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In 1975, Tom Koornwinder studied examples of two variable analogues of the Jacobi
polynomials in two variables. Those orthogonal polynomials are eigenfunctions of two
commuting and algebraically independent partial differential operators. Some of these
examples are well known classical orthogonal polynomials in two variables, such as
orthogonal polynomials on the unit ball, on the simplex or the tensor product of Jacobi
polynomials in one variable, but the remaining cases are not considered classical by
other authors. The definition of classical orthogonal polynomials considered in this
work provides a different perspective on the subject. We analyze in detail Koornwinder
polynomials and using the Koornwinder tools, new examples of orthogonal polynomials in
two variables are given.
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1. Introduction
In 1975 [1] Koornwinder studied examples of two-variables analogues of the Jacobi polynomials, and he introduced seven
classes of orthogonal polynomials in two variables obtained from Jacobi weights. Koornwinder consider all the seven classes
as two-variable analogues of the classical orthogonal polynomials, since those orthogonal polynomials are eigenfunctions of
two commuting and algebraically independent partial differential operators D1 and D2, where D1 has order two, and D2
may have any arbitrary order. Some of these examples are well-known classical polynomials in two variables, such as
orthogonal polynomials on the unit ball, on the simplex or the tensor product of Jacobi polynomials in one variable. In this
paper, Koornwinder shows a very interesting tool to construct orthogonal polynomials in two variables from orthogonal
polynomials in one variable. With this construction Koornwinder gave bases for orthogonal polynomials on the square, on
the unit disk, on the simplex, and on a parabolic domain. This result can be used to get OPS in other bounded and unbounded
domains.
Themost commonly accepted definition for classical orthogonal polynomials in two variables was introduced by Krall and
Sheffer [2], in 1967. They generalized the characterization for classical orthogonal polynomials as eigenfunctions of a very
special hypergeometric second order differential operator, showing that up to an affine change in the variables, there exist
nine different sets of classical orthogonal polynomials.
However, general tensor products of classical orthogonal polynomials in one variable and some of the Koornwinder
classes are not classical according to the Krall and Sheffer definition.
Recently, the authors (see [3,4]) extended the concept of classical orthogonal polynomials in two variables to a
wider framework, which, of course, includes the Krall and Sheffer definition and tensor products of classical orthogonal
polynomials in one variable. This will be achieved by means of a matrix partial differential equation. The definition for
classical orthogonal polynomials in two variables given by the authors is the key to introduce the concept of semiclassical
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orthogonal polynomials in two variables, as Hendriksen and van Rossumdid in 1985 [5] in the one variable case. In fact, in [6,7]
orthogonal polynomials in two variables associated with semiclassicalmoment functionals are studied.
In this paper, using our definition for classical and semiclassical orthogonal polynomials in two variables, we study
the classical character for the Koornwinder classes of orthogonal polynomials in two variables. We analyze in detail these
polynomials not considered classical by other authors.
The structure of the paper is as follows. In Section 2 we briefly give some definitions and properties essentials in the rest
of the paper. Section 3 summarizes the definitions for classical and semiclassical orthogonal polynomials in two variables
given by the authors. Next, we revisited the general method given by Koornwinder for generating bivariate orthogonal
polynomials from univariate ones, and we show that orthogonal polynomials in two variables generated by this method
are semiclassical if the univariate are. In the last section, we revisit Koornwinder polynomials and some new classes of
orthogonal polynomials in two variables obtained using the Koornwinder construction are given.
2. Orthogonal polynomials in two variables
We start with a short revision on necessary definitions and basic properties for orthogonal polynomials in two variables.
We follow essentially [8,1].
Denote byΠn the linear space of real polynomials in two variables of total degree at most n, and byΠ the collection of
all polynomials in two variables.
LetΩ ⊂ R2 be a simply connected domain (having a nonempty interior) and let ω(x, y) be a nonnegative and integrable
function defined onΩ .
A polynomial p ∈ Πn is called an orthogonal polynomialwith respect to ω(x, y) if
(p, q) :=
 
Ω
p(x, y)q(x, y)ω(x, y)dx dy = 0,
for all q ∈ Πn−1. Let Vn denote the set of polynomials of exact degree n orthogonal with respect to the weight function
ω(x, y). Then Vn is a linear space of polynomials of dimension n+ 1.
For the study of orthogonal polynomials it is often convenient to adopt a vector notation [9,10]. Let {Pn−k,k}nk=0 denote a
basis of Vn. We write the basis of Vn as a column vector
Pn = (Pn−k,k)nk=0 = (Pn,0, Pn−1,1, . . . , P0,n)t ,
where the superscript denotes the transpose, so that Ptn is a row vector. Using this notation, the orthogonality of {Pn−k,k}nk=0
can be expressed as
(Pn, Ptm) =
 
Ω
Pn Ptm ω(x, y)dx dy = 0(m+1)×(n+1), n ≠ m, n,m ≥ 0
(Pn, Ptn) =
 
Ω
Pn Ptn ω(x, y)dx dy = Hn,
where Hn is a symmetric and positive-definite matrix of size (n + 1). For convenience, we shall call the system {Pn}n≥0 =
{Pn−k,k : 0 ≤ k ≤ n, n = 0, 1, . . .} an orthogonal polynomial system (OPS). If Hn is the identity matrix, then {Pn−k,k : 0 ≤ k ≤
n, n = 0, 1, . . .} is an orthonormal basis and the OPS is called an orthonormal polynomial system.
3. Classical and semiclassical orthogonal polynomials in two variables
Let a(x, y), b(x, y), c(x, y) be polynomials in two variables of total degree less than or equal to 2, and let d(x, y), e(x, y) be
polynomials in two variables of total degree less than or equal to 1. Define the partial differential operator L acting onΠ by
means of
L[p] ≡ a∂xxp+ 2b∂xyp+ c∂yyp+ d∂xp+ e∂yp. (1)
Observe that L is the left hand side of the partial differential equation studied in [2], without restrictions on the polynomial
coefficients. If we define
Φ =

a b
b c

, Ψ =

d
e

, (2)
then, we can write
L[p] ≡ div(Φ∇p)+ Ψ˜ t∇p,
where Ψ˜ = Ψ − (divΦ)t , and ∇ and div denote the usual gradient and divergence operators.
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Definition 1. Let ω be a weight function defined onΩ ∈ R2, and let {Pn}n≥0 be an OPS with respect to ω. Then, we say that
ω is classical (or {Pn}n≥0 is a classical OPS), if there exist non-singular matricesΛn of size (n+ 1) such that
L[Ptn] ≡ div(Φ∇Ptn)+ Ψ˜ t∇Ptn = PtnΛn, n ≥ 1, (3)
and
det
 
Ω
Φ ω(x, y)dx dy ≠ 0. (4)
Differential equation (3) can be written also for n = 0, takingΛ0 = 0.
Observe that, for n = 1, then ∇Pt1 = I2, and Eq. (3) gives
divΦ + Ψ˜ t = Pt1Λ1 H⇒ Ψ t = Pt1Λ1.
The non-singular character ofΛ1 implies that d and e are independent polynomials of exact degree 1.
In the Krall and Sheffer case [2], Eq. (3) corresponds with Λn = λn In+1, where In+1 denotes the identity matrix of size
n+ 1.
With this definition, the authors [3,4] obtained several characterizations for classical orthogonal polynomials in two
variables such as the matrix Pearson equation for the weight function, a structure relation, and the orthogonality of the
gradients. The next theorem recovers one of these characterizations.
Theorem 2. Let ω be a weight function defined on a domain Ω ∈ Π2. Then, ω is classical if and only if it satisfies the matrix
Pearson equation
div (Φ ω) = Ψ t ω, (5)
whereΦ and Ψ are the same polynomial matrices defined in (2). Equivalently
∂x(aω)+ ∂y(bω) = dω,
∂x(bω)+ ∂y(c ω) = eω,
or Φ ∇ω = Ψ˜ ω, with Ψ˜ = Ψ − divΦ t , that is,
aωx + bωy = d˜ω,
bωx + c ωy = e˜ω,
where d˜ = d− ax − by, and e˜ = e− bx − cy.
The above characterization allows us to define semiclassical OPS.
Definition 3. A weight function ω is called semi-classical if it satisfies the matrix Pearson equation
div (Φ ω) = Ψ t ω, (6)
with
Φ =

a b
b c

, Ψ =

d
e

,
and det
 
Ω
Φ ω(x, y)dx dy ≠ 0. Define s = max{p− 2, q− 1} ≥ 0, where
p = degΦ = max{deg a, deg b, deg c} ≥ 0, q = degΨ = max{deg d, deg e} ≥ 1.
An OPS associated with a semiclassical weight is called a semiclassical OPS.
We remark that classical orthogonal polynomials in two variables are semiclassical orthogonal polynomials in two variables
with s = 0. This means that degΦ ≤ 2 and degΨ = 1.
In [6,7], the authors gave some characterizations for semiclassical orthogonal polynomials: a structure relation, a quasi-
orthogonality relation for the gradients, and a matrix differential-difference relation involving the differential operator L
defined by (1).
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4. Koornwinder classical orthogonal polynomials in two variables
In 1975, Koornwinder [1] gave a general method for generating bivariate orthogonal polynomials from univariate ones.
Next, we describe this method.
Let ω1(x) be a weight function on the interval (A, B), and ω2(y) be a weight function on the interval (C,D). Let ρ(x) be a
positive function on (A, B) such that one of the following hypothesis holds
Case I ρ is a polynomial of degree≤ 1.
Case II ρ2 is a polynomial of degree≤ 2, C = −D > 0, and ω2(y) is an even function on (−D,D).
For each integer k ≥ 0, let {pn,k(x)}n≥0 denote a sequence of orthogonal polynomials in one variable with respect to
the weight function ρ2k+1(x)ω1(x). Let {qn(y)}n≥0 be a sequence of orthogonal polynomials with respect to ω2(y). Then,
polynomials Pn−k,k of two variables can be defined by
Pn−k,k(x, y) = pn−k,k(x)ρk(x)qk

y
ρ(x)

, 0 ≤ k ≤ n.
Observe that Pn−k,k(x, y) are polynomials of total degree n. In Case I is evident, and in Case II it can be deduced from the fact
that qk(y) has the same parity as k since ω2(y) is even.
Moreover, they are orthogonal [8, p. 55] with respect to the weight function
ω(x, y) = ω1(x) ω2

y
ρ(x)

,
in the region
R = {(x, y) : A < x < B, C ρ(x) < y < D ρ(x)}.
Observe that the tensor product of orthogonal polynomials in one variable, {Rh}h≥0 and {Sk}k≥0 defined by means of
Ph,k(x, y) = Rh(x)Sk(y), h, k ≥ 0,
orthogonal with respect to the weight function
ω(x, y) = ω1(x) ω2(y),
where ω1(x) and ω2(y) are weight functions for the polynomials {Rh(x)}h≥0 and {Sk(y)}k≥0, respectively, is a particular case
of the Koornwinder construction with ρ(x) = 1.
Remind that a weight function in one variablew(x) is semiclassical (see [5]) if there exist two polynomials φ(x) andψ(x),
with degφ = p ≥ 0 and degψ = q ≥ 1, such that
[φ(x)w(x)]′ = ψ(x)w(x)⇐⇒ φ(x)w′(x) = ψ˜(x)w(x), (7)
where ψ˜(x) = ψ(x)− φ′(x). Let s = max{p− 2, q− 1} ≥ 0.
In addition, the weight function w(x) is classical if p ≤ 2 and q = 1, that is, s = 0. This situation corresponds with
the well-known classical orthogonal polynomial families in one variable, Jacobi, Laguerre and Hermite classical orthogonal
polynomials.
The next result shows that ifω1 andω2 are semiclassical, then theweight function obtained bymeans of the Koornwinder
construction is semiclassical too.
Theorem 4. Let ω1 and ω2 be semiclassical weight functions, satisfying the Pearson equations
[φ1(x)ω1(x)]′ = ψ1(x)ω1(x), (8)
[φ2(x)ω2(x)]′ = ψ2(x)ω2(x). (9)
Then ω(x, y) = ω1(x)ω2(ρ−1(x)y) is semiclassical, that is, there exist two polynomial matrices
Φ =

a b
b c

, Ψ =

d
e

,
such that ω(x, y) satisfies the matrix Pearson-type equation
div(Φ ω) = Ψ t ω,
and
det

R
Φ ω(x, y)dx dy ≠ 0.
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Proof. Taking partial derivatives, we get
ωx(x, y) = ω′1(x)ω2

y
ρ(x)

− ω1(x)ω′2

y
ρ(x)

y
ρ(x)2
ρ ′(x),
ωy(x, y) = ω1(x)ω′2

y
ρ(x)

1
ρ(x)
.
Using (8) and (9) we deduce
φ1(x)ωx(x, y)+ φ1(x)yρ
′(x)
ρ(x)
ωy(x, y) = ψ˜1(x)ω(x, y), (10)
ρ2(x)φ2

y
ρ(x)

ωy(x, y) = ρ(x)ψ˜2

y
ρ(x)

ω(x, y). (11)
We study these equations.
In Case I, ρ(x) is a polynomial of degree 1. Now, we have to distinguish two different situations.
(a) If ρ(x) is a factor of φ1(x), then (10) is a holonomic equation, that is an homogeneous differential equation with
polynomial coefficients.
(b) If ρ(x) is not a factor of φ1(x), then we have to multiply Eq. (10) times ρ(x) to obtain a holonomic equation.
To obtain a holonomic equation from (11) we need to multiply this equation times ρs2(x).
In Case II, since ρ2 is a polynomial of degree≤ 2, we have ρ ′(x)/ρ(x) = τ(x)/2ρ2(x), where τ(x) is a polynomial of degree 1.
Then,
(a) If ρ2(x) is a factor of φ1(x), then (10) is a polynomial equation.
(b) If ρ2(x) is not a factor of φ1(x), we multiply these equation times ρ2(x). In this case, ω2(y) is an even function, and then,
φ2(y) and ψ˜2(y) has different parity.
Again, multiplying Eq. (11) times ρs2(x)we obtain a polynomial equation.
After the convenient multiplications, (10)–(11) can be written as
α β
0 γ

ωx
ωy

=

δ˜
η˜

ω,
or equivalently
div

αβ
0γ

ω

=

δ
η

ω,
where α, β, γ , δ, η, δ˜, η˜ are polynomials in two variables independent of n. In order to get a Pearson-type equation, we
need to symmetrize the matrix of coefficients. One of the possibilities is the use of Gaussian elimination to obtain
a 0
0 c

ωx
ωy

=

d˜
e˜

ω, (12)
and therefore ω is a semiclassical weight function.
Observe that there exist other techniques to obtain Pearson-type equations, depending on the shape of the polynomial
coefficients. 
Remark 5. Note that in the particular case where ω1 and ω2 are classical weights in one variable, ω satisfies a Pearson
equation but in general, is not a classical weight. In fact, only in a few cases it is possible to get the appropriate degrees of
the polynomial coefficients in the Pearson equation.
Remark 6. The tensor product of semiclassical orthogonal polynomials in one variable provides semiclassical orthogonal
polynomials in two variables. In fact,
ω(x, y) = ω1(x), ω2(y),
satisfies the matrix Pearson-type equation (6) with
Φ =

φ1 0
0 φ2

, Ψ =

ψ1
ψ2

,
where
(φ1 ω1)x = ψ1 ω1, (φ2 ω2)y = ψ2 ω2,
are the respective Pearson equations for the univariate polynomials.
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5. Koornwinder classical orthogonal polynomials in two variables
In this section, we analyze the Koornwinder classes of orthogonal polynomials in two variables described in [1] and
obtained by means of the construction in Section 4. We relate them with the definition of classical and semiclassical
orthogonal polynomials in two variables given in Section 3, and we provide the corresponding Pearson-type equation (5). In
addition, we show new examples of orthogonal polynomials in two variables obtained from the Koornwinder construction.
First we recall some properties for classical Jacobi polynomials in one variable.
5.1. Classical Jacobi polynomials in one variable
Classical Jacobi polynomials in one variable are orthogonal with respect to the inner product
⟨f , g⟩J =
 1
−1
f (x)g(x)ω(α,β)(x)dx,
where the weight function is given by
ω(α,β)(x) = (1− x)α(1+ x)β , α, β > −1.
As usual, we denote by {P (α,β)n (x)}n≥0 the orthogonal polynomial sequence associated with ω(α,β)(x), the so-called Jacobi
polynomials standardized by the condition (see [11], formula (4.1.1), p. 58)
P (α,β)n (1) =

n+ α
n

.
The Jacobi weight function is classical in one variable since it satisfies Eq. (7)
(φ(x)ω(α,β)(x))′ = ψ(x)ω(α,β)(x)⇐⇒ φ(x)(ω(α,β)(x))′ = ψ˜(x)ω(α,β)(x),
with
φ(x) = 1− x2, ψ(x) = β − α − (α + β + 2)x, ψ˜(x) = β − α − (α + β)x.
Classical Jacobi polynomials can be defined in the interval [0, 1]. In this case, the weight function is given by
ω(α,β)(x) = (1− x)αxβ , α, β > −1.
The convenient change of variable translates above formulas to the interval [0, 1].
5.2. Class II: orthogonal polynomials on the unit disk
In Class II, Koornwinder constructed the classical orthogonal polynomials in two variables on the unit disk (ball
polynomials)
B2 = {(x, y) ∈ R2/x2 + y2 ≤ 1},
associated with the weight function
ω(α)(x, y) = (1− x2 − y2)α, α > −1,
taking
ω1(x) = (1− x2)α, x ∈ [−1, 1], α > −1,
ω2(y) = (1− y2)α, y ∈ [−1, 1], α > −1,
ρ(x) =

1− x2.
Then, ball polynomials can be defined as
P (α)n−k,k(x, y) = P

α+k+ 12 ,α+k+ 12

n−k (x)(1− x2)
1
2 k P (α,α)k ((1− x2)−
1
2 y), n ≥ k ≥ 0.
Observe that, in this case, φ1(x) = φ2(x) = ρ2(x), and using Theorem 4, the weight function
ω(α)(x, y) = ω1(x)ω2(ρ−1(x)y) = (1− x2 − y2)α, α > −1,
satisfies Eqs. (10)–(11)
(1− x2)ω(α)x − x yω(α)y = −2α xω(α),
(1− x2 − y2)ω(α)y = −2α yω(α).
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In order to obtain amatrix Pearson-type equation as (5), div(Φ ω) = Ψ t ω, withΦ a symmetricmatrix, wemust symmetrize
the above equation. Since in this case the Koornwinder construction is valid, interchanging the role of the variables x and y,
that is,
ω(α)(x, y) = ω1(x)ω2(ρ−1(x)y) = ω1(ρ−1(y)x)ω2(y) = (1− x2 − y2)α,
the weight function satisfies (among others) two different matrix Pearson-type equations with
Φ =

x2 − 1 x y
x y y2 − 1

, Ψ =

(2α + 3)x
(2α + 3)y

,
and
Φˆ =

1− x2 − y2 0
0 1− x2 − y2

, Ψˆ =
−(α + 1)x
−(α + 1)y

.
Orthogonal polynomials on the unit ball are classical according to Definition 3 since degΦ = deg Φˆ = 2 and degΨ =
deg Ψˆ = 1.
5.3. Class III: orthogonal polynomials on the region bounded by a straight line and a parabola
For α, β > −1, the polynomials
P (α,β)n−k,k(x, y) = P (α,β+k+
1
2 )
n−k (2x− 1)x
1
2 kP (β,β)k (x
− 12 y), n ≥ k ≥ 0,
are orthogonal with respect to the weight function
ω(x, y) = (1− x)α(x− y2)β ,
on the region {(x, y)/y2 < x < 1}, which is bounded by a straight line and a parabola. These polynomials are obtained from
Koornwinder construction with
ω1(x) = (1− x)αxβ , α, β > −1, x ∈ [0, 1],
ω2(y) = (1− y2)β , β > −1, y ∈ [−1, 1],
ρ(x) = √x.
Since φ1(x) = (1− x)x, φ2(y) = 1− y2, Eqs. (10)–(11) read
2(1− x)xωx + (1− x)yωy = 2(β − (α + β)x)ω,
(x− y2)ωy = −2β yω.
A simple computation shows that the weight function also satisfies the matrix Pearson-type equation (5), where
Φ =

2(1− x)x (1− x)y
(1− x)y 1
2
(1− x)

, Ψ =
−(2β + 3)− (2α + 2β + 5)x
−(1+ α)y

.
Then, the Koornwinder orthogonal polynomials of Class III are classical, since degΦ = 2, and degΨ = 1.
5.4. Class IV: orthogonal polynomials on the simplex
For α, β, γ > −1, the Class IV of Koornwinder polynomials correspond with
ω1(x) = (1− x)α xβ+γ , x ∈ [0, 1],
ω2(y) = (1− y)β yγ , y ∈ [0, 1],
ρ(x) = x,
on the simplex {(x, y)/0 < y < x < 1} in R2. The polynomials
P (α,β,γ )n−k,k (x, y) = P (α,β+γ+2 k+1)n−k (2x− 1)xkP (β,γ )k (2 x−1 y− 1), n ≥ k ≥ 0,
are orthogonal with respect to the weight function
ω(x, y) = (1− x)α(x− y)βyγ .
Observe that φ1(x) = φ2(x) = (1− x)x, and the weight function satisfies
(1− x)xωx + (1− x)yωy = β + γ − (α + β + γ )xω,
(x− y)yωy = γ x− (β + γ )yω.
These polynomials are classical since ω(x, y) satisfies a matrix Pearson-type equation (5), with
Φ =

(1− x)x (1− x)y
(1− x)y (1− y)y

, Ψ =

β + γ + 2− (α + β + γ + 3)x
γ + 1− (α + β + γ + 3)y

.
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5.5. Class V: orthogonal polynomials on the square
Class V correspond with polynomials orthogonal with respect to the weight function
ω(x, y) = ω(α,β)(x) ω(γ ,δ)(y), α, β, γ , δ > −1,
defined on the square [−1, 1]× [−1, 1], the so-called tensor product of Jacobi polynomials, corresponding to ρ(x) = 1. The
tensor products of classical orthogonal polynomials in one variable are classical according to Definition 3 (see [3]).
5.6. New examples
Using the Koornwinder construction, it is possible to give new examples of classical and semiclassical orthogonal
polynomials in two variables.
Example 1. Using Koornwinder’s tools, we present an example of a classical weight function with unbounded support.
Consider the Laguerre and Jacobi weight functions in one variable
ω1(x) = xα e−x, x ∈ [0,+∞), α > −1,
ω2(y) = (1− y)β , y ∈ [−1, 1], β > −1,
ρ(x) = x.
The polynomials
Pn−k,k(x, y) = L(α+2k+1)n−k (x)xk P (0,β)k
y
x

, n ≥ k ≥ 0,
are orthogonal with respect to the weight function
ω(x, y) = xα−β e−x(x− y)β ,
on the unbounded region {(x, y)/− x < y < x, x > 0}.
Using Theorem 4, we find a system of linear equations for the weight function
xωx + yωy = (α − x)ω,
(x2 − y2)ωy = −β(x+ y)ω.
However, we can find another matrix Pearson-type equation
∂x(xω)+ ∂y(xω) = (α − β + 1− x)ω,
∂x(xω)+ ∂y((−x2 + y2 − x+ 2y)ω) = (α + β + 3+ (β − 1)x+ (β + 2)y)ω,
and then, they are classical.
Example 2. Now, we consider the Laguerre weight function in one variable
ω1(x) = xα e−x, x ∈ [0,+∞), α > −1,
ω2(y) = yβ e−y, y ∈ [0,+∞), β > −1,
ρ(x) = x.
Using the Koornwinder construction, the polynomials
Pn−k,k(x, y) = L(α+2k+1)n−k (x)xk L(β)k
y
x

,
are orthogonal with respect to the weight function
ω(x, y) = xα e−x
y
x
β
e−y/x = xα−β yβ e−(x+y/x),
on the unbounded region [0,+∞)× [0,+∞).
Theorem 4 provides a system of linear equations for the weight function
xωx + yωy = (α + 2− x)ω,
x yωy = ((β + 1)x− y)ω.
Gauss elimination gives a matrix Pearson-type equation for the weight function
x2 ωx = ((α + 2− x)x− (β + 1)x+ y)ω,
x yωy = ((β + 1)x− y)ω.
In this case, the weight function is semiclassical.
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Example 3. Koornwinder’s construction can be applied to measures including a discrete part. In this case the inner product
for the bivariate polynomials can include line integrals along a parameterized curve. We illustrate this fact in our two last
examples.
Let us consider dµ1, the classical Gegenbauer measure
dµ1(x) = (1− x2)αdx
with α > −1, and dµ2 the semiclassical measure obtained from dµ1 by the addition of two symmetrical mass points at
both ends of the supporting interval
dµ2(x) = (1− x2)α dx+Mδ(x− 1)+Mδ(x+ 1),
where M > 0. Following Koornwinder (see [12]) we will denote by P (α,α,M,M)n (x) the orthogonal polynomials with respect
to dµ2. If we set ρ(x) = (1− x2)1/2 then the bivariate polynomials
Pn−k,k(x, y) = P (α+k+1/2,α+k+1/2)n−k (x)(1− x2)k/2P (α,α,M,M)k

y
(1− x2)1/2

are orthogonal with respect to the positive definite moment functional u defined by
⟨u, f ⟩ =

B2
f (x, y)(1− x2 − y2)αdxdy+M
 1
−1
f (x, (1− x2)1/2)(1− x2)αdx
+M
 1
−1
f (x,−(1− x2)1/2)(1− x2)αdx.
Observe that themoment functional includes Diracmasses along the border of the unit circle but both semicircles are traced
in opposite directions.
As it is well known, themeasure dµ1(x) = (1−x2)αdx is classical since the correspondingmoment functional u1 defined
by
⟨u1, f ⟩ =
 1
−1
f (x)(1− x2)αdx
satisfies the Pearson equation D((1 − x2)u1) = −2(α + 1)xu1. On the other hand, the measure dµ2(x) = (1 − x2)αdx +
M[δ(1− x)+ δ(1+ x)] is semiclassical of Class II since the moment functional u2 defined by
⟨u2, f ⟩ =
 1
−1
f (x)(1− x2)αdx+M[f (−1)+ f (1)]
satisfies the Pearson-type equation D((1 − x2)2u2) = −2(α + 2)x(1 − x2)u2. In this way, an analogous of Theorem 4 will
provide a two variable Pearson-type equation for the moment functional u, and thus u is semiclassical.
Example 4. A similar example on the triangle can be obtained adding Dirac masses to the measures in Koornwinder’s Class
IV. In fact, if we consider the measures dµ1 = (1 − x)αxβ+γ dx + Mδ(1 − x), dµ2 = (1 − x)βxγ dx + Mδ(1 − x) + Mδ(x),
and ρ(x) = x, then the polynomials
Pn−k,k(x, y) = P (α,β+γ+2k+1,0,M)n−k (2x− 1)xk P (β,γ ,M,M)k

2
y
x
− 1

are orthogonal with respect to the positive definite moment functional u defined by
⟨u, f ⟩ =
 1
0
 x
0
f (x, y)(1− x)α(x− y)βyγ dxdy+M
 1
0
f (x, 0)(1− x)αxβdx
+M
 1
0
f (1, y)(1− y)βyγ dy+M
 1
0
f (x, x)(1− x)αxγ dx.
Observe that the positive definite moment functional u includes line integrals along the border of the triangle.
Now, the measure dµ1 = (1 − x)αxβ+γ dx + Mδ(1 − x) is semiclassical of Class I since the corresponding moment
functional u1 defined by
⟨u1, f ⟩ =
 1
0
f (x)(1− x)αxβ+γ dx+Mf (1)
satisfies the Pearson equation D(x(1− x)2u1) = (1− x)(β + γ + 1− (α+ β + γ + 3)x)u1. On the other hand, the measure
dµ2 = (1− x)βxγ dx+Mδ(1− x)+Mδ(x) is semiclassical of Class II since the moment functional u2 defined by
⟨u2, f ⟩ =
 1
−1
f (x)(1− x)βxγ dx+M[f (0)+ f (1)]
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satisfies the Pearson-type equationD(x2(1−x)2u2) = x(1−x)(γ+2−(β+γ+4)x)u2. And finally, an analogous of Theorem4
will provide again a matrix Pearson-type equation for the moment functional u, which shows that u is semiclassical.
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