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ABSTRACT
The ability to direct and maintain attention is essential for communication in noisy
environments. Often times, knowing where to attend is helpful for this purpose, al-
lowing selection of targets in one location and suppression of distractors elsewhere.
This ability is effortless for most, yet the way in which the brain performs this selec-
tion is still not well understood. Furthermore, while many can successfully converse
when surrounded by irrelevant speech and noise, hearing-impaired individuals strug-
gle to do so, even with current assistive technologies. In order to address these issues,
this work aims to characterize neural correlates of spatial attention under a variety
of circumstances using electroencephalography (EEG), which could be used to guide
processing of acoustic signals. First, we characterize EEG correlates of visual spatial
attention to dynamic stimuli within scenes of different spatial complexities. Second,
vi
we characterize these same correlates during an auditory spatial attention task and
explore how pitch differences between competing auditory streams may affect the
use of spatial features during sustained attention. Finally, we compare the identified
correlates between normal-hearing and hearing-impaired listeners in order to deter-
mine if a weakened ability to spatially attend affects the observed neural signatures.
Thus, the work presented in this dissertation serves to shed light on the brain’s ability
to direct and maintain spatial attention in a variety of contexts. By characterizing
EEG signatures within these contexts, we also provide considerations for future tech-
nologies that use non-invasive neural measures to enhance communication abilities of
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Communication in noisy environments is guided by an individual’s ability to success-
fully direct and maintain attention, selecting a single talker of interest while simulta-
neously suppressing distractors. While this ability is effortless for most, there are still
many individuals, such as those who are hearing impaired, for whom this task can
be overwhelming. Within these complex scenes, it would be useful to monitor where
an individual is focusing attention. This ability would make it possible to intervene
by assisting in object selection and enhancing the ability of a listener to understand
surrounding stimuli.
While much is still unknown about how we navigate these noisy environments,
some answers can be found in neural responses. Spatial attention has been shown to
modulate the neural representation of both auditory and visual scenes—enhancing
the signal to noise ratio in order to select targets and filter out background noise.
Electroencephalography (EEG) is often used to examine this response, through both
event-related potentials (ERPs) and oscillatory power. Its noninvasive nature and
fine time resolution make EEG appealing, particularly when examining the response
to dynamic stimuli. If EEG is to be used for future assistive technologies, then it is
important to understand how the brain uses spatial features to focus attention, and
perhaps more importantly, it is necessary to identify EEG signatures that reflect this
spatial focus.
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This dissertation aims to characterize EEG correlates of spatial selective attention
under a variety of circumstances. In doing so, we present measures that reflect the
degree to which spatial features are used to focus attention in complex auditory
scenes—scenes in which the degree of perceived difference among competing streams,
may it be due to pitch or spatial separation, undoubtedly affects how readily spatial
cues are recruited to direct and maintain attention. This work also explores how
hearing impairment, in addition to scene characteristics, may affect the ability to
focus spatial attention and the resulting neural signatures. Combined, these findings
will shed light on how individuals cope with complex auditory scenes and provide
guidance for development of technology that assists those who struggle to do so.
1.2 Specific Aims
This dissertation addresses three specific aims, each of which is described in more
detail below. In order to identify neural correlates of spatial attention, we began by
studying selective attention in an inherently spatial sensory modality: vision, in which
location is encoded by channels in the retina (Aim 1). While visual attention is often
inherently spatial, auditory attention is not; information is encoded into frequency
channels in the cochlea, and spatial information must be computed explicitly (e.g., by
comparing left and right ear signals). Therefore, non-spatial features, such as pitch,
may also be used to orient and maintain attention. In order to better understand
the mechanisms that underlie auditory spatial attention, we looked for the EEG
correlates identified in Aim 1 during an analogous auditory spatial attention task
and asked how the strength of pitch cues affected these measures (Aim 2). Even if
correlates of auditory spatial attention can be identified in normal-hearing listeners,
they may be degraded in listeners who have poor perceptual resolution of spatial
cues. Therefore, by comparing the identified correlates from Aim 2 between normal-
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hearing and hearing-impaired listeners, we hoped to gain a better understanding of
how a listener’s spatial acuity affects their ability to use spatial cues for focused
attention (Aim 3).
1.2.1 Aim 1: Characterize neural correlates of visual spatial attention in
the presence of dynamic stimuli
Neural correlates of spatial attention have been studied extensively in vision, namely
through measurement of the event-related potential (ERP) and alpha (8-14 Hz) os-
cillatory power. Increased ERP amplitudes from visual cortex reflect enhancement
of stimuli in the attended location; increased parietal alpha power ipsilateral to the
attended location is associated with suppression of distractors in the ignored loca-
tion. Though these correlates have already been identified in EEG, few studies have
characterized them during attention to dynamic stimuli, and little is known regarding
how these measures change with increased scene complexity.
In order to address these gaps, we compared modulation of ERPs and alpha
power across three visual spatial attention paradigms, each with differing degrees of
scene complexity—defined as the number of locations at which irrelevant stimuli ap-
peared. The experimental task was identical across all paradigms, allowing for direct
comparisons of EEG measures across scenes that required varying degrees of spatial
suppression in order to selectively attend. The results of these experiments serve to
form a basis for identifying neural signatures of sustained spatial attention to dynamic
stimuli. Once this basis is established, comparisons can be made with signatures of
auditory spatial attention, which often requires tracking dynamic streams.
Aim 1 is addressed in Chapter 2 of this dissertation1.
1Chapter 2 is a manuscript with authors Lia M. Bonacci, Scott Bressler, Jasmine A. C. Kwasa,
Abigail L. Noyce, and Barbara G. Shinn-Cunningham.
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1.2.2 Aim 2: Characterize neural correlates of auditory spatial attention
in the presence of strong pitch cues
Growing evidence supports the idea that auditory and visual spatial attention recruit
the same frontoparietal cortical network (Michalka et al., 2015; Michalka et al., 2016;
Noyce et al., 2017). If this is the case, then we may expect to see similar EEG
correlates of spatial attention (i.e., parietal alpha modulation) between analogous
visual and auditory attention tasks. Nonetheless, while alpha oscillations have been
studied extensively in vision, their role in auditory spatial attention is less understood.
Furthermore, top-down spatial attention, and therefore alpha modulation, may not
persist over the course of an auditory stream if pitch also differentiates target from
distractors.
In order to better characterize parietal alpha modulation during auditory spatial
attention, we measured EEG during auditory tasks that were analogous to those
designed in Aim 1. During these tasks, subjects focused attention on one of three
simultaneous melodies. In one experiment, subjects were given an auditory cue that
indicated both the location and pitch of the target melody. Here, we asked whether
subjects would orient attention in space even if they knew the pitch of the to-be-
attended stream. In a second experiment, the cue only indicated the target location,
and experimental blocks alternated between two conditions: one in which the pitch
separation of competing melodies was large, and one in which this separation was
small. By adjusting the pitch separation between competing melodies and measuring
parietal alpha modulation, we aimed to explore the degree to which spatial features
are used to focus attention in the presence of strong pitch cues.
Aim 2 is addressed in Chapter 3 of this dissertation 2.
2Chapter 3 is a manuscript with authors Lia M. Bonacci, Scott Bressler, and Barbara G. Shinn-
Cunningham.
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1.2.3 Aim 3: Compare neural correlates of auditory spatial attention
between normal-hearing and hearing-impaired listeners
Hearing-impaired individuals often report difficulty communicating in noisy settings.
One factor that likely contributes to these challenges is the poor spatial acuity typ-
ically associated with hearing-impaired listeners. If perceptual resolution of spatial
cues is weak, then spatially focused attention may work poorly, making it difficult
to segregate and select sounds in a mixture. Consequently, the EEG correlates that
reflect spatially focused attention in normal-hearing (NH) listeners may be degraded
in hearing-impaired (HI) listeners, presenting a challenge in the design of assistive
technologies that enhance communication abilities using non-invasive EEG.
A previously published behavioral and EEG study (Dai et al., 2018) found that,
compared to NH listeners, HI listeners often had higher interaural time difference
(ITD) thresholds, worse performance when asked to report the content of an acoustic
stream from a particular location, and weaker attentional modulation of ERPs evoked
by sounds in a mixture. We therefore wondered whether HI listeners also showed
weaker parietal alpha lateralization during auditory spatial attention. In order to
investigate this, we compared alpha power modulation between the same NH and HI
listeners performing the previously reported spatial attention task, which was similar
to that of Aim 2. While the previous ERP results reflected an overall degraded ability
to selectively attend spatially separate auditory streams, the degree to which alpha
modulation is degraded may may more closely reflect specific deficits in the use of
spatial features for focused attention. In addition, characterizing neural correlates of
attention in HI listeners will provide insight for the design of future technologies that
aim to assist them.
Aim 3 is addressed in Chapter 4 of this dissertation3.
3Chapter 4 is a manuscript with authors Lia M. Bonacci, Lengshi Dai, and Barbara G. Shinn-
Cunningham.
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1.3 Background and Literature Review
1.3.1 Communication in Noisy Environments
In the classic cocktail party setting, it is possible to direct and maintain attention
as desired, listening to a single talker while also ignoring background noise (Cherry,
1953). Not only are we able to pick out a single voice—belonging to a friend on the left,
for example—we also direct focus visually—ignoring the faces of those with whom we
are not conversing. This phenomenon, in both vision and audition, is often discussed
in terms of an individual’s ability to form and select perceptual objects within a
complex scene. These two processes are so closely related, they can be difficult to
separate (Shinn-Cunningham et al., 2017). Conversely, failure to communicate in
noisy environments can often be explained by failures of either object formation or
selection (Shinn-Cunningham and Best, 2008; Shinn-Cunningham et al., 2017).
The concept of object-based attention originated in the vision literature. In that
literature, attention acts on visual objects, which are formed when textures, contours,
and surfaces are grouped together at successively larger scales (Treisman and Gelade,
1980; Feldman, 2003). This framework was later adapted to define auditory objects,
which are formed when sound features are grouped together and perceived as com-
ing from the same source (Shinn-Cunningham, 2008). Unlike visual objects, which
are formed across different spatial scales, auditory objects require that features be
grouped over time. Local spectro-temporal structure determines how sound energy in
a mixture is bound to form short-term objects, such as syllables (Shinn-Cunningham,
2008; Shinn-Cunningham et al., 2017). These short-term objects are then strung
together based on similarity of higher-order features—location, pitch, or timbre, for
example—to form streams, such as sentences (Bregman, 1990; Shinn-Cunningham,
2008; Shinn-Cunningham et al., 2017). What constitutes an object is not always
straightforward, and neither are the rules that guide their formation. Much is still
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unknown about how objects are formed in complex scenes, however, this work focuses
more on how they are selected.
Due to limited processing capacity, not all objects in a scene are always perceived.
Therefore, there must be a mechanism for selecting which objects to attend. Two
competing factors are thought to underlie object selection: top-down control and
bottom-up salience. If an individual knows which features distinguish a target object
from the mixture, they can volitionally direct their focus using top-down control
(Shinn-Cunningham, 2008). For example, if we wish to converse with someone who
we know is to our left, we can select their speech based on this feature. However,
in the process of doing so, bottom-up factors may interfere, automatically drawing
attention to a more salient object (e.g., shattering glass). Thus, object-selection is
thought to be a biased competition between inherent salience of incoming stimuli and
top-down, voluntary focus (Desimone and Duncan, 1995; Shinn-Cunningham, 2008).
Most individuals are able to effortlessly communicate at the cocktail party. How-
ever, when object formation or selection fails, this communication breaks down. Such
is often the case for those who are hearing impaired. Auditory features that facilitate
object formation are degraded in hearing-impaired listeners, making it difficult or im-
possible to group and segregate sounds in a mixture (Shinn-Cunningham and Best,
2008; Marrone et al., 2008a). This inability to parse auditory scenes contributes to
failures of object selection, since top-down control won’t be effective at selecting an
object that cannot be segregated from the other sounds in the scene (Desimone and
Duncan, 1995; Shinn-Cunningham and Best, 2008).
Hearing aids are effective at amplifying speech in quiet settings, but fail in the
presence of many competing talkers—since they generally amplify both targets and
distractors. Directional hearing aids have attempted to address these issues by ampli-
fying sound from a particular location (Shinn-Cunningham and Best, 2008; Kidd Jr
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et al., 2013), but these solutions typically assume that the intended target is directly
in front of the listener, requiring head movement or saccades in order to switch tar-
gets. The ideal solution would be one that fluidly switches and maintains spatial
focus based on where the user intends to direct attention. Such a solution requires
that we identify some signature of attention to a specific location in space. Since we
often direct our visual attention to the source of speech we wish to attend, it would
be beneficial to identify signatures of spatial attention in both vision and audition.
In order to do so, we look to the neural response.
1.3.2 Neural Mechanisms of Spatial Selective Attention
Evidence of top-down and bottom-up processes can be found in the neural response to
spatially cued stimuli. Early imaging studies by Posner and Petersen defined specific
brain networks that were thought to underlie visual attention (Posner and Petersen,
1990). In particular, an “orienting” network appears to represent top-down control of
spatial attention. During spatially cued visual attention tasks, sustained activation
of a dorsal frontoparietal network—including superior parietal cortex and frontal eye
fields (FEF)—is often observed in fMRI (Corbetta and Shulman, 2002; Petersen
and Posner, 2012). However, when a target location is miscued, requiring a spatial
attention switch, a ventral “reorienting” network that includes frontal cortex and the
temporoparietal junction (TPJ) (Corbetta and Shulman, 2002; Petersen and Posner,
2012) is activated. This network is typically associated with bottom-up attention
since it appears to interrupt activity of the orienting network, and is also suppressed
when top-down attention is dominant (Corbetta et al., 2008).
Both networks behave similarly during auditory spatial attention tasks. Not only
is the dorsal “orienting” network activated during spatial auditory tasks, but it is
more active during these tasks than when other features, such as pitch were attended
(Michalka et al., 2015). In tasks that required a spatial shift of auditory attention, the
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TPJ was also activated, and this activation was larger than when the shift was based
on pitch (Larson and Lee, 2014). The above evidence suggests that many neural
mechanisms underlying spatial selective attention are modality general. In order to
obtain measures of these mechanisms, we turn to EEG.
1.3.3 Correlates of Selective Attention in EEG
Attentional modulation of the neural response has been studied extensively in EEG,
often through the examination of event-related potentials (ERPs) and oscillatory
power. These two metrics fall under two categories, respectively: evoked activity
and induced activity. While evoked activity is phase-locked to onsets of a specific
event (such as the onset of a visual or auditory object), induced activity is thought
to reflect ongoing neural processes that may or may not be associated with any one
object in particular (Kalcher and Pfurtscheller, 1995). Nonetheless, evidence suggests
that both metrics vary with attentional focus, reflecting an individual’s ability to
selectively attend objects on the basis of spatial location.
Evoked activity, often measured through ERPs, represents ensemble neural firing
that is phase-locked to a stimulus onset. This response is often isolated by averaging
across trials, which averages out all non-phase-locked activity. The size of the first
negative component of the ERP (N1), is frequently used as an index of attention to
both auditory and visual stimuli. For example, when subjects were cued to attend
one of three isochronous melodies, the N1 response in fronto-central electrodes was
amplified at the onsets of notes in the cued location compared to when the same
stimuli were ignored (Choi et al., 2014). Similarly, in visual selective attention tasks,
enhanced N1s are observed in parieto-occipital channels contralateral to cued stimulus
locations (Hillyard and Anllo-Vento, 1998). It is important to note that while the
EEG representation of visual ERPs is inherently spatial (i.e., stimuli are represented
in sensors contralateral to their location in the visual field), determining the direction
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of attention to auditory stimuli using ERPs requires that we know the timing of object
presentations at each location. Nonetheless, examination of ERPs provides a robust
measure of top-down control during both auditory and visual selective attention.
Unlike evoked activity, induced activity is not phase locked to a given stimulus,
though changes may be loosely time locked to stimulus onsets. Typically, induced
activity is seen in oscillatory power in a particular frequency band. Alpha-band ac-
tivity (8-14 Hz) is widely considered to play a role in sensory suppression. During
visuospatial selective attention tasks, alpha power increases over parieto-occipital re-
gions representing distracting stimuli (Worden et al., 2000; Foxe and Snyder, 2011)
(i.e., ipsilateral to stimuli in the attended location). Similar behavior occurs during
auditory tasks in which subjects are cued to attend one of two spatially separated
speech streams (Kerlin et al., 2010; Banerjee et al., 2011). These results are con-
sistent with evidence that similar neural mechanisms operating in modality-general
brain networks underlie spatial auditory and visual selective attention. Decreases
in alpha power have also been reported in parieto-occipital regions representing to-
be-attended visual stimuli (i.e., contralateral to stimuli in the attended location)
(Pfurtscheller and Da Silva, 1999). Therefore, alpha oscillations have been assumed
to represent a gating mechanism for top-down attention—maintaining suppression
of distractors while allowing representation of targets. Though more examination is
needed, these measures have the potential to provide signatures of top-down control
of spatial attention in addition to those provided by evoked activity.
1.4 Significance
This work aims to shed light on how individuals spatially direct and maintain at-
tention in the presence of multiple competing stimuli. Using EEG, we measured the
neural response—both evoked and induced—to spatially cued auditory and visual
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stimuli. These measures serve to better define the neural mechanisms that guide
selective attention, which is required for communication in noisy environments. Not
only do our results highlight how individuals direct spatial attention, but they will
also provide EEG signatures for determining where individuals direct attention in
both vision and audition. Therefore, the correlates identified in this work, in both
normal-hearing and hearing-impaired listeners, may serve as a guide for future tech-
nologies that aim to assist those who struggle to communicate at the cocktail party.
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Chapter 2
Neural Correlates of Visual Spatial
Attention
2.1 Introduction
At any given moment, the external world may present us with a multitude of rapidly
changing stimuli. Despite the complex dynamics of visual input, we are able to ef-
fortlessly pick out a single object against a background of irrelevant distraction. Not
only can we select this object, but we can also sustain attention to it, tracking how
it changes or moves over time (e.g., locating a friend in a crowd and tracking their
position as you attempt to grab their attention). In order for this selection and track-
ing to be successful, our perception of target stimuli must be enhanced while that of
distractor stimuli is suppressed (James, 1890), presumably through enhancement or
suppression of their respective neural representations. Many studies of visual atten-
tion provide evidence for neural mechanisms that both enhance target and suppress
distractor stimuli in complex scenes, but very few consider these processes during
attention to dynamic stimuli (but see for example (Agam and Sekuler, 2007; Drew
et al., 2009; Song and Nakayama, 2009; Kerr et al., 2011; Payne et al., 2013; van
Ede et al., 2017)). Furthermore, many of these studies focused on sustained at-
tention to a single stimulus. Here, we systematically manipulated scene complexity
while subjects monitored a visual stimulus in order to understand both attentional
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enhancement and attentional suppression in the presence of various configurations of
dynamic distracting stimuli.
In vision, attention is often deployed to a spatial location, either via bottom-
up guided cues or via top-down volitional (endogenous) direction of attention (Pos-
ner et al., 1980; Posner, 1980; Rosen et al., 2014; Huffman et al., 2018; Wolfe and
Utochkin, 2019). Once a location is attended, its features, such as color, shape, and
orientation, are integrated and perceived as whole objects (Treisman and Gelade,
1980; Shinn-Cunningham, 2008; Humphreys, 2016). Spatial selective attention can
greatly affect our perception of complex scenes. For example, in a complex scene,
if attention is directed elsewhere, large changes can go completely unnoticed even if
they are clearly visible within our visual field (Simons and Chabris, 1999; Simons
and Rensink, 2005; Drew et al., 2013). The neural mechanisms that implement such
endogenous control of spatial attention are still not well understood.
Evidence of top-down attentional processes can be found using electroencephalog-
raphy (EEG). One common EEG measure is an evoked response, or event-related
potential (ERP), which reflects ensemble neural firing that is phase locked to stimu-
lus events. One ERP component that is often used as an index of sensory processing is
the N1, a large negative deflection of the ERP that occurs 100–200 ms after stimulus
onset. N1 responses are elicited by both auditory events (Näätänen and Picton, 1987)
and visual events (Mangun and Hillyard, 1991), and can be modulated by endogenous
top-down attention (Hillyard and Anllo-Vento, 1998; Choi et al., 2013; Choi et al.,
2014). Deploying attention to a specific item or location enhances the N1 elicited
by the attended object (Hillyard and Anllo-Vento, 1998; Choi et al., 2014); revoking
attention from a distractor may reduce the corresponding N1 (Choi et al., 2013). N1
amplitude thus provides one index of attentional modulation in sensory processing.
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An additional EEG marker of top-down attentional control is the induced EEG
response. Unlike the evoked response, induced activity is not phase locked to stimulus
events; instead its power is loosely related to event timings (Kalcher and Pfurtscheller,
1995). In particular, oscillations in the alpha band (8–14 Hz) have been associated
with selective attention in both vision and audition (Sauseng et al., 2005; Klimesch
et al., 2007; Kerlin et al., 2010; Banerjee et al., 2011; Payne et al., 2013; Payne
and Sekuler, 2014; van Diepen et al., 2016). Unlike the N1, alpha power decreases
in regions of cortex that are processing an attended or task-relevant stimulus, and
increases in regions that represent distractors or irrelevant locations (Worden et al.,
2000; Payne et al., 2013; Payne and Sekuler, 2014). Thus, alpha oscillations are
thought to be associated with a top-down suppression mechanism (Kelly et al., 2006;
Foxe and Snyder, 2011; Payne and Sekuler, 2014; Zumer et al., 2014), facilitating
selection of relevant objects by attenuating neural processing of irrelevant objects.
While the N1 response has been studied extensively as an index of top-down
attention, the characteristic behavior of alpha activity is less clear. Many studies have
shown that modulation of alpha power following a spatial cue reflects anticipatory
biasing of attention to a specific location (Worden et al., 2000; Thut et al., 2006).
Other studies have shown that this modulation persists following brief presentation
of a single stimulus (Sauseng et al., 2005; van Diepen et al., 2016). However, very
few studies (Kelly et al., 2006; Händel et al., 2011) have examined the role of alpha
oscillations during sustained attention to dynamic target stimuli.
Because the external world is full of dynamically changing sensory input, it is im-
portant to understand how the brain performs selection over time when sustained at-
tention to shifting stimuli is required. Furthermore, the external world rarely presents
us with only two competing, yet spatially separated objects at a time. Rather, we are
often tasked with ignoring many objects at once, which may or may not occupy space
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close to the target. To understand how alpha oscillations relate to attentional focus in
everyday visual processing, it is important to test conditions that more closely mimic
these attributes.
In this study, we designed a selective attention paradigm in which subjects were
required to track a visual object as it changed over time. By adjusting the number
of locations in which irrelevant stimuli appeared, we created three experiments, each
with different scene complexity. Using EEG, attentional modulation of both the N1
response and induced alpha power were measured and compared across these three
paradigms. We had two goals. First, we wished to confirm that the N1 and alpha
power reflect enhancement and suppression during visual attention to dynamic stim-
uli. Second, by comparing these measures across tasks of increasing scene complexity,
we hoped to shed light on how the EEG representation of top-down control changes
when subjects are tasked with suppressing an increasing number of irrelevant stimuli.
We hypothesized that attention would continuously modulate both the N1 and alpha
power over time, but that the degree of this modulation would vary depending on the
number of irrelevant stimuli present.
2.2 Methods
2.2.1 Experimental Task and Stimuli
Three different experiments were designed, each with an increasing number of dis-
tractors appearing on screen. By increasing the amount of irrelevant, or to-be-ignored
stimuli, we manipulated attentional demands, requiring greater top-down control of
attention to successfully complete the task.
In all three experiments, subjects tracked the orientation trajectory of an “arrow,”
that is, a line with a triangular arrowhead affixed to one end, over a short sequence of
onsets and offsets (Fig. 2·1). The arrowhead was always on the more peripheral end
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of the target line. After each onset, the arrow remained on the screen for 0.3 seconds,
followed by an interstimulus interval that depended on the location of the target
arrow (either 0.3 or 0.45 s). The arrow was always horizontal at the first onset, and
at some subsequent onset it rotated by 10◦ to point slightly upwards or downwards.
The arrow could remain in this new orientation for the remaining onsets that made
up the trial, or it could revert to the horizontal orientation. Subjects were asked to
categorize orientation trajectories as “rising,” “falling,” or “zigzagging” (Fig. 2·1B);
these categories were equiprobable, and were chosen independently for each stimulus.
Subjects reported the perceived category via keypress.
On each trial, subjects were instructed to maintain fixation on a central dot and
refrain from blinking or closing their eyes. Each trial began with a visual cue indicat-
ing “attend left,” “attend right,” or “passive”; these trial types were equiprobable.
Subjects were instructed to attend to that single arrow while ignoring all other stimuli.
On passive trials, subjects were to ignore all stimuli and refrain from responding.
Stimuli were generated and presented using custom MATLAB (The Mathworks,
Inc., Natick, MA) software with the Psychtoolbox 3 extension (Brainard, 1997; Kleiner
et al., 2007); responses were recorded on each trial.
Experiment 1
In Experiment 1, two arrows were shown on each trial, one to the left and one to the
right of a central fixation point (approximately 4.8◦ eccentricity; Fig. 2·1A). Subjects
were cued to report the orientation trajectory of either the left or right arrow; the
non-cued arrow served as the sole distractor.
The orientation trajectories of each arrow stimulus comprised either four (the lag-
ging sequence) or five (the leading sequence) onsets and offsets on each trial. Leading
and lagging sequences were equiprobable on the left or right; for comparison with
subsequent paradigms, which always presented leading stimuli on the left, we here
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Figure 2·1: [A] Example stimuli for all three experiments. Red, blue,
and black dashed lines indicate right, left, and distractor stimulus on-
sets, respectively. Note that for Experiment 3, black dashed lines in-
dicate times at which pairs of arrows at distractor locations change
angle. [B] Example trajectories for target stimuli. Note that if a se-
quence contained three onsets (not pictured here), arrow angle changes
always occurred at the second onset.
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analyze only trials in which left stimuli were leading and right stimuli were lagging.
The onset times of left and right arrows were purposely staggered to allow us to
isolate neural responses to stimuli in the time domain (Fig. 2·1A). In Experiment
1, subjects completed 360 trials; because we only analyzed left-leading trials, data
presented below are from 180 trials.
Experiment 2
Experiment 2 was similar to Experiment 1, with the addition of a third, always-
ignored distractor arrow stimulus, presented at approximately 4.8◦ visual angle above
the central fixation point (Fig. 2·1A). This third stimulus always had 3 onsets, stag-
gered in time from those of the left and right arrows, and its orientation trajectory
was generated as in the other stimuli, but tilting left or right rather than upward or
downward.
Orientation trajectories in this experiment were statistically identical to those
in Experiment 1, except that, for simplicity, the left sequence always led the right
sequence in time, and left and right sequences had 4 and 3 arrow onsets, respectively.
Subjects were again cued to attend a single sequence, either to the left or right, while
ignoring irrelevant stimuli in the other two locations. In Experiment 2, subjects
completed 180 trials.
Experiment 3
In Experiment 3, we again increased the number of stimuli. Eight arrows appeared
on each trial, equally spaced around an invisible circle approximately 4.8◦ from cen-
tral fixation (Fig. 2·1A). The potential targets were again directly left and right of
fixation, with the left sequence always lagging the right sequence. The timing of
these two sequences was identical to that of Experiment 2. The remaining distractor
arrows, at the ±45◦ diagonal locations and above and below fixation, offset and onset
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in pairs once during the trial. That is, for example, at time 0.0 s, the upper left and
lower right arrows onset, at time 1.0 s, the upper right and lower left arrows onset,
and at time 2.0 s the upper and lower central arrows onset. Distractor arrows were
always paired with their counterpart 180◦ across the display; the order in which these
pairs onset was randomized on each trial. In Experiment 3, subjects completed 180
trials.
2.2.2 Subjects
Data from a total of 31 subjects with normal or corrected-to-normal vision and no
known neurological disorders were analyzed in this study—10 for Experiment 1 (4
male, mean age = 26, SD = 5.83), 11 for Experiment 2 (6 male, mean age = 21.64,
SD = 3.38), and 10 for Experiment 3 (3 male, mean age = 23.18, SD = 2.79). Two
additional subjects were recruited for each of Experiments 2 and 3, but their data
were discarded due to too many noisy or incorrect response trials. Subjects were
recruited primarily from the Boston University student population and gave written
consent before participating. Compensation was given in the form of a base pay
rate in addition to a bonus for each correct response during the task ($ 0.02; up to
$7.50 per hour). All procedures were approved by the Boston University Institutional
Review Board.
2.2.3 Data Collection
A 64-channel cap (BioSemi, Amsterdam, Netherlands), with electrode locations ar-
ranged according to the international 10-20 system, was used for EEG measurement.
Two reference electrodes were placed on the mastoids in addition to three electrodes
around the eyes for electrooculogram (EOG) measurement.
Stimuli were displayed on an LCD monitor in a sound-treated booth. During the
course of the experiment, subjects were instructed to keep eyes open and fixate on
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a central fixation point, and to try to refrain from blinking during stimulus presen-
tation. Behavioral data were collected in MATLAB while EEG was simultaneously
recorded at 2048 Hz using BioSemi ActiveTwo system hardware and its ActiveView
data acquisition software. Tucker-Davis Technologies System 3 (TDT, Alachua, FL)




EEG data were processed using the EEGLAB toolbox for MATLAB (Delorme and
Makeig, 2004). First, raw EEG data were re-referenced to the average between two
mastoid electrodes and downsampled to 256 Hz. An FIR zero-phase filter was then
applied with cutoffs at 0.5 and 50 Hz to remove slow drift and high-frequency noise
from the signal. Eyeblinks were removed using independent component analysis (Hoff-
mann and Falkenstein, 2008), and trials with amplitudes exceeding ±100 µV were
rejected. Trials in which subjects gave an incorrect response were also discarded be-
fore further analysis. CSD Toolbox (Kayser and Tenke, 2006) was used to transform
the data from voltage to current source density, as this has been shown to reduce
spatially correlated EEG noise (McFarland, 2015; Kayser and Tenke, 2015), which is
desirable when localizing alpha power across the scalp.
Event-Related Potential
To estimate the evoked response, or ERP, a bootstrap procedure was used as in (Dai
et al., 2018). First, the average response was calculated across 100 randomly chosen
trials with replacement within a single subject and condition. This procedure was
repeated 200 times. The estimated ERP for each subject and condition was taken
as the average across these bootstrapped samples.The cue-evoked N1 was defined as
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the largest negative value of the ERP in a window between 75 and 240 milliseconds
following cue onset. We normalized each subject’s ERP by computing the mean am-
plitude, across all channels, of the N1 response elicited by attend-left and attend-right
cues. The entire ERP time course was then divided by this value. This normalization
step compensated for individual differences in signal strength, ensuring that results
were similar in magnitude across subjects. Grand averages were obtained for each
experiment by averaging the normalized ERP amplitudes across subjects in each con-
dition.
To quantify N1 amplitudes, normalized ERPs were first averaged across 2 clusters
in 8 parietal-occipital (PO) channels in right (P2, P4, P6, P8, P10, PO4, PO8, O2)
and left (P1, P3, P5, P7, P9, PO3, PO7, O1) hemispheres. Because visual stimuli are
primarily represented in the contralateral hemisphere, neural responses to left arrow
onsets were measured in right PO channels while neural responses to right arrow
onsets were measured in left PO channels. In order to estimate N1 timings for each
arrow onset, we generated grand average left PO and right PO normalized ERPs and
selected the time with the largest negative value in a window between 75 and 240
milliseconds following each stimulus onset. Each subject’s ERP was visually inspected
to confirm that N1s were correctly identified by this approach. Then, for each subject,
we computed the average ERP amplitude across the relevant PO channels during a
50-ms window centered on each of these N1 time points.
To quantify attentional modulation of the N1 for each subject, an attentional
modulation index, AMIN1, was calculated as:
AMIN1 = N1attend − N1ignore (2.1)
In this equation, N1attend is the absolute N1 amplitude elicited by a particular arrow
onset in the attended location; N1ignore is the absolute N1 amplitude elicited by this
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same arrow onset when it was ignored. AMIN1 was calculated for each arrow onset
in both left and right sequences and averaged for an overall AMIN1 measure. The
N1 to the first left onset was excluded in these calculations since it elicited a strong
automatic response regardless of cue condition, consistent with (Choi et al., 2014).
Note that large positive values of AMIN1 indicate that N1s were overall larger in
response to attended stimuli compared to ignored stimuli, as expected a priori.
Induced Alpha Power
To obtain the induced alpha response, it was necessary to first remove phase-locked,
or evoked activity. For each trial, each subject’s average ERP for that condition was
subtracted from the trial’s time course to isolate the induced, or non-phase-locked,
activity for each trial, as described in (Kalcher and Pfurtscheller, 1995). A short-
time Fourier transform was then applied to each trial to estimate the power at each
frequency in the alpha band (8–14 Hz). For each subject, their individual alpha
frequency was determined by finding the frequency in the range of 8–14 Hz whose
magnitude was largest in 20 PO channels. Once an individual’s alpha frequency was
selected, power was extracted at this frequency to produce a single time series for each
trial in each EEG channel. The bootstrapping procedure described above was used
to estimate each subject’s average induced alpha power in each attention condition.
These trial-averaged time series were then normalized for each subject by dividing
each time point by the average alpha power across time, sensors, and experimental
conditions. Grand averages were obtained from these normalized time series.
An attentional modulation index of alpha power, AMIα, was also quantified for
each subject. Calculation of AMIα was is given by Eq. 2.2. Here, αipsi is the average
alpha power, collapsed across left and right PO sensors when subjects were attending
to the ipsilateral sequence (i.e., ignoring the contralateral sequence); αcontra is the
average alpha power, collapsed across left and right PO sensors, when subjects were
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attending to the contralateral sequence (i.e., ignoring the ipsilateral sequence). For
this measure, alpha was averaged over the stimulus period, which was defined as
0.6–3 s for Experiment 1 and 0.6–2.4 s for Experiments 2 and 3 (Fig. 2·1A). Large
positive values of AMIα indicate that alpha power was overall larger in the ipsilateral
attention condition (i.e., the alpha response was larger when subjects were ignoring
the contralateral sequence relative to when that same sequence was being attended).







To test for significant differences between N1s to attended and ignored stimuli, we
used a permutation test as described in (Maris and Oostenveld, 2007). For each
subject, the average N1 amplitude to attended stimuli was calculated across both
left and right onsets as described above (N1attend, Eq. 2.1). Similarly, the average N1
amplitude was calculated when subjects were told to ignore the same stimuli (N1ignore,
Eq. 2.1). A paired sample t-value was calculated from N1attend and N1ignore. Values
for N1attend and N1ignore were then swapped within-subject for all 2
k permutations,
where k is the number of subjects.
We also tested whether this N1 modulation (N1attend − N1ignore) was significant
at each individual onset. For this purpose, we used a Wilcoxin signed rank test.
Bonferroni-Holm correction was applied to correct for multiple comparisons.
Significance testing of alpha power differences was also conducted using a per-
mutation test (Maris and Oostenveld, 2007). The mean alpha power in ipsilateral
and contralateral attention conditions was calculated as in Eq. 2.2 (αcontra and αipsi).
Paired t-values were then calculated as above for all 2k permutations of αcontra and
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αipsi swapped within-subject. Since we hypothesized that the average alpha power
was greater when stimuli were being ignored (αipsi) than when those same stimuli
were being attended (αcontra), a one-sided test was used to determine if differences
were significant.
The attentional modulation indices, AMIN1 and AMIα, were compared across the
three experiments. A Kruskal-Wallis one-way ANOVA was used to test for significant
differences in these attentional modulation measures among the three tasks. Post
hoc analyses were performed using the Mann-Whitney test for pairwise comparisons
between paradigms. Given the relatively modest number of planned comparisons
performed, no corrections were made for multiple comparisons.
EOG
Visual inspection of EOG data revealed that some subjects consistently saccaded in
the direction of the cued location. Efforts were therefore made to quantify the degree
of horizontal eye movement for each subject and to test whether this value was related
to the degree of N1 or alpha modulation to ensure that any effects observed were not
explained by eye movement. Horizontal EOG was obtained by taking the difference
between electrodes placed on the left and right temples. EOG was then smoothed
using a moving average filter and any linear trends were removed. The median EOG
value of each trial was subtracted from all time points in the trial before quantifying
saccades.
For each subject and attention condition, we then considered the distribution of
horizontal EOG values across all trials. Leftward saccades resulted in more negative
values within this distribution; rightward saccades resulted in more positive values.
Thus, we took the mean absolute magnitude of the lowest 25% of EOG values in
this distribution as the measure of leftwards saccades, SL, and the mean absolute
magnitude of the highest 25% of EOG values in this distribution as the measure
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of rightwards saccades, SR. Then, we computed the difference in those magnitudes
between attend-left (att left) and attend-right (att right) trials. The saccade index,
SI, was calculated as shown in Eq. 2.3, and gives the overall difference in saccades
between attend-left and attend-right trials.
SI =
SLatt left − SLatt right
SLatt left + SLatt right
+
SRatt right − SRatt left
SRatt right + SRatt left
(2.3)
For each subject, AMIN1 and AMIα were calculated as in Eq. 2.1 and Eq. 2.2
and compared to SI. Spearman’s rank-order correlation coefficients were calculated
to measure the strength of the relationship between SI and both AMIN1 and AMIα. A
strong positive correlation would suggest that modulation of the N1 and alpha power
could be explained by eye movements.
Passive Trials
Data from passive trials are not reported here due to differences in EOG data between
these trials and attend-left or attend-right trials. Most notably, we observed more
blinks during passive trials, which means that subjects may have spent more time
during these trials with eyes closed. Alpha oscillations are strongly elicited when eyes
are closed, so we could not rule out that differences in alpha power between attend
and passive conditions were simply due to differences in eye activity. No differences in
EOG data contributed to differences in alpha for leftward versus rightward attention




Performance on all three tasks was at ceiling.
Performance was measured as percent correct response for attend-left and attend-
right trials. The mean percent correct for attend-left trials was 93.3 (SD = 5.), 96.4
(SD = 5.5), and 93.8 (SD = 6.8) for Experiments 1, 2, and 3, respectively. The
mean percent correct for attend-right trials was 93.5 (SD = 4.4), 95.5 (SD = 4.9),
and 94.0 (SD = 5.2) for Experiments 1, 2, and 3, respectively. These near-ceiling
performance measures indicate that subjects could successfully perform the task in
each experiment and condition. No significant differences in percent correct response
were found between different experiments or between attend-left and attend-right
trials (p > 0.2 for all comparisons).
2.3.2 EEG
In Experiment 1, spatial attention amplified the N1 response contralateral
to attended stimuli and increased alpha power contralateral to ignored
stimuli.
Figure 2·2 shows grand-averaged (n=10) EEG data for Experiment 1. Recall that
Experiment 1 contained only two arrows, one to the left and one to the right of a
central fixation point. Figure 2·2A shows the time course of ERPs in left and right
PO channels. Note that strong responses to right stimuli occur in left PO channels,
while strong responses to left stimuli occur in right PO channels. Consistent with
our expectations, in left PO channels (Fig. 2·2A, left), N1 responses were larger to
right stimuli in attend-right trials (red circles) than in attend-left trials (blue circles).
Conversely, in right PO channels (Fig. 2·2A, right), N1 responses were larger to left
stimuli in attend-left trials than in attend-right trials.
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Alpha power was greater over parietal channels ipsilateral to the attended location,
which primarily represent ignored stimuli. This is shown in Fig. 2·2B, where alpha
power remains higher throughout the stimulus period when a given stimulus was
ignored (blue trace in left PO channels and red trace in right PO channels) compared
to when it was attended. These results show that modulation of alpha power persists
during sustained attention to ongoing stimuli. Note that no differences in alpha
between cue-left and cue-right trials were observed in the period of time following
the cue but preceding stimulus presentation (-0.5–0.6 s). Thus, there appears to be
no anticipatory biasing of attention preceding the stimulus period in Experiment 1,
which used relatively simple stimuli.
Figure 2·2C shows the spatial distribution of N1 amplitudes averaged across the
time points indicated by the circles in Fig. 2·2A. For both cue-left and cue-right trials,
we saw a strong N1 response contralateral to the attended stimuli, demonstrating the
contralateral specificity of the N1 response. We found that alpha power was also
strongly lateralized, as displayed in Fig. 2·2D. Here, alpha power was averaged across
the entire stimulus period (0.6–3 s). We see that power was greater in channels
contralateral to ignored stimuli. This is consistent with the hypothesis that alpha
power reflects the suppression of ignored stimuli, suggesting that both selection of
targets and suppression of distractors play a role during sustained top-down control
of spatial attention.
In Experiment 2, attentional modulation of the N1 and alpha power was
similar to that of Experiment 1
Figure 2·3 shows grand-averaged EEG data (n=11) for Experiment 2. Recall that
Experiment 2 was the same as Experiment 1, except that in addition to the left and
right arrows, another distractor was presented above fixation. Arrows appearing in
that location were always ignored. Figures 2·3A and 2·3B show the time course of the
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Figure 2·2: Grand average normalized ERP and alpha power for Ex-
periment 1. All error bars represent the standard error of the mean. [A]
Time course of the grand-averaged ERP, averaged across left parietal-
occipital channels (left) and right parietal-occipital channels (right).
Red and blue vertical lines indicate right and left arrow onset times,
respectively. Red and blue circles indicate points at which N1 am-
plitudes were measured for attend-right and attend-left trials, respec-
tively. Asterisks indicate significant differences in N1 amplitude be-
tween “attend” and “ignore” conditions (signed rank test; p < 0.05).
Grey asterisks indicate comparisons that did not remain significant af-
ter Bonferroni-Holm correction. [B] Time course of grand-averaged
alpha power, averaged across left parietal-occipital channels (left) and
right parietal-occipital channels (right). Vertical black lines denote the
beginning and end of stimulus presentation. [C] Spatial distribution
of the N1 for Experiment 1. Attend-left and attend-right N1s were av-
eraged across left and right stimulus onsets, respectively. [D] Spatial
distribution of alpha power, averaged across the entire stimulus period
for both attend-left and attend-right conditions.
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grand-averaged ERP and alpha power, respectively. These results are similar to those
observed for Experiment 1. N1s were consistently larger when the eliciting stimuli
were attended compared to when they were ignored, though this modulation appears
larger than that of Experiment 1. Like Experiment 1, alpha power was also larger
in response to ignored stimuli. The spatial distribution of the N1 and alpha power
were also similar to that observed in Experiment 1. As in Experiment 1, while the
N1 enhancement occurred in sensors representing attended stimuli (Fig. 2·3C), alpha
power increased over sensors representing ignored stimuli (Fig. 2·3D). One difference
from Experiment 1, though, is that lateralization of alpha power seems to appear
after the cue for where to attend and before the arrows are presented in anticipation
of the upcoming stimuli. A Mann-Whitney U-test confirmed that this lateralization,
measured by AMIα, was significantly larger in Experiment 2, compared to Experiment
1 (U = 78, p = 0.026).
In Experiment 3, spatial attention amplified the N1 response contralateral
to attended stimuli, but did not appear to modulate alpha power.
Figure 2·4 shows grand-averaged (n=10) EEG data for Experiment 3. In contrast
to Experiments 1 and 2, Experiment 3 had more salient distractor stimuli, as arrows
flashed in a total of 8 locations during the stimulus period while attention was to be
directed only to locations left or right of a central fixation point. Figure 2·4A still
shows clear N1 amplification in response to attended stimuli, but N1 amplitudes were
overall weaker than those observed in Experiments 1 and 2. In addition, we observed
no difference in alpha power between attend-left and attend-right trials, either within
a single group of sensors (Fig. 2·4B) or across all 64 sensors (Fig. 2·4D).
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Figure 2·3: Grand average normalized ERP and alpha power for Ex-
periment 2. All error bars represent the standard error of the mean. [A]
Time course of the grand-averaged ERP, averaged across left parietal-
occipital channels (left) and right parietal-occipital channels (right).
Red and blue vertical lines indicate right and left arrow onset times,
respectively. Red and blue circles indicate points at which N1 am-
plitudes were measured for attend-right and attend-left trials, respec-
tively. Asterisks indicate significant differences in N1 amplitude be-
tween “attend” and “ignore” conditions (signed rank test; p < 0.05).
Grey asterisks indicate comparisons that did not remain significant af-
ter Bonferroni-Holm correction. [B] Time course of grand-averaged
alpha power, averaged across left parietal-occipital channels (left) and
right parietal-occipital channels (right). Vertical black lines denote the
beginning and end of stimulus presentation. [C] Spatial distribution
of the N1 for Experiment 2. Attend-left and attend-right N1s were av-
eraged across left and right stimulus onsets, respectively. [D] Spatial
distribution of alpha power, averaged across the entire stimulus period
for both attend-left and attend-right conditions.
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Figure 2·4: Grand average normalized ERP and alpha power for Ex-
periment 3. All error bars represent the standard error of the mean. [A]
Time course of the grand-average ERP, averaged across left parietal-
occipital channels (left) and right parietal-occipital channels (right).
Red and blue vertical lines indicate right and left arrow onset times,
respectively. Red and blue circles indicate points at which N1 am-
plitudes were measured for attend-right and attend-left trials, respec-
tively. Asterisks indicate significant differences in N1 amplitude be-
tween “attend” and “ignore” conditions (signed rank test; p < 0.05).
Grey asterisks indicate comparisons that did not remain significant af-
ter Bonferroni-Holm correction. [B] Time course of grand-average al-
pha power, averaged across left parietal-occipital channels (left) and
right parietal-occipital channels (right). Vertical black lines denote the
beginning and end of stimulus presentation. [C] Spatial distribution
of the N1 for Experiment 3. Attend-left and attend-right N1s were av-
eraged across left and right stimulus onsets, respectively. [D] Spatial
distribution of alpha power, averaged across the entire stimulus period
for both attend-left and attend-right conditions.
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Modulation of EEG reflected enhancement of attended stimuli and sup-
pression of ignored stimuli in Experiments 1 and 2, but only enhancement
of attended stimuli was observed in Experiment 3.
Modulation of the N1 is summarized for the three visual tasks in Fig. 2·5. Figure
2·5A shows grand average differences in normalized N1 amplitude between attend and
ignore conditions. For each of Experiments 1–3, we computed the difference in N1
amplitude between attend-left and attend-right trials, for both right arrow onsets (left
channels) and left arrow onsets (right channels). Then, we collapsed across the midline
to show an overall difference between “attend” and “ignore” conditions, projected
onto right channels. Across all three experiments, N1 amplitudes in PO channels were
consistently larger to particular stimuli when those stimuli were attended compared
to when they were ignored.
Normalized N1 amplitudes to attended and ignored stimuli are shown in the left
panel of Fig. 2·5B. For all three experiments, the average N1 response to attended
stimuli was larger than the response to ignored stimuli. A permutation test con-
firmed that these amplitude differences were significant (permutation test; p = 0.0039,
p = 0.00048, p = 0.0020 for Experiments 1, 2, and 3, respectively. See Fig. 2·5B,
left panel). This result provides evidence that top-down spatial attention is sustained
throughout stimulus presentation regardless of scene complexity. Note, however, that
this statistical significance did not hold for all individual N1s across the three exper-
iments (see Figs. 2·2A, 2·3A, and 2·4A). N1 amplitude differences between “attend”
and “ignore” conditions were significant across all onsets in Experiment 2, but not
in Experiments 1 and 3. This is likely due to the fact that we do not have the
statistical power to observe this modulation at the single onset level in these ex-
periments. Nonetheless, when we averaged the differences between “attend” and
“ignore” conditions across onsets (AMIN1), we found that the overall modulation
during stimulus presentation was significantly greater than zero in all three experi-
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ments (Mann-Whitney, p < 0.01 for all comparisons). These N1 attention modulation
indices are shown in the right panel of Fig. 2·5B. Note that although absolute N1
amplitudes appeared to be smaller for Experiment 3 (left panel), the mean modu-
lation index was similar to that of N1s in Experiment 1 (right panel). The average
AMIN1 in Experiment 2 appeared to be much larger than those in Experiments 1 and
3, and a Kruskall-Wallis one-way ANOVA found a significant difference in AMIN1
among the three paradigms (χ2(2) = 8.6, p = 0.0136). A Mann-Whitney test indi-
cated that AMIN1 was significantly larger for Experiment 2 than for Experiments 1
(U = 71, p = 0.026) and 3 (U = 160, p = 0.0067). No significant difference in AMIN1
was found between Experiments 1 and 3.
Figure 2·5: Normalized N1 amplitude modulation summarized for all
three experiments. [A] Differences in N1 amplitude between attend-
left and attend-right trials. N1 differences for left and right onsets
are represented separately in right and left PO channels, respectively.
Differences are also represented on one half of the scalp as the dif-
ference between ipsilateral and contralateral attention conditions. [B]
Grand average N1 amplitudes to attended and ignored stimuli (left) and
AMIN1 (right). Error bars represent the standard error of the mean.
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Modulation of alpha power is summarized for the three visual tasks in Fig. 2·6.
Figure 2·6A shows grand average differences in normalized alpha power between
attend-left and attend-right trials, averaged across the stimulus period (0.6–3 s for
Experiment 1 and 0.6–2.4 s for Experiments 2 and 3). We chose to collapse across the
entire stimulus period since we observed that these alpha differences were sustained
during this period of time (see Figs. 2·2B, 2·3B, and 2·4B). For each experiment,
the difference in alpha power between attend-left and attend-right trials is shown at
each channel. We again collapsed across the midline to show the difference in alpha
power between attend-ipsilateral trials and attend-contralateral trials, and projected
these values onto right channels for visualization. For Experiments 1 and 2, we saw
that alpha power was greater in PO channels when attending to a target in the ip-
silateral hemifield than when attending to a target in the contralteral hemifield. In
Experiment 3 we saw no such effects.
The left panel of Fig. 2·6B shows grand average alpha power for each experiment,
collapsed across attend-left and attend-right conditions. In Experiments 1 and 2,
average alpha power was significantly greater when subjects attended the ipsilateral
(ignored contralateral) sequence than when they attended the contralateral sequence
(permutation test; p < 0.01). In Experiment 3, however, no significant difference was
observed (permutation test; p = 0.287). The alpha attentional modulation index,
AMIα is shown in the right panel of Fig. 2·6B. AMIα for Experiments 1 and 2 was
larger than for Experiment 3. A Kruskal-Wallis one-way ANOVA indicated that
there were small differences in AMIα between the three tasks (χ
2(2) = 6.296, p =
0.0429). No significant difference was found in AMIα between Experiments 1 and 2
(U = 93, p = 0.2453). Overall, these results suggest that top-down control of visual
selective attention results in modulation of both the N1 and alpha power. However,
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if the scene is more complex, as in Experiment 3, top-down control is no longer
represented by clear modulation of alpha power across left and right PO channels.
Figure 2·6: Normalized alpha power modulation summarized for all
three experiments. [A] Differences in alpha power between attend-
left and attend-right trials. Differences are also shown collapsed across
hemispheres as the general difference between ipsilateral and contralat-
eral attention conditions. [B] Grand average alpha ipsilateral and con-
tralateral to the attended sequence (left) and AMIα (right). Error bars
represent the standard error of the mean.
Neither N1 nor alpha modulation correlated with behavioral measures.
We also examined individual subject data to test whether the degree of N1 amplitude
modulation or of alpha power modulation was correlated with performance on the
task. Neither the average difference in N1 amplitude nor the average difference in
alpha power between attend-left and attend-right conditions in a single group of
sensors (left or right PO), or collapsed across sensors (AMIα) was correlated with
percent correct response for any of the three experiments. Of course, given that
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performance was near ceiling in all cases, this null result may simply reflect the lack
of variability in our behavioral measures.
2.3.3 EOG
Modulation of the N1 and alpha power cannot be explained by eye move-
ment.
Unfortunately, most of the EOG data for Experiment 1 could not be analyzed due
to a recording error. However, EOG data from Experiment 2 were robust, which
allowed us to examine potential relationships between EOG and EEG measures. For
Experiment 2, there was no significant correlation found between saccade index (SI)
and AMIN1 (ρ(9) = 0.036, p = 0.924). However, when comparing EOG measures to
alpha modulation, we found that SI had a strong negative correlation with AMIα
(ρ(9) = −0.65, p = 0.034). In other words, subjects who saccaded in the direction of
the target—producing larger values of SI—displayed little, if any, alpha modulation
in EEG throughout the trial. These results are intuitive since subjects who fixated on
the target most likely could rely on the enhanced representation of foveated (versus
peripheral) stimuli. Therefore, if eye movements did occur during the task, they would
only reduce any alpha modulation measured in the EEG signal; the eye movements
thus do not explain the alpha results. In Experiment 3, no strong correlations were
found between SI and AMIN1 (ρ(8) = 0.09, p = 0.811) or between the SI and AMIα
(ρ(8) = −0.49, p = 0.15). This is most likely due to the fact that values of AMIα
were all close to zero in Experiment 3. Since the number of trials in which subjects
saccaded was not significantly different between Experiments 2 and 3, the lack of alpha
modulation observed in Experiment 3 is not likely due to excessive eye movement.
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2.4 Discussion
In simple visual scenes, attention modulates both the N1 and alpha power
during presentation of dynamic stimuli.
The visual task required subjects to not only shift attention to a single location, but
also track how the object in that location changed over time. This allowed us to
explore how the N1 and alpha power reflect attention during presentation of dynamic
stimuli (as opposed to just before or just after a single static object is presented).
As expected, attention modulated the N1 response to each arrow onset, amplify-
ing the response in EEG sensors contralateral to the location of the target stimuli.
Previous studies using an analogous auditory task (Choi et al., 2013; Choi et al.,
2014; Dai et al., 2018) found that, compared to passive listening, the amplitude of
the N1 to tone onsets in a melody was enhanced when the tones were attended and
inhibited when they were ignored. Thus, our N1 results are consistent, not only with
previous visual studies (Mangun and Hillyard, 1991; Hillyard and Anllo-Vento, 1998),
but also with those obtained during a similar auditory task.
Previous studies have shown that attention modulates alpha: alpha power is gen-
erally greater over cortical regions processing stimuli in an ignored location (that is,
regions that are ipsilateral to the attended location) (Kelly et al., 2006; Foxe and
Snyder, 2011). This has frequently been shown to occur after a cue indicating what
to attend (and before the stimulus appears) (Worden et al., 2000; Thut et al., 2006),
and just after a brief presentation of a single stimulus (Sauseng et al., 2005; van
Diepen et al., 2016). It should follow that if subjects are required to continuously
suppress a sequence of distractor stimuli that alpha modulation should be contin-
uously engaged during presentation of those stimuli. Indeed, this has been shown
when subjects are required to count target letters in one of two bilaterally presented
sequences (Kelly et al., 2006) and when subjects track continuous movement of dots
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in one of two bilateral arrays (Händel et al., 2011). Our results expand on these find-
ing by providing evidence that alpha modulation reflects a suppression mechanism
during sustained spatial attention to strong, dynamic visual input. By calculating the
induced alpha response, we were able to isolate neural activity that was not a result
of the evoked response to flashing stimuli. The fact that the N1 was modulated across
the sequence of arrows indicates that top-down control was directed toward cued lo-
cations throughout the stimulus period. Alpha modulation occurred simultaneously
with N1 modulation, with power was greater over cortical regions corresponding to
the ignored locations. These results support the idea that alpha reflects a suppression
of irrelevant information during selection of relevant information.
The complexity of the scene affects the strength of the N1 and alpha power
modulation measured using EEG.
All three experiments had the same basic task: attend arrows making up either
the left or right sequence and report their orientation trajectory. Behavioral data
suggest that this task, regardless of scene complexity, was not particularly difficult—
target trajectories were correctly identified on 94% of all trials across experiments.
Yet, depending on the amount of irrelevant stimuli occupying the scene, the EEG
representation of spatial attention was different.
The results show that in simple scenes (e.g., Experiments 1 and 2), top-down
control of attention is reflected in EEG by both amplification of the N1 response
to targets and greater alpha power over cortices processing to-be-ignored locations.
However, in a more complex scene, such as that of Experiment 3, the neural repre-
sentation of spatial attention is more difficult to interpret. The N1 response was still
modulated in response to attended stimuli, but the amplitudes were overall smaller
than those observed in the other two paradigms. In addition, the spatial distribution
of alpha power was not lateralized across PO channels during stimulus presentation
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as it was in Experiments 1 and 2. Even within a single group of sensors on the left
or right, spatial attention did not appear to modulate alpha power over time.
One way to interpret the lack of alpha modulation observed in Experiment 3 data
is that due to the complexity of the scene, more suppression of irrelevant stimuli must
be performed by the brain. Unlike Experiment 2, Experiment 3 presented distracting
stimuli in both the left and right visual fields. Therefore, while attending the target
sequence on the left, for example, the subject had to suppress the competing sequence
to the right, the distractors to the right, and the distractors in the left portion of the
display. If we assume that suppression of spatial attention operates in a very precise,
retinotopically specific manner (Worden et al., 2000; Kelly et al., 2006; Payne and
Sekuler, 2014), then alpha power would increase in left parietal-occipital cortex to
suppress all distractors on the right. However, alpha power would also have to increase
in right PO cortex to suppress distracting stimuli on the left. Due to the limited
spatial resolution of EEG, this may mask any spatial effects on alpha power in these
brain regions when the scene is complex, with distactors in both hemifields.
The overall smaller N1s in Experiment 3 are consistent with this account. It may
be that alpha suppression of objects in the left portion of the scene spills over, partially
attenuating the neural response to nearby targets. Since they are still targets, how-
ever, the N1 is still modulated, but with overall smaller amplitude. This is consistent
with the theory that alpha-band oscillations gate information flow to object-selective
cortex (Hanslmayr et al., 2013; Zumer et al., 2014). Alternatively, it may be that
the overall smaller N1s in Experiment 3 were simply due to a more crowded visual
scene. ERPs elicited by these distractors could have interfered destructively with
ERPs elicited by targets, reducing average N1 amplitude on the scalp.
The fact that the EEG data for Experiments 1 and 2 were similar suggests that the
scene complexity presented by these two paradigms was also similar. We did, however,
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observe alpha modulation that preceded stimulus presentation in Experiment 2, but
not in Experiment 1. This indicates that anticipatory biasing of attention occurred
during Experiment 2, perhaps as a result of adding a single distractor that came
on before both the left and right sequences. By adding this distractor, stimulus
presentation, though irrelevant, started earlier in Experiment 2 than in Experiment
1. This may have caused subjects to focus spatial attention earlier in the trial.
Additionally, while the absolute N1 amplitudes were similar between Experiments
1 and 2, modulation of the N1 was significantly larger in Experiment 2 than in
Experiment 1. One possibility for why this is the case may be due to the addition
of the single center distractor in Experiment 2. While this distractor may not have
added substantial spatial complexity to the scene, since it was always in a single
location, it was an additional stimulus to suppress, which may have contributed to
greater N1 modulation. The fact that alpha modulation during stimulus presentation
was similar between the two paradigms—but absent in Experiment 3—supports this
explanation, since the degree of alpha lateralization seems to most closely index the
degree of spatial complexity in the scene.
Though Experiments 2 and 3 both had always-irrelevant stimuli, alpha modula-
tion was not degraded in Experiment 2. This is probably due to the simplicity of
distractors in Experiment 2. Unlike Experiment 3, Experiment 2 had a single dis-
tractor placed in the center of the display, just above the central fixation point. This
distractor may have been far enough away from either target sequence that when
focused attention was directed at the target, this distractor could be grouped with
the competing sequence. In other words, an increase in alpha power over just one
hemisphere may have been enough to suppress the center distractor. It is also possi-
ble that because the irrelevant center sequence was predictable and always ignored,
that the brain did not employ alpha oscillations to suppress it at all. Such an effect
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would result in only having to suppress the competing arrow sequence. This would
most likely not be the case in Experiment 3 since the order in which always-ignored
arrows flashed was randomized and therefore unpredictable. Subjects could therefore
not learn to ignore them as easily.
We should note that in designing Experiments 1, 2, and 3, the complexity of the
scene was only defined by the number of locations in which always-ignored stimuli
were presented. Even working within this definition, we did not explore a large range
of scene complexities in this study. Experiments 1 and 2 were similar, presenting
relatively simple scenes that contained zero and one always-ignored stimulus locations,
respectively. Experiment 3, however, presented a scene of much higher complexity
with six always-ignored locations. Thus, scene complexity, as defined here, was similar
in Experiments 1 and 2, but increased greatly from Experiment 2 to Experiment
3. In addition, stimuli at always-ignored locations in Experiment 3 were always on
screen—each flashing off and on once each per trial—while the distractor stimuli in
Experiment 2 flashed off and on three times at the same location. This could have
contributed to differences in EEG observed over parietal-occiptial channels. Future
work should be more rigorous in defining and testing the parameters that contribute
to scene complexity.
2.5 Conclusions
Obtaining non-invasive measures of spatial attention not only advances our under-
standing of how the brain parses a complex scene, but also provides a potential tool
for monitoring attention in real time. If the scene is simple enough, our results suggest
that both the N1 and alpha power could be used to decode the direction of spatial
attention, even when stimuli in a particular location are not static. However, if there
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are many dynamic stimuli within a scene, then the neural representation of top-down
control may be too complex to be discerned using EEG measures.
Even in the context of simple scenes, future work should be performed to examine
the strength of N1 and alpha modulation within individual subjects to assess these
measures as a viable tool for monitoring spatial attention. Previous findings have
shown that single-trial auditory ERPs can be used to determine which objects in
a mixture are selected (Choi et al., 2013), and visual ERPs are often used for the
same purpose, for example in brain-computer interfaces (Thulasidas et al., 2006).
Classifying direction of attention based on alpha modulation would prove even more
powerful, however, since one would not need to know the exact timing of stimuli in
the attended location.
We conclude that, in simple visual scenes, defined by few irrelevant stimuli, top-
down control of visuospatial attention is represented in EEG by strong modulation
of both the N1 and alpha power with the direction of attentional focus. This strong
modulation occurs not only before stimuli are presented, but also during attention to
strong dynamic visual input. However, as the scene becomes more complex, the neural
representation of top-down control becomes more complex, reducing the strength of
the observed attentional modulation of evoked and induced EEG signals.
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Chapter 3
Neural Correlates of Auditory Spatial
Attention
3.1 Introduction
Spatial features of an auditory object are often useful for focusing attention in noisy
environments—if the spatial location of the object is known, then that information
can be used to select this target in one location while suppressing irrelevant objects
in another (Shinn-Cunningham, 2008). Often, however, additional features, such
as pitch, differentiate target from distractor streams. It is therefore unclear to what
extent spatial features are used when listeners must maintain attention on an auditory
stream if other features also differentiate competing streams.
Selective auditory attention modulates the amplitude of event-related potentials
(ERPs) in auditory cortex measured using electroencephalography (EEG); ERPs
evoked by one stream are greater when that stream is attended compared to when it
is ignored (Choi et al., 2013; Choi et al., 2014). Selective attention can be deployed
based on a target sound’s location, or based on non-spatial features, such as pitch
and timbre (Maddox and Shinn-Cunningham, 2012; Lee et al., 2012; Larson and Lee,
2014).
Spatially focused selective attention induces changes in the distribution of parietal
alpha (8–14 Hz) oscillatory power. Specifically, during spatial attention, alpha power
increases over parietal sensors ipsilateral to the attended location (Worden et al.,
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2000; Foxe and Snyder, 2011; Banerjee et al., 2011). This alpha lateralization has
been studied extensively during visual spatial attention, but has been explored to a
lesser degree during auditory spatial attention. As noted above, spatial attention may
not be necessary to maintain attention on a target stream once it is selected based
on its location. The dynamics of alpha power lateralization can this provide insight
into whether sustained attention relies on spatial processing.
In order to address this question, we measured EEG during two experiments
in which subjects attended one of three competing auditory streams. Tasks were
identical across experiments, but different cues were used to inform subjects as to
which stream to attend. In the first experiment, an auditory cue was given that
identified both the spatial location and the pitch of the target stream. Here, we
asked whether subjects would orient attention in space even if they knew the pitch
of the to-be-attended stream. We hypothesized that lateralization of alpha might
weak throughout attention to the cued stream since subjects did not have to orient
attention in space to successfully perform the task. In the second experiment, the
auditory cue only identified the spatial location of the target so that subjects would
have to initially orient attention in space. We tested two conditions, presented in
different blocks: one in which the pitch separation of competing melodies was large,
and one in which this separation was small. We hypothesized that sustained alpha
lateralization would be weak when the pitch separation was large, reflecting the fact
that strong pitch cues may also be used to maintain attention to the distinct target
stream, but that it would remain strong throughout trials in where spatial information
was more critical for differentiating the competing streams.
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3.2 Methods
3.2.1 Experimental Task and Stimuli
We conducted two separate experiments, each with the same auditory selective at-
tention task (Fig. 3·1A). Three isochronous melodies were presented simultaneously
from different directions—left, right, and center—using interaural time differences
(ITDs) of −100 µs, +100 µs, and 0 µs, respectively. The center melody, consisting of
three 1-s notes, came on first and was always ignored. The left melody came on 0.6
s later and consisted of four 0.6-s notes. The right melody came on 0.15 s after the
left melody and consisted of three 0.75-s notes. In such an arrangement, the onsets
of notes in each melody were staggered in time, allowing ERPs associated with notes
in each melody to be temporally isolated. In addition to being spatially separate
and temporally staggered, the three melodies were separated by pitch differences, as
indicated by Fig. 3·1B.
Notes in each melody were composed of six harmonics added in cosine phase
with magnitudes inversely proportional to frequency. Melodies were composed of two
notes: a high note (H) and a low note (L). These notes were arranged to form pitch
contours that were “rising,” “falling,” or “zigzagging.” “Rising” melodies started on
the low note and transitioned at a randomly-selected point to the high note (e.g., L-
L-H-H). “Falling” melodies started on the high note and transitioned at some onset to
the low note (e.g., H-L-L-L). “Zigzagging” melodies started on either the high or low
note, transitioned to the opposite note, and then returned to the starting note (e.g.,
L-H-L or H-L-H). In “zigzagging” melodies, the second pitch change always occurred
between the last two notes to ensure subjects had to maintain focused attention for
the duration of the auditory stream. Contours were selected independently for left,
right, and center melodies, with each contour having a 1/3 chance of being chosen.
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At the beginning of each trial, subjects were given an auditory cue directing them
to attend either the left or the right melody. After attending the target melody,
subjects had to report its pitch contour via button press. In addition to active
attention trials, passive trials were included in which subjects were given a visual
cue, signalling they could ignore stimuli and were to withhold a response. All cues
were 100% valid. Visual feedback was given at the end of each trial to indicate if the
melody was correctly identified.
Subjects performed the experiment in front of an LCD monitor in a sound-treated
booth. Stimuli were generated using MATLAB (MathWorks, Natick, MA) with the
PsychToolbox 3 extension (Brainard, 1997). Sound stimuli were presented diotically
via Etymotic ER-1 insert headphones (Etymotic, Elk Grove Village, IL) connected to
Tucker-Davis Technologies System 3 (TDT, Alachua, FL) hardware which interfaced
with MATLAB software that controlled the experiment. During the task, subjects
were instructed to keep their eyes open and to foveate on a central fixation dot.
Experiment 1
In Experiment 1, the auditory cue was a six-harmonic complex tone that was pre-
sented with the same ITD as the target melody. The fundamental frequency of this
cue was also in the same pitch range as the notes composing the target. As men-
tioned above, each melody was presented in a different pitch range, as shown in Fig.
3·1B. Within each pitch range, two of three possible fundamental frequencies were
randomly selected to compose the high and low note for each two-note melody. The
three possible fundamentals were separated by 1.65 semitones. The center melody,
which was always ignored, had notes with fundamentals in the 320–387 Hz range. On
a given trial, either the right or left melody was selected, with equal probability, to
have fundamentals in the 180–218 Hz range. The remaining melody was selected to
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Figure 3·1: Experimental design. [A] Trial structure for the audi-
tory selective attention task. For attend-left and attend-right trials, an
auditory cue was presented via headphones with the same ITD as the
target melody. For passive trials, a diamond appeared around a central
fixation dot on screen. During the stimulus period, subjects kept their
gaze on the fixation dot while melodies were presented diotically. A
green circle appeared around the fixation dot to prompt a response,
and visual feedback was given after button press to indicate if the tar-
get was correctly identified. [B] Left (blue), right (red), and center
(grey) melodies were composed of notes with different fundamental fre-
quencies (F0). Note that in this example, left melodies had the highest
fundamentals while right melodies had the lowest fundamentals, but
the opposite also occurred with equal probability. The center melody
always had the same F0s, which were between F0s of the left and right
melodies. Individual melodies also changed pitch over time, such that
they were “rising,” “falling,” or “zigzagging,” illustrated by blue, red,
and grey bars in this example, respectively.
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have fundamentals in the 600–726 Hz range. This structure ensured that each melody
was perceptually segregated from the others.
Trials were arranged in 9 blocks of 30, with each block containing 1/3 attend-
left and 1/3 attend-right trials presented in random order. The remaining trials
were passive control trials. This resulted in 90 trials for each condition. Before
performing the task, subjects were required to pass a training demo in which they were
presented with a series of single melodies and asked to identify their pitch contours.
Passive trials were also included in the training demo to ensure subjects knew when to
withhold a response. In order to continue the study, subjects had to answer correctly
on 10 of 12 demo trials (4 passive trials, 8 active attention trials). This requirement
was included to ensure that subjects’ performance on the task was not limited by
their ability to identify pitch contours, but by their ability to direct attention.
Experiment 2
In experiment 2, the auditory cue was a white noise burst that was presented with
the same ITD as the target melody. This required subjects to at least initially orient
attention in space since no pitch information was available in the cue. As in Exper-
iment 1, each melody was presented in a different pitch range. Within each pitch
range, the same two fundamentals were used to compose the high and low note of
each two-note melody. These two fundamentals were separated by 1 semitone. In all
trials, the center melody always had fundamentals in the middle, 320–339 Hz range.
As in Experiment 1, high and low pitch ranges were randomly assigned to the left
and right melodies.
The fundamental frequency of melodies in these pitch ranges depended on the
experimental block, which were one of two conditions: one in which the pitch sepa-
ration of competing melodies was large and one in which it was small (Fig. 3·1B). In
the large pitch separation condition, the low pitch melodies had fundamentals in the
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180–191 Hz range while the high pitch melodies had fundamentals in the 600–636 Hz
range, creating clearly segregated streams. In the small pitch separation condition,
fundamentals of low (285–302 Hz) and high (359–380 Hz) pitch ranges were shifted
closer to that of the center melody. The resulting sound mixture was thus more dif-
ficult to automatically segregate by pitch alone. Large and small pitch separation
blocks were grouped together in pairs, but the order of conditions was random for
each pair of blocks (e.g., Lg-Sm-Sm-Lg-Sm-Lg-Lg-Sm).
Trials were arranged in 16 blocks of 30, with each block containing 2/5 attend-left,
2/5 attend-right, and 1/5 passive trials. This resulted in 96 attend-left and attend-
right trials in each pitch separation condition, and 96 passive trials across all pitch
separation conditions. After the first 8 blocks, subjects were instructed to take a
break before starting the remaining set of 8 blocks. As in Experiment 1, subjects
were required to pass a training demo in which they had to identify the pitch contour
of a single melody presented alone. Two training blocks were given, one each for
stimuli in the two pitch separation conditions. Each block contained 15 trials (3
passive trials, 12 active attention trials), and subjects had to answer correctly on 13
trials for each block to continue in the experiment.
3.2.2 Subjects
Data from a total of 34 subjects with normal hearing and no known neurological
disorders were analyzed as part of this study—17 for Experiment 1 (8 male, mean
age=21.88, SD = 2.78) and 17 different subjects for Experiment 2 (9 male, mean
age=22.35, SD = 3.67). Additional subjects performed both experiments (four sub-
jects for Experiment 1, and three subjects for Experiment 2), but produced data that
had to be discarded due to too many incorrect-response trials or too many trials with
noisy EEG. An audiogram was conducted for each subject to confirm that thresholds
were below 20 dB HL at octave frequencies from 250 Hz to 8 kHz. Some subjects
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recruited for Experiment 2 were dismissed early from the study: one had audiometric
thresholds above the required level, two could not give a clean EEG signal, and six
failed the training demo described above. These subjects were compensated for their
time, but did not have EEG recorded. All subjects gave written informed consent
prior to participation and were compensated at an hourly rate ($25/hr for Experiment
1, $15/hr for Experiment 2) as well as with a bonus for each correct response ($0.02
per response, up to $7.50 per hour). All procedures were approved by the Boston
University Institutional Review Board.
Subjects who participated in Experiment 1 also participated in an analogous visual
task—not described here—during the same experimental session. Of these subjects,
12 participated in the visual task after the auditory task was complete. The remain-
ing 5 subjects completed the visual task blocks first. Subjects who participated in
Experiment 2 were not exposed to any visual analog of the task. While it is possible
that the subjects who completed visual experiment before starting the auditory exper-
iment were biased towards using spatial features for selection, we found no evidence
that alpha modulation was statistically different between the subjects who completed
the visual task first and those who did not.
3.2.3 Data Collection
EEG data were recorded in 64 electrodes and sampled at 2048 Hz using the BioSemi
ActiveTwo system along with its ActiveView acquisition software (BioSemi, Amster-
dam, Netherlands). Scalp electrode positions were arranged according to the inter-
national 10-20 system, and two reference electrodes were placed on the mastoids. An
additional three electrodes were placed around the eyes for electrooculogram (EOG)
measurement, which was used to detect eye blinks for later removal from the EEG sig-
nal. Event triggers were generated by MATLAB interfaced with Tucker-Davis Tech-
nologies System 3 (TDT, Alachua, FL) hardware and sent to the computer recording
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EEG data. In Experiment 2, RME Fireface UXC hardware was used instead of the
TDT for trigger generation. An EyeLink Plus 1000 (SR Research, Ottawa, Ontario,
Canada) eye tracker was used in Experiment 2 to ensure subjects did not close or
move their eyes during the task. In Experiment 1, subjects were instructed to fixate




Raw EEG data were processed using the EEGLAB toolbox for MATLAB (Delorme
and Makeig, 2004). First, raw EEG data were re-referenced to the average between
two mastoid electrodes, and then downsampled to 256 Hz. An FIR zero-phase filter
was then applied with cutoffs at 1 and 20 Hz. Eye blinks were removed using in-
dependent component analysis, and trials with amplitudes exceeding ±100 µV were
rejected. Trials in which subjects gave an incorrect response were also discarded
before further analysis. The CSD Toolbox (Kayser and Tenke, 2006) was used to
transform the data from voltage to current source density, as this has been shown to
reduce spatially correlated EEG noise (McFarland, 2015; Kayser and Tenke, 2015),
which is desirable when localizing alpha power across the scalp.
Event-Related Potential
To estimate the ERP time course, a bootstrap procedure was used. First, the average
response was calculated across 100 randomly chosen trials with replacement within
a single subject and condition. This procedure was repeated 200 times, and the
ERP was taken as the average across these results. Individual subject ERPs were
then normalized by dividing the entire time series by the average amplitude of the
N1 response to the first distractor onset, averaged across all trials and channels, as
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a way of ensuring that all results were similar in magnitude across subjects. The
first distractor onset was selected since it was previously shown to elicit a strong N1
response that is not modulated by attention (Choi et al., 2014), presumably due to
the salience of the initial sound onset eliciting involuntary attention. Grand averages
were obtained for each condition by averaging the normalized ERP amplitudes across
subjects.
To quantify N1 amplitudes, normalized ERPs were first averaged across 17 fron-
tocentral channels where responses were largest (Fp1, Fp2, AF3, AF7 , AF4, AF8,
F1, F3, F5, F7, F2, F4, F6, F8, Fpz, AFz, Fz). This normalized channel average
was then averaged across subjects in order to estimate the N1 timings for each note
onset. These times, selected based on the largest negative value of the ERP in a
window between 75 and 240 milliseconds following each stimulus onset, were then
used to estimate N1 amplitudes for each subject’s channel-averaged ERP. The ERP
was averaged in a 50-ms window centered around each of the selected time points to
quantify N1 amplitude in response to each note. Each subject’s ERP was visually
inspected to ensure that N1s were correctly identified.
To quantify attentional modulation of the N1 for each subject, an attentional
modulation index, AMIN1, was calculated as in Eq. 3.1.
AMIN1 = N1attend − N1ignore (3.1)
In this equation, N1attend is the N1 amplitude elicited by the onset of a particular note
in the attended melody; N1ignore is the N1 amplitude elicited by this same note when
it was ignored. AMIN1 was calculated for each note in both left and right melodies and
averaged for an overall AMIN1 measure. The N1 to the first left onset was excluded
in these calculations since it elicited a strong automatic response regardless of cue
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condition (Choi et al., 2014). Large positive values of AMIN1 indicate that N1s were
overall larger in response to attended stimuli compared to ignored stimuli.
Induced Alpha Power
To obtain the induced alpha response, it was necessary to first remove phase-locked,
or evoked activity. The evoked response (ERP) was calculated as described above.
Then, this average was subtracted from each trial to obtain the induced, or non-
phase-locked activity for each trial. A short-time Fourier transform was then applied
to each trial to estimate the power at each frequency in the alpha band (8–14 Hz).
For each subject, an individual alpha frequency (IAF) was determined by finding the
frequency in the range of 8–14 Hz whose magnitude was largest across cue left and
right conditions in 20 parietal and occipital channels (P2, P4, P6, P8, P10, PO4,
PO8, O2, P1, P3, P5, P7, P9, PO3, PO7, O1, Pz, POz, Oz, Iz). Once an IAF was
selected, power was extracted at this frequency to produce a single time series for each
trial in each EEG channel. The bootstrapping procedure described above was used
to estimate each subject’s average induced alpha power. These trial-averaged time
series were then normalized for each subject by dividing each time point by the average
alpha power across time, sensors, and experimental condition. Grand averages were
obtained from these normalized time series. Quantities shown on topoplots represent
averages across the cue period (-1.2–0 s) or stimulus period (0–3 s).
An attentional modulation index of alpha power, AMIα, was also quantified for





Note that αipsi is the average alpha power during the stimulus or cue period, measured
ipsilateral to the cued sequence, and αcontra is this average alpha power, measured con-
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tralateral to the cued sequence, or rather ipsilateral to the ignored sequence. Large
positive values of AMIα indicate that alpha power was overall larger ipsilateral to cued
stimuli (i.e., the alpha response was larger over cortices processing ignored informa-
tion). Averages were calculated across left and right parietal and occipital channels
separately, depending on the attention condition (i.e., left channels (P1, P3, P5, P7,
P9, PO3, PO7, O1) for αipsi in attend-left trials and right channels (P2, P4, P6, P8,
P10, PO4, PO8, O2) for αipsi in attend-right trials). Alpha was then collapsed across
attention conditions and parietal sensors to quantify αipsi and αcontra.
Significance Testing
For Experiment 1, we performed statistical testing to determine if modulation of N1
was significantly greater than zero. For this purpose, we used a one-sample, one-sided
t-test on AMIN1 data. We also wanted to determine if alpha lateralization, indexed by
AMIα, was significantly greater than zero in both the cue and stimulus periods. Again
we used a one-sample, one-sided t-test. In order to correct for multiple comparisons,
Bonferroni and Benjamini-Hochberg criteria were used to determine significance at the
α = 0.05 significance level. The same statistical procedures were used in Experiment
2 to determine if AMIN1 and AMIα were significantly greater than zero. We also
hypothesized that AMIα would be greater in the small pitch separation condition
than in the large pitch separation condition. To determine if this difference was
significant, we performed paired-sample, one-sided t-tests for AMIα values measured
during cue and stimulus periods. Multiple comparisons procedures were performed
before determining significance. AMIN1 was also compared between large and small




Differences in performance existed between attend-left and attend-right
trials in Experiment 2
Performance, measured as percent correct response, is displayed for both experiments
in Fig. 3·2. Overall, subjects performed well above chance, suggesting successful focus
of attention. In Experiment 1, no significant differences were found between attend-
left and attend-right trials (p = 0.24, paired t-test). Differences in performance were
found in Experiment 2, however. In the large pitch separation condition, subjects per-
formed better on attend-right trials than attend-left trials (p = 0.005, paired t-test).
The opposite was true for the small pitch separation condition (p = 0.013, paired
t-test). In comparing spatial attention conditions across pitch separation conditions,
there was no significant difference in performance on attend-left trials between large
and small pitch separation conditions (p=0.94, paired t-test). For attend-right trials,
however, performance was significantly greater in the large pitch separation condition
(p = 0.0001, paired t-test).
These performance differences may be explained by differences in the bottom-up
salience of the melodies in the two conditions. Recall that the right melody always
lagged the left melody in time. Therefore, in the large pitch separation condition,
even though the leading (left) melody may have captured attention first, the right
melody had a distinctive pitch that caused the lagging melody to be heard as a new
event automatically. In the small pitch separation condition, the lagging melody had
a similar pitch to the leading melody, which likely made the melody onset less clear
and salient.
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Figure 3·2: Percent correct scores for Experiments 1 (left) and 2
(right). Asterisks indicate significant differences between conditions
(p < 0.05, t-test). No corrections were made for multiple comparisons.
3.3.2 Event-Related Potential
In both experiments, the N1 response was similarly modulated by selective
attention.
In Experiment 1, N1 amplitudes were modulated by attention (Fig. 3·3, top panel).
When subjects were cued to attend the left melody, N1 amplitudes were more negative
in response to left note onsets (blue vertical lines) when those notes were attended
(blue trace) than when they were ignored (attend-right trials, red trace). Similarly,
when subjects were cued to attend the right melody, the N1 was more negative at
right note onsets (red vertical lines) when those notes were attended than when they
were ignored. The same modulation of the N1 was observed in Experiment 2, both
in the large pitch separation condition (middle panel) and the small pitch separation
condition (bottom panel). This modulation was quantified using the attentional mod-
ulation index, AMIN1 described above. In both experiments, AMIN1 was significantly
greater than zero (p < 0.001, t-test), indicating that the N1s from auditory cortex
were always larger in response to attended stimuli than ignored stimuli. AMIN1 was
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also compared between pitch separation conditions in Experiment 2, but no significant
difference in modulation was found (p = 0.26, t-test). Thus, the degree of N1 modu-
lation did not change significantly based on the degree of pitch information available
in this experiment, suggesting that subjects selected target stimuli regardless of the
available pitch cues.
Figure 3·3: [A] Grand average (n=17) normalized ERP responses
over time in Experiment 1 (top) and Experiment 2 (bottom). ERPs
were averaged across frontocentral EEG sensors. Red and blue vertical
lines indicate right and left note onset times, respectively. Red and
blue circles indicate the identified N1 peak amplitudes in response to
right and left notes, respectively. [B] N1 modulation summarized as
AMIN1. Individual points indicate individual subject AMIN1. Asterisks
indicate that AMIN1 was significantly greater than zero at the p =
0.0001 significance level (one-sided, one-sample t-test). No corrections
were made for multiple comparisons.
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3.3.3 Induced Alpha Power
During the cue period, alpha power was always lateralized across parietal
sensors
Grand average alpha power differences, averaged over the cue period, are shown in the
left panels of Fig. 3·4A and Fig. 3·4B for both experiments. Figure 3·4A shows alpha
power differences between attend-left and attend-right trials. In all cases, average
alpha power was greater in left parietal sensors during attend-left trials than during
attend-right trials. Similarly, in right parietal sensors, alpha power was greater in
attend-right trials than in attend-left trials. Figure 3·4B shows these differences
collapsed across left and right parietal sensors, so that alpha is represented as the
difference between ipsilateral and contralateral attention conditions. During the cue
period, alpha power was greater when attended stimuli were ipsilateral to a given
parietal sensor than when attended stimuli were contralateral to that same sensor.
This suggests that alpha increased contralateral to the ignored location, supporting
the idea that alpha reflects suppression of distractors.
Figure 3·4C shows attention modulation indices (AMIα), which are based on the
ipsilateral/contralateral differences shown in Fig. 3·4B. In Experiment 1, alpha was
lateralized during the cue period (green bars), and this lateralization was significantly
greater than zero (p = 0.012, t-test). In experiment 2, AMIα was also measured
during the cue period, and was significantly greater than zero for both the large
(light blue bars) and small (dark blue bars) pitch separation conditions (p = 0.003
and p = 0.014, respectively, t-test). When the Benjamini-Hochberg procedure was
applied to control the false discovery rate (FDR=0.05) in each experiment, these
values of AMIα remained significantly greater than zero. When Bonferroni correction
was applied, AMIα during the cue period was still significantly greater than zero in
Experiment 1 (p < 0.025) and in the large pitch separation condition in Experiment
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2 (p < 0.0125). In experiment 2, there was no significant difference in AMIα between
large and small pitch separation conditions (p = 0.5, paired t-test). These results
suggest that subjects always initially oriented attention using known spatial features
of the target.
During the stimulus period, alpha lateralization was weak when pitch cues
were strong.
Grand average alpha power differences, averaged over the stimulus period, are shown
in the right panels of Fig. 3·4A and Fig. 3·4B for both experiments. While alpha
power was always lateralized during the cue period, this lateralization only persisted
during the stimulus period in the small pitch separation condition of Experiment
2. Here, alpha power was larger in left parietal sensors during attend-left trials and
larger in right parietal sensors during attend-right trials. In the large pitch separation
condition, alpha power was larger in left parietal sensors during attend-left trials.
In right parietal sensors, alpha was also greater during attend-left trials, but this
difference was smaller than in left parietal sensors. In Experiment 1, alpha power in
right parietal sensors was greater during attend-right trials. In left parietal sensors,
there was not a large difference between attend-left and attend-right trials.
Figure 3·4B shows these differences collapsed across parietal sensors. Here, we
see that there was not an overall difference in alpha lateralization between ipsilateral
and contralateral attention trials during the stimulus period in Experiment 1 or in
the large pitch separation condition of Experiment 2. In the small pitch separation
condition, the difference between alpha power in ipsilateral and contralateral atten-
tion trials was similar to that observed during the cue period. These differences are
represented as AMIα in Fig. 3·4C. While AMIα was not significantly greater than
zero in Experiment 1 (p = 0.06, t-test) or in the large pitch separation condition
(p = 0.12, t-test), it was significantly greater than zero in the small pitch separa-
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tion condition (p = 0.0001, t-test). When Bonferroni criteria were applied to correct
for multiple comparisons, AMIα was still significantly greater than zero in the small
pitch separation condition of Experiment 2 (p < 0.0125). We also determined that
AMIα was significantly larger in the small pitch separation condition compared to the
large pitch separation condition (p = 0.01, paired t-test), and this difference was still
significant after correcting for multiple comparisons (p < 0.025, Bonferroni).
AMIα was not correlated with performance measures.
We asked whether the differences in alpha modulation between large and small pitch
separation conditions could be explained by the performance differences described
above. We therefore looked for correlations between AMIα measures and percent
correct scores. For alpha power, we calculated AMIα separately for left and right
parietal channels and looked for correlations with percent correct scores in attend-left
or attend-right trials (4 comparisons in each pitch separation condition). We found no
significant correlation between any combination of AMIα and percent correct scores
(Spearman rank correlation, p > 0.2 for all comparisons).
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Figure 3·4: [A] Grand average (n=17) normalized alpha power dif-
ferences between attend-left and attend-right trials. For each channel,
alpha power was averaged across time during the cue period (left, t =
-1.2–0 s) or during the stimulus period (right, t = 0–3 s). [B] Grand
average alpha power differences between ipsilateral and contralateral
attention conditions, collapsed across left and right parietal channels.
[C] AMIα calculated during the cue period (left panel) and stimulus
period (right panel). Displayed p-values were not corrected for mul-
tiple comparisons. Asterisks over individual bars indicate that AMIα
was significantly greater than zero after correcting for multiple com-
parisons using Bonferroni (black) or Benjamini-Hochberg (grey) proce-
dures. Comparisons between conditions in Experiment 2 are also shown
by brackets and associated p-values. Asterisks indicate significant dif-
ferences after correction for multiple comparisons.
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3.4 Discussion
Modulation of the N1 response reflects selection of target stimuli, but does
not suggest which feature was used to perform selection
In both experiments, we observed similar modulation of the N1 response in fron-
tocentral channels, suggesting that there was no effect of pitch cue strength on N1
modulation. Modulation of N1s from auditory cortex reflects enhancement of target
stimuli as well as suppression of distracting stimuli (Choi et al., 2014; Kong et al.,
2014). Therefore, the fact that we observed no difference in N1 modulation between
experimental conditions suggests that subjects were able to focus attention on the
target stream, even when pitch differences were small. A previous study that used
a similar paradigm (Choi et al., 2014) found that when competing melodies were in
overlapping pitch ranges, N1 modulation was degraded and performance was signifi-
cantly worse than when melodies were in separate ranges, exactly as in Experiment
1 here. This was likely due to difficulty segregating the competing streams. The
fact that we did not observe degraded N1 modulation in the small pitch separation
condition was likely due to the fact that competing melodies did not have overlapping
pitch ranges as in (Choi et al., 2014), but distinct ranges that were close together (∼1
semitone difference). This design difference, and the fact that behavioral measures
show that subjects had performed well on the task in all conditions, suggests that
subjects were able to segregate and select targets regardless of the available pitch
cues.
The fact that the N1 was modulated similarly does not mean that spatial features
were used in the same way to maintain attention across conditions. In fact, there are
a number of experiments that show N1 modulation in response to attended auditory
stimuli that were not spatially separate from competing objects (Hansen and Hillyard,
1988; Kong et al., 2014). Thus, the N1 serves as an index of selective attention
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independent of the features used for selection. If we wish to index the extent to
which spatial features are used to direct top-down attention, then measuring the N1
is insufficient if other features can also be used. Instead, we look to modulation of
alpha power, which occurs over cortical regions that map space. If spatial features
are used to a lesser degree to focus attention, then we may expect reduced attentional
modulation of parietal alpha power.
Lateralization of parietal alpha power reflects spatial focus of auditory
selective attention.
While parietal alpha has been studied extensively as a correlate of visuospatial atten-
tion, its role in auditory spatial attention is less clear. Nonetheless, growing evidence
supports the idea that auditory spatial attention recruits the same cortical networks
that are active during visual spatial attention. Early neuroimaging studies defined
a dorsal frontoparietal network responsible for orienting visual attention to a par-
ticular location (Posner and Petersen, 1990; Corbetta and Shulman, 2002; Petersen
and Posner, 2012). This network was composed of the frontal eye fields (FEF) and
superior parietal lobe (SPL). Later studies revealed that this network is also involved
in auditory attention (Lewis et al., 2000; Shomstein and Yantis, 2006; Krumbholz
et al., 2009; Braga et al., 2013), but did not establish whether the network was truly
supramodal or was instead composed of modality-specific subnetworks.
Recent fMRI studies have identified interleaved visual and auditory-biased net-
works in lateral frontal cortex (LFC) (Michalka et al., 2015; Noyce et al., 2017),
suggesting that there are modality-specific networks for attention. The visual-biased
network contains superior and inferior precentral sulcus (iPCS and sPCS), which are
functionally connected to posterior visual sensory regions; the auditory-biased regions
contain transverse gyrus intersecting precentral sulcus (tgPCS) and caudal inferior
frontal sulcus (cIFS), which are functionally connected to posterior auditory sensory
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regions. Although these networks are modality-specific, the visual-biased network is
flexibly recruited during auditory attention when spatial focus is required to perform
the task (Michalka et al., 2015; Michalka et al., 2016; Noyce et al., 2017). When the
task has high temporal demands, the auditory-biased network is active in both vision
and audition. Thus, while there are modality-specific networks for attention, these
networks are recruited in a non-modality specific manner depending on the attended
features (spatial vs. temporal).
If the same frontoparietal network underlies auditory and visual spatial attention,
then should expect to observe the same EEG correlates of spatial attention over
parietal cortex during spatial attention independent of stimulus modality. Therefore,
if increased parietal alpha reflects suppression of unattended space in vision (Worden
et al., 2000; Sauseng et al., 2005; Kelly et al., 2006; Foxe and Snyder, 2011; Händel
et al., 2011; Payne et al., 2013), then it should be present for spatial suppression in
audition. Indeed, at least one previous study has shown evidence of parietal alpha
modulation during auditory spatial attention (Banerjee et al., 2011).
Our results are consistent with these findings. We observed that alpha was later-
alized after subjects were given a spatial cue, and this lateralization pattern reflected
the space being ignored (i.e., alpha was greater ipsilateral to the attended location).
The results from Experiment 1 suggest that subjects at least initially oriented top-
down attention using known spatial features of the target even if they could depend
solely on pitch information to perform the task. In Experiment 2, subjects had to
initially orient attention in space due to the absence of pitch cues. Therefore, the
observed alpha modulation during the cue period in this experiment strengthens the
argument that parietal alpha lateralization reflects the use of spatial features to help
focus attention.
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Alpha lateralization is weak when pitch cues are strong, reflecting the fact
that pitch can also be used to help focus attention.
While space is first coded at the level of the retina in vision, the auditory system relies
on interaural time and level differences to localize sound. Therefore, the mechanisms
by which auditory attention operate are likely not inherently spatial. This explains
why in the vision literature, spatial and feature-based (e.g., color, texture, etc.) at-
tention are described separately, yet in audition, perceived location is described as
a feature itself (Shinn-Cunningham, 2008; Maddox and Shinn-Cunningham, 2012;
Shinn-Cunningham et al., 2017). In audition, non-spatial features, such as pitch, can
often be used to direct and maintain attention to an ongoing stream (Maddox and
Shinn-Cunningham, 2012; Lee et al., 2012; Lee et al., 2014). If these pitch cues are
large compared to the available spatial cues, then individuals may depend more on
pitch as the feature on which to base attention. When pitch cues are less informative,
however, it may be more beneficial to depend on spatial differences among competing
stimuli to maintain attention.
If parietal alpha truly reflects the use of spatial features during sustained top-
down attention, then its modulation should be weaker during tasks in which spatial
features are redundant with other non-spatial features. Our results support this view.
As argued above, alpha lateralization occurred during the cue period in all conditions,
which suggests that spatial attention was initially directed using the known spatial
features. During the stimulus period, however, this lateralization was weak (i.e., not
significantly greater than zero) when strong pitch cues were available (i.e., Experiment
1 and the large pitch separation condition of Experiment 2). In Experiment 2, we also
observed that this lateralization was significantly larger in the small pitch separation
condition than in the large pitch separation conditions. These results likely reflect
the fact that, in addition to space, pitch cues could also be used to differentiate
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target from distractor. Therefore, even though subjects initially directed attention to
the location of interest, once the auditory object was selected, its pitch was used to
maintain attention throughout the remainder of the stream. When these pitch cues
were weak, spatial features may have been necessary to maintain attention, which is
why we observed alpha lateralization throughout the small pitch separation trials.
The degree of alpha lateralization doesn’t explain performance.
In Experiment 2, we observed differences in performance between pitch separation
conditions. Therefore, it may be possible that the differences in alpha lateralization
observed between the two conditions are due to differences in ability to perform
the task instead of differences in pitch cue strength. However, we argue this is not
the case for two reasons. First, we removed all trials in which subjects responded
incorrectly, so we assume the EEG signal we observed was recorded when subjects
successfully focused attention and not when they may have been struggling to do so.
Second, if it were the case that alpha lateralization was stronger because the small
pitch separation condition was more difficult, then we may expect some correlation
of AMIα with performance measures—subjects who are inherently worse at the task
may require more suppression of distractors, which may manifest in greater alpha
lateralization. However, we observed no correlation of performance measures with
alpha modulation in either left or right parietal channels. Furthermore, that a similar
lateralization pattern was observed during the cue period for both large and small
pitch separation conditions despite the performance differences suggests that alpha is
indexing spatial focus of attention and not task difficulty.
One may still argue that the greater alpha lateralization observed during the
stimulus period was due to more effort being required in the small pitch separation
condition, even though performance measures were not correlated with lateralization
measures. While this may be true, we argue here that the increased effort required
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may be defined as the greater need to orient and maintain attention in space since
pitch cues are less informative. Therefore, more effort here means more use of spatial
attention, which is reflected by stronger alpha lateralization. In the future, more
efforts should be made to disentangle the effects of task difficulty and spatial attention
on parietal alpha power.
Caveats: Weighting the Effects of Pitch and Space
While our results suggest that the degree of alpha lateralization reflects the degree to
which spatial features are used to selectively attend, we did not parametrically adjust
spatial and pitch separations of competing melodies. Rather, we tested two conditions
in which the pitch separation was different while a somewhat small spatial separation
(±100 µs ITD) was held constant. Therefore, in this study, we assumed that when
pitch differences are larger, less dependence on spatial features is required during the
course of the auditory stream. It may be the case, however, that given the same
pitch separation, spatial features would be used to a greater extent if the spatial
separation were larger. In fact, previous studies have shown that both pitch and
perceived location have similar effects on ability to selectively attend (Maddox and
Shinn-Cunningham, 2012), with performance improving as the task-relevant feature
separation increased. Future work should aim to address under what conditions and
to what degree alpha is lateralized given the available space and pitch cues.
3.5 Conclusions
Understanding which features are used during auditory attention advances our un-
derstanding of how individuals communicate in noisy environments. In these settings,
individuals must not only be able to segregate various auditory objects, but also select
a single relevant object while suppressing distractors. Our results show that while N1
modulation reflects selection during both spatial and non-spatial auditory attention,
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parietal alpha lateralization reflects the degree to which spatial features are used to
suppress distractors. This EEG correlate that reflects the degree to which spatial
features are used could be a candidate feature when designing a non-invasive method
for tracking the use of spatial features in a variety of complex auditory scenes—
scenes which contain different levels of spatial and non-spatial features. In addition
to behavioral studies, such EEG studies could reveal under which conditions spatial
features are used to help solve the cocktail party problem (Cherry, 1953).
Communication at the cocktail party is particularly challenging for those who are
hearing impaired, even when assistive devices are worn (Marrone et al., 2008a). There
is a need for technologies that assist object selection in complex scenes. Proposed
strategies involve predicting where individuals intend to direct attention in order
to enhance selection of objects at that location (Shinn-Cunningham and Best, 2008;
Kidd Jr et al., 2013). Such predictions may be made using measures from non-invasive
EEG. However, in order to predict where individuals intend to focus attention using
correlates of spatial attention, we have to know that spatial attention is being used
in the first place. Our results suggests that the degree of parietal alpha lateralization
may reflect the degree to which spatial features are used during attention, and so
if an individual is attempting to orient attention using non-spatial features, then
alpha lateralization would not be informative. This technique would instead have to
rely on other EEG correlates such as the N1, which require knowledge of the target
object’s temporal structure. Furthermore, hearing impaired individuals often have
degraded object representations beginning at the level of auditory periphery (Shinn-
Cunningham and Best, 2008; Dai et al., 2018) which may degrade the ability to use
spatial features for focusing attention. Future work should explore the degree to
which alpha is lateralized in hearing impaired listeners performing a spatial attention
task.
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In this study, we aimed to determine if lateralization of parietal alpha power re-
flected the use of spatial features during auditory selective attention. Our results
showed that given a spatial cue, alpha was initially lateralized to reflect the location
of the to-be-ignored auditory stream. We measured whether this lateralization would
persist over the course of an auditory stream if strong pitch cues differentiated target
from distractor. Our results showed that when pitch cues were strong, alpha later-
alization was weakened after the target began to play, reflecting the fact that pitch
could also be used to help focus attention. These results show that even when spatial
attention is used initially to focus attention on a target, maintenance of attention
can be accomplished using non-spatial cues when other acoustic features differentiate
target from distractor streams.
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Chapter 4
Neural Correlates of Auditory Spatial
Attention in Hearing-Impaired Listeners
4.1 Introduction
Knowing where to attend is often helpful when trying to communicate in noisy en-
vironments (Kidd et al., 2005). However, if an individual has difficulty perceiving
spatial differences among competing sound sources, then they may have difficulty
deploying spatial attention. Hearing-impaired (HI) individuals often report difficulty
holding conversations in noisy environments, even when using hearing aids (Marrone
et al., 2008a). These difficulties are likely arise from poor encoding of sound features
in the auditory periphery (Shinn-Cunningham, 2008; Shinn-Cunningham and Best,
2008). Specifically, if the perceptual representation of the spectro-temporal structure
of sound is degraded (Buss et al., 2004; Strelcyk and Dau, 2009), then higher-order
features that arise from these local features, like pitch and location, will also be
degraded. Since such features support source segregation and source selection, a de-
graded peripheral representation can lead to failures on tasks requiring attention to
be focused on a source in a complex scene (Shinn-Cunningham and Best, 2008).
Neurophysiological correlates of selective attention are often obtained using elec-
troencephalography (EEG). In particular, growing evidence suggests that the distri-
bution of alpha (8–14 Hz) oscillatory power across parietal sensors reflects the spatial
focus of attention, with alpha power increasing ipsilateral to the location being at-
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tended (Foxe and Snyder, 2011; Banerjee et al., 2011). It is thought that this increase
in alpha reflects suppression of the representation of distractors in the contralateral
location (Worden et al., 2000; Foxe and Snyder, 2011; Banerjee et al., 2011). If spatial
attention is degraded, however, then these neural correlates of attention may also be
degraded. In a recent study, we found that HI individuals were less sensitive to inter-
aural time differences (ITDs, a key feature when determining the perceived direction
of sound) than normal-hearing (NH) individuals (Colburn, 1982; Dai et al., 2018).
Since perceived spatial differences are crucial for deploying spatial attention, then
HI individuals may depend less on spatial cues to segregate and select objects in a
complex scene. If this is the case, then EEG correlates of spatial attention, including
the distribution of alpha power, may not be strongly modulated with the locus of
attention in HI listeners.
In healthy young listeners, attention strongly affects the magnitude of onset-
evoked responses, including the N1, which arises between 100 and 150 ms after an
onset event (e.g., the start of a note in a melody or a plosive sound in speech). In
particular, N1 event-related potentials (ERPs) to events in a sound stream are larger
when the stream is attended compared to when it is ignored. However, we previously
found that this attentional modulation of the N1 is weaker in HI listeners than in
NH listeners (Dai et al., 2018). Specifically, when NH subjects were directed to at-
tend one of three simultaneous melodies, N1s to attended notes were larger than N1s
to ignored notes; however, this difference was significantly reduced in HI listeners.
Consistent with a previous study of NH listeners (Choi et al., 2014), we also found
a direct correlation between the magnitude of the attentional modulation of N1 and
the ability of individual HI and NH listeners to perform the spatial selective atten-
tion task. These results suggest that a degradation of attentional modulation reflects
a degraded ability to selectively attend. These HI listeners also had higher audio-
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metric, ITD, and audibility thresholds than NH listeners, supporting the idea that
degraded feature representation contributes to failures of selective attention (Shinn-
Cunningham, 2008; Shinn-Cunningham and Best, 2008).
Given these results, we wondered whether the degraded spatial selective attention
abilities of HI listeners might also manifest in a weaker lateralization of alpha power
over parietal EEG sensors. Specifically, based on previous work, we expected to find
that the NH listeners in our study would display lateralized parietal alpha during
auditory stimulus presentation. Furthermore, in that study, we tested conditions
when the competing melodies were separated by either large or small differences in
perceived lateral position. Based on other studies in our lab (Deng et al., 2017), we
expected that for these NH listeners—who we thought would be able to deploy spatial
attention effectively—the lateralization of alpha would be greater when the perceived
spatial separation of competing melodies was large compared to when it was small.
However, we hypothesized that HI listeners would show a reduction in or even a lack
of alpha lateralization, reflecting a weaker deployment of spatial attention. To test
these ideas, we reanalyzed the EEG data collected in our previously published study
(Dai et al., 2018) of spatial selective attention in NH and HI listeners.
4.2 Methods
Data were taken from the experiment previously published in (Dai et al., 2018). The
subjects, stimuli, experimental paradigm, and data collection from this experiment
are summarized below.
4.2.1 Experimental Task and Stimuli
Subjects were presented with three simultaneous melodies: a distractor melody, a
leading melody, and a lagging melody (Fig. 4·1A). For each trial, either the leading
or lagging melody was the target and the distractor was always ignored. The three
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melodies were differentiated by the timing of their notes. The distractor melody
started first, consisting of 4 notes with a duration of 919 ms and inter-stimulus interval
(ISI) of 959 ms. A leading melody started 490 ms after distractor onset, and consisted
of 5 notes with a duration of 624 ms and ISI of 664 ms. A lagging melody started
200 ms after the leading melody onset, and consisted of 4 notes with a duration of
728 ms and ISI of 768 ms.
Each of the three melodies was composed of high (H) and low (L) notes, differing in
their fundamental frequency (F0). The H and L notes within a stream were relatively
close in pitch, while the pitch separation between streams was larger. Distractor tones
were comprised of a sinusoid of a fundamental (276 Hz or 317 Hz) and its first three
harmonics, all at equal amplitude. Leading and lagging tones were broader band,
consisting of a fundamental (leading F0: 113 Hz or 124 Hz, lagging F0: 177 Hz or
194 Hz) and its first 33 harmonics, all at equal amplitude. Notes were gated on and
off with cosine-squared ramps of duration 10 ms and 100 ms for onset and offset,
respectively.
Notes in each melody were arranged such that they formed a pitch contour that
was “rising,” “falling,” or “zigzagging.” For “rising” melodies, the first note was low
and transitioned to the high note for all subsequent notes (e.g., L-H-H-H). “Falling”
melodies started high and transitioned to the low note for all subsequent notes (e.g.,
H-L-L-L). “Zigzagging” melodies started high or low, transitioned to the other note,
and returned to the original note on the last onset (e.g., L-H-H-L or H-L-L-H). The
pitch contour of each melody was chosen independently of the others, with each
contour having equal probability (1/3).
The three melodies were spatialized such that one came from the left, one from
the right, and one from center; the correspondence between melody and position was
assigned randomly on each trial. Symmetric ITD pairs (either ±205 µs or ±799 µs)
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were used to spatialize left and right stimuli, while 0 µs ITD was used for the center
melody (Fig. 4·1B). Trials in which the symmetric ITD pair was small (±205 µs) and
those in which it was large (±799 µs) were intermixed. All possible combinations of
target location (left, right, or center), spatial separation (small or large ITD), and
target stream type (leading or lagging) were tested, for a total of 480 trials (40 in
each condition). Here, we only focus on attend-left and attend-right trials in each
ITD condition, collapsed across all other conditions, as these should show the greatest
alpha lateralization, providing the strongest test of alpha lateralization.
The structure of each trial is outlined in Fig. 4·1B. At the beginning of each
trial, subjects fixated on a central dot for 1 s before a 1-s visual cue was given. The
visual cue was an arrow that pointed left, right, or upward, signaling subjects to pay
attention to the left, right, or center melody, respectively. After the visual cue, there
was a 0.3-s quiet period, followed by 3.8 s of auditory stimulus playback, and another
0.7-s quiet period. Subjects were then prompted to identify the pitch contour of the
cued sequence via button press. Subjects were given 1.5 s to respond after which
visual feedback was given to indicate if the response was correct or not.
Training took place before testing to ensure that subjects could properly identify
pitch contours of a single melody in quiet. This training consisted of two 12-trial
blocks of a single stream. The first block tested leading streams (lowest F0), and the
second block tested lagging streams (middle F0). Subjects were required to performed
additional blocks until they achieved 8 of 12 correct trials for 7 consecutive blocks.
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Figure 4·1: Stimuli and experimental paradigm (figure adapted from
(Dai et al., 2018)). [A] Each trial presented three simultaneous
melodies. Each melody consisted of a collection of high and low notes
that formed one of three classes of pitch contours: “rising,” “falling,” or
“zigzagging.” A distractor melody that was never the designated target
always started first, with complex tones of fundamental frequency 276
Hz or 317 Hz. Next, the leading melody started, with each note hav-
ing a fundamental frequency of either 177 Hz or 194 Hz. Finally, the
lagging melody started, with fundamental frequencies that were either
113 Hz or 124 Hz. [B] For each trial, subjects fixated on a central point
until a visual cue was given to either attend left, right, or center. On
each trial, the correspondence between streams (distractor, leading, and
lagging) and direction (left, right, and center) was selected randomly.
Left and right melodies were spatialized using symmetric ITD pairs,
and two conditions were tested: one with small ITDs (light blue) and
one with large ITDs (dark blue). After stimulus presentation, subjects
were asked to report the pitch contour of the cued melody and were
given visual feedback on the correctness of their response.
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4.2.2 Subjects
Data were collected from 25 NH listeners (13 male, 12 female, aged 20–52 years) and
15 HI listeners (8 male, 7 female, aged 20–59 years). All NH listeners had audiometric
thresholds ≤ 20 dB hearing level (HL) at octave frequencies from 250 Hz to 8 kHz. HI
listeners had bilateral symmetric sensorineural hearing loss. Audiometric thresholds
for all HI listeners were ≥ 25 dB HL at one or more frequencies from 250–8,000 Hz,
and threshold differences between the two ears were ≤ 20 dB at each frequency. NH
and HI groups did not differ significantly in age (two-sided Wilcoxon Rank Sum test;
rank sum = 329, p = 0.5651) (Dai et al., 2018).
Stimuli were presented at 70 dB sound pressure level (SPL) for all NH listeners.
For HI listeners, the level was adjusted, starting at 70 dB SPL and increasing in steps
of 5 dB until a comfortable level was reached. Of the 15 HI listeners, 5 settled on
75 dB SPL while the remaining 10 settled on 70 dB SPL. These levels were used
in training, prior to the testing. Therefore, given that all HI listeners were able to
perform the melody contour identification task in quiet, audibility of the melodies
was not a limiting factor in their performance.
All subjects gave informed consent before participating, and were compensated
at an hourly rate and also paid a bonus of $ 0.02 for each correct response in order
to maintain motivation. All procedures were approved by the Boston University
Institutional Review Board.
4.2.3 Data Collection
EEG data were recorded in 32 electrodes and sampled at 4096 Hz using the BioSemi
ActiveTwo system along with its ActiveView acquisition software (BioSemi, Ams-
terdam, Netherlands). Scalp electrode positions were arranged according to the in-
ternational 10-20 system, and two reference electrodes were placed on the mastoids.
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Event triggers were generated by MATLAB interfaced with Tucker-Davis Technolo-
gies System 3 (TDT, Alachua, FL) hardware and sent to the computer recording
EEG data.
Subjects performed the experiment in front of an LCD monitor in a sound-treated
booth. Stimuli were generated using MATLAB (MathWorks, Natick, MA) with the
PsychToolbox 3 extension (Brainard, 1997). Sound stimuli were presented diotically
via Etymotic ER-1 insert headphones (Etymotic, Elk Grove Village, IL) connected to
Tucker-Davis Technologies System 3 (TDT, Alachua, FL) hardware which interfaced
with the MATLAB software running the experiment. During the task, subjects were
instructed to keep eyes open and positioned on a central fixation dot.
4.2.4 Data Analysis
EEG Processing
Raw EEG data were first filtered from 1.5 to 50 Hz using a 6,000-point FIR band-
pass filter. Data were then epoched and downsampled to 256 Hz before band-pass
filtering again from 2–25 Hz. Scalp voltages were transformed to current source
density (CSD) using CSD Toolbox (Kayser and Tenke, 2006). This transform has
been shown to reduce spatial noise, which is useful when localizing alpha over parietal
sensors (McFarland, 2015; Kayser and Tenke, 2015). No other artifact rejection was
undertaken; all trials, whether correct and incorrect, were included in analysis. We
chose this approach to ensure that we had a sufficient number of trials to analyze for
all subjects.
Induced Alpha Power
To obtain the induced alpha response, we first removed phase-locked, or evoked ac-
tivity. The evoked response was first calculated by averaging epochs across trials in
each condition for each subject. This trial-average was then subtracted from each
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epoch to remove the phase-locked component for each trial. A short-time Fourier
transform was then applied to each trial to estimate the power at each frequency in
the alpha band (8–14 Hz). For each subject, an individual alpha frequency (IAF) was
determined by finding the frequency in the range of 8–14 Hz whose magnitude was
largest across cue-left and cue-right conditions in 10 parietal and occipital channels
(P4, P8, PO4,O2, P3, P7, PO3, O1, Oz, Pz). Once an IAF was selected, power was
extracted at this frequency to produce a single time series for each trial in each EEG
channel.
For each subject, average alpha power over time was estimated for each condition
using the median across all trials in that condition. First, attend leading and lag-
ging trials were combined within each spatial attention condition (i.e., attend-left and
attend-right). The median was then taken across the combined trials to estimate the
average alpha power time series in each channel. The median was used instead of the
mean in order to obtain an estimate that was robust to outliers, since no artifact re-
jection was performed. These trial-averaged time series were then normalized for each
subject by dividing each time point by the average alpha power across time, sensors,
and experimental conditions. Grand averages were obtained from these normalized
time series. Quantities shown on topoplots represent averages across the stimulus
period (0–3.14 s).
An attentional modulation index of alpha power, AMIα, was quantified for each





Note that αipsi is the average alpha power during the stimulus period, measured ip-
silateral to the cued sequence (e.g., average alpha in left parietal channels during
attend-left trials), and αcontra is this average alpha power, measured contralateral to
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the cued sequence, (e.g., average alpha in right parietal channels during attend-left
trials). Positive values of AMIα indicate that alpha power was overall larger when
subjects attended the ipsilateral stimuli (i.e., the alpha response over a particular set
of cortices was greater when ignoring the contralateral stimuli), as expected. Aver-
ages were calculated across left and right parietal and occipital channels separately,
depending on the attention condition (i.e., left channels P3, P7, PO3, O1 for αipsi in
attend-left trials and right channels P4, P8, PO4, O2 for αipsi in attend-right trials).
Significance Testing
We asked if there were differences in alpha modulation (AMIα) between NH and HI
listeners in any of the ITD conditions tested. To determine if there were significant
differences, we used a two-way mixed factors ANOVA, with the between-groups factor
being hearing status (two levels: NH and HI) and the within-groups factor being ITD
condition (two levels: small and large ITD). Kolmogorov-Smirnov tests of normality
were conducted before obtaining ANOVA results. Tukey’s HSD was used post hoc to
compare AMIα between ITD conditions within each group (NH and HI). One-sample
t-tests were also used post hoc to determine if AMIα was significantly greater than
zero. A two-way mixed factors ANOVA was also used to determine if differences in
performance measures existed in the subset of trials reported here, which did not
include attend center trials analyzed in (Dai et al., 2018). A t-test was used to
determine if ITD thresholds were significantly different between NH and HI listeners,





HI listeners performed worse on the task, and had higher ITD thresholds
than NH listeners.
As we previously reported (Dai et al., 2018), HI listeners performed significantly
worse on the spatial attention task than NH listeners. This result is summarized
here by comparing the average percent correct scores, collapsed across attend-left
and attend-right trials in each ITD condition (Fig. 4·2A). A two-way mixed ANOVA
confirmed significant main effects of hearing status (F (1, 38) = 11057, p = 0.0001)
and ITD condition (F (1, 38) = 186.05, p = 0.0003) on percent correct scores, and
no significant interaction. Thus, HI listeners performed significantly worse on the
task than NH listeners, and increasing the perceived spatial separation significantly
improved performance overall.
Figure 4·2B shows ITD thresholds for NH and HI subject groups. ITD thresholds
were measured separately for the leading, low pitch stimuli, and the lagging, high pitch
stimuli. Since these thresholds were not significantly different within subjects for the
two different stimuli, we averaged the two measured ITD thresholds for each subject.
The average ITD threshold for NH listeners (23.46± 11.79 µs, mean ± std. dev) was
significantly lower than that for HI listeners (67.81±60.02 µs, mean ± std. dev) (p <
0.01, t-test). These results confirm that these HI listeners had significantly poorer
spatial acuity than the NH listeners in our experiment. Previous results published
in (Dai et al., 2018) found a significant correlation between average ITD threshold
and average performance on the task for both NH and HI listeners. This correlation
remained for the subset of data analyzed here, which excluded “attend center” trials;
only trials for which the target was to the left or right were included (NH: r =
−0.48, p = 0.0148, HI: r = −0.59, p = 0.029).
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Figure 4·2: [A] Performance averaged across attend-left and attend-
right trials. Asterisks indicate significant main effects of hearing status
and ITD condition [B] ITD thresholds for NH and HI listeners. HI
listeners had significantly higher ITD thresholds than NH listeners (p <
0.01, t-test). Error bars represent the standard error of the mean.
4.3.2 Induced Alpha Power
In NH listeners, alpha was lateralized over parietal sensors, and this lat-
eralization was stronger in the large ITD condition.
Figure 4·3A shows the time course of induced alpha power averaged in left and right
parietal-occipital sensors for NH listeners. In left sensors, alpha power was greater
throughout the stimulus period (0–3.14 s) when subjects were cued to attend the
melody on the left (blue trace), compared to when they were cued to attend the
melody on the right (red trace). In right sensors, alpha power was greater throughout
most of the stimulus period during attend-right trials. In comparing small and large
ITD conditions, the difference in alpha power between red and blue traces appears to
be larger in both left and right parietal-occipital sensors. In both conditions, we see
that alpha power was modulated over time in NH listeners. After receiving a visual
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cue for where to attend, alpha decreased briefly and then increased before stimulus
playback. Before the response period, alpha decreased again.
Figure 4·3B shows alpha power averaged over the stimulus period (0–3.14 s) in
each sensor for NH listeners. Here, we see an overall asymmetry, independent of
the direction of attention: alpha power was always larger in right parietal sensors.
This general asymmetry is consistent with the parietal spatial representation being
asymmetric, and has been observed in other studies of alpha lateralization with spatial
attention (Heilman and Van Den Abell, 1980; Pouget and Driver, 2000; Szczepanski
et al., 2010; Ikkai et al., 2016). Importantly, however, in comparing attend-left and
attend-right conditions, alpha was greater in left parietal sensors for attend-left trials
compared to attend-right trials; in right parietal sensors, alpha was greater in attend-
right trials. These differences are more apparent in Fig. 4·3C, where alpha is shown as
the average difference between attend-left and attend-right trials during the stimulus
period at each sensor on the scalp. Comparing small and large ITD conditions, we
see that this alpha modulation with the direction of spatial attention was stronger
when the perceived spatial separation was large.
In HI listeners, no alpha lateralization was observed across parietal sensors
in either small or large ITD condition.
Figure 4·4A shows the time course of alpha power averaged in parietal-occipital sen-
sors for HI listeners. Unlike in NH listeners, alpha power in HI listeners did not
appear to be modulated over time in either left or right sensors in either attention
condition; alpha power did not even decrease after presentation of the visual cue as
it did in NH listeners. There also appears to be no difference, in either set of parietal
sensors, between attend-left and attend-right trials during the stimulus period. These
results are similar between small and large ITD conditions.
82
Figure 4·3: Grand average alpha power for NH listeners. [A] Grand
average alpha power in left and right PO channels for both ITD con-
ditions. Error bars represent the standard error of the mean. Dashed
vertical lines specify the onsets of the first and last notes of auditory
playback. [B] Grand average alpha power in 32 channels, averaged
during the stimulus period (0–3.14 s). Average alpha is displayed sepa-
rately for attend-left and attend-right trials. [C] Grand average alpha
power differences between attend-left and attend-right trials during the
stimulus period in each of the 32 channels.
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Figure 4·4: Grand average alpha power for HI listeners. [A] Grand
average alpha power in left and right PO channels for both ITD con-
ditions. Two subjects’ data were excluded from these time traces due
to motion artifacts during the cue period. These subjects were only
excluded in A since these artifacts occurred outside the time period of
interest for subsequent analyses (0–3.14 s). Error bars represent the
standard error of the mean. Dashed vertical lines specify the onsets of
the first and last notes of auditory playback. [B] Grand average alpha
power in 32 channels, averaged during the stimulus period (0–3.14 s).
Average alpha is displayed separately for attend-left and attend-right
trials. [C] Grand average alpha power differences between attend-left
and attend-right trials during the stimulus period in each of the 32
channels.
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Average alpha power during the stimulus period is shown in Fig. 4·4B. Here,
we see the same asymmetry observed in NH listeners: greater alpha power in right
parietal-occipital sensors than left sensors. However, unlike in NH listeners, there
appears to be no substantial difference in any of these sensors between attend-left and
attend-right trials (Fig. 4·4C). Assuming alpha lateralization is an indication that
spatial features are being used for selective attention, these results suggest that HI
listeners do not use these spatial features. Increasing the perceived spatial separation
did not increase the amount of alpha modulation observed across parietal sensors.
There was a significant interaction between hearing status and perceived
spatial separation.
In order to characterize overall alpha modulation, we collapsed the alpha differences
shown in Figs. 4·3C and 4·4C across parietal sensors that were mirrored across hemi-
spheres, as shown in Fig. 4·5A. Here, alpha power is represented as the generalized
difference between ipsilateral and contralateral attention conditions. In NH listeners,
alpha power was greater in a particular set of parietal-occipital sensors when subjects
were attending the ipsilateral sequence (i.e., ignoring the contralateral sequence). We
found no difference between ipsilateral and contralateral attention conditions in HI
listeners, however.
AMIα was quantified for each subject and is shown in Fig. 4·5B. We asked whether
there were significant differences in AMIα between NH and HI listeners performing
an auditory spatial attention task. The results of a two-way mixed ANOVA found no
significant main effect of either hearing status (F (1, 38) = 0.157, p = 0.694) or ITD
condition (F (1, 38) = 0.172, p = 0.681). However, there was a significant interaction
between the two factors (F (1, 38) = 5.06, p = 0.0303). Tukey post hoc testing
revealed that there was a significant difference in AMIα between large and small ITD
conditions in NH listeners (p = 0.036), but not in HI listeners (p = 0.253), suggesting
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that a larger perceived spatial difference contributes to greater alpha lateralization
in NH listeners, but not in those with degraded spatial acuity. While it may initially
seem surprising that there was no main effect of hearing status on alpha modulation,
further analysis revealed that for NH listeners, AMIα was significantly greater than
zero for the large ITD condition (p = 0.028, t-test), but not for the small ITD
condition (p = 0.137, t-test), whereas for the HI listeners, it was not significantly
greater than zero in either condition. Thus, there is a floor effect on the results:
alpha lateralization was only significant for the “best” listeners (the NH listeners) in
the large ITD condition. This suggests that unlike NH listeners, HI listeners may not
depend on spatial cues to maintain attention on the target stream even in the large
ITD condition.
Figure 4·5: [A] Grand average alpha power differences between ip-
silateral and contralateral attention conditions, mirrored across hemi-
spheres. [B] Alpha Attention Modulation Index for each subject in
small (light blue) and large (dark blue) ITD conditions. Asterisks in-
dicate significant differences between ITD conditions at the α = 0.05
significance level (Tukey’s HSD). AMIα was only significantly greater
than zero for NH listeners in the large ITD condition (p = 0.028, t-test).
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4.4 Discussion
To perform this task, listeners had to rely on spatial cues, at least initially.
In our task, the target on a given trial could be either the leading or lagging stream,
and the target could come from left, right, or center with equal likelihood. The
leading, lagging, and distractor streams differed from one another consistently in their
pitch and timing cues. However, the target was only defined by the visual cue for
which direction to attend. Thus, all listeners had to initially use spatial information
in order to select the target stream from the sound mixture.
All of our NH listeners performed well above chance in all conditions (Dai et al.,
2018). While there were a few HI subjects who performed near chance in some spatial
configurations (see Figure 2B in (Dai et al., 2018) for details), most performed well
above chance levels. Thus, our results suggest that even in our HI group, most
listeners were effective at using spatial attention to focus on the target melody, at
least to some degree.
Once a target melody was the focus of attention, listeners could maintain atten-
tion on that target without using spatial information: the target always differed from
the competing melodies in its pitch range and its note timing. In the current study,
we do not have sufficient statistical power to explore the time course of alpha later-
alization dynamics over the course of a trial. Instead, the current post hoc analyses
considered sustained lateralization of alpha power over parietal EEG sensors, to test
the hypothesis that sustained alpha lateralization would be weaker in HI listeners
compared to NH listeners. However, if listeners transiently engage spatial attention
and then maintain focus on a target using other features, it would not be reflected in
our alpha lateralization metrics. Future experiments specifically designed to reveal
such dynamics could lend more insight into how spatial attention is used by different
listeners, and how this relates to their specific hearing acuity.
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Spatial acuity only predicts performance when spatial separations are near
perceptual limits.
A number of studies have demonstrated that HI listeners benefit less from spatial
release from masking in multi-talker settings than do NH listeners (Marrone et al.,
2008b; Best et al., 2012; Srinivasan et al., 2016), consistent with the current results.
However, past studies linking spatial acuity measures with selective attention mea-
sures have produced conicting results (e.g., (Strelcyk and Dau, 2009; Lőcsei et al.,
2016)). In reconciling these discrepant findings, it is important to consider exactly
what tasks are being used in a given study, and what is limiting performance.
If the spatial separation between competing sounds is large, even HI listeners with
poor spatial acuity may be able to use spatial information effectively. For instance, one
study of NH and HI listeners examined speech-in-noise performance when presenting
two speech streams played with ITDs of −700 µs and +700 µs (an ITD difference of
1.4 ms) (Lőcsei et al., 2016). In this case, the large separation benefited both NH and
HI listeners by roughly the same amount; moreover, ITD thresholds did not correlate
with performance.
Another study (by the same research group in (Lőcsei et al., 2016)) found a
significant correlation between ITD sensitivity and the ability to understand speech
that is spatially separated from a target (Strelcyk and Dau, 2009). Importantly, in
this study, the target was diotic and a single masker was played from left or right with
an ITD of 740 µs (about half the spatial separation between sources used in (Lőcsei
et al., 2016)). When the spatial separation of sources is closer to the perceptual limit,
it makes sense that ITD sensitivity is closely related to performance.
In our study, there were three competing streams that were separated by 799 µs in
the large ITD case (and by only 205 µs in the small ITD case). Given that even our
“large” ITD was smaller than that used in many studies, and given that our listeners
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heard a relatively complex scene with three concurrent streams, it is therefore not
surprising that spatial acuity was directly related to the ability to perform the task.
Given these results, we did look to see whether the degree of alpha lateralization
in an individual subject was related to their task performance. However, we found
no such relationship. Importantly, our alpha lateralization metric only quantifies
sustained spatial attention, so this is not particularly surprising. We suspect that in
the right experiment, the strength of sustained alpha lateralization might be directly
related to spatial attention performance; however, to see such effects likely requires
an experiment in which the competing stream identities are confusable except in their
spatial attributes.
In NH listeners, parietal alpha lateralization likely reflects some combi-
nation of what location is the focus of spatial attention and how strongly
listeners are sustaining spatial attention.
Previous work has suggested that parietal EEG alpha lateralization reflects the locus
of spatial attention; specifically, alpha power increases over sensors contralateral to
ignored stimuli (Worden et al., 2000; Kerlin et al., 2010; Foxe and Snyder, 2011;
Banerjee et al., 2011; Händel et al., 2011; Payne et al., 2013; van Diepen et al., 2016;
Wöstmann et al., 2016). While most of these studies have identified this lateralization
during visual spatial attention (Worden et al., 2000; Foxe and Snyder, 2011; Händel
et al., 2011; Payne et al., 2013; van Diepen et al., 2016), considerably fewer have
addressed alpha as a correlate of auditory spatial attention (but see (Kerlin et al.,
2010; Banerjee et al., 2011; Wöstmann et al., 2016)). Here, we provide additional
evidence for parietal alpha lateralization as a correlate of auditory spatial attention.
In NH listeners, we observed that mean alpha power was greater in a particular set
of parietal sensors when subjects attended the ipsilateral melody (i.e., ignoring the
contralateral melody) when ITDs were large.
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NH listeners showed less alpha lateralization for small ITDs than for large ITDs,
and the lateralization was only significant for large ITDs. This pattern may be
explained by two (not mutually exclusive) effects.
First, in another study from our lab, we have observed that alpha lateralization
increases the farther off midline a listener directs auditory spatial attention (Deng
et al., 2017). If the magnitude of alpha lateralization scales with eccentricity of
attention, it would produce greater alpha lateralization in large ITD trials than in
small ITD trials. The lack of a significant effect in the small ITD condition thus
might be simply a matter of statistical power: there may be a small lateralization of
alpha that we do not have the power to observe in this study.
Second, we have observed that when other sound features, such as pitch differ-
ences, differentiate one sound stream from another more effectively than do spatial
features, listeners rely on those non-spatial features to maintain attentional focus
(Bonacci and Shinn-Cunningham, 2019). In the current study, small ITDs may have
been less reliable than the pitch separations and timing regularities of the streams in
maintaining attention, so that alpha lateralization averaged over the three seconds
of stimulus presentation was not significant. In contrast, when the ITD separation
was large, it may have been more reliable than the pitch cue for our NH listeners,
leading to significant sustained alpha lateralization in these trials. Indeed, previous
studies have shown that when there are redundant features, their relative strengths
determine how much influence each has on attention to an ongoing sound stream:
as one feature becomes relatively stronger in differentiating competing streams, that
feature is more influential, and vice versa (Maddox and Shinn-Cunningham, 2012).
We therefore believe that the difference in NH listeners alpha lateralization for
small and large ITD conditions comes about through some combination of two fac-
tors. Specifically, alpha lateralization seems to scale with the spatial eccentricity
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of the target, and listeners may rely more heavily on spatial cues for larger spatial
separations than for smaller separations.
In HI listeners, alpha was never significantly lateralized, suggesting that
HI listeners do not rely strongly on spatial cues to maintain attentional
focus.
Our HI listeners showed no significant alpha lateralization, even in large ITD tri-
als. As already reported (Dai et al., 2018), our HI listeners also had worse spatial
sensitivity than did our NH listeners. Indeed, many of our HI listeners had ITD
discrimination thresholds similar in magnitude to the spatial separation of adjacent
streams in the small ITD condition (see (Dai et al., 2018)). To the extent that listen-
ers focus attention to different features based on their relative perceptual reliability,
it makes sense that compared to NH listeners, our HI listeners rely more on pitch
differences across the streams to maintain focus on the target melody. This likely
explains why HI listeners, as a group, showed no significant alpha lateralization even
for large ITD condition when averaging over the duration of the roughly 3-s-long
trials, while NH listeners did.
Even though the HI listeners in the current task did not appear to maintain focus
using spatial attention, as noted above, most performed the task above chance levels
and thus used spatial cues at least initially. The failure of our HI listeners to show
sustained alpha lateralization suggests that once the HI listeners (or perhaps even
the NH listeners attending to sources separated by small ITDs) “latched on” to the
target, they did not maintain attention using spatial focus, relying instead upon the




Our results provide further evidence for alpha lateralization as a correlate of auditory
spatial attention. For NH listeners who have good spatial acuity, sustained alpha
lateralization over the duration of the melodies is significant when ITDs are large.
While alpha lateralization reflects the use of sustained spatial attention in NH listeners
hearing large spatial separations, no sustained alpha lateralization was observed in HI
listeners. This lack of lateralization suggests that HI listeners do not (or cannot) rely
on spatial cues to sustain attention, consistent with their poor ITD discrimination
thresholds. This inability to use spatial cues as effectively as do NH listeners helps
explain the overall poorer performance of our HI listeners.
HI listeners often report difficulty communicating in noisy environments, con-
tributing to a sense of social isolation in everyday settings. If it were possible to
decode where or what an individual is trying to attend, then technology could be
designed to assist object selection (e.g., by filtering out sound sources that a listener
is trying to ignore). For instance, knowledge of where listeners are focusing spatial
attention could be used to amplify sound from one direction while suppressing irrel-
evant sounds from others. EEG technology is being investigated for this purpose in
many labs today (Choi et al., 2013; Eyndhoven et al., 2017; O’Sullivan et al., 2017),
as it is relatively low cost, portable, and noninvasive. If EEG correlates of attentional
focus could be reliably decoded, they could be used to create smart hearing devices
that help a listener switch and maintain attention as needed.
Our previous analysis showed that HI listeners are less effective at modulating
N1 ERPs than are NH listeners (Dai et al., 2018), calling into question the potential
utility of using these neural correlates of attention in next-generation listening devices
for the listeners most in need of such aid. Here, we find that alpha lateralization
signatures for where a listener is attending are also weak in HI listeners, suggesting HI
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listeners do not rely on sustained spatial attention in conditions where NH listeners
do. Importantly, however, it may be that HI listeners do not rely on sustaining
spatial attention because other features are more reliable. If a next-generation hearing
device correctly determined where a listener was trying to focus spatial attention and
modified the sound entering their ears effectively, HI listeners might learn to rely on
spatial attention. Thus, even though the HI listeners do not show strong, robust
neural correlates of spatial attention, there is still the possibility that they could be
trained to use such neural signals to control an effective device. Future work thus may
require not only building devices that look for typical neural correlates of attentional
control, but training listeners to engage listening strategies that their past experience





This dissertation aimed to characterize neural correlates of spatial attention under
a variety of circumstances. The work presented in the previous chapters has ac-
complished this goal, first by exploring EEG signatures of visual spatial attention in
scenes of varying spatial complexity, and second by obtaining these same signatures
in auditory scenes that varied in the degree of separation in pitch or perceived spa-
tial location among competing streams. Finally, these correlates were characterized
in both normal-hearing (NH) and hearing-impaired (HI) listeners in order to better
understand the specific deficits contributing to the increased difficulty of communi-
cating in noisy environments. This chapter summarizes the results from the previous
chapters and provides some conclusions and recommendations for future work based
on these findings.
5.2 Visual Spatial Attention
Chapter 2 presented EEG signatures of sustained visual spatial attention to dynamic
stimuli within a variety of complex scenes. Regardless of scene complexity, we identi-
fied N1 modulation in sensors that cover visual sensory cortex. Like previous studies
(Hillyard and Anllo-Vento, 1998), this modulation occurred contralateral to the at-
tended location, reflecting sustained enhancement of stimuli in that location. At the
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same time, we also observed modulation of alpha power across parietal sensors. With
spatial attention focus, alpha was lateralized such that its power was greater ipsi-
lateral to the attended location, reflecting suppression of stimuli in the unattended
location. Together, these neural signatures reflect both enhancement and suppression
mechanisms underlying spatial attention. Given that the spatial distribution of these
signatures across sensors reflects the attended and ignored locations in a scene, EEG
thus has the potential to predict where visual attention is directed.
While we observed both N1 and alpha modulation in relatively simple visual
scenes, only N1 modulation was robust in a scene with high spatial complexity. Be-
cause this scene had multiple locations to ignore on both the left and right portions
of the display, it is likely that the spatial distribution of alpha, which reflects suppres-
sion of those stimuli, is too complex to be discerned given the low spatial resolution
of EEG. Therefore, there may be limits to how successful the identified signatures of
spatial attention will be at predicting where an individual is directing their focus.
In addition to serving as indicators that may predict direction of spatial focus,
the identified visual signatures form a basis for understanding neural signatures of
auditory spatial attention. Because this task was inherently spatial, we can be cer-
tain that spatial attention was deployed, otherwise subjects would not be able to
successfully identify stimuli in the cued location. Furthermore, because the identified
signatures occur over parietal sensors, they likely reflect activity of the frontoparietal
visual attention network (Posner and Petersen, 1990; Petersen and Posner, 2012).
Previous studies have shown that auditory attention recruits this visual attention
network when the task requires spatial focus (Michalka et al., 2015; Michalka et al.,
2016; Noyce et al., 2017). Therefore, if spatial features are used to help focus audi-
tory attention, and if parietal alpha modulation reflects this focus in vision, then we
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should observe similar EEG signatures in both sensory modalities. This result was
verified in Chapter 3.
5.3 Auditory Spatial Attention
Chapter 3 identified EEG signatures of spatial attention similar to those presented
in Chapter 2. However, unlike the visual task, where subjects had to direct atten-
tion spatially, the auditory tasks provided opportunities for subjects to use pitch,
in addition to spatial location, to help focus attention. In one experiment, subjects
were given a spatial cue that also indicated the pitch of the to-be-attended auditory
stream. We asked whether we would observe alpha modulation in parietal EEG sen-
sors given that subjects could have performed the task without directing attention to
the location of the target stream. The results showed weak, but significant, parietal
alpha lateralization after cue presentation, but this lateralization did not continue
over the course of auditory playback. We conclude that the fact that parietal al-
pha was initially lateralized similarly to what we observed in Chapter 2 reflects the
shared use of spatial attention networks across sensory modalities. However, the fact
that this lateralization was not sustained suggests that pitch may have been used to
maintain attention.
In order to better understand how pitch cues affect parietal alpha lateralization,
we conducted a second experiment. In this experiment no pitch information was
available in the cue, and trials were organized in blocks that differed in the pitch
separation of competing streams. In one set of blocks, the competing streams had a
large pitch separation, similar to that in the first experiment; in the other set of blocks,
this pitch separation was reduced. In both pitch separation conditions, we observed
alpha lateralization following the cue, reflecting the use of spatial features for focused
attention. In the small pitch separation condition, lateralization persisted throughout
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the course of the auditory stream; however this was not the case in the large pitch
separation condition. These results suggest that when pitch cues are strong, they
may be used to maintain attention, while spatial cues are not. In the small pitch
separation condition, spatial information was likely stronger as the distinguishing
feature, which is reflected by sustained alpha lateralization.
In both experiments presented in Chapter 3, we observed N1 modulation similar to
that observed during the analogous visual attention task. Additionally, the strength
of available pitch cues did not affect the strength of this modulation. Unlike the visual
N1, the auditory N1 response originates from auditory cortex, which is measured over
frontocentral EEG sensors. The fact that we observed differences in parietal alpha
modulation but not in N1 modulation between pitch separation conditions suggests
that the N1 does not specifically reflect the use of spatial features during selective
attention. Rather, N1 modulation reflects selection of target stimuli overall, regardless
of the features used to perform the selection. Therefore, in order to use the N1 to
predict the spatial location being attended, we must rely on prior knowledge of the
temporal structure of stimuli at all locations. This strategy has been used previously
with some success (Choi et al., 2013; O’Sullivan et al., 2017; Eyndhoven et al., 2017).
Given a constant pitch separation among competing stimuli, it is likely that as
perceived spatial separation becomes stronger as a distinguishing feature, alpha lat-
eralization also becomes stronger. While we did not initially aim to address how
alpha changes in response to larger spatial separations, the findings for NH listeners
in Chapter 4 support this idea. Using data collected from a spatial attention task
similar to that in Chapter 3, we measured alpha lateralization for two different con-
ditions: one in which the ITD of left and right stimuli was small (±205 µs) and one
in which these ITDs were large (±799 µs). While alpha lateralization was observed
in both conditions, this lateralization was only significantly greater than zero in the
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large ITD condition. Additionally, alpha lateralization was significantly greater in
the large ITD condition than in the small ITD condition. Combined with the results
from Chapter 3, it makes sense that alpha was only strongly lateralized in the large
ITD condition, since there were large pitch differences that could be used to help
focus attention when the spatial separation was smaller. However, as space became
a stronger distinguishing feature, it is likely that these pitch differences became less
helpful for focusing attention.
5.4 Hearing-Impaired Listeners
Chapter 4 characterized alpha lateralization in HI listeners performing an auditory
spatial attention task. We asked whether poor spatial acuity in these listeners con-
tributed to a weakened ability to direct spatial attention and if this weakened ability
would be reflected in the degree of alpha lateralization observed. Previously pub-
lished analyses of these data (Dai et al., 2018) found that ITD threshold correlated
with performance on the task, suggesting that poor spatial acuity does contribute to
difficulty focusing attention. Further, these analyses found that N1 modulation was
also degraded in HI listeners, reflecting a weakened ability to select auditory objects
in the cued location. Based on the results from Chapter 3, however, N1 modulation
may reflect object selection regardless of the features used to perform the selection.
Our results provide evidence that HI listeners have weakened ability to selectively
attend using spatial features in particular. While clear parietal alpha lateralization
was observed in NH listeners, no lateralization was observed in HI listeners, even
when the perceived spatial separation was substantially larger than the ITD thresh-
old measured in all HI listeners. This suggests that even if spatial differences are
perceptible, HI listeners may not rely on them, either because they are unable to or
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because they have learned to engage in more reliable listening strategies based on
non-spatial features.
A major motivating factor behind this work was to gauge the feasibility of monitor-
ing direction of attention for use in a cognitively guided hearing aid. This technology
would allow for better communication in noisy environments compared to current
hearing aids that provide little benefit. While the results obtained for NH listeners
throughout this dissertation show some promise for this purpose, NH listeners do not
often experience difficulty coping with complex auditory scenes. Signatures of atten-
tion must be defined in HI listeners in order for future technologies to be successful.
Our results, in addition to those published in (Dai et al., 2018), suggest that neural
signatures of spatial attention are degraded since the ability to spatially attend is
degraded. Therefore, EEG signatures may not be robust, presenting a challenge in
the design of assistive technology.
5.5 Future Work
While this dissertation characterized neural signatures of visual and auditory spatial
attention in a variety of complex scenes, the experiments presented here are cer-
tainly not exhaustive. In fact, they raised additional questions regarding the use of
spatial attention in the presence of other features that distinguish target from distrac-
tor. Future work should aim to identify under what conditions spatial information
is weighted as the primary feature that facilitates auditory selective attention. We
measured parietal alpha modulation while adjusting pitch differences, but we only
tested two conditions while holding the perceived spatial separation constant. Addi-
tionally, we measured alpha at two different spatial separations while holding pitch
separation constant. A more comprehensive experiment would test multiple combi-
nations of spatial and pitch separation in order to more definitively assess their affect
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on parietal alpha modulation. From the current results, we can determine under what
conditions alpha lateralization reflects the attended location, and from this, infer the
degree to which spatial features are used for attention.
The auditory paradigms used in this dissertation were non-speech spatial attention
tasks. The two-note melodies were chosen for their simplicity, but it is important to
consider how the complexity of speech may affect the EEG measures obtained here.
While the evoked response has been shown to track the envelope of ongoing speech
due to its phase-locked nature (Kerlin et al., 2010), and alpha has also been shown
to lateralize during attention to spatially separate speech streams (Banerjee et al.,
2011), these neural signatures have not been closely examined at various pitch and
spatial separations. Furthermore, speech signals have rich temporal structure which
may affect the degree to which spatial features are required to focus attention, and
this would be reflected in the measured neural signatures. Since the cocktail party
problem involves attention to speech in multi-talker settings, neural correlates should
also be characterized in response to speech stimuli. Future work should carefully
manipulate pitch and spatial differences, in addition to background noise, to more
closely simulate aspects of a realistic auditory scene.
In addition to presenting subjects with relatively simple auditory stimuli, we mea-
sured the neural response to these stimuli in the absence of visual stimuli. This is
rarely the case in a realistic complex scene. In such scenes, a given object typically has
both auditory and visual features that guide selective attention. While our approach
isolates measures that specifically reflect auditory processing, future work should aim
to define these measures in response to multi-sensory objects as well.
If EEG signatures are to eventually be used to predict the spatial focus of atten-
tion in real time, then these signatures have to be observable at the single-trial level.
The EEG measures presented here were averaged over many trials for each subject.
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Furthermore, conclusions were based on across-subject averaged data. This approach
allowed us to gain a better understanding of how the brain directs top-down spatial
attention, but did not demonstrate the feasibility for using EEG in real-time applica-
tions. Previous work has had success using single-trial EEG to predict the attended
object in a particular location (Choi et al., 2013; Eyndhoven et al., 2017). This ap-
proach is promising, but also requires that we know the temporal structure of objects
in the scene since it is based on the evoked response. To obtain this information, we
either have to know what the objects are a priori or have an algorithm that performs
analysis of the auditory scene and parses it into distinct auditory objects. Another
approach, which could be used in conjunction with the previously proposed methods,
could rely on alpha lateralization to inform the general location of attention focus in
order to reduce the portion of the auditory scene that must be parsed. Therefore, it
would be useful to assess the reliability of single-trial parietal alpha power data for
this purpose.
Finally, it is important to note that while our characterization of parietal alpha
points to its role as a top-down suppression mechanism, our results are limited in
fully describing such a mechanism. Here, as in previous studies (Worden et al.,
2000; Foxe and Snyder, 2011; Händel et al., 2011; Payne and Sekuler, 2014), we
propose that alpha reflects suppression since its modulation occurred over parietal
brain regions processing the to the to-be-ignored location. Furthermore, we observed
this modulation during times that preceded stimulus presentation, suggesting that
alpha is a preparatory mechanism that gates out perception of irrelevant objects.
This modulation also took place during stimulus presentation, suggesting that alpha
plays a continuous role in suppression of ongoing stimuli. Note, however, that our
results are purely correlative, and do not provide evidence that these oscillations
actively cause distractor suppression. Additionally, our results lack the statistical
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power to describe the temporal dynamics of this process. Future work should involve
experimental paradigms that more fully capture the temporal dynamics of this alpha
lateralization in order to gain a better understanding of its role in suppression.
5.6 Concluding Remarks
The initial intent of this work was to identify neural signatures that could eventually
be used to predict the spatial focus of attention. Along the way, however, new ques-
tions arose—questions that asked under which conditions spatial attention is actually
deployed within a complex auditory scene. If we wish to predict where someone is
attending based on neural signatures of spatial attention, then we need to ensure
that individuals actually direct attention using spatial features, as opposed to other
non-spatial features that differentiate competing streams. Furthermore, signatures
of spatial attention may not be observable in individuals who struggle to maintain
spatial attention in noisy environments.
The results from Chapter 2 showed that, as long as a scene is not too complex,
clear N1 and alpha modulation can be observed in parietal sensors during sustained
visual attention to dynamic stimuli. The results from Chapter 3 suggested that, as
during visual spatial attention, parietal alpha power is lateralized during auditory
spatial attention, but the strength of this lateralization is weak when pitch cues are
strong. The results of Chapter 4 demonstrated that alpha lateralization is stronger
when the perceived spatial separation of stimuli is stronger. Together, these findings
suggest that the degree of alpha lateralization reflects the degree to which spatial
features are used to direct attention, and that this lateralization is strongest when
spatial features are the strongest distinguishing feature. Finally, Chapter 4 showed
that HI individuals have degraded alpha lateralization, consistent with a degraded
ability to direct auditory spatial attention.
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Thus, by characterizing neural signatures of spatial attention in a variety of con-
texts, the findings presented here have accomplished the overall goal of this disserta-
tion, shedding light on how the brain uses spatial features to focus attention. While
certainly not exhaustive, this work has laid a foundation on which additional ques-
tions should be posed. Future work should aim to further define the role of spatial
features during selective attention. By establishing that parietal alpha is lateralized
during auditory spatial attention and that the strength of this lateralization changes
based on scene characteristics, we have identified a potential tool for studying the role
of spatial features during top-down selective attention. Furthermore, by demonstrat-
ing that many factors may affect the degree to which alpha lateralization is observed,
our results provide considerations for future technologies that aim to use EEG to
non-invasively monitor the spatial focus of attention.
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