In this paper we prove that any operator which is given by convolution with a suitable distribution on a compact semisimple Lie group is of type ( 
Introduction.
This question first arose for us in [2] where we gave an example in answer to a question raised by Gilkey [3] . Key to this example was a convolution operator. In the special case of interest in [2] this operator could be identified with a Szegö projector and so recognized as being of type ( ). In this work we are addressing the more general question. It is clear from [8] that a convolution operator has type (ρ, 1 − ρ) providing k satisfies a suitable growth condition involving ρ, in our case ρ = 1 2 . While this is plausible there is no readily available proof of such an a priori growth estimate.
It is not surprising that it is difficult to obtain these growth estimates. We are essentially characterizing the regularity of an operator in terms of its Fourier coefficients. Even for functions on Euclidean space this is well known to be difficult. For example if f = Σc k e ikx then Σ|c k | 2 < ∞ is sufficient to establish f ∈ L p only for p = 2. For this and other examples of the difficulty of detecting regularity from Fourier coefficients see [5] .
What does it mean for an operator to have type (
)? Given a classical elliptical pseudo differential operator one important question is that of inverting the operators. However, the inverse need not be a classical pseudo differential operator. In [4] Hormander introduced a class of operators, those of type ( ), which included the inverses of the classical operators. On R n these operators are given by a symbol q;
wheref is the Fourier transform of f. This operator is of type (ρ, δ) if q satisfies the growth conditions
for all multi-indices α and β. The classical pseudo differential operators are those of type (1, 0) . By using local coordinates these classes of operators can be defined on compact manifolds.
In Section 2 we describe precisely what is mean by a suitable distribution. Briefly on a compact semisimple Lie group G the set of irreducible representations, π λ : G → Aut E λ , is indexed by the highest weights λ. If {v λ i } is a basis for E λ then the matrix coefficients are u
A distribution can then be expressed as a sum of matrix coefficients
We define our classes of distributions, D h , by requiring that a In (1.4) r is related to h, r = h − − m, with = rank C; see also Equation (2.10). Convolution is defined by
for f and g smooth functions. By using the series of matrix coefficients (1.3) this convolution can be extended to k * f for k ∈ D h and f ∈ C ∞ . In Section 3 we prove the result for the group SU (2). This special case is essential since the proof of the main result is by reducing the general case to that of SU (2) . The main result is proved in Section 4.
In Section 5 we give two examples. The first is that of the Laplacian operator. As well as being interesting in its own right it is necessary technically for the proof in Section 4. The other example is of the operator L from [2] . This shows that we cannot strengthen the conclusion in general. While some operators, the Laplacian for example, are both convolution operators and classical differential operators, this operator, L, is only of type ( ) and cannot be of type (ρ, 1 − ρ) for ρ > 1 2 , see [2] for more details of this.
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Convolution operators and smoothness.
Let G be a compact connected semisimple Lie group. Fix a maximal torus T in G and choose a set of positive roots P. Let ρ be half the sum of the positive roots. Define the dimension polynomial by
where , is the negative of the Killing form and both products are taken over the positive roots. If π λ : G → Aut E λ is the irreducible representation with highest weight λ then
Pick a basis {v i } for E λ then a basis for the matrix coefficients of π λ are the functions
For two functions, f and g, on G we define the inner product, , , and convolution, * , by
In these we use the Haar measure which is normalized so that G has volume 1, i.e.
We further pick the basis {v i } of E λ to be orthogonal with respect to an invariant inner product on E λ ; and this is scaled so that the inner product and convolution are:
The Fourier coefficients of a function f on G are defined bŷ
2 such a series always exists and converges in mean. This need not be true for f ∈ L p with p = 2, see [6] . However, if f is suitably differentiable then even stronger results hold, see [7] for the following result. Remark. The result in [7] is stated in terms of the Fourier coefficientsf ij λ . Our statement follows since a
We define a space of distributions D h :
where = rank G and m is the number of positive roots. Then by Proposition 2.1 and the results of [7] we have that D h is dual to C h (G) providing h is even and h > 1 4 dim G. The operators we are concerned with are OP D h which are defined by
Clearly, from (2.8) and Proposition 2.
The case of SU (2).
The group
where denotes complex conjugation. There is a natural action of SU (2) on C 2 :
This extends to an action on S k (C 2 ), the symmetric k-fold tensor product of C 2 , which can be identified as the space of homogeneous polynomials of degree k in two variables. These actions are in fact irreducible representations of SU (2) Let M be a thickening of SU (2) :
Let ν be the 3 dimensional sub bundle of T (M ) which is orthogonal to the radial direction in M when we regard M ⊂ R 4 . On R 4 − {0} use polar coordinates (r, σ) with r > 0 and σ ∈ S 3 . Now set s = r 2 
then the Euclidean dilation t · (r, σ) = (tr, σ) becomes a Heisenberg dilation t · (s, σ) = (t 2 s, σ). Setũ
Then if f has support in SU (2) we havẽ
An operator Q of type (
(M ), is one that has a symbol q(x, ξ) which satisfies the following growth limit:
Here α and β are multi-indices, the inequality holds for x in a compact subset K of M and C is a constant depending on K, α and β but independent of x and ξ. 
(M ).
Proof. SinceK is convolution withk = a ij λũ ij λ andũ ij λ is homogeneous of degree −2λ under the Heisenberg dilation we haveK is a ν-operator of degree n, for some n, as defined in [1] . Further, in [1] , it is shown that such operators are of type (
), which completes the proof. 
).
Proof. From Equation (3.6) we have that K is the restriction of the operator K to functions having in SU (2) . By Proposition 3.2K is of type ( ) and so has a symbol satisfying inequality (3.7). Thus by restriction K has a symbol satisfying (3.7) and so is of type ( ).
Reduction of the general case to SU (2).
On the compact semisimple Lie group G let Kf = k * f where k ∈ D h and let ∆ be the Laplace. First we show how we may take k to be a differentiable function. Proof. Define k 1 be the series
where the term λ = 0 is omitted and c(λ) = λ, λ+2ρ . Since the eigenvalues of the Laplace are:
the formula of the proposition holds. Now
Then by applying Proposition 2.1 we get the k 1 ∈ C h1 and the lemma is proved.
Under the adjoint action the Lie algebra of G splits as the sum
where t is the Lie algebra of the maximal tours, the sum is over the positive root α and each V α is a 2 dimensional subspace of G. Fix a positive root α and let h α ∈ t be the root vector corresponding to α. Then h α R ⊕ V α is a 3 dimensional subalgebra of G isomorphic to SU (2) . By integration we get a homomorphism
which has a discrete kernel and whose derivative is the isomorphism from SU (2) onto h α R ⊕ V α . Taking the product of these over all the positive roots gives a map 
).
Proof. Let Kf = k * f. Then by Lemma 4.1 we may suppose that k is a differentiable function. If k is a distribution we work with the differentiable function k 1 as defined in Lemma 4.1. We lift K to α SU (2) by defining
and settingKf =k * f with the convolution on the group α SU (2). Let k α =k|SU (2) ). ThusK is of type ( ) and hence so is K which completes the proof of the theorem.
Two Examples and the order of an operator.
Let ∆ be the Laplacian on G. Then it is well known that the eigenfunctions of ∆ are u ij λ and the corresponding eigenvalues are given by
Here ρ is half the sum of the positive roots. Now we can form the distribution
and from (2.8) and (5.1) we obtain immediately the following result. . This is defined in the following way. The matrix coefficients are given by
where {v i } is an orthogonal basis for the representation space E λ . Pick this basis so that v 1 is the highest weight vector for
that is L is a projection onto the subspace spanned by matrix coefficients with highest weight vectors. As with the Laplacian the following is immediate. Define the distribution by Remark. This distribution differs from that in [2] since we have used a different normalization for the volume G and the matrix coefficients.
It is straightforward to calculate the order of a convolution operator.
Theorem 5.3. Let K be the operator given by convolution with k ∈ D h : Kf = k * f. Then K has order h − dim G.
Proof. First we suppose that h − dim G is even. Then let f ∈ C r where r is even and both r > 1 4 dim G and r > This shows that the order of K is h − dim G in the case that this is even.
In the case h − dim G is odd apply the above argument to K 2 . Thus K 2 has order 2(h − dim G) which is even. Hence K has order h − dim G in the odd case.
