Decay estimates for the $3D$ relativistic and non-relativistic
  Vlasov-Poisson systems by Wang, Xuecheng
ar
X
iv
:1
80
5.
10
83
7v
1 
 [m
ath
.A
P]
  2
8 M
ay
 20
18
DECAY ESTIMATES FOR THE 3D RELATIVISTIC AND NON-RELATIVISTIC VLASOV-POISSON
SYSTEMS
XUECHENGWANG
Abstract
We revisit the small data global regularity problem for the 3D Vlasov-Poisson system. The main goal of this paper is
twofold. (i) Based on a Fourier method, we give a short proof for the global regularity and the sharp decay estimate for the
3D Vlasov-Poisson system for both the relativistic case and the non-relativistic case. The result of sharp decay estimates for
the non-relativistic case is not new. It has been obtained by Hwang-Rendall-Velázquez [11] and Smulevici [20] before. (ii)
The Fourier method presented for the Vlasov-Poisson system serves as good comparison and preliminary for more complicated
study of the 3D relativistic Vlasov-Nordström system in [21] and the 3D relativistic Vlasov-Maxwell system in [22].
1. INTRODUCTION
Under the assumption that there is no magnetic field, the motion of a diluted collisionless plasma is described
by the Vlasov-Poisson system, which reads as follows,
(VP)


∂tf + a(v) · ∇xf + µ∇xφ · ∇vf = 0
∆φ = ρ(f) :=
∫
R3
f(t, x, v)dv,
(1.1)
where, µ ∈ {+,−}, a(v) ∈ {v, vˆ}, and vˆ := v/
√
1 + |v|2.
If a(v) = vˆ, then it is the so-called the relativistic case, which means that the speed of massive particles doesn’t
exceed the speed of light. The speed of light and the mass of particles are normalized to be one. Correspondingly,
the case when a(v) = v is called the non-relativistic case, which means that the speed of light is assumed to be
infinity.
The Vlasov-Poisson system plays a very important role in plasma physics. There is an extensive literature
devoted to the study of the Vlasov-Poisson system in different settings. We refer readers to Andréasson [1],
Mouhot[14] for more comprehensive introduction of this system of equations and also related systems in the
kinetic theory.
A classic result by Lions-Perthame[13] says that the solution of the 3D non-relativistic Vlasov-Poisson system
(1.1) globally exists as long as the initial data has moments in v higher than 3. See also [16]. Moreover, for
the case when µ = −1, Lemou-Méhats-Raphaël [12] showed that spherical models, which are steady solutions
of the 3D non-relativistic Vlasov-Poisson system (1.1) is orbital stable under small general perturbations. Also,
in the periodic setting, a celebrated work by Mouhot-Villani [15] on the nonlinear Landau Damping showed that
certain steady solutions of the 3D non-relativistic Vlasov-Poisson system (1.1), is stable under small perturbation
in Gevrey spaces. Recently, Bedrossian-Masmoudi-Mouhot [8] gave a new and simpler proof for the nonlinear
Landau Damping.
Our main interest in this paper concerns the global existence, propagation of regularity and the asymptotic
behavior of the 3D Vlasov-Poisson system 1.1 for both the non-relativistic case and the relativistic case. A pioneer
result by Bardos-Degond [2] showed the global existence of the 3D non-relativistic Vlasov-Poisson system (1.1)
for small localized initial data and obtainedL∞x decay estimates for the scalar field and the density ρ(f) of particles.
Another interesting question one can ask is the gradient estimate of the density function because it is expected that
the derivative of the density decays faster than itself. More precisely, the following estimate for the global solution
of the 3D Vlasov-Poisson system is expected,
|∇kxρ(f)(t)| . C(f(0))(1 + |t|)
−3−k, k ∈ N+. (1.2)
However, to prove such estimate, one has to control the high order derivatives of the distribution function
“f(t, x, v)” precisely over time, which was less studied in the literature and brings the difficulty of this problem
to another level. The aforementioned estimate (1.2) was not confirmed until recently in two remarkable results,
Hwang-Rendall-Velázquez [11] and Smulevici [20], by using different methods for small localized initial data. In
[11], the method is based on the analysis of the characteristics; in [20], an interesting modified vector field method
was introduced. See also [4] for related discussion about this modified vector fields method and the classic works
of Klainerman [9, 10] for the classic vector fields method for nonlinear wave equations.
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In this paper, we revisit this problem and introduce a Fourier based method to prove the global existence and
the sharp decay estimate of the density function of the 3D Vlasov-Poisson system for small localized initial data.
Generally speaking, to extend the method used in the non-relativistic case to the relativistic case or vice visa is
not obvious and nontrivial. Sometimes it might not work. An interesting feature of the method we present here
is that it doesn’t depend very much on whether it is relativistic or non-relativistic, we will handle these two cases
uniformly by freely allowing a(v) ∈ {v, vˆ}.
Our main result is stated as follows.
Theorem 1.1. For some large number N0, and a sufficiently small number δ ∈ (0, 10
−9], if the initial particle
distribution function f0(x, v) satisfies the following estimate,∑
|α|+|β|≤N0
‖(1 + |v|+ |x|)10N0−8(|α|+|β|)∇αx∇
β
vf0(x, v)‖L2x,v ≤ ǫ0, (1.3)
where ǫ0 is a suitably small number, then the 3D Vlasov-Poisson system (1.1) poses global solution for both the
relativistic case and the non-relativistic case. The following sharp decay estimate holds for both the relativistic
case and the non-relativistic case,∑
|α|≤N0−6
(1 + |t|)3+|α|
∥∥∇αx(
∫
R3
f(t, x, v)dv
)∥∥
L∞x
+ (1 + |t|)2+|α|
∥∥∇αxφ(t, x)∥∥L∞x . ǫ0. (1.4)
Moreover, the following energy estimate holds,∑
|α|+|β|≤N0
‖(1 + |v|+ |x|)10N0−8(|α|+|β|)∇αx∇
β
v
(
f(t, x+ ta(v), v)
)
‖L2x,v ≤ (1 + |t|)
δǫ0, (1.5)
Remark 1.1. As a byproduct of the energy estimate (1.5), the following rough energy estimate holds for the
nonlinear solution f(t, x, v) itself,∑
|α|+|β|≤N0
(1 + |t|)−|β|−δ‖∇αx∇
β
vf(t, x, v)‖L2x,v . ǫ0. (1.6)
Remark 1.2. We remark that the large weight function used in (1.3) is mainly for the relativistic case because we
lose several orders of weight in “v” each time we use the decay estimate for the density function. The choice of
weight function can be improved for the non-relativistic case.
2. PRELIMINARY AND THE PROOF OF MAIN THEOREM
2.1. Preliminary. For any two numbers A and B, we use A . B and B & A to denote A ≤ CB, where C is an
absolute constant.
We fix an even smooth function ψ˜ : R → [0, 1], which is supported in [−3/2, 3/2] and equals to “1” in
[−5/4, 5/4]. For any k ∈ Z, we define
ψk(x) := ψ˜(x/2
k)− ψ˜(x/2k−1), ψ≤k(x) := ψ˜(x/2
k) =
∑
l≤k
ψl(x), ψ≥k(x) := 1− ψ≤k−1(x).
Moreover, we use Pk, P≤k and P≥k to denote the projection operators by the Fourier multipliers ψk(·), ψ≤k(·)
and ψ≥k(·) respectively.
For any k ∈ Z, we define the S∞k -norm associated with symbols and the class of symbols S
∞ as follows,
‖m(ξ)‖S∞
k
:=
∑
|α|=0,1,··· ,10
2|α|k‖F−1[∇αξm(ξ)ψk(ξ)]‖L1 ,
S∞ := {m(ξ) : ‖m(ξ)‖S∞ := sup
k∈Z
‖m(ξ)‖S∞
k
<∞}.
2.2. A bootstrap argument. To balance the linear effect comes from the transport operator, we define the profile
of the VP system (1.1) “g(t, x, v)” as follows,
g(t, x, v) := f(t, x+ a(v)t, v), =⇒ ∇vf(t, x, v) = ∇vg(t, x− a(v)t, v) − t∇va(v) · ∇xg(t, x− a(v)t, v),
As a result, we can derive the following equation satisfied by the profile of the VP system (1.1)
∂tg(t, x, v) = ∇xφ(t, x + a(v)t) · (∇v − t∇va(v) · ∇x)g(t, x, v). (2.1)
We define the high order energy and the low order energy as follows for the VP system as follows,
Ehigh(t) := E
1
high(t) + E
2
high(t), E
1
high(t) :=
∑
|α|+|β|=N0
‖ωαβ (x, v)∇
α
x∇
β
vg(t, x, v)‖L2x,v (2.2)
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E2high(t) :=
∑
|α|+|β|<N0
‖ωαβ (x, v)∇
α
x∇
β
vg(t, x, v)‖L2x,v , ω
α
β (x, v) := (1 + |v|+ |x|)
10N0−8(|α|+|β|), (2.3)
Elow(t) :=
∑
|α|≤N0
‖ω˜α(v)
(
∇αv ĝ(t, 0, v)−∇v · gα(t, v)
)
‖L2v , ω˜α(v) := (1 + |v|)
10N0−8|α|−20, (2.4)
where the correction term gα(t, v) is defined as follows,
gα(t, v) :=


∫ t
0
∫
R3
∇xφ(s, x+ a(v)s)∇
α
v g(s, x, v)dxds when |α| = N0
0 when |α| < N0.
(2.5)
We introduce the correction term gα(t, v) to get around a losing derivative in “v” issue for the equation satisfied
by∇αv ĝ(t, 0, v). See the proof of Lemma 2.2,
Due to the small data regime, it is trivial to prove that the solution exists up to time one and the solution has the
same size as the initial data, which is of size ǫ0, see (1.3). For simplicity, we assume that we start from time one.
We will prove that the maximal time of existence is infinity, i.e., global existence, by using a bootstrap argument.
We make the following bootstrap assumption,
sup
t∈[1,T )
|t|−δE1high(t) + |t|
−δ/2E2high(t) + Elow(t) . ǫ1 := ǫ
5/6
0 , (2.6)
where, from the local existence theorem, T > 1. From the estimates (2.8), (2.9), and (2.10) in Lemma 2.1 and the
estimate (2.23) in Lemma 2.2, we have
sup
t∈[1,T )
|t|−δE1high(t) + |t|
−δ/2E2high(t) + Elow(t) . ǫ0 + sup
t∈[1,T )
[
|t|−δ
( ∫ t
1
(
|s|−1+2δǫ31
+ |s|−1+3/2δ log(1 + |s|)ǫ31ds
)1/2
+ |t|−δ/2
( ∫ t
1
|s|−1+δǫ31ds
)1/2
+
∫ t
1
|s|−2+4δǫ21ds
]
. ǫ0. (2.7)
Hence “T ” can be extended to infinity and finishing the bootstrap argument.
The desired energy estimate (1.5) holds from (2.7) and the desired estimate (1.4) holds straightforwardly from
the linear decay estimate (2.31) in Lemma 2.3.
The rest of this paper is devoted to prove Lemma 2.1 and Lemma 2.2.
Lemma 2.1. For any t1, t2 ∈ R, t2 ≥ t1 ≥ 1, the following estimate on the increment of high order energy with
respect to time holds for the Vlasov-Poisson system (1.1),(
E1high(t2)
)2
−
(
E1high(t1)
)2
.
∑
|α|=N0
∫ t2
t1
|t|−1Ehigh(t)
[
Elow(t)Ehigh(t)+ |t|
−1/2Ehigh(t)+log(1+ |t|)E
2
high(t)‖ω˜α(v)gα(t, v)‖L2v
]
dt, (2.8)
(
E2high(t2)
)2
−
(
E2high(t1)
)2
.
∫ t2
t1
|t|−1
(
E2high(t)
)2[
Elow(t) + |t|
−1/2E2high(t)
]
dt. (2.9)
Moreover, the following estimate holds for the weighted L2v-norm of the correction term gα(t, v) defined in (2.5),∑
|α|=N0
‖ω˜α(v)gα(t, v)‖L2v .
∫ t
0
(1 + |s|)−2
(
Ehigh(s)
)2
ds. (2.10)
Proof. Recall (1.1) and (2.1). It is easy to see that the following equality holds,
1
2
(
E1high(t2)
)2
−
1
2
(
E1high(t1)
)2
=
∑
|α|+|β|=N0
∑
α1+α2=α,β1+β2=β,|α2|+|β2|≤N0
Jβ1,β2α1,α2 ,
where
Jβ1,β2α1,α2 =
∫ t2
t1
∫
R3
∫
R3
∇β1v
(
∇α1+1x φ(t, x+ a(v)t)
)
· (∇α2x ∇
β2+1
v g(t, x, v)− tC
α1,α2
β1,β2
(v) · ∇α2+1x ∇
β2
v g(t, x, v)))
×
(
ωαβ (x, v)
)2
∇αx∇
β
vg(t, x, v)dxdv, (2.11)
where Cα1,α2β1,β2 (v) are some uniquely determined coefficients that satisfy the following estimate and equality,
|Cα1,α2β1,β2 (v)| . 1, C
0,α
0,β (v) = ∇va(v).
Step 1: Further reduction of the formula of Jβ1,β2α1,α2 .
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For the case when α2 = α, β2 = β, i.e., the case when all the derivatives hit on “(∇v−t∇va(v)·∇x)g(t, x, v)”,
we use the fact that
∇αx∇
β
vg(t, x, v)(∇v − t∇va(v) · ∇x)∇
α
x∇
β
vg(t, x, v) =
1
2
(∇v − t∇va(v) · ∇x)
(
∇αx∇
β
vg(t, x, v)
)2
.
Hence, after doing integration by parts in “v” and “x”. The following equality holds,
J0,β0,α = −
∫ t2
t1
∫
R3
∫
R3
ωαβ (x, v)
(
∇αx∇
β
vg(t, x, v)
)2
∇xφ(t, x + a(v)t) ·
(
∇vω
α
β (x, v)
− t∇va(v) · ∇xω
α
β (x, v)
)
dxdvdt. (2.12)
In the above equality, we used the fact that (∇v − t∇va(v) · ∇x)f(t, x + a(v)t) vanishes for any differentiable
function “f(t, x)”.
Because we face a loss of t each time when the derivative “∇v” hits ∇xφ(t, x + a(v)t), it looks problematic
for the case when |β1| > 0. We reduce it further by utilizing the the Poisson equation satisfied by φ in (1.1). Note
that,
φ(t, x+ a(v)t) = −
∫
R3
∫
R3
eix·ξ+it(a(v)−a(u))·ξ|ξ|−2ĝ(t, ξ, u)dudξ. (2.13)
Therefore, for any fixed index β, after doing integration by parts in “u” many times, the following equality holds,
∇βv
(
φ(t, x+ a(v)t)
)
=
∑
|γ|≤|β|
t|γ|C1β;γ(v)∇
γ
xφ(t, x+ a(v)t) =
∑
|γ|≤|β|
C1β;γ(v)
×
∫
R3
∫
R3
eix·ξ+it(a(v)−a(u))·ξ−t|γ|(iξ)γ |ξ|−2ĝ(t, ξ, u)dudξ =
∑
|γ|≤|β|
C1β;γ(v)
∫
R3
∫
R3
eix·ξ+it(a(v)−a(u))·ξ
×∇u ·
(−i∇ua(u) · ξ
|∇ua(u) · ξ|2
◦ · · ·
(
∇u ·
(−i∇ua(u) · ξ
|∇ua(u) · ξ|2
−(iξ)γ
|ξ|2
ĝ(t, ξ, u)
)
· · · ◦
)
dudξ =
∑
|γ|≤|β|
Cβ;γ(v)
×
∫
R3
∫
R3
eix·ξ+it(a(v)−a(u))·ξmγ(ξ)|ξ|
−2cγ(u)∇
γ
uĝ(t, ξ, u)dudξ :=
∑
|γ|≤|β|
Cβ;γ(v)Tγ(∇
γ
ug)(t, x+ a(v)t),
(2.14)
where C1β;γ(v), Cβ;γ(v) and cγ(u), |γ| ≤ |β|, are some uniquely determined coefficients and mγ(ξ) are some
uniquely determined 0-order symbols, i.e.,mγ(ξ) ∈ S
∞. The following rough estimate holds for any γ and β, s.t.,
|γ| ≤ |β| ≤ N0,
|C1β;γ(v)|+ |Cβ;γ(v)| . 1, |cγ(u)| . (1 + |u|)
|β|, ‖mγ(ξ)‖S∞ . 1. (2.15)
Therefore, from the equality (2.14), we can reduce the equality (2.11) as follows,
Jβ1,β2α1,α2 =
∑
|γ|≤|β1|
∫ t2
t1
∫
R3
∫
R3
Cβ1;γ(v)∇
α1+1
x Tγ(∇
γ
ug)(t, x+ a(v)t) · (∇
α2
x ∇
β2+1
v g(t, x, v)
− tCα1,α2β1,β2 (v)∇
α2+1
x ∇
β2
v g(t, x, v))
(
ωαβ (x, v)
)2
∇αx∇
β
vg(t, x, v)dxdvdt. (2.16)
Step 2: The estimate of the case when there are more derivatives on the profile g(t, x, v).
We first consider the case when |α2| + |β2| ≥ N0 − 15. Recall (2.12) and (2.16). From the linear L
∞
x -decay
estimate (2.31) in Lemma 2.3 and the L2x,v − L
∞
x,v type bilinear estimate, we have∑
N0−15≤|α2|+|β2|≤N0
|Jβ1,β2α1,α2 | .
∫ t2
t1
(1 + |t|)−1
(
Ehigh(t)
)2(
Elow(t) + |t|
−1Ehigh(t)
)
dt, (2.17)
Step 3: The case when |α2|+ |β2| < N0 − 15.
For this case, we do dyadic decomposition for “Tγ(∇
γ
ug)(t, x+ vt)” first. As a result, we have
Jβ1,β2α1,α2 =
∑
k∈Z
Hk, Hk =
∑
|γ|≤|β1|
∫ t2
t1
∫
R3
∫
R3
Cβ1;γ(v)∇
α1+1
x Tγ(Pk[∇
γ
ug])(t, x+a(v)t) ·(∇
α2
x ∇
β2+1
v g(t, x, v)
−tCα1,α2β1,β2 (v)∇
α2+1
x ∇
β2
v g(t, x, v))
(
ωαβ (x, v)
)2
∇αx∇
β
vg(t, x, v)dxdv.
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Recall (2.14). After first separating out the zero frequency of “∇βuĝ(t, ξ, u)” and then separating out the correction
term∇u · gβ(t, v) from the zero frequency, the following decomposition holds,
Tγ(∇
γ
ug)(t, x+ vt) =
∫
R3
∫
R3
eix·ξ+it(a(v)−a(u))·ξmγ(ξ)cγ(u)|ξ|
−2
(
∇γuĝ(t, 0, u)−∇u · gγ(t, u)
)
cβ(u)dudξ
−
∫
R3
∫
R3
mγ(ξ)|ξ|
−2∇u
(
cγ(u)e
ix·ξ+it(a(v)−a(u))·ξ
)
· gγ(t, u)dudξ
+
∫ 1
0
∫
R3
∫
R3
eix·ξ+it(a(v)−a(u))·ξmγ(ξ)|ξ|
−2cγ(u)ξ · ∇ξ∇
β
uĝ(t, sξ, u)dudξds. (2.18)
From the decompositions (2.18), it is easy to see that the following estimate holds after using the volume of
support of “ξ” if 2k ≤ |t|−1,
‖∇α1+1x Tγ(Pk[∇
γ
ug])(t, x)‖L2x .
∑
|α|≤N0
2k/2
[
Elow(t) +
(
1 + |t|2k
)
‖ω˜α(v)gα(t, v)‖L2v + 2
kEhigh(t)]. (2.19)
From the L2xL
∞
v − L
∞
x L
2
v type bilinear estimate, the above estimate (2.19), and the L
∞
x L
2
v decay estimate (2.31)
in Lemma 2.3 and the Sobolev embedding, the following estimate holds,
|Hk| .
∫ t2
t1
|t|−1/22k/2
[(
Elow(t) + 2
kEhigh(t)
)
Ehigh(t) +
(
1 + |t|2k
)
‖ω˜α(v)gα(t, v)‖L2vE
2
high(t)]Ehigh(t)dt.
(2.20)
If 2k ≥ |t|−1, from the bilinear estimates (2.36) and (2.37) in Lemma 2.4, and the estimate (2.15), the following
estimate holds,
|Hk| .
∫ t2
t1
|t|−1Ehigh(t)
[(
|t|−12−kElow(t) + |t|
−1/22−|k|/2Ehigh(t)
)
Ehigh(t)
+ 1(−∞,0](k)‖ω˜α(v)gα(t, v)‖L2vE
2
high(t)
]
dt. (2.21)
Therefore, from the estimates (2.20) and (2.21), we have∑
|α2|+|β2|<N0−15
|Jβ1,β2α1,α2 | .
∑
|α|≤N0
∫ t2
t1
∑
k∈Z,2k≤|t|−1
|t|−1/22k/2
[(
Elow(t) + 2
kEhigh(t)
)
Ehigh(t) +
(
1 + |t|2k
)
×‖ω˜α(v)gα(t, v)‖L2vE
2
high(t)]Ehigh(t)dt+
∫ t2
t1
∑
k∈Z,2k≥|t|−1
|t|−1Ehigh(t)
[(
|t|−12−kElow(t) + |t|
−1/22−|k|/2
×Ehigh(t)
)
Ehigh(t) + 1(−∞,0](k)‖ω˜α(v)gα(t, v)‖L2vE
2
high(t)
]
dt .
∑
|α|=N0
∫ t2
t1
|t|−1
× Ehigh(t)
[
Elow(t)Ehigh(t) + |t|
−1/2
(
Ehigh(t)
)2
+ log(1 + |t|)‖ω˜α(v)gα(t, v)‖L2vE
2
high(t)
]
dt. (2.22)
From the estimates (2.17) and (2.22), it is easy to see that our desired estimate (2.8) holds. Recall (2.5). Since
gα(t, v) = 0, when |α| < N0. With minor modifications, we can prove the desired estimate (2.9) very similarly.
We omit details here.
Lastly, recall (2.5) and (1.1). It is easy to see that the desired estimate (2.10) holds straightforwardly from the
decay estimate (2.31) in Lemma 2.3.

Lastly, we estimate the increment of the low order energy over time for the Vlasov-Poisson system (1.1). More
precisely, we have the following Lemma.
Lemma 2.2. For any t1, t2 ∈ R, t2 ≥ t1 ≥ 1, the following estimate holds,∣∣Elow(t2)− Elow(t1)∣∣ .
∫ t2
t1
(1 + |t|)−2+δ
(
Ehigh(t)
)2
dt. (2.23)
Proof. Recall the definition of the low order energy in (2.4) and the definition of the correction term gα(t, v) in
(2.5). From the equation satisfied by the profile g(t, x, v) in (2.1), we have∑
|α|≤N0
∂t
(
∇αv ĝ(t, 0, v)−∇v · gα(t, v)
)
=
∫
R3
[ ∑
|α|≤N0
∇αv
(
∇xφ(t, x + a(v)t) ·
(
− t∇va(v) · ∇xg(t, x, v)
+∇vg(t, x, v)
))]
−
[ ∑
|α|=N0
∇v ·
(
∇xφ(t, x+ a(v)t)∇
α
v g(t, x, v)
)]
dx =
∑
|α|≤N0,|β|+|γ|≤|α|,|γ|≤N0−1
Hαβ,γ(t, v),
(2.24)
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where
Hαβ,γ(t, v) =
∫
R3
∇x∇
β
v
(
φ(t, x + a(v)t)
)
·
(
∇γ+1v g(t, x, v)− tC
α
β;γ(v) · ∇x∇
γ
vg(t, x, v)
)
dx, (2.25)
where Cαβ;γ(v), |β|+ |γ| ≤ N0, |γ| ≤ N0− 1, are some uniquely determined coefficients that satisfy the following
rough estimate,
|Cαβ;γ(v)| . 1. (2.26)
Recall the equality (2.14), after replacing ∇βv
(
φ(t, x + a(v)t)
)
by
∑
|ι|≤|β|Cβ;ι(v)Tι(∇
ι
ug)(t, x + a(v)t) and
doing dyadic decomposition for Tι(∇
ι
ug), we have,
Hαβ,γ(t, v) =
∑
k∈Z
Hα;kβ,γ (t, v), H
α;k
β,γ (t, v) =
∑
|ι|≤|β|
∫
R3
Cβ;ι(v)∇xTι(Pk[∇
ι
ug])(t, x+ a(v)t) ·
(
∇γ+1v g(t, x, v)
− tCαβ;γ(v) · ∇x∇
γ
vg(t, x, v)
)
dx. (2.27)
• The case when k ≥ 0.
Recall (2.14). For the case when |γ| ≥ N0 − 15, we use the L
∞
x − L
1
xL
2
v type bilinear estimate by putting
∇xTι(Pk[∇
ι
ug])(t, x) in L
∞
x . For the case when |γ| ≤ N0 − 15, we use the bilinear estimate (2.37) in Lemma
2.4. As a result, the following estimate holds from the estimate of coefficients in (2.15) and (2.26) and the decay
estimate (2.31) in Lemma 2.3,∑
|α|≤N0,|β|+|γ|≤|α|,|γ|≤N0−1
‖ω˜α(v)H
α;k
β,γ (t, v)‖L2v . 2
−k/2(1 + |t|)−2
(
Ehigh(t)
)2
. (2.28)
• The case when k ≤ 0.
For this case, we first do integration by parts in “x” to move around the “∇x” derivative in front of “∇x∇
γ
vg(t, x, v)”.
As a result, we have
Hα;kβ,γ (t, v) =
∑
|ι|≤|β|
Cβ;ι(v)
[ ∫
R3
∇xTι(Pk[∇
ι
ug])(t, x+ a(v)t) · ∇
γ+1
v g(t, x, v)
+ t
(
Cαβ;γ(v) · ∇x
)
· ∇xTι(Pk[∇
ι
ug])(t, x+ a(v)t)∇
γ
vg(t, x, v)dx
]
. (2.29)
Very similarly, we use the same strategy used in the case when k ≥ 0 to handle the integrals in (2.29). In other
words, if |γ| ≥ N0 − 15, we use the L
∞
x − L
1
xL
2
v type bilinear estimate and if |γ| ≤ N0 − 15, we use the bilinear
estimate (2.37) in Lemma 2.4. As a result, the following estimate holds from the estimate of coefficients in (2.15)
and (2.26), the decay estimate (2.31) in Lemma 2.3, and the bilinear estimate (2.37) in Lemma 2.4,∑
|α|≤N0,|β|+|γ|≤|α|,|γ|≤N0−1
‖ω˜α(v)H
α;k
β,γ (t, v)‖L2v .
[
min{(1 + |t|)−2 + (1 + |t|)−32−k, (1 + |t|)23k + 22k}
+min{(1 + |t|)−2, (1 + |t|)−12k}
](
Ehigh(t)
)2
. (2.30)
To sum up, from the decomposition (2.24) and the estimates (2.28) and (2.30), it is easy to see that our desired
estimate (2.23) holds. We remark that the loss of “(1 + t)δ” is caused by the summation with respect to k where
k ∈ Z s.t., (1 + |t|)−1 ≤ 2k ≤ 1. 
Lemma 2.3. For any fixed a(v) ∈ {v, vˆ}, x ∈ R3, a, t ∈ R, s.t, |t| ≥ 1, a > −3, and any given symbol
m(ξ, v) ∈ L∞v S
∞, the following decay estimate holds,∣∣ ∫
R3
∫
R3
eix·ξ+ita(v)·ξm(ξ, v)|ξ|aĝ(t, ξ, v)dvdξ
∣∣ . ∑
|α|≤5+⌊a⌋
( ∑
|β|≤5+⌊a⌋
‖∇βvm(ξ, v)‖L∞v S∞
)
×
[
|t|−3−a‖(1 + |v|)5+|a|∇αv ĝ(t, 0, v)‖L1v + |t|
−4−a‖(1 + |v|)5+|a|(1 + |x|)∇αv g(t, x, v)‖L1xL1v
]
. (2.31)
Proof. After doing dyadic decomposition for the frequency “ξ” and separating out the zero frequency, we have the
following decomposition, ∫
R3
∫
R3
eix·ξ+ita(v)·ξm(ξ, v)|ξ|aĝ(t, ξ, v)dvdξ =
∑
k∈Z
Ik,
where
Ik =
∫
R3
∫
R3
eix·ξ+ita(v)·ξm(ξ, v)|ξ|aĝ(t, 0, v)ψk(ξ)dvdξ
+
∫ 1
0
∫
R3
∫
R3
eix·ξ+ita(v)·ξm(ξ, v)|ξ|aξ · ∇ξĝ(t, sξ, v)ψk(ξ)dvdξds. (2.32)
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Therefore, the following estimate holds after using the volume of support of “ξ”,
|Ik| . 2
(3+a)k‖m(ξ, v)‖L∞v S∞k
[
‖ĝ(t, 0, v)‖L1v + 2
k‖(1 + |x|)g(t, x, v)‖L1xL1v
]
. (2.33)
On the other hand, after first doing integration by parts in “v” “5 + ⌊a⌋ ”times for the integrals in (2.32) and then
using the volume of support of “ξ”, we have
|Ik| .
∑
|α|,|β|≤5+⌊a⌋
|t|−5−⌊a⌋2(a−⌊a⌋)k‖∇βvm(ξ, v)‖L∞v S∞k
[
2−2k‖(1 + |v|)5+|a|∇αv ĝ(t, 0, v)‖L1v
+ 2−k‖(1 + |v|)5+|a|(1 + |x|)∇αv g(t, x, v)‖L1xL1v
]
. (2.34)
In the above estimate, we used the fact that the following estimate holds for any a(v) ∈ {v, vˆ},
|∇va(v)| & (1 + |v|)
−1, |∇2va(v)| . (1 + |v|)
−1.
Therefore, from the estimates (2.33) and (2.34), we have∑
k∈Z
|Ik| .
∑
k∈Z,2k≤|t|−1
2(3+a)k‖m(ξ, v)‖L∞v S∞k
[
‖ĝ(t, 0, v)‖L1v + 2
k‖(1 + |x|)g(t, x, v)‖L1xL1v
]
+
∑
k∈Z,2k≥|t|−1
∑
|α|,|β|≤5+⌊a⌋
‖∇βvm(ξ, v)‖L∞v S∞k 2
(a−⌊a⌋)k|t|−5−⌊a⌋
[
2−2k‖(1 + |v|)5+|a|∇αv ĝ(t, 0, v)‖L1v
+2−k‖(1 + |v|)5+|a|(1 + |x|)∇αv g(t, x, v)‖L1xL1v
]
.
∑
|α|,|β|≤5+⌊a⌋
‖∇βvm(ξ, v)‖L∞v S∞
×
[
|t|−3−a‖(1 + |v|)5+|a|∇αv ĝ(t, 0, v)‖L1v + |t|
−4−a‖(1 + |v|)5+|a|(1 + |x|)∇αv g(t, x, v)‖L1xL1v
]
.

For any fixed a(v) ∈ {v, vˆ}, fixed sign µ ∈ {+,−}, any two localized distribution functions f1(t, x, v) and
f2(t, x, v), any fixed k ∈ Z, any symbol m(ξ, v) ∈ L
∞
v S
∞
k , and any differentiable coefficient c(v), we define a
bilinear operator as follows,
Bk(f1, f2)(t, x, v) := f1(t, x, v)E(Pk [f2(t)])(x + a(v)t), (2.35)
where
E(Pk[f ])(t, x) :=
∫
R3
∫
R3
eix·ξe−iµta(u)·ξc(u)m(ξ, u)ψk(ξ)f̂(t, ξ, u)dξdu.
It’s easy to see the the nonlinearity of the Vlasov-Poisson system (1.1) has the bilinear form defined in (2.35).
To estimate the case when the scalar field “φ” has the top order derivatives, we prove a bilinear estimate for the
bilinear form Bk(f1, f2) that doesn’t lose derivatives for f2(t, x, v). More precisely, we have
Lemma 2.4. For any fixed a(v) ∈ {vˆ, v}, t ∈ R, |t| ≥ 1, and any localized differentiable function f3(t, v) :
Rt × R
3
v −→ C, the following bilinear estimate holds for the bilinear operators defined in (2.35),
‖Bk(f1, f2)(t, x, v)‖L2xL2v .
∑
|α|≤5
(
‖m(ξ, v)‖L∞v S∞k +‖m(ξ, v)‖L∞v S∞k
)[
|t|−22k‖
(
|c(v)|+ |∇vc(v)|
)
f3(t, v)‖L2v
+|t|−32k‖(1 + |v|+ |x|)20c(v)f2(t, x, v)‖L2xL2v + |t|
−3‖c(v)
(
f̂2(t, 0, v)−∇v · f3(t, v)
)
‖L2v
]
× ‖(1 + |v|+ |x|)20∇αv f1(t, x, v)‖L2xL2v , if k ∈ Z, |t|
−1 . 2k ≤ 1. (2.36)
Alternatively, the following bilinear estimate holds for any k ∈ Z,
‖Bk(f1, f2)(t, x, v)‖L2xL2v .
∑
|α|≤5
min{|t|−32k+/2, 23k}‖m(ξ, v)‖L∞v S∞k ‖(1 + |v|+ |x|)
20c(v)f2(t, x, v)‖L2xL2v
× ‖(1 + |v|+ |x|)20∇αv f1(t, x, v)‖L2xL2v . (2.37)
Proof. • We first consider the case when k ≤ 0 and 2k ≥ |t|−1.
Recall the detailed formula of “Bk(f1, f2)(t, x, v)” in (2.35). After separating out the zero frequency of
f2(t, x, v) on the Fourier side, separating out the correction term “∇u · f3(t, u)”, doing integration by parts in
u for the correction term and decompose into two parts based on the size of “v−µu”, the following decomposition
holds,
F [Bk(f1, f2)](t, ξ, v) =
∑
i=1,2,3,j=1,2
Iji (t, ξ, v), (2.38)
where
Ij1(t, ξ, v) :=
∫
R3
f̂1(t, ξ − η, v)
∫
R3
eita(v)·η−itµa(u)·ηψk(η)
[
m(η, u)c(u)
(
f̂2(t, 0, u)−∇u · f3(t, u)
)
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−∇u
(
m(η, u)c(u)
)
· f3(t, u)
]
φj(v, u)dudη, (2.39)
Ij2(t, ξ, v) :=
∫
R3
f̂1(t, ξ − η, v)
∫
R3
eita(v)·η−itµa(u)·ηitµ∇u
(
a(u) · η
)
· f3(t, u)m(η, u)c(u)ψk(η)φj(v, u)dudη,
(2.40)
Ij3(t, ξ, v) :=
∫ 1
0
∫
R3
f̂1(t, ξ − η, v)
∫
R3
eita(v)·η−itµa(u)·ηm(η, u)η · ∇η f̂2(t, sη, u)c(u)ψk(η)φj(u, v)dudηds,
(2.41)
where
φ1(v, u) = ψ≤10(2
k|t|(v − µu)), φ2(v, u) = ψ>10(2
k|t|(v − µu)). (2.42)
⊕ The case when |v − µu| ≤ |t|−12−k.
Note that, in terms of kernel, the following equalities holds
F−1[I11 ](t, x− ta(v), v) = f1(t, x − ta(v), v)
∫
R3
K1k(t, x− tµa(u), v, u)
[
c(u)
(
f̂2(t, 0, u)−∇u · f3(t, u)
)
du
+∇uc(u) · f3(t, u)
]
+ c(u)K2k(t, x− tµa(u), v, u) · f3(t, u)du, (2.43)
F−1[I12 ](t, x− ta(v), v) = f1(t, x− ta(v), v)
∫
R3
c(u)K3k(t, x− tµa(u), v, u) · f3(t, u)du, (2.44)
F−3[I13 ](t, x−ta(v), v) = f1(t, x−ta(v), v)
∫ 1
0
∫
R3
∫
R3
K4k(t, y, v, u)·P[k−4,k+4][f˜2](t, s, x−tµa(u)−y, u)dyduds,
(2.45)
where
K1k(t, x, v, u) :=
∫
R3
eix·ξm(ξ, u)ψk(ξ)ψ≤10(2
k|t|(v − µu))dξ,
K2k(t, x, v, u) :=
∫
R3
eix·ξ∇um(ξ, u)ψk(ξ)ψ≤10(2
k|t|(v − µu))dξ,
K3k(t, x, v, u) :=
∫
R3
eix·ξitµ∇u
(
a(u) · ξ
)
m(ξ, u)ψk(ξ)ψ≤10(2
k|t|(v − µu))dξ,
K4k(t, x, v, u) :=
∫
R3
eix·ξm(ξ, u)ξψk(ξ)ψ≤10(2
k|t|(v − µu))dξ,
P[k−4,k+4][f˜2](t, s, x, u) :=
∫
R3
eix·ξc(u)∇ξ f̂2(t, sξ, u)ψ[k−4,k+4](ξ)dξ. (2.46)
After doing integration by parts in ξ five times, the following pointwise estimate holds for the kernels,
|K1k(t, x, v, u)|+ |K
2
k(t, x, v, u)|+ (|t|2
k)−1|K3k(t, x, v, u)|+ 2
−k|K4k(t, x, v, u)|
. 23k(1 + 2k|x|)−5ψ≤10(2
k|t|(v − µu))
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
. (2.47)
Therefore, from the duality and the estimate of kernels in (2.47), we have
‖F−1[I12 ](t, x, v)‖L2xL2v . sup
‖g‖
L2xL
2
v
≤1
∫
R3
∫
R3
∫
R3
|t|24k
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
×|g(x, v)||f1(t, x− ta(v), v)||c(u)f3(u)|ψ≤10(2
k|t|(v − µu))dudxdv
. sup
‖g‖
L2xL
2
v
≤1
∫
R3
∫
R3
∫
R3
|t|24k
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
|g(x, µu+ w)|
×|f1(t, x− ta(µu+ w), µu + w)||c(u)f3(u)|ψ≤10(2
k|t|w)dxdudw
. |t|−22k
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
‖f1(t, x, v)‖L∞v L2x‖c(u)f3(u)‖L2u . (2.48)
With minor modifications, the following estimate holds for I11 (t, ξ, v),
‖F−1[I11 ](t, x, v)‖L2xL2v . |t|
−3
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
‖f1(t, x, v)‖L∞v L2x
×
(
‖c(u)
(
f̂2(t, 0, u)−∇u · f3(t, u)‖L2u + ‖(|c(u)|+ |∇uc(u)|)f3(t, u)‖L2u
)
. (2.49)
Lastly, we estimate I13 (t, ξ, v). Recall (2.45) and (2.46). From the L
∞
x L
2
v − L
2
xL
∞
v type bilinear estimate, the
estimate of the kernelK4k(t, y, v, u) in (2.47), the decay estimate (2.31) in Lemma 2.3, and the volume of support
of f˜2(t, s, x, v) on the Fourier side, we have
‖F−1[I13 ](t, x, v)‖L2xL2v . ‖K
4
k(t, y, v, u)‖L1yL∞v L2u‖P[k−4,k+4][f˜2](t, s, x, u)‖L∞s L2xL2u
×‖f1(t, x− ta(v), v)‖L∞x L2v .
∑
|α|≤5
|t|−32−k/223k/2
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
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× ‖(1 + |x|+ |v|)10c(v)f2(t, x, v)‖L2x,v‖(1 + |v|+ |x|)
10∇αv f1(t, x, v)‖L2xL2v . (2.50)
⊕ The case when |v − µu| ≥ |t|−12−k.
Recall the detailed formula of I2i (t, ξ, v), i ∈ {1, 2, 3}, in (2.39), (2.40), and (2.41). For I
2
1 (t, ξ, v) and
I22 (t, ξ, v), we do integration by parts in “η” four times. For I
2
3 (t, ξ, v), we do integration by parts in η twice.
As a result, we have
I21 (t, ξ, v) :=
∫
R3
∫
R3
eita(v)·η−itµa(u)·ηt−4∇η ·
( a(v)− µa(u)
|a(v)− µa(u)|2
◦· · ·◦∇η ·
( a(v)− µa(u)
|a(v)− µa(u)|2
f̂1(t, ξ−η, v)ψk(η)
×
(
m(η, u)c(u)
(
f̂2(t, 0, u)−∇u·f3(t, u)
)
−∇u
(
m(η, u)c(u)
)
·f3(t, u)
))
◦· · ·
)
ψ>10(2
k|t|(v−µu))dudη, (2.51)
I22 (t, ξ, v) :=
∫
R3
∫
R3
eita(v)·η−itµa(u)·ηit−3∇η ·
( a(v)− µa(u)
|a(v)− µa(u)|2
◦ · · · ◦ ∇η ·
( a(v)− µa(u)
|a(v)− µa(u)|2
f̂1(t, ξ − η, v)
×
(
µ∇u
(
a(u) · η
)
· f3(t, u)m(η, u)
))
◦ · · ·
)
ψ>10(2
k|t|(v − µu))dudη, (2.52)
I23 (t, ξ, v) :=
∫ 1
0
∫
R3
∫
R3
eita(v)·η−itµa(u)·ηt−2∇η ·
( a(v)− µa(u)
|a(v)− µa(u)|2
∇η ·
( a(v)− µa(u)
|a(v)− µa(u)|2
f̂1(t, ξ − η, v)
×m(η, u)η · ∇ηf̂2(t, sη, u)c(u)ψk(η)
))
ψ>10(2
k|t|(v − µu))dudηds. (2.53)
Note that the following estimate holds for any a(v) ∈ {v, vˆ},
|a(v)− µa(u)| & |v − µu|(1 + |v|)−2(1 + |u|)−2. (2.54)
Similar to the strategies used in the estimate of I12 (t, ξ, v) in (2.48), the following estimate holds after writing
“F−1[I22 ](t, x− ta(v), v)” in terms of kernels and using the estimate (2.54),
‖F−1[I22 ](t, x, v)‖L2xL2v .
∫
R3
|t|−3|w|−4ψ>10(|t|2
kw)
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
×‖(1 + |v|+ |x|)15f1(t, x, v)‖L∞v L2x‖(1 + |u|)
10c(u)f3(u)‖L2udw . |t|
−22k
(
‖m(ξ, v)‖L∞v S∞k
+ ‖∇vm(ξ, v)‖L∞v S∞k
)
‖(1 + |v|+ |x|)15f1(t, x, v)‖L∞v L2x‖(1 + |u|)
10c(u)f3(u)‖L2u . (2.55)
In the same spirit, we have
‖F−1[I21 ](t, x, v)‖L2xL2v . |t|
−3
(
‖m(ξ, v)‖L∞v S∞k + ‖∇vm(ξ, v)‖L∞v S∞k
)
‖(1 + |x|+ |v|)15f1(t, x, v)‖L∞v L2x
× ‖(1 + |u|)10c(u)f3(u)‖L2u . (2.56)
Lastly, we estimate I23 (t, ξ, v). Recall (2.53). For this term, we use the same strategy used in the estimate of
I13 (t, ξ, v) in (2.50). After writing I
2
3 (t, ξ, v) in terms of kernel and then use the L
∞
x L
2
v − L
2
xL
∞
v type bilinear
estimate, the following estimate holds,
‖F−1[I23 ](t, x, v)‖L2xL2v .
∑
|α|≤5
|t|−3/2|t|−2(|t|2k)1/22k(1+2−2k)23k/2
(
‖m(ξ, v)‖L∞v S∞k +‖∇vm(ξ, v)‖L∞v S∞k
)
× ‖(1 + |x|+ |v|)20c(v)f2(t, x, v)‖L2x,v‖(1 + |v|+ |x|)
20∇αv f1(t, x, v)‖L2xL2v . (2.57)
We remark that the factor (1+2−2k) appears in the estimate (2.57) because it is possible that∇η hits f̂1(t, ξ−η, v)
or f̂2(t, η, u) when doing integration by parts in η.
Moreover, we remark that we only need to do integration by parts in “η” twice for I23 (t, ξ, v) because the L
∞
v L
2
u
norm of |v − µu|−2ψ>10(|t|2
k(v − µu)) is finite and explicit. There is no need to do integration by parts in “η”
more than twice.
Recall the decomposition (2.38). From the estimates (2.48), (2.49), (2.50), (2.55), (2.56), and (2.57) and the
L∞v → L
2
v type Sobolev embedding, it is easy to see that our desired estimate (2.36) holds.
• Proof of the desired estimate (2.37). For this case, there is no need to separate out the zero frequency of
f2(t, x, v) as we did in the decomposition (2.38).
On one hand, the following estimate holds after using the L∞x,v − L
2
x,v type bilinear estimate and the volume of
support of the frequency of f2(t, x, v),
‖Bk(f1, f2)‖L2x,v . 2
3k‖m(ξ, v)‖L∞v S∞k ‖f1(t, x, v)‖L2x,v‖(1 + |x|+ |v|)
5c(v)f2(t, x, v)‖L2x,v (2.58)
On the other hand, after separating into two parts based on the size of “v − µu”, the following decomposition
holds,
F [Bk(f1, f2)](t, ξ, v) = J1(t, ξ, v) + J2(t, ξ, v), (2.59)
where
J1(t, ξ, v) :=
∫
R3
f̂1(t, ξ − η, v)
∫
R3
eita(v)·η−itµa(u)·ηm(η, u)f̂2(t, η, u)c(u)ψk(η)ψ≤10(2
k|t|(v − µu))dudη,
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J2(t, ξ, v) :=
∫
R3
f̂1(t, ξ − η, v)
∫
R3
eita(v)·η−itµa(u)·ηm(η, u)f̂2(t, η, u)c(u)ψk(η)ψ>10(2
k|t|(v − µu))dudη.
Similar to the strategy we used in the estimate of F−1[I13 ](t, x, v) in (2.50), the following estimate holds after first
writing F−1[J1](t, x, v) in terms of kernels and then using the L
∞
x L
2
v − L
2
xL
∞
v type bilinear estimate,
‖F−1[J1](t, x, v)‖L2xL2v .
∑
|α|≤5
|t|−32−3k/2‖m(ξ, v)‖L∞v S∞k ‖(1 + |x|+ |v|)
10∇αv f1(t, x, v)‖L2xL2v
×‖P[k−4,k+4][f2](t, x, u)‖L2x,u .
∑
|α|≤5
|t|−32−3k+/2‖m(ξ, v)‖L∞v S∞k ‖(1 + |x|+ |v|)
10∇αv f1(t, x, v)‖L2xL2v
× ‖(1 + |x|+ |u|)5f2(t, x, u)‖L2x,u (2.60)
Similar to the strategy we used in the estimate of I23 (t, ξ, v) in (2.57), we also do integration by parts in “η”
twice for J2(t, ξ, v). After writing F
−1[J2](t, x, v) in terms of kernels and then using the L
∞
x L
2
v − L
2
xL
∞
v type
bilinear estimate, the following estimate holds,
‖F−1[J1](t, x, v)‖L2xL2v .
∑
|α|≤5
|t|−3/2|t|−2(|t|2k)1/2(1+2−2k)‖m(ξ, v)‖L∞v S∞k ‖(1+|x|+|v|)
20∇αv f1(t, x, v)‖L2xL2v
×min{1, 23k/2}‖(1 + |x|+ |u|)20f2(t, x, u)‖L2x,u .
∑
|α|≤5
|t|−32k+/2‖m(ξ, v)‖L∞v S∞k
× ‖(1 + |x|+ |v|)20∇αv f1(t, x, v)‖L2xL2v‖(1 + |x|+ |u|)
20f2(t, x, u)‖L2x,u . (2.61)
From the decomposition (2.59) and the estimates (2.58), (2.60) and (2.61), it is easy to see that the desired estimate
(2.37) holds. 
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