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While corporations are growing their businesses, they may demand additional remote 
branch offices in a disparate location. These remote offices need to have a connection to 
their central corporate network so as to get access to resources and services securely over 
the public network. To achieve this demand, deploying Virtual Private Networks (VPNs) is 
an alternate technology.      
 
The primary objective of this final year project was to test secure VPN interoperability be-
tween two different vendors’ gateways that are connected using a site-to-site VPN network, 
so that the data can be transported back and forth securely over a non-secure network in-
frastructure that is the Internet.    
 
Practically, this final year project was carried out in a laboratory environment deploying two 
different vendor gateway devices to simulate a company’s sites which are in different geo-
locations. The network devices were configured to use an IPsec site-to-site VPN and the 
VPN tunnel formed was tested. 
 
Moreover, this project verified the interoperability between dissimilar vendors via a secure 
VPN which is an IPsec site-to-site VPN. It can be concluded that interoperability was 
achieved and the data transported through the public network was tested and it was con-
firmed that the data was secure and encrypted.    
 
As a corporate branch office grows in size, VPN authentication using Preshared Key (PSK) 
is not scalable and therefore it is a good choice to consider having a central certificate au-
thority (CA) to authenticate VPN peers.   
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Abbreviations 
 
3DES                                            Triple Digital Encryption Standard 
AES                                              Advanced Encryption Standard  
API                                                Application Programming Interface  
ARP                                              Address Resolution Protocol 
ASICs                                           Application Specific Integrated Circuits  
ATM                                              Asynchronous Transfer Mode  
CAM                                              Content Addressable Memory 
CPU                                               Central Processing Unit  
DES                                              Digital Encryption Standard  
DH                                                Diffie-Hellman  
FDDI                                             Fibre Distributed Data Interface  
FTP                                               File Transfer Protocol  
GRE                                              Generic Routing Encapsulation  
HMAC                                           Hashed Message Authentication Code  
HTTP                                            Hypertext Transfer Protocol  
HTTPS                                          Hypertext Transfer Protocol Secure 
IDEA                                             International Data Encryption Algorithm  
IEEE                                              Institute of Electrical and Electronics Engineers 
IETF                                              Internet Engineering Task Force  
IKE                                                Internet Key Exchange  
IKEv1                                            Internet Key Exchange version 1 
IKEv2                                            Internet Key Exchange version 2 
IP                                                   Internet Protocol 
IPv4              Internet Protocol version 4  
IPv6               Internet Protocol version 6 
ISO                                               International Organization for Standardization ‘ 
ISP                                                Internet service provider  
LAN             Local Area Network 
LLC                                               Logical Link Control 
MAC                                             Media Access Control 
MD5                                              Message Digest 5  
MPLS                                            Multiprotocol Label Switching  
NAT                                               Network Address Translation  
OSI                                               Open Systems Interconnection  
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OTP                                              One-time pad  
PAT                                               Port Address Translation 
PDU                                              Protocol Data Unit  
PVC                                              Permanent Virtual Circuit  
QoS                                              Quality of Service  
RC                                                 Rivest Cipher 
RFC                                              Request for Comments  
RSA                                               Rivest-Shamir-Adleman  
SHA-1                                           Secure Hash Algorithm 1  
SHA-2                                           Secure Hash Algorithm 2  
TCP                                              Transmission Control Protocol Internet Protocol) 
TCP                                              Transmission Control Protocol  
VLAN                                             Virtual Local Area Network  
VoIP                                 Voice over IP 
VPN                                              Virtual Private Network  
WAN             Wide Area Network 
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1 Introduction 
 
In the past, business corporations would implement leased or dedicated lines to connect 
to their branch office or telecommuters so as to ensure secure data transfer. However, 
for corporations using dedicated leased line is not practical in terms of cost, space cov-
erage and time needed for installation. In recent years, with the rapid development of 
network technology, the direction of the technology has changed dramatically and the 
Internet has become abundant, almost everywhere. However, the Internet is exposed to 
attackers sniffing sensitive information. Virtual Private Networks (VPNs) have become 
an alternative solution to security breaches which result in the use of public networks, 
which is unsecure, for private communications. 
 
As security is the top priority, an established VPN allows packets to tunnel via the public 
network by providing a secure connection as if they were on private networks. A VPN 
tunnel implements cryptographic techniques to protect on intercepting VPN packet by 
attackers when it traverses through the public carrier network.  The main VPN technolo-
gies that provide secure communication are IPsec VPN and SSL VPN. 
 
IPsec is a protocol of suite that is geared around security of data communication. IPsec 
consists of pieces for authentication, data integrity, confidentiality, and anti-reply attack 
prevention. IPsec VPN secures the tunnel that is established over a non-secure network. 
 
The goal of this final year project is to test secure VPN interoperability between two dif-
ferent vendors’ gateways, Cisco ASA 5505 and Juniper SRX240 that are connected us-
ing an IPsec site-to-site VPN network, so that the data can be transported back and forth 
securely over a non-secure public network infrastructure that is the Internet. The project 
is directed for students who have a basic knowledge of networking. The structure of this 
thesis is divided into 8 chapters. Chapter 2 will discuss Internetworking, LAN, WAN and 
firewalls of a computer networking. Chapter 3 will explain the VPN devices, remote-ac-
cess VPN, and site-to-site VPN. Chapter 4 will describe the benefits of VPN and chapter 
5 the IPsec security protocol. Chapter 6 will explain VPN gateway products and chapter 
7 the research and project implementation. Chapter 8 will include discussion and con-
clusion of the project.    
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2 Computer Networking 
 
2.1 Internetworking 
 
Recently the Internet has changed the world in the sector of communication channels, 
where intercommunication has become vital in our daily lives. The computer revolution 
is a key factor for the dramatic change in the information sector. The Internet encom-
passes thousands of computer networks that interconnect a bulk of computing devices 
around the globe. [1] 
 
The demand of networks and networking shown an exponential increase in the past two 
decades. To point out some of the benefits for the telecommuters, headquarters, branch 
offices, or home offices are to offer connection whether they are located in the same 
place or a different geolocation and share different services and resources. For example 
they can share data, printers, video conferences and VoIP services. [5] 
 
An internetwork is a combination of multiple local area networks connected through gate-
way devices that contribute and forward routing information of packets among the net-
works. The gateways can be routers, firewall appliances, or layer 3 switches that have 
configured their interfaces using the IPv4 or IPv6 addressing scheme. Figure 1 below 
illustrates those different internetworking technologies that are interconnected via rout-
ers, bridges and switches. The internetworking technology mentioned in figure 1 will be 
illustrated in section 2.3 and 2.4 in detail. For example LAN (Local Area Networks) and 
WAN (Wide Area Networks) and. FDDI and Token Ring are legacy technology which has 
been replaced with a new technology that are economical and scalable.  [2] 
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Figure 1. An Internetwork Formed from Different Network Segments.  
 
Establishing a working and efficient internetworking is not an easy task. There are certain 
areas needed to be addressed to maintain smooth working conditions. Some of the in-
ternetworking challenges are listed below: 
 
 Connectivity issue: The issue when connecting different multiple networks is to 
get successful connectivity to the other end device. For example the end device 
is implementing a different networking technology and different kinds of media 
running at various bandwidth levels. [2] 
 Reliability: Expecting network connectivity of the company to work and services 
are reachable all the time. [2]    
 Centralized network management: Additionally, it is good to secure the network 
from inside and outside users. Most of the security attacks come from users in 
the internal network. Implementing network management that gives trouble-
shooting and managing of security issues, configuration and performance in the 
network. [2] 
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 Adaptation to change: Internetworks must be flexible to change to this dynamic 
world, since technology is changing all the time. [2]  
 
It is time now to introduce some of the commonly used internetworking devices and their 
functions in the communication system. 
 
 
 
Figure 2. Internetworking Devices 
 
Figure 2 illustrates some of the internetworking devices such as Router, Bridge, Switches 
and Hubs. Each of the above internetworking devices are discussed below: 
 
 An Ethernet Hub, which is a multiport repeater, is a device connecting many 
Ethernet devices into a single logical topology network that can send data 
across the connected perimeter network. An Ethernet hub is primarily kind of a 
repeater. When a hub transmits data, it will repeat the signal to all ports and this 
will create a problem when another port sends traffic at the same time. This 
broadcast message will be send to all interfaces results as a collision effect. A 
hub is one collision domain. A collision domain as the name indicates it is a col-
lision of signals in a network segment. [6]   
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 A switch is a layer 2 device which uses Application Specific Integrated Circuits 
(ASICs) to form and update Media Access Control (MAC) table. Switches and 
bridges, which are layer 2 devices, are fast compared to routers, because they 
do not spend time looking at the IP layer header information. Rather they look 
at the frame header to forward, flood or drop the frame. When a data frame is 
sent to the interface, the switch will track the connected devices’ MAC address 
and saves the MAC addresses to its Content Addressable Memory (CAM) ta-
ble. Switches filter data frames based on layer 2 information which is MAC ad-
dress. [6] 
 A router is an internetworking device which connects multiple logical networks. 
Router interfaces are separate broadcast domains and collision domains. They 
do not forward broadcast traffic to the other network segment and they forward 
IP packets based on the destination IP address, provided that some of routers’ 
functions in an internetwork are packet selection, packet switching, connecting 
internetworks and choosing best path for the routing. [6] 
 
Discussion about layers and function of different protocols of the OSI (Open Systems 
Interconnection) model will be discussed latter in this chapter. Internetworking has many 
advantages in a communication networks. Some of the benefits the benefits of the OSI 
layers are described as follows: 
 
 Minimizing traffic congestion: Implementing internetworking decreases broad-
cast or multicast domain, that is most of the traffic destined to LAN will be for-
warded in the LAN area and those who are destined across the WAN area will 
cross the internetworking. [5] 
 Disparate geolocation: Connecting different sites with WAN links. 
 
Let us look at an example that shows how an internetwork communication is carried out. 
For this lab setup, the devices implemented are two routers, two switches and two com-
puters. The idea of this example is to show that how broadcast services work in an inter-
network in a simple example. Furthermore, WireShark is implemented on the links to 
track how the packets or frames travel in the network. 
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Table 1. Device IP Addressing Interface Summary 
 
Device 
 
Interface IP Address Subnet Mask Default Gateway Switch Port 
R1 fa0/0 10.0.0.1 255.255.255.0 N/A N/A 
e3/0 192.168.1.1 255.255.255.0 N/A SW1 fa0/1 
R2 fa0/0 10.0.0.2 255.255.255.0 N/A N/A 
e3/0 192.168.2.1 255.255.255.0 N/A SW2 fa0/1 
SW1 N/A N/A N/A N/A N/A 
SW2 N/A N/A N/A N/A N/A 
PC1 e0 192.168.1.10 255.255.255.0 192.168.1.1 SW1 fa0/2 
PC2 e0 192.168.2.20 255.255.255.0 192.168.2.1 SW2 fa0/2 
 
 
Table 1 illustrates the IP addressing scheme for the network topology shown in figure 3 
below. After providing the necessary network information topology and implementing a 
basic configuration setup, such as IP addressing and routing information of the network 
devices, moreover a static default route is configured between R1 and R2 to advertise 
their local subnets to each other. The computers that are shown in figure 3 below are 
configured their IP address and the default gateways according to the table 1 shown 
above. Switches in this topology are just for extending the connection to the local area 
networks. There is no need to configure the switches in this scheme. The topology for 
the scheme looks like the screen shot below in figure 3.  
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Figure 3. Network Topology for Broadcast Device Discovery. 
 
Figure 3 illustrates the network topology of the routers, switches and computers to their 
respective interfaces. In the topology the network addresses are show with a 24-bit mask 
which is 255.255.255.0. 
 
The running configuration can be shown with a command show run in the privileged exec 
mode shown in listing 1 and 2 below. In the show run command output of the running 
configurations lists configured parts are shown below. 
 
R1# show run    
!    
interface FastEthernet0/0  
 ip address 10.0.0.1 255.255.255.0 
no shutdown   
 duplex full  
!    
interface Ethernet3/0  
 ip address 192.168.1.1 255.255.255.0 
no shutdown   
 duplex full  
!    
ip route 0.0.0.0 0.0.0.0 10.0.0.2 
! 
ip route 192.168.1.0 255.255.255.0 10.0.0.2 
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Listing 1. Router (R1) Configuration 
 
Listing 1 illustrates the running configuration of router R1. 
 
R2# show run 
! 
interface FastEthernet0/0 
 ip address 10.0.0.2 255.255.255.0 
no shutdown 
 duplex full 
! 
interface Ethernet3/0 
 ip address 192.168.2.1 255.255.255.0 
no shutdown 
 duplex full 
! 
ip route 0.0.0.0 0.0.0.0 10.0.0.1 
ip route 192.168.2.0 255.255.255.0 10.0.0.1 
! 
 
Listing 2. Router (R2) Configuration 
 
Listing 2 illustrates the running configuration of router R2. 
 
 
 
Figure 4. Ping Result from PC1 to PC2 and Default Gateway. 
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Figure 4 shows a successful ping from PC1 to the default gateway, which basically 
means that the PC1 knows how to get out to another network. A default gateway is a 
node or a router which connects to another network in an internetworking environment. 
In addition to that, PC1 pings successfully to another computer PC2 in a remote network 
which shows that there is end-to-end connectivity.   
 
 
Figure 5. Packet Analysis between R1 and R2 Using WireShark. 
 
Figure 5 illustrates the inspection of the packet traffic in the cable between R1 and R2 
using WireShark. WireShark is an open-source packet filtering tool which is a great tool 
for packet filtering. An Internet Control Message Protocol (ICMP) is initiated from R1 to 
R2 and at the same time the WireShark is configured to capture traffic on the link that 
connects R1 to R2. From the WireShark analysis only the Address Resolution Protocol 
(ARP) message has been filter among the list of the WireShark captured, so that to iden-
tify how the ARP message is sent from R1 to R2. From the WireShark captured result, 
the first ARP request is send as a broadcast destination which is ffff.ffff.ffff in the hexa-
decimal format.   
 
 
12 
 
Internetworking Models 
 
At the beginning of internetworking, computer communication was restricted in a way 
that they communicated with computers of similar vendors. For instance, some compa-
nies used DEC net products, IBM products but not both because those products had 
different standards and were not compatible. To define a common framework for inter-
networking communication, the International Organization for Standardization (ISO) de-
veloped a model called Open Systems Interconnection (OSI) reference model and the 
Defence Advanced Research Projects Agency (DARPA) designed TCP/IP (Transmis-
sion Control Protocol/Internet Protocol) model. [5] 
 
OSI Reference Model  
 
The OSI reference model is a standardized architecture defining network communica-
tions. It allows cross-platform communication for different vendors like Apple, Dell, or 
IBM to communicate with each other. The OSI model is a logical or conceptual model 
that breaks down a communication system into seven abstraction layers. [5]     
 
Basically, an OSI reference model is a hierarchical model that comprises seven abstrac-
tion layers. Its specific protocols from top to bottom layers are application, presentation, 
session, transport, network, data-link, and physical layers respectively as shown in figure 
6 below. Each layer has its own unique functions and protocols. [5] 
 
There are many benefits of OSI model architecture. To mention some of the advantages 
of the OSI reference models are described below: [5] 
 
 It breaks down network communication into smaller chunks that accelerate de-
signing, developing and troubleshooting components. 
 It cooperates inter-vendor development by implementing the common standard-
ized component architecture. 
 It ensures interoperable technology for different vendors.  
 It reduces complications. 
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Figure 6. OSI Layers. Reprinted from OSI Model (2014) [7]. 
 
Figure 6 shows a list of OSI model layers, data unit, functions of the layers and some of 
the corresponding protocols. For example, in layer 7 which is the application layer the 
unit in this layer is data unit. The functions are high level Application Programming Inter-
faces (APIs) and protocols such as Hypertext Transfer Protocol (HTTP), Hypertext 
Transfer Protocol Secure (HTTPS) and File Transfer Protocol (FTP). Let us discuss each 
layers of the OSI model: 
 
1. Application Layer: This layer is the layer 7 of the OSI reference model and also 
it is the nearest layer to the user sitting on the computer host that is trying to 
browse or use some resources over the network like the servers, email, videos, 
or voice. This means that users can make communication directly to the OSI 
application layer through an API. When validating the communication node or 
host, the application layer identifies and determine whether the intended peer 
communication partner is available or not prior to data transfer. Some of the ex-
amples this layer is using includes Telnet, File Transfer Protocol (FTP), and 
Simple Mail Transfer Protocol (SMTP). [2] 
2. Presentation Layer: The presentation layer engages in translation and format-
ting services. This layer helps communication which is sent from one applica-
tion layer and can be understood on other end application layer. Some of the 
functionalities of this layer are data compression, decompression, and encryp-
tion and decryption services.[2]  
14 
 
3. Session Layer: This layer provides session management. It sets up and tear 
down connections to other users. 
4. Transport Layer: This layer gives service to host-to-host communication by as-
suring the communication channel to be either reliable or unreliable communi-
cation. The two main protocols used in this layer are TCP (for reliable communi-
cation) and UDP (for unreliable communication).It also implements flow control 
and multiplexing data control mechanisms.[5] 
5. Network Layer: This layer is layer 3 of the protocol stack of the OSI model and 
is serving as device addressing. IP is the protocol used for device addressing. 
This layer is used to connect different networks in an internetwork by imple-
menting a router device for routing and updating purposes. [5]   
6. Data Link Layer: This layer engages in physical data transmission and some of 
this layer’s services are flow control, error alerting, and topology scheme.[5] 
7.   Physical Layer: This layer is the first layer of the OSI model and is located at 
the bottom layer of the stack list and its function is to send bits and receiving 
bits. [6] 
 
Transmission Control Protocol (TCP) / Internet Protocol (IP) Model 
 
TCP/IP model is a condensed model of the OSI reference model. TCP/IP model shrinks 
the application, session, and presentation layer into the process layer. TCP/IP layer has 
four layers: [5] 
 Application 
 Transport 
 Internet  
 Network Access 
 
Transmission Control Protocol (TCP), which is a reliable data communication, receives 
a chunk of data information from an application layer of the OSI reference model and 
divides that into smaller chunks of data segments. It adds a sequence number to each 
data segment so that the destination TCP peer application can build up the data seg-
ments back to the original full data. After the data segments are sent from the sender 
host, the TCP expects an acknowledgment from the recipient peer host, and retransmits 
the data in case if any data segment is missing or not acknowledged. First the TCP stack 
forms a connection which is called virtual circuit. During the initial TCP 3-way handshake, 
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the two TCP peer stack layers must agree on the size of the data information that they 
are going to exchange before the recipient sends an acknowledgement back. The User 
Datagram Protocol (UDP) is preferred for unreliable data communication such as real-
time video and VoIP. [3]    
    
 
Figure 7. Transmission Control Protocol Header. Reprinted from Transmission Control Protocol 
(2014) [21]. 
 
Figure 7 illustrates the TCP header elements such as segment header, data, source port, 
destination port, sequence number, acknowledgment, flags, and data offset.    
 
2.2 Internetwork Addressing 
 
Internetwork addressing is the addressing of network devices individually or as a group. 
The network device addressing scheme varies with the layers they reside as well as the 
protocols they use. There are three categories of addressing network devices: network 
layer address, mac address and data link layer address. [2]  
 
Data Link Layer Addresses 
 
A data link layer addresses is layer 2 in the OSI reference model. It can uniquely identify 
the physical network connection in an internetwork devices. This address is assigned to 
the devices by the manufacturer to the specific devices. [2] 
 
The data link layer has two sublayers, the MAC address sub layer and Logical Link Layer 
(LLC). The MAC address are assigned by the vendor and they are 48 bits long. [2] 
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Network Layer Addresses 
 
The network addresses located at the layer 3 of the OSI model and the relationship to 
the devices is virtual or logical addresses unlike MAC addresses which are fixed to the 
devices. In network layers addressing the most common protocols are IPv4 and IPv6 
protocols. An IP address is a software address that is designed to identify numerical 
addresses assigned to each device in an IP network. It allows different devices on an 
internetwork to communicate regardless of the LANs the nodes reside in. [2] 
 
 
Figure 8. Classes of Network Address. Reprinted from Classful Network (2014) [22]. 
 
Figure 8 illustrates that classes of network addressing used to address hosts. 
 
The IP address expression 10.0.0.0/24 is used in this project for describing the IP ad-
dress ranges. It actually means that the IP address starts with 10.0.0.0 and the right-
most 8 bits will vary. The 8 is calculated by using 32 bit. So 10.0.0.0/24 means it covers 
the address range from 10.0.0.0 to 10.0.0.255. The Request for Comments (RFC) 1918 
of private IP network addresses are implemented for the internal networks. Those IP 
address are not routed over the Internet but they reside in the local network. The private 
network rages are: [24]  
 10.0.0.0-10.255.255.255 ( or 10.0.0.0/8) 
 172.16.0.0-172.31.255.255 (or 172.16.0.0/12) 
 192.168.0.0-192.168.255.255 (or 192.168.0.0/16) 
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2.3 Local Area Network (LAN) 
 
A LAN is a group of computer networks confined to a limited geographic area such as 
home, school building, office building or organizations. It typically connects devices like 
personal computers, shared printers, and servers. It can be connected to a locally cabled 
or wireless connection. A LAN is usually a high-speed data communication network. The 
LAN protocols resides at the data link layer and physical layers of the OSI model. A data 
link layer formats the Protocol Data Unit (PDU) message into a frame, and adds headers 
and trailers into the frame. A physical layer sends and receives bits. [6] 
 
Basically, for a communication in a LAN there is a standard protocol called the Institute 
of Electrical and Electronics Engineers (IEEE) 802 family standard. For example, 802.3 
is Ethernet, 802.2 Logical Link Control (LLC) or 802.11 wireless LAN or WI-FI. The IEEE 
802 standard has two sublayers, LLC and MAC. The MAC is a physical hardware ad-
dressing. The Logical Link Control (LLC) is used for identifying network layer protocols 
and for encapsulation. [5] 
 
The LAN data transmission mechanism has three categories: unicast, broadcast, and 
multicast. When a single packet is transferred from a source to a single destination de-
vice it is a unicast transmission, one packet to one. Multicast transmission is sending 
information to a group of destination nodes, one packet to groups. Broadcast transmis-
sion is sending information to all destination nodes, one packet to all. [2]  
 
2.4 Wide Area Network (WAN) 
 
A WAN is a network that encompasses a large geographical area and is used to connect 
multiple networks or LANs for communication. A WAN link defines a new type of the 
bottom three layers of the OSI model connectivity: the physical layer, the data link layer, 
and the network layer. It allows links to the internet or other offices. Figure 9 simplifies 
some WAN connectivity technology such as leased lines, circuit switching, packet switch-
ing and cell relay. [5]   
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Figure 9. WAN Technology Connectivity Options. Reprinted from Wide Area Network (2007) [10]. 
 
Figure 9 illustrates different WAN options and protocols used in WAN technology. 
 
A Virtual Private Network (VPN) which is a major topic of this thesis is a type of WAN 
technology. It connects different company or sites which are located at different geo-
location and makes it like, the connected company or sites, as if they are connected 
locally. 
 
2.5 Firewalls 
 
A firewall is a device, hardware or software or both, that is designed to prevent an unau-
thorized outside user from accessing a network or host. It is a network security that pre-
vents inside users from sending sensitive information or accessing an unsecured net-
work. It protects hosts by implementing boundaries or restricting IP network connectivity. 
[4] 
 
19 
 
A firewall needs a proper set of rules or proper security policy to prevent inside host or 
subnet vulnerability. To connect to the unsecure network a firewall implements a set of 
security policy and use proxy address. Firewalls can implement Network Address Trans-
lation (NAT), Port Address (PAT) or Virtual Private Network (VPN).  
 
 
 
Figure 10. Firewall Location in the Network. Reprinted from Firewall (2007) [11] 
 
Figure 10 illustrates the position of a common firewall in an internetwork. 
 
This project uses firewall or gateway appliances from two different vendors. Those are 
Cisco ASA 5505 and Juniper SRX240, they are connected and implemented using a 
VPN scenario to securely communicate over the public network.   
3 Virtual Private Networks (VPNs) 
 
3.1 Overview of VPNs 
 
Virtual Private Network (VPN) is a generic term that is used to establish secure commu-
nication channel over public network infrastructure that is Internet or service provider 
network. The Internet domain network is sometimes known as the VPN backbone. It is 
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important for transferring multiple data traffic over the public network for VPNs oriented 
communication or for non-VPN oriented communication. [13] 
 
VPN could refer to the network connectivity between two remote sites. If the VPN acro-
nym is break down into its’ individual letters, the letter V in a VPN stands for virtual and 
it refers to a logical connection between the two network devices. The letter P stands for 
private and it refer that the logical network that is created between two devices is private. 
The letter N is for network, of course a VPN is a WAN link network. For example, one 
user may be connected to the public network in corporate site 1 and another user may 
be connected to the public network in corporate site 2, a logical network or virtual network 
could be built between the two sites using the Internet as a transport medium. The word 
private refers to the communication between the two sites which is private. [13] 
 
 
However, if we had a VPN established between remote sites over the public network that 
is the Internet, what would prevent the data from an eavesdropper who is sniffing on the 
communication wire? To protect the data from malicious manipulation the VPN ingredi-
ents of confidentiality, authentication, data integrity and anti-replay comes to play. The 
eavesdropper cannot exploit the data since it is encrypted and he/she does not have the 
right key to exploit the data content. [13] 
 
3.2 VPN Devices and Technologies 
 
VPN Devices 
 
In a corporate network or organization infrastructure a VPN terminator device erects in 
different area of the infrastructure network. The VPN devices that are erected in the cus-
tomer and service provider can be clarified as follows. [8] 
 
 Customer (C) devices: Those devices belong to the customer network 
and they are not connected to the service provider infrastructure. Some 
of the C devices are routers and switches that reside within the cus-
tomer network. The customer devices do not have any clue about the 
VPN network. 
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 Customer Edge (CE) devices: The CE devices are connected through 
the service provider network and they are located, as the name indi-
cates, within the customer edge network. In a CE- based network the 
devices know about the VPN network, but in the Provider Edge (PE)-
based network they do not know whether there is a VPN at all. Some 
examples of the CE devices that reside in this network are Customer 
Edge routers and Customer Edge switches. 
 Service Provider (P) devices: The P devices are not connected directly 
to customer networks. The P devices do not know whether there is a 
VPN at all. Some examples of the P devices are routers and switches 
with in the perimeter of the provider network.  
 Service Provider Edge (PE) devices: The PE devices are directly con-
nected to the customer C network through the customer CE devices. 
Additionally, in the PE-based network VPNs the PE devices know about 
the VPN network. But in the CE-based VPNs the PE devices are not 
aware if there is a VPN network at all. Some examples of the devices 
are Provider Edge router, Provider Edge switch, and Provider Edge de-
vices that have ability to route and switch. 
 Network Access Servers (NAS) devices: NAS devices are points of ac-
cess for components between modem devices network such as Public 
Switched Telephone Network (PSTN) and a packet switched network. A 
NAS device can act as a tunnel end in a remote access VPN. 
 VPN gateways:  A VPN concentrator is used as a VPN tunnel end in 
CE- based site-to-site VPN. 
 
There are many different kinds of commercially implemented VPNs. A VPN can be cat-
egorized into two primary broad categories: site-to-site and remote-access VPNs. 
 
VPN Technologies 
 
The VPN technologies implemented for connecting two peers over an unsecure network 
form a logical network connection. These logical network connections could be estab-
lished at layer 2 or layer 3 of the OSI reference model. The VPN technologies formed 
could differ from layer to layer. For the layer 2 of the OSI model layer 2 VPNs are formed 
and for the layer 3 of the OSI model layer 3 VPNs are formed. A VPN connection made 
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between sites using either Layer 2 VPNs or Layer 3 VPNs ideally they are similar. The 
idea includes adding a header information to the front of the data segment content. [20] 
 
Layer 2 VPNs 
 
Layer 2 VPNs as the name indicates work at the layer 2 of the OSI reference model. 
They are point-to-point WAN links and perform connectivity between sites over a logical 
connection called a virtual circuit. A virtual circuit is a logical connection between two 
points in an internetwork from end to end, and can cover a large area of elements and 
multiple physical segments of a network. The two most common Layer 2 VPN technolo-
gies are Asynchronous Transfer Mode (ATM) and Frame Relay. ATM and Frame Relay 
network connection providers can give best site-to-site connectivity to a company by 
configuring a permanent virtual circuit (PVC) across a shared network infrastructure. 
They also offer great Quality of Service (QoS) characteristics, especially for delay-sen-
sitive services such as voice. [20] 
 
Layer 3 VPNs 
 
Communication between two peers is said to be Layer 3 VPN if the header information 
is for the layer 3 of the OSI reference model. Layer 3 VPNs could be either a point-to-
point WAN link connection to connect two sites such as GRE and IPsec, or could perform 
connection any-to-any connectivity to multiple sites such as MPLS VPNs. [20] 
 
IPsec VPNs is a major concern that should be dealt with if the VPN technology is imple-
mented to throughput a secure data communication between VPN peers. In this project 
IPsec VPN of the Layer 3 VPNs technology is implemented to connect two disparate 
sites and communicate securely over the public Internet. [20] 
 
3.3 Remote-access VPN 
 
A remote-access VPN provides access, resources or services, to a telecommuter or a 
remote user who is securely connected to the remote site or corporate network. They 
provide that functionality by running client software on the users or telecommuters to 
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create secure communication to the corporate VPN concentrator. Users or telecommut-
ers access the services or resources as if they were in the LAN of the corporate network. 
[9] 
 
In the early days, company users that need to have remote connectivity to access the 
company service were implementing dial-in networks and ISDN or Public Switched Tel-
ephone Network (PSTN) which is expensive. But by implementing a Virtual Private Net-
work to dial-up to ISP is cost-effective. [9] 
 
Remote-access VPNs can be either IPsec VPNs or SSL VPNs. A remote-access VPN 
provides transparent functionality to the end-user or telecommuter who is remotely ac-
cessing the corporate services or resources. A remote-access VPN could be a clientless 
VPN or client-based VPN. A Clientless VPN uses a web browsers based VPN to securely 
create a remote-access tunnel. The client-based VPN implements client software which 
needs to be installed in the host Operating System (OS) to create a remote-access tun-
nel. [9]            
 
Large business organizations with multiple IT departments may setup and deploy their 
own remote-access VPN to give service to their resources. The remote-access VPNs 
are beneficial for the telecommuters. But for organization with thousands of employees 
and with many branch offices, implementing a remote-access VPN is not a wise decision. 
However, in such organizations’ situation site-to-site VPNs are effective alternative solu-
tion. 
 
3.4 Site-to-site VPN 
 
A site-to-site VPN is a VPN implementation where companies may have two or more 
sites that need to securely connect and communicate with each other.  Site-to-site VPNs 
are primarily deployed to secure data between two remote sites in a corporate organiza-
tion, or between a corporate organization and an individual user who is a telecommuter. 
Site-to-site VPNs are more common practice on the WAN connection over the public 
network infrastructure that is the Internet than over the private LANs networks. However, 
nowadays many corporate organizations are hiding data information between multiple 
sites of the private LAN networks to protect data communication. A LAN to LAN VPNs 
also provide a cheaper connectivity cost and high availability over the dedicated leased 
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private links. They can provide network redundancy, if there is a failure in private net-
works. [9] 
 
4 Benefits of VPN Security 
 
4.1 Overview of Cryptography 
 
Cryptography is a study and process of message secrecy, so that only an intended peer 
can decipher the ciphered text. In the field of information technology cryptography pro-
vides access control and information confidentiality. In this project the basic components 
of cryptography, such as hashing algorithms, encryption, and management of keys which 
are used by VPN are discussed. [13] 
 
Ciphers 
 
A cipher is an algorithm with a set of predefined rules to perform an encryption algorithm 
or a decryption algorithm. Basically there are many methods of encryption algorithms 
available. [13] 
 
1. Substitution: This method of cipher is used by substituting one character for an-
other. To make it hard to guess the ciphered text, it is possible to shift the text 
by more than one letter of the character. In the VPN concentrator, if substitution 
mechanism were implemented, both remote peers must share the key so that 
they can understand and encrypt as well as decrypt the shared data. 
2. Polyalphabetic: This cipher mechanism is using multiple characters to switch 
between them implementing a trigger character in the ciphered data unlike to 
substitution using a single character.   
3. Transposition: This cipher method implements rearrangement of characters 
held in the position of plaintext to form cipher text. 
Keys 
 
A key is an instruction that directs how to build a crypto device to cipher text in a special 
way. For example, using a one-time pad (OTP) which is used only once, to cipher text a 
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32-bit data 32 bit key is needed. Each bit is calculated mathematically with its reciprocate 
bit from the data to result in encrypted data.  [13] 
 
Block and Stream Ciphers 
 
A cipher algorithm can encrypt a message in bits and bytes or on a block of messages 
at a time, based on the cipher methods. [13] 
 
Block Ciphers 
 
A block cipher algorithm is a symmetric algorithm key, in which the same secret key is 
used to cipher and decipher the data which operates in a block of bits. It takes a 64-bit 
block of plain text and produces a 64-bit of cipher text. Some of the examples of sym-
metrical block ciphers are discussed as follows: [13] 
 
 Blow fish 
 Digital Encryption Standard (DES) 
 International Data Encryption Algorithm (IDEA) 
 Advanced Encryption Standard (AES) 
 Triple Digital Encryption Standard (3DES) 
 
A block cipher is easy in software implementation. A block cipher algorithm is strong and 
a single error damages the whole block of data. [13] 
 
Stream Ciphers 
 
A stream cipher algorithm is a symmetric algorithm key, in which the same secret key is 
used to cipher and decipher the data. It operates using one bit at a time against the bits 
of the key stream to encrypt the data. This cipher method is less overhead than the block 
cipher because of the cipher stream does not need to the same to the block size. Stream 
ciphers are easier in mathematical analysis. Stream ciphers are not applicable for soft-
ware implementation and a single error damages only a single bit of data not the whole 
block of cipher data. [12] 
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Symmetric and Asymmetric Encryption 
 
An encryption algorithm or a cipher is a mathematical function that is engaged in the 
encryption and decryption data process. Generally, in the encryption algorithm there are 
two mathematical functions, one to encrypt data and one to decrypt the data. [13] 
 
Symmetric Encryption Algorithm 
 
Symmetric encryption algorithms are a class of algorithms, in which they perform en-
cryption and decryption process with the same shared secret key. When two network 
devices are connected through a VPN, both network peers need the same secret key to 
be shared to successfully communicate using a symmetric key algorithm. Therefore, the 
sender and receiver should have the exact same shared secrete to establish a commu-
nication. It is a traditional way of making cryptography. The average key length of the 
symmetric encryption algorithm is between 40 to 256 bits. The more the key length is the 
tougher the algorithm will be. [13] 
 
Nowadays, VPNs use a symmetric encryption algorithm to protect the data. The reason 
to implement a symmetric algorithm to protect network traffic is because it is faster to 
implement and less CPU overhead than with the asymmetric encryption algorithm. [12] 
 
 
 
Figure 11. Symmetric-key cryptography scheme. Reprinted from Symmetric Key Encryption 
(2014) [17]. 
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Figure 11 illustrates a simple example of how the symmetric encryption algorithm takes 
place. Alice and Bob share the same secret key so that Alice can decrypt Bob’s en-
crypted message. Common examples of the symmetric encryption algorithms are de-
scribed as follows: [13] 
 
 DES 
 3DES 
 AES 
 IDEA 
 Blowfish 
 The RC series 
 
Asymmetric Encryption Algorithm 
 
Asymmetric encryption algorithms or public-key algorithms are a class of algorithms that 
involves two different key which function as mathematically together as a key pair: one 
is secret (or private) and one is public. Asymmetric algorithms are used sparingly be-
cause they consume high a CPU over head when implementing key pairs to encrypt and 
decrypt huge data. [13] 
 
In a VPN termination asymmetric encryption algorithms are implemented to authenticate 
a VPN partner or generate a keying material that could be used by the symmetric en-
cryption algorithm.    
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Figure 12. Asymmetric key encryption scheme. Reprinted from Public Key Encryption (2006) [18] 
 
Figure 12 shows that an asymmetric key encryption algorithm implements key pairs, one 
private key and one public key. The public key is available to anyone who wants to use 
it publicly but the private key is only stored in the device that have private-public key. 
Some of the examples of asymmetric algorithms are described as follows: [12] 
 
 Rivest-Shamir-Adleman (RSA) 
 Diffie-Hellman 
 Digital Signature Algorithm 
 ElGamal 
 XTR  
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Diffie-Hellman (DH) 
 
The main aim of the DH , which is a key management algorithm, is making sure that 
each pair produces the same secret number after the exchange of some value in clear 
text format. The produced secret key number could then be used as the symmetric key 
algorithm. 
 
 
Figure 13. Diffie–Hellman Key Exchange Scheme. Reprinted from Diffie–Hellman (2006) [19] 
 
Figure 13 shows the DH exchange keys in which each peer generates a public-private 
key and shipped the public key publicly. After receiving an authenticated message of 
each peer to their public keys, both Alice and Bob can start to compute mathematically 
the shared secrete key. This shared secrete key can be implanted in a symmetric en-
cryption algorithm. 
 
In VPN concentrators the DH algorithms are frequently used to automate key exchange 
used in symmetric key algorithm. For example, the Internet Key Exchange (IKE) protocol 
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in the IPsec VPN uses the DH algorithm method to perform a secure and reliable envi-
ronment for key exchange over unsecure network communication. [13] 
 
Hashes 
 
Hashes are used for making verification of data integrity, which means making sure that 
the data has not been tapered. The hashing function is a mathematical process that 
takes a chunk of data and creates a small-size hash value. This method is a one way 
function, which means that if two computing devices that are capable of running a hashed 
algorithm take the same data and run the same hash function, the result of the hashed 
value is the same. If the result is different it means that the data has been modified or 
misused. Some of the most popular hashing algorithms are described as follows: [13] 
 
 Message Digest 5 (MD5) 
 Secure Hash Algorithm 1 (SHA-1) 
 Secure Hash Algorithm 2 (SHA-2) 
 
Hashed Message Authentication Code (HMAC) 
 
Hashed Message Authentication Code (HMAC) is similar to hashes but it adds some 
features which makes it better than a hashing algorithm. HMAC implements the method 
of hashing and includes in the mathematical formula calculation some additional secrete 
keys so that only the other peer who knows the secrete key is able to calculate and verify 
the hashed message. 
 
4.2 Confidentiality 
 
Confidentiality is the protection of information exchange between two peers. It means 
that only authorized peers or system can access sensitive or classified information. Any 
message sent over the Internet the actual message packet can be seen by anyone who 
is eavesdropping the communication but not the content of the packet which is cipher 
text. It is meaning less to the eavesdropper unless it is decrypted which is impossible if 
the secret key is known. [12] 
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Figure 14. Confidentiality Encryption Process 
 
As figure 14 illustrates, a message m is sent to the encryption box to be encrypted with 
some key K1 to give the result of encryption to cipher text c. The cipher text is sent to 
the other peer so that the peer can put it into the decryption box with his own key K2 to 
get the result message m which is the original message. The eavesdropper could easily 
get the cipher text but it is impossible to decrypt it unless the eaves have the secret key 
K1.If K1 is equivalent to K2, then the algorithm is a symmetric encryption algorithm which 
is a shared secret key. If K1 is not equal to K2, the encryption algorithm is an asymmetric 
algorithm. 
   
4.3 Data Integrity 
 
 A VPN data transmission goes through the public network and anyone eavesdropping 
the communication can intercept and modify the data. To mitigate this problem, it is im-
portant to consider the data integrity algorithm. This encryption algorithm adds a hash to 
the payload so that to verify the integrity of the original payload. If the transmitted hash 
matches the received hash, then the data is safe and has not been intercepted. But, if 
there is no match, then it has been intercepted and modified. Data integrity is verifying 
the content of the message whether it is misused or tampered during the communication 
between two peers. Data integrity is making sure that the communication is accurate 
between both ends. [12] 
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Let us see an example of how to verify data integrity when one downloads a file from a 
website or server and saves it on his/her computer. For example, an error can happen 
while downloading a file or there could be some part of the file lost. To check the integrity 
of the downloaded file from the server or a website, one can crosscheck the message 
digest algorithm 5 (MD5) value from the server against the generated value on the local 
computer. For instance if one run the download file on his/her own Operating System 
(OS) and the value generated should be the same with the value on the server. This 
proves that the file is not misused or lost up on the download journey. [12] 
 
The most common data integrity hashing algorithms are described as follows. 
 
 HMAC 
 MD-5 
 
4.4 Authentication 
 
Authentication proves that the communication is set up with the correct VPN peer. Some 
of the authentication types are: [13] 
 
 Username and password 
 One-time password 
 Biometric 
 Preshared keys (PSK) 
 Digital certificates 
 
4.5 Anti-reply Protection 
 
Anti-reply protection checks that each packet is unique and is not replayed. A reply attack 
is a form of network attack in which a valid VPN traffic is maliciously repeated or delayed. 
For example, an unwanted user might capture a VPN traffic with the intent to maliciously 
reply the packet and fake one of the VPN peers that he/she is a legitimate peer. To 
mitigate such problems, VPNs implement anti-rely protection mechanism. [12] 
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5 Internet Protocol Security (IPsec) 
 
5.1 IP Security Overview 
 
Ensuring that a communication is secure and destined safe and sound when it crosses 
the public network, which is unsecure, is corporations’ and users’ aim. These types of 
features can be made by implementing IPsec VPN technologies. When implementing an 
IPsec VPN between corporate networks or users to a corporate network, the data trans-
ferred over the network is secure in a way that no-one has seen it and no-one altered its 
content. 
 
IP security is a protocol of suite that is geared around security of data communication. 
IPsec consists of pieces for authentication, data integrity, confidentiality, and anti-reply 
attack prevention. IPsec implements data integrity checking to prove that the data was 
not misused. It also implements an encryption mechanism in such a way that to prove 
no-one has eavesdropped at the data. When two sites use a VPN connection, IPsec 
VPN, each site is authenticated to determine whether each side fulfils the security pa-
rameters.  [25]    
 
5.2 IPsec Framework 
 
IPsec is an Internet Engineering Task Force (IETF) standard that works at layer 3 of the 
OSI reference model, protecting and authenticating IP packets between VPN peers. It is 
defined in RFCs 2401 to 2412. IPsec framework is an open standard protocol suit which 
allows to be defined as the technology advances to newer and better algorithms without 
reinforcing the existing IPsec standard. IPsec provides data confidentiality, data integrity, 
data authentication, and anti-replay protection between participating VPN peers at the 
IP layer. IPsec secures a path between a pair of firewall gateways or between a firewall 
gateway and a node. The main purpose to implement IPsec in VPN communication 
peers is to get confidentiality to the transmission. Confidentiality is achieved by encrypt-
ing the sensitive payload. [25] 
 
The goal of the IPsec is to provide the following services: 
 
 Confidentiality  
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 Integrity 
 Authentication of the VPN peers 
 Anti-replay protection 
 
 
Figure 15. IPsec Framework Components 
 
Figure 15 illustrates the IPsec framework components. When implementing IPsec VPN 
to firewalls to give security services, the IPsec framework components will be a guideline 
for selecting components that suite the scenario. The IPsec protocol selection could be 
Authentication Header (AH), Encapsulating Security Payload (ESP), ESP plus AH, or 
AH. The encryption algorithm choice could also be DES, 3DES, or AES. 
The authentication algorithm to provide data integrity could be MD5 or SHA. [25] 
 
5.3 IPsec Protocol 
 
IPsec is a collection of protocols that provide encryption, authentication and key man-
agement system for ensuring the VPN peers privacy, authenticity and integrity of data 
as the information crosses the unsecure network. IKE and IPsec are the two building 
blocks for the formation of the IPsec tunnel. IKE is responsible for determining identities 
and secrets. The IPsec tunnel is used to transport data securely via a tunnel. As shown 
in figure 15 above, there are two IPsec framework protocols AH and ESP. [12] 
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Authentication Header (AH) 
 
 AH, which is IP protocol 51, is defined in rfc4302. It is implemented in VPN communica-
tion, when confidentiality is not a major concern. In VPN communication peers AH pro-
vides the IP packets with data integrity and authentication services. It is a mechanism of 
verifying whether the data in transit is misused or not. It does not offer an encryption 
mechanism, but all the packets are transported in clear text which is not secure. AH 
provides the following services: [26] 
 
 Authentication 
 Data origin integrity  
 Anti-reply protection 
 
Encapsulating Security Payload (ESP) 
 
ESP, which is protocol 50, is defined in rfc4303. It is implemented in a VPN communica-
tion, when confidentiality is a major concern. In VPN communication peers AH provides 
the IP packets with data integrity, confidentiality and authentication services. It offers 
encryption service by performing encrypting on the IP payload. Encrypting the IP packet 
using ESP, hides the data content, source and destination IP addresses. It performs 
authentication for both ESP header and inner IP packet. ESP provides the following ser-
vices: [27] 
 
 Encryption 
 Authentication 
 Data origin integrity 
 Anti-reply protection 
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Figure 16. IPsec Security Protocols. 
 
Figure 16 illustrates the IPsec security protocols AH and ESP in a VPN gateway peers. 
In AH the data is sent in clear text format which is unsecure and in the case of the ESP 
the data is sent encrypted which is secure communication. 
 
IPsec Modes of Operation 
 
IPsec security protocols, AH and ESP, can be carried out in two different modes of op-
eration. [12] 
 Transport mode  
 Tunnel mode 
 
In this project the ESP protocol with the tunnel mode is implemented, since the goal of 
this project is to perform an encryption to the data and transport it through the tunnel to 
a remote authenticated peer.   
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Figure 17. ESP with Tunnel Mode and Transport Mode. 
 
Figure 17 shows the IPsec security protocol, ESP in tunnel and transport mode. 
 
Transport Mode 
 
The transport mode gives protection in the OSI layer stack from the transport layer and 
above. It performs protection to the data payload but it does not protect the original IP 
address. The original IP is used to transport the data through the Internet. The ESP 
transport mode is not with the Network Address Translation (NAT), since communication 
is end-to-end or between hosts. [13]    
 
Tunnel Mode 
 
The tunnel mode gives protection to data and the source IP packet. This original IP 
packet is encrypted and it is also encapsulated with a new IP packet.  In this project the 
ESP tunnel mode is implemented between ASA 5505 and SRX240 firewalls.    
 
5.4 Internet Key Exchange (IKE) Protocol 
 
IPsec implements confidentiality in a VPN communication that performs frequent gener-
ation of new encryption keys. The IKE protocol is used in VPN solution to authenticate a 
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remote peer and to generate keys. IKE negotiate a security association (SA), which is a 
rule of engagement between two VPN peers in an IPsec communication and holds all 
the needed fields to perform successful communication. IPsec listens to IKE request on 
the UDP port 500. IKE protocol provides the following functions: [28] 
 
 Negotiation of SA parameters 
 Key generation 
 Key refresh 
 Manageable manual configuration 
 
There are two versions of IKE protocol, IKEv1 and IKEv2. This project implements IKEv1. 
 
IKEv1 Modes 
 
The IKE protocol implements three modes of operation to perform secure communication 
between a VPN peers. The IKE modes of operations are described as follows. [28] 
 
 Main mode 
 Aggressive mode 
 Quick mode 
 
IKEv1 phases 
 
IKE protocol executes two phases to establish a VPN peers. [12] 
 
1. IKE phase 1: In this phase the two VPN peers execute the initial negotiation of 
SAs. The SA formed is bidirectional which means that the same encryption key 
is used to send and receive data. Some of the cryptographic parameters negoti-
ated in this phase are hashing mechanism, transform set, DH, authentication 
method, and lifetime. 
2. IKE phase 2:  This is the actual tunnel used to protect user data. This phase is 
unidirectional which means that a separate key is needed to send and receive 
data. This phase establishes the IPsec SAs.     
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IPsec Site-to-site VPN 
 
IPsec VPN site-to-site implements five important steps to establish negotiation. [13] 
 
1. An IPsec tunnel is formed when an interesting traffic from the local host is sent 
to the remote VPN local host. An interesting traffic travels between IPsec peers 
that match the crypto ACL. 
2. IKE phase 1 
3. IKE phase 2 
4. IPsec tunnel formation 
5. IPsec tunnel teardown 
 
6 VPN Gateway Products 
 
6.1 Cisco Adaptive Security Appliance (ASA) Firewall  
 
The Cisco Adaptive Security Appliance (ASA) series are in different shapes and sizes. 
However they give the same functionality as a firewall gateway. The ASA is an advanced 
gateway security device that provides a stateful packet filtering service, VPN cluster ca-
pability in one device, and for other models Intrusion Prevention System (IPS) function-
alities. The ASA provides many advanced capabilities, such as virtualized firewalls, clus-
tering, a data-link layer firewall, network layer firewall, IPsec VPN, Secure Sockets Layer 
(SSL) VPN, and clientless Secure Sockets Layer (SSL) VPN support. Basically, larger 
model numbers have larger capacity for throughput. Some of the various ASA models 
are ASA 5505, 5510, 5520, 5540, and 5550. [12] 
 
Cisco ASA 5505 provides a variety of security technologies and can be effectively used 
as a firewall using different deployment mechanisms. In this project an ASA 5505 is im-
plemented to create a gateway or a firewall and prevent internal networks from external 
attacks. At the same time internal users are allowed to access the public internet. The 
Cisco ASA security appliance is feature rich set of hardware and software applications, 
which help to upgrade its functionality beside the stateful packet filtering functionality and 
packet control mechanisms. [12] 
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Figure 18.  State Table Created for All Inspected Traffic 
 
Figure 18 simplifies that the ASA keep information in a state table. The stateful packet 
filtering algorithm produces randomly TCP sequence numbers, port numbers, and TCP 
flags. It controls return packets to verify that they are valid and listed in the statefu ses-
sion table. 
 
ASA 5500 series provide network services. Some of the services offered are described 
as follows: [12] 
 
 NAT services 
 DHCP services 
 IP routing services 
 VPN services 
 
In this project the Cisco ASA 5505 is implemented. The Cisco ASA 5505 can be used 
for small offices, home offices, and enterprise teleworkers. It has an 8 port built-in layer 
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2 switch and can be configured to Virtual LAN (VLAN). The VLAN interface are needed 
for layer 3 connectivity. 
 
Cisco ASA 5505 console management can be done either by Command Line Interface 
(CLI) or Graphical User Interface (GUI). The Cisco Adaptive Security Device Manager 
(ASDM) is the GUI management for Cisco ASA. ASDM is a web browser that runs Hyper 
Text Transfer Protocol (HTTP) or HTTP over SSL (HTTPS). 
 
 
Figure 19. The ASA 5505 GUI Application 
 
Figure 19 shows the GUI ASA 5505. The GUI is a management tool that is used to setup, 
configure, monitor, and troubleshoot the Cisco ASA. This project is using CLI mode to 
manage the Cisco ASA family.   
 
6.2 Juniper SRX Firewall 
 
The Juniper SRX series service gateway offers many services like the Cisco ASA 5500 
series does. Some of the services are described as follows: [16] 
 
 Routing 
 Switching 
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 Security 
 VPN service 
 
This project is implementing the SRX240 service gateway. The SRX240 has 16 Gigabit 
Ethernet ports and also ports can be offer layer 2 switching capability. 
 
Juniper SRX240 console management can be done either by Command Line Interface 
(CLI) or Graphical User Interface (GUI). The J-Web is the GUI management for Cisco 
ASA. J-Web is a web browser that runs Hyper Text Transfer Protocol (HTTP) or HTTP 
over SSL (HTTPS). 
 
 
 
Figure 20. The SRX240 GUI Application 
 
Figure 20 shows the GUI SRX240. The GUI is a management tool that is used to setup, 
configure, monitor, and troubleshoot the Juniper SRX series. This project is using CLI 
mode to manage the SRX240. 
 
7 Research Project and Project Implementation 
 
7.1 Requirements 
 
Corporations in the business world may demand continuous expansion on their business 
activity as the company keeps growing by adding more offices. These offices could be 
remote offices which are in disparate locations. The remote offices need to connect to 
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their central corporate network so that to have network connectivity for data transfer and 
access services or resources. Network administrators need to connect all remote offices 
to the central corporate offices providing a secure communication channel by implement-
ing different security policies. 
 
This thesis project describes the necessary steps to configure a site-to-site VPN between 
Cisco ASA 5505 and Juniper SRX240 firewalls.  
 
The project requires the following resources: 
  
 4 switches  
 3PCs 
 1 ASA 5505 (OS version 9.0(3) and Base license) 
 1 SRX240 ( JUNOS Software Release [12.1R1.9] ) 
 WireShark sniffing tool ( Version 1.12.4) 
 Ethernet cable 
 Console cable for managing network devices 
 
7.2 Network Topology Design and Implementation 
 
The network topology design used for this thesis project looks like one in figure 21 below. 
 
  
Figure 21. Topology Diagram 
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Figure 21 illustrates the simulation lab used for this project. There are three computers, 
one ASA 5505, and one SRX240. The switches in the topology diagram are not config-
ured but they are used for connecting and extension purposes.  
 
Two remote sites are connected via IPsec VPN. One site is implementing a Cisco ASA 
5505 IP address of 100.100.100.1 facing the Internet, and a private subnet of 
10.10.10.0/24 is connected behind the firewall. The second site is implementing Juniper 
SRX240 with an IP address of 200.200.200.1 facing the Internet and the private subnet 
of 20.20.20.0/24 is connected behind the firewall.     
 
The ASA 5505 and the SRX 240 are the firewall gateways and they are connected using 
a site-to-site IPsec VPN through the unsecure network to provide secure tunnel connec-
tivity to their LANs. Site-to-site or LAN-to-LAN IPsec VPN connects two disparate LAN 
locations over the Internet. The LANs of each side are using private IP addressing 
scheme as shown in the topology above figure 21. This project is implementing an IPsec 
VPN tunnel between the ASA 5505 and SRX240, to establish secure tunnel and forward 
the private LANs, which are behind the firewalls, inside this tunnel.   
 
7.3 IP Addressing Scheme 
 
The IP addressing format used in this project is IPv4.  An IPv4 is a network address and 
it is a unique 32-bit number used to identify network devices in an internetwork. IPv4 has 
two parts, one is the host part and the second is the network part. The host part is used 
to identify specific devices in an internetwork and the network part is used to identify the 
networks or subnets the devices reside. 
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Table 2. IP Addressing Table 
 
Device Interface IP Address Subnet Mask Default Gateway 
ASA 5505 VLAN 1 (E0/1) 10.10.10.254 255.255.255.0 N/A 
ASA 5505 VLAN 2 (E0/0) 100.100.100.1 255.255.255.0 N/A 
SRX240 INSIDE (G0/0/1) 20.20.20.0 255.255.255.0 N/A 
SRX240  OUTSIDE (G0/0/2) 200.200.200.1 255.255.255.0 N/A 
PC1 NIC 10.10.10.10 255.255.255.0 10.10.10.254 
PC2 NIC 20.20.20.20 255.255.255.0 20.20.20.1 
Test PC NIC 100.100.100.100 255.255.255.0 100.100.100.2 
 
Table 2 shows the IP addressing interface summary of each device in the topology. 
 
Configuring a basic device setting for each device such as host name and interface IP 
addresses as shown in the topology above. The configuration for ASA 5505 and SRX 
240 is given blow: 
 
hostname ASA-5505 
! 
interface Vlan1 
 nameif inside 
 security-level 100 
 ip address 10.10.10.254 255.255.255.0 
! 
interface Vlan2 
 nameif outside 
 security-level 0 
 ip address 100.100.100.1 255.255.255.0 
! 
 
Listing 3. Basic ASA 5505 configuration 
 
Listing 3 illustrates that the IP address 10.10.10.254/24 is assigned to VLAN 1 in the 
inside network with high a security level and VLAN2 with the IP address of 
100.100.100.1/24 on the outside network facing the Internet with a low security level.   
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system { 
    host-name SRX240; 
} 
 
interfaces { 
    ge-0/0/1 { 
        unit 0 { 
            family inet { 
                address 20.20.20.1/24; 
            } 
        } 
    } 
    ge-0/0/2 { 
        unit 0 { 
            family inet { 
                address 200.200.200.1/24; 
            } 
        } 
    } 
    st0 { 
        unit 0 { 
            family inet; 
        } 
    } 
} 
 
Listing 4. Basic SRX240 Configuration 
 
As listing 4 illustrates, the IP address 20.20.20.1/24 is configured to the inside network 
and the IP address 200.200.200.1/24, which is facing the Internet, is configured to the 
outside network. 
 
7.4 IPsec Site-to-site VPN Configurations 
 
7.4.1 ASA 5505 IPsec VPN Configuration 
 
This project is implementing the IKEv1 site-to-site IPsec VPN. In order to configure IPsec 
VPN site-to-site there are five sequence steps to be accomplished. 
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Step 1: Configuring Interesting Traffic 
 
An interesting traffic is the traffic that is going to use the IPsec tunnel or the traffic that is 
going to be encrypted or protected. In ASA 5505 encrypting interesting traffic is accom-
plished using the access list or Crypto ACL.  Traffic from the private network of the ASA 
5505 which is 10.10.10.0/24 is needed to be encrypted. The ACL has been configured 
as follows: 
  
access-list LOCAL-TO-REMOTE extended permit ip 10.10.10.0 255.255.255.0 
20.20.20.0 255.255.255.0 
 
According to the above configuration, the Crypto ACL needs to identify only the outbound 
traffic. The permit statement stands for the specific traffic which must be encrypted. 
 
Network Address Translation (NAT) Configuration 
 
It is important to notice when configuring NAT on the firewall for normal Internet access 
to exclude the traffic that need to be encrypted from NAT. This is because IPsec does 
not work with NAT. First network object should be created to configure NAT as shown 
below: 
 
object network srx240host 
 subnet 20.20.20.0 255.255.255.0 
object network asainsidenetwork 
 subnet 10.10.10.0 255.255.255.0 
 
nat (outside,inside) source static srx240host srx240host destination static 
asainsidenetwork asainsidenetwork 
nat (inside,outside) source static asainsidenetwork asainsidenetwork destination 
static srx240host srx240host 
nat (inside,outside) dynamic interface 
 
Listing 5. Configuring NAT 
 
As listing 5 shows, a network object asainsidenetwork is used to translate network be-
hind ASA 5505 10.10.10.0/24 to the global address of the outside ASA 5505 interface. 
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Step 2: Configuring IKEv1 Phase 1 
 
IKEv1 phase 1 of the IPsec VPN configuration is used to establish a secure communi-
cation channel for both VPN peers and data transmission. In phase 1 process, they ne-
gotiate the cryptography parameters such as encryption algorithm and shared secret key 
for authentication of the remote VPN partner.  In this phase the configured parameters 
are as follows:    
 Hashing: SHA 
 Authentication: Pre-shared Key (PSK) 
 DH group: 5 
 Lifetime: 86400 seconds 
 Encryption: AES 
 
The IKEv1 phase1 has been configured as follows: 
 
crypto ikev1 policy 100 
 authentication pre-share 
 encryption aes 
 hash sha 
 group 5 
 lifetime 86400 
 
The next configuration is about the pre-shared key and type of the VPN. These are con-
figured as follows: 
 
tunnel-group 200.200.200.1 type ipsec-l2l 
tunnel-group 200.200.200.1 ipsec-attributes 
 ikev1 pre-shared-key anytextstrongkey 
 
Step 3: Configuring IKEv1 Phase2 (IPsec) 
 
In IKEv1 phase 1 a secure channel has been established and the next step is to set up 
the VPN to negotiate the IPsec security parameters which is the rule of engagement for 
the peers to set the VPN. It will be used to secure data and messages inside the tunnel. 
Important tasks that are performed in phase 2 are: 
 Negotiate IPsec security parameters and IPsec transform sets 
 Forming of IPsec Security Associations(SAs) 
 Periodic check-up of the IPsec SAs if the connection is up and secure 
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The next configuration is about IKEv1 phase 2 or IPsec configuration on the ASA 5505 
as follows: 
 
crypto ipsec ikev1 transform-set CISCO esp-aes esp-sha-hmac 
crypto ipsec security-association pmtu-aging infinite 
crypto map outside_map 100 match address LOCAL-TO-REMOTE 
crypto map outside_map 100 set peer 200.200.200.1 
crypto map outside_map 100 set ikev1 transform-set CISCO 
crypto map outside_map 100 set security-association lifetime seconds 2 
crypto map outside_map interface outside   
 
Step 4: Verification for Encryption Payload 
 
The above three steps concluded the configuration for ASA 5505 configuration part in a 
site-to-site IPsec VPN. Now let us verify that every communication is secure and the data 
transfer is working as it should be and the firewall is working according to the configura-
tion. The commands    show crypto isakmp sa and show crypto ipsec sa shows that 
the tunnel is up, established and the communication is encrypted as well as bidirectional. 
The outputs of the two commands are shown in listing 6: 
 
ASA-5505# show crypto isakmp sa 
 
IKEv1 SAs: 
 
   Active SA: 1 
    Rekey SA: 0 (A tunnel will report 1 Active and 1 Rekey SA during rekey) 
Total IKE SA: 1 
 
1   IKE Peer: 200.200.200.1 
    Type    : L2L             Role    : initiator 
    Rekey   : no              State   : MM_ACTIVE 
 
Listing 6. Output of Tunnel Formation 
 
As listing 6 shows, the SA is established and the tunnel is up and running. In the output 
listing the State   : MM_ACTIVE means that the tunnel is formed and it is fine. 
 
ASA-5505# show crypto ipsec sa 
interface: outside 
    Crypto map tag: outside_map, seq num: 100, local addr: 100.100.100.1 
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      access-list LOCAL-TO-REMOTE extended permit ip 10.10.10.0 255.255.255.0 
20.20.20.0 255.255.255.0 
      local ident (addr/mask/prot/port): (10.10.10.0/255.255.255.0/0/0) 
      remote ident (addr/mask/prot/port): (20.20.20.0/255.255.255.0/0/0) 
      current_peer: 200.200.200.1 
 
      #pkts encaps: 19, #pkts encrypt: 19, #pkts digest: 19 
      #pkts decaps: 19, #pkts decrypt: 19, #pkts verify: 19 
      #pkts compressed: 0, #pkts decompressed: 0 
      #pkts not compressed: 19, #pkts comp failed: 0, #pkts decomp failed: 0 
      #pre-frag successes: 0, #pre-frag failures: 0, #fragments created: 0 
      #PMTUs sent: 0, #PMTUs rcvd: 0, #decapsulated frgs needing reassembly: 0 
      #TFC rcvd: 0, #TFC sent: 0 
      #Valid ICMP Errors rcvd: 0, #Invalid ICMP Errors rcvd: 0 
      #send errors: 0, #recv errors: 0 
 
      local crypto endpt.: 100.100.100.1/0, remote crypto endpt.: 
200.200.200.1/0 
 
Listing 7. Data Bi-directional Encryption 
 
As listing 7 shows, the data is sent securely and is encrypted and decrypted by the ASA 
5505 firewall successfully. The output listing of #pkts encrypt: 19 and #pkts decrypt: 
19 shows that data encryption mechanism was bidirectional. 
 
7.4.2 SRX240 IPsec VPN  
 
The IPsec VPN configuration allows users on the local subnet of the SRX240  to com-
municate securely with users on the remote local subnet of the ASA 5505 and vice versa.  
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Table 3. The SRX240 Interfaces, Static Routes, and Security Zone Parameters 
 
Feature Name Configuration Elements 
Interfaces ge-0/0/2 200.200.200.1/24 
ge-0/0/1 20.20.20.1/24 
st0.0(tunnel)  
Static routes 0.0.0.0/0 The next-hop is 200.200.200.2 
10.10.10.0/24 The next-hop is st0.0 
Security zones trust all system-services allowed 
Interface ge-0/0/1.0 resides to 
this zone  
untrust ping and ike is allowed services 
 Interface ge-0/0/2.0 is found in 
this zone 
vpn Tunnel Interface(st0.0) is bound 
to this zone  
 
Table 3 shows the srx240 configuration parameters such as the configured interfaces, 
static routes, and the security zones. 
 
Step 1: IKEv1 Phase 1 Configuration  
 
The SRX240 IKEv1 phase 1 configuration parameters have three features such as pro-
posal, policy, and gateway.  
 
The command line configuration of these three parameters on the SRX240 is as follows: 
  proposal IKE_proposal_1 { 
    authentication-method pre-shared-keys; 
    dh-group group5; 
    authentication-algorithm sha1; 
    encryption-algorithm aes-128-cbc; 
} 
policy ike-policy-1 { 
    mode main; 
    proposals IKE_proposal_1; 
    pre-shared-key ascii-text "$9$jBkmT69pRhrz3hrev7Nik."; ## SECRET-DATA 
} 
gateway ASA { 
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    ike-policy ike-policy-1; 
    address 100.100.100.1; 
    dead-peer-detection { 
        always-send; 
        interval 60; 
        threshold 5; 
    } 
    local-identity inet 200.200.200.1; 
    external-interface ge-0/0/2.0; 
    general-ikeid; 
} 
 
Listing 8. Policy, Proposal, and Gateway configuration. 
 
Listing 8 shows the policy, proposal, and gateway configuration of the SRX240 firewall.  
 
Step 2: IKEv1 Phase 2  
 
The IKEv1 phase 2 is also called the IPsec phase and it has three features such as 
policy, proposal, and VPN. The command line configuration of these three parameters 
on the SRX240 is as follows: 
proposal ipsec_proposal_1 { 
    protocol esp; 
    authentication-algorithm hmac-sha1-96; 
    encryption-algorithm aes-128-cbc; 
    lifetime-seconds 3600; 
} 
policy ipsec_policy_1 { 
    proposals ipsec_proposal_1; 
} 
vpn ASA { 
    bind-interface st0.0; 
    ike { 
        gateway ASA; 
        proxy-identity { 
            local 20.20.20.0/24; 
            remote 10.10.10.0/24; 
            service any; 
        } 
        ipsec-policy ipsec_policy_1; 
    } 
} 
Listing 9. Policy, Proposal, and VPN  
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Listing 9 shows the policy, proposal, and VPN configuration of the SRX240 firewall.  
 
Step 3: Configuring Policy Configuration 
 
The SRx240 security zone policy configuration. 
  
 from-zone trust to-zone vpn { 
    policy trust_to_vpn_policy { 
        match { 
            source-address INSIDE; 
            destination-address ASA; 
            application any; 
        } 
        then { 
            permit; 
        } 
    } 
} 
from-zone vpn to-zone trust { 
    policy vpn_to_trust_policy { 
        match { 
            source-address ASA; 
            destination-address INSIDE; 
            application any; 
        } 
        then { 
            permit; 
             
        } 
    } 
} 
 
Listing 10. Security Zone Policy Configuration 
 
Listing 10 shows the security zone policy configuration of the SRX240 firewall.  
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Step 4: Verification for Encrypted Payload 
 
The commands    show security ike sa and show security ipsec sa shows that the 
tunnel is up, established and the communication is encrypted as well as bidirectional. 
The output of the two commands are shown as the following listings: 
 
 
admin@SRX240> show security ike sa 
Index   State  Initiator cookie  Responder cookie  Mode           Remote Address 
8128168 UP     f91baf5e85661b52  82d0470ec4411777  Main           100.100.100.1 
 
admin@SRX240> show security ipsec sa 
  Total active tunnels: 1 
  ID    Algorithm       SPI      Life:sec/kb  Mon vsys Port  Gateway 
  <131073 ESP:aes-128/sha1 69b7a61 3439/  4608000 - root 500  100.100.100.1 
  >131073 ESP:aes-128/sha1 86668602 3439/  4608000 - root 500 100.100.100.1 
 
As shown in the above output command, we can see that there is one IPsec SA pair and 
port 500 is used, which means that re is no NAT traversal implemented. Also, we can 
see the security parameter indexes (SPIs) used for both directions, as well as the lifetime 
and data usage.  
 
7.5 Analysis 
 
As shown in the figure 21 above for site-to-site VPN, each VPN gateways are securing 
users on the 10.10.10.0/24 and 20.20.20.0/24 networks which are behind the firewalls. 
The two gateways become IPsec VPN peers form an IPsec tunnel to each other over 
the public network infrastructure that is the Internet. 
 
After connecting and configuring network devices, to check the end to end connectivity 
between the LANs of the gateways, I used “ping” to verify network reachability between 
hosts behind the firewall. 
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Figure 22. End-to-end Connectivity  
 
Figure 22 shows successful end to end connectivity from both firewall end hosts.  
 
To check if the interesting traffic, which is data send from local host to the remote host, 
is using the tunnel for communication. 
 
I use WireShark to investigate the communication between the hosts behind the gate-
ways. As the “ping” message sent from hosts as shown the in figure 20 above, the “Test 
PC “ in the network topology show in fig 19 above is running WireShark to capture the 
communication. 
 
Figure 23 illustrates that the captured data sent from ASA 5505 host to SRX240 host. As 
the data send from the host behind ASA 5505, it will pass through the gateway and 
triggered the security association with the SRX240 VPN peer. IKE phase 1 is initiated 
and negotiate DH to run and they authenticate each other as shown in figure 23 below.   
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Figure 23. WireShark Screenshot for Host behind ASA 5505  
 
 
Figure 24. WireShark Screenshot for IKE Phase 1 
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Before IPsec is set up all the original IP, TCP and application header information and 
payload are I plain text, anyone who is sniffing the communication could easily manipu-
late the data. After IPsec is created, all the communication are using the protected tunnel 
and the payload is cipher text.  
 
 
Figure 25. WireShark Screenshot for IKE phase 2 
 
Figure 25 illustrates the IKE phase 2 which is the actual IPsec tunnel is formed and the 
payload is encrypted. IPsec Protocol ESP is used to encrypt the payload.   
 
 
 
58 
 
8 Discussion and Conclusion    
 
The main goal of this final year project was to test secure VPN interoperability between 
two different vendors’ gateways, Cisco ASA 5505 and Juniper SRX240 that are con-
nected using an IPsec site-to-site VPN network, so that the data can be transported back 
and forth securely over a non-secure public network infrastructure that is the Internet.  
As a result, the simulated lab network of the designed project implementation was 
successful. I achieved the main objectives of the project. 
 
While I was doing this final year thesis, I gained knowledge on the Cisco and Juniper 
firewall configurations and deploying IPsec site-to-site VPNs. It was also good oppor-
tunity to expose myself to the CLI and GUI management of both vendors. Form the tech-
nology point of view, I have learned about VPN technologies, Security mainly on encryp-
tion algorithms and IPsec to secure the VPN network.    
 
As the branch sites grows in size, a VPN authentication using Preshared Key (PSK) is 
not scalable and therefore it is a good choice to consider having a central certificate 
authority (CA) to authenticate VPN peers.   
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ASA 5505 Firewall Configuration 
 
ASA-5505# show running-config 
: Saved 
: 
ASA Version 9.0(3) 
! 
hostname ASA-5505 
domain-name asasrx.com 
enable password 9D8jmmmgkfNZLETh encrypted 
xlate per-session deny tcp any4 any4 
xlate per-session deny tcp any4 any6 
xlate per-session deny tcp any6 any4 
xlate per-session deny tcp any6 any6 
xlate per-session deny udp any4 any4 eq domain 
xlate per-session deny udp any4 any6 eq domain 
xlate per-session deny udp any6 any4 eq domain 
xlate per-session deny udp any6 any6 eq domain 
names 
! 
interface Ethernet0/0 
 switchport access vlan 2 
! 
interface Ethernet0/1 
! 
interface Ethernet0/2 
 shutdown 
! 
interface Ethernet0/3 
 shutdown 
! 
interface Ethernet0/4 
 shutdown 
! 
interface Ethernet0/5 
 shutdown 
! 
interface Ethernet0/6 
 shutdown 
! 
interface Ethernet0/7 
 shutdown 
! 
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interface Vlan1 
 nameif inside 
 security-level 100 
 ip address 10.10.10.254 255.255.255.0 
! 
interface Vlan2 
 nameif outside 
 security-level 0 
 ip address 100.100.100.1 255.255.255.0 
! 
ftp mode passive 
dns server-group DefaultDNS 
 domain-name asasrx.com 
object network srx240host 
 subnet 20.20.20.0 255.255.255.0 
object network asainsidenetwork 
 subnet 10.10.10.0 255.255.255.0 
access-list LOCAL-TO-REMOTE extended permit ip 10.10.10.0 255.255.255.0 
20.20.20.0 255.255.255.0 
pager lines 24 
logging console debugging 
mtu inside 1500 
mtu outside 1500 
icmp unreachable rate-limit 1 burst-size 1 
no asdm history enable 
arp timeout 14400 
no arp permit-nonconnected 
nat (outside,inside) source static srx240host srx240host destination static 
asainsidenetwork asainsidenetwork 
nat (inside,outside) source static asainsidenetwork asainsidenetwork destination 
static srx240host srx240host 
! 
object network asainsidenetwork 
 nat (inside,outside) dynamic interface 
route outside 0.0.0.0 0.0.0.0 100.100.100.2 1 
timeout xlate 3:00:00 
timeout pat-xlate 0:00:30 
timeout conn 1:00:00 half-closed 0:10:00 udp 0:02:00 icmp 0:00:02 
timeout sunrpc 0:10:00 h323 0:05:00 h225 1:00:00 mgcp 0:05:00 mgcp-pat 0:05:00 
timeout sip 0:30:00 sip_media 0:02:00 sip-invite 0:03:00 sip-disconnect 0:02:00 
timeout sip-provisional-media 0:02:00 uauth 0:05:00 absolute 
timeout tcp-proxy-reassembly 0:01:00 
timeout floating-conn 0:00:00 
dynamic-access-policy-record DfltAccessPolicy 
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user-identity default-domain LOCAL 
http server enable 
http 10.10.10.0 255.255.255.0 inside 
no snmp-server location 
no snmp-server contact 
snmp-server enable traps snmp authentication linkup linkdown coldstart warmstart 
crypto ipsec ikev1 transform-set CISCO esp-aes esp-sha-hmac 
crypto ipsec security-association pmtu-aging infinite 
crypto map outside_map 100 match address LOCAL-TO-REMOTE 
crypto map outside_map 100 set peer 200.200.200.1 
crypto map outside_map 100 set ikev1 transform-set CISCO 
crypto map outside_map 100 set security-association lifetime seconds 28800 
crypto map outside_map interface outside 
crypto ca trustpool policy 
crypto isakmp identity address 
no crypto isakmp nat-traversal 
crypto ikev1 enable outside 
crypto ikev1 policy 100 
 authentication pre-share 
 encryption aes 
 hash sha 
 group 5 
 lifetime 86400 
crypto ikev1 policy 65535 
 authentication pre-share 
 encryption 3des 
 hash sha 
 group 2 
 lifetime 86400 
telnet 10.10.10.0 255.255.255.0 inside 
telnet timeout 10 
ssh timeout 5 
console timeout 0 
 
threat-detection basic-threat 
threat-detection statistics access-list 
no threat-detection statistics tcp-intercept 
tunnel-group 200.200.200.1 type ipsec-l2l 
tunnel-group 200.200.200.1 ipsec-attributes 
 ikev1 pre-shared-key ***** 
! 
class-map inspection_default 
 match default-inspection-traffic 
! 
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! 
policy-map type inspect dns preset_dns_map 
 parameters 
  message-length maximum client auto 
  message-length maximum 512 
policy-map global_policy 
 class inspection_default 
  inspect dns preset_dns_map 
  inspect ftp 
  inspect h323 h225 
  inspect h323 ras 
  inspect ip-options 
  inspect netbios 
  inspect rsh 
  inspect rtsp 
  inspect skinny 
  inspect esmtp 
  inspect sqlnet 
  inspect sunrpc 
  inspect tftp 
  inspect sip 
  inspect xdmcp 
  inspect icmp 
! 
service-policy global_policy global 
prompt hostname context 
no call-home reporting anonymous 
call-home 
 profile CiscoTAC-1 
  no active 
  destination address http https://tools.cisco.com/its/service/oddce/ser-
vices/DDCEService 
  destination address email callhome@cisco.com 
  destination transport-method http 
  subscribe-to-alert-group diagnostic 
  subscribe-to-alert-group environment 
  subscribe-to-alert-group inventory periodic monthly 
  subscribe-to-alert-group configuration periodic monthly 
  subscribe-to-alert-group telemetry periodic daily 
Cryptochecksum:599f26f2fac7d40f564989c1876f2ad3 
: end 
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SRX 240 Firewall Configuration 
 
admin@SRX240# show | no-more 
## Last changed: 2015-04-01 00:04:55 EEST 
version 12.1R1.9; 
system { 
    host-name SRX240; 
    time-zone Europe/Helsinki; 
    root-authentication { 
        encrypted-password "$1$0.lzEXJk$eg9bk8L3uQt9QNpgXpL7A0"; ## SECRET-DATA 
    } 
    login { 
        user admin { 
            uid 2002; 
            class super-user; 
            authentication { 
                encrypted-password "$1$bBP9prRu$dIYIepmdT0hjzh4M6Cc6i/"; ## SE-
CRET-DATA 
            } 
        } 
    } 
    services { 
        ssh { 
            protocol-version v2; 
            connection-limit 3; 
        } 
    } 
    syslog { 
        user * { 
            any emergency; 
        } 
        file messages { 
            any notice; 
            authorization info; 
        } 
        file interactive-commands { 
            interactive-commands any; 
        } 
    } 
} 
interfaces { 
    ge-0/0/1 { 
        unit 0 { 
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            family inet { 
                address 20.20.20.1/24; 
            } 
        } 
    } 
    ge-0/0/2 { 
        unit 0 { 
            family inet { 
                address 200.200.200.1/24; 
            } 
        } 
    } 
    st0 { 
        unit 0 { 
            family inet; 
        } 
    } 
} 
routing-options { 
    static { 
        route 0.0.0.0/0 next-hop 200.200.200.2; 
        route 10.10.10.0/24 next-hop st0.0; 
    } 
} 
security { 
    ike { 
        traceoptions { 
            file ike.log size 5000000; 
            flag all; 
        } 
        proposal IKE_proposal_1 { 
            authentication-method pre-shared-keys; 
            dh-group group5; 
            authentication-algorithm sha1; 
            encryption-algorithm aes-128-cbc; 
        } 
        policy ike-policy-1 { 
            mode main; 
            proposals IKE_proposal_1; 
            pre-shared-key ascii-text "$9$jBkmT69pRhrz3hrev7Nik."; ## SECRET-
DATA 
        } 
        gateway ASA { 
            ike-policy ike-policy-1; 
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            address 100.100.100.1; 
            dead-peer-detection { 
                always-send; 
                interval 60; 
                threshold 5; 
            } 
            local-identity inet 200.200.200.1; 
            external-interface ge-0/0/2.0; 
            general-ikeid; 
        } 
    } 
    ipsec { 
        proposal ipsec_proposal_1 { 
            protocol esp; 
            authentication-algorithm hmac-sha1-96; 
            encryption-algorithm aes-128-cbc; 
            lifetime-seconds 3600; 
        } 
        policy ipsec_policy_1 { 
            proposals ipsec_proposal_1; 
        } 
        vpn ASA { 
            bind-interface st0.0; 
            ike { 
                gateway ASA; 
                proxy-identity { 
                    local 20.20.20.0/24; 
                    remote 10.10.10.0/24; 
                    service any; 
                } 
                ipsec-policy ipsec_policy_1; 
            } 
        } 
    } 
    policies { 
        from-zone trust to-zone vpn { 
            policy trust_to_vpn_policy { 
                match { 
                    source-address INSIDE; 
                    destination-address ASA; 
                    application any; 
                } 
                then { 
                    permit; 
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                    log { 
                        session-init; 
                        session-close; 
                    } 
                } 
            } 
        } 
        from-zone vpn to-zone trust { 
            policy vpn_to_trust_policy { 
                match { 
                    source-address ASA; 
                    destination-address INSIDE; 
                    application any; 
                } 
                then { 
                    permit; 
                    log { 
                        session-init; 
                        session-close; 
                    } 
                } 
            } 
        } 
    } 
    zones { 
        security-zone trust { 
            address-book { 
                address INSIDE 20.20.20.0/24; 
            } 
            host-inbound-traffic { 
                system-services { 
                    all; 
                } 
            } 
            interfaces { 
                ge-0/0/1.0; 
            } 
        } 
        security-zone vpn { 
            address-book { 
                address ASA 10.10.10.0/24; 
            } 
            interfaces { 
                st0.0; 
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            } 
        } 
        security-zone untrust { 
            address-book { 
                address OUTSIDE 200.200.200.0/24; 
            } 
            host-inbound-traffic { 
                system-services { 
                    ping; 
                    ike; 
                } 
            } 
            interfaces { 
                ge-0/0/2.0; 
            } 
        } 
    } 
} 
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Testing Listing 
 
ASA 5505 testing  
 
ASA-5505# show route 
Codes: C - connected, S - static, I - IGRP, R - RIP, M - mobile, B - BGP 
       D - EIGRP, EX - EIGRP external, O - OSPF, IA - OSPF inter area 
       N1 - OSPF NSSA external type 1, N2 - OSPF NSSA external type 2 
       E1 - OSPF external type 1, E2 - OSPF external type 2, E - EGP 
       i - IS-IS, L1 - IS-IS level-1, L2 - IS-IS level-2, ia - IS-IS inter area 
       * - candidate default, U - per-user static route, o - ODR 
       P - periodic downloaded static route 
 
Gateway of last resort is 100.100.100.2 to network 0.0.0.0 
 
C    100.100.100.0 255.255.255.0 is directly connected, outside 
C    10.10.10.0 255.255.255.0 is directly connected, inside 
S*   0.0.0.0 0.0.0.0 [1/0] via 100.100.100.2, outside 
 
 
ASA-5505# show running-config object 
object network srx240host 
 subnet 20.20.20.0 255.255.255.0 
object network asainsidenetwork 
 subnet 10.10.10.0 255.255.255.0 
 
ASA-5505# show running-config nat 
nat (outside,inside) source static srx240host srx240host destination static 
asainsidenetwork asainsidenetwork 
nat (inside,outside) source static asainsidenetwork asainsidenetwork destination 
static srx240host srx240host 
! 
object network asainsidenetwork 
 nat (inside,outside) dynamic interface 
 
ASA-5505# show nat 
Manual NAT Policies (Section 1) 
1 (outside) to (inside) source static srx240host srx240host   destination static 
asainsidenetwork asainsidenetwork 
    translate_hits = 8, untranslate_hits = 8 
2 (inside) to (outside) source static asainsidenetwork asainsidenetwork   des-
tination static srx240host srx240host 
    translate_hits = 0, untranslate_hits = 0 
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Auto NAT Policies (Section 2) 
1 (inside) to (outside) source dynamic asainsidenetwork interface 
    translate_hits = 103, untranslate_hits = 319 
 
ASA-5505# show xlate 
9 in use, 12 most used 
Flags: D - DNS, e - extended, I - identity, i - dynamic, r - portmap, 
       s - static, T - twice, N - net-to-net 
NAT from outside:20.20.20.0/24 to inside:20.20.20.0/24 
    flags sIT idle 0:15:36 timeout 0:00:00 
NAT from inside:10.10.10.0/24 to outside:10.10.10.0/24 
    flags sIT idle 0:15:36 timeout 0:00:00 
NAT from inside:10.10.10.0/24 to outside:10.10.10.0/24 
    flags sIT idle 0:19:13 timeout 0:00:00 
NAT from outside:20.20.20.0/24 to inside:20.20.20.0/24 
    flags sIT idle 0:19:13 timeout 0:00:00 
TCP PAT from inside:10.10.10.10/1117 to outside:100.100.100.1/1117 flags ri idle 
0:00:09 timeout 0:00:30 
TCP PAT from inside:10.10.10.10/1116 to outside:100.100.100.1/1116 flags ri idle 
0:00:22 timeout 0:00:30 
TCP PAT from inside:10.10.10.10/1115 to outside:100.100.100.1/1115 flags ri idle 
0:00:13 timeout 0:00:30 
TCP PAT from inside:10.10.10.10/1114 to outside:100.100.100.1/1114 flags ri idle 
0:00:21 timeout 0:00:30 
UDP PAT from inside:10.10.10.10/57934 to outside:100.100.100.1/57934 flags ri 
idle 0:18:02 timeout 0:00:30 
 
ASA-5505# show crypto isakmp sa 
 
IKEv1 SAs: 
 
   Active SA: 1 
    Rekey SA: 0 (A tunnel will report 1 Active and 1 Rekey SA during rekey) 
Total IKE SA: 1 
 
1   IKE Peer: 200.200.200.1 
    Type    : L2L             Role    : initiator 
    Rekey   : no              State   : MM_ACTIVE 
 
ASA-5505# show crypto ipsec sa 
interface: outside 
    Crypto map tag: outside_map, seq num: 100, local addr: 100.100.100.1 
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      access-list LOCAL-TO-REMOTE extended permit ip 10.10.10.0 255.255.255.0 
20.20.20.0 255.255.255.0 
      local ident (addr/mask/prot/port): (10.10.10.0/255.255.255.0/0/0) 
      remote ident (addr/mask/prot/port): (20.20.20.0/255.255.255.0/0/0) 
      current_peer: 200.200.200.1 
 
      #pkts encaps: 7, #pkts encrypt: 7, #pkts digest: 7 
      #pkts decaps: 7, #pkts decrypt: 7, #pkts verify: 7 
      #pkts compressed: 0, #pkts decompressed: 0 
      #pkts not compressed: 7, #pkts comp failed: 0, #pkts decomp failed: 0 
      #pre-frag successes: 0, #pre-frag failures: 0, #fragments created: 0 
      #PMTUs sent: 0, #PMTUs rcvd: 0, #decapsulated frgs needing reassembly: 0 
      #TFC rcvd: 0, #TFC sent: 0 
      #Valid ICMP Errors rcvd: 0, #Invalid ICMP Errors rcvd: 0 
      #send errors: 0, #recv errors: 0 
 
      local crypto endpt.: 100.100.100.1/0, remote crypto endpt.: 
200.200.200.1/0 
      path mtu 1500, ipsec overhead 74(44), media mtu 1500 
      PMTU time remaining (sec): 0, DF policy: copy-df 
      ICMP error validation: disabled, TFC packets: disabled 
      current outbound spi: 48379533 
      current inbound spi : FE5580FE 
 
    inbound esp sas: 
      spi: 0xFE5580FE (4267016446) 
         transform: esp-aes esp-sha-hmac no compression 
         in use settings ={L2L, Tunnel, IKEv1, } 
         slot: 0, conn_id: 4096, crypto-map: outside_map 
         sa timing: remaining key lifetime (kB/sec): (3914999/1918) 
         IV size: 16 bytes 
         replay detection support: Y 
         Anti replay bitmap: 
          0x00000000 0x000000FF 
    outbound esp sas: 
      spi: 0x48379533 (1211602227) 
         transform: esp-aes esp-sha-hmac no compression 
         in use settings ={L2L, Tunnel, IKEv1, } 
         slot: 0, conn_id: 4096, crypto-map: outside_map 
         sa timing: remaining key lifetime (kB/sec): (3914999/1918) 
         IV size: 16 bytes 
         replay detection support: Y 
         Anti replay bitmap: 
          0x00000000 0x00000001 
Appendix 1 
9 (11) 
 
 
SRX240 testing  
 
admin@SRX240> show security ike security-associations 
Index   State  Initiator cookie  Responder cookie  Mode           Remote Address 
2788778 UP     e1e1150cabfaa57a  30a46706d347998c  Main           100.100.100.1 
 
admin@SRX240> show security ike security-associations detail 
IKE peer 100.100.100.1, Index 2788778, 
  Role: Initiator, State: UP 
  Initiator cookie: e1e1150cabfaa57a, Responder cookie: 30a46706d347998c 
  Exchange type: Main, Authentication method: Pre-shared-keys 
  Local: 200.200.200.1:500, Remote: 100.100.100.1:500 
  Lifetime: Expires in 28697 seconds 
  Peer ike-id: 100.100.100.1 
  Xauth assigned IP: 0.0.0.0 
  Algorithms: 
   Authentication        : hmac-sha1-96 
   Encryption            : aes128-cbc 
   Pseudo random function: hmac-sha1 
  Traffic statistics: 
   Input  bytes  :                 1244 
   Output bytes  :                 1408 
   Input  packets:                   10 
   Output packets:                   11 
  Flags: IKE SA is created 
  IPSec security associations: 1 created, 0 deleted 
  Phase 2 negotiations in progress: 0 
 
    Negotiation type: Quick mode, Role: Initiator, Message ID: 0 
    Local: 200.200.200.1:500, Remote: 100.100.100.1:500 
    Local identity: 200.200.200.1 
    Remote identity: 100.100.100.1 
    Flags: IKE SA is created 
 
admin@SRX240> show security ipsec security-associations 
  Total active tunnels: 1 
  ID    Algorithm       SPI      Life:sec/kb  Mon vsys Port  Gateway 
  <131073 ESP:aes-128/sha1 23ec768c 3525/ unlim -  root 500   100.100.100.1 
  >131073 ESP:aes-128/sha1 467537c 3525/ unlim -   root 500   100.100.100.1 
 
admin@SRX240> show security ipsec security-associations detail 
  Virtual-system: root 
  Local Gateway: 200.200.200.1, Remote Gateway: 100.100.100.1 
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  Local Identity: ipv4_subnet(any:0,[0..7]=20.20.20.0/24) 
  Remote Identity: ipv4_subnet(any:0,[0..7]=10.10.10.0/24) 
  Version: IKEv1 
    DF-bit: clear 
    Direction: inbound, SPI: 23ec768c, AUX-SPI: 0 
                              , VPN Monitoring: - 
    Hard lifetime: Expires in 3470 seconds 
    Lifesize Remaining:  Unlimited 
    Soft lifetime: Expires in 2836 seconds 
    Mode: Tunnel, Type: dynamic, State: installed 
    Protocol: ESP, Authentication: hmac-sha1-96, Encryption: aes-cbc (128 bits) 
    Anti-replay service: counter-based enabled, Replay window size: 64 
 
    Direction: outbound, SPI: 467537c, AUX-SPI: 0 
                              , VPN Monitoring: - 
    Hard lifetime: Expires in 3470 seconds 
    Lifesize Remaining:  Unlimited 
    Soft lifetime: Expires in 2836 seconds 
    Mode: Tunnel, Type: dynamic, State: installed 
    Protocol: ESP, Authentication: hmac-sha1-96, Encryption: aes-cbc (128 bits) 
    Anti-replay service: counter-based enabled, Replay window size: 64 
 
admin@SRX240> show security ipsec statistics | no-more 
ESP Statistics: 
  Encrypted bytes:             3120 
  Decrypted bytes:             1560 
  Encrypted packets:             26 
  Decrypted packets:             26 
AH Statistics: 
  Input bytes:                    0 
  Output bytes:                   0 
  Input packets:                  0 
  Output packets:                 0 
Errors: 
  AH authentication failures: 0, Replay errors: 0 
  ESP authentication failures: 0, ESP decryption failures: 0 
  Bad headers: 0, Bad trailers: 0 
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