In equipment monitoring and diagnostics, it is very important to distinguish between a sensor failure and a system failure. In this paper, we develop a comprehensive methodology based on a hybrid system of AI and statistical techniques. The methodology is designed for monitoring complex equipment systems, which validates the sensor data, associates a degree of validity with each measurement, isolates faulty sensors, estimates the actual values despite faulty measurements, and detects incipient sensor failures. The methodology consists of four steps: redundancy creation, state prediction, sensor measurement validation and fusion, and fault detection through residue change detection.
Introduction

Problem Statement
In power plants, automated vehicles, aircraft, and other complex systems, a large number of sensors are used for monitoring and control. Monitoring helps the operator in performing supervisory control tasks. A monitoring system receives information about the system through measuring devices, i.e., sensors, and makes it available to the operator. The monitoring system usually includes automated diagnostics as a further aid to the operator. The diagnostics system uses sensor readings to assess the state of the system, detect abnormal states, and identify the root cause of the abnormal state in order to advise the operator about corrective actions to prevent significant damage to the system. The safety, reliability, and performance of complex systems with many sensors are largely dependent on the accuracy and reliability of the sensors. Sensor readings play a key role in assessments of the system state. Where the sensors are not significantly more reliable than the systems being monitored, the indication of an abnormal state may be the result of a sensor failure rather than a system failure. Failure to identify the source of the indication of an "abnormal state" and take appropriate corrective action could result in expensive and unnecessary system shutdowns or, worse still, accidents that endanger both system and system personnel. Thus, it is very important for a monitoring and diagnostic system that is critical to operator decision-making to distinguish between the case where a sensor failure and not a system fault is responsible for the indication of an abnormal state. For that reason, it is essential that there be a methodology that can validate the sensor data, associate a degree of validity with each sensor measurement, isolate faulty sensors, estimate actual values despite faulty measurements, and detect incipient sensor failures.
A number of factors make the process of sensor data validation and sensor failure detection difficult. First and most important, sensor failures can be masked by normal system maneuvers or deviations (e.g., in a power plant, changes in the operating conditions due to a load change). Subtle sensor failures such as drift are particularly difficult to detect. Second, the imperfect nature of the sensors adds noise to the sensor readings.
Sensors fail or become faulty for many reasons. An abrupt failure can be caused by a power failure, loose or corroded contacts, or flaws or limitations in the data acquisition and processing system. An incipient sensor failure such as a drift in the sensor (e.g., caused by deterioration in the sensing element) is more difficult to detect. Although the problem of incipient failures has received little attention, it is extremely important for sensors that provide critical information to monitoring and diagnostics systems. These failures need to be detected and predicted before they have catastrophic consequences. This paper describes a comprehensive methodology for intelligent sensor data validation, fusion, and sensor failure detection. By combining information from many different sources, it is possible to decrease the uncertainty and ambiguity inherent in processing the information from a single sensor source. A large number of sensors measuring many different variables can collectively achieve a high level of accuracy and reliability. Our methodology exploits the information that can be obtained by looking at information from a sensor individually, information from the sensor as part of a group of sensors, and the immediate history of the process that is being monitored.
Our methodology consists of four steps. (1) Redundancy Creation generates multiple values for the variable that is being estimated. (2) State Prediction uses temporal information about the variable estimate for a specified time window to predict the value of the variable being measured at the next sampling point (3) Sensor Data Validation and Fusion determine whether the information for the sensor can be believed, associating a degree of belief in this measurement, and combining the various redundant estimates and the predicted value to generate a fused value. (4) Fault detection is carried out by generating residue signals and monitoring them for changes; these changes are symptoms of sensor failures.
Each of these steps can be carried out by using a variety of tools. Although the efficacy of our methodology is illustrated here by applying it to data from a gas turbine power plant, this approach is generalizable to many equipment monitoring and diagnostic applications.
Previous Work
The methodology described here builds on the ideas and methods that have been advanced by many investigators. Our contribution lies in the integration of these ideas to form a consistent comprehensive methodology. Previous work on sensor validation is reviewed here briefly and its relation with our proposed methodology discussed.
The parity space approach (Chow and Wilsky, 1984, Ray and Luck 1991) , validation region using filtering techniques (Bar-Shalom and Fortman, 1988 ) and probability ratio tests (Young and Clarke 1989) have been used to validate sensor values by comparing them with redundant measurement values. Lee (1994) developed a technique that systematically explores the redundancies embedded in a system where numerous sensors are installed at various locations to validate the sensor values. His methodology is based on causal relationships and their interrelation within a sensor redundancy graph.
The conventional method for detecting sensor failures is to check the consistency of the redundant measurements of selected process variables, estimate their expected values from measurements, and detect, isolate, and characterize the type of anomaly in the measurement channel output. Desai (1984, 1986) developed an adaptive filter for calibration and estimation in direct multiply redundant measurement systems. Their filter is structured in the framework of fault detection and isolation (FDI) methodology where the decisions are based on consistencies among all redundant measurements. Glockler et al., (1989) combined redundant measurements of each variable in a system with an estimate of the variance obtained by using prediction models. They used a complex logic algorithm to perform simultaneous consistency checking of all variables under consideration. Turkcan (1991) modeled the process in state-space form and used a Kalman filter estimate for each measurement variable. The difference between the sensor readings and the Kalman filter estimate was then used to detect faults in the sensor by using a sequential probability ratio test. Kim and Agogino (1991) and Kim et al. (1992) proposed two related methods, Algorithmic Sensor Validation (ASV) and Heuristic Sensor Validation (HSV), to acquire and analyze sufficient information on the states of the sensors of the system. Various methods for obtaining statistical features of the sensory data (e.g., mean, standard deviation and sensor confidence that represent the uncertain nature of sensors) are performed in ASV. These features, coupled to knowledge and operations of the system, are used by HSV. HSV identifies faulty sensor readings as attributable to a sensor failure or a system failure.
A number of investigators have demonstrated the effectiveness of using neural networks for sensor failure detection. Guo and Nurre (1991) trained one neural network to identify the sensor whose measurement is not consistent with the other sensor outputs. Another neural network was trained to estimate the value of critical variables when their measurements are inconsistent. Eryurek and Turkcan (1992) demonstrated the feasibility of using neural networks to characterize one or more variables as a function of other related variables in order to detect sensor failure. One shortcoming of all these techniques is their assumption that only one sensor can fail at a time. Ibarguengoytia et al., (1996) use probabilistic reasoning with constraint management to distinguish between real and apparent sensor failures. Ibarguengoytia et al., (1998) present a probabilistic algorithm for validating the information provided by sensors. The system consists of two Bayesian networks. The first is used to provide a list of potentially faulty sensors, while the second is used to isolate the fault.
Methodology
Overview
The four steps comprising our methodology are shown in Figure 1 . First, we create redundancy in the sensor readings. Next we use a time-series state prediction model to predict the expected value for each variable. The sensor readings and the redundant estimates are compared to the values predicted by the state prediction model. We then fuse the validated readings into a fused estimate and detect sensor failures by generating residue signals (i.e., differences between the sensor readings and the fused estimates) and monitoring them for changes in their statistical properties.
A sensor reading validation cycle (i.e., steps carried out between two sampling points) consists of predicting the value of the variable being estimated, measuring, creating redundant estimates, validating, fusing multiple estimates, and updating the value of the variable being estimated. Abrupt sensor failures are detected through the validation gate (a region based on the expected distribution); incipient sensor failures are detected by monitoring the sensor residues. The basis of this methodology is systematic use of the direct measurements provided by the sensors, the redundant measurements, and the estimated predicted value from the prediction process. The simultaneous checking of values of each variable with the cross-checking of estimates obtained from values from sensors measuring dissimilar process variables (through redundancy creation as detailed in the following section) and with an adaptive prediction process combined through a Kalman filter (i.e., combining distributions) enables the method to detect multiple sensor failures and detect and estimate bias and calibration errors. Changes in the statistical properties of the sensor residue are used to detect faults in the sensor. Since each sensor has its own residue signal, simultaneous, multiple sensor failures can be detected. The modular methodology is well suited to be integrated into probabilistic equipment monitoring and diagnostic systems particularly those using probabilistic belief networks. 
Step One: Redundancy Creation
By providing additional information, redundancy creation in the measurement estimates for each variable decreases the uncertainty associated with that estimate. In addition, the accuracy of the information obtained costs less than the equivalent information obtained from a single sensor.
Redundancy in the sensor readings can be created through direct redundant measurements, one or more analytical measurements, or measurements generated through functional/empirical redundancy.
Direct redundant measurements.
To enhance safety and system performance, multiplyredundant sensors are installed for measuring key variables in order to create direct measurement redundancy. Often, however, the additional cost, space, or complexity of incorporating redundant hardware makes this approach unattractive.
Analytical measurements. Analytical measurements are synthesized from a physical or empirical model that relates the variable of interest to other dependent process variables and from the known characteristics of the process itself (Kitamura 1980; Chow and Wilsky, 1984) .
One of the disadvantages of using analytical measurements is that measurements have noise in them and the corresponding estimate is likely to be excessively sensitive to noise in the data. In general, including non-reliable estimates in the fusion and the residual process decreases the robustness of the methodology. Using analytical measurements for redundancy creation is not a general approach as analytical relationships for all the monitored variables may not exist. We make use of a more general approach of functional redundancy in which estimates are generated using the measurements from non-redundant . This is an instance of the general regression problem, which may be described as follows. A given set of data refers to a random sample from a large population. There is a set of "attributes" or "independent variables" y y y y
For each example in the data set, we have a vector that is composed of the value for each variable. We also have the value for a dependent variable x i . There is also a family of functions defined on the set of possible independent variable vectors. The general regression problem is to find, within the family, that function 1 the output of each sensor is of the form
where,
∆ is the error in the scale factor d is the constant bias term v is the noise in the reading of the independent variables that best predicts the value of the dependent variable. If a function is found that is a good predictor of the dependent variable over the sample set, it is expected to give useful predictions for new members from the same population (Wallace and Patrick, 1993) We have investigated the efficacy of three methods of various complexities: nonlinear regression based empirical models, the multi-layer perceptron (MLP) neural network, and the radial basis function (RBF) neural network (Powell, 1985) . All three methods of model building gave good results. The nonlinear regression method is simple to train and implement. The training time for a MLP is substantially higher than that of RBF. During implementation, the runtime of all three methods is linear and the weights can be easily adapted on-line for all three of them. A brief review of each of these is provided below.
Nonlinear Regression Based Empirical Models
A probabilistic model for the measurement variable consisting of a deterministic and a random error term is assumed. The model is of the form:
where x i is the measurement variable being estimated, x i is the deterministic model that needs to be estimated, v is the random error with zero mean whose variance needs to be estimated. The expected value of the measurement variable should be equal to the deterministic component of the model x i .
In this approach it is necessary to first hypothesize the form of the deterministic model.
Neglecting cross-terms for simplicity of illustration, the general form for this kind of model is:ˆ
where k is the order to which each sensor measurement is raised β ji are the constants that completely describe the model that needs to be estimated.
Although this regression-based approach is very attractive for its simplicity, it is sometimes poor at generalization. One reason for its inability to generalize is that noise is inherently present in sensor readings and, when more constants are added, the model also learns the noise.
Multi-Layer Perceptron (MLP) and Radial Basis Function (RBF) networks are also widely used for model building. Both generally give comparable or sometimes better results than regression based models, but require more computation time to train.
Neural Networks
Neural networks are particularly useful in learning complex functions with continuousvalued outputs and a large number of noisy inputs. One advantage of neural networks is their property of graceful degradation, i.e., they tend to have a gradual decline rather than a sharp drop-off in performance as conditions worsen. Both the MLP and the RBF networks are good at generalizing, particularly where the interactions between the inputs are not intricate, and the output varies smoothly with the input. Neural networks are basically doing nonlinear regression and are very tolerant of noise in the input data.
The MLP has been used extensively to create redundancy in the sensor readings for sensor validation (Eryurek and Turkcan, 1992; Xinmin, et al. 1994 ). The MLP is a fully connected network in which each node is connected to all the nodes in the next layer. The input vector feeds into each of the first layer nodes, the output of this layer feeds into each of the nodes in the next layer and so on. The computation of the activation is split into two levels. First, the weighted sum of the input values of the nodes is calculated. Next, this value is transformed into the output value of the nodes by means of a nonlinear activation function.
Common activation functions are the sigmoid and the tan hyperbolic function.
A RBF Network involves three different layers. The input layer is made up of source nodes (sensor units). The hidden layer produces a significant non-zero response only when the input vector falls within a small localized region of the input space. The output layer supplies the response of the network to the activation patterns applied to the input layer.
The transformation from the input space to the hidden unit space is nonlinear; whereas the transformation from the hidden-unit space to the output space is linear (Haykin, 1994) .
Learning in the RBF network is accomplished by breaking the problems into two stages:
unsupervised learning in the hidden layer, followed by supervised learning in the output layer. We use the k-means (Duda and Hart, 1972) algorithm for clustering for learning the Gaussian clusters. Once learning in the hidden layer is complete, learning in the output is completed by using the back-propagation algorithm to the output layer. One advantage of the RBF over the MLP is that learning tends to be much faster. It should be noted that the RBF network is a generalization of the nonlinear regression based models discussed in Section 2.2.1.
Step Two: Time-Series State Prediction
Most sensor failure detection schemes tend to incorporate the sensor model into a statespace model of the overall process that requires an enormous amount of additional information, such as control actions and other output signals. State-space models may not exist for validating sensor readings that are not used in the control process but are required by the monitoring and diagnostic system. In this case adaptive time-series modeling incorporated in a state space form for predicting the variable at the next sampling point can be used. Time series modeling has been used extensively in forecasting, control and simulation (Young and Clarke, 1989) . If adaptive time series models are not satisfactory and more accurate state-space models are available, then the state-space models should be used. As we will see both the adaptive prediction approach and the neuro-fuzzy approach lead to the same kind of equations which can be adapted using the parameter adaptation algorithm.
Adaptive Prediction
For the adaptation process, we follow the Model Reference Adaptive Systems (MRAS)
system (Astrom and Wittenmark, 1989) approach. Here the system being monitored is taken as the reference system to which our model adapts. We use the unknown input estimation process, where the state of the variable at the next sampling period is assumed to be of the form
where u(k) is the unknown input that has to be estimated. There are a number of methods by which the unknown input can be estimated. In a line prediction, u(k) is approximated as
where t is the time difference between the two samples. Note that in this kind of adaptive prediction scheme the samples do not necessarily have to arrive at a regular intervals.
More recently neural networks both alone and in conjunction with other techniques (such as fuzzy logic) have been suggested as an alternative to this adaptive prediction scheme for estimating u(k) (Sorsa and Koivo, 1993) . The main difference between these methods is in the architecture. Their adaptation processes are similar.
Neural (Fuzzy) Adaptive Networks
In an adaptive network the overall input-output behavior of the network is determined by the values of a collection of modifiable parameters. The configuration of an adaptive network is composed of a set of nodes connected through directed links, where each node is a process unit that performs a static node function on its incoming signals to generate a single node output and each link specifies the direction of signal flow from one node to another. In an adaptive network the nodes are heterogeneous and each node may have a different node function. Jang and Sun (1995) discuss these neuro-fuzzy adaptive networks in greater detail. The neuro-fuzzy architecture we investigated consisted of four layers, with on-line adaptation in the third layer. Figure 2 shows the architecture for our fuzzy-neuro inference network. This network to estimate u(k) consists of two inputs u(k-1) and (u(k-1)-u(k-2) ), which corresponds to the input at the previous sampling point and the rate of change of this input. Denoting these inputs as x and y, we use the following 4 layer adaptive neuro-fuzzy inference system. For our network the output can be written as where n c is the number of clusters used and w j is the output from the jth cluster. This form of the equation is again similar to Eq. 2.3.2 and Eq. 2.3.1.1. The parameters θ can be adapted on-line using the parameter adaptation algorithm discussed in Section 2.3.2.
Adaptation: On-Line Learning
The Parameter Adaptation Algorithm (PAA) is given by the following algorithm:
The a priori and a posteriori predicted outputs are
The a priori and a posteriori prediction errors are a priori:
respectively. The parameters are adapted on-line usinĝ
where λ 1 and λ 2 are forgetting factors. The stability of the PAA scheme can be guaranteed square can also be interpreted as a Kalman filter for a process with no uncertainty.
Alternative Approaches
Alternatively, if the sample points are spaced at regular intervals, the following prediction model can be used 
where x i (k+1) is the variable being estimated at sampling time k+1, w i (k) is the zero-mean random noise driving the process and a i is the adaptive parameter.
Step Three: Sensor Measurement Validation and Fusion
A number of methods can be employed for parameter estimation, such as estimation based on likelihood, Bayesian estimate, least squares estimate, and the minimum mean-square error estimation (Brown et al., 1992) . These four techniques are equivalent under the assumptions employed by the Kalman filter. The Kalman filter is a form of optimal estimation (in the statistical sense) characterized by recursive (i.e. incremental) evaluation, an internal model of the dynamics of the system being estimated, and a dynamic weighting of incoming evidence with ongoing expectation that produces estimates of the state of the observed system. The a priori information to the filter is the system dynamics (developed in the Section 2.3) and the noise property of the system and the measurements that can be estimated from the historic data. For a review of the Kalman filtering process readers are referred to Bar-Shalom and Fortmann (1988) and Grewal and Andrews (1993) . We illustrate one cycle of our validation and fusion cycle.
In our system each measurement parameters x, is described by
where w(k) is the input noise and v(k) is the measurement noise. The initial state is not known, but the following probabilistic information about x(0), w(k) and v(k) are known.
x(k), w(k) and v(k) is independent, random, and Gaussian distributed with 
A. 2.4.1 Algorithm Initialization
We begin by assuming the measurement variable is normally distributed as in Eq. 2.4-1 i.e.,
Prediction
We begin at time k, where all the sensor readings at time k have been taken into account. . This is given by the following distribution for our estimate
Our estimate for the measurement variable is given by
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Validation
This is the part of the estimation process where a decision has to be made as to whether the readings from a sensor should be considered for the estimation process. For this purpose we first calculate the expected distribution for the ith sensor readings. This is given by Based on this expected distribution a region can be defined in the measurement space where there is a high probability that the measurement will be found (e.g., a 3 sigma bound corresponds to a confidence of 99.8%)
1 γ is called the validation region or the gate. It is the ellipse (or ellipsoid for multi-dimension state vector) of probability concentration, the region of minimum volume that contains a given probability of mass under the Gaussian assumption.
Measurements that lie within the gate are considered valid; those outside are too far from the expected so are discarded.
Fusion
Architectures for sensor data fusion can be broadly divided into centralized or decentralized architecture (Manyika and Durrant-Whyte, 1994) . In a centralized structure all the observations of the sensors are passed back to a central processing facility that fuses the data. There may be some level of local embedded processing capability in each sensing node, but the architecture still relies on a central processing facility to perform the global data fusion. In decentralized data fusion there is no central processing facility. Each node communicates local information to all the other nodes so and each node arrives at a common global consensus There are two main ways by which the validated readings can be fused: either sequentially or simultaneously. For linear systems both versions are the same and optimal.
a. Sequential update
This update process can be considered as a process with no uncertainty and that uses the Kalman filter equations for fusion.
Let, m be the number of valid measurements,
Begin with
Mean:
Perform the following loop for each sensor. For the ith sensor we have
Simultaneous update using all the evidence at once
This completes one cycle of the validation and fusion of the sensor readings.
Sensor Confidence
One way for quantifying sensor confidence is to calculate the similarity of the sensor reading to the fused distribution for the variable. Normally, sensor confidence measures are given in terms of a metric (distance) between two probability density functions. The numeric value of sensor confidence represents the closeness between two distributions. We use a scale of 0 and 1, where 0 implies completely independent distributions, while 1 implies identical distributions. A number of distance measures have been suggested, most of which are based on the likelihood ratio. Jeffery's Divergence Measure (1946) and Bhattacharyya's Coefficient (Bhattacharyya, 1943) are based on the likelihood ratio between two conditional density functions. The Kolmorgov Variational Distance, the Matusita Distance, the Kolmogorov-Smirnov Distance, and the Tie Statistic have also been proposed. We use the Bhattacharyya coefficient because of its computational efficiency and empirical accuracy. As a distance measure, it has the desirable property that it decreases or increases with the probability of error as defined by the Kolmogorov Distance (Kailath, 1967) . Using the results reported in Kim and Agogino (1991) we calculate sensor confidence by the following formula
Step Four: Sensor Failure Detection
For each variable, the fused estimate for the variable is used to generate residues, i.e., the differences between the fused estimate and the sensor readings. The statistical properties of these residues are then used to detect failed sensors. Since each sensor has its own residue, it is possible to detect multiple simultaneous sensor failures. Ideally the residues for the sensors should have a zero mean and a variance equal to its variance when it is functioning normally. Their deviation from zero is a combined effect of noise and faults. The process of fault isolation, determines what type of faults has occurred. The process consists of matching the symptoms -features -from the sensor residues to the causes -failures.
Sensor failure take a number of forms. Most failures manifest themselves as changes in the mean and variance of the sensor residues. A change in the mean of the residue is a symptom of a bias in the sensor signal, while an increase in the variance of the residue is a symptom of degradation of the sensor. The mean and variance of the residue can be calculated recursively. Each effect can occur independent of the other. Some of the failures in which we are interested in are a spike failure, stuck sensor, biased sensor, noisy sensor, and drifting sensor (incipient failure).
Thresholds
In general, fault detection and isolation (FDI) methods suffer from a fundamental practical limitation in that the system model on which the process is based is never known exactly.
The consequence is that the generated residuals will be non-zero even in the absence of faults. As a result thresholds must be used to detect faults. The disadvantage of this approach is that thresholds not only reduce the sensitivity of the system to faults they may also depend on the magnitude and nature of the system disturbances. Normally, fixed thresholds are used. If a decision signal exceeds the threshold, the occurrence of a fault is assumed. If, the decision function remains below the threshold, the monitored process is considered fault free. Choosing too low a threshold increases the rate of false alarms, while choosing it too high increases the time to fault detection (Frank, 1993) .
In order to increase the robustness of the decision making process, investigators have tried a number of schemes. These include the use of adaptive thresholds (Clark 1989) , i.e., in some way each threshold becomes a function of measurable quantities, and the use of fuzzy logic for decision making (Frank, 1993; Patton, 1994; Goebel and Agogino, 2000) In the adaptive threshold approach the residual thresholds are varied according to the control activities of the process.
Statistical Tests
Statistical tests determine which of two models is active by updating the ratio between the probabilities of each model being correct at each sampling instant. The sequential probability ratio test (SPRT) is based on this principle. Apart from its simplicity and its optimality property among all sequential tests with given error probabilities, it minimizes the average number of data samples required to reach a decision, if the samples are distributed identically and independently. Since SPRT is a test to determine which of the two models is generating all the observed data, rather than whether there is a change in the regime generating the data, it has to be modified to the cumulative sum (CUMSUM) algorithm (Basseville and Nikiforov, 1993) .
In the SPRT test at each sampling instant, the log likelihood ratio L k of two hypothesis H 0 and H 1 described by two distinct sets of parameters θ 0 and θ 1 is calculated for as long as
and at the first instant k when it is violated the test is stopped and a decision is
For the case where the observations form a sequence of independently and identically distributed random variables, the log likelihood ratio can be written as
The thresholds α and β are related to the probability of Type I error ε 1 , i.e., the probability of deciding in favor of H 1 when H 0 is true and Type II error ε 2 , the probability of rejecting H 1 when it is true. ε 1 and ε 2 are also called the false alarm probability and missed alarm probability. α and β are related to the error probabilities by
As long as SPRT terminates with probability one. These relations are valid even if the observations are not independently distributed.
If the SPRT test is being carried out to detect changes in the mean and assuming that the random variable y is normally distributed with variance σ 2 we obtain,
The SPRT, which is most suitable for testing two hypotheses against each other, can be adapted to detecting changes that occur at an unknown time. This adaptation leads to the CUMSUM test. Here, the log likelihood ratio is set back to the negative threshold α when it falls below it. In this case the test statistic is computed recursively as
Probabilistic Reasoning: Incipient Failure Forecasting
In the case of incipient faults, it is advantageous to predict the fault before it results in a catastrophe. Alag (1996) uses probabilistic reasoning for this purpose. Their method makes the same assumptions as those used by the SPRT/CUMSUM test but has the additional advantage of modeling time explicitly as one of the variables. In addition unlike the SPRT/CUMSUM test, it can detect changes in the variance of the signal. Using a Markov model they are able to predict into the future and forecast potential faults. In addition, they have developed a method for on-line learning of the state transition probabilities that makes the forecasting more effective. Normally, to detect multiple level of changes in mean one has to carry out multiple SPRT/CUMSUM tests or hypothesis tests in parallel. In using probabilistic reasoning the output is a probability for various hypotheses and the corresponding expected change level can be calculated. Probabilistic reasoning has the additional advantage that the false alarms that are normally obtained due to process maneuvers (using both thresholds or SPRT/CUMSUM test) can be reduced by developing more comprehensive belief networks which model the effects of such maneuvers. They have the advantage over thresholds alone in that, like the SPRT/CUMSUM test they use the previous history in making a decision.
A belief network is a probabilistic representation for uncertain relationships which has proven to be useful in modeling real-world problems (Pearl, 1988 (Pearl, & 1995 . The representation formally encodes the joint probability distribution for its domain. Dynamic probabilistic networks (DPN) are a species of belief network designed to model stochastic temporal processes. DPN representation extends static belief-network models to more general dynamic forecasting models. The conditional probability tables (CPTs) for a DPN include a state evolution model, that describes the transition probabilities between states. It is possible to forecast the state of the system using this state evolution model. However, because the conditional probabilities that define a belief network at one time may become obsolete with the passage of time, there may be a need to adapt them on-line.
For building the belief network we begin with nodes 'Mean State' and 'Variance State'
(nodes 1 and 2, in Figure 3 ), which correspond to the actual mean and variance of the residue signal, which are to be estimated by processing the residue signal. 'Mean Evidence'
and 'Variance Evidence' (nodes 3 and 4, respectively), represent the uncertain information about the mean and variance that is extracted from the residual signal. There are no links between node 1 and node 2 because each can change independent of the other. There is another node 'Sensor State' (node 5) that summarizes the beliefs in nodes 1 and 2. During implementation evidence comes in at nodes 3 and 4, using which the beliefs at the remaining nodes are updated. Normally, changes in the signal occur over a large period of time, due to which it is advantageous to estimate the evidence over a large window (size m Interested readers are referred to Alag (1996) and Alag and Agogino (1996) for details on how the conditional probabilities for the network are derived and how the inference and temporal probability adaptation is carried out in these networks.
Examples
We have tested this methodology for monitoring temperature sensors failures in a gas turbine power plant. Gas turbine performance is very sensitive to turbine entry temperature (TET). Every endeavour is made by gas turbine manufacturers to increase TET because it improves engine performance. However turbine life is also sensitive to TET. Poor combustion can give rise to an uneven radial temperature spread resulting in hot spots.
Such damage can seriously damage the hot end components of an engine, resulting in unscheduled down time and increased maintenance costs. It is therefore very important to detect failed sensors.
We briefly describe three of the several test cases that were investigated. Some of the faults detected were similar to those described here. A large majority of the sensor failures were abrupt failures, which were detected by the system as they fell outside the validation region. Even though the three examples shown below demonstrate a single sensor failure, the proposed methodology can detect multiple sensor failures since there is a residue signal associated with each sensor. This is possible as long as there are adequate number of redundant estimates for a sensor and the effect of failed sensors on a redundant estimate is marginal. Typically, larger the number of measurements used to generate redundant estimates more robust are the estimates. Figure 4A and 4B show the result of the methodology when it is applied to the estimate of the compressor outlet temperature. As shown, the first two graphs in Figure 4A are the direct output from the sensor and the redundant estimate from the neural network. The next two graphs are the fused estimate and the corresponding sensor residue for the sensor.
Normal Process
Before the signals were fused together they were validated by means of the validation gate.
A confidence level of 99.99% was taken for the validation gate. Figure 4B shows the fault detection procedure for the residues. The first two graphs correspond to the inference made by using hypothesis testing. Here, a window of 60 samples was taken. The corresponding thresholds for change in the mean and the variance at 95% and 99% were taken (first two graphs of figure 4B ). As per fixed thresholds in hypothesis testing if the properties (mean or variance) is above the thresholds then it is considered that there has been a change in the property. At a confidence level of 99% the corresponding diagnosis from hypothesis testing are shown. As one can see for fixed thresholds there are a number of false alarms (denoted by 'x' correct denoted by 'o'). The last two plots of Figure 4B show the belief in the two states "Bias" and "Variance state". A. The direct sensor reading, the neural network estimate, the fused estimate and the corresponding sensor residue B. The results from hypothesis testing. The belief in the "Bias" and the "Variance State"
Drift in Calibration: Bias Error
In this case, we added a very small bias of 0.0025 degree F/every sampling period from sample number 200-800, i.e., bias at sample 400 is 0.5 and at 800 is 1.5. Figure 5A and 5B
show the results for this case. As before, the first two graphs of Figure 5A show the biased signal and the neural network estimate. Next, is the fused estimate and the sensor residue that is generated. Note the change in the sensor residue signal that was generated and the fused estimate. The first two graphs of Figure 5B show the results from using hypothesis A. The direct sensor reading, the neural network estimate, the fused estimate and the corresponding sensor residue B. The results from hypothesis testing. The belief in the "Bias" and the "Variance State"
Combined Drift in Mean and Degradation
In this case, we tried to simulate the case when the sensor was drifting from its mean as well as degrading. Here, a bias of 0.0025 °F was added at every sampling period from 201-800 (as in 3.2). Also, we added white noise, with increasing variance. The variance increased linearly from 0.002 at sample 201 to 1.2 at sample 800. As before, the results from hypothesis testing are seen in the first two figures of Figure 6 . A. The direct sensor reading, the neural network estimate, the fused estimate and the corresponding sensor residue B. The results from hypothesis testing. The belief in the "Bias" and the "Variance State"
Conclusions
In this paper, we have developed a comprehensive methodology for intelligent sensor measurement validation, fusion and sensor fault detection for equipment monitoring and diagnostics. The methodology is effective in detecting sensor faults since it combines information from a number of sources. The methodology looks at information from an individual sensor, information from the sensor as part of a group of sensors, and the immediate history of the variable that is being monitored. A major advantage of this methodology is its ability to detect multiple simultaneous failures. This work addresses the very important problem of distinguishing between a sensor failure and a system failure for complex systems. The proposed four step methodology of redundancy creation, state prediction, validation and fusion, and fault detection can detect subtle sensor failures such as drift in mean and degradation of the sensor over time. As it isolates sensor failure from equipment faults this modular methodology is well suited to be integrated into an equipment fault detection systems, especially those that use probabilistic belief networks. 
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