Introduction
Calibration is a very important step in any analytical procedure. The choice and arrangement of standard solutions, i.e. experimental design, may affect the precision with which a calibration curve can be estimated.
Since a calibration curve is the basis for predicting concentrations of unknown samples, the purpose of good experimental design is to obtain the best possible predictive power ].
Although the theoretical importance of experimental design is widely recognized [2] , the relevance of its applicability to analytical laboratory procedures has only attracted limited attention [3, 4] . For the construction of a calibration curve, the usual practice is still to divide the experimental region uniformly. This procedure, however, is only indicated when there is a need to establish the linear concentration range. For routine analyses, where this range is known in advance, this procedure is not recommended. This paper describes a computational program which allows selection of the best experimental design for a given situation, based on efficiency values and plots of confidence intervals. Some examples of its application in typical routine analysis are also given, using simulated and real data.
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Theory
The underlying theoretical principles used in this paper follow; a more detailed discussion can be found elsewhere [5] [6] [7] . Assuming 
where det(X'X) is the determinant of (X'X) for the chosen design and det(XtX)D_otim is the determinant of (X'X) for the D-optimized design with the same number of measurements. In option 1, the user evaluates the effect of the number of standard solutions used for calibration, from plots of confidence intervals for D-optimized designs. The program asks for the lower and higher concentrations of the working range, and the number of standard solutions of the design.
Once the number of standard solutions is chosen, option 2 permits the effect of the number and distribution of concentration levels on the calibration curve to be estimated. Efficiencies Figure 3 shows that the larger the number of standard solutions, the smaller the confidence interval and, therefore, the more precise the calibration curve. This is explained by the decrease in and 1In in equation (1 (1) Confidence interval plots for these designs are given in figure 6 . The best design for a given case is the one whose mean standard solution concentration is closest to the expected concentrations of the samples to be analysed. As a result, design a in figure 6 should be used for samples 
