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Abstract. In this paper we provide regularity results for active scalars
that are weak solutions of almost critical drift-diffusion equations in gen-
eral surfaces. This includes models of anisotropic non-homogeneous me-
dia and the physically motivated case of the two-dimensional sphere. Our
finest result deals with the critical surface quasigeostrophic equation on
the round sphere.
1. Introduction
General drift-diffusion equations refer to evolution equations of the form
∂tθ + u · ∇θ + κΛαθ = 0
where u is a vector field, α ∈ (0, 2) is a difussion exponent and κ a pos-
itive constant. This type of equations have been studied intensively by a
number of authors during the last decades. We are mainly interested in
the case where the drift velocity is given by u = ∇⊥Λ−1θ which corre-
sponds to the surface quasigeostrophic equation, which describes the evo-
lution of a temperature field in a rapidly rotating stratified fluid with po-
tential vorticity [26]. The numerical and analytical study of the surface
quasigeostrophic equation started in [15], motivated also its analogy with
the three-dimensional Euler equation given in vorticity form. A remarkable
singularity scenario was dismissed by D. Co´rdoba in [18], but whether or not
solutions to the inviscid surface quasigeostrophic equation, κ = 0, develop
singularities in finite time, represents a major open problem.
The issue of global regularity versus finite time blow up for the fractional
surface quasigeostrophic equation has attracted a lot of attention. The
subcritical case (α > 1) is well understood and essentialy solved in [35, 17].
Global regularity in the critical case (α = 1) is quite more challenging due
to the possible balance between opposite strengths of the nonlinear and the
dissipative term. Therefore perturbative methods are not useful anymore
and more refined techniques come in to play. Constantin, Co´rdoba and Wu
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adressed for the first time the global regularity for the critical case under
a small data hypothesis and global existence was obtained (cf. [5]). Two
different approaches developed independently, one by Kiselev, Nazarov and
Volberg and the other by Caffareli and Vasseur, to tackle this sophisticated
problem (cf. [31, 8]). Then a refinement of the pointwise inequality of
Co´rdoba-Co´rdoba (cf. [19, 20]) also proved its usefulness for such matter in
the work of Constantin and Vicol, who gave a third proof of global regularity
which relies on non linear lower bounds for the fractional Laplacian (cf.
[19, 16]). Recent works by Constantin and Ignatova extend this results
for bounded domains (cf. [13, 14]). To the best of our knowledge global
regularity for the supercritical case remains unsolved.
In this paper we address the same equation considered in a compact ori-
entable surface M with riemannian metric g, where Λ will denote the square
root of its Laplace-Beltrami operator −∆g. In the particular case of the two-
dimensional round sphere we get the following:
Theorem 1.1. Let θ0 ∈ L2(S2) and θ a weak solution of the following
Cauchy problem {
∂tθ + u · ∇gθ = −Λθ
θ(x, 0) = θ0
where u = ∇⊥g Λ−1θ. Then θ(x, t) is continuous for every t > 0.
In the particular case of the two dimensional sphere an explicit computa-
tion shows divg∇⊥g = 0. However this fact also holds on any two dimensional
Riemannian manifold. The higher dimensional analogue is more delicate,
but in even dimensions and in the presence of a symplectic structure, there
is a canonical construction of an orthogonal gradient of a function f such
that its divergence vanishes; that is, the vector field from the statement is
incompressible. Therefore it also makes sense to study the surface quasi-
geostrophic equation there.
Interestingly enough our proof of the stated theorem breaks down for
higher dimensional spheres. However it shows a stronger result, namely, it
provides an explicit modulus of continuity, following the non local version
of De Giorgi’s robust strategy introduced by Caffarelli and Vasseur (see
[8, 24]; cf. [33]). Their results is claimed for drift-diffusion equations whose
divergence free velocity field u has bounded mean oscillation. However, our
situation is not that fortunate because curvature matters and some extra
hypothesis should be made in order to extend their analysis. We isolate
part of that fact as a separate theorem which holds for compact riemannian
manifolds.
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Theorem 1.2. Let θ0 ∈ L2(M) and θ a weak solution of the following
Cauchy problem {
∂tθ + u · ∇gθ = −Λθ
θ(x, 0) = θ0
where the divergence free velocity field u ∈ L∞(M) uniformly in time. Then
θ(x, t) is of class Cα for any t > 0.
The hypothesis is expected to be satisfied in the subcritical regime, where
standard harmonic analysis techniques prove it when u = ∇⊥g Λ−1−εθ for ε >
0, but we shall not consider here that case. In the more interesting critical
case ε = 0 certain difficulties arise coming from the non locality, which are
responsible for the limitations appearing in the statement of Theorem 1.1.
The main one to be overcomed is the pointwise inequality in this setting (cf.
[23]) and the existence of adequate barriers at different scales. In section
§4 we prove a quantitative maximum principle for certain family of barriers
adapted to the local geometry of the manifold. Since there is no device for
rescaling the equation, as opposed to the euclidean setting, our statements
have to made special emphasis to take into account the scale influence in
the arguments. The rest of the paper presents the proof in full details.
2. Scheme of the proof (d’apre´s Caffarelli-Vasseur)
For the sake of completeness, in the appendix 8 we provide a proof of the
existence of global weak solutions to the Cauchy problem for the critical
quasigeostrophic equation. We need to use a fractional Sobolev embedding
on compact manifolds which is not easy to find in the literature, but a
detailed proof of that fact was included in a recent paper of the authors [1]
(cf. [2]).
The paper follows to some extent the structure of the work of Caffarelli
and Vasseur [8]. In section §3 we prove an uniform bound for the essential
supremum of a global weak solution in space and strictly positive time t ≥
t0 > 0. The bound depends on t0 and the initial energy. The proof is based
upon a non linear inequality as in De Giorgi’s iteration scheme. Once this
is achieved, we may treat the problem as if it was linear, forgetting the θ
dependence of u. Therefore, we get a drift diffusion equation where the drift
is in some appropiate functional space, which will be enough to prove the
local energy estimate, instrumental to control the oscillation decay. Let us
digress briefly why a control on the oscillation decay is a convenient strategy:
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the oscillation of a function f in a ball B is defined as
oscBf = sup
x,y∈B
|f(x)− f(y)|.
If one has an estimate of the type
oscBh/2f ≤ δ · oscBhf
for some fixed δ < 1 and any scale h, then it is easy to prove f ∈ Cα for
some α which depends on δ. Indeed, we just need to control the norm
‖f‖Cα = ‖f‖L∞ + sup
x,y
|f(x)− f(y)|
d(x, y)α
.
The L∞ norm will be controlled in the first part of the proof, see §3. For
the second term let us observe that
|f(x)− f(y)|
d(x, y)α
≤ sup
k
sup
y∈Ak(x)
|f(x)− f(y)|2αk
where Ak(x) = B1/2k−1(x)\B1/2k(x) are coronas centered in x. But the right
hand side is bounded by
sup
k
2αkoscB
1/2k−1f ≤ sup
k
2αkδkoscB1f ≤ 2‖f‖L∞(2αδ)k.
Now it becomes obvious that choosing α < log2(δ) would be enough to
obtain the bound. Notice that we used the notation d(x, y) instead of |x−
y| since we are not dealing with the euclidean metric. A version of the
oscillation decay will be achieved using De Giorgi’s iteration scheme if the
initial energy is small in §6.1. It is at this stage where the precise control
on barrier functions developed in §4 becomes crucial. This together with
the local energy inequality proved in §5 yields a non linear energy inequality
which is at the heart of the oscillation decay. Finally, a non-local version
of De Giorgi’s isoperimetric inequality will drop the small mean energy
condition. This is done in §6.2 which, though quite similar, differs from
the original treatment [8] where the argument has been carefully adapted
to respect different scales. This would prove Theorem 1.2.
Theorem 1.1 follows from the latter but not so inmediately since inter-
polation arguments might lead to a L2n(M) estimate which does not imply
the needed scale decay in small balls. In order to handle this problem
we introduce an auxiliary function satisfying the same equation and whose
L2n(Bg(h)) norm is controled. The arguments leading to Theorem 1.2 will
then be applicable but we cannot obtain the necessary decay to imply Ho¨lder
continuity. However it will be enough to establish a modulus of continuity
of the form ω(ρ) = log(1/ρ)−α for some α > 0. It should be remarked that,
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unfortunately, it falls close, but not enough, to satisfy the classical Dini
condition under which Theorem 1.2 would be applicable.
3. L∞x,t bound
In this section we illustrate De Giorgi’s method which will be based on
a non linear inequality for some sort of energy. But a more subtle needed
version will be exposed in sections 6.1 and 6.2.
Proposition 3.1. Let θ(x, t) be a weak solution (cf. Appendix 8). Then for
any fixed t0 > 0 there exists a positive constant C that will depend on θ0’s
energy, t0 and the manifold such that
|θ(x, t)| ≤ C for any x ∈M and any t > t0.
Remark: in the rest of the paper all constants C will be assumed to depend
implicitly on quantities that are considered to be constant. In particular,
they will have to be scale independent. Notice also that the constant might
differ from line to line for the sake of the exposition’s clearness.
Proof of Proposition 3.1 : we will proceed using a nonlinear en-
ergy inequality for consecutive energy truncations which is based on the
interplay between a global energy inequality and Sobolev inequality. Let us
assume without loss of generality that
∫
M
θ(x, t)dvolg(x) = 0 and define the
truncation levels as follows:
`k = C(1− 2−k)
where C will be chosen later to be large enough. The kth truncation of θ at
the level `k will be denoted by θk = (θ− `k)+. Notice (a)+ = max{a, 0} is a
convex function. One can derive a differential inequality for the truncations
using the Co´rdoba-Co´rdoba pointwise inequality for fractional powers of the
Laplace-Beltrami operator on manifolds (cf. [23])
∂tθk + u · ∇gθk ≤ −Λθk
multiplying this by θk, integrating in M , using that u is divergence free and
playing around with the fractional Laplace-Beltrami operator the following
holds
∂t
∫
M
θ2kdvolg(x) +
∫
M
|Λ1/2θk|2 dvolg(x) ≤ 0.
Let us introduce also truncation levels in time, namely, Tk = t0(1− 2−k).
Integrating this equation in time between s and t, where s ∈ [Tk−1, Tk] and
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t ∈ [Tk,∞], yields∫
M
θ2k(t)dvolg(x) + 2
∫ t
s
∫
M
|Λ1/2θk|2 dvolg(x) dt ≤
∫
M
θ2k(s) dvolg(x).
Taking the supremum over t ≥ Tk,
sup
t≥Tk
∫
M
θ2k dvolg(x) + 2
∫ ∞
s
∫
M
|Λ1/2θk|2dvolg(x)dt ≤
∫
M
θ2k(s) dvolg(x).
The right hand side dominates the following quantity
Ek = sup
t≥Tk
∫
M
θ2k dvolg(x) + 2
∫ ∞
Tk
∫
M
|Λ1/2θk|2dvolg(x)dt.
Taking the mean value on the resulting inequality on the interval
s ∈ [Tk−1, Tk] gives
Ek ≤ 2
k
t0
∫ ∞
Tk−1
∫
M
θ2kdvolg(x)dt.
Notice that for any x ∈M such that θk(x) > 0 one also has, by construction,
that θk−1(x) ≥ 2−kC. Therefore,
χ{θk>0} ≤
(
2k
C
θk−1
)2/n
.
As a consequence of this
Ek ≤ 2
k
t0
∫ ∞
Tk−1
∫
M
θ2k−1χ{θk>0}dvolg(x)dt
≤ 2
k(1+ 2
n
)
t0C2/n
∫ ∞
Tk−1
∫
M
θ
2(n+1)/n
k−1 dvolg(x)dt.
Now taking into account that Ek−1 controls θk−1 in L∞t L
2
x and the Sobolev
embedding L2tH
1
2
x ↪→ L2tL2n/(n−1)x , then Ho¨lder’s inequality implies that it
also controls L
2(n+1)/n
t,x . Indeed, Sobolev and Poincare´ inequalities yields∫ ∞
Tk−1
∫
M
θ
2(n+1)/n
k−1 dvolg(x)dt ≤
∫ ∞
Tk−1
(∫
M
θ2k−1dvolg(x)
) 1
n
(∫
M
θ
2n/(n−1)
k−1 dvolg(x)
)(n−1)/n
dt
≤ 2E
1
n
k−1
∫ ∞
Tk−1
∫
M
|Λ 12 θk−1|2dvolg(x)dt ≤ E1+1/nk−1 .
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Therefore, we get the nonlinear recurrence
Ek ≤ 2
k(1+ 2
n
)+1
t0C2/n
E
1+ 1
n
k−1 ,
which, for the sake of simplicity, can be rewritten as
Ek ≤ C ′2k(1+2ε)E1+εk−1,
where C ′ = C ′(M, t0, n) and ε = 1n . We claim that this sequence Ek con-
verges to zero if C is large enough (i.e. C ′ is small enough). Indeed, let us
show by induction that Ek ≤ δkE0 for δ = 2−(2ε+1) 1ε < 1, independent of k:
we have
Ek
Ek−1
≤ C ′2k(1+2ε)Eεk−1 ≤ δ.
For k = 1, we easily get
C ′2(1+2ε)Eε0 ≤ δ
choosing the parameter C ′ sufficiently small. We also have by the induction
hypothesis that
Ek ≤ δEk−1 and C ′2k(1+2ε)Eεk−1 ≤ δ.
Therefore
C ′2(k+1)(1+2ε)Eεk ≤ C ′2(k+1)(1+2ε)(δEk−1)ε
= C ′2k(2ε+1)Eεk−12
(2ε+1)δε ≤ δ.
The non-linear part dissapears since u is divergence free. Furthermore
one can mimic the proof for −θ to achieve the same bound for |θ|.
4. The barrier functions
The results in this section are instrumental but, nevertheless, they rep-
resent the core of the paper. Both lemmas 4.1 and 4.2 in this section can
be interpreted as a quantitative maximum principle for specific boundary
elliptic problems at different scales.
To continue, we need to introduce a piece of notation: in this section we
will work on a product space that corresponds to a space variable x ∈ M
times z ∈ R (see §5 for details) and N = n + 1 is its dimension. The
arguments in the following sections deal with local properties around some
fixed point x0 ∈ M and a geodesic ball around it Bg(h) of radius h in the
metric g. The dependence on the point is omitted since our conclusions
are uniform due to M ’s compactness. The usual euclidean metric will be
denoted by g = e. We will deal with cylinders (x, z) ∈ B∗g(r, h) = Bg(r) ×
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I(h), where I(h) denotes an interval in the variable z of length h. Usually,
its endpoints will be irrelevant (in the few cases where they are relevant we
will point it out explicitly). By a slight abuse of notation we will denote
B∗g(h, h) by B
∗
g(h).
Lemma 4.1. Let the function b1 satisfy (∂
2
z + ∆g)b1 = 0 in B
∗
g(h)
b1 = 0 in Bg(h)× ∂I(h)
b1 = 1 in ∂Bg(h)× I(h)
Then there exists a δ < 1 (independent of the scale h) such that for any
x ∈ Bg(h/2)× I(h)
b1(x, z) < δ +O(h).
Proof of Lemma 4.1: let b be the euclidean version at scale one (∂
2
z + ∆e)b = 0 in B
∗
e (1)
b = 0 in Be(1)× ∂I(1)
b = 1 in ∂Be(1)× I(1)
Then b(x/h) satisfies the same equation at scale h. Define δ as de supremum
of b(x) in Be(1/2)×I(1), which is strictly smaller than one by the maximum
principle (cf. [27], [34]). We will treat b1 as a perturbation of b(x/h), the
difference u(x) = b1(x)− b(x/h) satisfies{
(∂2z + ∆g)u = O(h
−1) ∂b
∂ρ
in B∗g(h)
0 in ∂B∗g(h)
where ρ is the geodesic radius. One then uses Green’s function for the
geodesic problem to represent
u(x) = O(h−1)
∫
B∗g (h)
Gg(x, y)
∂b
∂ρ
(y/h)dvolg(y).
The integral is bounded (up to a constant dependent on M) by∫
B∗e (h)
1
|x− y|N−2dy = O(h
2).
Remark: in the latter bound we used the fact thatGg(x, y) = O(d(x, y)
2−N)
for N ≥ 3 a fact that follows because the singularity is of that particular or-
der and a maximum principle. The leading term in Hadamard’s parametrix
shows that the singularity has that prescribed order if N ≥ 3 (cf. [29]).
The constants involved depend continuously on the riemannian distorsion
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h
x
1
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z
Figure 1. Barrier b1
of the euclidean metric which can be estimated uniformly due to the as-
sumed compacity.
In the following we prove a variant of 4.1 that we will explote later,
namely:
Lemma 4.2. Let h ≤ r. There exist a function b2 such that (∂
2
z + ∆g)b2 = 0 in B
∗
g(r, h)
b2 ≥ 0 in Bg(r)× ∂I(h)
b2 = 1 in ∂Bg(r)× I(h)
and satisfying for r1 ≤ r
sup
x∈B∗g (r1,h)
b2(x, z) ≤ C
{
hrN−2
(r − r1)N−1 + r
}
.
Proof of Lemma 4.2: again we will prove it by a perturbation method:
first the euclidean and later the general case controlling the difference. If
the metric was the euclidean, the use of Green’s function estimates yield
the result. Indeed, consider B∗e (r, h) ⊆ B∗e (r) and let b be the restriction
of a function harmonic in B∗e (r) (we are making the domain larger, see the
figure) with non negative boundary values defined to be equal to one near
the equator and vanishing outside of it. The maximum principle assures
that such a function is non negative and, by construction, satisfies all the
assumptions. Finally, observe that integrating against the Poisson kernel
10 D. ALONSO-ORA´N, A. CO´RDOBA, AND A. D. MARTI´NEZ
∂νG(x, y) = O(r
−1|x − y|1−N) provides the searched estimate. The need
to make the domain larger allows us to rescale the Poisson kernel in the
domain B∗e (1) which implies ∇G(x, y) = O(r−1|x − y|1−N). Otherwise the
constant involved might depend on the domain under consideration and, as
a matter of fact, on the scale h (cf. Widman [41], one might in fact round the
domain to make it C2 if necessary without affecting the argument above.)
Alternatively, one may rescale first to obtain the bound which is invariant
upon rescaling and then rescale back (see figure 2.)
x
1
x
2
z
r
1
r-r
1
r
hr
*
B (r,h)
g
*
B (r)
g
Figure 2. Barrier b2
As in our previous lemma, one treats u = b2 − b as a perturbation that
satisfies the following boundary value problem:{
(∂2z + ∆e)u = k
∂b2
∂ρ
in B∗g(r)
0 in the boundary
Here k is a differentiable function independent of z of size O(r) (cf. [11],
theorem 2.17; which can be computed explicitly for the sphere).
Next we can estimate the derivative using Gauss’ divergence theorem. To
do that let x = (ρ, σ, z) be the cylindrical geodesic coordinates: ρ geodesic
distance, σ angular direction, z the orthogonal variable. As before one has
the following integral representation
u(x) =
∫
B∗e (r)
Ge(x, y)k(y)
∂b2(y)
∂ρ
dy.
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Taking into account that ∂b2(y)
∂ρ
= ∇b2(y) · σ we can write
u(x) =
∫
B∗e (r)
∇ · (Ge(x, y)k(y)b2(y)σ) dy −
∫
B∗e (r)
∇Ge(x, y) · σk(y)b2(y)dy
−
∫
B∗e (r)
Ge(x, y)∇k(y) · σb2(y)dy −
∫
B∗e (r)
Ge(x, y)k(y)b2(y)∇ · σdy.
We may now delete a neighbourhood of x and let it tend to zero to get rid
of the singularity of Ge around x = y. The first term equals∫
∂B∗e (r)
Ge(x, y)k(y)b2(y)σ · ν(y)dσ(y)
which, taking into account that, a priori, 0 ≤ b2 ≤ 1 by the maximum
principle, it can be estimated as O(r). Similarly, the second term is O(r),
the third is O(r2) and the last O(r).
5. Local energy inequality
In this section we present a local energy inequality (cf. §3), that will be
used to provide the seeked oscillation decay in §§6.1-6.2. Notice that at
this stage we know that our weak solution θ is actually in L∞t L
2
x and L
∞
t,x,
therefore by interpolation it follows that θ ∈ L∞t L2nx , which implies that u is
uniformly bounded in L∞t L
2n
x . In the original paper Caffarelli and Vasseur
exploited that the drift u ∈ L∞t BMOx(Rn), preserved under the natural
scaling of the equation. Our approach on the other hand is scale dependent
and we will use a localized version instead.
It is useful to think of the fractional Laplace-Beltrami as the boundary
value of a derivative through a fractional heat equation, namely{
∂zf
∗(x, t, z) = −Λαf ∗(x, t, z)
f ∗(x, t, 0) = f(x, t)
where we denote z this “time” variable since we are dealing already with
another time variable t. Notice ∂zf
∗(x, t, 0) = −Λαf(x, t). An additional
feature when α = 1 is that
(∂2z + ∆g)f
∗ = 0
which shows harmonicity for f ∗, the extension of f . This will be a recurrent
theme in the sequel. As a consequence of this observation one may use
Green’s identities in the presence of Λ, so long as one is willing to work with
f ∗ instead, allowing the treatment of this nonlocal operator as a local one
(cf. [6, 7]). This idea is exploited deeply in the following Lemma.
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Lemma 5.1 (Local energy inequality). Let θk satisfy
∂tθk + u · ∇gθk ≤ −Λθk
and denote I(z0) = [0, z0]. Let the function ηθ
∗
k(x, t, z) be vanishing in
M × [0,∞) \Bg(h)× I(z0). Then if u satisfies
sup
t∈(s,t)
∫
Bg(h)
|u(x, t)|2ndvolg(x) ≤ Chn
and s ≤ t, the following holds∫ t
s
∫
I(z0)
∫
Bg(h)
|∇x,z(ηθ∗k)(x, t, z)|2dvolg(x)dzdt+
∫
Bg(h)
(ηθk)
2(x, t)dvolg(x)
≤ C
{∫
Bg(h)
(ηθk)
2(x, s)dvolg(x) + h
∫ t
s
∫
Bg(h)
|∇xηθk|2dvolg(x)dt
+
∫ t
s
∫
I(z0)
∫
Bg(h)
|∇x,zηθ∗k|2dvolg(x)dzdt
+
∫ t
s
∫
Bg(h)
(ηθk)
2(x, t)dvolg(x)dt
}
.
Remark: some comments are in order about the notation we have adopted
to state the lemma. The function θk in practice will denote a truncation
of the weak solution θ at some level `k (see §6.1 for details). Notice that
θ∗k refers to the truncation at the same level of θ
∗, the extension, which
should not be confused with the extension of the truncation (θk)
∗ (which
will never be used in this paper). The gradient ∇x,z denotes the gradient in
the product space ∂z +∇g. We are abusing notation by denoting with t the
time variable and the time integration variable, but we hope no confussion
arises.
Proof of Lemma 5.1: as a consequence of subharmonicity of θ∗k, we
get ∫
I(z0)
∫
Bg(h)
η2θ∗k(∂
2
z + ∆g)θ
∗
kdvolg(x)dz ≥ 0
which yields∫
I(z0)
∫
Bg(h)
|∇x,z(ηθ∗k)|2dvolg(x)dz ≤
∫
I(z0)
∫
Bg(h)
|∇x,zηθ∗k|2dvolg(x)dz
+
∫
Bg(h)
η2θkΛθkdvolg(x).
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After integration by parts in the last integral, only one of the appearing
boundary integrals does not vanish. It can be majorized, under the stated
hypothesis, by
−1
2
{
∂
∂t
∫
Bg(h)
η2θ2kdvolg(x) +
∫
Bg(h)
∇x(η2) · uθ2kdvolg(x)
}
.
Integrating the resulting equality in the time interval [s, t] one gets∫ t
s
∫
I(z0)
∫
Bg(h)
|∇x,z(ηθ∗k)(x, t, z)|2dvolg(x)dzdt+
1
2
∫
Bg(h)
(ηθk)
2(x, t)dvolg(x)
≤
∫ t
s
∫
I(z0)
∫
Bg(h)
|∇x,zηθ∗k|2dvolg(x)dzdt+
1
2
∫
Bg(h)
(ηθk)
2(x, s)dvolg(x)
+
∣∣∣∣∣
∫ t
s
∫
Bg(h)
∇x(η2) · uθ2k dvolg(x)dt
∣∣∣∣∣
Then the estimate of the last term is the only task left to be done. Using
Ho¨lder and Cauchy-Schwarz inequalities we get the bounds
ε
∫ t
s
‖χBg(h)ηθk‖2
L
2n
n−1 (M)
dt+
1
ε
∫ t
s
‖∇xη · uθk‖2
L
2n
n+1 (M)
dt,
where ε > 0 will be chosen later. Notice that each one of these two terms
can be absorbed by some one in the above. Indeed, for the first term we use
Sobolev embedding H
1
2 ↪→ L 2nn−1 and the self-adjointness of Λ to obtain∫ t
s
‖χBg(h)ηθk‖2
L
2n
n−1 (M)
dt ≤
∫ t
s
∫
M
|Λ 12 (χBg(h)ηθk)|2dvolg(x)dt
+
∫ t
s
∫
Bg(h)
(ηθk)
2(x, t)dvolg(x)dt.
The second summand is harmless if ε ≤ C while the first is bounded by∫ t
s
∫
Bg(h)
ηθkΛ(χBg(h)ηθk)dvolg(x)dt = −
∫ t
s
∫
M
(χBg(h)ηθk)
∗∂z(χBg(h)ηθk)
∗dvolg(x)dt
∣∣∣∣∣
z=0
Now using Green’s identities and the decay at infinity, the above integral
equals ∫ t
s
∫ ∞
0
∫
M
|∇x,z(χBg(h)ηθk)∗|2dvolg(x)dzdt
and Dirichlet principle implies that it is bounded by∫ t
s
∫ ∞
0
∫
M
|∇x,z(χBg(h)ηθ∗k)|2dvolg(x)dzdt
14 D. ALONSO-ORA´N, A. CO´RDOBA, AND A. D. MARTI´NEZ
Indeed, the harmonic extension is a minimizer for the Dirichlet energy func-
tional and this leads inmediately to∫ t
s
‖χBg(h)ηθk‖2
L
2n
n−1 (M)
dt ≤
∫ t
s
∫
I(z0)
∫
Bg(h)
|∇x,z(ηθ∗k)|2dvolg(x)dzdt
which can be absorbed by the left hand side of the inequality choosing an
adequate ε. The second term can be handled as follows∫ t
s
‖∇xη · uθk‖2
L
2n
n+1 (M)
dt =
∫ t
s
(∫
M
|∇xη · uθk| 2nn+1dvolg(x)
)n+1
n
dt
≤
∫ t
s
(∫
Bg(h)
|u|2ndvolg(x)
) 1
n
(∫
Bg(h)
|∇xηθk|2dvolg(x)
)
dt
≤ ‖u‖2L∞t L2nx (Bg(h))
∫ t
s
∫
Bg(h)
|∇xηθk|2dvolg(x)dt
where we have used Ho¨lder’s inequality and the fact that ∇η is supported
in Bg(h).
6. Ho¨lder regularity
This section will deal with the Ho¨lder continuity of weak solutions. The
approach is based on the decrease of the L∞ norm of either the positive
part or the negative part of θ, which implies a decrease in the oscillation.
The proof is subdivided in two stages each one containing a step towards the
result. In the first we study the decrease under small mean energy hypothesis
while in the second we remove such a restriction. This is reminiscent of De
Giorgi’s work on Hilbert’s 19th problem.
6.1. Small mean energy. To state precisely the concrete piece of the proof
that we will be dealing with in this section, it is convenient to introduce
the notation Qg(h) to denote the pairs (x, t) such that x ∈ Bg(h) and
t ∈ t∗ + I(h), where t∗ ≥ t0. Following §3 we use Q∗g(h) to denote the set of
(x, t, z) where (x, t) ∈ Qg(h) and z ∈ I(h). Notice that we are not accurate
about the precise position of the time interval, but we only care about its
length. In the sequel time intervals will be chosen carefully.
Proposition 6.1. For h small enough, there exist ε > 0 and γ < 1 (both
independent of the scale h) so that for any solution θ satisfying∫
Qg(2h)
(θ)2+dvolg(x)dt ≤ ε
∫
Qg(2h)
dvolg(x)dt
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and ∫
Q∗g(2h)
(θ∗)2+dvolg(x)dt ≤ ε
∫
Q∗g(2h)
dvolg(x)dzdt
one also has
‖θ+‖L∞(Qg(h)) ≤ γ‖θ∗‖L∞(Q∗g(2h)).
Some comments are needed before proceeding to the proof itself. The
statement is written in terms of L∞ bounds because they are related to the
oscillation decrease as follows: instead of θ∗ one may consider θ∗−a for any
arbitrary constant a, the resulting function has the same oscillation and sat-
isfies the same drift equation (it is a feature of the proof of Theorem 1.2 that
the active scalar dependence is quite irrelevant). As a consequence of this
one may choose a in such a way that the L∞-norm of (θ∗−a)+ and the oscil-
lation of θ∗−a are comparable and the decrease on the oscillation is strictly
smaller than one. In fact, one may choose a so that ‖(θ∗ − a)+‖L∞(Q∗g(h))
equals ‖(θ∗ − a)−‖L∞(Q∗g(h)) and hence both are precisely 12oscQ∗g(h)θ∗, where
(f)− = −(−f)+. Provided the conclusion of the proposition is true one
might bound
oscQg(h/2)θ = oscQg(h/2)(θ − a) ≤ ‖(θ − a)+‖L∞(Qg(h/2)) + ‖(θ − a)−‖L∞(Qg(h/2))
≤ γ‖(θ∗ − a)+‖L∞(Qg(h) + ‖(θ − a)−‖L∞(Qg(h))
≤ 1
2
(1 + γ) oscQ∗g(h)(θ
∗ − a) = 1
2
(1 + γ) oscQ∗g(h)θ
∗.
Hence, we have shown as a byproduct that the oscillation would decrease
by (1 + γ)/2 < 1.
We will proceed by a rather tricky induction process involving some local
energy quantities in the same spirit as in De Giorgi’s tecnique, but needing
to control several boundary terms due to the nonlocality. Since the proof is
quite technical and intrincated, let us expose first the general plan of how
to achieve the nonlinear inequality for the local energy Ek we are aiming to.
In order to clarify the exposition, we state certain claims whose proof will
be postponed to the end of this digression.
Fix some γ < 1 to be specified later. Let us denote by θk and θ
∗
k the
positive part of the trucations of θ and θ∗ respectively at the level
`k = ‖θ∗‖L∞(Q∗g(2h))
(
1− (1− γ)1 + 2
−k
2
)
Let ηk be a smooth bump function supported in Bg(h(1 + 2
−k)) identically
one in Bg(h(1 + 2
−k−1)). We will find a nonlinear inequality for the local
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energy
Ek = sup
t∈t∗+[−h2−k−1,h]
∫
M
(ηkθk)
2(x, t)dvolg(x)
+
∫
t∗+[−h2−k−1,h]
∫
I(hδk)
∫
M
|∇x,z(ηkθ∗k)(x, t, z)|2dvolg(x)dzdt
where we assumed t∗ − t0 ≤ h/4 (cf. [8]). Otherwise one may shrink the
intervals in both definitions, using for the lower extreme t∗−h2−k−k0 instead,
for some appropiate k0 ≥ 0. The constant δ < 1 is a small parameter to
be selected later independently of h. This choice for Ek is motivated by the
proof §3 and the local energy inequality from §5 (cf. inequality (∗) below).
Notice that Ek decrease. Recall that we can not afford fixing a reference
scale, and use the iterative scaling arguments to deal with other finer scales.
Therefore we need to keep track upon the scale during the proof, and this
fact will be crucial for our argument to finally work properly.
Taking mean value for s ∈ t∗−[h2−k−1, h2−k] in the local energy inequality
of lemma 5.1) for z0 = hδ
k, η = ηk and any t ∈ t∗+[−h2−k−1, h] one obtains
∫
Bg(2h)
(ηkθk)
2(x, t)dvolg(x) (∗)
+
∫
t∗+[−h2−k−1,t]
∫
I(hδk)
∫
Bg(2h)
|∇x,z(ηkθ∗k)|2dvolg(x)dzdt
≤ C
{
2k
h
∫
t∗+[−h2−k,h]
∫
Bg(2h)
(ηkθk)
2(x, s)dvolg(x)ds
+ h
∫
t∗+[−h2−k,h]
∫
Bg(2h)
|∇xηkθk|2dvolg(x)dt
+
∫
t∗+[−h2−k,h]
∫
I(hδk)
∫
Bg(2h)
|∇x,zηkθ∗k|2dvolg(x)dzdt
}
.
The constant C does not depend on the scale h nor on the truncation step
k (cf. recall remark 3 about the use of constants). Taking supremum on t
and using the elementary bound |∇ηk| ≤ C 2kh ηk−1, which can be assumed
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to be true for a certain construction of the bump functions, one obtains
Ek ≤ C 2
2k
h2
{
h
∫
t∗+[−h2−k,h]
∫
Bg(2h)
(ηk−1θk)2(x, s)dvolg(x)ds
+
∫
t∗+[−h2−k,h]
∫
I(hδk)
∫
Bg(2h)
(ηk−1θ∗k)
2dvolg(x)dzdt
}
.
By construction for any x such that θk(x) > 0, one has θk−1(x) ≥ C(1 −
γ)2−k−2. Using χ{ηk−1>0}χ{θk>0} ≤ C 2
k
1−γ θk−1ηk−2 in the above we get the
bound
Ek ≤ C 2
3k
h2(1− γ)2/n
{
h
∫
t∗+[−h2−k,h]
∫
M
(ηk−2θk−1)2
n+1
n dvolg(x)dt
+
∫
t∗+[−h2−k,h]
∫
I(hδk)
∫
M
(ηk−2θ∗k−1)
2n+1
n dvolg(x)dzdt
}
.
This will be estimated from above in the same nonlinear way as was done in
§3. To do so let us first claim that ηk−2θ∗k−2 = 0 provided z ∈ [hδk−1, hδk−2]
(cf. Lemma 6.2)∫
I(hδk−2)
∫
M
|∇x,z(ηk−2θ∗k−2)|2dvolg(x)dz =
∫ ∞
0
∫
M
|∇x,z(ηk−2θ∗k−2χI(hδk−2))|2dvolg(x)dz
≥
∫ ∞
0
∫
M
|∇x,z(ηk−2θk−2)∗|2dvolg(x)dz
= −
∫
M
ηk−2θ∗k−2∂z(ηk−2θ
∗
k−2)dvolg(x)
∣∣∣∣
z=0
=
∫
M
|Λ 12 (ηk−2θk−2)|2dvolg(x)
where we have used the aforementioned claim, decay at infinity, harmonicity
and Green’s identities. This shows that Ek−2 dominates the norms L2H
1
2 ↪→
L2L2n/(n−1) and L∞L2, using Ho¨lder’s inequality as in §3 we obtain that∫
t∗+[−h2−k,h]
∫
M
(ηk−2θk−2)2(n+1)/ndvolg(x)dt ≤ E1+1/nk−2
This suggests that an inequality of the type
Ek ≤ C 2
3k
(1− γ)2/nhE
1+1/n
k−2
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might hold true, which is almost the kind of non linear inequality we would
like to use.1 The estimate of the remaining term, ‖ηk−2θ∗k−2‖2(n+1)/nL2(n+1)/n(M), can
be reduced to the above. However, since this is not inmediate, let us show
first that for any t
θ∗k+1(x, t, z) ≤ (ηkθk)∗(x, t, z) for any (x, z) ∈ B∗g(h(1 + 2−k−1), hδk)
holds provided the claim is true. Indeed, by harmonicity one has the bound
θ∗k(x, t, z) ≤
∫
M
ηk(y)θk(y, t)G(x, y, z)dvolg(y) + ‖θ∗k‖L∞(Q∗g(2h))b2(x)
for any pair (x, z) ∈ B∗g(h(1+2−k−1), hδk), which follows using the maximum
principle in the cylinder to majorize θ∗k by (ηkθk)
∗ in the bottom part of the
cylinder (i.e. for x ∈ Bg(h(1 + 2−k−1)) and z = 0). On the other hand,
the claim allows to disregard the upper part which is bounded by zero. In
the rest of the boundary we use the barriers introduced in §4, which by
construction verify (cf. Lemma 4.2)
|b2(x)| ≤ C
{
δk(1 + 2−k)n−22k(n−1) + h(1 + 2−k)
}
which is smaller than (1 − γ)2−k−2 provided h and δ are small enough in-
dependently of k. From now on we will suppose that h and δ are such that
the above holds true. To continue let us observe that
θ∗ − `k+1 = θ∗ − `k − (1− γ)2−k−1‖θ∗‖L∞(Q∗g(2h))
from which one gets the inequality
θ∗k+1(x, t, z) ≤
∫
M
ηk(y)θk(y, t)G(x, y, z)dvolg(y) for x ∈ Bg(h(1 + 2−k−1))
which yields ηk+1θ
∗
k+1 ≤ (ηkθk)∗. Using this fact we get the estimate∫
t∗+[−h2−k,h]
∫
I(hδk)
∫
M
(ηk−2θ∗k−1)
2n+1
n dvolg(y)dzdt
≤
∫
t∗+[−h2−k,h]
∫
I(hδk)
∫
M
|(ηk−3θk−3)∗|2n+1n dvolg(y)dzdt
≤
∫
t∗+[−h2−k,h]
∫
I(hδk)
∫
M
(ηk−3θk−3)2
n+1
n dvolg(y)dzdt.
where we have applied Jensen’s inequality and the identity
∫
M
G(x, y, z)dvolg(y) =
1. This is already known to be bounded nicely in terms of Ek as above, pro-
vided the claim holds. We conclude the digression by observing that as a
1Notice the h in the denominator is harmless since we are working with the hypothesis
in the mean. This is a reminiscence of the standard dimensional analysis of physical
quantities.
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consequence of the decreasing character of the energies one would get the
following nonlinear inequality
(6.1) Ek ≤ C 2
3k
(1− γ)2/nhE
1+1/n
k−3
The next step is to prove our claim provided some extra hypothesis is
fulfilled. This will be helpful to close the induction later on.
Lemma 6.2. For k ≥ 0, the following statement holds:
(6.2) θ∗k+1(x, t, z) = 0 for any (x, z) ∈ Bg(h(1 + 2−k))× (hδk+1, z0)
provided that θ∗k(x, t, z0) = 0 and the energy Ek satisfies
(6.3) Ekh
−nδ−2n(k+1) ≤ C2(1− γ)22−2(k+1)
Proof of lemma 6.2: we would like to bound (ηkθk)
∗ in the preceding
discussion by C(1− γ)2−k−2 which, intertwined with the arguments above,
will be enough for our purposes. Now if (x, z) ∈ Bg(h(1+2−k))×(hδk+1, hδk)
and t ∈ t∗+ I(h) then we can estimate the other term appropiately, indeed:∫
M
ηk(y)θk(y, t)G(x, y, z)dvolg(x) ≤
√
Ek‖G(x, y, z)‖L2x(M).
In the next, we will make use of the following expansion of the fractional
heat kernel (cf. [23])
G(x, y, z) =
∞∑
i=0
e−λizYi(x)Yi(y)
which combined with the local Weyl estimates (cf. Theorem 3.3.1, [36] p.
53) ∑
λi≤λ
Yi(x)Yi(y) = O(λ
n)
and a straightforward summation by parts yields
G(x, y, hδk+1) ≤ C(hδk+1)−n
from which ‖G(x, y, hδk+1)‖2L2x(M) ≤ Cδ−2n(k+1)h−n. As a consequence of the
hypothesis (ηkθk)
∗ is smaller than C(1− γ)2−k−2. This altogether with
θ∗k+1 ≤ θ∗k − (1− γ)2−k−1‖θ∗‖L∞(Q∗g(2h))
shows that θ∗k+1 can not be positive in Bg(h(1 + 2
−k))× (hδk+1, z0).
Remark: we need to choose z0 in a specific way, say z0 = h/2, in order to
start the inductive procedure (indicated below in the proof of Proposition
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6.1). Once we have used this, the parameter z0 will have the form δ
kh in
the kth step of the induction process (we hope that it does not create any
confusion.)
We believe that Lemma 6.2 is a convenient intermediate step to write the
induction neatly. Next we proceed to the uncover the details of the proof.
Proof of proposition 6.1: we will show that if ε is small enough one
can choose a positive β < 1, independent of h, such that
Ek ≤ βkhn holds for any k ≥ 0.
In particular Ek tends to zero, proving the statement. The geometrical decay
of this ansatz is very convenient in order to check that the hypothesis (6.3)
imposed to Ek of Lemma 6.2 is satified (recall that this kind of behaviour
is quite plausible for sequences satisfying a non linear inequality (6.1) (cf.
§3)).
To that end we choose some β < 1 satisfying the following smallness
condition,
βk ≤ δ2n(k+1)C(1− γ)24−k−1
provided δ and γ are fixed already. Moreover we will also impose
C
23k
(1− γ)2/nβ
k−3
n
−4 < 1
which is only useful when k ≥ 4n+ 4.
Next we will prove by induction the following predicate:
P (k) : Ek ≤ βkhn and ηkθ∗k = 0 in the set (6.2) of Lemma 6.2.
Due to the shift in the nonlinear inequality (6.1) and our previous arguments,
we already know that if predicates P (k−3), P (k−2), P (k−1) are satisfied
then P (k) is also fulfilled, provided k ≥ 4n + 4. Therefore our work is
reduced to check that P (0), P (1),. . . , P (4n+ 3) are satisfied. The first part
of the predicate is quite straightforward. Indeed, using the local energy
inequality derived in §5, we can take ε verifying
ε < Cβ4n+3
and hence Ek ≤ β4n+3hn, for 0 ≤ k ≤ 4n+ 3, as required.
Next, let us realize that if we prove the second part of the statement for
k = 0, we would be done. Indeed, appealing to Lemma 6.2, we would prove
P (1). Afterwards using P (1) and smallness on E1, we deduce P (2). Simi-
larly one gets P (3). Therefore the induction process works nicely without
any further assumptions using the non linear inequality (6.1) provided β is
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smaller than a threshold quantity, which is independent of the scale h as we
specified previously.
Let us deal now with that initial codition. The maximum principle allows
us to bound θ∗ in Bg(h)× I(h) as follows
θ∗(x, t, z) ≤
∫
M
θ(y, t)χBg(h)(y)G(x, y, z)dvolg(y)
+ ‖θ∗‖L∞(Q∗g(2h))
(
b1(x, z) +
z
h
)
where the barrier b1 has been constructed in §4.1. The only problematic
term is the first one since the second term can be handled using Lemma 4.1
and the third term can be bounded easily due to its linearity. By Ho¨lder’s
inequality we get
∫
M
θ(y, t)χBg(h)(y)G(x, y, z)dvolg(y) ≤ C‖θ∗‖L∞(Q∗g(2h))‖G(x, y, z)‖2‖χBg(h)‖2
which is less than C(M)2n. Using Weyl’s law asymptotics, positivity of the
characteristic function and fractional heat kernel estimates one gets
|θ∗(x, t, z)| ≤ γ∗‖θ∗‖L∞(Q∗g(2h))
where x ∈ Bg(h), z ∈ I ′(h) and γ∗ < 1. This shows that the hypothesis of
Lemma 6.2 are satisfied for θ∗0 with γ =
1
3
(4γ∗ − 1) and z0 = h′2 , where we
can take z0 ∈ I ′(h) = [h3 , 2h3 ] (see figure 3).
Remark: in the estimate above we are assuming that C(M)2n is small
enough. But if that is not the case, one may use instead of balls decreasing
by half, balls decreasing by some fixed small quantity c. Then, the estimate
above will have the form C(M)2ncn/2 and we can choose c so that the above
estimate is indeed strictly smaller than one. And that is all we need.
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Figure 3. Initial step and iterative procedure.
6.2. Arbitrary energy. The purpose of this section is to free Proposition
6.1 from its small mean energy requirement. To do so we prove a version
of De Giorgi’s isoperimetric inequality following closely the argument in
[8] though it needs careful adaptation to avoid problems with the different
scales. Let us first introduce some convenient notation: denote by Q∗g(h) the
cube of all (x, t, z) ∈ Bg(h)×I(h)×I(h), Qg(h) the set (x, t) ∈ Bg(h)×I(h)
and |A| the measure of A in the product. It would be useful while reading
this section to keep in mind that Bg(h), B
∗
g(h), Q
∗
g(h) are approximately of
order hn, hn+1, hn+2, respectively.
De Giorgi’s isoperimetric inequality, in our setting, will relate the mea-
sures of the following sets
A(t) = {(x, z) ∈ B∗g(h) : θ∗(x, t, z) ≤ 0}
B(t) =
{
(x, z) ∈ B∗g(h) : θ∗(x, t, z) ≥ 12‖θ∗‖L∞(Q∗g(h))
}
C(t) =
{
(x, z) ∈ B∗g(h) : 0 < θ∗(x, t, z) < 12‖θ∗‖L∞(Q∗g(h))
}
It reads as follows:
Lemma 6.3 (De Giorgi’s isoperimetric inequality). For h small enough, the
following inequality holds for any function θ∗ ∈ H1(Bg(h))
(6.4) |A(t)||B(t)| ≤ C|C(t)| 12K 12hn+2
where K = ‖∇x,zθ∗‖2L2(B∗g (h)).
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Proof of Lemma 6.3: proceed as in [8], [9] being careful to keep the
small scale dependence.
Now we can state the main result:
Lemma 6.4. For any ε > 0 small enough2 (independent of h) there exists
δ = δ(ε) > 0 such that for any weak solution θ satisfying
|{(x, t, z) ∈ Q∗g(2h) : θ∗(x, z, t) ≤ 0}| ≥
1
2
|Q∗g(2h)|.
We have that the hypothesis∣∣∣∣{(x, t, z) ∈ Q∗g(2h) : 0 < θ∗ < 12‖θ∗‖L∞(Q∗g(h))
}∣∣∣∣ ≤ δ|Q∗g(2h)|
implies ∫
Qg(h)
(
θ − 1
2
‖θ∗‖L∞
)2
+
dvolg(x)dt ≤ ε|Qg(h)|
and ∫
Q∗g(h)
(
θ∗ − 1
2
‖θ∗‖L∞
)2
+
dvolg(x)dt ≤ ε|Q∗g(h)|.
Before proceeding to the proof itself let us glimse the rough idea behind
it: let us suppose that both B(t) and C(t) are smaller than γhn+1∫
B∗g (h)
(θ∗)2+(t)dxdz ≤ ‖θ∗‖2L∞(B∗g (h))(|B(t)|+ |C(t)|) ≤ γChn+1
(cf. the Remark concerning the use of constants in §3.) Integrating the
identity
(6.5)∫
Bg(h)
θ2+dvolg(x) =
∫
Bg(h)
(θ∗)2+dvolg(x)− 2
∫ z
0
∫
Bg(h)
θ∗+∂zθ
∗dvolg(x)dz¯
for z ∈ I(h) one gets
h
∫
Bg(h)
θ2+(x, t)dx ≤
∫
B∗g (h)
θ∗+(x, t, z)
2dxdz+
∫ h
0
∫ z
0
∫
B∗g (h)
θ∗+(t)∂zθ
∗dxdz¯dz.
The first term can be bounded by O(γhn+1), using the previous inequality;
the second, applying Fubini and Cauchy-Schwarz is bounded by
h‖θ∗+(t)‖L2(B∗g (h))‖∂zθ∗‖L2(B∗g (h)) ≤ γhn+1.
2Depending on M , θ0, t0.
24 D. ALONSO-ORA´N, A. CO´RDOBA, AND A. D. MARTI´NEZ
Notice that the L2-gradient norm might be expected to be of size h(n−1)/2,
from dimensional considerations. Summarizing: if the above argument
works we may integrate the resulting inequality for all times t ∈ I(h) achiev-
ing ∫
Q∗g(h)
θ2+(x, t)dvolg(x)dt = O(
√
γhn+2).
Notice that this estimate is stronger than the one we intend to proof. In
fact, the assumption above should not be expected to hold for any t ∈ I(h),
the proof will show that an elaboration of the aforementioned argument
reaching control on the size of the corresponding sets actually holds for
most of the times t ∈ I(h). The remaining times, for which it does not hold,
will have a controlled size.
Proof of Lemma 6.4: from De Giorgi’s isoperimetric inequality (6.4)
one notice that one may control B(t)’s smallness if one knows for an ap-
propiate K that A(t) is big, while C(t) is small (by hypothesis). Let us
introduce a subset of times for which we do expect some control of B due
to De Giorgi’s isoperimetric inequality provided we manage to prove A(t)
is big enough:
T =
{
t ∈ I(h) :
∫
B∗g (h)
|∇θ∗+|2dvolg(x)dz ≤ K and |C(t)|
1
2 ≤ 2ε3hn+12
}
The complement of this set is small in I(h), in the sense that it is smaller
than εh/2, choosing
K =
4
εh
∫
Q∗g(h)
|∇x,zθ∗+|2dvolg(x)dzdt.
Indeed, define δ = ε8, one may obtain the following weak bound∣∣∣{t ∈ I(h) : |C(t)| 12 ≥ 2ε3hn+12 }∣∣∣ ≤ 1
4ε6hn+1
∫
I(h)
|C(t)|dt ≤ ε2h/4
Furthermore, the control on the remaining condition is provided by the
following weak bound∣∣∣∣∣
{
t ∈ I(h) :
∫
B∗g (h)
|∇x,zθ∗+|2dvolg(x)dz ≥ K
}∣∣∣∣∣ ≤ εh/4.
Along the proof several smallness assumptions will be imposed on ε, being
a finite number this causes no problem for the argument to work. Notice
THE CRITICAL QUASIGEOSTROPHIC EQUATION ON S2 25
that if t ∈ I(h) ∩ T is such that |A(t)| ≥ 1
4
|B∗h| then using De Giorgi’s as
above we obtain ∫
I(h)
∫
B∗g (h)
|∇x,zθ∗+|2dvolg(x)dzdt ≤ Chn
which follows from the local energy inequality, cf. §5. Therefore one gets
|B(t)| ≤ ε 52Chn+1
using De Giorgi’s isoperimetric inequality. This leads to ‖θ‖L2(Qg(h)) ≤ εh
n+1
2
and ‖θ∗‖L2(Q∗g(h)) ≤ εh
n
2
+1. We claim that such estimate is true for some
t1 ∈ T which does not lie on[
−h
4
+ t∗, t∗
]
⊆ [t∗ − h, t∗] = I(h).
Indeed, the non existence of t∗ leads to a contradiction with the size condi-
tion in the statement. We will use this facts to prove the following
Claim: The inequality |A(t)| ≥ ε2
2
|B∗g(h)| holds for any t ∈ I(h/4) ∩ T .
The local energy inequality assures that for t ≥ t1 one has∫
Bg(h)
θ2+(t)dvolg(x) ≤
∫
Bg(h)
θ2+(t1)dvolg(x) + C‖θ‖2L∞(t− t1)(hn−1 + hn).
Observe that t− t1 is of order h; let t− t1 ≤ εh, if ε is small enough
‖θ+‖2L2(Bg(h)) ≤
1
100
hn.
Now, for such t
θ∗+(x, t, z) = θ+(x, t) +
∫ z
0
∂zθ
∗
+dz¯
≤ |θ+(x, 0)|+
√
z
(∫ z
0
|∂zθ∗+|2dz¯
) 1
2
.
Applying the above with z ≤ ε2h implies
‖θ∗+(x, t, z)‖L2(Bg(h)) ≤ ‖θ+(x, t)‖L2(Bg(h))+εh
1
2
(∫
B∗g (h)
|∇zθ∗(x, t, z¯)|2dz¯dvolg(x)
) 1
2
.
Our previous results show that it is bounded by 1
100
hn + εCh
n
2 which is
smaller than 1
2
|Bg(h)| 12 if ε is small enough. Application of a weak L2
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inequality implies∣∣∣∣{x ∈ Bg(h) : θ∗+(x, t, z) ≥ 12‖θ∗‖L∞(B∗g (h))
}∣∣∣∣ ≤ 14 |Bg(h)|
Integrating z ∈ I(ε2h) yields∣∣∣∣{x ∈ Bg(h), z ∈ I(ε2h) : θ∗+(x, t, z) ≥ 12‖θ∗‖L∞(B∗g (h))
}∣∣∣∣ ≤ ε24 |B∗g(h)|
Since t ∈ T one has that |C(t)| ≤ 2ε6hn+1 ≤ ε5|B∗g(h)| and we get the
following estimate from below
|A(t)| ≥ |Bg(h)× I(ε2h)| − |C(t)|
−
∣∣∣∣{x ∈ Bg(h), z ∈ I(ε2h) : θ∗+(x, t, z) ≥ 12‖θ∗‖L∞(B∗g (h))
}∣∣∣∣
≥
(
ε2
(
1− 1
4
)
− ε5
)
|B∗g(h)| ≥
1
2
ε2|B∗g(h)|
proving our claim, provided that ε is small enough.
Repeating the argument at the beginning of the proof one gets |B(t)| ≤
C
√
εhn+1. So, finally, we have proved that, in fact, |A(t)| ≥ 1
4
|B∗g(h)| for
any t ∈ T satisfying t− t1 ≤ εh. Then, as before:
|A(t)| ≥ |B∗g(h)| − |B(t)| − |C(t)|
≥ (1− C√ε− ε5) |B∗g(h)| ≥ 14 |B∗g(h)|
which holds provided ε is small enough. This shows that |A(t)| ≥ 1
4
|B∗g(h)|
holds in t1 + I(εh) ∩ T . We may change t1 to some t2 to its left provided
T c is small compared to εh, as it actually happens. Proceeding in this way
one covers T ∩ I(h/4). As a consequence
|B(t)| ≤ ε2|B∗g(h)|
holds for any t ∈ T ∩ I(h/4). And this allows us to estimate∫
Q∗g(h)
(
θ∗ − 1
2
‖θ∗‖L∞
)2
+
dvolg(x)dzdt = ‖θ∗‖2L∞
(
1
2
∫
t∈T
|B(t)|dt+
∫
t/∈T
1dt
)
≤ C(ε2 + ε)|Q∗g(h)|.
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To get the other smallness condition one uses equation (6.5), with (θ∗− 1)+
instead, so that∫
Qg(h)
(
θ − 1
2
‖θ∗‖L∞
)2
+
dxdt =
∫
Qg(h)
(
θ∗ − 1
2
‖θ∗‖L∞
)2
+
dvolg(x)dt
− 2
∫ h
0
∫ z
0
∫
Bg(h)
(
θ∗ − 1
2
‖θ∗‖L∞
)
+
∂z
(
θ∗ − 1
2
‖θ∗‖L∞
)
+
dvolg(x)dz¯dt
But from the previous argument we know already that there exist some z ∈
I(h) such that the first integral is
√
εhn+1. By Cauchy-Schwarz inequality
the other term is dominated by
‖(θ∗ − 1
2
‖θ∗‖L∞)+‖L2(Q∗g(h))‖∂z(θ∗ −
1
2
‖θ∗‖L∞)+‖L2(Q∗g(h)).
Finally, the last term can be bounded by the L2 norm of the gradient ∇x,zθ∗
which is controlled by h
n−1
2 . All this altogether proves∥∥∥∥(θ − 12‖θ∗‖L∞
)∥∥∥∥
L2(Qg(h))
≤ √εhn+12
which making ε even smaller, if necesary, implies Lemma 6.4.
Let us now explore the consequences of this rather technical Lemma:
Proposition 6.5. For h small enough, there exist a γ < 1 (independent of
the scale h) such that the following holds
‖θ+‖L∞(Qg(h)) ≤ γ‖θ∗‖L∞(Q∗g(2h)).
Proof: without loss of generality we will assume that θ∗ is such that
C0 = − infQ∗g(h) θ∗ = supQ∗g(h) θ∗ and such that θ is negative at least for half
the points in Q∗g(h), otherwise one may substract an approppiate quantity
or argue with −θ instead. We define the following truncations
τk = 2
k
(
θ − 1
2
(1− 2−k)C0
)
+
.
Notice that the extension τ ∗k is precisely 2
k(θ∗− 1
2
(1−2−k)C0)+ and that all
of them are, by construction, bounded by the same C0. We claim now that
τk0 satisfies the hypothesis of lemma 6.4 for some integer k0 ≤ 1δ(ε) . Indeed,
otherwise
{τ ∗k < 0} =
{
τ ∗k−1 <
1
2
C0
}
≥ {τ ∗k−1 < 0}+ δ|Qg(h)|
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which can not hold inductively longer than 1
δ
times. As a consequence,
Lemma 6.4 implies that τk0 is under the hypothesis of Proposition 6.1. Hence
‖(τk0)+‖L∞(Qg(h/2)) ≤ γ‖τ ∗k0‖L∞(Q∗g(h))
for some γ < 1. Unravelling notation one observes that
‖θ+‖L∞(Qg(h)) ≤
(
1− 1− γ
2k0+1
)
‖θ∗‖L∞(Q∗g(2h)).
Notice now that the decrease is smaller than one and that it can be taken
independently of the scale h we are working with.
6.3. Proof of Theorem 1.2. Using again a barrier of the form
‖θ∗‖L∞(Q∗g(h))b2 + L(z)
where L(z) is linear function interpolating between L(0) = ‖θ‖L∞(Qg(h/2))
and L(h/2) = ‖θ∗‖L∞(Q∗g(h) (see figure 4). As a consequence (cf. Lemma
4.2) one may show the existence of γ < 1 such that
‖θ∗‖L∞(Q∗g(ch)) ≤ γ‖θ∗‖L∞(Q∗g(h))
for some sufficiently small positive constant c. This implies the statement
with α = α(c, ‖θ0‖,M, t0) > 0 by an argument analogous to the one provided
in §2.
I(h)
*
Q (h)
g
*
Q (h/2)
g
*
Q (h/4)
g
I(ch)
z
x,t
Figure 4.
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7. Proof of theorem 1.1
In this section we provide a variant of an argument from [8] where the
authors use translations and dilations to construct a sequence of Fk related
to θ for which the oscillation decays fast enought to obtain Cα regularity.
Let us begin illustrating a geometrical idea that we take advantage of and
providing a glimpse of the method: first we define an auxiliary function
F (s, x) = θ(Rs(x), s+ t0)
where Rs is a rigid rotation of the sphere around some axis and s denotes
the arc length of the particles moving in the corresponding equator. This
device compensates the probably high velocities of u. Notice that such an
F satisfies the same equation
∂sF + v · ∇gF = −ΛF
where R is the infinitesimal generator of the rotation Rs and v = u − R˙s.
We used rotations because they are global isometries respecting the nonlocal
diffusive operator.
First we need to check that the velocity satisfies the hypothesis
(7.1)
∫
Bg(h)
|v(x, t)|2ndvolg(x) ≤ C(M)hn
uniformly on time. This will be done locally of course. Fix some x0 ∈ S2
and a ball Bg(h) around it.
We use the standard embedding S2 ⊆ R3. Let u(x) = ut(x)+un(x) where
ut denotes the projection to the tangent plane at x0, Tx0S2. Now, near x0
it is evident that un is small, more precisely
un(x) = O(ru) for x ∈ Bg(r)
provided r is small enough. We define Rs as the rotation generated by the
following tangent vector at x0
R˙s(x0) =
1
|Bg(h)|
∫
Bg(h)
ut(s+ t, Rs(x))dvolg(x) ∈ Tx0S2.
This definition is equivalent to an ordinary differential equation for Rs with
R0 = id. Notice that, for the same reason as above,
R(x) = R˙s(x0) +O(rR˙s(x0)) for any x ∈ Bg(r)
for small r. Hence
R˙s(x0) =
1
|Bg(h)|
∫
Bg(h)
u dvolg(x)− 1|Bg(h)|
∫
Bg(h)
un dvolg(x) = uBg(h)+O(1)
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where
uBg(h) :=
1
|Bg(h)|
∫
Bg(h)
u dvolg(x).
Next we use Cauchy-Schwarz to bound the second summand, L2 bounded-
ness of the Riesz transform and the extra h from the estimate above:
1
|Bg(h)|
∫
Bg(h)
un dvolg(x) ≤ 1|Bg(h)|1/2
(∫
Bg(h)
|un|2 dvolg(x)
)1/2
. h1−n/2
(∫
Bg(h)
|u|2 dvolg(x)
)1/2
= O(1)
This is where the two dimensionality of the sphere becomes crucial in the
argument. For higher dimensional spheres the bound is not good enough.
We can now estimate the L2n norm(
1
|Bg(h)|
∫
Bg(h)
|u− R˙s|2ndvolg(x)
)1/2n
≤
(
1
|Bg(h)|
∫
Bg(h)
|u− uBg(h)|2ndvolg(x)
)1/2n
+
(
1
|Bg(h)|
∫
Bg(h)
|uBg(h) − R˙s(x0)|2ndvolg(x)
)1/2n
+
(
1
|Bg(h)|
∫
Bg(h)
|R˙s(x0)− R˙s|2ndvolg(x)
)1/2n
the first is bounded due to the John-Nirenberg inequality since u ∈ BMO(S2,R3)
(cf. [4, 39]). The second is O(1) from the above estimates while the third
is bounded by h|R˙s(x0)|, which is again O(1) by Cauchy-Schwarz inequality
due to the extra h. This shows that hypothesis 7.1∫
Bg(h)
|v|2ndvolg(x) ≤ Chn
is satisfied for n = 2. Now it is licit to infer from Theorem 1.2 the existence
of some γ < 1 for which
oscQg(h)F ≤ γ · oscQg(2h)F
Notice that this can not be rephrased directly in terms of the oscillation of
θ due to the possible high velocities that may displace points too far away.
One might, nevertheless, bound it from below paying the price of making
times smaller to compensate this high velocities while one may use the a
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priori bound for the displacement
Rs(x) ≤ s sup
s≤h
R˙s(x) ≤ Csh−n sup
s≤h
∫
Bg(h)
u ≤ Chn/p′−n+1‖u‖Lp(M)
being u a Riesz transform which is uniformly bounded. Therefore, choosing
p > n we can estimate it from above by, say, h1/3. As a consequence we get
an inequality of the form
oscQg(hK)θ ≤ γ · oscQg(h)θ
for some K big enough and h small enough (depending on fixed quantities).
This implies a modulus of continuity of the form ω(ρ) = log(1/ρ)−α for some
α = α(t0, ‖θ0‖L2(M)) which deteriorates as t0 approaches zero.
8. Appendix: global weak solutions
In this section we provide the existence theory of global weak solutions
to incompressible drift diffusion equations on compact manifolds given by{
∂tθ + u · ∇gθ + Λθ = 0
∇ · u = 0
where the velocity field u = Ψ[θ], with Ψ a zero order pseudodifferential
operator. More precisely, we prove the next result:
Theorem 8.1. Let θ0 ∈ L2(M) be the initial data and let T > 0. Then
there exists a weak solution θ ∈ L∞(0, T ;L2(M))∩L2(0, T ;H1/2(M)) to the
equation above i.e, the following equality holds∫
M
θψ dvolg(x) +
∫ T
0
∫
M
θΛψ − θu · ∇gψdvolg(x) dt =
∫
M
θ0ψ dvolg(x)
for each test function ψ ∈ C∞([0, T ]×M).
Proof of Theorem 8.1: we will prove it using Galerkin approxima-
tions. For each integer m > 0, consider the truncations θm given by
θm(x, t) =
m∑
k=0
fk(t)Yk(x),
where Yk are the eigenfunctions of −∆g with eigenvalues λ2k. Denote by Pm
the projection onto the space generated by {Yk}mk=1. Then for each fixed m,
let us consider the truncated system: ∂tθm + Pm(um · ∇gθm) + Λθm = 0um = Ψ[θm]θm(x, 0) = Pmθ0(x)
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Although the above system seems to be a partial differential equation, it
can be interpreted as a system of ordinary differential equations for the
coefficients, fk(t),
f ′k(t) = −λkfk(t) +
m∑
`=1
ak,l(t)f`(t),
where ak,`(t) =
∫
M
u(x, t) · ∇gYk(x)Y`(x) dvolg(x) and the initial condition
is provided by θm(0) = Pm(θ0). The initial condition has bounded energy
which, taking into account the nature of Ψ, implies the velocity is bounded
in L2. From this it is easily proved that the coefficients ak,` are uniformly
bounded. This allows us to use standard Picard-Lindelo¨f existence and
uniqueness theorem for ordinary differential equations to show global ex-
istence of fk(t) (cf. [12], p. 20). Moreover, thanks to the divergence free
condition the nonlinear term vanishes after integration by parts∫
M
Pm(um · ∇gθm)θmdvolg(x) = 0
and we get the uniform energy estimate
‖θm(T )‖2L2(M) +
∫ T
0
‖θm(τ)‖2H1/2(M)dτ ≤ ‖θ0‖2L2(M).
This implies θm is uniformly bounded in L
∞(0, T ;L2(M))∩L2(0, T ;H1/2(M))
for every T > 0. This ensures that, up to subsequence, θm converges weakly
to some θ ∈ L2(0, T ;H1/2(M)) the limit still belongs to L∞(0, T ;L2(M)).
We may force the subsequence to be such that θm(T ) converges weakly to
θ(T ) in L2(M). In what remains we will show that the limit function θ
obtained above is a weak solution of the Cauchy initial problem as stated.
Testing the truncated equation against some ψ ∈ C∞([0, T ] × M) we
obtain∫
M
θm(x, T )ψ dvolg(x) +
∫ T
0
∫
M
θmΛψdvolg(x)
−
∫ T
0
∫
M
(θmum) · ∇gψdvolg(x)dt =
∫
M
Pmθ0ψdvolg(x).
If we can take limits inside the integrals the weak formulation would be
satisfied and we would be done. Since θm(T ) converges weakly to θ(T ) in
L2 it follows that∫
M
θm(x, T )ψ dvolg(x)→
∫
M
θ(x, T )ψ dvolg(x)
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while since ‖Pmf − f‖L2(M) → 0 as we tend m → ∞ for any f ∈ L2(M) it
follows that ∫
M
Pmθ0(x)ψ dvolg(x)→
∫
M
θ0(x)ψ dvolg(x).
The convergence of the second term above follows from the weak convergence
in L2(0, T ;H1/2(M)), indeed∫ T
0
∫
M
θmΛψdvolg(x)→
∫ T
0
∫
M
θΛψdvolg(x)
since Λψ is still a test function. Regarding the nonlinear term, we realize
that the weak convergence is not sufficient. We need some stronger conver-
gence. It would be enough to prove that
θm → θ strongly in L2(0, T ;L2(M))
Let us show how this actually helps to deal with the nonlinear term. Indeed,
for any test ψ ∈ C∞([0, T ]×M) we would have∣∣∣∣∫ T
0
∫
M
θmum · ∇gψ − θu · ∇gψdvolg(x)dt
∣∣∣∣ ≤ ∣∣∣∣∫ T
0
∫
M
(θm − θ)um · ∇gψdvolg(x)dt
∣∣∣∣
+
∣∣∣∣∫ T
0
∫
M
θ (um − u) · ∇gψdvolg(x)dt
∣∣∣∣
which can be bounded by
C(ψ)
{‖θm − θ‖L2(0,T ;L2(M))‖um‖L2(0,T ;L2(M))
+‖um − u‖L2(0,T ;L2(M))‖θ‖L2(0,T ;L2(M))
}
,
and now it becomes obvious that it converges to zero as m→∞.
To prove the claimed strong convergence we will proced through the
Aubin-Lions compactness lemma. To do so let us first observe that
∂tθm is bounded in L
(n+1)/n(0, T ;B)
where B = W−1,
n+1
n (M) + H−1/2(M). Indeed the energy estimate above
implies (see §3 for details) that
θm is uniformly bounded in L
2(n+1)/n(0, T ;L2(n+1)/n(M)).
As before, recall Ψ is a zero order operator it conserves Lp(M) norms for
p ∈ (1,∞), it follows then that
um is also bounded in L
2(n+1)/n(0, T ;L2(n+1)/n(M)).
Therefore, ∇g ·(umθm) is bounded in L(n+1)/n(0, T ;W−1,(n+1)/n(M)). Lastly,
Λθm is bounded in L
2(0, T ;H−1/2(M)). From the equation itself we get that
34 D. ALONSO-ORA´N, A. CO´RDOBA, AND A. D. MARTI´NEZ
∂tθm is bounded in L
(n+1)/n(0, T ;B). Now H1/2(M)→ L2(M) is a compact
inclusion by Rellich’s theorem while by Sobolev L2(M) is continuously em-
bbedded into B. As a consequence the Aubin-Lions lemma provides the
strong convergence (cf. [32]). Finally, notice that T > 0 was arbitrary,
proving that θ is a global weak solution.
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