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Abstract
A new deﬁnition of a tag on a subset of a ﬁnite set is given. Tags were recently deﬁned in a joint paper of the author and J.S.
Chahal. The new deﬁnition considerably simpliﬁes the concepts further. Relationship with lexicographic ordering is much more
visible. Applications to a general (t, k) existence problem which includes the existence conjecture for t-designs or characterizing
degree sequences of a k-uniform hypergraphs as particular cases is discussed. Some new necessary inequalities, as well as some
sufﬁcient conditions for such existence questions are derived.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and Preliminaries
LetXbe aﬁnite set of v elements. LetX={x1, x2, . . . , xv}.Wewill assume thatX is totally ordered,x1 <x2 < · · ·<xv .
Let Y ⊆ X, Y ={y1, y2, . . . , y}. Unless stated otherwise, we will assume thatY is a chain, written in increasing order,
i.e., y1 <y2 < · · ·<y.
We will denote by P(X), the set all subsets of X and Pk(X), the set of all k-subsets of X, 0kv. We will denote
by Vk(X), the set of all rational valued functions f : Pk(X) → Q. Clearly Vk(X) is a vector space over Q, of dimen-
sion
(
v
k
)
. The set of Mk(X) ⊆ Vk(X) of all integral valued functions, is clearly a module of rank
(
v
k
)
over the ring of
integers Z.
Now let 0 tkv. For f ∈ Vk(X), deﬁne t f ∈ Vt (X), by t f (T ) =
∑
f (B), where the sum is over all B
satisfying T ⊆ B.
The function jk ∈ Vk(X) is deﬁned by jk(B) = 1 for all B ∈ Pk(X).
Let Nt,k = Nt,k(X) denote the
(
v
t
)× ( v
k
)
matrix deﬁned by
Nt,k(T , B) =
{
1 if T ⊆ B,
0 otherwise,
where T ∈ Pt (X) and B ∈ Pk(X).
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Now let D = (X, f ), where f ∈ Vk(X). D is called a rational t-(v, k, )-design if t f = jt . Such a pair is called
a signed t-(v, k, )-design, if f is integral and a t-(v, k, )-design, if f is integral and non-negative (f 0), i.e., for all
B ∈ Pk(X), f (B)0 and f (B) ∈ Z.
We will ﬁx X, throughout this paper. Then we may refer to f itself as a t-design, if it satisﬁes above conditions. For
the usual deﬁnition of t-designs as a family of subsets, f corresponds to the frequency vector of occurrence of k-subsets
in the family.
Wewill also think of elements ofVk(X) as column vectors co-ordinated by elements ofPk(X).With this identiﬁcation
the above condition on f to be a t-design corresponds to the matrix equation
Nt,kf = jt .
The theory of t-designs is a well-developed ﬁeld and there are many interesting conjectures about them
(see [1,2,8,10,11]). A central problem of t-designs is the following.
Existence conjecture. Given 0 t < kv, with v sufﬁciently large compared to k, a t-(v, k, )-design exists if and
only if

(
v − i
t − i
)
≡ 0 mod
(
k − i
t − i
)
for all 0 i t . (1.1)
So far the conjecture is known to be true for t = 1 and t = 2 only. In fact most of the known results for t-designs are
for the case t = 2 (see [1]). For the case t = 2, the conjecture in above general form was proved by Wilson [11].
Another well-known problem on families of sets is the following characterization problem for degree sequences of
a uniform hypergraph.
Characterization problem. Let h ∈ Vt (X), t = 1. Give necessary and sufﬁcient conditions, which can be veriﬁed
algorithmically (in polynomial time), for existence of an f ∈ Vk(X) such that f (B) ∈ {0, 1} for all B ∈ Pk(X) and
1f = h.
Note that for k=2, h corresponds to the degree sequence of the graph f and the well-known Havel–Hakimi Theorem
and Erdös–Gallai Theorem are such characterizations.
We can now state a general (t, k)-existence problem, special cases of which include many well-known problems
in Combinatorics, apart from the above problems. The general (t, k) existence problem is perhaps very hard; so far
no good algorithm has been found. However, one can hope to have asymptotic existence results, which may help in
settling some of these conjectures.
(t, k)-existence problem. (a) Characterize all h ∈ Vt (X), such that there exists a nonnegative integral function
f ∈ Vk(X) with t f = h.
(b) Characterize all h ∈ Vt (X), such that there exists f ∈ Vk(X) with t f =h and f (B) ∈ {0, 1} for all B ∈ Pk(X).
One important tool to study t-designs or above problems is studying the function t : Vk(X) → Vt (X). (Or the
restriction t |Mk(X) : Mk(X) → Mt(X), as a linear transformation.)
The method was initially developed by Wilson [10] and Graver and Jurkat [7]. In particular the later described
an interesting set of generators of the subspace ker t of Vk(X). Note that every integral element of ker t is in
ker (t /Mk(X)) and can be thought of as a signed t-(v, k, ) design with  = 0. Such designs are called 0-designs or
(v, t, k)-trades (see [4,5]).
We give a very useful description of this set of generators for the Z-module ker (t /Mk) (or ker t as a subspace of
Vk(X)). This description is due to Graham et al. [6].
Let A = {y1, y2, . . . , y2t+2, w1, w2, . . . , wk−t−1} be a subset of X, which need not be a chain. Deﬁne fA ∈ Vk(X)
as follows:
fA = (y1 − y2)(y3 − y4) · · · (y2t+1 − y2t+2)w1w2 . . . wk−t−1, (1.2)
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fA can be considered as a polynomial in variables from the set X. Let B = {r1, r2, . . . , rk}, B ∈ Pk(X). Now deﬁne
fA(B) to be the coefﬁcient of the monomial r1r2 · · · rk in PA. Thus, fA(B) is ±1 or 0.
It can be easily seen that fA ∈ ker t , and Graham et al. [6] showed that they generate the above described kernel;
in fact they also described a basis contained in this set of generators.
For any two chains B1 ={y1, y2, . . . , yk} and B2 ={w1, w2, . . . , wk} of X, we will say that B1 <B2 in lexicographic
ordering if there exists a j , 1jk, yi = wi for 1 i < j and yj <wj .
Now we can describe the basic philosophy behind the development of the concept of tags. Suppose we assume
in (1.2),
y2j y2j−1, 1j t + 1.
Also suppose B1 = {y1, y3, . . . , y2t+1, w1, w2, . . . , wk−t−1}.
For any function f, deﬁne support (f ) by
support(f ) = {B : B in domain off, f (B) = 0}.
For f ∈ Vk(X), deﬁne lexmax(f ) = B where B is a maximal element of support (f ), in lexicographic ordering.
Now suppose f ∈ Vk(X) with max(f ) = B1.
Consider g = f − f (B1)fA. Clearly g ∈ Vk(X). It can be easily seen that
t g = t f − t f (B1)fA = t f and lexmax(g)< lexmax(f ).
Thus, we can think of the process of obtaining g from f as pushing lexmax down in lexicographic ordering
without disturbing t values. This suggests that in order to study the properties of t , there should be a natural
set of
(
v
t
)
elements of Pk(X), smallest in lexicographic ordering, under above pushing process, which generates
image of t .
We also note that a some kind of pushing in lexicographic ordering is a standard technique and has been applied to
prove strong basic results. Examples are Krushkal–Katona Theorem on f-vectors of simplicial complex, upperbound
theorem on convex polytopes, Erdös Ko Rado Theorem, characterizations of Hilbert functions of graded algebras
(see [1,2,9]).
It is this idea of pushing in the context of t that leads to the deﬁnition of a tag and gives in a natural manner
decomposition of Pk(V ) into subsets of sizes
(
v

) − ( v
−1
)
, 0k. The concept was ﬁrst developed in [3]; there
the deﬁnition of association of a tag with a k-subset, was given using reﬂection and complementary maps. It was also
shown in [3] that this concept simpliﬁes many well-known results on t-designs and other related problems. The above
mentioned decomposition of Pk(X) into sets of sizes
(
v

)− ( v
−1
)
, corresponds to the well-known decomposition of
vector space Vk(X) (or module Mk(X)) using null spaces Nt,k , 0 t < k (see [12]).
In this paper we give much simpler deﬁnition of association of a tag with a k-subset in the natural lexicographic
setting. We also introduce the concept of a cotag. Tag and cotag play a crucial role in studying the function t and
t | Mk . Though this new deﬁnition of a tag associated with a k-subset is slightly different from that in [3], it can be
easily seen that all results in [3] are valid for this new description with obvious modiﬁcations.
We describe some of these results and givemuch simpler proofs. The paper is self-complete. Finally as an application,
we give some necessary and some sufﬁcient conditions for (t, k)-existence.
2. Tags
Let W ⊆ X, W = {w1, . . . , w}, be a chain. We will call wi the ith element of W. The set W will be called an -tag
or simply a tag if v2 and
wix2i (1 i).
For  = 0, we deﬁne a 0-tag to be the empty set ∅.
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Dually, we deﬁne a -cotag (or simply a cotag) to be the subset W ′ = {w′1, w′2, . . . , w′} of X, satisfying v2 and
w′−i+1xv−2i+1 (1 i).
Remark 2.1. Let X′ = X, but order on X′ is reverse order; i.e., xv < xv−1 < · · ·<x1. Clearly the reﬂection map
r : (X, ) → (X′) deﬁned by
r(xi) = xv−i+1
satisﬁes r2 = IX, the identity map and is order preserving. The following can be easily seen.
2.1(i) W is -tag of X if and only if r(W) is an -cotag of X′.
2.1(ii) W ′ is an -cotag of X if and only if r(W ′) is -tag of X′.
Thus, tag and cotag are essentially the same concepts except for order reversing.
Given any two subsets B1, B2 ⊆ X, when we write B1 <B2, without mentioning the ordering, we will mean that it
is in lexicographic ordering. In particular terms largest, smallest etc. will be a lexicographic ordering.
Now letW ={w1, . . . , w} be an -tag. The dual ofW denoted byW ′ is deﬁned to be the -setW ′={w′1, w′2, . . . , w′}
such that the following hold.
Remark 2.2.
2.2(a) W ′ ∩ W = ∅.
2.2(b) w′i <wi (1 i).
2.2(c) W ′ is the largest -set (i.e. largest -chain) satisfying (a) and (b).
If W is a cotag, dual W ′ of W is deﬁned similarly by reversing inequality in 2.2(b) and changing largest to smallest
in 2.2(c).
Remark 2.3. From 2.2, the following can be easily seen.
2.3(i) If W is an -tag then W ′ is an -cotag.
2.3(ii) If W is an -cotag, W ′ is an -tag.
We also note here that W may some times be both a tag and a cotag. Dual W ′ is well deﬁned only when we specify
whether we are considering W as a tag or a cotag.
For any subset S ⊆ X, we will denote by max S and min S, the largest and the smallest element of S.
Let W ⊆ X, W = {w1, w2, . . . , w}. For 1 i deﬁne inductively, sets W ′ = {w′1, w′2, . . . , w′} and [W ]′ ={[w1]′, . . . , [w′]} by
2.4(i) w′−i+1 = max{x : x ∈ X, x <w−i+1, x /∈W, x = w′−j+1, 1j < i},
2.4(ii) [wi]′ = min{x : x ∈ X,wi < x, x /∈W, x = [wj ]′, 1j < i}.
Example 2.5. Let X = {x1, x2, . . . , x8} and let W = {x3, x4, x7, x8}, clearly W is a 4-tag. Then it can be easily seen
that
x′8 = x6, x′7 = x5, x′4 = x2, x′3 = x1.
Thus, W ′ = {x1, x2, x5, x6}. Also for W ′, [x1]′ = x3 [x2]′ = x4 [x5]′ = x7 and [x6]′ = x8.
Thus, [W ′]′ = {x3, x4, x7, x8} = W .
Lemma 2.6. (a) Let W = {w1, w2, . . . , w} be an -tag. Then W ′ = {w′1, w′2, . . . , w′} deﬁned above is the dual of W.
(b) If W ′ = {w′1, . . . , w′} is an -cotag, then [W ′]′ = {[w′1]′, [w′2]′, . . . , [w′]′} deﬁned above is the dual of W ′.
(c) [W ′]′ = W and ([W ]′)′ = W .
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Proof. Suppose W is an -tag, W = {w1, w2, . . . , w}, using (2.4)(i) it can be easily seen that W ′ satisﬁes 2.2(a) and
(b). Now suppose S = {s1, s2, . . . , s} is the largest -set satisfying 2.2(a), (b), and S = W ′. Clearly then W ′ <S in
lexicographic ordering. Let j be such that w′i = si, 1 i < j and w′j < sj . Now it can be easily veriﬁed that for some m,
w′m, jm, does not satisfy 2.4(i), a contradiction to the deﬁnition of W ′. Thus, W ′ is the dual of W. The statement
2.6(b) can be proved in a similar manner or by using order reversing reﬂection described in Remark 2.1, and noting
that under r, 2.4(i) changes to 2.4(ii). Similarly it can be easily seen that if for some i, 1 i
[w′i]′ = wi
then 2.4(i) will not be satisﬁed for some [w′j ]′, 1j, hence [W ′]′ = W and similarly ([W ′])′ = W . 
Corollary 2.7. dual(dualW) = W for any -tag or -cotag.
Let W be an -tag, 0kv −  and W ′ be its dual. Let B be the k-subset of X satisfying
2.8(i) W ⊆ B, W ′ ∩ B = ∅.
2.8(ii) B is the smallest k-set satisfying 2.8(i).
Then B will be denoted by k(W). Since k is ﬁxed throughout our discussion, we will also denote k(W) by (W)
when there is no confusion.
We will follow the same convention, in general for t, k or X and drop the sufﬁxes, parameters and sometimes both
when there is no confusion.
For any y ∈ X, deﬁne intervals I (y), I ′(y) of X, by
I (y) = {x | xy, x ∈ X} and
I ′(y) = {x | yx, x ∈ X}.
For an -tag W , W = {w1, . . . , w}, < k <v − , deﬁne y(W) = y(k,W), to be the unique element y ∈ X,
satisfying
2.9(i) y ∈ X − (W ∪ W ′) and
2.9(ii) ∣∣I (y) − (W ∪ W ′)∣∣= k − .
Thus, y is the (k − )th element of X − (W ∪W ′). When k =  or v = k +  we deﬁne I (y) to be the empty set. Note
that X = {x1, x2, . . . , xv}. When k =  or v = k + , we can think of y as some point x0 not in X, so that I (y)= ∅. With
this convention, we can think of y as (k − )th element of X − (W ∪ W ′) in all cases.
If W is an -cotag, y(W) is similarly deﬁned, except for replacing k by v − k and similar other changes like
replacing 2.9(ii) by
2.9(ii)′
∣∣I ′(y) − (W ∪ W ′)∣∣= v − k − .
Now let W be an -tag. Deﬁne for each x ∈ X, (x,W) and (x,W) by
(x,W) = {w | w ∈ W ′, wx} = W ′ ∩ I (x)
and
(x,W) = {w | w ∈ W, x <w}
= W − (I (x) ∩ W).
We will consider (y,W) as a cotag and (y,W) as a tag. For y = y(W), we denote (y,W) and (y,W) by (W)
and (W).
Remark 2.10. It can be easily seen that
((W))′ = W − (W) and
((W))′ = W ′ − (W).
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Thus, the ordered pair of sets ((W), (W)) uniquely determines W and its dual W ′. In fact it can also be proved
easily that the set (W) ∪ (W), uniquely determines both W and its dual W ′. Similarly by using order reversing
reﬂection r, one can easily see that (W − (W)) ∪ (W ′ − (W)) also uniquely determines the sets W and W ′. Though
we will not need these results.
The following lemma can be proved easily, using the above deﬁnitions.
Lemma 2.11. Let W be a -tag with W ′ as its dual. Then
(i) (W) = (I (y(W)) − W ′) ∪ (W − I (y(W)))
= (I (y(W)) − (W)) ∪ (W).
(ii) X − (W) = (I ′(y(W ′)) − W) ∪ (W ′ − I ′(y(W ′))).
(iii) If y(W) = xj ∈ X, then y(W ′)xj+1.
Let B ∈ Pk(X), deﬁne  = (B) by,
 = max{|W | : W ⊆ B,W is a tag, W ′ ∩ B = ∅}.
Lemma 2.12. Let  = (B) and W = {w1, w2, . . . , w} be an -tag such that W ⊆ B and W ′ ∩ B = ∅. Then the
following hold.
(i) B = k(W).
(ii) If W1 is an -tag with W1 ⊆ B and W ′1 ∩ B = ∅; then W1 = W .
(iii) vk + .
Proof. If B = k(W), clearly B > k(W). Then using k(W) = (I (y(W)) − (W)) ∪ (W), it can be easily seen
that there exists an ( + 1)-tag W2 such that W ′2 ∩ B = ∅ and W2 ⊆ B. This contradicts maximality of . This proves
2.12(i), 2.12(ii) now follows easily using 2.12(i) and 2.12(iii) follows using W ′ ∩ B = ∅. 
Let B be an k-subset of X. Deﬁne Tag B to be the unique (B)-tag W satisfying W ⊆ B and W ′ ∩ B = ∅.
If W = TagB, we will say that W is the Tag on B. Let us denote by Tagm(X), the set of all -tags, mv − .
Let Tag(X) denote the set of all Tags.
Thus, Tag(X) = Tag[v/2](X).
The next lemma follows easily now from deﬁnitions of Tag and k .
Lemma 2.13.
(i) Tag(k(W)) = W for all W ∈ Tagk(X)
(ii) k(TagB) = B for all B ∈ Pk(X).
Summarizing all above results, we obtain the following:
Theorem 2.14 (Fundamental decomposition of Pk(X)).
(i) The map Tag: P(X) → Tag(X) taking B ∈ P(X) to Tag B is an onto map and
Tagk = Tag|Pk(X) : Pk(X) → Tagk(X)
is a bijection with k and Tagk being inverses of each other.
(ii) If v2, the number of -tags is ( v

)− ( v
−1
)
.
(iii) Let Pk(X, ) = {B ∈ Pk(X) || TagB | =}, 0k, then we have
(a) |Pk(X, )| =
(
v

)− ( v
−1
)
, if vk + .
(b) Pk(X, ) = ∅, if v < k + .
1616 N.M. Singhi / Discrete Mathematics 306 (2006) 1610–1623
(c) Pk(X, ) ∩ Pk(X,m) = ∅, if  = m.
(d) ⋃k=0 Pk(X, ) = Pk(X).
The above theorem is very similar to a theorem proved in [3], though the deﬁnition of tag associated with a subset
given in [3] is different. The deﬁnition given here looks more natural in lexicographic setting and simpliﬁes several
ideas described in [3].
The fundamental decomposition Theorem can be used to simplify as well as unify several well-known results in
design theory that have been proved using vector spaces spanned by k-subsets of X (cf. [8,10,12]).
3. The relation |
Let B ∈ Pk(X) and W ∈ Tagk(X). We will say that W divides B or W | B if (W) ∩ B = ∅ and (W) ⊆ B.
Note that with y=y(W), (W)=(y,W)=W ′ ∩I (y(W)) ⊆ W ′ and (W)=(y,W)=W −(W ∩I (y(W)) ⊆ W .
Remark 3.1. In [3] a relation | was deﬁned on Pk(X). It can be easily seen that one is very similar to the relation
deﬁned above.
Let W be an -tag, W = {w1, w2, . . . , w}, A ⊆ W . Deﬁne A′ = {w′i | wi ∈ A}. Thus A′ ⊆ W ′, the dual of W.
Similarly for an -cotag W = {w1, . . . , w} and A ⊆ W , deﬁne A′ = {[wi]′ | wi ∈ W }.
The next result follows easily from the deﬁnitions.
Lemma 3.2. Let W,W1 ∈ Tagk(X). Let y(W) = y and y(W1) = y1.
(i) Suppose y1y and W | k(W1). Then
(a) (W) ⊆ (W1) − I (y),
(b) (W) ∩ I (y1) ⊆ (W1) ⊆ I (y1),
(c) (W) − (W1) ⊆ I (y) − I (y1) and ((W) − (W1)) ∩ (W1) = ∅, and
(d) for A = W ∩ (I (y) − I (y1)) ⊆ W , A′ = (W) − (W1).
(ii) Suppose yy1 and W | k(W1). Then
(a) (W) ⊆ (W1) ∩ I (y),
(b) (W) − I (y1) ⊆ (W1),
(c) (W) − (W1) ⊆ I (y1) − I (y) and ((W) − (W1)) ∩ (W1) = ∅ and
(d) for A = (W) − (W1) ⊆ W A′ = W ′ ∩ (I (y1) − I (y)).
(iii) If conditions in (i) and (ii) above are satisﬁed then W | k(W1).
Lemma 3.3. Let B ∈ Pk(X), W ∈ Tagk(X) and W | B. Let y1 = y(TagB) and y = y(W). Then
(i) (W)(B) = |TagB|.
(ii) Equality holds in (i) if and only if
(a) (W1) = (W) ∩ I (y1) when y1y and
(b) (W1) = (W) − I (y1) when yy1 where W1 = TagB.
Proof. Let
d = |W ∩ I (y1)| = |(W)| and
d1 = |TagB ∩ I (y1)| = |dW 1 ∩ I (y1)| = |(W1)| .
Case 1: y1y.
Let j = |(W) ∩ (W1)| and A be as deﬁned in the statement of Lemma 3.2(i) d.
Clearly A ∩ A′ = ∅ and |A| = ∣∣A′∣∣.
Now using Lemma 3.2(i) (c) and (d), we have A,A′ ⊆ I (y) − I (y1), A′ = (W) − (W1), hence
|I (y) − I (y1)| 2 |A| = 2 |(W) − (W1)| .
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Also it can be easily checked that
|I (y)| = k −  + 2d ,
|I (y1)| = k −  + 2d1 and
|(W) − (W1)| = d − j .
Hence we get
(k −  + 2d) − (k − 1 + 2d1)2(d − j) and
1 + 2d1 − 2j =  + 2(d1 − j).
Since j = |(W) ∩ (W1)|  |(W1)| = d1.
Case 2: yy1.
We can then prove by using Case 1 and order reversing reﬂection r, that
1 + 2(1 − d1) − 2j ,
where j = |(W) ∩ (W1)| or we can give a proof of the above inequality in a similar manner as Case 1 by using
Lemma 3.2(ii). In fact we will get for A, as in Case 1,
|I (y1) − I (y)| 2 |A| i.e., k − 1 + 2d1 − (k −  + 2d)2( − d) − 2j .
This gives
1 + 2(1 − d1) − 2j,
since j = |(W) ∩ (W1)|  |(W1)| = 1 − d1. This proves (i).
Now suppose equality holds in (i).
Then clearly in Case 1, j = |(W) ∩ (W1)| = d1 = (W1) and in Case 2, j = |(W) ∩ (W1)| = 1 − d1 = (W1).
Hence (W1) ⊆ (W) in Case 1 and (W1) ⊆ (W), in Case 2. Now using Lemma 3.2(i) (b) and (ii) (b), we get
(W1) = (W) ∩ I (y1) in Case 1 and
(W1) = (W) − I (y1) in Case 2.
Similarly one can prove that if conditions (a) or (b) are satisﬁed then  = 1. 
Lemma 3.4.
(i) Let B ∈ Pk(X), W ∈ Tagk(X). Suppose W | B. Then k(W)B,
(ii) k(W) is the smallest k-subset B of X in lexicographic ordering satisfying W | B.
Proof. W | B if and only if (W)∩B =∅ and (W) ⊆ B. Also k(W)= (I (y)−(W))∪(W). Now if B = Bk(W),
clearly k(W)<B. This proves (i). The statement (ii) is also clear, since W | k(W). 
4. Tag on functions
Let V (Tagm(X)) be the vector space of all functions g : Tagm(X) → Q, 0m[v/2] and M(Tagm(X)) be the set
of integral elements of V (Tagm(X)).
We deﬁne a linear operator Tagt : Vk(X) → V (Tagt (X)) as follows. For f ∈ Vk(X), Tagt f is given by
Tagt f (W) =
∑
f (B),
where the sum is over all B ∈ Pk(X), satisfying W | B.
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When t = k,Tagk f will be denoted by Tagf .
Remark 4.1. Tagt is clearly a linear transformation and results of this paper and [3] show that Tagt plays a very similar
role in studying t-designs and other combinatorial objects as t .
Our deﬁnition of Tagt is slightly different from one given in [3]. All proofs in [3] can be easily modiﬁed to see that
all results of [3] are also true in this new set up also. Though we will not need any result of [3] for our discussion here.
For B ∈ Pk(X), deﬁne B : Pk(X) → Z by
B(B1) =
{
1 if B1 = B,
0 otherwise.
Similarly for W ∈ Tagt (X), let us deﬁne by W ,
W(W1) =
{
1 if W1 = W,
0 otherwise.
The set {W | W ∈ Tagt (X)} clearly forms a basis for M(Tagt (X)) as a Z-module or V (Tagt (X)) over Q. Similarly
{B | B ∈ Pk(X)} forms a basis for Mk(X) or Vk(X). Let
Qk(X, t) = {B ∈ Pk(X) | |TagB|  t}
=
⋃

Pk(X, ) (0 t).
LetVk(X, t) be the vector space of all functions f : Qk(X, t) → Q, andMk(X, t) be theZ-module of integral elements
in Vk(X, t). We will identify a function f : Qk(X, t) → Q with f : Vk(X) → Q such that
support(f ) ⊆ Qk(X, t).
Thus, Vk(X, t) is also a subspace of Vk(X) of all functions f with support (f ) ⊆ Qk(X, t).
Lemma 4.2. Let W ∈ Tagt (X). There exists a function W ∈ Mk(X, t) ⊆ Vk(X, t), such that
(i) Tagt W = W
(ii) lexmax(support(W)) = k(W).
Proof. We will show inductively in lexicographic ordering that for W ∈ Tagt (X), we can deﬁne such a W . Let W =∅.
Then k(W)={x1, . . . , xk}. Deﬁne ∅ : Qk(X, t) → Z by ∅({x1, x2, . . . , xk})=1 and ∅(B)=0 ifB = {x1, . . . , xk}.
It can be easily checked that Tag∅ = ∅.
Now suppose W ∈ Tagt (X) and we have deﬁned W1 for W1 satisfying k(W1)< k(W), such that Tagt W1 = W1
and lexmax(support(W1)) = k(W1).
Deﬁne W : Pk(X) → Z as follows:
W = k(W) −
∑
W1 ,
where the sum is over all W1 satisfying W1 | k(W), W1 = W .
Since |W |  t , clearly using Lemma 3.3 |W1|  t . Hence support (W) ⊆ Qk(X, t). Hence W ∈ Mk(X, t). Also
Tagt W = Tagt k(W) −
∑
Tagt (W1)
= W +
∑
W1 −
∑
W1
= W ,
where all sums is above are over all W1 satisfying W1 | k(W), W1 = W .
Also if W1 | k(W), clearly k(W1)< k(W). Hence using (ii) for all W1, we get lexmax(support(W)) = k(W).
This completes the proof. 
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Now let g ∈ V (Tagt (X)). Deﬁne kg ∈ Vk(X, t) as follows:
kg =
∑
g(W)W ,
where the sum is overall W ∈ Tagt (X).
Corollary 4.3.
(i) The map Tagt : Vk(X) → V (Tagt (X)) is an onto map for vk + t with Tagt (Mk(X, t)) ⊆ M(Tagt (X)).
(ii) Let vk + t . Tagt : Vk(X, t) → V (Tagt (X)) is a vector space isomorphism with k as its inverse.
Further k and Tagt take integral elements into integral elements, i.e., Tagt is also isomorphism of Mk(X, t) and
M(Tagt (X)).
(iii) Let v2k, Tag : Vk(X) → V (Tag(X)) is an isomorphism with k as its inverse.
Proof. Suppose vk + t ; then clearly
|Qk(X, t)| =
∣∣Tagt (X)∣∣=
(
v
t
)
.
The remaining part of the corollary follows from Lemma 4.2. The part (iii) is just a restatement of (ii) for k = t .
In [3], functions similar to W ’s were deﬁned using inversion of a suitable function in the incidence algebra of a
partial order generated by a relation on Pk(X) deﬁned in [3]. It can be easily seen that the method used there can also
be used to deﬁne W ’s deﬁned above.
Now let B ∈ Pk(X), deﬁne a function B : Pk(X) → Z by
B = B −
∑
W ,
where the sum is over all W ∈ Tagt (X), satisfying W | B, k(W) = B.
Clearly B = Tag B when |TagB|  t , i.e., when B ∈ Qk(X, t).
The following lemma follows easily by inclusion–exclusion. (See also [3].)
Lemma 4.4. Let h : Pt (X) → Q and f : Pk(X) → Q and t f =h. Suppose 0 tkv, I ∩J =∅ and |I ∪ J |  t .
Then
∑
f (B) =
∑ (−1)|J ′|(
k− | I | − | J ′ |
t− | I | − | J ′ |
) (∑h(T )) ,
where the sum on the left side is over all B ∈ Pk(X) satisfying B ∩ J = ∅ and I ⊆ B and the ﬁrst sum on the right
side is over all J ′ satisfying J ′ ⊆ J and the second sum is over all T ⊇ I ∪ J ′.
Remark 4.5. In [3] a more general such formula using inclusion–exclusion is described.
Corollary 4.6. Let h : Pt (X) → Q, f : Pk(X) → Q and g : Tagt (X) → Q be functions such that Tagt f = g
and t f = h.
Then
g(W) =
∑ (−1)|W ′|(
k− | (W) | − | W ′ |
t− | (W) | − | W ′ |
) (∑h(T )) , (4.6.1)
where the ﬁrst sum is over all W ′ ⊆ (W) and the second sum is over all T in Pt (X) satisfying (W) ∪ W ′ ⊆ T .
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Using Corollary 4.6 and 4.3(ii) and the fact that
dim Vt (X) = dim (V (Tagt (X))) = dim Vk(X, t) =
(
v
t
)
,
one can easily obtain the following well-known result of Wilson [10]. (See also Corollary 5.2 in [3].)
Corollary 4.7. Let tkv − t . The necessary and sufﬁcient conditions for existence of a function f : Pk(X) → Z
satisfying t f = h for a given h : Pt (X) → Z are that for all I ⊆ X, | I |  t .
∑
h(T ) = 0mod
(
k − |I |
t − |I |
)
, (4.7.1)
where the sum is over all T in Pt (X), I ⊆ T .
Corollary 4.8. Let vk + t , ker t = ker Tagt .
Proof. Using Corollary 4.6, h = 0 implies g = 0. Hence ker t ⊆ ker Tagt . Also using Corollary 4.3(i) and
Corollary 4.6 since Tagt is an onto map and
dim Vt (X) = dim (V (Tagt (X))) =
(
v
t
)
,
it follows that t is also an onto map.
Hence dim ker t = dim ker Tagt =
(
v
k
)− ( v
t
)
.
Hence ker t = ker Tagt . 
Theorem 4.9. Let vk + t . A basis for ker t = ker Tagt is the set {B | B ∈ Pk(X) − Qk(X, t)}. Further it is also
a basis for ker (t | Mk(X)).
Proof. Let B ∈ Pk(X) − Qk(X, t). Now if W ∈ Tagt (X) and W | B clearly B = k(W). Hence
Tagt B = Tagt B −
∑
W∈Tagt (X),W |B
TagW
=
∑
W −
∑
W
= 0.
Thus, B ∈ ker (Tagt ).
Also {B | B ∈ Pk(X) − Qk(X, t)} is a linearly independent set, since
B(C) =
{
1 if C = B,
0 otherwise,
for all C ∈ Pk(X) − Qk(X, t). The theorem now follows from Corollary 4.8, since dim ker Tagt =
(
v
k
)− ( v
t
)
. 
5. (t, k) Existence problem
Let h : Pt (X) → Q. Deﬁne s(h) : Tag(X) → Q to be the function g given by Eq. (4.6.1).
Remark 5.1. If h is integral then s(h) is integral if and only if h satisﬁes the congruence relations (4.7.1) and
Corollary 4.7 or 4.3(ii) imply that if this the case then there exists f : Vk(x, t) → Z satisfying t f = h and
Tagt f = s(h), in fact f = k(s(h)).
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Now using Theorem 4.9 and above remark we obtain
Theorem 5.2. Let h : Pt (X) → Z be given. Let f : Pk(X) → Z satisfy t f = h Then
f =
∑
mBB + k(s(h)), (5.2.1)
where mB ∈ Z and the sum is over all B in Pk(X) − Qk(X, t).
Remark 5.3. In view of Theorem 5.2, the part (a) of (t, k) existence problem reduces to the following equivalent
questions:
(a) Suppose g : Tagt (X) → Z, g(W)0 for all W ∈ Tagt (X). Does there exists an f : Pk(X) → Z, f 0 such
that Tagt f = g?
(b) For a given g as in (a), under what conditions do there exist nonnegative integers mB , B ∈ Pk(X) − Qk(X, t)
such that for all C ∈ Qk(X, t),∑mBB(C) + kg(C)0 where the sum is over all B ∈ Pk(X) − Qk(x, t)?
Now consider jt : Pt (X) → Z. As observed in the introduction a t-(v, k, )-design is a function f : Pk(X) → Z
satisfying t f = jt and f 0.
Lemma 5.4. s(jt ) is given by any one of the following equations where W ∈ Tagt (X).
(a)
s(jt )(W) =
∑
(−1)|W ′|
(
v− | (W) | − | W ′ |
t− | (W) | − | W ′ |
)
(
k− | (W) | − | W ′ |
t− | (W) | − | W ′ |
) ,
where the sum is over all W ′ ⊆ (W).
(b)
s(jt )(W) =
(
v− | (W) | − | (W) |
k− | (W) |
)
(
v − t
k − t
) =
(
v− | W |
k− | (W) |
)
(
v − t
k − t
) .
Proof. (a) follows from 4.6.1. To prove (b) observe that t jk =
(
v−t
k−t
)
jt . Thus,
s(jt ) = Tagt
⎛
⎜⎜⎝ 1(v − t
k − t
)
⎞
⎟⎟⎠ jk .
Now (b) follows from the fact that the numerator in the right side of equation in (b) is the number of k-subsets B
such that W | B.
Thus, t-designs existence problem is essentially problem described in Remark 5.3 with g = s(jt ), where s(jt ) is as
given in above lemma.
6. Inequalities
In this section essentially we study the problem described in Remark 5.3, which is equivalent to (a) part of general
(t, k)-existence problem. Let us suppose that g : Tagt (X) → Z is given, g0. We ﬁrst describe a simple sufﬁcient
condition for existence of an f : Pk(X) → Z, f 0, such that tagt f = g, which follows immediately from our
description of (t, k)-existence problem in Remark 5.3.
1622 N.M. Singhi / Discrete Mathematics 306 (2006) 1610–1623
Theorem 6.1.
(i) Let g : Tagt (X) → Z and g0 be such that kg(C)0 for all C ∈ Qk(X, t). Then, there exists f : Pk(X) →
Z, f 0 satisfying tagt f = g.
(ii) Suppose h : Pt (X) → Z with h0 and k(s(h))(C)0 and is an integer for all C ∈ Qk(X, t), then there exists
an f : Pk(X) → Z, f 0 satisfying t f = g.
Let B ∈ Pk(X) and W ∈ Tagt (X). Suppose W | B. Deﬁne n(B,W) by
n(B,W) = ∣∣{W1 : W1 | B and W | k(W1)}∣∣ . (6.1.1)
Let n(k, t) be deﬁned by
n(k, t) = max{n(B,W) : B ∈ Pk(x),W ∈ Tagt (X),W | B}. (6.1.2)
Remark 6.2. For any W ∈ Tagt (X), since clearly (W) ⊆ Ix2k , one can easily see that n(k, t) is indeed bounded
by a function of k and t only. Now consider W ∈ Tagt (X). Suppose f : Pk(X) → Z, f 0 satisfying Tagt f = g.
Deﬁne g(W,m, f ) by
g(W,m, f ) =
∑
f (B),
where the sum is over all B satisfying W | B and n(B,W) = m. Then one can easily see that
∑
mg(W,m, f ) =
∑
g(W1), (6.2.1)
where the sum on left side is over all mn(k, t) and the sum on right side is over all W1 satisfying W | k(W1).
In particular we get
g(W)n(k, t)
∑
g(W1), (6.2.2)
where the sum is over all W1 satisfying W | k(W1). The next theorem now follows.
Theorem 6.3.
(i) Let vk + t , g : TagtX → Z be nonnegative integral function. Suppose there exists f : Pk(X) → Z, f 0,
satisfying Tagt f = g. Then Eq. (6.2.1) and inequality (6.2.2) are satisﬁed.
(ii) Let h : Pk(X) → Z, h0 and suppose there exists nonnegative f : Pk(X) → Z such that t f = h. Then s(h) is
an integral function satisfying (6.2.1) and (6.2.2) with g = s(h).
Remark 6.4. Equations and inequalities in Theorem 6.5 should be seen as analogs of simple counting equations of
the type
∑
h(T ) =
(
k − |I |
t − |I |
)∑
f (B),
where the ﬁrst sum is over all T containing I and the second sum is over all B containing I and I is an i-subset, i t
and h and f are as above. Using examples where f (B) = 0 implies n(B,W)= n(k, t), one can easily get cases where
necessary inequalities (6.2.2) are sharp.
These inequalities can be applied to cases of designs and other combinatorial objects to get interesting new structural
and existence conditions.
For example one can easily see that for a t-(v, k, ) design D= (X, f ) with large v, |support (f ) − {B : f (B) = 0,
f (B) <n(k, t)}| is O(vt−1). Some of these applications will be discussed in a subsequent communication under
preparation.
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