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Abstract
This thesis contributes to the emerging literature that investigates the drivers
of liquidity commonality in equity markets. Our main contribution is three-
fold. First, we propose a new method to estimate liquidity commonality in eq-
uity markets to explore both supply-side (funding liquidity of intermediaries)
and demand-side (trading behaviour of investors) determinants of its dynam-
ics. The empirical analysis uses weekly data on 1909 stocks from the US, Japan,
theUKandEuro zone countries, from January 2000 to January 2017. Second, we
propose high-frequency quoting (HFQ), an activity carried out byhigh-frequency
traders (HFT), as a new supply-side explanation of high-frequency liquidity
commonality. Using the upgrade of the London Stock Exchange (LSE) trad-
ing system as an exogenous shock, we find that an increase in HFQ leads to an
increase in liquidity commonality. Furthermore, we analyse the intraday pat-
terns in high-frequency liquidity provision in relation to other microstructure
variables, using tick-by-tick data for the FTSE100 stocks listed on the LSE, from
September 2010 to July 2011. Finally, motivated by the crucial role of factor
models in our research, we propose a two-level factor model with time-varying
loadings that captures financial, global and regional risk in stock returns. We
use it to investigate the dynamics of systematic risk in a large portfolio of firms
from 54 countries, from January 2006 to January 2016.
xi

Introduction
In the last ten years market liquidity, the ease to trade an asset, has played a
pivotal role in the events that shaped financial markets, attracting the atten-
tion of regulators and academics. During the Flash Crash of May 2010, mar-
ket liquidity vanished in a few seconds due to the selling pressure exercised
by a single algorithm [Kirilenko et al. (2017)]. On January 2018, the European
Union updated the Markets in Financial Instruments Directive (MiFID) with,
among other things, a set of rules aimed at increasing pre- and post-trade trans-
parency for investors that seek liquidity from intermediaries. Since the semi-
nal papers by Kyle (1985) and Amihud and Mendelson (1986), several authors
have analysed and modelled the market liquidity of a security. However, finan-
cial markets integration and continuous improvement in technology havemade
liquidity increasingly connected across securities and this has made the multi-
variate study of liquidity a hot research topic. The concept of commonality in
liquidity, i.e. the co-movement in market liquidity of diﬀerent stocks, was first
introduced by Chordia et al. (2000) and Hasbrouck and Seppi (2001). Common-
ality in liquidity implies correlation in execution costs and this has important
implications for asset pricers and portfoliomanagers. On the asset pricing front,
Acharya and Pedersen (2005) proves that the covariance of stock-level liquidity
with aggregate liquidity is a determinant of expected returns. On the portfo-
lio management front, consider a situation where a trading desk must execute
a basket of orders by the end of the day. If liquidity is positively correlated
across stocks and there is an overall decline in liquidity, then trading becomes
unavoidably expensive.
1
2 INTRODUCTION
The purpose of this thesis is threefold. First, we investigate supply-side
(funding liquidity of intermediaries) and demand-side (trading behaviour of
investors) determinants of liquidity commonality. Our research on the deter-
minants of commonality in liquidity builds on earlier work on demand factors
by Brockman et al. (2009) and Koch et al. (2016) and work on supply side ef-
fects by Coughenour and Saad (2004) and Hameed et al. (2010). Earlier work
which looks at both demand and supply side eﬀects is sparse and their meth-
ods are limited. Second, we propose high-frequency trading (HFT) activity as a
new supply-side explanation of liquidity commonality. HFTs are firms that use
proprietary capital to act as market maker on multiple securities. Compared to
banks, HFT’s business model is much less diversified and consequently more
exposed to funding constraints that could aﬀect the liquidity of multiple stocks.
In the limit, with only one HFT firm supplying liquidity, a reduction in its capi-
tal, driven by losses in one stock, might make the HFT less willing to put capital
at risk and thus less willing to supply liquidity for all stocks. A few papers have
proposed explanations for liquidity commonality that can be indirectly related
to HFT activity [Coughenour and Saad (2004), Domowitz et al. (2005)], but the
direct eﬀect of HFT activity on liquidity commonality is still unexplored. In
terms of methodologies, the econometric analysis of liquidity poses a series of
challenges. Even though liquidity measures such as Amihud (2002) are inte-
grated of order zero or fractionally integrated, most of the literature [e.g. Chor-
dia et al. (2000), Brockman et al. (2009)] applies a first diﬀerence transforma-
tion to liquidity, which mechanically introduces negative autocorrelation in the
time series [Hasbrouck and Seppi (2001)]. Furthermore, the literaturemeasures
stock-specific liquidity commonality by theR2 of a one-factor model, which suf-
fer from bias due to the changing volatility of underlyingmarket factors [Forbes
and Rigobon (2002)]. In Chapter 1, using portfolio liquidity, we control for this
eﬀect developing a new method to estimate time-varying correlations in finan-
cial markets. In Chapter 2, using stock liquidity, we take care of this bias con-
trolling for time eﬀect in a panel data model. These methodological challenges
motivates the third objective of this thesis, which is to propose and analyse a
two-level factor model with time-varying loadings, which we develop in Chap-
ter 3. The model is flexible enough to accommodate changes in the underlying
commonality structure among time series. We use it to estimate common com-
3ponents in stock returns and provide new evidence on stock returns comove-
ments.
The thesis is divided in three chapters. Chapter 1 explores demand and
supply drivers of the correlation between transaction costs for a group of stock
portfolios and proposes a new method to estimate time-varying correlations in
financial markets. We estimate the liquidity correlation matrix as implied by a
factor model where we allow both the factor loadings and the factor volatilities
to vary over time and measure liquidity commonality within a set of stocks as
the mean pair-wise correlation (MPC) among the liquidity of the stocks in that
set. As our model allows for factor heteroskedasticity, we can control for the
bias pointed out by Forbes and Rigobon (2002). We estimate the total commonal-
ity (TC) as the conditional mean pairwise correlation and decompose this into
volatility-driven commonality (VD) and exposure-driven commonality (ED). We pro-
pose time-series tests based on seemingly unrelated regression (SUR) models
to evaluate the explanatory power of a set of exogenous variables that approx-
imate the funding constraints of intermediaries and the behaviour of investors
for commonality. The tests use either TC, VD or ED as the dependent variable to
identify which part of liquidity commonality is driven by the supply andwhich
part by the demand-side of liquidity. We use weekly data on the US, Japan, the
UK and Euro zone countries, from January 2000 to January 2017. Furthermore,
we introduce a modified version of the Amihud (2002) measure, adjusted for
deterministic components of trading volume, motivated by Gallant et al. (1992),
so that price impact at the beginning and end of the sample are comparable.
The Amihud (2002) measure is the most widely used approximation of price
impact because it is easily constructed from daily data and it provides a good
approximation to high-frequency price impact [Goyenko et al. (2009)].
Chapter 2 investigates if the changing nature of liquidity providers - i.e.
from banks to HFTs [Menkveld (2013)] - has increased the interconnectedness
of equity markets, captured by liquidity commonality. We use the order-driven
market oﬀered by the London Stock Exchange (LSE) as laboratory test, focusing
on the period between January 2010 and December 2011. Our data base com-
prises all trades and best quotes updates executed or posted on the LSE, for the
stocks that entered the FTSE100 Index. We use the technological upgrade of
14 February 2011, when the LSE introduced the Millennium Exchange trading
4 INTRODUCTION
system, to identify variation in HFT activity. First, we compare the eigenvalues
in two five-month period before and after the shock, extending the analysis of
Hasbrouck and Seppi (2001). Second, we perform a panel data analysis to for-
mally test an increase in the liquidity commonality, controlling formarket condi-
tions. We estimate stock-level liquidity commonality as the explanatory power
of common liquidity factors on individual stock liquidity, measured by order
book depth. We estimate the common factors by principal component analy-
sis (PCA) as in Hasbrouck and Seppi (2001) and we additionally shed light on
the impact of long memory and sampling frequency on the structure of a factor
model for stock liquidity. We find empirical support for Hasbrouck and Seppi
(2001)’s decision of using a three factor model when the data are sampled at 15-
minute frequency. The PC1 criteria of Bai and Ng (2002) suggests that a three
factor model can be used for frequencies from eight to 15 minutes.
In Chapter 3, we formulate an international factor model where stock re-
turns are assumed to be a function of two types of factors: global (one financial
sector factor and one latent factor) and region-specific (one latent factor per re-
gion). The financial sector factor is observed while the global and region latent
factors are estimated with PCA using the procedure of Breitung and Eickmeier
(2015). In ourmodel, we let the factor loading, i.e. the sensitivities of each return
to the factors, vary over time as independent AR(1) processes, thus the structure
of the model is an extension of Breitung and Eickmeier (2015) and Ando and
Bai (2015), whereby the factor loadings are assumed time invariant. We anal-
yse a panel of 2000 stock returns from six worlds regions to investigate if the
importance of unobserved global and regional factors is time-varying and we
give a straightforward visual interpretation of that. Furthermore, we relate the
dynamics of systematic risk to the profile of the risk. We rank stocks by load-
ing persistence and variance and connect this to size, leverage and insample
expected returns.
Chapter 1
On the commonality in stock
liquidity and its determinants⋆
1.1 Introduction
Commonality in liquidity has important implications for asset pricers and port-
folio managers. On the asset pricing front, Acharya and Pedersen (2005) derive
a liquidity-adjusted CAPM inwhich the average level of liquidity of a security is
a determinant of its expected returns, but expected returns also depend explic-
itly upon the covariance of stock-level liquidity with aggregate liquidity [see,
also, Amihud andMendelson (1986), Pastor and Stambaugh (2003), Lee (2011)].
On the portfolio management front, consider the arrival of a shock which im-
plies that the investormust sell a portion of her portfolio. If costs of trading vary
across stocks but are invariant over time, the investor can always pick a set of
positions to liquidate that has low expected trading cost. If however, liquidity
covaries positively across assets and the arrival of shocks to the investor is as-
sociated with a decline in overall liquidity, then trading becomes unavoidably
expensive exactly when the investor wishes to trade.
⋆A joint research paper with Prof. Richard Payne and Prof. Giovanni Urga, based on the
results of this chapter, has been presented at the “Young Finance Scholars’ Conference” (Uni-
versity of Sussex, 12th June 2017), the “Macquarie Quantamentals Research Seminar” (Mac-
quarie Securities Group, 11th November 2016) and the “2015 PhD Research Days” (Cass Busi-
ness School, 8th June 2015).
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This paper explores demand and supply drivers of the correlation between
transaction costs for a group of stock portfolios and proposes a new method
to estimate time-varying correlations in financial markets. We estimate the liq-
uidity correlation matrix as implied by a factor model where we allow both the
factor loadings and the factor volatilities to vary over time and measure liquid-
ity commonality within a set of stocks as the mean pair-wise correlation (MPC)
among the liquidity of the stocks in that set. Forbes and Rigobon (2002) show
that Pearson’s correlation coeﬃcients are biased by the changing volatility of
underlying market factors. Thus, studies of liquidity commonality that use R2-
based commonalitymeasures, such asHameed et al. (2010), Karolyi et al. (2012),
Koch et al. (2016), Moshirian et al. (2017), suﬀer from bias due to the presence
of heteroskedasticity in underlying factors. However, as our model allows for
factor heteroskedasticity, our estimates do not suﬀer from this problem. We es-
timate the total commonality (TC) as the conditional mean pairwise correlation
and decompose this into:
• volatility-driven commonality (VD), which is the component of TC driven
by the time-varying covariance matrix of the factors, assuming that factor
loadings are constant over time. VD captures the fact that correlation can
increase (decrease) if underlying factors become more (less) volatile, even
if stocks’ exposures are constant;
• exposure-driven commonality (ED) which is the component of TC driven by
time-varying factor loadings, holding the factor covariance matrix con-
stant at its long-run value. ED captures the fact that correlation can in-
crease (decrease) if some stocks become more (less) exposed to common
liquidity factors, holding the variability of those factors constant
We propose time-series tests based on seemingly unrelated regression (SUR)
models to evaluate the explanatory power of a set of exogenous variables that
approximate the funding constraints of intermediaries and the behaviour of in-
vestors for commonality. The tests use either TC, VD or ED as the dependent
variable to identify which part of liquidity commonality is driven by the supply
and which part by the demand-side of liquidity.1 Using weekly data on the US,
1Various authors have associated changes in factor loadings as permanent changes in co-
movement statistics and changes in factor volatilities as temporary. For instance, Bekaert et al.
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Japan, the UK and Euro zone countries, from January 2000 to January 2017, we
address the following questions. What are themost important sources of liquid-
ity risk? In addition to a global liquidity factor, do regional and sectoral factors
explain individual stock liquidity? What are the underlying economic sources
of liquidity commonality? Does liquidity commonality relate to variables that
approximate the behaviour of the demand side of the market (i.e. trader be-
haviour) or the supply side (e.g. funding liquidity constraints)?
Our analysis yields three main contributions. Our first contribution is the
identification of the sources of liquidity risk factors in a multi-country portfo-
lio of stocks. While Karolyi et al. (2012) consider only country-specific com-
monality, in this paper we identify global, regional and sectoral factors and we
use a data-driven approach to rank the importance of the three types of factors.
We estimate one global, four regional and ten GICS sectoral factors as equally-
weighted portfolios. Then, in order to identify the estimated factors, we orthog-
onalise them.
We find that the common drivers of the cross-section of liquidity are mainly
global and region-specific, while liquidity of stocks in the same sector show little
tendency to co-move. This evidence suggests that market liquidity is not a stock
characteristic that is determined by the business profile of a company. Instead, it
is determined by region-specific forces that make the liquidity of diﬀerent firms
more similar due to geographic proximity. For instance, the transaction costs of
two Japanese stocks belonging to the Energy and IT sectorsmay covary strongly,
while two IT stocks listed in US and Japanmay have costs of trading that behave
very diﬀerently. We postulate that both demand (behaviour of investors) and
supply (behaviour of intermediaries) specific shocks might be the cause of this
commonality and proceed to investigate both channels.
This investigation forms our second contribution. We investigate how de-
mand and supply side factors contribute to commonality. This builds on earlier
work on demand factors by Brockman and Chung (2002) and Brockman et al.
(2009), and on supply side eﬀects by Coughenour and Saad (2004) and Hameed
et al. (2010). It is worth noting that earlier work which looks at both demand
and supply side eﬀects is sparse and also that earlier work only looks at total
(2014) and Dungey and Renault (2017) use changes in loadings to detect contagion across mar-
kets.
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correlations. We have the advantage of being able to study VD and ED as well
as TC. Furthermore, existing papers estimate liquidity factor models using a
rolling-window estimation, with results depending on the window’s length, a
nuisance parameter2. In this paper instead, we consistently estimate the time-
varying factor loadings via maximum likelihood (ML) estimation through the
Kalman Filter. Our model is related to the solution proposed by Hallin et al.
(2011), who use a dynamic factor model, in the spirit of Forni et al. (2000), fea-
turing lags and leads of latent liquidity factors.
Wefind that both demand and supply shocks play a role in explaining liquid-
ity commonality. On the supply side, we find that TC is positively related to the
US commercial paper spread and the TED spread, in line with Brunnermeier
and Pedersen (2009) and Hameed et al. (2010): when funding constraints are
binding, liquidity commonality increases. We find that a negative shock to liq-
uidity supply is positively related to VD but negatively associated to ED. Thus,
when funding liquidity becomes constrained (which may be the case during a
crisis), the underlying common factors become more volatile and they increase
the total liquidity commonality measure, while at the same time the exposure
driven component of commonality decreases, partially oﬀsetting the positive ef-
fect on total liquidity commonality. Beaupain et al. (2010), who condition their
analysis upon regimes of market return volatility, find that themagnitude of liq-
uidity commonality among US large caps is typically lower in stressful markets.
Our results on the ED component have a similar flavour to this, but our overall
commonality results point in the opposite direction.
On the demand side, we find that index-related trading (proxied by ETF
trading volume) is positively related to liquidity commonality, supporting the
results of Kamara et al. (2008) and Koch et al. (2016): Thus correlated liquidity
demand from institutional investors increases commonality. Conversely, global
market sentiment (proxied by the US sentiment index of Baker and Wurgler
(2006)) is negatively related to commonality, implying that, when people be-
come more optimistic, price impact is less correlated across stocks. In contrast
to the supply-side case, the coeﬃcients of demand-side variables, when signifi-
cant, are consistent across TC, VD and ED. In particular, ETF trading volume is
2Inoue et al. (2017) show that the length of the estimation window greatly aﬀects also the
forecasting performance of a model.
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the only variable that is always significant and positive. We interpret this result
as evidence that the correlated liquidity demand of institutional investors is the
strongest regional economic force that makes stock liquidity co-move.
Our third contribution is the empirical measure of portfolio liquidity that
we employ. Price impact is, together with tightness and depth, one dimension
of stock liquidity defined by Kyle (1985) and it is the sensitivity of stock price to
signed trade flow. We introduce a modified version of the Amihud (2002) mea-
sure, adjusted for deterministic components of trading volume, motivated by
Gallant et al. (1992), so that price impact at the beginning and end of the sample
are comparable. The Amihud (2002) measure is the most widely used approx-
imation of price impact because it is easily constructed from daily data and it
provides a good approximation to high-frequency price impact [Goyenko et al.
(2009)]. Other authors who use this proxy include Bali et al. (2014), Acharya
and Pedersen (2005) andKarolyi et al. (2012). Ourmeasure is essentially a value-
weighted index of liquidity, rebalanced yearly so that we use only active stocks
(stocks that are members of large stock market indexes) and we avoid the risk
of small-stock bias.3
We find that our measure of liquidity, in contrast to the unadjusted Amihud
(2002), does not display any visible trend or seasonality. The unadjusted mea-
sure is particularly aﬀected by a linear trend in trading volume for US stocks
and holiday eﬀect around half-day trading for UK stocks. Not controlling for
these deterministic patterns would bias the inference of unit root tests towards
concluding that the series are non-stationary [see, e.g. Ng and Perron (1995)].
On the contrary, our measure allows an unbiased comparison of price impact
throughout the sample and across countries, facilitating the multivariate analy-
sis of liquidity.
The remainder of the paper is organized as follows. Section 1.2 presents the
data. Section 1.3 introduces our measure of liquidity. Section 1.4 describes the
identification of the common liquidity factors. Section 3.2 presents the method-
ology to estimate liquidity commonality. Section 3.4 analyses the determinants
of liquidity commonality. Section 1.7 concludes.
3Korajczyk and Sadka (2008) investigate the commonality between liquidity measures and
show that diﬀerent liquidity measures are proxies of the same underlying risk factor that is
priced in the cross-section of returns.
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1.2 Data
Our data cover the stock markets of 15 countries: United States, United King-
dom, Japan, Austria, Belgium, Finland, France, Germany, Greece, Ireland, Italy,
Luxembourg, the Netherlands, Portugal and Spain. We classify stocks by cur-
rency region or by sector. We group our stocks into four currency “regions”:
United States (US), United Kingdom (UK), Japan (JP) and Euro zone (EZ). Thus,
the stocks within each region are subject to a series of common financial and
monetary shocks. Modelling EZ as one aggregate entity is motivated by Brooks
and Del Negro (2005), who show that within-region country factors can be
mostly explained by regional factors. Bekaert et al. (2009) follow the same pro-
cedure. Then, we use the Global Industry Classification Standard (GICS) ten-
sector classification to separate stocks by business profile4.
We collect trading data at daily frequency on the constituents of four large
stock market indexes: S&P500, FTSE350, Nikkei225 and Euro STOXX5 from
Bloomberg. For each stock, we download last price, intraday high and low, trad-
ing volume, and number of shares outstanding. Trading volumes are composite,
i.e. aggregate across exchanges, to avoid jumps in volumes due to relocations of
primary listing across US exchange venues6 and to consider all the transactions
executed in fragmented markets7. We consider large cap indexes because our
focus is on the time-series determinants of liquidity commonality, rather than
the cross-sectional ones [such as in Brockman et al. (2009)]. The sample goes
from 11th January 2000 to 20th January 2017. It includes multiple episodes of
market turmoil that can be used to study how liquidity commonality behaves
in normal and abnormal market conditions. These events comprise the burst
of the dot-com bubble (2000-2001), the terrorist attacks of 9/11, the great finan-
4The ten GICS sectors are: Consumer Discretionary, Consumer Staples, Energy, Financials,
Health Care, Industrials, Information Technology, Materials, Telecommunication Services and
Utilities.
5The Euro STOXX is a subset of the STOXXEurope 600 that is composed only of stocks listed
in Euro zone countries. Source: http://www.stoxx.com/indices/index_information.html?
symbol=SXXE.
6Examples include: Kraft Foods from NYSE to Nasdaq in 2012 and Imax from Nasdaq to
NYSE in 2011.
7Indeed, price impact is venue-specific and the availability of intraday quotes allows to cal-
culate the trade-by-trade impact on price. However, when high-frequency data is not available
and markets are very fragmented, the primary exchange volume is a very partial information.
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cial crisis (2007-2009) and the European sovereign-debt crisis (2011-). Conse-
quently, the stock market indices we study have experienced a high turnover of
their composition. To reduce survivorship bias, we use the index composition
at the beginning of the sample and rebalance it every five years. In total we
consider 1909 stocks that entered the stock market indexes during the sample
andwe use them to construct capitalisation-weighted indexes of liquidity rebal-
anced every year with the available data. For more information and details on
database coverage, see Appendix 2.A. Furthermore, we build a set of global and
region-specific variables capturing the state of capital markets, the demand for
market liquidity by investors and the supply of liquidity by intermediaries. We
use the VIX Index, TED spread, St. Louis FED financial stress indicator, Baker
and Wurgler (2006)’s US sentiment index and the US commercial paper (CP)
spread as global variables, while short-term rates, the returns on the banking
sector, exchange rate fluctuations, net equity flow, market turnover and market
volatility are region-specific variables. Table 1.A.1 in the Appendix describes
the variables, how they are computed and their source.
Table 1.1 reports the summary statistics for returns, trading volume andmar-
ket capitalisation divided by region. Over the sample period, US stocks have the
highest average daily stock return and the largest return reversal, with a first au-
tocorrelation coeﬃcient (AR1) of -0.030. The return distributions have positive
skewness and very fat tails for all regions. UK-listed stocks have, on average,
a skewness very close to zero and the largest kurtosis of the sample, suggest-
ing the presence of large outliers. The median market capitalisation of British
stocks in our universe is $2 billion, which is much lower than their mean cap-
italisation ($10 billion) due to the presence of medium-sized companies in the
FTSE350 index. We use the FTSE350 instead of the FTSE100 to consider stocks
whose business is more related to shocks specific to the UK8. Trading volume
is the largest for US stocks but it is comparable across countries. The maximum
values of market cap correspond to Vodafone (UK) and Apple (US). The very
lowminimum are due to the inclusion of stocks that might have traded outside
8We compare the distribution of market capitalisation and trading volume of the stocks
listed in the FTSE350 with those of the FTSE100 and we find that, they are comparable. Thus,
we expect the illiquidity of the FTSE350 stocks to have a higher level than those in the FTSE100
but their dynamics to be very related. We use the FTSE350 to cover a larger universe of stocks.
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the index, but these are going to be excluded from our liquidity index. The
AR(1) coeﬃcient indicates that the volume is very persistent.
[Table 1.1 about here.]
Table 1.2 reports time series summary statistics for the exogenous variables
used to capture capital market conditions and the level of demand/supply of
liquidity. Market volatility is the percentage standard deviation of daily market
return and the VIX Index is the expected monthly volatility (annualised) of the
S&P500 Index returns. The VIX has a mean of 20% and a median of 17% and
US market volatility (after annualising it) is in the same scale. Market turnover
is the average trading volume, expressed as percentage of shares outstanding,
which results in an average between 0.980% (US) and 1.2% (JP). Exchange rate is
in monthly percentage change, where a positive value indicates a depreciation
of the currency relative to the SDR. The St. Louis FED financial stress indicator,
whose positive values indicate stress, indicates that, on average, our period was
calm (the median value of FED stress is lower than the mean) with a few very
stressful episodes. ETF volume is dollar trading volume in local ETFs traded on
US markets, calculated as a percentage of the total stock market capitalisation.
Net equity flow is the diﬀerence between gross sales of foreign stocks by foreign-
ers to US residents and gross purchases of foreign stocks by foreigners from US
residents, scaled by the sum of of gross sales and purchases of foreign stocks by
foreigners to/from US residents. A positive net (%) equity flow signals that US
residents are net buyers of foreign stocks. All variables based on interest rates -
short-term rates, CPs and TED spread - are expressed in percentage points.
[Table 1.2 about here.]
1.3 Market liquidity
In this section we introduce our measure of adjusted price impact that approxi-
mates the average market liquidity of a portfolio of stocks. We use it to capture
the market liquidity of a region-sector portfolio. Our measure is a modified
version of Amihud (2002)’s measure, adjusted for deterministic components of
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trading volume, so that market liquidity at the beginning and end of the sample
are comparable.
1.3.1 Measuring stock and portfolio illiquidity
TheAmihud (2002)measure is themostwidely used proxy for liquidity because
it provides a good approximation of price impact and it can be easily calculated
with low-frequency data9. It is defined as:
AMIHUDt =
1
Dt
Dt∑
d=1
|rtd|
$Vtd
106, (1.1)
where t is the time window (year, month or week), rtd is the log-return (in per-
centage) on day d, $Vtd is the $-volume on day d and Dt is the number of days
where the ratio |rtd|/Vtd is identified during time window t. Eq. (1.1) is an
estimate of the daily stock price movement per $1 million trading and it can
be related to various spread-based measures of liquidity calculated with high-
frequency data, such as eﬀective spread, realised spread and price impact10.
Several adjustments to Eq. (1.1) have been proposed. For instance, Acharya and
Pedersen (2005) standardise (1.1) by the ratio ofNYSE totalmarket capitalisation
at t and at the beginning of the sample, while Chordia et al. (2005), Hameed et al.
(2010) and Karolyi et al. (2012) orthogonalise stock liquidity against a set of vari-
ables that capture deterministic components in liquidity. Motivated by the same
idea, our measure is a logarithmic transformation of the ratio between average
9Kyle (1985) defines three dimensions of liquidity: tightness, depth and price impact (re-
silience). See Goyenko et al. (2009) for a comparison of low and high frequency measures of
liquidity.
10A measure often used [see, e.g. Hendershott et al. (2011)] to calculate the price impact of
transaction q is:
PIq = Iq[log(MIDq+∆)− log(V ALq)], (1.2)
where q is a timestamp that identifies a single transaction, Iq = {1,−1} is a trade direction in-
dicator for buyer- or seller-initiated trade, MIDq+∆ is the midquote at time q + ∆ and V ALq
is the security’s underlying value at the time when the trade was submitted. In empirical re-
search, V ALq is approximated byMIDq Thus, Eq. (1.2) is simply the percentage change in the
midquote over some ∆ period of time, caused by trade q. AMIHUDt is linked to PIq because
the daily log-returns, rd, is the cumulative eﬀect of the unsigned price impacts of all transac-
tions of that day d (i.e. the sum of Eq. (1.2) excluding Iq), hence the change in the value of the
security due to the trading activity within the day.
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daily stock return volatility and deseasonalised average daily stock trading vol-
ume. Thus, our main intuition is that seasonalities in AMIHUDt are caused by
seasonalities in trading volume, and only the latter needs to be corrected. In the
remainder of the section we formalise our measure of liquidity.
First, we calculate stock-by-stock average daily volatility and trading volume
at weekly frequency as:
Vk,t =
1
Dk,t
Dk,t∑
d=1
CVk,t,d (1.3)
σˆk,t =
1
Dk,t
Dk,t∑
d=1
log
(
PHk,t,d
PLk,t,d
)
(1.4)
for k = 1, . . . , NK and t = 1, . . . , T , whereNK is the total number of firms in the
sample11, PHk,t,d and PLk,t,d are the highest and lowest intraday stock prices,
respectively, CVk,t,d is the trading volume in local currency andDk,t is the num-
ber of days with non-zero volume or non-stale price. We then express CVk,t,d in
today’s dollar terms, so that it is comparable across countries but its time-series
dynamics are not aﬀected by FX rate fluctuations12. We cap intraday volatility
at 100% and we remove outliers in CVk,t,d, defined as observations larger than
the 99% percentile.
Second,we aggregate volatility and trading volume to calculate value-weighted
indexes for sector s of region r as:
σˆs,r,t =
∑
k∈I(s,r)t
wk,tσˆk,t (1.5)
Vs,r,t =
∑
k∈I(s,r)t
wk,tVk,t (1.6)
for s = 1, . . . , NS and r = 1, . . . , NR, where I(s, r)t is the set of indexes identify-
ing the stocks in sector-region (s, r) at time t, defined as:
I(s, r)t = {k ∈ Kst} ∩ {k ∈ Krt}, (1.7)
11The time index t also depends on k, i.e. tk = t1,k, . . . , tT,k, given that most of the stocks
have time series of diﬀerent length. For ease of notation, we assume t to be equal across stocks.
12The use of volumes in local currencies allows to keep FX rates exogenous and to test if ex-
change rates against the dollar is a demand-side explanatory variable of liquidity commonality.
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where Kst (Krt) is the set of indexes of stocks belonging to sector s (region r)
in week t. wk,t is the weight of stock k in the value-weighted average at time
t. I(s, r)t is updated yearly so that only active stocks are considered. We keep
only the stocks with full time series.
Third, in order to calculate a price impact that is comparable across mar-
kets, we exclude deterministic components from trading volume, Vs,r,t, using
the method proposed by Gallant et al. (1992) and Tauchen et al. (1996). In par-
ticular, we control for a time trend andholiday eﬀects for all theweeks ofDecem-
ber and January. We estimate these seasonalities in both conditional mean and
conditional variance and construct an adjusted trading volume, AVs,r,t, that is
orthogonal to them. SeeAppendix 1.B formore details on the deseasonalisation
procedure. The steps so far are essentially the calculation of a robust version of
the numerator and denominator of Eq. (1.1).
Finally, we combine the volatility and volume to calculate the illiquidity of
a portfolios of stocks in sector s of region r as:
ILLs,r,t = log
(
1 +
σˆs,r,t
AVs,r,t
)
(1.8)
for s = 1, . . . , NS and r = 1, . . . , NR, whereAVs,r,t is the adjusted version of Vs,r,t.
Eq. (1.8) has several advantages compared to the standard formula proposed by
Amihud (2002). First, the double eﬀect of cross-sectional and time-series aggre-
gation reduces the estimation error of true market liquidity [see the discussion
in Korajczyk and Sadka (2008)]. Second, the value-weighted indexes - which
are rebalanced yearly - allow us to calculate continuous time series taking into
account the historical composition of the stock market index13. Third, the log-
range - the numerator of (1.8) - is a consistent estimator of intraday volatility
[Alizadeh et al. (2002) prove that it is even more eﬃcient than realised volatil-
ity] that does not suﬀer from the drawbacks of log-returns. For instance, log-
returns overestimate large negative real price changes and they can be close to
zero when closing prices are close to each other, even if the stock price experi-
13The continuous time series can be then deseasonalised using the full time series for the
estimation of the deterministic components. We have also deseasonalised individual stocks’
volume before calculating the index, however this poses an estimation issue because the panel of
stocks is unbalanced. In addition, it is reasonable to expect that market trends and seasonalities
are region-specific.
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enced a lot of intraday variation. Finally, our method allows to deseasonalise
trading volume alone, instead of adjusting the ratio of volatility over volume
[as in Acharya and Pedersen (2005) and Karolyi et al. (2012)] where volatility
does not need to be adjusted. Brandt et al. (2010), show that returns volatility
does not have a time trend and it goes back to its long-runmean after occasional
shocks.
Fig. 1.1 shows two examples of the results of the deseasonalisation proce-
dure. The top panels plot the illiquidity indexes of US-Utilities andUK-Utilities,
calculated using the unadjusted trading volume, while the bottom panels plot
the same time series after the trading volume adjustment. In the US example,
one can see a clear downward trend in illiquidity, caused by an increasing trad-
ing volume over the last 20 years. In the UK example, half-day trading activ-
ity around Christmas creates a predictable pattern in trading volumes, that is
then inherited by Eq. (1.8). As one can see from Fig. 1.1, our adjustment re-
moves region-specific predictable patterns, allowing the comparison across re-
gions and simplifying the multivariate analysis of liquidity. In additional un-
reported tests we run the augmented Dickey-Fuller (ADF) test on the raw and
adjusted illiquidity index. We find thatwe can not reject the null of a unit root in
the unadjusted illiquidity index, while we reject the null for adjusted illiquidity.
Thus,market (il)liquidity is a stationary process and it should not be diﬀerenced,
with trends and seasonalities leading to spurious results due to the low power
of ADF tests [see, e.g. Schwert (1989) and Ng and Perron (1995)]14.
[Figure 1.1 about here.]
The illiquidity measure in Eq. (1.8) is characterised by strong time series de-
pendence (longmemory). High price impact today leads to higher price impact
tomorrow and vice versa, which suggests that information on stock liquidity is
acquired slowly by the average investors [Bali et al. (2014)].
In the remainder of the section, we compute liquidity shocks, or news, which
represent the part of liquidity more diﬃcult to acquire by investors for its ellu-
sive nature. Liquidity shocks will be our dependent variable.
14Part of the literature [e.g. Chordia et al. (2000), Brockman et al. (2009)] use the percent-
age change in liquidity as dependent variable. Hasbrouck and Seppi (2001) point out that this
practice would artificially introduce negative autocorrelation in the time series.
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1.3.2 Liquidity shocks as dependent variable
In line with the literature [Bali et al. (2014), Acharya and Pedersen (2005), Ko-
rajczyk and Sadka (2008), Karolyi et al. (2012)] we filter away the memory of
liquidity and focus on its unexpected part, which we call “liquidity shocks”.
Bali et al. (2014) interpret this as new public information on liquidity. From an
econometric point of view, liquidity shocks are covariance stationary and dis-
play weak (or zero) time series dependence, which simplifies substantially the
multivariate analysis15. We estimate liquidity shocks as the residuals from an
ARMA(1,1) model:
ILLs,r,t = α0,s,r + α1,s,rILLs,r,t−1 + α2,s,rεs,r,t−1 + εs,r,t, (1.9)
with normally distributed innovations. The model is estimated with ML and
liquidity shocks are defined as:
Ls,r,t ≡ −εˆs,r,t, (1.10)
for s = 1, . . . , NS and r = 1, . . . , NR.
Ls,r,t, is our variable of interest. In total, there areN = NRNS time-series that
we stack in vector Lt. Fig. 1.2 plots the illiquidity index, ILLs,r,t, and liquidity
shocks, Ls,r,t of our N = 40 region-sector portfolios.
[Figure 1.2 about here.]
1.4 The sources of common factors in liquidity
The presence of common factors in market liquidity is an established result in
empirical finance. Most of the analysis focuses onUSmarkets, with exception of
Brockman et al. (2009) and Karolyi et al. (2012). When the analysis is extended
to multiple markets, questions arise about which risk factors aﬀect market liq-
uidity. For instance, are global factors enough to explain the cross-asset depen-
dence in liquidity? Are there significant regional factors? Do sector-specific
15Conversely, the direct modelling of price impact or volumes require the use of error dis-
tributions with non-negative supports or multiplicative error models. We leave this for future
research.
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factors play a role too and are theymore important than regional ones? Is the im-
portance of each factor stable over time? Brockman et al. (2009) answer some of
these questions considering global and exchange-specific factors, while Karolyi
et al. (2012) consider only country-specific commonality. We consider global,
region and sector factors and we use a data-driven approach to rank the impor-
tance of the three factors, before extending themodel to allow for time-variation
in factor importance.
For convenience, we introduce the following notation. Let is,r be the position
of Ls,r,t in the dependent variable vector Lt. Then:
Ir = {n | in = is,r, s ∈ NS} (1.11)
Is = {n | in = is,r, r ∈ NR} (1.12)
are the sets of indices that identify the liquidity of all stocks in region r or sector
s, with NR = {1, . . . , NR} and NS = {1, . . . , NS}. Furthermore, we define:
ISR = {n | in = is,r, ((is,r)r∈NR)s∈NS} (1.13)
IRS = {n | in = is,r, ((is,r)s∈NS)r∈NR} (1.14)
IRS (ISR) is the set of indices for the sector-region variables ordered by region
(sector). Note that IRS = ISR = {1, . . . , N}, although the indices correspond
to a diﬀerent order of the variables. Unless specified diﬀerently, the dependent
variable vector is defined as:
Lt ≡ [Ln,t]n=1,...,N, n∈IRS (1.15)
We estimate one global, four regional and ten sectoral factors (based on the
GICS classification) using the cross-sectional average (CA) estimator, which cor-
responds to an equally-weighted portfolio. This approach has been followed by
the literature on returns comovements [see, e.g., Bekaert et al. (2009)] and gives
the advantage of estimating the factors as linear combinations of observable
variables, as in a normal portfolio framework. In addition to being simple to
compute, the CA estimator of the factors is equivalent to the principal compo-
nent (PC) estimator when N/T → 0 and factor loadings are static [Westerlund
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and Urbain (2015)]. Further results based on Monte Carlo simulations show
that the CA estimator perform at least as well as the PC estimator [Chudik et al.
(2011)]. In our settingwe have that T > N and recent literature shows thatwhen
factor loadings are unstable over time, the PC estimator consistently estimates
the factor space, both in case of randomwalk and autoregressive process [Bates
et al. (2013), Mikkelsen et al. (2017)].
Then, in order to interpret the factors and avoid the multicollinearity issue,
we orthogonalise them to createN triplets ofmutually uncorrelated factors. The
problem of identifying the factors is tackled through the following procedure.
First, we standardise all variables to have zero mean and unit variance, such
that they are comparable across countries, and we estimate the global factor as:
Gˆt =
1
N
N∑
n=1
Ln,t (1.16)
Second, all variables are orthogonalised against Gˆt, defining: Zˆn,t = Ln,t −
γˆnGˆt, for n = 1, . . . , N , so that the new variables can be used to estimate the
first-stage regional and sectoral factors as:
Rˆ
(1)
r,t =
1
NS
NS∑
n=1
n∈Ir
Zˆn,t (1.17)
Sˆ
(1)
s,t =
1
NR
NR∑
n=1
n∈Is
Zˆn,t (1.18)
for r = 1, . . . , NR and s = 1, . . . , NS . By construction, all regional and sectoral
factors are uncorrelated with the global factor, but they are correlated with one
another, which is a feature that we will take into account in formulating our
model.
At this stage, we need to understand which group of factors is the most rele-
vant, i.e. if region or sector drivers are the main determinants of liquidity corre-
lation. This helps us both to answer some of our research questions and defines
the order of orthogonalisation of the factors16. In order to achieve this goal we
16Given that we have three types of factors, there are two possible ways to proceed with the
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inspect the correlation matrix of market liquidity and residual liquidity group-
ing stocks by region or sector. If variables in the same group are related by a
common factor, we expect to find a block diagonal structure. Fan, Furger, and
Xiu (2016) employ the same procedure to show that the CAPM is not enough to
capture cross-dependence of returns and GICS-specific factors are omitted vari-
ables. Fig. 1.3 plots the correlationmatrix of liquidity,Lt, and residual liquidity,
Zˆt (orthogonal to the global factor), using diﬀerent ordering of the stocks.
[Figure 1.3 about here.]
The top (bottom) left panel reports the correlation matrix of Lt (Zˆt) when
the variables are grouped by sectors. The residual vector is arranged as:
Zˆt ≡ [Zˆn,t]n=1,...,N, n∈ISR . (1.19)
Similarly, the right panels of Fig. 1.3 report the correlationmatrices for variables
grouped by regions. The matrices’ elements are gradually coloured if the corre-
lation coeﬃcients are higher than 0.1. The block-diagonal structure in the bot-
tom right panel suggests that the liquidity of stocks in the same region tends to
move together and some region-specific factors are omitted variables that must
be added to the model. Thus, the regional factor is the second most important
factor after the Gt, and its estimate is defined as:
Rˆr,t ≡ Rˆ(1)r,t , (1.20)
for r = 1, . . . , NR. Finally, the sectoral factor is the remaining variation after
controlling for both the global and regional factors:
Sˆs,t ≡ Sˆ(2)s,t = Sˆ(1)s,t −
NR∑
r=1
γˆrRˆ
(1)
r,t , (1.21)
for s = 1, . . . , NS . In Appendix 1.D we show that the orthogonality of the esti-
mated factors holds also conditionally.
orthogonalisation. We could either regress each region factor against the ten sector factors and
keep the residual variation as region factor, or regress each sector factor against the four region
factors and keep the residual variation as sector factor.
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Our findings are in line with the results on stock return comovements. Var-
ious researchers have concluded that global, country- and region-specific fac-
tors are more important than industry factors in explaining the cross-section of
expected returns [e.g., Heston and Rouwenhorst (1995), Griﬃn (2002), Bekaert
et al. (2009)]. Recently, Ando and Bai (2017) estimates the group membership
of a stock and reach the same conclusion. This evidence suggests that market
liquidity is not a stock characteristic that is determined by the business profile
of a company (sector). Instead, it is determined by regional drivers that make
the liquidity of diﬀerent firms becomemore similar because of geographic prox-
imity, which could be due to region-specific liquidity demand and/or supply
shocks.
1.4.1 Time varying importance of factors and ARCH eﬀect
The estimated factors can be used as regressors in a standard factor model of
liquidity such as:
Lnt = βGnGt + βRnRn,t + βSnSn,t + εnt (1.22)
for n = 1, . . . , N, n ∈ IRS . Table 1.3 reports the least squares estimates of the
factor loadings and the adjusted-R2 for three model specifications: only global
factor; global plus region; all three factors. The results show that all three factors
add explanatory power to the model and that a one-factor model (such as the
one used by Chordia et al. (2000), Karolyi et al. (2012) and many others) is not
enough to capture the cross-sectional dependence in liquidity.
[Table 1.3 about here.]
The main limitation of specification (3.1) is that the parameters are assumed
to be constant throughout the sample. To assesswhether this is realistic assump-
tion, we re-estimate the model using 1-year rolling windows. Fig. 1.4 plots the
t-statistics of the three factor loadings over time in four examples, together with
two straight lines at ± 1.96. The figure shows that t-statistics are highly volatile
and the regional and sector factors are not always significant. Thus, even if re-
gional factors are, on average, more relevant than sector ones, during certain
periods their roles are inverted and it is important to include all sets of factors
in a model for liquidity. This evidence finds support from a small literature
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that argues that the relative influence of industry and country factors depends
on the sample period [Baca et al. (2000) and Cavaglia et al. (2000)].
[Figure 1.4 about here.]
Furthermore, a source of uncertainty in the estimation of common liquid-
ity risk is the changing variance of the factors. As pointed out by Forbes and
Rigobon (2002) and, recently, Dungey and Renault (2017), time-varying factor
volatility is a feature that corrupts correlation coeﬃcients, which complicates
the identification of genuine changes in relations between variables. The R2
measure of liquidity commonality used by Hameed et al. (2010) and Karolyi
et al. (2012) suﬀers from the same drawback. We use Engle’s Autoregressive
Conditional Heteroscedasticity (ARCH) test to test if factor volatility is time-
varying and we reject the null of homoscedasticity at the 95% confidence level
for all factors17.
Thus, we formulate a model that takes into account these data features and
we use it to estimate the correlation matrix of market liquidity. First, the model
features global, region and sector liquidity common factors. Second, the factor
loadings are allowed to change over time to capture time-varying importance
of the sources of liquidity risk. Third, the covariance matrix of the factor is also
allowed to change over time.
1.5 Model implied liquidity commonality
In this section, we introduce our factor model of liquidity that we use to calcu-
late liquidity commonality within region r, TC, defined as the mean pair-wise
correlation among the ten GICS sectors in that region. Then we decompose TC
into VD and ED.
17The critical values for the test distribution are 3.8415 (95%) and 6.6349 (99%). The test
statistics for the 14 factors are: 64.461 (EZ), 62.945 (JP), 46.733 (UK), 38.686 (US), 29.869 (Con-
sumer Discretionary), 13.762 (Consumer Staples), 35.113 (Energy), 43.332 (Financials), 62.341
(Health Care), 57.760 (Industrials), 9.470 (Information Technology), 3.944 (Materials), 204.624
(Telecommunication Services), 76.036 (Utilities).
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1.5.1 Model
We formulate a factor model where sector-region liquidity, Lnt, is a linear func-
tion of global, sector and region factors. Sector liquidity in region r is measured
by Eq. (1.10). International factor models are useful to analyse time-series co-
movements and they have been used, for instance, to test for market integra-
tion [Flood and Rose (2005)], to test for contagion across countries and asset
classes [Dungey and Martin (2007), Belvisi et al. (2016)] and to analyse return
comovements in equity markets [Bekaert et al. (2009), Bekaert et al. (2014)]. In
our model, factor loadings change over time to capture the time-varying im-
portance of factors: we assume they evolve as independent autoregressive (AR)
processes of order one18. The liquidity of sector-region n at time t, Lnt is mod-
elled as:
Ln,t = β
G
n,tGt + β
R
n,tRn,t + β
S
n,tSn,t + εit, εit ∼ N(0, (σεn)2) (1.23)
βGn,t = (1− φGn )β¯Gn + φGnβGn,t−1 + uGn,t, uGn,t ∼ iidN(0, (σu,Gn )2) (1.24)
βRn,t = (1− φRn )β¯Rn + φRnβRn,t−1 + uRn,t, uRn,t ∼ iidN(0, (σu,Rn )2) (1.25)
βSn,t = (1− φSn)β¯Sn + φSnβSn,t−1 + uSn,t, uSn,t ∼ iidN(0, (σu,Sn )2) (1.26)
where Gt is a global liquidity factor, Rn,t is a regional common factor and Sn,t
is a sectoral common factor. We do not include a constant because Ln,t has zero
mean by construction. The state equations (1.24) - (1.26) imply that each factor
loading at t is a weighted average of the loading at t−1 and its long-run average,
with the parameter φ(·)n regulating the speed of mean reversion, i.e. the memory
of the factor loading. The process {un,t} is independent of {εn,t}. Since the vari-
ance of the state, σu,(·)n , is constant over time, themodel can bewritten as a linear
state-space model and the unknown parameters can be consistently estimated
with maximum likelihood estimation via the Kalman Filter after identification
of the factors. Mikkelsen et al. (2015) prove that the ML estimator is consistent
18An alternative model specification is one where the loadings are static and the factors are
dynamic. This setting would still allow to estimate time-varying correlations. However, since
the Asset Pricing Theory assumes that stock prices are generated by a set of unpredictable fac-
tors, we follow the same rationale in the specification of our model of stock liquidity. We thank
Professor Catherine Doz for this suggestion.
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if the loadings are stationary, if T/N2 → 0 and if the maximum variation of the
factors is bounded. In our case, factors are observable (cross-sectional averages
are essentially equally-weighted portfolios) andwe expect the error in measure-
ment in the dependent variable to be smoothed out by the use of region-sector
portfolios. In Appendix 1.C we report initial parameters and estimates of the
Kalman Filter.
This method allows us to estimate factor loadings, and model-implied co-
variances, at every time t and with dynamics (memory, variance) that are dic-
tated by the data. So far the literature has estimated time-varying factor load-
ings using rolling window estimation [see, among others, Bekaert et al. (2009),
Karolyi et al. (2012)], with results heavily depending on the length of the win-
dow19. Inoue et al. (2017) also show that this greatly aﬀects the forecasting per-
formance of a model.
Fig. 1.5 plots the time series of factor loadings for liquidity of two portfolios.
Our model allows us to take into account diﬀerent types of structural instability.
For example, the liquidity of Eurozone’s Consumer Discretionary stocks has a
fairly stable exposure to global liquidity shocks, with an autoregressive param-
eter of -0.1095, with the top panel of Fig. 1.5 showing that the spikes in the
global factor loadings are short lived. Instead, the exposure to regional liquid-
ity shocks is very persistent (AR parameter of 0.8979) and shocks are not easily
absorbed. Fig. 1.5 shows another example, where the global factor loading of
US Financials has a variance very close to zero and it is not diﬀerent from the
OLS estimate.
[Figure 1.5 about here.]
The dynamic factor model (1.23) - (1.26) nests the static version in Eq. (3.1),
where the factor loadings are constant over time. We use a standard likelihood
ratio test (LRT) to assess which model fits the data better. The LRT for the full
19Gagliardini et al. (2016) prove consistency of the two-pass estimation of a factormodelwith
time-varying parameters that are function of stock specific and macroeconomic variables, as in
Shanken (1990).
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model can be written as:
LRT = −2 log
(∏
n∈IRS ℓn(θ˜n)∏
n∈IRS ℓn(θ̂n)
)
(1.27)
= −2
[ ∑
n∈IRS
log ℓn(θ˜n)−
∑
n∈IRS
log ℓn(θ̂n)
]
(1.28)
where θ̂n is the vector of estimated parameters in (1.23) - (1.26), θ˜n is the re-
stricted parameter vector that is related to the static model in (3.1) and ℓ(·) is
the likelihood function. The Null hypothesis that the static model fits the data
better than our dynamic model is rejected at 99% confidence level, with a LRT
statistic of 795244.2. In the remainder of the section, we derive our measure
of within-region liquidity commonality, TC, and we decompose it into VD and
ED.
1.5.2 Total commonality
LetFn,t = [Gt, Rn,t, Sn,t] be the vector of unknown factors. Assuming thatE[Fn,t] =
0 and E[Fn,tεn,t] = 0 holds for all n, it follows that the unconditional covariance
between any pair of sector-region liquidity indexes is equal to:
cov(Ln,Lm) = E[β′n,tF ′n,tFm,tβm,t]︸ ︷︷ ︸
Model implied cov
+E[εn,tεm,t]︸ ︷︷ ︸
Residual cov
(1.29)
for n = 1, . . . , N , m = 1, . . . , N , n ̸= m and n,m ∈ IRS , where the first and
second term are the model-implied and residual covariance, respectively. If the
factor model fully describes the comovements between variables, the residual
covariance is negligible. Thus, the empirical counterpart of Eq. (1.29), condi-
tional on the estimated factor loadings and covariances, can be written as:
ˆcovt(Ln,Lm) = βˆ′n,tΣˆFn,m,tβˆm,t (1.30)
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and can be further simplified as:
ˆcovt(Ln,Lm) = βˆGn,t ˆvart(Gt)βˆGm,t+ βˆRn,t ˆcovt(Rn,t, Rm,t)βˆRm,t+ βˆSn,t ˆcovt(Sn,t, Sm,t)βˆSm,t.
(1.31)
Eq. (1.31) gives some insights into the covariance structure implied by themodel:
since stocks n and m are in the same region, the second term simplifies to the
variance of the regional factor.
The model-implied covariance has two sources of variation: the factor load-
ings and ΣˆFn,m,t, which can be either constant or time-varying. This matrix is di-
agonal because of the orthogonalisation procedure and its entries correspond to
the variance of the global and regional factors, and the covariances among sec-
toral factors. We estimate the variance of the global factorGt using a univariate
GARCH(1,1) with normal innovations. For the regional and sector factors, we
use the Engle (2002)’s Dynamic Conditional Correlations (DCC) model of order
(1,1) with GARCH(1,1) marginal conditional volatility processes with normal
innovations. The DCCmodel is estimated using quasi-maximum likelihood es-
timation separately for the four regional factors and ten sectoral factors. This is
essentially a two-step procedure, where we first identify the orthogonal factors
within each group and then estimate the conditional covariance between the
factors. This framework is similar to the estimation of a factor GARCH with or-
thogonal factors, where the dependent variable is assumed to be explained by
a small number of orthogonal factors but allowing for Granger causality in the
variances. The GARCH-type volatilities displayed by the factors is such that to-
day’s volatility of one factors may aﬀect tomorrow’s volatility of another factor
[see, among others, Alexander (2001) and van der Weide (2002)]. Hafner and
Preminger (2009) show that the quasi-maximum likelihood estimator of the fac-
tor GARCH parameters in the second step is consistent and asymptotically nor-
mal. They assume the factors to be either observable or function of underlying
variable, which is similar to our case since we use equally-weighted portfolios
to identify the factors.
Following the literature on return comovements [see e.g. Bekaert et al. (2009,
2014)], we estimate liquidity commonality at time t as the MPC implied by the
factor model, assuming that residual cross-correlation is negligible. We can
check if this assumption holds by estimating the residual covariance in Eq. (1.29)
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and use it to calculate residual MPC. Examination of the plot of residual MPC
indicates that its magnitude is negligible, so that we can assume it is zero. Thus,
we estimate TC at time t for region r as:
TCrt =
1
NS(NS − 1)/2
∑
n∈Ir
∑
m∈Ir
m>n
ˆcorrFn,m,t (1.32)
with
ˆcorrFn,m,t =
1√
ˆvarFn,t
√
ˆvarFm,t
× βˆ′n,tΣˆFn,m,tβˆm,t (1.33)
where ˆvarFn,t = βˆ′n,tΩFn,tβˆn,t and ΩFn,t is diagonal, containing the variances of the
three mutually uncorrelated factors of sector-region n. ˆvarFm,t is defined accord-
ingly.
1.5.3 Exposure-driven commonality
Forbes and Rigobon (2002) prove that using Pearson correlation coeﬃcients in
comovement analysis is misleading because correlations are biased upwards
during periods of market turmoil20. Thus, we introduce ED, a variation of the
MPC that is not aﬀected by the heteroscedasticity of the factors and it is driven
instead by changes in the factor loadings, i.e. the exposure of each sector-region
to the global, region or sector common factors. ED at time t for region r is esti-
mated as:
EDrt =
1
NS(NS − 1)/2
∑
n∈Ir
∑
m∈Ir
m>n
ˆcorrFn,m,t,ED (1.34)
20Consider a model that describes the relationship between a single stock returns and a risk
factor:
rt = α+ βFt + ϵt
with assumption E[ϵt] = E[Ftϵt] = 0. Then, split the sample in two parts, one with low factor
volatility, σℓf and the other with high σhf , and further assume that β is constant and E[ϵ2t ] = c
for all t. In this case, Forbes and Rigobon (2002) prove that: ρh = β σ
h
f
σr
> β
σℓf
σr
= ρℓ. Thus, it
follows thatR2h > R2ℓ , whereR2h andR2ℓ are the coeﬃcient of determination in the high and low
volatility sample periods, respectively.
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where
ˆcorrFn,m,t,ED =
1√
ˆvarFn
√
ˆvarFm
× βˆ′n,tΣˆFn,mβˆm,t (1.35)
so that ΣˆFn,m is constant, held fixed to its long-run value. Bekaert et al. (2014) and
Dungey and Renault (2017) use changes in loadings to detect contagion across
markets.
1.5.4 Volatility-driven commonality
With the same rationale, we introduce VD, a variation of the MPC that is com-
pletely driven by the volatility of the factors. VD at time t for region r is esti-
mated as:
VDrt,ED =
1
NS(NS − 1)/2
∑
n∈Ir
∑
m∈Ir
m>n
ˆcorrFn,m,t,V D (1.36)
where
ˆcorrFn,m,t,V D =
1√
ˆvarFn,t
√
ˆvarFm,t
× βˆ′nΣˆFn,m,tβˆm (1.37)
so that βˆn and βˆm are constant, held fixed to their long-run value.
To summarise, Eq. (1.32) - (1.36) allow us to identify three types of common-
ality in liquidity. The TC in (1.32) is driven by both factor heteroskedasticity
(changing variances and covariances) and loadings, the ED in (1.34) changes
over time only due to changes in the factor loadings and the VD in (1.36) is
driven only by time-variation in factor covariances.
1.6 The determinants of commonality in liquidity
In this section, we turn to the analysis of the economic determinants of liquid-
ity commonality. First, we present estimated commonality. Second, we relate
TCrt , EDrt and VDrt to a set of exogenous variables that approximate aggregate
demand and supply of liquidity, for each region r.
Fig. 1.6 presents graphs of TC and ED in each of our four currency regions.
The graphs suggest that liquidity shocks are positively correlated throughout
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the entire sample period but the two dependent variables are not always in
agreement. During the Great Financial Crisis, ED and VD they have a diﬀerent
behaviour in all countries. In particular, ED experiences some negative shifts
during financial crises. However, the patterns observed in Fig. 1.6 could be due
to statistical noise and we need further analysis to draw any conclusion. Esti-
mates of VD are not reported to save space.
[Figure 1.6 about here.]
Regional factors can be correlated with one another, which implies that TCrt ,
EDrt and VDrt can be correlated across regions. To take this into account, fol-
lowing Hameed et al. (2010) and Karolyi et al. (2012), we estimate SUR mod-
els where liquidity commonality is explained by a set of variables controlling
for capital market conditions and proxies for demand-side and supply-side liq-
uidity factors. To match the frequency of the estimated liquidity commonal-
ity with that of the exogenous variables, we resample all variables in the last
week of the month. The NR × 1 vector of commonality in liquidity in month t,
Yt = [TC1t , . . . ,TC
NR
t ]
′, is related to a set of exogenous variables by the following
model:
Yt = α+
∑
j
Aj ◦Xjt +
∑
k
Ck ◦W kt + δt+ εt, εt ∼ iidN(0,V ) (1.38)
whereXjt denotes supply and demand factors,W
j
t are control variables to cap-
ture the general variation in capital market conditions and ◦ is the Hadamard
product. The coeﬃcients in (1.38) are estimated using an iterative procedure
that stops when the estimates converge. To investigate the explanatory power
of each exogenous variable, we impose an homogeneity assumption, restricting
the parameters in (1.38) to be the same across all regions, which implies that
the vectors Aj and Ck become scalars. In Appendix 1.D we report the results
of a SUR model with heterogenous parameters. Eq. (1.38), in its homogeneous
version, is estimated also with ED and VD as dependent variables.
To control for overall capital market conditions we use market returns, mar-
ket volatility and average market turnover in each region21. These conditions
21We do not include market liquidity because its high correlation with market volatility
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might influence demand and supply and, subsequently, commonality. As such,
we want to control for them before exploring precise demand and supply chan-
nels.
Tables 1.4 - 1.6 report the estimation results of Eq. (1.38) for TCrt , EDrt and
VDrt as the dependent variable, respectively. To gauge the goodness of fit of the
model, we report the average R2 of individual OLS regressions with the same
specification of the relevant SURmodel. This procedure has been chosen versus
the McElroy-R2 for SUR models22 because the parameter homogeneity restric-
tions substantially reduces the McElroy-R2. In this section, we comment on the
relationship between general capital market conditions and liquidity common-
ality, while we leave the analysis of demand and supply channels to the next
sections.
We find that the R2-commonality measure used by the extant literature is
only able to capture the part of liquidity commonality that is driven by the
volatility of the factors. In particular, the results of the SURmodel in theVD case
- Table 1.5 - replicate closely the “More developed countries” column of Table 5
in Karolyi et al. (2012), which uses a set of countries comparable to ours. This re-
sult sheds light on the limits of the procedure used by the literature to estimate
liquidity commonality in equity markets. Table 1.5 shows that the coeﬃcient
on market turnover is negative and statistically significant, that on market re-
turns is insignificantly diﬀerent from zero and the market volatility coeﬃcient
is positive and significant. We find the same results both in our firstmodel (only
control variables) and in our last model, where all variables are included in the
model. Diﬀerently from Karolyi et al. (2012), in our sample we find a positive
and significant trend in commonality that could be interpreted as increasing
market integration. The coeﬃcients on large (bigger than one standard devia-
tion) negative market returns are insignificant. This lost significance could be
would induce multicollinearity.
22The McElroy-R2 is calculated as:
McR2 = 1− ϵˆ
′(S−1 ⊗ I)ϵˆ
Y ′(S−1 ⊗ I)Y ,
where ϵˆ and Y are TM × 1 vectors of stacked residuals and dependent variables respectively,
of theM equations in the SUR model. S is theM ×M covariance matrix of residuals and I is a
N ×N identity matrix. The Kronecker product between S−1 and I forms aMT ×MT matrix
which makes the matrix conformable.
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due to our use of large caps (liquid stocks), whose liquidity is less aﬀected by
extreme market conditions.
Ourmodel allows us to bring the analysis one step forward to identifywhich
part of liquidity commonality is driven by certain market conditions. The main
result is that there exists an oﬀsettingmechanismof factor exposures thatmakes
the TC increase less than it would if the loadings were constant. In particular,
the control variables are not significant in explaining the combined eﬀect of
factor loadings and volatility in the TC case, reported in Table 1.4. Table 1.6
shows that this happens because market volatility and turnover change sign
when ED is used as dependent variable. Thus, when volatility increases, the
exposure of sector liquidity to common factors move in diﬀerent directions.
[Table 1.4 about here.]
[Table 1.5 about here.]
[Table 1.6 about here.]
In the remainder of the section, wewill explore thismechanism for variables
approximating the supply-side and demand-side of liquidity.
1.6.1 The eﬀect of funding liquidity constraints on
commonality
Various theoretical and empirical papers show that constraints in funding liq-
uidity influence market liquidity [Coughenour and Saad (2004), Brunnermeier
and Pedersen (2009), Hameed et al. (2010)]. Sincemarketmakers provide liquid-
ity across many securities [Menkveld (2013), Anand and Venkataraman (2016)],
a single shift in the cost of deploying capital could influence the market liquid-
ity of several stocks at the same time, hence increasing commonality. To test this
hypothesis we use five indirect measures of funding liquidity constraints that
are related to the aggregate supply of liquidity.
Our first measure is the US commercial paper (CP) spread for non-financial
corporations. Krishnamurthy (2002) shows that the CP spread reflects the liq-
uidity premium required by money market funds, who are the main investors
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in CPs. Other authors that use CP spread to approximate liquidity supply in-
clude Gatev and Strahan (2006) and Hameed et al. (2010). Our second proxy is
the short interest rate for each region. Adrian and Shin (2008) show that short
interest rates drive the cost of leverage of broker-dealers and they are inversely
related to the size of intermediary balance sheets. We expect an increase in in-
terest rates to be followed by decrease in leverage and funding liquidity23. Our
third proxy is the stock market performance of the banking sector in each re-
gion. A fall in the market valuation of financial intermediaries is likely to signal
a weakening of their balance sheets [Hameed et al. (2010)]. Our fourth measure
is the VIX Index, which reflects expectations of aggregate market volatility and
is a proxy of perceived market risk [Adrian and Shin (2010)]. Higher volatility
creates uncertainty in the valuation of assets (collateral) and thus it becomes
more diﬃcult to obtain funding [Brunnermeier and Pedersen (2009)]. Our fifth
measure is credit risk, which we measure with the TED spread. It captures the
risk of default on interbank loans. As an alternative measure we use the St.
Louis FED stress indicator, which is a measure of general financial stress that
combines interest rates, credit spreads and volatility measures.
Table 1.4 shows that, as funding liquidity becomes constrained, common-
ality in liquidity increases, consistent with the collateral-based theory of Brun-
nermeier and Pedersen (2009) and the evidence in Hameed et al. (2010). The
coeﬃcients on the CP spread and the TED spread are positive and significant
at 99% level. In particular, a 100 basis points increase in the CP spread is con-
nected to a TC that is 5.53% higher, while when the TED spread is 100 basis
points higher, TC is expected to increase by 2.78%. Thus, since an increase in the
CP or the TED spread is associated with an overall deterioration of aggregate
market liquidity, transaction costs increase and become more correlated across
many stocks when funding liquidity is low. As a robustness check, we also test
the eﬀect of CP spread of financial corporations on commonality and we find a
similar eﬀect. Furthermore, decomposing total correlation into volatility- and
exposure-driven components sheds light on how commonality is influenced by
the liquidity supply factors. Table 1.5 and 1.6 show the two cases. Both coeﬃ-
cients on CP spread and TED spread remain strong (4.61 and 2.12, respectively)
23Adrian and Shin (2010) show that leverage is indeed procyclical.
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and significant at 99% level when VD is used a dependent variable, while they
reverse sign in the ED case. Thus the part of commonality that is driven by
volatility is positively aﬀected by funding constraints, while exposure-driven
commonality moves in the opposite direction. A possible explanation for this
finding for the ED component is that when amarket maker has fewer resources,
she needs to decide how best to allocate them and might decide to focus on
some sectors according to his or her expertise. The negative and significant co-
eﬃcients of short-term interest rates, the VIX index and the FED stress indicator
in Table 1.6 are supportive of our interpretation.
1.6.2 The eﬀect of correlated liquidity demand on
commonality
Another factor aﬀecting commonality is correlated liquidity demand. This can
arise either from coordinated trading of institutional investors that are hit by
a common liquidity shock, such as an outflow of capital [Kamara et al. (2008),
Koch et al. (2016)], or from irrational trading due to market sentiment [Baker
and Wurgler (2006)]. In both cases, large order imbalances would consume the
liquidity available on the order book and, if liquidity providers are not able to
restore the depth of the book, price impact would increase. To test this hypoth-
esis we use four measures of investor behaviour that are related to aggregate
demand for liquidity.
Our first and second measures are US dollar ETF trading volume and net
equity flows, which both capture correlated trading of institutional investors.
Koch et al. (2016) show that stocks owned by mutual funds with large turnover
exhibit greater commonality than other stocks. ETF volume is a proxy of index-
related basket trading [Karolyi et al. (2012)], which has been shown to increase
commonality by Gorton and Pennacchi (1993). Net equity flows tells us if US
investors are net buyers or sellers of local stocks and Kamara et al. (2008) argue
that foreign capital inflows are mainly driven by institutional investors. Our
third measure is exchange rate changes (with respect to the SDR, a basket of
currencies defined by the IMF). A depreciation of local currency should attract
foreign investors and increase commonality [Karolyi et al. (2012)]. Finally, we
approximate aggregate investor sentiment by the US investor sentiment index
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of Baker andWurgler (2006). Although Huberman and Halka (2001) and Baker
and Wurgler (2006) provide evidence in favour of sentiment-based commonal-
ity in liquidity, there is no clear theoretical prediction on the direction of the
eﬀect on commonality.
Table 1.4 shows that ETF trading volume (expressed as percentage of the
stock market capitalisation in each region) and the US sentiment index are posi-
tively and negatively related to total commonality, respectively. Their estimated
coeﬃcients are significant with 99% confidence. In particular, an increase in lo-
cal ETF trading volume by 1% of market capitalisation is associated with a 1.9%
higher total commonality. Tables 1.5 and 1.6 show that ETF volume is positive
and significant also in the ED and VD case, representing the only variable in
our study with such a consistency across our three tests. Thus, index-related
basket trading explains the variability of all three types of liquidity commonal-
ity, strongly supporting the empirical results of Koch et al. (2016). On the other
hand, US sentiment is negatively related to TC, implying that liquidity is less
associated among the ten sectors in the economywhen people are optimistic. It
is possible that when all investors are optimistic, individual investors tilt their
portfolios towards more risky assets but these tilts are investor-specific and sub-
jective. This is in line with the finding of Baker and Wurgler (2006) that young,
high-volatility, non-dividend paying, growth companies are more sensitive to
investor sentiment. So when investor sentiment is high, demand for, e.g., IT
stocks might be higher than Energy stocks, making demand for liquidity more
idiosyncratic. When investors become more pessimistic, their portfolio hold-
ings converge and also their demand for liquidity. The coeﬃcient on US senti-
ment remains negative and significant in the VD case and it is not significantly
diﬀerent from zero in the ED case.
In general, the relationship between the significant demand-side determi-
nants (ETF volume and US sentiment) and liquidity commonality is consistent
across TC, VD and ED, while the supply-side variables have the same impact on
TC and VD, while flipping sign in the ED case. This evidence suggests that the
dominant regional common shocks that make liquidity co-move are demand
driven.
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1.7 Conclusions
In this paper we studied the determinants of commonality in liquidity. We
measured the contribution of demand and supply-side variables that, amongst
other things, provide information on investor flows and on the funding con-
ditions faced by intermediaries. We estimated liquidity commonality using a
novel factor model where both factor loadings and factor volatilities vary over
time, and a stock’s liquidity is exposed to global, regional and sectoral factors.
Our framework allowed us to estimate total commonality (TC), defined as the
conditional mean pair-wise correlation implied by the model, and to identify
volatility-driven commonality (VD), defined as the component of TC driven by
the time-variation in the factor covariance matrix, with factor loadings are as-
sumed constant over time. We also identified exposure-driven commonality (ED),
defined as the component of TC driven by time-varying factor loadings, while
the factor covariancematrix is held constant at its long-run value. Then,weused
seemingly unrelated regression to measure the impact of demand and supply
economic determinants on TC, VD or ED.
The empirical analysis, using a set of 1909 firms covering 15 countries over
the period 11 January 2000 to 20 January 2017, provides some interesting find-
ings. First, the sources of risk that drive the cross-section of liquidity are mainly
global and region-specific. Sector factors are less important. Thus the listing lo-
cation of a company is more important than its business mix in determining
liquidity. Second, we found that both demand and supply side factors play a
role in explaining commonality. Region-specific index-related trading (proxied
by ETF trading volume) is positively related to commonality, supporting the
results of Koch et al. (2016). Instead, global market sentiment (proxied by the
US sentiment index of Baker and Wurgler (2006)) is negatively related to com-
monality, implying that, when people become more optimistic, price impact
is less correlated among stocks. A possible explanation for this is that when
market sentiment is high, a set of investors become more risk averse and tilt
their portfolios towards more risky sectors, such as those containing young,
non-dividend paying, growth stocks. These have been found to be more sen-
sitive to market sentiment in Baker and Wurgler (2006). On the supply side, in
line with Hameed et al. (2010), when funding constraints are binding, liquidity
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commonality increases. This is driven by the VD component of total commonal-
ity and is partially oﬀset by ED. Thus, by controlling for factor volatility, we find
that price impact becomes more idiosyncratic when intermediaries find it more
costly to raise capital. A possible explanation for this evidence is that market
makers focus on sectors where they have more expertise when they are capital
constrained, removing liquidity from those where they have little knowledge or
experience. Then, if expertise varies across intermediaries, liquidity in diﬀerent
sectors will be provided by diﬀerent intermediaries and idiosyncratic shocks to
their risk-bearing capacity will cause variation in liquidity across sectors. Third,
we found that the coeﬃcients of demand-side variables, when significant, are
consistent across TC, VD and ED. Instead when supply shocks take place, there
is an oﬀsetting mechanism of factor exposures that makes the TC increase less
than it would if the loadings were constant. We interpret this result as evidence
that the correlated liquidity demand of institutional investors is the strongest
regional economic force that makes stock liquidity co-move.
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Table 1.1: Summary statistics, trading data (daily)
The table reports the summary statistics of the trading activity and market capitalisation of the
companies in our sample. For each region we consider only the companies with at least 60
months of valid observations of last price, volume and shares outstanding, to calculate these
statistics. Mean and Med are the time-series averages of the cross-sectional mean and median,
respectively. Min and Max are the minimum and maximum over time and across all stocks in
a region. The remaining statistics are cross-sectional averages of the relevant coeﬃcient: StDev,
Skw andKrt are the average standard deviation, skewness and kurtosis;AR1 is the OLS estimate
of the first autocorrelation coeﬃcient.
Mean Med Min Max StDev Skw Krt AR1
Returns(%)
EZ 0.026 -0.018 -60.811 123.731 2.269 0.353 16.950 0.003
JP 0.026 -0.056 -36.923 50.000 2.416 0.192 8.800 -0.021
UK 0.035 -0.013 -72.487 90.057 2.281 0.039 22.781 0.014
US 0.055 0.018 -89.631 143.905 2.428 0.314 18.802 -0.030
$-Volume(mil)
EZ 71.610 19.205 30.638 15556.948 65.534 6.429 142.247 0.611
JP 43.888 22.426 65.886 4372.289 38.021 4.197 58.446 0.691
UK 39.364 8.559 26.413 7800.854 36.892 6.526 131.462 0.528
US 169.490 81.680 378.492 29875.677 139.969 5.206 98.438 0.668
$-Market Cap(bil)
EZ 15.022 6.124 0.019 342.984 6.759 0.621 3.250 0.998
JP 9.509 4.473 0.050 395.957 3.708 0.686 3.659 0.997
UK 10.306 2.419 0.009 299.338 4.072 0.689 3.116 0.999
US 23.840 9.847 0.035 774.691 10.476 0.692 3.367 0.998
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Table 1.2: Summary statistics, exogenous variables (monthly)
The table reports time series summary statistics for the exogenous variables used to capture
capital market conditions and the level of demand/supply of liquidity. VIX is the Chicago
Board Options Exchange (CBOE) VIX Index; TED spread is the diﬀerence between three-month
LIBOR and three-month US T-bill; FED stress is the St. Louis FED financial stress indicator; US
sentiment is the index calculated by Baker and Wurgler (2006); US CP spread is the diﬀerence
between the interest rate on a 90-day AA US commercial paper and the three-month US T-bill,
for non-financials and financial institutions; Short term is the local 3-month T-bill rate; Banks is
the percentage returns on the Datastream Banks index; Exchange rate is the percentage change
in the value of a region’s currency relative to the Special Drawing Rights basket; ETF volume is
the dollar trading volume in local iShares Morgan Stanley Capital International (MSCI) ETFs
traded on US markets, calculated as a percentage of the total stock market capitalisation; Net
equity flow is the diﬀerence between gross sales of foreign stocks by foreigners to US residents
and gross purchases of foreign stocks by foreigners from US residents; Market turnover is the
average daily turnover, expressed as shares-volume in percentage of shares outstanding;Market
volatility is the standard deviation of the daily market return.
Mean Med Min Max StDev
VIX 20.317 17.840 10.310 68.510 8.543
TED spread 0.433 0.280 0.120 3.150 0.418
FED stress -0.244 -0.532 -1.651 4.853 1.086
US sentiment 0.160 0.052 -0.866 3.076 0.725
US CP spread non-fin 0.214 0.120 0.020 1.400 0.244
US CP spread fin 0.297 0.160 0.050 2.520 0.354
Short-term rate
EZ 1.643 1.978 -0.975 5.090 1.704
JP 0.121 0.058 -0.379 0.665 0.203
UK 2.627 3.507 0.202 5.990 2.171
US 1.517 0.780 -0.010 6.180 1.822
Banks
EZ 0.006 0.451 -33.273 31.035 9.276
JP -0.005 -0.461 -30.404 25.065 8.057
UK -0.087 -0.050 -29.544 33.903 7.424
US 0.359 0.740 -34.829 32.477 8.010
Exchange rate
EZ -0.031 -0.121 -5.336 7.156 1.773
JP 0.070 0.026 -8.706 6.280 2.097
UK 0.121 -0.009 -4.369 7.840 1.595
US 0.014 0.010 -2.796 3.206 1.129
ETF volume
EZ 0.191 0.040 1.904e-05 1.360 0.303
JP 1.193 1.309 0.021 6.192 0.880
UK 0.152 0.103 0.005 0.901 0.150
US 0.429 0.474 0.018 2.175 0.349
Net equity flow
EZ 0.534 0.725 -14.897 9.827 4.209
JP 2.280 1.565 -12.013 23.812 6.705
UK 1.430 1.499 -11.362 17.053 3.370
Market Turnover
EZ 0.442 0.443 0.211 0.947 0.114
JP 0.451 0.453 0.194 0.902 0.136
UK 0.383 0.335 0.162 0.840 0.162
US 0.758 0.681 0.434 1.692 0.237
Market Volatility
EZ 1.102 0.976 0.347 4.618 0.592
JP 1.200 1.068 0.348 5.253 0.557
UK 0.995 0.841 0.265 4.867 0.598
US 0.980 0.856 0.201 5.014 0.628
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Table 1.3: Static factor model estimates
The table reports the estimates of the static factor model in Eq. (3.1), which features one global,
one region and one sector factor and static factor loadings. Factor loadings’ estimates are from
ordinary least squares. R¯2 is the adjusted R2 of the model. R¯2G is the adjusted R2 of a model
with global factor only, while R¯2GR is the adjustedR2 of amodel with global and regional factors
only. The factors are calculated as cross-sectional averages of standardised illiquidity shocks.
By construction they have zero mean but not necessarily unit variance. The dependent variable
is illiquidity innovations in each sector-region portfolio. It has a mean of zero but it is not
standardised. Estimates are multiplied by 100.
βG t-stats βS t-stats βR t-stats R¯2 R¯2G R¯2GR
Consumer Discretionary, EZ 0.76 25.93 0.59 16.83 0.57 15.78 0.58 0.32 0.44
Consumer Staples, EZ 0.56 25.54 0.55 23.10 0.47 17.56 0.63 0.28 0.41
Energy, EZ 0.25 26.08 0.20 20.37 0.22 17.99 0.62 0.30 0.44
Financials, EZ 0.43 26.52 0.39 20.85 0.40 20.23 0.64 0.29 0.46
Health Care, EZ 0.52 21.95 0.51 19.00 0.50 16.90 0.57 0.24 0.38
Industrials, EZ 0.86 30.83 0.50 14.08 0.69 20.28 0.64 0.39 0.56
Information Technology, EZ 0.75 22.74 0.69 19.20 0.47 11.56 0.54 0.27 0.34
Materials, EZ 1.09 32.15 0.67 17.26 0.81 19.37 0.66 0.40 0.55
Telecommunication Services, EZ 0.27 17.94 0.32 18.99 0.31 16.55 0.52 0.18 0.33
Utilities, EZ 0.52 20.95 0.45 16.53 0.45 14.83 0.52 0.24 0.37
Consumer Discretionary, JP 0.32 18.16 0.29 13.88 0.38 25.19 0.57 0.16 0.48
Consumer Staples, JP 0.97 17.59 1.01 16.77 1.23 25.77 0.59 0.15 0.46
Energy, JP 2.54 10.36 4.58 18.43 3.81 17.88 0.47 0.06 0.26
Financials, JP 0.59 14.89 0.74 16.23 0.71 20.92 0.52 0.12 0.37
Health Care, JP 0.52 13.76 0.74 17.30 0.76 23.13 0.54 0.10 0.38
Industrials, JP 1.19 22.90 0.88 13.42 1.45 32.28 0.67 0.20 0.60
Information Technology, JP 0.59 20.66 0.48 15.62 0.66 26.26 0.61 0.19 0.50
Materials, JP 1.38 17.25 1.09 11.85 1.96 28.35 0.59 0.14 0.52
Telecommunication Services, JP 0.28 14.50 0.34 15.72 0.33 19.43 0.49 0.12 0.35
Utilities, JP 0.95 9.31 1.53 13.55 1.41 15.87 0.38 0.06 0.24
Consumer Discretionary, UK 2.42 25.04 2.18 18.82 2.43 21.95 0.63 0.27 0.48
Consumer Staples, UK 0.58 26.05 0.48 19.48 0.62 23.98 0.65 0.27 0.50
Energy, UK 0.43 25.17 0.32 18.62 0.40 20.54 0.62 0.28 0.47
Financials, UK 0.59 22.89 0.53 17.67 0.57 19.05 0.58 0.25 0.43
Health Care, UK 0.34 16.79 0.37 16.38 0.42 18.18 0.50 0.16 0.35
Industrials, UK 2.53 24.99 1.95 15.16 2.16 18.61 0.58 0.30 0.47
Information Technology, UK 3.93 9.57 7.62 17.25 6.11 12.99 0.39 0.06 0.18
Materials, UK 1.06 24.28 1.17 23.18 0.84 16.80 0.62 0.26 0.38
Telecommunication Services, UK 0.58 18.23 0.57 16.48 0.57 15.60 0.49 0.19 0.34
Utilities, UK 1.05 17.15 1.21 17.98 1.38 19.67 0.54 0.16 0.36
Consumer Discretionary, US 0.34 19.86 0.34 16.14 0.33 17.86 0.53 0.21 0.39
Consumer Staples, US 0.09 22.90 0.09 19.50 0.10 24.44 0.63 0.22 0.47
Energy, US 0.07 18.72 0.09 22.50 0.08 19.65 0.59 0.17 0.35
Financials, US 0.12 22.98 0.10 16.77 0.11 21.13 0.59 0.25 0.46
Health Care, US 0.11 23.09 0.09 17.21 0.09 17.97 0.57 0.26 0.42
Industrials, US 0.10 22.49 0.11 20.55 0.09 19.39 0.60 0.23 0.41
Information Technology, US 0.05 22.68 0.04 19.57 0.04 18.35 0.59 0.24 0.41
Materials, US 0.35 13.63 0.55 18.41 0.41 15.01 0.46 0.11 0.25
Telecommunication Services, US 0.11 14.22 0.16 18.03 0.16 19.36 0.51 0.11 0.33
Utilities, US 0.54 14.49 0.64 15.76 0.58 14.85 0.44 0.14 0.28
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Table 1.4: The determinants of total liquidity commonality
The table reports the estimation results of time-series regressions of monthly liquidity comovement in four regions - US, UK, Japan and
Eurozone - against various demand and supply factors over the period 07/2000 - 01/2017. Liquidity commonality in one region is defined as
themean pair-wise correlation (MPC) among the tenGICS sectors’ liquidity. The coeﬃcients are taken from seemingly unrelated regression
(SUR) models, estimated through an iterative algorithm and constraining the parameters to be the same for all regions. The first set of
variables control for general market conditions, US CP spread is the spread between 90-day commercial paper rate and a 3-month T-bill,
Local bank returns is the percentage return on the Datastream Banks Index,Net equity flow is the diﬀerence between ”sales of foreign stocks by
foreigners to US residents” and ”purchases of foreign stocks by foreigners from US residents”. The dependent variable in the SUR models
is the total liquidity commonality implied by our factor model.
Model (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)
Capital market conditions
Market return 0.0228 0.0260 0.0364 0.0434 0.0256 0.0312 0.0180 0.0408 0.0275 0.00503 0.0373 -0.0122 -0.0312
Market volatility -0.444 -0.393 -0.740 -0.875 -0.572 -0.670 -0.868 0.233 -0.491 -0.697 -0.674 -0.407
Market turnover 1.037 0.639 0.737 0.768 1.174 0.714 5.635a 0.773 3.961c 1.026 -0.460 0.118 -2.513c
Time trend 0.0443a 0.0444a 0.0468a 0.0493a 0.0463a 0.0443a 0.0432a 0.0416a 0.0455a 0.0340a 0.0449a 0.0290a 0.0392a 0.00327
Large/small up/down returns
RDown,Largem 0.0114
RSmallm 0.0717
RUp,Largem 0.0431
Supply-side factors
Short-term interest rate 0.244 0.157
US Non-financials CP spread 5.531a 8.966b
US Financials CP spread 3.491a -3.001
Local bank returns -0.0412 -0.0194
VIX -0.0446 0.00775
FED stress indicator -0.158 -2.095b
TED spread 2.781a 2.869
Demand-side factors
Net equity flow 0.0499 0.0624
Exchange rate (vs SDR) 0.116 0.126
ETF volume 1.940a 1.968a
US sentiment index -2.955a -3.097a
TN 796 796 796 780 796 796 796 796 796 576 792 792 732 692
Average R2 0.186 0.122 0.195 0.214 0.200 0.197 0.190 0.196 0.200 0.178 0.192 0.188 0.269 0.278
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Table 1.5: The determinants of volatility-driven liquidity commonality
This table reports the estimation results of time-series regressions of monthly liquidity comovement in four regions - US, UK, Japan and
Eurozone - against various demand and supply factors over the period 07/2000 - 01/2017. Liquidity commonality in one region is defined as
themean pair-wise correlation (MPC) among the tenGICS sectors’ liquidity. The coeﬃcients are taken from seemingly unrelated regression
(SUR) models, estimated through an iterative algorithm and constraining the parameters to be the same for all regions. The first set of
variables control for general market conditions, US CP spread is the spread between 90-day commercial paper rate and a 3-month T-bill,
Local bank returns is the percentage return on the Datastream Banks Index,Net equity flow is the diﬀerence between ”sales of foreign stocks by
foreigners to US residents” and ”purchases of foreign stocks by foreigners from US residents”. The dependent variable in the SUR models
is the volatility-driven liquidity commonality implied by our factor model, holding the factor loadings constant at their long-run average.
Model (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)
Capital market conditions
Market return 0.0540 0.0707 0.0592 0.0639 0.0540 0.0349 0.0221 0.0634 0.0144 0.0541 0.0547 0.0491 -0.00655
Market volatility 0.789c 1.042b 0.629 0.599 0.782c 0.227 0.592 -0.344 0.777c 0.748c 0.685 1.661a
Market turnover -9.853a -10.75a -9.841a -9.959a -9.845a -9.462a -1.151 -9.947a 2.778 -9.835a -10.75a -10.47a -13.43a
Time trend 0.0655a 0.0629a 0.0681a 0.0660a 0.0640a 0.0655a 0.0664a 0.0594a 0.0636a 0.0478a 0.0660a 0.0586a 0.0678a 0.0326a
Large/small up/down returns
RDown,Largem 0.0311
RSmallm 0.0163
RUp,Largem 0.0262
Supply-side factors
Short-term interest rate 0.680a 0.731a
US Non-financials CP spread 4.607a 12.10a
US Financials CP spread 2.508b -6.152c
Local bank returns -0.00191 0.0227
VIX -0.0140 0.0109
FED stress indicator -0.405 -2.726a
TED spread 2.125b 4.266c
Demand-side factors
Net equity flow 0.0784b 0.0769b
Exchange rate (vs SDR) 0.000653 0.0209
ETF volume 0.649c 0.592
US sentiment index -2.328a -3.553a
TN 796 796 796 780 796 796 796 796 796 576 792 792 732 692
Average R2 0.197 0.153 0.216 0.246 0.229 0.207 0.214 0.213 0.229 0.221 0.201 0.202 0.260 0.331
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Table 1.6: The determinants of exposure-driven liquidity commonality
The table reports the estimation results of time-series regressions of monthly liquidity comovement in four regions - US, UK, Japan and
Eurozone - against various demand and supply factors over the period 07/2000 - 01/2017. Liquidity commonality in one region is defined as
themean pair-wise correlation (MPC) among the tenGICS sectors’ liquidity. The coeﬃcients are taken from seemingly unrelated regression
(SUR) models, estimated through an iterative algorithm and constraining the parameters to be the same for all regions. The first set of
variables control for general market conditions, US CP spread is the spread between 90-day commercial paper rate and a 3-month T-bill,
Local bank returns is the percentage return on the Datastream Banks Index,Net equity flow is the diﬀerence between ”sales of foreign stocks by
foreigners to US residents” and ”purchases of foreign stocks by foreigners from US residents”. The dependent variable in the SUR models
is the exposure-driven liquidity commonality implied by our factor model, holding the factors’ covariance matrix at its long-run average.
Model (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)
Capital market conditions
Market return -0.00932 -0.0207 -0.0111 -0.0135 -0.00962 0.0293c -0.00536 -0.0122 0.0217 -0.0117 -0.00854 -0.0120 0.0125
Market volatility -0.814a -0.999a -0.676a -0.654a -0.785a -0.356 -0.633a 0.547c -0.838a -0.866a -0.936a -0.528b
Market turnover 2.145a 3.220a 2.901a 3.077a 2.128a 1.601a 2.725a 3.150a -2.190b 2.117a 1.854a 2.889a 4.934a
Time trend 0.00160 0.00199 -0.00542b 0.00102 0.00162 0.00161 0.000333 -0.0000533 0.00166 -0.00916a 0.00187 -0.00246 0.0000418 -0.0200a
Large/small up/down returns
RDown,Largem 0.0561c
RSmallm 0.00729
RUp,Largem -0.00553
Supply-side factors
Short-term interest rate -0.374a -0.580a
US Non-financials CP spread -1.390a -0.217
US Financials CP spread -0.990a -1.107
Local bank returns 0.00618 -0.00201
VIX -0.0523a -0.0505b
FED stress indicator -0.288b -0.117
TED spread -0.825a 0.679
Demand-side factors
Net equity flow -0.0277 -0.0329
Exchange rate (vs SDR) 0.0346 0.00428
ETF volume 0.773a 1.315a
US sentiment index 0.0851 0.541a
TN 796 796 796 780 796 796 796 796 796 576 792 792 732 692
Average R2 0.0842 0.0364 0.145 0.119 0.128 0.0867 0.116 0.107 0.118 0.105 0.0891 0.118 0.138 0.268
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Figure 1.1: Deseasonalisation eﬀect on the illiquidity indexes
The figure plots the illiquidity index of the Utilities sector in the US and the UK. Panels (a) and
(b) refer to the raw time-series while Panels (c) and (d) report the illiquidity index calculated
with the adjusted trading volume.
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Figure 1.2: Stock illiquidity and liquidity shocks
The figure reports in Panel (a) the plots of the stock illiquidity indexes of the fourty sector-region
portfolios (ten GICS sectors across US, Japan, UK and Euro zone) and in in Panel (b) the corre-
spoding liquidity shocks. The illiquidity index is calculated using Eq. (1.8), which represents
the portfolio counterpart of the Amihud (2002)’s measure, adjusted for deterministic compo-
nents of trading volumes. The liquidity shocks are calculated as the inverse of the residual
from an ARMA(1,1) model as defined in Eq. (1.10). All measures are standardised.
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Figure 1.3: Sort-dependent liquidity correlation matrices
The figure reports, in the upper panels the correlation matrices of the dependent variable (the
liquidity shocks), while the bottom panels report the same correlation matrix after taking into
account the global factor. The left panels show the correlation matrices when the portfolios are
ranked by sectors, whereas the right panels show the same correlations when the portfolios are
ranked by region.
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Figure 1.4: Time-varying factor significance
The figure plots the t-statistics of the factor loadings estimated with OLS from Eq. (3.1) with a
one-year rolling window for Utililities and Financial sectors in the US and UK. The factors are
cross-sectional averages of liquidity shocks and they have been orthogonalised.
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Figure 1.5: An example of factor loadings estimates
The figure reports the plots of the time-varying factor loadings for the Consumer Discretionary
and Financials sectors in Euro zone and US.
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Figure 1.6: Commonality in liquidity within region
The figure reports the plots of the liquidity commonality within regions, calculated as themean
pair-wise correlationMPCamong the tenGICS sectors in each region. We report the plot of both
the total commonality (TC) and exposure-driven (ED)measures. For presentation purposes, ED
is transformed to have the same mean and variance of TC.
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Appendix 1.A Data description
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Table 1.A.1: Variables description
Variable Description Source
Trading data
Last price, intraday low and
high
PX_LAST corresponds to the price of the last transaction reported to the
exchange, adjusted for subsequent splits but not for dividends. The low-
est and highest intraday prices are PX_LOWand PX_HIGH, respectively.
Bloomberg
Trading volume Composite volume in number of shares multiplied by Last Price. This
assumes that all the transactions where executed at the last price
Bloomberg and own compu-
tation
Market capitalisation Shares outstanding multiplied by Last Price Bloomberg and own compu-
tation
Capital market conditions
Market return and turnover Value-weighted average of, respectively, the return (in%permonth), and
the turnover (average of daily turnover in %) of all individual stocks in
each region in a given month
own computation
Market volatility Standard deviation (in%) of the dailymarket return of a region in a given
month. Dailymarket returns are computed as value-weighted average of
the returns of all individual stocks in each region.
own computation
Large/small up/down mar-
ket returns
Large positive (negative) returns are defined as market returns that are
more than one standard deviation above (below) the unconditionalmean
market return for each region, and zero otherwise. Small returns are
defined as market returns with one standard deviation from the mean
market return.
own computation
Supply-side factors
Short-term interest rate For US, Japan and UKwe use the 3-month T-bill rate (% per annum). For
the Eurozone we use a composite 3-month rate of the countries in the
Eurozone, constructed by Datastream.
Datastream
US nonfinancial and fi-
nancial commercial paper
spread
Diﬀerence between the rate (%per annum) on the 90-dayAA commercial
paper and the three-month T-bill (% per annum). Both for financial and
nonfinancial institutions
Federal Reverse’s website
Local bank returns Percentage return on Datastream Banks index for each region Datastream
CBOE VIX Measure of expected volatility. It is the square root of the annualized
forward price of the 30-day variance of the S&P 500 return. This forward
price is based on the replication of total variance by a portfolio of options
delta-hedged with stock index futures.
Datastream
TED spread Indicator of general credit risk. It is the diﬀerence between the rates on in-
terbank loans (three-month LIBOR) and short-termUS government debt
(three-month T-bill)
Federal Reverse’s website
St. Louis FED financial stress
indicator
Indicator of the degree of financial stress in themarkets. It is constructed
from 18 weekly data series: seven interest rate series, six yield spreads
and five other indicators. Average is zero. Value of zero represents
normal financial market conditions. Values above zero suggest above-
average financial market stress.
Federal Reverse’s website
Demand-side factors
Net equity flow For each region, we calculate the diﬀerence of “Gross sales of foreign
stocks by foreigners to US residents” and “Gross purchases of foreign
stocks by foreigners fromUS residents” and scale it by the sumof of gross
sales and purchases of foreign stocks by foreigners to/fromUS residents.
A positive net (%) equity flow signals that US residents are net buyers of
foreign stocks
Treasury International Capi-
tal (TIC)
Exchange rate Monthly percentage change in the value of each region’s currency rela-
tive to the Special Drawing Rights (SDR) basket of currencies defined by
the IMF. A positive exchange rate return indicates a depreciation of the
currency relative to the SDR
IMF’s International Financial
Statistics
ETF volume Dollar trading volume in iShares Morgan Stanley Capital International
(MSCI) ETFs traded on US markets. This is calculated as a percentage of
the total stock market capitalisation of the region
Datastream
US sentiment index The sentiment index calculated by Baker and Wurgler (2006). The index
is based on the first principal component of six standardised sentiment
proxies, where each of the proxies has first been orthogonalised with re-
spect to a set of macroeconomic conditions. Positive values indicate op-
timistic sentiment
Jeﬀ Wurgler’s website
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Appendix 1.B Deseasonalisation procedure
The adjustment is performed to vs,r,t ≡ log(Vs,r,t), estimating the followingmodel
in two stages:
vs,r,t = bs,rDt + us,r,t (mean equation) (1.B.1)
log(u2s,r,t) = γs,rDt + ϵs,r,t (variance equation) (1.B.2)
where Dt contains a constant, a linear trend and dummy variables for all the
weeks of December and January to control for holiday eﬀects. This structure
implies a known formof heteroscedasticitywith seasonalities. Dt can accommo-
date, for instance, a quadratic trend and week-of-the-year dummies. However,
we prefer a simpler structure because the adjustment with a richer specification
is economically equal. Then, the estimated variance from (1.B.2), exp(γˆs,rDt), is
used to standardise the residuals from the mean equation as follows:
zˆs,r,t = uˆs,r,t exp(−1
2
γˆs,rDt). (1.B.3)
In line with Gallant et al. (1992), we use only the variables whose coeﬃcients
are statistically diﬀerent from zero to construct the residuals. Next, we build a
linear combination so that the sample mean and variance of the adjusted log-
volume, avs,r,t, match the ones of vs,r,t:
avs,r,t = E(vs,rt) +
√
var(vs,r,t)√
var(zˆs,r,t)
zˆs,r,t. (1.B.4)
Thus, the adjusted volume index to use in formulation (1.8) can be calculated
as AVs,r,t = exp(avs,r,t).
Appendix 1.C Kalman Filter
Table 1.C.1 reports the values that we use to initialise the iterative procedure
of the Kalman Filter. The results are economically independent of the initial
values. We use OLS estimates to improve the speed of the algorithm.
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Table 1.C.1: Initialisation Kalman Filter
The table reports the initial conditions of the parameters that define the linear-gaussian Kalman
Filter that we employ to estimate the parameters of our model via Maximum Likelihood. The
model for the liquidity of sector-region n at time t, Lnt is:
Ln,t = β
G
n,tGt + β
R
n,tRn,t + β
S
n,tSn,t + εit, εit ∼ N(0, (σεn)2)
βGn,t = (1− φGn )β¯Gn + φGn βGn,t−1 + uGn,t, uGn,t ∼ iidN(0, (σu,Gn )2)
βRn,t = (1− φRn )β¯Rn + φRnβRn,t−1 + uRn,t, uRn,t ∼ iidN(0, (σu,Rn )2)
βSn,t = (1− φSn)β¯Sn + φSnβSn,t−1 + uSn,t, uSn,t ∼ iidN(0, (σu,Sn )2)
In the table, β̂ols indicates the OLS estimate of the loading on the relevant factor, s2 is the OLS
estimate of the regression variance. We maximise the likelihood function using a constrained
optimisation and we report the lower and upper bounds.
t = 0 Lower bound Upper bound
β¯G β̂Gols -5 5
β¯S β̂Sols -5 5
β¯R β̂Rols -5 5
φG 0.5 -0.99 0.99
φS 0.5 -0.99 0.99
φR 0.5 -0.99 0.99
log(var(βG)) log(s2) 100 log(s2) 0
log(var(βS)) log(s2) 100 log(s2) 0
log(var(βR)) log(s2) 100 log(s2) 0
log((σε)2) log(s2) 100 log(s2) 0
Table 1.C.2 reports the estimation results of the unknown parameters of Eqs.
(1.23) - (1.26), estimated with maximum likelihood through the Kalman Filter.
The estimates thatwe report are filtered, i.e. in-sample predicted valueswithout
smoothing.
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Table 1.C.2: Parameters estimates
The table reports the parameters estimated with Maximum Likelihood through the Kalman
Filter. Estimates are filtered, i.e. in-sample predicted values (no smoothing). The factors are
calculated as cross-sectional averages of standardised illiquidity shocks. By construction they
have zero mean but not necessarily unit variance. The dependent variable is illiquidity inno-
vations in each sector-region portfolio. It has a mean of zero but it is not standardised. The
long-run betas are multiplied by 100. The model for the liquidity of sector-region n at time t,
Lnt is:
Ln,t = β
G
n,tGt + β
R
n,tRn,t + β
S
n,tSn,t + εit, εit ∼ N(0, (σεn)2)
βGn,t = (1− φGn )β¯Gn + φGn βGn,t−1 + uGn,t, uGn,t ∼ iidN(0, (σu,Gn )2)
βRn,t = (1− φRn )β¯Rn + φRnβRn,t−1 + uRn,t, uRn,t ∼ iidN(0, (σu,Rn )2)
βSn,t = (1− φSn)β¯Sn + φSnβSn,t−1 + uSn,t, uSn,t ∼ iidN(0, (σu,Sn )2)
β¯G φG β¯S φS β¯R φR
Consumer Discretionary, EZ 0.7078 -0.1095 0.4780 0.2860 0.5760 0.8979
Consumer Staples, EZ 0.2883 0.2976 0.2978 -0.0337 0.3735 -0.6191
Energy, EZ 2.1738 0.9841 1.7868 0.9412 1.9500 0.0487
Financials, EZ 0.3079 0.3132 0.3676 0.1600 0.3218 0.1653
Health Care, EZ 0.5495 0.3366 0.5364 0.6903 0.4406 0.8860
Industrials, EZ 0.8895 -0.2048 1.0263 -0.1187 1.2484 0.7823
Information Technology, EZ 0.5586 0.1696 0.4612 0.0659 0.5295 0.2126
Materials, EZ 0.0918 0.9706 0.0828 -0.3185 0.1001 0.4078
Telecommunication Services, EZ 0.2569 -0.2237 0.2233 0.9488 0.2092 0.4212
Utilities, EZ 2.1268 0.2541 3.8735 0.6525 2.7116 0.1091
Consumer Discretionary, JP 0.3996 0.2796 0.3178 0.2634 0.3839 0.1839
Consumer Staples, JP 0.0701 0.6593 0.0824 0.3975 0.0794 0.1946
Energy, JP 0.4251 -0.3006 0.3876 0.1003 0.3992 0.5061
Financials, JP 0.5014 0.7412 0.6312 0.3481 0.6190 -0.2442
Health Care, JP 0.5882 0.0855 0.4676 0.3933 0.5455 0.0722
Industrials, JP 0.1171 0.2780 0.1180 0.8897 0.1098 0.3017
Information Technology, JP 0.5142 0.9900 0.5212 0.1568 0.5248 -0.0612
Materials, JP 0.5081 0.0092 0.7341 0.3324 0.7818 0.3007
Telecommunication Services, JP 0.3389 -0.2097 0.3113 0.9233 0.3949 0.3983
Utilities, JP 0.1047 0.1982 0.0898 0.4153 0.0966 -0.1734
Consumer Discretionary, UK 0.8054 0.2681 0.5031 0.1935 0.7031 -0.0150
Consumer Staples, UK 1.1753 0.9900 0.9453 0.0767 1.4104 0.6518
Energy, UK 2.3072 0.2289 1.8975 0.2942 2.0224 0.1134
Financials, UK 0.0998 0.0331 0.1155 0.5944 0.0890 0.5436
Health Care, UK 0.6599 0.1682 0.6044 0.7842 0.4293 0.2319
Industrials, UK 0.6084 0.1087 0.5088 0.7826 0.6613 0.6218
Information Technology, UK 4.2074 -0.8512 5.2794 0.2538 4.6002 0.4150
Materials, UK 0.0488 0.7727 0.0568 0.9235 0.0388 -0.5106
Telecommunication Services, UK 1.0943 -0.0859 0.6624 0.1878 0.7792 -0.0678
Utilities, UK 1.4515 0.7125 1.4049 0.1232 1.8344 0.6058
Consumer Discretionary, US 1.0206 0.1579 0.9869 0.2381 0.7772 0.9900
Consumer Staples, US 0.3332 -0.3713 0.4262 0.4059 0.3477 0.1127
Energy, US 0.2822 0.1672 0.2711 0.4786 0.2902 0.3852
Financials, US 0.2614 0.0011 0.3534 0.0880 0.2784 0.9767
Health Care, US 0.5304 0.6104 0.5266 0.0151 0.5171 0.0013
Industrials, US 0.1052 -0.9037 0.1531 0.3420 0.1426 0.5734
Information Technology, US 0.5059 0.6278 0.4005 -0.0086 0.4339 -0.1787
Materials, US 0.8354 0.2507 1.2266 0.6061 1.1787 -0.1081
Telecommunication Services, US 0.9218 0.4239 1.1338 0.2372 1.2102 0.0936
Utilities, US 0.5370 0.7222 0.6167 0.5121 0.4862 0.8206
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Appendix 1.D Robustness checks
1.D.1 Conditional orthogonalisation
In Section 1.3, we performed a sequential orthogonalisation of the factors to
ensure that, for each liquidity portfolio n, the triplet [Gˆt, Rˆn,t, Sˆn,t] is a set of
mutually uncorrelated factors. As robustness check, we estimate the 52-week
rolling Pearson correlation between Gˆt and Rˆr,t, for r = 1, . . . , NR. Fig. 1.D.1
plots the resulting conditional correlation together with its 95% confidence in-
terval, showing that for most of the sample, the conditional Pearson coeﬃcient
is not significantly diﬀerent from zero.
Figure 1.D.1: 52-week rolling correlation
The figure reports the plots of the time-varying correlations between the global factor and the
four region factors estimated using 52-week rolling Pearson correlation.
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1.D.2 Heterogeneity
In this section we analyse if the relationship between economic variables and
liquidity commonality holds in all regions uniformly. Tables 1.D.1 reports the
estimation results of the unrestricted SUR model, i.e. without imposing the
homogeneity restrictions on the parameters.
The two main demand-side drivers of liquidity commonality are ETF vol-
ume and US sentiment. ETF volume is positively related to liquidity common-
ality, but with a significant coeﬃcient for Eurozone and Japan only. Thus, when
there is an increase in index-related trading, the price impact of all Eurozone’s
and Japan’s stocks increases. On the other hand, the US sentiment index of
Baker and Wurgler (2006) is positively related to liquidity commonality in the
Eurozone and UK, while negatively related to liquidity commonality in US
and Japan. In the US and Japan, when people become more optimistic, liquid-
ity commonality is less correlated across sectors, supporting our interpretation
above.
The results for the supply-side factors are more ambiguous but in line with
the evidence reported in Tables 1.4 - 1.6. Variables that approximate funding
constraints and credit conditions - local short-term interest rate, US commercial
paper spread, TED spread - are positively related to liquidity commonality. This
is in line with our results in the restricted SUR model and with Karolyi et al.
(2012) and Brunnermeier and Pedersen (2009). Japan is the only region where
the supply-side variables do not play a role.
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Table 1.D.1: Unrestricted SUR, total commonality
The table reports the estimation results of time-series regressions of monthly liquidity comove-
ment in four regions - US, UK, Japan and Eurozone - against various demand and supply factors
over the period 07/2000 - 01/2017. Liquidity commonality in one region is defined as the mean
pair-wise correlation (MPC) among the 10 GICS sectors’ liquidity. The coeﬃcients are taken
from seemingly unrelated regression (SUR) models, estimated through an iterative algorithm.
The dependent variables in the SURmodels are the totalMPC, estimatedwith our factor model
using the innovations of liquidity, calculated as the residuals from an ARMAmodel estimated
in-sample.
EZ
Market return 0.0160 0.00701 0.0661 0.0207 0.0257 0.00346 -0.00805 0.00185 0.0603
Market volatility -0.787 -0.994 -0.381 -1.073 -1.640b -1.180 -1.143 -1.347c -0.711
Market turnover 2.560 7.586b -0.312 1.159 1.545 8.845b 7.136b 10.93a 10.87a
Time trend 0.0496a 0.0941a 0.0541a 0.0475a 0.0452a 0.0489a 0.0317a 0.0702a
Short-term interest rate 1.966a
US Non-financials CP spread 10.55a
TED spread 5.539a
Net equity flow -0.000897
Exchange rate (vs SDR) 0.257
ETF volume 5.142a
US sentiment index 1.608b
JP
Market return -0.0487 -0.0502 -0.0715 -0.0624 -0.0636 -0.0595 -0.0341 -0.0258 -0.0996
Market volatility -2.702a -2.299a -2.353a -2.056a -2.042a -2.232a -2.543a -2.208a -2.067a
Market turnover 16.96a 13.75a 16.15a 14.46a 15.83a 14.03a 13.87a 10.23a 8.380b
Time trend 0.0325a 0.0276a 0.0325a 0.0299a 0.0296a 0.0329a 0.0250a 0.0271a
Short-term interest rate -3.180
US Non-financials CP spread 0.0701
TED spread -0.563
Net equity flow 0.0811
Exchange rate (vs SDR) -0.205
ETF volume 1.156b
US sentiment index -3.519a
UK
Market return 0.00729 -0.00362 0.0276 0.00619 0.0141 -0.0334 -0.0365 -0.0228 0.0529
Market volatility 0.597 0.743 1.289 0.358 -0.227 0.713 0.756 0.461 1.214
Market turnover 1.089 1.081 -3.812 -1.441 -1.292 0.0129 0.753 3.499 3.992
Time trend 0.0332a 0.0515a 0.0360a 0.0304a 0.0198c 0.0321a 0.0271b 0.0553a
Short-term interest rate 0.834b
US Non-financials CP spread 8.562a
TED spread 4.898a
Net equity flow 0.0142
Exchange rate (vs SDR) -0.0172
ETF volume 4.737
US sentiment index 1.515c
US
Market return 0.0142 0.00475 -0.0127 0.0110 0.0224 -0.0339 -0.00583 -0.0692
Market volatility -1.046 -1.164 -1.117 -0.872 -1.452 -1.152 -1.043 -0.778
Market turnover 0.753 1.483 0.747 1.006 1.232 1.420 1.255 -1.596
Time trend 0.0320a 0.0246b 0.0377a 0.0328a 0.0336a 0.0355a 0.0316a
Short-term interest rate -0.397
US Non-financials CP spread 4.343c
TED spread 2.781c
Exchange rate (vs SDR) 0.347
ETF volume -0.746
US sentiment index -3.004a
Chapter 2
High-frequency quoting and
liquidity commonality⋆
2.1 Introduction
The last years have seen a large increase in high-frequency quoting (HFQ): An
activity carried out by high-frequency traders (HFT), firms that use advanced
technology and proprietary capital to act as market makers on multiple securi-
ties [Menkveld (2013)]. Compared to traditional market makers, such as banks,
the HFT’s business model is less diversified and more exposed to funding con-
straints. In the limit, with only one HFT supplying liquidity, a reduction in its
capital, driven by a loss in one stock, might make the HFT less willing to put
capital at risk and thus less willing to supply liquidity for all stocks. Therefore,
wewould observe strong interdependence between liquidity across stocks. This
has various implications formarket quality. First, concentration of liquidity pro-
vision increases systemic risk [Linton et al. (2012)] and consequently regulators’
concerns1. Second, it increases the probability of illiquidity contagion across the
⋆Preliminary versions of this chapter have been presented at the “2017 PhD Research Days”
(Cass Business School, 7th June 2017) and the “2017 CFE-CFStatistics Conference” (Birkbeck,
University of London, 17th December 2017)
1The Senior Supervisors Group in April 2015 stated that “the extent to which algorithmic
trading activity, including HFT, is adequately captured in banks’ risk management frameworks,
and whether standard risk management tools are eﬀective for monitoring the risks associated
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stocks covered by the HFT [Cespa and Foucault (2014)]. Third, execution costs
of baskets of stocks increase if all stocks become expensive to trade at the same
time, unless high liquidity periods perfectly oﬀset low liquidity ones. This pa-
per investigates whether and towhat extent these new liquidity providers aﬀect
the interconnectedness of equity markets, captured by high-frequency liquidity
commonality.
There is a strong debate on the impact of HFT on markets’ quality, both
in the academia and financial industry2. While HFT supporters find an in-
crease in liquidity, lower volatility, and a positive contribution to price discov-
ery [Hendershott et al. (2011), Hasbrouck and Saar (2013), Brogaard et al. (2014)],
other authors document negative externalities for human trades andunchanged
execution costs of large orders [Muravyev and Pearson (2013), Kim and Mur-
phy (2013), Stiglitz (2014)]3. However, the eﬀect of HFT on liquidity common-
ality is still unexplored. A few papers have proposed explanations for high-
frequency liquidity commonality that can be indirectly related to HFT activity.
Coughenour and Saad (2004) argue that liquidity co-moves because each NYSE
specialist firm provides liquidity for more than one common stock, sharing cap-
ital and information. Domowitz et al. (2005) show that liquidity commonality
is due to co-movements in supply and demand induced by cross-sectional cor-
relation in order types (market and limit orders).
This paper proposes high-frequency quoting as a new supply-side explana-
tion for liquidity commonality. We examine two research questions. First, we
askwhether a long-run increase inHFQ is related to higher liquidity commonal-
ity, where stock liquidity is measured by bid-oﬀer (BO) spread, eﬀective spread
and order book depth. Second, we investigate if HFQ has an impact on liquidity
commonality also during the trading day and we connect their relationship to
the level of stock volatility, liquidity, order flow and order imbalance. To test
our hypotheses, we use tick-by-tick data for the FTSE100 stocks listed on the
London Stock Exchange (LSE), from September 2010 to July 2011. We estimate
stock-level liquidity commonality as the explanatory power of common liquid-
with this activity, are areas of inquiry that all supervisors need to explore”. Source: https:
//www.newyorkfed.org/newsevents/news/banking/2015/an150430.html.
2High-frequency trading refers to all strategies that are implemented using low-latency in-
frastructure. High-frequency quoting is the most used.
3See Menkveld (2016) for an excellent survey.
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ity factors, estimated by principal component analysis (PCA) as in Hasbrouck
and Seppi (2001), on individual stock liquidity.
Our analysis yields three main contributions. Our first contribution is to
shed light on the impact of microstructure noise and long memory on the struc-
ture of a factor model for stock liquidity. We introduce signature plots for eigen-
values and number of factors estimated using the Bai and Ng (2002) estimator.
So far, the literature have used signature plots to decide at which frequency to
sample prices before calculating realised volatility [Andersen et al. (2003)]. For
this part of the analysis, we approximate liquidity by the depth of the order
book at the best prices.
Wefind that a three factormodel can be used for data sampled at frequencies
from eight to 15 minutes. At the highest frequencies, when the signal to noise
ratio is very low, we need a higher number of factors to explain a fixed amount
of variability and this can be partly explained by the large autocorrelation of
liquidity at very high frequencies. To strike a balance between signal and noise,
we use a three-factor model with data sampled at 10-minute frequency.
Using these results, we can answer our first research question, which forms
our second contribution. We test if an increase in high-frequency quoting leads
to higher commonality in liquidity, representing an increase in market intercon-
nectedness, in the UK equitymarkets. Thus, we propose a supply-side driver of
high-frequency liquidity commonality. To test this hypothesis, we identify an
exogenous variation in HFQ using the LSE technological upgrade of 14 Febru-
ary 2011, when the Millennium Exchange trading system was introduced. The
computer upgrade exogenously increased HFT participation without directly
increasing commonality. Similarly, Brogaard et al. (2014) use the LSE techno-
logical upgrade of TradElect and Hendershott et al. (2011) use the introduction
of Autoquote by the NYSE in 2003 to identify HFT. First, we test the diﬀerence
in eigenvalues five months before (September 2010 - January 2011) and after
(March 2011 - June 2011) the shock. Second, we perform a panel data analysis
to formally test an increase in the liquidity commonality, controlling for market
conditions.
We find that liquidity commonality increased after the introduction of the
Millennium Exchange and this result is robust to diﬀerent measures of liquidity.
For depth, the variability explained by the first three principal components in-
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creased from 13% to 15%. Bid-oﬀer spread commonality increased from 21.8%
to 28.24%, while commonality in eﬀective spreads increased from 12.26% to
17.26%. Furthermore, the results on the panel data analysis shows that, even
after controlling for stock volatility, the long-run average of liquidity common-
ality increased from 8.28% to 15.15% after the Millennium Exchange, suggest-
ing that HFQ increases liquidity commonality. This result strongly supports
our hypothesis that high-frequency traders coordinates their quoting activity
across multiple securities. There are two possible explanations of why HFTs
act in this way. The first is that HFTs acquire information on one security from
other securities. They could look at correlated equities or to order books of the
same stock in other exchanges. This argument is consistent with the model of
Cespa and Foucault (2014), where liquidity providers in one asset class learn
information from other asset prices and this leads to liquidity spillovers. The
second explanation is funding liquidity and lack of capital, as in the models
by Gromb and Vayanos (2002) and Brunnermeier and Pedersen (2009). These
mechanisms, the cross-asset learning and the funding constraints channel, are
not mutually exclusive. However, we think that at high frequency the common-
ality in liquidity can be explained by the information channel since it is diﬃcult
to think of a situation when funding costs would suddenly rise, either intraday
or overnight.
Our third contribution is the analysis of the intraday relationship between
HFT’s liquidity provision activity, liquidity commonality, returns volatility, liq-
uidity, order flow and order imbalance. We use simple graphical analysis to
understand the behaviour of HFTs in relation to the other microstructure vari-
ables. We both analyse overall results and by groups of large and small stocks,
ranked by market capitalisation.
First, we find that, at the market opening, there is a systematic illiquidity
that aﬀects all stocks, as traders are processing overnight market-wide infor-
mation. On average, HFQ is high in the morning and it increases until 12pm,
which is justified both by the uncertainty of prices that require fast quote rebal-
ancing and by the large profit available for the HFT, in terms of bid-oﬀer spread.
Thus, HFTs are activewhen all stocks are illiquid andmarketmakers are needed
the most. Second, liquidity commonality is always higher for large stocks, sug-
gesting the presence of stronger underlying common factors. When measured
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using the order-to-trade ratio, to control for the size of trades, also HFQ is the
highest for large stocks. Third, we find that HTFs focus on larger stocks in the
last hours of trading, to take advantage of the large trading volumes. Finally,
we find evidence that suggests that liquidity providers absorb demand shocks
more eﬃciently at the end of the day, using marketable orders. These need less
rebalancing than limit orders and allow to quickly build inventory at the end of
the day. Thus, liquidity is provided in a diﬀerent way throughout the day.
The remainder of the paper is organised as follows. Section 3.3 describes the
institutional setting and the data. Section 2.3 presents our measure of liquidity
commonality and the signature plots. Section 2.4 tests whether HFQ increases
liquidity commonality. Section 2.5 analyses the relationship between HFQ and
other microstructure variables. Section 2.6 concludes.
2.2 Institutional setting and data
European equity markets are fragmented and trading can take place on mul-
tiple venues, with or without pre-trade transparency. Transactions can be exe-
cuted on “Lit” venues - traditional exchanges andMultilateral Trading Facilities
(MTFs) - that combine visible and hidden liquidity, OTC, in Broker Crossing
Network, in dark pools and by systematic internalisers (SIs).
We focus on the period between January 2010 and December 2011, when
lit trading was distributed across LSE, Chi-X, BATS and Turquoise. Our data
base comprises all trades and best quotes updates (i.e. any update of the best
bid and ask quotes) executed or posted on the LSE, for the stocks that entered
the FTSE100 Index. For our analysis we select stocks with at least 100 trades
per day4 and that did not trade with multiple classes (e.g. RBSa and RBSb). In
total, we have 91 stocks. See Appendix 2.A for details on data cleaning proce-
dures. During the sample period analysed, the LSE has acted as lone primary
exchange5, capturing around 50% of trading volume, and in this paper we focus
on the activity occurring on this market. Refer to Riordan et al. (2011) for more
4Riordan et al. (2011) exclude stocks with any one daywith less than ten trades, but after ag-
gregating the transactions recorded in the same millisecond, while we do it before aggregating
them.
5Chi-X acquired BATS Europe on December 2011, and the new entity BATS Chi-X Europe
became a Recognised Investment Exchange in May 2013.
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details on Europeanmarkets fragmentation. The order book is reconstructed by
Thompson Reuters Tick History (TRTH)6. Events are timestamped when they
are received by Thompson Reuters data centre, hence they do not match with
the exchange timestamps. Since both Thompson Reuters and LSE are in Lon-
don, and order book data is provided at the microsecond quality, this is not an
issue for our analysis as we expect timestamping errors to be sub-millisecond.
Transactions executed by systematic internalisers (SI) andOTC are not included
in our data base. Finally, market capitalisation data come from Bloomberg.
The LSE operates various order books (i.e. SETS, SETSQX, SEAQ, ETR, EQS),
each dedicated to diﬀerent types of securities. The shares of FTSE100 companies
trade on the Stock exchange Electronic Trading Service (SETS), which is a fully
electronic order-driven book with additional liquidity provided by registered
market makers. Thus, an investor’s order is electronically transmitted to the
SETS by a broker and automatically matched to an existing order. For illiquid
stocks or periods, the other side might be provided by a market maker. This
combination of multiple liquidity sources reduces the number of shares needed
to be held by the market maker, hence their market risk. In addition to visible
order types, hidden and iceberg limit orders (for orders that meet the Large-
in-scale MiFID requirements) are available on LSE since December 2009, thus
oﬀering pre-trade transparency on certain large transactions.
In terms of exchange fees, the LSE has to compete with attractive maker-
taker models employed by entrant markets like Chi-X. These schemes are ap-
pealing to fast traders, who can provide liquidity where they receive a rebate,
while consuming liquidity (to build inventory) where it is cheaper to do so. The
LSE adopted, since May 4 2010, a pricing schedule similar to a maker-taker
model. By default, both passive and aggressive orders are charged between 0.20
bps and 0.45 bps. However, high-volume traders thatmeet certain requirements
can apply for a more convenient schedule: a flat rate of 0.29 bps on aggressive
rates and a full rate waiver for executed passive orders7. In our sample period
6Weuse the Time & Sales function and for each stockwe analyse the files with extension “.L”.
Additionally, TRTHprovides for each stock a Consolidated European Trade Tapewith all trades
reported in MiFID zone comprising OTC and systematic internalisers (“.xt”) and a European
Consolidated Best Bid&Oﬀer from regulated markets and MTFs (“.xbo”).
7The LSE abandoned themaker-takermodel in September 1 2009 but, after losing a substan-
tial market share, the Exchange restored the maker-taker model in May 3 2010.
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the price schedule do not change.
Various players interact on SETS. “Member firms” are corporations or sole
practitioners admitted to trading. “Agents” are member firms who act on be-
half of a customer. Member firms can register as “market makers” in one or
more securities if they are able to provide and maintain certain levels of liquid-
ity. They oﬀer executable two-side quotes and deal either on the order book, oﬀ
the book or both. Because SETS is fully electronic, market makers on SETS are
mostly HFTs who quickly post and adjust quotes to make demand and supply
meet in the market. As of May 2017, there are 21 registered market makers on
the LSE (e.g. KCG Holdings, Optiver, Virtu, Morgan Stanley, UBS). The market
makers on SETS have three main quoting obligations. First, they have to main-
tain an executable quote in each security for at least 90% of regular trading day.
The quotes must be maintained until the end of the closing auction too. Second,
their quotes have a minimum size requirement of one Exchange Market Size
(EMS), which for SETS securities is 1% of Average Daily Turnover (ADT), cal-
culated over a period of one year and subject to an upper cap of around £25,000
and a lower cap of £25008. Third, market makers’ quotes have to respect the
maximum spread regime, which depends on the ADT of the security. For in-
stance, for the most liquid stocks (ADT ≥ e50m) the maximum spread is 100
bps and for the next liquidity group (e5m ≤ ADT < e50m) it is 250 bps. In
practice, this implies that market makers’ executable quotes are automatically
rejected if they do not follow these rules. Note that the LSE can occasionally
relax the spread regime when a stock experiences wide price movements9. An
important consideration is that, in our sample period, a member firm can eﬀec-
tively engage in high-frequency market making strategies, and be eligible for a
fee waiver, without registering as market maker and escaping the obligations
mentioned above.
Finally, other players that add liquidity to European equitymarkets are inter-
nalisers and Systematic Internalisers (SI). MiFID I/II defines SIs as “investment
8Note that there is no more upper cap after MiFID II. See the MIT & TE Parameters spread-
sheet for more details.
9For more details see: https://www.londonstockexchange.com/traders-and-brokers/
rules-regulations/rules-lse.pdf and the changes and updates document:
http://www.londonstockexchange.com/traders-and-brokers/rules-regulations/
change-and-updates/stock-exchange-notices/2010/n1810_attach1.pdf.
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firms which, on an organised, frequent, systematic and substantial basis, exe-
cute client orders against proprietary capital outside a regulated market, MTF
or OTF without operating a multilateral system”, but only MiFID II introduced
a set of quantitative rules to identify SIs. SIs are traditional sell-side banks with
suﬃcient size and technology to fill orders internally against their own books.
To classify as SI, the firm needs to undertake risk-taking transactions using the
firm’s own account, i.e. a simple agency cross does not represent risk-taking
activity. Furthermore, SIs are obliged to meet pre-trade transparency require-
ments, in particular to provide public quotes in liquid instruments traded in reg-
ulated markets. The quotes are transmitted by services like TRADEcho, from
the SI to the LSE market data channels. Quotes are also available on the SI’s
website and on Approved Publication Arrangements (APAs). SI transactions
are reported separately from the regulated markets.
In our sample period there was only a MiFID I guidance on the definition
of SI and most firms did not voluntarily apply to become SI. Consequently, our
data contains public SI quotes plus quotes of internalisers (firms that were act-
ing as SI without being registered) and internalised transactions, i.e. executed
oﬀ-book but reported on the LSE.
2.2.1 The technological change: Millennium Exchange
The technological upgradewe use to identifyHFQ is the update, on 14 February
2011, of LSE’s electronic trading platform, from TradElect-5 to the Linux-based
system Millennium Exchange. This update provides the identification of posi-
tive variation of HFT activity.
During our sample, the LSE competes with Chi-X, BATS and Turquoise for
order flow. In addition to the attractive pricing schemes, the MTFs oﬀer low
trading infrastructure that allowed, for instance, BATS to reach an order latency
of 200 microseconds in May 2010 and Turquoise to get to 126 microseconds in
October 2010 [Riordan et al. (2011)]. Latency (and especially spread in latencies
between venues) is a crucial factor for HFTs’ profits. The LSE before February
2011was unable to beat the competition in terms of speed because the TradElect-
5 system guaranteed an order latency of only 3 milliseconds. With Millennium
Exchange the latency decreased to 113 microseconds. Since the change in order
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latency is only a few milliseconds, the event has a direct impact on computer-
based trading and HFTs, but only an indirect impact on human traders.
Given that we are interested in testing if an increase in the participation of
HFTs have increased liquidity commonality, we split our sample around the
Millennium Exchange upgrade, which exogenously increases HFQ without di-
rectly increasing liquidity commonality. We use two five-month periods:
1. Sep 2010 - Jan 2011 (Pre-shock)
2. Mar 2011 - Jul 2011 (Post-shock)
So far, the literature has dealt with the endogeneity issue caused by the reverse
causation between HFT and the level of liquidity, introducing various instru-
ments to make proper inference (e.g. introduction of NYSE Autoquote in 2003
by Hendershott et al. (2011)). We follow a similar approach even though the
causality from liquidity commonality to HFT is not very clear. We would ex-
pect liquidity commonality to have a negative impact on HFT because some
HFT strategies are based on cross-market arbitrage opportunities that are prof-
itable as long as the markets for two instruments are not perfectly correlated.
2.2.2 Order book summary statistics
In this section we present summary statistics of variables that capture the state
of the order book in the two observation periods.
We measure stock liquidity by half quoted spread, eﬀective spread and half
quoted depth. The quoted spread captures the tightness of the order book and
in normal functioning markets it is always positive, representing a cost for liq-
uidity takers and a profit for liquidity providers. The quoted half spread (QS)
measures the execution cost of a single transaction (i.e. without assuming that
the spread will be the same when closing the position). Let Ai,t and Bi,t be the
ask and bid price for stock i at time t, and Mi,t the midquote, then QS in basis
points is:
QSi,t =
Ai,t −Bi,t
2Mi,t
10, 000 (2.1)
where t is the timestamp of a quote update (i.e. tick-by-tick) for stock i. Then,
we take the Time-Weighted Average (TWA) of QSi,t for each stock-day to give
more weight to the QS that is quoted for longer on the book. Since QS does
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not take into consideration transaction prices, it is a good approximation of the
execution cost of small trades only.
The Eﬀective Spread (ES) is the diﬀerence between the price paid by the
trader and the benchmark value at which the trader wished to trade when he
submitted the order, which is assumed to be the prevailingmidquote. Since it is
based on transaction price, ES also captures trades executed within the spread.
In December 2009 the LSE introduced diﬀerent types of hidden orders: hidden
limit order and hidden orders pegged to either mid, bid or ask. Let Pi,q be the
execution price of transaction q for stock i, then ES is calculated as:
ESi,q = Ii,q
Pi,q −Mi,q
Mi,q
10, 000 (2.2)
where Ii,q is the trade indicator for buyer (+1) or seller (-1) initiated trade. We
classify transactions using a modification of the Lee and Ready (1991). We clas-
sify a trade as buyer (seller) initiated if the trade price is above (below) the pre-
vailingmid-quote at the time of the trade. Then, trades that execute atmid-point
are classified using the tick test [see Hautsch (2012) for more details]. Before
computing the ES, consecutive transaction with the same timestamp and direc-
tion are aggregated, resulting in a block trade with price equal to the VWAP of
the children transactions. Single transactions executed outside the spread are
not considered in the ES calculation. We calculated ES both with simple and
volume-weighted average, winsorising stock-day observations on the right-tail
at 99.9% level.
Depth measures the liquidity available at the best prices, which captures
howmuch the order book can absorb if a large trade arrives. A deep order book
is a good news for traders that demand immediacy, since large market orders
can be executed at the best prices. However, depth might be large regardless of
the tightness of quote prices. One advantage of depth is that it varies at very
high-frequency, due to trade executions but also cancellations and amendments
of orders. Thus, it allows us to capture a good degree of activity of the players in-
teracting on the order book. Half-depth in GBP for stock i at time t is calculated
as:
Depthi,t = (V
a
i,tAi,t + V
b
i,tBi,t)/2 (2.3)
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where V ai,t and V bi,t are the volume of best ask and bid quotes. GBP-Depth can
vary due to any quote revision, so it is the variable with the highest frequency
of variation. We aggregate Depth with TWA.
Table 2.1 reports daily summary statistics of trading activity and liquidity
measures. Panel A and Panel B report the results for the period September 2010
- January 2011 (pre-shock) andMarch 2011 - July 2011 (post-shock), respectively.
Each panel is split between three size groups: All firms, the biggest ten and the
smallest ten. All numbers are cross-sectional averages of time-series mean or
median.
[Table 2.1 about here.]
On average, the two periods are comparable in terms of realised volatility
and turnover, so that we do not expect market makers to mechanically widen
quoted spreads after the introduction of the Millennium Exchange. The ten
largest and smallest stocks have an ADT around £100m and just below £5m,
respectively, which means they classify in the first and third liquidity group
for the determination of maximum spread obligations of market makers. Half
quoted spread and eﬀective spread decrease across all size groups after the tech-
nological shock, suggesting an increase in liquidity, in line with Hendershott
et al. (2011) and Brogaard et al. (2014). On average, the half quoted spread de-
creased by 0.29 bps. The increase in liquidity is unlikely to be demand-driven
because the smallest ten stocks experienced a large drop in both trading volume
(ADT) and trade size after the Millennium Exchange. Average trade duration
went from 45.63 to 41.62 seconds, while for the largest ten stocks it went from
14.33 to 12.85 seconds. The increase can be partly due to the lower latency avail-
able.
Only about 5% of transactions are executedwithin the spread but average ef-
fective spreads are lower than quoted half spread in all periods and size groups.
This suggests that trades are executed in short periods of time when quoted
spreads are narrow. We also report summary statistics for the size of transac-
tions executed against hidden liquidity and those executed oﬀ the book. The
latter are individual transactions executed outside the spread (see Appendix
2.A for more details) that are not part of the ES calculation. On average, hidden
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trades are about 20% and 50% larger than normal trades before and after the
Millennium Exchange, respectively, while they are always about 100% bigger
for small stocks. The average trade size of oﬀ-book trades in the Mar 2011 - July
2011 period is around £155,000 compared to £10,000 of normal transactions.
During the observation period we find both diﬀerent reporting rules for
trades/quotes and some reporting delays after the Millennium Exchange. In
Table 2.1 we report that the average reporting delay after the Millennium Ex-
change is 1.77 seconds. We believe this was due to an asynchronism between
quote and trade reporting. The reporting delay is solve on 6 June 2011. See
Appendix 2.A for more details.
2.2.3 HFQ summary statistics
In addition to using the introduction of Millennium Exchange to get exogenous
HFT variation, we are interested in identifying the intraday variation in HFT
activity to explain the behaviour of market makers. We use variations of order-
to-trade ratio (OTR) to measure HFT activity during the day10.
Measures based on message traﬃc are useful to assess risks linked to trad-
ing systems overload and they are directly related to technology improvement.
OTR identifies mostly passive strategies like market making and does not corre-
late with statistical arbitrage (which requires low latency but it does not require
the submission of a large number of orders). This feature makes it a convenient
measure for our purpose. Similarly to Hendershott et al. (2011) and Boehmer
et al. (2013), we use a metric based on the hourly message traﬃc received by the
exchange. We call it High-Frequency Quoting (HFQ) and is calculated as:
HFQi,h =
Messagesh,i
V olumeh,i
, (2.4)
where Messagesh,i is the number of quote updates in hour h for stock i and
V olumeh represents the trading volume, either in GBP10,000 or in number of
trades. The rationale for this measure is that high-frequency market making is
based on almost continuous update of bid and ask quotes. A largemessage traf-
10Other indirectmeasures ofHFT activity include the lifetime of orders [Hasbrouck and Saar
(2009)] and pure message traﬃc [Hendershott et al. (2011)].
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ficmay also identifymisconduct practices such as quote spoofing. Thismeasure
has some drawbacks. First, illiquid stocks (where HFTs are less active) might
genuinely experience a high OTR because few trades are executed despite the
large number of orders sent. Second, the OTR does not take into account the
speed at which orders are sent. Third, using the number of transactions at the
denominator does not take into account that they can be very small (split large
order).
Table 2.2 reports the summary statistics ofHFQmeasured either asmessages
per GBP10000 trading volume ormessages per transaction. Panel A and Panel B
report the results for the period September 2010 - January 2011 (pre-shock) and
March 2011 - July 2011 (post-shock), respectively. Each panel is split between
three size groups: All firms, the biggest ten and the smallest ten. All numbers
are cross-sectional averages of time-series mean or median.
[Table 2.2 about here.]
We find that high-frequency quoting activity increases after the technolog-
ical change, across all size groups and both using turnover (HFT-volume) and
number of transactions (HFT-trades) at the denominator. HFT-volume for Big10
stocks is smaller than Small10 because the scale of trading volume is increasing
in the firm size. UsingHFT-tradeswe neutralise the scale of volume trading and
we find instead that HFTs aremost active in the ten largest stocks, with 14.3mes-
sages per transaction after the introduction of the Millennium Exchange, com-
pared to 10.5 for the ten smallest stocks. Brogaard et al. (2014) also find that
HFTs are most active in the ten largest FTSE250 stocks, using a diﬀerent data
source and calculation method.
Note that this result is bias downwards by the large number of transactions
occurring in the ten largest stocks: about 5000 per day versus 1000 per day on
the ten smallest stocks.
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2.3 Estimating liquidity commonality with
high-frequency data
In this paper we estimate stock-level liquidity commonality as the R2 of a re-
gression of individual stock liquidity against the common liquidity factors. We
obtain daily and hour-specific liquidity commonality using intraday data. Thus,
we face three main identification issues. First, we need to define liquidity. Sec-
ond, we need to identify the number of common factors and estimate them.
Third, we need to choose a sampling frequency that is a trade-oﬀ between sig-
nal and noise.
For the empirical tests of this section, we approximate liquidity by the depth
of the order book at the best prices. To avoid giving too much weight to levels
of depth that are not meaningful (for instance, available liquidity at bad prices
that moves to the top of the book for a few milliseconds after a trade execution)
we followMykland and Zhang (2016) and pre-average depth at one-minute fre-
quency using a time-weighted average (TWA) scheme.
Depth, and liquidity in general, is a stationary variable with a strong se-
rial correlation. Since we are interested in studying its the relationship across
stocks, we follow Hasbrouck and Seppi (2001) and Corwin and Lipson (2011)
and remove intraday seasonalities standardising individual depth by time of
the day. While these papers use standardised variables in levels, others such
as Korajczyk and Sadka (2008) propose to filter liquidity variables with some
autoregressive process to remove the long memory of this variable. Thus, we
formulate a standard factor model of liquidity and we are interested in estimat-
ing the number of factors as a function of the sampling frequency for both liq-
uidity in levels and filtered. Following the notation in Bai and Ng (2002), we
assume that the time variation in the liquidity of N stocks can be explained by
r common factors in the following model:
L
(T×N)
= F
(T×r)
Λ′
(r×N)
+ e
(T×N)
(2.1)
where F is a matrix of r unknown common factors and Λ are the respective
factor loadings. When N and T are large, a simple method to estimate F is
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by principal component analysis (PCA). Assuming a number of k factors, the
factors and loadings are estimated solving the optimisation problem
V (k) = min
Λ,Fk
1
NT
N∑
i=1
T∑
t=1
(Lit − λkiF kt )2 (2.2)
subject to a normalisation to disentangle F k and Λk. If T > N , as in our case,
it is convenient to concentrate out F k and use the normalisation Λk′Λk/N . This
implies that the estimated loadings Λ˜k are equal to
√
N multiplied by the eigen-
vectors corresponding to the k-th largest eigenvalues of the covariance matrix
L′L. Then, the factors can be estimated by the least squares formula simplified
as F˜ k = LΛ˜k/N . Our main concern is to choose the right number of factors for
our liquidity factor model. Bai and Ng (2002) propose various modifications
of information criteria for model selection with an additional penalty that is a
function of both N and T . We employ the following two:
PC1(k) = V (k, F˜
k) + kσˆ2
(
N + T
NT
)
ln
(
N + T
NT
)
(2.3)
IC1(k) = ln(V (k, F˜
k)) + k
(
N + T
NT
)
ln
(
N + T
NT
)
(2.4)
where V (k, F˜ k) is the average residual variance of a factor model with k factors.
We follow the suggestion in Bai and Ng (2002) and set σˆ2 = V (kmax, F˜ kmax),
where kmax is an arbitrary set integer such that r < kmax. We choose kmax =
20. Themain diﬀerence betweenPC1(k) and IC1(k) is the dependence ofPC1(k)
on σˆ2, which essentially is penalising a model where kmax factors are not able
to explain a lot of variability. Essentially, this is a penalty for signal-to-noise
ratio (SNR) which is useful in our high-frequency setting to analyse the number
of significant factors as a function of sampling frequency. For this reason we
preferPC1, which can be used for estimating the number of factors as a standard
information criteria:
kˆ = argmin
0≤k≤kmax
PC1(k) (2.5)
Bai andNg (2002) prove that this estimator of the number of factors is consistent
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also for some autocorrelation and cross-correlation in the residuals. In simula-
tions, they show that the method performs well.
2.3.1 Factor model structure and microstructure noise
Wewant to analyse the explanatory power of the standard principal component
estimator when faced with microstructure noise and strong autocorrelation11
to choose the best sampling frequency for our empirical analysis. Because mi-
crostructure noise is higher at high sampling frequency, we build various signa-
ture plots to unveil how sampling frequency influences, first, the estimator of
the number of factors proposed by Bai and Ng (2002) and, second, the strength
of liquidity commonality. Signature plots have been used by Andersen et al.
(2003) and Mykland and Zhang (2016), among others, to show that the realised
volatility highly overstate true volatility when sampling frequency is too high.
Signature plots are used in practice to choose a frequency that strikes a balance
between information and noise.
In the multivariate analysis of transaction data, and in particular for the es-
timation of the N × N covariance matrix of returns, the main concern is the
Epps eﬀect, i.e. correlations tend towards zero as the sampling frequency in-
creases, due to the asynchronicity of transactions. Analysing quotes poses a
diﬀerent challenge. In theory, in markets with designatedmarket makers, there
are always quotes available for buying and selling. However, these quotes are
updated at diﬀerent speed for diﬀerent stocks, leading to some quotes being
more stale then others. This also causes an Epps eﬀect. For instance, if the
depth of one stock does not change within one minute, its variance is zero and
correlation is consequently zero.
The impact of long memory on PCA is an issue that has gone almost unex-
plored in the literature. Vanhatalo and Kulahci (2016), using Montecarlo sim-
ulations, show that autocorrelation per se does not aﬀect the results of PCA.
However, when the variables have very diﬀerent autocorrelation coeﬃcients (es-
11Starting with Barndorﬀ-Nielsen and Shephard (2004), the literature has developed various
methods to estimate the quadratic covariation of returns in the presence of noise. Lately, Aït-
Sahalia and Xiu (2017) propose a PCA estimator for high-frequency data. All these methods
focus on log-returns and they are not designed for long memory processes like stock liquidity.
A comparison of these methods is beyond the scope of this paper.
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pecially of diﬀerent sign), a higher number of principal components are needed
to explain a fixed amount of variability, even if the number of true factors is un-
changed. Thus, even if autocorrelation is higher at high frequency, we need to
be concerned about the dispersion of the coeﬃcient, rather than its magnitude.
We investigate this eﬀect by building a signature plot of the cross-sectional dis-
persion of the first order autocorrelation coeﬃcient.
Fig. 2.1 plots the number of factors estimatedwith thePC1 criteria of Bai and
Ng (2002) in Eq. (3.5), as a function of the sampling frequency, from 1 minute
to 30 minutes, using one year of data in 2010. We set kmax (maximum number
of factors) to 20. At each re-sampling step, we take the TWA of individual stock
liquidity. We plot the optimal number of factors both for the data in levels (the
log of depth) and for the filtered data, which is obtained by taking the residuals
of an AR(2) model that is re-estimated at each re-sampling step12. Both trans-
formations are standardised by time of the day following Hasbrouck and Seppi
(2001). Alongside PC1 we report the signature plot of SNR, calculated using a
model estimated with kmax factors:
SNR =
N−1
∑N
i=1 var(λ˜kmaxi F˜ kmaxt )
V (kmax, F˜ kmax)
(2.6)
This is the ratio of the average variance of the estimated common component
divided by the average variance of the residuals.
At one minute frequency, the PC1 criteria estimates that stock liquidity is
driven by two common component. With a decrease of sampling frequency, the
number of factors increases until it reaches five factors at 30-minute frequency.
The SNR, in Panel (b) of Fig. 2.1 shows that this is due to a lower residual vari-
ance as we decrease the sampling frequency. Intuitively, at lower frequencies
there is less noise and a model with kmax factors has lower residual variance
than the same model with higher frequency data. The PC1 criteria, diﬀerently
from IC1, penalises models with high SNR and it is suitable for our applica-
12The choice of AR(2) follow from Korajczyk and Sadka (2008) and it might not capture all
the serial correlation of some stocks. However, it is enough tomodelmost of the autocorrelation
of individual stocks.
74 CHAPTER 2. HIGH-FREQUENCY QUOTING AND LIQUIDITY COMMONALITY
tion13. We also report the signature plot of PC1 for the filtered data and notice
that it is not a function of sampling frequency. One factor is always enough to
explain the commonality in filtered data.
[Figure 2.1 about here.]
To understand if the strength of commonality depends on the sampling fre-
quency, we report in Fig. 2.2 the signature plot of the first two eigenvalues of
the N × N liquidity covariance matrix. Since the variables are standardised to
have unit variance, the total variance of L is equal to N and, under the assump-
tion of no-commonality, each eigenvalue - hence the variance of each principal
component - is equal to one. Fig. 2.2 plots the eigenvalues, together with their
95% confidence interval calculated assuming multivariate normality14. Thus,
the standard error of the first eigenvalue, λ(1), is equal to λ(1)
√
2/T . Since T de-
creases with sampling frequency, the standard errors will be higher and higher.
We find that liquidity commonality is less strong at higher sampling fre-
quencies, reflecting the SNR pattern that we found in Fig. 2.1. At one-minute
frequency, the first PC explains roughly 6/91 = 6.6% of the variability of stock
liquidity, while at 30-minute frequency it explains about 12/91 = 13.2%. Thus,
the two factors suggested by the PC1 criteria of Bai andNg (2002) at one-minute
frequency explains less variability than at lower frequencies. At the highest fre-
quency, when the noise is the highest, we need more PCs to explain the same
amount of variability. However, due to the noise level at this frequency, the PC1
criteria suggests not to consider them. The filtered data shows very mild com-
monality, which becomes substantial at lower frequencies. Thus, although at
lower frequencies it might be sensible to use filtered variables, we choose to use
stock liquidity in levels to estimate commonality with high-frequency data.
[Figure 2.2 about here.]
Finally, we want to explore if the patterns of Fig. 2.2 is due to the hetero-
geneity of autocorrelation structure of stock liquidity. Fig. 2.3 plots the cross-
13In unreported results, we find that IC1 estimates that the optimal number of factors is
equal to two at any frequency.
14Although this assumption does not hold, both Hasbrouck and Seppi (2001) and Corwin
and Lipson (2011) use it to have some guidance on the significance of the eigenvalues.
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sectional dispersion of the N estimated AR1 coeﬃcients as a functions of sam-
pling frequency. As expected, the median autocorrelation is always positive
and the highest at one-minute frequency. It decreases with the data frequency
and stabilises around 0.6 from five-minute frequency onwards. However, its
cross-sectional dispersion remains quite stable across the signature plot, from
a minimum of about 0.45 to a maximum of 0.9. As a robustness check, we also
report the signature plot for the filtered data, which is not expected to display
significant autocorrelation at the first lag. In unreported results, we produce
this plot calculating the average of the first three autocorrelation coeﬃcients,
but the results are qualitatively equal.
Because the dispersion of autocorrelation coeﬃcients is stable across sam-
pling frequencies, we exclude it as a possible factor driving the patterns in Figs.
2.1 - 2.2. Instead, the steep decrease in the median autocorrelation from one- to
five- minute is related to the steep increase in the first and second eigenvalues,
suggesting that very high levels ofmemory increases the number of PCs needed
to explain a certain amount of variability.
[Figure 2.3 about here.]
The results of this section shed light on the impact of long memory and
sampling frequency on the structure of a factor model for stock liquidity. First,
we find empirical support for Hasbrouck and Seppi (2001)’s decision of using
a three factor model when the data are sampled at 15-minute frequency. The
PC1 criteria of Bai and Ng (2002) suggests that a three factor model can be used
for frequencies from eight to 15 minutes. Second, we find that at the highest
frequency, when the noise is the highest (low SNR), we need a higher number
of PCs to explain a fixed amount of variability. This can be partly explained
by the large autocorrelation of liquidity at very high frequencies. However, the
PC1 criteria with a penalty related to the signal to noise ratio does not suggest
to use more than two factors at one-minute frequency.
To strike a balance between signal and noise, we choose to use a three-factor
model with data sampled at 10-minute frequency.
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2.4 Testing if HFQ increases liquidity commonality
In this section we present our methodology to test if the technological change
of 14 February 2011, when the LSE introduced the Millennium Exchange trad-
ing system, led to an increase in liquidity commonality. First, we compare the
eigenvalues in two five-month period before and after the shock, extending the
analysis of Hasbrouck and Seppi (2001). Second, we perform a panel data anal-
ysis to formally test an increase in the liquidity commonality, controlling for
market conditions.
2.4.1 Test 1: Eigenvalues analysis
Table 2.3 reports the strength of liquidity commonality before and after the intro-
duction of theMillenniumExchange on 14 February 2011. We exclude February
2011 from the analysis due to the large number of data errors and the computer
glitch of 25 February 2011. Panel A and Panel B report the results for the pe-
riod September 2010 to January 2011 and March 2011 to July 2011, respectively.
All variables have been resampled at 10-minute frequency using diﬀerent sam-
pling schemes: Depth and bid-oﬀer (BO) spread are aggregated using a time-
weighted average; Eﬀective spread is aggregated with simple average; Trading
volume is the sum of volumewithin 10-minute time bins. FollowingHasbrouck
and Seppi (2001), all variables have been standardised by time-of-the-day. We
report the first three eigenvalues of the N × N covariance matrix of stock liq-
uidity variables and also the results for returns and trading volume. The last
column of Table 2.3 reports the strength of commonality, which is calculated
as the sum of the eigenvalues divided by N = 91. Since the variables are stan-
dardised, under the null of no commonality all eigenvalues would be equal to
one. Table 2.3 shows that all liquidity variables - depth, bid-oﬀer spread and
eﬀective spread - are driven by common factors.
[Table 2.3 about here.]
We find that liquidity commonality increased after the introduction of the
Millennium Exchange and this result is robust to diﬀerent measures of liquid-
ity. For depth, the variability explained by the first three principal components
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increased from 13% to 15%. BO spread commonality increased from 21.8%
to 28.24%, while commonality in eﬀective spreads increased from 12.26% to
17.26%. The results are reported in Panel B of Table 2.3. The first eigenvalue
of depth, bid-oﬀer spread and eﬀective spread is statistically higher than be-
fore the technology shock, at 99% confidence level. The diﬀerence in eigenval-
ues has been tested assuming multivariate normality of the underlying data,
as explained in Section 2.3. Although this might be a strong assumption, vari-
ous authors have followed this approach as it gives an approximate estimate of
the standard errors [Hasbrouck and Seppi (2001), Corwin and Lipson (2011)].
Furthermore, we find that commonality in trading volume is not statistically
diﬀerent after the Millennium Exchange, implying that the increase cannot be
explained by demand-side factors.
The limitation of this test is that we cannot control for market conditions
or stock-specific characteristics to be sure that liquidity commonality increased
regardless of, for instance, stock return volatility. For this reasons, we perform
a panel data analysis, which we present in the next section.
2.4.2 Test 2: Panel data analysis
In this section we present a panel data analysis to test if liquidity commonality
increased after the introduction of Millennium Exchange. Our dependent vari-
able is monthly commonality in quoted half depth sampled at 10-minute fre-
quency. Depth has the advantage of varying at very high frequency compared
to other liquidity variables. Even at one-minute frequency it is rarely stale for
FTSE100 stocks.
To test if liquidity commonality for stock i inmonth t, LIQ_COMi,t, increased
after the technological update, we formulate the followingfixed-eﬀect (FE)model
that takes into account both firm eﬀect and time eﬀect:
LIQ_COMi,t = α0+α1Dt+β0RVi,t+β1RVi,tDt+ηi+γt+ei,t, ei,t ∼ iidN(0, σ2)
(2.1)
for i = 1, . . . , N and t = 1, . . . , T . Dt is a dummy variable that takes the value
of 1 from March 2011 until the end of the sample, RVi,t is the monthly realised
volatility, ηi is the firm fixed eﬀect and γt is a flexible time trend that influences
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all stocks at time t by the same amount. In our sample, we expect the time
eﬀect to be particularly strong because of the calendar eﬀect in trading volumes
of December and January, so the γt variables play a crucial role in the model.
Eq. (2.1) is a two-way FE model and it can be estimated in the parametrised
version presented above or also by demeaning the variables. It can be estimated
via OLS if ηi and γt are set to equal to zero and by random-eﬀect estimator if ηi
and γt are estimated togetherwith ei,t, assuming they are randomvariables. The
variance σ2 is homogeneous across time and stocks.
Table 2.4 reports the results of five panel data models. Model (1) and (2)
are the OLS and firm FE model, respectively. Model (3) corresponds to the es-
timation results for the two-way FE model in Eq. (2.1). This model is able to
capture 5.8% of variability in liquidity commonality and yields interesting find-
ings. First, the panel analysis confirms that liquidity commonality increases
after the shock, as we find a statistically significant increase in the post-shock
period. The long-run average of LIQ_COMi,t increases from 8.28% to 15.15% af-
ter the Millennium Exchange, suggesting that HFT activity increases liquidity
commonality. This result strongly supports our hypothesis that high-frequency
traders coordinates their quoting activity across multiple securities, increasing
liquidity commonality. This could be due to both informational reasons, such as
in the cross-asset learningmodel of Cespa andFoucault (2014), and funding con-
straints, such as in the models by Gromb and Vayanos (2002) and Brunnermeier
and Pedersen (2009). However, we think that, although these mechanisms are
notmutually exclusive, at higher frequencies the informational channel prevails
also because funding costs are not changing at high frequencies.
Second, returns volatility enters the equation with a positive sign, imply-
ing that when returns are more volatile stock liquidity co-moves more strongly
with market-wide liquidity. An increase of 10% in stock volatility leads to 6.43
higher liquidity commonality (i.e. 6.43% higher explanatory power of common
factors). We interpret this result as follows: when the fundamental value of a
stock is diﬃcult to assess, liquidity becomes less idiosyncratic and tends to fol-
low the market liquidity. This result supports the evidence by Hameed et al.
(2010), who find, at the aggregate level, that when market volatility is high liq-
uidity commonality is higher. Model (4) and (5) of Table 2.4 report the random-
eﬀect version of the models and results are qualitatively the same.
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[Table 2.4 about here.]
2.4.3 Robustness checks
We carry out several robustness checks. First, we estimate the model before and
after the shock. Second, we use bid-oﬀer instead of realised volatility as control
variable. Finally, in unreported results, we apply a logistic transformation to our
dependent variable and we also estimate all models using OLS plus standard
errors clustering to correct for firm and time eﬀect, as proposed by Petersen
(2009). However, the clustering of standard error is a robust correction only
when the number of clusters is large, which is not the case for our time cluster
(ten months)15.
Table 2.5 reports the estimation results for two separate periods, before Mil-
lenniumExchange (September 2010 to January 2011) in PanelA and afterMillen-
niumExchange (March 2011 to July 2011) in Panel B. Overall, the results confirm
the findings of our previous section. Controlling for stock volatility, the average
liquidity commonality in the first period is always lower than in the second pe-
riod. It is interesting to notice that stock volatility is positive and significantly
diﬀerent from zero only before the Millennium Exchange.
[Table 2.5 about here.]
Table 2.6 repeats the analysis using the bid-oﬀer spread instead of the volatil-
ity as exogenous variable. Also here the results are similar.
[Table 2.6 about here.]
2.5 Intraday liquidity commonality and HFQ
In this section, we analyse the intraday relationship between HFQ, liquidity
commonality, returns volatility, liquidity, order flow and order imbalance. We
use the five-month period after the introduction of the Millennium Exchange
15The same reasoning holds for the Fama-MacBeth estimator, which was developed to cor-
rect strong time eﬀect in financial data.
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(i.e. from March 2011 to July 2011) to analyse these relationships in the new
institutional setting16.
Fig. 2.4 plots, for every hour of the trading day, the average HFQ, liquidity
commonality and the bid-oﬀer spread. Each plot consists of three lines: one
for all stocks, one representing the largest ten and one the smallest ten firms
ranked by market capitalisation at the beginning of the sample. Overall, we
find that HFTs increase their participation from market opening until 12:00PM,
when stocks are most illiquid andmarket makers are needed themost. This can
be explained by two forces. First, someHFTs are designatedmarketmakers that
are obliged to post quotes for 90% of the trading day. These players build their
inventory in the first part of the day and try to avoid holding large positions
overnight. Second, market-makers have the opportunity to earn larger spreads.
This is in line withMenkveld (2013), who shows that HFTs act as an accelerated
version of traditional market makers, i.e. they earn the bid-oﬀer spread while
managing inventory risk17.
[Figure 2.4 about here.]
Fig. 2.4c shows that the average bid-oﬀer spread atmarket opening is about 6
bps, with the 10 smallest stocks trading at 9 bps and the 10 largest ones trading
below 2.5 bps. The shape of the intraday average BO spread is similar across
the three stock categories, with a steep decrease from 8:30AM to 10AM, and
a further decrease after 2:00PM. Furthermore, Fig. 2.4b suggests that this lack
of liquidity is common across stocks at market opening, because the price has
not been discovered and the market is still gathering stock-specific information.
So, we can think of the market opening as a situation of systematic illiquid-
ity, where the market has digested only the market-wide overnight information.
This aﬀects all stocks and commonality is high. HFQ is high because prices are
uncertain and quotes need a lot of rebalancing, and at the same time there is
16Furthermore, we do not find a change in the intraday relationship between variables before
and after the shock, apart from the parallel shifts in liquidity and its commonality.
17The common strategy of an high-frequency trading firm (e.g. KCG Holdings, Virtu Finan-
cial) consists in quoting on two market venues. In one incumbent venue (e.g. the London Stock
Exchange) they have a small participation rate and in the other, a high-growth entrant market
venue (e.g. BATS Chi-X Europe), they have a high (60-80%) participation rate. These players
aim at closing the trading day with an almost zero inventory.
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little trading interest. As the time goes by, stock-specific information arise and
liquidity commonality decreases. We find that, at any time during the day, liq-
uidity commonality is always higher for larger stocks, which suggests that there
is a stronger common factor among large stocks.
Fig. 2.4a plots HFQ throughout the day. The average across all stocks has
an inverted-U shape, suggesting that after 12:00PM HFTs start to be less active,
with the number of messages per GBP10,000 of trading going from 60 down
to about 20 at 4:00PM. This suggests that, on average, there is an inverted rela-
tionship between intradayHFQ and liquidity commonality. However, we find a
diﬀerent pattern for the largest ten stocks, where HFQ keeps increasing during
the day, reaching a level of about 11 messages per GBP10,000 trading volume
at the end of the day. Thus, at the end of the day HFTs focus on large stocks.
This evidence is particular striking because the large trading volume at the end
of the day should bias downwards the estimate of HFQ. A possible explana-
tion for this result is that at the end of the day, HFTs concentrate on the larger
stocks because trading volumes are very large. The high liquidity commonality
(particularly large for big stocks) is likely to be demand-driven, due to a lot of
uninformed basket trading benchmarked against VWAP or end-of-day price.
2.5.1 Liquidity provision throughout the day
We further explore the behaviour of HFTs throughout the day, using a set of
variables that are related to the demand and supply of liquidity. For each stock,
we calculate hourly realised volatility, the size (standard deviation) of its order
flow and the size (standard deviation) of average order imbalance. The order
flow, which is calculated as the sum of signed transactions within one hour,
is generally considered as containing information, which can be either market-
wide or idiosyncratic [Hasbrouck and Seppi (2001)]. Order imbalance, which
is based on limit orders, is the visible demand/oﬀer imbalance and it is a high-
frequency predictor of miquote change [Cont et al. (2014)]. Order imbalance is
calculated at tick-by-tick frequency and then average at one minute frequency
using a TWA sampling scheme. The tick-by-tick order imbalance is calculated
as:
OIi,t =
V ai,tAi,t − V bi,tBi,t
Depthi,t
(2.1)
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where V ai,t and V bi,t are the volume of best ask and bid quotes.
Fig. 2.5 plots, for every hour of the trading day, realised volatility and the
standard deviation of both the order flow and the order imbalance. Each plot
consists of three lines: one for all stocks, one representing the largest ten and
one the smallest ten firms.
[Figure 2.5 about here.]
In Fig. 2.5, we find that intraday RV has a U-shaped pattern, with smaller
stocks experiencing higher volatility at any time of the day. The high volatility
at the end of the day together with the evidence that all stocks are liquid is
puzzling because in a linear equilibrium the variance of returns is increasing in
illiquidity, i.e. ∆pt = IlliqtOFt, where OFt is the order flow at time t. However,
this formula can be reconciled if the variance of the order flow is very high.
Fig. 2.5b shows that this is indeed the case and the pattern is particularly convex
for the smallest 10 stocks in our sample. We find a U-shaped pattern in the size
of the order flow. In the morning, the information is systematic and we can
argue that some trading happens on the back of overnight news. At the end
of the day a lot of trading takes place and information is more idiosyncratic.
Fig. 2.5c plots the standard deviation of the order imbalance and we find that it
is the lowest at the end of the day for all stock categories, which suggests that
liquidity providers are more eﬃcient at absorbing demand shocks at the end of
the day. This finding, together with the lower overall HFQ, suggests that at the
end of the day HFTs are able to predict temporary demand shocks and provide
liquidity using marketable orders (which need less rebalancing of limit orders).
This behaviour would also help them to quickly build and unwind inventory
before the end of the trading day.
Overall, these results points to the evidence that liquidity is provided in a
diﬀerent way throughout the day. In the morning, when bid-oﬀer spread are
large acrossmany stocks (high liquidity commonality)marketmakers are active
in the market because they are incentivised by the large potential profits. They
enter passive two-side limit orders without information, as classic market mak-
ers, earning the spread to compensate for inventory risk and adverse selection.
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In the afternoon, some liquidity provider might be able to predict order flow
and want to absorb temporary demand shocks quickly with market orders18.
2.6 Conclusions
This paper investigated whether and to what extent high-frequency quoting
(HFQ), a type of activity carried out by high-frequency traders (HFT), aﬀect
the interconnectedness of equity markets, captured by high-frequency liquidity
commonality. First, we asked whether an increase in HFQ is related to higher
liquidity commonality. Second, we investigated the intraday relationship be-
tween HFQ, liquidity commonality and the level of stock volatility, liquidity,
order flow and order imbalance. To test our hypotheses, we used tick-by-tick
data for the FTSE100 stocks listed on the London Stock Exchange, from Septem-
ber 2010 to July 2011. We estimated stock-level liquidity commonality as the
explanatory power of common liquidity factors, estimated by principal compo-
nent analysis (PCA), on individual stock liquidity.
We find that liquidity commonality increased after the introduction of the
Millennium Exchange and our results are robust to diﬀerent liquidity measures
and controlling for both volatility and bid-oﬀer spread. This result strongly
supports our hypothesis that high-frequency traders coordinates their quoting
activity across multiple securities. Furthermore, we find that HFTs increase
their participation frommarket opening until 12pm, when stocks are most illiq-
uid and market makers are needed the most. At the end of day, they focus
more on larger stocks where trading is higher, to compensate for the smaller
bid-oﬀer spreads that depress their per-transaction profit. Finally, we find ev-
idence that suggests that liquidity providers use marketable orders to absorb
demand shocks more eﬃciently at the end of the day.
18Also, quoted bid-oﬀer spread might seem very narrow because the comprise systematic
internalisers quotes.
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Table 2.1: Summary statistics (order book)
The table presents daily trading activity and liquidity measures for 91 stocks that entered the
FTSE100 index between January 2010 and December 2011, with at least 100 transactions for
each day of the sample. We focus on the order book of the SETS platform of the London Stock
Exchange. Panel A and Panel B report the statistics for the period September 2010 to January
2011 (pre-shock) and March 2011 to July 2011 (post-shock), respectively. All numbers are cross-
sectional averages of time-series Mean or Median. Half depth and Half BO spread are time-
weighted average; Eﬀective spread is reported both as simple and volume-weighted average;
hidden trades are defined as those executed within the spread; oﬀ-book trades are defined as
single transactions, outside the spread, that do not respect theminimum tick restrictions. Sweep
trades are aggregated in a single transaction.
Panel A: Sep 2010 - Jan 2011
Big 10 All Small 10
Mean Median Mean Median Mean Median
Market cap. 97.62 24.32 2.72
Number of trades 5510.80 5377.30 2117.32 2017.01 1076.36 987
Total volume (‘000 GBP) 94131.89 88379.24 27543.82 25266.39 5502.93 4732.25
Trade size (GBP) 17054.77 15728.39 10668.98 9686.77 5237.58 4603.17
Trade size, hidden 13724.64 10884.76 12709.11 8002.10 9739.27 5429.98
Trade size, oﬀ-book 246887.18 137201.18 155504.27 75769.31 67865.40 36046.50
Trade duration (sec) 14.33 13.62 45.63 43.25 62.39 58.65
Half depth (GBP) 57636.72 55856.75 45020.63 43806.06 13218.49 12472.90
Half BO spread (bp) 2.19 2.19 4.75 4.71 6.66 6.57
Eﬀ. spread (bp) 1.75 1.74 3.60 3.59 4.85 4.83
VW Eﬀ. spread (bp) 1.81 1.80 3.76 3.71 4.97 4.91
Realised volatility (bp) 129.36 126.50 144.82 141.21 170.87 163.97
Perc. hidden trades 5.27 5.37 5.66
Perc. oﬀ-book trades 1.43 0.85 0.83
Reporting delay (sec) 0 0 0
Panel B: Mar 2011 - Jul 2011
Big 10 All Small 10
Mean Median Mean Median Mean Median
Market cap. 100.97 25.57 3.07
Number of trades 5711.19 5473.60 2221.32 2078.88 1093.08 998.40
Total volume (‘000 GBP) 105584.43 96292.48 27996.20 25154.69 4511.47 3915.74
Trade size (GBP) 17497.84 16257.78 10038.15 9231.12 4217.63 3879.70
Trade size, hidden 18009.24 15428.20 15580.43 10573.91 8172.04 5343.51
Trade size, oﬀ-book 264171.80 160215.57 185773.38 86636.72 77389.84 28271.64
Trade duration (sec) 12.85 12.69 41.62 40.44 61.33 59.17
Half depth (GBP) 67198.95 66171.97 46435.36 44646.93 11806.76 11389.01
Half BO spread (bp) 1.96 1.92 4.46 4.39 6.24 6.15
Eﬀ. spread (bp) 1.56 1.53 3.44 3.39 4.54 4.49
VW Eﬀ. spread (bp) 1.61 1.58 3.51 3.45 4.66 4.57
Realised volatility (bp) 122.46 118.57 145.02 139.87 172.08 165.31
Perc. hidden trades 4.31 4.15 3.79
Perc. oﬀ-book trades 0.97 0.64 0.40
Reporting delay (sec) 1.38 1.77 2.33
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Table 2.2: Summary statistics (HFT)
The table presents daily trading activity and liquidity measures for 91 FTSE100 stocks that en-
tered the index between January 2010 and December 2011, with at least 100 transactions each
any day of the sample. Panel A and Panel B report the statistics for the period September 2010 to
January 2011 (pre-shock) and March 2011 to July 2011 (post-shock), respectively. All numbers
are cross-sectional averages of time-seriesMean orMedian.
Panel A: Sep 2010 - Jan 2011
Big 10 All Small 10
Mean Median Mean Median Mean Median
HFT-volume (GBP10000) 9.20 8.85 15.63 14.74 21.29 19.92
HFT-trades 12.86 12.65 12.80 12.37 8.83 8.41
Panel B: Mar 2011 - Jul 2011
Big 10 All Small 10
Mean Median Mean Median Mean Median
HFT-volume (GBP10000) 9.35 9.08 16.51 15.56 29.60 26.90
HFT-trades 14.30 13.92 13.18 12.76 10.50 10.05
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Table 2.3: Liquidity commonality
The table reports the strength of liquidity commonality before and after the introduction of
the Millennium Exchange on 14 February 2011. Panel A and Panel B report the results for the
period September 2010 to January 2011 and March 2011 to July 2011, respectively. All variables
have been resampled at 10-minute frequency. Depth and bid-oﬀer (BO) spread are aggregated
using a time-weighted average. Eﬀective spread is aggregated with simple average. Trading
volume is the sum of volume within 10-minute time bins. The last column of the table reports
the strength of commonality, which is calculated as the sum of the eigenvalues divided by N .
The number of stock is N = 91. We test the null hypothesis of equal eigenvalues, assuming
multivariate normality. a,b and c indicate 99%, 95% and 90% confidence levels.
Panel A: Sep 2010 - Jan 2011
Eigenvalues
First Second Third Cumulative Explained Variance (%)
Return 23.61 2.78 1.76 30.94
Depth 6.14 4.24 2.21 13.84
BO spread (%) 12.56 4.51 2.77 21.80
BO spread (ticks) 10.34 5.61 2.85 20.66
Eﬀective spread 5.90 3.34 1.92 12.26
Trading Volume 8.51 1.77 1.47 12.90
Panel B: Mar 2011 - Jul 2011
Eigenvalues
First Second Third Cumulative Explained Variance (%)
Return 25.26b 2.78 2.39a 33.44
Depth 7.02a 4.58a 2.32c 15.30
BO spread (%) 18.36a 4.49 2.86 28.24
BO spread (ticks) 18.04a 3.84a 2.48a 26.77
Eﬀective spread 10.56a 3.30 1.84 17.26
Trading Volume 8.49 1.81 1.53 13.01
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Table 2.4: Panel estimation
The table reports estimation results for five panel data models. The dependent variable is the
stock-specific monthly liquidity commonality. Volatility is the monthly realised volatility calcu-
lated with pre-averaged one-minute data. Post is a dummy variable taking value 1 fromMarch
2011. Post∗RV is an interaction variable. Model (1) is estimated with Pooled OLS.
(1) (2) (3) (4) (5)
Volatility 0.173 0.281 0.643 0.222 0.463
(0.84) (1.10) (2.39) (1.00) (2.02)
Post 1.691 1.992 6.866 1.849 6.596
(0.95) (1.16) (3.35) (1.10) (3.25)
Post*RV -0.258 -0.309 -0.461 -0.285 -0.406
(-0.94) (-1.17) (-1.70) (-1.10) (-1.53)
Constant 12.409 11.753 8.285 12.112 9.373
(9.32) (7.35) (4.54) (8.37) (5.67)
Firm fixed eﬀect Yes Yes
Firm random eﬀect Yes Yes
Time dummies Yes Yes
Observations 910 910 910 910 910
R-squared 0.001 0.002 0.058 0.001 0.042
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Table 2.5: Panel estimation (sample split)
The table reports estimation results for two separate periods, before Millennium Exchange
(September 2010 to January 2011) in Panel A and after Millennium Exchange (March 2011 to
July 2011) in Panel B. Model (1) is estimated with Pooled OLS.
Panel A: Sep 2010 - Jan 2011
(1) (2) (3) (4) (5)
Volatility 0.173 0.570 1.304 0.256 0.525
(0.81) (1.59) (3.30) (1.06) (2.08)
Constant 12.409 9.984 4.286 11.902 9.001
(8.99) (4.48) (1.69) (7.59) (5.03)
Firm fixed eﬀect Yes Yes
Firm random eﬀect Yes Yes
Time dummies Yes Yes
Observations 455 455 455 455 455
R-squared 0.001 0.007 0.089 0.001 0.046
Panel B: Mar 2011 - Jul 2011
(1) (2) (3) (4) (5)
Volatility -0.085 -0.211 -0.105 -0.121 -0.049
(-0.49) (-0.91) (-0.41) (-0.66) (-0.25)
Constant 14.100 14.889 12.100 14.322 11.682
(12.32) (9.96) (5.91) (11.52) (6.99)
Firm fixed eﬀect Yes Yes
Firm random eﬀect Yes Yes
Time dummies Yes Yes
Observations 455 455 455 455 455
R-squared 0.001 0.002 0.055 0.001 0.037
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Table 2.6: Panel estimation (bid-oﬀer)
The table reports estimation results for five panel data models. The dependent variable is the
stock-specific monthly liquidity commonality (transformed to be defined on the real line). Bid-
oﬀer spread is the time-weighted monthly average bid-oﬀer spread. Post is a dummy variable
taking value 1 fromMarch 2011. Post∗BO is an interaction variable. Model (1) is estimated with
Pooled OLS.
(1) (2) (3) (4) (5)
Bid-oﬀer spread 0.087 -1.159 -0.702 -0.078 0.034
(0.37) (-2.39) (-1.40) (-0.28) (0.12)
Post 1.047 1.580 5.288 1.458 5.233
(0.63) (1.01) (2.84) (0.94) (2.82)
Post*BO -0.210 -0.413 -0.350 -0.314 -0.245
(-0.61) (-1.28) (-1.09) (-0.98) (-0.77)
Constant 13.061 18.896 15.546 13.833 12.013
(11.04) (8.21) (6.11) (9.80) (7.44)
Firm fixed eﬀect Yes Yes
Firm random eﬀect Yes Yes
Time dummies Yes Yes
Observations 910 910 910 910 910
R-squared 0.000 0.012 0.056 0.000 0.040
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Figure 2.1: Signature plot: number of factors
This figure plots the number of factors estimated with the PC1 criteria of Bai and Ng (2002),
reported in Eq. (3.5), as a function of the sampling frequency, from 1 minute to 30 minutes,
using one year of data in 2010. At each re-sampling step, we take the time-weighted average
of individual stock liquidity. We plot the optimal number of factors both for the data in levels
(the log of depth) and for the filtered data, which is obtained by taking the residuals of an AR(2)
model that is re-estimated at each re-sampling step. Both transformations are standardised by
time of the day. SNR is the ratio of variance of estimated common component over the variance
of the residuals.
(a) PC1 criteria, kmax = 20
0 5 10 15 20 25 30
Sampling frequency (minutes)
0
1
2
3
4
5
6
7
8
# 
fa
ct
or
s
Raw
Filtered
(b) Signal-to-noise ratio at kmax
0 5 10 15 20 25 30
Sampling frequency (minutes)
0.5
0.6
0.7
0.8
0.9
1
1.1
SN
R
FIGURES 91
Figure 2.2: Signature plot: eigenvalues
This figure plots the first and second eigenvalue of the N × N liquidity covariance matrix, to-
gether with their 95% confidence interval (calculated assuming multivariate normality), as a
function of the sampling frequency, from 1minute to 30 minutes, using one year of data in 2010.
At each re-sampling step, we take the time-weighted average of individual stock liquidity. We
plot the eigenvalues both for the data in levels (the log of depth) and for the filtered data, which
is obtained by taking the residuals of an AR(2) model that is re-estimated at each re-sampling
step. Both transformations are standardised by time of the day.
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Figure 2.3: Signature plot: autocorrelation dispersion
This figure plots the cross-sectional dispersion of theN estimatedAR1 coeﬃcients as a functions
of sampling frequency, from 1 minute to 30 minutes, using one year of data in 2010. At each
re-sampling step, we take the time-weighted average of individual stock liquidity. We plot the
eigenvalues both for the data in levels (the log of depth) and for the filtered data, which is
obtained by taking the residuals of an AR(2) model that is re-estimated at each re-sampling
step. Both transformations are standardised by time of the day.
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(b) AR(2)-filtered depth
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Figure 2.4: Intraday patterns in HFQ, commonality and BO
The figure presents, for every hour of the trading day, the average HFQ, liquidity commonality and bid-oﬀer spread. Each plot presents
the statistics for all stocks, plus the largest 10 and the smallest 10 firms.
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(b) Liquidity commonality
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(c) Bid-oﬀer spread
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Figure 2.5: Intraday patterns in volatility and order flow
The figure presents, for every hour of the trading day, the average realised volatility, the standard deviation of the order flow and the order
imbalance. Each plot presents the statistics for all stocks, plus the largest 10 and the smallest 10 firms.
(a) Realised volatility
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(b) Size order flow
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(c) Size order imbalance
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Appendices
Appendix 2.A Data details
2.A.1 Trade/quote reporting rules and delays
During the observationperiodwefindbothdiﬀerent reporting rules for trades/quotes
and some reportingdelays afterMillenniumExchange. In this sectionwepresent
them and we explain our procedure for quotes-trades matching.
In the Time & Sales data base provided by Thompson Reuters Tick History
(TRTH), upon arrival of a parent trade, all resting orders which the trade is
matched against are reported on the book. Before the Millennium Exchange,
the children trades are reported in bulk, i.e. after the prevailing quotes we find
a list of children transaction that automatically executed to satisfy the trading
demand in full or partially. The forthcoming best quotes are the remaining de-
mand/oﬀer interests on the book after the parent trade has been executed. Thus,
if a trade is sweeping the book, our aggregated trade has a VWAP away from
the previous prevailing midquote and the new quoted spread would be large
unless liquidity is quickly replenished.
However, from 14 February 2011, also the quote updates are reported. i.e. af-
ter every children transaction we find a new data entry containing the available
liquidity remained on the book. Furthermore, we find a trade reporting delay
from 14 February 2011, which is then corrected on 6 June 2011, probably due to
the new trading system transmitting orders quicker than trades were reported.
How we matched trades and quotes To match the transactions with the rele-
vant quote (after the Millennium Exchange only) we used an algorithm similar
to the one proposed by Hautsch (2012). First, we search for a perfect match
using the quotes up to 30 seconds before the trade timestamp. Second, the un-
matched transactions are matched to the quote prevailing at the median delay
time before. The algorithm proceeds as follows. For each stock-day, for each
transaction we seek, in the previous 30 seconds:
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1. A quote with the same price (either bid or ask) and size equal to the trade
volume. Or,
2. A quote preceding the quotation with the same price (either bid or ask)
and with change in size equal to the transaction volume,
3. Calculate median daily delay time,
4. Match the transactions that are not perfectly matched (< 1%) against the
quotes prevailing at the median delay time before the trade.
The timestamps of the matched quotes above are used to calculate midquotes,
flag trades and calculate eﬀective spreads. Trades executed at the prevailing
midquote are flagged using the tick rule as usual.
This has implications on the HFQ measure To compare the number of mes-
sages (quote updates) before and after Millennium, we add the number of chil-
dren trades to the number of quote updates before Millennium.
2.A.2 Data cleaning
The rationale behind our data cleaning method is to use, when possible, the
rules of SETS (e.g. circuit breakers) to eliminate the same data errors that other
authors proposed to eliminate using statistical procedures [Brownlees andGallo
(2006) and Hautsch (2012)].
• Weexclude February 2011 becausewefind several data errors and because
of a computer glitch on 25 February 2011, when SETS was halted until
12:15.
• We remove dayswith an ExchangeDelivery Settlement Price (EDSP) intra-
day auction. This auction occurs on the expiry day of FTSE100 Index Fu-
tures and Options (the third Friday of every month), when trading on the
underlying stocks is halted, from 10:10 AM to between 10:15 and 10:29
AM, to determine the price at which the derivative is settled. At the end
of the auction, the share price for each stock is the price at which most
volume can be executed. In our data, the EDSP auction is flagged by large
negative bid-oﬀer spreads.
• We remove two half-day trading days per year, i.e. the last trading day
before Christmas and the last trading day before New Year’s Day.
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• We remove the first 15minutes and the lastminute of each trading day (we
keep the last minutes of the day because we are interested in the activity
towards the end of day)
• We delete quotes with prices that breach the circuit breakers static thresh-
old of SETS, which is set to 10% deviation from the opening price (revised
down to 8% on 19 January 2015). As opening price we use the median
midquote in the first hour of trading19.
• We delete all data entries with non-positive price or volume (of either a
quote or trade), tradeswithmissing price or volume, quotes with negative
bid-oﬀer spread
• Single trades whose price is outside the spread are excluded but we keep
track of them. These are likely to be large transactions executed oﬀ the
book and reported with a delay.
• We cap the half quoted spread at 100 bps.
• We winsorise the right tail of liquidity measures distribution at 99.9%
2.A.3 Special trades
Also, we are able to identify the following special transactions:
1. “Sweep trades”, i.e. trades that walk the book, are reported as multiple
transactions, with the first executed at the best quotes and the successive
ones at increasingly worse prices. So they are normally aggregated into
one trade.
2. Oﬀ-book trades: single transactions executed outside the spread. Note
three features of these trades. First, some are executed at prices thatwould
have breached the static circuit breaker threshold, but they are in linewith
closing price of previous days (these could be also data errors). Second,
they are very large. Third, often they do not conform with the minimum
tick size, i.e. the price seems to be a percentage oﬀ the midquote (pegged
orders). These trades can not be flagged as buy or sell. Because of their
characteristics they could be either data errors or transactions negotiated
oﬀ the book and reported with a delay. We exclude these trades from
Eﬀective spread and volume calculations.
19We prefer this rule to the method of Brownlees and Gallo (2006) based on local estimators.
98 APPENDIX 2.B
3. SIs trades are subject to pre-trade transparency. The SI trades are reported
in a separate book, but the point here is that a broker does not have incen-
tive to be a SI, so if an order is internalised not on systematic basis the
broker is not a SI and the trade is reported on the SETS tape
4. Trades within the spread. Only a small part of trades are executed within
the spread. LSE allows hidden liquidity on LIT since December 2009, so
these are likely to be orders matched against fully or partially hidden liq-
uidity.
2.A.4 Variables
1. Last midquote
2. Last price (VWAP for aggregated trades) excluding oﬀ-exchange transac-
tions.
3. Time-weighted average (TWA) ofQi,t andDi,t. The weights are calculated
as the time that the relevant liquidity variable is available on the order
book. TWA is good both to remove time-asyncronicity and to give more
importance to liquidity available/valid for longer.
4. Vi,t = Total trading volume is the sum of trade volumes in GBP
5. Trading volume of oﬀ-exchange trades (subtract from Vi,t to obtain clean
volume)
6. Trading volume of within-spread trades
7. Average transaction size of all trades, oﬀ-exchange and within-spread
8. Number of trades (after aggregation) of all three types
9. Trades duration: average time between trades
10. TIi,t = Trade imbalance, defined as buy volume minus sell volume (then
this can be standardised according to the total volume at the aggregation
frequency). It might be equal to zero in some minutes.
11. Simple average of OIi,t. We do not take the TWA to give more weight to
extreme observations that might indicate some temporary demand imbal-
ance.
12. Simple average of ESi,t excluding oﬀ-exchange transactions.
13. Number of messages (any update of any quote)
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Appendix 2.B Additional results
Table 2.B.1 presents daily trading activity and liquiditymeasures for 91 FTSE100
stocks that entered the index between January 2010 and December 2011, with
at least 100 transactions each any day of the sample. Period Mar 2010 - Jul 2010
Table 2.B.1: Descriptive statistics (Mar 2010 - Jul 2010)
The table presents daily trading activity and liquidity measures for 91 FTSE100 stocks that en-
tered the index between January 2010 and December 2011, with at least 100 transactions each
any day of the sample. Period. All numbers are cross-sectional averages of time-series Mean
or Median. Half depth and Half BO spread are time-weighted average; Eﬀective spread is re-
ported both as simple and volume-weighted average; hidden trades are defined as those exe-
cuted within the spread; oﬀ-book trades are defined as single transactions, outside the spread,
that do not respect theminimum tick restrictions. Sweep trades are aggregated in a single trans-
action.
Big 10 All Small 10
Mean Median Mean Median Mean Median
Market cap. 87.45 21.47 2.51
Number of trades 7765.21 6946.80 2543.36 2315.60 1146.19 1060.70
Total volume (‘000 GBP) 138282.42 120009.17 34839.99 30395.75 6940.07 6048.41
Trade size (GBP) 17797.34 16768.72 11070.15 10217.83 6347.93 5685.51
Trade size, hidden 13079.26 11080.24 13639.61 8540.98 12369.59 6706.49
Trade size, oﬀ-book 160674.59 109374.51 133078.60 77845.28 75314.25 42952.48
Trade duration (sec) 11.16 10.97 39.36 37.91 55.32 53.08
Half depth (GBP) 59091.80 57056.79 46669.62 44751.80 15212.44 14813.63
Half BO spread (bp) 2.51 2.51 4.79 4.75 7.07 6.98
Eﬀ. spread (bp) 2.00 1.99 3.65 3.63 5.15 5.08
VW Eﬀ. spread (bp) 2.07 2.06 3.82 3.78 5.37 5.25
Realised volatility (bp) 173.23 166.96 164.70 155.84 200.29 191.51
Perc. hidden trades 5.15 4.50 4.40
Perc. oﬀ-book trades 2.02 0.93 0.85
Reporting delay (sec) 0 0 0
Table 2.B.2 reports the hourly average of liquidity commonality together
with a set of variables measuring high-frequency quoting, market conditions,
trading behaviour and informational eﬃciency. We report the averages within
each period.
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Table 2.B.2: Hourly patterns in microstructure variables and liquidity com-
monality
This table reports Mar 2011 - Jul 2011
8 9 10 11 12 13 14 15 16
BO spread
Mean (bips) 5.83 4.84 4.50 4.40 4.41 4.37 4.17 3.92 3.54
Commonality (R2) 30.48 30.71 28.68 26.46 26.37 28.51 29.71 30.61 24.08
Eﬀective spread
Mean (bips) 4.35 3.69 3.46 3.38 3.38 3.40 3.28 3.14 2.96
Commonality (R2) 19.94 20.65 18.98 18.02 17.93 19.85 19.47 21.44 19.32
Half depth
Mean (1000GBP) 67.43 81.00 86.78 88.96 87.90 92.08 100.24 110.63 138.58
Commonality (R2) 16.17 15.38 15.39 15.93 14.37 17.14 19.41 22.13 21.81
High-frequency quoting
Messages per GBP10000 17.57 23.66 25.09 28.18 32.15 26.10 19.10 14.06 7.93
Price impact
Amihud (% per GBP1mil) 0.77 0.48 0.44 0.46 0.47 0.43 0.32 0.23 0.23
λ(order flow) 5.72 4.43 3.86 3.57 3.36 3.77 4.15 4.38 4.34
Trading variables
Total volume (GBP1mil) 2.51 2.75 2.48 2.20 1.99 2.42 3.41 4.43 2.79
RV midquote (bips) 42.57 38.94 34.43 31.53 28.92 33.58 36.26 37.89 24.21
RV price (bips) 55.01 51.53 46.25 42.61 39.59 45.21 48.39 50.72 33.35
Order flow
Size (std.) 0.80 0.81 0.82 0.83 0.84 0.82 0.79 0.75 0.72
Autocorrelation 0.03 0.05 0.05 0.05 0.04 0.03 0.03 0.02 0
Order Imbalance
Size (std.) 0.30 0.32 0.32 0.33 0.33 0.33 0.30 0.28 0.26
Autocorrelation 0.41 0.46 0.47 0.49 0.50 0.48 0.44 0.40 0.35
Informational eﬃciency
Returns autocorr. (abs.) 0.17 0.17 0.18 0.19 0.20 0.19 0.17 0.17 0.23
Variance ratio 0.30 0.26 0.26 0.26 0.26 0.27 0.25 0.25 0.33
Appendix 2.C Some comments on PCA
The central idea of principal component analysis (PCA) is to reduce the dimen-
sionality of a dataset consisting of a large number of interrelated variables, trans-
forming them into a new set of variables, the principal components (PCs). The
number of PCs should be small, though retaining much of the variation of the
original data, and the PCs should be uncorrelated so that they are not redun-
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dant.
ConsiderX = (X1, . . . , Xn)′, a vector of n random variables (RVs), and sup-
pose that we are interested in studying the relationship between these variables.
Unless n is small, it would not be very useful to look at all the 1
2
n(n− 1) covari-
ance and n variances. Instead, it would be ideal to transform the variables such
that the new variables retain much of the information contained in the covari-
ances. The first step is to look for a linear combination, for exampleα′1X , of the
elements of X , having the maximum variance. The vector α1 = (α11, . . . , αn)′
is a weighting vector of finite coeﬃcients that maximises:
V ar(α′1X) = α
′
1Σα1, (2.C.1)
where Σ ≡ Cov(X). Since it is not possible, for finite α1, to find a solution to
the quadratic form in (2.C.1), we need to impose a normalisation constraint on
α1. Diﬀerent constraints can be imposed, but a classic one is α′1α1 = 1, which
means thatα1 has unit length. We can nowexpress the problemas a constrained
optimisation:
max α′1Σα1 (2.C.2)
s.t. α′1α1 = 1
Assuming that Σ is known, the problem in (2.C.2) can be solved setting up the
standard Lagrange multipliers and solving the first order condition (FOC):
L = α′1Σα1 − λ(α′1α1 − 1) (2.C.3)
∂L
∂α1
= 0 (2.C.4)
Σα1 − λα1 = 0 (2.C.5)
(Σ− λIn)α1 = 0. (2.C.6)
Thus, one can notice that, to satisfy the last two equations, λ must be an eigen-
value of Σ and α1 is its corresponding eigenvector. To decide which of the
n eigenvalues of Σ we should choose, notice that the quantity to maximise is
α′1Σα1 = α
′
1λα1 = λ, by equation (2.C.5). Then, it is possible to conclude that
102 APPENDIX 2.C
λ = λ1 is the largest eigenvalue of Σ and it also corresponds to the variance of
the first PC.
The second PC ofX is the linear combination α′2X that maximises α′2Σα2,
with an additional constraint: we do not want PC2 to contain information that
is already contained in PC1. This means PC2 must be orthogonal to PC1, i.e.
Cov(α′1X,α
′
2X) = 0. But:
Cov(α′1X,α
′
2X) = α
′
1Σα2 = α
′
2Σα1 (2.C.7)
= α′2λ1α1 because of (2.C.5) (2.C.8)
= λ1α
′
2α1 (2.C.9)
= λ1α
′
1α2, (2.C.10)
so the orthogonality condition can be expressed using either of the formulas
above. For simplicity, the last one is chosen and we write down the problem as
the following constrained optimisation:
max α′2Σα2 (2.C.11)
s.t. α′2α2 = 1 (2.C.12)
α′2α1 = 0, (2.C.13)
which is solved as above. Hence:
L = α′2Σα2 − λ(α′2α2 − 1)− φα′2α1 (2.C.14)
∂L
∂α2
= 0 (2.C.15)
2Σα2 − 2λα2 − φα1 = 0. (2.C.16)
Nowwe need to find the values of the Lagrangemultipliers, λ and φ, that satisfy
equation (2.C.16). Multiplying (2.C.16) by 1
2
α′1 from the left gives:
α′1Σα2 − λα′1α2 −
1
2
φα′1α1 = 0, (2.C.17)
which gives the solution φ = 0, given constraints (2.C.12) - (2.C.13). Therefore,
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we are left with:
Σα2 − λα2 = 0 (2.C.18)
(Σ− λIn)α2 = 0. (2.C.19)
Thus, λ is again one of the n eigenvalues ofΣ andα2 is its corresponding eigen-
vector. Since maximising V ar(α′2X) is the same as maximising λ, we are going
to choose the largest eigenvalue that is not equal to λ1, assuming thatΣ does not
have repeated eigenvalues. So, λ = λ2, the second largest eigenvalue. The pro-
cedure can be generalised and the r-th PC ofX is the linear combination α′rX ,
with V ar(α′rX) = λr and αr the corresponding eigenvector. Note that there
exists other methods to derive the principal components, for example through
geometric optimisation. See Jolliﬀe (2002) for more details.
In the classic derivation of PCA, it is assumed that the covariance matrix of
X , Σ, is known and that it does not have repeated eigenvalues.
The equality of eigenvalues (and hence of variances of PCs) is more a theo-
retical than a practical problem, because it would be very unlikely that two or
more stocks have exactly the same variance.
When Σ is unknown it is replaced with an unbiased covariance estimator,
which makes some distributional assumptions (e.g. multivariate normality of
X). Furthermore, the main inferential results on eigenvalues rely on the inde-
pendence (or weak dependence) ofX1, . . . ,Xn as well as multivariate normal-
ity. These asymptotic results show that the eigenvalues of the sample covariance
matrix are consistent and asymptotically normal estimators of the population
eigenvalues, at least when the data follow a multivariate normal distribution.
However, the derivation of PCA does not require the normality assumption.
So, if the aim is not to make inference, PCA works well also with non-Gaussian
data. Indeed, PCA is extremely eﬃcient at representing multivariate normally
distributed data, where uncorrelatedness implies independence. Thus, when
data is non-gaussian, higher order statistics might need to be taken into account.

Chapter 3
The dynamics of systematic risk in a
large equity portfolioH
3.1 Introduction
The analysis of comovements between stock returns is at the heart of empirical
asset pricing. Portfolio managers invest internationally [Heston and Rouwen-
horst (1995), Bekaert et al. (2009)] and this requires the knowledge of relevant
common factors and their importance for stock returns, both for risk manage-
ment and for asset allocation purposes.
Searching for themost influential factors, various researchers have concluded
that global, country- and region-specific factors are more important than indus-
try ones in explaining the cross-section of expected returns [e.g., Heston and
Rouwenhorst (1995), Griﬃn (2002), Bekaert et al. (2009), Fama andFrench (2017),
Ando and Bai (2017)]1. Nevertheless, factor loadings have been shown to vary
HA joint research paper with Prof. Eric Hillebrand, Jakob Mikkelsen and Prof. Giovanni
Urga entitled “Global comovements of stock returns using a multi-level factor model with time-
varying parameters” is based on the results of this chapter. The paper has been presented at the
“19th OxMetrics User Conference” (Paris, 11th September 2017), the “40th International Panel
Data Conference” (Thessaloniki, 7th July 2017), the “18th OxMetrics User Conference” (London,
12th September 2016), and the “2016 PhD Research Days” (London, 9th June 2016).
1There is a small number of papers that argue that the relative influence of industry and
country factors depends on the sample period. However, Bekaert et al. (2009) shows that the
relevance of the industry factors was a short-lived phenomenon.
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over time, making it diﬃcult for the investor to estimate the riskiness of a firm
and its cost of equity. For instance, Fama andFrench (1997) remark that “. . . there
is strong variation through time in the CAPM and the three-factor risk loadings
of industries. . . ” and the problems are even stronger for individual firms and
investment projects. Consequently, also the relative importance of global versus
group specific factors is time-varying and diﬃcult to estimate. However, so far
the literature has assessed the time-varying relevance of global and regional fac-
tors using rolling window estimation [see, among others, Bekaert et al. (2009),
Hirata and Otrok (2013)], whose results dependent on a nuisance parameter -
the length of the window - and whose consistency has not been proven2.
In the field of asset pricing, several researchers have estimated factor mod-
els with time-varying loadings but the results are limited to models with ob-
servable factors (CAPM and Fama-French extensions). At first, various authors
have assumed that the factor loading is a function of economic state variables
[Robichek and Cohn (1974), Shanken (1990), Rosenberg and Guy (1995), Ferson
et al. (2002), Santos and Veronesi (2004)], leading to the derivation of the condi-
tional CAPM. Intuitively, a firm in distress is more likely to report low earnings
when the economy is in a bad state. However, Ghysels (1998) and Lewellen and
Nagel (2006), among others, point out that the loading estimates are highly de-
pendent on the assumed information set and, in case of misspecification, the
unconditional CAPM works better. To avoid this drawback, a recent strand of
literature makes use of non-parametric estimation to retrieve factor loadings
fromhigh-frequency data [e.g. Bollerslev andZhang (2003), Patton andVerardo
(2012) and references therein]. Unfortunately, non-parametric estimation disre-
gards the parameters driving the dynamics of the loadings, which have been
shown to contain important information for asset prices. For instance, Arm-
strong et al. (2013) develop a model where uncertainty about a firm’s loading
is negatively related to expected returns. The main limitation of this literature
is that the analysis of factor loadings highly depends on the prior identification
of the factors. In particular, because the factors in the asset pricing theory are
unknown, the authors focus solely on the loading of the market factor.
2Recently, Gagliardini et al. (2016) prove the consistency of the two-pass estimation of a fac-
tor model with time-varying parameters that are function of stock specific and macroeconomic
variables, as in Shanken (1990).
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Thus, the main aim of this paper is twofold. First, we evaluate the contri-
bution of unobserved global and regional factors to the overall variance in the
portfolio. Second, we test whether the dynamics (uncertainty and persistence)
of time-varying loadings are related to asset prices and investors.
To answer these questions, we use a panel of 2000 stock returns from six
worlds regions from January 2006 to January 2016. We formulate a factormodel
where stock returns are assumed to be function of two types of factors: global
(one observed financial factor and one latent non-financial factor) and region-
specific (one latent factor per region). This modelling choice is motivated by
Boivin and Ng (2006), who show that increasing N does not always help the
estimation of the common factors when there is large cross-sectional correla-
tion in groups of variables. Goyal et al. (2008) use the clustering of Nasdaq-
and NYSE-listed stocks to identify common factors. Ando and Bai (2017) let
the group membership of a stock be an unknown parameter to be estimated.
The global financial factor in our model is the S&P500 Financials Index while
the global and region latent factors are estimated with principal components
analysis (PCA). Furthermore, in our model the loadings of each return on the
factors vary over time, thus themodel is an extension of Breitung and Eickmeier
(2015). The principal component is a consistent estimator of the unknown fac-
tors in presence of time-varying loadings for large panels withN, T →∞: Bates
et al. (2013) prove average consistency in t, while Mikkelsen et al. (2015) prove
uniform consistency in t if T
N2
→ 0 is satisfied.
There is a great deal of empirical evidence in favour of modelling loadings
as time-varying parameters. Stock and Watson (2009) find significant improve-
ment in forecasting macro variables when coeﬃcients are allowed to change
after a structural break. Del Negro and Otrok (2008) and Eickmeier et al. (2015)
estimate factor models with loadings modelled as genuine random walks us-
ing large panels of macro data. On the theoretical side, Bates et al. (2013) show
that the principal component estimator remains consistent if the loadings are
stationary, experience a structural break, or they are random walks of the type
λit = λi,t−1+T−3/4ηit. Recently, Mikkelsen et al. (2015) prove that the maximum
likelihood estimator (MLE) of the parameters of autoregressive loadings pro-
cesses is consistent. We apply this theory to specify and estimate our dynamic
factor model. Andersen et al. (2006) find that stock beta is best approximated
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by a stationary I(0) process, due to a cancellation process in the ratio of covari-
ance and market variance. Stationary fluctuations of factor loadings reconcile
with theories of corporate finance. First, systematic risk is a decreasing function
of investment because the level of investment increases with the availability of
low risk projects [Berk et al. (1999), Cooper and Priestley (2011)], in alignment
with pro-cyclical macroeconomic factors. Predictions from real options models
[e.g. Carlson et al. (2006)] agree with this mechanism because undertaking a
real investment can be considered as exercising a risky option, which makes
systematic risk falling. Second, the beta of a firm increases around earning an-
nouncement [Savor and Wilson (2016)] and before Seasoned Equity Oﬀerings
[Carlson et al. (2010)], while gradually decreasing afterwards. Finally, enter-
taining takeover bids temporarily modifies the beta of a firm according to the
diﬀerence with the beta of the target Hackbarth and Morellec (2008), because
the new entity will have an average beta of the two firms.
Factor models can be either estimated on portfolios, as proposed by Fama
and French (1997), or on individual stocks. Estimating the model stock by stock
has two main advantages. First, it avoids the loss of information caused by
grouping the stocks into portfolioswhen testing for the pricing ofmarket anoma-
lies, such as size or value [Ang et al. (2017), Gagliardini et al. (2016)]. Second,
it allows to test if the dynamics of factor loadings (uncertainty and persistence)
are related to expected returns. Lately, Armstrong et al. (2013) provide evidence
of a negative relationship between factor loading uncertainty and future stock
returns in a CAPM setting. We extend this to the case of global and region latent
factors.
The empirical analysis suggests interesting findings. First, using canonical
correlation analysis, we find that our estimated factors are linear combinations
of Fama and French’smarket, value and size factors. Thus, our estimated factors
correctly capture the risk at which firms are exposed. Second, we find that the
relative importance of unobserved regional and global factors is time-varying,
with the global one becoming more relevant when firms are exposed to global
shocks. For instance, Energy stocks started to bemore exposed to global shocks,
both during the Great Financial Crisis (GFC) and from the beginning of 2015,
due to the shocks to oil price. Third, the dynamics (persistence and variance)
of the factor loading are related to the profile of a company. We find that big-
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ger firms have larger exposure to financial and regional common factors, while
there is no clear diﬀerence across global factor loading quantiles, supporting
the result of Fama and French (2017). I.e. a global version of the factor model is
not able to price the cross-section of stock returns. Expected returns are higher
when the variance of financial and global factor loadings is large, while they are
lower when the variance of the regional factor loading is large. This decreasing
relationship is in line with the finding of Armstrong et al. (2013) for US stocks.
However, our model suggests that there is a premium for holding stocks whose
global systematic risk is very volatile. Finally, expected returns are decreasing
in the persistence of financial and global factor loadings, implying that there is
no premium for holding firms with highly persistent factor exposures.
The remainder of the paper is organised as follows. Section 3.2 presents the
model and the estimation procedure. Section 3.3 describe our data base and
the identification of the factors. Section 3.4 presents the estimation results. Sec-
tion 3.5 compares our time-varying loading factormodelwith onewith constant
loadings. Section 3.6 uses our model to analyses the comovements between
stock returns. Section 3.7 connects the loadings persistence and variance to the
profile of the firm. Section 3.8 concludes.
3.2 Model
Factor models are useful to analyse comovements in equity markets [Bekaert
et al. (2009), Bekaert et al. (2014)], to test for market integration [Flood and Rose
(2005)], and for contagion across countries and asset classes [Dungey and Mar-
tin (2007), Belvisi et al. (2016)]. In this section, we introduce the two-level factor
model with time varying loadings, and the estimation procedures for factor ex-
traction and loading estimation via maximum likelihood estimation (MLE).
3.2.1 A two-level factor model with time-varying loadings
We have N stocks in total. We divide them into regions R1, R2, . . . , RK . Each
region has nk stocks, thus
∑K
k=1 nk = N . The log-return ri,t on stock i in week t
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is modelled as:
ri,t = ai,tOt + bi,tGt +
K∑
k=1
ci,tFk,t1{i∈Rk} + ei,t, ei,t ∼ N(0, ψi) (3.1)
for i = 1, . . . , N and t = 1, . . . , T . Ot is an observable global factor, Gt is an
unobservable (latent) global factor and Fk,t is an unobservable factor specific
to stocks in region Rk, for k = 1, . . . , K. The factor loadings vary over time
according to the following specification:
ai,t = (1− φOi )a¯i + φOn ai,t−1 + ηOi,t, ηOi,t ∼ iidN(0, qOi )
bi,t = (1− φGi )b¯i + φGn bi,t−1 + ηGi,t, ηGi,t ∼ iidN(0, qGi )
ci,t = (1− φji )c¯i + φjnci,t−1 + ηji,t, ηji,t ∼ iidN(0, qji )
Note that Ot can be thought of as a known factor or it can be estimated using
PCA. The model could easily accommodate multiple regional factors, but to
keep the structure interpretable we assume that there is one factor for each re-
gion. After a sign identification, this allows us to have amulti-factormodelwith
interpretable statistical factors (each region factor is the main regional driver of
returns). The total number of factors in the model is denoted bym = K + 2.
The main innovation of the model is to let the loadings vary over time. We
specify the dynamics of the factor loadings by stacking ai,t, bi,t, ci,t in the load-
ing vector λi,t. The formulation in Eq. (3.1) implies a sparsity condition in the
loading matrix, so that λi,t is an m-dimensional vector that contains the same
number of non-zero elements for all i. For instance λ1t = (a1t, b1t, c1t, 0, . . . , 0)′
and λ2t = (a2t, b2t, 0, c2t, 0, . . . )′. The non-zero elements of λi,t evolve as the fol-
lowing vector autoregression:
λit = (I− Φi)λ¯i + Φiλi,t−1 + ηit (3.2)
where λ¯i = E(λit) = (a¯i, b¯i, c¯i)′ is the unconditionalmeanvector,Φi = diag(φOi , φGi , φRi )
is the persistence parameter matrix and the characteristic roots of Eq. (3.2) lie
outside the unit circle. Qi ≡ E(ηitη′it) = diag(qOi , qGi , qRi ) is the covariance matrix
of the innovations ηit, which is a Gaussian white noise process. Thus, the load-
ings of stock i on the three factors evolve as independent autoregressive (AR)
3.2. MODEL 111
processes of order one, around their respective unconditional means, a¯i, b¯i and
c¯i, with AR coeﬃcient φfi , f ∈ {O,G,R}, and condition |φfi | < 1 satisfied for all
f . The higher φfi the higher the weight of the factor loading at t − 1 in deter-
mining the loading today and the lower the weight on its unconditional mean.
Stationarity of the loadings onmarket factors has been demonstrated by, among
others, Andersen et al. (2006) and Patton and Verardo (2012) andwe extend this
to the case of global and regional factors.
Furthermore, to simplify the exposition we cluster the model by region:

r1,·t
r2,·t
...
rK,·t
 =

A1t
A2t
...
AKt
Ot +

B1t C1t 0 · · · 0
B2t 0 C2t · · · 0
... ... . . . ...
BKt 0 · · · · · · CKt


Gt
F1t
F2t
...
FKt

+

e1,·t
e2,·t
...
eK,·t
 (3.3)
where rk,·t is the vector of returns on the nk stocks in regionRk and k = 1, . . . , K.
Ak,t, Bk,t and Ck,t are the nk × 1 vectors of loadings on the financial, global and
regional factor, respectively. The peculiarity of the two-level structure is that
stocks in regionRk are not influenced by shocks that are specific to other regions,
which render the estimation of the factors more challenging than in the case
where all stocks load on all factors. Breitung and Eickmeier (2015) and Wang
(2010) show that regional and global factors can be disentangled by adding the
sparsity as in Eq. (3.3). Finally, the model for the N stocks can be written in a
more compact form as:
rt = AtOt + B∗tFt + et, (3.4)
or
rt = ΛtF
∗
t + et, (3.5)
where rt = (r′1t, . . . , r′Kt)′, Λt = (At,B∗t ) and F ∗t = (Ot, Ft)′. The covariance ma-
trix of idiosyncratic errors et isΨ0 ≡ E(ete′t). To summarise, theN -dimensional
vector of returns rt is generated by m ≪ N global and region factors, time-
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varying factor loadings Λt = (λ1t, . . . , λit, . . . , λNt)′ and normally distributed
idiosyncratic errors et = (e1t, . . . , eit, . . . , eNt)′.
With known factors, Specification (3.1) - (3.2) can bewritten and estimated in
a linear state-space form as in Harvey (1990). With unknown factors, Mikkelsen
et al. (2015) prove that the MLE of Φi, λ¯i, Qi and ψi is consistent as N, T → ∞.
An alternative model specification is one where the loadings are static and the
dynamics of the factors are estimated with the Kalman filter. However, since
the Asset Pricing Theory assumes that stock prices are generated by a set of
unpredictable factors, we follow the same rationale in the specification of our
model. Furthermore, estimating stock-specific loadings dynamics allows one
to sort stocks by loading variance or persistence, similarly to Armstrong et al.
(2013). Estimating both the dynamics of the factors and the loadings is as pos-
sible extension of our model, but we leave this for future research3.
In the next section, we present the procedure for the estimation of themodel.
3.2.2 Estimation
The estimation procedure consists of two steps. First, global and regional fac-
tors are estimated using a sequential least squares estimator assuming constant
loadings. Second, we treat the estimated factors as observed quantities in the
likelihood function used to estimate the unknown loadings and variance param-
eters in Eqs. (3.1) - (3.2) via MLE.
Principal Component Estimation of the Latent Factors
The principal component estimator treats the loadings as constant over time and
we use it to estimate the common factors in the following model:
yt = B∗Ft + ut, (3.6)
where yt is the residual from the regression of rt against Ot. Essentially, yt is
orthogonal to the observable factor and consequently the global and regional
factors will not be influenced by the variation in Ot. This ensures that we can
3We thank Professor Catherine Doz for this suggestion.
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disentangle two risk factors that aﬀect all assets in the portfolio: the first is rep-
resented by the financial sector and the second is a non-financial latent global
factor.
The estimated Principal Components (PC) are consistent in the presence of
stationary fluctuations of the loadings around a constant mean. In particular,
we make use of the results in both Bates et al. (2013), who prove the average
convergence in t of the PCs to the true factor space and Mikkelsen et al. (2015),
who prove also that the PCs uniformly converge in twhen T
N2
→ 0.
The principal component estimatorminimises the following sum of squared
residuals:
S(F,B∗) =
T∑
t=1
(yt − B∗Ft)′(yt − B∗Ft) (3.7)
=
K∑
k=1
nk∑
i=1
T∑
t=1
(yi,t − biGt − ciFk,t1{i∈Rk})2. (3.8)
Since both B∗ and Ft are unobserved, we need to impose the following identify-
ing restrictions to reach a unique solution.
IR1 T−1
∑T
t=1G
2
t = 1 and T−1
∑T
t=1 F
2
k,t = 1.
IR2 T−1
∑T
t=1 Fk,tG
′
t = 0 for all j. This makes sure that regional factors are
orthogonal to the global one.
IR3
∑T
t=1 Fk,tS
′
k,t > 0. This identifies the sign of the factors. Thus, Fk is nor-
malised to ensure that T−1
∑T
t=1 Fk,tS
′
k,t > 0, where Sk,t is the biggest coun-
try’s stockmarket index return at time t in region k. This fixes the rotation
indeterminacy and allows to interpret the sign of the factor loadings.
Wang (2010) shows that the restrictions IR1 and IR2 ensure that all parameters
are identified, while IR3 is also used by Hirata and Otrok (2013) and Breitung
and Eickmeier (2015). Note that we do not need to assume T−1
∑T
t=1 FtFt = Im
as in standard factor analysis, thus the regional factors can be correlated across
each other. The sparsity assumptions in Eq. (3.3) ensures that this does not
create any multicollinearity issue. The following estimation algorithm follows
from Breitung and Eickmeier (2015):
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1. Initialise the global and regional factors in Eq. (3.6) with suitable values4,
F̂t,(0), and estimate the zero-stage loadings B̂∗(0) from N time series OLS
regressions of yt on F̂t,(0).
2. The estimated loadings are then used as regressors in yt = Ft,(1)B̂∗(0) + u˜t
to get the update of the factors at stage one, F̂t,(1), by OLS.
3. At stage s, update Ft,(s) by regressing yt on B̂∗(s−1) and estimate B∗(s) by
regressing yt on F̂t,(s).
4. Step 3 is repeated until convergence of S(F̂(s), B̂∗(s)) to a minimum.
Maximum Likelihood Estimation of the Time-varying Loadings
The last step is the estimation ofΦi, λi, Qi and ψi, for i = 1, . . . , N , using the two-
step maximum likelihood estimator proposed by Mikkelsen et al. (2015). The
authors prove that the feasible likelihood function, which replaces the unob-
served factors with PCs, convergences uniformly to the infeasible one, despite
the presence of estimation error in the principal components and time-variation
in the loadings.
In our model, the global and regional factors control for cross-sectional de-
pendence in the returns, taking into account the fact that the market is par-
titioned in groups [Goyal et al. (2008)]. This allows to estimate the loadings
parameters by a set on N univariate regressions where the latent factors are
replaced by principal components. However, even if we do not fully capture
the cross-sectional dependence in the errors, the MLE remains consistent. The
framework is robust to the presence of temporal dependence in the errors with
time-varying loadings capturing most of the volatility clustering. We refer to
Mikkelsen et al. (2015) for details on the two-step estimation procedure.
Thus, conditional on the factors, ri is uncorrelated among stocks and the
likelihood can be analysed separately for each i. Thus, if ri is the T × 1 vector
of time-series observations for stock i, we can write:
ri = F̂
∗
Λi + ei, (3.9)
where F̂
∗
= diag(F̂ ∗′1 , . . . , F̂
∗′
T ) is a T × mT block-diagonal matrix that stack to-
4We initialise the algorithmwith the first PC of all stocks (for the global factor) and the first
PC of each group of stocks clustered by region (for the regional factor).
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gether the time series observations on the estimated factors, with diagonal el-
ements F̂ ∗′t = (Ôt, Ĝt, F̂1t, . . . , F̂Kt) representing the observations of each factor
at time t. Λi = (λ′i1, . . . , λ′iT ) is a Tm× 1 vector.
Assuming that the idiosyncratic errors are normally distributed, the likeli-
hood function for ri is Gaussian and, conditional on F̂ ∗ = (F̂ ∗1 , . . . , F̂ ∗T )′, can be
specified as follows:
L̂T (ri|F̂ ∗; θi) = −1
2
log(2pi)− 1
2T
log|Σi| − 1
2T
(ri−E(ri))′Σ−1i (ri−E(ri)), (3.10)
with parameter vector θi = {Φi, λi, Qi, ψi} for each i. E(ri) = (F ∗′1 λ0i , . . . , F ∗′T λ0i )
is the T × 1 mean vector of ri and its covariance matrix is Σi ≡ V ar(ri) =
F̂
∗
V ar(Λi)F̂
∗
+ ψiIT . Eq. (3.10) represents the feasible likelihood because the
factors F̂ ∗ are estimated. Finally, the maximum likelihood estimator of θi is:
θ̂i = argmax
θ
L̂T (ri|F̂ ∗; θi), (3.11)
for each i. In practice, Eqs. (3.2) and (3.9) can be expressed as a linear state-
space model and the likelihood is maximised via the Kalman filter. Theorem 1
in Mikkelsen et al. (2015) shows that θ̂i
p→ θ0i , so the estimates are consistent5
and converge in probability to their true values θ0i .
3.3 Data and identification
In this sectionwe present the database, the data preparation and the descriptive
statistics, together with some figures that outline the region and sector trends
of equity markets between 2006 and 2016.
5The theoretical result is based on cross-sectional independence of errors and on the uni-
form consistency of the principal component. In our modelling framework, errors can be as-
sumed to be uncorrelated because the group factors capture the cross-sectional correlation.
Furthermore, uniform consistency in t of the principal components holds if TN2 → 0 and
max
t
||Ft|| ≤ M . The first condition is satisfied because of the structure of our panel. We have
that N > T , but also T
n2k
→ 0 for all k. The second condition does not aﬀect our results because
we are not interested in estimating the parameters of the dynamics of Ft. See Mikkelsen et al.
(2015) for more details.
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3.3.1 Database Details
The sample period starts on Friday 13 January 2006 and ends on Friday 8 Jan-
uary 2016, a total of 521 weekly observations. This period contains various
shocks that are interesting to analyse: the great financial crisis (GFC) of 2007-
2008; the European sovereign debt crisis of 2011-2012; the Arab spring of 2011;
and the oil shocks of 2015. Our universe include 1815 stocks that have been part
of the main stock market index of 55 countries during the sample period and
have complete time series of prices. Table 3.1 reports details of the number of
stocks that survived our screening. The data is downloaded from Bloomberg
and the universe resembles the one used by Bekaert et al. (2014). For each firm,
we download the following variables: share price, number of shares outstand-
ing, total assets and total debt. Prices refer to the last transaction of the week
reported by the exchange, adjusted for subsequent splits but not for subsequent
dividends. Working with weekly prices is especially convenient to avoid the
problems caused by trading asynchronism of stocks listed in countries with dif-
ferent time zones. The balance sheet data is available at quarterly frequency.
To reduce the look-ahead bias we consider all stocks that entered the index
during our sample period. This procedure limits the survivorship bias, which
could be particularly severe in our sample period, considering the changes in
composition of indexes that occurred in 2008. Table 3.1 reports detailed infor-
mation on each stock market index.
[Table 3.1 about here.]
Prices are expressed in US dollars, and returns in the model are calculated
as the first diﬀerence of the natural logarithm of the share prices. Each stock
return is demeaned by subtracting the sample mean and scaled by dividing
each series by the standard deviation. Before performing PCA, the data have
been winsorised at the 99% level, while the dependent variable is not modified,
so that outliers are captured by the time-varying loadings.
3.3.2 Observed factor
We define Ot as the US financial factor that captures a known source of risk
that impacts all stocks in all regions. Other authors show that this factor plays
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an important role in explaining the cross-section of returns [e.g Bekaert et al.
(2014)].
3.3.3 Region classification
There is evidence that shocks to share prices aremore region specific than sector
specific. Common currency, geographic proximity, similar stage of economic de-
velopment or distribution of wealth are more resilient than sector membership.
Heston and Rouwenhorst (1995), Griﬃn (2002), Bekaert et al. (2009) are some
of the authors supporting the superiority of country factors. Recently, Ando
and Bai (2017) let the group membership of a stock be an unknown parameter
in the model and reach the same conclusion. We classify our universe of 2000
stocks into six geographical regions, in line with Hirata and Otrok (2013) and
Breitung and Eickmeier (2015). The regions are: North America, Latin Amer-
ica, Asia-Pacific, Western Europe, Emerging Europe and Middle-East & Africa
(MEA). This classification will be used to identify the region-specific factors
in our model. The region composition is reported in Table 3.1. Furthermore,
we aggregate the factor exposures by sector in order to understand if there is
a sector-specific response (exposure) to the common factors. We use the fol-
lowing six sectors classified by Bloomberg: Basic Materials, Communications,
Consumer Cyclical, Consumer Non-cyclical, Diversified, Energy, Financial, In-
dustrial, Technology and Utilities.
Below we report a graphical representation of our model.
Visual representation of our model
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(𝑟1,⋅𝑡)
(𝑟2,⋅𝑡)
(𝑟3,⋅𝑡)
[ 𝐹𝐼𝑁𝐴𝑁𝐶𝐼𝐴𝐿𝑡, 𝐺𝐿𝑂𝐵𝐴𝐿𝑡 ]
𝑅𝐸𝐺𝐼𝑂𝑁1𝑡
𝑛1 × 1
𝑛2 × 1
𝑛3 × 1
Group-specific factors Global factors
𝑅𝐸𝐺𝐼𝑂𝑁2𝑡
𝑅𝐸𝐺𝐼𝑂𝑁3𝑡
Unobservable
Unobservable
Observable
3.3.4 Summary statistics
Table 3.2 report the summary statistics of simple returns (in %), market capi-
talisation, total assets and total debt of the 1815 companies that survived the
cleaning procedures. Simple returns are non-Gaussian for all regions and sec-
tors. In our empirical application, we use log-returns to make the distribution
more similar to a Gaussian distribution. We report the average pair-wise Pear-
son correlation coeﬃcient among the stocks in each group (region or sector),
which gives a snapshot of the dependence between firms in each region and sec-
tor. Middle East & Africa has the lowest value, with a coeﬃcient of 0.159, which
can be expected given the economic diversity of this area. North America and
Western Europe have a correlation of 0.378 and 0.424 respectively. The sector
with the highest level of linear dependence is Energy, at 0.362. The balance sheet
data are in line with expectations. For instance, North-American and Western
European stocks have the highest average market capitalisation. The biggest
companies that survived our screenings are: Apple (US); Vodafone (WestEur);
GazProm (EmEur); China Petroleum (Asia). We exclude Financials from our
analysis, given the peculiar nature of their balance sheet. Consequently, Energy
stocks are themost capitalised, with amean value of $25 billion and amedian of
$8 billion. Utilities and Energy stocks are the ones with larger assets and debt,
in line with the infrastructures needed for the business.
[Table 3.2 about here.]
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3.4 Estimation results
In this section, we present the estimated factors (one global and six regional),
their corresponding time-varying loadings andwe explore the benefits of allow-
ing the loadings to vary over time in terms of model fit and misspecification.
3.4.1 Mapping the estimated factors to exogenous variables
Fig. 3.1 plots the estimated global factor and the regional factors for Asia-Pacific,
EmergingEurope, LatinAmerica,Middle-EastAfrica, NorthAmerica andWest-
ern Europe. The factors are estimated by PCA from the model with static load-
ing shown in Eq. (3.6) and they are rotated such that they are positively corre-
lated with the stock market index of the biggest country in the region.
The global factor in Panel 3.1a captures a source of global risk uncorrelated
with US Financials and its fluctuations are related to the overall trend of equity
markets during our sample period. Together with the global factor, we plot a
double-sided two-month moving average. Even after taking into account the
shocks coming from US financial institutions, in 2008 the stocks of the major
stock markets around the world experienced a substantial drop. This can be
attributed to financial contagion [Bekaert et al. (2014)]. Other periods of consec-
utive negative returns can be seen in 2011 (around the sovereign-debt crisis) and
between the end of 2014 and the beginning of 2015 (the period corresponding
to a large drop in oil price).
Ourmodel also allows to disentangle global and region-specific factors. The
regional factors capture unknown shocks that aﬀect only the firms in that region.
We find that the impact of the Global Financial Crisis of 2008 was so pervasive
that, even if the regional factors are orthogonal to the global factor and the ob-
servable US financial risk, in 2008 there were very large region-specific nega-
tive shocks in all six regions. However, the magnitude of the negative shocks
in 2008 in the regional factors is smaller than the one of the global factor, and
other shocks become more evident. This is an advantage of our model. All the
regional factors display heteroscedasticity, in particular around periods of mar-
ket turmoil. For instance, our estimated factors for Latin America and Emerg-
ing Europe experienced consecutive large negative shocks and excess volatility
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during the oil shocks of 2014-2015. Specifically, countries of Latin America with
large oil reserves (e.g. Mexico) may have been particularly hit by the decrease in
oil price that started at the end of 2014. Lower oil prices have a negative impact
on oil producers and on countries whose GDP highly depend on oil exports,
while they have a positive eﬀect on companies whose costs depend on oil price
(e.g. airlines) and for net importers countries. This could also explain the diver-
gence of performance between Western Europe and Emerging Europe (which
includes Russia) in the last part of the sample.
[Figure 3.1 about here.]
Table 3.3 reports, in Panel A, the correlation among the six regional factors.
The sparsity of the loading matrix allows the estimated factors to be correlated
between one another because they do not interact in the model. The North
America factor is the most correlated with Latin America (which includes Mex-
ico) and Western Europe, with a Pearson correlation coeﬃcient of 0.429 and
0.483, respectively. Emerging Europe has the highest correlation with Latin
America with a Pearson correlation coeﬃcient of 0.441. Since the former re-
gion includes Russia and the latter Brazil, this connection may be due to the
presence of large oil companies in the stock market indexes of these countries.
The Middle-East Africa factor is uncorrelated with North America, Latin Amer-
ica and Western Europe, while it is mildly correlated with Asia-Pacific and
Emerging-Europe, with a correlation coeﬃcient of 0.210 and 0.131, respectively.
As a robustness check, in Panel B of Table 3.3 we report the Pearson correla-
tion coeﬃcients between the first principal component of the six regional portfo-
lios and the global PC, the S&P500 index and S&P500 Financials index, respec-
tively, where the factors are extracted separately from portfolios of stock returns
in the relevant region. As expected, the first PC for North America correlates
almost perfectly with the S&P500 index and the S&P500 Financials, with a cor-
relation coeﬃcient of 0.962 and 0.847, respectively. The firms based in Western
Europe also closelymimic the pattern of theUS stockmarkets, with correlations
as high as 0.821 for the S&P500 index. TheMiddle-East&Africa factor is the least
correlated with the fluctuations of the US stock market. All factors, except the
MEA, are highly correlated with a global factor, with coeﬃcients ranging from
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0.889 to 0.968. This evidence supports the main feature of our model which
allows to disentangle global and regional variation.
Finally, in Panel C of Table 3.3 we report the correlation coeﬃcients between
the estimated global and regional factors, the S&P500 index and S&P500 Fi-
nancials index, without orthogonalising the dependent variables against the
S&P500 Financials index. We notice that in this case there is a high correla-
tion between Global and North America factors and both S&P500 and S&P Fi-
nancials, which implies that the presence of contagion eﬀects of shocks coming
from the US stock markets. This makes the orthogonalisation with respect the
S&P Financials a natural approach to disentangle the global risk from the US
Financials risk.
[Table 3.3 about here.]
The connection with Fama-French factors
To understand what type of risk our factors are capturing, We now use canon-
ical correlation analysis (CCA) to map the estimated factors to the three (mar-
ket, value and size) Fama-French (FF) factors. CCA finds linear combinations
of sets of random variables that correlate with one another maximally. For
instance, if we have two vectors of random variables, X = (x1, . . . , xn)′ and
Y = (y1, . . . , ym)
′, CCA seeks theweights a and b such thatU = a′X and V = b′Y
maximise the Pearson correlation betweenU andV . {U, V } is called the first pair
of canonical variables. The second pairmaximises the same correlationwith the
constraint of being uncorrelated with the first pair, and so on, until min{m,n}
pairs. The canonical correlations are estimated using the time series data on xi,t
and yj,t. Thus, CCA is a useful tool to map the estimated principal components
with observable factors.
Table 3.4 reports the (squared) maximum canonical correlation between the
linear combinations of estimated factors and FF market, value and size factors.
PanelA reports the canonical correlation between all three factors, i.e. [Ot, Gt, Fj,t],
for j = 1, . . . , R, while Panel B reports the results using only the regional factors.
We use five sets of FF region-specific factors: Asia-Pacific (excluding Japan), Eu-
rope, Global, Global excluding US, and North America. Overall, we find that
the spaces spanned by the FF factors and by the factor estimated in this paper
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are very similar. This leads us to conclude that our model is correctly capturing
the risk to which firms are exposed. In particular, our three factors for Asia-
Pacific, Western Europe and North America correctly identify the FF factors
constructed with stocks in the respective regions, with canonical correlations
up to 0.958 in North America’s case. Only for Europe’s case, the FF factors have
a comparable canonical correlation with both our Western Europe and North
America estimated factors, as reported in Panel B. This is possibly due to the
integration between Europe and the US.
[Table 3.4 about here.]
3.4.2 Factor loadings
Our model allows to estimate, for each stock, the parameters (mean, variance
and persistence) driving the dynamics of the stock’s exposure to each factor. In
this section, we present the results for two selected stocks, and for the aggrega-
tion by either region or sector.
The factor exposure of two large firms
Fig. 3.2 reports the estimated time series of the three factor loadings for two
large firms: IBM and Tenaris. We choose to individually analyse these firms
because they are likely to be exposed to global determinants that are diﬃcult to
quantify and our model can provide guidance in their identification.
Figs 3.2a - 3.2c plot the financial, global and regional factor loadings for IBM,
respectively. On average, this firm ismost exposed to financial risk, with a factor
loading fluctuating around a level of 0.66. The global and regional factor load-
ings fluctuate around a similar long-run mean of about 0.3 but diﬀerent AR(1)
parameters (0.5 for the global and -0.22 for the regional factors, respectively). A
large AR(1) implies that the process spends a long time away from the long-run
average.
Figs 3.2d - 3.2f plot the financial, global and regional factor loadings for
Tenaris, respectively. Tenaris is a global company, headquartered in Luxem-
6Since the dependent variable is standardised, the factor loadings’ economic magnitude
corresponds to β standard deviations for one standard deviation increase in the factor.
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bourg and with business in over 20 countries. It deals with the construction,
distribution and service of steel pipes. Our model correctly identifies this com-
pany as highly exposed to both observed and unobserved global factors. How-
ever, these exposures have very diﬀerent dynamics. On the one hand, the expo-
sure to the financial factor is constant around a value of 0.537 with a negligible
variance that makes the AR(1) not identifiable. On the other hand, the exposure
to the global factor follows an AR(1) coeﬃcient of 0.94 close to the unit root case
suggesting a persistent exposure of Tenaris to global shocks.
Our factor loadings follow closely the idiosyncratic variations of stock re-
turns and identify some firm-specific events that the factors are not able to cap-
ture. For instance, the financial factor in Fig. 3.2a shows some negative spikes
which appear regularly in October from 2011 to 2015. These can be caused
by either third quarter earning announcements or the expiration of stock op-
tions. We can rule out that this could be caused by dividend payments, as these
happened quarterly in that period of time. Furthermore, the regional factor in
Fig. 3.2c exhibits a large drop in the third week of October 2014, which corre-
sponds to the announcement by IBM of a large fall in sales, 7 while the stock
market was rallying upwards. In that moment, the covariance between the mar-
ket and IBM return switched from positive to negative. These events caused the
loading to become temporarily negative, before reverting to its long run mean.
[Figure 3.2 about here.]
Aggregate results
Table 3.5 reports the average magnitude of the factor loadings, their persistence
(AR(1) parameter) and their volatilities, aggregated by either region or sector.
The loading magnitude is estimated via OLS from a static loading model, while
the AR(1) parameter and the variance are estimated via maximum likelihood
estimation from Eq. (3.1). The table also reports the percentage of stocks whose
loadings vary so little that they are indistinguishable from the OLS ones. We
set a loading volatility threshold to 0.018, under which it is very diﬃcult to iden-
7Source: “IBM shares tumble as profits and sales fall”, Financial Times.
8We consider volatilities smaller than this threshold numerically undistinguishable from
zero.
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tify the autoregressive parameter, and consider such loadings static. Assuming
that the goal of an equity investor is to estimate the systematic risk of a set of
stocks correctly, factor loadings with large AR(1) coeﬃcients and high variance
indicate stocks with very persistent exposure to factors.
First, we analyse the results by regions. The firms listed in North America
are the most exposed to the financial factor. This result might be due to some
endogeneity since some of the constituents of the S&P500 Financials are also
in our portfolio (19 firms). The second most exposed group is Western Europe,
with an average factor loading of 0.461. These firms, together with firms listed
in Latin America and Emerging Europe are relatively more exposed to financial
shocks than to global or regional shocks. Conversely, firms listed in MEA are
more exposed to regional than global shocks. Firms listed in the Asia-Pacific
region are the least exposed to the US financial risk. We report the percentage
of firms, within each group, with an AR(1) parameter larger than 0.5, defining
them as firms with very persistent factor loadings. Table 3.5 shows that the
regional factor loadings are the most persistent, implying higher predictability
of regional systematic risk compared to financial and global risk, in particular
for Asia-Pacific and MEA.
Second, we analyse the results by sectors. As to be expected, financial firms
are the most exposed to the financial factor. However, we do not find much
variation across sectors. Utilities stocks are the least exposed to the financial
factor. Energy stocks are the most exposed and Consumer Non-cyclical are the
least exposed to the estimated global factor. This is in line with expectations,
since Consumer Non-Cyclical stocks (e.g. food, beverages and tobacco) should
not follow global trends.
[Table 3.5 about here.]
3.5 The benefits of using time-varying factor
loadings
In this section, we compare the residuals obtained from a multi-level factor
model with static loadings with those obtained from our model. First, we pro-
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vide evidence that our model has an unambiguously higher goodness of fit. We
also analyse the significant deviations between our factor loadings and the static
ones estimated by OLS. Second, we show that allowing the loadings to be time-
varying has an impact on standard residual-basedmisspecification tests and on
the estimation of the number of factors following Bai and Ng (2002).
3.5.1 Model fit
The model specification in Eq. (3.5) nests the two-level factor model with static
loadings as special case, where it is assumed thatΛ ≡ Λt. The static specification
for the N stocks takes the form:
rt = ΛF
∗
t + et, (3.1)
whereΛ is anN×mmatrix of parameters andF ∗t containsm factors, some global
and some region-specific. Themodel in Eq. (3.1) has been used by Breitung and
Eickmeier (2015) to study the comovements of real economy variables and by
Goyal et al. (2008) to estimate NYSE- and NASDAQ-specific factors for stock
returns.
PanelAof Table 3.6 reports the goodness of fit of specifications (3.5) and (3.1),
measured by the R2 coeﬃcient of the regressions averaged within regions and
sectors. We choose this method over a joint likelihood-ratio test of the overall fit
because we want to unveil in which regions/sectors the time-varying loading
model provides the largest improvements. We find that there is an improve-
ment of around 25% by using time-varying parameters. The biggest improve-
ment, of 28%, is for the firms listed in Middle East & Africa, which are the ones
where the idiosyncratic component plays a prominent role. As showed in Ta-
ble 3.2, this group of stocks has the lowest average pair-wise correlation, which
is caused by the economic and political diﬀerences of these countries that might
have limited their economic integration. Regions where the OLS estimator pro-
vided the highest averageR2 are the ones that aremore integrated (NorthAmer-
ica and Western Europe). Thus, the time-varying specification can be viewed
as a bridge between the common factors and the idiosyncratic characteristics of
each stocks.
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Furthermore, we can compare the distribution of λi,twith the theoretical dis-
tribution of theOLS estimator of λi in Eq. (3.1). Since the least squares estimator
is normally distributed, we expect 5% of the observations (⌊T (0.05)⌋ = 26) to lie
outside the 95% confidence interval (CI). Let us define the number of times the
factor loadings ai, bi and ci are outside the 95% confidence interval of the OLS
estimator as:
nFi =
T∑
t=1
1(
ai,t /∈{ai±1.96
√
V ar(ai)}
) (3.2)
nGi =
T∑
t=1
1(
bi,t /∈{bi±1.96
√
V ar(bi)}
) (3.3)
nRi =
T∑
t=1
1(
ci,t /∈{ci±1.96
√
V ar(ci)}
) (3.4)
for i = 1, . . . , N stocks. We then average nFi , nGi and nRi by region and sector and
report the results in Panel B of Table 3.6. We find that in all groups of stocks
there is a large number of significant deviations from OLS.
[Table 3.6 about here.]
Since we estimate the loadings conditionally at each time t, we can also iden-
tify in which year and for which factors there are more deviations from the OLS
estimates, i.e. which is the time when a static specification is mostly underes-
timating or overestimating the true factor exposure. Fig. 3.3 reports, for every
year, the cross-sectional average of the number of significant deviations from
OLS in the six world regions.
We find that in North America, in 2008, the exposure of the average firm
to financial risk would have been underestimated or overestimated 25 out of
52 weeks, if it was estimated assuming constant loadings. In 2009, the num-
ber is very similar and the same can be stated for stocks listed in Western Eu-
rope, Emerging Europe and Asia-Pacific. Even though the Great Financial Cri-
sis is aﬀecting the estimation of the factor loadings of all stocks, in the Middle-
East&Africa and Latin America, the estimation of the regional factor loadings
is the most aﬀected.
3.5. THE BENEFITS OF USING TIME-VARYING FACTOR LOADINGS 127
[Figure 3.3 about here.]
3.5.2 Misspecification tests
In this section we explore the eﬀect of not accounting for time-varying factor
loadings on the Bai and Ng (2002) estimator of the number of factors and on
various misspecification tests, namely residual heteroscedasticity tests and se-
rial correlation tests.
First, we estimate the number of factors using the Bai and Ng (2002) criteria
on the returnsmatrix, the residuals from a static model and the residuals from a
time-varying loading model. Bai and Ng (2002) propose various modifications
of information criteria for model selection with an additional penalty that is a
function of both N and T . We use
ICp1(k) = ln(V (k, F˜
k)) + k
(
N + T
NT
)
ln
(
N + T
NT
)
(3.5)
where V (k, F˜ k) is the average residual variance of a factor model with k factors.
ICp1(k) can be used for estimating the number of factors as a standard informa-
tion criterion:
kˆ = argmin
0≤k≤kmax
PC1(k) (3.6)
Second, we test the null of homoscedasticity in the residuals using aWhite-type
test, estimating the following auxiliary regression:
eˆ2i,t = αi + γiFˆ
∗2
i,t + ui,t, ui,t ∼ N(0, σ2u,i) (3.7)
for i = 1 . . . , N stocks, where Fˆ ∗i,t contains the three factors specific to stock i,
estimated by PCA. The test statistics is equal to the R2, times the sample size
T , and it is distributed as a χ2 with degrees of freedom equal to the number of
factors. The properties of the test are studied by Mikkelsen (2017), who proves
that this test is also equal to testing for constant loadings. Finally, we test the
null hypothesis of no serial correlation of the error term eˆ2i,t up to the p-th lag
using the Breusch-Godfrey test (up to lags two and five). The test statistics is
equal to R2 times the sample size and it is distributed as a χ2 with degrees of
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freedom equal to T − p.
Table 3.7 reports the results. The Bai and Ng (2002)’s ICp1 criterion finds
that ten factors are needed to describe the variation in our panel of 1815 firms
from 50 countries. Given that we include eight factors, we expect the residuals
to have two omitted factors. Instead, the Bai and Ng (2002) criterion suggests
to use five factors and only when allowing the factors to vary over time this
number decreases to three. Thus, the structural instability of the loadings has
an influence on the Bai and Ng (2002) number of factors estimator.
For the heteroscedasticity and serial correlation tests, in Table 3.7 we report
the percentage of stocks for which we reject the null at 99% confidence level.
We find that 51% of firms have time-varying loadings, which implies that the
volatility of returns is not entirely captured by the static-loadings model. When
loadings are allowed to change over time, only 5% of stock returns have time-
varying volatility. The results on the serial correlation tests are less strong. The
percentage of firms that exhibits residual serial correlation up to lag five is re-
duced from 31% to 21%.
[Table 3.7 about here.]
3.6 Global comovements of stock returns: new
evidence
In this section we use variance decompositions methods to analyse the comove-
ments of a large panel of stock returns. Variance decomposition has been exten-
sively used to interpret the estimates of factor models. Among others, Breitung
and Eickmeier (2015) assess the degree of comovement of groups of variables.
In particular, the higher the (average) share of variance explained by common
factors compared to the idiosyncratic variance, the higher the comovements.
However, this method provides one number for the whole sample and often
two or more sample periods are compared to assess whether there was an in-
crease in commonality [see, e.g., Hirata and Otrok (2013)]. Our model allows
to overcome this limitation, estimating a conditional variance decomposition at
each time t. First, we calculate the traditional variance decomposition. Second,
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we introduce a time-varying variance decomposition that allows us to assess
the importance of the risk factors of our model at every point in time.
3.6.1 Static variance decomposition
Table 3.8 reports the static variance decomposition. The firms listed in North
America and Western Europe have the highest commonality, while the ones
listed in the MEA region have the largest idiosyncratic component. This is in
line with the results in Table 3.5.
[Table 3.8 about here.]
3.6.2 Time-varying variance decomposition
Our specification allows one to calculate the share of variance explained by the
factors at each point in time. Hence, we can capture possible shifts in the im-
portance of some factors and connect them tomacro events. The variance of the
returns on stock i at time t, conditional on the estimated factor loadings, can be
written as:
vart(ri,t | λˆi,t) = aˆ2i,t var(Ot) + bˆ2i,t var(Gt) + cˆ2i,t var(Fk,t)1{i∈Rk}, (3.1)
for i = 1, . . . , N , t = 1, . . . , T , and assuming that the factors and the errors are
conditionally orthogonal. Ot is an observable global factor, Gt is an unobserv-
able (latent) global factor and Fk,t is an unobservable factor specific to stocks in
regionRk, for k = 1, . . . , K. All these factors have unconditional variance equal
to one. Thus, if we are interested in the share of variance explained by each of
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the factors at each time t, we can define the following quantities:
FVi,t =
aˆ2i,t
vart(ri,t | λˆi,t)
(Financial),
GVi,t =
bˆ2i,t
vart(ri,t | λˆi,t)
(Global),
RVi,t =
cˆ2i,t
vart(ri,t | λˆi,t)
(Regional),
where FVi,t is the share of variance explained by the financial factor at time t,
and GVi,t and RVi,t are defined accordingly. Calculating the cross-sectional av-
erage of the quantities above provides a measure of the importance of diﬀerent
drivers for the comovements of groups of stocks (e.g. inside one region, one
sector, one country).
Fig. 3.4 shows the share of variance explained by each factor, averaged across
all N stocks in the portfolio. The graphs shows that, on average, the financial
factor is the most pervasive, with a share of variance explained around 15%.
However, during the GFC, there was a considerable increase in the exposure of
stocks to financial shocks, which corroborates the evidence of contagion from
the financial sector to other areas of the economy. Regional and sectoral figures
shedmore light on the heterogeneity of this eﬀect. Furthermore, Fig. 3.4b shows
that the share of variance explained by all the common factors increased by 10%
by the end of 2008.
[Figure 3.4 about here.]
Figs. 3.5 - 3.6 plot the share of variance explained by the three factors for
each region. For the stocks in all regions, the contribution of all factors increases
during the Financial Crisis, hence the comovements increase. The increase in
comovement at the outset of the crisis varies across regions and, for instance in
Asia-Pacific and Western Europe, some stocks start to become more sensitive
to global shocks already at the end of 2007 or the beginning of 2008, We find
evidence of increased comovements during the European sovereign-debt crisis,
recording positive spikes in the financial factor contribution in 2011 forWestern
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Europe and for Emerging Europe. In Middle East & Africa, the regional factor
is the most important throughout the sample.
[Figure 3.5 about here.]
[Figure 3.6 about here.]
Figs. 3.7 - 3.9 plot the share of variance explained by the three factors in
each sector. The most interesting cases are the ones where the variance shares
increase during the sample. For example, the variance of the stocks in the En-
ergy sector start to be highly explained by the global factor from the beginning
of 2015. This is the direct eﬀect of shocks from the oilmarket: Energy companies
were hit by a very low price of oil, due to over production, shale-gas substitute
product, and a reduced demand fromChina. In addition, the Utilities and Basic
Materials sectors experience a large increase in the importance of global factor
from 2015. As expected, these firms, providing for instance gas and electricity,
are subject to demand shocks that are specific to their area and they are also
very sensitive to interest rate changes due a high debt/equity ratio.
[Figure 3.7 about here.]
[Figure 3.8 about here.]
[Figure 3.9 about here.]
3.7 The connection with the profile of the firm
In this section we investigate if the firm-specific estimates that we obtain from
our model - in particular loading persistence and variance - can identify dif-
ferent types of firm. This research question is motivated by Ang et al. (2017),
who show that creating portfolios for asset pricing tests destroys information
and leads to larger standard errors than using individual stocks. Our goal is to
test whether the dynamics of the beta of the factors is related to the size and
the leverage of the firm and to its expected returns. This information, gathered
only from market prices, could be used in asset allocation models.
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3.7.1 Size eﬀect
Fig. 3.10 reports the median market capitalisation (at the end of the sample)
by loading variance, persistence and magnitude quantiles. The figure is com-
posed of three panels and each one reports three sets of bars, one for each factor.
Since our universe of securities comprises the constituents of large stockmarket
indexes, we do not expect this signal to be strong for every quantile.
We find that bigger firms have larger exposure to financial and regional com-
mon factors, while there is no clear diﬀerence across global factor loading quan-
tiles [Fig. 3.10c]. For instance, the firms in the bottom quantile of financial fac-
tor loadings have a median market capitalisation of $1 billion, while the ones
in the top quantile have 15$ billion. This evidence is in line with the finding of
Fama and French (2017) that a global version of their factor model is not able to
price the cross-section of stock returns. Furthermore, we find that stocks with
loading uncertainty, approximated by loading variance, tend to be larger (from
two to three times bigger) than firms with little variation of factor loadings. In
Fig. 3.10a we can see that the eﬀect exists for the financial and global factors
only. This is an extension of Armstrong et al. (2013), who also analyse the cross-
section of firms with loading uncertainty, but using a single-factor CAPMwith
US stocks. There is no diﬀerence in size between firms with diﬀerence persis-
tence parameters [Fig. 3.10b].
In conclusion, we find that large firms tend to have large exposures to US
financial and regional factors, and these exposures are also more volatile than
small firms.
[Figure 3.10 about here.]
3.7.2 Leverage eﬀect
Fig. 3.11 reports the expected change in the leverage ratio from January 2010 and
January 2016, by loading variance, persistence and magnitude quantiles. Each
panel reports three sets of bars, one for each of the factors. Financial stocks
are excluded. We use the average of the change in leverage ratio (at quarterly
frequency) instead of the leverage ratio because various authors have shown
that firms adjust their leverage towards a target ratio [see, e.g. Halling et al.
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(2016)], and we find that the average leverage does not vary substantially across
stocks.
We find that leverage is increasing in the variance of the regional factor load-
ing, which implies that firms with the highest leverage have a higher loading
uncertainty. Fig. 3.11c shows that the firms with high leverage have a low expo-
sure to the regional factor and a relatively high exposure to the financial factor.
From Fig. 3.10c we know that these are small firms. This result is consistent
with a leveraged firm that is exposed to regional shocks such as interest rates
shocks.
[Figure 3.11 about here.]
3.7.3 Expected returns
Fig. 3.12 reports the expected weekly returns, expressed in basis points, as a
function of loading variance, persistence and magnitude. Expected returns are
the average log-return for each stock in the universe, excluding Financials, from
January 2010 until January 2016.
We find that expected returns are increasing in the variance of financial and
global factor loadings, while they are decreasing in the variance of the regional
factor loading [Fig. 3.12a]. The decreasing relationship is in line with the find-
ing of Armstrong et al. (2013) for US stocks. However, our model suggests that
there is a premium for holding stocks with large variance in the exposure in the
global factor. This pattern cannot be explained by cross-sectional diﬀerences in
returns volatility. Furthermore, expected returns are decreasing in the persis-
tence of financial and global factor loadings, implying that there is no premium
for holding firms with highly persistent factor exposures.
[Figure 3.12 about here.]
3.8 Conclusions
In this paper, we studied the dynamics of the systematic risk in a large port-
folio of firms from 54 countries from January 2006 to January 2016. We pro-
posed a two-level factor model with time-varying loadings that captures finan-
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cial, global and regional risk to estimate common components in stock returns.
The global and regional factors are latent and estimated via principal compo-
nent analysis. The loadings evolve as autoregressive processes and are esti-
mated via maximum likelihood.
Our analysis yields threemain findings. First, we find that our estimated fac-
tors are linear combinations of Fama and French’smarket, value and size factors.
Thus, we are able to capture the same source of risk. Second, we find that the
relative importance of unobserved regional and global factors is time-varying,
with the global factor becomingmore relevantwhen firms are exposed to global
shocks. For instance, Energy stocks were exposed to global shocks, both during
the Great Financial Crisis (GFC) and from the beginning of 2015. Finally, the
dynamics of the factor loading are related to the profile of a company. In line
with Armstrong et al. (2013), we find that expected returns are lower when the
variance of the regional factor loading is large. However, we also find that they
are higherwhen the variance of financial and global factor loadings is large. Fur-
thermore, our model suggests that there is a premium for holding stocks whose
global systematic risk is more volatile. Finally, expected returns are decreasing
in the persistence of financial and global factor loadings, implying that there is
no premium for holding firms with highly persistent factor exposures.
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Table 3.1: Universe of securities
This table reports the countries that make up each region, and for each country it reports the
following variables: Ticker is the Bloomberg ticker that identifies the stockmarket index; #Stocks
is the number of companies that became members of the index during the sample period, from
10 January 2003 to 19 May 2017; Avg.Active is the average number of index members at the
beginning of every month in the sample period; Full is the number of stocks with complete
price time series - missing values are filled with the previous value as long as there are no
more than four consecutive missing; Jan06-Jan16 is the number of complete price series, when
restricting the sample from 13 January 2006 to 8 January 2016.
#Complete
Region Country Ticker #Stocks Avg.Active Full Jan06-Jan16
North America Canada SPTSX60 Index 101 60 61 65
North America US OEX Index 167 100 120 123
Latin America Mexico MEXBOL Index 72 35 23 33
Latin America Argentina MERVAL Index 53 16 32 34
Latin America Brazil IBOV Index 129 66 43 56
Latin America Chile IPSA Index 71 40 41 55
Latin America Peru SPBLPGPT Index 89 33 20 27
Latin America Venezuela IBVC Index 18 15 0 12
Asia-Pacific Japan TPXL70 Index 125 70 96 101
Asia-Pacific China SSE50 Index 151 50 24 33
Asia-Pacific HongKong HSCEI Index 83 40 28 48
Asia-Pacific India SENSEX Index 48 30 34 39
Asia-Pacific Indonesia LQ45 Index 122 45 46 59
Asia-Pacific Korea KOSPI50 Index 86 50 49 57
Asia-Pacific Taiwan TW50 Index 83 50 66 73
Asia-Pacific Thailand SET50 Index 110 50 61 75
Asia-Pacific NewZealand NZSX15G Index 33 15 16 20
Asia-Pacific Australia AS31 Index 95 50 49 57
Western Europe Austria ATX Index 39 20 23 24
Western Europe Belgium BEL20 Index 37 20 20 26
Western Europe Denmark KFX Index 34 20 24 27
Western Europe Finland HEX25 Index 37 25 23 26
Western Europe France CAC Index 63 40 43 47
Western Europe Germany DAX Index 46 30 36 38
Western Europe Ireland ISEQ Index 91 53 15 22
Western Europe Luxembourgh LUXXX Index 21 10 5 5
Western Europe Netherlands AEX Index 47 20 20 23
Western Europe Norway OBX Index 67 26 22 34
Western Europe Portugal PSI20 Index 38 20 20 22
Western Europe Spain IBEX Index 61 35 30 33
Western Europe Sweden OMX Index 41 30 35 35
Western Europe Switzerland SMI Index 34 21 26 26
Western Europe UK UKX Index 203 102 110 133
Emerging Europe Croatia CRO Index 61 26 7 21
Emerging Europe CzechRepublic CCTX Index 14 8 6 7
Emerging Europe Estonia TALSE Index 25 16 5 7
Emerging Europe Hungary BUX Index 28 13 11 14
Emerging Europe Latvia RIGSE Index 44 29 7 9
Emerging Europe Malta MALTEX Index 26 18 4 4
Emerging Europe Lithuania VILSE Index 46 29 9 13
Emerging Europe Poland WIG20 Index 46 20 20 32
Emerging Europe Romania ROTXEUR Index 24 12 3 6
Emerging Europe Russia CRTX Index 49 16 5 7
Emerging Europe Serbia BELEX15 Index 26 15 0 15
Emerging Europe Turkey XU030 Index 77 30 44 51
Emerging Europe Ukraine PFTS Index 27 19 0 7
MEA Egypt HERMES Index 80 39 42 55
MEA Qatar DSM Index 38 20 2 25
MEA UAE ADSMI Index 69 61 11 19
MEA Morocco MOSEMDX Index 81 51 27 35
Total 3256 1709 1464 1815
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Table 3.2: Descriptive statistics
This table reports the summary statistics for the 1815 companies that survived the cleaning pro-
cedures. The original number of firms in each country is reported in Table 3.1. Panel A reports
the cross-sectional average of the summary statistics of simple returns. Panel B reports average
market capitalisation, total assets and debt. Min andMax are the minimum andmaximum over
time and across all stocks in a group (i.e. the absolute min and max). The remaining statistics
are N -averages of the relevant coeﬃcient: Mean, Med and are the cross-sectional averages of
mean and median; StDev, Skw and Krt are the average standard deviation, skewness and kur-
tosis; ρ(1) is the OLS estimate of the first autocorrelation coeﬃcient; ADF is the statistics for
the Augmented Dickey-Fuller test, which is run with a constant, time trend and one lag. The
critical value at 95% significance is -3.41 and the null hypothesis is “the series contains a unit
root”. Finally, Pearson is the average pair-wise correlation of the stocks in the relevant group.
Panel A: Stock returns
Mean Med Min Max StDev Skw Krt ρ(1) ADF Pearson #
Returns(%)
North America 0.202 0.223 -35.903 45.019 4.298 -0.007 4.440 -0.057 -16.535 0.378 188
Latin America 0.275 0.082 -28.376 48.919 5.353 0.311 4.671 -0.023 -15.923 0.265 217
Asia-Pacific 0.265 0.123 -35.674 42.507 5.248 0.181 4.131 -0.027 -16.037 0.237 562
Western Europe 0.186 0.213 -58.848 55.163 5.087 -0.020 4.369 -0.046 -16.590 0.424 521
Emerging Europe 0.099 0.029 -31.425 39.595 5.863 0.169 4.697 0.004 -15.360 0.269 193
MEA 0.143 -0.065 -25.218 38.627 4.997 0.345 5.247 -0.004 -16.158 0.159 134
Basic Materials 0.190 0.055 -35.674 48.919 5.954 0.208 4.490 0 -15.823 0.268 208
Communications 0.173 0.119 -30.810 47.807 4.886 0.119 4.335 -0.047 -16.260 0.246 147
Energy 0.158 0.096 -35.714 48.309 5.527 0.035 4.275 -0.035 -16.382 0.362 122
Consumer, Cyclical 0.261 0.170 -28.809 38.201 5.348 0.153 4.358 -0.026 -16.015 0.245 212
Financial 0.205 0.112 -40.133 55.163 5.294 0.156 4.924 -0.032 -16.159 0.272 366
Technology 0.159 0.165 -25.818 34.320 5.067 0.050 3.960 -0.036 -16.162 0.267 79
Industrial 0.196 0.123 -58.848 48.148 5.357 0.126 4.364 -0.018 -16.038 0.256 293
Consumer, Non-cyclical 0.283 0.211 -31.425 41.759 4.343 0.129 4.288 -0.050 -16.465 0.206 262
Utilities 0.176 0.131 -26.030 28.125 4.276 0.029 4.075 -0.048 -16.551 0.225 103
Diversified 0.210 0.048 -23.529 30.195 5.211 0.181 4.436 -0.013 -15.876 0.256 23
Panel B: Balance sheet
Market Cap ($bil.) Tot Assets ($bil.) Tot Debt ($bil.)
North America 48.914 123.886 32.957
Latin America 7.167 25.520 8.288
Asia-Pacific 8.613 30.583 7.715
Western Europe 16.858 97.682 29.290
Emerging Europe 2.844 10.154 2.135
MEA 1.892 4.852 1.056
Basic Materials 8.542 12.783 3.379
Communications 17.890 24.288 7.650
Energy 24.144 39.474 7.284
Consumer, Cyclical 10.100 17.669 6.051
Financial 14.880 198.829 56.687
Technology 24.436 16.209 2.529
Industrial 8.835 14.648 4.461
Consumer, Non-cyclical 17.451 13.819 3.540
Utilities 10.148 28.427 10.190
Diversified 4.394 17.717 3.129
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Table 3.3: Pearson correlation between factors and exogenous variables
The table reports the correlation coeﬃcients of the global and regional factors. Panel A reports
the matrix of the Pearson correlation between the six estimated factors. Panel B reports the cor-
relation between the regional factors (each estimated by the first PC of a portfolio of the relevant
stocks) and a global factor, the S&P500 index and S&P500 Financials index. Panel C reports the
correlation between our estimated factors and the S&P500 index and S&P500 Financials index,
i.e. before orthogonalising against the Financial factor.
Panel A: Correlation between regional factors
(1) (2) (3) (4) (5) (6)
North America (1) 1
Latin America (2) 0.429 1
Asia-Pacific (3) 0.294 0.460 1
Western Europe (4) 0.483 0.374 0.361 1
Emerging Europe (5) 0.215 0.441 0.406 0.422 1
MEA (6) -0.044 0.097 0.210 -0.025 0.131 1
Panel B: First PCs
Glob PC S&P500 S&P Fin
North America 0.902 0.962 0.847
Latin America 0.909 0.766 0.638
Asia-Pacific 0.904 0.685 0.557
Western Europe 0.968 0.821 0.708
Emerging Europe 0.889 0.688 0.597
MEA 0.348 0.225 0.177
Panel C: Factors
S&P500 S&P Fin
Global 0.718 0.570
North America 0.663 0.689
Latin America 0.291 0.277
Asia-Pacific 0.183 0.158
Western Europe 0.402 0.445
Emerging Europe 0.212 0.250
MEA 0.009 0.007
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Table 3.4: Mapping estimated factors and Fama-French 3 factors
This table reports themaximum squared canonical correlations between themarket, size and value factors constructed by Fama and French,
and our three orthogonal factors (US Financials, a global factor and a regional factor). Panel B reports the same but using only the regional
factors.
Panel A: Three factors and Fama-French
North America Latin America Asia-Pacific Western Europe Emerging Europe MEA
Asia_Pacific_ex_Japan_3_Factors 0.765 0.780 0.876 0.760 0.763 0.746
Europe_3_Factors 0.830 0.814 0.817 0.961 0.834 0.790
Global_3_Factors 0.922 0.875 0.894 0.927 0.874 0.856
Global_ex_US_3_Factors 0.840 0.816 0.857 0.927 0.817 0.777
North_America_3_Factors 0.958 0.891 0.888 0.895 0.886 0.885
Panel B: Regional factor and Fama-French
North America Latin America Asia-Pacific Western Europe Emerging Europe MEA
Asia_Pacific_ex_Japan_3_Factors 0.056 0.064 0.265 0.055 0.078 0.088
Europe_3_Factors 0.214 0.078 0.051 0.204 0.047 0.015
Global_3_Factors 0.308 0.090 0.115 0.133 0.030 0.014
Global_ex_US_3_Factors 0.129 0.060 0.133 0.179 0.044 0.034
North_America_3_Factors 0.371 0.098 0.072 0.122 0.024 0.004
TA
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Table 3.5: Model estimates
The table reports the average magnitude of the factor loadings and the average of their volatilities, aggregated by either region or sector.
Within each group, we also report the percentage of stocks with AR(1) parameter larger than 0.5 and the percentage of stocks whose
loadings vary so little that we consider them constant. The loading magnitude is estimated via OLS from a static loading model, while the
AR(1) parameter and variance are estimated via maximum likelihood estimation from Eq. (3.1).
ri,t = ai,tOt + bi,tGt +
R∑
j=1
ci,tFj,t1{i∈Jj} + ei,t
ai,t = (1− φOi )a¯i + φOn ai,t−1 + ηOi,t, ηOi,t ∼ iidN(0, qOi )
bi,t = (1− φGi )b¯i + φGn bi,t−1 + ηGi,t, ηGi,t ∼ iidN(0, qGi )
ci,t = (1− φji )c¯i + φjnci,t−1 + ηji,t, ηji,t ∼ iidN(0, qji )
Financial Global Regional
Avg aOLSi AR(1)>0.5 Std ai,t #static(%) Avg bOLSi AR(1)>0.5 Std bi,t #static(%) Avg cOLSi AR(1)>0.5 Std ci,t #static(%) tot
North America 0.519 16 0.222 5 0.225 20 0.193 5 0.248 29 0.179 10 188
Latin America 0.330 19 0.156 20 0.285 29 0.126 29 0.282 33 0.140 15 217
Asia-Pacific 0.266 17 0.234 5 0.267 28 0.187 11 0.317 36 0.156 9 562
Western Europe 0.461 18 0.244 4 0.354 30 0.148 12 0.302 28 0.154 14 521
Emerging Europe 0.312 13 0.241 8 0.307 24 0.154 15 0.276 28 0.168 16 193
MEA 0.088 11 0.203 13 0.158 29 0.157 28 0.353 40 0.223 9 134
Basic Materials 0.322 11 0.227 11 0.370 30 0.167 13 0.260 27 0.171 11 208
Communications 0.357 20 0.202 8 0.255 26 0.149 20 0.299 33 0.149 17 147
Energy 0.369 22 0.190 7 0.432 45 0.145 7 0.239 29 0.173 11 122
Consumer, Cyclical 0.358 14 0.243 5 0.249 21 0.176 15 0.325 35 0.150 15 212
Financial 0.387 11 0.263 6 0.269 27 0.175 13 0.313 36 0.165 8 366
Technology 0.352 23 0.219 5 0.250 24 0.154 18 0.304 34 0.157 18 79
Industrial 0.350 15 0.213 10 0.301 27 0.164 15 0.297 32 0.160 12 293
Consumer, Non-cyclical 0.306 23 0.221 5 0.234 23 0.171 16 0.300 30 0.165 10 262
Utilities 0.295 22 0.194 13 0.249 34 0.140 17 0.339 29 0.177 15 103
Diversified 0.346 17 0.188 13 0.264 30 0.146 13 0.365 39 0.117 17 23
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Table 3.6: Goodness of fit
The table reports, in Panel A, the goodness of fit of our model compared with a static model
where the loadings are estimated using OLS; and in Panel B the number of times the time-
varying λit is outside the 95% confidence interval of the static λi, estimated with ordinary least
squares. The numbers reported are averages of the total number in each group. Note that
T = 521 and T × 0.05 = 26.
Panel A: R2 comparison
R2 R2-OLS ∆
North America 0.707 0.459 0.248
Latin America 0.493 0.325 0.168
Asia-Pacific 0.550 0.279 0.271
Western Europe 0.686 0.464 0.222
Emerging Europe 0.586 0.329 0.256
MEA 0.506 0.226 0.280
Basic Materials 0.623 0.381 0.242
Communications 0.538 0.327 0.211
Energy 0.642 0.427 0.215
Consumer, Cyclical 0.607 0.354 0.253
Financial 0.668 0.401 0.268
Technology 0.537 0.310 0.228
Industrial 0.588 0.361 0.227
Consumer, Non-cyclical 0.547 0.289 0.258
Utilities 0.542 0.322 0.219
Diversified 0.574 0.389 0.185
Panel B: Significant deviations from OLS
Fin Glob Reg
North America 168 177 146
Latin America 89 81 138
Asia-Pacific 130 134 124
Western Europe 187 141 136
Emerging Europe 124 108 118
MEA 77 82 193
Basic Materials 133 153 133
Communications 131 99 112
Energy 128 172 134
Consumer, Cyclical 149 131 139
Financial 176 141 178
Technology 133 110 102
Industrial 121 111 121
Consumer, Non-cyclical 139 113 119
Utilities 121 108 136
Diversified 122 100 133
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Table 3.7: Misspecification tests
The table reports in the first column the number of factors implied by the Bai and Ng (2002)’s
ICp1 criterion for the returns matrix, the residual matrix derived from a static loading factor
model and the residual matrix implied by our time-varying factor loading model; in the second
column the percentage of stocks for which we reject the null at 99% confidence level using the
White’s test; in the last two column, the Breusch and Godfrey with 2 and 5 lags, respectively
Bai-Ng02 (#) White (%) BG 1-2 (%) BG 1-5 (%)
Returns 10
Static loadings 5 51 12 31
TV loadings 3 5 9 21
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Table 3.8: Static variance decomposition
This table reports the average share of variance explained by the common factors in the relevant
region or sector.
Fin Glob Reg Idio
North America 29.419 8.905 7.590 54.086
Latin America 12.938 9.354 10.159 67.549
Asia-Pacific 8.513 8.723 10.600 72.163
Western Europe 22.573 13.707 10.080 53.641
Emerging Europe 10.976 10.250 11.657 67.118
MEA 1.052 3.114 18.421 77.412
Basic Materials 13.261 15.854 8.929 61.956
Communications 15.152 7.534 10.012 67.302
Energy 15.263 20.461 6.888 57.387
Consumer, Cyclical 15.513 7.603 12.264 64.620
Financial 19.084 8.531 12.405 59.980
Technology 14.354 6.824 9.759 69.063
Industrial 15.246 10.538 10.272 63.943
Consumer, Non-cyclical 11.400 6.992 10.454 71.155
Utilities 10.704 8.423 13.081 67.792
Diversified 14.379 7.898 16.624 61.099
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Figure 3.1: Estimated global and regional factors
The figure plots the estimated global factor and the regional factors for Asia-Pacific, Emerg-
ing Europe, Latin America, Middle-East Africa, North America and Western Europe. Together
with the estimated factor, we plot a double-sided two-month moving average. The factors are
estimated by PCA from the model with static loadings in Eq. (3.6). The factors are rotated to
ensure that they are positively correlated with the stock market index of the biggest country in
the region.
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Figure 3.2: The conditional factor exposure of two large firms
The figure plots time-varying loadings estimated for IBM and Tenaris, respectively. The loadings are exposures of each stock’s returns to
financial, global and regional factors.
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Figure 3.3: Average deviations from OLS per year
The figure plots, for every year, the cross-sectional average of the number of significant deviations from OLS in our six world regions
(Asia-Pacific, Emergin Europe, Latin America, Middle-East and Africa, North America, Western Europe).
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Figure 3.4: Time-varying variance decomposition
The figure reports the average estimated conditional variance decompositions. Panel (a) shows
the cross-sectional average of the share of variance explained by each factor at each point in
time. Panel (b) reports the total share of variance explained by the factors as the sum of the
three series in Panel (a).
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Figure 3.5: Time-varying variance decomposition (by region)
The figure reports the average estimated conditional variance decompositions, aggregated by
region. In the left column of panels, the blue line represents the percentage of variance ex-
plained by the financial factor. The yellow line by the regional and the orange line by the global
factor. The right column of panels shows the total share of variance explained by the factors,
the sum of the left panel.
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Figure 3.6: Time-varying variance decomposition (by region) - continued
The figure reports the average estimated conditional variance decompositions, aggregated by
region. In the left column of panels, the blue line represents the percentage of variance ex-
plained by the financial factor. The yellow line by the regional and the orange line by the global
factor. The right column of panels shows the total share of variance explained by the factors,
the sum of the left panel.
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Figure 3.7: Time-varying variance decomposition (by sector)
The figure reports the average estimated conditional variance decompositions, aggregated by
sector. In the left column of panels, the blue line represents the percentage of variance explained
by the financial factor. The yellow line by the regional and the orange line by the global factor.
The right column of panels shows the total share of variance explained by the factors, the sum
of the left panel.
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Figure 3.8: Time-varying variance decomposition (by sector) - continued
The figure reports the average estimated conditional variance decompositions, aggregated by
sector. In the left column of panels, the blue line represents the percentage of variance explained
by the financial factor. The yellow line by the regional and the orange line by the global factor.
The right column of panels shows the total share of variance explained by the factors, the sum
of the left panel.
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Figure 3.9: Time-varying variance decomposition (by sector) - continued
The figure reports the average estimated conditional variance decompositions, aggregated by
sector. In the left column of panels, the blue line represents the percentage of variance explained
by the financial factor. The yellow line by the regional and the orange line by the global factor.
The right column of panels shows the total share of variance explained by the factors, the sum
of the left panel.
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Figure 3.10: Relationship with firm size
The figure reports the medianmarket capitalisation (at the end of the sample) ordered by factor
loading variance (Panel (a)), persistence (Panel (b)) andmagnitude (Panel (c)). At the end of the
sample, stocks are sorted in quantiles of either loading variance, or persistence or magnitude.
Quantile five contains the larger value. Then, for each quantile we calculate the median market
market capitalisation and we plot it against the quantile number.
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Figure 3.11: Relationship with firm leverage
The figure reports the average quarterly change in leverage ratio (from January 2010 and Jan-
uary 2016) ordered by factor loading variance (Panel (a)), persistence (Panel (b)) andmagnitude
(Panel (c)). At the end of the sample, stocks are sorted in quantiles of either loading variance, or
persistence or magnitude. Quantile five contains the larger value. Then, for each quantile we
calculate the average quarterly change in leverage ratio (debt over assets) and we plot it against
the quantile number. Financials are excluded.
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Figure 3.12: Relationship with expected returns
The figure reports the average weekly stock returns from January 2010 until January 2016, ex-
pressed in basis points (one basis point = 0.01%), ordered by factor loading variance (Panel
(a)), persistence (Panel (b)) and magnitude (Panel (c)). Financials are excluded. At the end of
the sample, stocks are sorted in quantiles of either loading variance, or persistence or magni-
tude. Quantile five contains the larger value. Then, for each quantile we calculate the average
log-returns and we plot it against the quantile number.
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Appendix 3.A Leverage for Financials
Figure 3.A.1 reports the average quarterly change in leverage ratio (from January
2010 and January 2016) for financial firms ordered by factor loading variance
(Panel (a)), persistence (Panel (b)) and magnitude (Panel (c)).
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Figure 3.A.1: Relationship with firm leverage for Financials
The figure reports the average quarterly change in leverage ratio (from January 2010 and January 2016)
for financial firms ordered by factor loading variance (Panel (a)), persistence (Panel (b)) and magnitude
(Panel (c)). At the end of the sample, stocks are sorted in quantiles of either loading variance, or persistence
or magnitude. Quantile five contains the larger value. Then, for each quantile we calculate the average
quarterly change in leverage ratio (debt over assets) and we plot it against the quantile number.
(a) Variance of loading
1 2 3 4 5
Loading variance quantile
-1
-0.5
0
0.5
1
1.5
E[
∆
 
Le
ve
ra
ge
 ra
tio
]
Fin. factor
Global factor
Regional factor
(b) Persistence of loading
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Appendix 3.B Data cleaning
For religious reasons, some countries have a diﬀerent reference weekday. Thus,
we need to pay attention at howwe synchronize data across country. The length
of the complete time series for industrialised countries is T = 835.
Egypt. Following the “Egyptian Revolution of 2011” that started on the 25th
January 2011, the stock exchange closed from the 27th January until the 23rd
March, which results in 7 consecutive missing data cells for all stocks. Thus, we
“carry last value”, which will result in 7 zero-return observations.
Russia, Ukraine and India. Table 3.1 shows that both countries’ time series
start on the 23rd January 2000 and finish on the the 10th January 2016. This
comes unexpected because both days are Sundays and Bloomberg should be
assigning to the weekly observation the last working day of the week. However,
in these countries the stock exchange operates normally, fromMonday to Friday.
Thus, prices refer to the Friday close (or the last available data point of theweek)
but Bloomberg reports the Sunday date (for no particular reason). We checked
with other data providers (Datastream) that this is the case. Thus, since we are
downloading Friday to Friday data, the last observation is missing and T = 834,
where the last observation refers to the penultimate week of the industrialised
countries. Note that we do not need to shift the time series because all the other
data points match across countries.
Egypt, Israel, Qatar, UAE. Weekday reference is Thursday, for religious rea-
sons. I.e. weekends are on Fridays and Saturdays. T = 835
Korea and Taiwan. Time series start on the 22nd January 2000 and they end
on the 9th January 2016, which are both Saturdays. Hence, an observation is
missing at the end the sample. T = 834.
In both countries the stock exchange operates a traditional trading calendar.
So, the weekly data refers to the last working-day traded price.
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Serbia. For all companies, the time series of prices starts in December 2005.
Thus, if we want to include this country in the study we have to trim all time
series. Note that, according to Bekaert et al. (2014), Table IV, pag. 2618, the
Serbian equities experienced the most negative return over the crisis period so
it is a country worth including.
In conclusion, we are going to eliminate the last observation for countries
with 835 observations, and the final time series length will be T = 834. The
countries are 54 and not 55, since there is a repetition of Slovenia in Table A.1 of
Bekaert et al. (2014).
Appendix 3.C Replication of Bekaert et al. (2014)
In this section we report the results of the replication of the main results of
Bekaert et al. (2014). First, we prepare the data and construct the country-sector
portfolios using our sample. Second, we estimate the interdependence model.
Bekaert et al. (2014) downloaded the composition of the index at one point
in time only: December 2008. This could be assessed interpolating the number
of components of “top-capitalisation” indexes in Table A.1 with the time series
of the number of index components provided by Bloomberg. In fact, these stock
market indexes, capturing the top quantile of market capitalisation of the coun-
try, see their number of components varying substantially over time.
Prices (hence returns) are expressed in $-terms. The data have been resam-
pled at weekly frequency. For the balance sheet data this is trivial because they
are usually provided every quarter. The price data is resampled at weekly fre-
quency with the following rule: the last available (daily) closing price in the
week represents the observation for the week. For instance, for the industri-
alised countries, where most daily closing prices are available, the weekly price
would be represented by the observation recorded by the exchange on Friday.
For religion reasons, some countries trade until Thursday and the first day of
the week is Sunday (see Table 3.1 and Section 3.B).
• The full sample consists of T = 834weeks, from the week ending on Sun-
day 23rd January 2000 until the week ending on Sunday 10th January 2016.
APPENDIX 3.C 159
• To use a higher number of complete time series for each country, we re-
strict the sample from January 2006 to January 2016. We consider a time
series to be “full” if the maximum number of consecutive missing data
points is four.
Returns are calculated as pt/pt−1 − 1, instead of using logarithmic approxi-
mation. This is because the log approximation is valid only when returns are
really small, which might be true for short time intervals but invalid for weekly
returns. Besides, log-returns overestimates returns and that would highly aﬀect
returns during crisis. Comparing returns in crisis calculated with our database
to the ones in Bekaert et al. (2014), we concluded that they also used simple re-
turns. The use of simple returns implies that the value of portfolios at the end
of a certain period must be calculated as 100(1 + r1)(1 + r2) · · · (1 + rT ).
Wewinsorise returns at 99% level. It is worth noting that Bekaert et al. (2014)
remove outliers (although it is not mentioned at all in the paper, we found this
information in earlier drafts and in similar work done by the authors). We think
this practice would highly bias the crisis returns results.
Our results are in line with the country trends in prices during crisis and
could diﬀer from Bekaert et al. (2014) also because we consider the a wider sam-
ple of companies. See Appendix B for more details on the database and choice
of countries.
Country-sector portfolios construction
Given the time-varying nature of the index composition, there are two options
to construct our country-sector indexes:
1. Complete time series index. i.e. exclude the non-complete time-series.
Tables 3.1 reports the number of companies with complete time series for
each country and each variable. In this case, the lower bound is one series,
in order to be able to represent that country.
2. Rolling window index. When one analyses long time series, it is possi-
ble that many stocks have missing data for the first years of the sample.
This could happen for two reasons: (1) they were not listed, (2) they are
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new entities that have been created after a merge or an acquisition9. In
the second case, we would not be able to retrieve the old data because
Bloomberg deletes it. Rebalancing our country index every year would
give the opportunity to use more stocks, at the risk of becoming unstable.
We estimate the full model - option 1 - using only the complete time series.
The country-sector portfolios are calculated as capitalisation-weighted in-
dexes of the stocks belonging to sector s of country c. Not all sectors are repre-
sented in each country. Precisely, we obtain a total of 373 country-sector portfo-
lios (out of 540 if all 10 sectors were represented in each of the 54 countries).
The capitalisation-weighted average ensures that the main stock market in-
dex constituents of the beginning of the sample have a weight which is propor-
tional to their value. For instance, if a company exited the main stock market
index, it will have a marginal contribution in the country-sector portfolio. Also
the three factors - US, global and domestic - are capitalisation-weighted portfo-
lios.
The index is constructed as follows:
Indext =
∑N
i=1 pitsit
Divisor
. (3.1)
The numerator is the total market capitalisation of the index at time t. The divi-
sor is a constant number and it is chosen such that the index is equal to 100 (or
1000) in the base year.
Since the three factors are computed in the same way, we can compare the
US factor with the time series of the S&P500 Index. Note that the S&P500 is
updated every 15 seconds and the numerator in (3.1) is adjusted for corporate
events. The correlation between our index and the S&P500 Index is 0.99.
Because the model wants to embed diﬀerent CAPMs, all portfolios and fac-
tors returns are calculated as premiums, in excess of the US 3-month T-bill rate.
The latter must be expressed in weekly units, which can be calculated from the
annualised counterpart which we download. We divide the annualise interest
rate by 52 to get an approximation of the weekly rate.
9sometimes companies change name after an acquisition, hence they also change ticker.
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Estimation results
We estimate the following model on the N = 373 country-sector portfolios:
ri,t = αi,0 + αi,1ri,t−1 + αi,2dyi,t−1︸ ︷︷ ︸
Et−1[ri,t]
+β′i,0Fi,t + ei,t. (3.2)
ri,t is the return on the i−th sector-country portfolio, in excess of the 3-Month
US T-bill rate. Fi,t = [Ut, Gt, D\it ], where Ut is the U.S. factor, Gt denotes the
global factor (financial sector), and D\it the domestic factor. The factors have
been orthogonalised. In line with Bekaert et al. (2014), first we orthogonalise
the global factor against the US factor, taking the residuals from Gt = bUSt+ gt
as the global factor, gˆt. Then we orthogonalise the domestic factor against both
U and gˆt, for every i. For the time being, we do not include an intercept in the
orthogonalisation regression, in order to be as close as possible to Bekaert et al.
(2014) (who do not mention any demeaning of variables).
dyit is the cap-weighted average of the dividend yield of the stocks in the
portfolio. The dividend yield is the ratio between the annual total cash dividend
paid to shareholders and the stock price. Since not all companies pay dividends,
the time series of dividend yieldmight be zero in certain sub-samples, or indeed
for the whole sample period.
Table 3.C.1 and 3.C.2 report the un-weighted average of the factor loadings
across all portfolios, including the zero-βs of the portfolios that are not repre-
sented inside one country. The rationale for this procedure is the following: if
a country’s main stock market index does not include stocks that belong to cer-
tain sectors, it means that country is exposed to fewer “channels” of contagion.
Thus, it makes sense to include the zero βs in the calculation of the average
exposure of the country.
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Table 3.C.1: Table II Bekaert et al (2014)
The table reports the estimates of the following model:
ri,t = αi,0 + αi,1ri,t−1 + αi,2dyi,t−1︸ ︷︷ ︸
Et−1[ri,t]
+β′i,0Fi,t + ei,t.
ri,t is the return on the i−th sector-country portfolio, in excess of the 3-Month
US T-bill rate. Fi,t = [Ut, Gt, D\it ], where U is the U.S. factor, G denotes the global
factor (financial sector), and D\it the domestic factor. The factors have been or-
thogonalised. The table reports the unweighted average of the loadings. Be-
cause not all the countries have stocks in all 10 sectors, some betas are equal to
zero, which do not enter the average in this table.
Coef St.Err.
Const. 0,000 0,001
AR(1) -0,009 0,021
dyt−1 -0,010 0,367
βU 0,573 0,038
βG 0,476 0,048
βD/i 0,466 0,039
Observations 192249
Portfolios 369
R2 0,528
APPENDIX 3.C 163
Table 3.C.2: Table III Bekaert et al (2014)
The table reports the estimates of the following model:
ri,t = αi,0 + αi,1ri,t−1 + αi,2dyi,t−1︸ ︷︷ ︸
Et−1[ri,t]
+β′i,0Fi,t + ei,t.
ri,t is the return on the i−th sector-country portfolio, in excess of the 3-Month
US T-bill rate. Fi,t = [Ut, Gt, D\it ], where U is the U.S. factor, G denotes the global
factor (financial sector), and D\it the domestic factor. The factors have been or-
thogonalised. The table reports the unweighted average of the loadings. Be-
cause not all the countries have stocks in all 10 sectors, some betas are equal to
zero, which do not enter the average in this table.
Region βU βG βD/i
Asia-Pacific 0,566 0,580 0,675
Emerging Europe 0,427 0,427 0,373
Western Europe 0,726 0,531 0,421
Latin America 0,775 0,459 0,593
Middle-East/Africa 0,153 0,207 0,410
Sectors βU βG βD/i
Basic Materials 0,748 0,574 0,595
Communications 0,570 0,486 0,517
Consumer, Cyclical 0,629 0,488 0,482
Consumer, Non-cyclical 0,532 0,453 0,468
Diversified 0,192 0,160 0,186
Energy 0,589 0,482 0,492
Financial 0,921 0,873 0,604
Industrial 0,785 0,608 0,653
Technology 0,343 0,253 0,234
Utilities 0,426 0,379 0,428
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As a robustness check, we also average the estimates of the interdependence
model when the zeros are excluded. It is possible to notice that the results are
not in line anymore with those reported previously.
Furthermore, we compare themodel performance during the financial crisis
(August 2007 toMarch 2009), which is one of the overlapping periods of our two
databases. Figure 3.C.1 shows the regression line between actual and predicted
country returns during crisis.
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Figure 3.C.1: Goodness of fit interdependence model
Unweighted averages of cumulative returns within countries (average of sec-
tors portfolios) during crisis (from August 2007 to March 2009). Goodness of fit
regression:
ri = −0.0584
(0.0088)
+ 1.0697
(0.0259)
rˆi + vi, R
2 = 0.761
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Table 3.C.3 reports the actual and predicted country returns during crisis,
with their ranking.
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Table 3.C.3: Table IV Bekaert et al (2014)
The table reports unweighted average of cumulative return within country dur-
ing the crisis period (from August 2007 to March 2009). Actual returns are com-
pared to fitted returns obtained from interdependence model.
Actual
Country Returns Rank Returns Rank
Ukraine -90,1 1 -85,2 1
Serbia -83,0 2 -68,6 2
Romania -78,5 3 -62,0 6
Latvia -76,5 4 -51,0 5
Bulgaria -72,8 5 -64,9 3
Russia -71,9 6 -66,6 7
Croatia -70,9 7 -61,8 10
Ireland -68,8 8 -50,8 11
Estonia -67,9 9 -57,9 9
Lithuania -67,6 10 -60,7 17
Hungary -64,9 11 -60,4 16
Iceland -62,4 12 -34,5 13
Slovenia -62,0 13 -53,0 15
Poland -59,3 14 -52,9 14
Turkey -59,1 15 -52,9 4
Austria -55,8 16 -53,5 8
Italy -55,3 17 -53,6 18
Finland -54,7 18 -49,8 21
UAE -53,6 19 -47,7 22
Argentina -51,9 20 -35,0 29
Portugal -51,8 21 -49,6 19
Netherlands -51,3 22 -48,6 26
Malta -50,1 23 -36,8 27
CzechRepublic -49,4 24 -43,4 32
UK -49,1 25 -42,1 24
Sweden -48,8 26 -46,8 31
France -48,5 27 -46,3 25
Thailand -48,3 28 -33,6 33
Norway -48,3 29 -48,5 37
Korea -47,1 30 -37,4 36
Belgium -46,1 31 -42,9 35
NewZealand -46,0 32 -44,9 34
Spain -43,4 33 -41,4 30
Egypt -43,1 34 -37,9 23
Switzerland -42,5 35 -39,6 46
Denmark -41,8 36 -39,9 39
Germany -40,0 37 -40,3 20
India -39,2 38 -34,3 12
Mexico -38,2 39 -36,7 38
HongKong -37,1 40 -19,0 43
Luxembourg -35,1 41 -22,3 28
China -35,0 42 -15,7 45
Singapore -34,5 43 -34,1 49
Brazil -33,8 44 -26,6 50
Japan -33,7 45 -32,3 48
Indonesia -33,6 46 -36,7 44
Canada -31,6 47 -25,1 47
Taiwan -31,5 48 -29,5 41
Australia -29,3 49 -30,0 51
Colombia -29,0 50 -29,6 40
Chile -26,1 51 -22,0 42
Tunisia -22,6 52 -3,2 53
Qatar -18,7 53 -15,0 54
Israel 1,8 54 -4,2 52

Conclusions and further research
This thesis’ primary goal was tomodel, estimate and explain liquidity common-
ality in equity markets. The thesis started with the exploration of traditional
supply- and demand-side determinants of the correlation between execution
costs over a long time series. Then, we moved to the analysis of high-frequency
data, proposing high-frequency quoting (HFQ) as a new supply-side explana-
tion for liquidity commonality. Motivated by the importance of factor models
in our research, we then proposed a factor model with time-varying loadings
and analysed its implications for stock returns comovements.
In Chapter 1, we studied the impact of supply-side variables (funding liq-
uidity of intermediaries) and demand-side variables (trading behaviour of in-
vestors) on liquidity commonality using a novel factor model where loadings
and volatilities are time-varying, and liquidity is exposed to global, regional
and sectoral factors. We define three types of commonality driven by either
loadings or variances or both. Using weekly data on 1909 firms from the US,
Japan, the UK and Euro zone countries, from January 2000 to January 2017,
we found that the common drivers of the cross-section of liquidity are mainly
global and region-specific, while liquidity of stocks in the same sector show lit-
tle tendency to co-move. Furthermore, we found that both demand and supply
shocks play a role in explaining liquidity commonality. On the supply side,
when funding constraints are binding, liquidity commonality increases, in line
with Brunnermeier and Pedersen (2009) and Hameed et al. (2010). On the de-
mand side, index-related trading (proxied by ETF trading volume) is positively
related to liquidity commonality, supporting the results of Kamara et al. (2008)
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and Koch et al. (2016). We found that the correlated liquidity demand of in-
stitutional investors is the strongest regional economic force that makes stock
liquidity co-move. The eﬀects are less consistent in the supply-side.
In Chapter 2, we investigated the relationship between HFT activity and liq-
uidity commonality. Our sample comprises all trades and best quotes’ updates
for the FTSE100 stocks from January 2010 to December 2011, traded on the Lon-
don Stock Exchange. An upgrade of the trading systems of the London Stock
Exchange on February 2011 is used to identify an exogenous positive shock to
HFT. We found, both using an eigenvalues analysis and a panel data analysis,
that liquidity commonality increased after the introduction of the Millennium
Exchange and this result is robust to diﬀerent measures of liquidity. Further-
more, we analysed the intraday relationship between HFT’s liquidity provision
activity, measured by a type of Order-to-Trade ratio, and other microstructure
variables. In general, we found that HFTs increase their participation frommar-
ket opening until 12pm, when stocks are most illiquid and market makers are
needed the most. We found that intraday RV has a U-shaped pattern. The high
volatility at the end of the day together with the evidence that quoted spread
are very narrow is puzzling but it can be reconciled with the same U-shaped
pattern in the size of the order flow. Finally, we found that liquidity providers
absorb demand/supply shocks more eﬃciently at the end of the day, which
could be due to the use of marketable orders.
In Chapter 3, we investigated the dynamics of the systematic risk in a large
portfolio of firms from 54 countries. We proposed a two-level factor model with
time-varying loadings that captures financial, global and regional risk to esti-
mate common components in stock returns from January 2006 to January 2016.
The factors are latent and estimated via principal component analysis. Using
canonical correlation analysis, we found that the estimated factors are linear
combinations of the Fama-French three factors, which leads us to conclude that
our model is correctly capturing the risk at which firms are exposed. We found
that the relative importance of unobserved regional and global factors is time-
varying, with the global one becoming more relevant when firms are exposed
to global shocks. Furthermore, the dynamics of factor loading are related to the
profile of a company. We found that bigger firms have larger exposure to finan-
cial and regional common factors, while there is no clear diﬀerence across global
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factor loading quantiles. This evidence is in line with the finding of Fama and
French (2017) that a global version of their factor model is not able to price the
cross-section of stock returns. We found that expected returns are increasing
in the variance of financial and global factor loadings, while they are decreas-
ing in the variance of the regional factor loading. The decreasing relationship
is in line with the finding of Armstrong et al. (2013) for US stocks. However,
our model suggests that there is a premium for holding stocks whose global
systematic risk is very volatile. Furthermore, expected returns are decreasing
in the persistence of financial and global factor loadings, implying that there is
no premium for holding firms with highly persistent factor exposures.
Future research can be developed in various directions. In Chapter 1 we in-
troduced three versions of liquidity commonality. It would be interesting to test
if exposure-driven commonality is related to permanent shifts in co-movements
and volatility-driven commonality related to temporary. We expect VD to be re-
lated to short-term variations because factor volatility returns to its long run
mean, while the product of two stationary variables (the factor loadings) does
not have to be stationary. Various authors have associated changes in factor
loadings as permanent changes in comovement statistics and changes in factor
volatilities as temporary [Bekaert et al. (2014) and Dungey and Renault (2017)].
In Chapter 2 we analysed the order-driven market of the London Stock Ex-
change and our results suggest that HFT activity increases liquidity common-
ality. This could be explained either by informational reasons [Cespa and Fou-
cault (2014)] or by lack of capital [Gromb and Vayanos (2002)]. Interestingly, we
think that these two mechanisms work at diﬀerent frequencies, i.e. it is hard to
think of reasons why the funding costs of market makers should vary at high
frequencies, but these can still play a role at lower frequencies. Our framework
allows us to directly test the informational channel of Cespa and Foucault (2014)
on high-frequency data. In particular, we have identified a computer glitch (on
25th February 2011) that can be used as an unexpected shock to the flow of infor-
mation, which can be used to measure the resilience of liquidity commonality
and the speed atwhich it reverts to its long-run level. Furthermore, since the Eu-
ropean equity markets are very fragmented, it would be interesting to measure
liquidity commonality using the order books provided by competing trading
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venues (e.g. BATS, Chi-X Europe, Turquoise). It would be interesting both to
compare the commonality within exchanges and to compute the explanatory
power of common factors across exchanges.
The results of Chapter 3, in particular the connection between the dynam-
ics of factor loadings and the profile of the firm, naturally extend to an out-of-
sample asset pricing test. The estimation need to be conditioned at time t, when
a long-short portfolio can be formed using signals based on the persistence or
the variance of the factor loadings. It would also be interesting to build an “en-
hanced” beta strategy with a double sorting, where we long stocks with low
beta and low variance of beta. Finally, the model of Chapter 3 can be also es-
timated on US data only, assuming a factor structure featuring US and sector
(instead of regional) factors.
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