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Abstract
In Korean writing, a space is placed between two adjacent word-phrases, each of which generally corresponds to two
or three words in English in a semantic sense. If the word-phrase is used as a recognition unit for Korean large vo-
cabulary continuous speech recognition (LVCSR), the out-of-vocabulary (OOV) rate becomes very large. If a mor-
pheme or a syllable is used instead, a severe inter-morpheme coarticulation problem arises due to short morphemes. We
propose to use a merged morpheme as the recognition unit and pronunciation-dependent entries in a language model
(LM) so that we can reduce such diﬃculties and incorporate the between-word phonology rule into the decoding al-
gorithm of a Korean LVCSR system. Starting from the original morpheme units deﬁned in the Korean morphology, we
merge pairs of short and frequent morphemes into larger units by using a rule-based method and a statistical method.
We deﬁne the merged morpheme unit as word and use it as the recognition unit. The performance of the system was
evaluated in two business-related tasks: a read speech recognition task and a broadcast news transcription task. The
OOV rate was reduced to a level comparable to that of American English in both tasks. In the read speech recognition
task, with a 32k vocabulary and a word-based trigram LM computed from a newspaper text corpus, the word error rate
(WER) of the baseline system was reduced from 25.0% to 20.0% by cross-word modeling and pronunciation-dependent
language modeling, and ﬁnally to 15.5% by increasing speech database and text corpora. For the broadcast news
transcription task, we showed that the statistical method relatively reduced the WER of the baseline system without
morpheme merging by 3.4% and both of the proposed methods yielded similar performance. Applying all the proposed
techniques, we achieved 17.6% WER for clean speech and 27.7% for noisy speech.
  2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Large vocabulary continuous speech recogni-
tion (LVCSR) and broadcast news transcription
have been two challenging research topics in
speech recognition. Many groups have worked
with American English since the early 1990s and
achieved word error rates (WERs) less than 10% in
two continuous speech recognition tasks: the Wall
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Business task (Woodland et al., 1995; Gauvain
et al., 1996). Recently benchmark test results were
reported for a broadcast news transcription task
(Pallet et al., 1999; Woodland et al., 1999; Eide
et al., 2000). Using similar technologies in acoustic
and language modeling, some groups achieved a
similar level of error rates for European languages
(Young et al., 1997). Recently some results were
also reported for Asian languages. For Mandarin,
17.1% character error rate (CER) was reported for
broadcast news transcription (Guo et al., 1999)
and 18.3% syllable error rate for LVCSR (Gao
et al., 2000). A Japanese LVCSR system was de-
veloped to recognize newspaper speech read aloud
and broadcast news speech and achieved 11.9%
WER for clean parts of broadcast news speech
(Ohtsuki et al., 1999a,b).
In spite of many successful applications of the
standard acoustic and language modeling tech-
nologies to other languages, only a few results
were reported for Korean because several lan-
guage-speciﬁc obstacles to be addressed here were
not overcome yet in a satisfactory degree. The
Korean language is agglutinative and has a large
number of inﬂected forms for each word-phrase.
Therefore a Korean LVCSR system often has a
large number of distinct units and a high out-of-
vocabulary (OOV) rate if a word-phrase is used as
a recognition unit of a language model (LM).
Therefore a morpheme-based approach has often
been used where a morpheme is used as the rec-
ognition unit to reduce the high OOV rate. How-
ever, the approach has a severe coarticulation
problem due to short morphemes such as suﬃxes
and word-endings, and suﬀers a short coverage
problem due to the short morphemic context
width when a conventional morpheme-based tri-
gram LM is used. To solve the problems, one
system merged pairs of short and frequent mor-
phemes, selected the merged morpheme as the
recognition unit, and used pronunciation-depen-
dent language modeling to reﬂect the phonology
rule (Kwon et al., 1999). Another selected the
morpheme itself as the recognition unit and used a
cross-word phone variation lexicon and a one-pass
algorithm to deal with the problem caused by
short morpheme units (Yu et al., 2000). The
morpheme-based approach has also been used for
other agglutinative languages. A Serbo-Croatian
LVCSR used a morpheme-based LM in the ﬁrst
stage of decoding and then pruned word lattices to
ﬁnd valid word sequences (Geutner et al., 1998). A
Japanese LVCSR system, using a morpheme-
based trigram LM, reduced the OOV rate to a level
similar to that of American English in large vo-
cabulary continuous speech recognition and
broadcast news transcription tasks (Ohtsuki et al.,
1999b).
This paper describes in detail and reﬁnes the
authors previous works related to Korean
LVCSR (Kwon et al., 1999; Kwon, 2000) and also
presents some new results on broadcast news
transcription. To reduce the high OOV rate, we
merged pairs of short and frequent morphemes by
using a linguistic rule-based method and a statis-
tical method. We used the merged morpheme units
obtained through the merging process as the rec-
ognition units, and hereafter refer to these units as
words in the same sense as in speech recognition
for American English. We used pronunciation-
dependent language modeling so that a rigid
Korean phonology rule between morphemes could
be implicitly reﬂected in a recognition process. This
approach gave comparable accuracy without re-
quiring modiﬁcation of the search module used in
the conventional speech recognizers. We selected a
set of the most frequent words from text corpora,
used the set as the recognition vocabulary, and
obtained a word-based trigram LM with a public
language modeling toolkit. A generic hidden
Markov model (HMM) approach (Lee et al., 1990)
was used for acoustic modeling. We evaluated the
performance of a Korean LVCSR system based on
morpheme-based recognition units in two busi-
ness-related tasks: a read speech recognition task
and a broadcast news transcription task.
This paper is organized as follows. Section 2
describes the speech databases and the text cor-
pora used in this work. Section 3 introduces the
Korean morphology and explains the procedure to
determine the recognition units. Section 4 de-
scribes acoustic modeling, language modeling, and
the decoding algorithm of the Korean LVCSR
system. Section 5 presents experimental results
with merged-morpheme-based recognition units
288 O.-W. Kwon, J. Park / Speech Communication 39 (2003) 287–300by the proposed methods. Finally, Section 6
summarizes the main contributions of the paper.
2. Speech databases and text corpora
2.1. Speech databases for read speech recognition
A large speech database is needed to learn
acoustic models for a speaker-independent LVCSR
system but was not available for Korean lan-
guage publicly at that time. Therefore acknowl-
edging that a fair comparison of experimental
results cannot be made, we used three speech
databases available: a read speech database of our
own, a public read speech database and a sponta-
neous speech database in a travel-planning do-
main. Firstly, the read speech database consisted of
5003 sentences selected from newspaper editorials,
stories and elementary-school textbooks and read
by 50 speakers (34 males and 16 females). Only 5 h
of speech (2244 sentences) were available for
training the system by excluding speech from
speakers used in the test set of the read speech
recognition task.
Secondly, the public read speech database with
12h and 14747 sentences of read speech in the
trade-business domain included 150 speakers (100
males and 50 females) and was often used to
evaluate Korean continuous speech recognition
systems with a medium size vocabulary (Yun and
Oh, 1999). The third one included 10 h (1598 di-
alogs by 190 persons) of spontaneous speech data
and hand-labeled transcriptions with noise mark-
ing. The resulting 27783 sentences were used as a
training set of the read speech recognition system.
The training set was all recorded in quiet oﬃce
environments using the same kind of Sennheiser
close-talking microphones.
2.2. Broadcast news speech database
We also recorded a broadcast news speech
database from one program source, annotated the
database with sentence-based transcriptions and
noise markings, classiﬁed speech data according to
background noise conditions, and made a com-
parison with the test set used in the Defense Ad-
vanced Research Projects Agency (DARPA)
evaluation of broadcast news transcription sys-
tems.
We digitized the audio signal from 50 episodes
of a broadcast news program by the Korean
Broadcasting System (KBS) from January 1997 to
December 1998, which was the only program
available in a recorded form. The episodes were
selected so that the resulting speech data can in-
clude as many anchors as possible. Each episode,
about 42min long, included prepared speech from
two anchors (a male and a female) and reporters,
spontaneous speech from interviews, foreign
speech, and music. Speech from interviews or
foreign speech and music were discarded because
we aimed to recognize only prepared speech as the
ﬁrst step to semiautomatic generation of closed
captions of broadcast news programs. The speech
data included 6.5 h speech from 12anchors (8
males and 4 females) and 19 h of speech from 315
reporters.
The broadcast news database was transcribed by
examining spectrograms and transcription manu-
scripts prepared by stenographers. The speech data
were segmented into sentences in a linguistic sense
if there were noticeable pauses between sentences.
Background noise information and human noise
were annotated. Long utterances were segmented
into short utterances to prevent an overﬂow prob-
lem in training speech recognizers.
The speech data were annotated with domain
information such as politics, business, society and
science because our objective was domain-adaptive
processing of broadcast news. The speech data
were divided into a training set and a test set. The
training set included 36 episodes, all collected be-
fore or during August 1998. The test set included
four episodes with one episode per month from
September 1998 to December 1998 so that it
should not be localized in time. In this work we
used only business-related sentences for evalua-
tion. The remaining 10 episodes were not used to
keep two anchors unknown to the test set.
The speech data were manually classiﬁed into
four classes according to background noise con-
ditions. Table 1 shows percentages in time and the
number of sentences for each condition. In the
table, human noise included talking, crying,
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from helicopter, wind, telephone ringing and so
on. The percentages of anchor speech and reporter
speech were 26.1% and 73.9% in time, respectively.
Regarding acoustic conditions, 92% of anchor
speech was clean and 84% of reporter speech had
some background noise. The ﬁrst three acoustic
conditions in the table correspond to F0, F2and
F3 of the test set of the DARPA 1998 HUB-4
evaluation, respectively (Pallet et al., 1999). The
acoustic conditions in the table classiﬁed the noise
sources as human and nonhuman while focus
conditions in the DARPA test set distinguished
degraded speech (F4) and all other speech (FX).
2.3. Text corpora
The use of a clean and large text corpus sig-
niﬁcantly aﬀects the performance of the LVCSR
systems with statistical LMs. A newspaper text
corpus and a broadcast news transcript are good
text sources with various kinds of topics and en-
ough size. However they need some text normal-
ization since spoken text data are required for
language modeling. In this work, the text nor-
malization included correction of word-phrase
segmentation and converting numerals and special
symbols to appropriate pronunciations.
Newspaper articles in the business domain were
extracted from hypertext markup language
(HTML) documents from two newspapers: the
Chosunilbo (January 1996–December 1998) and
the Dongailbo (October 1996–December 1998).
Erroneous line breaks inside a word-phrase were
automatically corrected by utilizing character tri-
grams. Arabic numerals, symbols of weight and
measure, special symbols (e.g., – and  ) were
converted into their corresponding pronuncia-
tions. English acronyms were kept unchanged and
their pronunciations were reﬂected into the dic-
tionary to distinguish them from Korean words
with the same pronunciation. All punctuation
marks were discarded (non-verbalized text). The
newspaper corpus after this normalization had
12M word-phrases and we call it the 12M text
corpus hereafter. Later we augmented the 12M
text corpus with 8M word-phrases extracted from
two other newspaper sites. We used the resulting
20M text corpus to get the ﬁnal LM used in the
read speech recognition task.
The same normalization techniques were used
to obtain the business broadcast news text corpus
from two broadcast news transcripts: the KBS
(March 1998–February 1999) and the Munhwa
Broadcasting Corporation (August 1996–Febru-
ary 1999). The numbers of word-phrases after
normalization were 208k and 410k, respectively.
The transcripts during the period of the test set
were removed from the LM training corpus. Be-
cause the size was too small to estimate the LM
reliably, the newspaper corpus was also used for
language modeling in the broadcast news tran-
scription task by adding it to the broadcast news
transcripts.
3. Morpheme-based recognition units
3.1. Korean morphology
In Korean, a sentence consists of word-phrases
delimited by spaces and a word-phrase is an
Table 1
Percentage and the number of sentences for each acoustic condition in the broadcast news speech database
Acoustic condition Anchor Reporter
Time (%) # Sentences Time (%) # Sentences
Clean speech 24.0 3649 11.6 1993
Telephone speech 0.0 0 0.7 66
Background music 0.1 11 3.7 557
Human noise 0.9 69 13.21687
Other noise 1.1 102 44.9 6220
Total 26.1 3832 73.9 10523
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smallest unit with a semantic meaning and has
part-of-speech (POS) information including noun,
verb stem, verb ending, adjective stem, adjective
ending, suﬃx and postpositions. Even morphemes
(e.g., verb stem) with the same grapheme (i.e., the
same spelling form) (Daelemans and Bosch, 1996)
can have several diﬀerent pronunciations depend-
ing on the neighboring morphemic and phonemic
contexts according to Korean phonology rules,
particularly when a consonant follows another
consonant between syllables. The word-phrase can
be a noun itself, a verb itself, an inﬂected form of a
verb, a noun followed by case suﬃxes, or a com-
pound noun. The compound noun can be split and
written separately into component nouns.
Korean is a syllabic language. Every Korean
character is pronounced as a syllable as deﬁned in
phonetics. The syllable is divided into three parts:
initial consonant, vowel, and ﬁnal consonant. The
initial and ﬁnal consonants are optional. Every
morpheme boundary does not match a character
boundary and occasionally a part of the syllable
can make a distinct morpheme. We should use
CER or word-phrase error rate (WPER) to fairly
compare performance of speech recognition sys-
tems with diﬀerent morpheme-based recognition
units. The CER is often used for other languages
without space delimiters (Guo et al., 1999).
Morphological analysis that divides a sentence
into morphemes and identiﬁes the properties of
these morphemes has been studied for syntactic
processing and semantic processing in the natural
language processing ﬁeld. We used a morphologi-
cal analysis tool to divide a sentence into mor-
phemes with POS tags and decompose compound
nouns (Kim, 1996). We modiﬁed the conventional
morphological analyzer in order to maintain all
the phoneme components. The conventional mor-
phological analysis often loses or adds phoneme
components during the process, which is critical to
the recognition process. Each word-phrase was
divided into 2.1 morphemes on average. We used
an automatic morpheme-based text-to-pronuncia-
tion conversion tool (Jeon et al., 1998) to convert
morpheme sequences into pronunciation. The use
of this tool allowed identiﬁcation of the pronun-
ciation of a morpheme.
Table 2shows an example of the morphology in
Korean and Romanized representations, where the
dash - and the space denote a character bound-
ary. A root of sseu (meaning write) has two
diﬀerent graphemes of sseu and sseo depending
on the following endings. The da and da[2] have
the same POS tag but diﬀerent pronunciations
according to the phonology rule. The morpheme
n is an ending to denote an adjective form and the
morpheme ss is an ending to denote the past
tense, respectively. Note that the two morphemes
are short and pronounced in one phone.
3.2. Determination of recognition units
The original morphological analysis results can
produce very short morphemes because particles
and endings are usually very short in phoneme
count. These short morphemes have been shown
to yield many recognition errors in preliminary
experiments when we used a trigram LM. There
are two approaches to reduce the errors for mor-
pheme-based LVCSR. The ﬁrst is to use the orig-
inal morpheme units and use high-order n-gram
Table 2
An example of morphological analysis
Word-phrase Morphological analysis results Meaning
Korean Romanized Korean Romanized
sseu-da sseu da write (base form)
sseub-ni-da sseu b-ni-da write (normal ending)
sseu-sib-ni-da sseu si b-ni-da write (honoriﬁc style)
ssoss-seum-ni-da sseo ss seum-ni-da wrote (past tense)
a-reum-dab-da a-reum-dab da[2] is beautiful (base form)
a-reum-da-un a-reum-dau n beautiful (adjective)
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word-phrase-based trigram LM. However it is
hard to estimate the high-order n-gram LM reli-
ably with limited text corpora. It also makes the
recognition process too complex to implement the
LM in the forward search pass. The second is to
use a larger unit than the original morpheme unit
as well as to use a low-order n-gram LM. We se-
lected the second one. In the second approach,
short morphemes or morpheme pairs with a large
number of occurrences were merged to form larger
units that we will call ‘‘words’’ and the conven-
tional trigram LM based on the new unit was used
in the recognition process. By using the low-order
n-gram LM, we can use standard HMM search
techniques without modiﬁcation.
To choose short morphemes and frequent
morpheme pairs for merging, we can use a prede-
ﬁned rule set or a statistical method. In the rule-
based method, we choose morpheme pairs to be
merged according to phoneme count and POS in-
formation. Speciﬁcally, we merged the following
pairs in the rule-based method and reduced the
number of words in a word-phrase to 1.8 (15%
reduction) (Kwon, 2000).
• A single-consonant morpheme and its preceding
morpheme: A single-consonant morpheme is of-
ten used to denote an adjective form or to de-
note a noun form of a verb.
• A stem and its following endings for an auxiliary
verb: This is actually an inﬂected form of an aux-
iliary verb and used frequently. This corresponds
to usage of word-phrases in American English.
• A single syllable suﬃx and a particle following it:
This is usually very short and frequent in news-
paper articles and broadcast news. This pair and
the following pair can be removed ﬁrst from the
rule set if we have to reduce the number of rules.
• A single syllable noun and its adjacent noun in a
compound noun: This occurs from the fact that
the morphological analysis tool tends to split a
compound noun into short noun sequences er-
roneously.
The following second method merges mor-
pheme pairs that maximize log likelihood of a text
corpus (Kwon, 2000).
• A text corpus is ﬁrst segmented into morpheme
tokens.
• Select a morpheme pair producing the largest
log likelihood increase.
• Replace the morpheme pair by a new token. The
replaced token is treated the same as other mor-
phemes.
• Repeat until a termination condition is satisﬁed.
The statistical method can improve perfor-
mance if some linguistic knowledge is utilized in
addition to the log likelihood measure when we
select the morpheme pairs to be merged. To select
the morpheme pair, one can use the same measure
as used in word-phrase language modeling (Kuo
and Reichl, 1999).
3.3. Statistics of text corpora
Fig. 1 shows the coverage as the number of
distinct vocabulary entries increases. With a 32k
vocabulary, the coverage becomes 98.5% using
word units while it is 72.9% using word-phrase
units. We should use a 1M vocabulary to get the
same level of coverage with word-phrase units as
with word units. By using word units we could
obtain OOV rate comparable to other languages.
For the WSJ corpus for American English, the
Fig. 1. Number of distinct vocabulary entries versus coverage
for the word-phrase-based system (triangle) and the word-based
system (square).
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French 97.6% with a 40k vocabulary (Lamel and
DeMori, 1995). For an agglutinative language,
Japanese Nikkei corpus showed 96.2% coverage
with a 20k vocabulary (Ohtsuki et al., 1999b).
Table 3 shows statistics of the 12M text corpus
in detail. The number of words in the table denotes
the unit after the merging process. The average
number of words in a sentence was 28.5, which is
similar to 25.6 in the Japanese Nikkei newspaper
text corpus (Ohtsuki et al., 1999b). It can be un-
derstood from the fact that the Korean and Jap-
anese languages have similar linguistic structures.
Table 4 shows the percentage of each POS of the
merged morpheme units in the 12M text corpus.
The table indicates that a sentence had 5.3 parti-
cles, 2.0 suﬃxes and 1.5 endings. Percentage of
nouns included English acronyms in the table.
4. Korean large vocabulary continuous speech rec-
ognition
4.1. Acoustic modeling
In both read speech recognition and broadcast
news transcription tasks, speech signals were
sampled at 16 kHz with a resolution of 16 bits. The
window size was 16 ms and the frame shift was 10
ms. A 39-dimensional feature vector was formed
by concatenating 12perceptually linear prediction
cepstrum coeﬃcients, 12delta and 12delta–delta
coeﬃcients, energy and delta and delta–delta en-
ergy. Linear discriminant analysis was performed
to produce a 24-dimensional feature vector. We
used 40 basic phonemes including silence. A three-
state HMM without skip transitions was used for
each acoustic unit except silence and a one-state
HMM for silence. The observation probability
density of each HMM state was modeled by a
mixture Gaussian distribution. Acoustic contexts
were clustered using a decision tree (Young et al.,
1994) with 47 phoneme categories (e.g., vowel,
consonant, fricative) used as candidate questions
for each node. The 2w þ 1 phonemes around a
center phoneme were considered to decide the
acoustic context of the center phoneme where w is
the maximum phonemic context width. We split
the node with the maximum entropy decrease
when the node is split to two child nodes according
to each question related to its context. The above
splitting operation was continued until the desired
number of leaf nodes was obtained. For read
speech recognition, 5000 states had unique prob-
ability distributions deﬁned over one of 1000
codebooks. Each distribution had 16 Gaussian
mixtures and was shared by a group of states. For
broadcast news transcription, the system had 3000
shared states and each state has a distinct distri-
bution with 16 Gaussian mixtures.
4.2. Language modeling
We divided Korean newspaper text corpora
into morphemes by a morphological analysis tool
and attached a tag for each morpheme to denote
identiﬁcation of its pronunciation using an auto-
matic text-to-pronunciation conversion tool. Short
and frequent morphemes were merged to reduce
acoustic confusability according to the methods
described before. A set of the most frequent V
words was selected from the text corpora and used
as a recognition vocabulary. The vocabulary for
broadcast news transcription was also chosen in
the same manner from the broadcast news tran-
scripts appended by the newspaper corpus. The
Table 4
Percentage of each POS in the 12M text corpus
POS Percentage (%)
Nouns 56.1
Particles 18.7
Stems of verbs and adjectives 9.0
Suﬃxes 6.9
Endings 5.3
Adverbs and pronouns 3.4
Interjections, and others 0.6
Table 3
Statistics of the 12M text corpus
Number of sentences 772k
Number of word-phrases 12M
Number of words 22M
Number of distinct word-phrases 1.2M
Number of distinct words 281k
Average number of words per sentence 28.5
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multiple entries for each word to handle the rigid
phonology rule. A word-based trigram LM was
computed using the statistical language modeling
toolkit (Clarkson and Rosenfeld, 1997) and unseen
probabilities were estimated by using Katzs back-
oﬀ smoothing method (Katz, 1987). A POS tag
was attached to every LM entry so that spaces can
be placed to speech recognition results by the
word-phrase unit in a postprocessing process.
4.3. Decoding algorithm and search network
The purpose of a decoding algorithm is to ﬁnd
the best sequence of words over a search network
that produces the maximum probability of an in-
put utterance given an acoustic model and an LM.
The search network, represented in a preﬁx tree or
a ﬂat lexical tree, keeps lexical information on a
recognition vocabulary. The Viterbi decoding al-
gorithm is applied to state transitions within each
word and the probability from the LM is multi-
plied to the acoustic probability at each word
transition (Lee, 1989).
To improve the recognition accuracy, we used a
three-pass strategy for decoding. In the ﬁrst pass
the preﬁx search tree was searched using approx-
imate trigram scores (Ravishankar, 1996) and the
beam pruning technique was used to remove un-
likely partial paths and reduce the search space. A
unigram LM look-ahead technique at each node
was applied so that linguistic information could be
exploited as early as possible (Ortmanns et al.,
1996). Next the ﬂat lexical tree was searched where
each lexical item is placed in parallel so that all
word transitions depending on the previous two
words can be considered in ﬁnding the best word
sequence. Finally a word lattice was built from the
recognition result from the second pass and each
utterance hypothesis was rescored using more de-
tailed acoustic and linguistic information. For this
work, we used the word lattice only to get the
optimized LM weight and the word insertion
penalty.
To incorporate the Korean phonology rule into
decoding, one can construct a preﬁx search tree
with static arcs according to a set of rules (Yu
et al., 2000) or a preﬁx search tree with soft
Fig. 2. An example of the lexicon and the search network.
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large number of static arcs and hence the com-
plexity of the decoding algorithm increases as the
number of distinct stems and endings becomes
large. The technique that uses a tree structure at
both word beginnings and word endings can be
also used to reduce the number of arcs (Demuynck
et al., 2000). For this reason, we used the simple
approach where the phonology rule is applied
probabilistically for each word transition through
the LM score. Absorbing the rule into the LM, we
did not have to modify the conventional search
module signiﬁcantly.
Fig. 2shows an English example of the lexicon
and the search tree with cross-word triphone
modeling used in the ﬁrst pass assuming that four
words are to be recognized: bid, bit, bite and
s. For s, we have two entries with diﬀerent pro-
nunciations /s/ and /z/. The square boxes denote
dummy nodes that do not emit observation sym-
bols. The term l   c þ r denotes a phoneme c with
left context l and right context r. Scþr denotes a
start node for context c þ r and Er denotes an end
node for right context r. For each end node at each
time frame, we get a leaf node with the best score
from all leaf nodes with the same right context
phoneme. The double-lined ellipsoids denote
word-initial nodes with dynamic triphone mapping
(Ravishankar, 1996). A word-initial node dynam-
ically inherits the last winning predecessor. Iden-
tiﬁcation of a word-initial node is determined
according to the preceding left phone. At the
transitions numbered in the tree, an approximate
trigram score is added to the accumulated score.
5. Experimental results and discussion
Error rates including substitution, deletion and
insertion errors were measured in the character,
word and word-phrase units. To compute the CER
and WPER, we placed spaces properly using the
attached POS tags by postprocessing. Compound
nouns were split into component nouns to remove
the ambiguity due to optional spacing and the
spaces were considered as characters in computing
the CER.
5.1. Read speech recognition
In the baseline system, we used w ¼ 3 for in-
traword context clustering and the rule-based
method to merge morpheme pairs. The vocabulary
size was 32k and a word-based trigram LM was
computed with the cutoﬀ values of 1 for both bi-
gram and trigram. From the ﬁrst read speech
database, 32min and 156 sentences (11981/5560/
3627 characters/words/word-phrases) of speech
data with 24 test speakers (15 males and 9 females)
were used as a test set.
Table 5 shows WERs in the read speech rec-
ognition task. The character, word and word-
phrase error rates of the baseline system were
15.5%, 25.0% and 30.4%, respectively. Then cross-
word acoustic modeling was applied with w ¼ 1
(triphone modeling) and 21.8% WER was ob-
tained. When the pronunciation-dependent LM
was used, the word errors were reduced to 20.0%.
The result showed that the pronunciation-depen-
dent LM reduces word errors eﬀectively with the
conventional search algorithm. By increasing
the amount of text corpus from 12M to 20M, the
system yielded a WER of 16.2%. We further op-
timized the number of acoustic parameters. By
increasing the number of codebooks to 1500, the
number of Gaussians for each codebook to 24, and
the number of unique states to 7500, we obtained a
15.5% WER.
Table 6 shows statistics on perplexity, OOV
ratio, and trigram hit ratio when we use the pro-
nunciation-dependent LM. Perplexities in the pa-
per were computed after removing all OOV words
and context cues (Clarkson and Rosenfeld, 1997).
Because some OOV words were occasionally
Table 5
Experimental results for read speech recognition
Experiments CER
(%)
WER
(%)
WPER
(%)
Baseline system 15.5 25.0 30.4
Inter-word modeling 12.6 21.8 25.3
Pronunciation-dependent LM 11.9 20.0 23.5
Increasing text corpus size 9.4 16.219.2
Increasing acoustic parameters 9.215.5 18.7
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examined morphology analysis results of the
newspaper test corpus and added some new words
to the vocabulary of the morphology analysis tool.
We could reduce the OOV rate to 1.44% by this
additional processing. We used an LM test set that
included 25k sentences or 372k word-phrases. The
perplexities for the LM test set and the recognition
test set were slightly diﬀerent because a few sen-
tences of the test set were selected from old
newspaper articles. With the proposed pronunci-
ation-dependent LM, we obtained a recognition
test-set perplexity slightly larger than without
pronunciation-dependent units. That comes from
the fact that the same vocabulary size was used in
both cases and each unit in the pronunciation-
dependent LM had more fan-outs with diﬀerent
pronunciations according to the phonology
rule. In spite of a small perplexity increase, the
proposed LM has shown to eﬀectively suppress
stem-to-suﬃx transitions not conforming to the
phonology rule. Without the model, all word
transitions that have the same word identiﬁcation
but diﬀerent pronunciations have the same LM
score. Hence we should consider all stem-to-suﬃx
transitions.
Table 7 shows the number of dictionary entries
with multiple pronunciations for each POS. In our
experiments, 1628 words from the 32k vocabulary
had multiple pronunciations, which corresponds
to 5% of the recognition vocabulary. A word had
at maximum 5 pronunciations. Suﬃxes, endings
and particles constitute as much as 13% of the
recognition vocabulary. The fact supports our
approach to the search tree.
5.2. Broadcast news transcription
In the baseline system for broadcast news tran-
scription, the maximum phonemic context width
was reduced to 2for intraword contexts (quin-
phone models) because the wider context width did
not reveal a signiﬁcant eﬀect on the performance of
the system. The same triphone models were used
for cross-word contexts as in read speech recogni-
tion. The same acoustic model was used for all
acoustic conditions and speaker adaptation was
not applied yet. The read speech databases as well
as the broadcast news speech database were used
to train acoustic models of the baseline system. We
used a pronunciation-dependent LM computed
from the broadcast news corpus augmented by
the newspaper corpus and selected 32014 entries
without merging as a recognition vocabulary by
ordering all morphemes according to the number
of counts. The recognition vocabulary included
human and nonhuman noise.
Table 8 summarizes statistics of the LM for the
broadcast news transcription task. The OOV rate
was 1.24% and the test-set perplexity was 72.2. The
trigram, bigram and unigram hit ratios in the table
indicate that 70.1% of words were predicted using a
trigram, 23.4% of the time the language model
backed oﬀ to the bigram, 6.5% to the unigram. We
evaluated the baseline system with business-related
sentences from the broadcast news test set. There
were 5 anchors (2males and 3 females) and 14 re-
porters in the test set. We designed the test set to
Table 6
Perplexities and OOV rates for read speech recognition
# Unigrams 32k
# Bigrams 1.1M
# Trigrams 2.5M
Trigram hit ratio (%) 59
OOV rate (%) 1.44
Perplexity
Training set 67
LM test set 130
Test set 115
Table 7
Number of vocabulary entries with multiple pronunciations for
each POS
POS Number of
entries
Number of entries
with multiple
pronunciations
Nouns 22266 371
Particles 577 50
Stems of verbs and
adjectives
4500 221
Suﬃxes with particles 2279 761
Endings 1350 224
Adverbs and pronouns 1016 1
Interjections, and others 20 0
Total 32008 1628
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known to the system so that we intended to eval-
uate the performance unbiased with respect to
anchor identiﬁcation. The test set included 45 sen-
tences (813 words, 4 min) from anchor speakers and
116 sentences (2599 words, 14 min) from reporters.
The baseline system without merging yielded 11.3/
16.6/28.6% character/word/word-phrase error rate
for 45 sentences from anchor speakers and 17.4/
27.4/38.0%for116sentencesfromreporterspeakers.
Using only reporter speech mostly uttered in
noisy environments, we compared error rates for
the system with and without merging morpheme
pairs. A WPER measure was used to compare the
error rates for diﬀerent recognition units. Fig. 3
shows the WPERs for the original morpheme units
without merging (M0) and for the merged mor-
pheme units by the rule-based method (M1). When
the recognition vocabulary size is small, the mor-
pheme units without merging yielded smaller error
rates because the OOV rate is lower than the word
units. As the vocabulary size increases, merging by
the rule-based method showed a smaller error rate
than using the original morpheme units. The sys-
tem with the rule-based method showed the lowest
WPER of 37.2% when the vocabulary size is 32k.
The system showed 59.7% trigram hit ratio and a
perplexity of 67.9 when normalized (Tomokiyo
and Ries, 1998) to the number of the original
morpheme units, with 3403 words and 2.02% of
OOV words in the test set. The word-based per-
plexity was 103, which is smaller than the per-
plexity in read speech recognition. To clarify the
error rate reduction of the rule-based method, we
performed a signiﬁcance test by the one-tailed
matched pairs sentence-segment word error test
(Gillick and Cox, 1989; Pallet et al., 1990). A sig-
niﬁcance level of 5% was used, which means that a
null hypothesis is rejected if a test statistic is larger
than 1.985. The test statistic was 2.74 and we
concluded that the rule-based method yields im-
proved performance over the baseline system.
To evaluate the performance of the statistical
method in merging morpheme pairs, we used the
vocabulary size of 32k without merging as a
starting point of the next experiment. We added
the morpheme pairs to the recognition vocabulary
by the statistical method. To accelerate the merg-
ing process we selected and merged more than one
candidate in one iteration period. We used the
unigram log likelihood criterion to select mor-
pheme pairs to be merged because it achieved
comparable performance with reduced computa-
tion (Kuo and Reichl, 1999). We investigated the
eﬀects of POS constraints used in selecting merging
candidates. In the ﬁrst case we did not use any
constraints (C0). In the next case we allowed the
following combinations to be merged: stem and
ending, ending and ending, particle and particle, or
suﬃx and suﬃx (C1). In the last case, we allowed
the following combinations to be merged in addi-
tion to the allowed combinations in the previous
case: noun and noun, and noun and suﬃx (C2).
While the C0 case allows merging the morpheme
pairs across word-phrases, the C2case restricts
Table 8
Perplexities and OOV rates of the baseline system for broadcast
news transcription
# Unigrams 32k
# Bigrams 1.2M
# Trigrams 3.1M
# Morphemes in the test set 3910
Trigram hit ratio (%) 70.1
Bigram hit ratio (%) 23.4
Unigram hit ratio (%) 6.5
OOV rate (%) 1.24
Test-set perplexity 72.2
Fig. 3. Vocabulary size versus WPER for the original mor-
pheme units (M0) and for the merged morpheme units by the
rule-based method (M1).
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WPERs for reporter speakers with the number of
added morpheme pairs varying. The system
showed the best word-phrase accuracy of 36.7%
when we merged 2000 words in the C2 case. The
C2case showed better overall performance than
the other two cases, which indicates that more
linguistic knowledge leads to a better recognition
vocabulary. The system showed the same tendency
for anchor speakers: 26.3% WPER with 1000 ad-
ded morpheme pairs and 28.0% without merging.
The test statistic was 3.54 between the baseline
system and the C2case. But the test statistic be-
tween the C2case and the rule-based method was
0.47, indicating no signiﬁcant improvement over
the rule-based method at a signiﬁcance level of 5%.
Table 9 shows perplexities (PP) normalized to
the test-set size in the original morpheme unit,
OOV rates, trigram hit ratios and WPERs when
2000 morpheme pairs were merged. From the
recognition results, we argue that both the per-
plexity and the OOV rate should be considered
for best performance in determining recognition
units.
In order to compare the recognition results
with others, we divided the test set into two groups
by the acoustic condition: 63 sentences of clean
speech and 98 sentences of noisy speech. These
groups correspond to the F0 and F4/FX segments
(Pallet et al., 1999). The best system by the sta-
tistical method yielded 11.2/17.6/28.9% character/
word/word-phrase error rate for clean speech and
17.5/27.7/38.4% for noisy speech. The WERs were
larger than for the American English cases but the
CERs were comparable to the Mandarin case
(Guo et al., 1999). We need more work in acoustic
modeling and language modeling: cluster-based
acoustic modeling, speaker adaptation, acoustic
normalization, and long-spanned language mod-
eling. Table 10 summarizes all the experimental
results for broadcast news transcription.
6. Conclusion
We proposed to merge pairs of short and fre-
quent morphemes into larger units to overcome
the high OOV rate problem and the coarticulation
problem for Korean LVCSR, and use pronuncia-
tion-dependent LM entries to incorporate the
Korean phonology rule into the decoding algo-
rithm. The merged morpheme unit was deﬁned as
the recognition unit, word. We also attached a
POS tag to each word to place spaces in the rec-
ognized sentence correctly. This approach did not
require modiﬁcation of the search module of a
Fig. 4. Number of merged morphemes versus WPER with
diﬀerent merging constraints in the statistical method (C0: no
constraint was used; C1: two morphemes with the predeﬁned
POS pairs were merged; C2: noun and noun, noun and suﬃx
pairs were added to the set of the POS pairs).
Table 9
Normalized test-set perplexity, OOV rate, and trigram coverage when 2000 morphemes were merged
Merging constraint # Words in test set Norm. PP OOV rate (%) Trigram hit ratio (%) WPER (%)
C0 3144 71.6 1.53 50.4 37.3
C1 3381 72.5 1.43 58.8 37.1
C232 69 71.2 1.48 56.0 36.7
C0: no constraint was used; C1: two morphemes with the predeﬁned POS pairs were merged; C2: noun and noun, noun and suﬃx pairs
were added to the set of the POS pairs.
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morpheme recognition units, we reduced the OOV
rate to 1.5%, which is a similar level to that of the
Japanese and American English dictation tasks.
The performance of the system with the mor-
pheme-based recognition units was evaluated for a
read speech recognition task and a broadcast news
transcription task. The vocabulary size was 32k
and a word-based trigram LM was used in both
tasks. In the ﬁrst task, pronunciation-dependent
language modeling was shown to reduce 8% of
word errors. Using the second task, we evaluated
the performance of two proposed merge methods:
a rule-based method and a statistical method. The
statistical method with a linguistic constraint
showed the best performance and relatively re-
duced 3.4% of word errors of the baseline system
without morpheme merging. The two merging
methods were shown to achieve similar perfor-
mance. We ﬁnally achieved 17.6% WER for clean
speech of broadcast news and 27.7% for noisy
speech, which is the ﬁrst report on Korean
broadcast news transcription results to our
knowledge.
Still, further work needs to be done to improve
the performance to a similar level as in American
English and to be used for practical applications.
The acoustic modeling techniques generally adop-
ted for LVCSR should be implemented: speaker
adaptation, cluster-based acoustic modeling, and
acoustic normalization. Language-speciﬁc model-
ing techniques should be developed to exploit lin-
guistic information. A pronunciation dictionary
signiﬁcantly aﬀects the performance and therefore
should be optimized. Selection of appropriate
questions for context clustering should be investi-
gated. Although we took measures to deal with
short morphemes, the recognition units should be
reﬁned further by combining linguistic knowledge
and statistical information. The search tree should
be organized more eﬃciently to utilize the structure
of the word-phrase in Korean: an agglomerate of a
stem and endings or an agglomerate of a noun and
particles. The morphology analysis tool should be
improved because its accuracy aﬀects the OOV rate
and the test-set perplexity in morpheme-based
speech recognition systems.
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