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1. SUMMARY 
This volume of the final report presents a detailed design and 
analysis of a calibration scheme to be used for the strapdown inertial 
system for Phase 2 of the V/STOL Program. The calibration scheme is 
capable of being implemented under hanger conditions and runs can be 
completed within one 8-hour day. The precision of calibration is expected 
to be sufficient to support flight operations. 
A total of 11 terms can be determined for each of the 3 gyros and 
8 terms for each of the 3 accelerometers. These terms provide the matrix 
of misalignments between the ISU body axes and the input axes of each 
gyro and accelerometer. Second and third order scale factor error 
coefficients are also estimated as well as bias and gyro g sensitive coef­
ficients. A second level of calibration can also provide estimates of cross 
compliance terms . A detailed specification of the test procedure is 
If all terms are not to be calibrated, the process can be completed within 
5 to 8 hours. Calibration of the gyro scale factor at a variety of rates 
will take longer. 
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provided, although details of the ISU alignment before each run have yet 
to be finalized. 
The expected la precision of calibration for the accelerometers 
is approximately 2 sec for misalignments, 4mg for bias, 3 to 13 pg for 
scale factor, and 6 to 12 g/g2 for compliance terms. For the gyros, 
the expected la precision is approximately 2 sec for misalignments, 
8 mdh for bias, 20 mdh for scale factor at 20/sec (3 ppm), 6 to 10 mdh/g 
for mass unbalance terms, 11 to 14 mdh/g 2 for major compliance terms 
and 15 to 20 * mdh/g 2 for cross compliance terms. 
The data reduction calculations have been made as simple as 
possible since estimation of the calibration terms may be done manually 
using only a desk calculator. Flexibility is provided in the least squares 
estimation of the scale factor error coefficients in that any number of 
input conditions can be accommodated. All calculations required to 
determine the calibration terms are provided. 
A detailed error analysis of the calibration system was made that 
provided not only expected calibration estimation precision, but also formed 
the basis for specifying key performance requirements of the support 
equipment involved. Consideration was given to designing the system so 
as to minimize the complexity and number of test equipments required, 
thereby reducing the cost of implementing the system. Each major 
support equipment is described functionally. 
One of the terms for one of the accelerometers is expected to be 
30 mdh/g 2 (lo). 
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2. 	 INTRODUCTION 
2.1 GENERAL 
The purpose of these studies is to develop operational pre-flight 
alignment and calibration procedures for the strapdown inertial navigator 
to be used during Phase 2 of the V/STOL Program. The calibration pro­
cedure is designed to be one which can be implemented using the limited 
test equipment which will be available in the hangar. The alignment pro­
cedure is designed to be one which can be accomplished in the helicopter 
using the fixed point, on-board flight computer. Since the calibration and 
alignment procedure developments can be discussed separately and since 
many personnel at NASA-ERC are primarily interested in only one of 
these, developments, the developments are discussed and documented in 
separate volumes: Volume I for the calibration procedure and Volume 
2 for the alignment procedure. 
Error analyses are presented which indicate the expected accuracies 
of the developed procedures. These error analyses, of course, are de­
pendent on the assumed input error models. Developing models for the 
inertial sensors was one of the tasks performed as part of the overall 
study. 
To the extent that'they were known, input parameters for the study 
were supplied by NASA-ERC. These parameters describe the following 
types of inputs: 
* 	 specifications on the performance of the accelerometers 
and gyros, 
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o 	 a description of the dynamic environment in which the 
alignment and calibration must be performed, 
* 	 a description of the test equipment that will be available 
for calibration in the hangar, and 
* 	 a description of the coordinate frames and the mounting 
of the inertial sensors in the strapdown system. 
In those cases where the specifications and descriptions were incomplete, 
the associated error analyses must be considered preliminary in nature. 
In those cases where assumptions had to be made, the resultant error 
analysis provides information on how to set the performance specifications. 
Throughout this report, references are made to a study made by 
UNIVAC [3, 4, 5]*. Whereas that study was concerned with calibration and 
alignment in the laboratory, this study is directed towards calibration in 
the field. 
2. 2 OBJECTIVES AND SCOPE OF CALIBRATION STUDY 
The objectives of the ISU calibration procedure are as follows: 
* 	 estimate the inertial sensor calibration terms listed in 
Tables 4-3 and 4-5 of Section 4, with precision goals 
as indicated in the tables 
* 	 perform the calibration under field conditions (viz., 
in a hangar) 
References are indicated by numbers in brackets and listed in Section 13. 
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* 	 perform the calibration in a minimum time period, with 
8 hours as a goal. Equipment setup time and complexity 
is to be minimized, as well as pre-calibration activities 
and calculations 
* 	 data reduction is to be as simple as possible since it 
may be done manually 
It is anticipated that the calibration procedure may be performed routinely 
once a week and more often if necessary, (e. g., if an inertial sensor is 
changed or parameter changes are suspected). 
The scope of the study is defined by the following tasks, as 
interpreted by certain ground rules discussed in the next section: 
* 	 develop inertial sensor mo-dels 
o 	 develop operational procedures to obtain the desired 
calibration terms, including an estimate of the time 
required to calibrate 
* 	 develop equations required to estimate the desired 
calibration terms 
* 	 specify critical functional and performance requirements 
of the associated test equipment 
* 	 identify the significant error sources and estimate the 
expected calibration precision 
The study is considered to be a part of the total development effort 
required to implement the ISU calibration function, in that further 
trade-off studies are required, as well as detailed specification of the 
precalibration activities. The study should be considered as specifying 
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a base line system that can be developed and modified as necessary to 
arrive at a final design. In this sense many engineering judgements 
were exercised with the anticipation that design details may be changed, 
as required to provide a "balanced design". 
2.3 GROUND RULES OF CALIBRATION STUDY 
A set of ground rules were established at the beginning of the 
calibration study, to be used as a guide in developing the calibration 
system. These were discussed in Ref. 2 and further established as the 
study progressed. The ground rules of the study are as follows: 
1. 	 The ISU is to contain three Honeywell GG 334A gyros 
and three Kearfott 2401 pendulous accelerometers, 
using time-modulated pulsed torque-to-rebalance 
loops operating at 128 and 256 kHz respectively, 
and a maximum data sampling rate of 1 kHz. 
2. 	 Polarities of the calibration terms shall be as
 
defined in Tables 4-2 and 4-4.
 
3. 	 The ISU is to be mounted in a Two-Axis Fixture (TAF) 
as shown in Fig. 5-3 (this is a change from the conven­
tion used in the UNIVAC study (Refs. 3, 4 and 5). 
4. 	 Accelerometer random noise is assumed to be 
negligible; gyro random noise is to be as specified 
in the UNIVAC study; torque-to-rebalance loop noise 
is no greater than the loop quantization, for both the 
accelerometers and the gyros. 
5. 	 The test stand base motion and effects on the gyro and 
accelerometer outputs are assumed to be the same as 
that presented in the UNIVAC study. 
6. 	 A Single-Axis Test Stand (SATS) with the rotary axis 
nominally vertical is to be used (in order to minimize 
costs). Data is to be taken only as a function of full 
table rotations. 
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7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
A Two-Axis Fixture (TAF) is to be used to support the ISU. 
Accurate readouts of the TAF gimbal angles will be 
provided. 
To reduce costs and since data recording is to be done 
manually, the data collection equipment is to be minimal. 
A minimum number of pulse counters should be used in 
trade-off with the objective to calibrate in one 8 hour 
day. 
Since data reduction-may be performed manually, the 
estimation equations should be as simple as possible 
(e. g., post run data filtering is to be avoided). 
Least squares filtering of redundant data is to be minimized 
and used only when necessary to provide adequate sensitivity 
or flexibility to allow the inclusion of extra data when 
desired. 
The calibration procedure is to be patterned after that used 
in the UNIVAC study, modified as necessary to reflect 
a single-axis test stand (rather than two axes) and pendulous 
accelerometers (rather than vibrating string accelerometers). 
It is desirable to use the same symbology, definitions, 
zero positions, etc. 
The calibration procedure is to be based on using only 
test table rates and the gravity vector. Gyro scale 
factor error coefficients to be estimated using input 
rates between + 1 and + 600 /sec. 
Error sensitivity equations are to be identified in support 
of possible tradeoffs that may be made as the design 
develops. The estimate of expected calibration precision 
is to be based on engineering judgements of acceptable 
error tolerances in the design in order to arrive at the 
base-line system. 
Tradeoffs are to be minimized in this study in preference 
to the development of workable calibration procedures 
and specification of critical calibration system hardware 
requirements. 
Details of the pre-calibration activities are to be developed 
separate from this study. 
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3. SYMBOLS 
The symbols used in the ISU Calibration study are intended to be 
compatible to the maximum extent possible with those used in the UNIVAC 
Study [3, 4, 5] and in previous reports on this project [1, 2]. However, 
some deviations and redefinitions were necessary to avoid ambiguities, 
classify meanings, and provide consistency. Changes in these areas are 
noted specifically. The detailed lists of symbols are contained in the last 
Appendix, G, to facilitate rapid and convenient access whenever required. 
The information contained in the Glossary, Appendix G, is intended 
to provide a central location for understanding all nomenclature used in 
the report. Four categories are defined, as follows: 
* Formation of symbols 
* List of prime symbols and abbreviations 
* List of subscripts
 
0 List of superscripts
 
Coordinate systems and related transformations are defined, where used, 
in Sections 5, 9 and Appendix B. 
I 
Positive quantities are defined in the direction of positive axes and 
positive angles are defined according to the right hand rule. Signs asso­
ciated with nominally cardinal values of dot and cross products of vectors 
are defined as above and in terms of the coordinates in which the right 
hand term in the product is expressed. Positive values of the calibration 
terms are defined in Tables 4-2 and 4-4 in the Math Models Section (4). 
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4. ISU AND INERTIAL SENSORS MATH MODELS 
The purpose of this section is to present the math models that 
will be used to characterize'the ISU in general and the accelerometers 
and gyros in particular. The inertial sensors are discussed in Sections 
4. 	1 and 4. 2, whereas the ISU is considered below. 
The structural alignment tolerances within the ISU are assumed 
to be as listed in Table 4-1. The ISU porro prism misalignment relative 
to the ISU optical cube is not considered in this study since the ISU cube 
is 	 considered to be the prime reference during calibration. 
Definition of Misalignment 	 Value 
o 	 Inertial sensor mounting error 6 sec (max) 
" 	 Inertial sensor OA and SA (or PA) 10 mn (max) 
about IA 
* 	 ISU cube and inertial sensor 6 mfn (max) 
mounting pads 
* 	 ISU cube and ISU mounting 6 min (max) 
surface 
Table 4-1 ISU Internal Alignment Errors 
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4.1 ACCELEROMETER MATH MODEL 
The accelerometer math model is derived in Appendix A and 
repeated here, as follows: 
t t. 
N MN N 2 3 
c
AVC A,0 r k = I (aJ dt +j [Ab+ Dlai + D2 ai + D 3af 
0 0 
-C a +C aia +C aia - MOA a'P p IP ip 10io0 p 
+
+MPA a IP Wp1 + JAw + Db] dt 
+eA + eA (4-1) 
q n 
where 
aT = acceleration in direction of ISU body axis to which 
P accelerometer PA is nominally parallel 
al acceleration in direction of ISU body axis to which0 accelerometer OA is nominally parallel 
and in which eA includes the effects of random accelerometer noise 
n ACen ) and dynamics of the accelerometer rebalance loop (ereb). The 
term Db is the dynamic bias due to the nominal vibration environment. 
The torque'-to-rebalance loop operates in the same fashion as the gyro, 
as explained in Refs. I and 9. 
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The Cp term in Eq. (4-1), which is proportional to mass unbalance 
along the accelerometer IA, is indistinguishable from MOA and so it 
will be dropped. In addition, the QIP and JA terms may be deleted 
since accelerometer outputs are not recorded when the test table is 
rotating and the rates that do exist (earth rate components) are small. 
Other error effects considered negligible are: 
-6a = a (w w2 w)
" rotational cross coupling: 
o compliance: 6a = T C(a., a , ap)/mA (not including C and C I) 
o cross-coupling of accelerations along OA 
where mA is the pendulosity of the accelerometer and K is the equivalent 
stiffness of the rebalance loop. " 
The effect of scale factor error is modeled as a third order 
polynomial in terms of acceleration along the IA, as shown in Eq. (4-1). 
Sign conventions associated with the accelerometer calibration 
terms are contained in Table 4-2, and Table 4-3 lists numerical values 
of the calibration terms in Eq. (4-1). Table 4-3 also indicates the 
calibration terms to be estimated and the associated precision goals. 
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Calibration 
Term 
Bias 
Compliance 
Misalignments 
Accelerometer 
Scale Factor 
Error Coefficients 
Table 4-2 
Sign of Output 	Acceleration for 
S bol 	 Positive Value of Calibration Term 
Ab 	 positive 
Cip, C 	 same as sign of products
of accelerations along (IA) (PA) 
and (IA) (OA), 	 respectively. 
MOA, MPA 	 opposite to acceleration along 
nominal PA and same as 
acceleration along nominal OA, 
respectively (corresponding to 
positive rotations of IA about OA 
and PA, respectively). 
same as acceleration along IA 
D 
D2 positive for either positive or 
negative acceleration along IA 
Sign Conventions Associated with Accelerometer 
Calibration Terms 
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Symbol Name 
(1) 
A Scale factor (SF) 
Ab * Bias 
D * SF error (SFE) 
D2 D 2nd order SFE 
D * 3rd order SFE3 
C1... VibropendulousCoeff.FP 
C ** Compliance of 
pendulous 	axis 
MOA* 	 Misalignment of 
IA about OA 
MPA* 	 Misalignment of 
IA about PA 
Units 
fps/pulse 
9g 
gg/g 
Pg/g2 
pglg 3 
ggg 
Mg/g 2 
sec 
sec 
Nominal 

Value(2) 

.0025 
50 
50 
+8 
+8 
Range 
(max$3 ) 
+ 10% 
+ 175 
-"10 
"'10 
+ 30 
+ 30 
Est. Prec. 
Goal (max)(4 ) 
< 25 
< 25 
TBD 
TBD 
TB 
TBD 
< 5 
< 5 
Notes: (1) A single asterisk refers to the basic calibration terms to be estimated. 
The double asterisk refers to additional terms to be estimated to 
provide a full calibration. 
(2) Value at beginning of calibration run, 
(average magnitude). 
for a normally operating ISU 
(3) Maximum value at beginning of calibration run, 
case design purposes. 
to be used for worst 
(4) Maximum values are interpreted as being equivalent to 
TBD indicates "to be determined". 
a 3g value. 
Table 4-3 Numerical Tabulation of Accelerometer Calibration Parameters 
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4.2 GYRO MATH MODELS 
The gyro math model was derived in Ref. 1 and is repeated here, 
as follows: 
GN tN tN 22A c E Ck =f (w) dt + f [R+BIa.+BSa +B0a +C a.k=l t j b Ss Co Iii 
0 0 
2 
+C a 2+C a a +C a a +C a a SSas+ is Cioaiao OSos 
+ w.w +Qw.+Qw 2 - MOA w'
-is :1 s Ii 2 i1S 
G 
+MSAw' +5G' ]dt+e G +e 
o q n 
(4-2) 
where 
wl = inertial rate about ISU body axis to which gyro SA 
s is nominally parallel 
wl = inertial rate about ISU body axis to which gyro OA is 
0 nominally parallel 
e Gand in which includes the effects of random gyro noise (e G) and 
nG nr 
dynamics of the gyro gimbal/rebalance loop (e nreb). The Qis and 
J G terms may be deleted in the calibration process since they contri­
bute a negligible effect to the gyro output. 
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The effect of scale factor error is modeled as a second order 
polynomial in terms of inertial rate about the IA, as shown in Eq. (4-2). 
Sign conventions associated with the gyro calibration terms are 
contained in Table 4-4, and Table 4-5 lists numerical values of the 
calibration terms in Eq. (4-1). Table 4-5 also indicates the calibration 
terms to be estimated and the associated precision goals. The math 
"G) 
model for internal random gyro drift rate (e ) is contained in Table nr 
4-6 and is the one used in the UNIVAC study,* as originally specified 
in Ref. 7. 
Appendix A (pp. A-8, 9) of Ref. 4 
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Calibration 
Term Symbol 
Bias Rb 
MUIA 
MUSA 
Mass 
Unbalance BI, BS, B 0 
Major CIII CSS 
Compliance 
Cross 
Compliance Cis , CIO, COS 
Misalignments MOA, MSA 
Q1Scale 
Factor ErrorCoefficients Q 2 
Sign of Output Rate for Positive 
Value of Calibration Term 
positive (corresponding to 
a negative torque on float 
about OA) 
opposite to sign of acceleration 
along SA and IA, respectively 
(corresponding to niass unbalances 
along positive IA and SA) 
same as sign of acceleration 
along IA, SA and OA, respectively 
positive for positive or negative 
acceleration along IA and SA, 
respectively 
same as sign of products of 
accelerations along (IA)(SA), 
(IA)(OA) and (OA)(SA), 
respectively 
opposite to rate about nominal 
SA and same as rate about 
nominal OA, respectively 
(corresponding to positive 
rotations of IA about OA and 
SA, respectively) 
same as rate about IA 
positive for either positive 
or negative rate about IA 
Table 4-4 Sign Conventions Associated with Gyro Calibration Terms 
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Estimation 
Symbol Name Units Nominal Range Precision 
(1) 	 Value (2) (max) (3) Goal (max) (4) 
Scale Factor (SF) sec/pulse . 844 + 10%
 
(0 to 30/sec)
 
1. 688 +o 10% 
(30 to 600sec) 
R * Bias 0/hr + 0. 100 0. 200 < 0. 020 
b 
* SF error (SPE) ppm +200 	 < 50 
Q * 	 2nd order SFE ppm/rad/sec 50 TBDQ2 
B * 	 Mass Unbalance °/hr/g + 0. 300 + 1. 5 < 0. 020 
along SA 
B * 	 Mass Unbalance 0/hr/g +0. 300 + 1. 5 < 0. 020S along IA 
BO ** 	 Output axis accel- 0/hr/g .040 < 0. 020 
eration sensitivity 
C * 	 Compliance Coeff. 0/hr/g 2 .020 < 0. 025 
CSS * 	 Compliance Coeff. 0/hr/g 2 020 < 0. 025 
MOA * 	 Misalignment of sec + 8 + 30 < 5 
IA about OA 
MSA * 	 Misalignment of sec + 8 + 30 < 5 
IA about SA 
CCIS * 	 Compliance Coeff. 01hr/g 2 < 0. 025 
C * 	 Compliance Coeff. °1hr/g 2 < 0. 025 
COS *... 	 Compliance Coeff. 0/brig 2 < 0. 025 
Notes: (1) 	 A single asterisk refers to the basic calibration terms to be estimated. 
The double asterisk refers to additional terms to be estimated to 
provide a full calibration. 
(2) 	 Value at beginning of calibration run, for a normally operating ISU 
(average magnitude). 
(3) 	 Maximum value at beginning of calibration run, to be used for worst 
case design purposes. 
(4) 	 Maximum values are interpreted as being equivalent to a 3cr value. 
TBD indicates "to be determined". 
Table 4-5 Numerical Tabulation of Gyro Calibration Parameters 
4-A 
The gyro random drift rate (e nr) is modeled in terms of power 
spectral density, as specified in Ref. 7 and Appendix A of Ref. 4. 
f(Hz) PSD (e )*, (deg/hr) /Hz 
0 to (100 hrs)-1 3. 02 x 10- 2 
(100 hrs) -1 to 10 3 2.33 x 0-1 3f-2 
10 3 to 8 2.33 x10 
7 
8 to 24 1 x 10-6 
above 24 6 x 10-4 f-2 
The rms value of PSD ( G) from f = (14x3600 sec/cycle) - I to - is 
nr 
5 mdh. 
Table 4-6 Gyro Internal Random Drift Rate Math Model 
* 
-i 
A plot of the PSD has a large discontinuity at f = (100x3600 sec/cycle)
"G 
however, the effect of e in the calibration process is small. 
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5. ISU AND TEST EQUIPMENT CONFIGURATIONS 
The configurations of the Inertial Sensing Unit (ISU) and required 
calibration test equipments are discussed in this section. In order to 
support subsequent analyses and understand the system operation, 
considerations are restricted here to geometrical relationships within 
the major equipments and definition of all necessary coordinate frames. 
Hardware considerations and functional descriptions are discussed in the 
next section (6). 
The layout of the ISU is defined in [6] and repeated in Fig. 5-1. The 
change from the ARMA D4E vibrating string accelerometer to the Kearfott 
2401 pendulum type of accelerometer is reflected in the figure, primarily 
as a reversal of the IAs and definition of OAs and PAs. The addition of 
a porro prism azimuth reference is also shown. In this study, the M 
or M3 faces of the ISU cube will be used as the azimuth reference and it 
is assumed that the alignment between the cube and the porro prism is 
determined separately. Note that the normal mounting position of the ISU 
in the aircraft is with the black cover down such that +z is down, x is 
forward and y is right. 
The ISU cube and inertial sensor relative prientations indicated in 
Fig. 5-1 are repeated schematically in Fig. 5-2 for clarity, and the 
entire ISU has been rotated to show its orientation relative to earth coordi­
nates for the zero positions of the Single-Axis Test Stand (SATS) and the 
Two-Axis Fixture (TAF). Detailed definitions of the coordinate frames 
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YB B 
G - 2Block 
3 0'- Cover 
"IA 
Y Gyro SA IA 
S>A OA 
\ .''- ~~~ .CA _1 X 7k/yro 
y& M 2X GyroZ Accelerometer 
#1 \OAj "KX " AccelerometerJ ~ k . " - M2 IS / 
Block Assy i> NX~$Cube #3 
Porro 
Prism 1 
Z F K,/ AZGr
 
K ~ PAN 
O -A -Base Structure 
X Accelerometer 
#2 
Electronics units and 
lower cover with external 
~connectors 
Notes: (1) When installed in aircraft, Z is down, X is forward and Y is right. 
(2) The Body Axes (IB'3) 2 are defined by the ISUI Cube faces, nominally 
in the directions of the gyro As. 
(3) The Mirror Axes (MIM2M 3 ) are defined by the visible surfaces of the 
ISU Cube.
 
Figure 5-1 Layout of Strapdown Inertial Sensing Unit (ISU) 
5-2 
Right-handed Coordinate Frame 
IA OAx PAAccel. 
U Unit Li A O x P 
Gyro fIA OAxSAIA G 3 
G O xSG" Y Gyro UnitOA 
f3N 	 - A3 Cube f j B12 3 
G2 SA 	 Axes MM 3 M_2 . 
OA :-A 
- IA A 	 Earth: U E N 
0 	 Y Accel.X Gyro#2 A2 	 P #3 
A2#2IA PA 
OA 
X Accel. 
#2 	 y 
rXB 
2 B3 OA O 
M L IA OA
=3 A.'-P 
LL 
-2 M- Z Accel. 
Sub #1 Z Gyro 
Cube M 3 #1 
Notes: (1) The ISU orientation relative to earth coordinates is shown for zero 
positions of SATS and TAF. 
(2) 	 All coordinate sets are defined by unit vectors. 
(3) 	 The Body Axes (BIB2 B3 ) are defined by the orthogonal ISU cube faces, 
nominally in the directions of the gyro IAs (i. e., B1 -Ml, B2 -M 2 
and B3 a -M 3 ). All other coordinate sets are generally misaligned 
with respect to each other. 
(4) 	 The nominal orientation of the Bubble Level coordinate frame 
(_LIL2_), which is fixed to the TAF inner gimbal, is shown for 
reference purposes. 
Figure 5-2 ISU Cube and Inertial Sensor Orientations for ISU 
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shown in Fig. 5-2 are contained in Table 5-1. The positive ISU cube 
(mirror)axes were chosen to correspond to the visible faces of the cube. 
Except for M 3 , the Mirror and Body axes coordinate frames are the 
same as in the Univac report [3], as are all of the gyro coordinates. The 
accelerometer system (IA) coordinates are also the same, except for A 
Finally, the zero position of the ISU has been changed from that used in 
the Univac study. This was done primarily to facilitate mounting some 
electronics, along with the ISU, within the TAF. 
The configuration of the major alignment equipments associated 
with the ISU is shown in Fig. 5-3, and Table 5-2 contains detailed defini­
tions of the coordinate frames shown and how they are related. Unit 
vectors are used to define all coordinate axes. Unlike the Univac study, 
a test table trunnion axis is not provided, in order to reduce costs. The 
SATS and TAF are used to support the ISUJ in various orientations relative 
to the rotary axis and the-Earth's coordinate frame. The autocollimator 
is used to measure the orientation of the ISU cube relative to vertical, 
about the S3 axis, and a set of at least three Bubble Levels (BL) are 
used to represent the inner gimbal axes of the TAF. The ways that these 
equipments are used is discussed in Sections 6 and 8. The ISU cube is 
shown in Fig. 5-3 for reference purposes to show the nominal relationships 
between the various cube and TAF coordinate frames. 
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- Outer Axis A 04---
I, I 
C71 R 
2LDTenia 53 Axis -1 - AOtar 
~~~~~~~Test Table --T -­2 _TIN 
p3 
"0Drive -7--1 
~to TAF mounting 
°) matrix is as follows: Sin le-AxisTTest Stand.8E 
- n - MI 
[Mu1 0 10 I_ Earth's coordinate frame 
[M2j=i 0~ 0 1i -L1 U=g/igl; E= (wi/iwie) x U;N = UxE 
Notes: (1) The SATS and TAF are shown in their "zero"positionls (i.e., 02=0304=0). 
(2) The F and ]Earth's coordinate frames are assumed to be misaligned 
by 60N , about N.t 
(3) The Bubble Level coordinate frame is 
gimbal coordinate frame. 
nominally defined by the inner 
(4) Nonorthogonalities of axes are indicated by defining the 0 and H coordinate 
frames as small rotations of the 0' and R' frames about the 0' and R% axes, 
respectively. 
Inertial Sensing Unit (ISU) 
" Mirror 
(M) 
" Body Axes(B) 
* Gyro System 
(G) 
o 	 Gyro Unit 
(GU) 
* 	 Accelerometer 
System (A) 
* 	 Accelerometer 
Unit (AU) 
M M 
1-3-2 
B B 	 B1-2-3 
B B 	B 
G G G 
1-2-3 
=
G O 	GxSG 
A1A3A
 2 

=
A' 0Ax P 

Earth Coordinate Frame 
Earth (up) - E-U- (/IIlJ) 
(E) 
i is defined by the visible surfaces 
of the ISU cube and is assumed to 
be orthogonal and right-handed in 
the order listed. 
B is 	 defined by the ISU cube faces,
nominally in the direction of the 
gyro 	IAs. 
The elenents of G correspond to 
the gyro IAs and are generally 
not orthogonal. 
The gyro right-handed coordinate 
system is defined relative to the gyro 
case and is generally not orthogonal. 
The elements of A correspond to 
the accelerometer IAs and are 
generally not orthogonal. 
The accelerometer right-handed 
coordinate system is defined 
relative to the accelerometer case 
and is generally not orthogonal. 
E is defined byg and w 
as an orthogonal right- e 
(East) E--E- (We/IW)XU handed coordinate system. 
-
(North)E =N U x E 
Table 5-1 Definitions of ISU and Earth Coordinate Frames 
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All coordinate frames are defined by a triad of unit vectors, unless specified 
otherwise. 
Optical Alignment Coordinate Frame 
* Autocollimator Slg/ gl S is defined by g and the optical line 
(s) 1of 	 sight.S2) line 	of sight 
s s xS 
-3 -1 -2 
Single-Axis Test Stand (SATS) 
" SATSFrame FFF3 
1-2 F is fixed to the frame of the 	SATS(F) 
* Test 	Table T T T T defines the rotary axis, but does not 
(T) 	 123 rotate. 
* 	 Rotary Frame' R' R' ' R contains the rotary axis and rotates 
(R') the test table 
Two-Axis Fixture (TAF)
 
" Rotary frame RIR2R R defines the outer gimbal axis and is
 
(R) 	 2-3 misaligned with R' by MR3', about R'.3R=R' for MR3' =0 and does not rotate
with the outer gimbal 
" Outer Gimbal' 0 0' contains the outer gimbal axis and02'0 

(0') 1-2-3 rotates with the outer gimbal 
" Outer Gimbal 0 102 3 0 defines the inner gimbal axis and is 
(0) 	 misaligned with 0' by M003', about 0'. 
= zero and does not0=0' for MO' 

rotate with the inner gimbal.
 
* Inner Gimbal I I I I contains the inner gimbal axis and rotates 
(I) 	 with the inner gimbal 
* Bubble Level L L L A unit vector in the L frame is defined by(L) -1-2-3 the line through the ends of the level indi-
Level indication marks cation marks that points in the same 
L 	 nominal direction as the corresponding 
-2 inner gimbal unit vector (see diagram). 
(ubbI Elements of L are generally not orthogonal. 
Bubble -2 
Level 
Table 5-2 Definitions of Test Equipment Coordinate Frames. 
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6. 	 DESCRIPTION OF SYSTEM AND 
TEST EQUIPMENT REQUIREMENTS 
The purpose of this section is to describe the total calibration 
system from the equipment viewpoint, considering both functional and 
performance requirements. 
Not only will this help to understand the calibration process, but 
it is the means by which the key test equipment requirements will be 
established. After a brief description of the system, the following major 
test equipments are considered separately: 
* Single-Axis Test Stand (SATS) 
* Two-Axis Fixture (TAF)
 
" Optical Alignment Equipment
 
* Data Collection System 
* Data Processing System 
In conjunction with specifying the calibration procedure and the data pro­
cessing equations, the error analysis of Section 10 and the test equipment 
requirements of this section were developed simultaneously in an attempt 
to achieve a baliaced design. As mentioned earlier, however, the design 
described here is considered to be an initial or interim one, particularly 
in the area of the pre-calibration alignment equipments. In addition, the 
data collection system was not considered in detail in this study since no 
significant problems were anticipated. Instead, emphasis was placed 
upon determining procedures, estimation algorithms, expected accuracy, 
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and requirements of the critical test equipments. The performance 
requirements specified herein therefore should be considered preliminary. 
6.1 DESCRIPTION OF SYSTEM 
A brief functional description of the major system equipments and 
their interrelationships is contained in this section. There are three 
primary functions performed by the equipments provided within the cali­
bration system, as indicated in the functional schematic of Fig. 6-1. The 
first is the ISU support and alignment function. The second is the data 
collection (and recording) function, and the third is the function of processing 
the data obtained to determine the required calibration terms. Each of 
these functions is described next. 
The ISU support and alignment function is provided by the Single-
Axis Test Stand (SATS), Two-Axis Fixture (TAF) and an Autocollimator. 
The ISU to be calibrated is mounted within the TAF, which in turn is 
supported by-the SATS. The geometry of the assembly is illustrated 
schematically in Fig. 5-3, and Fig. 5-1 is an illustration of the ISU. The 
autocollimator is referenced to the vertical (indicated by g in Fig. 6-1) 
and with the bubble levels on the inner gimbal of the TAF nulled at three 
different orientations of the ISU, the transformation matrix between the 
ISU cube (mirror coordinates) and bubble levels (TM L ) is measured and 
recorded. The various orientations of the ISU are achieved by adjusting 
the TAF inner and outer gimbals about their respective axes and by rotating 
the entire TAF about the SATS rotary axis, which is nominally vertical. 
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0 
_-
1 Data ProcessingISU and Alignment Test - Data Collection System 	 ML System
-Equipment 	 D 
8 Digit Pre-
CPulse Calib Inertial 
Autocollimator 
Counter Align 
Inf 
Sensor 
nfo, 
M Am 
8 Digit, 
Pulse 
L cube 
I- ISU 
Gyro -Counter ui4 of 6 
Inputs Gte \7nV"iair 
O1kHz Ref. Accel 7 Digit J Data 
output' Pulse 
Counter orPGm Processor TermsL 
nulling 	 p MBubble Level I_ 
APulse
 
Counter or Gm 
-, 	 P. 
ph__ 	 Environ.Atm
IsAxis Tiand Test 
pulse- Equipment0' - SATS AO Pus andand Synch.Synch. p~r info. 
~~Circuitry
' 	 outputoIn
 
_ -- (04)
 
T 	 A2orAt Start 4 -Record data for each ¢2 Preset 	 test condition,(m) 
Notes: (1) 	 Not shown are power supplies, ISU electrical support equipment or all equipments required 
to install the Single-Axis Test Stand (SATS) and initially align and calibrate the Two-Axis 
Fixture (TAF). 
Continuous precise readouts of the TAF inner and outer gimbal angles 
(04 and 03) are provided. The test stand is also capable of driving the 
TAF and ISU at a rate (w T ) about the rotary axis and full revolutions of 
the test table are indicated by a pulse output. Before each run, the ISU 
is nominally oriented in the desired position and the Bubble Levels nulled 
by adjusting 0 and/or 0 The gimbal angles obtained are labeled (0 ) 34' 3r 
and (0 ) and are recorded. Next, the gimbals are readjusted to indicate4r 
(0) and (0 ) which are equal to the nominal values desired plus the(3z 4z' 
small corrections determined when the test equipment was originally zeroed. 
The next major part of the calibration system is the Data Collection 
System. In order tominimize the cost of test equipment, only four pulse 
counters are provided to count the number of pulses generated within the 
ISU accelerometer and gyro rebalance loops. It is therefore necessary 
to select the inertial sensor outputs, as shown in Fig. 6-1. A timing 
reference is used to control the start and stop times over which pulses are 
counted, and it indicates the corresponding elapsed time. It is synchronized 
with the Ik Hz reference in the ISU such that counts are started and ended 
only for full cycles and when the IkHz reference is zero. Initiation of 
the counts is controlled by one of two independent variables which must be 
pre-selected. When the table is non-rotating, time is selected as the 
independent variable and when the start command is given, pulse counting 
is initiated as soon as the next full Ik Hz cycle is started, as described 
above. Counting continues until the elapsed time is equal to a value preset 
into the time reference. The actual stop time is determined as explained 
above. When the table is rotating, test table angle (02) is selected as the 
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independent variable. The SATS is designed to provide a pulse for each 
full revolution of the test table. The first table pulse to be received after 
the start command is given is used to initiate pulse counting as soon as 
the next full 1kHz cycle is started, as described above. Counting con­
tinues until the number of table pulses received is equal to a value preset 
into the timing reference. The actual stop time corresponds to the end 
of the full 1kHz cycle in progress at the time the table pulse is received. 
As stated in the ground rules initially established for this study, 
data recording and processing is to be done manually. Therefore, pulse 
counts from the gyros and accelerometers (PG and P ) and the timing 
reference (P and P ) are read from the counters and recorded 
after each run (m) for the particular inertial sensors (j) selected. Data 
processing is performed manually using a desk calculator. However, this 
ground rule is currently under review and more automatic data processing 
(and possibly data collection) may be adopted. Use of the ISU flight 
computer is being considered since it would provide many desirable 
features. 
6.2 SINGLE-AXIS TEST STAND (SATS) 
The SATS must be capable of supporting the weight of the ISU and 
TAF, and yet retain definition of its rotary axis within several arc 
T
seconds (Ia). This is only a requirement for w = + 20/sec and when 
T 
w = 0, since the alignment between the bubble level coordinate frame 
and the rotary axis must be measured. Leveling screws are required to 
adjust the rotary axis with respect to the local vertical with a sensitivity 
of approximately . 2 min. 
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The table rate drive must be adjustable and accurate to . 5% and 
respond to changes in rate and stabilize within about .5 minute. The 
nonuniformity of the table rate (NUWT) must be such that 
36001/w T T T 
NUWT = 15 J sin(w t + 0)dt (for w in deg/ see) 
o (6-1) 
T 
is less than 4.3 sec (1a) (per revolution of the table) for w = + 20/sec 
and any given value of 0. Assuming a maximum positive rate error over 
half a revolution and a maximum negative rate error over the other half, 
Tthe percentage of maximum rate error to w = 20/sec is .251o. These 
values are to be considered maximum permissible values and it would be 
very desirable to reduce them by a factor of 4 or more (see the error 
analysis in Section 10. 5). 
The test table pulse output that indicates full table rotations should 
be repeatable within 6 sec (1a) as a maximum permissible value. A 1 to 
2 sEc error would be desirable, particularly for the higher table rates for 
which a sufficient number of table revolutions can be achieved in a shorter 
time, thereby reducing the test time. 
The test stand should also be provided with a means to repeatably 
position the test table within approximately . 5 mnn about the rotary axis, 
at a zero position determined during initial installation. It would also be 
useful to provide table angle indicators every 1800 or better yet 900 in 
order to speed up the process of setting the table rate, particularly for 
wT + 1, 2 and 41/see. To achieve . 5%6, the angle indications would need 
be accurate only to approximately . 5%. 
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Slip rings must be provided to provide power to the ISU and signal 
outputs to the support equipment. 
6.3 TWO-AXIS FIXTURE (TAF) 
The TAF is required to provide to the operator precise readouts 
of the inner and outer gimbal angles (04 and 03' respectively) to an 
accuracy of several are seconds (ic). Each readout is only required 
within approximately ± 2 min of the cardinal and intercardinal values 
and may be of any convenient form (electrical, mechanical scales, optical 
etc. ), consistent with rapid readout. In addition, the gimbals must be 
adjustable and capable of being damped quickly and secured within the 
accuracy requirement. 
The inner gimbal shall permanently support 3 to 4 bubble levels 
mounted in an orthogonal fashion so as to represent the inner-gimbal 
coordinate frame (see Fig. 5-3 and Table 5-2) within an accuracy of 
approximately 1 min. The directions of the tops of the vials are to be 
defined, as well as the need for the fourth bubble level. The repeatability 
of nulling the bubbles shall be no worse than 1 sec (la). Whenever any 
bubble level is in a position that it could be nulled, there shall be a clear 
view of the bubble. 
The inner gimbal to outer gimbal nonorthogonality should be less 
than several arc seconds. However, it is possible to accomodate much 
larger misalignments (up to approximately 20 sec.) and compensate the 
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measured data for the resulting effects. A similar condition applies to 
the outer gimbal to table rotary axis nonorthogonality. 
The gimbal axes must remain defined and stable within the above 
accuracy requirements, which implies that the entire gimbal structure must 
remain stable. Also implied by this is the requirement that mounting and 
bolting down an ISU in the TAF does not distort the bubble level coordinate 
frame relative to the inner gimbal and rotary axis coordinate frames. ISU 
mounting repeatability shall be better than 6 min (max) and the misalign­
ment between the ISU mounting surface and inner gimbal coordinate frame 
should be less than 6 mi'n (max). 
The TAF structure shall not obstruct a nominally horizontal line 
of sight between-an externally mounted autocollimator and the ISU cube 
normals that are nominally horizontal, for any of the cardinal or inter­
cardinal values of 03 and/or 04' Means shall be provided for aligning 
the outer gimbal axis optically with true East, within an accuracy of 
approximately 20 se (l), by adjusting the test table angle (02). 
6.4 OPTICAL ALIGNMENT EQUIPMENT 
The autocollimator shall be capable of measuring the angle in the 
nominally vertical plane between horizontal and a normal to the ISU cube 
face that is nominally horizontal, over a range of + 20 min. The align­
ment accuracy to horizontal shall be within 1 sec (la) and the instrument 
readout accuracyshall be within I sic (ia). Operability shall be sufficient 
to allow accurate measurements to be made within approximately 6 
minutes. 
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6. 5 DATA COLLECTION SYSTEM 
The primary performance requirement of the Data Collection 
System is to measure the elapsed time (At) of each run within an accuracy 
of 100 p sec (ic), and preferably 10 to 20 p sec, in order to reduce the 
calibration time at the higher rates. Furthermore, pulses are to be 
counted at the maximum rate of 128 k Hz for the gyros and 256 k Hz for the
T. 
accelerometers. The timing requirements when the table rate w is to be 
determined are somewhat more involved due to the delay between the time 
a table pulse is received and a full 1 k Hz cycle starts. This delay can be 
as large as 1 millisec, which is unacceptable for estimation of the scale 
factor error terms. A possible solution to the problem is to measure and 
indicate the delays both at the start and stop of pulse counting and compute 
the average table rate separately using a different At than for the gyro 
pulse count. 
For the cases when the inertial sensor IAs are up (or down), a 
Tlarge number of pulses will be generated. For w = 60O/sec, the total 
* 6 gyro count after 6 minutes of running will be approximately 46 xl0 
Therefore, an 8 digit counter is required. For the accelerometer, the 
total count after 10 minutes will be approximately 15. 4 x 106 and a 
8 digit counter should be adequate. When the IAs are both at 450 to the 
horizontal, the maximum counts will require two, 7 digit counters to be 
used. The fourth counter may have a greatly reduced range since the 
input rates and accelerations are considerably smaller. 
as specified in the operational procedure (Section 8) 
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7. DEVELOPMENT OF CALIBRATION 	EQUATIONS 
The purpose of this section is to apply the accelerometer and gyro 
math models presented above (in Section 4) to the ISU assembly, as supported 
by the Two-Axis Fixture (TAF) and the Single-Axis Test Stand (SATS). The 
linear accelerations and angular motions imposed upon each of the inertial 
sensors are related to the gravitational attraction of the earth and the 
rotation of the SATS and the earth in terms of the SATS and TAF relative 
orientations. Various positions (m) of the ISU are chosen as discussed in 
the next section (8), and the resulting equations are then simplified by 
deleting terms that contribute negligible effects. Both the gyro and accel­
erometer equations are arranged in the following form: 
- mMr tm M H Y. + 6 	 (7-1) 
where superscript m refers to a particular ISU test condition (orientation), 
j to a particular inertial sensor, and 
-Mr:. adjusted measurement inertial sensorI 
i for run m. 
t - t time over which measurement M isNo0 
obtained, for run m 
16m - average rate of M over time At 
J 
Y. column vector of calibration terms for 
instrument 	j (defined below). 
to A.-Ie. -=rowvector of coefficients that relate Y. 
for a given run m and instrument j ­
6M n error in measurement M. 
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The measurement M. is the indicated change in the output of inertial 
sensor j over the time At, corrected(or adjusted)for known and significant 
inputs (such as earth rate and/or table rate and/or gravity). Errors in 
the measurement and correction process, as well as neglected terms, 
constitute 6v.. Therefore, since I- n Y. represents the effect of the3-J -] 
terms to be calibrated, Eq. (7-1) can be used as a basis for estimating 
the calibration terms, as described below, by neglecting SlVI'. 
In essence, F.. is a linear combination of the various calibration
- J 
terms to be estimated. Different combinations are obtained by changing 
the test conditions (m) - (viz, table rate and ISU orientation). When the 
number of linearly independent combinations (or measurements M) is 
equal to or greater than the number of calibration terms (unknowns), 
sufficient information is available to solve the set of equations , thereby 
making estimates of the various calibration terms. The.accuracy with 
which this can be done is a function of the 6M. terms and the coefficients 
3 
that constitute the solution to the equations. Section 10 contains a detailed 
error analysis using Eq. (7-1) as a starting point. 
In the case of the scale factor coefficients, Eq. (7-1) is used only 
to estimate the effect of various scale factor error terms. A separate 
regression equation is used to estimate the particular terms in order to 
simplify the estimation processes, while simultaneously providing flexi­
bility in the magnitude and number of instrument input rates and accelerations 
Assuming no a priori, statistical information concerning the calibration 
terms and/or error sources is available. 
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that can be included inth6 regression analysis. This is discussed further 
in Section 7. 3 below. 
7.1 ACCELEROMETER EQUATIONS 
In the calibration test procedure presented in Section 8 it will be 
noted that the accelerometers are always oriented in one of these general 
positions (viz., IA vertical, IA horizontal (with either OA or PA nom­
inally vertical or at 450 to the vertical) or IA at 450 to the vertical (with 
either OA or PA nominally horizontal). The effect of the calibration 
terms on the outputs of the accelerometers for each of these three 
positions are determined from Eq. (4-1) as follows: 
For IA Vertical 
AAm tN . 'c m Am2A.P = f (a.H'dt + Amt6V+ 6Vc+e (7-2)3J to 'J J 
where 
iN(a.)mdt= integral of specific forces sensed by 
t1.3 
o accelerometer j for test condition m 
- Atr(A." U)' (7-3)g - -n 
P.m pulse count out of accelerometer j for test3 
condition m 
N 
E C k (7-4) 
k 
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Am 
e. 	 -j all accelerometer j errors in position m, other 
than those shown 
and 6V 
c 
+ and 8V C are the average acceleration errors due to scale 
factor errors when the IA is up and-down, respectively. It will be noted 
that the accelerometer bias (Ab) is included in 6v and 6v , for two 
C C 
reasons. First, it was learned in the development of the estimation 
equations (in Section 9) that more accurate estimates of the other calibra­
tion terms would result by doing this. Second, the 6VC terms when 
estimated in this form can be used directly in the regression analysis 
described below (Section 7. 3) for estimating the various scale factor 
error terms. Only the nominal value of the dot product term will be used, 
as identified by the subscript n. Errors due to this assumption are definedArn 
as part of 	e. and are considered in the error analysis.
J 
For IA horizontal 
A Am 	 m AmAc. P. fJ(atrt + A tm[Af + -NOA(P..E)m+ NPA(O. -g)]l 
St Ij b -J n -J -n 
0 
Am 
+ e. 	 (7-5) 
tN
 
wherefa.). dt = 0 
t 
AL'- accelerometer bias as modeled in accelerometer 
calibration equation 
and NOA and NPA are the nonorthogonalities with respect to Vertical 
of the IA about OA and PA, respectively. Note that 
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(P.. g)m is nominally equal to g when the PA is nominally vertical, and
---j nto gI V7 when PA is nominally 450 from the vertical. Also the product 
NOA(P.
-
)m is of second order when PA is nominally horizontal, and in
-j n 
this case it is neglected. Similar reasoning applies to the term 
A mNPA(O. -.g)
-J n 
For IA at 450 to the Vertical 
tN
 
A m (a A m3P.( t + Atm-- g)+ NPA(O.--NOA(P 
t ii jn -3 n 0 
+ [Cp(A..g)(RP.g) M CJA..g)I(o A . E) m,
IP --j I0-Jn -i n 
" ,+ 76Vc -7 . eA (7-6) 
0 c j 
tN 
-
Sm m m 
-where (a.). lt = Atm(A. . g) 
nt i-
0 
and 6V and 6V are the effects of scale factor error when the IA 
C cis 450 above and below horizontal, respectively (in which case 
-i n = .707g). As in the case for the IA vertical, is included inAb 
7 76V and 6V Since Eq. (7-6) applies only for the IA at 450 to 
c eA 
vertical and either P or 0 horizontal, one of the two complicance terms 
(CIP, CI 0 ) can always be neglected. Again, nominal values of the dot 
product terms will be used, as identified by the subscript n. 
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The above accelerometer calibration equations (7-2, 7-5 and 7-6) 
may be combined into a general form, consistent with that of Eq. (7-1), 
as 	follows: 
1m Am In 
M H. .y+6M. (7-1)3 -j -3 3 
where 
m -

. A(pA/At) g(A.- U)m 	 (7-7) 
7
y.=[A11-w 7+1' *'-v C 2' 2T 
onlyo t6V s i p In 
-I e Ie I c I 
l	 (7-8)Y. A'',(-OA~ ;(NA~i A	 Olg1

A
 
.
H. 	 m =[(0)- ,:(P.. U) :,(0. U) ! (!)* !(-1)* '(+.707)'-:'(-.707)-­
-- i -- - ni -J -nI I I 
A . U) n
(A.. U)n(P..U) ! (A.. U) (0. (7-9) 
- j -- --ILI -- --1 -- j­
and the asterisk (') indicates those elements of the row matrix areplns unity 
only for the cases when (AJ'U)n = the value shown in parentheses. In 
all 	other cases the elements are zero. As before, nominal values of the 
dot product terms (as identified by the subscript n) are used and the 
second order effects due to this assumption are defined as part of 6M.. 
The term 6M . is considered in the accelerometer error analysis 
(Section 10. 4). 
Appendix B includes a complete tabulation of the basic calibration 
equations for each of the accelerometers in each of the orientations 
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specified in the calibration test procedure (Section 8). These equations 
are used as a basis for deriving the accelerometer estimation equations 
in Section 9. 
7.2 GYRO EQUATIONS 
As is the case with the accelerometers, the gyros are always 
oriented in one of three general positions. These are described in 
Section 8 and correspond to the gyro IA parallel to the test table rotary 
axis, IA normal to the table axis, or IA at 450 to the vertical (with 
either OA or SA nominally horizontal). As described earlier, the test 
table axis is nominally vertical and additional inputs are introduced to 
T 
the gyros during calibration runs by rotating the table at a rate w 
The effect of the calibration terms on the outputs of the gyros for each of 
the three general positions are determined from Eq. (4- 2 ), as follows: 
For IA parallel to table axis (and nominally vertical) 
tN 
n
f (w.)midt ±Am[RI + BI(G.-.g)± 
2 + m Gm(7
CIIg + [60c 6c 
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where 
tN 
f (w)dt =-integral of significant rate inputs to gyro j, with respect 
o to inertial space, for test condition m 
(7-11)A In(G.R)m+A nL(tGtJ./2 -j -1 n e 
P.J =-pulse count out of gyro j for test condition m 
N 
E Ck 
k 
(7-12) 
---change in table angle ¢2 over time Atm 
2m 2 
e.G m all gyro j errors for test condition m, other than those 
shown 
R' gyro bias, as modelled in gyro calibration equations 
ccT are the gyro rate errors 
when the IA is parallel to the table axis and when the table rate (w T ) is 
and 60 + and 6iP due to scale factor errors 
plus and minus, respectively. The effect of scale factor error when 
T* 
w = 0 is assumed small and is considered as an error source. Because 
of the way these terms are measured and processed, the term R ' is 
b 
considered separately (unlike the case with the accelerometer in which 
.
'+1Ab is included as part of 6V  , 6V+c , etc.) A detailed discussion of 
this is included in the calibration test procedure development considera­
tions (Section 8. 1). As in the case of the accelerometers, only nominal 
It is assumed that gyros available for field use have been previously 
calibrated to a point that when wT = 0, the effect of earth rate inputs 
times the scale factor error at such relatively small inputs is negligible. 
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values of the dot product.terms will be used. Errors due to this assumptionGm 
are, defined as part of e. and are considered in the error analysis.
3 
For IA normal to table axis (and nominally horizontal) 
t 
A@.) P.Gm J (w.)n.dt+ At[Rt + B(S.GR) m+ D(0.GE) 
J 3 t
to i b S-nj n 
0
 
+i-tin 
+t'C 2 S -yn exp2 -NOA wIn+ NSA w]n +eGn(13 
where 
tN tN 
(w.)tdtW = w [(G.. mcosL + (. RI.ImsinL]dt (7-14)
1 et -- = 
o o
0 0 
Atmw (G. Rj)msinL for w T 0 (7-15) 
m m in m T 
At w [(G.Rl) sinL + (G.- N) cosL] for w T 0 (7-16) 
m(w )I - wT (s. R') (7-17) 
03mW) T --GJ -In'.m(w) w (_j.R) n (7-18) 
AP = tN to (7-19)
-

and NOA and NSA are the nonorthogonalities with respect to the table 
T
axis (1R') of the IA about OA and SA, respectively. For w # 0, the
-1integral of the first term in Eq. (7-14) will be essentially zero, for 
any initial orientation of the IA relative to North, since the gyro output 
is utilized only for full rotations of the test table (as discussed in Section 
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8. 	 1). The integral of the second term can be significant and so it cannot 
Gm Tbe defined as part of the error e. For w = 0, both terms can be3 
significant and so actual values of these dot products must be used instead 
of nominal values. Only nominal values of the other dot product terms, as 
identified by the subscript n, will be used. It will also be noted that sub­
stituting Eqs. (7-17 and 7-18) into Eq. (7-13) results in coefficients of 
mG im m G ,m 
NOA and NSA equal to -A0 2 (SG -R') n and A02 (0G RI) n , respectively.2j-In 2- j -in' 
TFor IA at 450 to the Vertical (and w = 0) 
t 
ACP G pm =Jw).dt±+At'[%'+ B, aIn+B3 aIn+B ain+C (a )nexp2 
b j S s 0o IIiS 	 1 
mn m m m I m m m
+ C (a )exp2+C a a+C a. a +C a a ]+e
SS s ISis 10i 0 + 0 3 
(7-20) 
where
 
tN
 
m 	 i
 
f (wi)tdt = Atmw e[(G.u)msinL 	+ (G." N)mcosL] (7-21)
-t j--' 
a. 
In 
= g(G." U) m 	 (7-22)
1 j ~n 
aIn=g(S. U) m(7-23)
s - -n 
In G a = g(O .U) m 	 (7-24)
0 j -n 
As in the case for the IA normal to the table axis, the actual values of the 
dot products in Eq. (7-19) must be used; whereas only nominal values will 
be used for the other dot product terms, as identified by the subscript n. 
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The above gyro calibration equations (7-10, 7-13 and 7-18) may 
be combined into a general form, consistent with that of Eq. (7-1), as 
follows: 
.m GM 
M. = H . Y. T	 (.7-1)
:j -J --- 3 
where 
[rAP-G A0 (G.jRI)m]/Atm -e(G..RI) r sinL for 0T2 ne 
-(7-25) 
CGp m mG m 	 T 
-
AK(P.IAt) w [(G RI), sin L + (G._N), cos L] for w =0 
(7-26) 
* 	 = the subscript n for IA nominally vertical. For IA level or at 450, 
the actual value of the product is used. 
Y.[R i gBs gBoIg 2C : g2C I 2 g2 'g2 o wTNoA! 
- b I 1 0 g 1 g 8 g C 1 'g 1 0 1 C I I 
, IwTINsAI &6'$- T (7-27),4Oocl 
H~Gm [1(G.•U) i(S r" j I n 1 .. 	 .. U) exp2iI .U )nG 1(0 t ( G U )nex p 2 I(S 
-j jmi j . j----- j --n 
(G.j 	U) (G.) TJ (0 -U) (0.- ) U_
-n--j -n' -j-n -j-n -j -n-j - n 
-K (S -lR)n KI(O__G .1)(i)- (-1)**f m 	 (7-28) 
**indicates elements = unity only for case when (G.R') = the value shown
-ij-' n 
in parentheses. Otherwise, elements = zero. 
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0 for wT = 0
 
T
K = +l for w = plus (7-29)
-I for wT = minus 
The second order effects due to using nominal values of the dot product 
terms, identified by the subscript n, are defined as part of 6M~t. The 
term 6Mtj is considered in the gyro error analysis (Section i0. 5). 
Appendix 13 includes a complete tabulation of the basic calibration 
equations for each of the gyros in each of the orientations specified in the 
calibration test procedure (Section 8). These equations are used as a 
basis for deriving the gyro estimation equations in Section 9. 
7.3 SCALE FACTOR ERROR COEFFICIENT EQUATIONS 
In Section 4, the errors of the accelerometer and gyro outputs 
that are functions of the respective inputs were modeled as polynomials 
of the following form: 
i 2 36Vc = Ab +DIa + D2a + D3a (for each accelerometer j) 
(7-30) 
6* c = R + QW. + Q2 w 2 (for each gyro j) (7-31)
o b 1i 2 
where 
6V = error in indicated acceleration from accelerometer, 
due to scale factor errors 
60 = error in indicated rate from gyro due to scale factor errors 
C 
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C 
a.1 acceleration input to accelerometer 
w.1 -- rate input to gyro 
and Ab and Rb are the accelerometer and gyro biases defined as constants 
in the scale factor error equations.' The distinction between A and bI 
and Ab and Rb is discussed later in this section. The A, R, D and Q 
coefficients are to be estimated for each inertial sensor j as part of the 
ISU calibration process. Although the coefficients could be included as 
part of the accelerometer and gyro calibration equations derived above, 
considerable flexibility and some improvement in accuracy is realized 
by using Eqs. (7-30 and 7-31). This will be demonstrated as the theory 
is developed below. 
Assuming no a priori knowledge re: the expected values of the 
coefficients, at least as many pairs of input/output measurements as 
terms to be estimated are required to realize a solution. This is done 
by defining the following regression equations, based on Eqs. (7-30 and 
7-31): 
A 
(6Vc) k = Ab + Dl(ai)k + D2(a)2 + D3(a) k (for each accelerometer j) 
(7-32) 
A 
(8 c)k = Rb + QI(W T)k + Q2 (wT)2 (for each gyro j) 
(7-33) 
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A A 
where (6Vc) k and (6 .) k are estimates determined from the accelerometer 
and gyro calibration processes (as presented in Sections 8 and 9). The 
inputs (ai)k and (wT)k are provided by components of gravity and test 
table rates, respectively, averaged over Atm and corresponding to the 
various test conditions k. Note that 6V = =.0eandad 
T =AnwhenRL when w =0. This emphasizes the definitions of Ab and R 
c T 
as being based on all a.1 and w runs; not just those when the inputs are 
zero. 
When more pairs of data are available than coefficients to be 
estimated for a given inertial sensor, filtering is possible to improve 
the accuracy of the estimates for that sensor. By utilizing the above 
regression equations, rather than incorporating them into the basic 
accelerometer and gyro calibration equations (7-1, 7-7 through 7-9, and 
7-25 through 7-29), different amounts of data under various conditions 
can be handled without having to modify the original estimation equations. 
The regression equations are also convenient for determining just how 
many coefficients are significant and should be included once test data 
becomes available. 
The detailed derivation of the scale factor estimation equations is 
contained in Section 9 and Appendix C. 
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8. CALIBRATION TEST PROCEDURE 
The purpose of this section is to establish the basic procedures 
required to affect calibration of the ISU. Considerations and trade-offs 
in the development of the accelerometer and gyro calibration processes 
are discussed and the basic procedures are presented in sufficient detail 
to support the preparation of detailed step-by-step procedures. However, 
the procedure described in this section is considered to be an initial or 
interim design since certain trade-offs have yet to be made. This is 
particularly true concerning pre-calibration alignment and compensation 
for the various misalignments measured. Furthermore, it is likely that 
the estimation accuracy of some of the calibration terms can be improved 
and time to calibrate reduced by changing some of the ISW orientations 
and/or specifying different combinations of runs and/or using data from 
all inertial sensors from each run (the case if the ISU flight computer is 
used to collect and reduce the data). Finally, the design may have to 
be changed if analysis of inertial sensor test data indicates that-different 
math models should be used. 
Calibration of the ISU gyros and accelerometers may be performed 
at four different levels, as indicated in Table 8-1. The minimum level of 
calibration is designed to estimate accelerometer and gyro biases, mis­
alignments and scale factor errors under only one set of inputs. In 
addition, the gyro mass unbalance terms (B I , B S and B ) are determined. 
Six different orientations of the ISU are required and the test table is 
driven at + 206ec for some of the runs, compensation of the gyro data for 
8-1
 
Table 8-1 The Four Levels of ISU Calibration
 
Minimum Calibration
 
Accelerometers Gyro
 
T T
From w T = 0 From w T = + 20/sec 
R MOA TBGMOA TBA 
MPA BI MSA 
6V A B 64+(at+20/sec)1 Rb 
b,cy
c'S6V c DD2B 064 (at-20/sec). i QQ2 
Partial Calibration (above plus the following) 
6vT+ 7 AD C 
c b' 1 11 
6iwr.71 JD2,D 3 CS 
Full Calibration (above plus the following) 
CIp 
 Cis
 
CI 0 CI 0 
COS
 
Gyro Scale Factor Calibration 
Additional measurements of 8+ and 68 are made for a variety of table
T c 
rates (w ) between + 1 and + 600/sec, to refine the 3 gyro scale factor 
error coefficients (Rb, Q1 and Q2) . 
Note: A matrix format is used in the estimation of the above calibration 
terms, and the terms are arranged in column vectors in the order shown. 
The gyro terms dependent on table rates constitute the last four elements 
of the 13 element vector. 
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the C and CSS terms is possible, if necessary. The partial calibration 
level requires an additional three ISU orientations with the sensor IAs at 
450 to the vertical for a total of nine positions. This provides estimates 
of two additional accelerometer scale factor terms and the gyro major 
compliance terms C and CSS. Compensation of the sensor output data 
for the CIO, Cis and C cross compliance terms is possible, if necessary. 
The full level of calibration provides estimates of the cross compliance 
terms and requires an additional three ISU orientations, for a total of 
twelve positions. The fourth level of calibration provides a variety of 
table rates to improve the estimation accuracy of the gyro scale factor 
error terms. 
Presentation of the operational calibration procedure is divided 
into three parts. The first, pre-calibration procedures, is concerned 
with measurements of the relationships between the ISU cube, the bubble 
levels, the test table rotary axis and the earth's coordinate frame. The 
second part ISU orientation and calibration data collection, is concerned 
with the process of obtaining inertial sensor output data under the proper 
conditions so that the calibration terms can be estimated. The third 
part, processing of the data to estimate the calibration terms, is con­
sidered separately in the following section (9). Fig. 8-1 is an operational 
flow diagram that illustrates the total calibration procedure as described 
above. Details of the figure are discussed in the following sections. 
Other operational procedures associated with the calibration 
process which are considered beyond the scope of this study, include 
turn-on/shut down procedures, maintenance and checkout of equipments, 
and initial installation and calibration of the test equipment. 
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8. 1 DEVELOPMENT CONSIDERATIONS
 
The calibration test procedure was developed in accordance with 
the objectives and ground rules presented in the Introduction (Section 2). 
Additional considerations that were used in establishing the design are 
presented in this section and the general calibration philosophy is discussed. 
Although the Univac study was used as a model, the procedure evolved is 
different in several areas. Not only are the accelerometers different, but 
the test stand has only one degree of freedom, which is constrained to be 
vertical. This automatically required a change in certain test conditions, 
which necessitated further changes to provide adequate sensitivity in the 
estimation process. 
The general calibration philosophy is to use the earth's gravity 
vector and test table rate capability to exercise the ISU in a variety of 
orientations. Having developed the propagation of these inputs (as a 
function of the calibration terms) -to the outputs of the gyros and accelero­
meters (which can be measured), the terms can be estimated. The 
objective was to maximize the effects on the inertial sensor outputs of 
the calibration terms, in order to improve sensitivity of the estimation 
process, while minimizing the effect of various error sources. Further­
more, an attempt was made to choose test conditions that would cause 
instruments outputs that were a function of only a few of the calibration 
terms for any one run. This has the advantage of requiring fewer runs 
to estimate any particular calibration term, thereby simplifying the 
and combinations of test conditions 
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data reduction effort and providing flexibility in determining a term without 
a large number of runs. It also has the advantage of minimizing the effect 
of random gyro drift changes between runs. For certain test conditions a 
calibration term not to be estimated affects the instruments outputs to 
an extent that compensation is required. This case occurs in two forms: 
in the first, errors in the knowledge of the calibration term has an insig­
nificant effect, whereas in the second, the calibration term error may be 
significant. 
The calibration procedures were designed to be performed in a 
series of groups, such thatobtaining additional data would allow estimation 
of addition calibration terms. In the case of the gyros, the IA to cube 
. misalignments can be determined directly from a pair of runs, as can 
the scale factor error at a given input rate. Once the required data for 
a minimum calibration has been obtained, only three additional runs are 
required to complete a partial calibration (see Table 8-1). A full calibration 
requires four more runs, as explained below. 
The pre-run alignment procedure shown in Fig. 8-1 was developed 
with the following approach as a basis. The effect of gyro and accelero­
meter IA misalignments is to cause outputs that are proportional to the 
accelerometer IA to E nonorthogonality and the gyro IA to table rotary 
axis nonorthogonality , respectively. To simplify the alignment activities 
before each run, the bubble levels are used to determine the tilt of the 
the effect of rotary axis to vertical errors cause a negligible cross
 
coupling of earth rate to the gyro IAs
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rotary axis from E and then the TAF gimbals are positioned using the 
gimbal angle readouts so that the bubble levels are aligned with the rotary 
axis. In this way the gyro IAs are referenced to the bubble level coordinate 
frame at the beginning of each run and the accelerometer output data 
can be compensated for changes in the rotary axis to vertical alignment, 
thereby also referencing the accelerometer IAs to the bubble level 
coordinate frame. The transformation matrix between the ISU cube and 
the inertial sensor lAs (which is the end result desired) is then calculated 
separately using the cube to bubble level calibration made at the time the 
ISU is installed in the TAF (as shown in Fig. 8-1 and explained in Section 
8. 2 below). Furthermore, compensation for earth rate coupling to 
the gyro IAs is accomplished using the bubble level to gyro IA transforma­
tion matrix determined above. 
Most of the calibration runs were chosen with the TAF inner 
gimbal axis nonvertical in order to allow use of the bubble levels in 
determining the rotary axis tilt from vertical. A total of 6 positions with 
IAs either nominally horizontal or vertical are required to perform a 
minimum calibration. This effectively eliminates the effect of cross 
compliance terms, and for the lAs vertical, the effect of IA misalignments 
to the ISU cube. 
this alignment is performed at assembly of the bubble levels, TAF and 
SATS, when the equipment is aligned, calibrated and zeroed. 
-thisis required for all gyro runs except those required to measure the 
transformation matrix itself 
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The gyro IA misalignments are measured by driving the test table 
at + 2°/sec and observing the outputs of those gyros whose As are nomi­
nally normal to the rotary axis (R). The process is repeated twice for 
each gyro; once with the OA normal to RI and once with the SA normal 
to R'. A higher rate is not recommended since rotation of a gyro about 
its OA at rates greater than approximately 2/sec will cause a potentially 
excessive gyroscopic torque on the gyro float about the IA, which may 
cause additional gyro drift rates that are significant. Lower table rates 
would require more run time to achieve the same calibration precision. 
Data from the gyros are taken only for full revolutions of the test 
table, for two reasons. First, the effect of certain components of earth 
rate tend to cancel out over full revolutions and second, the cost of the 
SATS can be reduced by eliminating the requirement for a continuous, 
precise readout of table angle. 
The partial calibration procedure is designed primarily to provide 
a change in accelerometer input accelerations so that the first and third 
order scale factor error terms can be separated. Both plus and minus 
450 orientations to horizontal are chosen for each accelerometer, even 
though only one of these inputs would suffice, in order to minimize the 
potentially excessive error that may occur for inputs havg the opposite 
sign from that chosen. The 450 orientation also is used to estimate the 
major gyro compliance terms. 
The remaining four calibration procedures are designed to obtain 
data to estimate the cross compliance terms for both the gyros and 
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accelerometers. It is likely that the combination presented in Section 8. 3 
(Tables 8-3, 8-4 and 8-5), however, is not an optimum one in that the 
last run could probably be eliminated by choosing a different combination 
of test conditions. A total of six combinations were considered, all with 
the constraint of only observing four out of the six inertial sensor outputs 
for any one run. If the flight computer is made available, all six outputs 
could be utilized from each run and either the number of runs could be 
reduced or the precision of calibration term estimation could be improved. 
8.2 PRE-CALIBRATION OPERATIONAL PROCEDURE 
There are many ways that the precalibration alignment measurements 
can be made. As mentioned earlier, the method described in this section 
should be considered only illustrative of the type of measurements required 
since detailed trade-off studies have not yet been performed. Regardless 
of which specific method is adopted, the requirements of the precalibration 
alignment procedures can be divided into the following four major categories, 
as illustrated in Fig. 8-1: 
alignment and calibration of the bubble levels (which are 
located on the inner gimbal of the TAF) to the inner gimbal 
axis and to the SATS rotary axis (R'), including zeroing of 
the TAF readouts 03 and 04" This is normally done during 
test equipment installation and checked periodically thereafter 
depending upon the stability characteristics of the TAF and 
SATS. 
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o 	 alignment of the SATS rotary axis to vertical and the TAF 
outer gimbal axis to East. The alignment to vertical 
consists of a nominal physical orientation of the rotary 
axis using leveling screws and then a precise measure­
ment of the residual misalignment (for the scheme con­
sidered in this section). Depending upon the particular 
operational procedure finally adopted, it -maybe necessary 
to physically reduce the residual misalignment to a 
negligible amount. Alignment to East is done by adjusting 
the test table angle (0 2). 
* 	 Calibration of the ISU optical cube to the bubble level 
coordinate frame, in the form of precise measurements 
of the misalignments. This measurement must be made 
every time the ISU is mounted in the TAF. 
* 	 Alignment of the ISU relative to the SATS rotary axis and 
the earth's coordinate system immediately prior to each 
run (m). For the scheme considered in this section, this 
is done using the bubble levels and TAF gimbal readouts 
to physically orient the ISU and measure certain critical 
misalignments. 
In 	addition to these precalibratibn alignment procedures, it is necessary 
to set up the data collection system, turn the ISU on, etc. , before an 
actual calibration run can be initiated. The operational. requirements 
of each of the above precalibration procedures is discussed next, and 
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in conjunction with the hardware characteristics presented in Section 6, 
form the basis for the support equipment errors used in the system error 
analysis of Section 10. Again, the particular method described here is 
only illustrative of the measurements and accuracies required since other 
variations are feasible and have yet to be included in the calibration 
trade-off analysis. 
The initial alignment, calibration and zeroing of the bubble levels, 
TAF and SATS are done at the time of test equipment installation. The 
process consists of mechanically adjusting the bubble levels so that they 
represent the TAF inner gimbal coordinate frame (I) (see Fig. 5-3 and 
Table 5-2). This may be done by noting the TAF gimbal angle changes 
as the bubble levels are nulled for various orientations of the TAF. 
Ideally, the bubble levels should be either parallel or perpendicular to 
the inner gimbal axis. The inner gimbal angle (04) is zeroed such that 
the L 2 bubble level is parallel to the outer gimbal axis. The outer 
gimbal angle (03) is zeroed such that the inner gimbal axis is parallel 
to the rotary axis. The values of the TAF gimbal angles when the bubble 
levels are normal to the rotary axis are labeled (0 3) and (04) and 
are recorded. Nonorthogonality checks between the 02' 03 and 04 axes 
are recommended to assure acceptable performance, and if compensation 
is to be applied in the data processing equations, the nonorthogonalities 
must be measured and recorded. 
The alignment of the SATS rotary axis to vertical is accomplished 
by using the leveling screws, as indicated by the TAP gimbal angle 
changes required to null the bubble levels when the test table is rotated 1800. 
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Alignment of the TAF outer gimbal axis to East is accomplished using 
the autocollimator and adjusting the test table angle ( 2). A separate 
survey is required to establish East, as a reference for the autocolli­
mator. The device for indicating this position of the table is secured 
and this angle of the table is labeled (02)Z. 
Calibration of the ISU cube to bubble level coordinate frame 
misalignment is performed each time the ISU is mounted within the TAF. 
The procedure is to place each of the three bubble levels in the nominally 
horizontal position, in sequence. In each instance, the bubble level is 
nulled by adjusting 03 and 04 With the autocollimator referenced to 
level, the angle the visible ISU cube face makes with respect to level 
is measured. This angle is then a measure of the misalignment between 
the bubble level pointing in the direction of the autocollimator and the 
ISU cube face observed. The process is repeated for each bubble level, 
and assuming the ISU cube faces are all orthogonal, all six elements of 
#ML 
the bubble level to mirror coordinate frame transformation matrix (T 
are established. It is estimated that approximately 1. 5 hours will be 
required to mount the ISU, setup the autocollimator and calibrate the ISU 
cube/bubble level misalignments. This is based on the following time 
allocation. 
i. e., ISU cube 
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* Mount ISU 	 15 minutes 
* Setup autocollirnator and level 	 20 
* Perform optical measurements (3 times) 45 
o 4 minutes to index ISU 
* 6 minutes to measure 
* 	 5 minutes to complete -records 
15 minutes per ISU position 80 minutes = 1. 33 hrs. 
An additional estimated 15 minutes is required to set up the data collection 
system, turn the ISJ on and prepare to start the calibration runs. 
The alignment of the ISU prior to each calibration run (m) is 
performed using the bubble levels and the TAF gimbal angle readouts. 
lowever, since the alignment procedure is part of the operational calibra­
tion procedure, it will be explained in detail in the next section (8. 3). In 
Fig. 8-1, the procedure is shown as a precalibration activity, but separate 
from the other alignment procedures because it is repeated for each test 
condition (m). 
8.3 CALIBRATION OPERATIONAL PROCEDURE 
An operational flow diagram of the calibration procedure is illustrated 
in Fig. 8-1. The various options are indicated, and the heavy line repre­
sents the one that would normally be followed if all four levels of IS1 
calibration (as listed in Table 8-1) were to be performed. Although the 
pre-run alignment procedure is included as a precalibration activity, it 
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is required before each run (m), except for the Gyro Scale Factor (GSF) 
tests. 
The pre-run alignment procedure is designed to properly orientate 
the IS3 relative to the SATS rotary axis and the earth's coordinate system, 
immediately prior to each run. The five step procedure is outlined in 
Table 8-2 and provides a way to compensate for short term tilts of the 
rotary axis from vertical. If the physical tilt is excessive (say greater 
than. 3 min), the releveling procedure is initiated, as described inSedtion 
8. 2, in order to minimize errors in the gyro output data. At the end of 
the procedure, the bubble levels are normal to the rotary axis and the 
misalignment of the rotary axis to vertical is known. The latter is 
necessary for compensation of the accelerometer output data. 
The detailed operational test procedures to perform the four levels 
of ISU calibration, as listed in Table 8-1, are contained in Tables 8-3 
through 8-6. The tables are organized to indicate the ISU orientation 
required for each test condition (m); both in terms of directions of each 
inertial sensor coordinate frame and the corresponding SATS and TAF 
gimbal angle indications. The time estimated to set up each run is 
tabulated. Also tabulated are the data to be collected and the elapsed 
time (AtM ) of each run. The runs within any one table may be made in 
T any order; however, data taken with w = + 2°/sec provides misalignment 
information that may be helpful in subsequent runs. 
The G.33and A. column headings refer to the particular gyro and 
accelerometer pulse outputs to be counted, A0 refers to the test table 
pulse output, and TAF refers to 03, 04 gimba? angle readouts. 
8-14
 
Procedure (	 1)0 402 0 3 
(0 2)z 90 0 1. Position TAF to pre-run align orientation 
(2)z (0) (0 ) 2. Null the two bubble levels that are2 z 3r 4 r horizontal, by adjusting 03 and 04"
 
Record the gimbal readouts as
 
S r 4 r
 
(2)3. 	 Check for excessive tilt of rotaryaxis 
)4. 	 If either (6E or (61,) is greater 
than . 3 min, relevel SATS, as described 
in Section 8. 2, and repeat step 2 above. 
)m2z (0 )m (0 5. Index ISU by positioning the TAF gimbalsas follows: 
S m 
(0 )m = (03)n + value of p from zeroing(03z S n 	 3 process
 
( 	 M (0) + value of 0 from zeroing(0Sz3n 4process
 
where subscript n refers to the nominal 
value. 
Notes: (1) 	The ISU should not be rotated about any axis at a rate greater 
than 60°/sec, during any of the positioning procedures, in 
order to prevent gyro loop saturation. 
(2) 	 Check for tilt (60 E and 60N) out-of-tolerance by computing 
r¢ m
 
(60E)m = (03)z - (0 )r
 
(60)m = (4)z +(0 4)r 
Table 8-2 Pre-Run Alignment and ISU Indexing Procedures 
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Perform the following after 
completing the pre-calibration procedure 
T Setup tun 
1 3 4 Operation Time At' Lo2 
Inst. No. Gyro Accel. Data Collection deg., 
1 G. AA L TA in -/see. deg. deg. Step Description mi. mn, rev. 
U S ED S V 6 0 90 0r 1.1 Pre-runalign. 8
 
2 W U X 4 90 2 1.2 IlndexISU 4
 
4 .1 z r 
1.3 Collect Data3 SD S D all1 
T
42 +2/sec. 2.1 Set w 6 
all 1 2.2 Collect Data - +2 
T 

-421 -Z°/sal- 3.1ij Set w 6­
3.2 Collect Data - 6 -2all V. 
Pernain,E z 9 r 41 IUSWUXt1, 

3 UjW S U W S J3all [4.3 JICollect Data - 5 -_ 
5 + +2 / s c 5 1 Set w T 
al ,5.2 Collect Data - 6 
52- -2O/sec. 6.1 SetWT 6 
all I I I , 6.2 Collect Data - 6 -2 
8 1 ES6D WsSV 6 0z 90 r 0 7.1 Pro-ru" align. a 
0 7.2 1No index reqd. ­2 90z 
t Collect Data - 5 --S W all * 7.3 
T
62 +2/see. 8.1 Set w 6 
all V 8.2 Collect Data - 6 +2 
T
62- -2 ° /sec. 9.1 Set V 6 
all L, 9.2 Collect Data - 6 -2 
NDW0a' 0I or to0 I r-~align.S r 

S 2 W N D E W U 1 180= 913 10:2 [ IndcIS1U 4
 
3 iD Nq E D) N E 121,3 , 10.32 Collect Data - 10 
2 1 E N U W N D 6 0 90 0 11.1 Pre-runalign. 8 z 

2 D W U D S 2 90 10.2 Index ISU 4 2,3 C ,± _____ -- -NWUNW t1,3 Z3 11. 3 Collect Data - 10 
2D N E N W 6 90 r 12.1 Pre-runalgn. a 
2 W D N R W S 3 270 go 12.2 IndexlSU 4 
3 N U EN T E %31.2 I 12.3 Collect Data - 0 ­
f 104 81 ninutesSubtotal 
hours 
Minunu Calib. 3:08 hours 
(03) = 90 actual value of 03 to be recorded from Pre-run Alignment using Pre-Calib. 1.58 
f 1.73 1.3 
r 

Bubble Levels when (03), = 90 Total 4. 57 hours 
° 
value of 03 from zeroing process.(03) 9 90 -
Similarly for (04)rI (a4) and other nominal values of0 andO 43 
Table 8-3 Operational Test Procedure for Minum Calibration 
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Perform a Min=m Calibration plus the following 
_0 - ¢8_ wT 4 	 Setup Run 
m Inst. No. Gyro Ac e. Data Collection deg4_ Operation Time At, A4 
A, A0 - d g.' tp D. 
0 1 p G,] A0t TAF m se.. deg. deg. Step Description uint. Thin. rev.o 0 2 
7 	 1 DS US W UN US E l 6 0 90 0 13.1 Pre-run align. 
I E UN US E DS DN 7 45 270 13.2 Index ISU 4 
3 US UN W US UN W 1,3 1,3 ,13.3 CollectDat 10 
8 	 1 UE S DE DW S UW LA 8 0 Z 90 r 0 r 14.1 Pre-run Align. a 
2 W8DW S UW TE N 8 90 45 14.2 Index ISU 4 
3 S DW DE S DW DE 1,2 1,2 4 4 4 14.3 Collect Data - 10 
9 	 1 E DN UN W DN DS LA 16 90 r 15. 1 Pre-run Align. 8z 
2 DS W DN DS E US 9 225 O 15.2 IndexlSU 4 3 	 DN W UN DN W UN 2,382.3 0zr l 5.3 Collect Data l 0 
36 .30 
Minimum 	Calibration 104 81 
minutesSubtotal 
I .3 18 hours 
3r rPartial(3)r = 90, actual value of ¢3 to be recorded from Calibration 4. 18 hours 
Pre-run Alignment using Bubble Levels, when (0 3) = 90' Pre-Calibraton 1. 58 
(03)z = 90. 90- + value of 03 from zeroing process. Total 5.8 hours 
Similarly for (04)e (04). and other nominal values of 03 and 04' 
Table 8-4 Operational Test Procedure for Partial Calibration 
Perform a Partial Calibration plus the following 
2yT 03 04 Operation Setup Ati A2 in Inst. No. Gyro Accel. Data Collection deg., Time 2 
o s 	 1 o p G I AI TAF in 'Isec. deg. deg. Step Description min. min. rev. 
10 	 1 DN DS E US DS E V 6 0 90 r O 16.1 Pre-run align. 8r 
2 US DS E DN UN 10 135 270 16.2 IndexISU 4 
3 DS US W DS US W all ,3 1 Collect Data 4 2x10 ­
11 	 1 UE N UW DW N DE V 6 0 a 90 r 0 r 17.1 Pre-run align. 8 
2 DE DWN DE UE S 11 270 315 17.2 IndexISU 4 
3 N DWUWNU all all Collt Data 4 2.10 ­517. 
12 	 1 E DS DN WV DS US V 6 0O 90 0Or 18.1 Pre-run align. 8r 
S 2 Us W DS Us E UN 12 1315z z 18.2 Index ISU 4 
3 DS W DN DS W DN all all ' 	 18.3 Collect Data 4 2x10 
13 1 DE S DW UW S UE V 6 0 90" 0 " 19.1 	 Pre-run align. 8
 
Ind e x
 IS U 2 UE UWS UE DE N 13 90 315a 19.2 4 
3 S UW MD S UW DW 2,3 f2 19.3 Collect Data - 10 
G0 70 
Partial Calibration 140 111 
(03)r = 90 r actual value of 0 to bo recorded from Subtotal 200 181 minutes 
Pre-run Alignment using Bubble Levels when (3 = 90 33 3.02 hours 
(43) = 90. E 90' + value of 03from zeroing process. 	 Full Calibration 6.35 hours 
Similarly, 	for (04)r, (04) and other nominal values of 03 and 44 Pre-Calibration 1.58 
Total 7. 9 hours 
Table 8-5 Operational Test Procedure for Full Calibration 
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8-6a. Detailed Procedures 
Data o 1wT 3 "41 Setup Run 
Inst. No. G ro 
m0 s 
E 
S 
E 
in 3 i o 
5 1 B US2 N W U 
3 
in io 
S 
2Uw3 S W D 
96 n z 
63+1 +l0/sec ]
#2=1 1 1 I 

S 63-I -1*/seec 
#2 
T = * 4 , continue for w 8,:2 
8-6b. Calculation of Time Required to Calibrate 
Proced- Index 
ure ISUS 
Setup 4 
l 4 
Totals 14 
Table entries 
Collect aeg. - Operation 
G I in l°seo deg deg 
4 On 90 90z Index ISU 
Collect data 
43+ +j'/sec SetwT 
#1 V Collect data 
°] T43- -1 sec Set w 
#11 _Collect dataI I 
44+ +4°/see Set wT 
# Collect data1 
44 -- /saC Set wT 
#1 / I Collect data 
continue for wT=8, ±20 and EW/0lsec (m=45+ , 45, 
V' " 0 , Collect data- 5 on i Index ISU 
,3 +l°/sec ISet wT 
#S I - Collect data 
53" -l1/sec Set wT 
#35v I 1Collectdata 
at mTime A¢2 
min rmin rev 
4
 
- 5 ­
6 
- 6 +1 
6 
- 6 -1 
3
 
- 6 +4 
3 
- 6 -4 
46, 45-, 47 +, 47-) 
4- 5 ­
6 
- 6 +1 
6 
- 6 -1 
+continue for wT =±4, *8,±20 and -60 0 Isec (m=54t 54-, 55 , 55-, 56+ , 56-, 57 57-) 
Table Rate (wT4 deg/sec 
0 i1 -.4 8 20 *60 
- 12 6 4 4 4 
5 12 612 1212 1  
15 124(18 116 16 16 
IndexISU 4
-5 1 
Collect dataTSet w 
Colc dataI°i 
TSet w 
- Collect data 
and 60*1 see (m=64+, 
1 Gyro 3 Gyros 
mn hr ma hr 
32 53 1.59 
65 0824Run 5 2ditional 

97 11.6 4.8
 
are times required to perform the operations indicated. 
-S 
6 
- 0 + 
6 
64-, 65+, 65-, 66+ , 66% 67+, 67-) 
IfwT=2d/sec has not been 
run (as part of other calibra­
tion tests), must add an ad­
.4 hr per gyro. 
Table 8-6 Operational Test Procedure for Gyro Scale Factor Error Calibration 
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The "Pre-run align" and .'Index ISU" procedures referired to in the 
tables are as discussed above and summarized in Table 8-2. The "Set 
w T i procedure is the process of adjusting the test table rate drive to the 
T 
w value indicated. 
This is done by checking the time required for the table to rotate 
through a known angle (900, 1800 or 3600, depending upon the table readouts 
provided). If the rate is not within + . 5% of the desired value, the rate 
drive is readjusted and the timing process repeated. The data collection 
system is described in Sections 6. 1 and 6. 5. 
The operational test procedure for performing a minimum calibra­
tion is specified in Table 8-3. A total of 12 runs for 6 different orientations 
of the ISU are required to collect the necessary data. This includes 
operating the test table at plus and minus 20/sec for each of 3 of the ISU 
positions. An estimated 3. 1 hours is required to complete the runs, which 
in addition to 1. 58 hours to perform the precalibration activities", requires 
a total of 4. 7 hours to calibrate. 
To perform a partial calibration, an additional 3 runs for 3 ISU 
orientations at 450 to the vertical are required, as indicated in Table 8-4. 
This consumes an additional 1. 1 hours which when combined with the 4. 7 
hours for the minimum calibration, requires a total of 5. 8 hours to 
complete a partial calibration of the ISU. 
as determined in Section 8. 2 
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The additional procedures to perform a full calibration are 
specified in Table 8-5. The new ISU positions are also at 450 to the vertical 
since the cross compliance terms are to be estimated. Each of the first 
3 runs are repeated twice since data from all inertial sensors are required; 
yet only 4 outputs can be processed at any one time. The additional data 
is required to avoid excessive sensitivity in the estimation of the calibration 
terms. Test condition No. 13 is required to provide additional data from 
accelerometer No. 2 in order to estimate one of the cross compliance 
terms. It is likely that a different combination of test conditions could 
eliminate the need for the extra run, particularly if data from each inertial 
sensor could be collected for each run (the case, for example, if the flight 
computer were to be used to collect data). As shown in Table 8-5, an 
additional 2. 1 hours is required to collect the data. Combining this 
with the 5. 8 hours for a partial calibration, a total of 7. 9 hours is 
required to complete a full calibration of the ISU. 
Table 8-6 specifies the procedures and times required to operate 
the test table at various rates between + 1/sec and + 60°/sec, in order 
to provide data for the gyro scale factor error regression analysis dis­
cussed in Sections 7. 3 and 9. 3. The rates listed are only suggestions 
and more or less data may be taken depending upon time available and 
number of samples desired to be included. A total of 4. 8 hours is required 
to run 5 pairs of plus and minus rates for each gyro. If only gyro scale 
Tfactor calibration is desired, w = + 2o1sec is also required (at . 4 hr. 
per gyro) and the total calibration time becomes 6. 0 hours. 
If gyro scale factor calibration is to be done in conjunction with 
the other calibration runs, it is recommended that they be combined, as 
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indicated in Fig. 8-1. In this way, the first 2 steps in each of the test 
condition runs m = 4, 5 and 6 in Table 8-6 can be eliminated, since they 
are already performed as part of the minimum calibration (see Table 8-3). 
Therefore, only 4. 4 hours is required in addition to the times listed in 
Tables 8-3, 8-4 or 8-5 to perform the calibrations indicated plus a full 
range gyro scale factor calibration. 
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9. ESTIMATION OF CALIBRATION TERMS
 
The purpose of this section is to derive the equations to be used in 
estimating the calibration terms. The algorithms presented are based on 
making a least squares fit to the data obtained whenever more measure­
ments are used compared to the number of terms to be estimated. When 
the number of measurements and terms to be estimated are equal, the 
least squares equations degenerate into a deterministic solution. The 
pre-calibration calibrations are also presented. 
Both the accelerometer and gyro calibration equations are arranged 
in the following form; as shown in Section 7: 
Mm. = i/At= M.	 (7-1) and (9-1) 
J :i -j -j :1 
in which the various terms are defined by Eqs. (7-7), (7-8), and (7-9) for 
the accelerometers and Eqs. (7-25) through (7-29) for the gyros. Tables 
B-2 through B-7 in Appendix B contain the results of applying the calibra­
tion equations to each test condition (in) for each inertial sensor. The 
equations are organized in the following matrix form: 
M. = H. Y. 	 (9-2) 
- 3 J -­
where 
=-H. 	 a matrix whose rows are the Ifl of Eq. (9-1), for (9-3)j the various test conditions (mY3 
and 
M. E a column vector whose elements are the ivit from (9-4) 
-J] Eq. (9-1) 
9-1 
The matrix H. can assume various dimensions, depending upon the mea­
.3 
surements (M) used and the calibration terms in the vector Y that 
propagate into M. For the case when H. contains the same or more rowsTJ 
than columns, and (H T H.) is nonsingular, it can be shown that the least 
33 
squares solution of Eq. (9-2) is as follows: 
A T -1 HTY. (H. H H M. (9-5)3- 3 J -J 
A 
where Y. is the estimated value of Y.. This equation was applied to the 
calibration equations in Tables B-2 through B-7, for the tept conditions 
specified in the various calibration procedures of Tables 8-3, 8-4 and 
8-5. Results are presented in Appendix C and discussed in Sections 9. 2 
and 9.3. 
In the case of the scale factor error coefficients, defined in 
Eqs. (7-32) and 7-33) of Section 7. 3, the general least squares solution 
is as follows: 
A 2CO= (F 4 Z0 -F 2Z 2 )/(KF4- F2) (9-6) 
A 1FZ2 (97)C1 - (F 6 z 1 -F 4Z3 )/(F2F F-F) (9 
A 
F 2 2)C2 = (KZ2- F2Z 0)/(K F4- (9-8) 
A 2c3 (F 2 3 -FZI FF- F) (9-9) 
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where the C's correspond to the respective Ab, D, Rb and Q coefficients 
in Eqs. (7-32) and (7-33) and the F and Z terms are functions of the 
inertial sensor inputs and indicated outputs. These terms are defined 
below for the accelerometers and gyros. The term K is the number of 
data samples used in the least squares fit. The above equations are based 
on the assumption that inputs to the inertial sensors occur in equal and 
opposite pairs (e. g., + g/l-- for the accelerometers and + 4°/sec for the 
gyros, as well as other pairs of inputs). The equations also assume that 
Ab are used, corresponding to zero andL and R' input to the accelerometerb 
gyro, respectively. 
The estimated inertial sensor misalignments transformation 
ABA AEBG 
matrices T and T are determined from the estimated accelerometer 
A,
 
and gyro nonorthogonalities, as contained in the Y vectors of the calibra-
A 
tion estimation equations. However, these Y elements are the misalign­
ments between the lAs of the inertial sensors and the bubble level 
( AAL AGL 
coordinate frame (TA . and T ), as discussed in Appendix B (following 
Eq. B-7); and not the misalignments between the lAs and the ISU cube 
A BA BG 
(mirrors) which are elements of the desired T and T matrices. 
MLHaving measured the elements of T , as described above under the 
ABA ABG
pre-calibration calculations (Section 9. 1), the T and T matrices 
can-be determined as follows: 
ABA BM ML AAL -1
 
T -T T (T )(9-10)
 
and 
ABG BM MLAGL)I 
T =T T (T( 
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BM ML 	 AL AGL 
where T 	 and T are given in Eq. (B-6) and T and T are 
composed of the estimated nonorthogonalities of the three accelerometers 
and three gyros with respect to the bubble level coordinate frame. The 
various matrices are defined in Table 9-1 and are expanded in the following
ABA A BG
sections to estimate the elements of T and T , the transformation 
matrices ultimately desired. 
Matrix 	 Description of Transformation Matrix 
TML 	 misalignment of ISU cube (mirror) coordinate frame
 
relative to bubble level coordinate frame; elements
 
defined in Eqs. (B-6) and (9-18).
 
TBM 	 definition of body axes in terms of ISU Cube (mirror)
 
coordinate frame
 
TAL 	 misalignment of coordinate frame defined by lAs of 
the accelerometers relative to the bubble level coordinate 
frame; elements of matrix are NOA and NPA for each 
accelerometer 
TGL 	 misalignment of coordinate frame defined by IAs of the gyros 
relative to the bubble level coordinate frame; elements of 
matrix are NOA and NSA for each gyro 
TBA 	 matrix used to transform accelerations sensed along IAs 
of the accelerometers into accelerations in the body axes 
coordinate frame; elements of matrix are MOA and MPA 
for each accelerometer
 
TBG 	 matrix used to transform rates sensed about IAs of the
 
gyros into rates about the body axes coordinate frame;
 
elements of matrix are MOA and MSA for each gyro
 
Table 9-1 	 Transformation Matrices Used to Calculate Inertial 
Sensor to ISU Cube Misalignments 
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9. 1 	 PRE-CALIBRATION CALCULATIONS 
Calculations in this category consist of processing data obtained 
before the actual calibration runs are made. The calibration procedure 
was arranged such that only two calculations had to be made before each 
run, to determine the tilt of the test table rotary axis from vertical to 
assure that it was not excessive. The other calculations are involved in 
determining the bubble level to ISU cube transformation matrix (T ML). 
The calculations to determine the tilt of the rotary axis are 
presented in Table 8-2 and repeated as follows: 
(60 )m (0 )3 	 (9-12) 
nm 	 m + (0 m (9-13)(6 0N ) (0 4) 4 r 
where 
(0 )m 	 (3 ) + value of 03 from zeroing process (9-14) 
In 	 m(04)z (0 4) n+ value of 04 	 -5from zeroing process (9-15) 
)m
 
(0 ) 	 TAF outer gimbal readout when bubble levels (9-16)are nulled in the pre-run align orientation, 
just prior to run (m) 
(04)r 	 TAF inner gimbal readout when bubble levels (9-17) 
are nulled in the pre-run align orientation*, just 
prior to run (m) 
the pre-run align orientation is when 0 900, 0 4 00 as discussed in 
Section 8. 3 and Table 8-2. 
9-5 
and subscript n refers to the nominal values of (0 ) n and (0 )Im for run 
(in). The values of 03 and 04 from the zeroing process are those values 
that align the bubble levels with respect to the rotary axis. The 60E 
and 60N terms are used in the accelerometer estimation equations, as 
shown below. 
The transformation matrix (T M L ) contains 6 elements, 3 of which 
are independent and must be measured separately. This is done using the 
bubble levels and the autocollimator at the time of TSU mounting as 
T M L explained in Section 8. 2. The matrix is defined in Eq. ,(]B-6) and 
Table B-I and repeated as follows: 
-MIS LI 1 M u . L3 
T ML M L1 -M12L2 
-22 1 -M21 -L2 1 
-1 -33-2 -32 3 
(B-6)-and (9-18) 
in which the elements are defined in the form M 
-c =-ab - L nonorthogonality 
of M about Lb with respect to L , measured about the positive L
-a =--C-b 
axis in accordance with the right-hand rule. The matrix elements are 
determined from the following transformation equation: 
ML MS SE LE)-1 (9-19)T = T T (T (-9 
where the transformations are defined in Table 9-2. The bubble levels 
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Matrix 	 Description of Transformation Matrix 
TML 	 misalignment of ISU cube (mirror) coordinate 
frame relative to bubble level coordinate 
frame; elements defined in Eqs. (B-6) and (9-18). 
TMS 	 matrix of measurements of ISU cube, expressed
 
in autocollimator coordinate frame
 
TSE 	 matrix relating autocollimator coordinate frame
 
relative to earth coordinates (specifically to
 
vertical); assumed equal to the identity matrix
 
when the autocollimator is leveled.
 
TLE 	 matrix representing bubble level coordinate frame 
relative to earth coordinates (specifically to vertical); 
assumed equal to the identity matrix when the bubble 
levels are nulled 
Table 9-2 	 Transformation Matrices Used in Alignment of ISU 
Cube and Bubble Level Coordinate Frame 
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and autocollimator are adjusted relative to vertical such that TS E and 
TL E are essentially equal to identity matrices. Therefore, the auto­
collimator to ISU cube measurements provide elements of TML directly. 
As mentioned above, only 3 measurements are required since the coor­
dinate frames are essentially orthogonal and therefore the following 
relationships exist: 
-_M2IL 2 = MIL 3 (9-20) 
-MI L =-M , L (9-21) 
M. L =M -L (9-22)
-3 2 -3 -22 -1 
Thus all elements of T M L in Eq. (9-18) are determined. 
9.2 ACCELEROMETER CALIBRATION ESTIMATION EQUATIONS 
The calibration estimation equation [Eq. (9-5)] was applied to the 
accelerometer calibration equations in Tables B-2, B-3 and B-4 to 
provide the accelerometer calibration estimation equations. The results 
are tabulated in matrix form in Tables C-1, C-2 and C-3 of Appendix C 
for the minimum, partial and full levels of calibration respectively. It 
will be noted that the equations do not include compensations to be applied 
to the M measurements in order to account for gravity coupling due to 
significant misalignments and tilt of the rotary test table axis from 
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vertical. These corrections can be specified when the final pre-calibra­
tion alignment scheme is defined. Compensation for C and Cip in 
the partial calibration estimation equations is shown in Table C-2. 
The accelerometer scale factor error estimation equations were 
A • 
determined from Eqs. (9-6) through (9-9), using the 6V estimates from 
A . +1 AC. -1 AV .7c
the accelerometer calibration equations (viz. , 6V + 6V 6V 
c c cA.
 
6V 7 ) and the term A?. The results are tabulated in Table C-4 of
 
b 
Appendix C. 
A BA 
The elements of the T transformation matrix, which are a 
function of the misalignments of the IAs of the accelerometers relative 
to the ISU cube, are computed using Eq. (9-10) as a basis. The matrix 
A AL 
T in Eq. (9-10) is composed of the estimated nonorthogonalities 
A AAA AA (in Y-- Y2 and Y from Tables C-1, C-2 and C-3), as follows: 
A A 
NPA -1 -NOA 1 
A AL A A 
T NOA 2 NPA2 1 (9-23) 
2 2 
A A 1 -NPA3 NOA 3 
AAL ABA 
Upon inverting T , and writing T in terms of the inertial sensor 
A A 
misalignments to be estimated (viz., MOA and MPA), Eq. (9-10) is' 
expanded to yield: 
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A A A A 
-1 -MOA 1 +MPA 1 0 0 -NPA3 -NOA 3 1 
ABA A A AML A A 
T MPA2 1 -MOA 2 0 1 0 -1 -NO A 1 +NPA 
A A A A 
-MPA 3 -MOA 3 1 0 0-1 NPA2 1 -NOA 2 
(9-24) 
Upon performing the multiplications indicated and equating corresponding
AA 
elements in the resulting matrices, the elements of TB A are computed as 
follows: 
A AA 
MOA 1 = NOA 1 - M1 L 3 (9-25) 
A A A 
MBA 2 = NPA - M LI (9-26) 
A A A 
MOA2 = NOA2 -Ml2 LI (9-27) 
A A A 
MPA 2 = NPA2 + M 2f L2 (9-28) 
A A A 
MOA 3 = NOA 3 + M32"L3 (9-29) 
A A A 
MPA3 =NPA3 +M33 L 2 (9-30) 
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9.3 GYRO CALIBRATION ESTIMATION EQUATIONS 
The gyro rate errors due to scale factor errors and the gyro 
misalignments are calculated in a deterministic fashion as implied in 
the first four rows of the calibration equations tabulated in Tables B-5, 
B-6 and B-7. In this way a minimum number of runs are required to 
estimate the terms and the calculations are relatively simple. The 
results are tabulated in Table C-5. 
The remaining gyro calibration terms in YG are computed by 
applying the least squares equation [Eq. (9-5)] to the gyro calibration 
equations in Tables B-5, B-6 and B-7. The results are tabulated in 
matrix form in Tables C-6, C-7 and C-8 of Appendix C for the minimum, 
partial and full levels of calibration, respectively. It will be noted that 
the equations do not include compensations to be applied to the M mea­
surements in order to account for earth rate coupling due to NOA and 
NSA, the elements of (T GMTML). These corrections can be specified 
in detail when the final pre-calibration alignment scheme is defined. 
Compensation for C1 and CSS in the minimum calibration estimation 
equations is shown in Table C-6 and a similar approach is used in Table 
C-7 to compensate for C and Cis, in the partial calibration estimation 
equations. 
The gyro scale factor error estimation equations were determined 
A. 
from Eqs. (9-6) through (9-8),A,.+ using the 60b estimatesTA from Table C-5,A.- c 
(viz., 64 60b pairs for various table rates w ) and as estimated 
AG c' c b 
in Y . Since a third order term is not modeled for the gyro, the F term 
6 
9-11 
in Eqs. (9-7) and (9-8) can be allowed to approach infinity (which eliminates 
the third order term) and the resulting estimation equations are as 
tabulated in Table C-9 of Appendix C. If the third order term is desired, 
the F term is retained, and Eq. (9-9) provides the desired estimate 6 A 
(note that Q in this case would be given by Eq. (9-7)). 
ABG 
The elements of the T transformation matrix, which are a 
function of the misalignments of the IAs of the gyros relative to the ISU 
XA GL.cube, are computed using Eq. (9-10) as a basis. The matrix T in 
Eq. (9-10) is composed of the estimated nonorthogonalities from Table 
C-5, as follows: 
A A 
NSA1 1 NOA1 
A GL A A 
T _NOA 2 -NSA 2 1 (9-31) 
A A 
1 -NSA 3 NOA 3 
gA GL' AEG sno 
Upon inverting T and writing T in terms of the inertial sensor 
A A
misalignments to be estimated (viz., MOA and MSA), Eq. (9-11) is 
expanded to yield 
A A A A 
1 -MOA1 -MSA 1 1 0 0 NSA 3 -NOA 3 1 
ABG A A AML A A 
T =MSA2 1 MOA = o1 TT 1 -NOA -NSAI 
A A A A 
MSA 3 -MOA 3 1 0 0 -1 NSA 2 1 NOA 2 
-J 
(9-32)
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Upon performing the multiplications indicated and equating corresponding 
elements in the resulting matrices, the elements of T are computed 
as follows: 
A A A 
MOA 1 = NOA 1 - MI" L3 (9-33) 
A A A 
MSA 1 = NSA 1 +_MIi L 1 (9-34) 
A A A 
MOA 2 = NOA 2 + M22 L 1 (9-35) 
A A A 
MSA2 = NSA2 - M21 L2 (9-36) 
A A A 
MOA = NOA +M L (9-37)3 3 -3 2 3 
A A A 
MSA 3 = NSA 3 +M33" L 2 (9-38) 
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10. ERROR ANALYSIS
 
10.1 GENERAL FORM OF ERROR EQUATIONS 
The error analysis of the calibration process is based on the general 
form of the calibration equation developed in Section 7. Eq. (7-1) defines 
the relationships between the various calibration terms (Y) and adjusted 
measurements (M), based on the average of the inertial sensor outputs 
over the calibration run time (At). The sensor outputs are compensated 
for significant and known inputs to the instruments such that 
rn m .
.H y.+6Vlm (7-1)&(l0-1) 
i -J -J 3 
where 6. is the total of all errors in the quantity M'7. The error analysis
J J 
consists of identifying all of the significant error sources that contribute to 
m61W and then determining the effect this has on the precision with whichJ 
the calibration terms can be estimated. Since the terms are estimated 
6M 1 7  using Eq. (9-5), the problem is to determine the effect of on 
A I 
Y. in Eq. (9-5).
-I 
The errors are all assumed to be random variables with zero 
means. The analysis is generally performed on a statistical basis in 
terms of variances. Following this approach, it can be shown that the 
covariance of errors in the estimation of the calibration terms is given 
by the following matrix equation: 
A A T (HT H)-1 T 'T] T -1 (02EIy.yT]. = (HTH). H E[6M.6MT]. H.(H H). (0-2) 
10-i 
where 
6M. = column vector of errors 6m for instrument j 
E[6M OM I] =-expected value of the matrix of error correlations 
= error covariance matrix of I'I., composed of 
em elements, the sum squared errors in .Mss sqae rrr M 
assumed to be a diagonal matrix (10-3) 
A AT A 
E[Y Y -.error covariance matrix of Y.; in which the 
-- -J
 
square root of the diagonal elements are the 
standard errors (SE) of each of the estimated 
A 
calibration terms in Y (10-4)
-j
 
and H. is defined in Eq. (9-3) as a matrix whose rows are the HI. of 
:1 -
Eq. (9-1), for the various test conditions (m). The error analysis now be­
comes a matter of defining E[6M. 6 j4 T for each gyro and each accelerometer. 
The inertial sensor error sources (O 1m) are identified by taking 
partial derivatives of the general calibration equation (7-1), as defined for 
the accelerometers by Eqs. (7-7) thru (7-9) and for the gyros by Eqs. (7-25) 
thru (7-29). Errors in the compensation corrections within the M1 calcula­
tions, as given by Tables B-2 thru B-7, C-2, C-6 and C-7, must also be 
considered. The general categories of the error sources are associated 
with inertial sensor output pulse counting, sampling time, IA, OA, SA and 
PA orientation errors, environmental acceleration and rate effects (viz., 
linear and rotational vibration of the test stand), inertial sensor noise 
(internal and rebalance loop effects), compensation errors, second order 
terms and other neglected error sources. Additional error sources in the 
calibration of the gyros are due to test stand rate errors. 
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AA AB 
and T B G In the case of determing T B A , using Eqs. (9-24) thru (9-30) 
and (9-32) thru (9-38) respectively, errors in measuring the elements of 
AML 
T7 must be included-~to determine the errors in estimating the misalign­
ments between the inertial sensor IAs and the body axes. 
10.2 PRE-CALIBRATION ALIGNMENT ERRORS 
One of the errors in this category is associated with the measure-
ML 
ment of T . Since details of the procedures have not yet been defined 
the error analysis of this portion of the calibration procedure must be 
postponed. The effect of the errors, however, is not difficult to incor­
porate later since they occur at the end of the analysis, in the determina-
ABA ABG 
tion of T and T as shown in Eqs. (9-25) thru (9-30) and (9-33) thru 
4( 38), respectively. 
in T M L The effect of errors on compensation for earth rate coupling 
in the gyro calibration process are of second order and completely negligi­
ble. The accelerometer calibration process does not use T compensa-
A BA
tion, except as noted above in the computation of TA 
Pre-calibration alignment errors due to use of the bubble levels 
and indexing of the ISU have not been defined in detail pending final defini­
tion of the pre-calibration alignment procedure and significant error 
sources. The primary effect is expected to be associated with compensa­
tion of the accelerometer output for 6 0E and 60N changes. ISU indexing 
precision will also affect the accuracy with which the gyro nonorthoganal­
ily terms can be estimated. 
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10. 3 ENVIRONMENTAL ERROR SOURCES 
The effect of test stand base motion is to cause extraneous rates 
and accelerations to be sensed by the gyros and accelerometers. The 
analysis is patterned after that in the UNIVAC study as pointed out in the 
ground rules (Section 2. 3), and the significant error sources are: 
AOn -- change in 6 N and 60E (the derivative of this (A n) is also 
considered an error source) 
a - vibration acceleration,directions assumed to be isotropic in all 
These errors are specified in terms of power spectral densities 
(PSDs) as shown in Figs. 10-1 and 10-2-. The PSDs are approximated 
for computational purposes as shown in Tables 10-1 and 10-2'*. It is 
noted in Table 10-1 that there are several apparent inconsistencies 
between Table 10-1 and Fig. 10-1. Since a ground rule of the analysis was 
to use the results of the UNIVAC study (Ref. 4), this was done as shown in 
Appendices E and F. Generally, a conservative approach was taken. The 
discrepancies should be resolved, however, since the error source is 
significant (for both the gyros and accelerometers) and the expected calibra­
tion precision is directly influenced. 
Since the effect of A0n on the accelerometer output is particularly 
critical, as discussed in Section D. 1 of Appendix D, the bubble level com­
pensation procedure presented in Sections 8. 2 and 8. 3 is specified. The 
objective is to attenuate the low frequency portion of the AOn spectrum. In 
*These PSD's are as listed in Ref. (4), Figs. 3-3 and 3-4, which in turn 
were reproduced from those presented in Ref. (8), Fig. 1-1. 
**The approximations are as listed in Ref. (4), Tables A-3 and A-2. 
10-4
 
accordance with the ground rules of Section 2. 3, the UNIVAC analyses was 
used. On page 2-17 of Ref. 4, the following two models were proposed to 
characterize the use of bubble level compensation: 
(1) 	 The rotational noise spectrum, PSD (AO ), was reduced to zero 
*n 
below a frequency corresponding to a 50 minute period. 
(2) 	 The rotational noise spectrum, PSD (AOn ), was assumed to be 
the squared modulus of a first order transfer function having 
an R VIS noise in-An of 4. 5 sec and a half-power frequency of 
-10	 2 Hz, corresponding to a 1. 7 minute period. 
The results on the accelerometer output using these assumptions are 
plotted in Fig. E-5, as reproduced from Fig. 2-5 on Ref. 4. Model #1 
yields unsatisfactory performance and would imply that compensation is 
required more often than every 50 minutes. Model #2 is more compatible 
with the calibration precision goals and is used in the error analysis. A 
preliminary analysis has indicated that the true model may be one that 
slopes to zero as the frequency decreases from that corresponding to the 
averaging time. Because of the critical nature of the error source, it is 
recommended that further analyses be conducted. 
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Table 10-1 Approximation of Test Stand Angular Vibration PSD 
PSD (An) 
2 -2 
f(Hz) rad /Hz sec /Hz 
0. to 5 x10 - 6 9.42 x 10 - 4 4.0 x 10
7 
5 x 10 - 6 to . 317 2. 345 x 10- 4 f - 2  9.95 x 10 
6 f - 2 
*317 to 3. 17 
3.17 to 15.7 
2. 345 x 10 - 1 3 
-12f-2-22 
2.345 x10 f 
10 - 2 
9.95 x 10- 2f - 2 
above 15.7 022 x -.10 8f - 5 4. 34 x 10 2f-5 
Notes: 
(1) This table was derived from Table A-2 of Ref. (4) by removing 
the earth rate coefficient of PSD (60). 
n 
(2) The second and third lines of the table are as listed in Ref. (4) 
even though the values do not correspond to those in Fig. 10-1. 
This is discussed in the text (Section 10.3) 
Table 10-2 Approximation of Test Stand Linear Vibration PSD 
f (Hz) PSD(a ), g2/Hz 
10 - 150 to 10 - 2 
10-2to 10 - 1 10 - 11 
1010.- 1 to 1 	
- 9 
- 8 
1 to 10 2 * 10 
102 to 103 10 -
1 1 
above 103 0 
This was listed as 10 3 in Table A-3 of Ref. (4). 
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10.4 ACCELEROMETER ERROR ANALYSIS
 
10. 4. 1 Error Sensitivities 
The accelerometer error sources were identified as described in 
Section 10. 1. The detailed error sources considered are tabulated in 
Table 10-3, including ia values of the magnitudes of the errors. It is 
noted in the table that pre-calibration alignment error sources are to be 
determined, as discussed in the previous sections (10.2 and 10. 3). 
The effect of these error sources on the accelerometer output 
(i. e., components of 6im) are considered in detail in Appendix E for each 
test condition (in). Each component of 6Om is related to the error sources 
of Table 10-3 as shown in Tables E-i and E-2. The actual propogation of 
the errors is shown in Table E-i, for accelerometer #1, and Table E-2 is 
a summary of the numerical calculations used to determine the accele­
rometer error covariance matrix elements for each test condition (m). 
Appendix E also contains plots of the effect on 6M of each potentially 
significant error source (see Figs. E-i thru E-6). Use of these plots is 
discussed in Appendix E. Fig. E-i graphically shows the estimation pre­
cision goals stated in Table 4-3 and provides a basis for determining 
acceptable levels of the various error sources, as described in Appendix 
E. The critical error source is shown in Table E-2 to be the cross-coupl­
ing of gravity due to rotation of the test stand base (A ). The errors listed 
n 
are for the case when bubble levels are used. Detailed discussions of 
errors associated with bubble level compensation are contained in Sections 
10.2, 10. 3 and D. 1. Fig. E-5 shows the final effect on 61M, as a function 
of run time (At). 
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TABLE 10-3 ACCELEROMETER ERROR SOURCES CONSIDERED
 
ERROR. NO. ERROR SOURCE 
1 Compensation for C10  
2 
3 
4 
5 
Compensation for Cip 
Compensation for magnitude of 
g(effect of error is correlated) 
Compensation for ISU cube to 
bubble level misaljgnment 
(for calculating I IA) 
Compensation for 1 ¢E" 6 ¢N ] 
6 Error in setting bubble level 
to null 
7 TAF 03 positioning error 
8 TAF 04 positioning error 
9 Nonorthogonality 
axes 
of 3 and ¢ 
10 Nonorthogonalityof¢ 3 and¢ 4 axes 
11 
12 
Misalignment of IA to body 
axes (cube) 
Misalignment of OA to body 
axes (cube) 
13 
14 
Misalignment 
axes (cube) 
Misalignment 
bubble level 
of PA to body 
of body axis to 
1-5 Effect of uncompensated Cip 
16 Effect of uncompensated C10  
17 Sampling time error 
18 Quantization 
19 Accelerometer 
noise 
internal random 
20 Accelerometer rebalance 
loop noise 
SYMBOL 
6 C10  
6 Cip 
1 or VALUE 
(1) 
(1) 
&g 
6 (B. L) 
.3gg 
(2) 
(2) 
(L.'V) 
6 3 
6 4 
1 sec 
(2) 
(2) 
M03' 
MR3' 
(2) 
(2) 
MI() 
A 
(0 .B) 
5/3 min. 
10/3 min. 
(P. B) 10/3 min. 
(B •L) 
Ci 
C10  
6(At) 
qA 
.A 
enr dt 
10. 4/3 min. 
I 010g 
10 ug 
100 U sec 
.0025,2-fps 
negligible 
A 
e nreb 
included 
with #18 
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TABLE 10-3 ACCELEROMETER ERROR SOURCES CONSIDERED 
(Cont.) 
ERROR NO. ERROR SOURCE SYMBOL 1 U VALUE 
Angular base motion of test See Section 
stand, about level axes AOn 10.3 
21 
22 Linear vibration of test 
stand(in all directions) av See Figure
10-2 
Negligible Error Sources 
* QIP WPw i 
" Compliance (other than C10 and Cip) 
" Rotational cross- coupling 
* Cross-coupling of accelerations along OA 
• Second order terms (except as listed above) 
Notes: (1) 	 These error sources are assumed negligible for this analysis, 
pending results from laboratory tests 
(2) 	 Values for these error sources are to be determined once the 
pre-calibration alignment scheme is specified in detail 
(3) 	 MIA (MOA2 + MPA2)I2 
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The error covariance matrix elements derived in Table E-2 were 
used in Eq. (10-2) to determine the expected precision (i. e. , standard 
error) with which each accelerometer calibration term can be estimated. 
This is considered in the next section. 
10. 4.2 Expected Accelerometer Calibration Precision 
The error covariance matrix elements required to perform the 
error analysis using Eq. (10-2)are derived in Table E-2 and summarized 
in Table 10-4. The H matrix required in Eq. (10-2) is given for each 
accelerometer in Tables B-2, B-3 and B-4 by selecting the appropriate 
rows according to the measurements used in the estimation equation being 
analyzed (see Tables C-1, C-2 and C-3). The results of the accelerometer 
error analysis are summarized in Table 10-4. 
Generally the estimation precision goal is met, except for 6V -.7c 
for accelerometer #3 which is 321o oyer the goal. It should be mentioned 
that not all error sources have been included, as discussed in Sections 
10.2 and 10. 3, pending final definition of the pre-calibration alignment 
procedure.
 
A. 
The effect of 6 g (equal to 3ug) is included in the 6V terms, takingc 
into account the fact that the error is correlated between the various 
A ." A. -1 
6 M. The error propogates one-to-one for 6 V + 1 and 6V and by 
+7 A -7 c c 
i/-2 for 6V and 6V " The error has no effect on the other calibra­c c 
tion terms. 
The precision of the Minimurn and Partial Calibration processes 
are essentially the same as that shown in Table 10-4, which is for the Full 
Accelerometer Calibration Process. In the case of Partial Calibration, 
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TABLE 10-4 EXPECTED ACCELEROMETER CALIBRATION PRECISION 
Calibration Term Precision Standard Error(SE) of Y in 
Estimated Units Goal Accel. # 
A #1(z) #2(x) #3(y) #I (all data) 
A g 8.3 3.96 3.76 3.98 2.41 
-(NOA) g Ug TBD 6.43 5.35 3. 72 2.91A 
(NPA) gug TBD 3. 59 3.76 6. 62 3.40 
8.3 3.02 3.02 3.02 3.02 
" -11g 8.3 3.02 3.02 3.02 3.02 
AC6T+. 7 
Ac ug 8.3 3.28 3.28 11.00 2.77 
6b c -. 7 Ig 8.3 3.28 6.70 2.77 2.77 
ACp ug/g 2 TBD 10.39 8.63 6.35 5.43 
A 2CIO uglg TBD 7.14 7.02 12.28 5.98 
Square Root of Error Covariance 
Dia~onal Elements 
-T #2 #3 #1 (all) 
in-nlT fTf Inf­
4 .63 6.2 6.2 .63 
5 6.2 6.2 .63 6.2 
6 6.2 .63 6.2 6.2 
1 5.00 - .54 5.00 
2 - .54 5.00 5. 00 
3 .54 5.00 - .54 
7 3. 56 - 3.56 3.56 
8 3.56 3.56 - 3.56 
9 - 3.56 3.56 5. 00 
10 3. 56 - 3.56 3.56 
11 3.56 3.56 5.00 3.56 
12 5.0 3.56 3.56 5.0 
13 - 3.56 ­
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compensation for C and C is required. Errors in this compensation 
10 IF A+. A. 
will-only cause additional errors inSV and V that are equal to 
5g2 6 C2 and .55 2CC F. 
Included in Table 10-4 is a column that indicates the expected 
calibration precision assuming all data available is utilized. This .was 
done only for accelerometer #1 to illustrate the potential improvement that 
is possible. However, it does not necessarily follow that more data (i. e., 
measurements IA) will always yield better results. Since the least 
squares estimation algorithm is not optimum, it is possible that an 
additional measurement can have a relatively large error associated with 
it that can propogate through the weighting coefficients (of Appendix C) 
so as to cause certain terms to be estimated with less accuracy. A 
weighted least square algorithm would provide weighting coefficients that 
could avoid this problem. It is possible that the relatively large error 
associated with 6v for accelerometer #3 could be reduced in this 
c 
manner. A study of this approach is recommended. 
ABA 
The precision with which T can be estimated is dependent upon 
ML A A 
the measurement accuracy of T , as well as SE(NOA) and SE(NPA) as 
indicated by Eqs. (9-25) thru (9-30). The error propogation is one-to-one. 
From Table 10-4, 
A 
7 sec SECNOA, NPA < 1. 4 sec (10-5) 
SE(TML) 
which is within the precision goal of 1. 7 sec. To meet this goal, SE(T 
must be < 1. 0 sec. 
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10. 5 GYRO ERROR ANALYSIS 
10. 5. 1 Error Sensitivities 
The gyro error sources were identified as described in Section 
10. 1. The detailed error sources considered are tabulated in Table 10-5, 
including 1 a values of the magnitudes of the errors. It is noted in the table 
that pre-calibration alignment error sources are to be determined, as dis­
cussed in the previous sections (10.2 and 10. 3). 
The effect of these error sources on the gyro output (i. e. , com­
m ) ponents of 61 are considered in detailed in Appendix F for each test 
mcondition (m). Each component of 8A is related to the error sources of 
Table 10-5 as shown in Tables F-i and F-2. The actual propagation of the 
errors is shown in Table F-I, for gyro #1, and Table F-2 is a summary of 
the numerical calculations used to determine the gyro error covariance 
matrix elements for each test condition (m). 
Appendix F also contains plots of the effect on 61i of each potentially 
significant error source (see Figs. F-i thru F-8). Use of these plots is 
discussed in Appendix F. Figs. F-I thru F-3 graphically show the estima­
tion precision goals stated in Table 4-5 and provides a basis for determining 
acceptable levels of the various error sources, as described in Appendix F. 
The critical error sources are shown in Table F-2 to be the angular rate of 
vibration of the test stand (An) and the nonuniform table rate error(NJWT). 
Very little can be done economically with the former, other than perhaps to 
provide a more massive foundation for the test stand, whereas the later 
error may be reduced by a better quality table rate drive. For the gyro 
scale factor tests, the largest error source is the test table rotary angle 
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TABLE 10-5 GYRO ERROR SOURCES CONSIDERED
 
ERROR NO. ERROR SOURCE 
1 Compensation for C11  
2 Compensation for CSS 
3 Compensation for CI 0 
4 Compensation for Cis 
5 Compensation for ISU 
cube to bubble level mis­
alignment (for calculating 
TBG) 
6 Compensation for earth 
rate coupling through 
TGMTML 
7 Bubble level coordinate 
frame to table axis mis­
alignment. 
8 Nonorthogonality of 0 
04 axes 
and 
9 Nonorthogonality of 0 
02 axes 
and 
10 TAF 03 positioning error 
11 TAF 04 positioning error 
12 Scale factor 
rate 
error at earth 
13 Azimuth misalignment of 
bubble level coordinate 
frame to East 
14 Misalignment of gyro IA 
to body axes(cube) 
SYMBOL 1 a VALUE 
6 CII (1) 
6 CS S (1) 
6 C1 0  (1) 
6 Ci s (1) 
6 (B . L) (2) 
6 (G. L) < .5/3 min. 
(L • R ) (2) 
M03' (2) 
MR3 T (2) 
603 (2) 
604 TBD(2) 
6Q 200/3 ppm
e 
(L * N) 20 sec 
MIA 5/3 min. 
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TABLE 10-5 GYRO ERROR SOURCES CONSIDERED
 
(cont.) 
ERROR NO. ERROR SOURCE 
15 Misalignment of gyro SA to 
body axes about IA 
16 Misalignment of body 
to bubble level 
axes 
17 Effect of uncompensated BI 
18 Effect of uncompensated BS 
19 Tilt of test table axis about 
East 
20 Nonuniform table rate 
21 Tilt of test table axis 
about North 
22 Distance of gyro along
normal to table axis 
23 Sampling time error 
24 Uncertainty of test table 
angle read out 
25 Quantization 
26 Gyro random noise 
27 Gyro rebalance loop noise 
28 Angular vibration of test 
stand base, about level 
axis 
29 Angular test stand rate 
about level axis 
30 Error in setting table 
rate 
SYMBOL lVALUE
 
G(S . B) 10/3 mnn 
(B •L) 10.4/3 min. 
(B1 ) 1. 50/hr/g 
BS 1.5°/hr/g
 
&0E .2 m"n. 
NUWT 3. 7 sec 
60 .2 rnm N 
m 10 inches 
6(At) 1O psec 
6(A0 ) 6 sec 
2 
qG See Note (4) 
G See Table 4-6 
nr 
eG e Included in #25nreo 
A0 See Fig. 10-1 
n
 
60 See Fig. D-17 
n 
6 (wT) .5% 
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TABLE 10-5 GYRO ERROR SOURCES CONSIDERED 
(cont. 
Negligible Error Sources 
* Linear environmental vibration 
a Error in setting bubble level to null 
* Second order terms (except as listed above) 
Notes: (1) 	 These error sources are assumed negligible for this analysis, 
pending results from laboratory tests 
(2) Values for these error sources are to be determined once 
the pre-calibration alignment scheme is specified in detail 
)1 / 2 (3) MIA= (MOA 2 + MSA 2 
(4) q .844 sec for Iw < 30°sec. and 1.688 sec for 
30 < w, < 60°/sec. 
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output error (6 (A02 )) with misalignment of the gyro IA parallel to the 
rotary axis as the next largest. Both of these. errors could be reduced 
without much trouble, if desired. Use of the bubble levels has little 
ML
effect on the gyro calibration precision (other than in measuring TM). 
The error covariance matrix elements derived in Table F-2 were 
used in Eq. (10-2) to determine the expected precision (i. e., standard 
error) with which each gyro calibration term can be estimated. This is 
considered in the next section. 
10. 5. 2 Expected Gyro. Calibration Precision 
The error covariance matrix elements required to perform the 
error analysis using'Eq. (10-2) are derived in Table F-2 and summarized in 
Table 10 -6. The H matrix required in Eq. (10-2) is given for each gyro 
in Tables B-5, -B-6 and B-7 by selecting the appropriate rows according 
to the measurements used in the estimation equation being analyzed (see 
Tables C-7, C-8 and C-9). The results of the gyro error analysis are 
summarized in Table 10-6. 
Generally, the estimation precision goal is essentially met*,for 
the bias and g sensitive terms, except BI for gyro #2 which is about 50% 
over the goal. For the major compliance terms, the errors are from 3Q% 
to 62%over but probably are only significant for the C term of the Z gyro 
(#), since the IAs and SAs are all nominally level for the other two gyros 
when in flight. If all the measurements (i. e., 2 extra samples) are used, 
within approximately 20% of the goal 
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TABLE 10"6 EXPECTED GYRO CALIBRATION PRECISION
 
Calibration Term Precision Standard Error(SE) of Y in 
Estimated Units Goal Gyro # 
#1(z) #2(x) '#3(y) rl (andata)
A 
R mdh 7.0 8.52 7.42 7.77 7.03 
A 
BI mdh/g 7.0 6.30 10.33 6.02 2.78 
A 
B S mdh/g 7.0 8.54 7.45 7.29 8.54 
A 
B O mdh/g 7.0 8.54 7.74 6.38 6.96 
A2 
C mdh/g 2 8.3 13.46 13.93 10.90 8.15 
CSS mdh/g 2 8.3 11.66 10.75 11.00 10.83 
A 
c mdhg2 8.3 17.26 19.07 16.05 1-4.90 
Ais2 
CI0 mdh/g 8.3 17.'23- 15.21 14.98 12.93 
A 
C 2COS mdh/g 8.3 20.45 29.34 20.82 .17.09 
Square Root of Error Covariance 
Diagopal Elements 
#1 #2 #3 #1(all) 
4 2.8 11.4 11.4 2.8 
5 11.4 11.4 2' 8 11.4 
6 11.4 2.8 11.4 11.4 
1 12.4 1,2.4 - - 12.4 
2 12.4 - 12.4 12.4 
3 - 12.4 12.4 2.7 
7 8.9 - 8.9 8.9 
8 8.9 8.9 8.9 
9 - 8.9 8.9 12.3 
10 8.9 12.3 8.9 8.9 
11 8.9 8.9 12.3 8.9 
12 12.3 8.9 8.9 12.3 
13 - 8.9 12.3 
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the goal can be met, as shown in Table 10-.6. In the case of the cross 
compliance terms, the'°errors- are from 80 to 150% over and in the case of 
CSS for the #2 gyro (x), 250% over. The estimation precision goals can­
probably be relaxed for the cross compliance terms since gravity effects 
will yield only second order errors under normal flight conditions, and in 
Ahe worst case;,whefn the ISU is tilted 450 from the nominally level positioi 
the resulting rate errors propagates at half the values shown in Table 10-L 
Although not all error sources have been included (viz., those associated 
with the pre-calibration alignment procedure), they are not anticipated to 
alter the results of Table 10-6ABsignificantly. They are important, however, 
in the estimation-precision of T which is discusse below. 
The precision of the Minimum and Partial Calibration processes 
are approximately the same as that shown in Table 10r4, which is for the 
Full Gyro Calibration process. In the case of Minimum Calibration, 
compensation for C J1 and CSS is required. Errors -in this compensation 
will only cause additional errors in Rb and BI that are equal to . 56CSS and 
(.5&C SS+8 CII), respectively. The total error should be about the same 
as that shown in Table 10-6. The B, and B terms -are not affected at all. 
S 0 
In the case of Partial Calibration, compensation for CI0 and C is 
required. Errors in this compensation propagate at 40% into the estimation 
A. A, 
of the BI and CII terms, and is expected to cause a slight degradation in 
estimation precision compared to that of a Full Calibration. The other 
terms are unaffected. 
Indluded in Table 10-6 is a column that indicates the expected 
calibratidn precision assuming all data available is utilized. This was 
done only for gyro #1 to illustrate the potential improvement that is 
possible. However, it does not necessarily follow that more data 
10-21
 
(U. e., measurements MI) will always yield better results. Since the least 
squares estimation algorithm is not optimum, it is possible that an addi­
tional measurement can have a relatively large error associated with it 
that can propagate through the weighting coefficients (of Appendix C) so 
as to cause certain terms to be estimated with less ac&uracy. A weighted 
least square algorithm would provide weighting coefficients that could avoid 
this problem. It is possible that the relativelylarge errors associated with 
with BI• CII and COS for gyro#2 and CII for gyro #1 could be reduced in this 
manner. A study of this approach is recommended. 
AEG 
The precision with which T can be estimated is dependent upon 
AA 
the measurement accuracy of T ML , as well as SE(NOA) and SE(NSA) as 
indicated by Eqs. (9-33) thru (9-38). The error propogation is one-to-one. 
The precision with which NOA and NSA can be estimated is determined using 
the estimation equations in Table C-5 and the 6M errors given in Table F-2 
for m = 41, 51 and 61 andW T , = 2°/sec. The results are as follows: 
A A' -3 
SE (NOA, NSA] 11. 13 x 10EN [2-(-2)]/360 
--. 3 2 sec (10-6)-
T 
The error in knowing W has an insignificant effect in Eq. (10-6). Consider­
ing errors in aligning the bubble levels to the test table rotary axis, and
oTML 72 2 1/2 
errors in the measurement of TM, a total of (1. 7 . 3 2 1. 6 sec 
(1c ) can be allocated to these measurements and yet meet the estimation 
precision goal of 1. 7 sec (1 a 
In the case of the gyro scale factor error estimate, the errors pro­
pagate one-to-one as shown in Table C-5. From Table F-2, for m = 72, 
82, and 92, 
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SE( = 61c) 18. 6 mdh for W = + 20/sec (10-7) 
for any of the three gyros. This is within the precision goal of 62 mdh, as 
shown in Fig. F-2. 
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11. CONCLUSIONS 
The 	following conclusions are drawn from the studies made: 
1. 	 The calibration system and procedure developed in 
this study can be used in the laboratory as well as 
under field conditions. 
2. 	 The calibration can be performed within an 8 hour 
period, providing a minimum number of gyro scale 
factor rates are used. 
3. 	 Accelerometer calibration precision is generally within 
the goals specified. 
4. 	 Gyro calibration precision is generally equal to the 
goals specified, except the B term of gyro #2 (which 
is 13 mdh/g, rather than 7 mhh/g). 
5. 	 Estimation precision of the compliance terms is worse 
than that for the basic terms, but probably of acceptable 
level for the accelerometers and marginal to probably 
acceptable for the gyros. 
6. 	 The additional runs required to estimate the cross 
compliance terms generally have only a minor affect 
on the precision with which the other terms can be 
estimated. 
7. 	 Errors in the knowledge of Igf affect only the accelerometer 
scale factor terms. 
8. 	 The data sampling error (6(At)) is critical for the gyros, 
but not the accelerometers. 
9. 	 The angular vibration (Ahn) is critical for the acceleren,­
eters and the angular vibration rate (A n) is critic, 
the gyros. n 
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10. 	 Using data from additional runs to improve precision of 
estimates does not always yield the desired results, 
depending upon the errors associated with the additional 
measurements. 
11. 	 The hardware requirements to support the total calibration 
process are considered to be feasible technically and 
economically. The alignment accuracy of the ISU and 
TAF gimbals before each run, however, are yet to 
be specified in final detail. 
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12. RECOMMENDATIONS 
It is recommended that development of the calibration procedure 
continue along the lines currently being followed since most objectives 
are basically being met. However, the design can very likely be improved, 
if deemed necessary, by considering a different combination of test con­
ditions. The primary results of this would be to reduce test time and 
possibly improve estimation precision. Alternatively, estimation pre­
cision requirements should be reviewed to determine if any can be relaxed, 
particularly for the gyro cross compliance terms. 
Another way to provide significant improvements in the design is 
to consider using weighted least squares, particularly for estimation of 
the scale factor error coefficients. This is recommended since instances 
of reduced calibration precision for certain terms were experienced in 
this study upon using additional data, due to the relative errors of the 
various measurements. This effect would be eliminated using weighted 
least squares estimation algorithms, and may provide significant im­
provements in calibration precision and/or reduce test time with little 
effect on computational complexity. 
It is also recommended that the resolution of the test table pulse 
output(for AO2 ) be improved from 6 sec (1) to approximately 1 to 2 sec0 
along with reducing the sampling time error from 100 psec to about 10 psec. 
If the nonuniformity of table rate (NUWT) can be held better than 4. 3 sec/rev 
(as defined in Eq. (6-1)), gyro calibration precision can be further improved 
significantly. Reduction much less than -2 sec/rev is not warranted, how­
ever, assuming the other errors remain as shown in this report. 
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It is believed that the pre-calibration alignment procedure proposed 
is basically sound and is an improvement over previously used methods. 
It is recommended that development of the method be continued along the 
lines proposed, and that the associated procedures and error analysis be 
updated accordingly. Similarly, final details of the data collection system 
require definition. 
The "base-line" design proposed herein should be reviewed to de­
termine what changes are desired, if any, to provide a more "balanced" 
design (i. e., tradeoffs between the various equipment performance 
requirements, calibration run times, alternate procedures, etc. ). Not 
only is the error analysis useful in doing this, but consideration should be 
given to the revisions associated with use of the flight computer to collect 
and reduce the data, assuming a final decision is made along these lines. 
It is recommended that the error analysis be revised to reflect 
more final consideration of the various error sources. Also analysis of 
the final precision in estimating TBA and TGA should be performed, as 
well as that of the scale factor error coefficients. This would include 
analysis of errors to be identified once the final pre-calibration alignment 
procedures are finalized. The effect of errors in compensation for com­
pliance terms in the Minimum and Partial Calibration procedures should 
also be refined. 
It is strongly recommended that the apparent inconsistencies of the 
environmental models and associated error analysis in the Univac study be 
resolved and the analyses in this report corrected accordingly. Not only is 
Such as compensation for 60N and 60 , gimbal nonorthogonalities,
 
gimbal angle readout nonlinearities, ec.
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the environmental angular motion particularly critical, but an initial inves­
tigation has indicated a better analytical approach that will more realisticall 
determine the effect of bubble level compensation. 
Finally, it is recommended that the centrifugal acceleration analysis 
be refined to reflect a more precise value of the moment arm (m) of the 
gyros from the SATS rotary axis. This effect on the gyro scale factor 
error coefficients is potentially significant at the higher table rates. 
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APPENDIX A 
DEVELOPMENT OF ACCELEROMETER MATH MODEL 
The purpose of this appendix is to document the salient errors 
associated with a pendulum type of accelerometer under the condition 
of vigorous linear and angular case motions. Detailed derivations are 
not presented, rather the error sources are stated and categorized. 
The performance equation for a pendulous accelerometer 
(Fig. A-i) can be evolved by writing a moment equation about the 
accelerometer output axis, thus, 
Io00 o o o u TOA(Ai( + ) = -D0 - K +T + T (A-1) 
where I , D, and K are the moment of inertia, damping constant and 
spring constant, respectively and 00 is the pickoff angle on the output 
axis. The spring constant in pulse-rebalanced instruments is the result 
of torquing the float so as to null the float error angle. T denotes theu 
uncertainty torques, while E TOA represents the sum of all remaining 
kinematic and gravity related torques. This last term can be separated 
as follows: 
E TOA T linear + B T(gyroscopic) + E T(rotational) 
accel. accel. 
(A-2) 
Using small angle approximations, the component of output-axis torque 
due to linear accelerations in the absence of mass unbalance and gimbal 
deformations is 
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S~e Pendulum 1 1 
A Reference 
Axis 
Vvs a 
o a Output w aAxis P p 
Figure A-I Pendulous Accelerometer Axis System 
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mZ (ai + 1ap) (A-3) 
Torques arising from mass unbalance and (kinematically produced) gf-,, 
..aflections are expressed as linear and quadratic terms in the three c... 
accelerations. -lere we lump them as one compliance term, 
M,(a., a0 , a ) (A-4) 
and breakout the compliance of the pendulous axis as the following separate 
term: 
-e a = (Cao (A-5) 
p 0 10 i)a 
The dominant gyroscopic torque is 
(Ip I)wPw. (A-6) 
while that due to rotational acceleration is 
- y 2(w2 _ w w 2 ) (A-7)p i 0 
Using these relationships Eq. (A-I) can be rewritten as 
100 +D6o +Ko = m (ai + 0oap 0Wo + (Ip WpIi + Cioaia 
+ m 2(w2-w2w2)+T (a.,a a ) + T 
p i0 010 p u 
(A-8) 
A-3 
We now define the equation of motion of an ideal accelerometer as 
101 + DO1 + K1( = ma. (A-9) 
Denoting the difference in angular response of these two instruments as 
e6 = 0 - 01 (A-10) 
yields 
Ioe +De+Ke =m.Oap-I w +(Ip-I)wpw i + CIO aa 
+m20(w 2-w.2-w 2)+T (a.,a a + T 
p 0 c 10 p u 
(A-li) 
The corresponding steady-state error is 
(mIt(--) a - I w +(I -I )w w + C a.a1K K p o0 pipi j01 
2 mnai 2 2 2 
+m (- )(w -w i -w )+T (a,a ,a + T K p 1 0 01,0, p u 
(A-12) 
where we have used the relationship 
o0 I K a. (A-13) 
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Converting the angle error to an acceleration error by multiplying by 
K/mL yields 
e a a.a (cross-coupling or vibropendulous error)
a K 1ip 
I 
__ w (OA rotation error) 
my o 
( I- .) 
+ -- w w. (anisoinertia or dynamic unbalance error)
mA p 
+ Ci 0 aia (compliance of pendulous axis) 
w2+pm 2 a 2 w-2 (rotational cross-coupling error)
K 1 p 1 0 
T (a.,a o,a) 
c ai a (compliance error - not including C 
mA 10 
T 
U+- (uncertainty error, including bias term) 
m 
+ ( -e ) a. (scale factor error)
K ~ 
(A-14) 
The last term displays the dominant effect of an error in knowledge of the 
instrument scale factor, mA/K. 
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APPENDIX B 
TABULATION OF CALIBRATION EQUATIONS 
In Section 7, it was shown that both the accelerometer and gyro 
.xi ration equations could be arranged in the following form: 
_M m m Y. + 6m 
M./Atm = M. =H. m (7-1 andB-1)
I--- J 
in which the various terms are defined by Eqs. (7-7) (7-8) and (7-9) for 
the accelerometers and Eqs. (7-25) through (7-29) for the gyros. The 
purpose of this appendix is to apply these equations to each inertial sensor 
for each test condition (m) specified in the calibration procedure (Section 
8). These equations are then used as a basis for deriving the calibration 
term estimation equations in Section 9, as well as the error analysis in 
Section 10. 
The first step is to determine the relationships (i. e. , transforma­
tion matrices) between each inertial sensor coordinate frame and the 
"environment" (i. e., _g, w and wT). The transformation matrices are 
defined in terms of the unit vectors that define the coordinate frames, as 
follows: 
-1 U
 
TB E T B E  
B . = E (B-2) 
B E N3 -3 
B-1
 
where a multiplication of the kt h row of the 3x3 transformation matrix 
T B E with the E column represents B expressed in the E frame.
=P -k -Y 
For example, a vector w known in the E framne can be expressed 
in the B frame by computing the dot product of both sides of Eq. (B-2), 
as follows: 
w.3B w UwsinL1 
= T B Ewe'B-2 BE ww E 0 (B-3) 
-e-B3 -- ew B w N w cos L 
and 
--
w e B1- = component of -e -1 e -1-.w alongB, = w sin L(B I' U ) +0 (Bf E)+ 
w cos L(BI N) (B-4) 
BE
where (BI U), (B E) and (B " N) are the first row elements of T 
The components of w along B2 and B 3 are computed similarly. In
-ennB aT aogteieta
 
this appendix, the components of _, w and W along the inertial

-e 
sensor axes are determined for each test condition (in), using the above 
approach.
 
The test conditions are defined in terms of the TAF gimbal
 
angles (03 and4 ), the SATS rotary angle ( 2), and the test table rate
 
(w T). In addition, the following four angles are included in the trans­
formation matrices in anticipation of their possible use in the estimation 
equations: 
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60 N vertical tilt error of the rotary axis about North 
60 E vertical tilt error of the rotary axis about East 
MRS' Nonorthogonality between the TAF outer gimbal 
axis and the test table rotary axis, measured 
about the R axis 
-3 
MO' nonorthogonality between the TAF inner and outer 
gimbal axes, measured about the 0' axis 
-3 
The transformation matrices relating the "environment" and the ISU 
body axes are as follows: 
I 
TBRm rotary axes to body axes transformation matrix 
TB E = earth axes to body axes transformation matrix 
where 
TBEm TBRMnT R'Em 
(B-5) 
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I 
BRmT- BM 
ML LI TOM OO'T O'Rm RR' T T T T T T1 T 
n 
(B-6) 
1 0 
0 1 
0 0 
0 
0 
-1 
-M 13 L 1 
MV22. L1 
-1 
1 
-M21. L2 
-MH3 L2 
_MIfL 3 
1 
M3. L 3 
1 0 
0 1 
0 0 
0 
0 
1 
T BM TML TLI n 
0 
o 4 
1 
0 
0 
-So 4 
-C04 
1 
-MO' 
0 
M03' 
1 
0 
0 
0 
1 
0 1 
C03 0 
-so 3 0 
0 
-So 
-c0 
3 
3 
1 
-MR3' 
MR3' 
1 
0 
0 
TI lor T0 ' T 
O R r TRR 
TR E M -= T R Tm TTF TFE (B-7) 
= 
0 
co 2 
-SO 2 
1 
0 
0 
0 
-So 2 
-CO 2 
0 
1 
6 0E 
1 
0 
0 
0 
-60 E 
-1 
1 
-60N 
0 
6t N 
1 
0 
0 
0 
1 
TR'm TTF TFE 
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and the various transformation matrices are defined in Table B-i and the 
coordinate frames in Tables 5-1 and 5-2. Fig. 5-3 contains an illustration 
of the various coordinate frames. The elements of the TML matrix 
represent the ISU optical cube to bubble level misalignments that are 
measured when the ISU is mounted within the TAF. In the derivation 
here, these elements are set equal to zero since the misalignment terms 
in the Y vectors are defined relative to the bubble level coordinate frame 
(L). The way in which these terms are introduced is shown in Section 9. 
The nominal transformations from the body axes to the inertial 
seiisor coordinate frames are based on the axes orientations illustrated 
in Fig. 5-2, and are expressed in matrix form, as follows: 
A -1 0 0 1 0 01 
A 0G0_ 0 0 1 B (B-8) 0 0 1 B (B-11) 
P 010s G 0 -1 0 
-1 n 
-A -01 o- -G -0 1 0
 
0 1 0 0 B (B-9) _- 0 B (B-12)1 0Pd2 - G- 0lB-B 
A 0 0 1 G 0 0 1 
G
0 A -1 0 0 B (B-10) 1 0 0 B (B-13) 
_P -1 0 G 0-1 0 
3 n -3 n 
B-5
 
Matrix 	 Description of Angle(s) that Characterizes Transformation 
T F E 	 misalignment of test table rotary axis about North (60N) 
TTF 	 misalignment of test table rotary axis about East (60 E 
TR' T 	 rotation of test table about rotary axis (02); zero 
value corresponds to TAF outer gimbal axis (03 axis) 
pointing East 
TRR ' 	 nonorthogonality between rotary axis and 0 3 axis (MR3T) 
TO IR 	 rotation of TAF outer gimbal about 03 axis (03); zero 
value is when TAF inner gimbal axis (04 axis) and 
rotary axis are parallel to each other 
"T00, 	 nonorthogonality between TAF 3 and 04 axes (M03') 
"TI O  	 rotation of TAF inner gimbal about 04 axis (04); zero 
value corresponds to the L, bubble level aligned 
parallel to the 03 axis. 
TLI 	 nominal relationship between bubble level and inner 
n 	 gimbal coordinate frames - misalignments-assumed 
to be negligible 
TML 	 misalignment of ISU cube (mirror) coordinate frame 
relative to bubble level coordinate frame; elements 
of the form Mab.L c = nonorthogonality of M about 
L, with respect to L , measured about the positive L 
axis that is normal to Lb and L 
TBM 	 definition of body axes in terms of ISU cube (mirror) 
coordinate frame 
Table B-I Transformation Matrices Relating Body Axes to Earth
 
Coordinates
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At this point all the transformations required to relate the "environment" 
coordinate frames to'the inertial sensors axes has been defined. 
The next step is to define the "environment" as vectors in an 
appropriate coordinate frame, as follows: 
= in the earth coordinate frame (B) (B-14) 
S= in the earth coordinate frame (E) (B-15) 
w = in the rotary axes coordinate frame (R) (B-16) 
The above "environment vectors", transformation matrices, and inertial 
sensor calibration equations were combined as indicated by Eqs. (B-3) 
Am r
and (B-4), using a digital computer. The elements of the H. and H. 
-j -j
 
row matrices were determined for each inertial sensor, for each of 
the test conditions (in) (assuming 6M = 0). The results were organized 
in matrix form and are summarized in Tables B-2 through B-4 for the 
accelerometers and Tables B-5 through B-7 for the gyros, in which 
products of small quantities have been neglected. Errors that are not 
compensated for in the computation of kW, or that are not negligible, are 
considered in the error analysis (Section 10) as part of the 6M term. 
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In the case of the gyros, the runs for which the test table was 
rotating are tabulated separately, at the bottom of each table. These 
runs are combined with each other and other runs, as shown at the top 
of each table. This is done to separate out certain calibration terms ant 
simplify the estimation calculations. When other table rates (w T ) are 
used, as indicated in Table 8-6, the same six equations at the bottom of 
each table are used, substituting the new values of m for those shown. 
Rates other than w T = + 2°/sec are used only in the estimation of the gyro 
A A A
scale factor error coefficients (Rb. Q1 and Q2), as discussed in Section 
9 and Appendix C. 
T± T 
Although the w and w values for a given test condition m are 
T 
nominally equal and opposite, the errors in setting w are sufficiently
T 
large to warrant using the actual (i.e., measured) values of w , as 
indicated in Tables B-5, B-6, and B-7. The compensation terms that 
are functions of NOA and NSA should be computed after NOA and NSA 
GM MLhave been estimated. The terms can be estimated from T T 
G M 
providing T is assumed known within approximately 15 to 30 sec (la). 
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S 
- O 0 0 0 1 0 0 0 0 
(D Ac(P /t) 1 0 1 0 0 0 0 0 0 
A 5~A' '5l 
1V6 1 +1 0 0 0 0 0 0 0b 
-4.85 NOA 
AD(PA/At) +0 MVI 1 0 -1 0 0 0 0 0 0 4.85 NPA 
CDAc(P At)26• Acp(pA/A t)- g13 .22 1 -1 0 0 0 0 0 0 0 
- = 0 0 0 1 0 0 0 0 0 1 -1 
g (c A 7 7 
Lx 
CIO 
tdo ACD(P /At) g 2A A/t8+g/ 
Ac(PA/At)8+g/fT 
7 
1M8 
0 0 
0+7 
.7 
0 
0 
0 
0 
0 
1 
+1 
0 
0 
0 +.5 
-. 5 0 
+.7 
-. 7 
AD(pA/At) 9 1V49 1 -. 7 -. 7 0 0 0 0 0 0 
A t0A4(p /At) -gA/T
~C 
1i0pgM 0 0-.7 0 0 1 0 0-5 og 2 
A tA(PA/A t)1+gN 2M 11 0-.7 0 0 0 0 1 .5 0 
A 12A4(pA/At) 12M 1 +.7 -.7 0 0 Q 0 0 0 
0" 5(A/)3AC Is 1
1 3 
+.7 0 0 0 0 1 .5 0 
j=1 j=1 j=1 
Notes: (1) g = magnitude of gravity at location of SATS (to the 4th decimal place) 
(2) Units of 1M are mg 
(3) Matrix elements shown as .7 are actually equal to It 
(4) Units of NOA and NPA are s'. 
0 
-D(P A/At) 4 1 0 +1 0 0 0 0 0 0 
A5 
A'lZ(PA W) 5 M 1 -1 0 0 0 0 0 0 0 
A A/t6 ] ­
A'(-g _g M 6 0001 0000 A 
tA(PA/&t)1 +0 1 +1 0 0 0 0 0 0 0 -.4.85NOA 
Ac(PA/At)2 +g 0 0 0 0+1 0 0 0 0 4.85 NPA 
A(PA/W +0 1 0 -1 0 0 0 0 0 0 5 
(D3
 
(D6 A 7 A710 A(A ) 8 -- !7 I1 l A8 -.7 -.7 0 0 0 0 0 0 6V ­
t4(pAlht)8 g/YF20 0 +.7 0 0 +1 0 0 +5 6-c'7 
(D 
At 9 .9 4.','9
s(pAIst) +g/' M 0 +.7 0 0 0 0 +1 -. 5 0 Cc 
A(PA/At)lO '10 1 +.7-.7 0 0 0 0 0 0 2 
•A (MpA/At)ll+g/-2 1 'll 0 0+.7 0 0 0 +1 0-.5 Cio 
19 -A 12 A12ACI,(P Lt g/I2 0 +.7 0 0 0 1 0 +.5 0 j=2 
tA$(pA 13_ 13 
N M'( /At) g/l2 lF2 0 0-.7 0 0 1 0 0-.5 
j=2 j=2 2 
CO 
Notes: (1) g = magnitude of gravity at location of SATS (to the 4th decimal place) 
(2) Units of M are Mg 
(3) Matrix elements shown as . 7 are actually equal to I/2 
-(4) Units of NOA and NPA are sec, 
AP(pA/At)4 0 1 0 -1 0 0 0 0 0 0 
A@(PA/At) 5 _g l 5 0 0 0 1 0 0 0 0 0 
AP(pA t)6
• 1 -1 0 0 0 0 0 0 0 Ab 
A(PA/At)l1g 0 0 0 0 +1 0 0 0 0 
-4.85 NOA 
0 
A(PA/At) 2 +0 1,2 1 1 0 0 0 0 0 0 0 4.85 NPA 
oA LP/t 3 +0+1 
P(A/At)3 + 0 1 3 1 0 1 0 0 0 0 0 0 6V + 
A7-
A (PA/At) 8 g.+.71.7. 00.7 00100.5 0 1 0 6A-1 
td g ---d(PA/A t)9 + g142(pA/a)08 / .9I01 81 0 .7 0 0 0 0 -. 5 0 6V .2 
Qo 6 Ac(PA/At)l + 000 1 -.7 -. 7 0 0 1 0 0 0 C 2 
9A(PA/At)1 + g/I7 10 0 .7 0 0 0 0 1 -.5 0c=g 
bA(PA/At)1 + 03 1 .7 -. 7 0 0 0 0 0 0 C 0 g 
01 
0 c(1/t2+gT 0 -.7 0 0 0 0 1 .5 0 j=3 
AC 130 1 1-.7 .7 0 0 0 0 0 0 
0 
il 
j=3 j=3 j=3 
Cn 
Notes:' (1) g = magnitude of gravity at location of SATS (to the 4th decimal place) 
(2) Units of M are pg 
(3) Matrix elements shown as . 7 are actually equal to I/r2 
(4) Units of NOA and NPA are s-ec 
jA4- j4 -2+- I 
,42- *4 * 72- 0 1 
M -M l!~ 0 
6 2-(A62+ *62-)12 61 0C o I n 
i'52+-52--5V2 A6JL 00100000 
A(PG/At)4 - w sinL 04 1 1 0 0 1 0 0 0 0 Bg 
[(M 52+ 152-)-c 52+NSA]/2 i450 0 0 1 0 0 0 0 0lg 
i6 0  B[(62+ 6 2 -)- c 6 2 +NOA]/2 1 0-1 0 0 1 0 0 0 9 
A(p G/At)+w e cosL 1 1 0 0 -1 0 0 0 0 0 U'11 
1 0 1 0 0 1 0 0 0 C 2SS9A(pG /At)2 + w cosL .42 
e(/t+cS 10 00 00 . 
0 C IS1A(pG/A0)3 +wSinL I3 1 -1 0 o 1 0 0 0 0 A 0(p/)+t7 e(SiL+cosL)lv! 1 -. 7 0 .7 .5 0 0 -. 5 0 1o 
A,((p G/At) 8 +w e(cosL- sinL)PF2/ 1vl8 1 .7 -. 7 0 .5 .5 -. 5 0 0 :0Cog­9 1 0 .7-.7 0 .5 0 0o-.5s-)N-A(P G/At)9 w c L os 
¢p/t1-w e (COsL -sinL)]r2 1-.7 0 -. 7 .5 0 0 .5 0 NSA_ 
- 1 .7 .7 0 .5 .5 .5 0 0 6Uf c)we(cosLM- sinL)/V 
A,(PG/At) 12- WcosL 12 1 0 -.7-7 0 .5 0 0 .5 6 c 
AD(PG/At)l+ w (SinL+cosL)flW M13 1-7 -.7 0 .5 0 .5 0 0 1SJ 
j~i 3=ij--1 
2 1 17 .7 0 .5 05 0.5 00 0DG e(361WO/t42wsL 2[(MC(c-L360ospo)/At]42+w smL '42+ 1 1 0 0 1 0 o o 0 0 1 0 
e 
0 0 0 0 0 0 T52 0 G[(~p -30S-W~m C)a]4 12- i 

A@p(pGIAt)52+ A'b( t0t +w-= * 52+l 0sinwcos)/'V w 52  0 0 X1
 
1 0 0 I 0 0 0 0 0 0 w 0 0
A@D(pF/At)-
T 6 2 + (pGIt)62+ I62+1 1 0 -7 0 0 1 0 0 0 0 0 0 
T 6 -

AD( G/A0)6 2 - 0 12-1 0 - 0 i 0 0 0 00 0
 
3 =13=1 j=1 

[(A - 1)P3600 SOPt /At (degsec) () 1 0 0 1Tr/360 (deg/hr sc) 
m + -(2) c (wT++w T-)n/360 (deg/hr sc) (4) Matrix elements shown as .7 are actually equal to II/ 
Table B-5 Gyro No. I Calibration Equations 
B3-12 
S02+ I 
A6 •62- 192- 2 
M M 1-I- -- ­
(A42+ '42- .AI 42­
(.52t -&92-)j2 -51 52- o 0Zt 
[(A42++ 42-) 42+NSA] '4 
1(MM -e N j/2 M 10 0 -1 0 000 01 T 
[(k52++ A52-) c52+NOA]/2 50 1 0 1 0 0 1 0 0 0 
-Ac (pG/At) 6 _ w 
e 
sinL 6I 1 0 0 1 0 0 0 019 
+A+(pG/At) I 0 11 0 - 0 0 1 0 0 01 
+e 1 -1 0 0 1 0 0 0 01 C1Ig 
0&4(PG/At)3 + 3 1 0 0 1 0 0 0 0 0 10 2 
2Ac(PG/At)? +0 - 7 1 0 .7 .7 0 .5 0 0 .5 ( Cg 
A(P G/At) - We(OsL+elnL)/y2 M 1 .7 0 -. 7 .5 0 0 -. 5 0 NOA 
Aq(pG/At)9+ (WSin)Q1 -F l 1 -.7 -.7 0 .5 .5 .5 0 01 NSA 
A(PGIt)1+ 0 110 1 0 -.7 .7 0 .5 0 0 -.5 
c 
A(PG/At)l+w e(cosL+snL)//T Ml1 1 -.7 0 -.7 .5 0 0 .5 0 , 
-(PG/At)12- w sml,1/2 1;112 1 .7 -.7 0 .5 .5 -.5 0 0
 
e
A44P itt)13+w + (csL-/ L)J7 - 1270.7. 0.A@p/t W(OL m)2 1 1 .70.,7.5 0 0.501 
j=2 j-2 -2 
A(p G/At)42+ 0 2+  1 0 0 -1 0 0 0 0 0 0 T42 0 0 
(p G/At)42- 42- 1 0 0-1 0 0 0 0 010 T42- 0 0 
A(P G/Lt)52+ * 52+ i 0 1 0 0 1 0 0 0 T 52 + 0 0 0 
AC(pGfAt)52- 52-00 01001 0 0 0 0 0 G 
[AIPG-3600S P)/At] -2+-wSinL M162+ 1 1 0 0 0 0 0 0 0 0 1 0 
[MPG-3600SP)/At]12-_weswL. 1 1 0 0 1 0 0 0 0 0 0 0 1 
e 
j=2 j=2 j=2
 
Notes: (1) wT = S iPt/At (deg/sec) (3) C-in r(w T + - w T-)m/360 (deg/hr sec) 
m +(2) c m(wT++ IT-)m/ 3 60 (deg/hr sc) (4) Matrix elements shown as .7 are actually equal o t/?r2 
Table B-6 Gyro No. 2 Calibration Equations 
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1
A52+- ;A82+ I 
15 2 
-82-
*1i2+ - l'4-)/2 '41 42-1
 
(lvi~1 VI1 -M )/ 

h62+ A62- )/2i I 62- 0 b
 
.42+ A42-) 42+ - - - -- - - - - - - - ­[OA-+M NS]/ 	 i-1i ~ o1- 0" 

G+ S]2 01DS
 5
/At) - w sinL Mvl 1 1 0 0 1 0 0 0 0o 
62+ * 62- 62+ 26[(M5+M )-c NOA]/2 1 0-1 0 0 1 0 0 Oj lg2 
A (pG/At)I+w SinL 1 1-1 0 0 1 0 0 0 0 2 
A pG/At)2 +0 a2 1 0 1 0 0 1 0 0 0 C]Sg2 
13 g31ACpGt3 +Cw	 Co g2 Ae(pIAt) WcosL 1 0 0 1 0 0 0 0 	 0 2 
7
A(PG/At)7 + We(cosL - sinL)/I2- = 1 .7 0 .7 .5 0 0 .5 0 0 C 
O A 
l 8 1 0 - 1 0 .5 0 0 .5 1 Ab(PGIAt) 8 + 0 SNOA 
O(pG /At) 9 + (WSinL) 9 !2 
Pl)e ) M 1 -. 7 .7 0 .5 .5 -.5 0 0 NSA 
Abp(GP/At) 1 0+w (osL+sinL),ff A10 1-.7 0 .7 .5 0 0 -. 5 0 + 
A'(PG/At)11+ 0 IMl1 1 0 .7 -.7 0 .5 0 0 -.5 
0 12 6%i1 
AvPG /At) (w Sin)/j M2+2-.7 -.7 0 .5 .5 .5 0 0 j3 
,j(pG/At)'3+0 k13 1 0-.7 .7 0 .5 0 0 -.5 
3=3 j=3- j=3 
AV{PG/At)42+- w cosL 42+ 1 0 0 -1 0 0 0 0 	0 0 w42+ 0 0 
e 	 I 
-	 4 2 -t{PG]/At) 4 2 - _ w cosL 142- 10 G -1 0 0 0 0 	 0 1-0- w 0 0 
S/P)At]12 52+1
 
G -

[(/4pG _360o0 +_ wsSm + 1 0 0 1 0 0 0 	0 0 0 1 0 
[(AcP - 3600S 0 1O)/At] 5 2 -s W SinL 1i521 1 0 0 1 0 0 0 	0 0 0 0 1 -Y3 
0 Iw6 2+  qpG /At)62+ I62+ 1 - 0 0 1 0 0 0 0
 
w62-  
A(PG/At)62- M 0 -1 0 1 0 0 	 0 0 0 0k52-	 0 

j=3 j=3 	 j=3 
Note: () wT () co - rn T+_ T-mi 
Notes: (1) T = SOP 0 /At (deg/sec) (3) C --(wT - w ) /360 (deg/hr sec) 
m + 
(2) c = r(wT++ wT-) /360 (deg/hr s7ec) (4) Matrix elements shown as .7 are actually equal to 1/4 
Table B-7 Gyro No. 3 Calibration Equations 
B-14
 
APPENDIX C 
CALIBRATION ESTIMATION EQUATIONS 
This appendix summarizes the accelerometer and gyro calibration 
estimation equations for each of the four levels of calibration (minimum, 
partial, full and scale factor error). 
C. 	1 EQUATIONS FOR ESTIMATING CALIBRATION TERMS ASSOCIATED 
WITH THE ACCELEROMETERS 
Tables C-I, C-2 and C-3 contain the accelerometer calibration 
estimation equations for the minimum, partial and full calibrations, 
respectively. Each table presents the equations for each accelerometer. 
"m 
The M. terms, which are functions of the accelerometer pulse count 
A 3A(P ), run time (At), accelerometer scale factor (Ad) ) and magnitude 
of gravity (g), are computed as indicated in Tables B-2, B-3 and B-4. 
The number of calculations can very likely be reduced for manual data 
reduction by expressing certain calibration terms as functions of other 
calibration terms. 
The accelerometer scale factor error estimation equations are 
contained in Table C-4, both in general form and for the data obtained 
in Tables C-2 and C-3. These equations are applied separately to each 
accelerometer (j). 
ABA 
The calculations for determing the T matrix are listed in 
Section 9. 2 (Eqs. 9-25 through 9-30). 
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C. 	2 EQUATIONS FOR ESTIMATING CALIBRATION TERMS 
ASSOCIATED WITH THE GYROS 
Tables C-6, C-7 and C-8 contain the gyro calibration estimati-,. 
'equations for the minimum, partial and full calibrations, respectively. 
Each table presents the equations for each gyro. The M. terms, which 
Gare functions of the gyro pulse count (P ), run time (At), gyro scale 
factor (AC G), test table pulse count (P ) and scale factor (S ), earth 
rate (w e) and latitude (L), are computed as indicated in Tables B-5, 
B-6 and B-7. The number of calculations can very likely be reduced 
for manual data reduction by expressing certain calibration terms as 
functions of other calibration terms. 
The gyro scale factor error estimation equations are contained 
in Table C-9, 
A. + 
in which the 60 and 
A­
6 
-
terms are determined as shown 
AG 
in Table C-5. The calculations to determine the T matrix elements 
A 
are listed in Section 9.3 (Eqs. 9-33 through 9-38), in which the NOA and 
A 
NSA terms are computed as shown in Table C-5. It will be noted from 
A A
Eq. (9-31) that the NOA, NSA pairs are the estimated misalignments of 
the gyro IAs relative to the bubble level coordinate frame. 
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TABLE C-i ACCELEROMETER MINIMUM CALIBRATION ESTIMATION 
EQUATIONS 
Accelerometer 	#1 
A 	 .4 
M4
0
.5 0 	 .5A' 	 0 
b 
(NOA)g 0 -. 5 1 -. 5 0 	 i 
A6(NPA)g 0 .5 0 -. 5 0 M 
NiI
S +0 	 0 0 0 1 C
 
A- 0 0 0 01 
C j=1 j=1 
Accelerometer 	#2 
A 
Ab 
F5 0 0 0 .5 
• 
1i4 
A 1.5 
(NOA)g .5 -1 0 0 .5 Mi 
(NPA)g .5 0 0 0 -. 5 
[ 0 0 1 0 0 M 
_M
V 	 0 0 0 1 0 j=2 	 j=2 j=2 
Accelerometer 	#3 
A) 0 0 .5 0 .5 M 
-(NOA)g9 0 0 -. 5 0 .5 iv 
A 	 ­(NPA)g 	 1 0 .5 0 .5 M 
0 1 0 0 0 i 
C 
0 0 0 1 0 IM2 
j=3 j=3 j=3 
-1 

m 
The M i terms 	are computed as indicated in Tables B-2, B-3 and B-4.J 
Not shown are compensations for rotary axis tilt error (from vertical). 
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TABLE C-2 ACCELEROMETER PARTIAL CALIBRATION ESTIMATION
 
EQUATIONS 
Accelerometer #1 
Al 0 .5 0 .5 0 0 0 4 
-(NOA)g 
- (NPA)g 
0 
0 
-.5 
.5 
1 
0 
-.5 
-. 5 
0 
0 
0 
0 
0 
0 
A .+1 
6V 
c 
0 0 0 0 1 0 0 
A 
6 
.- l 
1 0 0 0 0 0 0 M 
A J.7.C 
6 
-
Sc !=i 
o 
0 
-. 354 
.354 
0 
-.707 
7_ 
.354 
.354 
a 
0 0 
o 1 
0 1 
27 
M_.5g2Cic 
M +. 
j=l 
Accelerometer #2 
A 
A (NOA)g 
A
NPA)g 
.5 
.5 
.5 
0 
-1 
0 
0 
0 
0 
0 
0 
0 
.5 
.5 
-. 5 
0 
0 
0 
0 
0 
0 
. 5M 
6 
-6V1 0 0 1 0 0 0 0 M 
6 Vc 
A .+.27 
6 Vc 
A .-. 7 
6V c 
3=2 
0 
-. 354 
-.354 
0 
0 
.707 
0 
0 
0 
1 
0 
0 
0 
,354 
-. 354 
0 
1 
0 
0 
0 
1 
j 2 
M 
. 8 
M 
M9 
5 2 
5gC 1 0 
5g2C 
j=2 
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TABLE C-2 ACCELEROMETER PARTIAL CALIBRATION ESTIMATION
 
EQUATIONS (Cont.) 
Accelerometer #3 
A 1k41 0 .5 0 .5. 0 0M 
A
-(OA)g 0 0 -. 5 0 ,5 0 0M 
NPA)g -1 0 .5 0 .5 0 0 M 
6 0 1 0 0 0 0 0 
A . -1 -­2 
6Vc 0 0 0 1 0 0 0 M 
A .+.77_ 2 
6 Vc .7 0 -. 354 0 -. 354 1 0 M .5g CI 
A ,-
6Vc 
7 
0 0 .354 0 -.354 0 1 
g92C 
M9+. 5g2C1 
j=3 j=3 j=3 
-The Mj terms are computed as indicated in Tables B-2, B-3 and B-4. 
*,Not shown are compensations for rotary axis tilt error (from vertical). 
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TABLE C-3 ACCELEROMETER FULL CALIBRATION ESTIMATION
 
EQUATIONS 
Accelerometer #1 
0 .517 -. 058 .459 0 0 0 0 0 .082 
.4 
Z(NOA)g 0 -. 435 +.779 -. 656 0 0 0 0 0 .313 M5 
A 
6 (NPA)g 0 .459 .139 -. 401 0 0 0 0 0 -. 197 M 
A .+i L1 
6vc 0 0 0 0 1 0 0 00 0 
A, -1 i.3 
6 1 0 0 0 0 0 0 0 0 0 
A.+. 7 iv,7 
6v c 0 0 0 0 .5 0 .5 0 0 M 
A ,-.7 M 10 
6V c 0" 0 0 0 0 .0 .5 0 .5 0 
CIF 0 -. 615 1.101 -. 928 0 0 -1 0 1 .442 
CA 0 -. 649 -. 198 .568 0 +1 0 -1 0 .279 - -
j=1 j=1 j=1 
Accelerometer #2 
A .5 .125 0 0 .375 -. 088 .088 -. 088 .088 0 
-(NOA)g -. 5 .625 0 0 -. 125 .265 -. 265 .265 -. 265 0 
A 
(NPA)g -. 5 .125 0 0 .375 -. 088 .088 -. 088+.088 0 M 6 
A .+I 
6v0 0 0 1 0 0 .0 0 0 0 0 
M 
A .- 1 = 3 
6v c 0 0 0 1 0 0 0 0 0 0 
Vc 0 088 0 0 -. 088 .437 .063 -. 
063+.063 5 M 
A .,7 1 9 
6Vc -. 707 .442 0 0 .265 .187 .313 .687 .313-5 11 
IP .707 -. 354 0 0 -. 354 .250 .750 -.750-1.250 1 '12 
CIO .707 -.354 0 0 -.354 -.750 -.250 .250 -.250 1 k13 
j=2 j=2 j=2 
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TABLE C-3 ACCELEROMETER FULL CALIBRATION ESTIMATION
 
EQUATIONS (Cont.)
 
Accelerometer #3
 
A 14 
Ab-.058 0 .517 0 .459 0 0 0.082 0 M 5 
-(NOA)g -. 140 0 -. 459 0 .401 0 0 0 .197 0
 
313 0 M
 
-. 779 0 .435 0 .656 0 0 0 -. (NPA)g 
A .+Iq2

6 V0 0 1 0 0 0 0 00 0 0 
0 0 0 1 0 0 0 0 0 06Vc 
+ 1.101 0 -.615 0 -.928 1 -. 5 1 .442 -. 
A •-.7 19 
0 0 0 0 .5 0 -0 .5 M6V c 0 0 
A !10 
C -.197 0 -.649 0 .568 0 -1 0 .279 1
 
A 111 
1 M
0 .928 0 1 -2 -.442
1101 0 .615C 0 

10~ J 12 
j=3 j=3 
-The Mj terms are computed as indicated in Tables 3-2, 3-3 and 3-4. 
Not shown are compensations for rotary axis tilt error (from vertical). 
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TABLE C-4 ACCELEROMETER SCALE FACTOR ERROR ESTIMATION
 
EQUATIONS 
The following calculations are performed for each accelerometer(j) 
A z FZ2 
Ab = (F 4 Z0 - F 2Z 2 )/(KF 4 - F 2 
A 2 
D = (F6 Z - F 4 Z3 )/(F 2F6 - F4 
General form-for -4-
D2 = (KZ 2 - F 2 Zo)/(KF 4 - F 2 ) pairs of inputs 
A 2 
D 3 = (F 2 Z 3 -	 F 4 Z1 )/(F 2 F 6 - F4 
where 
0 coS kK A. 
Zlm(ai~ (6VeC)k 
F 
2F4 
2 
-1
-= 
K 
2 (ai)k(ai)4 
z 1' k P4 K k6 
Z2 (a (6 ) F 6 (ai) 
Z3 -
Il)k
K 3(a.) 
Vc k 
A(6 VeQ K = 
k 
number of data samples 
1'k 
and A. A 1 
)c - c (a.) = -g 
(v) 
A -
2 z 
A(a.) 
A 
(a)­ / f-2 
(6V)3 - % (ai)3= 0 
4 c14 
(6 	 ) - c (a..) =+g 
c 15 
For the inputs shown, the above general estimation equations 
may be simplified, to yield: 
Ab = (2.5 Z 0 - 3Z 2 /g 2 )/3. 5 
A 
D (2.25 Z1 -2.5Z 3 g 2)/. 5g2 For the data obtained in1 
Tables C-2 and C-3 
D (-3 Z + 5 zg)I.5g 2 
A 2 0 
D3 (-2.5 Z 1 + 3 Z 3 /g 2 )/. 5g2 
in which only the Z terms need to be computed. 
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TABLE C-5 GYRO NONORTHOGONALITY AND RATE ERROR 
ESTIMATION EQUATIONS 
Di T+ T-m 
n - -
Define c ( W -w ) /360 
Gyro # 
N6 A 0 0 0 1161- MC1 
NSA o o 1/01 0 M0 -
= 1 0 0 0 1 
IM 
AC o_61 
8 0 1 0 0 M 
j=1 j=1 jz1 
where c 1 a function of table rate (w T )used = 71,72,73 ...... 
Gyro #2 
A 
0 0 -l/I 
5 
- M 2NOA 0 
A 41- C2 
NSA 0 0 -1/c 0 M 2 
A + .411 0 0 0 M 
C 
6-0 1 0 0 1V151 k j=2- T j=2 - j=2 
where c2 a function of table rate (wT )used = 91, 92, 93, 
Gyro #3 
NOA 0 0 0 1/c6 - M 31 
'A M c3­A/41-

NSA 0 0 -1/c 0 
6 c1 0 0 0 
A, . 61 
6 0 1 0 0j M 
j=3 j=3 j=3 
Twhere c 3 a function of table rate (w )used 81, 82, 83 
A. * A A 
The units of 80, and M are deg/hr. , NOA and NSA are in see, and 
w in deg/sec. The ii" terms are computed as indicated in 
Tables 1-5, B-6, and B-7. 
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TABLE C-6 GYRO MINIMUM CALIBRATION ESTIMATION EQUATIONS
 
Gyro #1 
A VI _g 2 C 
Rb 0 o25 .25 .25 .25 * 50 
A 1W 
gB1 1 -. 25 -. 25 -. 25 -. 25 60 2 
A M g 
gB S3 0 0 5 0 .5 SS 
gB 0 0 .5 0 -. 5 0 	 2 
=1 M -gC S j=l j=1 
Gyro #2 
Rb .25 .25 0 .25 .25 L40 
'50A4 	 .2 v -g2
gBI -. 2.25 25 1 -. 25 -. 25 M 
A -
- 2 
gBs 0 .5 0 -. 5 0 -g2 11 
Boj 	 -. 5 0 0 0 .5 V, -g2s1 
j=2
2
 
Gyro #3 
A - 40 
.25 .25b 	 .25 0 .25 

-.25 1
A 	
-.25 
-.25 
-.25 
 2gO 
A - 160 -g2C 
0 a -. 5 .5 0 	 53gBs 
A 	 12 -g2C 
T 
, 
3gB 0 -. 5 0 0 0 .5 3 
j=3 5=3 j=3 
The M .ntermsare computed as indicated in Tables B-5, B-63 
and B-7. 
* Not shown are compensations for earth rate coupling through 
NOA and NSA. 
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TABLE C-7 GYRO PARTIAL CALIBRATION ESTIMATION EQUATIONS
 
Gyro #1 
-.
4 
0 M4A 
R -. 014 .497 -. 015 .500 .003 .004 .024 ;W5 0 
,A 
-. 150 -. 081 .026 -. 786 .249.268 .474gBI 

M60
 
.479 -. 034 -. 201
.118 .021 -. 379 -. 004gBS 
.034 .
 
g13 -.020 .496 -.021 -.500 .004 
.006 

2'*	 M
.060 2 0 j
.006 .839 g2C1 .551 -1 -. 036 -.413 
g CSE 069 -. 512 .429 -. 498 .512 .020 .118 1V7 C1
 
j 1= 1 
 i8+'s5Z2Cj 
j=1 
Gyro #2 
-	 -i4 0
.A -. 
A .414 .003 -. 083 -. 015 .515 .142 .024 
g13 -.150 -.081 ,268 .474 .026 .249 -.786 ,.
 6
IA 1
 
.499 .020 -.496-.004 
 -.034 -.006 

-	
.021gB S 

1f3
A ­
-.034

-.201

.021 .479 
gBo -379 -.004 .118 

.2CII -.465 .085 .620 -.494-.506 -.058 .819 M +. 5g22AV 
2 10 
g Cs -. 429 .498 .069 .512 -. 512 -. 118 -. 020 
*9 
j=2 - j=2 M--.5g CIS 
Gyro #3 	 *40M
.414 .142 .024 083 .003 -. 015
.515 -.R 
.5
b
A	 
-. 081 .474 -150 .249 -. 786 
MI 
.026 .268gB I 

S 	 .496-.021gB .004 -. 020 -. 499 	 .034 .006 2 
z3
 
.201 .034 . 5g 2 cA 	
-. 118 .004 -. 021 .379gBo -. 479 
g2, 	 i -. 506 .620 .085 -. 494 -. 465 -. 058 .819 9+. 5g2cis 
-. -. 
-. 020
.069 .498 .512 429 1182A-.512 j=3 j=3g 	 S 
J=3
 
Notes: (1) The MII terms are computed as indicated in Tables B-5, B-6 
and 	B-7. 
(2) 	 Not shown are compensations for earth rate coupling through 
NOA and NSA. 
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TABLE C-8 GYRO FULL CALIBRATION ESTIMATION EQUATIONS 
Gyro #1 	 --. 
"R . "-.025 .498 -. 011l- -. .004 .004 0 	 k50.498 :ol .022 .022 
A 
gB .217 .193 -. 084 .193 -. 084-.385 .168-.385 .168 0 60 
os 0 0S -. 5 0 .5 0 0 0 0 0 	 M. 1 
A 
gB O 0 .5 0 -. 5 0 0 0 0 0 0 	 . 2 
M2A 

g C 1 I . 4 6 0-.716 -. 054 -. 716 -. 054 .433 .107 .433 .107 0 fVI7 
g2Cs 
-. 123-.509 .448 -. 509 .448 .018- .105 .018 .105 0 * 8 
2A s 
g C 0 0 .707 0 -. 707 0 -1 0 1 0 10 
g2cIO 0 .707 0 -. 707 0 -1 0 1 0 0 	 M11° 
A.220 	 -1.133 -1.194 .281 -. 255-.148-o255-.148 1 12 
j=l 	 j= 
i,40-Gyro #2 
A 
R bl.336 	 -. 006 -. 138 .037 .466 .168 -. 304 0 .071 -. 030 .097 M5I
 
A 
gB1 .325 -.054 .199. 315 -.388 .062 -.261 0-.504-.261 .566 e,6
 
A 
s -.093 .474 .083 -.348 .050 .043 -.126 0 .101 -.126-.058 i
 
A 
gBo -. 379 .021 -. 001 -. 122 .479 -. 100 .101 0 -. 101 .101 .001 M3 
2A 
g C I = -.827 .085 .547 -.493 -.217 .045 .409 0 .431 . 409-. 387 .8 
2 ^ g CS j-.300 .525 .079 .356 -.501 -.198 .119 0 -.142 .119-.056 k9
 
2 Ag Cis .460 -.076 .281 .446 -.548 .088 .630 0 -.713 4.370 .801 10
 
g CI0 .364 -.059 .004 .346 -.646 -.717 -.287 0 .286 -.287 .997 1
 
LW1
2 A 
g Cos .028 -. 128 -. 315 .749 1.036 -. 065 .379 -2 -. 287 .379 .223 1i1 2 
i13
 
j=2 j=2 N
 
j=2
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TABLE C-8 GYRO FULL CALIBRATION ESTIMATION EQUATIONS 
(cont. 
Gyro #3 ,-0-A~ 
A^ 	 ­
% .504 -.073 .048 .004 .372 .124 -.051 .124 .031 -.051 -.031 i.5 
B -.001 .441 .189 .206 .048-.046 -.395 -.046-.012 -.395 .012 '60 
AA
gBS -. 124 -. 026 -. 358 .376 . 080 .044 -018 .044 .188 -. 018 -. 188 2 
gB 
A 
0 7-.31-. 087 -. 074 .129 .239 .132 .055 .132 -. 144 -. 055 .144 M 3 
g2SI -.505 .106 -.433-*405-.519-1768 .03 .16.044 .03 -.044 
M 7 g C1 1  5049 .50 46 345 -. 170.6 1 .03 .06 .017 03 -. 014.7 
g is -. 175 -. 036 -. 506 .532 .113 .062 -1.026 .062 .265 .974 -. 265 
g2Ao , .002 -. 624 -. 268-. 91 -. 0681. 066 .559 -. 934 .016 .559 -. 016 
2A
 
-. 982 -. 030 -1.01] 12
.502 043 	 .073.COS] -. .528 .502 .425 -. 030 .073 
Notes: (1) 	 The Mm terrms are computed as indicated in Tables 
B-5, B-6 & B-7 
(2) 	 Not shown are compensations for earth rate coupling 
through NOA and NSA, 
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TABLE C-9 GYRO SCALE FACTOR ERROR ESTIMATION EQUATIONS
 
A 2
 
Rb = (Z o - F 2Z2 ) (KF 4 - F 22 )
 
A 
Q1 Z 1 / F 2 - general form -for + pairs 
of inputs. 
A 
KZ 2 / (KF4 - P22)Q2 
where - T 2 
z 0 A F2 1 W) 
1 £I(w6 )k k 4 (w)k 
=K T 2 
=3 k numberA o~f data samplesz =K T 2 

Z3 K T3 A
 
(W k Zk = (64) - Z /k1 kkck 
W T 
and z = R'A for W = 0 is included. The (56 A + 6A- ) pairs for various 
b 
WT are o]btained from Table C-5. 
If a third order coefficient (Q 3 ) is to be estimated, the F6 terms in 
Eqs. (9-7) and (9-9) must be retained, where 
K 6 
F6 (WT)k 
1 
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APPENDIX D 
EFFECT OF ENVIRONMENTAL ERROR SOURCES 
The environmental error sources are as specified in Figs. 10-1 
and 10-2 of Section 10.3. In the case of AO0 the angular motion of the 
test stand base, the effect is to cause cross coupling of (1) earth rate 
components to the IA's of the gyros and (2) components of specific force 
due to gravity to the IA's of the accelerometers. Components of the rate 
of change of AO (i. e., An) in the direction of the gyro IAs are sensedn n 
directly as erroneous rate errors. In the case of a v , the linear vibration 
of the test stand, the effect is significant only at the input to the accelerom­
eters. 
This appendix presents the transfer functions and resulting effects 
associated with the above error sources. The equations are presented in 
this appendix and plots are provided in Appendices E and F. The analyses 
used in the UNIVAC report (Ref. 4) are utilized, and in several instances 
apparent inconsistencies were noted. - Some of these were resolved; others 
are more involved and require more detailed analyses beyond the scope of 
this study. 
D. 1 EFFECT ON ACCELEROMETERS 
The component of 6M due to theAn and a environmental errorn v 
sources are given in the time domain as follows: 
These are identified wherever they occur. 
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"A m
m 1 tN (A m ±((e) -( e Am f [( ¢) (ai ]dt D-1) 
' . . 0 
where 
A )m g(An) for IA level (D-2) 
AOg(A Onftfor IA at 450 to level D-3) 
0 for IA vertical (D-4) 
SinceA0 and a are given in terms of power spectral densitiesn v 
(PSDs), the autocorrelation function and Fourier Transform of Eq. (D-1) 
is computed. This was done in Appendix A of Ref. 4 and the results are 
summarized as follows: 
Accelerometer IA vertical 
2 or 2 2 i f]A 1 ) 2(1-At cos 27rf) PSD(a d (D-5) 
At L o (Atm 27rf) 2 v 011 
Accelerometer IA at 450 to level 
Y2(1"- tm os 27f [PSD(a ) g PSD(A 
n tv -- n I 
A(m 2wf)2 2 (D-6) 
Accelerometer IA level 
2 A 1 
n A ) 2(1-Atm cos 2yrf { PSD(a ) + g2 PSD(A0 ) d 
(Atm 2rf)2 f 
(D-7) 
where the PSDs are given in Figs. 10-2 and 10-1 and approximated as 
shown in Tables 10-2 and 10-1, for the case when the bubble levels are 
not used. 
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These equations have been solved (in Appendix A of Ref. 4) and the 
equations that relate the PSD's to a2 ( ) are repeated here as follows: 
n 
a 2( A )n+ due t 1.1 x 1015 1.92 x 10 ­8 (D-8) 
At (At)2 
PSD (a 
v 
r2( .A - -1436.7 xl 
2 (e) due to = 4 x10 - 9 -3 0-14 +6.7 x 
2 
2(At)g PSD(An' (D-9) 
t 1 5 2 (0) due to 4.7 xl 9 -1.15 x10-1 4 +3.35x10 
PSD (A(2 2 n)1(At) 2 
2 n (D-10) 
where a 2(6 ) has units of g2 and t is the run time in minutes. The effectn 
a is shown plotted in Fig. E-6 of Appendix E (as reproduced fromv 
Table 1-1 of Ref. 8, Fig. 2-3 of Ref. A, and Eq. (D-8), which is derived 
in Appendix A of Ref. 4)-- It will be assumed that the curve from Ref. 8 is 
the correct one since the others are based on it and are inconsistent with 
each other. Even if Fig. 2-3 of Ref. 4 were the correct curve, the effect 
on the measurement errors.would be small (see Table E-2). 
Without bubble level compensation, the effect of A as given by
n 
Eqs. (D-9) and (D-10) is to cause excessively large errors (viz., 97 and 
68 ug for IA horizontal and at 450, respectively). However, when bubble 
levels are used, as is the case considered in the error analysis, the terms 
in Eqs. (]D-9) and (D-10) are reduced considerably. Upon applying the 
*the curve from Ref. 8 is assumed correct, particularly since the two 
.from .Ref. A are apparently inconsistent. 
D-3 
two bubble level models discussed in Section 10. 3, the resulting average 
accelerometer outputerrors are as shown in Fig. E-5 of Appendix E. 
D. 2 EFFECT ON GYROS 
GThe component of 6M due to random gyro drift (6 nr ) and the 
AO and Ai environmental error sources are given in the time domain 
n n 
as follows: 
Atm 
)(e) 
- [ e + (- G( . )9 dt(en n m nr (e n) A0 n D 
_____± +( )m] (D-11) 
where 
.G 
e -- gyro internal noise (in terms of rate)nr 
.. G FJ cosL) AO n for IA vertical (D-12)e

eAOn we sinL) A for IA horizontal 
 (D-13) 
*G 0 for IA vertical (D-14)
e n for IA horizontal (D-15) 
Since e G and A0 are given in terms of power spectral densities (PSDs),
nr n 
the autocorrelation function and Fourier Transform for Eq. (D-11) is 
computed. This was done in Appendix A of Ref. 4 and the results are 
summarized as follows: 
Gyro IA vertical 
2 ( 1 2 2(1-At m cos 2 rf) (PSD(.e G 
n At o (Atm2Tf) 2 nr 
+ (w cosL)2 PSD (A) df (D-16) 
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Gyro IA Horizontal 
2Gm 1 2 V%. 2 P__(mG 2 (b 1-A cos2tf) PSD nr) +(wesinL) PSD(AgS) 
m
At (Atm2,f)2 n 
+PSD(A n)df] (D-17) 
where 
PSD of fGPSD(6 ) 
nr nr 
PSD(An ) PSD of angular motion of test stand base,n
 
about level axes
 
PSD(A n ) PSD of angular vibration of test stand,
 
about level axes
 
= (2If)2 PSD (AO) 
n 
where the PSDs are given in Tables 4-6 and Fig. 10-1. The standard deviation 
of Eq. (D-17) is plotted in Fig. F-8 of Appendix F. Each of the terms in 
Eqs. (D-16) and(D-17)have been solved separately (in Appendix A of R~ef 4) 
2 'G
 
and the equations that relate the PSD's to (Y(e n ) are repeated-here as 
follows: 
a2(6G) due to =1.7x -7 +2.6.x1O- 7 + 5.5x1O 9
 
nG1.+ At () 2 
 (D-18)PSD 0 (At
nr 
10-12
 o2 ( ) due to 7 ( 1.8 xl0 

- 2.4 x 10-12At- 8.5
15 2 AO (At)2 (-9 
F2 ) PSD(A nD19 
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2 ,G ) de_ 
e n )duet .435,x10 -2 2.11 x101 .. _ 
+ (At)AtPSD (40)n 
where the variances have units of (deg/hr.)2 and At is in minutes. 
Fig. 2-1 of Ref. 4 is a plot of Eqs. (D-18) and (D-19) and indicates 
a (6 G) is equal to 1.4 mdh for At> 2. 5 min. Although this is inconsistent 
withn the above equations, it is used in the error analysis (see Table F-2) 
since the equations in Ref. 4 appear to be inconsistent dimensionally and 
it is more likely that the final results(in the form of curves) are correct. 
Fig. 2-1 of Ref. 4 also contains a plot of Eq(D-20)*, which is 
reproduced in Fig. F-8 of Appendix F. Again the equation and curve are 
inconsistent and the curve is chosen as being correct. Results using the 
equations indicate very large calibration errors which appear to be 
unrealistic. The results -using the curve are one of the largest error 
sources, as shown in Table F-2, and so further analyses are recommended 
to verify results. Fig. F-8 also shows the effect when the gyro IA is at 
450 to the vertical. 
The effect onOr2(6 G ) in Eq. (D-19) due to using bubble levels,
n 
which changes PSD (A n), is not significant since the effect was small in 
the first place. 
Although Fig. 2-1 of Ref. 4 includes Eqs. (Dl-18) and (D-19), the pre­
dominant term is that in Eq. (D-20). 
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APPENDIX E 
ACCELEROMETER ERROR EQUATIONS 
The form of the propagation of the accelerometer error sources 
into the accelerometer output errors (6M) are shown in Table E-1 for 
accelerometer #1 (j = 1). Each component of 6M1 is identified by a dash 
number following the letter "A" and is related to the potentially significant 
error sources of Table 10-3 as shown in Tables E-1 and E-2. The sensi­
tivities of the error propagations are indicated by the matrix elements in 
Table E-1. This information is used, in conjunction with numerical values 
for the error sources as listed in Table 10-3, to determine the components 
of 61(4 for each group of accelerometer orientations (m) and run 
times (At). Those calculations are shown in Table E-2, along with the 
statistical combination* of the 61W components to yield estimates of the 
expected errors in IW (viz. , 61M) for each test condition (m). The total 
sum-squared error for each test condition (m) is designated e M . -Although
ss 
the error propagation equations of Table E-1 are only for accelerometer 
#1, 'the errors can be grouped according to ISU orientation and run time 
(At) and then extended to the other two accelerometers in accordance with 
like conditions. The results are summarized in Table E-2. Not included 
in the Table are pre-calibration alignment errors, which will be considered 
separately as discussed in Section 10. 2 and 10. 3. 
The errors are assumed to be statistically independent and therefore are 
combined on a sum-squared basis. 
E-1
 
g!2 -g 2 g - - eg/2I/t seFgE-
s f(CtA¢') 
1 
-Source 
Accelerometer Error 
No. 
-0 -il 
ig 5 
1 
6,q z{ 
- 2 -6il I - 2 -I 
see Fig. E-5 (MIA) 2 
(_ )2A-2) 
(MIA) 
(A-i) 
(A-3) 
CIO(MIA) (A-4) 
k 3 2 2 g 'E - -0 I/PC -(AB) (A-5) 
29 - 2f(A,g' g/J2At 9S) see Fig.E-5 1 Co(P. (A-6) 
'p oM 
688 
- -q g-y 2 - 2 - g 2 g/A 
+1142 
6(Mt) (A-7) 
.9 
-80 
2 
-g i'. 2 g2 - A 
102 o 
U 
(A-A) 
WM 2 agn (A-9) 
5- I - -g2/4-i2l g2- -~~a *l 
td12 
6aM -
g A2-
2 g 9 -
gr2g16
2,ig' 
ag* (A-10)(A-11) 
.=3=1 J=i 
0 
* Pre-calibration alignment errors not included 
' This error source ctises cotxolations in 6M 
i
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see Fig. E-6
o1 grrors A. 1 .1. .04 .04Ejtg h .04 
Correlated Sect. 1.2 A-i ­
5' Notes: (1) Pre-calibration alignment errors arc 2e m .39 38.44 .29 25.00 12, 63 0not included. ss (Pg)2
2(2) T isI is the sensitivity to g The 600 
g ,12sensitivity is not shown since2 
CD(3) Mtis in minutes. 0it is negligible. . r o 
 63 1,20 1,810 q7,,13 9, 12()tisimiue.m(4) Error sensitivity plots of Error Con- for j'l 4 5,6 3 1, 2 11,13i for 2 6 45 2 1,3 89,11ponents A-1 through A-10 are contained 
in igs. E-1 through E-6. 7, 10 i for j=3 5 4,6 1 2, 8,1110,12 13 
Plots of the effect on 61M of each potentially significant error 
soqr1ce are shown in Figures E-l thru E-6. These sensitivity curves are 
useful in providing a "balanced design" such that trade-offs can be per­
formed to ease equipment requirements whenever possible, without com­
promising calibration precision unnecessarily. Figure E-1 graphically 
shows the estimation precision goals stated in Table 4-3 and provides a 
basis for determining acceptable levels of the various error sources. 
However, to use the curves effectively, the propagation of the 61Ml m 
errors into errors in the estimates of the calibration terms must be 
considered. This sensitivity is given by the calibration estimation equa­
tions themselves (Equations C-i thru C-3), in which the weighting factors 
are generally less than unity and in some cases will attenuate the errors 
by more than a factor of 10. 
The curves in Figure E-6,as reprdduced from Refs. 4 and 8, show 
inconsistencies. The plot of Equation (D-8) is most likely incorrect since 
the equations in Ref. 4 are dimensionally inconsistent and are numerically 
inconsistent with Figure 2-3 of the same report (Ref. 4). Figure 2-3 pro­
bably reflects the final result with less chance for typographical errors, 
etc. The difference between Figure 2-3 of Ref. 4 and Table 1-1 of Ref. 8 
is not important since the error source is not major (see Table E-2). 
Since Figure 2-3 of Ref. 4 was based on data from Ref. 8, the curve from 
Ref. 8 is assumed to be the correct one. 
The curves presented in Figure E-5 are based on the use of bubble 
levels and reflect the difference between two models for PSD (40 ) that 
n 
were considered (see Sections 10. 2, 10. 3 and D. 1). Since this is the criti­
cal error source, it is recommended that further analyses in this area be 
conducted, as discussed in Section 10. 3. 
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APPENDIX F 
"YRO "1REOR EQUATIONS 
The form of the propagation of the gyro error sources into the gyl i. 
output errors (OM) are shown in Table F-I for gyro #1(j = 1). Each com­
ponent of 6M is identified by a dash number following the letter "G" and is 
related to the potentially significant error sources of Table 10-5 as shown 
in Tables F-I and F-2. The sensitivities of the error propagations are 
indicated by the matrix elements in Table F-I. This information is used, 
in conjunction with numerical values for the error sources as listed in 
Table 10-5, to determine the components of 61I for each group of gyro 
orientations(m), run times( t) and table rates(W T). Those calculations 
are shown in Table F-2, along with the statistical combination* of the 
61V components to yield estimates of the expected errors in TV(viz. , 6M) 
for each test condition (in). The total sum-squared error for each test 
m 
condition(m) is designated e . Although the error propagation equations 
ss 
of Table F-I are only for Gyro #1, the errors can be grouped according 
to ISU orientation, run time(At) and table rate (W T ) and then extended to 
the other two gyros in accordance with like conditions. The results are 
summarized in Table F-2. The effect of pre-calibration alignment 
errors is expected to have little effect on the essmin Table F-2. They are A BG 
important, however, in the estimation precision of T , which is dis­
cussed in Section 10. 5. 2. 
Plots of the effect on IM of each potentially significant error source 
are shown in Figs. F-I thru F-8. These sensitivity curves are useful in 
The errors are assumed to be statistically independent and therefore are
 
combined on a sum-squared basis.
 
F-i 
6 
6 15 -
072 
-
-
--
g-
0 
g 
0 
g 
0" 
r 
g 
o 
J12 W 
T 
12 
r wN 
( T) 
P.T2 
.,i 
(wT)2 
(wT) 
2 
aej. 1/2 Dir 
WN 
w 
-
-
N wT 
l/Mt 
negI 
j 
I/2 IP t 
. 
I/t 
l/2Dtff 
I/t 
6:A 
/2 DIff. 
/ltS2 
I1 
112Itf 
fM-eeEq.-1 8 
1 
/2Dif 
i 
1 1ffl ) 
f -sec4.-ii 
II 
112Dif 
Dil 
tVII2 
-
F 8N- a0 
120D/201iff.ffM4 
i . , 
l 
B MJ.IL 
( 2 , - ) 
Gyro Error 
Scatrc Ifo 
-2G-2 
--2 
G-5 
0 6 
0­ u 
o 60 -
I2 
-t 
- I 
---
( (m,,J 
1 P1 2) 
I-
I2I2 Sum 
-gl. 
- - negi1 
3/2,-i12m 
1i2Sana 
2StmSt.112 
/121am 
I2. 
./2 Sun,, 
1)25.. 
1!2.5m 
12 m 
l" 
/2$in, 
i/2 suu, 
009 
0.10 
o 
6.M 6 - v-1 IS
I fN w NI, - I r I I F 9 -
- - - - - ~ l . -- 2c ( ' 2f 
t(VIA
'St) ME, 2 G-In 
J91 
w 
wu, 
%VZ1W2- wr/1 
w 
N ~ 
w 
A84 
g/a 
v 
.1r 
g 
g 
g 
l4 
c// 
g/l1 
9, ) 
f MOO 
iOt)/TFP 
lt 
WT 
1I 
G-.I 
014 
aM;l3 
Mw 
v 
J. N wN1 2 -,Jr(2) 
/ ne- es/r) tIS s 
gIC gr i tod4 I" 
(4 3 f(/) 
f(WItfl). 
W OFNTiMA) 
-
1:it)XMl It 
G-1G 
0-17 
0.19.'u 
1afilit~oe ofFeactIal, 
W mliL 
W flcoi.. aiaL)/i " 
III - wfaictl) 
13 ­ 'Stl
I, f-a 
NO-ts-2 
(2) DIPf refer aI.Iffmr-naof.1 .1. ....ampttd as boWn InVabt I-5.(3 s*unrMje.e to s nl'oferIor , 
b mooida­ u-oItnto P.bl B-6 
(4)Pare-ea0I rtUan clt]n aet errors 
a aMI cod lM15 are atct ildgd
ttaL. ocL~lit)C) 
I) o, I f(I) aulI( .. L I.L or 4 
u 
-2. 
G-2 
-- 
At 0a minutos At = 10 minutes At5 At At , 10 minutes 
TError Source I ErrorSource 2 	 Error Component wT 2Wee CA idSA. not at 45- to Vertical (w 0) OA Andor SA at 45 
No. Symb. Value Units y . iVue(3) Uit u Units . IAVc i ioi . M Vt. IIA Vcrt. Hert. IA 45 M Heri.. 
(
12 6Qe 20013 p 	 15(.707) ) '13cr .71 mdh- - .71 .73 .71 .5 ­
o & 	 5(01 .3 5/3 o.52 02 .5 .5 .5 .5 .35 ." 
13 (L.N) 20 s1.03 	 G3 - 1.03 - - .7S 2.3 
19 860 E .2 	 G2 G-4 62 .,2 .62 - .44 
21 6N .2 "G' .2 - - .. 62 
a- BI nd h G- . 17 
17 B~ 0.5 'hr- 14 1A 513 inRo r- .0 G- .67 -. 7 .3 6o 	 60(57.3) min 
0 
.. 
B 
. 
1 017 1.) 1 4 1.36 0-7 -1.3-	 1.8 .97 1.29
.
 
.
218 s-,(,0./ 	 03 3 .. 1..3.3 0-8 1.33 1.33- 1.33... 	 1.33 .04 .01 
I'd 
- . . --I 18 	 B0 - (D[) 10.43 ' 1.38 1.38 1.30 3.30 1.30 -- .97 .97 
­
1Sub Toto l of w	 .25 6.81 8.36 4.01 0.26 4.28 5.87Al'ime Independent , 5 -	 2, 07 
s 	 in.lvia~e (.dl,) .5 - 2.19 2.89 2.319 1 2.51 1 2.07 2.42 
14 (aA),n 	 )2 Et 2 1.7 id It G -10 3.67 -- - - ­
-12(57. 3)F
 
2 1	 
:e 41cc 10 (BL) ( I 	 7.4 -1174/3)2 .24I 	
- ­
17
22 in tn BS 1-5 
. --­
1Ne.,(2) ,reJcalcuc atmonj tuuenecit, c otty~at c-c 2 mox, ug
 
at -=45'. wE Dpend n~ l) 74 og. -- . . ug
 
not included in 620 11, W51 or 6o.p 
( At I. in mintus .aid r 'In dog/sec ni for j-1 72 5.t 3 1. 2 4 50,00 7. 8.10,11,.13 9,12(4 rTror sensictvity plots of Vmtor Corn- nor322 4352 3.3 6 050 ,,I,3213 71 
Pomoont,G-1 throuigh 0-24 (except G-14, nfrz .3 6 440B.) 1 2 3 71 
15, 6, 10 & 20) aie contaumm-din Figsfeo 36 0,33 23 5 4.0 .,03 30 
F-2 through F-83. for 3-1 5 7 6111an______ 	 2, 4,6 91.1 
coruul onex gour 
Error Source Irror Source 2 Sensitivity 
( 4 )  Error Component 
At 
T 
l 
2 ' 
,t=6 
OA and SA at 
U1_t___0_mntes__5 
45 ° to Vertical (w = 0) 
At = 10 minutes 
OA and/or SA at 45' 
H 
Z:
°C, 
No. 
20 
20 
20 
Symb. 
NUWT 
NUWT 
NUWT 
Value 
3.05(1 
Units 
etrev 
" 
No.. 
16 
1H 
SvmbI 
(_B. ) 
MIA' 
Value 
10.4/3 
913 
It ValueO13 Units 
b36ec 
, '/h,
1.23?o secni.. 
Value 
17.0 
<.005 
<. 003 
IUnits 
mdirev 
INo. 
-4 
G-15 
G-16 
Vert. 
-
negi. 
negt. 
[A Horiz 
17. 
17.0 
-
---
IA Vert. 
-
IA Horiz. 
-
iA Vert, 
-
IA Horiz 
17. 
17.02F 
IA 45' A Harm. 
0 
23 6(6L) 100 pace 6OlPw' iLh . di08 2.0 ---­
0 Sub Total of w T 
Time Dependent J 
) (mdl 
mdh 
'4.00 
2.0 
72.25 
8.50 
" 
-
-
-
" 
-
72.3 
8.50 -
. 24 6(AO¢)2 6 sec 
I 
13 
GOut _ 
mdli 
sec 
167 dh 
xmkn 
G6.7-18 16.7/•­ -. - -
0 
' 
24 
-­
24 
25 
0 2 ) .6 
6(40 2) T 
0----------------
q Note 5 
" 
see 
14 
1 3,) 
MIA 
1./ 
5/3 
rln 
' 
....3600(57.3) 
1 
'12 
t 
.05See..n. 
.-03 
hIc 5. 74 
lit 
dh 
mdh 
xmin 
G-19 
G--20 
2 
0-2 
-
-
1 
negi .... 
negi. 
.9642.96/ .57 .57 1.15 
negl. 
negi­
.6r 
.9/4 ,57 .5i 
2 
26 
28 
r~ 
0G 
nr 
i 
'o 
see 
Table 4-6 I 
see 1eFl.-1E.D1)
Fi001 
/ 
see 
Eq. (D-18) 
.(-23 
see 
IG/ "I / 0-22 (6) I 
- 1. 4 mdli I. 42 
-24 -
Subotlo k]ta(mdh)'28Z 59 
1. 442 1. 4 
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146.28 
1.4 
-"-/F2 
3.28' 
1. 4/,F2 1.4 
51.71.1 
1.4 
S 
Notes: (1) Latitude sensitive terms are evaluated 
L=45' 
(2) Pre-calibration alignment errors 
are not included in5.I41 , 6.A51 orSM6 1 . 
(3) At is ;nminutes and wT indeg/sec. 
(4) Error sensitivity plots of Error 
Components G-1 through G-24 
(except G-14.15, 16,19 & 20) are con­
tained in Figs. t"-2 through F-8. 
(5) q 0 = .844 sc for Lw I<304/se0and 
1.688 sec for 30<[w'j<G/Osec. 
(6) The value 1.4 was chosen conser­
vatively between two inconsistent 
values, as discussed in Appendix D. 
Sub Total of 
Time Dependent 
Sum Squared 
Error 
Mat od 
e n (mndh)2 
s 
inforjl1 
infor j=2 
in for j=3 
16.87 
4.05 
IL 55 
72 
92 
82 
7.19 
123.96 
51,61 
41,51 
41,61 
1.51 
7.00 
3 
2 
1 
12.09 
154}.4 
12.44 
1,2 
1,3 
2,3 
1.81 
8 09 
2.84 
4 
6 
5 
7.10 
10.20 
11.41 
50, 60 
40,50 
40, 60 
0.64 
8.99 
8.89 
7,8,10,11,13 
8_,1_1,1 
8,0,11,12,13 
7,9, 10, 12 
12.09 
' ' 
152.15 
12.34 
9,12 
7.10 
7,10 
8,11,13 
providing a "balanced design" such that trade-offs can be performed to ease 
equjipment requirements whenever possible, without compromising calibra­
tion precision unnecessarily. Figs. F-I thru F-3 graphically show the 
estimation precision goals stated in Table 4-5 and provides a basis for 
determining acceptable levels of the various error sources. However, 
to use the curves effectively, the propagation of the 6 jm errors into 
errors in the estimates of the calibration terms must be considered. 
This sensitivity is given by the calibration estimation equations them­
selves (Eqs. C-5 thru C-8), in which the weighting factors are generally 
less than unity and in some cases will attenuate the errors by more than 
a factor of 10. 
The "IA Horiz. " curve in Fig. F-8 was reproduced from Fig. 2-1 
of Ref. 4. Although Eq. (D-20) is inconsistent with this curve, the curve 
is assumed correct, as explained in Appendix D-2. Because the angular 
rate vibration (A n ) is one of the largest error sources , as shown in 
Table F-2, further analyses are recommended. 
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Table Rate (WT) in degfsec. 
w xS(A t) 1 2 4 8 15 30 60 
100 100 50 25 13 7 
200 200 100 50 25 13 7 
400 400 200 100 50 27 13 7 
800 800 400 200 100 53 27 13 
10 1500 3000 
750 375 189 
750 375 
100 
200 
50 
200 
25 
50 
At, "o 6000 750 400 200 100 
mm. 5Table entries are values of sampling time 
error 6(At), in gsec. 
0 50 100 M mh 150 200 250 
Figure F-6 Sensitivity of 61 to Sampling Time Error 
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Figure F-7 Sensitivity of 6I to Quantization of Test Table and Gyro Outputs 
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APPENDIX G 
GLOSSARY 
FORMATION OF SYMBOLS 
o 	 Wherever possible symbols will be used which suggest the name of 
the parameter involved. 
" 	 Lower case subscripts are used to modify prime symbols and to index 
over several items of the same kind. 
* 	 Thelowercase script m isusedto index over different test conditions. 
o 	 Uppercase superscripts will be used to indicate coordinate frames. 
For example, T is used to identify a transformation matrix and 
lettered superscripts such as ML in TML identify the particular 
transformation, as being in this case from the L frame to the M 
frame. 
" 	 Matrices will be denoted by capital letters. 
" 	 An underline will identify a vector. 
o 	 Unit vectors are used to identify lines in space such as instrument 
axes and the axes of all frames of reference. 
* 	 The component of any vector along any axis is indicated by a dot 
product of that vector with the unit vector along the axis of interest. 
* 	 A triple line symbol (=)will be used for definitions. 
o 	 A superior "-" denotes an average of the quantity, but is omitted when 
the meaning is clear. 
" 	 A superior "A " denotes an estimate of a vector or scalar. 
o 	 A superior "dot" denotes scalar differentiation. 
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o 	 The abbreviation "exp" is used to indicate an exponent (e. g., 
AexpB = AB), but only When necessary to avoid ambiguity. 
" 	 The Greek sigma (r) will be used for summations. Where the limits 
of summation are clear from the context, they will not be indicated 
with the symbol. 
o 	 The Greek A is generally used to indicate a change. 
" 	 The Greek 6 is always used to indicate an error. 
o 	 S 0 and CO are sometimes used to identify the sine and cosine of the 
angle 0. 
" 	 Misalignments expressed in the form M g L are interpreted as theS 	-aD -c
 
-a&. about Lb with respect to L- , 

the positive L axis in accordance with the righi-hand rule.
 
misalignment of M -bD. 	 measured about 
=b 
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LIST OF PRIME SYMBOLS
 
Old Symbol Symbol 
a 
e 
a a[3] v 
A 
Redefined A A A[3] 1-3-2 
W Ab ' 
[3 
Do Ab
ai , a , 
a s , a 
p 
Bi , B S , B 
BI, B2, B3 
=- 2-axes, 
B." A. 
-1 -J 
B • G. 
-e --

Definition 
acceleration or specific force, defined 
as sum of applied acceleration and 
gravitational attraction. 
acceleration due to vibration of test
stand base 
unit vector representing accelerometer 
input axis 
unit vectors representing the accelerometersystem coordinates as defined by the 
accelerometer IAs. 
accelerometer bias, prime refers to 
quantity modeled in calibration equation 
accelerations along IA, OA, SA and PA 
of gyros and accelerometers, as 
applicable 
gyro mass unbalance coefficients dueto acceleration along IA, SA and OA, 
respectively. BI= -MUSA and 
BS = MUIA 
unit vectors representing the ISU body 
as defined by the ISU optical 
cube faces corresponding to the 
nominal directions of the gyro IAs 
(assumed to be orthogonal) 
elements of T B A 
elements of TBG 
G-3
 
Old Symbol Symbol 	 Definition 
BL Bubble Level 
c gyro damping coefficient; constant 
(defined where used); abbreviation for cosine 
Ck' CT' CM count of pulses in rebalance loop 
CIII CSS major compliance coefficients of gyro 
Cis, C 1, COS cross compliance coefficients of gyro 
CIp, C cross compliance coefficients of
accelerometer (CTP is the vibro­
pendulous coefficient and Cro is 
the compliance of the pendulous axis). 
D 	 gyro damping coefficient (= -C/Hr); 
down 
Db 	 accelerometer dynamic bias 
D I D2 , D3 	 accelerometer scale factor error 
coefficients 
e error 
A G 
eA e errors in accelerometer and gyro 
outputs, as defined in Eqs. (7-2) 
and (7-10) 
A GAn, nA, nG e n , en error in accelerometer and gyro outputs[3G 	 due to noise 
•A "G 	 A G 
e , e 	 average rate of change of e and e 
over time At 
e 	 sum squared error in 6M , due to all 
independent error sources,for test
 
condition m 
E East 
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Old Symbol Symbol Definition 
E 'I expected value of quantity in brackets 
E unit vector in-East direction 
SE E3 unit vectors representing the Earth'scoordinate system (EI is up, E2is East and 
E3 is North) 
f frequency (H z) 
f() function of quantity in parenthesis; 
numerical subscripts refer to functions 
defined where used 
fenf2' f3 functions of inputs to inertial sensors 
Redefined1' used in scale factor error estimation 
[3] F F F6 J equations 
FI F F 3 unit vectors representing SATS frameof coordinates of base 
g magnitude of specific force due to 
gravitational attraction 
9the vector directed up that presents 
the specific force due to gravitational 
attraction. Corresponding to popular 
convention, this is referred to 
'gravity vector" 
as the 
G unit vector representing gyro input 
axis 
GGG unit vectors representing the gyro 
system coordinates, as defined by the gyro IAs 
H angular momentum of gyro 
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Old Symbol Symbol Definition 
H row vector of coefficients that relatei 
Y to M 
I gyro moments of inertia (III I Io0 
IiI I
-2-5 unit vectors representing the TAFinner gimbal coordinate system 
IA Input Axis 
ISU Inertial Sensing Unit 
I/-
J moment of inertia ratio (=Ioo /H r 
Redefined 
[3] 
K constant (defined where used); total 
number of samples used in estimating 
scale factor error coefficients 
radius arm of proof mass in accelerometer 
L latitude 
L L L unit vectors representing the BubbleLevel coordinate system which is 
nominally defined by the TAF inner 
gimbal coordinate system 
m moment arm of gyro from test table 
axis; mass 
mdh millidegrees per hour(= deg/hr x 10 +
3) 
Redefined I M 2IM3 unit vectors representing the ISU 
[3] mirror (optical cube) coordinate 
system (assumed to- be orthogonal) 
Redefined MA G adjusted measurements of accelerometer 
[3] and gyro outputs 
__9c.LZ elements 
of TML 
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Old Symbol Symbol 
MO' 
MR3' 
MUIA, 
MUSA 
MOA, MPA, MSA 
MIA 
NOA, NPA, NSA 
Partially N 
redefined 
[3] 
N 
NUWT 
0A , G 
O0 012-3 
OA 
Definition 
misalignrment between 0' and O coordinate 
frames, about 0', representing the 
nonorthogonality between the TAF inner 
and outer gimbal axes 
misalignment between R' and R coordinate 
frames, about RI, representing the 
nonorthogonality3between the rotary and' 
outer gimbal axes 
Mass unbalance along IA and SA 
of gyro (MUIA BS and 
MUSA = -B) 
misalignments of IA about OA, SA and 
PA, relative to ISU optical cube 
misalignment of IA (=TMOA2+ MSA 2 or 
= WOA 2+MPA 2 ) 
nonorthogonalities of IA about OA, PA 
and SA, relative to earth coordinates 
for the accelerometers and relative 
to the test table axis for the gyro 
number of data sampling periods of 
inertial instrument output that are made 
available to the computer; North 
unit vector in the direction of true North 
nonuniform test table rate 
unit vectors representing accelerometer 
and gyro output axes 
unit vectors representing the TAF outergimbal coordinate system. The primed 
coordinate frame is defined in Section 5. 
Output Axis 
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Old Symbol Symbol 
P 
P PSD( ) 
[3] 
pA 
pG 
P 
pAt 
PA 
E qA, qG
[3] 
QIS 
QIF 
ala0 2 [I] Q1' Q2 
Q1I [s]J Rb.P ' 
RI_2_ 3 
____R'B'table. 
s 
Definition 
unit vector representing accelerometer 
pendulous axis 
power spectral density, as a function 
of f, of the quantity in parenthesis 
pulse count out of accelerometer, over 
N A
=time At( C k 
pulse count out ofgyro over time 
At(= ) 
pulse count out of test table, over 
time At 
pulse count out of time reference 
Pendulous Axis of accelerometer 
quantization in accelerometer and gyro 
outputs to computer 
anisoinertia coefficient relating wiws to 
gyro output rate error (=(I ss-I )/Hr) 
anisoinertia coefficient relating w-w to 
accelerometer output acceleration eOror 
gyro scale factor error coefficients 
gyro bias rate error, prime refers 
to quantity modeled in calibration 
equation, 
unit vectors representing rotary axiscoordinate frame that rotates with test 
The primed coordinate frame isdefined in Section 5. 
abbreviation sine 
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Old Symbol Symbol 
S 
S 
S G 
0 
SA t  
SA 
SATS 
SE( ) 
to t]N 
T 
QA TBA 
[3] 
QG TBG 
[3] 
T M L 
Definition 
South 
unit vector representing autocollimator 
line of sight 
unit vector representing gyro spin axis 
scale factor of test table 02 angle 
output pulses 
scale factor of time reference 
Spin Axis of gyro 
Single-Axis Test Stand 
Standard error of quantity in parenthesis 
times at beginning and end of calibration 
run, over which N sensor readouts are 
provided to the computer 
torque; transformation matrix relating 
one coordinate system to another 
transformation matrix for coordinatizing 
vector components in the A coordinate 
frame (accelerometer IAs) to vector 
components in the B frame (body axes) 
transformation matrix for coordinatizing 
vector components in the G coordinate 
frame (gyro IAs) to vector components 
in the B frame (body axes) 
transformation matrix indicating the 
misalignment of the ISU cube (mirror) 
coordinate system relative to the Bubble 
Level coordinate system. 
G-9
 
Old Symbol Symbol Definition 
TT2T3 unit vectors representing test table 
coordinate frame 
TAF Two-Axis Fixture 
U unit vector in the up direction 
U Up 
V velocity 
c computer determined acceleration input to accelerometer 
a, w angular velocity 
[31 
E w earth rate 
wo e 
[3] w , w s rates with respect to inertial space about 
IA, OA and SA, respectively 
7 wT angular rate of test table 
[3] 
W West 
y elements of vector Y 
yA yG vector of accelerometer and gyro 
calibration terms to be estimated 
Redefined z, z thru functions of outputs of inertial sensors, 
[3] used in scale factor error estimation 
3 equations 
6 error in quantity following symbol 
A change in quantity following symbol 
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Old Symbol Symbol 
AA AD 
1 
[3]A 
AG AO 
[3] 	 n 
e A n 

[3] 	 n4 
At 

tN
 
[f aidt ] I AVc 
t ind 
0 
(0i ind 	 A0 c 
[1] 
0gyro0o 
0102, 
03,04 
a() 
a ) 
Definition 
accelerometer scale factor invelocityunits 
gyro scale factor in angle units 
change in 0 angles (specifically 
ON and CE ) due to motion of test stand 
base 
angular rate of test stand base 
(/2+0 2)
 
N E 
time over which measurement M is 
obtained (= t N - t ) 
computer determined change in accelerometer 
input velocity, using accelerometer outputpulse count and scale factor (=AA pA) 
computer determined change in gyro 
input angle, using gyro output pulse
count and scale factor (= AcGP G ) 
gimbal-to-case angular misalignment 
about OA 
angles of Single-Axis Test Table and 
Two-Axis Fixture that define orientation 
of ISU (0 i is about trunnion axis, 02 
about rotary axis, 03 about outer gimbal 
axis and 04 about inner gimbal axis) 
computer determined rate input to gyro 
standatd deviation of quantity in parenthesis 
variance of quantity in parenthesis 
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Old Symbol 
Ey, r,6 
[3] 
List of Subscripts 
Symbol 
N
 
Ck 

T 
wJ 

a 
b 
c 
e 
E 
g 
i 
j 
k 
Aindex 
M 
ri 
Definition 
summation of pulses out of inertial sensor 
data sampling period at input to computer 
angular frequency (rad/sec) 
accelerometer 
bias 
computer; index associated with ISU 
optical cube 
earth; index used to identify error 
sources
 
East 
gyro 
input axis; 
inertial sensor designator 
index associated with inertial sensor 
pulse rebalance loops; index associated 
with data used to estimate scale factor 
errors
 
associated with bubble level axes 
time - modulation rebalance loop 
noise; nominal value 
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Symbol 
N 
-
o 
p 
q 
r 
reb 
s 
T 
u 
v 
V 
z 
List of Superscripts 
A 
B 
E 

F 
* G 
I 
L 
Definition 
North; reference to number of inertial 
sensor data samplings made available 
to computer 
output axis; initial value (as used in t00 
pendulous axis 
quantization 
random; record; gyro rotor 
rebalance
 
spin axis
 
ternary rebalance loop 
uncertainty 
vibration 
vertical 
value resulting from zeroing process 
accelerometer; coordinate frame 
defined, by accelerometer IAs 
body coordinate frame 
earth coordinate frame 
SATS frame of coordinates relative 
to tilt of rotary axis about North 
gyro; coordinate frame defined by 
gyro IAs 
TAF inner gimbal coordinate frame 
Bubble Level coordinate frame 
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Symbol Definition 
m index associated with test conditions 
for each calibration run 
M mirror coordinate frame defined by 
ISU optical cube 
0 TAF outer gimbal coordinate frame 
R rotary axis coordinate frame that 
rotates with test table coordinate 
S coordinate frame of autocollimator(s) 
T test table; transpose of matrix or 
vector; test table coordinate frame 
(of base) relative to tilt about East 
(b reference to test table rotary angle output 
+ plus input rate into gyro 
minus input rate into gyro 
+1 +1 g input acceleration into accelerometer 
-1 -1 ginput acceleration into accelerometer 
+. 7 +. 707 g input acceleration into accelerometer 
-. 7 -. 707 g input acceleration into 
accelerometer 
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