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Abstract
We consider the generalized Liénard system
dx
dt
= 1
a(x)
[
h(y) − F(x)],
dy
dt
= −a(x)g(x),
where a, F , g, and h are continuous functions on R and a(x) > 0, for x ∈ R. Under the assumptions that
the origin is a unique equilibrium, we study the problem whether all trajectories of this system intersect
the vertical isocline h(y) = F(x), which is very important in the global asymptotic stability of the origin,
oscillation theory, and existence of periodic solutions. Under quite general assumptions we obtain sufficient
and necessary conditions which are very sharp. Our results extend the results of Villari and Zanolin, and
Hara and Sugie for this system with h(y) = y, and a(x) = 1 and improve the results presented by Sugie
et al. and Gyllenberg and Ping.
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It is well known that the Liénard system
dx
dt
= y − F(x)
dy
dt
= −g(x), (1.1)
is of grate importance in various applications. Hence, asymptotic and qualitative behavior of
this system and some of its extensions have been widely studied by many authors; results can
be found in many books and papers (see [1–25]). In recent years, several authors [3,5,11,13,19]
have investigated the following extension of the Liénard system
dx
dt
= 1
a(x)
[
h(y) − F(x)],
dy
dt
= −a(x)g(x), (1.2)
or this system with a(x) = 1, where a, F , g, and h are continuous functions which ensure the
existence of a unique solution to the initial value problem. Moreover, the following assumptions
hold
(A1) F(0) = 0, a(x) > 0 for x ∈ R, xg(x) > 0 for x = 0,
(A2) yh(y) > 0 for y = 0, h(y) is strictly increasing and h(±∞) = ±∞.
In order to study the global asymptotic stability of the zero solution, oscillation problem and
existence of periodic solutions of the system (1.2) the significant point is to find conditions for
deciding whether all trajectories intersect the vertical isocline h(y) = F(x). Indeed, this prop-
erty is a crucial step for the proof of the existence of oscillatory and periodic solutions, and
global asymptotic stability of the zero solution. For example, Sugie et al. in [19] obtained an
implicit necessary and sufficient condition under which the zero solution of (1.2) with a(x) = 1,
is globally asymptotically stable. But without having explicit conditions for the intersection of
all trajectories with the vertical isocline h(y) = F(x), their result is of theoretical interest only.
We say that the system (1.2) has property (X+) in the right half plane (respectively in
the left half plane), if for every point (x0, y0) with h(y0) > F(x0) and x0  0 (respectively
h(y0) < F(x0) and x0  0), the positive semitrajectory of (1.2) passing through (x0, y0) crosses
the vertical isocline h(y) = F(x). Notice that, by the transformation y → −y and x → −x, we
can transfer any result for the property (X+) in the right half plane, for an analogous result with
respect to property (X+) in the left half plane. Hence, to solve the problem whether all trajec-
tories in the system (1.2) intersect the vertical isocline h(y) = F(x), it is sufficient to solve it in
the right half plane.
In general, it is not an easy matter to verify whether all trajectories intersect the isocline
h(y) = F(x), even for the Liénard system (1.2) with a(x) = 1, and h(y) = y. A considerable
number of studies have been made to decide whether all trajectories intersect the vertical isocline
y = F(x) in the system (1.1) and several interesting necessary and sufficient conditions have
been presented by Villari and Zanolin [21], Hara and Yoneyama [8], and Hara and Sugie [7].
Recently, one of the authors [1] presented some sufficient conditions for intersection with the
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literature. In [5] the authors proved the following result for the system (1.2).
Theorem A. Assume that (A1) and (A2) hold and lim supx→+∞ F(x) > −∞. Then the system
(1.1) has property (X+) in the right half plane if and only if
lim sup
x→+∞
[ x∫
0
a2(η)g(η)
1 + F−(η) dη + F(x)
]
= +∞, (1.3)
where F−(x) = max{0,−F(x)}.
On the other hand a necessary and sufficient condition for property (X+) in the right half
plane is not yet obtained under the assumption
lim
x→+∞F(x) = −∞.
In [5] Gyllenberg and Ping generalized the results of Jiang [11], and Yan and Jiang [22] by the
following necessary and sufficient condition.
Theorem B. Assume that (A1) and (A2) hold, and limx→+∞ F(x) = −∞. If there exist β > 14
and N1 > 0 such that F(x) < 0 for x  N1, and for every fixed k  1 and b  N1, there exists
b¯ > b satisfying
x∫
b
a2(η)g(η)
F (η)
dη 1
k
h−1
(
kβF(x)
) for x  b¯, (1.4)
then the system (1.2) has property (X+) if and only if (1.3) holds.
In this paper we present an implicit necessary and sufficient condition for the system (1.2) to
have property (X+) in the right half plane. Using our implicit condition, we solve this problem
completely when G(+∞) < +∞. For the case
G(+∞) = +∞, and lim
x→+∞F(x) = −∞,
we present some other conditions which seem to be very sharp. In fact our results extend the
results presented by Villari and Zanolin [21] for the Liénard system (1.1). We improve Theorem B
and the results presented by Sugie et al. in [19].
2. Implicit conditions for property (X+)
In this section, we are concerned to obtain some implicit necessary and sufficient conditions
for the system (1.2) to have property (X+). The following theorem extends Theorem 2.1 in [7].
Theorem 2.1. Assume that (A1) and (A2) hold. Then the system (1.2) fails to have property
(X+) in the right half plane if and only if there exist constants b  0, c ∈ R, and a continuous
function ϕ(x) such that
F(x) < ϕ(x) and
x∫
b
a2(η)g(η)
ϕ(η) − F(η) dη c − h
−1(ϕ(x)) for x  b. (2.1)
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y0 > c. This trajectory is considered as a solution y(x) of
dy
dx
= −a
2(x)g(x)
h(y) − F(x) , (2.2)
with y(b) = y0. Suppose that the positive semitrajectory y(x) crosses the vertical isocline h(y) =
F(x). Then it also meets the curve h(y) = ϕ(x), because by (2.1) we have
F(x) < ϕ(x) for x  b and h−1
(
ϕ(b)
)
 c < y0 = y(b).
Let (x1, h−1(ϕ(x1))) be the first intersection point of the trajectory y(x) with the curve h(y) =
ϕ(x). Then
h−1
(
ϕ(x1)
)= y(x1) and h−1(ϕ(x))< y(x) for b x < x1.
Hence, (2.1) yields
y0 − y(x1) =
x1∫
b
a2(η)g(η)
h(y(η)) − F(η) dη <
x1∫
b
a2(η)g(η)
ϕ(η) − F(η) dη
 c − h−1(ϕ(x1))< y0 − y(x1),
which is a contradiction. Thus, the trajectory y(x) does not cross the vertical isocline, and there-
fore the system (1.2) fails to have property (X+).
Necessity. Suppose that the system (1.2) fails to have property (X+) in the right half plane.
Then there exists a positive semitrajectory y(x) of (1.2) which does not meet the vertical isocline
h(y) = F(x). Let ϕ(x) = h(y(x)) and (b, c) be a point on the trajectory y(x). Then it is clear
that F(x) < ϕ(x) and
x∫
b
a2(η)g(η)
ϕ(η) − F(η) dη = h
−1(ϕ(b))− h−1(ϕ(x))= c − h−1(ϕ(x)),
for x  b. Hence, the condition (2.1) is verified and the proof is complete. 
Corollary 2.1. Assume that (A1) and (A2) hold and g∗(x) = a2(x)g(x). Then the system (1.2)
has property (X+) in the right half plane if and only if the system
dx
dt
= h(y) − F(x),
dy
dt
= −g∗(x), (2.3)
has property (X+) in the right half plane.
Now consider the following Liénard system
dx
dt
= y − h−1(F(x)),
dy
dt
= −a2(x)g(x). (2.4)
About this system and the system (1.2) we have the following theorems.
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system (2.4) has property (X+) in the right half plane, then the system (1.2) also has property
(X+) in the right half plane.
Proof. We prove the theorem by contradiction. Suppose that the system (1.2) fails to have prop-
erty (X+) in the right half plane. Then by Theorem 2.1 there exist constants b > 0, c ∈ R, and a
continuous function ϕ(x) > F(x) such that the condition (2.1) holds. Let ψ(x) = h−1(ϕ(x)) >
h−1(F (x)). Since, K(x) is nondecreasing, we get
x∫
b
a2(η)g(η)
ψ(η) − h−1(F (η)) dη =
x∫
b
a2(η)g(η)
h−1(ϕ(η)) − h−1(F (η)) dη
x∫
b
a2(η)g(η)
ϕ(η) − F(η) dη
 c − h−1(ϕ(x))= c − ψ(x).
Hence, by Theorem 2.1 the system (2.4) fails to have property (X+) in the right half plane which
is a contradiction. 
In quite the same manner, we can prove the following theorem.
Theorem 2.3. Assume that (A1) and (A2) hold and K(x) = x − h(x) is nonincreasing. If the
system (2.4) fails to have property (X+) in the right half plane, then the system (1.2) also fails
to have property (X+) in the right half plane.
3. Explicit conditions for property (X+)
In this section we use the implicit conditions presented in the previous section and drive
explicit conditions for the property (X+) in the right half plane. First, we consider the case
G∗(+∞) < +∞, where
G∗(x) =
x∫
0
a2(η)g(η) dη. (3.1)
Theorem 3.1. Assume that (A1) and (A2) hold and G∗(+∞) < +∞. Then the system (1.2) has
property (X+) in the right half plane if and only if
lim sup
x→+∞
F(x) = +∞. (3.2)
Proof. Sufficiency. Suppose that the system (1.2) fails to have property (X+) in the right half
plane. Then by Theorem 2.1 there exist constants b  0, c ∈ R, and a continuous function ϕ(x)
satisfying the condition (2.1). Since, g(x) > 0 for x  b, we have
F(x) < ϕ(x) h(c) for x  b.
This contradicts with (3.2).
Necessity. Suppose that (3.2) does not hold. Then there exists M  0 such that
F(x)M for x  0.
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+∞∫
b
a2(η)g(η) dη < 1.
Let c = h−1(M + 1) + 1 and ϕ(x) = M + 1 for x  0. Then we have F(x) < ϕ(x) and
x∫
b
a2(η)g(η)
ϕ(η) − F(η) dη
x∫
b
a2(η)g(η) dη < 1 = c − h−1(ϕ(x)) for x  b.
Hence, the condition (2.1) is verified. Thus, by Theorem 2.1 we conclude that the system (1.2)
fails to have property (X+) in the right half plane. The proof is now complete. 
Note that Theorem A and 3.1 give necessary and sufficient conditions for intersection with
the vertical isocline in the system (1.2) when limx→+∞ F(x) > −∞, or G∗(+∞) < +∞, re-
spectively. In the following we present explicit sufficient and necessary conditions for the case
limx→+∞ F(x) = −∞ and G∗(+∞) = +∞. Although they are not necessary and sufficient,
they are very sharp. The following theorem gives a sufficient condition for the system (1.2) to
have then property (X+) in the right half plane which seems to be very sharp when it is compared
with the necessary condition given in Theorem 3.3, that we shall prove in this section.
Theorem 3.2. Assume that (A1) and (A2) hold, limx→+∞ F(x) = −∞, and F(x) < 0 for x 
b > 0. If for every k ∈ [0,1] there exists a constant γk > 0 such that
lim
x→+∞
[
(1 − k + γk)h−1
(
(k + γk)F (x)
)−
x∫
b
a2(η)g(η)
F (η)
dη
]
= +∞, (3.3)
then the system (1.2) has property (X+) in the right half plane.
Proof. We prove the theorem by contradiction. Suppose that there exist constants b  0, c ∈ R,
and a continuous function ϕ such that the condition (2.1) holds. In order to complete the proof
we consider two cases:
(i) limx→+∞ ϕ(x) = −∞;
(ii) limx→+∞ ϕ(x) = −∞.
Case (i). There exist a constant d > 0 and a sequence {xn} with xn  b, xn → +∞ as
n → +∞ such that
ϕ(xn) > −d. (3.4)
From (2.1) it is clear that
F(x) < ϕ(x) h(c), for x  b. (3.5)
If h(c) 0, then
xn∫
a2(η)g(η)
−F(η) dη
xn∫
a2(η)g(η)
ϕ(η) − F(η) dη c − h
−1(ϕ(xn))< c − h−1(−d) < ∞.b b
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xn∫
b¯
a2(η)g(η)
−F(η) dη
(
1 + h(c))
xn∫
b¯
a2(η)g(η)
h(c) − F(η) dη

(
1 + h(c))
xn∫
b¯
a2(η)g(η)
ϕ(η) − F(η) dη

(
1 + h(c))(c − h−1(−d))< ∞, for xn  b¯.
Therefore,
(1 − k + γk)h−1
(
(k + γk)F (xn)
)−
xn∫
b
a2(η)g(η)
F (η)
dη < +∞,
for every k ∈ [0,1], n ∈ N , and γk > 0, which contradicts with (3.3).
Case (ii). Define k = lim infx→+∞ ϕ(x)F (x) . Then
0 k  1, (3.6)
because F(x) < ϕ(x) < 0, for x sufficiently large. From the definition of k it follows that for
every  > 0, there exist b1 and a sequence {xn} with b1 > b, xn  b1, and xn → +∞ as n → +∞
such that
ϕ(x)
F (x)
> k −  for x  b1 and ϕ(xn)
F (xn)
< k + .
We may assume without loose of generality that F(x) < 0 for x > b1. Hence, we get
ϕ(x) < (k − )F (x) for x  b1 and (k + )F (xn) < ϕ(xn).
From (2.1) we conclude that
c
xn∫
b
a2(η)g(η)
ϕ(η) − F(η) dη + h
−1(ϕ(xn))>
xn∫
b1
a2(η)g(η)
ϕ(η) − F(η) dη + h
−1(ϕ(xn))
>
1
1 − k + 
xn∫
b1
a2(η)g(η)
−F(η) dη + h
−1((k + )F (xn)).
Consequently, for n 1 we have
xn∫
b1
a2(η)g(η)
−F(η) dη + (1 − k + )h
−1((k + )F (xn))< +∞. (3.7)
Since, k ∈ [0,1] and  is arbitrary, this contradicts with (3.3) and the proof is complete. 
Remark 3.1. For k = 0, we can substitute the condition (3.3) with a weaker condition:
lim
x→+∞
[
h−1
(
γ0F(x)
)−
x∫
b
a2(η)g(η)
F (η)
dη
]
= +∞. (3.8)
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orem 3.2 gives the corresponding result of Villari and Zanolin [21] which is equivalent to the
sufficient condition presented by Hara and Yoneyama [8] for property (X+) in the right half
plane.
Corollary 3.1. Assume that (A1) and (A2) hold, limx→+∞ F(x) = −∞, and F(x) < 0 for
x  b > 0. If
lim
x→+∞
[
h−1
(
2F(x)
)−
x∫
b
a2(η)g(η)
F (η)
dη
]
= +∞, (3.9)
then the system (1.2) has property (X+) in the right half plane.
The following theorem gives a necessary condition for the system (1.2) to have property (X+)
in the right half plane.
Theorem 3.3. Assume that (A1) and (A2) hold, and F(x) < 0 for x  b > 0. If the system (1.2)
has property (X+) in the right half plane, then
lim sup
x→+∞
[
(1 − k)h−1(kF (x))−
x∫
b
a2(η)g(η)
F (η)
dη
]
= +∞, (3.10)
for every k ∈ [0,1).
Proof. Suppose that (3.10) does not hold. Then there exist constants 0 k < 1 and M > 0 such
that
(1 − k)h−1(kF (x))−
x∫
b
a2(η)g(η)
F (η)
dη < M for x  b. (3.11)
Let c = M1−k and ϕ(x) = kF (x). Then the condition (2.1) is satisfied. In fact, it is obvious that
F(x) < ϕ(x) for x  b and by (3.11) we get
x∫
b
a2(η)g(η)
ϕ(η) − F(η) dη =
1
1 − k
x∫
b
a2(η)g(η)
−F(η) dη
1
1 − k
(
M − (1 − k)h−1(kF (x)))
= c − h−1(ϕ(x)),
for x  b. Thus, by Theorem 2.1 the system (1.2) fails to have property (X+). This contradiction
completes the proof. 
Remark 3.3. If h(y) = y and a(x) = 1, then under the assumption limx→+∞ F(x) = −∞, The-
orem 3.3 gives the corresponding result of Villari and Zanolin [21] which is equivalent to the
necessary condition presented by Hara and Yoneyama [8].
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dx
dt
= m|y|p sgn(y) − F(x),
dy
dt
= −g(x), (3.12)
where p  1, and G(±∞) = +∞. Then they presented necessary and sufficient conditions for
this system to have property (X+). But the problem for the case 0 < p < 1, or G(∞) < ∞
is left open. Our results are applicable to this system even when 0 < p < 1, or G(∞) < ∞.
In fact, Theorem 3.1 gives a necessary and sufficient condition to this system to have property
(X+) under the assumption G(∞) < ∞ and Theorems 3.2 and 3.3 are applicable for the case
0 < p < 1. The results presented in [5] are also applicable to the system (3.12) for 0 < p < 1,
but they are very strict.
Here we take some examples to illustrate our results.
Example 3.1. Consider the system
dx
dt
= a|y|p sgn(y) − b|x|m sgn(x),
dy
dt
= −c|x|n sgn(x), (3.13)
where p,a, c,m,n > 0, and b ∈ R. Then this system has property (X+) in the right half plane if
and only if one of the following conditions holds:
(1) b 0,
(2) b < 0, and m
p
< n − m + 1,
(3) b < 0, m
p
= n − m + 1, and −( p1+p )( 11+p )
1
p (−b
a
)
1
p > c
b(n−m+1) .
Solution. In this system we have a(x) = 1, F(x) = b|x|m sgn(x), g(x) = c|x|n sgn(x), and
h(y) = a|y|p sgn(y). Obviously if b 0, then lim supx→+∞ F(x) > −∞. Thus, it follows from
Theorem A that the system (3.13) has property (X+) in the right half plane. Assume b < 0. We
have
h−1(y) = −
(
−y
a
) 1
p
, for y < 0,
x∫
d
a2(η)g(η)
F (η)
dη = c
b(n − m + 1)x
n−m+1 − c
b(n − m + 1)d
n−m+1.
It is easy to check that if m
p
< n − m + 1, then the condition (3.3) holds and the system (3.13)
has property (X+) in the right half plane. Also if m
p
> n − m + 1, then the condition (3.10)
does not hold and the system fails to have property (X+) in the right half plane. Now assume
m
p
= n − m + 1, then we have
(1 − k)h−1(kF (x))= −(1 − k)k 1p(−b
a
) 1
p
x
m
p −
(
p
1 + p
)(
1
1 + p
) 1
p
(−b
a
) 1
p
x
m
p ,
for k ∈ [0,1], and x > 0.
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−
(
p
1 + p
)(
1
1 + p
) 1
p
(−b
a
) 1
p
 c
b(n − m + 1) ,
then the condition (3.10) does not hold for k = 11+p , and the system (3.13) fails to have property
(X+) in the right half plane. On the other hand if
−
(
p
1 + p
)(
1
1 + p
) 1
p
(−b
a
) 1
p
>
c
b(n − m + 1) ,
then there exists  > 0 such that
−(1 − k + )(k + ) 1p
(
−b
a
) 1
p
>
c
b(n − m + 1) , for k ∈ [0,1].
Thus, it follows from Theorem 3.2 that the system (3.13) has property (X+) in the right half
plane.
Example 3.2. Consider the system (1.2) with a(x) = 1,
F(x) = b|x|m sgn(x), g(x) = c|x|me|x| sgn(x),
and
h(y) =
{ a
e
y for − e y  e,
a(ln |y|)p sgn(y) for |y| > e,
where a,p, c,m > 0, b ∈ R, and a = −b. In this example have
h−1(y) = −e(−ya )
1
p
, for y < −e.
By using an argument similar to Example 3.1 we can conclude that this system has property
(X+) in the right half plane if and only if one of the following conditions holds:
(1) b 0,
(2) b < 0, and m < p,
(3) b < 0, m = p, and a > −b.
Remark 3.4. In Example 3.2, if b < 0, a = −b, and m = p, then the system (1.2) has property
(X+) in the right half plane if and only if m < p. For the case b < 0, a = −b, and m = p, we
cannot presently decide whether the system (1.2) has this property or not. We conjecture that this
system fails to have property (X+) in the right half plane in this case.
Remark 3.5. It is easy to check that Theorem B is inapplicable to Example 3.1 when p < 1 and
m
p
= n − m + 1, or m
p
> n − m + 1. Also if m p, Theorem B is inapplicable for Example 3.2.
Finally we have the following example.
Example 3.3. Consider the system (1.2) with
h(y) =
{
y for − 1 y  1,
3√y for |y| > 1,
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√
−2x + kx
(logx)n , for x sufficiently large, where 0 n 1, and
k > 0. Then y − h(y) is nondecreasing. Hara and Sugie in [7] proved that the system (1.1) with
F(x) = −2x + kx
(logx)n
,
for x sufficiently large, and g(x) = x has property (X+) in the right half plane. Thus, by Theo-
rem 2.2 the system (1.2) has property (X+) in the right half plane.
Example 3.4. Consider the system
dx
dt
= ay
3 − bx3
|x| +  ,
dy
dt
= −cx(|x| + ), (3.14)
where a, c,  > 0, and b ∈ R. Then with an argument similar to that of Example 3.1 we conclude
that if
(1) b 0, then this system has property (X+) in the right half plane,
(2) b < 0, and
3
4
(
b
4a
) 1
3
>
c
b
,
then this system has property (X+) in the right half plane,
(3) b < 0, and
3
4
(
b
4a
) 1
3
<
c
b
,
then this system fails to have property (X+) in the right half plane.
In the case
3
4
(
b
4a
) 1
3 = c
b
,
we cannot presently decide whether this system has property (X+) or not.
Remark 3.6. Here we should mention again that our theorems can be used in stability theorems.
In fact, by these theorems we can obtain some necessary and sufficient conditions for the global
asymptotic stability of the zero solution of the system (1.2) similar to Theorem 4.2 in [5]. It
seems that our results will be stronger than the results presented in [11,22] and [5].
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