Information about soil organic carbon fractions is important in understanding the vulnerability of soil carbon to climate change and land management. Soil organic carbon can be divided into fractions that are labile and others that are more stable. All existing methods to fractionate soil organic carbon are time consuming and complex. Near-infrared reflectance spectroscopy (NIRS) is a rapid analytical technique. In this study we evaluated and optimized the use of NIRS to predict soil organic carbon fractions with the constraint that the carbon fractions (labile and stabilized) should add up to 100% (total organic carbon content). We used samples from two datasets from agricultural and forest sites in Germany (dataset A) and Europe (dataset B). Samples were fractionated by two different methods (density and physical-chemical fractionation) as reference methods. Soil samples were scanned in the NIR range and calibration models were developed using partial least squares regression. The key to improving model performance was the log-ratio transformation proposed by Aitchison for compositional data that enabled us to model the fractions as dependent variables. Traditional methods for the optimization of NIRS models, such as selection of wavelength range and pretreatment of spectra, showed no effective reduction in error. With the constraint that both fractions add to 100% (log-ratio transformation), the ratio of performance to deviation (RPD) increased from 1.6 to 2.8 for the labile C fraction and from 1.5 to 3.2 for the stabilized C fraction. Root mean square error of cross-validation of the labile fraction was 4.3 g C kg −1 for dataset A and 2.7 g C kg −1 for dataset B, which corresponds to an R 2 of 0.88-0.80 and RPD of 2.9-2.2, respectively. The models performed equally well for different soil textures and land-use types. With log-ratio transformation, more precise calibrations of NIRS for C fractions could be obtained.
Introduction
Soil organic carbon (SOC) is the largest terrestrial carbon pool, with important ecosystem functions (Ciais et al., 2013) . The size of the carbon pool is influenced by environmental factors such as soil type, climate and vegetation, but also by human-induced factors Correspondence: A. Don. E-mail: axel.don@thuenen.de Received 1 December 2017; revised version accepted 22 October 2018 such as land use and management (Freibauer et al., 2004) . Soil organic carbon comprises a wide range of compound classes with different degrees of stabilization and thus a wide range of turnover times (Torn et al., 1997) . Different fractionation methods can be used to separate SOC into pools with different turnover times. Quantitative assessment of carbon (C) fractions is important for understanding the carbon dynamics in ecosystems and the vulnerability of SOC to changes in climate or management. Therefore, evaluation of soil C fractions at regional and continental scales is a precondition to assessing the vulnerability of soil carbon and, based on this, developing policy options to protect and increase soil carbon in a stabilized form. The international 4 per1000 initiative aims to increase soil carbon stocks and requires methods to quantify the long-term stabilized SOC fraction that contributes to climate mitigation.
In recent decades, many methods have been developed to separate soil carbon into C fractions, but all these methods are time consuming. Thus, large-scale application is hampered by the enormous workload of this analysis. Visible-near-, near-or mid-infrared reflectance spectroscopy (vis-NIRS, NIRS, MIRS) and chemometrics are fast analytical tools that have been applied at various spatial scales in soil science (Stenberg et al., 2010; Jaconi et al., 2017) . The most challenging step is the development of calibration models because the variables of interest (here SOC fractions) have to be quantified against a background of soil minerals that dominate the spectra and show increasing variability with increasing scale from field to continent. From a single absorption spectrum of bulk soil, however, various properties, such as SOC content and fractions, particle-size distribution and oxide content, can be estimated if related calibration models are available .
Soil organic carbon has absorption bands in the NIR range. However, visual identification of these absorption wavenumbers in spectra is difficult because they are weak, representing only overtones and combinations that occur in the mid-infrared region (Viscarra Rossel & Hicks, 2015) . Most published studies have used mid-infrared spectroscopy (MIRS) to estimate C fractions, but NIRS has also been used (Zimmermann et al., 2007a; Yang et al., 2012; Baldock et al., 2013) . In general, NIRS and vis-NIRS require less sample preparation, which is a considerable advantage, in particular if there are many samples to be measured (Viscarra Rossel & Hicks, 2015) . Moreover, large spectral libraries or time series with repeated sampling are easier to establish using NIRS because of greater comparability of spectra among methods of measurement and instruments (Viscarra Rossel et al., 2016) . Near infrared sensors are already used in precision agriculture and field NIR spectrometers (Mzuku et al., 2015) . Thus, NIRS appears to be the most appealing technique to meet the 'trade-off' between low cost and accuracy, and it can be applied to large areas at the regional scale and beyond (Bellon-Maurel & McBratney, 2011) . Few studies have used NIRS to predict C fractions, and most existing studies are restricted to field (Sarkhot et al., 2011) or regional scales (Cozzolino & Morón, 2006; Vasques et al., 2009; Vohland et al., 2011) . Only one study has examined national and continental scales (Viscarra Rossel & Hicks, 2015) .
Calibration of fractions is different from that of other soil properties because the fractions are not independent of each other. In one sample, a large relative proportion of stabilized C consequently results in a small relative proportion of labile C. However, until now all fractions have been calibrated separately and independently of each other or, for two fractions, one fraction was estimated as a residue of the other. However, when calibrated and predicted separately, the fractions do not necessarily add up to 100%. Fractions are compositional data and should by definition always add up to 100% or, in the case of C fractions, to the total SOC content. Thus, the aim should be to model compositional data simultaneously. Compositional data have particular properties because they are parts of a whole (Pawlowsky-Glahn & Egozcue, 2006) . Such data are widespread in the geosciences and other disciplines, underpinning classification, discrimination and modelling. In soil science, particle-size distribution is compositional data that is widely used (Lark & Bishop, 2006) , and has major consequences for statistical analysis.
More than 30 years ago, Aitchison (1982) searched for a suitable sample space in which to deal with compositional data and improved perception of the nature of compositions using log-ratio transformation. Log-ratio transformation between two fractions is used as the variable, and not the individual fraction values. This mathematically challenging but elegant way to model fractions has, to our knowledge, never been used before to predict soil C fractions. It is the key to reaching the aim of modelling compositional data simultaneously.
The aim of this study was to evaluate and optimize the use of NIRS to predict the quality of soil organic matter (C fractions) for different types of land use and a wide range of soil textures at national to continental scales. We assessed how implementation of the constraint, that the two C fractions (labile and stabilized) should add up to 100% (total organic carbon content), influences the model performance. The constraint was achieved with a log-ratio transformation proposed by Aitchison. Two different fractionation schemes were also compared (density and physical fractionation) in order to test the approach.
Materials and methods

Study areas and soil samples
Two independent datasets (A and B) were used in this study to assess the effect of different optimization steps, irrespective of sample origin and the fractionation scheme applied to the soil samples (for simplicity named 'samples' throughout the paper).
Dataset A comprised 105 topsoil samples (0-10-cm depth), which was representative of soil physical and chemical characteristics and land-use types within the German Agricultural Soil Inventory (Jaconi et al., 2017) . The study sites were under cropland and grassland management, and covered all major regions of Germany. The sites varied in altitude from 0 m to 809 m a.s.l., the range of mean annual precipitation (MAP) varied from 524 to 1460 mm and the range of mean annual temperature (MAT) varied from 6.8 to 11.0 ∘ C (Table 1) . The SOC content of the sample set ranged from 8.2 to 79.1 g kg −1 . All climate data were derived from the national meteorological service of Germany DWD (Deutscher Wetterdienst).
Dataset B consisted of samples from two projects on land-use changes. One dataset had soil samples from the 0-10-, 10-20-and 20-30-cm soil depths from land under cropland and perennial crop management (short rotation coppice) in Germany ( Table 1 ). The samples were collected at 21 paired sites: one sample from arable land and one from a short rotation coppice, with a wide range of soil types. However, 33 composite samples only were selected for fractionation from the 21 sites and the SOC content ranged from 4.9 to 36.8 g kg −1 . Composite samples were derived by pooling samples from each depth and from at least five individual augers within a sampling area of 14 m × 21 m. All samples were derived from different sites or land-use systems. The sampling sites varied in altitude from 43 to 630 m a.s.l. and represented a gradient in mean annual precipitation (MAP) from 547 to 1451 mm, as described in detail by Walter et al. (2015) .
The second dataset originated from a pan-European sampling campaign covering 24 paired and triple sites with two to three contrasting land-use types. We selected 157 composite samples as for the first dataset for fractionation from the 0-10-, 10-20-and 20-30-cm soil depths (three samples per site) from cropland, grassland, forest (both deciduous and coniferous) and perennial crops (Miscanthus spp.). The range in elevation, MAP and MAT at the sites was 6-1792 m a.s.l., 542-2415 mm and 3-13 ∘ C, respectively. The SOC content ranged from 2.6 to 70.1 g kg −1 . Further details are presented by . With both datasets A and B, a total of 295 samples were fractionated and scanned with NIR, as described in the following sections. The range in soil texture of the two datasets is shown in Figure 1 .
Fractionation methods
Density fractionation of dataset A. A densimetric method described by Golchin et al. (1994) was applied to separate the following three fractions: free particulate organic matter (fPOM), occluded particulate organic matter (oPOM) and mineral-associated organic matter (MOM). The original protocol was adapted slightly by adding weak sonification to obtain the labile fraction (fPOM) attached to aggregates or mineral particles without being occluded. In brief, 30 g soil, sieved to < 2 mm, was dissolved in sodium polytungstate solution (d = 1.8 g ml −1 ), dispersed using weak ultrasonic treatment (65 J ml −1 ) and centrifuged. The supernatant fPOM fraction was then filtered, washed with distilled water, dried at 40 ∘ C, weighed and milled. The precipitate was dissolved in sodium polytungstate solution and mixed using a vortex shaker. Ultrasonic dispersion (450 J ml −1 ) and centrifugation were then applied again. The supernatant was filtered, dried, weighed and milled to obtain the oPOM fraction. The remaining pellet was the MOM fraction, which was washed with distilled water, dried, weighed and milled.
Physical fractionation of dataset B.
A physical fractionation step was performed to obtain four SOC fractions, as proposed by Zimmermann et al. (2007a) and refined by . These fractions were: dissolved organic carbon (DOC), particulate organic matter (POM), SOC in sand and stable aggregates (S + A) and SOC attached to silt and clay particles (s + c). In brief, 30 g soil, sieved to < 2 mm, were dissolved in water and dispersed by a soft ultrasonic (21 J ml −1 ) treatment. The dispersed suspension was then wet-sieved with a 63-μm sieve. Particles remaining on the sieve consisted of sand and stable aggregates (S + A) and unprotected POM. Particles > 63 μm were mixed with sodium polytungstate and centrifuged. The decanted light POM fraction and the pellet in the centrifuge tube (S + A) were washed and dried at 40 ∘ C. The suspended fraction < 63 μm was also centrifuged to obtain the s + c fraction, an aliquot of the supernatant was filtered through a 0.45-μm membrane filter to obtain the suspension from centrifugation, and an aliquot of the filtrate was used to measure the amount of dissolved organic carbon. Carbon content in all solid fractions and the bulk sample (to calculate the recovery rate) was measured by dry combustion (LECO RC 612, LECO Corp., St. Joseph, MO, USA). If samples contained inorganic carbon (if pH was > 6.2), organic carbon was determined as the difference between total carbon and inorganic carbon measured after 16 hours at 450 ∘ C in a muffle kiln. Carbon content in liquid samples (DOC) was determined with a liquid analyser (DIMATOC 2000; Dimatec, Essen, Germany).
The rates of recovery of SOC for both fractionation schemes were between 80 and 110% and the difference in rate of recovery to 100% was redistributed proportionally between all fractions. Samples with smaller or larger rates of recovery than the above range were regarded as outliers and not taken into account.
Classification into labile and stabilized C-fractions. The SOC in free and occluded particulate organic matter of dataset A was considered to be young and fast-cycling (labile), whereas that attached to minerals was considered to be older and slow-cycling (stabilized) (Golchin et al., 1994) . Thus, SOC in fPOM and oPOM was categorized as labile, whereas that in MOM was categorized as stabilized (Table 2 ). For the physical fractionation method of Zimmermann et al. (2007a) (applied to dataset B), POM and DOC were combined to obtain the labile plant litter pools of the RothC model (Coleman & Jenkinson, 1996) , whereas that stored in sand and aggregates was originally linked to the more stable humus pool of the model. Although Zimmermann et al. (2007b) found a good overall empirical link between fractions and model pools, they pointed out that their fraction-derived labile pool was slightly smaller than the labile pools of RothC. Thus, in a subsequent study, categorized the POM, DOC and S + A fractions as labile, arguing that S + A primarily contains occluded SOC in aggregates > 63 μm, which is more comparable to oPOM than to the s + c fraction in terms of its stability. Those authors found that this configuration improved the model fit. Therefore, we decided to categorize the fractions obtained into labile and stabilized as listed in Table 2 .
The NIRS spectra
The complete bulk soil samples were dried at 40 ∘ C, sieved to 2 mm and a subsample was finely milled in a planetary ball mill to < 0.1 mm. Before analysis, the samples were dried again at 40 ∘ C and equilibrated to room temperature for a few minutes in a desiccator. The samples were then scanned in a rotation sample cup of 4-cm diameter in a Fourier-transform near infrared spectrometer (FT-NIRS; MPA, Bruker Optik GmbH, Ettlingen, Germany). The spot size was 2.3 mm and the scanned area 12.6 cm 2 . The reflectance (R) spectra of the soil samples were measured in the NIR range from 910 to 2630 nm, with a spectral resolution of 0.92 nm and 32 scans. The final spectrum was the average of two repetitions and was converted to an absorbance (A) spectrum using the equation: A = log 10 (1∕R) .
(1)
Pretreatment of spectra. We compared 45 different pretreatments of the spectra intended to improve accuracy of the model (see Table S1 , Supporting Information), including standard normal variate (SNV), multiplicative scatter correction (MSC), different smoothing window sizes of the Savitzky-Golay filter, and derivations and combinations of those. For both datasets, pretreatment resulting in the smallest model error was the first derivative (using the Savitzky-Golay filter with a window size of three data points; Savitzky et al., 1964) and was applied to the spectral data to reduce the baseline variation. The spectra were trimmed to include only the wavenumber range (wavenumber range selection) from 1330 to 2630 nm because the signal-to-noise ratio in the region below 1330 nm was very small. 
Calibration model development
Calibration with partial least-squares regression (PLSR) based on NIR spectra and reference laboratory data for C fractions was implemented using R 3.2.3 (R Core Team, 2015) and the 'PLS' package (Mevik & Wehrens, 2007) . The PLSR model results were explored in three ways. (i) The model was explored using all samples for each dataset (A and B), with cross-validation to compare the effects of the pretreatments, wavelength selection and log-ratio transformation. (ii) The dataset was split into a calibration set (two-thirds of total samples) and an independent validation set (one-third of total samples). Selection was carried out randomly with 100 iterations (leaving one-third of the samples out at each iteration and ensuring that samples from the same site were not distributed in both the validation and the calibration datasets). (iii) The effect of size of the calibration set was explored, starting with 30 randomly selected samples for calibration and the remaining samples used for validation, then adding 20 samples in the calibration set until the total sample size was reached. This was done to explore the effect of size of calibration set on model performance using cross-validation. To avoid over-optimistic validation indices all cross-validations were 'leave-one-profile-out'.
Log-ratio transformation and calculations
Compositional data provide relative information, being parts of some whole (Pawlowsky-Glahn & Egozcue, 2006) , where all fraction variables of a sample sum to 100%. Aitchison (1982) proposed that compositional variates are transformed before analysis into log-ratios (Lark & Bishop, 2006) . The advantage of the transformation is to provide a one-to-one mapping on to a real space leading to the methodology based on a variety of log-ratio transformations. These transformations allow the use of standard unconstrained multivariate statistics applied to transformed data.
The C fractions were considered dependent variables and, in order to have this constraint, both fractions should add up to 100%; in our study this meant that the sum of the labile and stabilized fractions should equal the total SOC content. The models were developed using the log-ratio transformation according to Equation (2), as proposed by Aitchison (1982) :
where f r is the function of the log-ratio (r = ratio) between the labile and stabilized fractions in g C kg soil −1 . After applying the model (PLSR) using the log-ratio, the cv is the estimated value from the cross-validation (PLSR) based on the log-ratio. To derive estimates of the C fraction as non-transformed values (LA cal (labile fraction) and ST cal (stabilized fraction)) and with compositional constraint, the following equations were used:
and
The estimates of LA cal and ST cal (stabilized fraction) added to 100%. The relative fractions in percentage of total SOC were transformed into absolute fractions in g C kg soil −1 as:
where SOC is total SOC content of the sample in g C kg soil −1 . Because of this constraint, C fractions of compositional data are not allowed to vary independently. As the proportion of one C fraction increases, the proportion of the remaining C fraction must decrease (Kucera & Malmgren, 1998) .
We used the following statistical indices to evaluate model performance: root mean square error of cross-validation (RMSECV), root mean square error of prediction (RMSEP) for the validation dataset and relative root mean square error of the cross-validation (RMSECV r ), defined as:
where x i are the reference values and x the predicted values, N is the number of samples and x is the mean of the reference values. In addition, ratio of performance to deviation (RPD) was calculated as:
where is the standard deviation of the reference values. According to Viscarra Rossel et al. (2006) , the following classification of RPD values can be used to judge model quality: RPD < 1.0 indicates very poor models and their use is not recommended; RPD between 1.0 and 1.4 indicates poor models where only large and small values are distinguishable; RPD between 1.4 and 1.8 indicates fair models that may be used for assessment and correlation; RPD values between 1.8 and 2.0 indicate good models where quantitative predictions are possible; RPD between 2.0 and 2.5 indicates very good quantitative models; and RPD > 2.5 indicates excellent models. This classification is arbitrary, but it helped here in comparisons with other soil NIRS models. The ratio of performance to interquartile range (RPIQ) proposed by Bellon-Maurel et al. (2010) was also used because it is less sensitive to outliers than RPD:
where IQ is the interquartile range (IQ = Q3-Q1), Q3 is the 75% percentile of the samples and Q1 is the 25% percentile. Moreover, Lin's concordance correlation coefficient ( c ) (Lin, 1989) was used, which quantifies the agreement between two variables (observed and predicted values), the coefficient of determination (R 2 ) and bias.
Further statistical analyses
To assess the effect of land-use type on the accuracy of prediction, we applied a linear mixed-effect model with the relative squared residual of each predicted labile C fraction (Pinheiro et al., 2014) . The relative residual (%) was used to account for the fact that the prediction error scaled with the total size of the fraction. For dataset B, which consisted of pairs of different land-use types at each site, it was necessary to include site as a random effect to test the effect of land use (fixed effect). It was also expected that the two datasets would have an effect on the accuracy of prediction; therefore, site was nested in the dataset as the second random effect. A second model was run to compare the two datasets (fixed effect) for prediction accuracy. Therefore, land use was used as a random effect. In the third type of model, soil texture (proportions of clay, silt and sand separately) was used as a fixed effect and land use nested in the dataset was used as a random effect. Non-normality of the relative squared residuals was assessed visually with Q-Q plots, and data were transformed where necessary by log 10 (relative squared residuals+0.1). A few samples had a relative squared residual of 0; therefore, we added 0.1 to each value. Significance was assessed at P ≤ 0.05. This analysis was performed with all the datasets.
Results
New constraint of C fractions adding up to 100% and traditional pretreatments of spectra
Different options to optimize NIRS calibrations of soil C fractions were tested using the total datasets with cross-validation. The simple constraint that the labile and stabilized fractions should add up to 100% was the key to deriving calibrations (Figure 2 ). This constraint was implemented with a log-ratio transformation during the calibration process, as described above. Traditional methods of NIRS for model optimization, such as wavelength selection and pretreatment of spectra, resulted in RPD values not exceeding 2, with minor or even no effect on the RPD compared with no pretreatment of spectra (Figure 2 ). The RMSECV for dataset A was 10.3 g C kg soil −1 for the labile fraction and 14.8 g C kg soil −1 for the stabilized fraction, and for dataset B the RMSECV was smaller, 3.3 and 6.0 g C kg soil −1 for the labile and stabilized fractions, respectively, with the best pretreatment of the spectra and selection of wavenumber range. In contrast, when the additional constraint (log-ratio transformation) was added, the RPD increased above 2 (Figure 2 ) and decreased the RMSECV by 20-57% for the labile C fraction and by 55-70% for the stabilized C fraction compared with traditional methods. The RMSECV decreased to 4.4 g C kg soil −1 for dataset A and 2.7 g C kg soil −1 for dataset B. Note that the model was based on the ratio of both fractions; therefore, the RMSECV for the labile and stabilized fractions was the same. According to the classification system suggested by Viscarra Rossel et al. (2006) , these models were very good to excellent (Figure 2 ). The R 2 also improved considerably with log-ratio transformation, reaching a value of 0.76-0.90 (Tables 3 and 4) .
In general, we obtained better calibrations for the labile fraction with larger RPD than for the stabilized C fraction, when only traditional methods were used. However, the use of the log-ratio transformation resulted in larger RPD values for the stabilized than for the labile fraction. The predicted relative fraction sizes were similar to the average measured fraction sizes.
Two independent datasets and fractionation schemes
The capacity of NIR calibrations in this study to predict C fractions in an independent dataset (splitting into a calibration and validation dataset) is shown in Table 3 . For both datasets A and B, the models performed only slightly worse for the validation than for the calibration dataset, indicating that all samples are fairly independent of each other. In further analyses, we considered the total samples and the results of the best model, which was the one that included traditional pretreatment methods and also the new constraint of fractions adding to 100%.
Model performance for the labile and stabilized C fractions was similar for the two fractionation schemes (Table 4) . For dataset A, however, the precision was better for the labile fraction than in dataset B. The RMSECV was smaller for dataset B than A because of the smaller mean C content of the fractions (Table 4) . However, these two fractionation schemes differed considerably because one comprised only density flotation (dataset A) and one was a combination of density and aggregate size fractionation (dataset B). For the stabilized C fraction of both datasets, the NIRS models showed good agreement with the measured values, as indicated, for example, by Lin's concordance coefficients ( c ) of 0.95 and 0.94 for dataset A and B, respectively. For the labile C fraction, c was slightly smaller, with c of 0.93 for dataset A and 0.89 for dataset B. The labile C fraction, in particular for samples with large C labile fractions, was slightly underestimated by the model (Figure 3) . Figure 3(a) shows that most samples contained less than 20 g kg −1 of their total SOC in the labile fraction. For calibration, a more equal distribution across the total range of values is an advantage, which was the case for the stabilized fraction (Figure 3(b,d) ).
Number of samples in the calibration set
The number of calibration samples was tested by selecting different sample sizes for the calibration and using the remaining samples for validation. Model performance increased continually with an increase in number of calibration samples from 30 to 170; the latter was the maximum number of available samples (Figure 4) . This improvement in model performance was observed for both the labile and stable C fractions. The RMSECV values decreased RMSECV, root mean square error of cross-validation; RPD, ratio of performance to deviation; RPIQ, ratio of performance to interquartile range; c , Lin's concordance correlation coefficient; n, number of samples; f, number of factors in the model. with size of dataset. With 170 calibration samples, the RMSECV reached a minimum for the model of dataset B (Figure 4c,d) . Such a minimum was not detected in dataset A, probably because it comprised 105 samples only. For dataset A, there was a negative relation between RMSECV and number of calibration samples. The standard deviation, describing the variation in RPD values of the 100 random selection iterations, also decreased with an increase in number of calibration samples, because of the increased probability of selecting similar sample sets. This indicates that NIRS models become increasingly sensitive to the selection of representative samples with a decrease in the number of calibration samples.
Effect of land-use type and soil texture
The land-use types included in this study differed widely in terms of average SOC content, with the largest contents in forest and grassland (see Table 1 ). In general, using all samples (values of the cross-validation), the model residuals had a normal distribution; the largest frequency of samples had residuals close to zero ( Figure 5 ). For cropland samples in datasets A and B and grassland samples in dataset B, the distribution of residuals was approximately normal. For soils under grassland in dataset A (Figure 5b ) and under forest (Figure 5f ) and perennial crops (Figure 5e ) in dataset B, the distribution of the residuals appeared skewed. However, there was no systematic over-or under-estimation for any of the land-use types, indicated by the average residuals being close to zero for all land-use types (Table 5) . We found a small but significant effect of land-use type on relative squared residuals (Table S2 (Supporting Information), Model 3), with significantly larger residuals (i.e. less accurate predictions in grassland and forest samples) than for perennial crops and croplands. This is illustrated in Figure 6 (dataset B) where the residuals of the grassland and forest samples have a larger amplitude than those of the cropland and perennial samples. This is in accord with the RMSECVr values reported in Table 5 , which are smallest for the labile C fraction in perennial crops (41%) and largest for forests (across dataset comparison).
For different texture classes, we found no difference in model performance (Table S2 ). Figure 6 shows the residuals of the labile C-fraction (for stabilized C, Figure S1 , Supporting Information) as a function of sand content. In dataset B, three sandy forest samples had large positive residuals (i.e. were over-estimated by the NIRS prediction). However, no texture class (sand, silt and clay) could explain parts of the variation in the residuals (Table S2) .
Discussion
Model development with log-ratio transformation and pretreatment of spectra
Near-infrared models developed for soil C fractions with log-ratio transformation showed convincing results that can be classified as very good to excellent according to Viscarra Rossel et al. (2006) . For different fractionation schemes and two datasets with different land-use types and soil texture, the NIRS calibrations predicted C fractions accurately. The models developed accounted for 80-90% of the variation (Table 4) . However, total SOC was much more accurately estimated using NIRS or vis-NIRS than the C fractions (Vasques et al., 2009) .
For large areas (national to continental), the variation in labile and stabilized C fractions increased and heterogeneity of the soil matrix also increased, making NIR-derived estimates more difficult. The key to developing NIRS models with good prediction accuracy for large areas in the present study was data transformation that allowed labile and stabilized C fractions to be modelled as dependent variables. The log-ratio transformation solution has been used previously to model compositional data in geochemistry and geology, but has rarely found its way into soil science (Odeh et al., 2003) . To our knowledge, the present study is the first to apply log-ratio transformation to C fractions in spectroscopic models. Such a transformation could also be used for three fractions to estimate soil texture, for example, with the sand, silt and clay contents as compositional data.
Our results showed that pretreatment of the spectra and wavenumber selection, the traditional methods for NIRS model optimization, rarely improved model performance (Figure 2) . The selected wavenumber range contained the main information, with overtones and combinations that had a large influence on predicting C fractions. Nevertheless, the effects of these common options for model optimization on model performance were small.
Additional options to reduce NIRS model errors for C fractions
In addition to the new log-ratio transformation option to model fractions simultaneously, and thus considerably reduce the model errors, other options were also explored. Soil over large areas is heterogeneous and the number of samples is a decisive factor in the performance of soil NIRS calibrations. Samples in dataset A originated from a national soil inventory and covered a large range of soil properties, including considerable variation in the proportion of labile C (Table 1) . With 105 samples, the model for dataset A seemed scarcely able to cope with this heterogeneity in the sample set. Model performance then increased continuously with an increasing number of samples (Figure 4 ). However, there was a maximum number of samples beyond which little model improvement could be achieved. Dataset B also covered a wide range of land-use types and soil types throughout Europe, and model performance increased with the number of samples to the maximum 170 available. For a regional-scale dataset, Ramirez-Lopez et al. (2014) found even smaller sizes of sample sets for vis-NIR calibrations beyond which no relevant improvements in model performance could be achieved for estimating the clay and calcium content in soils. The importance of sample set size thus depends strongly on the heterogeneity of the soils in the sample set and the variable of interest. Moreover, the distribution of values of the variable of interest in the sample set is of major importance for model performance. For example, the labile fractions had a non-uniform distribution with an accumulation of samples with small values (< 5 g C kg −1 ), which was one reason why this fraction was estimated less accurately than the stabilized fraction, which was more uniformly distributed ( Figure 3) . A more uniform distribution of values in the C fraction in our datasets was not possible because they were not selected and fractionated solely for NIRS calibrations.
Near-infrared prediction of C fractions
To determine the robustness of the NIRS models developed, we split the data into a calibration and an independent validation dataset. There were only small differences in the indicators of model performance between these datasets, which suggests that the soils were largely independent; therefore, cross-validation with leave-one-profile-out can be used for model evaluation (Table 3 ). Lin's concordance coefficient ( c ) for predicted C fractions was always larger than 0.85, suggesting good agreement in both the validation and the calibration datasets.
Effect of fractionation scheme and soil properties on NIRS model results
The C fractions of the two different fractionation methods were comparatively well predicted by NIRS, despite the fact that they differed in fractionation scheme and in proportion of C in the labile and stabilized fractions. In the physical fractionation procedure (dataset B), a smaller proportion (%) of labile C was measured than in the density fractionation procedure of dataset A (Table 1) . This difference can probably be explained by the fact that the physical fractionation procedure was applied to samples from three different depths (0-10, 10-20 and 20-30 cm) in dataset B, whereas the density fractionation was applied only to samples from the 0-10-cm depth in dataset A. In grassland, in particular, the proportion of labile SOC is known to decrease with increasing soil depth following the gradient of fresh organic matter input to the soil (Roscoe & Buurman, 2003) . The strong difference between datasets A (37%) and B (17%) in the proportions of labile C in cropland samples (Table 1) could be partly related to the fact that dataset A included several sandy soils with a large proportion of particulate organic matter. The validity of the approach for two independent fractionation methods and datasets highlights its transferability and robustness. Given a well-selected, sufficiently large calibration sample set, NIRS seems able to predict labile and stabilized SOC fractions obtained by any fractionation procedure.
A wide range of soil samples was used in this study, representing the major land-use types in Europe and covering a wide range of soil properties Walter et al., 2015) . Because of differences in organic matter chemistry and dynamics and the proportions of labile and stabilized C fractions, we hypothesized that land-use type affects the accuracy of NIRS prediction. We found a significant effect of land use on the relative squared residuals, indicating that cropland and perennial crop samples were predicted more accurately than grassland and forest samples. This was, however, only partly related to the smaller C content in cropland soils because differences were also detected for the relative squared residuals. In some forest samples, C fractions were predicted slightly less accurately, with overestimation of the labile fraction by up to 40%. However, these were also very sandy samples, which are known to be problematic for NIRS (Jaconi et al., 2017) . Quartz particles can reflect light and therefore increase the length of the pathway of light in the sample, which in turn increases the contact with organic matter particles and thus larger SOC values are predicted. Both sample sets were datasets that comprised different climate regions and soil types, indicating that our approach to model development for C fractions could be applied successfully to other datasets.
Conclusions
Our study showed that NIRS models can predict soil C fractions with high precision if the constraint, that C fractions add up to 100% (total organic carbon content), is implemented in the model development process with the log-ratio transformation. With our assessment of the performance of NIRS models based on two different fractionation schemes and two different soil datasets that covered a wide range of soil types and land-use types, we demonstrated that our approach is robust and can be used elsewhere to explore the quality of SOC with C fractions. In addition to the log-ratio transformation, traditional options to optimize NIRS models to estimate soil C fractions were explored; pretreatment of spectra and selection of wavenumber range resulted in only small improvements to model precision. However, model precision improved with an increasing number of calibration samples. Our results emphasize that developing soil NIRS models at regional to continental scales is a challenging task because of the diversity of soil types.
Near-infrared analysis is rapid, making it possible to analyse large numbers of samples in a practical and timely manner. The possibility of deriving several different soil properties, including the C fraction, from one spectrum makes spectroscopic analysis attractive for environmental monitoring, modelling and precision agriculture.
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