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ABSTRACT 
An Empirical Assessment of the Crosscutting Concern Problem 
Marc Eaddy 
 
Modularity is essential for creating evolvable software.  Traditional programming 
languages limit the level of modularity that can be achieved because they provide only 
one way to structure the program, e.g., as a hierarchy of types.  Regardless of how a 
program is structured, some features, requirements, or other types of  concerns of the 
program cannot be modularized; that is, they cut across the program’s structure.  These 
so-called crosscutting concerns result in programs that are difficult to understand and 
reason about, to divide into manageable pieces, to reuse, and to evolve. 
In  this  dissertation,  we  assess  the  impact  of  crosscutting  concerns  on  software 
quality.  Little is known about the impact because determining the concerns of a program 
and how they are implemented is difficult, existing metrics for quantifying crosscutting 
are inadequate, and empirical evidence is lacking. 
To  locate  the  source  code  that  implements  a  concern,  i.e.,  concern  location,  we 
present a new technique called prune dependency analysis, which can be combined with 
existing concern location techniques to dramatically improve accuracy.  We developed 
CERBERUS, a potent hybrid technique for locating concerns that combines  information 
retrieval, execution tracing, and prune dependency analysis.  Our experiments show that 
prune dependency analysis can boost the recall of information-retrieval-based concern  
   
location  by  155%  and  execution  tracing  by  104%.    In  addition,  we  show  that  our 
combined technique outperformed other techniques when run individually or in pairs.  
After using our techniques to locate all the code that implements a concern, our 
novel concern metrics quantify the amount of crosscutting that exists.  We assessed the 
crosscutting concern problem by performing rigorous empirical studies of five medium-
sized  programs.    We  found  a  moderate  to  strong  statistically  significant  correlation 
between the amount of crosscutting and the number of defects.  That  is, the more a 
concern crosscuts the program, the more likely it is to have defects.  We also found that 
the crosscutting concern problem was prevalent: 86% of the concerns we analyzed were 
crosscutting, concerns were implemented by 6 classes on average, and classes implement 
10 concerns on average. 
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Chapter 1  
 
Introduction 
1.1.  Motivation and Purpose 
odularization is the act of breaking down a software system into ―logically self-
contained and discrete parts‖ (i.e., modules) [3] to achieve the following: 
To make complexity manageable; 
to enable parallel work; and 
to accommodate future uncertainty. 
– Baldwin and Clark [10] 
Well-modularized programs
1 are easier  and less costly  to understand, implement, 
test,  maintain,  and  evolve  [132]  [161].  In  recognition  of  this  fact,  programming 
languages have supported modular progr amming in various forms since the very first 
languages.  Despite these efforts, often  some of  the features, requirements, or, more 
generally, concerns, of the program are implemented in a nonmodular way.  A general 
definition for the term ―concern‖ is any consideration that can impact the implementation 
                                                 
1 In this dissertation, the term ―program‖ is synonymous with ―software system.‖ 
M 
Program structure should be such as to anticipate 
its adaptations and modifications. 
—Edsger W. Dijkstra CHAPTER 1.  INTRODUCTION  2 
 
of a program [97].  A concern is nonmodular, or crosscutting, if it is implemented by 
code fragments that cut across multiple modules (e.g., files, classes, functions) [106].  
The  inability  to  modularize  all  the  concerns  of  a  program  is  called  the  crosscutting 
concern problem. 
Crosscutting  concerns  are  hard  to  implement  and  change  consistently  because 
multiple,  possibly  unrelated,  locations  in  the  code  have  to  be  found  and  updated 
simultaneously  (Eaddy  et  al.  [59])  [61].    Crosscutting  concerns  increase  complexity 
because developers must reason about code that is distributed across the program and 
must mentally untangle the code from the code related to other concerns [115] [166].  
Crosscutting concern code is often tightly interwoven with the code of other concerns, 
preventing  separation  of  concerns  [99]  [132],  and  making  all  the  concerns  involved 
difficult to understand, reuse, and develop in parallel.  In short, crosscutting concerns 
reduce  modularity,  making  programs  harder  and  more  costly  to  understand,  develop, 
maintain, and evolve. 
Intuitive  arguments,  anecdotal  evidence,  and  folklore  about  the  dangers  of 
crosscutting  concerns  are  prevalent.    Indeed,  the  sole  mission  of  aspect-oriented 
programming  (AOP)  [106]  is  to  remedy  the  crosscutting  concern  problem  [164].  
However, empirical evidence establishing a direct link between crosscutting concerns and 
externally visible software quality attributes, such as defects and maintenance effort, has 
been missing up to this point. 
The reason empirical evidence is lacking is that the crosscutting concern problem is 
ill defined.  One issue is that it is difficult to establish exactly what the concerns of a 
program are.  Many researchers have complained that the term ―concern‖ is too vague CHAPTER 1.  INTRODUCTION  3 
 
[72, p. 480]  [99] [174], leading to inconsistent interpretations [63] [113] [137].  Indeed, 
the informal definition mentioned earlier implies an infinite number of possible concerns.  
To enable crosscutting concerns to be quantified, we require a concern to be an element 
from a well-defined set.  We explain this in Chapter 3, where we also define ―crosscutting 
concern‖ and present a model of concerns. 
Another  issue  is  that  the  problem  of  determining  which  parts  of  the  program 
implement  a  concern—i.e.,  the  concern  location  problem
2  [18]—is  a  challenge  for 
humans  (Eaddy,  Aho,  and  Murphy  [57])  and  computers  (Eaddy,  Aho,  Antoniol,  and 
Guéhéneuc [58]) alike.  During software maintenance and evolution—by far the most 
costly and time consuming software activities [20] [67] [93] [119]—more than 50% of 
the programmer’s time is spent trying to understand the program [186], and in particular, 
how  and  where  the  concerns  are  implemented  in  the  code  [109].  We  propose  two 
solutions to the concern location problem: a manual technique for locating concern code 
that is accurate (we believe) but slow (see Chapter 4) and an automated technique that is 
approximate but fast (see Chapter 5).  In addition to locating crosscutting concerns, our 
techniques facilitate a variety of other software maintenance activities, including program 
comprehension, software quality assessment, requirements tracing, and change impact 
analysis [7]. 
Assuming  we  can  locate  the  code  for  a  concern,  the  final  issue  is  that  previous 
metrics for quantifying the amount of crosscutting are inadequate.  We present our suite 
of concern metrics in Chapter 3. 
                                                 
2 The term  ―concept assignment problem‖ is used in  [18].  We consider the concept  assignment 
problem and concern location problem to be the same. CHAPTER 1.  INTRODUCTION  4 
 
These issues prevent us from assessing the true impact of the crosscutting concern 
problem.  Moreover, these issues may explain why proposed solutions, such as aspect-
oriented  programming,  have  been  criticized  as  being  unsound  and  paradoxical  [164] 
[181], and of degrading—rather than improving—program understandability [5] [6] [17] 
[41] [48] [162], testability [36] (Eaddy et al. [56]) [162], and evolvability [110] [167] 
[181]. 
By  clarifying  the  crosscutting  concern  problem,  our  research  makes  it  easier  to 
evaluate proposed solutions.  As a case in point, the design of AspectJ™ [105], the most 
popular aspect-oriented programming language, reflects the assumptions that programs 
have a modular base of noncrosscutting concern code [114] and that crosscutting concern 
code  has  a  regular  structure  [128]  [167].    Our  research  and  the  research  of  others 
indicates that both assumptions may be unfounded (Eaddy and Aho [54]) (Eaddy, Aho, 
and Murphy [57]) (Eaddy et al. [59]) [128] [167] [187], and suggests that new approaches 
are needed. 
1.2.  Contributions 
We present the following research contributions: 
1.  A rigorous experimental methodology for quantifying crosscutting concerns 
that includes a model of concerns, a suite of metrics, experimental procedures 
(e.g.,  the  prune  dependency  rule),  and  measurement  tools  (i.e., 
CONCERNTAGGER) (Eaddy and Aho [55]) (Eaddy, Aho, and Murphy [57]) 
(Eaddy, Aho, Antoniol, and Guéhéneuc [58]) (Eaddy et al. [59]). CHAPTER 1.  INTRODUCTION  5 
 
2.  Our prune dependency analysis (Eaddy, Aho, and Murphy [57]) technique 
for automatically inferring the relationship between concerns and code, and 
our  hybrid  concern  location  technique,  CERBERUS,  which  combines 
information  retrieval,  dynamic  analysis,  and  prune  dependency  analysis 
(Eaddy, Aho, Antoniol, and Guéhéneuc [58]). 
3.  Results from three case studies that imply that as concern code becomes more 
scattered, it becomes more error prone (Eaddy et al. [59]).  Our evidence also 
suggests that scattering might be the cause of frequent code changes, i.e., 
code churn [130].  We also present evidence indicating that concern code 
tangling,  i.e.,  when  multiple  concern  implementations  share  the  same 
program  element  (Eaddy,  Aho,  and  Murphy  [57]),  appears  unrelated  to 
defects. 
4.  Aggregate  results  from  five  case  studies  (Eaddy,  Aho,  and  Murphy  [57]) 
(Eaddy  et  al.  [59])  that  indicate  that  the  crosscutting  concern  problem  is 
widespread. 
We have made all of our tools and case study data publicly available [52] and have 
helped  researchers  take  advantage  of  them.    Our  RHINO  study  is  one  of  the  largest 
publicly available studies of its kind (Eaddy et al. [59]). 
1.3.  Organization 
This dissertation is organized as follows: 
  Chapter  2  provides  an  overview  of  the  background  material  necessary  to 
understand the dissertation and evaluate its contributions.  CHAPTER 1.  INTRODUCTION  6 
 
  Chapters  3-5  describe  the  experimental  apparatus  we  created  to  conduct 
empirical  studies  of  the  crosscutting  concern  problem.    In  Chapter  3,  we 
formalize our definitions, model, and metrics.  Chapters 4 and 5 describe the 
techniques and tools we created to manually and automatically locate source 
code related to a concern. 
  In Chapter 6, we explore the relationship between crosscutting concerns and 
defects. 
  In Chapter 7, we describe the future work suggested by our results.  We 
summarize our conclusions in Chapter 8. 
    
 
     
Chapter 2  
 
Background 
his  chapter  provides  background  material  to  help  the  reader  understand  this 
dissertation and evaluate its contributions.  We reserve detailed comparisons of our work 
with related work for later chapters.  In the next section we explain what a concern is.  In 
Section 2.2, we explain the benefits of concern analysis. In Section 2.3, we describe 
techniques for locating the source code related to the concerns.  Section 2.4 describes 
research on modularizing crosscutting concerns. 
2.1.  What is a Concern? 
Many definitions for the term ―concern‖ have been suggested: 
  ―A predicate over software units‖ [173] [177]; 
  ―Anything of interest to the programmer‖ [1]; 
  ―Any coherent issue in the problem domain‖ [34] [114]; 
  ―Any matter of interest in a software system‖ [173]; 
  ―A human-oriented expression of computational intent‖ [18];  
  ―Any consideration…about the implementation of a program‖ [139];  
T 
All things have a cause. 
Look into your past for answers. 
—fortune cookie 
 
Another flaw in the human character 
is that everybody wants to build and 
nobody wants to do maintenance. 
  —Kurt Vonnegut, Hocus Pocus CHAPTER 2.  BACKGROUND    8 
 
  ―Something [about the software system] one cares about‖ [71];  
  ―A  conceptual  area  of  interest  or  focus  for  a  stakeholder  of  a  software 
project‖ [140]; 
  ―...those interests which pertain to the system’s development, its operation or 
any  other  aspects  that  are  critical  or  otherwise  important  to  one  or  more 
stakeholders‖ [96]. 
Clearly a concern can be practically anything and can potentially impact everything.  
However, in practice, every program implements a set of concerns.  We can obtain the set 
of concerns from a program specification (e.g., a requirements specification), from the 
programmer, or by reverse engineering the concerns from the source code.  The position 
statement for the ICSE Workshop on Advanced Separation of Concerns for Software 
Engineering describes the kinds of concerns we may be interested in and why: 
―Many kinds of concerns may be relevant to different software engineers in 
different  roles,  to  achieving  different  goals,  or  at  different  stages  of  the 
software  lifecycle.  For  example,  the  prevalent  concern  in  object-oriented 
software engineering is the class, which encapsulates data concerns.  Feature 
concerns,  like  printing,  persistence,  and  display  capabilities,  are  also 
common, as  are concerns  like aspects,  roles, variants,  viewpoints,  product 
lines, and configurations.  The artifacts of a software engineering process—
such as requirements specifications, designs, architectures, code, test cases, 
etc.—are also common concerns in software engineering, and a given concern 
may span multiple artifacts (e.g., a particular feature has a corresponding 
requirement specification, design and code fragments, test cases that evaluate 
it,  etc.).  An  appropriate  separation  of  concerns  has  been  hypothesized  to 
reduce  software  complexity  and  improve  comprehensibility;  promote 
traceability within and across artifacts and throughout the software lifecycle; 
facilitate  reuse,  non-invasive  adaptation  and  customization,  and  evolution; 
and simplify component integration.‖
3 
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To accomplish our goal of assessing the impact of crosscutting concerns on software 
quality, we needed to conduct empirical studies to locate the source code that implements 
each  concern  and  measure  the  amount  of  crosscutting  that  is  present.    For  our 
measurements  and  results  to  have  meaning  and  for  our  studies  to  be  repeatable,  we 
required a concrete (i.e., operational [101]) definition for the term ―concern.‖  As we 
mentioned in the Introduction, our operational definition for the term ―concern‖ is an 
element from a well-defined set.  We explain this in detail in Chapter 3. 
2.2.  The Benefits of Concern Analysis 
We define the term concern analysis
4 to be the study of the concerns of a program 
(i.e.,  a  well-defined  set  of  features,  requirements,  design  elements,  etc.)  and  their 
relationships  to  other  software  artifacts  (e.g.,  other  concerns,  program  entities, 
requirements documents, design documents, emails, and bug reports).   In later chapters 
we give examples of concern analysis, such as concern modeling, requirements tracing, 
concern location, aspect mining, and assessing the impact of crosscutting concerns.  Next 
we explain some of the potential benefits of concern analysis. 
2.2.1.  Software Maintenance and Evolution 
Software  maintenance  and  evolution  are  the  most  costly  and  time  consuming 
software activities.  By some estimates, 50–90% of software development resources are 
spent on software maintenance [20] [67] [93] [119].  For long-lived systems, maintenance 
and evolution costs may exceed development costs by a factor of 3 to 4 [162, p. 7].  To 
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ensure  maintenance  and  evolution  are  performed  correctly,  programmers  spend  more 
than  50%  of  their  time  trying  to  understand  the  program  [186]  (i.e.,  program 
comprehension [24] [184] [126]).   
The most valuable information to a programmer—and the most difficult to obtain—
is the ―intent behind existing code and code yet to be written‖ [109].  Biggerstaff et al. 
assert, 
―A person understands a program when they are able to explain the program, 
its structure, its behavior, ... and its relationships to its application domain in 
terms that are qualitatively different from the tokens used to construct the 
program.‖ [18] 
The requirements, features, and other concerns of the program provide that intent.  Every 
line of code exists to satisfy some concerns of the program.  Understanding what the 
concerns of the program are and where and how they are implemented in the program is 
essential  for  effective  software  maintenance  and  evolution  [18].    Unfortunately,  the 
relationship between the concerns of the program and the source code (or other software 
artifacts) is rarely documented [109].  Fortunately, concern location techniques, discussed 
in Section 2.1, can recover this relationship. 
Crosscutting  concerns  hinder  program  comprehension—and  thus  increase 
maintenance and evolution costs—because the implementation of these kinds of concerns 
may span multiple files.  Concern location techniques can mitigate this problem as well 
because they help programmers locate all the code related to a crosscutting concern. CHAPTER 2.  BACKGROUND    11 
 
2.2.2.  Impact Analysis 
Changes to a program often originate as changes to one or more of the concerns of 
the program [7] [63] [117].  Thus, knowing the concerns of the program allows us to 
approximate  the  change  vectors  that  the  program  can  accommodate.    For  example, 
adding support for ―bookmarking‖ is a likely change vector for a web browser, whereas 
adding support for ―compiling C++‖ is less likely.  Furthermore, knowing how a concern 
is implemented in a program allows the cost of making a change to that concern to be 
estimated. 
2.2.3.  Software Quality Assessment 
The  best  implementation  of  a  concern  has  the  lowest  cost  over  the  life  of  the 
program.    While  cost  is  difficult  to  determine  [161],  we  can  estimate  it  based  on 
externally visible quality attributes, for example, the number of defects (Eaddy et al. [59]) 
and the effort required to implement and maintain the concern.  Ideally, we could spot 
poorly implemented concerns, poorly modularized programs, and programs with poorly 
separated  concerns,  early  in  the  design  and  implementation  process,  and  (semi-) 
automatically refactor them to make the program easier to understand and maintain [74] 
[136].  Concern metrics, such as ours, can provide early indications of design quality and 
highlight  the  concerns  most  in  need  of  refactoring  (Eaddy,  Aho,  and  Murphy  [57]) 
(Eaddy et al. [59]). CHAPTER 2.  BACKGROUND    12 
 
2.3.  Concern Location 
Once we know what the concerns of the program are, the next step is to determine 
how and where they are implemented in the source code.  For example, the requirement 
for a parser to ―ignore whitespace‖ may be implemented by a single if statement in the 
parser.c file.  Biggerstaff et al. defined the concern location problem
5 as the problem of 
―discovering human-oriented concepts and assigning them to their realizations‖ [18].  In 
our view, ―concept‖ and ―concern‖ are synonymous.  The concern location problem is 
analogous to the information retrieval problem [163] since we are trying to determine the 
program  elements  (e.g.,  documents)  relevant  to  a  concern  (e.g.,  query),  where 
―relevance‖ is very hard to formalize [152] and depends largely on information need  [79] 
[111, pp. 3-6]. 
In  some  cases,  we  know  the  concerns  a  priori  (e.g.,  they  are  specified  in  a 
requirements document) and we need to locate the associated program entities.  When 
dealing  with  requirement  concerns,  concern  location  is  commonly  referred  to  in  the 
literature as requirements tracing (Eaddy, Aho, Antoniol, and Guéhéneuc [58]) [79] [90] 
[92] [125].  Requirements tracing is defined as ―the ability to describe and follow the life 
of a requirement, in both a forwards and backwards direction (i.e., from its origins, 
through its development and specification, to its subsequent deployment and use, and 
through all periods of on-going refinement and iteration in any of these phases).‖ [79]  In 
Software  Engineering:  Theory  and  Practice,  Pfleeger  [133,  p.  186]  implies  that 
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requirements  tracing  may  have  prevented  the  Ariane-5  rocket  explosion:  ―had 
requirements  validation  been  done  properly,  the  analyst  would  have  discovered  the 
functions active after liftoff could not be traced back to an Ariane-5 requirement in the 
definition or specification.‖ 
Alternatively, we may want to locate the implementations of a set of features.  A 
feature is defined as program functionality that is triggered and observed by the user 
[134].  In this case, concern location is referred to in the literature as feature location [8] 
[38] [81] [121] [134] [192]. 
In  other  cases,  we  have  no  prior  concern  information  and  need  to  recover  the 
concerns and their associated program entities simultaneously.  This requires some form 
of reverse engineering since we are inferring high-level abstractions or relationships from 
low-level abstractions (i.e., the source code). 
Henceforth,  we will use the more general  term ―concern location‖ to  encompass 
concept  assignment,  requirements  tracing,  feature  location,  and  similar  reverse 
engineering  activities.  Concern  location  techniques  can  be  classified  along  multiple 
dimensions:  interactive  versus  automated,  the  heuristics  evaluated,  and  the  analysis 
methods  used  to  evaluate  the  heuristics.    We  review  the  literature  on  interactive 
techniques for concern location in Section 4.5 and on automated techniques and aspect 
mining in Section 5.6. 
Perhaps the most difficult aspect of the concern location problem is that it is hard to 
obtain  a  reference  mapping,  i.e.,  an  oracle.    This  would  allow  concern  location 
techniques to be evaluated and compared.  The current state of concern location research 
is  similar  to  the  state  of  information  retrieval  research  prior  to  the  Text  Retrieval CHAPTER 2.  BACKGROUND    14 
 
Conference
6 (TREC) series, which mandated that evaluations be performed on reference 
datasets using standardized procedures and metrics.  Buckley et al.  [27] (cf. Table 10) 
compared performance measurements of information retrieval techniques used in the first 
TREC conference with those of the seventh and noted a 55% increase.  We believe this is 
due in part because the evaluation methodology was standard ized  [111, p. 35]  and 
datasets were made publicly available.  By making our datasets available, we hope they 
will become a reference for evaluating concern location techniques and will promote the 
field’s continued progress. 
2.4.  Modularizing Crosscutting Concerns 
In the early 1970’s, Parnas recognized that evolvable software requires concerns to 
be separated [132].  In 1990, Jackson stated: ―Mastering complexity is central to the 
software development task, and separation of concerns is our chief tool‖ [99].  Divide-
and-conquer is an effective technique for managing complexity: divide the problem into 
independent subproblems, solve (conquer) the subproblems, and combine the results.  In 
the  same  vein,  the  goal  of  modular  programming  is  to  break  down  a  program  into 
independent concerns, implement the concerns as separate modules, and compose the 
modules to produce the final system.  The resulting program is said to be modularized, 
i.e.,  to  have  a  modular  structure.  Modularity  is  the  extent  to  which  a  program  is 
modularized, i.e., divided into independent modules. 
Programs constructed via modular programming are easier to understand, develop in 
parallel, and evolve.  Programming languages have supported modular programming in 
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various forms since the very first languages.  Each language has its own idea for what a 
module  is  (e.g.,  function,  procedure,  subprogram,  subroutine,  coroutine,  abstract  data 
type, class, virtual type, module à la Module-2, aspect, feature, trait, mixin, package, 
library, etc.) and provides a module system for creating and composing modules.  The 
module systems of modern programming languages also support facilities that ensure that 
modules  (1)  interact  in  allowed  ways  (e.g.,  respect  each  others’  interfaces),  (2)  are 
understandable in isolation (i.e., they support modular reasoning), (3) can accommodate 
substantial changes (i.e., changes to the implementation) without affecting other modules 
[2], and (4) can be extended by other modules.  The module system of a programming 
language engenders a primary decomposition (structural, hierarchical, functional, etc.) for 
partitioning a program into modules.   
Despite advances in module systems, some changes to a program are easy to make 
and others hard [180].  This phenomenon is exemplified by the canonical  expression 
problem [42] [176] [180] [183].  Consider a parser program that recognizes a simple 
programming  language  consisting  of  data  types  and  operations  over  those  types.  
Depending upon the programming language that the parser is written in and how the 
parser is structured, it may be easy to add new data types to our simple language but hard 
to add new operations, or vice versa.  The expression problem also commonly manifests 
itself when a program needs to satisfy nonfunctional requirements such as performance, 
adaptability, debuggability, extensibility, maintainability, reliability, scalability, security, 
and supportability [178]. 
In the 1990’s, several researchers (Kiczales et al. [106], Harrison and Ossher [89], 
Tarr, Ossher, Harrison, and Sutton Jr. [176], Lieberherr et al. [118], Bergmans and Aksit CHAPTER 2.  BACKGROUND    16 
 
[16], Wadler [183]) argued that existing programming languages were unable to separate 
all  concerns.    This  led  to  research  on  advanced  separation  of  concerns  (ASOC),  an 
umbrella term  that  now  encompasses several  research areas  including  aspect-oriented 
programming [106], feature-oriented programming [14], subject-oriented programming 
[89], adaptive programming [118], open classes [42], module systems, runtime reflection, 
compile-time  reflection,  metaprogramming,  generative  programming,  metaobject 
protocols,  mixins,  traits, composition  filters  [16], and hyperdimensional separation of 
concerns [176]. 
The  goal  of  aspect-oriented  programming  and  its  variants  is  to  modularize 
crosscutting concerns, the assumption being that software quality and modularity will 
improve as a result.  However, until now there has been little evidence that crosscutting 
concerns actually harm quality.  There is still no empirical evidence that modularizing 
crosscutting concerns improves externally visible quality attributes such as maintenance 
effort, field reliability, and observed defects [65] [97] [101].  Beuche and Beust ask, 
―Where  is  the  proof  that  nonhierarchical  modularization  into  aspects  makes  system 
development  cheaper  or  better?‖  [17]  Indeed,  the  terms  ―modularize‖  (not  to  be 
confused  with  ―localize‖),  ―concern,‖  and  ―crosscutting‖  are  ill  defined,  which  casts 
doubt [164] [181] over whether the goal of aspect-oriented programming is achievable.  
This dissertation aims to provide a concrete understanding for what crosscutting concerns 
are, quantify their affect on software quality, and provide the means to determine when 
we have successfully achieved the goal of modularizing crosscutting concerns.    
 
     
Chapter 3  
 
Concern Model and Metrics 
In this chapter we attempt to capture the essence of the terms ―concern‖ and 
―crosscutting  concern‖  in  operational  definitions.    We  also  define  metrics  for 
measuring the extent that a concern is crosscutting and guidelines for obtaining a 
well-defined set of concerns. 
3.1.  Concern Model 
s stated in Chapter 1, a good general definition for a concern is any consideration 
that can impact the implementation of a program [97].  This definition is intentionally 
broad to accommodate a wide range of possible considerations; from high level, such as 
what features the program will support, to low level, such as what programming language 
will be used.  Considering just the implementation of a program, the concerns provide a 
reason for the existence of each line of code.  A concern is associated with a stakeholder, 
i.e., someone is concerned, be it a customer, project manager, programmer, or third party. 
Unfortunately, the set of concerns implied by the general definition is ill defined.  
For example, it implies an infinite number of possible concerns.  It is not clear what is 
A 
There is no point in being precise 
if you don't know what you are talking about. 
— John von Neumann 
 
A problem defined is half the solution. 
—Sam Kachigan [100] 
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and  is  not a concern of the program.   We need an operational  definition  [101]  of a 
concern  so  that  we  can  define  and  measure  properties  of  concerns  and  concern 
relationships (e.g., crosscutting) and to allow other researchers to replicate our studies: 
Definition. A concern is an element from a well-defined set (i.e., concern domain). 
This definition provides a basis for our concern model (described in the next section) and 
metrics (described in Section 3.2) while still capturing the full generality of the notion of 
a  concern.  Note  that  a  concern  can  be  both  well  defined  and  unimplemented.    For 
example, an unimplemented requirement is a valid concern but has no relationship to the 
program and can therefore be excluded from analysis. 
We round out the chapter with some guidelines for specifying a well-defined concern 
domain in Section 3.3 and a review of related work in Section 3.4. 
3.1.1.  Concern–Item Mappings 
A  concern  model  is  a  formal  representation  of  concerns  and  the  relationships 
between concerns.  We define our general concern–item mapping concern model as a 
tuple M = (C, T, R), where C is a set of concerns, T is a set of target items where a target 
item is a concern or program element not already in C ( ), and R is the relation 
of  interest  between  the  two  specifications,  .    In  other  words,  R  defines  a 
bipartite graph between C and T.  It is worth noting that R is a relation instead of a 
function  because,  for  example,  a  single  concern  may  be  implemented  by  multiple 
program elements, or a single element may implement multiple concerns [165].  This is 
depicted in Figure 3-1. CHAPTER 3.  CONCERN MODEL AND METRICS  19 
 
 
R  accommodates  all  kinds  of  relationships.    Every  concern  location  technique 
embodies  an  underlying  operational  definition  for  ―related.‖    For  example,  execution 
tracing [187] implies that the relation is ―program element t is activated when concern c 
is exercised.‖  Obviously, the operational definition for R, and the elements in C and T, 
should be exactly specified when conducting experiments. 
Our  model  allows  concerns  to  be  traced  through  all  phases  of  the  software 
development  lifecycle  (e.g.,  analysis,  design,  and  implementation)  at  any  level  of 
granularity.  For example, a typical requirements tracing [92] scenario defines C as a set 
of requirements, T as a set of design elements (e.g., UML diagrams), and R as a relation 
between the requirements and the design.  We can model software evolution by taking 
snapshots of the concern–item relations (mappings) at different points in time, i.e., M0, 
M1, ...  This implies that concerns, programs, and their relations, evolve in lock-step. 
Our concern model only requires that the source and target domains be well-defined 
sets.  However, the domains typically have internal structure.  For example, concerns 
may be organized in a hierarchy [174] or graph.  In addition, as we will see in Chapter 4, 
our  prune  dependency  rule  organizes  concerns  into  arbitrary  subsets  and  program 
elements  into  program  dependency  graphs.  We  also  expect  some  degree  of 
FIGURE 3-1. Relation between concerns and target items. 
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homomorphism  (mirroring)  between  the  structure  of  the  concerns  and  the  program 
elements [165].   
The program elements that are meaningful depend upon the language in which the 
program  is  expressed.    The  projects  we  studied  were  written  in  the  object-oriented 
languages Java and C#, so we are primarily interested in classes, fields, methods, and 
statements.  However, our general model can be applied to any programming language at 
any level of program element granularity. 
3.1.2.  Scattering, Tangling, and Crosscutting 
We can now define some common terminology: 
Definition.  A concern is scattered if it is related to more than one target item [15] 
(Eaddy, Aho, and Murphy [57]) [69]; i.e.,  (c, ti)   R and (c, tj)   R and ti   tj.  For 
example, a concern related to two classes is considered scattered at the class level. 
Definition.  A concern is tangled if both it and at least one other concern are related 
to the same target item [15] (Eaddy, Aho, and Murphy [57]) [69]; i.e., (cm, t)   R and (cn, 
t)   R and cm   cn. 
Definition.  For the purposes of this dissertation, a crosscutting concern is a concern 
that is scattered [72, p. 4].  
Definition.  The crosscutting concern problem is whether we can modularize all of 
the concerns in a program so that no concern is scattered. 
Definition.  A  program  is  perfectly  modular  iff  every  concern  is  mapped  to  no 
program elements (i.e., the concern is unimplemented) or one program element. CHAPTER 3.  CONCERN MODEL AND METRICS  21 
 
 
Definition.  A concern slice [86] for a concern c is the set of pairs from R that 
contain c; i.e., { (c, t) | (c, t)   R }. 
These definitions hold for the general concern model; that is, the target items may be 
concerns instead of program elements.  For example, a feature concern is scattered if it is 
implemented by multiple requirement concerns.   
It  is  important  to  realize that crosscutting is  not  a property of a concern, it is a 
property of the relationship between a concern and a specific target domain.  Consider 
that a concern may be crosscutting in a C program but localized in a Java program.  It is 
also possible to reduce crosscutting without changing the implementation language.  For 
example,  crosscutting  caused  by  copy-and-paste  code  reuse  [25]  may  be  reduced  by 
moving the code into a shared function.  The target domain is also critical for determining 
if a concern is crosscutting.  For example, a concern that is crosscutting at the method 
level may not be crosscutting at the class level.  Obviously, tangling, scattering, and 
crosscutting are meaningless unless we exactly specify C and T (including granularity 
levels),  and  R.  Specifying  T  is  relatively  straightforward  (e.g.,  ―the  classes  in  the 
program‖).  We give some guidelines for defining C in Section 3.3 and R in Chapter 4. 
Crosscutting is  a general  phenomenon  observable outside  software  systems.  For 
example, consider 
  C is the set of business functions of a company, T to be the departments of the 
company, and R to be a ―required by‖ relation.  In this model, the accounting 
business function would be crosscutting because it is required by multiple 
departments.    That  is,  each  department  requires  accounting  of  its CHAPTER 3.  CONCERN MODEL AND METRICS  22 
 
 
expenditures and revenues.  In contrast, the marketing business function is 
required by very few departments (namely, the sales department). 
  C is the set of municipal services (e.g., gas, electrical, cable, sewage) for a 
city, T is a set of building floor plans, and R is a ―required by‖ relation.  In 
this context, all municipal services are crosscutting. 
  C is the set of areas of discourse (concepts) for a book.  The book’s table of 
contents organizes C into a concept hierarchy.  The book’s chapters are the 
physical realization (implementation) of the concept hierarchy.  It is easy to 
imagine that a given concept hierarchy may have many different realizations 
(e.g.,  written  in  different  languages  or  by  different  authors).    The  book’s 
index provides a mapping of fine-grained subconcepts to fine-grained book 
elements  (pages).    In  this  context,  a  subconcept  could  be  considered 
crosscutting if it spans multiple discontinuous pages or chapters. 
The crosscutting concern definition above captures the generality of the crosscutting 
problem and encourages solutions to be shared across domains.  This is in contrast to 
other models  proposed  (for  example,  [143]  [187]), which apply  only  to the software 
domain. 
The binary definitions of scattering and tangling are simple and unambiguous, but 
are  not  very  useful  when  most  of  the  concerns  are  scattered  and  tangled,  which  we 
believe to be the rule rather than the exception (Eaddy, Aho, and Murphy [57]) [187].  
For example, we combined the results of five case studies (described in Eaddy, Aho, and 
Murphy [57] and Eaddy et al. [59]), and found that, on average, 86% of the concerns CHAPTER 3.  CONCERN MODEL AND METRICS  23 
 
 
were scattered across multiple classes.  Wong et al. [187] also observed high amounts of 
scattering.  Clearly, we need metrics to determine the degree of scattering. 
3.2.  Concern Metrics 
There are many ways to describe how a concern is implemented.   To assess the 
impact of crosscutting we focused on five cognitive complexity metrics that describe how 
scattered and tangled the concern’s implementation is, in absolute terms and in terms of 
statistical distribution, and with respect to classes and methods (the elements of interest in 
an object-oriented implementation).  This allows us to determine which characteristic of 
scattering and tangling, if any, has the greatest impact on software quality. 
Table 3-1 provides a summary of the metrics, which we will now describe in detail. 
3.2.1.  Program Element Contribution 
Program element contribution (CONT) is the number of lines of code (LOC) in a 
program element that are associated with a concern by a concern location technique.  As 
Kan pointed out, a line of code is ―anything but simple‖ [101, p. 88], so we use the 
following definition from Software Metrics and Models by Conte et al. [45]: 
"A line of code is any line of program text that is not a comment or a blank line, 
regardless of the number of statements or fragments of statements on the line. 
This specifically includes all lines containing program headers, declarations, and 
executable and non-executable statements." CHAPTER 3.  CONCERN MODEL AND METRICS  24 
 
 
The entire line is  counted even if only  a portion  is  associated with the concern.  
Indeed, a line may be associated with multiple concerns. 
For a method or field associated with a concern, the contribution is the number of 
lines in the method (method declaration plus method body) or field declaration.  For 
TABLE 3-1 
CONCERN METRICS 
Bug Count  Number of unique bugs associated with the concern. 
Program Element 
Contribution (CONT) 
Number of lines of code (excluding comments and blank lines) 
in the program element that are associated with the concern.  
Lines  outside  of  class  definitions  (e.g.,  package  declaration, 
imports) are not counted by our tool. 
Lines of Concern Code 
(LOCC) 
Total number of lines (excluding comments and blank lines) of 
code associated with a concern. 
Concern Diffusion over 
Components (CDC)  
Number  of  classes  associated  with  a  concern.  (Garcia  et  al. 
[77]) 
Concern Diffusion over 
Operations (CDO) 
Number of methods associated with a concern. (Garcia et al. 
[77]) 
Degree of Scattering 
across Classes (DOSC) 
Degree to which the concern code is distributed across classes.  
Varies from 0 to 1.  When DOSC is 0 all the code is in one 
class.  When DOSC is 1 the code is equally divided among all 
the classes. (Eaddy et al. [57]) 
Degree of Scattering 
across Methods (DOSM) 
Degree  to  which  the  concern  code  is  distributed  across 
methods.  Varies from 0 to 1 similar to DOSC. (Eaddy et al. 
[57]) 
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classes, the contribution includes the lines of the class declaration plus the contributions 
of the class’s methods and fields.  Inner classes in Java are considered separate from the 
enclosing class when determining contribution, and anonymous classes are considered 
part of the enclosing method.  Note that inheritance has no bearing on contribution. 
Note a line must only be associated with a given concern once to prevent double 
counting.    This  is  not  a  problem  as  long  as  we  do  not  simultaneously  count  the 
contribution  for  an  element  along  with  its  child  elements.    For  example,  a  class’s 
contribution already contains the contributions of its members, so we should be careful 
not to count the member contributions separately. 
When  the  element  is  the  entire  program,  P,  the  contribution  is  the  sum  of  the 
contributions of all the classes, i.e., the total number of lines associated with the concern 
c.  We give this special case its own metric,  lines of concern code  (LOCC), that is, 
LOCC(c) = CONT(c, P). 
3.2.2.  Garcia et al.’s Scattering Metrics 
The concern diffusion metrics, created by Garcia and colleagues, measure scattering 
in absolute terms as a count of the number of classes (CDC) or methods (CDO) that 
implement the concern [70].  We include CDC and CDO in our case study in Chapter 4 
and  our  correlation  analysis  in  Chapter  6  because  they  are  rigorously  defined,  are 
validated by several studies [70] [77] [80], and they nicely contrast with our degree of 
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3.2.3.  Degree of Scattering 
The degree of scattering (DOS) metric created by Eaddy, Aho, and Murphy [57] not 
only considers which elements are involved in the implementation of a concern, but also 
how the code is distributed among those elements.  We found that DOS more precisely 
quantifies the modularity of a concern than CDC and CDO [57].  The degree of scattering 
metric builds upon the concentration (CONC) metric introduced by Wong et al. [187]. 
  CONC(c, t)    Concentration  (3-1) 
        (3-2) 
Degree  of  scattering  is  a  measure  of  the  statistical  variance  [100,  p.  57]  of  the 
concentration of a concern over all program elements with respect to the worst case (i.e., 
when the concern is equally scattered across all elements): 
  DOS(c)    (3-3) 
where, 
  Variance(c)    (3-4) 
The worst-case occurs when the implementation of a concern is uniformly distributed 
across all program elements in T; i.e., CONCworst = 1/|T|, where T is the set of target 
items.  Substituting this into (3-4), 
  Variance(c)    Concentration Variance  (3-5) CHAPTER 3.  CONCERN MODEL AND METRICS  27 
 
 
The ideal variance occurs when CONC is 1 for one program element t, and 0 for all other 
elements; i.e., the concern c is completely localized in t.  (3-5) reduces to 
  Varianceideal(c)    Ideal Concentration Variance  (3-6) 
Substituting (3-6) into (3-3) and simplifying, 
  DOS(c)    Degree of Scattering  (3-7) 
We define the following aliases for convenience: 
  DOSC(c) = DOS(c)T is the set of classes  Degree of Scattering across Classes  (3-8) 
  DOSM(c) = DOS(c)T is the set of methods  Degree of Scattering across Methods  (3-9) 
Using  the  validation  methodology  and  terminology  specified  by  Kitchenham, 
Pfleeger,  and  Fenton  [108],  DOS,  and  by  extension  DOSC  and  DOSM,  have  the 
following properties: 
  It  is  normalized  to  be  between  0  (completely  localized)  and  1  (completely 
delocalized;  uniformly  distributed)  (inclusive)  so  that  concerns  can  be 
meaningfully compared.  DOS can theoretically take on any real value within 
this range and is therefore continuous.  DOS is undefined when |T|  1. 
  DOS is proportional to the number of elements related to the concern, and 
inversely proportional to the concentration.  That is, the less concentrated the 
concern is, the more scattered it is. 
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to compare and rank concerns by their DOS values, and obtain the average 
DOS. 
  DOS is transitive; i.e., DOS(c1) > DOS(c2) and DOS(c2) > DOS(c3) implies 
DOS(c1) > DOS(c3). 
  DOS is asymmetric; i.e., DOS(c1) > DOS(c2) implies DOS(c2)   DOS(c1). 
  While DOS is unitless, the individual components of the DOS equation do have 
units; specifically, the units are lines of code (LOCs), T, and the structural unit 
of T (e.g., classes, methods).  One can directly compare two DOS values only if 
they are both obtained from DOS equations with identical units.  This implies 
that  it  is  not  meaningful  to  directly  compare  DOS  values  for  two  different 
programs,  or  two  different  versions  of  the  same  program,  when  C  or  T  is 
different. 
  When the number of program elements is large, DOS reduces to 
    (3-10) 
               (3-11) 
In general, it is meaningless to compare the DOS values of different concerns from 
different programs.  It may be useful to compare DOS values of the same concern for 
different versions of the same program to show, for example, that a refactoring reduces 
scattering.  However, it is better to compare the rank induced by the DOS values rather 
than the absolute DOS values.  For example, after refactoring the program, concern c in 
version  n  (cn)  is  less  scattered  than  in  the  previous  version  (cn-1);  i.e.,  
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Let  us  consider  how  some  common  refactorings  will  affect  DOS.    The  metric 
rewards refactorings that consolidate redundant code into functions.  A high degree of 
scattering implies increased coupling.  Standard techniques to reduce coupling, such as 
employing  information  hiding  or  restructuring  the  class  hierarchy,  have  the  desirable 
effect of also reducing scattering.  Adding program elements decreases DOS, removing 
them has the opposite effect.  Consolidating the lines of code related to a concern into a 
single program element decreases DOS.  In the extreme we can consolidate the entire 
program into one module, thus ensuring that the implementation of all the concerns is 
centralized  (DOS=0).    The  degree  of  tangling  metric  described  in  Section  3.2.6 
counteracts this kind of metric gaming. 
3.2.4.  A Comparison of DOSC and CDC 
We illustrate the difference between DOSC and CDC (see Eaddy, Aho, and Murphy 
[57] for another comparison). The pie charts in Figure 3-2 show how the code related to 
the concern is distributed among four classes.  In the first scenario, the implementation is 
evenly divided among the four classes (the worst case). In the second, the implementation 
is mostly localized.  We compute DOSC as follows: 
 = 1 
In the second scenario, the DOSC value is 
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DOSC is close to 0, indicating the implementation is mostly localized.  CDC cannot 
distinguish the two implementations, as evident by the value of 4 for both. 
3.2.5.  Average Degree of Scattering (ADOS) 
Average  degree  of  scattering  (ADOS)  is  the  average  of  the  degree  of  scattering 
across all concerns: 
    Average Degree of Scattering  (3-12) 
ADOS gives an indication of the overall modularity of the program. 
3.2.6.  Degree of Tangling 
Dedication  (DEDI)  measures  how  many  of  the  lines  of  code  contained  within  a 
component t are related to a concern c [187]: 
  DEDI(c, t)    Dedication  (3-13) 
DOSC = 1.00 
  CDC = 4 
 
FIGURE  3-2.  Comparing  DOSC  and  CDC 
for two different implementations of the same 
CONCERN. 
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Dedication is similar to concentration.  Whereas concentration is measured from the 
viewpoint of a concern, dedication is measured from the viewpoint of a program element. 
The denominator deserves special mention.  If none of the concerns are tangled at the 
line level, the denominator is just the number of lines in the program element.  Each line 
is counted once for each concern that shares it.  For example, a method with 5 lines each 
related to 3 concerns would result in a denominator of 15.
7  This is an improvement over 
the original dedication equation in  [187], which does not handle tangling.  Another  
drawback of DEDI is that it is hard to get a sense for how well concerns are separated in 
a component.  The degree of tangling metric addresses this. 
The  degree  of  tangling  (DOT)  metric  created  by  Eaddy,  Aho,  and  Murphy  [57] 
measures how dedicated a program element is to one or more concerns of the program.  It 
is very similar to DOS except that DOT is with respect to program elements instead of 
concerns.  The derivation for DOT mirrors DOS so we only provide the final equation: 
  DOT(t)    Degree of Tangling  (3-14) 
where C is the set of concerns.  DOT has the same properties as DOS, with the following 
exceptions: 
  The range of DOT is from 0 (completely dedicated) to 1 (completely tangled) 
(inclusive).    Similar  to  DOS,  DOT  is  continuous  and  can  take  on  an  infinite 
number of real values.  DOS is undefined for |C|  1. 
                                                 
7 Even though the same lines are counted multiple times, we are not ―double counting‖ because a line 
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  DOT is proportional to the number of concerns related to the program element.  
Assuming the SLOCs in the element are fixed, the more concerns the element 
implements, the more tangled it is. 
  Assuming the number of concerns related to a program element stays the same, 
DOT is inversely proportional to the dedication.  That is, the more uniformly 
divided the element’s code is among its concerns, the more tangled it is. 
One way to look at DOT is that it measures textual tangling from the perspective of a 
program  element.    For  example,  given  a  class  and  two  concerns,  DOT  will  indicate 
whether those two concerns are tangled together at the class level, i.e., the class contains 
code, possibly in two different methods, related to both concerns. Unfortunately, DOT 
reveals little about the nature of the tangling, for example, whether a control, data, or type 
dependency exists between the concerns [166]. 
We  are  primarily  interested  in  two  specializations  of  DOT:  DOTC  (degree  of 
tangling within classes) and DOSM (degree of tangling within methods). 
3.2.7.  Average Degree of Tangling (ADOT) 
Average degree of tangling (ADOT) is the average of the degree of tangling across 
all program elements: 
    Average Degree of Tangling  (3-15) 
ADOT directly measures the separation of concerns in a program, that is, to what 
extent separate concerns are implemented by separate program elements.  When ADOT CHAPTER 3.  CONCERN MODEL AND METRICS  33 
 
 
is  0,  every  element  implements  only  one  concern,  implying  that  the  separation  of 
concerns is absolute. 
The Module Dispersion (Dm) metric [153] created by Sarkar, Rama, and Kak is very 
similar to DOT.  Dm behaves similarly to DOT in that it ranges from 0 to 1 depending 
upon  how  many  concerns  are  implemented  by  a  module  and  how  uniform  that 
implementation is.  For Dm, the value 0 means the concerns are uniformly distributed 
within  a  module  (the  worst  case)  and  1  means  the  module  is  dedicated  to  a  single 
concern.  Notice that for DOT the opposite is true.  Their formulation of Dm is has a 
stronger statistical basis than DOT.  They couch Dm in terms of the Kullback-Leibler 
divergence and probability distributions.  Their Concept Dominator Metric (CDM) is the 
average Dm value for all the modules and is therefore similar to ADOT. 
3.3.  Guidelines for Defining Concern Domains 
Our concern model and metrics presume the existence of a well-defined concern 
domain.  Documentation in the form of a program specification, i.e., a description of a 
program,  can be used to define such a domain.  Feature lists, software requirements 
specifications [95] [169], use cases [169], architectural design documents, UML design 
diagrams [165], etc., are other examples of specifications that can serve as a basis for a 
concern domain.  The following are some guidelines for defining a concern domain based 
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3.3.1.  Causal Assumption 
If we want to know the concerns implemented by a program, i.e., the rationale for the 
program,  there  should  be  a  plausible  assumption  that  the  concerns  described  in  the 
specification are causally related to the program.  Good candidates are specifications that 
predate  and  helped  guide  the  implementation  [169]  and  specifications  that  document 
existing  implementations.    Bad  candidates  are  future  specifications  since  future 
concerns—even if well defined
8—were unknown when the program was implemented, 
and therefore cannot provide a rationale for the program.  Of course, if our goal is to 
estimate  change  impact,  we  can  use  an  information-retrieval-based  concern  location 
technique, for example, to estimate which program elements will be impacted by the 
introduction of a new feature or bug fix [134]. 
3.3.2.  Definitive and Objective 
A good candidate specification for a concern domain is both definitive and objective 
(Eaddy, Aho, and Murphy [57]).  By definitive we mean the question, ―Is X currently a 
concern of the program?,‖ has a yes or no answer.  Objective means that different people 
will give the same answer to  this  question.  These criteria are needed to  ensure our 
measurements are well defined and repeatable.  The minimal subset, minimal increment 
guidelines proposed by Carver and Griswold [34], while more systematic than most, do 
not satisfy this criteria because they are not sufficiently definitive and objective.  An 
                                                 
8 We cannot simply analyze any consideration that can impact the program since this implies an 
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independent study found that adherence to their guidelines resulted in inconsistencies  
[137]. 
It  is  common  for  a  specification,  or  an  item  of  a  specification,  to  be  unwritten, 
incomplete, or out-of-date [34].  However, to meet the definitive and objective criteria, 
we restrict our analysis to written specifications. 
3.3.3.  An Example of a Well-Defined Concern Derived from a Specification 
Figure  3-3  contains  an  excerpt  from  the  ECMAScript  standard  language 
specification [60] that specifies the behavior of the Array.prototype.join() ECMAScript 
library method.  We assume a specification provides the rationale for a portion of any 
program  that  complies  with  it.    The  specification  includes  English  prose,  algorithms 
defined using semi-formal pseudocode (see Figure 3-3), and snippets specified using a 
formal grammar.   
An obvious choice for a concern is the entire excerpt in Figure 3-3, which could be 
referred to as the ―15.4.4.5 – Array.prototype.join()‖ requirement concern.  However, 
another researcher may be interested in considering each character in the excerpt to be a 
separate concern.  Therefore, we must not only identify the specification that defines our 
concern domain, but also the granularity level (e.g., section-level granularity) and any 
other rules (e.g., only normative sections).  This ensures that the process of extracting 
concerns from a specification is repeatable. 
We do not assume that the specification is written using a language with a formal 
syntax and semantics.  If it were, the specification would be the implementation and we 
could compile and execute it directly.  The assumption underlying concern analysis is CHAPTER 3.  CONCERN MODEL AND METRICS  36 
 
 
that  a  human—not  an  algorithm—transformed  one  specification  (e.g.,  a  requirements 
specification) into another (the program) and the relationship between the two cannot be 
automatically derived.  Because nonexecutable specifications are inherently informal or 
semi-formal,  we  recognize  that  our  operational  definition  will  never  be  completely 
objective  and  measurement  errors  will  result.    Fortunately,  we  can  compensate  by 
measuring and reporting error estimates. 
In lieu of a specification, we can reverse engineer the concerns by analyzing the 
source code manually or automatically.  Unfortunately, the reverse engineered concerns 
15 – Native ECMAScript Objects 
... 
15.4 – Array Objects 
... 
15.4.4 – Properties of the Array Prototype Object 
... 
15.4.4.5 Array.prototype.join (separator) 
The  elements  of  the  array  are  converted  to  strings,  and  these  strings  are  then  concatenated, 
separated by occurrences of the separator. If no separator is provided, a single comma is used as the 
separator.  The join method takes one argument, separator, and performs the following steps: 
1.  Call the [[Get]] method of this object with argument "length". 
2.  Call ToUint32(Result(1)). 
3.  If separator is undefined, let separator be the single-character string ",". 
4.  Call ToString(separator). 
5.  If Result(2) is zero, return the empty string. 
6.  Call the [[Get]] method of this object with argument "0". 
7.  If Result(6) is undefined or null, use the empty string; otherwise, call ToString(Result(6)). 
8.  Let R be Result(7). 
9.  Let k be 1. 
10.  If k equals Result(2), return R. 
11.  Let S be a string value produced by concatenating R and Result(4). 
12.  Call the [[Get]] method of this object with argument ToString(k). 
13.  If Result(12) is undefined or null, use the empty string; otherwise, call ToString(Result(12)). 
14.  Let R be a string value produced by concatenating S and Result(13). 
15.  Increase k by 1. 
16.  Go to step 10. 
The length property of the join method is 1. 
NOTE: The join function is intentionally generic; it does not require that its this value be an Array 
object. Therefore, it can be transferred to other kinds of objects for use as a method. Whether the 
join function can be applied successfully to a host object is implementation-dependent. 
FIGURE 3-3. The “15.4.4.5 – Array.prototype.join()” section from the standard ECMAScript 
language specification [60, p. 91]. 
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are not likely to be well defined because (1) the causality assumption is false, i.e., the 
found concerns were not the actual concerns that influenced the implementation and are 
thus  irrelevant,  and  (2)  insufficient  objectivity;  i.e.,  different  people  and  different 
algorithms tend to infer different sets of concerns [137].  If the concerns are not well 
defined, any relationships between the concerns and the program may be meaningless. 
A  program  may  have  many  specifications,  each  with  a  specialized  notion  of  a 
concern.    For  example,  a  ―feature,‖  ―requirement,‖  ―goal,‖  ―design  rule,‖  ―coding 
guideline,‖  ―policy,‖  etc.,  can  all  be  considered  concerns  from  their  respective 
specification.  General-purpose  concerns  such  as  ―performance,‖  ―logging,‖  and 
―debugging,‖  may  exist  in  the  specifications  of  many  programs.    Unless  otherwise 
specified, we assume a concern applies only to a specific program. 
3.4.  Related Work 
3.4.1.  Concern Modeling 
Sutton Jr., Rouvellou, and colleagues pioneered the work on modeling concerns as 
first-class entities [168] [169] [171] [172] [173] [175] using concern hierarchies [174] 
and  category  theory  [170].  Their  work  culminated  in  the  CONCERN  MANIPULATION 
ENVIRONMENT prototype [40]. 
Berg et al. [15] developed a concern model that is similar to ours since it consists of 
a relation between a source and a target domain and supports traceability of concerns 
through multiple software lifecycle phases.  Our concern model is richer in the sense that 
it  can  express  concern  hierarchies  [174],  program  element  hierarchies  (e.g.,  abstract CHAPTER 3.  CONCERN MODEL AND METRICS  38 
 
 
syntax tress [4]), multiple granularity levels (e.g., package, file, class, method, statement), 
and different types of concern–code relationships (e.g., implements, executed-by). 
Robillard  and  Murphy  [143]  model  the  relationship  between  a  concern  and  the 
program entities as a concern graph.  A concern graph consists of nodes for the program 
elements relevant to a concern and edges for the element relationships (e.g., method A 
calls  method  B).    Our  concern  model  is  similar  except  that  it  can  also  express  the 
relationship between concerns.  Given an element that the user knows is relevant to a 
concern, their FEAT [11] [139] [143] and CONCERNMAPPER [146] tools suggest other 
elements  that  may  also  be  relevant  to  the  concern  based  on  their  relationship  to  the 
known  element.    Our  prune  dependency  analysis  (PDA)  technique  (Eaddy,  Aho, 
Antoniol,  and  Guéhéneuc  [58])  (described  in  Chapter  5)  is  similar  except  that  we 
automatically  infer  rather  than  suggest  related  relevant  elements.    This  is  possible 
because the semantics of our prune dependency rule (Eaddy, Aho, and Murphy [57]) 
(described in Chapter 4) are well defined. 
Similar to our model, Deng, Stirewalt, and Cheng [50] model the source and target 
domains as graphs, i.e., a concern graph and a program graph (e.g., abstract syntax tree 
[4]).    However,  they  model  concern–code  links  as  first-class  entities.    The  ―code-
distribution problem‖ they describe is essentially the crosscutting concern problem where 
the  concerns  are  UML  diagrams  which  are  used  to  automatically  generate  the 
implementation. 
Coppit et al. [138] use a specialized notation to describe the relationships between 
concerns and source code and they provide a set of source code refactoring operations 
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3.4.2.  Concern Metrics 
The aspect-oriented programming [106] community was the first to coin the term 
―crosscutting concern‖,  i.e., a concern whose implementation spans multiple program 
entities  [72],  and  suggest  that  crosscutting  concerns  were  harmful.    Prior  to  this, 
researchers  had  noted  the  negative  aspects  of  crosscutting  concerns  without  actually 
using this term.  For example, a subclass that inherits methods and properties from a 
super class is crosscutting in the sense that the complete subclass description requires 
analyzing multiple classes [32] [87].  Letovsky and Soloway used the term delocalized 
plan  to  refer  to  a  concern  whose  implementation  is  ―realized  by  lines  scattered  in 
different  parts  of  the  program.‖  They  observed  that  programmers  had  difficulty 
understanding  delocalized  plans,  and  this  resulted  in  several  kinds  of  incorrect 
modifications [27]. 
Many researchers have studied the impact of crosscutting concerns on code quality.  
Most  of  the  effort  has  concentrated  on  developing  new  internal  metrics,  or  adapting 
existing  ones,  for  quantifying  crosscutting,  and  assessing  the  impact  of  modularizing 
crosscutting concerns using techniques such as aspect-oriented programming. 
For example, some researchers [113] [137] [190] have created concern metrics that 
measure  scattering  in  absolute  terms    (e.g.,  number  of  classes  that  contribute  to  the 
implementation  of  the  concern).    We  believe  our  degree  of  scattering  metrics 
complement absolute scattering metrics by providing a more fine-grained measurement 
of  scattering.  Garcia  and  colleagues  [69]  provide  definitions  for  ―tangled‖  and 
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model.    They  state  that  scattering  implies  tangling.    However,  this  depends  on  the 
granularity level of concern and component.  For example, two classes may be entirely 
focused on implementing a single high-level concern so the concern is scattered but not 
tangled.  They also adapted some OO metrics such as coupling and cohesion to support 
aspects as well as classes and they performed several case studies [28]. 
Our  concern  metrics  are  adapted  from  the  closeness  metrics  defined  by  Wong, 
Gokhale,  and  Horgan  [187];  however,  our  metrics  provide  more  information.    For 
example, our degree of scattering metric (Eaddy, Aho, and Murphy [57]) measures the 
degree  to  which  a  concern’s  implementation  is  spread  across  all  program  elements, 
providing a more holistic picture of crosscutting than the concentration metric [187] it is 
based on.  While concentration is useful for understanding program elements in isolation, 
degree of scattering helps developers to find concerns that may be costly to modify.  
Their dedication metric [187] determines if a program element is dedicated to any one 
concern in particular, which is helpful when reverse engineering a program.  In contrast, 
our degree of tangling metric summarizes whether the element is dedicated to one or 
many concerns and to what degree.  In addition, degree of tangling is more helpful than 
metrics that simply measure how many concerns are related to an element.  For example, 
90% of the element’s code may be dedicated to one concern and the remaining 10% are 
dedicated to concerns such as error handling, logging, etc.  Degree of tangling captures 
this  subtlety  whereas  a  metric  that  just  measures  the  total  number  of  concerns 
implemented by a program element would not. CHAPTER 3.  CONCERN MODEL AND METRICS  41 
 
 
3.5.  Summary 
This chapter provided the theoretical framework for concern analysis on which the 
remaining chapters are based.  An operational definition for ―concern‖ was presented to 
make concerns amenable to empirical study.  To better understand how concerns are 
related to other concerns and to programs, a model for concerns was presented.  The 
model  facilitates  defining  common  terms  such  as  crosscutting  and  provides  a 
mathematical  foundation  for  our  concern  metrics.  We  provided  some  guidelines  for 
obtaining well-defined concerns. 
The  degree  of  scattering  metric  measures  the  degree  to  which  a  concern’s 
implementation crosscuts a program.  However, this metric alone is not enough to judge 
whether a particular implementation is more modular than another.  The reason is that 
scattering can be artificially reduced by consolidating program elements, at the expense 
of  increasing  tangling  and  thereby  reducing  the  overall  modularity.    The  degree  of 
tangling  metric  provides  the  proper  counterbalance  to  avoid  these  counterproductive 
refactorings.  Ideally, a program should have a low average degree of scattering (ADOS) 
and tangling (ADOT).  
 
     
Chapter 4  
 
Locating Concerns By Hand Using the 
Prune Dependency Rule and 
CONCERNTAGGER 
There  is  a  growing  consensus  that  crosscutting  concerns  degrade  software 
quality.  Before we can modularize the crosscutting concerns in our programs 
to increase software quality, we must first be able to find them.  Unfortunately, 
accurately locating the code related to a concern is difficult, which makes it 
difficult to determine how much the concern is crosscutting.  We propose a 
systematic methodology for  locating concern  code.  Our  prune dependency 
rule resolves some of the ambiguity issues encountered by other researchers.  
We  applied  this  rule  to  systematically  locate  the  source  code  for  137 
requirements  in  a  13,534  line  program.    We  found  that  95%  of  the 
requirements  were  crosscutting—indicating  a  significant  potential  for 
Programmers have become part historian, part 
detective, and part clairvoyant. 
— Thomas Corbi [46] CHAPTER 4.  LOCATING CONCERNS BY HAND USING THE PRUNE 
DEPENDENCY RULE AND CONCERNTAGGER 
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improving  modularity—and  that  our  concern  metrics  were  better  able  to 
determine which requirements would benefit the most from refactoring. 
4.1.  Introduction 
The crosscutting concern problem [106] causes the code related to a concern to be 
scattered across the program, and often tangled with the code  related to other concerns.  
Several  studies  indicate  that  modularizing  crosscutting  concerns  improves  software 
quality [112, 120, 122, 182], providing indirect proof that crosscutting hurts modularity.  
Unfortunately, there is little guidance for finding crosscutting concerns, and determining 
when it is profitable to modularize them. 
Before we can go about reducing crosscutting code to improve modularity, we must 
first determine what the concerns of the program are (concern identification) and where 
they manifest in the program text (concern location).  Only then can we determine the 
extent of crosscutting. 
Alas, manually locating the source code related to a concern is a notoriously hard 
problem even when the concerns are well defined [18, 113, 137, 187].  Unfortunately, 
concerns are rarely well defined, partly because the term ―concern‖ is so abstract [174], 
leading to inconsistent interpretations [63, 113, 137].   Another level of inconsistency is 
introduced when concerns are associated with code because existing guidelines [76, 137] 
are ambiguous.  These inconsistencies ensure that experimental results are not repeatable 
and  lead  to  misguided  assessments  of  the  nature  and  extent  of  crosscutting  in  the 
program. CHAPTER 4.  LOCATING CONCERNS BY HAND USING THE PRUNE 
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Automated concern location techniques, such as our CERBERUS technique (described 
in  the  next  chapter),  apply  their  rules  consistently,  but  they  miss  concerns  that  the 
developer is interested in and the relevancy of the concern–code mapping they produce is 
debatable.  For  example,  links  between  concerns  and  code  may  be  missed  by 
information-retrieval-based techniques if meaningful identifier names are not used [134] 
[192],  and  by  execution-tracing-based  techniques  if  concerns  cannot  be  exercised 
completely  and  orthogonally  [63,  64,  134,  187].    Execution  tracing  may  also  miss 
―nonfunctional‖  concerns,  such  as  logging  and  error  handling,  which  are  difficult  to 
isolate using a test.  Aspect mining [35] and static analysis techniques [144] are useful at 
generating suggestions for possible concerns, but human interpretation is still required.   
While the mappings  produced by these automated techniques are well  suited for 
guiding program comprehension and maintenance activities, we felt they would not be 
sufficiently relevant for obtaining a complete and accurate picture for how the concerns 
of a program are implemented.  Furthermore, we sought to eliminate the possibility that 
deficiencies, mistakes, or biases in the concern location algorithm could skew our results.  
Therefore, for the empirical study described in this chapter and Chapter 6, we required all 
concern location decisions to be made by a human analyst.  Obviously, this limited the 
size of the programs we could analyze. 
In the next section we present a novel manual concern location rule that we argue is 
easier to interpret objectively, resulting in fewer ambiguities than previous approaches.  
We provide evidence that our concern metrics, which we presented in the last chapter, 
provide a level of detail not possible with previous concern metrics and traditional OO 
metrics.  We include a comparison of some of these metrics in our case study in Section CHAPTER 4.  LOCATING CONCERNS BY HAND USING THE PRUNE 
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4.4.   Section  4.5  gives  an overview of  related  work on interactive (manual) concern 
location.  Section 4.6 concludes. 
4.2.  Manual Concern Location Using the Prune Dependency Rule 
Before we can measure degree of scattering (defined in the last chapter) to determine 
how scattered a concern is, we must first identify all the code related to that concern.  
Similarly, before we can apply degree of tangling to determine how tangled a program 
element is, we must first identify the concerns implemented by that program element.   
In the previous chapter, we stressed the importance of using a definitive, objective, 
finite, and a priori nonexecutable program specification to identify concerns.  In this 
chapter we assume the concerns have already been identified and we must now locate the 
source code that implements the concerns.  We are interested in determining if a prune 
dependency relationship exists between a concern and a program element based on the 
following rule (Eaddy, Aho, and Murphy [57]): 
Definition. According to the prune dependency rule, a program element is relevant 
to (prune–dependent–on) a concern if it should be removed, or otherwise altered, 
when the concern is pruned.
9 
To  properly  interpret  this  rule,  consider  a  software  pruning  scenario  where  a 
programmer is removing a concern to reduce the footprint of a program or otherwise 
tailoring the program for a particular environment.  Thus, the goal is to remove as much  
                                                 
9 Prune is just a synonym for remove, i.e., we are talking about removing the concern.  We use a 
different  word  to  make  it  clear  what  is  being  removed:  the  concern  (prune)  or  the  program  element 
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of the code related to a concern as possible, short of a redesign
10, and without affecting 
other concerns.  To achieve this goal, the programmer must locate as many elements in  
                                                 
10 Assume that disabling the concern using a flag, preprocessor macros, or code generation is not 
sufficient. 
TABLE 4-1 
GUIDELINES FOR LOCATING CONCERNS USING THE PRUNE DEPENDENCY RULE 
PDA0.  Prune  dependency  rule.  A  program  element  e  is  relevant  to  a  concern  c  if  it  should  be 
removed (removal dependency), or otherwise altered (alter dependency), when the concern is pruned.  
For the remaining clauses, assume we have already identified a relevant element ec for concern c. 
PDA1. Reference clause.  If element e references ec, then  e is also relevant to  c.  Depending on 
whether e is a method, field, or type (class, interface, or enum), ―references‖ means executes, accesses, 
or references, respectively. This agrees with [76] and [137].  
PDA2. Dominates clause.  If all elements that reference e are relevant to c, then e is also relevant to c.  
For example, if all calls to a method e originate from methods that are relevant to c, i.e., those methods 
dominate e [4], then e is also relevant to c. 
PDA3. Element containment clause.  If all elements contained by e are relevant to c, then e is also 
relevant to c.  For example, if all members of a type are relevant to c, then the type is also relevant to c. 
(This is similar to the rules in [137].) 
PDA4. Concern containment clause.  The program elements relevant to a concern must (at least) 
include the program elements relevant to the concern’s descendants. 
PDA5. Inheritance clause.  If all subtypes inherited from e are relevant to c, then e is also relevant to 
c.  This assumes a closed world where all types are known at analysis time. 
PDA6. Override clause.  If all overrides of a virtual method e are relevant to c, then e is also relevant 
to c.  This assumes a closed world where all types are known at analysis time. 
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the  program  as  possible  that  fully  or  partially  implement  the  concern.    The  concern  
location guidelines in Table 4-1 help the programmer to decide if a prune dependency 
exists between a program element and a concern. 
The reason that we single out element removal from other types of element changes 
is that removing an element has a simple and well-defined semantics (i.e., we simply 
remove lines of code) and we can precisely determine how removing the element will 
impact  the  rest  of  the  program  (i.e.,  removing  a  field  declaration  will  impact  all 
references to that field).  Indeed, if we determine that a program element has a removal 
dependency on a concern, we can automatically infer that references to that element have 
(at least) an alter dependency.  This is the essence of our prune dependency analysis 
algorithm, which we present in the next chapter. 
Previous manual concern location guidelines (for example, [70] and [137]) require 
the assignor to establish a contributes-to relationship, i.e., a element contributes to the 
implementation of a concern.  In our experience, ―contribution‖ is hard to decide even 
when the assignor knows the program well, because it forces the assignor to consider any 
possible  change  to  an  element  that  could  potentially  affect  the  concern  directly  or 
indirectly.  Consider some worst-case examples of a ―contribution‖: 
  Removing the Main function causes all the concerns of the program to not 
function properly.  This prompted Revelle, Broadbent, and Coppit [137] to 
treat  the  Main  function as  a special  case in  the identification  guidelines.  
However, this logic is flawed since Main is really just an extreme example 
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  Speeding up some arbitrary piece of code improves the performance of every 
concern. 
  A  change  to  System.String  could  potentially  affect  every  client  and 
derived class. 
While  these  are  valid  relationships,  they  are  hard  to  determine,  potentially 
unbounded, and (we argue) not that useful for understanding crosscutting. 
In contrast, our guidelines are easier to follow because (1) concerns are well defined, 
(2)  the  scope  of  potential  changes  that  we  must  consider  is  limited  to  ―pruning  a 
concern,‖ and (3) the scope of potential affects is limited to the impact on the program 
element under scrutiny.  Of course, the assignor must understand the concern and the 
behavior of the program element well enough to judge if a prune dependency exists. 
The assignor is free to choose any level of mapping granularity, although this will 
affect  the  measurement  precision.    The  guidelines  ensure  consistency  whether  the 
mapping is performed at the level of statements, methods, classes, or higher. 
Concerns may be organized in a containment hierarchy in which case the Concern 
Containment Clause (PDA4 in Table 4-1) applies.  The justification for this clause is that 
the prune dependency rule states that a program element is associated with a concern if 
removing the concern would require alteration or removal of the element.  Therefore, when 
concerns are organized in a containment hierarchy, removing a parent concern implies that 
the parent’s descendants are also removed.  Removing the parent’s descendants requires 
alteration or removal of the program elements associated with the descendants, so it follows 
that the parent concern must also be transitively associated with those elements. CHAPTER 4.  LOCATING CONCERNS BY HAND USING THE PRUNE 
DEPENDENCY RULE AND CONCERNTAGGER 
49 
 
 
4.3.  Manually Tagging Concern Code with CONCERNTAGGER 
The  actual  assignment  of  program  elements  to  concerns  is  done  using 
CONCERNTAGGER, an extension to CONCERNMAPPER [146], a plug-in for the ECLIPSE
11 
development  environment,  developed  by  Robillard,  Manggala  and  Weigand-Warr.  
CONCERNMAPPER allows the user to associate program elements with concerns via drag-
and-drop and right-click menus.  CONCERNTAGGER
12 (see Figure 4-1), our extension to 
CONCERNMAPPER, further allows the user to express  
  Many concerns – The large number of concerns (> 100) in the projects we 
analyzed caused CONCERNMAPPER to have unacceptable performance (slow 
refresh,  scrolling,  etc.).  Our  extension  scales  to  the  large  numbers  of 
concerns (> 100) and concern–code links (> 10,000) found in large programs. 
  Hierarchical concerns – When the number of concerns becomes large and 
unwieldy, they are typically organized into a hierarchy. 
  Multiple concern domains – In the GOBLIN study, we mapped both feature 
and requirement concerns.  We observed that these different domains had 
different  scattering  and  tangling  characteristics.    For  the  three  studies 
described in Chapter 6 we mapped requirements to code and bugs to code and 
used CONCERNTAGGER to infer the requirement–bug mapping. 
                                                 
11 http://www.eclipse.org 
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  Multiple concern–code relationships – Concern location techniques produce 
different  concern–code  mappings  depending  on  the  exact  relationship 
(implements, executed-by, fixed-for, similar-to, etc.) between the concerns 
and the code they are looking for.  In our studies, we needed to represent 
multiple concern–code mappings for different relationships. 
FIGURE  4-1.  CONCERNTAGGER  screenshot  showing  a)  a  RHINO  source  file,  b)  the 
RHINO concern hierarchy showing the program elements assigned to the “Regular 
Expression  Literals” concern (program elements can be assigned to concerns via 
drag-and-drop and right click), c) a view showing which concerns are assigned to the 
methods of the Decompiler class, and d) the RHINO bugs. 
 
a 
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In addition, CONCERNTAGGER 
  Automatically  infers  some  concern–code  links  using  prune  dependency 
analysis (described in Section 5.2.3), 
  Measures  the  extent  that  a  concern’s  implementation  is  scattered  over 
multiple  program  elements  (degree  of  scattering)  and  tangled  with  the 
implementations of other concerns (degree of tangling), 
  Measures how dedicated a program element is to a single concern, 
  Measures the extent to which the concerns cover the implementation and vice 
versa, 
  Measures the similarity between two concern-code mappings, 
  Imports/exports concerns and concern-code mappings to Attribute Relation 
File Format (ARFF) files
13. 
4.4.  Empirical Study 
To provide initial evidence as to the utility of our metrics, we designed a case study
14 
to investigate the following hypotheses: 
H1. Degree of scattering is more descriptive than absolute measures of scattering (e.g., 
concern diffusion over components, concern diffusion over operations). 
                                                 
13 http://www.cs.waikato.ac.nz/ml/weka/arff.html 
14 For this study we used a primi tive form of  CONCERNTAGGER designing for tagging C# program 
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H2. Degree of tangling is more descriptive than structural complexity measures (e.g., 
coupling between object classes). 
4.4.1.  Case Study Setup 
We evaluated our hypotheses on GOBLIN, a platform for developing virtual reality 
applications.  GOBLIN is a medium-sized program consisting of 13,534 source lines, 62 
classes, and 137 requirements.  The rationale for choosing GOBLIN was that the author 
was one of the three GOBLIN developers, making concern location easier and (we expect) 
more accurate.  To satisfy our concern identification guidelines we chose the concerns to 
be  the  numbered  requirements  (functional  and  nonfunctional)  taken  from  GOBLIN’s 
software  requirement  specification  [95].  The  case  study  data  (source  code,  concern 
mapping, and requirements specification) is publically available.
15 
Of the 137 original requirements, we ignored  requirements that were duplicates, 
were obviously unrelated to the GOBLIN platform (e.g., project web site, applications built 
using GOBLIN), or were never implemented (according to the author).  We also added a 
few  nonfunctional  requirements  that  were  not  explicitly  stated  in  the  requirements 
specification (i.e., they were implicit): 
  Exception/error detection – ―Checking the state of a program against a certain 
predicate when its control flow graph reaches a certain node, at runtime‖ [70]. 
  Exception/error  handling  –  The  handling  of  a  previously  detected  (by 
exception/error detection) erroneous state. 
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  Clean  shutdown  –  The  program  should  free  up  resources  and  exit  without 
hanging or crashing. 
The final concern domain consisted of 39 requirements. 
To  test  our  first  hypothesis,  we  compared  degree  of  scattering  (DOS)  with  the 
concern diffusion over components (CDC) metric created by Garcia et al. [77] (see Table 
4-2).  The metrics are comparable because they both measure properties of concerns at 
the class level. 
To test  our second hypothesis,  we compared  degree of  tangling (DOT) with  the 
popular  object-oriented  metric,  coupling  between  object  classes  (CBO)  [39],  which 
counts  the  number  of  classes  referenced  by  a  class  at  compile  time.  Both  metrics 
measure class dependencies—on classes for CBO, and on concerns for DOT—and are 
thus comparable. 
TABLE 4-2 
GARCIA AND COLLEAGUE’S CONCERN DIFFUSION METRICS [77] 
 
Concern Diffusion over 
Components (CDC) 
Number  of  classes  that  contribute  to  the  implementation  of  a 
concern and other classes and aspects which access them. 
Concern Diffusion over 
Operations (CDO) 
Number  of  methods  which  contribute  to  a  concern’s 
implementation  plus  the  number  of  other  methods  and  advice 
accessing them. 
Concern Diffusion over 
LOC (CDLOC) 
Counts the number of transition points for each concern through 
the LOC.  Transition points are points in the code where there is a 
“concern switch.” 
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4.4.2.  Results 
Table 4-3 shows the concern metrics for an interesting subset of the requirements 
concerns.  We found that 95% of the requirements were scattered across multiple classes 
and 100% across multiple methods.  This is consistent with [187], which showed that 
every feature had no more than 8% of its code in any file.  The ―Help display‖ and 
―Application  plug-ins‖  were  the  only  requirements  not  crosscutting  at  the  class  level 
(according to our definition) since they were completely localized in one class (CDC is 1 
and DOSC is 0).   
TABLE 4-3 
CONCERN-BASED METRICS 
The metrics include Garcia et al.’s metrics, CDC and CDO, and our degree of scattering (DOS) metrics. 
Lower values are better (less scattering). 
 
Concern (Requirement) SLOC CDC CDO
Class 
Level
Mthd 
Level
Graphics API integration 3814 54 501 0.92 0.99
Monocle-display support 2192 10 272 0.57 0.97
Exception/error detection 513 33 133 0.89 0.98
Exception/error handling 455 30 107 0.80 0.97
Collision detection 424 10 43 0.76 0.95
Logging 271 9 26 0.57 0.66
Persistence 190 11 21 0.83 0.92
Clean shutdown 118 13 29 0.83 0.86
Help display 34 1 7 0.00 0.80
Application plug-ins 31 1 6 0.00 0.80
Diffusion 
Metrics
Degree of 
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Comparing concern-based metrics 
Looking at the concern diffusion metrics for ―Exception/error handling‖ we notice 
that exception handling is scattered across 30 classes (CDC) and 107 methods (CDO).  
Our metrics corroborate this by indicating a relatively high degree of scattering across 
classes (DOSC is 0.80) and methods (DOSC is 0.97).  This data repeats the results of 
other studies [70, 120] that observed that exception handling is highly scattered.  We also 
observed that exception handling incurred a high number of ―concern switches‖ (CDLOC 
is 281, 88
th percentile), which has not been reported elsewhere. 
However, consider ―Monocle-display support‖ and ―Collision detection.‖  Despite 
the fact that they are both scattered across the same number of classes (CDC is 10), these 
concerns are actually not scattered equally.  The first clue is that Monocle-display has 5 
times more source lines.  Analyzing the dedication (DEDI) values (not shown) reveal that 
the bulk (64%) of the source code related to the Monocle-display support requirement is 
contained in one class, while the bulk of the Collision detection code is evenly split 
between two classes (33% and 34%).  Whereas CDC fails to make this distinction, our 
DOSC metric indicates that Monocle-display support is less scattered (DOSC is 0.57) 
than Collision detection (DOSC is 0.76) at the class level.  This evidence supports our 
first hypothesis. 
Our  concern  metrics  are  more  descriptive  because  they  measure  the  extent  of 
scattering, whereas the concern diffusion metrics,  and other concern metrics (e.g., [113] 
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consolidating redundant code into a shared function, would not be deemed beneficial by 
these metrics.  This argument further supports our first hypothesis. 
The increased level of precision afforded by our metrics requires a fine-grained (i.e., 
statement-level) concern location.  The difficulty of obtaining such a mapping, especially 
for large programs, may explain the lack of fine-grained metrics. However, we believe 
this level of detail is necessary to properly assess the nature and extent of crosscutting for 
concerns such as exception/error detection and handling and performance.  Furthermore, 
automated  concern  location  techniques  can  be  used  to  obtain  a  fine-grained  concern 
mapping. 
Comparing concern metrics with traditional OO metrics 
Table 4-4 shows detailed class metrics for a few classes.  The CK metrics help us 
determine,  for  example,  that  the  Engine  class  is  highly  coupled  (CBO  is  71,  99
th 
percentile).  Because it depends on so many classes, we may conclude that the Engine 
class is complex and fault prone.  In contrast, the very high DOT metric (0.84) suggests a 
TABLE 4-4 
CLASS-BASED METRICS 
The metrics include the CK metric, CBO, and our degree of focus metric, DOT. 
Lower values are better for CBO and DOT. 
Class  SLOC  CBO  DOT 
Framework  1878  106  0.44 
Engine  432  71  0.84 
ArcBall  104  20  0.00 
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reason for the complexity: the Engine class implements too many concerns.  Analyzing 
both metrics helps us isolate the elements in greatest need of refactoring. 
We feel our concern metrics (DOS and DOT) are more relevant than traditional OO 
metrics  (like  the  CK  metrics)  because  they  relate  logical  entities  from  the  problem 
domain (concerns) with physical entities (program elements).  In contrast, the CK metrics 
only quantify relationships between physical entities.  Because a change to a program 
often originates as a change to some concern, our concern metrics allow the impact of 
that change to be quantified more directly. 
4.5.  Related Work 
Many  researchers  have  observed  that  is  it  difficult  for  a  human,  and  perhaps 
impossible for an algorithm, to determine the program elements that are relevant to a 
concern.  Biggerstaff et al. argue that ―there is no algorithm that allows us to compute 
[the concern–code mapping] with complete confidence‖ [18].  K. Wong et al. agree: 
―human cognitive abilities are still much more powerful and flexible than hardwired 
algorithms‖ [186].  In recognition of this fact, interactive (or manual) concern location 
techniques involve a human at some point in the concern location process. 
A requirements traceability matrix [49] is the most primitive technique for recording 
relationships  between  requirements  and  program  elements.    Each  row  of  the  matrix 
represents a requirement and each column represents a program element.  The analyst 
marks an entry in the matrix to indicate that the requirement and program element are 
related.  These matrices quickly become unwieldy for large programs, especially when 
analyzing fine-grained program elements (e.g., methods). CHAPTER 4.  LOCATING CONCERNS BY HAND USING THE PRUNE 
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Eaddy and Aho [54] annotated individual program statements to indicate the concern 
that  the  statement  is  related  to.    They  extended  a  compiler  to  parse  the  statement 
annotations and generate concern-oriented metrics (Eaddy, Aho, and Murphy [57]). 
FEAT [11] [139] [143], CONCERNMAPPER [146], CONCERN VIEWER [142], FEATURE 
SELECTOR [113] and CONCERNTAGGER (Eaddy et al. [59]) allow a human analyst to tag 
an arbitrary piece of code [113] or a method, field, or type [59] as being associated with a 
concern.  In addition, some tools provide grep-like query facilities to help locate the 
program elements relevant to a concern.  For example, ASPECTBROWSER [158] and the 
ASPECT  MINING  TOOL  [84]  support  lexical  pattern  matching  queries  [158]  and  type 
reference queries [84].  SOQUET [124], Software Reflexion Models [129], and CONCERN 
MANIPULATION ENVIRONMENT [40] also provide lexical pattern matching queries.  FIND 
CONCEPT  takes  this  idea  further  by  looking  for  natural  language  clues  in  program 
identifiers [154].  The semi-automated concern location technique, PROMESIR [121], 
allows the user to specify queries and uses latent semantic indexing to suggest candidate 
links.  PROMESIR also allows the user to provide feedback to improve the accuracy of 
the query and the result [92]. 
Some tools analyze program dependencies to suggest relevant elements.  Given a 
program  element  the  user  knows  is  relevant  to  a  concern,  FEAT  [11]  [139]  [143], 
CONCERNMAPPER [146], and CONCERN VIEWER [142] suggest other elements that may be 
relevant based on their relationship to the known relevant element.  As we mentioned 
earlier, our tool, CONCERNTAGGER [52] (Eaddy et al. [59]), goes one step further and 
automatically infers related relevant elements based on prune dependency analysis.  CHAPTER 4.  LOCATING CONCERNS BY HAND USING THE PRUNE 
DEPENDENCY RULE AND CONCERNTAGGER 
59 
 
 
Tools such as BAUHAUS [63], RIGI [186], and DESIRE [18] support multiple analysis 
methods for helping a developer associate  concerns with code, including call graphs, 
lexical pattern matching queries, and connection networks  [18].  Bauhaus [63] depicts 
how functions are shared by concerns using a concept lattice. 
Manually locating the source code related to a concern is a notoriously hard problem 
even when the concerns are well defined [18, 115, 141, 190].  Unfortunately, concerns 
are rarely well defined—partly because the term ―concern‖ is so abstract [174], leading to 
inconsistent  interpretations  [63,  113,  137]  [90].      Another  level  of  inconsistency  is 
introduced when  an analyst  determines  which code fragments  to  assign to  a  concern 
because  existing  guidelines  [76,  137]  [31]  are  ambiguous  for  reasons  described  in 
Chapter 4.  These inconsistencies ensure that experimental results are not repeatable and 
lead to misguided assessments of the nature and extent of crosscutting in the program.  
Our prune dependency rule eliminates many of these ambiguities and we believe it is 
more accurate and easier to apply than previous approaches (Eaddy, Aho, and Murphy 
[57]). 
Despite the many drawbacks associated with manual concern location—painstaking 
manual labor [79], poor longevity [79] [117], ambiguous  guidelines, and inconsistent 
results—manual  mappings  are  considered  the  gold  standard  by  which  automated 
techniques are evaluated. 
4.6.  Summary 
Before we can modularize concerns, we must be able to locate and quantify them.  
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fragments based on our prune dependency rule.  We believe this rule is more accurate 
and easier to apply consistently than previous approaches.  We showed how our concern 
metrics are more descriptive than previous concern metrics and traditional object-oriented 
metrics.  
 
     
Chapter 5  
 
Automated Concern Location using 
CERBERUS 
In this chapter we present a new technique called prune dependency analysis 
that can be combined  with existing  techniques to  dramatically improve the 
accuracy  of  concern  location.    We  introduce  CERBERUS,  a  potent  hybrid 
technique for concern location that combines information retrieval, execution 
tracing, and prune dependency analysis. We used CERBERUS to trace the 360 
requirements  of  RHINO,  a  32,134  line  Java  program  that  implements  the 
ECMAScript  international  standard.  In  our  experiments,  prune  dependency 
analysis boosted the recall of information retrieval  by 155% and execution 
tracing  by  104%.  In  addition,  we  show  that  our  combined  technique 
outperformed the other techniques when run individually or in pairs. 
5.1.  Introduction 
ost of the cost in software development goes towards maintaining and evolving  M 
Sometimes the relations between the various 
sections make up a maze of interwoven threads       
that only detailed analysis can unravel. 
—David and Mendel, The Bach Reader CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  62 
 
existing source code [20] [67] [93] [119].  Programmers spend more than half of their 
time trying to understand the program so that maintenance and evolution are performed 
correctly [186].  The most valuable information to a programmer—and the most difficult 
to obtain—is the ―intent behind existing code and code yet to be written‖ [109].  To 
understand the intent behind a piece of unfamiliar code, the programmer may look for 
clues in the code or documentation.  Program identifiers and comments, programming 
patterns and idioms, program dependencies, and how the program responds to input, all 
hint at the relationship between the code and the features, requirements, and other high-
level concerns of the program. 
As  stated  in  Chapter  1,  a  concern  is  any  consideration  that  can  impact  the 
implementation  of  a  program  [139].    Software  requirements  and  features  (i.e.,  user-
observable  functionality)  are  examples  of  different  types  of  concerns.    Generally 
speaking, the goal of concern location (e.g., concept assignment [18], feature location [2] 
[12] [13] [38] [121] [134] [185] [188] [191] [192], requirements tracing [7] [57] [59] 
[91], and related techniques) is to determine the relationship between high-level domain 
concepts (concerns) and other software artifacts, e.g., source code.
16 
A concern location technique can be thought of as an expert that evaluates a set of 
heuristics to produce a relevance judgment about the relationship between a program 
element and a concern.  For example, information-retrieval-based techniques are experts 
that provide judgments based on the lexical similarity between program element names 
and concern descriptions.  Unfortunately, many factors conspire to reduce the reliability 
of  the  judgments.    First,  each  expert  relies  on  the  presence  of  clues  to  evaluate  its 
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heuristics.  If the clues are missing or misleading (e.g., meaningful element names are not 
used), the expert will likely draw the wrong conclusions.  Second, each expert is focused 
on a narrow aspect, and thus, an incomplete picture, of the program.  The judgments 
produced by one expert may not be entirely trustworthy. 
In theory, we can increase accuracy by combining the judgments of multiple experts, 
thus mimicking how a programmer combines multiple clues to arrive at a more informed 
judgment.  That is, if three independent experts arrive at the conclusion that an element is 
relevant to a concern, this judgment is more reliable than if only one or two experts 
agreed.  However, combining judgments is not straightforward because of disagreements 
between the experts.  Furthermore, judgments are not necessarily comparable because 
each expert analyzes data and produces judgments in a different way (i.e., impedance 
mismatch). 
Our  goals  in  this  chapter  are  to  introduce  improvements  to  previous  automated 
concern location techniques, to present a novel prune dependency analysis technique, and 
to determine if the judgments of three experts can be successfully combined—would it be 
a case of ―three heads are better than one‖ or ―too many cooks in the kitchen?‖  Our 
hypothesis is that combining the judgments of all three experts—information retrieval, 
execution tracing, and prune dependency analysis—is better than combining one or two 
experts.  We evaluated our hybrid technique, CERBERUS, by comparing it against a large 
concern–element mapping (10,613 concern–element links) done by hand for RHINO, a 
32,134 line Java program.  While a handful of researchers [121] [134] [191] [192] have 
successfully  paired  concern  location  techniques,  as  yet  no  one  has  combined  the 
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We found that the accuracy of automated concern location can improve as more 
heuristics  and  analysis  techniques  are  brought  to  bear.    In  particular,  CERBERUS 
outperforms  all  other  technique  combinations  by  9%–263%  (as  determined  by  the 
average f-measures for five different thresholds for each technique).  In large part this 
improvement is due to the use of our novel prune dependency analysis technique, which 
boosted the recall of information retrieval by 155% and execution tracing by 104%. 
The chapter is organized as follows.  In the next section we give an overview of the 
individual techniques and how we integrated them to create CERBERUS.  In Section 5.3, 
we  describe  our  evaluation  methodology  and  our  case  study.    We  describe  our 
experimental results in Section 5.4 and evaluate the different technique combinations, 
including CERBERUS.  In Section 5.5, we discuss some surprising results and threats to 
validity.  Section 5.6 reviews prior work.  Section 5.7 concludes. 
5.2.  An Overview of Our Approach 
As described in the previous chapter, we are interested in determining if a prune 
dependency relationship exists between a concern and an element based on the following 
rule (Eaddy, Aho, and Murphy [57]): 
A program element is relevant to a concern if it should be removed, or otherwise 
altered, when the concern is pruned.
 
To achieve this goal, the programmer must locate as many elements in the program 
as  possible  that  implement  the  concern.    Locating  these  elements  by  hand  is  labor 
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use automated concern location techniques.  Next, we describe two well-known concern 
location techniques and introduce our novel prune dependency analysis technique. 
5.2.1.  Information Retrieval 
Information-retrieval-based concern location techniques (IR), such as vector space 
indexing [7] [191] [192], probabilistic indexing [7], and latent semantic indexing (LSI) 
[7]  [121]  [134],  have  been  very  successful  at  determining  relevance  based  on  the 
similarity between terms used in the concern description and in the program elements 
(e.g., element names, variable names), and for clustering program elements based on term 
similarity [81].  IR techniques rely on the fact that it is common practice for programmers 
to choose program identifiers and write comments that establish a link between the code 
and the concerns (e.g., the documentation) [30] [116].  Unfortunately, these techniques 
suffer from the same problems that impede information retrieval in the large, such as 
polysemy (different meanings for the same word), synonymy (same meaning for different 
words,  including  abbreviations),  and  sensitivity  to  meaningful  identifiers.  These 
problems  particularly  impact  concern  location  because  the  concern  descriptions  (e.g., 
paragraphs from a requirements specification) and program elements are often written by 
different authors, using different vocabularies and rules of grammar [134], and because 
program identifiers are often abbreviated (e.g., ―num_calls‖). 
Vector space model.  The vector space model [85] [149] [151] treats documents and 
queries as vectors of terms.  Let V = (k1, ..., kN) be the vocabulary (list of N terms) of a 
collection of documents  and queries.    We include the query terms  in  the vocabulary 
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For each document and query, we extract the terms from the text using an extraction 
technique that we will describe in the next section.  A vector model of a document d is a 
vector of term weights (w1, ..., wN), where the weights are calculated using the so-called 
TF–IDF formula [9] [150]. 
The  TF–IDF  formula  consists  of  two  components:  term  frequency  and  inverse 
document  frequency.    There  are  many  different  formulas  for  computing  the  term 
frequency.  We used the following: 
    Term Frequency  (5-1) 
In Equation 5-1, freqi,j is the frequency of the ith term in the jth document; i.e., the 
number of times the term ki appears in the document dj.  The heuristic here is that the 
more  frequently  a  term  appears  in  the  document  the  more  important  the  term  is.  
However,  we  must  control  for  the  fact  that  term  frequencies  tend  to  increase  with 
document size.  We therefore normalize the term frequency by dividing by the document 
size, which is measured by summing the frequencies for all the terms in the document 
(see the denominator in Equation 5-1). 
If  we  just  use  the  term  frequency  formula  to  weigh  terms,  words  that  occur 
frequently but carry no information content (e.g., ―the,‖ ―of‖) will receive high weights.  
To guard against this, we balance the term frequency using idfi, the inverse document 
frequency, which considers how often the term appears in all the documents: 
    Inverse Document Frequency  (5-2) 
where  |D|  is  the  total  number  of  documents  and  queries  and  dfi  is  the  number  of 
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important  if  it  occurs  in  many  documents.  The  final  weights  are  determined  by 
multiplying the term frequency by the inverse document frequency: 
    Term Weights  (5-3) 
Given a document vector d = (w1, ..., wN) and a similarly computed query vector q = 
(q1, ..., qN), the similarity between the document and query is defined as the cosine of the 
angle (the cosine distance) between the two vectors [9]: 
    Cosine Distance Similarity  (5-4) 
The similarity ranges from 0, which means that the document and query have no 
terms in common, and 1, which means the document and query have the same terms.  
Because information retrieval  assumes  that relevance is  based on term similarity, we 
interpret the cosine distance score to be the predicated relevance score for a concern and 
program element. 
Document preparation.  Our IR technique parses Java source code and extracts terms 
from  comments  and  identifiers.    We  include  comments  that  precede  the  element 
definition as well as comments inside methods.  Identifiers include the names of methods 
(and  fields),  enclosing  types,  packages,  parameters,  local  variables,  field  accesses, 
method  calls,  and  type  references  (e.g.,  using  instanceof).    Qualified  names  (e.g., 
foo.bar.baz()) are split into separate identifiers (―foo,‖ ―bar,‖ and ―baz‖).  Compound 
identifiers are added as is and also split into separate terms based on standard naming 
conventions (e.g., ―camelCaseStyle,‖ ―underscore_style‖).  We kept terms that looked 
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We filter terms using a standard stop list augmented with the list of Java keywords.  
Abbreviated identifiers (e.g., ―num,‖ ―str‖) were generating a large number of synonyms, 
so we created a custom thesaurus to expand them.  A unique aspect of our technique is 
that we also expand abbreviated compound identifiers, e.g., the identifier ―numConns‖ 
expands  into  terms  ―numberconnections,‖  ―number,‖  and  ―connections.‖    To  further 
reduce the number of unique terms, we reduced the inflected form of the terms to their 
stem using a standard stemming library. 
Similar to [192], we treat program elements as the ―documents‖ and requirements as 
the  ―queries.‖    Our  custom  script  parses  a  requirements  specification  to  identify 
individual requirements, which will become the queries.  Terms are extracted from the 
requirements using the same rules as above for program elements. 
After extracting all the terms for the program elements and requirements, we weigh 
the terms using the TF–IDF formula.  The result is a vector of weighted terms for each 
program  element  and  requirement.    We  determine  the  similarity  between  a  program 
element  and  a  requirement  by  computing  the  cosine  distance  between  the  two  term 
vectors. 
5.2.2.  Execution Tracing 
Execution-tracing-based concern location (tracing) techniques analyze the runtime 
behavior  of  a  program  to  determine  program  elements  activated  when  a  concern  is 
exercised.  For functions and methods, activation implies execution; for fields and global 
variables, activation implies access (reading or writing).  Exercising a concern implies 
supplying  inputs  to  the  program  that  are  related  to  the  concern.    For  example,  the 
―bookmarking‖  feature  in  a  web  browser  can  be  exercised  by  clicking  the  ―Add  to CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  69 
 
Bookmarks‖ button [134].  We improve upon previous execution tracing techniques by 
considering field accesses as well as method executions. 
Traces for a set of concerns are compared to distinguish elements that are specific to 
a particular concern from those shared by many concerns.  The output is a list of methods 
ranked  by  their  predicted  relevance  score,  which  ranges  from  0  (irrelevant)  to  1 
(relevant).  We evaluated the effectiveness of the following scoring formulas: 
  Software Reconnaissance: 1 if the element if activated by only one concern, 0 
otherwise [185]. 
  Dynamic Feature Traces (DFT): # element activations by the concern / total # 
element activations [8]. 
  Scenario-Based Probabilistic Ranking (SPR): # of tests for a concern that activate 
the element / total # of tests that activate the element [64]. 
  Element Frequency–Inverse Concern Frequency (EF–ICF): 
 
 
The first scoring formula, introduced by Wilde and Scully in their pioneering work 
on  Software  Reconnaissance  [185],  renders  a  binary  judgment  based  on  whether  an 
element is uniquely activated by a concern.  Later formulas (e.g., DFT, SPR, EF–ICF) 
more  closely  capture  the  notion  of  element  specificity,  i.e.,  the  degree  to  which  an CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  70 
 
element is relevant to a concern, and at the same time compensate for the imprecision and 
noise inherent in the collection of dynamic data [8]. 
We created the last formula, Element Frequency–Inverse Concern Frequency (EF–
ICF), because we noticed the resemblance between DFT and SPR and the TF–IDF-like 
[9] term weighting formula commonly used in information retrieval.  EF–ICF is the same 
as  TF–IDF,  where  ―terms‖  are  program  elements,  ―term  frequencies‖  are  activation 
counts  (e.g.,  number  of  method  calls),  and  ―documents‖  are  concerns.    EF–ICF 
essentially adjusts the Dynamic Feature Traces score to account for the likelihood that the 
element is activated by other concerns. 
5.2.3.  Prune Dependency Analysis 
Given an initial set of elements relevant to a concern (initial relevant elements or 
seeds [191] [192]), program-analysis-based concern location techniques infer additional 
relevant elements by analyzing different kinds of relationships between the elements.  
The initial seeds may be found by manual inspection [93], or, as in the case of CERBERUS, 
by a separate automated concern location technique.  As we mentioned at the beginning 
of Section 5.2, we say an element ec is relevant to concern c if ec is prune dependent on c; 
that is, pruning c implies ec
17 should be removed from the program, or otherwise altered.  
Our prune dependency analysis (PDA) technique assumes all the initial relevant elements 
will be removed when c is pruned.  PDA then determines the impact on the program of 
removing the initial relevant elements to infer additional relevant elements. 
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PDA takes as input a tuple (G, R, A).  G is a directed program dependency graph G = 
(E, D1, D2, D3), where E is the set of program elements, D1 are references dependencies 
(e.g., method A calls method B), D2 are contains dependencies (e.g., a class contains its 
members), and D3 are inherits-from dependencies.  R = {e | e  E } is called the removal 
set and initially contains the initial relevant elements for a single concern c.  A = {e | e 
E } is called the alter set and is initially empty.  
The dependency  graph  for the  example Java program  in  Figure  5-1 is  shown in 
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FIGURE 5-2. Application of prune dependency analysis. 
refs, 
 inherits 
FIGURE  5-1.  Example  to  illustrate  prune  dependency  analysis.    The  initial  relevant 
elements for some concern c are B.foo() and B.bar(). 
 
interface A { 
  public void foo(); 
} 
public class B implements A { 
  public void foo() { ... }    
  public void bar() { ... }    
} 
public class C { 
  public static void main() { 
    B b = new B(); 
    b.bar(); 
  } 
  ... more methods ... 
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Figure 5-2a.  Elements in the removal and alter sets are indicated as dark grey and light 
grey nodes, respectively.  The PDA algorithm proceeds by analyzing each element in the 
removal set R to determine if removing that element will require additional elements to 
be removed—in which case they will be added to R—or otherwise altered—in which 
case they will be added to A.  The following clauses were first described in Section 4.2. 
References clause – If element e references ec, then e is also relevant to c since removing 
ec  requires  all  references  to  it  in  the  code  to  be  modified  to  avoid  a  compile  error.  
Depending  on  whether  e  is  a  method,  field,  or  type  (class,  interface,  or  enum), 
―references‖ means calls, accesses, or names
18, respectively. 
Consider Figure 5-2a.  The removal set initially contains B.foo() and B.bar().  This 
means that removing c dictates that these methods be removed.  However, C.main() calls 
B.bar(), so we must alter C.main() to avoid a compile error, e.g., remove the call entirely 
or replace it with something else.  Thus, C.main() is added to the alter set, as shown in 
Figure 5-2b. 
Element containment clause – If all elements contained by e are relevant to c, then e is 
also relevant to c.  Referring to Figure 5-2b, pruning c implies all the methods of B will 
be removed, leaving behind an empty class.  Adhering to the goal of software pruning, 
we should remove B as well.  Thus, B is added to the removal set, as shown in Figure 
5-2c. 
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and implements.  One implication is that prune dependency is inherited: If e is a subtype of ec, then e is also 
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Inheritance clause – If all subtypes inherited from an abstract base class or interface e 
are relevant to c, then e is also relevant to c.  Continuing the example, removing B will 
leave A without a concrete implementation.  Adhering to the goal of software pruning, we 
should remove A since an object of type A or derived from A cannot be created and 
methods of A cannot be called.  Thus, A and its members are added to the removal set, as 
shown in Figure 5-2d.  We reapply the clauses to A and its members but this does not 
affect the removal set, so the algorithm terminates. 
In this way, PDA builds up the set of elements that must be removed or altered when 
the  concern  is  pruned.  The  algorithm  terminates  when  all  elements  in  R  have  been 
analyzed, which is guaranteed to happen since there are a finite number of elements that 
are each analyzed once.  PDA outputs the final set of removal and alter elements.  The 
final relevant elements are the union of the two sets, i.e., R   A.  For our example, the 
final relevant elements are A, A.foo(), B, B.foo(), B.bar(), and C.main(). 
PDA assumes a closed world where the types are known at analysis time.  This is a 
reasonable assumption since our goal is to locate concerns in our own code. 
5.2.4.  Our Combined Technique: CERBERUS 
 As  shown  in  Figure  5-3,  CERBERUS
19  combines  information  retrieval,  execution 
tracing, and prune dependency analysis to locate concerns.  We use information retrieval 
to produce the IR ranking and execution tracing to produce the trace ranking.  We used 
the PROMESIR formula [134] to combine the rankings produced by tracing and IR by 
normalizing,  weighting,  and  summing  the  similarity  and  trace  scores.    To  be 
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conservative, absent scores, i.e., an element that does not appear in a trace, are treated as 
0 (irrelevant). 
We then apply a threshold to identify highly relevant elements, which will become 
seeds  for  the  prune  dependency  analysis  technique.    We  experimented  with  rank 
thresholds (e.g., the top 5 most similar elements), score thresholds (e.g., the elements 
with scores in the top 5%), and the gap threshold algorithm introduced by Zhao et al. 
[191]  The gap algorithm traverses the list of elements in order, from highest to lowest 
score, to find the widest gap between adjacent scores.  The predicted relevance score 
immediately prior to the gap becomes the threshold for picking the seeds.  These seeds 
are then passed to the prune dependency analysis to infer additional relevant elements. 
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FIGURE  5-3.  Overview  of  the  CERBERUS  approach  showing  how  execution  tracing, 
information retrieval, and prune dependency analysis are combined to locate concerns in 
source code. 
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5.3.  Evaluation Methodology 
The goals of our experiment are to determine if combining information retrieval, 
execution tracing, and program dependency analysis improves accuracy over individual 
and paired techniques, and to determine if our prune dependency analysis technique is 
effective at inferring relevant elements. 
5.3.1.  Effectiveness Measures 
We use the key measures of information retrieval, precision and recall, to evaluate 
concern location techniques [91].  For a given concern c, let Ec be the set of program 
elements actually relevant to c (the relevant element set), and Ec
* be the set of elements 
judged to be relevant by our technique (the retrieved element set).  When the concern 
location technique produces a list of elements ei ranked by a relevance score, we apply a 
threshold t to obtain the retrieved element set by discarding elements below the threshold 
[8]. 
Recall is the percentage of relevant elements retrieved by the technique, i.e., recall = 
.  Precision is the percentage of retrieved elements that are relevant, i.e., 
precision =  .  We also  compute the  f-measure, the harmonic mean of 
precision  and  recall:  f-measure  =  2∙(recall∙precision)  /  (recall  +  precision).    The  f-
measure  facilitates  comparing  effectiveness  because  it  produces  a  single  value  that 
balances precision and recall equally. 
We are interested in the overall accuracy of a technique for multiple concerns, so we 
compute mean recall, mean precision, and mean f-measure.  However, a concern location 
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locate concerns that have an associated exercising test.  It is also possible that all of the 
elements  in  a ranking are below the relevance  score threshold.  We do not  consider 
missing concerns when computing means for several reasons.  First,  precision and f-
measure are undefined in this case.  Second, our graphs show the number of concerns 
located by the techniques.  Third, we are interested in how well a technique performs in 
two different scenarios: when we desire a trace of all the concerns (i.e., requirements 
traceability) and when we want to locate a subset of concerns (i.e., concern location).  As 
we will see, we can achieve higher levels of accuracy if we can accept locating fewer 
concerns. 
We say that a ranking technique is effective if higher relevance scores lead to higher 
actual relevance; that is, relevance scores should be positively correlated with f-measure.  
We say that a technique is more effective than another if it has a higher mean f-measure.  
Because  dependency  analysis  requires  preexisting  seeds,  we  did  not  evaluate  it  in 
isolation, but instead evaluated it in combination with execution tracing and information 
retrieval.    We  consider  prune  dependency  analysis  to  be  effective  if  it  boosts  the  f-
measure of another technique. 
5.3.2.  Our Study Subject: RHINO 
RHINO
20  is  a  JavaScript/ECMAScript  interpreter  and  compiler.    Version  1.5R6 
consists of 32,134 source lines of Java code (excluding comments and blank lines), 138 
classes,  1,870  methods,  and  1,339  fields  (as  reported  by  CONCERNTAGGER).    RHINO 
implements  the  ECMAScript  international  standard,  ECMA-262  Version  3  [60].    We 
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chose RHINO because in a prior study (Eaddy et al. [59]), described in Chapter 6, we had 
systematically associated all the methods, fields, and types in the RHINO source code with 
the requirements from the ECMAScript specification, which provides us with an oracle 
by  which  we  can  evaluate  the  performance  of  different  concern  location  techniques.  
Indeed, the extensive manual labor required to map RHINO—it took 102 hours to create 
10,613 concern–element links—strongly motivated our current work. 
We evaluated our technique against the same set of concerns analyzed in our prior 
study, namely the requirement concerns specified by the normative leaf sections of the 
ECMAScript specification [60].  A leaf section is a section that has no subsections; i.e., it 
is at the lowest level of granularity.  For example, consider Figure 3-3 from Chapter 3.  
The top four TF–IDF weighted terms for this section are ―15.4.4.5,‖ ―comma,‖ ―join,‖ 
and ―occur.‖ 
5.3.3.  Applying CERBERUS to RHINO 
Indexing  the  RHINO  source  code  resulted  in  4,530  unique  terms  (after  stopping, 
stemming, compound term expansion, and abbreviation expansion) and 3,345 documents, 
i.e., one document for every type, method, and field in RHINO.  Indexing the ECMA 262 
v3 specification resulted in 2,032 unique terms and 360 leaf sections, which became our 
queries.  The total vocabulary size (combining code and requirements terms) was 5,566 
unique terms.  
The ECMAScript test suite consists of 939 tests, 795 of which directly test 240 of the 
360 requirements,  i.e., several requirements  have multiple tests.   These tests  activate 
1,124 of the 1,870 methods in RHINO.  Thus, the concern coverage of the test suite is 67% 
and the method coverage is  60%.  The tests are written in ECMAScript and the file CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  78 
 
names indicate which requirement is tested (e.g., ―15.4.4.5.js‖ tests section ―15.4.4.5 – 
Array.join()‖). 
We collected traces of method calls and field accesses using AspectJ
21.  AspectJ is 
not able to monitor access to ―static final‖ fields because Java compilers convert these 
into constants.  Therefore, when we are combining the trace and IR scores, we just use 
the IR score instead of assuming the trace score is 0 as we do for other missing elements 
(see Section 5.2.4).  
 Similar to [121], we semi-automatically inserted method calls into the test cases to 
start and stop tracing to avoid tracing startup code, setup code, test harness code, and 
code related to other concerns.  The assumption is that this code is irrelevant to the 
concern and acts as noise that reduces the ability for the traces to discriminate relevant 
elements.  This assumption later proved false for reasons we explain in Section 5.2. 
We  extended  our  CONCERNTAGGER  plug-in  for  ECLIPSE
22  to  implement  prune 
dependency analysis by leveraging ECLIPSE’s program analysis framework.  
5.4.  Analysis of Experimental Results 
Figure 5-4 shows a graph of the mean f-measure for all combinations of the three 
techniques.    Each  line  in  the  graph  represents  a  different  technique  or  technique 
combination.  Each point on a line represents a different threshold t.  Each technique is 
represented  in  its  optimal  configuration,  i.e.,  parameterized  to  use  the  most  effective 
heuristic.  For example, the best parameterization of the tracing technique used marked 
                                                 
21 http://www.aspectj.org 
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traces [148] and the Dynamic Feature Traces scoring formula.  In Figure 5-7, we show 
how the other scoring formulas fared. 
5.4.1.  Comparing Technique Effectiveness 
We make several observations:  
The combination of the three techniques is the most effective.   From Figure 5-4, we 
see that our combined technique, CERBERUS (IR + Tracing + PDA), is more effective 
than any subset.  
We verified that CERBERUS outperforms the other techniques by statistical analysis 
of the populations of the f-measures produced by the compared techniques.  From Figure 
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FIGURE  5-4.  Effectiveness  of  individual  concern  location  techniques  and  technique 
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5-5 we see that the f-measure does not follow a normal distribution.  The histograms for 
the  other  techniques  had  a  similar  non-normal  shape.  We  therefore  performed  one 
descriptive  statistic  test  and  three  non-parameteric  tests:  mean  f-measure,  Mann–
Whitney, Kruskal–Wallis, and Friedman [157].   
For the first test, we simply computed the mean f-measure value for each technique.  
The non-parameteric tests compare the f-measure ranks rather than the actual values.  All 
four tests indicate that the mean f-measure values and ranks are highest for CERBERUS, 
which supports our performance claim according to the effectiveness criteria in Section 
5.3.1.  The Kruskal–Wallis and Friedman tests further determined that the difference in 
means was statistically significant (p-value < .005).  However, while we witnessed an 
average 9% improvement in f-measure for CERBERUS over IR + PDA, as can be seen in 
Figure 5-4, the Mann–Whitney test was inconclusive since it indicated the improvement 
was  not  statistically  significant  (p-value  =  .291).    In  short,  three  tests  indicate  the 
superiority of CERBERUS, while one test was inconclusive.  
FIGURE 5-5. Histogram of f-measure for CERBERUS for the “gap” threshold.  The 
frequency indicates the number of concerns that have a particular f-measure. 
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The  PROMESIR  formula  allows  us  to  adjust  the  weights  of  the  IR  and  trace 
relevance scores to reflect our confidence in these two ―experts.‖  However, weighting 
the experts equally, as done in [134], produces worse results than using IR alone, because 
in our study this would be akin to averaging the test scores of a poorly performing student 
(tracing) and a well performing student (IR).  Using an 80/20 combination (determined 
by trial-and-error) of IR and trace scores, execution tracing improves the performance of 
IR by 4% and the performance of IR + PDA by 9%.  
Figure 5-6 shows the precision–recall graph for our approach, where each point on 
the line represents a different threshold t.  Our best precision is 75% and recall is 73% 
using  the  threshold  t  =  0.01%;  however,  looking  at  Figure  5-4  we  see  that  only  36 
concerns  have  ranked  elements  that  exceeded  this  threshold.    If  we  use  the  ―gap‖ 
threshold, we locate all 360 concerns, but our precision drops to 37% and recall drops to 
39%.  
FIGURE 5-6. Precision–recall graph for our combined technique using different threshold 
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No previous study that we know of has traced this many concerns (360) to the level 
of methods and fields in a program of this size (32,134 lines).  Indeed, the existence of a 
publicly available oracle [52] of this size (10,613 concern–element links) is rare.  While 
our precision and recall (48% and 56%, respectively) is not as good as SNIAFL [192] 
(99% and 87%), for example, our evaluation is more rigorous (360 concerns versus 21) 
and realistic (32.1K lines versus 8.6K lines).  
Each  technique  and  technique  combination  is  effective  at  locating  concerns.  In 
general, higher relevance scores lead to higher actual relevance.  This is apparent by 
noticing that the f-measure tends to increase as we increase our relevance score threshold.  
This  is  not  surprising,  as  the  IR  and  execution  tracing  techniques  have  been 
independently validated by numerous studies.  However, only a few studies  [191] [192] 
have  validated  the  effectiveness  of  using  program  analysis  for  automated  concern 
location, and our results provide further evidence. 
Prune  dependency  analysis  is  effective  at  boosting  the  performance  of  other 
techniques.  Combining  prune  dependency  analysis  with  any  other  technique  or 
technique combination improves the recall of that technique, regardless of the threshold 
or  number  of  concerns  located.    This  can  be  observed  in  Figure  5-4,  by  noting  that 
combining PDA with any technique results in a higher f-measure.  
Software Reconnaissance is not as effective as the other trace scoring formulas.  The 
graph in Figure 5-7 indicates that the Software Reconnaissance formula performs poorly, 
possibly validating the claim in [64] that this formula is ―overly sensitive to the quality of 
the input.‖  The Scenario-based Probabilistic Ranking formula performed better followed CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  83 
 
by  Dynamic  Feature  Traces  and  EF–ICF,  although  we  did  not  find  a  significant 
difference between these last two.  
5.4.2.  A Concern in Point  
The following example illustrates how prune dependency analysis can improve the 
recall of information retrieval.  The RHINO concern ―15.4.4.5 – Array.prototype.join()‖ 
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
0.16
0 50 100 150 200
F
-
m
e
a
s
u
r
e
Number of Concerns Located 
Dynamic Feature Traces
EAF–ICF
SPR
Software Reconnaissance
EF–ICF
Scenario-based Probabilistic Ranking
FIGURE 5-7. Effectiveness of execution tracing for different trace relevance scoring 
formulas. 
TABLE 5-1 
TF–IDF Similarity Scores for Concern “15.4.4.5 – Array.prototype.join()” 
Rank  Program Element  Kind  Similarity Score 
1  NativeArray.Id_join  field  .22 
2  NativeArray.js_sort()  method  .22 
3  NativeArray.js_join()  method  .21 
– Largest Similarity Score Gap – 
4  NativeArray.Id_concat  field  .18 
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specifies the behavior of the join() method of the native ECMAScript Array class.  Table 
5-1 shows the results of our IR technique.    
The similarity gap between elements ranked #3 and #4 is .21-.18 = .03, which is the 
largest gap in the ranking, so the threshold t is .21 and only the first three elements are 
judged relevant.  Id_join and js_join() both use the terms ―array‖ and ―join,‖ which also 
occur  in  the  description  for  ―15.4.4.5  –  Array.prototype.join().‖    The  relatively  low 
frequency of the term ―join‖ in the specification results in a high TF–IDF weight, as we 
showed in Section 5.3.2.  Unfortunately, js_sort() is actually irrelevant but receives a 
high similarity score because of a comment in the code that refers to section number 
15.4.4.5  incorrectly.  This  illustrates  the  sensitivity  of  IR  to  comment  and  identifier 
quality.  
From the bad js_sort() seed, PDA infers the following methods in the NativeArray 
class: execIdCall(), findPrototypeId(), and initPrototypeId().  Coincidentally, the good 
js_join() seed infers the same methods, and these inferred methods are in fact relevant, so 
the damage of the bad seed is masked.  Thus, the IR + PDA technique finds all the 
relevant elements (recall = 100%) and one irrelevant element (precision = 83%).  
5.5.  Discussion 
5.5.1.  Poor Performance of Latent Semantic Indexing  
We were surprised to find that LSI did not improve performance over vector space 
indexing despite the success that other researchers have had with it (e.g., [7] [121] [134]).  
One possible reason is that our corpus is somewhat small, consisting of 5,566 unique 
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effective at reducing the problems associated with term synonymy by analyzing the co-
occurrence of terms in the corpus.  If the corpus is small, LSI may not have enough co-
occurrence information to be effective. 
5.5.2.  Poor Performance of Tracing  
We were also  surprised that the effectiveness  of our execution tracing technique 
could not be improved, even after instrumenting the 939 tests in the RHINO test suite with 
trace markers, employing two different trace tools, and leveraging an arsenal of different 
scoring formulas.  There are several factors that may account for this poor performance. 
Incomplete  test  coverage.    This  is  the  most  common  problem  reported  about  using 
execution tracing.  33% of the concerns in RHINO are not directly tested, which limits 
effectiveness when combining tracing with other techniques because tracing provides no 
information for those missing concerns.  40% of the methods in RHINO are not called 
during any test, although some were actually relevant to some of the concerns. 
Some  concerns  are  not  implemented  as  methods.  Some  concerns  in  RHINO  were 
implemented as different branches of a switch statement or if statement as opposed to 
different  methods.    Our  current  scoring  formulas  would  deem  a  method  with  many 
concern-relevant branches as being irrelevant to any concern in particular, when in fact 
the opposite is true. We believe that tracing at the basic-block level [188] as suggested by 
[63], or emulating such a trace using branch-reserving call graphs [192], could untangle 
these interleaved concerns. 
Concerns were poorly isolated by the tests.  Execution trace data tends to be imprecise 
and noisy because it includes startup code, test harness code, bookkeeping code, etc., 
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hinders  establishing the non-exhibiting scenarios  that help  pinpoint  relevant  methods.  
These problems made it difficult to use RHINO’s tests to isolate concern-relevant code.  
Although the test file names indicated the primary concern being tested, many secondary 
concerns  were  also  indirectly  tested,  hurting  precision.    Liu  et  al.  [121]  argued  that 
information retrieval can compensate for this issue, but our results indicate that a test 
suite with poor isolation cannot be effectively repurposed for concern location.   
We  attempted  to  isolate  concerns  by  bracketing  the  functionality  of  the  primary 
concern  in  each  test  by  using  trace  markers  [148],  but  this  did  not  improve  results.  
Indeed, the markers ended up excluding many relevant methods and fields, e.g., concern-
relevant  initialization  code.    Overall  accuracy  was  mostly  unaffected  by  the  use  of 
marked  traces:    analysis  of  the  f-measures  for  the  different  thresholds  revealed  that 
marked traces increased the f-measure by an insignificant 0.01. 
Interestingly, we achieved a greater performance improvement by using trace scoring 
formulas that attempt to compensate for imprecision and noise than by using marked 
traces.  This is analogous to the classic information retrieval debate that a stop list is 
redundant if we have a good TF–IDF formula trained on a large corpus. 
Note  that  the  poor  performance  of  tracing  actually  validates  our  approach  since 
combining expert judgments reduces the impact of ―unqualified experts.‖  By choosing 
appropriate relevance thresholds and confidence weights, we were able to ignore bad 
judgments produced by tracing while retaining good ones, to boost the accuracy over IR 
by 4% and over IR + PDA by 9%.  Furthermore, Figure 5-4 suggests that CERBERUS is 
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5.5.3.  Threats to Validity 
Internal validity deals with possible biases and measurement errors.  Note that our 
current  study is  almost  identical  to  our prior study  [59], e.g., same subject  program, 
concerns,  and  assignment  criteria.    The  only  difference  is  that  our  current  study 
automatically locates concerns whereas the previous study located concerns manually.  
Because our oracle was created for the prior study, subject bias is not an issue; i.e., the 
author could not craft the oracle to maximize the results of our automated technique. 
To avoid the possibility that a tool or technique is defective, we used multiple tools 
and  techniques  to  redundantly  verify  some  of  our  results.    Because  we  implemented 
execution  tracing  using  two  different  instrumentation  tools,  and  trace  markers  were 
manually added to the tests by two authors independently, we cannot attribute the poor 
performance of tracing to defective tools.  We also evaluated two different information 
retrieval techniques: latent semantic indexing and vector space indexing.  The results of 
the  two  techniques  were  very  similar,  and  thus  redundantly  indicate  the  maximum 
effectiveness we can expect from an execution-tracing-based technique for RHINO. 
External  validity  is  the  extent  to  which  we  can  generalize  our  findings  to  other 
contexts.  Concern location techniques reflect the assumptions and goals of their authors.  
Although  the  concern–code  relationship  induced  by  our  prune  dependency  rule  was 
demonstrated  to  be  useful  for  assessing  code  quality,  predicting  defective  concerns 
(Eaddy et al. [59]), and validating and tracing requirements, the rule may need to be 
specialized to perform well for other software engineering tasks.  For example, concern-
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5.6.  Related Work 
Biggerstaff  et  al.’s  [18]  seminal  work  on  interactive  concern  location  laid  the 
groundwork for many modern automated concern location techniques.  Their insight that 
program identifiers can serve as clues [30] [116] inspired attempts to use information 
retrieval techniques [7] [121] [134] [191] [192] to locate concerns.  Their observation that 
element relevancy can be inferred based on an element’s relationships to other elements 
spawned  our  prune  dependency  analysis  technique  (Eaddy,  Aho,  Antoniol,  and 
Guéhéneuc  [58])  and  other  program  analysis  techniques  [18] [38] [143] [191] [192].  
Although their work is fifteen years old, Biggerstaff et al.’s research is still the only work 
we know of that uses machine learning, in the form of connection networks, to locate 
concerns. 
Automated  concern  location  techniques  can  be  categorized  as  dynamic  or  static, 
depending  on  whether  they  collect  information  by  executing  the  program.    Each 
technique evaluates one or more heuristics. 
5.6.1.  Execution Heuristics 
Execution  heuristics  determine  relevancy  by  observing  the  program  elements 
activated while exercising a concern.  The Software Reconnaissance technique pioneered 
by Wilde and Scully [185] and the Execution Slices technique developed by Wong et al. 
[187] [188] implement a heuristic which deems an element relevant to a concern if it is 
only activated when that concern is exercised.  
Eisenberg and De Volder [64] argue that the binary judgment produced by these 
techniques is ―overly sensitive to the quality of the input.‖  They propose that element CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  89 
 
relevancy is inversely proportional to the number of concerns that activate that element, 
implying  a relevance  continuum.   They  also  proposed heuristics that deal  with  other 
execution  trace  data,  such  as  call  graph  depth.  In  contrast,  our  scenario-based 
probabilistic  ranking  (SPR)  heuristic  calculates  a  relevance  score  based  on  the 
probability that an element is activated by a concern [8], analyzes field accesses as well 
as  method  calls,  and  uses  marked  traces  [148]  to  ensure  that  only  concern-related 
functionality is traced [121]. 
Rather than use an automated relevance scoring mechanism, Eisenbarth, Koschke, 
and Simon [62] [63] and Tonella and Ceccato [179] use formal concept analysis [75] to 
create clusters of program elements that share the same concerns.  The clusters, called 
concepts
23, are presented to the analyst as a concept lattice to facilitate the identification 
of high-level concerns.  While a useful technique, the drawback of concept analysis is 
that concept lattices become unwieldy for large programs [63] and the concepts may not 
correspond to actual high-level concerns.  Our belief is that concepts often represent 
occurrences  of  arbitrary  code  reuse  that  do  not  necessarily  correspond  to  high-level 
concerns, thus requiring the analyst to sort through a large number of false positives. 
A  drawback  of  execution  tracing  techniques  is  that  they  overlook  concerns  that 
cannot  be  isolated  by  a  given  test  run  [63,  64,  187].    These  techniques  miss 
―nonfunctional‖ concerns, such as logging and error handling (Eaddy, Aho, and Murphy 
[57]).   
                                                 
23 In formal concept analysis, a concept is a mathematically defined entity that represents a set of 
objects that share the same attribute [75].  The reader should not confuse this with our working definition of 
concept to be ―a human-oriented expression of computational intent‖ [18].  Similarly ―concept analysis‖ 
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5.6.2.  Information Retrieval Heuristics 
We  reviewed  related  work  on  information-retrieval-based  concern  location 
techniques  in  Section  5.2.1.    CERBERUS  is  the  first  to  use  a  thesaurus  to  expand 
abbreviated terms and to index fields as well as methods, thus providing a more complete 
concern–code mapping. 
5.6.3.  Program Dependency Heuristics 
Program dependency heuristics apply transitive reasoning to infer that an element e 
is relevant if it is related to a relevant element ec via a control-flow (e.g., e calls method 
ec) or data-flow dependency [4] (e.g., e affects the value of field ec).  Several researchers 
[18] [38] [143] [142] (including ourselves) have exploited such heuristics for interactive 
concern location, as we discussed in Section 4.5, but only a few (including ourselves) 
have used them for automated concern location. 
For example, Zhao et al.’s [191] complementation heuristic assumes that any method 
that transitively calls, or is transitively called by, the relevant element is also relevant.  
They refined their approach in [192] by using branch-reserving call graphs (BRCG) to 
generate pseudo-execution traces, essentially using relatively inexpensive static analysis 
to emulate the Software Reconnaissance [185] heuristic.    PDA’s references clause infers 
almost the same elements as their heuristic, except that we always consider a referencing 
element  relevant  even  if  it  is  already  relevant  to  another  concern.    In  addition,  the 
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5.6.4.  Structural-Metric-Based Heuristics 
Carey and Gannod [31] posit a heuristic that the structural properties of the program 
elements,  e.g.,  number  of  lines,  cohesion,  and  coupling  [39],  may  indicate  that  the 
element  is  relevant  to  a  concern.    They  use  a  machine  learning  algorithm  based  on 
support vector machines (SVM) to classify program elements as relevant or irrelevant.  A 
drawback of their approach is that the resulting support vector machine must be treated as 
a  ―black  box,‖  e.g.,  the  results  of  the  SVM  are  difficult  or  impossible  to  interpret 
intuitively, and the SVM only indicates that the element is relevant without specifying 
which concern the element is relevant to.  Their technique does not satisfy our definition 
of concern location per se since they cannot find elements relevant to a specific concern. 
5.6.5.  Combining Heuristics 
Recently, researchers have combined heuristics to improve accuracy.  For example, 
information  retrieval  heuristics  have  been  combined  with  execution  heuristics    [121] 
[134] and program dependency heuristics [191] [192].  However, CERBERUS is the first to 
combine all three.  Essentially, CERBERUS is a marriage of the PROMESIR and SNIAFL 
approaches, with several improvements.  Whereas PROMESIR is effective at combining 
IR  and  tracing  to  pick  highly  relevant  seed  elements,  SNIAFL  is  effective  at  using 
program dependency analysis to infer additional relevant elements from those seeds.  We 
refined these approaches by adding a custom thesaurus, using marked traces, employing 
the prune dependency heuristic, and considering fields as well as methods. 
There are many ways to integrate execution trace data when creating a combined 
technique.  CERBERUS converts the trace data into a ranking and then combines it with an CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  92 
 
IR ranking.  In contrast, SITIR [121] uses the trace data to filter the input to IR—the 
heuristic being that methods not activated when a concern is exercised cannot be relevant 
to that concern [192], and should therefore be ignored during the information retrieval 
phase.  The drawback of using tracing as a filter is that it is sensitive to the concern 
isolation  capabilities  of  the  tests,  which  may  be  quite  poor  [64].    Indeed,  when  we 
experimented with using the RHINO trace data as a filter we found that a large number of 
relevant methods were filtered due to the issues described in Section 5.2.  By using the 
trace data to rank instead of filter elements, we were able to adjust the influence of the 
trace  data  on  the  combined  ranking,  and  thereby  compensate  somewhat  for  the  poor 
quality of the test suite. 
DORA [93] uses program analysis to determine the caller and callee methods for a 
seed  method,  and  then  uses  information  retrieval  to  remove  the  methods  that  are 
dissimilar to a user-supplied query.  DORA is complementary to CERBERUS in that DORA 
could consume the seeds that CERBERUS produces, thus eliminating user involvement.  
Alternatively, CERBERUS could use information retrieval to eliminate dissimilar elements 
from the final relevant element set.  
5.6.6.  Aspect Mining Techniques 
Aspect mining techniques approach the concern location problem from a different 
direction.  Instead of the top-down approach whereby we attempt to locate the concern 
code for an existing set of well-defined concerns, aspect mining is a bottom-up approach 
that attempts to locate crosscutting code directly.  It does this by looking for tell-tale 
signs of crosscutting such as a large number of similar code segments (code clones) [25] 
[156].    Aspect  refactoring  techniques  can  then  be  used  to  localize  crosscutting  code CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  93 
 
within a class-like programming construct called an aspect [106] (hence the term ―aspect 
mining‖). 
The drawback of using aspect mining for concern location is that the code identified 
as crosscutting may not correspond to ―actual‖ concerns or may correspond to concerns 
from  disparate  concern  domains  (e.g.,  programming  concerns,  design  concerns, 
requirements concerns).  This is similar to the drawback of using formal concept analysis. 
Canfora, Cerulo, and Penta [29] and Breu and Zimmerman [22] use line co-change 
information  obtained  by  analyzing  the  history  of  source  code  changes  to  mine  for 
possible  aspects.    It  is  possible—but  not  necessary—that  the  aspects  found  by  their 
technique correspond to high-level concerns of the program, for the same reason that 
code shared by multiple concerns does not necessarily represent a high-level concern. 
Marin, Deursen, and Moonen [123] use fan-in analysis to mine crosscutting concerns 
by looking for functions with many call sites.  While fan-in analysis may be useful for 
suggesting possible crosscutting concerns, it is not appropriate for automated concern 
location  because  it  cannot  detect  crosscutting  that  manifests  itself  in  other  ways  (as 
different pieces of code that share a common intent, copy-and-paste reuse, etc.), it cannot 
locate concerns that are not crosscutting, and is not applicable to smaller programs where 
fan-in is lower [35]. 
Several researchers have mined aspects using code clone analysis [25] [155] [156].  
Indeed,  fan-in  analysis  can  be  thought  of  as  analyzing  very  particular  types  of  code 
clones:  calls  to  the  same  function.    Intuitively,  code  clone  analysis  solves  the  more 
general case and can find more of the code related to a crosscutting concern.  However, 
this technique has the same failing as fan-in analysis in that it is not helpful at finding the CHAPTER 5.  AUTOMATED CONCERN LOCATION USING CERBERUS  94 
 
rest of the (noncrosscutting) code related to the concern and it may identify concerns the 
programmer does not recognize (i.e., artificial concerns). 
Ceccato et al. [35] evaluated three semi-automated analysis techniques to identify 
concerns: fan-in analysis, identifier analysis, and execution traces.  They observed that 
combining techniques improved performance.  TIMNA [155] uses machine learning to 
combine  several  aspect  mining  analyses  including  fan-in  analysis  and  code-clone 
analysis.  While aspect mining is not suitable for concern location, for the reasons given 
in this section, CERBERUS could benefit from using some of TIMNA’s heuristics and by 
using machine learning to optimally combine heuristics. 
5.7.  Summary 
CERBERUS is the first concern location technique to combine information retrieval, 
executing tracing, and program analysis to locate concerns in source code.  We showed 
that the combination of these three analysis methods produced more accurate results than 
all other combinations of these methods.  Our novel prune dependency analysis algorithm 
boosted the recall of information retrieval by 155% and execution tracing by 104%, with 
only a negligible loss (0.5%) in precision. 
We  cannot  assume  that  CERBERUS  or  its  constituent  techniques  will  achieve  a 
performance improvement in other contexts, or with other concern domains or programs.  
As with any new technique, CERBERUS must be evaluated on more programs before we 
can be confident that our results are not context-specific.  
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Do Crosscutting Concerns Cause Defects? 
There is a growing consensus that crosscutting concerns harm code quality.  We 
asked the question, ―How much does the amount that a concern is crosscutting 
affect the number of defects in a program?‖    We conducted three extensive case 
studies to help answer this question.  All three studies revealed a moderate to 
strong statistically significant correlation between the degree of scattering and the 
number of defects.  This chapter describes the studies we performed, the efforts we 
undertook to remove experimental and other biases, and the results we obtained.  
In the process, we have formulated a theory that explains why increased scattering 
might lead to increased defects. 
6.1.  Introduction 
espite the significant amount of effort that developers put into producing reliable 
software, defects almost always still surface after the software is deployed.  Defects creep 
in at every stage of the development process, avoid detection during testing, and all too 
often appear as failures to the end user.  Enormous effort goes into preventing defects 
D 
Keep related words together.  The position of the 
words in a sentence is the principal means of       
showing their relationship. Confusion and    
ambiguity result when words are badly placed. 
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(e.g.,  defensive  programming),  and  when  that  fails,  detecting  defects  (e.g.,  code 
inspections, program analysis, prerelease testing) to reduce the number of defects in a 
delivered software system.  These efforts might be better directed if we had a better 
understanding of what causes defects. 
In  this  chapter,  we  consider  the  possibility  that  one  cause  of  defects  is  poor 
modularization of the concerns of the program.  When a concern’s implementation is not 
modularized, that is, the implementation is scattered across the program and possibly 
tangled  with  the  source  code  related  to  other  concerns,  the  concern  is  said  to  be 
crosscutting  [106].    Several  empirical  studies  [70]  [77]  [78]  [80]  [120]  [182]  [190] 
provide evidence that crosscutting concerns degrade code quality because they negatively 
impact internal quality metrics (i.e., measures derived from the program itself [104]), 
such as program size, coupling, and separation of concerns. 
But  do these negative impacts  on internal  quality metrics  also  result in negative 
impacts on external quality?  Internal metrics are of little value unless there is convincing 
evidence that they are related to important externally visible quality attributes [97] [101], 
such as maintenance effort, field reliability, and observed defects [65]. 
We argue that crosscutting concerns
24 might negatively impact at least one external 
quality attribute—defects,  i.e.,  mistakes  in  the  program  text.    Our  theory  is  that  a 
crosscutting concern is harder to implement and change consistently because multiple—
possibly unrelated—locations in the code have to be found and updated simultaneously.  
Furthermore, crosscutting concerns may be harder to understand because developers must 
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reason about code that is distributed across the program and must mentally untangle the 
code  from  the  code  related  to  other  concerns.    We  hypothesize  that  this  increased 
complexity leads to higher defect rates. 
To formulate our theory, we leverage the formal model of concerns and the set of 
concern metrics from Chapter 4 to measure the extent of crosscutting, and the manual 
concern  location  technique  from  Chapter  5  to  locate  concern  code.    To  test  our 
hypothesis,  we  conducted  three  case  studies  to  gather  data  on  scattering  and  defect 
counts.  We then applied correlation analysis to gather empirical evidence of a cause–
effect relationship between scattering and defects. 
We found a moderate to strong correlation between scattering and defects for all 
three case studies.
25  To be precise, the Spearman correlation coefficients for the four 
scattering metrics for the three case studies ranged from moderate (.29, .39, .44, .46) to 
strong (.50, .57, .58, .61, .66, .67, .73, .77).   This suggests that scattering may cause or 
contribute to defects, which—if true—has many implications.    First and foremost, our 
evidence suggests that one way we can improve software reliability is to modularize 
crosscutting concerns—or at least ensure they are sufficiently tested.   Secondly, our 
findings suggest that cognitive measures of complexity (e.g., concern-oriented metrics) 
are perhaps more appropriate predictors of software quality than structural complexity 
measures  (e.g.,  coupling,  code  churn).    Thirdly,  it  prompts  the  need  for  independent 
replication of our results to build confidence that the relationship between scattering and 
defects is real.  Finally, our findings call for additional research to determine the root 
                                                 
25 Our use of the qualitative descriptions of correlation strength, ―strong‖ and ―moderate,‖ is based on 
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cause of the supposed relationship: Are changes to highly crosscutting concerns more 
likely to be applied inconsistently?  Are crosscutting concerns inherently more difficult to 
understand? 
The  chapter  proceeds  as  follows.    In  Section  6.2,  we  present  a  theory  of  the 
relationship  between  crosscutting  and  defects,  and  state  our  research  hypothesis.    In 
Section 6.3, we outline the methodology we used to validate our theory.  In Section 6.4, 
we describe our case studies.  We present the results of our studies and a discussion in 
Section 6.5.  We address threats to internal and external validity in Sections 6.6 and 6.7.  
Section 6.9 concludes. 
6.2.  Why Might Crosscutting Concerns Cause Defects? 
Our crosscutting–defects theory is a set of models [83] that formalizes concepts such 
as ―concerns,‖ ―program elements,‖ and ―defects,‖ and describes their inter-relationships, 
along with how they relate to the developer.  Our theory provides a plausible explanation 
for why crosscutting might lead to defects.  In Section 3.1, we described our concern–
item model, which we can use to model the relationships between concerns and program 
elements.  In this section, we informally model the relationship between developers and 
concerns.  We use the model to justify why crosscutting might cause defects, which we 
need to draw meaningful conclusions from our results [65]. 
When faced with the task of implementing a concern, a developer creates—perhaps 
without  realizing  it—a  concern  implementation  plan  that  guides  her  implementation 
decisions [166].  It is in this plan that crosscutting first emerges.  One developer’s plan 
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whereas another may localize it (e.g., she plans to create a shared function).  The plan 
chosen  depends  on  many  factors,  including  the  development  process  (e.g.,  priorities, 
time, resources), programming technology (e.g., program language), and the developer’s 
aptitude. 
The relationship between the concerns and the program is rarely documented [109].  
This  makes  it  difficult  for  maintainers  of  the  program  to  answers  questions  such  as 
―Where  are  all  the  places  that  the  undo  feature  is  implemented?‖  (i.e.,  top–down 
analysis [127]) and ―What is this piece of code for?‖ (i.e., bottom–up analysis [127]).  
Without a proper understanding of the scattered nature of the concern implementation, 
maintainers may make changes incorrectly, or neglect to make changes in all the right 
places. 
Our conjecture is that when the implementation of a concern is distributed (scattered) 
across many program elements, the complexity of that implementation increases, as does 
the difficulty of making changes correctly and consistently, increasing the likelihood of 
defects.  Stated simply, crosscutting concerns are hard to find, understand, and work with.  
More formally, our research hypothesis is 
Hypothesis. The more scattered a concern‘s implementation is, the more defects it will 
have, regardless of the implementation size. 
The last stipulation about size is necessary since past research has established that size, in 
terms of lines of code, is already a strong predictor of defects [66].  Since we expect 
scattering to be related to size, we must rule out the possibility that an increase in defects 
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so for now we ask the reader to ignore it. 
Some controlled experiments on program understanding suggest our theory is valid.  
Letovsky  and  Soloway  use  the  term  delocalized  plan  to  refer  to  a  concern  whose 
implementation is ―realized by lines scattered in different parts of the program.‖ They 
observed that programmers had difficulty understanding delocalized plans, resulting in 
several kinds of incorrect modifications [115].  Similarly, Robillard, Coelho, and Murphy 
observed that programmers made incorrect modifications when they failed to account for 
the scattered nature of the concern they were modifying: 
―Unsuccessful subjects made all of their code modifications in one place even if 
they should have been scattered to better align with the existing design.‖ [141] 
Other  studies  indicate  that  programmers  make  mistakes  when  modifying  classes 
whose implementations are scattered due to inheritance.  Harrison, Counsell, and Nithi 
found that ―systems without inheritance are easier to modify than systems with either 
three or five levels of inheritance‖ [87].  From the perspective of our theory, inheritance 
scatters the implementations of the underlying concerns. 
In another study, Bruntink, Deursen, and Tourwé observed that the idiom used to 
implement  a  specific  crosscutting  concern  (exception  handling)  made  it  ―too  easy  to 
make small mistakes [that] can lead to many faults spread all over the system.‖ [26] 
Finally, enhancements or fixes applied to a crosscutting concern may induce changes 
in multiple source files, leading to increased code churn.  Nagappan and Ball showed that 
code  churn  is  a  good  predictor  of  system  defect  density  [130],  and  we  propose  that 
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6.3.  Methodology Used to Validate Our Theory 
To validate our theory, we chose to undertake a series of case studies of open source 
Java programs.  In particular, we looked for medium-size programs that had a clear set of 
software requirements and documented defects (the reasons for these criteria will become 
apparent in a moment).  For the three programs we selected, we reverse engineered the 
concern–code mapping and the bug–code mapping.  We then inferred the bug–concern 
mapping.  After obtaining the three mappings,  we were able to  compute the metrics 
described in  the previous section and measure the correlation between scattering and 
defects. 
More  formally,  our  methodology  for  obtaining  the  mappings  consists  of  the 
following steps: 
1.  Reverse engineer the concern–code mapping: C (Section 6.3.1) and R (Section 
6.3.2).  This part of our methodology, depicted in Figure 6-1, is subjective.  
However,  we  defined  mapping  rules  to  improve  the  repeatability  of  our 
mappings and chose statistical methods designed to improve the reliability of 
our correlation results. 
2.  Mine  the  bug–code  mapping:  C  is  the  set  of  bugs  and  R  is  automatically 
determined using bug fix data.  This is depicted in Figure 6-2 and described in 
Section 6.3.4.  
3.  Infer the bug–concern mapping.  Section 6.3.5 explains how we associate a 
bug with a concern if the concern’s implementation was modified to fix the bug 
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6.3.1.  Concern Selection 
Selecting the right set of concerns to analyze is critical to ensure that our theory is 
applicable, our statistical analysis is valid, and our results are meaningful.  However, as 
we  mentioned  in  Chapter  2,  our  broad  definitions  for  ―concern‖  and  ―logical 
specification‖ imply an infinite number of concerns from which to choose.  The context 
of  our  theory  reduces  the  scope  to  actual  concerns,  i.e.,  there  is  evidence  that  the 
concerns provide the rationale for the implementation.  For example, maintainability is 
not an actual concern if the developer did not consider it.  This is important because our 
theory only explains defects when they are related to actual crosscutting concerns.  This 
requirement was difficult to satisfy as most of the 75 open-source projects we considered 
(see Appendix A) did not have requirements or design documents. 
Another criterion was that the set of concerns should provide a rationale for most of 
the code.  This reduces sample bias since all concerns are considered, not just those that 
are crosscutting.  Furthermore, to ensure our correlations were statistically significant, we 
required that the final concern set include at least 30 concerns [101, p. 64].  This is easily 
accomplished  by  making  concerns  more  granular;  however,  at  some  point  we  must 
increase the granularity of the program elements assignable to the concerns or suffer a 
loss in precision.  For example, associating a concern with an entire method when it is 
only related to a single statement inflates the concern’s size.  Unfortunately, our concern 
and  bug  location  tools,  and  time  restrictions,  limited  us  to  field-  and  method-level 
granularity  (e.g.,  we  could  not  assign  individual  statements).    We  discuss  how  this 
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The actual process of selecting concerns involved determining (1) the appropriate 
concern domain (e.g., the software requirements specification), (2) what constitutes a 
concern in that domain, including the concern granularity, and (3) the concern hierarchy.  
The  final  concern  hierarchy  is  entered  into  a  tool  we  built,  called  CONCERNTAGGER 
(described  in  Section  4.3),  so  that  we  may  begin  assigning  program  elements  to  the 
concerns.  We give examples of concerns for the three case studies in Sections 6.4.1–
6.4.3.  We describe the concern location procedure in the next section. 
6.3.2.  Concern Location 
As  explained  in  Chapter  2,  concern  location  is  the  process  of  determining  the 
relationship between a concern and a program element  [18].  In our methodology, an 
analyst determines the relationship by examining a set of concern descriptions and the 
source code (see Figure 6-1).  For our studies, the most relevant relationship between 
concerns and program elements would be based on the likely–to–contain–defect rule: 
The program elements associated with a concern are those likely to harbor defects 
related to that concern. 
Concern 
Description 
class Query { 
 int count=2; 
 int exec(){ 
   ... } 
 
Concern 1.1 
Convert query 
hits to tasks 
Source Code 
FIGURE 6-1. Associating concerns with program elements. 
Query 
count 
exec() 
Code Model  Concern Domain 
Program 
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In other words, if a bug is reported for a concern, the defect is likely to lie in one of 
these program elements.  Obviously, this relationship is difficult, perhaps impossible, to 
establish  with  any  certainty.    Instead,  we  approximated  this  rule  using  our  prune 
dependency rule from Chapter 4, which is easier to decide: 
A program element is relevant to a concern if it should be removed, or otherwise 
altered, when the concern is pruned.   
A benefit of the prune dependency rule is that the mapping can be directly obtained 
by actually removing each concern in turn and noting which elements require changes.  
However, this task is very labor prone and was not feasible for the scale of the projects 
we studied.  We therefore relied on a human analyst to estimate the mapping.  Based on 
our experience  assigning the  concerns of five  small- to  medium-size projects  (13–44 
KLOCs) by hand, we believe a prune dependency is easier to estimate than other types of 
relationships (e.g., implements [134], contributes-to [70] [137]) and produces relevant 
results (Eaddy, Aho, and Murphy [57]).  In this context, relevance is the extent to which 
the  prune  dependency  mapping  agrees  with  the  likely–to–contain–defect  mapping.
26  
Both  rules  will  exclude  ―obviously‖  irrelevant  program  elements  including  methods 
shared  by  all  concerns  (e.g.,  the  main  function),  general  purpose  methods  (e.g., 
String.concat), and elements contained in system and generic libraries.
27  On the other 
hand, as we mentioned in Section 5.5.3 a prune dependency mapping will include some 
                                                 
26 If we knew the likely–to–contain–defect mapping, we would measure similarity directly using the 
Jaccard similarity metric [160], for example. 
27  It  is  not  necessary  to  consider  eleme nts  contained  in  system  and  generic  libraries  because 
application-specific concerns generally do not provide a rationale for general-purpose code. CHAPTER 6.  DO CROSSCUTTING CONCERNS CAUSE DEFECTS?  105 
 
 
elements  that  are  unlikely  to  contain  defects,  e.g.,  field  declarations  and  accessor 
methods.    
Deciding if a prune dependency relationship exists requires human judgment and is 
therefore  subject  to  human  error.    Fortunately,  our  statistical  analysis  method 
(Spearman’s correlation) mitigates the impact of these measurement errors since it only 
considers the relative ordering of values, not the absolute values themselves.  We revisit 
the issue of mapping error in Section 6.6.1. 
 The  actual  assignment  of  elements  to  concerns  was  done  by  me  and  one  other 
researcher using the CONCERNTAGGER tool described in Section 4.3.  We carried out the 
concern location task by systematically inspecting each program element and deciding if 
the prune dependency rule applies to any of the concerns.  In some cases this decision is 
easy;  e.g.,  any  field  named  ―log‖  has  a  prune  dependency  on  the  logging  concern.  
However, similar to Revelle, Broadbent, and Coppit [137] (cf. Section 4.1), we found that 
the accuracy of the majority of the decisions hinged on how well the analyst understood 
the program.  To aid program understanding, we relied on project documentation, source 
code comments, code navigation and search tools, change history comments, and in the 
case of the RHINO study, unit tests. 
6.3.3.  Ensuring Independence of Concern Metrics 
Correlation and regression analysis can only be applied to concerns whose concern 
metrics are independent [100, pp. 114, 206].  As we mentioned in Section 3.1.1, concerns 
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program elements relevant to a concern must (at least) include the program elements 
relevant to the concern’s descendants. 
Our  concern  metrics  are  derived  from  the  program  elements  associated  with  a 
concern.  The observation above implies that the concern metrics for a parent concern are 
dependent  on  those  of  its  descendant  concerns  (i.e.,  the  metrics  are  collinear).    For 
example, the root concern has the largest size and bug count and is the most scattered
28.  
Correlation and regression analysis is undefined when the metrics of the concerns are 
interdependent  [66].    Therefore,  although  we  assigned  all  the  concerns,  we  only 
performed  statistical  analysis  on  sets  of  concerns  where  no  two  concerns  were 
descendants of each other, i.e., leaf concerns.  Restricting our analysis in this way does 
not introduce sample bias since the leaf concerns provide the rationale for most of the 
code, as our concern coverage statistics (discussed in Section 6.5) show. 
6.3.4.  Bug Location 
As is typical, we did not have records of individual defects.  Instead, we relied on 
records of bugs: bug reports stored in an issue tracking system and bug fixes stored in a 
source code control system (SCCS)  [147].  A bug is caused by one or more defects.  For 
example, an end user might report a crash (i.e., a failure [94]) that is caused by multiple 
defects, whereas a developer might report access to an uninitialized variable (a single 
defect).  To validate our theory, we approximate defect counts—which are not directly 
measureable, with bug counts—which are directly measurable, as we will soon see. 
                                                 
28 Except in rare cases, the degree of scattering metrics for a parent will be greater than or equal to its 
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Associating Bugs with Bug Fixes 
When a bug report is filed in the issue tracking system, the bug is given a unique bug 
id.  The open source projects we analyzed had publicly accessible issue tracking systems, 
so the filer could be a developer on the project or an end user (or both).  If the bug is 
genuine, not a duplicate, and is caused by defects in one or more source files, a developer 
eventually  fixes  it,  submits  the  updated  files  to  SCCS  along  with  a  reason  for  the 
changes, and then changes the bug status to ―fixed.‖  We use the term bug fix to refer to 
the set of lines in the source code—which may span multiple files—added, removed, or 
modified to fix a bug. 
Common source code control systems typically record the changes made to source 
files in  the  form  of one or more  deltas.   A delta provides  a list  of the lines  added, 
removed, and modified, and the reason for the change (called the commit message).  The 
SCCS systems used by the projects we studied were CVS [37] and SUBVERSION [44].  
For CVS, the unit of change described by a delta is a single file, so a fix may consist of 
multiple deltas.  For Subversion, the unit of change can include multiple files, so a fix 
consists of one delta. 
A common approach for associating bugs with program elements is to search for 
deltas whose commit messages include keywords such as ―bug‖ or ―fix‖ [135], or include 
strings that look like bug ids [47] [73] [159].  However, relying on this information alone 
is insufficient.  For one project we studied, the ids in 87 (37%) of the commit messages 
referred to enhancements instead of bugs, which would have inflated the bug counts for 
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ids refer to actual bugs.  Of course, bugs identified by keywords instead of ids cannot be 
systematically verified using this approach. 
Furthermore, it is common for a bug to be fixed incorrectly the first time [135], or be 
worked on in stages, requiring multiple updates to the same file [7].  This can result in the 
same bug being counted multiple times.  Again, using bug ids helps us minimize noise 
since we only count unique bug ids. 
Our approach for recognizing bug fixes is depicted in Figure 6-2 and described in 
detail by Śliwerski et al., [159], which  is similar to the approaches used by Fischer et al. 
[73] and by Čubranić et al. [47]: 
A delta is called a ―bug fix‖ and associated with a bug if the change reason refers 
to a valid bug id according to the issue tracking system.
29 
Here  are  examples  of  commit  messages  from  the  projects  we  studied  that  our 
approach associates with a bug: 
―NEW  -  bug  172515:  Synchronizing  queries  with  Bugzilla  stuck  when  empty 
                                                 
29 For Bugzilla, the resolution must be ―fixed,‖ the severity must not be ―enhancement,‖ and the status 
must be ―closed,‖ ―resolved,‖ or ―verified.‖  For Jira, the  type must be ―bug,‖ the  resolution must be 
―fixed,‖ and the status must be ―closed‖ or ―resolved.‖  We included bug fixes associated with any branch 
in the version database (not just the main branch). 
int exec() { 
+ if (!ret) 
+   return -1; 
 
- if (ret == 0) 
-   exit(-1); 
Delta  Program Elements 
Query 
count 
exec() 
FIGURE 6-2. Associating bugs with program elements. 
Version History 
(query.java) 
Version  Date  Author  Comment 
1.5  Dec-07  sue  Fix 149606 
1.4  Nov-24  joe  Fix 142661 
1.3  Nov-24  joe  Fix 165491 
…       
 
Issue Tracking 
System 
Bug 149606 
Some queries not 
converted to 
tasks 
Bug Report 
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results. https://bugs.ECLIPSE.org/ bugs/show_bug.cgi?id=172515‖ 
―Fix for 305323: RHINO fails to select the appropriate overloaded method.‖ 
―Fix for JIRA IBATIS-260: ‗Hash conflict with groupBy resultMaps‘‖ 
We required that the majority of bugs in the issue tracking system be traceable to bug 
fixes using this approach.  This helps ensure that we do not miss bugs that should be 
assigned  to  program  elements  (false  negatives)  and  that  our  correlation  results  are 
statistically significant.  This turned out to be a very stringent requirement.  Out of the 75 
medium-size (less than 50 KLOCs) open source projects we considered (see Appendix A) 
for  our  case  studies,  very  few  followed  the  practice  of  including  bug  ids  in  commit 
messages.    However,  this  requirement  ensured  that  our  defect  counts  would  be 
sufficiently accurate for our purposes.  
Associating Bugs with Program Elements 
To decide if a bug is associated with a program element, we created the fixed-for-bug 
rule: 
A program element is relevant to a bug if it was modified to fix the bug. 
For the first case study (MYLYN–BUGZILLA), I associated bugs with bug fixes, and 
then program elements, by hand.
30  We realized that this procedure (depicted in  Figure 
6-3) could be easily automated, which would eliminate inconsistencies caused by human 
error.  We created a plug -in for  ECLIPSE,  named  BUGTAGGER,  which  automatically 
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associates bugs from a BUGZILLA or JIRA issue tracking system with methods, fields, and 
types, using change history from a CVS or SUBVERSION database. 
6.3.5.  Automatically Assigning Bugs to Concerns 
Once  we  have  mapped  concerns  and  bugs  to  program  elements,  it  is  trivial  to 
automatically associate bugs with concerns:  
A  bug  is  associated  with  a  concern  if  the  bug  occurs  in  the  concern‘s 
implementation, i.e., the intersection of the sets of program elements associated 
with the bug and the concern is nonempty. 
This is depicted in Figure 6-3.  Our underlying assumption is that it is reasonable to 
associate a bug with a concern if the source code associated with the concern must be 
changed  to  fix  the  bug.    This  echoes  the  approach  that  is  common  in  the  software 
engineering literature (for example, see El Eman et al. [66]), where a defect is assigned to 
a class if it occurs in the class’s implementation.  The bug count for a concern is therefore 
the number of unique bugs associated with the concern. 
FIGURE 6-3. Associating bugs with concerns. 
Bug 149606 
Some queries not 
converted to tasks 
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hits to tasks 
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Our bug–concern mapping methodology does not consider the similarity of the sets 
of program elements assigned to the concern and bug, other than requiring that at least 
one element is shared.  We therefore make no claims about the strength of the association 
between a bug and a concern.  For example, if all the program elements modified to fix a 
bug were associated with one concern, we would say that the bug was strongly associated 
with that concern.  For the purposes of validating our theory, we only need to know how 
defective a concern is, and for this our bug–concern mapping rule is adequate. 
6.4.  Our Case Studies 
Case  studies  in  software  engineering  test  theories  and  collect  data  through 
observation of a project in an unmodified setting [189].  In this section, we summarize 
the  programs  we  studied,  explain  how  we  selected  the  concerns,  and  provide  some 
example concerns.
31  We required all three projects to share the following characteristics 
  Open source – Ensures our studies can be replicated.  In addition, program 
understanding, which is required for manual concern location, is very difficult 
without access to the source code [18]. 
  Written in Java – Limitation imposed by our tooling. 
  Production  quality  –  Helps  us  to  argue  that  our  results  generalize  to  an 
industrial setting. 
                                                 
31 Due to space limitations we could not list all the concerns we analyzed for MYLYN–BUGZILLA and 
iBATIS. However, the complete list  is available at  [52].  Appendix B lists the concerns analyzed  for 
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  Maintained  by  several  people  –  This  is  more  representative  of  industrial 
projects.    Furthermore,  our  theory  has  greater  applicability  to  highly 
collaborative projects, where we suspect the adverse effects of scattering to be 
more evident.  
  Easily identifiable set of at least 30 relevant concerns (see Section 6.3.1). 
  Publicly accessible issue tracking system (see Section 6.3.4). 
  Majority of bugs are referenced consistently by id in commit messages (see 
Section 6.3.4). 
To improve the generalizability of our results, we purposely varied some context 
parameters, such as application domain and project size.  Table 6-1 summarizes the high-
level project differences. 
TABLE 6-1 
PROJECT SUMMARIES 
  MYLYN–BUGZILLA  RHINO  iBATIS 
Application Domain  Development Tools  Compilers  Databases 
Project Size (KLOCS)  Small (~14)  Medium (~32)  Small (~13) 
Issue Tracking System  BUGZILLA  BUGZILLA  JIRA 
Source Code Control System  CVS  CVS  SUBVERSION 
Concern Domain  Requirements  ECMAScript 
Specification 
Requirements 
Concern Location Technique  CONCERNTAGGER  CONCERNTAGGER  CONCERNTAGGER 
Bug Location Technique  CONCERNTAGGER  BUGTAGGER  BUGTAGGER 
 CHAPTER 6.  DO CROSSCUTTING CONCERNS CAUSE DEFECTS?  113 
 
 
6.4.1.  Case Study #1: MYLYN–BUGZILLA 
MYLYN
32 is a production-quality plug-in for the ECLIPSE development environment 
that enables a task-focused development methodology [102].  It was developed by a team 
of graduate students and professional developers in conjunction with Gail C. Murphy.  
Version 1.0.1 consists of 168,457 lines of Java code (LOCs)
33 computed using the Unix 
wc command; however, we limited our analysis to two components: bugzilla.core and 
bugzilla.ui, totaling 56 classes, 427 methods, 457 fields, 13,649 lines of Java code.  We 
refer to this subset as MYLYN–BUGZILLA. 
The requirements for MYLYN–BUGZILLA were reverse engineered based on the ―New 
and Noteworthy‖ section of the MYLYN web site and the personal experience of Gail 
Murphy  with  the  development  and  usage  of  the  components.    We  identified  28  of 
MYLYN’s  functional  and  nonfunctional  requirements  related  to  the  bugzilla.core  and 
bugzilla.ui components (i.e., requirement concerns).  This is somewhat short of the 30 
concern  requirement  we  put  forth  in  Section  6.3.1.    We  explain  how  this  affected 
statistical significance in Section 6.5.1.  The requirements were organized as a list so they 
were all leaf concerns.  Example requirement concerns are ―Convert query hits to tasks‖ 
and ―Support search for duplicates.‖ 
For MYLYN–BUGZILLA, a different researcher (heretofore referred to as ―Researcher 
B‖) manually assigned concerns to program elements using CONCERNTAGGER and the 
                                                 
32 http://www.eclipse.org/mylyn 
33  For  MYLYN–BUGZILLA,  line  counts  include  comments  and  whitespace  (i.e.,  LOCs).    They  are 
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procedure outlined in Section 6.3.2.  To avoid potential bias, I manually assigned bugs to 
program  elements  using  the  procedure  explained  in  Section  6.3.4.    As  explained  in 
Section 6.3.5, the mapping of bugs to concerns was completely automated. 
6.4.2.  Case Study #2: RHINO 
RHINO
34,  which  we  described  in  Section  5.3.2,  is  a  JavaScript/ECMAScript 
interpreter and compiler.  RHINO began life as an industrial project at Netscape and was 
then transitioned to open source.  Due to its large user base and extensive test suite, 
RHINO has a healthy number of bugs in its bug database.  Version 1.5R6 consists of 
32,134 source lines of Java code (SLOCs), 138 types (classes, interfaces, and enums), 
1,870 methods, and 1,339 fields (as reported by CONCERNTAGGER).   
RHINO  implements  a  more  formal  specification  than  the  other  case  studies:  the 
ECMAScript  international  standard,  ECMA-262  Version  3  [60].    Obviously,  this 
specification  provides  a  strong  rationale  for  at  least  part  of  the  source  code  of  any 
program that claims to conform to the specification.  It was therefore an obvious choice 
for the concern domain.  Every normative section and subsection of the specification was 
considered a concern, resulting in a hierarchy of 480 concerns.  However, to ensure our 
samples were independent (as explained in Section 6.3.3), we only performed statistical 
analysis on 357 mapped leaf concerns. 
The screenshot of CONCERNTAGGER in Figure 4-1 shows a portion of the RHINO 
concern  hierarchy.    The  ―7  Lexical  Conventions‖  concern  is  visible,  along  with  its 
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subconcern  ―7.8  Literals,‖  which  has  the  child  leaf  concern  named  ―7.8.5  Regular 
Expression Literals.‖  Also visible are some of the program elements assigned to the 
Regular Expression Literals concern, which would need to be modified or removed if 
support for regular expression literals was removed.  Another more detailed example of a 
leaf  concern  is  shown  in  Figure  3-3.    For  the  complete  list  of  Rhino  concerns  see 
Appendix B (the leaf concerns are shown in italics).  See [60] for detailed descriptions. 
For  RHINO,  I  manually  assigned  concerns  to  program  elements  using 
CONCERNTAGGER,  while  BUGTAGGER  automatically  assigned  bugs  as  explained  in 
Section 6.3.4. 
6.4.3.  Case Study #3: iBATIS 
iBATIS
35 is a popular object -relational mapping (O/RM) tool for persisting Java 
objects in a relational database.  The project was started by a single developer in 2001 
and has since gathered a community of collaborators.  The community currently includes 
12 active developers, some with industrial experience.  Version 2.3 consists of 13,314 
source lines of Java code, 212 classes, 1 ,844 methods, and 536 fields (as reported  by 
CONCERNTAGGER). 
The  iBATIS  Developer’s  Guide  provides  a  good  overview  of  functionality,  but 
makes for a poor concern domain.  One reason is that the guide was clearly written after 
iBATIS was implemented—it is a stretch to say that the guide provides a rationale for the 
implementation.    Concerns  cause  implementation,  not  the  other  way  around,  and 
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therefore concerns must precede the implementation in time.  Furthermore, the concepts 
in  the  guide  are  clearly  organized  and  presented  in  a  way  that  guides  learning,  not 
implementation.  We therefore constructed a mock requirements document based on the 
guide  consisting  of  183  requirement  concerns  organized  in  a  hierarchy.    Of  these 
concerns, 132 were leaves.  An example requirement concern is ―Caching,‖ which has 
subconcerns ―Class Caching,‖ ―Request Caching,‖ and ―Statement Caching.‖ 
For  iBATIS,  I  manually  assigned  concerns  using  CONCERNTAGGER,  while 
BUGTAGGER automatically assigned bugs. 
6.5.  Empirical Results and Discussion 
Table 6-2 shows the amount of source code covered by the selected concerns and 
bugs.  The concern coverage for MYLYN–BUGZILLA was relatively poor, considering that 
only 43% of the code was covered by the requirement concerns we reverse engineered.  
This is likely due to a lack of a complete set of requirements for the MYLYN–BUGZILLA 
component.  In contrast, the bug coverage was high (92%).   
The concern coverage for RHINO is high (88%), confirming that the ECMAScript 
specification explained most of the code.  The remaining 12% is  dead code, general 
purpose,  or  implements  other  concerns.    For  example,  RHINO  implements  some 
nonstandard extensions to ECMAScript, as well as the E4X and LiveConnect standards.  
The bug coverage was somewhat low (66%), probably because some bugs were mapped 
to program elements that were absent in the version of RHINO we studied (1.5R6), or 
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As  we  mentioned  in  Chapter  5,  among  studies  that  map  concerns  manually  and 
exhaustively—as opposed to the more common approach of only mapping a subset of the 
TABLE 6-2 
SIZE AND MAPPING STATISTICS 
  MYLYN–BUGZILLA
  RHINO  iBATIS 
 
All  Mapped
a  %  All  Mapped  %  All  Mapped  % 
Classes  56  44  79  138  80  57  212  207  97 
Methods  427  253  59  1,870  1,415  75  1,844  1,807  97 
Fields  457  230  50  1339  962  71  536  529  98 
Lines
b  13,649  5,914  43  32,134  28,308  88  13,314  13,144  98 
Concerns
c  28  28  100  480  417  86  183  173  94 
Bugs
d  110  101  92  241  160  66  87  47  53 
Links
e  63 links  10,613 links   4,941 links 
Time
f  31 hours  102 hours  18 hours 
Rate
g  .4 KLOCs/hour  .5 KLOCs/hour  .7 KLOCs/hour 
a A program element is ―mapped‖ if it is assigned to at least one concern.
 
b Comments and whitespace are included for Mylyn–Bugzilla, but excluded for Rhino and iBATIS. 
c ―All‖ means all concerns in the concern domain.  ―Mapped‖ means those concerns that were assigned 
to at least one program element. 
d ―All‖ means all ―fixed‖ bugs (non-enhancement issues) found in the issue tracking system on or 
before the version of the program we studied.  ―Mapped‖ means bugs mapped to at least one program 
element that is present in the version we studied. 
e Number of concern–element links created manually using CONCERNTAGGER. 
f Time to complete manual concern location. 
g Manual concern assignment rate (Lines / Time). 
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concerns or a portion of the code—RHINO is the largest and most comprehensive study 
that we know of. 
We  obtained  98%  concern  coverage  for  iBATIS,  signifying  that  the  developer’s 
guide  we  used  to  create  the  requirements  described  all  the  functionality.    The  bug 
coverage was somewhat low (53%), probably because of the issues already mentioned for 
RHINO.  Low bug coverage is not necessarily a bad thing, as we explain in Section 6.6.2. 
6.5.1.  Is Scattering Correlated with Defect Count? 
Figure 6-4 shows the scatter plots for all the concern metrics versus bug count for the 
RHINO project.  DOSC and DOSM appear to have a logarithmic relationship with bug 
count.  CDC, CDO, and LOCC have a clear linear relationship with bug count.  We 
therefore used Spearman’s rank-order correlation coefficient, which supports both linear 
and curvilinear relationships, and mitigates to a certain extent the unreliability of our 
measurements (we discuss this further in Section 6.6.1).  Table 6-3 shows our correlation 
results  for  the  three  projects.    Correlation  coefficients  range  from  -1.000  (a  perfect 
negative correlation) to +1.000 (a perfect positive correlation).  A coefficient of 0 means 
no correlation.   
The MYLYN–BUGZILLA results (see Table 6-3a) show that our degree of scattering 
metrics (DOSC and DOSM) are moderately correlated with bug count (.39 and .50), and 
the concern diffusion metrics  (CDC  and CDO) are strongly  correlated (.57 and .61).  
These correlations  were statistically significant  at  the 5%  confidence level.    In other 
words,  there  is  a  small  (5%)  probability  that  the  relationship  between  the  scattering 
metrics and bug count is coincidental.  Thus, even though we obtained only 28 concerns  CHAPTER 6.  DO CROSSCUTTING CONCERNS CAUSE DEFECTS?  119 
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for MYLYN–BUGZILLA instead of 30 as prescribed in Section 6.3.1, our results are still 
statistically significant. 
The correlations are stronger and more statistically significant for RHINO (see Table 
6-3b).    All  scattering  metrics  (DOSC,  DOSM,  CDC,  and  CDO)  have  substantial 
correlation coefficients—ranging from .65 to .74—indicating a strong association with 
(b) RHINO
a 
  DOSM  CDC  CDO  LOCC  Bugs 
DOSC  .62  .96  .74  .60  .67 
DOSM  —  .63  .88  .68  .66 
CDC  —  —  .80  .67  .73 
CDO  —  —  —  .80  .77 
LOCC  —  —  —  —  .90 
a All values are statistically significant at the 0.01% level (two-
tailed).  The sample size N (number of concerns) is 357. 
 
(a) MYLYN–BUGZILLA
a 
  DOSM  CDC  CDO  LOCC  Bugs 
DOSC  .64  .84  .57  .38  .39 
DOSM  —  .77  .91  .63  .50 
CDC  —  —  .78  .65  .57 
CDO  —  —  —  .71  .61 
LOCC  —  —  —  —  .77 
a All values are statistically significant at the 5% level (two-tailed).  
The sample size N (number of concerns) is 28. 
 
 (c) IBATIS
a 
  DOSM  CDC  CDO  LOCC  Bugs 
DOSC  .67  .90  .73  .43  .46 
DOSM  —  .67  .90  .64  .29 
CDC  —  —  .78  .55  .58 
CDO  —  —  —  .77  .44 
LOCC  —  —  —  —  .53 
a All values are statistically significant at the 0.01% level (two-
tailed).  The sample size N (number of concerns) is 132. 
 
TABLE 6-3 
SPEARMAN CORRELATION COEFFICIENTS FOR BUG COUNT 
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bug count.  The probability that the association exists by chance is minute (less than 
0.01%). 
For iBATIS (see Table 6-3c) we see correlations of similar strength as  MYLYN–
BUGZILLA.    All  scattering  metrics  have  a  nontrivial  association  with  defects  with 
correlation coefficients ranging from .29 for DOSM to .58 for CDC.  Similar to RHINO, 
the probability that the association exists by chance is minute (less than 0.01%). 
Taken together these results support our hypothesis: 
It is interesting to consider one of the crosscutting concerns revealed by our analysis.  
In RHINO, the requirement ―10.1.4 - Scope Chain and Identifier Resolution‖ was the most 
scattered according to its DOSC (.91) and CDC (68) values.  This requirement specifies 
the scoping rules for identifier lookup in ECMAScript.  Its physical realization in the 
source code entails passing around a scope parameter to most of the method calls in 
RHINO, resulting in the concern being scattered across the code base.  Considering its 
highly scattered nature, it is not surprising that the concern is also the most error prone 
(73 bugs). 
We also investigated the relationship between concern scattering and concern churn, 
i.e., the number of changes made to the implementation of the concern.  Whereas the bug 
count is the count of bug fix changes made to the implementation of a concern, concern 
churn is the count of all changes.  We computed the partial Spearman correlation by 
controlling for size (LOCC) and found CDC and CDO to be strongly related (.62 and .53, 
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respectively) and DOSC to be weakly related (.23) to concern churn. (DOSM relationship 
with concern churn was not statistically significant so we cannot infer anything.)  Table 
6-4 shows our correlation results. 
These  results  suggest  that  the  more  scattered  a  concern  is,  the  more  it  will  be 
modified.  If true, it supports our hypothesis that scattering is the underlying cause of 
code churn.  Obviously, more studies are needed to support this hypothesis. 
6.5.2.  Is Tangling Correlated with Defect Count? 
We calculated the degree of tangling (DOT) and lines of concern code (LOCC) for 
all of the classes in RHINO.  In the same way that a bug is associated with a concern if the 
concern’s implementation had to be modified to fix the bug, we associated a bug with a 
class if the class had to be modified to fix the bug.  We computed the partial Spearman 
  DOSM  CDC  CDO  Churn   
DOSC  .34  .36  -.12  .23   
DOSM  —  .18  .02
b  .07
b   
CDC  —  —  .34  .62   
CDO  —  —  —  .53   
a All values (except DOSM–CDO and DOSM–Churn) are statistically 
significant at the 0.01% level (two-tailed). 
b DOSM–CDO and DOSM–Churn are not statistically significant (confidence 
levels are 65% and 21% respectively). 
The sample size N (number of concerns) is 357.
 
 
TABLE 6-4 
SPEARMAN CORRELATION COEFFICIENTS FOR CONCERN 
CHURN FOR RHINO AFTER CONTROLLING FOR SIZE (LOCC) 
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correlation  by  controlling  for  size  (LOCC)  and  found  no  relationship  (Spearman 
coefficient is .18) between DOT and bug count for RHINO.  The confidence level was 
5.1%.  This suggests that tangling—as we measured it—does not cause defects.  This is 
in contrast to our intuition that interleaved code is more difficult to understand [166]. 
Our tangling metric measures the extent to which the code in a class is related to a 
multiple  concerns.    It  is  entirely  possible  that  a  different  definition  of  tangling,  and 
corresponding metric, will reveal a stronger relationship with defects. 
6.5.3.  Correlations between the Scattering Metrics 
From Table 6-3 (a-c) we observe that the scattering metrics are strongly correlated 
with each other.  For example, for RHINO, CDC is almost perfectly correlated with DOSC 
(.96).  This is expected since CDC and CDO are coarser versions of DOSC and DOSM.  
In  addition,  the  member-level  metrics  were  strongly  correlated  with  their  class-level 
counterparts.  This is also expected since a class is only associated with a concern if at 
least one of its members is associated. 
Although we were hoping to determine if it is more profitable to analyze scattering at 
the class or method level when correlating defects, our results were inconclusive.  For 
MYLYN–BUGZILLA  and  RHINO,  method-level  scattering  (CDO)  had  the  strongest 
correlation (.61 and .77, respectively), whereas for iBATIS, class-level scattering (CDC) 
was the strongest (.58). 
By and large, CDC and CDO were more strongly correlated with defects than DOSC 
and  DOSM.    We  were  somewhat  surprised  by  this  result.   We  expected  DOSC  and 
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more faithfully quantifies the scattered nature of a concern.  However, our results indicate 
that simply knowing the number of classes and methods involved in the implementation 
of  a  concern  is  sufficient.    It  may  be  that  degree  of  scattering  is  more  useful  when 
concern location is performed at the level of statements (or below).  For example, moving 
redundant code into a shared function reduces degree of scattering but is undetected by 
CDC and CDO. 
6.5.4.  Testing for the Confounding Effect of Size  
For all the projects, the size of the concern implementation (LOCC) had the strongest 
or second strongest correlation with bug count (.77, .90, and .53).  This is consistent with 
several other studies [23] [33] [88] that found strong correlations between size metrics 
and defects (although [68] found no correlation). This indicates that larger concerns have 
more defects.  This also suggests that a refactoring that reduces scattering but increases 
concern size might actually increase defects. 
Previous studies have found correlations between object-oriented metrics, such as the 
CK metrics [39], and fault proneness.  However, El Eman showed that after controlling 
for the confounding effect of size, the correlation disappeared [66].  The reason is that 
many object-oriented metrics are strongly correlated with size, and therefore serve as 
surrogates for size.   
Looking at Table 6-3 (a-c) we see a strong correlation between the scattering metrics 
and size (LOCC).  For example, for RHINO (Table 6-3b), the strength of the correlation 
between CDO and LOCC is very strong (.80).  The reason is obvious if one considers that 
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CDO), the number of lines (LOCC) grows.  In fact, CDC and CDO cannot increase 
without a simultaneous increase in LOCC.  DOSC and DOSM are not directly dependent 
on the number of lines associated with  a concern, but  rather on how those lines  are 
distributed  across  classes  and  methods.    There  is,  however,  a  significant  correlation 
between these metrics and size, ranging from .38 to .68. 
The strong correlation between all the scattering metrics and size, and between size 
and bug count, indicates that we must test for a confounding effect.  For the sake of 
thoroughness,  we  performed  two  tests:  step-wise  regression  analysis  and  principal 
component analysis. 
Size Test #1: Step-Wise Regression Analysis 
For step-wise regression analysis [100, pp. 263-264], we build a regression model 
that initially consists of the concern metric that has the single largest correlation with bug 
count.  We then add metrics to the model based on their partial correlation with the 
metrics already in the model.  With each new set of metrics, the model is evaluated and 
metrics  that  do  not  significantly  contribute  towards  the  statistical  significance  are 
removed so that, in the end, the best set of metrics that explain the maximum possible 
variance is left.  The amount of variance explained by a model is signified by the model’s 
R
2 value [100, p. 229]. 
For completeness, we also include the Adjusted R
2 and Standard Error of Estimate 
values.  Adjusted R
2 explains for any bias in the R
2 measure by taking into account the 
degrees of freedom of the predictor variables and the sample population. From Table 6-5 
and Table 6-6, we see that the Adjusted R
2 values are almost the same as the R
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which indicates that the bias is absent from our models.  Standard Error of Estimate (Std. 
Error) measures the deviation of the actual bug count from the bug count predicted by the 
model. 
We can now state our test: If size explains all of the variance in bug count, we would 
not expect step-wise regression to include any of our scattering metrics.  Table 6-5 shows 
(b) RHINO 
Model  R
2 
Adjusted 
R
2  
Std. 
Error 
1
a  .92  .92  11.42 
2
b  .92  .92  11.28 
3
c  .93  .93  10.96 
a Metrics Used: LogDOSC 
b Metrics Used: LogDOSC, CDC 
c Metrics Used: LogDOSC, CDC, LogDOSM 
(c) IBATIS 
Model  R
2 
Adjusted 
R
2  
Std. 
Error 
1
a  .80  .80  1.75 
2
b  .82  .82  1.67 
3
c  .83  .83  1.62 
4
d  .84  .84  1.59 
5
e  .85  .85  1.54 
a Metrics Used: LOCC 
b Metrics Used: LOCC, CDO 
c Metrics Used: LOCC, CDO, CDC 
d Metrics Used: LOCC, CDO, CDC, DOSM 
e Metrics Used: LOCC, CDO , CDC, DOSM, DOSC 
(a) MYLYN–BUGZILLA 
Model  R
2 
Adjusted 
R
2  
Std. 
Error 
1
a  .73  .72  3.89 
2
b  .79  .77  3.49 
a Metrics Used: LOCC 
b Metrics Used: LOCC, CDC 
TABLE 6-5 
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our step-wise regression results for the three projects.  Narrowing our focus to MYLYN–
BUGZILLA (Table 6-5a), we see that the step-wise regression completed after two steps.  
From the first step, we can see that the most significant metric is size (LOCC).  The R
2 
value of .73 means that we can explain 73.0% of the variance in bug count using size 
alone.  The second step adds a scattering metric (CDC), which improves R
2 only slightly. 
Shifting our attention to iBATIS (Table 6-5c), we find results similar to MYLYN–
BUGZILLA.  While all the scattering metrics in the final model (Model #5) contribute to 
explaining the variance in bug count to some extent, size explains the most variance. 
This is to be expected.  Our theory states that scattering is responsible for some—not 
all—of the defects in the program.  We therefore expect that size explains most of the 
defects.  The step-wise regression models for MYLYN–BUGZILLA and iBATIS indicate 
that scattering explains some of the variance in bug count, which supports our hypothesis. 
The step-wise regression results for RHINO (Table 6-5b) are strongly in favor of our 
hypothesis.  As explained in Section 6.5.1, DOSC and DOSM have a clear logarithmic 
relationship  with  bug  count  for  RHINO.    Since  step-wise  regression  expects  a  linear 
relationship,  we  first  took  the  logarithm  of  these  metrics,  which  explains  the  terms 
LogDOSC and LogDOSM in Table 6-5b.  From the table we see that the regression 
terminated after three steps and that at each step, the metric that explains the most of the 
remaining variance was chosen.  From the R
2 value we see that the model with scattering 
metrics LogDOSC, CDC, and LogDOSM explains 92.8% of the variance in bug count—
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In  summary,  step-wise  regression  analysis  supports  our  hypothesis  because  it 
indicates that scattering explains some—and for RHINO, most—of the variance in bug 
count for the three projects we studied independent of size. 
Size Test #2: Principal Component Analysis 
Because the scattering metrics and LOCC are highly correlated amongst themselves, 
it is likely that the Spearman and step-wise regression models do not explain as much of 
the  variance  in  bug  count  as  the  coefficients  imply  (i.e.,  they  overfit  the  data).    To 
overcome  this  collinearity,  we  used  principal  component  analysis  (PCA)  [98].  With 
PCA, a small number of uncorrelated weighted combinations of metrics (that account for 
as much sample variance as possible) are generated, such that the transformed variables 
are  independent.  These  weighted  combinations  of  metrics  are  called  principal 
components. 
Running PCA on the metrics for the three projects resulted in the generation of the 
principal components shown in Table 6-6 (a-c), which account for greater than 95% of 
the  sample  variance.    For  MYLYN–BUGZILLA  (Table  6-6a),  three  components  were 
TABLE 6-6 
PRINCIPAL COMPONENTS 
                                      (b) RHINO 
  Component 
   1  2  3  4 
DOSC  .81  .26  -.50  -.06 
DOSM  .65  .67  .35  .03 
CDC  .89  -.21  -.05  .39 
CDO  .83  -.40  .30  -.10 
LOCC  .92  -.15  -.03  -.26 
 
                                     (c) IBATIS 
  Component 
   1  2  3 
DOSC  .55  .68  -.48 
DOSM  .49  .73  .48 
CDC  .96  -.18  -.07 
CDO  .94  -.30  .03 
LOCC  .94  -.30  .07 
 
                     (a) MYLYN–BUGZILLA 
  Component 
   1  2  3 
DOSC  .70  .68  -.16 
DOSM  .80  .22  .55 
CDC  .92  .11  -.32 
CDO  .92  -.32  -.03 
LOCC  .80  -.58  -.02 
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generated.  The first  component explains the highest  amount of variance; the second 
component explains the second highest, and so on.    The first component weighs all the 
metrics highly—DOSC has a weighting of .70, DOSM has .80, etc.  This indicates that 
the scattering metrics are significant contributors to explaining the variance in bug count.  
The results for RHINO (Table 6-6b) and iBATIS (Table 6-6c) are similar. 
We then used the principal components to build a regression model for each project.  
From Table 6-7, we see that the models are highly accurate at predicting bug count—as 
indicated  by  the  high  R
2  values—further  indicating  the  importance  of  the  scattering 
metrics.  The models are also statistically significant at the 99% confidence level. 
From the step-wise regression analysis and PCA results we conclude that concern 
size  is  not  the  single  dominating  factor—the  scattering  metrics  contribute  towards 
explaining the variance in bug count, thus signifying their importance and reaffirming our 
hypothesis. 
6.5.5.  Do Crosscutting Concerns Cause Defects? 
A correlation by itself does not imply causality [100, p. 213].  Isolating cause and 
effect is easier for controlled experiments than for correlation studies such as our own 
TABLE 6-7 
PCA REGRESSION MODEL SUMMARY 
  R
2  Adjusted R
2  Std. Error 
MYLYN–BUGZILLA  0.78  0.75  3.69 
RHINO  0.92  0.92  3.03 
iBATIS  0.78  0.78  1.86 
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[101, pp. 80-81].  Kan outlines three criteria for causality that correlation studies must 
meet before making causality claims [101, pp. 80-81].  The first is that the cause must 
precede the effect.  This is equivalent to saying that crosscutting concerns precede defects 
related to those concerns.  In our theory, crosscutting first manifests itself in the concern 
implementation  plan,  which  precedes  the  defects  that  are  introduced  during  the 
implementation of that plan. 
The second criterion is that a correlation must exist.  The results of our three case 
studies  indicate  that  a  moderate  to  strong  statistically  significant  correlation  exists 
between scattering and defects. 
Finally, the correlation must not be spurious.  We argue that the correlation is not 
spurious because 1) there is a plausible reason (i.e., a theoretical justification) for the 
correlation to exist, 2) we verified that the scattering metrics are not surrogates for size, 
and 3) the correlation is not coincidental since we observed similar correlation results for 
three separate case studies. 
This brings us back to our original question: Do crosscutting concerns cause defects?  
Our theory and the results of our studies suggest ―yes.‖  Independent verification, in the 
form  of  empirical  studies  and  controlled  experiments,  is  needed  before  we  can  be 
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6.6.  Threats to Internal Validity 
6.6.1.  Concern Location Unreliability 
Our concern metrics are unreliable because of the subjectivity inherent in our manual 
concern  location  methodology.    This  limits  the  consistency  and  repeatability  of  our 
measurements.    Indeed,  studies  [113]  [137]  have  shown  disparities  between  concern 
mappings produced by different analysts.  Unreliability can also reduce the strength and 
significance of the relationship between scattering and defects [65]. 
While  automated  concern  location  techniques  [7]  produce  consistent  results,  we 
believe that the mapping produced by our interactive technique more accurately captures 
the rationale behind the code (Eaddy, Aho, and Murphy [57]), which we need before we 
can  apply  our  theory.    Thus,  we  tolerate  some  loss  in  measurement  reliability  for 
improved relevance. 
We compensated for this unreliability in two ways.  First, we used a rank-order 
correlation (Spearman) that can tolerate unreliable measurements as long as the relative 
ordering (rank) of the measurements is correct [101, p. 78].  Comparing measurements by 
relative order instead of absolute value is consistent with how the concentration metric, 
upon which our degree of scattering metric is based, should be interpreted [187].  This 
implies that it is sufficient for the concern mapping to be a close approximation of the 
―correct‖ concern mapping. 
Second, two of our studies had large sample sizes (N=357 and 132).  The correlation 
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and defects for all three case studies, which we would not expect if the measurements 
were completely unreliable. 
Our  future  work  is  to  measure  the  reproducibility  (variance  across  analysts), 
repeatability (variance across trials), and accuracy (variance with respect to a reference 
mapping,  i.e.,  a  gold  standard)  of  our  manual  prune  dependency  concern  location 
technique.  We will then be able to  properly  compensate for measurement errors by 
incorporating error estimates into our regression model. 
6.6.2.  Bug Location Errors 
In the context of bug location a false positive means that a bug should not have been 
associated with a program element, and a false negative means a bug should have been 
associated with a program element (but was not).  These false observations may perturb 
bug counts.  Bug location errors fall into three categories: 
1)  Incorrect bug metadata. 
2)  Bugs mapped to the wrong elements. 
3)  Bugs mapped to ―missing‖ elements. 
Incorrect Bug Metadata 
Many of the MYLYN–BUGZILLA bugs were clearly enhancements although they were 
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Bugs Mapped to the Wrong Elements 
Category 2 errors can occur when a commit message is misleading.  For example, a 
sequence of numbers may be mistaken for a valid bug id (Category 2a, false positive), or 
a bug id  may be referenced coincidentally (Category 2b, false positive) or not  at  all 
(Category 2c, false negative).  We eliminated Category 2a errors by validating all bug ids 
against the issue tracking system, which allowed us to eliminate 32 false positives for one 
project.  By choosing projects that use bug ids in commit messages in a disciplined and 
consistent (and in the case of MYLYN–BUGZILLA, completely automated) way, we believe 
there are no instances of Category 2b or 2c errors. 
It is also possible that the real defect does not lie in the lines changed by the bug fix 
(Category 2d).  For example, instead of fixing the defect (e.g., because it lies in a third-
party library), a ―workaround‖ is made to another part of the code so that the defect no 
longer manifests itself.  This leads to a false positive and negative since the bug should 
be mapped to a completely different program element.  We agree with Purushothaman 
and  Perry,  who  concluded  that  detecting  Category  2d  errors  would  require  more 
information than ―is available or automatically inferable‖ [135]. 
It is common for a bug fix to include modifications unrelated to the bug (Category 
2e) [29] [65] [135], or fixes for multiple bugs (Category 2f).  To reduce Category 2e 
errors, we ignored insignificant changes such as changes to whitespace and comments.    
We also ignored bug fixes associated with the first version of a file.  To avoid false 
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For  two  case  studies  the  bug  location  task  was  completely  automated  using 
BUGTAGGER.  This eliminates Category 2 errors caused by the inconsistencies inherent in 
a manual mapping, and guarantees the mapping is repeatable.  However, there is always 
the possibility that BUGTAGGER is faulty.  We used the Jaccard similarity metric [160] to 
compare the bug mapping produced by BUGTAGGER with the one we created by hand for 
MYLYN–BUGZILLA, and found the Jaccard similarity was 0.87, indicating the mappings 
were very similar.  On closer inspection, we found that many of the disagreements were 
due to human errors made during manual mapping, further vindicating our decision to 
mechanize. 
Bugs Mapped to “Missing” Elements 
Category 3 errors can occur when a bug is mapped to some methods and fields that 
were present at the time of the bug fix, but were subsequently removed or renamed.  For 
RHINO, initially 37 bugs (21%) were mapped entirely to missing methods and fields, and 
therefore could  not  be associated with  any concern.  Our  concern location technique 
uniquely  identifies  program  elements  by  their  signature  (the  fully  qualified  element 
name, and in the case of methods, the list of parameters).  Therefore, we investigated the 
possibility that the element’s signature had been changed; e.g., the element was renamed 
or the parameter list was modified.  BUGTAGGER automatically detects changes to the 
parameter list, e.g., foo(int, int) changed to foo(float, float); however, name changes were 
harder to detect automatically.  We therefore tracked down name changes by hand and 
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further reduce these errors, we would need a concern mapping for every revision—not 
just the latest. 
We would like to point out that the studies we are aware of that analyze defects 
based on mining software repositories [47] [66] [73] [159] [134] suffer from the same 
problems.  We believe that our enumeration of the possible errors, and recommendations 
for avoiding them, will be a welcome contribution to this area of research. 
Impact of Bug Location Errors on Our Results 
Ultimately, we care about the extent to which false bug–code mappings propagate to 
false  bug–concern  mappings,  which  will  increase  errors  in  our  defect  counts  and 
correlations.  Some bug location errors may be masked.  For example, we may miss a 
program  element  that  should  have  been  assigned  to  the  bug,  but  as  long  as  another 
assigned program element causes the bug to be associated with the correct concern, the 
false negative is masked.  False positives can be masked similarly. 
A  bug  that  is  not  associated  with  a  concern  is  not  necessarily  a  problem.    For 
example, in MYLYN–BUGZILLA, 9 of the 110 defects were mapped to methods or fields 
not covered by any concern.  In most cases, this is not an issue since a program element 
may  be  related  to  a  concern  from  a  different  concern  domain  (e.g.,  ―resource 
deacquisition‖ is a programming concern rather than a requirement or design concern). 
However, it may also mean that some concerns were not accounted for, which can skew 
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6.6.3.  Mapping Aggregation Error 
Our concern and bug location techniques aggregate at the member level the lines of code 
associated with the concern or defect.  This loss in granularity makes our mappings less 
precise [192].  For example, often sibling leaf concerns
36 in RHINO  are implemented 
using switch statements.
37  For instance, the parent concern ―15.2.4 - Properties of Object 
Prototypes,‖ has the following child concerns (see Appendix B): 
15.2.4.1 - constructor 
15.2.4.2 - toString 
15.2.4.3 - toLocaleString 
15.2.4.4 – valueOf 
In this case, even though each concern is really only associated with an individual 
case in the switch statement, they will be assigned at the method level and will therefore 
have inflated concern sizes.  Let us further suppose a bug is associated with one of the 
cases.  The bug will also be assigned at the method level and will therefore inflate the bug 
counts for the concerns not associated with the case statement. 
In addition to inflated sizes and bug counts, the metrics computed for the concern 
subset will be very similar.  For the RHINO project, we found that the standard deviations 
for all the metrics were much lower for sibling leaf concern clusters than for the entire 
                                                 
36 Sibling leaf concerns have the same parent and no children.  
37 Rhino inherits many of these quirks from the JavaScript interpreter it was based on, which was 
written in C.  If Rhino had been written in Java from scratch, the switch statements would probably have 
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population of concerns.  For example, the standard deviation of the bug count was 3.31 
for sibling leaf concerns but 14.07 for the entire population. 
It is hard to predict the impact that aggregation error has on our results.  Aggregation 
error appears to be biased in favor of supporting our main hypothesis in the sense that the 
more  scattered  a  concern  is,  the  more  methods  contribute  to  its  implementation, 
increasing the number of opportunities for aggregation error to inflate the concern size 
and defect count. 
Despite this bias, we argue that eliminating aggregation error would not reverse our 
conclusions, for the following reason:  It only occurs when method level mapping is not 
granular enough to faithfully represent the implementation of a concern.  This is true for 
RHINO  where concerns  were very fine  grained  and  switch statements  were prevalent.  
However, this is not the case for MYLYN–BUGZILLA and iBATIS.  Since the correlations 
for all three studies were moderate to strong and statistically significant, we conclude that 
eliminating aggregation error would not reverse our conclusions. 
6.7.  Threats to External Validity 
External validity is the degree to which we can draw general conclusions from our 
results.  As stated by Basili et al., drawing general conclusions from empirical studies in 
software engineering is difficult because any process depends to a large degree on a 
potentially large number of relevant context variables.  For this reason we cannot assume 
that the results of a study generalize beyond the specific environment in which it was 
conducted [13].  El Emam concurs: ―It is only when evidence is accumulated that a CHAPTER 6.  DO CROSSCUTTING CONCERNS CAUSE DEFECTS?  138 
 
 
particular metric is valid across systems and across organizations can we draw general 
conclusions.‖ [65] 
There are many possible sources of defects including the complexity of the problem 
domain, developer experience, mental and physical stress, tool support, etc. [65].  Our 
theory only attempts to explain a small portion of defects, namely, those caused by the 
complexity associated with implementing crosscutting concerns. 
We expect that the programming language has a large impact on how scattered a 
concern’s implementation is.  Because the programs we studied were written in Java, we 
cannot generalize our results to other programming languages.  Interesting future work 
would be to compare RHINO with SPIDERMONKEY
38, an implementation of ECMAScript 
written in C. 
The open source projects we studied had many similarities to projects developed in 
industry  including  the  use  of  change  management  systems,  extensive  test  suites,  and 
descriptive commit messages.  Therefore, we expect our results to hold in an industrial 
setting for Java programs of similar size (13–44 KSLOCs). 
It  is  possible  that  the  relationship  between  scattering  and  defects  only  holds  for 
requirement  concerns  and  not  for  concerns  from  other  domains,  such  as  the  ones 
mentioned in Section 6.2. 
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6.8.  Related Work 
One of the goals of software engineering is to improve software quality by reducing 
defects and maintenance effort, for example.   In this section we discuss some of the 
earlier work related to investigations of using historical measures of complexity, code 
churn,  pre-release  defects,  etc.,  as  predictors  of  software  quality  in  large  software 
systems.  We also discuss more recent work that uses conceptual complexity measures, 
i.e., concern-based measures, to predict quality. 
6.8.1.  Empirical Studies of Software Quality 
Ostrand  et  al.  [46]  use  file  status  information  such  as  ―new‖,  ―changed‖,  and 
―unchanged‖ along with other explanatory variables such as lines of code, age, prior 
faults, etc., as predictors in a negative binomial regression equation to predict the number 
of  faults  in  a  multiple-release  software  system.    The  predictions  made  using  their 
binomial regression model had high accuracy for faults found in both early and later 
stages of development [46]. Khoshgoftaar et al. [103] studied two consecutive releases of 
a  large  legacy  system  for  telecommunications.    The  system  contained  over  38,000 
procedures in 171 modules. Discriminant analysis identified fault-prone modules based 
on 16 static software product metrics with a type I and II misclassification rate of 21.7% 
and 19.1%, respectively, and an overall misclassification rate of 21.0%. Nagappan and 
Ball [130] investigated the use of a set of relative code churn measures in isolation as 
predictors of software defect density for the Windows Server 2003 system.  Relative 
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measurement of churn, i.e., source file change frequency.  They found that relative code 
churn  measures  were  strong  statistically  significant  predictors  of  code  quality.    In 
contrast, Eick et al. found no correlation between code churn and code quality [19]. 
Several  researchers  have  attempted  to  find  a  relationship  between  defects  and 
internal  product  metrics,  such  as  code  churn  [130],  size  metrics  [33]  [66]  [68]  [88], 
object-oriented (OO) metrics (e.g., the CK metrics [39]) [33] [66] [88], design metrics 
[33] and prerelease defects [19].  We add to this body of research by examining the 
relationship between concern metrics and defects. 
Most software metrics measure structural properties (e.g., lines of code) of a program 
and structural relationships between program entities (e.g., method A calls method B).  
This is useful for determining that a class has high coupling and is likely to be complex 
and error prone, for example [131].  A significant difference with our work is that we 
measure the relationship between conceptual entities (concerns) and program entities.  
This enables the measurements to be interpreted in the context of the problem domain.  
For example, our concern metrics can determine that a specific feature will be hard to 
change or that concerns are poorly separated.  This kind of insight is not obtainable by 
measuring structural properties alone. 
6.8.2.  Empirical Studies of Crosscutting Concerns 
Garcia and colleagues used their concern diffusion metrics in several studies  [70] 
[77]  [80]  to  show  that,  in  general,  modularizing  crosscutting  concerns  using  aspect-
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Bartsch and Harrison examined change history data for a set of aspects and found a 
statistically significant correlation between aspect coupling and maintenance effort [12].  
Their metrics were different from ours (aspect coupling versus concern scattering), and 
their  external  quality  indicator  was  different  (effort  versus  defects).    Whereas  we 
investigated the impact of a crosscutting concern on code quality prior to refactoring 
using aspects, they looked at the impact after refactoring.  A benefit of our scattering 
metrics is that they may help identify the crosscutting concerns that would benefit the 
most from refactoring. 
6.9.  Summary 
We are the first to provide empirical evidence suggesting that crosscutting concerns 
cause defects.  We examined the concerns of three small- to medium-size open-source 
Java projects and found that the more scattered the implementation of a concern is, the 
more likely it is to have defects.  Moreover, this effect is evident independent of the size 
of the concern’s implementation (in terms of lines of code). 
This  evidence,  although  preliminary,  is  important  for  several  reasons.    It  adds 
credibility to the claims about the dangers of crosscutting concerns made by the aspect-
oriented  programming  and  programming  language  communities.    By  establishing  a 
relationship  between  concern  metrics  and  an  external  quality  indicator—defects—we 
provide a stronger form of validation for these metrics than previous empirical studies 
that focused on internal quality factors (e.g., [70] [77]). 
We also  proposed  a theory that  suggests why  crosscutting  concerns might  cause 
defects and prevented a novel methodology for studying this phenomenon.  These can CHAPTER 6.  DO CROSSCUTTING CONCERNS CAUSE DEFECTS?  142 
 
 
serve as the foundation for future empirical work.  Furthermore, we have developed an 
automated  concern  location  technique,  CERBERUS,  which  we  described  in  detail  in 
Chapter 5.   CERBERUS eliminates the manual labor and inconsistencies associated with 
locating  concerns  by  hand,  and  makes  collection  of  our  metrics  practical  for  large, 
continually evolving systems (greater than 50 KLOCs).  However, further studies are 
needed before we can be confident that CERBERUS produces concern mappings accurate 
enough for hypothesis testing. 
It  is  important  to  realize that the novelty of our experiment  and the subjectivity 
inherent  in  our  methodology  limit  the  conclusions  we  can  draw  from  of  our  results.  
Further studies are needed before we can attempt to draw general conclusions about the 
relationship between scattering and defects.     143 
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Future Work 
he crosscutting concern problem is whether we can modularize all of the concerns in 
a program  so  that no concern is  scattered.  There  are many  ways  we  can attack the 
crosscutting concern problem: 
(1) Develop better programming technologies for reducing crosscutting concerns,  
(2) Develop  better  methods,  tools,  and  metrics  for  understanding  and  managing 
concerns, and  
(3) Conduct  further  experiments  to  better  understand  the  causes  and  effects  of 
crosscutting concerns. 
7.1.  Better Programming Technologies for Reducing Crosscutting 
Concerns 
The ideal programming technology (e.g., programming language) would allow the 
code for every concern to be placed in its own dedicated module.  Clearly, concerns must 
interact to provide necessary functionality.  Indeed, crosscutting often manifests itself as 
T 
Men Wanted: For Hazardous Journey. Small Wages, 
Bitter Cold, Long Months of Complete Darkness, 
Constant Danger, Safe Return Doubtful. 
Honour and Recognition in Case of Success. 
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the interaction of one concern with multiple concerns (e.g., multiple classes calling the 
log() method).  However, this coordination can be considered a separate concern as well 
and modularized accordingly. 
Aspect-oriented programming (AOP) [106] is one approach to reducing crosscutting 
concerns (Eaddy [51] [53]).  It allows code that would normally be scattered across the 
program to be placed inside a single class-like module (an aspect).  Simply stated, the 
aspect localizes the scattered code; however, the code still effects the same locations as 
before.  Unfortunately, there are many drawbacks to AOP that must be addressed before 
we would consider AOP to be a good solution.  One issue is that the prevalent technique 
for  identifying  locations  in  the  program  using  AspectJ-like  AOP  languages  poorly 
supports software evolution [167] [181], can have unintended effects, and is unsuitable 
for modularizing some concerns (Eaddy and Aho [54]). 
AOP  languages  typically  extend  a  host  language  (e.g.,  Java);  however,  the 
integration is not seamless [164].  AOP languages require the programmer to learn a 
different  syntax,  semantics,  and,  in  some  cases,  a  completely  different  programming 
methodology.    Future  work  could  involve  designing  a  new  language  that  seamlessly 
unifies  AOP  concepts  with  OOP.    For  example,  before,  after,  and  around  advice  in 
AspectJ  can  be  unified  with  virtual  method  overriding,  get  and  set  pointcuts  can  be 
eliminated by treating field access as virtual methods that can be overridden (―virtual 
fields‖). 
AOP  languages  typically  allow  unrestricted  access  to  private  data  and  behavior, 
which circumvents information hiding and prevents modular reasoning [5] [6] [17] [41] 
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Aware  Interfaces  [107],  and  Open  Modules  [5],  which  reduce  the  power  of  AOP  to 
improve modular reasoning, are a better approach. 
7.2.  Better Methods, Tools, and Metrics for Managing Concerns 
Our prune dependency rule from Section 4.2 could be generalized to handle arbitrary 
subsets of concerns.  For example, method foo() should only be removed if both concern 
A and concern B are pruned.  This would better model the complex relationships between 
concerns and program elements that occur in practice.  We could further validate the 
prune  dependency  rule  by  measuring  the  reproducibility  (variance  across  analysts), 
repeatability (variance across trials), and accuracy (deviation from a reference mapping, 
e.g., gold standard) of our technique.  We will then be able to properly compensate for 
measurement  errors.  We would also  like to  demonstrate the utility of  the mappings 
induced by the prune dependency rule for various software maintenance activities such as 
program understanding, change impact estimation, and bug fixing. 
We  will  need  to  extend  our  prune  dependency  analysis  (PDA)  algorithm  from 
Section  5.2.3  to  support  the  general  prune  dependency  rule.  PDA  can  be  further 
improved by analyzing dominates relationships (cf. Table 4-1) and made more precise by 
using pointer analysis [4, pp. 933-941].  Instead of producing a set of relevant elements 
for each concern, PDA could produce a list of elements ranked based on how many other 
concerns share that element. 
The ad hoc scheme for combining concern location techniques in CERBERUS could 
be reformulated as an optimal solution to a linear combination of matrices.  This could 
result in a marked performance improvement.  We could investigate further the benefits CHAPTER 7.  FUTURE WORK  146 
 
of using CERBERUS to automatically measure degree of scattering and tangling and to aid 
program comprehension. 
CONCERNTAGGER can be extended to parse requirements specifications and then use 
information  retrieval  to  automatically  suggest  concern–element  links  (ala  CERBERUS).  
CONCERNTAGGER will also need to support the generalized prune dependency rule by 
allowing the user to express more complex concern–element relationships.  By allowing 
the user to differentiate remove prune dependencies from alter prune dependencies, our 
prune  dependency  analysis  can  infer  additional  concern–element  relationships 
automatically. 
Concern  mappings,  such  as  the  ones  produced  using  CONCERNTAGGER  and 
CERBERUS, become stale as the program evolves.  By leveraging the fact that, in general, 
the mappings should evolve in predictable ways, we can semi- or fully-automatically 
update the mappings as the program evolves. 
We were somewhat surprised to find no relationship between our tangling measure, 
DOT,  and  software  quality  (cf.  Section  6.5.2).    We  could  explore  creating  new 
operational definitions and measures of tangling to attempt to capture our intuition [166] 
that tangling is harmful to software quality. 
7.3.  Improving Our Understanding of Crosscutting Concerns 
Can we reduce the likelihood of defects by reducing crosscutting (assuming concern 
size  does  not  increase)?  Are  crosscutting  concerns  a  by-product  of  programming 
technology, developer aptitude, or the inherent complexity of the concern?  Experiments 
are needed to answer these important questions.  Our result that crosscutting is correlated CHAPTER 7.  FUTURE WORK  147 
 
with defects should be replicated so we can become more confident that the relationship 
is real.     148 
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Conclusions 
his  thesis  provides  concrete  empirical  evidence  that  crosscutting  concerns  are  a 
serious  impediment  to  effective  software  development.    Despite  claims  that  object-
oriented programming is good at representing concepts from the problem domain [21], 
data from five case studies (Eaddy, Aho, and Murphy [57], Eaddy et al. [59], and our 
unpublished  dbviz  study)  paints  a  different  picture.    We  found  that  concerns  were 
implemented  by  6  classes  on  average  and  that  classes  implemented  10  concerns  on 
average.  In fact, 86% of the concerns were crosscutting by our definition, i.e., scattered 
across more than one class.  In addition, for three case studies we found a moderate to 
strong correlation between crosscutting and defects (Eaddy et al. [59]).  That is, the more 
scattered a concern’s implementation is, the more defects it has.  Taken together, our 
evidence suggests that crosscutting concerns are both widespread and harmful to software 
quality. 
This evidence, although preliminary, is important for several reasons.  First, it adds 
credibility to the claims about the dangers of crosscutting concerns made by the aspect-
oriented  programming  and  programming  language  communities.    By  establishing  a 
T 
What we do not understand we do not possess. 
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relationship  between  concern  metrics  and  an  external  quality  indicator—defects—we 
provide a stronger form of validation for these metrics than previous empirical studies 
(e.g., [77] [70]).  Second, it suggests an actionable plan for improving software quality: 
modularize  crosscutting  concerns.    Third,  it  suggests  that  new  techniques  (concern 
location) and cognitive complexity metrics (e.g., degree of scattering) may be useful as 
early predicators of software reliability. 
We needed to overcome significant challenges to conduct our experiments.  In the 
process  we  unified  concepts  from  several  disparate  research  areas  (e.g.,  concept 
assignment, feature location, requirements tracing, aspect mining) into a new research 
area we call concern analysis.  We developed experimental apparatus for performing 
concern analysis that includes 
  Models  (cf.  Section  3.1.1  and  Section  6.2),  operational  definitions,  and 
metrics  (degree  of  scattering  and  degree  of  tangling)  to  formalize  the 
crosscutting concern problem, and 
  Methods (prune dependency rule [57]) and tools (CONCERNTAGGER [59] and 
CERBERUS  [58])  to  locate  concern  code—a  very  important  and  difficult 
problem in its own right.   
Our experimental datasets and tools are also a major contribution of this thesis and 
will make it easier to conduct future concern analysis research.  In addition, we undertook 
great  pains  to  analyze  and  eliminate  experimental  biases.    We  believe  that  our 
enumeration  of  the  possible  biases,  and  recommendations  for  avoiding  them,  will  be 
welcome contributions to this area of research. CHAPTER 8.  CONCLUSIONS  150 
 
Our experimental datasets and tools are publicly available [52] and include concern 
and bug mapping data for the largest public concern location study to date (RHINO) [59].  
These datasets can serve as sorely needed benchmarks for the concern location and data 
mining communities. 
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Appendix A   
 
Candidate Case Studies 
s a by-product of our search for appropriate case studies, we obtained metadata 
(size, number of bugs, etc.) for several open source projects.  The table that spans the 
following pages shows the metadata we compiled.  The data was compiled at different 
times during the year 2007 and is by now out of date. 
The field ―KLOC (KSLOC)‖ provides a rough estimate of the number of raw lines 
(including comments and blank space) and source lines (excluding comments and blank 
space).  The field ―Bugs (Ids?)‖ provides a rough estimate for the number of bugs filed 
against the project and whether those bugs are referred to in the check-in comments.  For 
example, the ―101 (27)‖ for JHotDraw indicates that the bug database contained 101 
bugs,  27  of  which  were  explicitly  mentioned  by  id  in  the  check-in  comments. 
―Bugs/KLOC‖ is the bug field value divided by the KLOC field value. 
 ―SCCS‖  stands  for  ―Source  Code  Control  System.‖    The  values  are  ―CH‖  for 
CODEHAUS,  ―CN‖  for  COLLABNET,  ―CVS‖  for  CONCURRENT  VERSIONING  SYSTEM, 
―SVN‖ for SUBVERSION, and ―VSS‖ for MICROSOFT VISUAL SOURCE SAFE. 
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 ―ITS‖ stands for ―Issue Tracking System.‖  The values are ―BZ‖ for  BUGZILLA, 
―FLY‖ for FLYSPRAY, ―IZ‖ for ISSUEZILLA, ―Jira‖ for JIRA, ―SF‖ for SOURCEFORGE, and 
―Trac‖ for TRAC. 
The  ―Miscellaneous‖  field  includes  the  last  names  of  primary  developers  and/or 
principle researchers who have written papers that feature the project (e.g., a case study).  
If there is an obvious well-defined concern domain, it is also listed.  The field may also 
contain the URL for the main project web page.      
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Program  Lang.  Description 
KLOC  
(KSLOC) 
Bugs 
(Ids?) 
Bugs/ 
KLOC  SCCS  ITS  Miscellaneous 
abbot             Java    23  253  11.00      No bug ids. Researcher: Nachi 
AJEdit  AspectJ  Editor            Researcher: Marin 
AJHotDraw#  AspectJ  2D graphics  22    0.00       
Albergate  Java  Hotel reservation system  20    0.00       
ArgoPrint  Java  Prints ArgoUML docs  Small  2    SVN    URL: argoprint.tigris.org 
ArgoUML  Java  UML editor  218  3083 
(70) 
14.14  CN  IZ  Concern Domain: UML spec. 385 fixed defects for 
"class diagram". URL: argouml.tigris.org 
Arianne  Java  Role playing game  14    0.00    SF  Researcher: Marin 
AspectJ  Java  AspectJ compiler             
ATS#  AspectJ  Feature-oriented 
programming language 
56    0.00       
Avid  Java  Visualization  13    0.00      Researcher: Robillard 
azureus2  Java  BitTorrent client  493  (35)  0.00       /(bug\s?|aid=|#\s?)(\d{6,7})\D/i 
BASE  Java; 
JSP 
BioArray Software 
Environment  
193    0.00      URL: base.thep.lu.se 
batik  Java  Scalable vector graphics  277           
BitTorrent  Java  Peer-to-peer file sharing  128    0.00      Researcher: Robillard 
Boo  C#?  Boo compiler    101    CH     
Bots-n-Scouts  Java  Game  18  28  1.56    SF   
Calculator  Java  Calculator  <1          Researcher: van den Berg 
cat  C  GNU concatenate program  <1?  0?        Coppit provided us with their concern mapping. 
Researcher: Coppit 
Colorer  Java  Syntax highlighting  Big  121      SF  Researcher: Lucia 
Columba 
(core) 
Java  Email client  50  (36)  0.00  SVN  Jira  Big. Too few bug ids. Jira was down.  URL: 
http://www.sourceforge.net/projects/columba 
CVS Core 
Plugin 
Java  Eclipse plug-in for CVS  19    0.00      Researcher: Garcia 
datavision        Java    9.8    0.00      Researcher: Nachi 
dbunit            Java    10.2    0.00      Researcher: Nachi 
dbViz  Java  Database Visualization  7  56  8.00    SF  Concern Domain: Use cases. COMPLETED 
Derby  Java  Relational Database  630          Junit tests. URL: http://db.apache.org/derby 
Digester  Java  XML-to-Object Mapper             
DrJava  Java  Java Editor  66  641  9.71      Look for "[Bb]ug 1240465", "Patch 1452887".      
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Program  Lang.  Description 
KLOC  
(KSLOC) 
Bugs 
(Ids?) 
Bugs/ 
KLOC  SCCS  ITS  Miscellaneous 
URL: http://sourceforge.net/projects/drjava 
DrJava  Java    66    0.00      Look for "Fixes bug". URL: 
http://sourceforge.net/projects/drjava 
ECS  Java  Markup API             
eHep  Java  Hex Editor Plug-in  5  24  4.80    SF  Researcher: Murphy? 
ejp  Java/ 
C++ 
Extensible Java Profiler          SF  Researcher: Apel 
Enterprise 
Application 
Block 
C#               
eXist  Java  XML database            No bugs in commits 
FACET#  AspectJ  CORBA event channel  6    0.00       
findbugs          Java    30    0.00      Researcher: Nachi 
GenJ  Java  Genealogy  67  77 
(16) 
1.15    SF   
Goblin  C#  3D/VR/AR game  (13)  (No)    VSS    Concern Domain: Reqs and Features. URL: 
http://www.cs.columbia.edu/~eaddy/goblin. 
COMPLETED 
grinder           Java    25    0.00      Researcher: Nachi 
GruntSpud  Java  CVS client  64  127  1.98    SF  Too big 
Hansel            Java    5  47  9.40      41 closed bugs, only a few commits ref bug ids. 
Researcher: Nachi. 
HealthWatcher  AspectJ  Web-based info system  6    0.00      Researcher: Garcia 
hsqldb 1.6  Java  SQL database  35    0.00      No bugs in commits 
hsqldb 1.7  Java  SQL database  71    0.00      No bugs in commits 
htmlunit          Java  Unit tests for web pages  9.8    0.00      Researcher: Nachi 
HttpCompone
nts 
Java  HTTP API  16  616 
(98) 
38.50       
httpunit          Java    10    0.00      Researcher: Nachi 
Ibatis            Java  Object-to-db mapper  24  230 
(118) 
9.58  SVN  Jira  Researcher: Nachi. URL: ibatis.apache.org 
InfoViz  Java  Information Visualization  56    0.00    SF  Too big 
IronPython  C#  Python interpreter  50    0.00      Developer: Huginin 
IronPython  C#  Python compiler  15    0.00      Developer: Huginin      
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Program  Lang.  Description 
KLOC  
(KSLOC) 
Bugs 
(Ids?) 
Bugs/ 
KLOC  SCCS  ITS  Miscellaneous 
iSQL Viewer  Java  Database Viewer  54  123  2.28    SF   
iText  Java  PDF generator  129    0.00    SF  Too big 
J  Java  Editor  Big        SF  Researcher: Apel 
jaemeleon         Java    8.5    0.00      Researcher: Nachi 
Jajuk  Java  Jukebox  39  282  7.23    SF   
James  Java  Internet Mail and News             
javaemailserve
r  
Java  Email server            They lost commit messages when they converted 
from CVS to SVN 
jcache            Java    6    0.00      Researcher: Nachi 
JCS  Java  Java Caching System             
JEdit  Java  Editor  115 
(65) 
  0.00      Includes recent bug references, but no standard 
way, may be link or look for "fix bug #1543889" 
or "Bug # 1292706".  Researcher: Robillard. 
Jester            Java    1  22  22.00      Researcher: Nachi 
Jetty 1.3.5  Java  Web server  22  (228)  0.00  SVN    Concern Domain: HTTP 1.1 spec. Lots of fixes but 
no ids. URL: jetty.mortbay.org 
Jetty 1.6  Java  Web server  44    0.00      Lots of fixes but no ids 
Jetty 5.1.14  Java  Web server  66    0.00      Lots of fixes but no ids 
Jex  Java  Static analysis tool  57    0.00      Researcher: Robillard 
jfcunit           Java    10.5    0.00      Researcher: Nachi 
jfreechart        Java    78    0.00      Researcher: Nachi 
JHotDraw  Java  2D graphics  21 
(18) 
101 
(27) 
4.81      Researchers: Robillard; Marin; Canfora 
jigsaw  Java  Web server  60    0.00      Too big, no bug ids 
jmdns  Java  DNS server  6  31 (1)  5.17      Too few bug ids 
JML  Java  Java Modeling Language  128    0.00    SF   
JMSN  Java  MSN clone  Small  33      SF  Comments are in Korean 
jode              Java    27    0.00      Researcher: Nachi 
Jomic  Java  Digital comic book viewer  22  43 
(26) 
1.95  SVN  SF  Simple features, good docs, tests, metrics, 
versions. URL: jomic.sourceforge.net 
jppf  Java  Parallel Processing 
Framework 
40  30  0.75    SF  Too big, too few bugs 
JreePad  Java  Organization tool  11  24  2.18    SF  Small, simple, no docs      
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Program  Lang.  Description 
KLOC  
(KSLOC) 
Bugs 
(Ids?) 
Bugs/ 
KLOC  SCCS  ITS  Miscellaneous 
JRuby  Java  Ruby interpreter  62  556  8.97    Jira  URL: jruby.codehaus.org 
Jspider           Java  Web spider  8  28  3.50      5 closed bugs. Researcher: Nachi. 
jss  Java  Java Security APIs  58           
jsunit            Java    1    0.00      Researcher: Nachi 
junit-addons      Java    3    0.00      Researcher: Nachi 
jwebunit          Java    2  78  39.00      Researcher: Nachi 
jwma  Java  IMAP/POP3 server    (14)      SF  Too few bug ids. URL: 
http://sourceforge.net/projects/jwma 
JXplorer  Java  LDAP browser  77  (20)        Too few bug ids 
Jython  Java  Python 
interpreter/compiler 
79  564  7.14  SVN  SF  Look for fix or bug or #, not too specific 
Kafenio  Java  Editor Applet  12  29  2.42    SF   
ldapjdk  Java  LDAP API  40  (8)        Too few bug ids 
LEDA  C++  Data types and algorithms  95    0.00       
ljgl  Java  Gaming library  Big        SF  Researcher: Apel 
MegaMek  Java  Battletech clone  84  2275 
(Yes) 
27.08  SVN  SF  Look for "[Bb]ug 1240465", "Patch 1452887". 
URL: http://sourceforge.net/projects/megamek 
Memoranda  Java  Calendar and notes  29  92 
(25) 
3.17  CVS  SF  URL: memoranda.sourceforge.net 
Merchant/Veni
ce 
Java  Stock market trading  24  57  2.38    SF   
Minesweeper                 
Mp3 Tag 
Library 
Java  Mp3 tag library  19  29  1.53    SF   
Mylyn-
Bugzilla 
Java  Eclipse plug-in for task-
oriented development 
168  1368 
(Yes) 
8.14  CVS  BZ  URL: http://www.eclipse.org/mylyn. 
COMPLETED 
NSC  Java  Network provisioning  >100?          Researcher: Robillard 
OpenWFE  Java; 
Others 
Workflow Editor  ?  606        Look for "bug/todo #1545261". URL: 
http://sourceforge.net/projects/openwfe 
PetStore  Java  E-business  (17)           
PetStore  Java  J2EE demo  17    0.00      Researcher: Garcia; Marin 
pmd               Java    33    0.00      Researcher: Nachi 
Pooka  Java  Email  52  38  0.73    SF        
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Program  Lang.  Description 
KLOC  
(KSLOC) 
Bugs 
(Ids?) 
Bugs/ 
KLOC  SCCS  ITS  Miscellaneous 
PowerFolder  Java  Peer-to-peer file sharing  80           
presenter         Java    7.2    0.00      Researcher: Nachi 
Prevayler#  AspectJ  Java object persistence  4    0.00       
Quilt             Java    7    0.00      Researcher: Nachi 
Rhino  Java  Javascript 
interpreter/compiler 
55 
(48) 
503 
(303) 
9.15  CVS  BZ  Concern Domain: ECMAScript spec. URL: 
http://www.mozilla.org/rhino. COMPLETED 
Risk  Java  Game  32  41  1.28    SF  No requirements doc; No bug ids 
Ristretto  Java  SMTP, POP3, IMAP 
library 
35    0.00      Too few bugs in commit messages 
rssowl - core  Java  RSS reader  33  371 
(57) 
11.24      Concern Domain: RSS, NNTP specs. Popular, 
active, can't carve out a small part. URL: 
www.rssowl.org 
RText  Java  Editor  90  54  0.60    SF   
security fil      Java    1    0.00      Researcher: Nachi 
SHARPE  C  Reliability evaluator  35    0.00      Researcher: Wong 
Slide  Java  Web content management             
SmallSQL  Java  SQL database  30  22 
(12) 
0.73      Too few bugs 
Smart Client 
Software 
Factory 
C#               
SoapUI  Java  Soap  73  110  1.51    SF  Researcher: Lucia 
SourceJammer  Java  Source control          SF  Researcher: Apel 
SpringIDE  Java  IDE for configuring Spring  51    0.00  SVN  Trac  URL: http://springide.org/project 
SqlUnit           Java    7    0.00      Researcher: Nachi 
ted  Java  BitTorrent client  19  50  2.63    FLY  No bugs in commits. URL: www.ted.nu 
Telestrada  Java  Traveler info system  (3)          Researcher: Garcia 
TJWS  Java  Web server  Small  (0)        No ids in CVS 
Tomcat 3  Java  J2EE Web Server  (90)  1117    SVN  BZ  Concern domain: JSP and Servlet specs. URL: 
tomcat.apache.org 
Turbine  Java  Web App Server             
Web Client 
Software 
C#                    
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Program  Lang.  Description 
KLOC  
(KSLOC) 
Bugs 
(Ids?) 
Bugs/ 
KLOC  SCCS  ITS  Miscellaneous 
Factory 
WebMail  Java  IMAP/POP3 server  13  52  4.00    SF  No bug ids 
weka  Java  Machine learning  448           
xbrowser  Java  Web browser  28  33  1.18      No commit messages; no ids 
xmlunit           Java    4  29  7.25      Researcher: Nachi 
Xplanner          Java    41    0.00      Found old versions in old CVS; Too few bug ids. 
Researcher: Nachi. URL: 
xplanner.cvs.sourceforge.net  
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Appendix B   
 
List of Rhino Concerns 
ere we provide the complete list of 480 concerns taken from the normative sections 
(Sections 7-16) of the ECMAScript international standard, ECMA-262 Version 3 [60].  
The  357  leaf  concerns  that  we  used  in  our  case  study  described  in  Chapter  6  are 
italicized.
7 – Lexical Conventions 
  7.1 – Unicode Format-Control Characters 
  7.2 – White Space 
  7.3 – Line Terminators 
  7.4 – Comments 
  7.5 – Tokens 
    7.5.1 – Reserved Words 
    7.5.2 – Keywords 
    7.5.3 – Future Reserved Words 
  7.6 – Identifiers 
  7.7 – Punctuators 
  7.8 – Literals 
    7.8.1 – Null Literals 
    7.8.2 – Boolean Literals 
    7.8.3 – Numeric Literals 
    7.8.4 – String Literals 
    7.8.5 – Regular Expression Literals 
  7.9 – Automatic Semicolon Insertion 
    7.9.1 – Rules of Automatic Semicolon 
Insertion 
    7.9.2 – Examples of Automatic Semicolon 
Insertion 
8 – Types 
  8.1 – Undefined Type 
  8.2 – Null Type 
  8.3 – Boolean Type 
  8.4 – String Type 
  8.5 – Number Type 
  8.6 – Object Type 
    8.6.1 – Property Attributes 
    8.6.2 – Internal Properties and Methods 
      8.6.2.1 – [[Get]] 
      8.6.2.2 – [[Put]] 
      8.6.2.3 – [[CanPut]] 
      8.6.2.4 – [[HasProperty]] 
      8.6.2.5 – [[Delete]] 
      8.6.2.6 – [[DefaultValue]] 
  8.7 – Reference Type 
    8.7.1 – GetValue 
    8.7.2 – PutValue 
  8.8 – List Type 
  8.9 – Completion Type 
9 – Type Conversion 
  9.1 – ToPrimitive 
  9.2 – ToBoolean 
  9.3 – ToNumber 
    9.3.1 – ToNumber Applied to String Type 
  9.4 – ToInteger 
  9.5 – ToInt32 
  9.6 – ToUint32 
  9.7 – ToUint16 
  9.8 – ToString 
    9.8.1 – ToString Applied to Number Type 
  9.9 – ToObject 
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10 – Execution Contexts 
  10.1 – Definitions 
    10.1.1 – Function Objects 
    10.1.2 – Types of Executable Code 
    10.1.3 – Variable Instantiation 
    10.1.4 – Scope Chain and Identifier 
Resolution 
    10.1.5 – Global Object 
    10.1.6 – Activation Object 
    10.1.7 – This 
    10.1.8 – Arguments Object 
  10.2 – Entering An Execution Context 
    10.2.1 – Global Code 
    10.2.2 – Eval Code 
    10.2.3 – Function Code 
11 – Expressions 
  11.1 – Primary Expressions 
    11.1.1 – this Keyword 
    11.1.2 – Identifier Reference 
    11.1.3 – Literal Reference 
    11.1.4 – Array Initialiser 
    11.1.5 – Object Initialiser 
    11.1.6 – Grouping Operator 
  11.2 – Left-Hand-Side Expressions 
    11.2.1 – Property Accessors 
    11.2.2 – new Operator 
    11.2.3 – Function Calls 
    11.2.4 – Argument Lists 
    11.2.5 – Function Expressions 
  11.3 – Postfix Expressions 
    11.3.1 – Postfix Increment Operator 
    11.3.2 – Postfix Decrement Operator 
  11.4 – Unary Operators 
    11.4.1 – delete Operator 
    11.4.2 – void Operator 
    11.4.3 – typeof Operator 
    11.4.4 – Prefix Increment Operator 
    11.4.5 – Prefix Decrement Operator 
    11.4.6 – Unary PLUS Operator 
    11.4.7 – Unary MINUS Operator 
    11.4.8 – Bitwise NOT Operator 
    11.4.9 – Logical NOT Operator 
  11.5 – Multiplicative Operators 
    11.5.1 – Applying the MULTIPLY Operator 
    11.5.2 – Applying the DIVIDE Operator 
    11.5.3 – Applying the PERCENT Operator 
  11.6 – Additive Operators 
    11.6.1 – Addition Operator 
    11.6.2 – Subtraction Operator 
    11.6.3 – Applying Additive Operators to 
Numbers 
  11.7 – Bitwise Shift Operators 
    11.7.1 – Left Shift Operator 
    11.7.2 – Signed Right Shift Operator 
    11.7.3 – Unsigned Right Shift Operator 
  11.8 – Relational Operators 
    11.8.1 – Less-than Operator 
    11.8.2 – Greater-than Operator 
    11.8.3 – Less-than-or-equal Operator 
    11.8.4 – Greater-than-or-equal Operator 
    11.8.5 – Abstract Relational Comparison 
Algorithm 
    11.8.6 – instanceof Operator 
    11.8.7 – in Operator 
  11.9 – Equality Operators 
    11.9.1 – Equals Operator 
    11.9.2 – Does-not-equals Operator 
    11.9.3 – Abstract Equality Comparison 
Algorithm 
    11.9.4 – Strict Equals Operator 
    11.9.5 – Strict Does-not-equal Operator 
    11.9.6 – Strict Equality Comparison 
Algorithm 
  11.10 – Binary Bitwise Operators 
  11.11 – Binary Logical Operators 
  11.12 – Conditional Operator 
  11.13 – Assignment Operators 
    11.13.1 – Simple Assignment 
    11.13.2 – Compound Assignment 
  11.14 – Comma Operator 
12 – Statements 
  12.1 – Block 
  12.2 – Variable Statement 
  12.3 – Empty Statement 
  12.4 – Expression Statement 
  12.5 – if Statement 
  12.6 – Iteration Statements 
    12.6.1 – do-while Statement 
    12.6.2 – while Statement 
    12.6.3 – for Statement 
    12.6.4 – for-in Statement 
  12.7 – continue Statement 
  12.8 – break Statement 
  12.9 – return Statement 
  12.10 – with Statement 
  12.11 – switch Statement 
  12.12 – Labeled Statements 
  12.13 – throw Statement 
  12.14 – try Statement 
13 – Function Definition 
  13.1 – Definitions 
    13.1.1 – Equated Grammar Productions 
    13.1.2 – Joined Objects 
  13.2 – Creating Function Objects 
    13.2.1 – [[Call]] 
    13.2.2 – [[Construct]] 
14 – Program 
15 – Native ECMAScript Objects 
  15.1 – Global Object 
    15.1.1 – Value Properties of Global Object 
      15.1.1.1 – NaN 
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      15.1.1.3 – undefined 
    15.1.2 – Function Properties of Global Object 
      15.1.2.1 – eval 
      15.1.2.2 – parseInt 
      15.1.2.3 – parseFloat 
      15.1.2.4 – isNaN 
      15.1.2.5 – isFinite 
    15.1.3 – URI Handling Function Properties 
      15.1.3.1 – decodeURI 
      15.1.3.2 – decodeURIComponent 
      15.1.3.3 – encodeURI 
      15.1.3.4 – encodeURIComponent 
    15.1.4 – Constructor Properties of Global 
Object 
      15.1.4.1 – Object 
      15.1.4.2 – Function 
      15.1.4.3 – Array 
      15.1.4.4 – String 
      15.1.4.5 – Boolean 
      15.1.4.6 – Number 
      15.1.4.7 – Date 
      15.1.4.8 – RegExp 
      15.1.4.9 – Error 
      15.1.4.10 – EvalError 
      15.1.4.11 – RangeError 
      15.1.4.12 – ReferenceError 
      15.1.4.13 – SyntaxError 
      15.1.4.14 – TypeError 
      15.1.4.15 – URIError 
    15.1.5 – Other Properties of Global Object 
      15.1.5.1 – Math 
  15.2 – Object Objects 
    15.2.1 – Object Constructor Called as a 
Function 
      15.2.1.1 – Object() 
    15.2.2 – Object Constructor 
      15.2.2.1 – new Object() 
    15.2.3 – Properties of Object Constructor 
      15.2.3.1 – prototype 
    15.2.4 – Properties of Object Prototype 
Object 
      15.2.4.1 – constructor 
      15.2.4.2 – toString 
      15.2.4.3 – toLocaleString 
      15.2.4.4 – valueOf 
      15.2.4.5 – hasOwnProperty 
      15.2.4.6 – isPrototypeOf 
      15.2.4.7 – propertyIsEnumerable 
    15.2.5 – Properties of Object Instances 
  15.3 – Function Objects 
    15.3.1 – Function Constructor Called as a 
Function 
      15.3.1.1 – Function() 
    15.3.2 – Function Constructor 
      15.3.2.1 – new Function() 
    15.3.3 – Properties of Function Constructor 
      15.3.3.1 – prototype 
    15.3.4 – Properties of Function Prototype 
Object 
      15.3.4.1 – constructor 
      15.3.4.2 – toString 
      15.3.4.3 – apply 
      15.3.4.4 – call 
    15.3.5 – Properties of Function Instances 
      15.3.5.1 – length 
      15.3.5.2 – prototype 
      15.3.5.3 – [[HasInstance]] 
  15.4 – Array Objects 
    15.4.1 – Array Constructor Called as a 
Function 
      15.4.1.1 – Array() 
    15.4.2 – Array Constructor 
      15.4.2.1 – new Array(...) 
      15.4.2.2 – new Array(len) 
    15.4.3 – Properties of Array Constructor 
      15.4.3.1 – prototype 
    15.4.4 – Properties of Array Prototype Object 
      15.4.4.1 – constructor 
      15.4.4.2 – toString 
      15.4.4.3 – toLocaleString 
      15.4.4.4 – concat 
      15.4.4.5 – join 
      15.4.4.6 – pop 
      15.4.4.7 – push 
      15.4.4.8 – reverse 
      15.4.4.9 – shift 
      15.4.4.10 – slice 
      15.4.4.11 – sort 
      15.4.4.12 – splice 
      15.4.4.13 – unshift 
    15.4.5 – Properties of Array Instances 
      15.4.5.1 – [[Put]] 
      15.4.5.2 – length 
  15.5 – String Objects 
    15.5.1 – String Constructor Called as a 
Function 
      15.5.1.1 – String() 
    15.5.2 – String Constructor 
      15.5.2.1 – new String() 
    15.5.3 – Properties of String Constructor 
      15.5.3.1 – prototype 
      15.5.3.2 – fromCharCode 
    15.5.4 – Properties of String Prototype Object 
      15.5.4.1 – constructor 
      15.5.4.2 – toString 
      15.5.4.3 – valueOf 
      15.5.4.4 – charAt 
      15.5.4.5 – charCodeAt 
      15.5.4.6 – concat 
      15.5.4.7 – indexOf 
      15.5.4.8 – lastIndexOf 
      15.5.4.9 – localeCompare APPENDIX B.  LIST OF RHINO CONCERNS  180 
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      15.5.4.10 – match 
      15.5.4.11 – replace 
      15.5.4.12 – search 
      15.5.4.13 – slice 
      15.5.4.14 – split 
      15.5.4.15 – substring 
      15.5.4.16 – toLowerCase 
      15.5.4.17 – toLocaleLowerCase 
      15.5.4.18 – toUpperCase 
      15.5.4.19 – toLocaleUpperCase 
    15.5.5 – Properties of String Instances 
      15.5.5.1 – length 
  15.6 – Boolean Objects 
    15.6.1 – Boolean Constructor Called as a 
Function 
      15.6.1.1 – Boolean() 
    15.6.2 – Boolean Constructor 
      15.6.2.1 – new Boolean() 
    15.6.3 – Properties of Boolean Constructor 
      15.6.3.1 – prototype 
    15.6.4 – Properties of Boolean Prototype 
Object 
      15.6.4.1 – constructor 
      15.6.4.2 – toString 
      15.6.4.3 – valueOf 
    15.6.5 – Properties of Boolean Instances 
  15.7 – Number Objects 
    15.7.1 – Number Constructor Called as a 
Function 
      15.7.1.1 – Number() 
    15.7.2 – Number Constructor 
      15.7.2.1 – new Number() 
    15.7.3 – Properties of Number Constructor 
      15.7.3.1 – prototype 
      15.7.3.2 – MAX_VALUE 
      15.7.3.3 – MIN_VALUE 
      15.7.3.4 – NaN 
      15.7.3.5 – NEGATIVE_INFINITY 
      15.7.3.6 – POSITIVE_INFINITY 
    15.7.4 – Properties of Number Prototype 
Object 
      15.7.4.1 – constructor 
      15.7.4.2 – toString 
      15.7.4.3 – toLocaleString 
      15.7.4.4 – valueOf 
      15.7.4.5 – toFixed 
      15.7.4.6 – toExponential 
      15.7.4.7 – toPrecision 
    15.7.5 – Properties of Number Instances 
  15.8 – Math Object 
    15.8.1 – Value Properties of Math Object 
      15.8.1.1 – E 
      15.8.1.2 – LN10 
      15.8.1.3 – LN2 
      15.8.1.4 – LOG2E 
      15.8.1.5 – LOG10E 
      15.8.1.6 – PI 
      15.8.1.7 – SQRT1_2 
      15.8.1.8 – SQRT2 
    15.8.2 – Function Properties of Math Object 
      15.8.2.1 – abs 
      15.8.2.2 – acos 
      15.8.2.3 – asin 
      15.8.2.4 – atan 
      15.8.2.5 – atan2 
      15.8.2.6 – ceil 
      15.8.2.7 – cos 
      15.8.2.8 – exp 
      15.8.2.9 – floor 
      15.8.2.10 – log 
      15.8.2.11 – max 
      15.8.2.12 – min 
      15.8.2.13 – pow 
      15.8.2.14 – random 
      15.8.2.15 – round 
      15.8.2.16 – sin 
      15.8.2.17 – sqrt 
      15.8.2.18 – tan 
  15.9 – Date Objects 
    15.9.1 – Overview of Date Objects and 
Definitions of Internal Operators 
      15.9.1.1 – Time Range 
      15.9.1.2 – Day Number and Time within 
Day 
      15.9.1.3 – Year Number 
      15.9.1.4 – Month Number 
      15.9.1.5 – Date Number 
      15.9.1.6 – Week Day 
      15.9.1.7 – Daylight Saving Time 
Adjustment 
      15.9.1.8 – Local Time Zone Adjustment 
      15.9.1.9 – Local Time 
      15.9.1.10 – Hours, Minutes, Seconds, and 
Milliseconds 
      15.9.1.11 – MakeTime 
      15.9.1.12 – MakeDay 
      15.9.1.13 – MakeDate 
      15.9.1.14 – TimeClip 
    15.9.2 – Date Constructor Called as a 
Function 
      15.9.2.1 – Date() 
    15.9.3 – Date Constructor 
      15.9.3.1 – new Date(...) 
      15.9.3.2 – new Date(value) 
      15.9.3.3 – new Date() 
    15.9.4 – Properties of Date Constructor 
      15.9.4.1 – prototype 
      15.9.4.2 – parse 
      15.9.4.3 – UTC 
    15.9.5 – Properties of Date Prototype Object 
      15.9.5.1 – constructor 
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      15.9.5.3 – toDateString 
      15.9.5.4 – toTimeString 
      15.9.5.5 – toLocaleString 
      15.9.5.6 – toLocaleDateString 
      15.9.5.7 – toLocaleTimeString 
      15.9.5.8 – valueOf 
      15.9.5.9 – getTime 
      15.9.5.10 – getFullYear 
      15.9.5.11 – getUTCFullYear 
      15.9.5.12 – getMonth 
      15.9.5.13 – getUTCMonth 
      15.9.5.14 – getDate 
      15.9.5.15 – getUTCDate 
      15.9.5.16 – getDay 
      15.9.5.17 – getUTCDay 
      15.9.5.18 – getHours 
      15.9.5.19 – getUTCHours 
      15.9.5.20 – getMinutes 
      15.9.5.21 – getUTCMinutes 
      15.9.5.22 – getSeconds 
      15.9.5.23 – getUTCSeconds 
      15.9.5.24 – getMilliseconds 
      15.9.5.25 – getUTCMilliseconds 
      15.9.5.26 – getTimezoneOffset 
      15.9.5.27 – setTime 
      15.9.5.28 – setMilliseconds 
      15.9.5.29 – setUTCMilliseconds 
      15.9.5.30 – setSeconds 
      15.9.5.31 – setUTCSeconds 
      15.9.5.32 – setMinutes 
      15.9.5.33 – setUTCMinutes 
      15.9.5.34 – setHours 
      15.9.5.35 – setUTCHours 
      15.9.5.36 – setDate 
      15.9.5.37 – setUTCDate 
      15.9.5.38 – setMonth 
      15.9.5.39 – setUTCMonth 
      15.9.5.40 – setFullYear 
      15.9.5.41 – setUTCFullYear 
      15.9.5.42 – toUTCString 
    15.9.6 – Properties of Date Instances 
  15.10 – RegExp Objects 
    15.10.1 – Patterns 
    15.10.2 – Pattern Semantics 
      15.10.2.1 – Notation 
      15.10.2.2 – Pattern 
      15.10.2.3 – Disjunction 
      15.10.2.4 – Alternative 
      15.10.2.5 – Term 
      15.10.2.6 – Assertion 
      15.10.2.7 – Quantifier 
      15.10.2.8 – Atom 
      15.10.2.9 – AtomEscape 
      15.10.2.10 – CharacterEscape 
      15.10.2.11 – DecimalEscape 
      15.10.2.12 – CharacterClassEscape 
      15.10.2.13 – CharacterClass 
      15.10.2.14 – ClassRanges 
      15.10.2.15 – NonemptyClassRanges 
      15.10.2.16 – NonemptyClassRangesNo-
Dash 
      15.10.2.17 – ClassAtom 
      15.10.2.18 – ClassAtomNoDash 
      15.10.2.19 – ClassEscape 
    15.10.3 – RegExp Constructor Called as a 
Function 
      15.10.3.1 – RegExp() 
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There are a few immaterial deviations from the ECMAScript standard.  Some of the 
section titles have been shortened or slightly modified for display and parsing purposes.  
A few of the section numbers were changed to workaround duplicate section numbers 
found in the standard. 