We present efficient parallel algorithms for multiple-precision arithmetic operations of more than several million decimal digits on distributed-memory parallel computers. A parallel implementation of floating-point real FFT-based multiplication is used, since the key operation for fast multiple-precision arithmetic is multiplication. The operation for releasing propagated carries and borrows in multiple-precision addition, subtraction and multiplication was also parallelized. More than 2.576 trillion decimal digits of π were computed on 640 nodes of Appro Xtreme-X3 (648 nodes, 147.2 GFlops/node, 95.4 TFlops peak performance) with a computing elapsed time of 73 hours 36 minutes which includes the time required for verification.
Introduction
Several software packages are available for multiple-precision computation [1] [2] [3] [4] . At present, GNU MP [3] is probably the most widely used package due to its greater functionality and efficiency. Using GMP 4.2 with sufficient memory, it should be possible to compute up to 41 billion digits [3] . In 2009, Bellard computed π up to about 2.7 trillion digits in about 131 days using an Intel Core i7 PC [5] . However, parallel processing using a distributed-memory parallel computer is required to calculate further digits in a reasonable amount of time.
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Parallel implementation of Karatsuba's multiplication algorithm [6, 7] on a distributed-memory parallel computer was proposed [8] . Karatsuba's algorithm is known as the O(n log 2 3 ) multiplication algorithm.
However, multiple-precision multiplication of n-digit numbers can be performed in O(n log n log log n) operations by using the Schönhage-Strassen algorithm [9] , which is based on the fast Fourier transform (FFT).
In multiple-precision multiplication of more than several thousand decimal digits, FFT-based multiplication is the fastest method. FFT-based multiplication algorithms are known to be good candidates for parallel implementation.
The Fermat number transform (FNT) for large integer multiplication was performed on the Connection Machine CM-2 [10] . On the other hand, the number theoretic transform (NTT) uses many modulo operations, which are slow due to the integer division process. Thus, floating-point real FFT-based multiplication was used for multiple-precision multiplication on distributedmemory parallel computers.
Parallel computation of √ 2 up to 1 million decimal digits was performed on a network of workstations [11] . However, multiple-precision parallel division was not presented in this paper, and a parallel version of Karatsuba's multiplication algorithm was used.
Section 2 describes the parallelization of multiple-precision addition, subtraction and multiplication. Section 3 describes the parallelization of multipleprecision division and square root operations. Section 4 presents the experimental results. Section 5 describes the calculation of π to 2, 576, 980, 370, 000 decimal digits on a distributed-memory parallel computer. Finally, section 6 presents some concluding remarks.
Parallelization of Multiple-Precision Addition, Subtraction, and Multiplication

Parallelization of Multiple-Precision Addition, Subtraction
Let us consider an n-digit number X with radix-B.
where 0 ≤ x i < B. In the case of block distribution, the n-digit multiple-precision numbers are distributed across all P processors. The corresponding index at processor
Algorithm 1 Sequential Addition
In the case of cyclic distribution, the n-digit multiple-precision numbers are also distributed across all P processors. The corresponding index at processor
The arithmetic operation counts for n-digit multiple-precision sequential additions, subtractions is clearly O(n). Also, the arithmetic operation counts for n-digit multiple-precision sequential multiplication by a single-precision integer is O(n). However, releasing the carries and borrows in these operations is a major factor that can prevent parallelization.
For example, a pseudo code of multiple-precision sequential addition is shown in Fig. 1 . Here, c is a variable to store the carry, w is a temporary variable and B is the radix of the multiple-precision numbers. We assume that the input data has been normalized from 0 to B − 1 and is stored in arrays X and Y .
Since in this program, at line 3, the value of c is used recurrently to determine the value of w, the algorithm can not be parallelized because of data dependency. Fig. 2 shows an algorithm that allows the parallelization of addition by creating a method for the releasing of the carries. We assume that the input data has been normalized from 0 to B − 1 and is stored in arrays X and Y .
Multiple-precision addition without the propagation of carries is performed at lines 1 and 2. While the maximum value of z i (0 ≤ i ≤ n − 2) is greater than or equal to B, the carries are computed in lines 5 and 6, then the carries are released in lines 7 to 9. The maximum value can be evaluated in parallel easily. Here, c i (0 ≤ i ≤ n − 1) is a working array to store carries.
Algorithm 2 Parallel Addition
Input: X = ∑ n−1 i=0 x i B i , Y = ∑ n−1 i=0 y i B i Output: Z = X + Y := ∑ n−1 i=0 z i B i 1: for i = 0 to n − 1 do in parallel 2: z i ← x i + y i 3: while max 0≤i≤n−2 (z i ) ≥ B do
4:
c 0 ← 0 5:
for i = 0 to n − 2 do in parallel 8: In this algorithm, it is necessary to repeat the normalization until all carries have been released. For random inputs, this process is performed usually few times. When the propagation of carries repeats, as in the case of 0.99999999 · · · 9 + 0.00000000 · · · 1, we have to use the carry skip method [12] .
A pseudo code for multiple-precision parallel addition with the carry skip method is shown in Fig. 3 . We assume that the input data has been normalized from 0 to B − 1 and is stored in array X and Y . Here, c i (0 ≤ i ≤ n − 1) is a working array to store carries.
Multiple-precision addition without the propagation of carries is performed at lines 1 and 2. Then, incomplete normalization is performed from 0 to B in lines 3 to 9. Note that the while loop in lines 3 to 9 is repeated at most twice. The range for carry skipping is determined in lines 11 to 22. Finally, carry skipping is performed in lines 23 to 26.
Because carry skips occur intermittently in the case of 0.998998998 · · · + 0.0100100100 · · ·, this is the one of the worst case of the carry skip method. For the worst case, the carry look-ahead method is effective. However, the carry look-ahead method requires O(log P ) steps on parallel computers that have P processors. Since we assumed that such a worst case occur rarely, the carry skip method was used for multiple-precision parallel addition and subtraction.
Algorithm 3 Parallel Addition with Carry Skip Method
Input: X = ∑ n−1 i=0 x i B i , Y = ∑ n−1 i=0 y i B i Output: Z = X + Y := ∑ n−1 i=0 z i B i 1: for i = 0 to n − 1 do in parallel 2: z i ← x i + y i 3: while max 0≤i≤n−2 (z i ) > B do
4:
for i = 0 to n − 2 do in parallel 8:
11:
for i = 0 to n − 1 do in parallel 12:
if (z i = B) then 13:
else 15:
17:
z m ← z m + 1 27: return Z. The carry skip method can be applied to the normalization process of multipleprecision parallel multiplication by a single-precision integer.
Parallelization of Multiple-Precision Multiplication
In this paper, we use multiple-precision multiplication based on the floatingpoint real FFT.
The main weakness of the floating-point FFT multiplication is that it is very difficult to guaranty the result due to rounding errors. If a 2 20 -point FFT is performed, the maximal number of bits is 13 per IEEE 754 double-precision floating point number in worst case [13] .
For floating-point real FFT-based multiplication, we can use the "balanced representation" [14] , which tends to yield reduced errors for the convolutions we intended to perform. In this technique, an n-digit multiplicand X =
with radix B is represented as follows:
By using the "balanced representation", we expect the error to be reduced due to cancellation. Since each x i may be random in the π computation, this is one of the best case in the floating-point FFT multiplication.
We checked whether the error for the convolutions is less than 0.1 in each FFT multiplication step. The criterion of 0.1 is sufficient enough in the actual 3 × 5 2 × 2 33 ≈ 644 billion decimal digit FFT-based multiplication when four digits are stored in each double-precision floating-point number. To guaranty the correctness of the results, we computed π using the improved Gauss-Legendre algorithm and verified using the improved Borweins' quartically convergent algorithm.
A key operation in FFT-based multiple-precision parallel multiplication is the FFT and normalization, on which a significant proportion of the total computation time is spent. An efficient parallel FFT algorithm can be used for the FFT-based multiple-precision parallel multiplication.
We used a block nine-step FFT-based parallel one-dimensional FFT algorithm [15] , which is extended from the six-step FFT algorithm [16] . The block nine-step FFT algorithm improves performance by utilizing the cache memory effectively. Although this FFT algorithm performs an n-point complex FFT, a result of 2n-point real FFT can be easily from the n-point complex FFT.
The normalization of results in FFT-based multiple-precision parallel multiplication is essentially the same as the parallel processing of carries in multipleprecision addition. Thus, the normalization can also be parallelized.
Parallelization of Multiple-Precision Division and Square Root Operations
The computation time of multiple-precision division and square root operations is considerably longer than that of addition, subtraction, or multiplication. There are a number of methods to perform division and square root operations [17, 7] . It is well known that multiple-precision division and square root operations can be reduced to multiple-precision addition, subtraction, and multiplication by using the Newton iteration [7] .
Newton Iteration
We denote the number of operations used to multiply two n-digit numbers as M (n), and the number of operations used to square an n-digit as S(n). The Newton iteration requires O(M (n)) operations to perform n-digit division and square root operations.
In FFT-based multiplication and square operations, computation of FFTs consumes the most computation time. Although three FFTs are needed to multiply two n-digit numbers, only two FFTs are needed to square an n-digit number. Thus, we assume S(n) ≈ (2/3)M (n) in FFT-based multiplication and square operations.
In division, the quotient of a and b is computed as follows. First, the following Newton iteration is used that converges to 1/b:
where the multiplication of x k and (1 − bx k ) can be performed with only half of the precision of x k+1 [2] .
The final iteration is performed as follows [17] :
where the multiplication of a and x k , and the multiplication of x k and (a − b(ax k )) can be performed with only half of the final level of precision. This scheme requires (7/2)M (n) operations if we do not reuse the results of FFTs.
Square roots are computed by the following Newton iteration that converges to 1/ √ a:
where the multiplication of x k and (1 − ax 2 k )/2 can be performed with only half of the precision of x k+1 .
where the multiplication of a and x k , and the multiplication of x k and (a − (ax k ) 2 )/2 can be performed with only half of the final level of precision. This scheme requires (19/6)M (n) operations if we do not reuse the results of FFTs.
These iterations are performed by doubling the precision for each iteration.
Parallelization
To perform the Newton iteration in parallel, it is necessary to parallelize the multiple-precision parallel addition, subtraction and multiplication. For these operations, the parallel algorithms given in section 2 can be applied.
In this section, the distribution method of the data to each processor is considered. Since the number of calculated digits can be doubled by the Newton iteration for the division and square root operations, the computational volume changes gradually. For example, in the first iteration, both additions and multiplications can be performed with double-precision. Then, the second iteration can be performed with quad-precision. In the block distribution, processor 0 has the first n/P -digit multiple-precision numbers. Thus, in the first several iterations, processors except the processor 0 are idling. Only the final iteration is performed with full-precision on all P processors. This causes a load imbalance in computation and communication.
In the block distribution, because of the load imbalance, the parallel computation time for the operations of the multiple-precision parallel division and square root operations is O((M (n)/P ) log P ) [18] .
On the other hand, in the cyclic distribution, the parallel computation time for operations of the multiple-precision parallel division and square root operations is O(M (n)/P ) [18] . Thus, the parallel computation time of the cyclic distribution is less than that of the block distribution. However, the cyclic distribution has a large amount of communication for the normalization process described in section 2. Although there is a trade-off between the load imbalance and the communication overhead, the effect of the load imbalance is larger than the communication overhead.
Thus, the cyclic distribution was used for multiple-precision parallel arithmetic. 
Experimental Results
In order to evaluate the multiple-precision parallel arithmetic algorithms, the number of decimal digits n and the number of processors P were varied. We averaged the elapsed times obtained from 10 executions of the multiple-precision parallel addition (π+ √ 2), multiplication (π× √ 2), division ( √ 2/π) and square root ( √ π). We note that the respective values of n-digit π and √ 2 were prepared in advance. The selection of these values has no particular significance here, but was convenient to establish definite test cases, the results of which were used as randomized test data.
An Appro Xtreme-X3 (648 nodes, 32 GB per node, 147.2 GFlops per node, 20 Each computation node of the Xtreme-X3 is equipped with a 4-socket of quadcore AMD Opteron (2.3 GHz) in a 16-core shared-memory configuration with 147.2 GFlops of performance.
In the experiment, 1 processor (4 cores) to 1,024 processors (4,096 cores) were used. The original program was written in FORTRAN 77 with MPI and OpenMP. Open MPI 1.3 [19] was used as the communication library. OpenMP was used to parallelize intra-socket processing, and MPI was used to communicate between sockets.
The radix of the multiple-precision number is 10 8 . The multiple-precision number is stored in an array of 32-bit integers. Each input data word is split into two words upon entry to the FFT-based multiplication. Fig. 4 shows the averaged execution time for multiple-precision parallel addition (π+ √ 2). For n = 2 24 and P > 256, we can clearly see that communication overhead dominates the execution time. This can be attributed to the fact that the arithmetic operation count for n-digit multiple-precision parallel addition is only O(n/P ). Figs. 6 and 7 show the averaged execution time for multiple-precision parallel division ( √ 2/π) and square root operations ( √ π). For n = 2 24 and P > 64, we can clearly see that communication overhead dominates the execution time. This is because that the division and square root operations include small digit additions and multiplications. Fig. 8 shows the speedup for multiple-precision parallel addition (π + √ 2), multiplication (π × √ 2), division ( √ 2/π) and square root operations ( √ π) of n = 2 28 decimal digits. In the "strong scaling" case, the multiple-precision parallel arithmetic does not scale well for large number of processors. We have computed π to more than 2.576 trillion decimal digits by using the formula of the improved Gauss-Legendre algorithm and verified the results through improved Borweins' quartically convergent algorithm for π on the Appro Xtreme-X3 supercomputer at the Center for Computational Sciences, University of Tsukuba.
Algorithms for π
The Gauss-Legendre Algorithm: Main Algorithm
The theoretical basis for the Gauss-Legendre algorithm for π is explained in the references [22] [23] [24] .
The following improved Gauss-Legendre algorithm for π was used [25] : Here, A, B, T and W are full-precision variables, and X is a double-precision variable.
At each iteration, multiple-precision multiplication of once can be reduced by improving the original Gauss-Legendre algorithm.
Borweins' Quartically Convergent Algorithm: Verification Algorithm
Borweins' quartically convergent algorithm [24] can be explained as follows: Let a 0 = 6 − 4 √ 2 and y 0 = √ 2 − 1. Iterate the following calculations:
Then a k converges quartically to 1/π. Here, the precisions for a k and y k must be more than the desired number of digits.
The following improved Borweins' quartically convergent algorithm for π was used: Here, A, B, W and Y are full-precision variables and X is a double-precision variable.
At each iteration, four multiple-precision multiplications and three square operations can be reduced by improving the original Borweins' quartically convergent algorithm.
Layout of Storage
A multiple-precision number is stored with cyclic distribution in the array of 32-bit integers. A data format of the multiple-precision number is the non-negative fixed-point representation. The radix selected for the multipleprecision numbers is 10 Each input data word is split into two words upon entry to the FFT-based multiplication. This means four digits are stored in each 64-bit floating-point number for the FFT-based multiplication.
To perform FFT-based multiplication of 3 × 5 2 × 2 35 ≈ 2.576 trillion decimal digit numbers, at least 31.6 TB of main memory should be available, as shown in Table 1 .
In addition, several working arrays are required to compute the division and the square root. Thus, these schemes needed approximately 33.4 TB of main memory for the Gauss-Legendre algorithm and approximately 32.8 TB of main memory for Borweins' quartically convergent algorithm.
It was impossible to obtain 2.576 trillion decimal digits through in-core (on main memory) operations because of the 17.5 TB main memory limit on 640 nodes of Appro Xtreme-X3 supercomputer. In order to increase speed or reduce elapsed time, the amount of main memory available is crucial. To perform N = 3×5 2 ×2 m point FFTs, we used a radix-2, 3 and 5 parallel FFT, named FFTE [26] written by the author.
Results of Calculating 2, 576, 980, 370, 000 Decimal Digits of π
The calculations of π by Gauss-Legendre algorithm and Borweins' quartically convergent algorithm were performed on 640 nodes of the Appro Xtreme-X3 supercomputer.
The original program was written in FORTRAN 77 with MPI and OpenMP. Open MPI 1.3 [19] was used as the communication library. OpenMP was used to parallelize intra-socket processing, and MPI was used to communicate between sockets. The main program and the verification program were run on 2,560 MPI processes, i.e. each node has 4 MPI processes. Furthermore, Tables 2 and 3 give the distribution of the digits of π and 1/π from 0 to 9 up to the 2, 500, 000, 000, 000-th decimal digit.
The main computation took 40 iterations of the improved Gauss-Legendre algorithm for π, to yield 3 × 5 2 × 2 35 = 2, 576, 980, 377, 600 digits of π. This computation was checked with 20 iterations of improved Borweins' quartically convergent algorithm for 1/π, followed by a reciprocal operation.
A comparison of these output results gave no discrepancies except for the last 76 digits due to the normal truncation errors.
Conclusion
We presented efficient parallel algorithms for multiple-precision arithmetic operations of more than several million decimal digits on distributed-memory parallel computers. The operation for releasing propagated carries and bor- Table 2 Frequency distribution for π − 3 up to the 2, 500, 000, 000, 000-th decimal digit. Table 3 Frequency distribution for 1/π up to the 2, 500, 000, 000, 000-th decimal digit. rows in multiple-precision addition, subtraction and multiplication was parallelized using the carry skip method. Similar to multiple-precision addition and subtraction, some part of the normalization of results in the multiple-precision multiplication can be parallelized. It was concluded that the carry skip method is quite efficient for parallelizing normalization of multiple-precision addition, subtraction and multiplication.
Thus, the presented multiple-precision parallel arithmetic algorithms allow for more than 2.576 trillion decimal digits of π to be calculated on 640 nodes of Appro Xtreme-X3 (648 nodes, 147.2 GFlops/node, 95.4 TFlops peak performance).
