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1. Introduction
Deﬁnition 1.1. A ﬁnite family of random variables {Xi,1  i  n} is said to be positively associated if for every pair of
disjoint subsets A1 and A2 of {1,2, . . . ,n},
Cov
{
f1(Xi, i ∈ A1), f2(X j, j ∈ A2)
}
 0
whenever f1 and f2 are coordinatewise increasing and the covariance exists. An inﬁnite family is positively associated if
every ﬁnite subfamily is positively associated.
Deﬁnition 1.2. A ﬁnite family of random variables {Xi,1 i  n} is said to be associated if for any subset A of {1,2, . . . ,n},
Cov
{
f1(Xi, i ∈ A), f2(X j, j ∈ A)
}
 0
whenever f1 and f2 are coordinatewise increasing and the covariance exists. An inﬁnite family is associated if every ﬁnite
subfamily is associated.
The associated random variables in Deﬁnition 1.2, which was introduced by Esary et al. [7], play an important role in a
wide variety of areas, including reliability theory, mathematical physics, multivariate statistical analysis, life sciences and in
percolation theory. One can refer to Barlow and Proschan [1], Newman [10–14], Cox and Grimmett [6], Birkel [3–5], Roussas
[16–20], Gut [9], Shao and Yu [15], Yang [21,22] for further comprehension. Positive association in Deﬁnition 1.1, however, is
strictly weaker than classical association in Deﬁnition 1.2. In fact, “association” implies “positive association”. However, there
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G.-d. Xing, S.-c. Yang / J. Math. Anal. Appl. 373 (2011) 422–431 423exist positively associated random variables X1, X2 which are not associated in [7]. Hence, investigating the limit theorems
for positively associated random variables is of much interest.
In this paper, by the maximal and moment inequalities established for positively associated random variables deﬁned
in Deﬁnition 1.1, we obtain the strong convergence rate n−1/2(logn)1/2, which reaches the available one for independent
random variables in terms of Berstein type inequality. And to get more precise results, we give the corresponding precise
asymptotics, which extend and improve the relevant results in [8].
Throughout this paper, let {Xi, i  1} be a strictly stationary and positively associated sequence with E X1 = 0,
0< E X21 < ∞ and 0 < σ 2 := E X21 + 2
∑∞
i=2 E X1Xi < ∞ unless it is specially mentioned. And we always suppose that C
denotes a positive constant which only depends on some given numbers and may vary from line to line, an ∼ bn means that
an/bn → 1 as n → ∞, a  b means that a Cb, u(n) := supi1∑ j: j−in Cov(Xi, X j), Sn :=
∑n
i=1 Xi . The layout of this paper
is organized as follows. Section 2 contains the main results we obtain. Section 3 contains some lemmas. Section 4 contains
the proofs of our main results. And the proof of Lemma 3.5 is given in Appendix A.
2. Main results
In this section, we will give our main theorems as follow.
Theorem 2.1. Let {Xi, i  1} be a strictly stationary and positively associated sequence with E X1 = 0, 0 < E X21 < ∞. Assume that
E(|X1|2+γ (log(1+ |X1|))
γ2−γ1−2
2 ) < ∞ for some γ > 0 and 0< γ2 < γ1 < γ + γ2 and that u(n) Cn−θ for θ  γ1(1+γ+γ2)γ+γ2−γ1 . Then
we have
Sn/(n logn)
1/2 → 0 a.s. (2.1)
Remark 2.1. By (2.1), we obtain the rate n−1/2(logn)1/2 of almost sure convergence to zero of Sn/n → 0 a.s., which reaches
the available one for independent random variables in terms of Berstein type inequality.
Theorem 2.2. Let |kn| Clogn . Then for −1< β < 0, we have
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
P
(|Sn| ( + kn)σ√n logn )= E|N|2β+2
β + 1 (2.2)
and
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
P
(
max
1 jn
|S j| ( + kn)σ
√
n logn
)
= 2E|N|
2β+2
β + 1
∞∑
l=0
(−1)l
(2l + 1)2β+2 , (2.3)
where N stands for the standard normal random variable. In particular, we have for −1< β < 0,
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
P
(|Sn| σ√n logn )= E|N|2β+2
β + 1 (2.4)
and
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
P
(
max
1 jn
|S j| σ
√
n logn
)
= 2E|N|
2β+2
β + 1
∞∑
l=0
(−1)l
(2l + 1)2β+2 , (2.5)
when kn is chosen as 0.
Remark 2.2. (1) Theorem 2.2 extends Theorem 2.1 in [8] from associated setting to positively associated case.
(2) By the way, although Deﬁnition 1 in [8] is given for positively associated random variables, his results are true only
for associated random variables, since the lemmas quoted hold only for associated random variables.
Theorem 2.3. Let |kn| Clogn . Then we obtain for −1< β < 0,
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
I
(|Sn| ( + kn)σ√n logn )= E|N|2β+2
β + 1 a.s. and in L2. (2.6)
In particular, we have
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↘0
2β+2
∞∑
n=2
(logn)β
n
I
(|Sn| σ√n logn )= E|N|2β+2
β + 1 a.s. and in L2 (2.7)
when kn = 0.
Remark 2.3. Theorem 2.3 extends Theorem 2.2 in [8] from associated setting to positively associated case. On the other
hand, in order to get (2.7), Fu [8] used the following much more restrictive conditions.
(i) E|X1|2+ϑ < ∞ for some 0< ϑ  1, which is obviously stronger than E X21 < ∞ in Theorem 2.3.
(ii) The covariance function structure is required to satisfy
u(n) =
∞∑
j=n+1
Cov(X1, X j) Cn−α for some α > 1. (2.8)
Our result, however, still holds without the condition (2.8). Hence, Theorem 2.3 extends and improves much Theorem 2.2
in [8]. It is due to the application of the maximal moment inequality in Lemma 3.1.
3. Some lemmas
In this section, we give the following lemmas, which will be used in Section 4 and Appendix A.
Lemma 3.1. Let {Xi, i  1} be a positively associated sequence with zero mean and ﬁnite variances satisfying
L := sup
i1
{ ∑
j: j−i1
Cov(Xi, X j)
}
< ∞.
Then we can obtain
E max
1kn
{
S2k
}
 2n max
1in
E X2i + 4nL (3.1)
for any n 1.
Proof. Since E Xi = 0 and (S1, . . . , Si) is an increasing function of (X1, . . . , Xi), we see that {Sn,n 1} is a demimartingale.
Let n 1 be a given integer and let us set Mn :=max1in Si and mn :=min1in Si . As mn  Si  Mn for all 1 i  n, we
have
S2i max
(
m2n,M
2
n
)
m2n + M2n for any 1 i  n.
Hence, we have max1in S2i m2n +M2n and by Corollary 5 in [12], we have Em2n  E S2n and EM2n  E S2n . Therefore, we can
get
E max
1kn
{
S2k
}
 2E S2n =
n∑
i=1
n∑
j=1
Cov(Xi, X j)
for all n  1. And if n = 1, then the desired conclusion holds trivially. So suppose that n  2 and let us deﬁne a :=
max1in E X2i for all 1 i  n. Thus, we have
n∑
i=1
n∑
j=1
Cov(Xi, X j) =
n∑
i=1
E X2i + 2
n−1∑
i=1
n∑
j=i+1
Cov(Xi, X j) an + 2nL.
From this and the result stated earlier, we can get the desired result. The proof is complete, now. 
By Lemma 3.1 and induction on n, we have
Lemma 3.2. Let 2< p < r and {Xi,1 i  n} be positively associated random variables with E Xi = 0 and ‖Xi‖r < ∞ and u(n) < ∞,
where ‖Xi‖r = (E|Xi|r)1/r . Assume that L < ∞ and that
u(n) Cn−θ for some C > 0 and θ > 0.
Then, for every ε > 0, there exists K = K (ε, r, p, θ) such that
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(
n1+ε max
1in
E|Xi |p +
(
n
(
2 max
1in
E X2i + 4L
))p/2)
+ KC (r−p)/(r−2)n(r(p−1)−p+θ(p−r))/(r−2)∨(1+ε) × max
1in
‖Xi‖r(p−2)/(r−2)r . (3.2)
In particular, we have
E|Sn|p  K
(
n1+ε max
1in
E|Xi |p +
(
n
(
2 max
1in
E X2i + 4L
))p/2)
+ KC (r−p)/(r−2)n(1+ε) × max
1in
‖Xi‖r(p−2)/(r−2)r , (3.3)
if θ  (r − 1)(p − 2)/(r − p) and
E|Sn|p  K
(
n1+ε max
1in
E|Xi |p +
(
n
(
2 max
1in
E X2i + 4L
))p/2)
+ KC (r−p)/(r−2)np/2 × max
1in
‖Xi‖r(p−2)/(r−2)r , (3.4)
if θ  r(p − 2)/(2(r − p)).
Lemma 3.3. Let {Xi, i  1} be a positively associated sequence with zero mean and ﬁnite variances. If 0< ϑ1 < ϑ2 and ϑ2−ϑ1 > E S2n ,
then we have
P
(
max
1 jn
|S j| ϑ2
)
 (ϑ2 − ϑ1)
2
(ϑ2 − ϑ1)2 − E S2n
P
(|Sn| ϑ1). (3.5)
Proof. Deﬁne
S∗n =max(0, S1, . . . , Sn).
Then by the proof of Lemma 3.1 with Xi replaced by Yi = −Xn−i+1,
E
(
S∗n−1 − Sn
)2 = E{[max(Y1, Y1 + Y2, . . . , Y1 + · · · + Yn)]2} E S2n. (3.6)
Noting the fact that S∗n−1 and Sn − S∗n−1 are positively associated and applying (3.6), we obtain, that for ϑ1 < ϑ2,
P
(
S∗n  ϑ2
)= P(S∗n  ϑ2, Sn  ϑ1)+ P(S∗n  ϑ2, Sn < ϑ1)
 P (Sn  ϑ1) + P
(
S∗n−1  ϑ2, S∗n−1 − Sn  ϑ2 − ϑ1
)
 P (Sn  ϑ1) + P
(
S∗n−1  ϑ2
)
P
(
S∗n−1 − Sn  ϑ2 − ϑ1
)
 P (Sn  ϑ1) + P
(
S∗n  ϑ2
)
E
(
S∗n−1 − Sn
)2
/(ϑ2 − ϑ1)2
 P (Sn  ϑ1) + P
(
S∗n  ϑ2
)
E S2n/(ϑ2 − ϑ1)2,
which implies that
P
(
S∗n  ϑ2
)
 (ϑ2 − ϑ1)
2
(ϑ2 − ϑ1)2 − E S2n
P (Sn  ϑ1) (3.7)
for (ϑ2 − ϑ1)2 > E S2n . By adding to (3.7) the analogous inequality with each Xi replaced by −Xi , we have
P
(
max
1 jn
|S j| ϑ2
)
 (ϑ2 − ϑ1)
2
(ϑ2 − ϑ1)2 − E S2n
P
(|Sn| ϑ1),
which completes the proof of Lemma 3.3. 
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P
(
sup
0s1
∣∣W (s)∣∣ x)= 1− ∞∑
l=−∞
(−1)l P((2l − 1)x N  (2l + 1)x)
= 4
∞∑
l=0
(−1)l P(N  (2l + 1)x)
= 2
∞∑
l=0
(−1)l P(|N| (2l + 1)x).
In particular,
P
(
sup
0s1
∣∣W (s)∣∣ x)∼ 2P(|N| x)∼ 4√
2πx
e−x2/2 as x → +∞.
Lemma 3.5. Under the conditions of Theorem 2.2, we have
max1 jn |S j|
σ
√
n
→ sup
0s1
∣∣W (s)∣∣ and Sn
σ
√
n
→ N in distribution.
The proof will be given in Appendix A.
4. Proofs
In this section, we give the proofs of our main results. Firstly, we give
Proof of Theorem 2.1. Let
Xi1 = −(n logn)1/2 I
(
Xi −(n logn)1/2
)+ Xi I(|Xi | < (n logn)1/2)+ nβ I(Xi  (n logn)1/2),
S j1 =∑ ji=1(Xi1 − E Xi1) and M j1 =max1k j |Sk1|. Then for any ε > 0,
P
(
max
1 jn
|S j| ε(n logn)1/2
)
 nP
(|X1| (n logn)1/2)+ P(Mn1  ε(n logn)1/2)= I + II.
Hence, it is suﬃcient to prove that
∞∑
n=1
n−1 I < ∞ and
∞∑
n=1
n−1II < ∞ (4.1)
by subsequence method.
Noticing that E(|X1|2+γ (log(1+ |X1|))
γ2−γ1−2
2 ) < ∞, we have
∞∑
n=1
n−1 I 
∞∑
n=2
∞∑
j=n
P
(
( j log j)1/2  |X1| <
(
( j + 1) log( j + 1))1/2)

∞∑
j=2
j P
(
( j log j)1/2  |X1| <
(
( j + 1) log( j + 1))1/2)
 E
(|X1|2+γ (log(1+ |X1|)) γ2−γ1−22 )< ∞.
It remains to prove that
∑∞
n=1 n−1II < ∞. Since E X21  E S2n/n  u(0) for positively associated random variables, we
obtain ε(n logn)
1/2
2
√
ES2n
> 1 for n large enough. Thus by Lemma 3.3 with ϑ1 = ε(n logn)1/22 and ϑ2 = ε(n logn)1/2 and the moment
inequality (3.3) with p = 2+ γ1, r = 2+ γ + γ2 and  = γ1−γ2 , it follows that2
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n=1
n−1II  2
∞∑
n=1
n−1P
(
|Sn1| 1
2
ε(n logn)1/2
)
 C
∞∑
n=2
n−
4+γ1
2 (logn)−
2+γ1
2 E|Sn1|2+γ1
 C
∞∑
n=2
n−
4+γ1
2 (logn)−
2+γ1
2
{
n1+ E|X11|2+γ1 +
(
2E|X11|2 + 4L
) 2+γ1
2 n
2+γ1
2
+ KC
γ+γ2−γ1
γ+γ2 n1+ · (E|X11|2+γ+γ2) γ1γ+γ2 }
 C
∞∑
n=2
n−
2+γ1
2 +(logn)−
2+γ1
2 E|X11|2+γ1 + C
∞∑
n=2
n−1(logn)−
2+γ1
2
+ C
∞∑
n=2
n−
2+γ1
2 +(logn)−
2+γ1
2
(
E|X11|2+γ+γ2
) γ1
γ+γ2
 C
∞∑
n=2
n−1(logn)−
2+γ1
2 + C
∞∑
n=2
n−1−
γ2
2 (logn)−
2+γ1
2
(
E|X11|2+γ+γ2
) 2+γ1
2+γ+γ2
+ C
∞∑
n=1
n−1−
γ2
2 (logn)−
2+γ1
2
(
E|X11|2+γ+γ2
) γ1
γ+γ2
:= II1 + II2 + II3.
Therefore, we need only to show that
II1 < ∞, II2 < ∞ and II3 < ∞.
Obviously, II1 < ∞. Turn to II2. Noticing that either (E|X11|2+γ+γ2 )
2+γ1
2+γ+γ2  1 for suﬃciently large n or
E|X11|2+γ+γ2 < ∞, we have for the ﬁrst case
II2  C
∞∑
n=2
n−1−
γ2
2 (logn)−
2+γ1
2 E|X11|2+γ+γ2
 C
∞∑
n=2
n−1−
γ2
2 (logn)−
2+γ1
2
{
(n logn)
2+γ+γ2
2
∑
jn
P
(
( j log j)
1
2  |X1| <
(
( j + 1) log( j + 1)) 12 )
+
∑
jn
( j log j)
2+γ+γ2
2 P
((
( j − 1) log( j − 1)) 12  |X1| < ( j log j) 12 )
}
 C E
(|X1|2+γ (log(1+ |X1|)) γ2−γ1−22 )< ∞.
With respect to the second case, we can directly get II2 < ∞. Similarly, we can obtain II3 < ∞. Combining the results
mentioned above yields (4.1). The proof is completed, now. 
To prove Theorems 2.2 and 2.3, we need the following propositions. Without loss of generality, assume that σ = 1 in
what follows. By a similar proof to the one of Proposition 3.1 in [8], we have
Proposition 4.1. For any β > −1, we have
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
P
(|N| ( + kn)√logn )= E|N|2β+2
β + 1
and
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
P
(
sup
0s1
∣∣W (s)∣∣ ( + kn)√logn)= 2E|N|2β+2
β + 1
∞∑
l=0
(−1)l
(2l + 1)2β+2 ,
where N stands for the standard normal random variable.
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lim
↘0
2β+2
∞∑
n=2
(logn)β
n
∣∣P(|Sn| ( + kn)√n logn )− P(|N| ( + kn)√logn )∣∣= 0 (4.2)
and
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
∣∣∣P( max
1 jn
|S j| ( + kn)
√
n logn
)
− P
(
sup
0s1
∣∣W (s)∣∣ ( + kn)√logn)∣∣∣= 0. (4.3)
Proof. Let J () = exp( M
2
), where M > 4 and 0<  < 1/4. Since
2β+2
∞∑
n=2
(logn)β
n
∣∣∣P( max
1 jn
|S j| ( + kn)
√
n logn
)
− P
(
sup
0s1
∣∣W (s)∣∣ ( + kn)√logn)∣∣∣
 2β+2
∑
n J ()
(logn)β
n
∣∣∣P( max
1 jn
|S j| ( + kn)
√
n logn
)
− P
(
sup
0s1
∣∣W (s)∣∣ ( + kn)√logn)∣∣∣
+ 2β+2
∑
n> J ()
(logn)β
n
P
(
max
1 jn
|S j| ( + kn)
√
n logn
)
+ 2β+2
∑
n> J ()
(logn)β
n
P
(
sup
0s1
∣∣W (s)∣∣ ( + kn)√logn)
:= I1 + I2 + I3,
it is suﬃcient to prove that
lim
↘0 I1 = 0, lim↘0 I2 = 0 and lim↘0 I3 = 0 (4.4)
to obtain
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
∣∣∣P( max
1 jn
|S j| ( + kn)
√
n logn
)
− P
(
sup
0s1
∣∣W (s)∣∣ ( + kn)√logn)∣∣∣= 0,
respectively. We consider ﬁrstly I1. Set
n = sup
x
∣∣∣P( max
1 jn
|S j| x
√
n
)
− P
(
sup
0s1
∣∣W (s)∣∣ x)∣∣∣.
Noticing Lemma 3.5, we have n → 0 as n → ∞. It follows that
lim
↘0 I1  lim↘0
2β+2(log J ())β+1 1
(log J ())β+1
∑
n J ()
(logn)β
n
n → 0,
which implies that lim↘0 I1 = 0. Turn to I2, we have, by |kn| < /4 for suﬃciently large n, the maximal moment inequality
in Lemma 3.1 and −1< β < 0,
lim
↘0 I2  lim↘0
2β+2 ∑
n> J ()
(logn)β
n
P
(
max
1 jn
|S j| 2
√
n logn
)
 lim
↘0
2β+2 ∑
n> J ()
(logn)β
n
4E(max1 jn |S j|)2
2n logn
 lim
↘0
2β+2 ∑
n> J ()
(logn)β
n
8nmax1in E X2i + 16nL
2n logn
 lim
↘0
2β+2 ∑ (logn)β
n
8nE X21 + 16nσ 2
2n lognn> J ()
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↘0
2β
∑
n> J ()
(logn)β
n logn
 C lim
↘0
2β
∞∫
J ()
(log x)β
x log x
dx
= −C
β
Mβ → 0 as M → ∞,
uniformly for 0<  < 1/4. Hence, lim↘0 I2 → 0 when M → ∞. On the other hand, noting Lemma 3.4 and that M > 4 and
0<  < 1/4 imply J () − 1√ J (), we can obtain
lim
↘0 I3  2 lim↘0
2β+2 ∑
n> J ()
(logn)β
n
P
(|N| ( + kn)√logn )
 C
∞∫
√
M/8
y2β+1P (N  y)dy → 0 as M → ∞,
uniformly for 0 <  < 1/4. Thus we have lim↘0 I3 → 0 when M → ∞. Combining the earlier results together yields (4.4).
Similarly, we have
lim
↘0
2β+2
∞∑
n=2
(logn)β
n
∣∣P(|Sn| ( + kn)√n logn )− P(|N| ( + kn)√logn )∣∣= 0.
The proof is completed, now. 
Proposition 4.3. Assume that f is a real function satisfying | f (x)| B and | f ′(x)| B. Then for β < 0,0<  < 1/4 and exp(2/)
m < l,
Var
{
l∑
n=m
(logn)β
n
f
(
Sn
( + kn)
√
n logn
)}
 C
2
(logm)2β . (4.5)
Proof. By Lemma 3.1 and simple computation, we can obtain (4.5). 
Now, we can show
Proof of Theorem 2.2. Combining Propositions 4.1 and 4.2 yields the desired results. 
Proof of Theorem 2.3. By (2.2) and Proposition 4.3, the desired result (2.6) follows. 
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Appendix A
In Appendix A we will give the proof of Lemma 3.5. For this purpose, we need the following lemma.
Lemma 4.1. Let {Xi,1  i  n} be positively associated random variables with joint and marginal characteristic functions,
φ(r1, . . . , rn) and φ j(r), then we have∣∣∣∣∣φ(r1, . . . , rn) −
n∏
j=1
φ j(r j)
∣∣∣∣∣ 12
∑ ∑
1 j =kn
|r j||rk|Cov(X j, Xk). (A.1)
430 G.-d. Xing, S.-c. Yang / J. Math. Anal. Appl. 373 (2011) 422–431Proof. We will proceed by induction on n. By Hoeffding equality, we have∣∣Cov(exp(ir1X1),exp(ir2X2))∣∣
=
∣∣∣∣∣
∞∫
−∞
∞∫
−∞
i2r1r2 exp(ir1x+ ir2 y)
{
P (X1 > x, X2 > y) − P (X1 > x)P (X2 > y)
}
dxdy
∣∣∣∣∣
 |r1r2|
∞∫
−∞
∞∫
−∞
{
P (X1 > x, X2 > y) − P (X1 > x)P (X2 > y)
}
dxdy
= |r1||r2|Cov(X1, X2), (A.2)
which implies that (A.1) holds for n = 2. Now, let us assume that (A.1) is true for nm. For nm+ 1, we suppose that for
some ζ = ±1, η = ±1 and n˜ ∈ {1, . . . ,m}, ζ r j  0 for 1 j  n˜ and ηr j  0 for n˜ + 1 j m + 1. Deﬁne
Y1 =
n˜∑
j=1
ζ r j X j, Y2 =
m+1∑
j=n˜+1
ηr j X j.
Obviously, Y1 and Y2 are positively associated by Deﬁnition 1.1. Denoting the joint characteristic function of Y1 and Y2
by ψ , the marginal characteristic functions by ψl(l = 1,2), ∏n˜j=1 φ j(r j) by γ1 and ∏m+1j=n˜+1 φ j(r j) by γ2, we have, by (A.2)
and induction hypothesis,∣∣∣∣∣φ(r1, . . . , rn) −
n∏
j=1
φ j(r j)
∣∣∣∣∣ ∣∣ψ(ζ,η) − ψ1(ζ )ψ2(η)∣∣+ ∣∣ψ1(ζ )∣∣ · ∣∣ψ2(η) − γ2∣∣+ ∣∣ψ1(ζ ) − γ1∣∣ · |γ2|
 |ζ ||η|Cov(Y1, Y2) + 1
2
∑ ∑
n˜+1 j =km+1
|r j||rk|Cov(X j, Xk)
+ 1
2
∑ ∑
1 j =kn˜
|r j||rk|Cov(X j, Xk)
= 1
2
∑ ∑
1 j =kn
|r j||rk|Cov(X j, Xk),
which completes the proof. 
Now, we can give
Proof of Lemma 3.5. The ﬁrst thing we need to do is to show that
Sn/
√
n → N(0,σ 2) in distribution. (A.3)
For this purpose, we need only to prove that
ψn(r) =: E exp(ir Sn/
√
n ) → exp(−σ 2r2/2). (A.4)
For any ﬁxed l ∈ N, let q = [n/l]. Then,∣∣ψn(r) − ψql(r)∣∣= ∣∣E{cos(rSn/√n ) − cos(rSql/√ql )}+ iE{sin(rSn/√n ) − sin(rSql/√ql )}∣∣
= 2
∣∣∣∣E
{
sin
(
rSn/
√
n + rSql/
√
ql
2
)
sin
(
rSn/
√
n − rSql/
√
ql
2
)}
+ iE
{
cos
(
rSn/
√
n + rSql/
√
ql
2
)
sin
(
rSn/
√
n − rSql/
√
ql
2
)}∣∣∣∣
 2
{
E
{
sin
(
rSn/
√
n + rSql/
√
ql
2
)
sin
(
rSn/
√
n − rSql/
√
ql
2
)}2}1/2
+ 2
{
E
{
cos
(
rSn/
√
n + rSql/
√
ql
2
)
sin
(
rSn/
√
n − rSql/
√
ql
2
)}2}1/2

√
2r
{
Var(Sn/
√
n − Sql/
√
ql )
}→ 0. (A.5)
G.-d. Xing, S.-c. Yang / J. Math. Anal. Appl. 373 (2011) 422–431 431Deﬁne next Y jl =: S jl−S( j−1)l√l for j = 1, . . . ,q (with S0 = 0) such that Sql/
√
ql = Y1l+···+Yql√q and σ 2n =: Var(Sn/
√
n ). Then from
Lemma A.1 with X j = Y jl and r j = r/√q and the fact that σ 2n → σ 2, it follows that∣∣ψql(r) − (ψl(r/√q ))q∣∣ 12
∑ ∑
1 j =kq
(
r2/q
)
Cov(Y jl, Ykl)
= (r2/2)
{
Cov(Sql/
√
ql, Sql/
√
ql ) − q−1
q∑
j=1
Cov(Y jl, Y jl)
}
= (r2/2){Var(Sql/√ql ) − Var(Sl/√l )}→ (r2/2)(σ 2 − σ 2l ). (A.6)
By Taylor expansion, we have
{
ψl(r/
√
q )
}q = {E exp(i(r/√q )Sl/√l )}q =
(
1− r
2
2q
σ 2l + o
(
q−1
))q → exp(−σ 2l r2/2). (A.7)
From (A.5)–(A.7) and σ 2l → σ 2 as l → ∞, we can obtain
limsup
n→∞
∣∣ψn(r) − exp(−σ 2r2/2)∣∣ limsup
n→∞
∣∣ψn(r) − ψql(r)∣∣+ limsup
n→∞
∣∣ψql(r) − (ψl(r/√q ))q∣∣
+ limsup
n→∞
∣∣(ψl(r/√q ))q − exp(−σ 2l r2/2)∣∣
+ limsup
n→∞
∣∣exp(−σ 2l r2/2)− exp(−σ 2r2/2)∣∣
 limsup
n→∞
(
r2/2
)(
σ 2 − σ 2l
)+ limsup
n→∞
∣∣exp(−σ 2l r2/2)− exp(−σ 2r2/2)∣∣→ 0.
Hence, (A.4) holds. On the other hand, by Lemma 3.3 and Theorem 8.4 in [2], tightness follows. Hence, we have
Wn(t) → W (t) in distribution
(
on C[0, T ]),
where Wn(t) = Sp+(nt−p)Xp+1σ√n , pn  t < p+1n for 0  t  T and, W (t) stands for the standard Wiener process. By the result
above, we can obtain the desired results. The proof is completed, now. 
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