Abstract: Aiming to effectively recognize train center plate bolt loss faults, this paper presents an improved fault detection method. A multi-scale local binary pattern operator containing the local texture information of different radii is designed to extract more efficient discrimination information. An improved teaching-learning-based optimization algorithm is established to optimize the classification results in the decision level. Two new phases including the worst recombination phase and the cuckoo search phase are incorporated to improve the diversity of the population and enhance the exploration. In the worst recombination phase, the worst solution is updated by a crossover recombination operation to prevent the premature convergence. The cuckoo search phase is adopted to escape the local optima. Experimental results indicate that the recognition accuracy is up to 98.9% which strongly demonstrates the effectiveness and reliability of the proposed detection method.
Introduction
Fault detection of train center plate bolt loss (TCPBL) is an important part of the trouble of the moving freight car detection system (TFDS), which is highly demanded by the China Ministry of Railways now [1] .
OPEN ACCESS TCPBL has a high incidence which may lead to the train derailment if not found in time [2] . With trackside cameras photographing the key parts of the moving freight cars, four workers with more than five years' experience will check out all these photos to judge whether there are faults or not [3] . Our goal is to accomplish the same fault detection automatically by computer so that the efficiency of train safety inspection will be greatly improved. In TFDS, the status of freight cars and photography conditions vary significantly at different inspection stations such as illumination, weather, freight car speed, and camera vibration, etc. The photos can have the problems of blur, poor illumination, excess exposure, and occlusion. In recent years, only a few studies have been conducted with traditional feature extraction methods, such as the gray averages of local domain [4] , the binary maps [5] , and the Haar-like features [6] . However these methods tend to suffer when some factors (such as angle, illumination, and occlusion, etc.) change obviously. Therefore, the approach to a robust fault detection of TCPBL problem is researched.
Until recently, the local binary patterns (LBP) histogram is a simple yet efficient operator to extract the local texture information of images [7] . It was firstly used to extract features of human face images [8] and then widely applied on solving image recognition problems, such as automatic eye localization [9] , fragile watermarking [10] , fingerprint minutiae matching [11] and scene categorization [12] . Zhao et al. [13] combined the local statistic features of Gabor wavelets with the LBP features as the final feature vectors and obtained a good result in the person-independent facial expression recognition. Gabor wavelets have been widely used to establish new representations of different scales and orientations in the spatial domain [14] [15] [16] which is beneficial to extract the image texture features. Nouyed et al. [17] pointed out that features of different Gabor channels had different contributions to the final classification task and reported a weighted voting face recognition method. Gao et al. [18] proposed an adaptively weighted local multi-channel Gabor filters (AWMGF) method, which determined the weights of local Gabor magnitude maps by the contribution of each sub-pattern to the classification. Zhu et al. [19] introduced the adaptive boosting (AdaBoost) algorithm to select the important Gabor features in the facial expression recognition. However, the optimal weights of different channels are difficult to calculate in theory, powerful optimization method is needed to search the global optimal weights in the multidimensional space. Rao et al. developed an effective teaching-learning-based optimization (TLBO) algorithm which performed well on the mechanical design problems [20] , the continuous non-linear large scale problems [21] and the heat exchangers problems [22] . Togan et al. [23] presented a design procedure employing the TLBO to the discrete optimization of planar steel frames. Yu et al. [24] applied TLBO on several numerical and engineering optimization problems and proved that TLBO is more powerful than the improved bee algorithm (IBA) [25] , the hybrid particle swarm optimization with differential evolution (PSO-DE) [26] , the modified differential evolution algorithm (COMDE) [27] , the g-best guided artificial bee colony (GABC) [28] and the upgraded artificial bee colony (UABC) [29] algorithms.
Previous studies have proven the efficiency of LBP features and TLBO algorithm on engineering applications, however little work has been conducted to investigate their effectiveness on the TCPBL problem. Therefore, an improved fault detection method is proposed to offer a reliable solution to the TCPBL problem against different photographing conditions. A multi-scale local binary patterns (MLBP) operator is designed to extract the texture features of new representations of different Gabor channels. With information of different scales and texture change trends of local areas coded, it can obtain more efficient texture information. An improved teaching-learning-based optimization (ITLBO) algorithm with the worst recombination phase and the cuckoo search phase is proposed to optimize the weight of the classification results of different channels. The experiment results verify the global search ability of the ITLBO and the effectiveness of the proposed detection method.
The rest of this article is organized as follows: Section 2 firstly introduces the structure of the proposed fault detection method and then gives a detailed description on the design of the MLBP operator and the ITLBO algorithm. Then two experimental results are given in Section 3: Compared with some state-of-the-art methods, the experimental results on the benchmark problems can evaluate the search capability of the ITLBO, and the experimental results on the field images database demonstrates the effectiveness of the proposed detection method. Finally, the conclusions of the present work and future plans are given in Section 4.
Fault Detection Based on MLBP and ITLBO
The framework of the proposed fault detection method is presented in Figure 1 . Gabor wavelets transform is used to acquire the multi-channel representations from different scales and orientations. Then, the MLBP operator is adopted to extract the local texture features of each channel separately. The results of the support vector machine (SVM) classifiers of different channels are usually treated equally, however it will have a positive influence on the recognition task to weight each channel differently. Therefore, the ITLBO algorithm is established to optimize the weights of classification results of different channels with its powerful search capability in global-optimization. Finally, the detection results are acquired by the decision-level weight fusion. 
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Multi-Scale LBP Operator
The LBP operator is a powerful local texture descriptor for image feature extraction, which is defined as:
where gc is the gray value of the center point. ( 0, , 1) i g i P    , is the P number of neighborhood points on a circle of radius R with gc as the center.
The LBP operator has been successfully used in the image recognition since it has good robustness on the influence of illumination, angle, and occlusion. However, it does not perform well when faced with severe illumination changes and it is too vague to describe the unique details contained in an image. Thus, an improved multi-scale LBP operator (MLBP) is designed to extract more distinctive information and improve the recognition performance. The center point is compared with multiple neighborhood points of different radii and the neighborhood points in the same radial directions are also compared with each other. In this article, two radii and eight radial directions are selected, which are similar to two LBP operators of different radii. The structure of the MLBP operator is shown in Figure 2 . Referring to the definition of the original LBP operator, only the important sign information is coded by:
where
, is the local gray difference value from the tail to the head of the arrows. Here 1 i C P  is the small scale descriptor of the inner square, which is similar to the 8,1 LBP operator; 2 i C P  is the big scale descriptor of the outer square, which is similar to the 8,2 LBP operator;
is the supplementary explanation to describe the texture changes between the inner square and the outer square. By coding these three descriptors into the MLBP features, more comprehensive and distinguishable texture information can be obtained than using only one of them. Besides, the radii R1, R2 are changeable to obtain better performance. A complete MLBP model is shown in Figure 3 . 
Improved TLBO Algorithm
TLBO is an interactive teaching-learning process-inspired algorithm based on the influence of a teacher on the achievements of learners in a class. Although the TLBO algorithm has a fast convergence speed, it may be trapped in the local optima on some difficult optimization problems.
Basic TLBO
TLBO is a population-based method. Learners in a classroom are considered as the population and different subjects taken by the learners are considered as different design variables of the optimization problems. Achievements of learners are analogous to the fitness values of the optimization problems. The one with the best fitness value in the entire population is considered as the teacher of the class. The basic TLBO algorithm can be divided into two parts: the teacher phase and the learner phase. The working of these two phases are explained as below.
Teacher Phase
During this phase the teacher tries to increase the mean achievement of the class towards his or her level in terms of knowledge. However the teacher can only increase the mean achievement of the class up to some extent depending on the learners' capability. Moreover, the achievements of the learners cannot increase equally as different learners possess different knowledge levels. This aspect is presented in mathematical form as follows:
Assume that at any iteration i(i = 1,2,…,G), there are D number of subjects (i.e., design variables) offered to N number of learners (i.e., population size). Xj,k,i is the knowledge of the learner k(k = 1,2,…,N) in a particular subject j(j = 1,2,…,D), Mj,i is the mean knowledge level of the learners in the subject j and Tj,i is the knowledge of the teacher (i.e., best solution) in the subject j. The learner k is updated according to the difference between the current and the new mean knowledge levels of each subject given by:
where r is a uniformly distributed random number within the range [0,1]. As mentioned earlier, Tj,i tries to move the mean knowledge level Mj,i towards its own level, so now Tj,i will be designated as the new mean knowledge level, then M new = Tj,i. TF is the teaching factor which decides the value of mean knowledge level to be changed and its value is decided by:
where the value of TF can be either 1 or 2 randomly with equal probability which means TF is not a given input parameter of the algorithm. , ,
Difference Mean modifies the current learner k according to the following expression:
, , ,
where , , new j k i X is the updated value of Xj,k,i and is accepted if it gives a better fitness value than Xj,k,i.
Learner Phase
During this phase learners interact with other learners and increase their own knowledge if other learners have more useful knowledge than themselves. The learner phase is expressed as below:
At ith iteration, each learner is compared with another learner randomly. For learner
,
where r is a random number in the range 0 to 1. gives a better fitness value than , , j P i X .
Improved TLBO Algorithm
Two modifications are incorporated into the basic TLBO algorithm to improve its global search capability and avoid being trapped in the local optima.
Worst Recombination Phase
Rao and Patel have introduced the elite TLBO algorithm, in which, the worst learner is replaced by the elite learner after the learner phase [30] . If duplicate learners exist after the replacement, one randomly selected subject of the duplicate learner is modified into a random value. However the diversity of the population can be gradually lost. Meanwhile knowledge of all subjects of the worst learner is discarded during the replacement. However the worst learner does not mean his knowledge of all subjects is the worst. Actually, he can have useful knowledge in some subjects for the further search. Therefore, a new worst recombination phase is proposed to maintain the population diversity and enhance the exploration search. Similar to the crossover operator of differential evolution [31] , the worst learner is replaced by the crossover recombination of the current worst learner and another learner randomly; thus useful knowledge of some subjects of the worst learner is still maintained in the new learner. The worst recombination phase is implemented after the learner phase and is explained as below:
At ith iteration, let the learner with the worst fitness value be , is the crossover probability constant to decide the distribution proportion of two learners in all subjects.
[ 
Cuckoo Search Phase
In the basic TLBO algorithm, learners get improved by moving towards other solutions with higher fitness values through the input of their teacher and the interaction with other learners. However, it lacks the jumping out operation when the algorithm is trapped in a local optimum. Cuckoo search is used to prevent the search from running into a local optimum and overcome the shortcomings of the basic TLBO, which is inspired by the breeding behavior of cuckoos laying their eggs in the nests of other species and the Lévy flights of birds [32] . The Lévy flight is a random walk in which the step-lengths have a heavy-tailed distribution with the directions of the steps being isotropic and random, so that the population can move in random directions. Here, the randomicity of the cuckoo search is used to avoid being trapped in the local optima.
The learners of a class are divided into two groups according to their achievements (i.e., fitness values). Then, multilevel knowledge can be taught in accordance with the capability of different groups of learners. The elite learners are selected for gentle teaching-learning process while the other learners become the inputs of cuckoo search phase for severe training.
Procedure of the ITLBO
With the above design, the flowchart of the proposed ITLBO algorithm is illustrated in Figure 4 . First, it generates N learners randomly as an initial population P. Then the elite learners with higher achievements are selected as the inputs of the teacher phase, learner phase and worst recombination phase. Next, the other learners become the inputs of the cuckoo search phase, in which all solutions (except for the best one) are updated by the Lévy flights mutation and some bad solutions are replaced with new solutions by the biased random walks. Since multiple operators including teaching-learning, crossover recombination, and Lévy mutation is used, exploration and exploitation can be balanced and a better global search ability with faster convergence speed can be obtained.
Time Complexity Analysis
The ITLBO algorithm can be mainly divided into the initialization, the elite learners' selection, the teacher phase, the learner phase, the worst recombination phase, and the cuckoo search phase. The time complexity of each procedure is analyzed as below:
The initialization of N number of learners on D number of subjects is performed with the time complexity Therefore, the total time complexity of the proposed ITLBO algorithm is
Considering that the population size N is limited to a constant value and the D of optimization problems are usually much larger than log N , so the total time complexity of the ITLBO is considered as [ ] O N D  . Taking the iteration number G into consideration, the final computational complexity of the TLBO is [ ] O G N D   , which is not large and is the same as that of the basic TLBO. Besides, the total number of function evaluations in the ITLBO algorithm is still 2 G N   , which is also the same as that of the basic TLBO.
Experiments, Results, and Discussions

Experiments on Benchmark Functions
Eight standard benchmark functions with different characters shown in Table 1 were considered to evaluate the performance of the proposed ITLBO algorithm. The numerical results of the ITLBO were compared with those of the basic TLBO and other state-of-the-art optimization algorithms, such as the TLBO algorithm with Lévy mutation in the learner phase (LTLBO) [33] , the genetic algorithm with multi-parent crossover (GAMPC) [34] and the self-regulation particle swarm optimization algorithm (SRPSO) [35] . The "D" refers to the dimension of the optimization problems. The "Range" is the lower and upper bounds of the search spaces. The "fmin" is the theoretical global minimum value for these problems. All algorithms have been coded using Matlab R2014a, and have been run on a PC with a 2.6 GHz processor, 4GB RAM, and Windows 10. 
To decrease the statistical errors, each function was carried out with random seeds for 25 independent runs. For a fair comparison, the maximum function evaluations of these five algorithms were set to 3000 and all test functions were simulated in 10, 30, and 50 dimensions separately. The population size of each algorithm was set to 20. As the TLBO is a parameter-less algorithm, no other parameter is required for the working of the TLBO. The crossover probability constant CP was set to 0.5 for the ITLBO algorithm. The scaling factor 1   and the shape factor α 0.8  were set for the learner phase with Lévy mutation of the LTLBO. The parameters of GAMPC are set to: 10 
The comparative results of eight benchmark functions for five algorithms are presented in Table 2 in the form of the mean results (M) and the standard deviation (SD). The notations F, A, and D denote function, algorithm, and dimension, respectively. The boldface values given in the table indicate the best results among these five algorithms.
The results show that the TLBO-based algorithms often obtain better solutions than the GAMP and SRPSO algorithms, which indicates the strong search capability of the TLBO. Especially, the ITLBO obtains all the best results of seven functions in 10, 30, and 50 dimensions. Although the SRPSO acquires the best mean results for the Rosenbrock function (D = 10, 30), the ITLBO outperforms the other four algorithms under a higher dimension (D = 50). The performance of ITLBO is greatly improved than that of TLBO and LTLBO, which proves the effectiveness of the worst recombination phase and the cuckoo search phase. The performance of these algorithms commonly decreases when the dimension is higher but the performance of TLBO-based algorithms on the Griewank and Rastrigin functions is just on the contrary. Črepinšek et al. [36] pointed out that, the fitness-distance correlations of some functions increase with the dimensions. For example, for Griewank (D = 2) the fitness-distance correlation is 0.45, while for (D = 50) it is 0.99. When the fitness-distance correlation increases with the dimension, such problems are actually easier to solve for TLBO-based algorithms. This explained the results on the Griewank and Rastrigin functions are better under higher dimensions. All the results indicate that the ITLBO has a better convergence speed and stronger global search capability compared with the GAMPC, SRPSO, TLBO, and LTLBO algorithms. With the help of the worst recombination phase and the cuckoo search phase, ITLBO can get a good population diversity and avoid hovering around the local optimum solutions.
Application on Fault Detection of TCPBL Problem
Experiment Database
This article mainly studies on the recognition method of bolts region images. Therefore, the experiment database is composed of bolts region images from the segmentation of region of interest of the field images with fault detection manually checked, which contains 500 normal images and 500 fault images. Each image has a resolution of 32 × 32 pixels. Some of them are shown in Figure 6 . Because these images are photographed in the process of train movement by the high speed trackside cameras, they have the problems of blur, poor illumination, excess exposure, and occlusion. 
Recognition Results and Discussions
In this article, Gabor wavelets transform was used at five scales and eight orientations; thus, the dimension of this optimization problem was 40. In the process of classification, the Leave-One-Out Cross Validation (LOO-CV) was adopted to reduce the influence of stochastic factors and improve the reliability of the classification results. To evaluate the performance of this approach, several different optimization methods with the LBP and MLBP operators are compared and the best (B), mean (M) recognition rates (%) and the standard deviation (SD) over 25 independent runs are given in Table 3 . The results show that the MLBP operator has much higher accuracy than LBP operator because it can maintain more distinguishable texture information including not only the local difference information of two different scales but also the texture changes between different scales. Furthermore, with proper weights assigned to the classification results of different Gabor channels, the recognition rates are increased. Moreover, as for this weight optimization problem, the proposed ITLBO algorithm is more efficient than other methods, such as GAMPC, SRPSO, TLBO, and LTLBO. With the help of MLBP and ITLBO, the proposed fault detection method is reliable and efficient in practice.
Conclusions
In this article, an improved fault detection method based on the MLBP operator and ITLBO algorithm is successfully applied to the TCPBL problem of TFDS, which is a new application area of pattern recognition. This study reveals that the MLBP operator can obtain more comprehensive discrimination information than LBP, which maintains both the local textures and the texture changes of two different scales. With the incorporation of the worst recombination phase and the cuckoo search phase, the ITLBO algorithm can solve the multi-dimensional parameter optimization problems with a better search capability. Against blur, different illuminations, and occlusion conditions, the proposed fault detection method can still successfully identify 98.9% images of the field database, which demonstrates its reliability and superiority. However, there are still some images could not be identified properly. In addition, the procedures of Gabor transform, MLBP extraction and ITLBO search, can cause some computational burden. Future research should be focused on improving its performance, reducing its computation consumption, and applying it on other TFDS fault detection problems.
