It is widely accepted that any well designed organizational process includes a control mechanism through which management decides which aspects of the process performance are to be measured and how these measurements are to be used to change the level of resources utilized in the process. Little is known, however, about the best ways to design such a control mechanism for typical service sector processes. The focus of this research is to study how a variety of control mechanisms performs in managing a business process. The goal is to identify control mechanisms that are effective in different types of environments. This requires modeling both levels, the business process (object level), and the control system (meta level). The fundamental question we ask here is why control systems so often founder. We address the logical aspect of modeling only, not the socio-logical aspects of model use and of implementation. The scenarios for which we try to establish optimal control systems are ones of stationary, dynamic, and turbulent demand patterns. For
INTRODUCTION

Why Do Control Systems Founder?
In the 1990s, the redesign of organizational processes was an object of intensive and frequent discussion among consultants and their clients as well as among academics (e.g., Davenport 1993; Dutta and Manzoni 1999; Fairchild 1998; Gouillart and Kelly 1995; Hammer and Champy 1993; O È sterle 1995; Sinatra and Bhambri 1997) . Much has been said about the redesign, reengineering, transformation , etc., of processes and ways to support them better by means of information technology. Also, the control of organizational processes has been discussed (e.g., Bauer et al. 1993; Espejo et al. 1996; Harvard Business Review, 1998; Hopp and Spearman 1996; Kaplan and Norton 1996; Macciariello and Kirby 1994; Schwaninger 1994 ). However, the respective treatises, while identifying what needs to be measured, stop short of specifying how to respond to deviations in the metrics and how to conceive speci®c mechanisms for an effective response. To our knowledge, mathematical control theory, studied mainly by mathematicians and engineers, has only received little attention in management theory and practice. 1 We shall try to incorporate some useful notions of control theory into this article.
The question asked at the outset Ðwhy control systems founder Ð is fundamental and is dif®cult to answer on empirical grounds. First, it is fundamental because theory tells us that the result of a process can not be better than its control system, and in particular the model incorporated by that control system. 2 More speci®cally, the result of a process can not be better than the model on which it is based, except by accident. Second, the question posed is dif®cult to answer on empirical grounds. If the managers of business processes that have failed are asked,``why did your 1 A remarkable exception is found in La Roche (1994) and La Roche and Simon (1998) .
control system founder?,'' they rarely can provide insightful answers. This is due not to the lack of intelligence of managers but to the dif®culty of inferring the true drivers of performance in complex systems. On one hand, we could answer the questions posed at the outset on theoretical grounds: If a control system founders, the reason is that it is based on an insuf®cient model. Here we pursue a different strategy: to investigate, through models, how to design an effective control mechanism for organizational processes.
Goal and Structure of the Paper
Our goal is to ®nd general rules for the design of control mechanisms. Such a large goal can only be achieved in a long-term effort. Therefore, what we can present in this paper must rather be considered an intermediate picture of work in progress, than a de®nite and comprehensive result. The method used is a type of anticipative empiricism. We start out with the outline of a basic model of a business process and a pertinent control system. Then we present the results of a large number of simulation experiments and some general implications for the design of control mechanisms for organizational processes. We then expand on these results by examining several hypotheses to gain further insights into the (self-) control of complex systems of the organizational process type. Finally, conclusions for the design of control mechanisms are drawn.
A MODEL FOR THE CONTROL OF ORGANIZATIONAL PROCESSES
In this section, we build a mathematical model that has the essential ingredients of a generic business process. The following characteristics are essential to our model:°W ork arrives at an unpredictable rate.°W ork builds up in a queue whenever the work on hand exceeds the available labor force.°T he labor force must be chosen by management to best deal with the work on hand and the work likely to arrive.°M anagement can measure three aspects of the performance of the process: the cycle time for completed work, the backlog of work on hand, and the arrival rate of new work.°M anagement's direct goal is to maximize pro®t, but it must also keep the cycle time below a certain level or face dissatis®ed customers. °M anagement's observation of the state of the system are subject to delays, and there are delays between a decision to change the labor force and the implementation of the change.
This model is capable of producing a level of complexity that is realistic with respect to actual business processes. It provides a useful laboratory within which to study different approaches to process control. By studying how simple control mechanisms work in this laboratory setting, we hope to derive useful insights for the control of real-world business processes.
Overview of the Model
The model re¯ects a business process of the type typically encountered in service sector businesses, e.g., insurance claims processing, credit card withdrawal approval, or college admissions applications processing. These processes have a small number of de®ning characteristics. First, they are labor intensive. Although information technology can and has been used to speed the¯ow of work, it has not proven capable of replacing human knowledge workers who are required to make expert judgments about individual cases. Second, demand for service, or the arrival of customers, is generally unpredictable and nonpostponable . For example, insurance applications arrive by mail whenever a customer sends one in, and although the process does not have to begin work on each application immediately, the customer generally determines his or her waiting time from the time of submission, not the time work begins. In contrast to the typical manufacturing process, in these processes the work required cannot be scheduled to match the available process resources. Instead, the resources must be provided to match the work. Third, there are no binding limits to the amount of work that can build up within the system. For example, even when insurance claims are ®led on paper forms (rather than electronically) they do not consume enough space to encounter any practical storage limits. So again in contrast to the situation in a typical factory, controlling work in progress and cycle time by the arrival of work is not a feasible option for management. Finally, the time required to process a given customer may vary substantially due to differences among customers, workers, or other factors in the process.
Our model seeks to reproduce each of these characteristics of business processes. Work arrives unpredictably, perhaps randomly (according to a known probability distribution). That is to say, management can observe the pattern of work arriving but cannot entirely anticipate future arrivals (in the sense of making a precise prediction). Each unit of work (or job) is pushed through the process, that is, work begins at an activity as soon as a worker is available. Newly arriving work waits in a queue whenever the available labor force is fully occupied. There is unlimited storage capacity for work in process. Finally, the processing times for each job are governed by a known probability distribution.
We assume that management's operative goal for this process is to make as much pro®t as possible. That requires processing as many customers as possible in a given time period (each of which brings in a ®xed amount of revenue upon completion) but with the minimum labor force possible Ðthe major cost of the process is the cost of labor. In addition to maximizing pro®ts, management wants to ensure that the cycle time of the process does not exceed a level that is acceptable to customers. We operationalize this second goal by measuring the percentage of customers for which the actual cycle time exceeds a cycle time limit. The cycle time limit is established by the competitive environment and is, therefore, not a decision variable.
The task faced by management is to constantly adjust the labor force to produce as much pro®t as possible while simultaneously ensuring that cycle times do not exceed the cycle time limit. In order to achieve these goals management measures three aspects of the state of the process: cycle time, backlog, and demand. Each of these measures is taken over an averaging interval, itself a decision variable. If the averaging interval is short, management gets a quick signal that the system is deviating from its previous state; however, in some environments this signal may actually contain mostly noise. In this case a longer averaging interval would give management a more accurate picture of the true state of the system. We also assume that the effects of management action, that is, changes in the labor force, take effect only with a lag.
The actual rules management uses to link observations of the process state to changes in resources involve three types of control: proportional, differential, and integral (Geering 1990) . Assume for the moment that management has chosen to base its control policy only on its measurement of cycle time. (Similar control rules are used for the backlog and demand controllers.) Proportional control is identical to the ®rst-order feedback rule commonly used in systems dynamics models. If, for example, the measured cycle time is 18 days and the target is 15 days, the labor force will be increased in proportion to the gap of 3 days between actual and target. Differential control uses ®rst-order feedback as well, but this element of control is proportional to the ®rst difference (between two points in time) in the gap between measured and target cycle times. Thus, if the gap is positive and widening, the use of differential control in addition to proportional control will lead to a stronger control response. Finally, integral control uses ®rst-order feedback on the cumulative gap between measured and actual cycle times. This form of control can be helpful in cases in which the cumulative gap has an impact on performance, and can not be closed by proportional or differential control.
At the operational level, then, the task facing management is to choose which of the three measurements of process state (cycle time, backlog, or demand) to use in its control policy, and then to choose the control parameters (or gains) for the proportional, differential, and integral control inputs.
Detailed Description of the Model
We have implemented this model by means of ithink (High Performance Systems, Inc., Hanover, New Hampshire, USA), a software package designed to support simulation of dynamic systems. The model diagram and the equations in the ithink version are given in Appendix A. The model consists of the following sectors.
Demand Sector. The demand generator includes a set of parameters by which different environmental scenarios can be simulated. Five distinct types of demand environment are possible: step change, steady increase, spike, random, and seasonal. In the step change environment, demand increases once by a set amount. In the steady increase environment demand increases at a constant rate. The spike environment includes a single discrete spike in demand. In the random demand environment, average demand is constant but demand varies each period according to a normal distribution. Finally, in the seasonal environment demand cycles with a ®xed amplitude and period.
Production Sector. Orders arrive according to the speci®ed demand environment. If all workers are busy, arriving orders accumulate in a backlog. The available labor force, which varies according to changes in the adjustment sector, multiplied by labor force productivity, which may be subject to random¯uctuations, determines the rate at which orders can be withdrawn from the backlog. Once withdrawn, there is a minimum time delay associated with ful®lling an order. This time delay plus any time spent waiting in the backlog is equal to the cycle time for that order.
Measurement Sector. Three aspects of the process state are measured: cycle time, backlog, and demand. Each is averaged over an averaging interval speci®ed by management. Measured cycle time is simply the average cycle time over all work completed during the averaging interval. Similarly, measured demand is the average over the averaging interval of arriving work. Backlog is measured in days of work by dividing the average number of units of work in the backlog by the average amount of labor on hand.
Adjustment Sector. Labor force is the resource management uses to achieve its goals of high pro®t and low cycle times. It accomplishes this by choosing ®rst which of the measurements (cycle time, backlog, or demand) to base its control policy on. Then it chooses parameter values for the proportional , differential, and integral gains for these measurements. For example, management could choose to control using only measured backlog, and to set the proportional gains to 0.01 while setting the other two gains to 0.0.
Results Sector. The results sector accounts for pro®ts and actual cycle times. Pro®t includes revenues for each unit of work completed less the costs of labor and the costs of staf®ng. The staf®ng charge is a one-time charge associated with searching for and training new hires.
The ®rst two sectors of the model represent the process itself (operational domain), and the last three represent the control system (regulatory domain).
Modeling and the Metamodeling Aspects
From a modeling point of view, the design of this model involved the standard questions such as choice of the system-in-focus, de®nition of boundaries, goal and problem de®nition, choice of variables, their interrelationships and functions, validity, etc. This task was straightforward in the case of the system at hand.
Yet we believe we have found a highly general representation, applicable to a variety of real-life situations. We are conscious of not having depicted all relevant aspects of a business process. However, we have represented the tangible operational variables and their interrelationships in a model which¯eshes out the dynamic functioning of a business process. This is already an aspect of a logically higher order (``metamodeling''; Van Gigch 1991) .
In a certain sense, the emphasis of this article is on aspects of metamodeling. From a metamodeling point of view we have, in the ®rst place, departed from a fundamental distinction between two types of control system: 1. Pragmatic control systems: These are control systems which essentially rely on trial and error, usually based on managerial intuition and personal experience. 2. Theory-based control systems: These are control systems which systematically draw on explicit knowledge about invariances and principles of control, in particular regularities in the relationships between control variables and outcomes.
Our observation in the world of organizations has been that, except for highly technical domains (e.g., the calibration of factory equipment), most of managerial control is realized on merely pragmatic grounds. Therefore, in the second place, we decided to make a contribution to the development of theory-base d control systems by examining some of the control principles which different sciences such as general systems theory, control theory, management science, and operations management, or even the oral tradition, have promulgated. We wished to corroborate or refute them on the grounds of extensive simulation experiments.
BASIC TESTS
Our method to reach the demanding goals of this article required extensive simulation runs as a basis for the exploration of our theoretical questions.
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Control Systems Design öA Multidimensional Issue
The setup for these experiments confronted us with a multidimensional issue. We concentrated on the following dimensions:
1. types of demand environments faced by the system-in-focus, 2. control variables, 3. types of controllers, and 4. goals and results (outcomes).
Other possible dimensions (e.g., technology, organizational embedment) were considered, but regarded as beyond the scope of this study.
Simulation ExperimentsöSetup
For the setup of our simulation experiments, we localized a number of manifestations in each one of the dimensions enumerated ( Table 1 ). The abbreviations used in the following sections are summarized in a quick reference at the very end of the article (Appendix B).
In the ®rst dimension Ð types of demand environments Ð we tested ®ve distinct types of demand environments. In each case, the system starts in steady state, and on the 50th day, is``shocked'' by a change in demand.
1.
Step change: A sudden jump in demand, remaining constant thereafter (default jumpˆ50%). 2. Random: A random, normally distributed time series of arriving orders (default standard deviationˆ20%). 3. Spike: A sudden spike in demand (defaultˆthree times normal demand for one day). 4. Steady growth (or ramp): A linear increase of arriving orders (defaultˆ5 units per period). In the second dimension Ð control variables Ðwe concentrated on adjustments of labor force as a function of°a cycle time (CT) error signal (de®ned as measured cycle time minus target cycle time),°a backlog (BL) error signal (de®ned as measured backlog minus a backlog target), and°a demand (DD) error signal (de®ned as measured demand minus processing capacity).
In the third dimension Ð types of controllers Ð the model contains four options, namely control via°p roportional gain (abbreviate d in the following as``P''),°d ifferential gain (abbreviated in the following as``D''),°i ntegral gain (abbreviated in the following as``I''), and°s econd-order differential gain (abbreviated in the following as`D 2'').
For technical details please consult the documentation of the model, equations in particular, in the appendices. Consequently, a relatively large number of simulation experiments was run, along the multidimensiona l structure outlined. This way, the behavior of the model could be observed from all possible angles de®ned by the framework. We shall only reproduce in limited detail the enormous body of quantitative data obtained and to a large extent in qualitative form.
Results
The results of our basic runs are summarized in Table 2 . The main aspect of this table is a comparison of outcomes achieved without controls as well as maximized optima achieved with controls, either on the CT, the BL, or the DD signals. All simulations were run over a range of 5000 days. This long run length was chosen as one aspect of model validation (Barlas 1996; Forrester and Senge 1980) . Details on the values of further parameters are included in Table 2 .
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Interpretation and Implications
In the case of the step and the steady-growth environments (which we shall call``placid''), control is apparently needed to improve outcomes of both pro®t and CT. The maxima and the optima achieved with control are drastically better than those achieved without control. 3 This We de®ned the maxima respectively as the highest levels of pro®ts and the highest levels of timeliness expressed as the lowest percentages of batches delivered late (for those we shall use the notation``% > CT''). Optima are de®ned as the maxima (on a scale ranging from 0 to 100%) of a combined performance on two dimensions ( pro®t and timeliness) calculated on normalized values of pro®t and % > CT, with weights of 1 and 2, respectively. We emphasize that these weights can be changed according to the speci®c contexts in which the model is used.
impressively visualizes the importance of feedback-driven control, which is one of the core concepts of the systems approach in general, and of cybernetics and system dynamics in particular. What about the unsteady environments, random and seasonal? In both cases, the maxima attained with control are lower than those attained without control. Hence, a merely pro®t-oriented stance would lead to the conclusion that no control at all is as good as or even better than any control. This reductionist view, however, is misleading. As soon as CT is included in the picture, the assessment changes completely. In the cases without control, not only in the unsteady, but also in the placid environments, the percentages of batches delivered late (in Table 2 denoted as % > CT) 4 are high and they can be reduced by control to a large extent. Still, control is more dif®cult in the case of the former than in the case of the latter. To illustrate this, we have included a performance index under the three types of control for each environment examined. This is a weighted average of normalized values on pro®t and percentage of batches late, with weights of one and two, respectively. 5 The relatively higher performance values achieved in the placid environments result from the fact that in these the maxima achieved for pro®t and timeliness tend to coincide while in the case of unsteady environments, they exhibit a strong inclination to diverge. Also, the areas in which both pro®t and CT are acceptable are much larger in the case of the former than with the latter. Interestingly enough, DD control even achieves surprisingly good results in the unsteady environments. However, as we had anticipated, these good results could only be achieved within very narrow bandwidths; that is, the outcomes were extremely sensitive to parameter misspeci®cation. For example,``regulatory overkill,'' i.e., control gains set too high, can lead to a combination of spectacular success on timeliness, paired with dramatic losses on the pro®t side.
Generally, in the DD control mode, losses can far exceed the maximal achievable bene®ts, not only in the unsteady but even in the placid 4 This measure is very important under the assumption that customers are sensitive to high cycle times. Therefore, in a performance measure combining pro®t and CT we have assigned a weight of 1 to the former and a weight of 2 to the latter (see footnote 3 and Table 2 ). We are also using the term``timeliness'' as an approximation for low percentages of batches delivered late. 5 We are aware that this linear calculation is a simpli®cation. In the future it should be re®ned, because in reality, low timeliness is likely to jeopardize revenue and pro®t in a nonlinear fashion.
environments. This underlines the importance of extensive sensitivity analysis as well as parameter optimization in general, but particularly in the cases of random and seasonal environments. These aspects will be explored further in another paper.
A comparison of the three control modes concerning sensitivity and robustness leads to the conclusion that DD control is the most sensitive to parameter misspeci®cation. CT control is the most robust, and BL control ®gures at an intermediate level of robustness. This ranking is straightforward with respect to the sensitivities of pro®t. Regarding the sensitivities of % > CT, the difference between the CT and BL control modes appears to be more subtle and therefore must be subjected to further investigation. In this section, we have not elaborated on the spike environment, but we shall revert to it in the next section, namely under Hypothesis 3.
HYPOTHESES
In this section, we shall explore some of the insights gained via the simulation runs, as summarized earlier, by testing a number of hypotheses related to the control of organizational processes.
In order to avoid a splitting up of the argumentation, this will be done in such a way that the hypotheses are exposed and then tested one by one. The list of hypotheses is not exhaustive, nor is it representative. However, each one of the hypotheses to be dealt with can be considered important. We have applied three criteria for their choice:
1. The hypothesis ®gures prominently in the literature. 2. The hypothesis is an important argument in the oral tradition of management practitioners or scientists. 3. The hypothesis is controversial or gets little attention despite its farreaching implications.
Our list is constituted only by hypotheses which ful®ll at least two of these criteria. We shall test these hypotheses under the different environmental scenarios speci®ed above. Given spatial limitations we cannot test each hypothesis under all of them, but we have to choose those scenarios which appear to be most appropriate for the case under study. Related limitations of conclusions derived from the tests will be pointed out. Results of additional tests are reported in Powell, Schwaninger, and Trimble (2001).
Hypothesis 1. Stationarity of Input: The more unsteady the demand function, the lower the performance of the system. Also, the more placid the demand function, the higher the performance of the system.
This hypothesis is about the cost of adaptation, and it is espoused widely. Knut Bleicher, for example, one of the most in¯uential writers on management in Europe, has analyzed the``adaptation gap'' extensively (Bleicher, 1999) . Table 3 reads as follows: In the case of a scenario of randomized demand, the control gains were set at Pˆ0.000125 (labor force is adjusted with an amount of 0.000125 for each unit of the error signal) and Dˆ0.4 (labor force is adjusted with an amount of 0.4 for each unit of the ®rst derivative of the error signal), for the cases in which the CT error signal was used in the experiments. The experiments where the standard deviation of the randomized demand function was set at 10% resulted in pro®ts of $24,538 (Table 3 , top left) and 0% of batches delivered late (Table 3 , bottom left), while in the case of a standard deviation of 30%, pro®ts shrank to $23,612, and 0.3% of the batches showed late delivery. We tested Hypothesis 1 for the unsteady environments. Our simulations showed that both a growing variability of demand in the random environment as well as a growing amplitude of the demand cycle in the seasonal environment decrease pro®t and timeliness. Increasing randomness lowers pro®t most under BL control due to frequent changes in head count, but the result is a much better control of excess CT. Using CT control keeps pro®t high, but excess CT grows large. Using DD control degrades both pro®t and excess CT (see Table 3 ).
In the case of increased amplitude in the seasonal environment it is necessary to use an integral gain to assure stability. All three, CT-, BL-, and DD-based controls, can be used with different performances at distinct amplitudes (Table 3) .
In summary, for the unsteady environments, Hypothesis 1 is supported. The unanticipate d result here is that the negative effects of randomness can be counterbalanced almost completely via BL control. We also stress how different the three control regimes are in terms of their robustness to randomness. Some pertinent clues have been given above, but we ®nd that further inquiry is necessary in this respect.
Hypothesis 2. Interventions: 1. The lower the threshold at which an intervention takes place, the higher the performance of the system; 2. The higher the threshold at which an intervention takes place, the lower the performanc e of the system. This hypothesis re¯ects the view that in situations of frequent changes (in our case represented by the random environment scenario) results will be better the more¯exibly a system adapts. We have differentiated between two intervention thresholds, an upper and a lower control level (UCL versus LCL). Both were de®ned as minimum deviations of the error signal, at which adaptation would take place.
The tests for the random demand environment show that (see Table  4 ) 6 in the case of UCL, pro®t does not change signi®cantly with a decrease of the intervention threshold. However, we found a signi®cant improvement on timeliness with a decrease of UCL. This corroborates Hypothesis 2. On the other hand, we found that increasing the LCL leads to signi®cant improvements on timeliness, although this implies a certain sacri®ce on the pro®t side. This in some sense represents``self-organizational'' forces and it contradicts Hypothesis 2.
The conclusion is that UCL should be kept low and LCL high to optimize performance via a balance of intrinsic and extrinsic organization.
The somewhat counterintuitive rationale behind this conclusion is that if pro®t is not the sole criterion of success, it is effective to respond more slowly to situations in which the labor force exceeds minimum requirements (and the resulting cycle time is below the target) than it is to respond slowly when the labor force is below requirements. In other words, be quick to increase labor, but slow to reduce it. Of course, this conclusion depends entirely on the relative importance of pro®t and timeliness of delivery.
Hypothesis 3. Adaptation: Small de®cits of adaptation have enduring negative impacts.
This hypothesis is related to the common-sense knowledge that present events impinge on the future. However, it also incorporates more sophisticated insights which have appeared under such labels as``the historicity of dynamical systems,''``organizational ecology,'' and``the importance of initial conditions.'' Minimal differences in these can shape the trajectories of complex systems in completely distinct ways, as has been shown by chaos theory and complexity theory. In our observation we have focused on a speci®c aspect, which, in our opinion, concentrates most of this wisdom in a nutshell: The impact of action and of nonaction on the course of events.
Despite the abundance of pertinent literature, we would only like to emphasize two aspects here: the consequences of a lack of adaptation and the long term aspect of such consequences.
Our case in point is the run without control in the spike environment (see Table 5 ). Common-sense knowledge would strongly suggest that Table 4 . Outcomes with different control limits (UCL and LCL) Ð random demand even if no adaptation takes place, the average cycle time would ®rst go up drastically, as a consequence of the extra pulse in demand, at time 51, but soon thereafter, it would even out at an average close to 15. However, the results obtained show that average CT does not recede even after 5000 time periods: for a spike size of an additional 20 order units (200%) at timeˆ51 it stays at 17.0, and for a spike of 60 (600%) at 20.9 days. Although the percentage of orders delivered under the penalty threshold (20 days) remains at 0% until a spike size of 50 (500%), it jumps to 98.6% at a spike size of 60 (600%), because the penalty threshold is exceeded. This persistent increase in cycle time occurs because the onetime increase in demand never leaves the backlog, so all later arriving demands have to wait for more jobs to ®nish.
This instance shows clearly that the consequences of a lack of adaptation are tangible for much longer periods than intuition would suggest. It also supports the idea that not only wrong action can be fatal, but that the path from dearth of action to disaster can be short. Hypothesis 3 therefore is supported.
We have also tested to what extent control can deal with problems of this type. All three types of controlÐ via the CT-, BL-, and DD-error signals Ð are suitable for dealing with spikes effectively. Figure 1 shows a comparison of the adaptive behaviors of the system in three cases, which correspond to the respective optima attained. The dynamic patterns exhibited visualize that the most elegant control is achieved by means of the DD controller. (Pertinent data are exhibited in Table 6 .) However, we emphasize that this is only the case, if labor is controlled perfectly once the spike arrives (as shown in Figure 1) .
However, if the controller would fail to respond perfectly, a backlog would build up. Then, the DD controller would be unable to recognize that problem and therefore fail to return the system to the desired state. In contrast, the CT and the BL controller would respond: For the same basic setup (spike demand, 500 runs), however with Pˆ0 and Dˆ0.05, the % > CT attained were 11.0% for CT control, 8.0% for BL control, and 85.6% for DD control.
Hypothesis 4. Control Measures: In complex systems, balanced multidimensional control measures are more effective than unidimensional control measures.
Although this statement has become almost proverbial, it is very much neglected in practice. This has been demonstrated extensively by Reither's (1997) and DoÈ rner's (1997) empirical studies.
Most of our experiments have incorporated quantitative adaptations of labor force. However, the model is also capable of representing changes in other parameters. One of those is technology, which can be represented Ð only to a limited extent Ð by the parameter of labor force productivity. There is clear evidence, that bidimensional adjustments increase performance more than unidimensional ones.
In Table 7 , the results of two kinds of control strategies are compared, 7 a) controls based on increasing average productivity (simply raising the value of the respective parameter) alone (left-hand side) and b) controls based on simultaneous adjustments of both head count (represented by changes in the P and D gains) and average productivity (righthand side). Only in the second case do we have closed-loop control, via adjustments of P and D as a function of gaps in CT performance. While the two approaches do only differ slightly in their pro®t outcomes, the differences in % > CT (and therewith also in overall performance) are enormous. For additional evidence see footnote 11. Setting: seasonal demand environment, CT control, baseline value for average productivityˆ1.0.
In this context it must be emphasized that striving for multidimensional control opens actors to a broader view, which may lead to an extension of system boundaries and eventual reframing of the issues perceived. Transcending boundaries and reframing are essential traits of creative re¯ection, which fosters inventiveness and higher order learning.
These results support Hypothesis 4. Furthermore, this example once again illustrates the importance and the effectiveness of closed-loop feedback control, the core concept around which Jay Forrester built the system dynamics methodology (Forrester 1961 (Forrester , 1968 . If average productivity alone is used to``steer'' the system, the result is too large a value of excess CT (71% in Table 7 ), or it is minimum value (0), only achievable at extremely high levels of average productivity, which in reality may turn out illusory, i.e., nonachievable, or if achievable, result in excessive stress, being therewith counterproductive in human or social terms. However, if feedback control is applied (in this case CT control), relatively much better results can be obtained at more realistic levels of productivity.
Hypothesis 5. Time of Reaction: There is an inversely U-shaped relationship between time of reaction and performance of the system.
In other words, up to an optimal point, performance increases as a function of the frequency of (observations and) interventions based on observed de®cits of performance, and then decreases.
We have examined this hypothesis from three aspects: Our simulation experiments help ascertain the following patterns:
Averaging Interval
Variations of the averaging intervals for CT in the step and random demand environments reveal few control problems regardless of the controller used, up to an interval length of 10 to 15 time units (Table 8) . However, with longer intervals it gets successively more dif®cult to control CT. The same observations apply to control based on backlog; nevertheless, it appears that a backlog controller is somewhat more robust to the averaging interval than is the CT controller. In the case of DD-based control the CT gets completely out of hand as the averaging interval increases. The reason is that a DD controller cannot``see'' the buildup of work-in-process (WIP) in the system. Averaging of observations is an almost universal aspect of modern business: most businesses do not have the manpower to measure and react to their performance on a daily or even weekly basis. Most businesses have a monthly or even quarterly reporting cycle. Our results here show that controlling a business process based on such averaging intervals using only arriving orders would be counterproductiv e or even Table 8 . Impact of variations in averaging intervals for CT MODELING A CONTROL SYSTEMdisastrous. Doing so using CT might work fairly well, but the preferred approach would be to use backlog as the most effective measure of performance.
Staffing Interval
Increasing the staf®ng interval Ðthe standard time span between changes in headcount Ð has essentially no impact with CT or BL controllers. The DD controller quickly becomes unstable with staf®ng intervals above 1 (Table 9) for the same reasons cited above. When the staf®ng interval is longer than 1 day, this control scheme cannot react quickly enough to a change in the demand stream. The consequences are a buildup of WIP, which is invisible to the controller, and severe deterioration in CT.
Error Processing Delay
Error processing delays are controllable (i.e., they can be compensated) under CT or BL until they become large. In this case there seems no essential difference in effectiveness between the CT and BL controllers. Under DD, again, losses as well as delays become huge very easily (Table 10) . Altogether, reaction time, operationalized here in terms of averaging intervals, staf®ng intervals, and error processing delays, has an impact with different facets, as our exploration has shown. Reaction time tends to turn control more dif®cult, as it becomes large. The U-shape expected by Hypothesis 5 is not a generally observable pattern, although it can be ascertained in some cases (e.g., in the seasonal demand environment, for pro®t, under CT and BL control, with increasing averaging interval, a Ushape can be ascertained). In summary, almost all our results show that CT decreases as any of the averaging intervals increase, although in many cases that decrease is only weakly noticeable for a while. Pro®t also is either unchanged or declines. By and large, increasing averaging intervals hurts performance monotonically. Hypothesis 5 is to be revised.
Hypothesis 6. Maximization: If a system aims at maximizing one goal variable without making any other changes, it is likely to show unstable behavior … Adam 1985 † :
The hypothesis is intuitively applicable to all kinds of systems (see Kelly 1994 ). An individual that maximizes work at the cost of regeneration will sooner or later be exhausted. An organization that maximizes pro®t while neglecting social and ecological concerns, will lose legitimacy and sooner or later be in trouble. The hypothesis is even corroborated by our small model which merely depicts operational variables.
This can be shown cogently by going back to the overall results of our simulation experiments, presented in an earlier section. Table 11 gives an overview of the indices of overall performance achieved at those points where pro®t and % > CT maxima were obtained. It can be seen that the points of maximum achievement in one dimension Ð pro®t or % > CT Ð in some cases do also perform at a level of 1.00 (in other words, 100% of the overall performance measure, which is a composite of the achievements in both dimensions, pro®t and timeliness (% > CT), as speci®ed in footnote 3), in others not. The maximum overall performance is possible in the step, the spike, and the steady increase environments. However, in the unsteady environments, these maxima are usually not attainable.
Exceptions in this case are the 98% performance of DD control in the random environment and the 100% performance of DD control in the seasonal environment for % > CT. It must be noted that in both cases these high levels of performance were only achievable in a narrow``valley of opportunity,'' and therefore highly vulnerable to parameter misspeci®cation.
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We have tested if the proposition of unstable behavior for systems where one variable is maximized holds. Figure 2 depicts the headcount function of a simulation run for the CT controller in a seasonal environment, with the proportional control gain at 0.000125 and the derivative control gain at 0.00125. The cumulative pro®t achieved in this setting reaches the maximum value attainable with CT control, 22,335.
8 The cycling behavior of the CT time series Ð a form of relative instability Ðby and large shows bad performance in the timeliness dimension. No value inferior to a % > CT of 36.6% is attained. However, better performance can be achieved, if additional controls are introduced (see also footnote 11). a Parameters set as speci®ed in Table 2 . For de®nition of the performance measure, see footnote 2.
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Under DD control, with Pˆ0.016 and Dˆ0.32, the pro®t maximum achieved is only a little higher, 23,763, but at a cost of % > CT rising to 54.9, and the pattern of CT being similar as in Figure 2 . It must be added that CT can be brought under control if labor productivity is raised substantially. For example, % > CT can be reduced to the absolute minimum (0%), with pro®t rising to 24,560, if the productivity index is raised to 1.5, with Pˆ0.01 and Dˆ0.03. This result again corroborates Hypothesis 4.
In summary, Hypothesis 6 probably only applies to unsteady environments, in our case the random and seasonal ones. Systemic conjecture, however, strongly suggests that in more complex situations or systems than the ones modeled in the case at hand (e.g. business systems or ecological systems), Hypothesis 6 probably also holds for the placid environments. This aspect is to be explored further. (von Bertalanffy, 1968:132 ).
Hypothesis 7. Equifinality: In contrast to mechanical systems the same ®nal state or goal may be reached from different initial conditions or via different pathways in organic systems
Bertalanffy's famous principle of equi®nality, one of the landmarks of general systems theory, has not only been formulated at this very general level. It can also be ascertained in many different contexts, e.g., in situations of organization and leadership. One recent manifestation has been Levinthal's statement in the context of simulation studies of organizational``landscapes'':``For complex entities, such as organizations , there are likely to be a number of local optima with nearly equivalent performance'' (Levinthal 1997:948) .
In Table 12 , a small sample from our large database shows the pro®t outcomes of combinations of different control gains in the random demand environment. This test embraces 27 combinations of the three control gains CT, BL, and DD (high, medium, and low, respectively). Fifteen (i.e., 56%) of the pro®t outcomes reach the maximum value of $24,818 or a value which is no more than 0.0685 percent lower than that maximum.
These output numbers corroborate the principle of equi®nality (i.e., many ways to one and the same result). We have also found similar results in the case of other environments, and for optima of measures of performance combining pro®t and % > C. In any one of the scenarios examined, the respective maxima or optima can be reached by a number of combinations of the control parameters. 9 Therefore, Hypothesis 7 is supported by the results of our simulation experiments. In this context, it must not be forgotten, that the saying``All roads lead to Rome'' has a corollary, namely``All paths lead to hell,'' which can be considered a special case of Murphy's law. In other words, Hypothesis 7 not only applies to desirable, but also to undesirable states of a system. Our conclusion is that extensive and circumspect tests of sensitivities and vulnerabilities are crucial features of an effective control system.
DISCUSSION
Throughout the process of a) designing and testing the system dynamics model presented in this paper, b) examining the hypotheses which have orientated our work, and c) writing up this article, a complex web of insights has emerged. We are not coming up with completely new or revolutionary principles. By the way, as ChreÂ tien de Malesherbes (1983) stated:``A new maxim is often a brilliant error.'' What we have done was test some of the generally acknowledged principles for the control of complex systems, in the context of organizational process simulation. On these grounds we have come up with certain insights apt to trigger a better design of control mechanisms. The results we have achieved to date do in part underpin established principles, but in part they also challenge conventional wisdom.
We have examined seven hypotheses, most of which have been supported by our investigations. Several of them have only found partial support (Table 13 ). For example, Hypothesis 6 (``If a system aims at maximizing one goal variable without making any other changes, it is likely to show unstable behavior.'') has been supported by our tests, but it only holds under the``ceteris paribus'' clause, i.e., the condition of``all other things being equal.'' In other words, a) a scrutiny of the complexity of the situation or system at hand, and b) a questioning and eventual reconception of the goals, rules, constraints, and feedback structures driving the system may lead to different 9 We have not further examined whether the numbers represent a series of multiple local optima or a number of data points near a single global optimum.
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M. SCHWANINGER ET AL. (Meadows 1997 ) that provides most insightful and valuable guidelines. Her solidly posited proposition is that quantitative and formal model-based reasoning alone remains rather ineffective. Meadows suggests that it must be embedded in an approach that considers and uses higher order levers such as the rules of the system (incentives, punishment, constraints), self-organization , the goals of the system, and ®nally the mindset or paradigm out of which goals, rules, and structures arise (see also Umpleby 1990) .
Moving on from the discussion of the hypotheses examined, the situation gets more complex when different demand environments are compared. Some control systems are highly effective in certain environments but ineffective in others. Other control systems perform fairly well across many different environments. We have realized a crude ranking of the performance of the three controllers modeled under the ®ve types of environments considered (Table 14) .
The rankings show an overall superiority of DD control over BL control and of BL control over CT control. However, this applies more in terms of the precision than in terms of the robustness of the controllers. differentiated by dimensions of outcome are more ambiguous. In any case, more research will be needed here. Some provisional conclusions can be drawn for each control regime separately across all environments. The CT controller is incapable of achieving the maximal results in the unsteady environments. This is due to the time lag between the occurrence of a demand¯uctuation and the measurement of CT. BL control performs relatively poorly in this sense in the seasonal and the random environments. This leads back to the fact that the BL controller is the slowest to react to¯uctuations at the front end. Finally, DD performs well in all environments, because the pertinent feedback is most appropriate to coordinate market demand and the production system. In this connection, it is necessary to broaden the picture. Our study is one of the basic investigative type. Even though the model at hand may be considered realistic, the control gain and the staf®ng change parameters in a These rankings are based on the optima achieved as documented in Table 6 for spike demand, and in Table 2 for all other demand environments. The results for spike demand were taken from Table 6 due to more substantive conclusions that can be drawn from the experiments with the larger spikes. 10 As we have shown, the DD controller works well only if a control gain is chosen that closely matches the incoming changes in demand. If not, the system goes haywire. Why then does the DD controller work at all? It works because the control measures are averaged, i.e., a step in actual demand is translated into a ramp in estimated demand. This gives a DD controller more than one change in demand to react to. So this is a case where averaging helps to make a not-too-good control scheme work well enough.
the adjustment sector, as set now, are not subject to limitations as to the ®ne-tuning of the controllers. In future investigations the impact of a threshold that establishes a minimum of coarsegrainedness for changes in the labor force might lead to some surprising results. For example, some of the optima produced by the runs to date may turn out not to be realizable.
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It appears that the choice of a control system must depend to some extent on the type of demand environment that management expects to encounter, and on the trade-offs it makes between achieving acceptable performance and achieving superior performance, in different dimensions of outcome.
Finally, we would like to stress two further points which have emerged from our study:
1. The introduction of a proportional, a derivative, and an integral control gain into our model has proven highly useful and appears to be promising for the design of control systems. This feature is innovative, and to our knowledge such a loan from control theory has not been made before, for the control of organizational processes, in the sense elaborated here. 2. Once again, all of our work has shown closed-loop feedback control to be crucial for effective control systems. Also, in several instances (e.g., Hypotheses 2 and 6), the``counterintuitive behavior'' (Forrester 1971) of the system at hand has been brought out due to the use of system dynamics modeling and simulation.
Where do we go from here? We see three challenges that seem to point into new dimensions:
1. At the epistemologica l level of theory building: To date our study has operated at two levels. On a highly abstract level, we have tested very general hypotheses. On a highly concrete level, many simulation results have been generated. The exploration of these complementary issues should go further and lead to propositions of the midrange type. In several instances in this article, e.g., the comparison of different approaches to control in different environments, pertinent conclusions have been drawn in a provisional mode. We also have pointed out 
