This paper provides a survey of the theory of patchy feedbacks, and its applications to asymptotic stabilization and optimal control. It also contains two new results, showing the robustness of sub-optimal patchy feedbacks both in the case of (internal and external) deterministic disturbances, and of random perturbations modelled by stochastic Brownian motion.
Introduction
Consider a nonlinear control system on R n , of the forṁ
Here the upper dot denotes a derivative w.r.t. time. We assume that the control u takes values in R m and that that the map f : R n × R m → R n is smooth. In connection with (1) , two classical problems have been extensively studied in the control literature.
(I) Asymptotic Feedback Stabilization: Construct a feedback control u = U (x) such that all trajectories of the resulting O.D.E.
approach the origin as t → ∞.
(II) Optimal Feedback Control: Given a compact set K ⊂ R m of admissible control values, construct a feedback control u = U (x) ∈ K such that all solutions of (2) reach a given target set S ⊂ R n in minimum time.
In an ideal situation, these goals would be achieved by a C 1 feedback control x → U (x). In this case, for every initial state
the solution of the Cauchy problem (2)-(3) has a unique classical solution, continuously depending on the initial data. However, smooth feedback controls exist only in a limited number of cases.
(I) For the problem of asymptotic stabilization, several examples of control systems are known, where every initial state can be steered toward the origin as t → ∞ by an open-loop control t → u(t). However, due to the presence of certain topological obstructions, no smooth (or even continuous) feedback control function x → U (x) can accomplish the same task, 10, 14, 27, 28 not even locally in a small neighborhood of the origin. In all these examples asymptotic stabilization can be achieved only by a discontinuous feedback.
(II) For nonlinear optimization problems, even in few space dimensions, it is known the optimal feedback can be discontinuous, with very complicated structure, while optimal controls can have infinitely many switchings. Moreover, a discontinuous optimal feedback may not be robust w.r.t. perturbations. In other words, one may find arbitrarily small functions e 1 , e 2 such that the solution to the perturbed equatioṅ x = f x, U (x + e 1 (t)) + e 2 (t) ( 4 ) achieves a much worse performance than the optimal one.
The use of discontinuous feedback controls x → U (x) leads to the theoretical problem of how to interpret solutions for the O.D.E. (2) , whose right hand side is discontinuous w.r.t. the state variable x. Different approaches can be followed:
• Consider only solutions in a strong sense. We recall that a Carathéodory solution of (2)- (3) is an absolutely continuous map t → x(t) which satisfies (2) at a.e. time t. Equivalently,
In general, we expect that these strong solutions will have the required asymptotic convergence properties. However, if one does not impose any regularity assumption of the feedback U (x), there is no guarantee that any Carathéodory solution will exist.
• Define weaker concepts of solutions. For example, one can consider trajectories of the differential inclusion (see [6, 17, 18 ])
x ∈ G(x) . = ε>0 co g(y) ; |y − x| < ε .
It is not difficult to show that solutions in this relaxed sense always exist. However, too many solutions are now allowed. Not all of them may have the desired properties.
Of course, there is a wide variety of techniques 13, 19, 20 for constructing "generalized solutions" to the Cauchy problem (2)- (3) . One of the paths followed in recent literature is to consider approximate solutions (or limits of approximate solutions) obtained by robust approximation methods, such as the "sample and hold" technique introduced in [12] , originated from the theory of positional differential games.
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In the present paper we discuss an alternative approach, introduced by the authors in [1] . It involves a particular class of feedback controls U (·), called patchy feedbacks. These are piecewise constant controls, whose discontinuities are sufficiently tame in order to guarantee the existence of Carathéodory solutions forward in time. At the same time, this class is sufficiently broad to solve a wide class of stabilization and optimization problems.
Section 2 contains the basic definitions of patchy vector fields and patchy feedbacks, together with a brief discussion of their basic properties. In Section 3 we show how to solve the asymptotic stabilization problem by means of a patchy feedback. Section 4 describes the construction of a patchy feedback which provides a close-to-optimal solution to a minimum time problem. In Section 5 we discuss the robustness of patchy feedbacks, showing that they still perform well also in the presence of small external perturbations, or small measurement errors in the state of the system. Finally, in Section 6 we analyze the performance of a patchy feedback in the presence of random perturbations, modelled by stochastic white noise. For the problem of reaching the origin in minimum time, we provide an estimate of the probability of entering the ε-ball B ε around the origin within a given time T .
Patchy vector fields and patchy feedbacks
For a general discontinuous vector field g, the Cauchy problem for the O.D.E.ẋ = g(x)
may not have any Carathéodory solution. Or, on the contrary, it may have infinitely many solutions, with wild behavior. We shall now describe a particular class of discontinuous vector fields g, whose corresponding trajectories are well defined and have nice properties. This is of particular interest, because a wide variety of stabilization and optimal control problems can be solved by discontinuous feedback controls (2), within this class. Throughout the paper, the closure and the boundary of a set Ω are denoted by Ω and ∂Ω, respectively.
Definition 2.1. By a patch we mean a pair Ω, g where Ω ⊂ R n is an open domain with smooth boundary and g is a smooth vector field defined on a neighborhood of Ω, which points strictly inward at each boundary point x ∈ ∂Ω.
Calling n(x) the outer normal at the boundary point x, we thus require
Clearly, in the case where Ω = R n , no condition is required on the smooth vector field g. Definition 2.2. We say that g : Ω → R n is a patchy vector field on the open domain Ω if there exists a family of patches (Ω α , g α ); α ∈ A such that (see Fig. 1 ) -A is a totally ordered set of indices, -the open sets Ω α form a locally finite covering of Ω, -the vector field g can be written in the form
By defining
the identity (9) can be written in the equivalent form
We shall occasionally adopt the longer notation Ω, g, (Ω α , g α ) α∈A to indicate a patchy vector field, specifying both the domain and the single patches.
Remark 2.1. In general, the patches (Ω α , g α ) are not uniquely determined by the patchy vector field g. Indeed, whenever α < β, by (9) the values of g α on the set Ω α ∩ Ω β are irrelevant. In the construction of patchy vector fields, the following observation is often useful. Assume that the open sets Ω α form a locally finite covering of Ω and that, for each α ∈ A, the vector field g α satisfies (8) at every point x ∈ ∂Ω α \ β>α Ω β . Then g is still a patchy vector field. To see this, it suffices to construct vector fields g α which satisfy the inward pointing property (8) at every point x ∈ ∂Ω α and such
Remark 2.2. In some situations it is useful to adopt a more general definition of patchy vector field than the one formulated above. Indeed, one can take in consideration patches (Ω α , g α ) where the domain Ω α has a piecewise smooth boundary (cfr. [3] ). In this case, the inward-pointing condition (8) can be expressed requiring that
T Ω (x) denotes the interior of the (Bouligand) tangent cone to Ω at the point x, defined by (cfr. [13] )
Clearly, at any regular point x ∈ ∂Ω, the interior of the tangent cone T Ω (x) is precisely the set of all vectors v ∈ R n that satisfy v, n(x) < 0 and hence (12) coincides with the inward-pointing condition (8) . One can easily see that all the results concerning patchy vector fields established in [1, 5] remain true within this more general formulation.
The main properties of solutions to the O.D.E. (7) when g is a patchy vector field are collected below.
Theorem 2.1 (Trajectories of a patchy vector field). In connection with a patchy vector field Ω, g, (Ω α , g α ) α∈A , the following holds.
(i) If t → x(t) is a Carathéodory solution of (7) on an open interval J, then t →ẋ(t) is piecewise smooth and has a finite set of jumps on any compact subinterval J ⊂ J. The function t → α * x(t) defined at (10) is piecewise constant, left continuous and non-decreasing. Moreover there holdsẋ
(ii) For eachx ∈ Ω, the Cauchy problem for (7) with initial condition x(0) =x has at least one local forward Carathéodory solution and at most one backward Carathéodory solution. (iii) The set of Carathéodory solutions of (7) is closed. More precisely, assume that x ν : [a ν , b ν ] → Ω is a sequence of solutions and, as ν → ∞, there holds
Thenx(·) is itself a Carathéodory solution of (2.1).
Sketch of the proof. We outline here the main arguments in the proof. For details see [1] .
1.
To prove (i), observe that on any compact interval [a, b] a solution x(·) can intersect only finitely many domains Ω α , say those with indices α 1 < α 2 < · · · < α m . It is now convenient to argue by backward induction.
Since Ω αm is positively invariant for the flow of g αm , the set of times t ∈ 
for some times t j with a = t 1 ≤ t 2 ≤ · · · ≤ t m+1 = b. All statements in (i) now follow from this fact. In particular, (14) holds because each set Ω α is open and positively invariant for the flow of the corresponding vector field g α .
2.
To prove the local existence of a forward Carathéodory solution, consider the indexᾱ
Because of the transversality condition (8) , the solution of the Cauchy problemẋ
remains inside Ωᾱ for all t ≥ 0. Hence it provides also a solution of (7) on some positive interval [0, δ].
3.
To show the backward uniqueness property, let x 1 (·), x 2 (·) be any two Carathéodory solutions to (2.1) with
By (i), the maps t → α * i (t) are piecewise constant and left continuous. Hence there exists δ > 0 such that
The uniqueness of backward solutions is now clear, because on ] − δ, 0] both x 1 and x 2 are solutions of the same Cauchy problem with smooth coefficientsẋ
n be a sequence of solutions satisfying (2.6). To prove that the limitx(·) is also a Carathéodory solution, we observe that on any compact subinterval J ⊂ ]a, b[ the functions u ν are uniformly continuous and intersect a finite number of domains Ω α , say with indices
is non-decreasing and left continuous, hence it can be written in the form
By taking a subsequence we can assume that, as ν → ∞, t 
On the other hand, since g αj is inward pointing on the boundary ∂Ω αj , a limit of trajectoriesẋ ν = g αj (x ν ) taking values within Ω αj must remain in the interior of Ω αj . Hence α * x(t) = α j for all t ∈ I j , completing the proof of (iii). 
Moreover, consider the family of inward-pointing vector fields
Then the vector field g on R 2 defined as
Trajectories of a patchy vector field.
is the patchy vector field associated with (Ω α , g α ) α=1,2,3 (see Fig. 2 ). Notice that in this case the O.D.E. (7) has exactly three forward Carathéodory solutions starting from the origin a ttime t = 0, namely
The only backward Carathéodory solution is
Moreover, for every initial point of the form y = (ξ, √ ξ) with ξ > 0, there exist two forward Carathéodory solutions, but no solution backward in time.
On the other hand, starting from the origin, the relaxed differential inclusion (6) has infinitely many forward and backward solutions. Indeed, since
provides a solution to (6) .
Because of the nice properties described in Theorem 2.1, in connection with several control problems one may seek a feedback u = U (x) such that that the resulting map g(x) = f (x, U (x) is a patchy vector field. This leads to the following: Definition 2.3. Let Ω, g, (Ω α , g α ) α∈A be a patchy vector field. Assume that there exists control values k α ∈ K such that, for each α ∈ A
Then the piecewise constant map
is called a patchy feedback control on Ω.
Defining α * (x) as in (10), the feedback control can be written in the equivalent form
Stabilizing feedback controls
In this section we describe the use of patchy feedbacks to solve a problem of asymptotic stabilization. Throughout the following we assume that the control set K ⊂ R m is compact. We first recall a basic definition.
1,12,25
Definition 3.1. The control systeṁ
is said to be globally asymptotically controllable to the origin if the following holds.
1 -Attractivity. For each y ∈ R n there exists an open-loop control t → u y (t) such that the corresponding solution oḟ
either tends to the origin as t → ∞ or reaches the origin in finite time. 2 -Lyapunov stability. For each ε > 0 there exists δ > 0 such that the following holds. For every y ∈ R n with |y| < δ there is an admissible control u y as in 1, steering the system from y to the origin, such that the corresponding trajectory of (21) satisfies |x(t)| < ε for all t ≥ 0. A major result established in [12] is that if a control system is globally asymptotically controllable then there exists a feedback u = U (x) for which all trajectories converge asymptotically to the origin. Since this stabilizing feedback may well be discontinuous, rather than strong solutions in [12] the authors consider approximate solutions obtained by a "sample and hold" technique.
As proved in [1] , the asymptotic stabilization can also be achieved by a patchy feedback. In this case, one can work with solutions defined in the classical Carathéodory sense.
Theorem 3.1 (Stabilization by a patchy feedback). Assume that the control system (20) is globally asymptotically controllable to the origin. Then there exists a patchy feedback control U : R n \ {0} → K such that every Carathéodory solution of (2) either tends asymptotically to the origin, or reaches the origin in finite time.
Sketch of the proof. The main part of the proof of Theorem 3.1 consists in establishing the semi-global practical stabilization of system (20), i.e. in showing that, given two closed balls B ⊂ B centered at the origin, there exists a patchy feedback that steers every pointx ∈ B inside B within finite time. The basic idea of the construction is rather simple (see Fig. 4 -5) . Consider an open-loop control t → u y (t) steering a point y ∈ B to the interior of B . By continuity, we can construct a "flow tube" Γ y around the trajectory x(·, u y ), steering all points of a neighborhood of y into B . Finally, we can patch together a finite number of these tubes Γ yi covering the entire ball B. The basic steps of this construction are sketched below.
Further details can be found in [1] . 1. By assumption, for each point y ∈ B, there exists an open-loop control t → u y (t) that steers the system from y to a point y in the interior of B in finite time τ y (Fig. 4-a) . By a density and continuity argument, we can replace u y with a piecewise constant open-loop control u y (Fig. 4-b) , say
for some finite partition 0 = t 0 < t 1 < · · · < t m = τ y . Notice that it is not restrictive to assume that the corresponding trajectory t → x y (t) . = x(t, u y ) has no self-intersections.
2.
We can now define a piecewise constant feedback control u = U (x), taking the constant values k α1 , . . . , k αm on a narrow tube Γ around the
so that all trajectories starting inside Γ eventually reach the interior of B (Fig. 4-c) .
3. By slightly bending the outer surface of each section of the tube Γ, we can arrange so that the vector fields g α (x) . = f (x, k α ) point strictly inward along the portion of boundary ∂Γ α \ Γ α+1 . Recalling Remark 2.1, we thus obtain a patchy vector field (Fig. 4-d) defined on a small neighborhood of the trajectory (23) , which steers all points of a neighborhood of y into the interior of B . 
4.
The above construction can be repeated for every initial point y in the compact set B. We now select finitely many points y 1 , . . . , y N ∈ B and patchy vector fields, Ω i , g i , (Ω i,α , g i,α ) α∈A i defined on the corresponding tube-like sets Γ yi , with the following properties. The union of all domains Γ yi covers B, and every trajectory of every vector field g i on Γ yi eventually reaches the interior of B .
5. Finally, we define the patchy feedback obtained by the superposition of the g i,α , arranged in lexicographic order:
This achieves a patchy feedback control (Fig. 5) , defined on a neighborhood of B \ B , which steers each point of B into the interior of B in finite time.
6. For every integer ν, call B ν the closed ball centered at the origin with radius 2 −ν . By the previous steps, for every ν there exists a patchy feedback control U ν steering each point in B ν inside B ν+1 , say
The property of Lyapunov stability guarantees that the family of all open sets Ω ν,α ; ν ∈ Z Z, α = 1, . . . , N ν forms a locally finite covering of R n \ {0}. We now define the patchy feedback control
where the set of indices (ν, α) is again ordered lexicographically. By construction, the patchy feedback (26) steers each point x ∈ B ν into the interior of the smaller ball B ν+1 within finite time. Hence, every trajectory either tends to the origin as t → ∞ or reaches the origin in finite time.
Nearly optimal patchy feedbacks
Consider again the nonlinear control systeṁ
where f is a smooth map with sublinear growth
and the set of admissible control values K ⊂ R m is bounded. For sake of definiteness, in this section we discuss a specific optimization problem, namely, how to steer the system to the origin in minimum time, where it is not restrictive to assume that K is compact and that the sets of velocities {f (x, u) ; u ∈ K} is convex. Indeed, allowing the set of controls to range in the closure of K does not affect the minimum time function. Moreover, if the sets of velocites are not convex, we can replace the original system (27) by a chattering one (see [7] ), so that the resulting time optimization problem yields exactly the same value function.
In general, a feedback control u = U (x) that accomplishes this task can have a very complicated structure. Already for systems in two space dimensions, an accurate description of all generic singularities of a time optimal synthesis involves the classification of eighteen topological equivalence classes of singular points. 8, 23 In higher dimensions, an even larger number of different singularities arises, and the optimal synthesis can exhibit pathological behavior such as the the famous "Fuller phenomenon", where every optimal control has an infinite number of switchings. In alternative, one may construct a more regular feedback, which still achieves a close-to-optimal performance. As shown in [5, 9] , this task can also be accomplished by patchy feedbacks.
For each initial state y ∈ R n , call T (y) the minimum time needed to steer the system from y to the origin. As usual, B ε denotes the closed ball centered at the origin with radius ε, while Theorem 4.1 (Nearly time optimal patchy feedback). Under the above assumptions, let ε > 0, τ > 0 be given. Then there exists a suboptimal patchy feedback U (x) = k α * (x) , as in (19) , defined on the sub-level set
such that the following holds. For every y ∈ R τ , |y| > ε, any solution oḟ
reaches a point in the ball B ε within time T (y) + ε.
Remark 4.1. For each y ∈ R τ , one can consider a time-optimal trajectory steering y to the origin. As in the proof of Theorem 3.1, we could then cover the compact set R τ \ B ε with finitely many tubes Γ 1 , . . . , Γ N and, for each α = 1, . . . , N, construct a patchy feedback U α : Γ α → K steering every point y ∈ Γ α into the ball B ε within time T (y) + ε. Unfortunately, when we patch together all these feedbacks U α (say, using a lexicographic order), there is no guarantee that the resulting feedback
is nearly-optimal (Fig. 6 ). Indeed, call T α (y) the time taken by the control U α to steer the point y ∈ Ω α inside B ε . Let t → x(t) be a trajectory of the composite feedback
that reaches the ball B ε within time τ . Assume α * (t) = α for t ∈ ]t α−1 , t α ] . The near-optimality of each feedback U α implies T (x) ≤ T α (x) ≤ T (x) + ε for every x ∈ Γ α . Moreover
Unfortunately, from the above inequalities one can only deduce
and hence τ ≤ T (y) + N ε . This is a useless information, because we have no control on the number N of tubes. Indeed, we expect N → ∞ as ε → 0. Sketch of the proof. As a starting point, instead of open-loop optimal controls, it is convenient to use here the value function x → T (y). We describe here the main steps in the proof of Theorem 4.1. For all details we refer to [5] .
1.
We begin by relaxing the optimization problem. For ε > 0, define the function
and consider the following ε-approximate minimization problem
subject to
For every initial point y ∈ R n , we denote this infimum by V (y), and refer to y → V (y) ∈ [0, ∞] as the value function for (32). Observe that
Thus, for a fixed time τ > 0, the set of points that can be steered to the origin within time τ is contained in the sub-level set
Hence, to establish Theorem 4.1 it will be sufficient to construct a suboptimal patchy feedback on the set
The assumptions on the dynamics (27) imply that the sub-level set Λ τ (and hence Λ τ,ε ) is compact. Moreover, by the regularity of the functions f and ϕ ε , it follows that the restriction of the value function V to Λ τ is Lipschitz continuous and locally semi-concave (see [5, Lemma 1] ).
2.
It is convenient to further approximate the value function V (·) with a semi-concave, piecewise quadratic function of the form
with the following properties:
(i) For every x ∈ Λ τ,ε , there holds
for some positive constant ε 0 < ε.
(ii) For every x ∈ Λ τ,ε where T is differentiable, one has
By the special form of the function T , it follows that
• The set of points where T is not differentiable is contained in a finite union of hyperplanes, namely
• Each level set Σ h . = {x ; T (x) = h} is contained in the union of finitely many spherical surfaces, say S i1 , . . . S i h .
Moreover, observe that by (37) one has
The construction of the patchy feedback is now performed by induction, progressively working on larger sub-level sets of T (·). Namely, assume to have already constructed a patchy feedback U = U (x) on the sub-level set
so that
We wish to define a patchy feedback with the same property around the level set Σ h .
3.
If the surface {x ; T (x) = h} is smooth, i.e. if
for some j, the level set Σ h is exactly a sphere S j . Then, because of (38), for each point y ∈ S j we can find a lens-shaped patch Ω y containing y in its interior, and a constant control ω y ∈ K such that
By continuity, possibly choosing a smaller domain Ω y , we deduce that (see Fig. 7 , left)
Moreover, we construct the outer surface of the patch Ω y so that the vector field x → f (x, ω y ) points strictly inward on the upper boundary ∂Ω y \ S j . Fig. 7 . Construction of the sub-optimal patchy feedback around a sphere.
By compactness of the sphere S j , we can cover it with finitely many patches Ω y1 , . . . , Ω yN constructed as above. On the union of these patches we define the feedback
while we assign an higher index order to the patchy already constructed on the set Λ h . Recalling Remark 2.1, this provides a patchy feedback defined on a larger sub-level set Λ h+δ , δ > 0, enjoying the property (41).
4.
If the boundary Σ h is not smooth, the above construction requires more care. Indeed, consider a point y where T is not differentiable. For sake of illustration, assume that y lies on the intersection of exactly two spheres, say
Consider the half-spaces
and the dividing hyperplane
For i = 1, 2 we can again choose a lens-shaped patch Ω i and a constant control ω i ∈ K such that, as in (43), there holds
Notice that by construction one has (b i + 2M x) = ∇ T (x) in Ω i ∩ Γ i . In order to combine these two patches and construct a feedback in a whole neighborhood of the point y, we need to consider two different cases.
y y Case 1: The vector f (y, ω 1 ) points toward Γ 1 , while f (y, ω 2 ) points toward Γ 2 . More precisely,
In this case, we can choose the hyperplane H as boundary between the two patches. Setting
because of (44), and by Remark 2.1, we thus obtain a patchy feedback, defined on a small neighborhood of the point y (see Fig. 8, left) , that satisfies the estimate (41).
Case 2: One of the two vectors points toward the opposite half-space. To fix the ideas, assume
By possibly choosing a smaller lens-shaped neighborhood Ω 1 so that,
and relying on (44), one achieves
In other words, the same control ω 1 used on Ω 1 ∩ Γ 1 now works well also in the other region Γ 2 . In this case, we can cover a neighborhood of the point y with the single patch Ω 1 (see Fig. 8 , right) in which the estimate (41) is verified. Fig. 9 . Construction of the sub-optimal patchy feedback around a surface with corners.
The remainder of the construction is performed as before. We can cover a neighborhhood of each point y ∈ Σ h by one or more patches. By compactness, the entire level set S h can be covered with finitely many patches (Fig. 9 ). This yields a patchy feedback defined on a larger sub-level set Λ h+δ satisfying the decrease property (41).
5.
A key step in the analysis is to show that, at each inductive step, we can construct a patchy feedback, enjoying the property (41), on a sub-level set Λ h+δ with some δ > 0 uniformly positive. This ensures that the inductive procedure terminates after a finite number of steps. One can accomplish this task by providing an accurate estimate of the size of lens-shaped domains constructed around a finite collection of spheres (associated to a family of inward-pointing vector fields) and cutted along the hyperplanes passing through their intersections (cfr. [5, ).
If now t → x(t) is any trajectory of the closed-loop system determined by our feedback control passing through points of Λ τ0 , thanks to (41) we deduce that
as long as |x(t)| > ε. Therefore, if x(·) starts at a point y and reaches the ball B ε , say at a point x ε , in a time t ε , one has
Hence, (47) together with (37), (39), implies that every initial point y ∈ Λ τ0,ε is steered into the ball B ε within time
Since one can choose ε 0 < ε so that the right hand-side of (48) is less than V (y) + ε for all y ∈ Λ τ0 , and because of (34), this proves the theorem.
Robustness
For practical applications, one has to take into account the presence of several perturbations, which may degrade the performance of the feedback control. For example:
(i) The model equation, described by the function f in (1), may not be precisely known. (ii) The evolution of the system may be affected by (possibly random) external perturbations. (iii) While implementing the feedback, the state of the system may not be accurately measured.
As a result, instead of the planned dynamicṡ
the system will actually evolve according tȯ
for some small perturbations ε 1 , ε 2 . Here the "inner perturbation" ε 1 accounts for measurement errors, while the "outer perturbation" ε 2 models external disturbances.
In the above framework, it is important to design a feedback control which still accomplishes the desired task in the presence of (sufficiently small) perturbations. Since we are dealing with a discontinuous O.D.E., one cannot expect the full robustness of the feedback U (x) with respect to errors in the measurement of the state vectors because of possible chattering behaviour that may arise at discontinuity points. 15, 20, 24 For trajectories constructed by the "sample and hold" technique in [12] , a "relative robustness" with respect to measurement errors was shown in [11, 26] , meaning that the magnitude of the error must not exceed the maximum step size of the underlying discretization of the sampling solution taken in consideration (in this case, one is not concerned with the robustness property of the limit solution as the step size vanishes, but only of the approximate sampling solution with a fixed step size).
Instead, for patchy feedbacks, we have established in [2] a robustness property of the Carathéodory trajectories with respect to measurement errors which have sufficiently small total variation (to avoid possible chattering phenomena around discontinuities), while the external disturbances were assumed to be small in L 1 norm. We describe here the main results in this direction. [2] [3] [4] Together with the O.D.E. determined by a patchy feedbackẋ
we thus consider the perturbed equatioṅ y = g y + e 1 (t) + e 2 (t) .
We recall that the total variation norm of a BV function φ : [0, T ] → R n is defined as
The Cauchy problem for (52), with initial point y in the interior of the domain of g, admits a forward Carathéodory solution y(t) = y + t 0 g y(s) + e 1 (s) + e 2 (s) ds, t ≥ 0, whenever e 1 BV , e 2 L 1 are sufficiently small.
2
Notice that, since the Cauchy problem for (51) does not have forward uniqueness and continuous dependence, one clearly cannot expect that a single solution of (51) be stable under small perturbations. What we extablished in [2] is a different stability property, involving not a single trajectory but the whole solution set: if the perturbations e 1 , e 2 are small in the BV and L 1 norm, respectively, then every solution of (52) is close to some solution of (51). This is essentially an upper semicontinuity property of the solution set. Namely, the main robustness result for the flow of a patchy vector field can be stated as follows.
2-4
Theorem 5.1 (Flow stability of a patchy vector field) . In connection with a patchy vector field g : Ω → R n , given any compact subset C 0 ⊂ Ω, and any T, ε > 0, there exists δ > 0 such that the following holds. If y : [0, T ] → Ω is a solution of the perturbed system (52), with y(0) ∈ C 0 , and
then there exists a solution x : [0, T ] → Ω of the unperturbed equation (51) with
Proof. An outline of the main arguments of the proof can be found in [4] . For details we refer to [2] . The meaning of the theorem is illustrated in Fig. 10 .
Remark 5.1. As shown in Fig. 10 , the solution z(·) to the initial value problemż
may be unique, but very different from a solution y(·) of the perturbed system (52) with the same initial data. In order to find a trajectory x(·) of the original system (51) which remains always close to y(·), one may need to start from a different initial point. Relying on Theorem 5.1, one can show that a stabilizing patchy feedback as the one provided by Theorem 3.1 still performs well in the presence of small (internal and esternal) disturbances. Namely, we obtain the following robustness property formulated within the context of a semi-global practical stabilization problem. 
Theorem 5.2 (Robustness of a stabilizing patchy feedback).
Let u = U (x) be a patchy feedback for the control system (1), defined on an open set Ω ⊆ R n containing the anular region {x ∈ R n ; r ≤ |x| ≤ r }, and assume that every solution of (49) starting inside a compact set C 0 ⊂ Ω reaches the closed ball B r within time T . Then, given ε > 0, there exists δ > 0 such that, if the perturbations
then any solution x ε (·) of (50) with initial data x ε (0) ∈ C 0 enters the ball B r+ε within time T .
Proof. To analyze the performance of a patchy feedback U (x) in the presence of (internal and external) disturbances, for every given solution t → x ε (t), t ∈ [0, T ], of the perturbed system (50), writing
where
we find that x ε (·) results to be a solution of the perturbed patchy vector field (52), with e 1 , e 2 as in (58). Observe that, by the regularity of f and since all trajectories of (50) starting from C 0 and defined on [0, T ] are uniformly bounded, one can choose δ sufficiently small so that, if ε 1 , ε 2 satisfy (56) then e 1 , e 2 satisfy the bounds (53) stated in Theorem 5.1. Hence, the conclusion of Theorem 5.1 guarantees the existence of a solution t → x(t), t ∈ [0, T ], of the unperturbed system (49) such that
Since, by assumption, x(τ ) ∈ B r for some τ ∈ [0, T ], we conclude that x ε (τ ) ∈ B r+ε , as claimed.
With the same arguments used in the proof of Theorem 5.2, one can apply Theorem 5.1 to derive the robustness of a sub-optimal patchy feedback. In fact, consider the patchy feedback U (x) constructed in [9] for the control system (27) , whose trajectories are all nearly optimal solutions for the general optimization problem
The following result shows that all the trajectories of the perturbed system (50) remain nearly optimal with the same order of accuracy as the ones of the unperturbed system (49), provided that the disturbances are sufficiently small. As in Section 4 we assume here that f is smooth and satisfy the sublinear growth condition (28) , and that the set of admissible control values K is compact, while the cost functional ψ, L are smooth, and the running cost is strictly positive L(x, u) ≥ > 0. For every initial point y ∈ R n , we let V (y) denote the value function for the optimization problem (60), where the minimization is taken over all T ≥ 0 and over all solutions x(·) of (27) starting from y and corresponding to a measurable control u taking values in K. A solution t → x(t) defined on a maximal interval [0, τ[ , is extended by continuity setting x(τ ) . = lim t→τ − x(t) (∈ ∂ Ω).
Theorem 5.3 (Robustness of a sub-optimal patchy feedback).
Under the above assumptions, let ε > 0 and a compact set C 0 be given. Then, there exist a patchy feedback U (x) defined on the domain
and a constant δ > 0 such that, if the perturbations ε 1 , ε 2 : [0, ∞[ → R n satisfy (56), then any solution x ε (·) of (50), with initial data x ε (0) ∈ C 0 , enters the terminal set S . = R n \ Ω within a finite time τ ε , for which there holds
Proof. We start by observing as in [9] that we can replace f (x, u) with
, so that the optimization problem (60) takes the equivalent form
with dynamicsẋ
where h satisfies a sublinear growth condition as f because of the uniform lower bound on L. Hence, without loss of generality we shall assume throughout the following that the running cost is L(x, u) ≡ 1.
1. Let still V denote the value function for the minimization problem (63), with dynamics (27) . Observe that V is locally Lipschitz continuous (cfr. [9] ), and by possibly enlarging the set C 0 assume that
for some κ, r > 0. Moreover, we can assume that
for some positive constant ε 0 < ε. By the same arguments in the proof of Theorem 4.1 (cfr. [9] ) one then constructs a Lipschitz continuous, piecewise smooth approximation V of V , and a patchy feedback U (x) on the domain
(i) For every x ∈ Ω there holds
(ii) For every x ∈ Ω one has
where ∂ V (x) denotes the generalized gradient of V at x (see [13] ).
Notice that, differentiating V along any solution t → x(t), t ≥ 0, of (49) as
because of (ii) we find
Hence, relying on (65), (68), (71), we deduce that every trajectory x(·) of the unperturbed system (49) starting from a point x(0) ∈ C 0 ∩ Ω reaches in finite time the set
since otherwise it would cross the boundary of B r at some time τ > 0 and we would have
which is in contrast with (66). From (71) and (65), (68) it follows that the minimum time needed by any trajectory of (49), starting from C 0 , to reach the set S is certainly less than T . = κ+ε0 1−ε0 . 2. Consider now a solution t → x ε (t), t ≥ 0, of the perturbed system (50), with x ε (0) ∈ C 0 , which by (57) can also be seen as a solution of the perturbed patchy vector field (52), with e 1 , e 2 defined in (58). Choose the bound δ in (56) on the perturbations ε 1 , ε 2 sufficiently small so that the quantities e 1 , e 2 are, in turn, small enough to guarantee, by Theorem 5.1, that x ε (·) lies in an ε 0 -neighborhood of a trajectory of the unperturbed patchy vector field g in (51). Let [0, τ ε [ be the maximal interval of definition of x ε , so that one has x ε (τ ε ) ∈ B(∂ S, ε 0 ), which implies
letting Lip( V ) denote a Lipschitz constant for V over the ball B r . Then, recaling Remark 5.2, we deduce that there is a solution x : [0, τ[ → Ω of the unperturbed system (49), such that
In particular, (74) yields
. To fix the ideas, assume that τ ε ≤ τ . Then, for any given time t ∈ [0, τ ε ] , relying on (68), (71), (73)- (75), we find
which establishes (62) (when L ≡ 1), provided that ε 0 be sufficiently small so that the second term on the right-hand side of the last inequality in (76) is < ε. This completes the proof of the theorem observing that, by (65), (68), comparing the definitions (61), (67), (72), we derive C 0 \ Ω ⊂ S ⊂ S, Ω ⊂ Ω.
Stochastic perturbations
Aim of this section is to analyze the performance of a patchy feedback in the presence of random perturbations. The basic setting is as follows. We consider the problem discussed in Section 4 of reaching the origin in minimum time, for the control system (27) . We assume that the map f : R n × K → R n is smooth and satisfies the growth conditions (28), while K ⊂ R m is compact. We denote by T (y) the minimum time needed to steer the system from y to the origin, and consider the sub-level set
which can be assumed to be compact as observed in Section 4. We know by Theorem 4.1 that we can construct a near time-optimal feedback u = U (x) on the set R T * , so that every initial point y ∈ R T * , |y| > ε, is steered by the resulting O.D.E. (30) into the closed ball B ε within time T (y) + ε. We wish to investigate now the effect of a stochastic disturbance on the trajectories of the closed-loop system (30). Namely, we shall consider a stochastic differential equation, obtained by adding a random perturbation to the equation (27) , say
where B = (B 1 , . . . , B n ) is an n-dimensional Brownian motion, while A = A(x) is an n × n matrix valued function, locally Lipschitz continuous, and satisfying the sublinear growth restriction |A(x)| ≤ c(1 + |X|). Here and in the following A . = (Tr. {AA }) 1/2 denotes the Euclidean norm of a matrix A, where A is the transpose of A and Tr.{A} is its trace.
Under the above assumptions, for a given initial condition
and for any measurable control input u(t) with values in K, the Cauchy problem (78)-(79) admits a unique (stochastic process) solution t → X(t) defined for all t ≥ 0 on a certain complete probability space (Θ, F , P), with the filtration {F t } generated by the Brownian motion B (see [22] ).
In connection with the patchy feedback u = U (x), for every given time τ > T (y) + ε, we wish to estimate the probability that a solution t → X(t) of the corresponding closed-loop system
starting from y, reaches the ball B ε within time τ . The next result shows, in the same spirit of [16] , that we can provide an estimate of the distance from 1 of such a probability in terms of the supremum sup Theorem 6.1. (Stochastic stability of a nearly time optimal patchy feedback). Under the above assumptions, let T * > 0 be given, and fix T > T * . Then, there exist a patchy feedback U (x) defined on the sublevelset R T * , and constants c 1 , c 2 , η > 0, so that, if A T < η the following holds.
(i) For every y ∈ R T * , |y| > ε > 0, any solution X y (·) of (79)- (80) satisfies
for some time t y ≤ T (y) + c 2 A
(ii) There exists a continuous, strictly increasing function
Proof.
1. Fix some constant T > T * . By the proof of Theorem 4.1 we can construct a semiconcave, piecewise quadratic Lyapunov function T as in (36), and a patchy feedback U (x) on the compact sub-level set
with the following property. For every point x ∈ Λ T , with |x| > ε, and where T is differentiable, there holds
for some positive constant ε 0 min{ε, T − T * }. Observe that by (84) one has R T * ⊂ Λ T0 , for T 0 . = T * + ε 0 , and Λ T ⊂ R T . Hence, to establish the theorem it will be sufficient to prove that statetments (i)-(ii) hold when y varies in Λ T0 , and A T is redefined as
2. Next, for a given initial point y ∈ Λ T0 , |y| > ε, consider a solution t → X(t) of the stochastic differential equation (80), with initial condition (79). Observe that, since the feedback is not defined on the whole space R n , while we have to take into account also the possibility that the trajectoty X(t) touches the boundary ∂ Λ T , it will be appropriate to introduce the stopping time τ . = min t ≥ 0 ; X(t) = ε or T X(t) = T .
Our main goal is to provide an estimate of the probability that X(·) reaches the ball B ε within any given time t > 0, i.e. of Prob. τ ≤ t, X(τ ) = ε .
To this end, consider the scalar random variable Y (t) = T X(t) , t ≤ τ . According to (36), at every point where T is smooth, the n × n Hessian matrix of second order partial derivatives of T is 2M I, where I denotes the n × n identity matrix. ByÎto's formula (see [22] , p. 48), as long as t < τ and X(t) remains on an open region where T is smooth, we have dY (t) = ∇ T X(t) · f X(t), U(X(t)) dt + ∇ T X(t) · A X(t) dB(t)+ + M · Tr. A (X(t)) A(X(t)) dt .
Indeed, since the set of points where T is not differentiable is contained in a finite union of n − 2 dimensional manifolds of R n , the probability that T be differentiable at X(t), t < τ, is one, and hence we may assume that Y (t) is a solution of (88) for all t < τ. We can extend the random process Y (t) for all t ≥ τ by letting Y (t), t ≥ 0, be the solution of dY (t) = ∇ T X(t ∧ τ ) · f X(t ∧ τ ), U(X(t ∧ τ )) dt+
where t ∧ τ . = min{t, τ }. Notice that this extension is well defined, again because the probability that T is not differentiable at X(τ ) is zero.
Observe now that, from the definition (86) it follows
Prob. τ ≤ t, X(τ ) = ε ≥ Prob. Y (t) ≤ 0 −Prob. τ ≤ t, Y (τ ) = T .
(90) Towards an estimate of the first term on the right-hand side of (90), to simplify the computations it is convenient to introduce a further random variable Z, such that
By the above definitions, thanks to (85) we deduce Z(t) ≥ Y (t), so that Prob. Y (t) ≤ 0 ≥ ρ(t) . = Prob. Z(t) ≤ 0 ∀ t ≥ 0 .
Moreover, from (89) it follows that Z provides a solution to the linear stochastic difefrential equation
with β(t) . = ∇ T X(t ∧ τ ) · A X(t ∧ τ ) .
Therefore, the expectation and the variance of Z(t) α(t) . = E Z(t) , γ (t) . = Var. Z(t) ,
satisfy the differential equationṡ α(t) = − 1 + ε 0 + M · A T ,γ(t) = (β(t))
with initial conditions
Relying on (97)-(98), we derive
Hence, observing that when t > T (y)/(1 − ε 0 − M · A T ) one has Prob. Z(t) > 0, Z(t) − α(t) ≥ α(t) = 1 , from (99) we deduce
which, in turn, yields
for all t > T (y)/(1 − ε 0 − M · A T ).
Concerning the probability that the trajectory hits the outer boundary
observe that, by (99) one has
Thus, assuming
since y ∈ Λ T0 from (99), (103) we derive
by (110) we have µ ε . = µ ε + ε < 2(c 3 + 1)ε ,
with c 4 . = c 3 (2(c 3 +1)) 1/q . Hence, letting Lip(A) denote a Lipschitz constant for A over the ball B R , we find
which yields 
This establishes (82) thus completing the proof of the theorem.
