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In this note, the authors propose a new nonparametric method of estimation of 
density using orthonormal systems iteratively. The asymptotic mean integrated 
square error of the estimate at each stage is less than or equal to that of the 
preceding stage. The new estimate is better, in some cases, than the traditional 
estimate based upon orthonormal functions from the point of view of the mean 
integrated square error in the limit. It5 1985 Academic Press, Inc. 
1. INTRODUCTION 
There has been considerable interest for the last twenty years on the non- 
parametric estimation of density. Reviews of the literature on this topic are 
given in Rtvtsz [7] and Wertz and Schneider [ 111. Nonparametric 
estimation of density is useful (e.g., see Krishnaiah [S]) in the area of 
reliability theory since the nature of the joint distribution of the failure 
times of components in complex multicomponent systems is often 
unknown. In survival analysis, estimation of the density is useful in 
estimating the joint survival function. Similarly, nonparametric estimation 
of density is useful in identifying patterns (e.g., see Wolverton and Wagner 
[12]) when the nature of the underlying distribution is unknown. Cencov 
[ 1 ] considered the problem of estimation of the univariate density using 
orthogonal polynomials. Afterwards, several papers (e.g., Greblicki and 
Pawalk [3], Hall [4], Krishnaiah and Sarkar [6], Schwartz [8], Tyan 
and Thomas [9], and Walter [lo]) have been published in this area by 
using orthogonal polynomials. 
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The object of this paper is to propose a new method of estimation of 
density using general orthonormal systems iteratively. The sample is 
divided into k portions. At the first stage, we estimate the density using the 
first portion and making use of an orthonormal system. Then, we construct 
a new complete orthonormal system, which depends upon the estimate of 
the density at the first stage. We then estimate the density making use of 
the above orthonormal system and the second portion of the sample. This 
procedure is continued iteratively. We refer to this estimate as multi-stage 
nonparametric estimate of density. It is shown that the mean integrated 
square error (MISE) at each stage becomes smaller, in the limiting case, 
than in the preceding stage. In the case of the two-stage estimate, it is also 
shown that the MISE at the second stage tends to zero whether the num- 
ber of terms at the second stage is different or not from that of the first 
stage. 
2. PRELIMINARIES 
Suppose X is a random variable with density f(x) where f(x) E L,(A) 
and A denotes the support of f(x). Let x, ,..., x, be a sample drawn from 
the population with the density f(x). In the literature, the above density is 
expressed as a series involving classical orthonormal systems like Laguerre 
polynomials and Hermite polynomials. But, in Hilbert space L,(A), 
infinitely many orthonormal systems exist and we can use some of them in 
expanding the density. The particular choice of the orthonormal system 
depends upon the rate of convergence of the series. Let {Q,,(x), Q,(x),...} 
be a complete orthonormal system. Then the density function f(x) can be 
expanded as 
f(x)= f ai@i(x) (2.1) 
i=o 
where ai = ,5(@,(X)). An approximation to f(x) is 
f(x)r f L7,@j(X). (2.2) 
i=o 
Suppose we have a sample x1 ,..., x, drawn from the population with den- 
sity f(x). Then, an estimate ci, of a, is given by 
din= tlln) 1 @itxk) 
k=l 
(2.3) 
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and an estimate off(x) is given by 
.Ltx)= f di,@i(sK). (2.4) 
,=O 
Sometimes jH(x) may be negative and so we may use g(Tn(x)) as an 
estimate of f(x), where 
g(x)=x if x > 0, 
=o otherwise. 
(2.5) 
The estimate ci, may also take negative values. This is not desirable in 
situations where a, is positive. In these situations, we may estimate ,f(x) 
with g(f,*(x)), where 
3,*(-K, = f ciiT,@Jx) (2.6) 
i=O 
and S,*= g(ci,,). It is of interest to compare the MISE of g(,j‘,(x)) and 
g(f,*(x)) with that ofj‘,,(x). In the next section, we propose a multi-stage 
nonparametric estimate off(x) and discuss its MISE. 
We partition the total sample x, ,..., x, into k groups, the ith group con- 
sisting of x,, + +,,, I + , ,... , x,,! + + ,,,, and n = n, + + lzk. Using the 
sample x, ,..., x,,, in the first group, we construct the following first stage 
estimate of f(x): 
3. MULTI-STAGE ESTIMATE OF UNIVARIATE DENSITY FUNCTION 
Jr,(dK) = jJ ciiri, @j(X) (3.1) 
i=o 
where 
ciin, =(llnl) 2 @iCxk) 
k=l 
Usingfn,(x), we define the following random density function: 
(3.2) 
W) = g2t3n,(x))/jA s2(L,(u)) &. (3.3) 
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We assume that $(x) is Riesz m-density, that is, there exists a complete 
orthogonal polynomial system with respect to $(x). If 
s g2(j;,,fx)) dx =0, A 
or j\,,(x) 6 0 almost everywhere, the orthonormal system { @Jx), Q1(x),...} 
selected is unsatisfactory and we should choose some other orthonormal 
system. To construct the second stage estimate of f(x), we define the 
following random complete orthonormal system: 
(3.4) 
~,(~;l)=~m,(x;I,(Im:cr:I,B(~~)d~)”~ 
in general, where 4,(x; 1) is determined by the iterative formula 
with initials 
40(x; 1) = 1, 41(x; 1)=x- jAM?.)4. 
We construct the estimate off(x) at the second stage as follows: 
L,&) = 2 4n,n*w; 1) 
i=O 
where 
(3.6) 
(3.7) 
Ciinln* = t11n2) 2 +itXnl+m; l)* (3.8) 
ITI=1 
To construct the density at the third stage, let 
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We assume that @r(x) is Riesz m-density. We now construct the following 
orthonormal system: 
4+0(x; 2) = Jim 
in general, where 4,(x; 2) is determined by an iterative formula similar to 
(3.5) with initials similar to (3.6). 
The estimate off(x) at the third stage is defined as follows: 
(3.11) 
where 
Ciinln*n] = (l/f4 2 $i(Xn,+n*+m~ 2). 
m=l 
In general, the estimate fnn,. .,(x) of f(x) at the jth stage is constructed as 
follows: Let 
&2(x)= ain I... n,-,(x))/il, g’(L I... n,JYWY (3.12) 
denote the Riesz m-density. Also, consider the orthonormal system 
{tiO(x;j- l), $r(x;j- l), $*(x; j- l),...} defined below: 
$,kj- l)=J&IK)h( i( 
112 
x;j-1) J” 4f(.Y;jm1)$j-2(Y)4 
A > 
in general, where 4,(x; j- 1) is determined similarly as above. Then the 
estimate of f(x) at the jth stage is given by 
N 
fn,...nj(X)= 1 ~i~,...~,cf/i(X;j- I) (3.14) 
i=O 
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where 
dinl.,,nj=(l/nj) 2 $itXnl+ .t. +nj-l+m;j- l)* 
Wl=l 
The above procedure is continued until the kth stage. 
One may consider the following modification of the above procedure. At 
the final stage (i.e., kth stage), one may use all the n observations instead 
of just using the last nk observations. Alternatively, at jth stage, we may 
use the observations x, ,..., x,, + .__ +,,j (j= 1, 2 ,..., k) to estimate the density. 
However, it is complicated to study the properties of such estimates. 
4. MISE OF MULTI-STAGE ESTIMATE 
We will first prove the following result comparing the MISE of the two- 
stage estimate with that of the usual single-stage estimate. 
THEOREM 4.1. Zff(x) is bounded, then for fixed N we have 
lim sup E [A [f(x) -~,&)I* dx 6 F+\ EIA U”(x) -?dx)l* & 
“,,W - m 
(4.1) 
The inequality in (4.1) becomes strict in either of the following two cases: 
(a) S = (x: C,” aioi(x) < 0} has a positive Lebesgue measure; 
(b) S has Lebesgue measure 0, CiN+ 1 a: > 0 and @Jx) = m Qi(x) 
are uniformly bounded, where 4 is a density with support A and Qi is a 
polynomial of degree i. 
Proof: We know that 
EI [f(x)-f.(x)]‘dx=E[ 5 (ai--6,)*+ f a?] 
A i=O i=N+l 
= f a:-( 1 +t) $ ai+iioE[@:(X)] 
i=O 1=0 
+ f a:. (4.2) 
Similarly, 
i=N+l 
EJA L-f(x) -fn,n,(x)l* dx 
=~oa:-(l+~)E i CE(~i(X;l)lxl,...,x,,)I* 
i=O 
+; ,i EWf(X 1 )I. 
I 
(4.3) 
683117J2-9 
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From (4.3) we have 
lim sup EIA [f(x) -3n,,,(x)]2 dx < f uf - lim inf[EtiO(X; 1)12. 
“,,W - a, i=O n, - cc 
Since 
(4.4) 
s, g2(.&(xN dx = s, (3&N2 dx - IA C(3&))‘- g2@n,Wl dx 
a.s. 2 uf -s, ( i u&(x))* dx 
i=O i=O 
sup Et-$;(X; 1 )I < 03, 
nl 
we have 
lim inf[Etio(X, 1)12 
n, - 00 
(4.5) 
Combining (4.4) and (4.5), we get (4.1). In case (a), the equality sign in the 
last step of (4.5) can be deleted; so in this case, the inequality in (4.1) is 
strict. In case (b), let uN + k be the first non-zero term in uN + I ,..., u2N. From 
(4.3) we have 
lim SUP El [f(x) -.f,,&)12 dx 
n,,n2 + m A 
< f a:-lim inf[Erjo(X; 1)12-lim inf[E+,(X; 1)12 
i=O n, - 00 n, - 00 
< f a:--lim inf[E$,(X; 1)12. 
i=N+I n, - cc 
(4.6) 
Now, we need only to prove that the last term does not vanish. As 
sup”, E$:(X, 1) < co, we have 
lim inf[E+,(X; 1)12 = [E lim tik(.X; l)]‘. (4.7) n, - m n, - m 
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Notice 
and the coefficients of the polynomial Pk are the rational functions of the 
moments with respect to II/. But Gi(x) are uniformly bounded so that when 
n, is sufficiently large, we have 
s t+b(x) lxlm dx < const. IXl>K j,x, > K Mm ( f I,/i6 QiWl)* dx i=O 
< const. 
I 1x1 
2N+m#(x)dx- 0 
1x1 >K 
uniformly for n, . This implies that when n, + co we have 
I ///(x)xmdx* 
Therefore, let nk(x) be the orthogonal polynomial with respect to 
( jYo ai@i(x))‘i( j. 4) 
When n, + co we have 
P&J a.s. Q(X). 
Thus, from (4.7) and (4.8), we deduce that 
I$+iif[E@k(X; l)]” 
(4.8) 
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= const. [fA (i~o~iJJGQ~~~~) “C/AX) 
* x(a~+k&Q~+&)+ . ..)dx 1 
= const. 
D 
JiG RN+k(~)(uN+k J3G QN+h) + A 
= const. 
[I 
A 4(x) Rv+&) QN+,&) dx 1 * >O 
where R, + k denotes a polynomial of degree N + k. 
)dx * 1 
Q.E.D. 
We now show that the MISE off 
fn,Jx) in the limiting case. 
n,n2n,(~) is less than or equal to that of 
THEOREM 4.2. When n, is fixed 
lim sup MISE(A,,,,,(x)) d lim MISE(fn,,,(x)). 
q.n, --t cc n2 - 00 
Proof: We know that 
E j U-(x) -&Jx)l* dx 
= f  Uf-(1 +-J)E 2 [E($i(X; 1)(x17...,xn,)]2 
i=O i=O 
+; ,go mwz 111. 
I 
Also 
E I Cl-(x) -fn,n,,,,&)l* dx 
ECE($o(X; 2) 1x1>..., x,, +nz)l 
(4.9) 
(4.10) 
(4.11) 
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If we fix n, and let n2, n3 + 00, we have 
; ,go a’wc 1)l + 0, 
I 
Also 
ECE(II/o(X; 2) 1x1>...> x,, +nJ12 
B+” {E((f.l.‘(~)~{~~b:.,.~~~‘~)(xl,..,x.,+n~)}]. (4.12) 
But the conditional expectation of the right side of given xi,..., x, (4.12) 
tends to 
ice CE(‘b,(X 1) Xl ,.-., x,,)12 
and hence the proof of the theorem follows. 
Following the same lines as above, it can be shown that the MISE of the 
estimate off(x) at each stage is less than or equal to that of the previous 
stage in the limiting case. 
We will now consider the situation when ZV, the number of terms in the 
series, depends upon n, and n2 in the estimates T”,,(x) and I,,,,,, respec- 
tively. In this case, we have 
THEOREM 4.3. If f( ) x is bounded by a constant C and N(n) + co, 
(N(n)/n) + 0, then 
lim E 
i 
[f(x) -f,,,,,(x)12 dx=O (4.13) 
n,.n, - m 
where 
Nh 1 
Lltx) = 1 hin,4i(x)9 (4.14) 
i=O i=O 
Proof Following the same lines as in Theorem 4.1, we obtain 
El’ V(x) -&$)I2 dx 
+ Nn2) c 
-. (4.15) 
n2 
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To show that the right side of (4.15) tends to zero in the limit, we proceed 
as follows. For any E > 0, there exists a k such that 
Now, let 
When n, + co, 
P(B)>l-3s. (4.18) 
Also, 
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Hence, 
In the above expression, ZB and Z, are indicator functions. Now combining 
(4.20) with (4.15), the proof is completed. 
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5. ESTIMATION OF MULTIVARIATE DENSITY 
Let x’ = (x1 ,..., xP) be a random vector with density f(x). Also, let 
(5.1) 
where Gp(xj), Gjil(xj),..., is an orthonormal system constructed using the 
jth variable xi. The type of orthonormal systems constructed may be the 
same or different for different variables. For example, { @ ,o( X, ), @, r (x, ),... > 
may be Laguerre polynomial system and (@2o(x2), @,,(x~),...} may be 
Laguerre or Hermite polynomial system on x2. In (5.1), aj, _. iP is given by 
a,, jp = s f(X) @,i,(xl)*” @pir(xp) d , ‘*‘dxp- (5.2) 
Let x , ,..., x, be a sample from a population with density f(x) and let XI = 
fx*j,***, x,,~). An estimate of ai, jn is given by 
(5.3) 
So, an estimate off(x) is known (e.g., see Krishnaiah [S]) to be 
Lfx>= f “’ f si,...i,~li,(xlk)“‘~pi,(Xpk). (5.4) 
il = 0 ir = 0 
In some situations y,,(x) may be negative and so we propose to use g&x)) 
as an estimate off(x). Similarly, we use g(b,, jP) as an estimate of g(a,, iP) 
if we know a priori that ai, _. iP is nonnegative. 
We now propose a multi-stage estimate of j(x). Let the sample be 
divided into k portions and let (x,, + .._ +nj-, + I ,..., x,, + +n,) constitute the 
jth portion. At the first stage, the estimate is given by 
3n1(~)= i ... i Bj,...i,;,,~i,(X1)‘.‘~jp(Xp). (5.5) 
il = 0 ip = 0 
At the second stage, we use the estimate j‘,,,,(x), where 
.ww) 
(5.6) 
and 
(5.7) 
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Here bh(x, U Il/dx, l),...}, f orm an orthonormal system, where 
We could construct tji(x, 1) (i k l), successively as an orthogonal system 
corresponding to an orthogonal polynomial system. If we are interested in 
constructing tii(x, 1) to computeJ‘,,,,(x), we can construct tii(x; 1) (i= 1, 
2,..., M(n,)), by Gram-Schmidt orthogonalization process. On the other 
hand, if we are interested in the limiting properties, then we need not know 
Icli(x; 1) (i > 1 ), explicitly. The results proved in the univariate case in this 
paper can be extended to the multivariate case by following similar lines. In 
Theorems 4.1, 4.2, and 4.3, we replace x with x to obtain multivariate ver- 
sions of the above theorems. 
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