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Abstract
We show that curve graphs and arc graphs are uniformly hyperbolic i.e. all
of these graphs are hyperbolic with some fixed hyperbolicity constant. This is joint
work with Sebastian Hensel and Piotr Przytycki. Note that curve graphs were shown
to be hyperbolic by Masur and Minsky, arc graphs were shown to be hyperbolic by
Masur and Schleimer, and curve graphs were shown to be uniformly hyperbolic by
Aougab, Bowditch and Clay–Rafi–Schleimer independently.
We show that if every vertex of a fixed geodesic in the curve graph cuts some
fixed subsurface then the image of that geodesic under the corresponding subsurface
projection has its diameter bounded from above by 62 (or 50) if the subsurface is an
annulus (or otherwise). This is an effective version of the bounded geodesic image
theorem of Masur and Minsky, indeed, there is a universal constant that can be
taken as a bound.
In terms of the complexity of a surface we provide an exponential upper
bound on the so-called slices of tight geodesics. This is an effective version of a
theorem of Bowditch. Using this we provide algorithms to compute tight geodesic
axes of pseudo-Anosovs in the curve graph.
All of our proofs are combinatorial in nature. In particular, we do not use
any geometric limiting arguments.
vi
Chapter 1
Introduction
The curve complex of a surface was introduced by Bill Harvey [27] who was in-
spired by the work of Borel and Serre on arithmetic groups [8]. Each vertex of the
curve complex is an isotopy class of loop on a surface and a simplex spans a subset
of vertices if the loops can be realized disjoint. The curve complex is homotopy
equivalent to a wedge of spheres [26] and this is particularly useful for showing that
the mapping class group is a virtual duality group and for computing the virtual
cohomological dimension of the mapping class group [26].
The perception of the curve complex dramatically changed after Masur and
Minsky showed that the curve complex is hyperbolic [39]. One motivation for show-
ing that the curve complex is hyperbolic is to associate the Gromov boundary of the
curve complex with the ending lamination space endowed with the coarse Hausdorff
topology. This is known as Klarreich’s theorem [31] (see [53] for a topological proof
that does not use Teichmu¨ller theory).
These theorems form the backbone of the proof of the classification of Kleinian
surface groups for which Yair Minsky was the main pioneer, see Minsky [40] and
Brock–Canary–Minsky [19] (see also [9]). This is an important step in the Ending
Lamination Theorem, which was conjectured by Thurston.
The curve graph is the 1-skeleton of the curve complex and the natural inclu-
sion is a quasi-isometry. The curve graph is a graph that is locally infinite at every
vertex, and so projecting vertices to the link of a fixed vertex can be interesting
from a coarse perspective. Indeed, vertices of the curve graph correspond to isotopy
classes of curves of the surface S, and so the link of a vertex “corresponds” to curve
graphs of subsurfaces of S. This leads us to the notion of subsurface projection.
Masur and Minsky [36] showed that, apart from the obvious counterexamples, the
image of a geodesic in the curve graph under subsurface projection has its diame-
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ter bounded from above only in terms of the surface S. This is referred to as the
Bounded Geodesic Image Theorem, and it is an interesting aspect of the hyperbol-
icity of the curve graph.
Between a typical pair of vertices of the curve graph there are infinitely many
geodesics. Masur and Minsky [36] introduced the notion of a tight geodesic between
two vertices of the curve graph. A tight geodesic is a special kind of geodesic, where
each vertex satisfies a local topological condition. Masur and Minsky introduced
hierarchies of tight geodesics: a hierarchy is a collection of tight geodesics in curve
graphs of subsurfaces of S—at most one tight geodesic per subsurface and exactly
one tight geodesic for the whole surface S which is called the “main” geodesic.
These are especially important for constructing the model manifold in [40], indeed,
in this case the “main” geodesic connects a pair of ending laminations in the Gromov
boundary of the curve graph of S. An interesting consequence of hierarchies is that
there are only finitely many tight geodesics between a fixed pair of vertices in the
curve graph [36]—this can be thought of as a remedy to address the non-locally
compact property that the curve graphs have.
Bowditch [14] improved on Masur and Minsky’s work by showing that tight
geodesics behave like geodesics in a hyperbolic group, for example, the set of tight
geodesics between a fixed pair of vertices have uniformally bounded “slices”. He
then used this property to show that the action of the mapping class group on the
curve graph is acylindrical and that pseudo-Anosovs have rational stable lengths
on the curve graph C(S) with denominators that are uniformally bounded in terms
of S. Bowditch also used tight geodesics to show that there are only finitely many
atoroidal surface by surface bundles with a given base and fibre [15].
Another motivation for introducing hierarchies of tight geodesics is to pro-
vide quasi-geodesics for the mapping class group and a distance estimate between
two mapping classes purely in terms of subsurface projections and distances in curve
graphs [36]. This has led to breakthroughs for the geometry of the mapping class
group. For instance, a quick consequence of the Masur–Minsky theory is that every
infinite cyclic subgroup of the mapping class group is quasi-isometrically embed-
ded (this wasn’t even known for Dehn twists, see Problem 2.16 of Kirby’s list of
problems).
There are many consequences of the Masur–Minsky theory for mapping class
groups. For a linear conjugator bound for pseudo-Anosov elements see [36]. Later,
Jing Tao proved that there is a linear conjugator bound for elements in general [48].
The mapping class group is quasi-isometrically rigid [2], [23], [10]. The rank of the
mapping class group has been computed, see [3], [23]. The mapping class group has
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finite asymptotic dimension [4]. The list of applications continues to go on.
The framework for applying the Masur–Minsky theory to mapping class
groups has inspired new directions for studying the outer automorphism group of
a free group Out(Fn). However there is no clear analogue of the curve graph in
the Out(Fn) setting. Bestvina and Feighn showed that the free factor graph is hy-
perbolic [6] and later Handel and Mosher showed that the free splitting graph is
hyperbolic [25]. Using this, Brian Mann showed that the cyclic splitting graph is
hyperbolic [35]. As for subsurface projections, again there is also no unique ana-
logue, see for example [5], [45], [49]. Furthermore there is yet to be an analogue of
subsurface projection that detects “twisting” in Out(Fn) similar to how Dehn twist-
ing on a surface is detected by annular subsurface projection [20]. Finally, there is
yet to be an Out(Fn) version for tight geodesics and hierarchies.
The coarse geometry of the curve graph also has applications to Teichmu¨ller
space, see for example [16], [17], [37], [42], [43]. Summarizing, there are a wide range
of applications in hyperbolic 3–manifolds, mapping class groups and Teichmu¨ller
theory.
Here we shall discuss the hyperbolicity of the curve graphs, the bounded
geodesic image theorem and Bowditch’s results on tight geodesics. These theorems
are stated without reference to any geometry, however the original proofs of these
theorems relied on Teichmu¨ller theory and hyperbolic 3–manifolds. In this thesis
we give new proofs that are elementary and constructive where applicable, thus
removing any reliance on geometry. In particular we are able to state how these
theorems depend on the underlying surface S: the curve graphs are uniformally
hyperbolic, there is a universal constant for the bounded geodesic image theorem,
and tight geodesics have slices that are bounded exponentially in terms of χ(S).
At the end of this chapter we discuss some examples of how this may be applied
to provide effective versions of theorems in hyperbolic geometry and mapping class
groups.
Overview and main results
Throughout the thesis we assume that S = Sg,n, the connected, compact and ori-
entable surface with genus g and n boundary components, and that ξ(Sg,n) :=
3g + n− 3 ≥ 2.
In Chapter 2 we provide the reader with the definitions of the curve graph
C(S), the arc graph A(S) and subsurface projection κY , as well as the notion of
hyperbolicity.
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In Chapter 3 we show the following two theorems.
Theorem 3.1.5. There exists a uniform constant δ such that the graph A(S) is
δ-hyperbolic.
We remark that the arc graphs (and many other graphs e.g. the disc graph
of a handlebody) were originally shown to be hyperbolic by Masur and Schleimer
[38]. Uniform hyperbolicity of the arc graphs was not known. The proof that we
give in Chapter 3 will be the simplest proof that the arc graphs are hyperbolic, and
this proof is a short version of joint work with Sebastian Hensel and Piotr Przytycki
[30]. In [30], it is shown that for each geodesic triangle in the arc graph there exists
a vertex that is contained within the 7-neighbourhood of any of the three sides.
Theorem 3.2.1. There exists a uniform constant δ such that the graph C(S) is
δ-hyperbolic whenever S = Sg,n and ξ(S) ≥ 2.
The curve graphs were first shown to be hyperbolic by Masur and Minsky
[39]. Bowditch [13] showed that we may take δ = δ(S) to be a function that is
bounded from above by a logarithm in ξ(S). Hamensta¨dt also gave another proof
of the hyperbolicity of the curve graphs [24].
It was independently shown by Aougab [1], Bowditch [11] and Clay–Rafi–
Schleimer [21] that the curve graphs are uniformly hyperbolic. The proof that
we give in Chapter 3 is the simplest proof that the curve graphs are (uniformly)
hyperbolic, and this is a short version of joint work with Sebastian Hensel and Piotr
Przytycki [30]. In [30], it is shown that for each geodesic triangle in the curve graph
there exists a vertex that is contained within the 17-neighbourhood of any of the
three sides. The hyperbolicity constants provided elsewhere are at least 1000.
In Chapter 4 we prove the bounded geodesic image theorem [36]. The theo-
rem, originally due to Masur and Minsky, states that if a fixed geodesic in C(S) is
such that each of its vertices cut a fixed subsurface then the image of the geodesic
under the corresponding subsurface projection has diameter bounded from above
only in terms of S. Here, we give explicit constants that are independent of S by
using the unicorn arcs defined in Chapter 3. This improves on previous work of the
author [52]. We remark that an unpublished proof of Chris Leininger combined with
recent work of Bowditch [11] can also provide a uniform bound—this proof uses the
technology in [13] that involves singular euclidean structures.
First we show the following.
Theorem 4.1.7. Let S = Sg,n with n > 0. Let Y be a subsurface of S and let
Q = (cj)j∈I be a geodesic in C(S). The following statements hold.
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1. If Y is annular and for each j ∈ I we have that dAC(S)(cj , ∂Y ) ≥ 13 then
diamAC(Y )(κY (Q)) ≤ 7.
2. If Y is non-annular and for each j ∈ I we have that dAC(S)(cj , ∂Y ) ≥ 12 then
diamAC(S)(κY (Q)) ≤ 3.
It is interesting that there is such a small bound on the diameter of the image
in the case provided above. We use this to show the general case, which includes
closed surfaces.
Theorem 4.2.1. Let S = Sg,n with ξ(S) ≥ 2. Let Y be a subsurface of S. Suppose
that Q = (cj)j∈I is a geodesic in C(S) such that cj cuts Y for all j ∈ I. Then the
following statements hold.
1. If Y is annular then diamAC(Y )(κY (Q)) ≤ 62.
2. If Y is non-annular then diamAC(Y )(κY (Q)) ≤ 50.
In Chapter 5 we introduce the notion of a tight filling multipath, and from
there onwards throughout the thesis we discuss tight geodesics. The main theorem
below is an effective version of theorems originally due to Bowditch [14, Theorems
1.1 and 1.2]. The notation of this theorem is explained at the start of Chapter 7,
and the definitions of tight multigeodesic and so on are given in Chapter 5.
Theorem 7.1.2. Fix δ ≥ 3 such that C(S) is δ-hyperbolic for all surfaces S with
ξ(S) ≥ 2. The following statements hold, where K is a uniform constant.
1. For any a, b ∈ C0(S) and for any curve c ∈ Q ∈ L(a, b) we have that |G(a, b)∩
NC(S)(c; δ)| ≤ Kξ(S).
2. For any r ≥ 0 and a, b ∈ C0(S) such that dC(S)(a, b) ≥ 2r + 2k + 1 (where
k = 10δ + 1) for any curve c ∈ Q ∈ L(a, b) such that c /∈ NC(S)(a; r + k) ∪
NC(S)(b; r + k) we have that |G(a, b; r) ∩NC(S)(c; 2δ)| ≤ Kξ(S).
Our proof strategy for Theorem 7.1.2 is as follows. Fix vertices ca and cb that
are elements ofQ and are close, but not too close, to c. Given any tight multigeodesic
QT connecting a to b, by hyperbolicity, QT passes through the δ-neighbourhood of
c′ whenever c′ ∈ {ca, c, cb}. In Chapter 6 we describe how to construct a tight filling
multipath P connecting ca to cb such that the length of P is uniformly bounded
and P coincides with QT in the δ-neighbourhood of c (Theorem 6.2.3). In Chapter
5 we show that the number of curves that “appear” in some tight filling multipath
of length at most L between a fixed pair of vertices is bounded from above only
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in terms of S and L (Theorem 5.2.7). This means that the curves of QT in the
δ-neighbourhood of c is a subset of a finite set determined only by ca and cb, which
were fixed only in terms of c and Q, this completes the proof.
This strategy is partly inspired by work of Shackleton [46]. He introduced
the notion of a 3-embedded multipath, which is similar but not equivalent to the
notion of a filling multipath which we introduce in Chapter 5. Comparisons between
our work are explained in Chapters 5 and 6. We also note that Yohsuke Watanabe
[50] has another combinatorial proof of [14, Theorems 1.1 and 1.2] that uses the
notion of subsurface projection. His proof is somewhat simpler yet his bounds are
doubly exponential in ξ(S) whereas ours are exponential.
Using the results in Chapters 5 and 6, we are also able to give effective con-
stants for the acylindrical action of the mapping class group of S on the curve graph
of S (Theorem 7.2.3). Furthermore we give algorithms that accept a pseudo-Anosov
mapping class and return the invariant tight multigeodesics, and, the stable length
of the pseudo-Anosov on the curve graph (Theorems 7.3.2 and 7.3.1 respectively).
Future directions
By Theorem 3.2.1, Theorem 4.2.1 and Theorem 7.2.3, we are able to make effective
the following constant due to Mangahas [34]: There exists a constant L = L(S)
such that for any finite generating set for the mapping class group of S, there
exists a pseudo-Anosov with word length less than L. In fact, if we insist that the
finite generating set contains an element of infinite order then we can obtain an
exponential upper bound on L in terms of ξ(S). By considering the Humphries’
generators [22, Chapter 4], we see that L is at least some linear function of ξ(S). It
would be interesting to know if there is a polynomial upper bound on L in terms of
ξ(S).
Finally, it would be interesting to make Masur and Minsky’s distance esti-
mate [36] for the mapping class group effective. This would provide a good step
towards making effective versions of theorems of Brock [17, 18]. For example, let φ
be a pseudo-Anosov mapping class of S, it would be interesting to know how good
an estimate, in terms of S, there is for the volume of the mapping torus of φ in terms
of the translation distance of φ on the pants graph. We believe that Theorems 3.2.1
and 4.2.1 would be of great help in this direction.
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Chapter 2
Preliminaries
The purpose of this chapter is to give almost all the necessary definitions required
to understand this thesis. We give proofs, or sketches of proofs, of lemmas which are
used throughout the thesis. This chapter contains no original work of the author.
2.1 Sequences, paths, geodesics, and hyperbolicity
2.1.1 Sequences
We say that I ⊂ Z is convex if whenever i1, i2 ∈ I, k ∈ Z and i1 ≤ k ≤ i2 then
k ∈ I.
Let S be a set. A sequence of elements of S is a function f : I → S where
I ⊂ Z is convex. Throughout we use the notation (vj)j∈I for a sequence, where
vj = f(j). We call I the set of indices. An index i ∈ I is initial if i− 1 /∈ I and an
index i ∈ I is terminal if i+ 1 /∈ I.
Remark 2.1.1. Unless it is explicitly stated otherwise, we shall assume throughout
that I is non-empty.
Remark 2.1.2. Let P be a sequence and write P = (vj)j∈I . Throughout, we often
treat sequences as sets, where we write v ∈ P if v = vj for some j ∈ I.
Let (vj)j∈I be a sequence and let k ∈ Z. Set I ′ = {i + k : i ∈ I}. We say
that the sequence (vj−k)j∈I′ is a reparametrization of the sequence (vj)j∈I .
Throughout, if two sequences P and P ′ are such that P ′ is a reparametriza-
tion of P then for simplicity we write P = P ′. This enables us to drop the set of
indices in our notation and write (v, v′, v′′) for example.
Suppose that P = (aj)j∈I1 and P ′ = (bj)j∈I2 are sequences such that P has
a terminal index i1 ∈ I1, P ′ has an initial index i2 ∈ I2 and we have that ai1 = bi2 .
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Then after a reparametrization we may write P = (vj)j∈I′1 and P
′ = (vj)j∈I′2 such
that i ∈ I ′1 is terminal and i ∈ I ′2 is initial. Set I3 = I ′1 ∪ I ′2. The sequence (vj)j∈I3
is the concatenation of P and P ′.
Let P = (vj)j∈I be a sequence. We define the length of P , written length(P ),
to be the cardinality of the set I less one. If I is an infinite set then length(P ) =∞
and we write ∞ ≥ k for all k ∈ Z. This is relevant when we write length(P ) ≥ 3 for
example.
2.1.2 Graphs, paths and spanned subgraphs
For our purposes, a graph G is a set V = V (G) together with a set E = E(G) which
is a subset of the pairs of V (G), that is E(G) ⊂ {{x, y} ⊂ V : x 6= y}. The set V is
called the vertex set and the set E is called the edge set. We say that x and y span
an edge if {x, y} ∈ E.
Remark 2.1.3. Throughout we think of G as a discrete space.
A path in a graph G is a sequence of vertices P = (vj)j∈I such that whenever
i, i+ 1 ∈ I we have that vi = vi+1 or vi and vi+1 span an edge in G. If i ∈ I is initial
and k ∈ I is terminal then we say that P connects vi to vk.
A graph G is connected if for any two vertices v, v′ ∈ V (G) there exists a
path P in G that connects v to v′.
Let A be a subset of vertices of a graph G. The subgraph spanned by A is
the graph with vertex set A such that a pair of vertices a and b of A span an edge if
and only if a and b span an edge in G. This notion is used in the proofs of Theorem
3.1.5 and Theorem 3.1.9.
Suppose that a graph G is connected. We define dG : V (G) × V (G) → Z by
setting dG(x, y) to be the largest integer k such that whenever a path P connects x
to y then k ≤ length(P ). Observe that (G, dG) is a metric space.
We say that P = (vj)j∈I is a geodesic if whenever i, j ∈ I we have that
dG(vi, vj) = |i− j|. In particular, a geodesic is a path.
Let A be a subset of V (G). The diameter of A, written diamG(A), is the
smallest integer k such that whenever x, y ∈ A then k ≥ dG(x, y). If such an integer
does not exist then we set diamG(A) =∞.
We say that a one-to-many function f : G → G′ is k-Lipschitz if whenever
(v, v′) is a path in G then diamG′(f(v) ∪ f(v′)) ≤ k. For A a subset of V (G), we
adopt the usual convention that f(A) = ∪a∈Af(a).
For non-empty subsets A and B of V (G) we define
dG(A,B) := inf{dG(x, y) : (x, y) ∈ A×B}.
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Similarly, we define dG on sequences by treating them as sets. This is a
convenient abuse of notation and no confusion will arise. For v ∈ V (G) and A a
subset of V (G) we often write dG(v,A) for dG({v}, A).
Let A be a subset of V (G) and let k ≥ 0. We define the set
NG(A; k) := {x ∈ V (G) : dG(x,A) ≤ k}
and we write NG(v; k) = NG({v}; k) whenever v ∈ V (G). We call NG(A; k) the
k-neighbourhood of A in G.
2.1.3 Hyperbolicity
Let P1, P2 and P3 be geodesics in G that connect v1 to v2, v2 to v3, and v3 to v1
respectively. We call this a geodesic triangle formed by P1, P2 and P3, or just simply
a geodesic triangle.
Similarly we define geodesic bigon formed by P1 and P2, and, geodesic rect-
angle formed by P1, P2, P3 and P4.
Let δ ≥ 0. We say that a geodesic triangle is δ-slim if any one of the three
geodesics that form the triangle is contained in the δ-neighbourhood of the other
two geodesics.
We say that a graph G is δ-hyperbolic if every geodesic triangle in G is δ-slim.
We say that G is hyperbolic if there exists δ ≥ 0 such that G is δ-hyperbolic.
2.2 Ambient isotopy, the curve graph and its relatives
2.2.1 Surfaces we consider and ambient isotopy classes
We write Sg,n for the connected, compact and orientable surface with genus g and n
boundary components. We define ξ(S) := 3g+n−3 and ξ(S) is called the complexity
of S.
In general, for a manifold M with or without boundary, we write ∂M for
the boundary of M and we write intM = M − ∂M . This notation will be used for
surfaces and closed intervals.
An ambient isotopy of S is a continuous map f : S × [0, 1]→ S such that for
all t ∈ [0, 1], the map ft : S → S is a homeomorphism of S where ft(x) := f(x, t),
and f0 is the identity function. We use the notation ft for an ambient isotopy of S.
We say that a subset A of S is ambiently isotopic to a subset B of S if there
exists an ambient isotopy ft of S such that f1(A) = B. We write [A]S for the
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equivalence class of subsets of S which are ambiently isotopic to A. We say that A
and B are non-ambiently isotopic if A is not ambiently isotopic to B.
We say that [A]S misses [B]S if there exist representatives A
′ and B′ of the
classes [A]S and [B]S respectively such that A
′ ∩B′ = ∅. If [A]S does not miss [B]S
then we say that the classes cut.
2.2.2 Curves and the curve graph
An embedded loop α is a subset of S such that there exists an open subset n(α) of
S and a homeomorphism f : S1 × (−1, 1)→ n(α) where f(S1 × {0}) = α.
An embedded loop α ⊂ S is inessential if there is a simply connected compo-
nent D of S−α. Write D for the closure of D in S. By the classification theorem of
compact and orientable surfaces [22, Theorem 1.1] we have that D is an embedded
closed 2-disc in S.
A peripheral annulus is a closed subset A of S with a homeomorphism f : S1×
[0, 1] → A such that f(S1 × {0}) is an embedded loop in S and f(S1 × {1}) is a
connected component of ∂S. An embedded loop α is peripheral if there exists a
peripheral annulus A and a homeomorphism f : S1 × [0, 1] → A such that f(S1 ×
{0}) = α.
We say that an embedded loop α ⊂ S is essential if it is not inessential. We
say that α is non-peripheral if it is not peripheral.
Let α be an essential and non-peripheral embedded loop in S. We call [α]S
a curve of S. We write C0(S) for the set of curves of S.
Suppose that ξ(S) ≥ 2. The curve graph C(S) is the graph with vertex set
C0(S) such that an edge spans c and c′ if and only if c misses c′.
Suppose that ξ(S) = 1, i.e. S = S1,1 (or S = S0,4) then C(S) is the graph
with vertex set C0(S) such that an edge spans c and c′ if and only if i(c, c′) = 1
(or i(c, c′) = 2). See Section 2.3.1 for the definition of i(c, c′). The graph C(S) is
isomorphic to the Farey graph. We do not discuss this case for our main theorems.
It is known that the Farey graph is 1-hyperbolic, see for example [41, Section 3],
[33, Proposition 2.2.6].
Lemma 2.2.1. Suppose that S = Sg,n with ξ(S) ≥ 2 then the curve graph C(S) is
connected.
Proof. See [22, Theorem 4.3].
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2.2.3 Arcs and the arc graph
A properly embedded interval α is a subset of S such that there exists an open subset
n(α) of S and a homeomorphism f : [0, 1]×(−1, 1)→ n(α) where f([0, 1]×{0}) = α.
Note that f({0, 1} × (−1, 1)) ⊂ ∂S.
A properly embedded interval α ⊂ S is inessential if there is a simply con-
nected component D of S−α. Write D for the closure of D in S. By the classification
theorem of compact and orientable surfaces [22, Theorem 1.1] we have that D is an
embedded closed 2-disc in S.
We say that a properly embedded interval α ⊂ S is essential if it is not
inessential.
Let α be an essential properly embedded interval in S. We call [α]S an arc
of S. We remind the reader that ambient isotopy of S need not fix ∂S, and so our
arcs do not have fixed endpoints. We write A0(S) for the set of arcs of S.
The arc graph A(S) is the graph with vertex set A0(S) such that an edge
spans a and a ′ if and only if a misses a ′.
2.2.4 The arc and curve graph
Set AC0(S) := C0(S) ∪ A0(S).
The arc and curve graph AC(S) is the graph with vertex set AC0(S) such
that an edge spans x and y if and only if x misses y.
Lemma 2.2.2. Let c and c′ be curves. Suppose that dAC(S)(c, c′) ≤ L where L ≥ 2.
Then dC(S)(c, c′) ≤ 2L− 2.
Sketch of proof. See [36, Lemma 2.2] and [30, Remark 5.1]. There is a retraction
r : AC0(S) → C0(S) such that r restricted to C0(S) is the identity. We have that r
is 2-Lipschitz. Moreover if v ∈ AC(S) and dAC(S)(c, v) = 1 then dC(S)(c, r(v)) ≤ 1.
There exists a geodesic (vj)j∈I in AC(S) that connects c to c′ and we may as-
sume that I = {0, ..., L}. We have that dC(S)(v0, r(v1)) ≤ 1 and dC(S)(r(vL−1), vL) ≤
1. Furthermore for i ∈ {1, ..., L− 2} we have that dC(S)(r(vi), r(vi+1)) ≤ 2. We de-
duce that dC(S)(v0, vL) ≤ 1 + 2(L− 2) + 1 as required.
2.2.5 Multicurves and the multicurve graph
Let α be a non-empty union of pairwise disjoint, pairwise non-ambiently isotopic,
essential and non-peripheral embedded loops in S. We call [α]S a multicurve of S.
We write MC0(S) for the set of multicurves of S.
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The multicurve graph MC(S) is the graph with vertex setMC0(S) such that
an edge spans m and m′ if and only if m misses m′.
Remark 2.2.3. A curve of S is a multicurve of S.
Lemma 2.2.4. There is a one-to-one correspondence between multicurves of S and
non-empty subsets of C0(S) of which each pair miss.
Sketch of proof. Let α ⊂ S represent m. Then for each connected component α′ of
α, the class [α′]S is a curve. We may take the union of all such curves and this is
the required subset of C0(S). It is straightforward that this is well-defined.
Conversely suppose that S is a set of curves of S with the assumed properties.
Enumerate S and use Lemma 2.3.4 to construct a non-empty union α of pairwise
disjoint, pairwise non-ambiently isotopic, essential and non-peripheral embedded
loops of S. Then [α]S is a multicurve of S.
One needs to check that [α]S is well-defined. Suppose that α and α
′ are two
such constructions as above. Then by Lemma 2.3.4 we may assume that α and α′
are disjoint. Then by Lemma 2.3.6, each component of α cobounds an annulus with
some component of α′ and furthermore these annuli are disjoint. Therefore α and
α′ are ambiently isotopic in S.
With regard to Lemma 2.2.4 we may think of multicurves as subsets of C0(S).
Let c be a curve of S and let m be a multicurve of S. We abuse notation by saying
that c is a curve of m, or c ∈ m, if c is an element of the subset of C0(S) corresponding
to m. We say that m and m′ have a common curve if there is some curve c such
that c is a curve of m and c is a curve of m′.
2.2.6 Subsurfaces
Let Y be a non-empty, proper and closed subset of S such that Y is homeomorphic
to a connected surface and every connected component of ∂Y − ∂S is an essential
and non-peripheral embedded loop in S. We call [Y]S a subsurface of S.
Let Y = [Y]S be a subsurface of S. If there is a homeomorphism f : S1 ×
[−1, 1]→ Y then we say that Y is annular and we call [f(S1×{0})]S the core curve
of Y . We write ∂Y for the core curve of Y .
We say that Y is non-annular if Y is not annular. Now ∂Y − ∂S is a non-
empty union of pairwise disjoint, essential and non-peripheral embedded loops in
S. (Note that they are not necessarily pairwise non-ambiently isotopic.) Therefore
each connected component represents a curve of S. We write ∂Y for the union of
these curves of S thus ∂Y ⊂ C0(S). We have that ∂Y is a multicurve of S.
We write Y = Sg,n if a representative Y of Y is homeomorphic to Sg,n.
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2.3 Geometric intersection number, minimal position
and uniqueness
2.3.1 Geometric intersection number, bigons and half-bigons
Let A and B be subsets of S. We write |A ∩ B| for the number of connected
components of A ∩B.
Let α be a non-empty union of pairwise disjoint embedded loops and properly
embedded intervals in S. Likewise, let β be a such a union. We say that α and
β intersect transversely if for every p ∈ α ∩ β there exists an open subset n(p)
of S and a homeomorphism f : (−1, 1) × (−1, 1) → n(p) such that f((0, 0)) = p,
f((−1, 1) × {0}) = n(p) ∩ α and f({0} × (−1, 1)) = n(p) ∩ β. By definition if
α ∩ β = ∅ then α and β intersect transversely. Note that there exists β′ such that
α and β′ intersect transversely and β′ is ambiently isotopic to β.
A subset α′ of S is a closed interval if it is homeomorphic to [0, 1].
Let α and β intersect transversely. We say that α and β share a bigon if
there exists an embedded closed 2-disc D in S such that ∂D = α′∪β′ where α′ ⊂ α,
β′ ⊂ β, and α′ and β′ are closed intervals. We say that α and β share a half-bigon
if there exists an embedded closed 2-disc D in S such that ∂D = α′ ∪ β′ ∪ γ′ where
α′ ⊂ α, β′ ⊂ β, γ′ ⊂ ∂S, and α′, β′ and γ′ are closed intervals. A bigon D is
innermost if there does not exist a bigon D′ such that D′ ⊂ D. A half-bigon D
is innermost if there does not exist a bigon or half-bigon D′ such that D′ ⊂ D.
We define i([α]S , [β]S) to be the largest integer k such that whenever α
′ and β′
intersect transversely, and α′ and β′ are ambiently isotopic to α and β respectively
then k ≤ |α′ ∩ β′|.
Lemma 2.3.1. Let α and β be embedded loops in S such that α and β intersect
transversely. Then |α∩β| = i([α]S , [β]S) if and only if α and β do not share a bigon.
Sketch of proof. We refer to [22, Proposition 1.7]. There it is proved that if a bigon
is shared by α and β then there exists β′ such that α and β′ intersect transversely,
|α ∩ β′| ≤ |α ∩ β| − 2, and β′ is ambiently isotopic to β. Furthermore, the other
direction is proved for essential and non-peripheral embedded loops in [22]. Now we
sketch how to prove the lemma when α is either inessential or peripheral.
Suppose that α is inessential then α = ∂D for some embedded closed 2-disc
D in S. If α ∩ β 6= ∅ there exists a bigon D′ shared by α and β such that D′ ⊂ D.
Similarly if α is peripheral then α ⊂ ∂A for a peripheral annulus A in S. If
α ∩ β 6= ∅ then there exists a bigon D shared by α and β such that D ⊂ A.
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Lemma 2.3.2. Let α be a non-empty union of pairwise disjoint embedded loops in
S. Likewise, let β be such a union. Suppose that α and β intersect transversely.
Then |α ∩ β| = i([α]S , [β]S) if and only if α and β do not share a bigon.
Sketch of proof. This follows directly from Lemma 2.3.1.
Suppose that ∂S 6= ∅. Let i1 : S1 → S and i2 : S2 → S be homeomorphisms.
Consider the disjoint union S1unionsqS2 and identify the points p1 ∈ ∂S1 and p2 ∈ ∂S2 if
i1(p1) = i2(p2). The resulting space is called the double of S and will be written DS.
For a subset A of S there are subsets A1 ⊂ S1 and A2 ⊂ S2 such that i1(A1) = A
and i2(A2) = A. The double of A is the image of A1 ∪A2 in the quotient space DS
and is written DA.
Lemma 2.3.3 (Bigon/half-bigon criterion). Let α be a non-empty union of pairwise
disjoint embedded loops and properly embedded intervals in S. Likewise, let β be such
a union. Suppose that α and β intersect transversely. Then |α ∩ β| = i([α]S , [β]S)
if and only if α and β do not share a bigon or a half-bigon.
Sketch of proof. Suppose that |α ∩ β| > i([α]S , [β]S). There exists β′ such that α
and β′ intersect transversely, |α ∩ β′| = i([α]S , [β]S) and β′ is ambiently isotopic to
β. Now Dβ is ambiently isotopic to Dβ′ in DS. Therefore Dα and Dβ share a
bigon by Lemma 2.3.2. Therefore α and β share a bigon or a half-bigon.
The other direction is easy.
2.3.2 Minimal position and its generic uniqueness
Following on from Lemma 2.3.3 we say that α and β are in minimal position if α
and β intersect transversely and α and β do not share a bigon or a half-bigon.
Lemma 2.3.4 (Minimal position exists). Suppose that γ1, ..., γk−1 are embedded
loops or properly embedded intervals in S such that each pair is in minimal position.
Given γk an embedded loop or properly embedded interval in S, there exists γ
′
k such
that γ′k is in minimal position with γi whenever i ∈ {1, ..., k−1}, and γ′k is ambiently
isotopic to γk in S.
Sketch of proof. After an ambient isotopy we may assume that γk and γi intersect
transversely for each i ∈ {0, ..., k − 1}.
Suppose that some pair is not in minimal position. By Lemma 2.3.3 there
exists an innermost bigon or an innermost half-bigon D shared by γk and γi for
some i ∈ {1, ..., k− 1}. Now we may ambiently isotope γk past D to reduce |γk ∩ γi|
while |γk ∩ γi′ | remains constant for each i′ 6= i. Repeat this process.
14
Lemma 2.3.5. Let a ∈ A0(S) and c ∈ C0(S). If i(a, c) ≤ 2 then dAC(S)(a, c) ≤ 2.
Sketch of proof. By Lemma 2.3.4 there exist representatives α and γ of a and c
respectively such that the representatives are in minimal position.
The lemma is clear if α ∩ γ = ∅. If |α ∩ γ| = 1 then we may take a closed
regular neighbourhood N = N(α∪γ) of α∪γ. Then consider N ′ = ∂N − ∂S. There
are two connected components of N ′ and they are both properly embedded intervals
in S. If both connected components of N ′ are inessential then this implies that S is
an annulus, a contradiction. So at least one connected component of N ′ is essential
and disjoint from both γ and α as required.
If |α∩γ| = 2 then again we consider N ′ as constructed above. There are two
cases.
Case 1. We have that N is planar. Therefore N ′ is a disjoint union of two embedded
loops and two properly embedded arcs. If each of these is either inessential
or peripheral in S then S is homeomorphic to a 2-disc, annulus, or a pair
of pants, a contradiction.
Case 2. We have that N is not planar. Therefore N ′ is a disjoint union of two
properly embedded intervals in S. If each interval is inessential then we
have that S = S1,1, a contradiction.
Let α and α′ be embedded loops in S. Suppose that there exists an embedded
closed annulus A ⊂ S such that ∂A = α ∪ α′. Then we say that α and α′ cobound
an annulus A.
Let α and α′ be properly embedded intervals in S. Suppose that there is an
embedded closed 2-disc D in S and a homeomorphism f : [0, 1]× [−1, 1]→ D such
that f({0, 1} × [−1, 1]) ⊂ ∂S and f([0, 1]× {−1, 1}) = α ∪ α′. Then we say that α
and α′ cobound a square D.
Lemma 2.3.6. Suppose that α and α′ are ambiently isotopic. If α is an essential
embedded loop in S then α and α′ cobound an annulus. If α is an essential properly
embedded interval in S then α and α′ cobound a square.
Sketch of proof. The last statement follows from the first by considering the double
of S.
For the first statement we can use hyperbolic geometry and refer to [22,
Proof of Proposition 1.10]. Alternatively a proof by contradiction can be given: by
considering S − (α ∪ α′) then constructing an explicit arc or curve x of S such that
i([α]S , x) 6= 0 and i([α′]S , x) = 0.
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In informal terms, the next lemma states that in most cases minimal position
is unique.
Lemma 2.3.7 (Uniqueness of minimal position). Let α be a non-empty union of
pairwise disjoint, essential embedded loops and essential properly embedded intervals
in S. Let β be a non-empty union of pairwise disjoint, pairwise non-ambiently
isotopic, essential embedded loops and essential properly embedded intervals in S.
Suppose that no connected component of α is ambiently isotopic to a connected
component of β, and that α and β are in minimal position. If α′ and β′ are ambiently
isotopic to α and β respectively, and α′ and β′ are in minimal position, then the
subsets α ∪ β and α′ ∪ β′ are ambiently isotopic in S.
Sketch of proof. We may assume that α = α′ and that β and β′ intersect trans-
versely. Now one constructs an ambient isotopy ft of S such that ft(α) = α for all
t ∈ [0, 1] and f1(β) = β′. For the construction of this ambient isotopy we refer to
[22, Lemma 2.9].
2.4 In minimal position with a subsurface
Let Y be a representative of a subsurface Y of S. Let m be a multicurve. By Lemma
2.3.4 there is a representative α of m such that α and ∂Y are in minimal position.
If a connected component α′ of α is a peripheral embedded loop in Y then since α′
is non-peripheral in S there exists an ambient isotopy of S that moves α′ disjoint
from Y. Thus we make the following definition.
We say that Y and α are in minimal position if α and ∂Y are in minimal
position and whenever α′ is a connected component of α then α′ is not a peripheral
embedded loop in Y.
Similarly when α is an essential properly embedded interval in S, we say that
Y and α are in minimal position if α and ∂Y are in minimal position.
2.4.1 Non-annular subsurface projection
Let Y be a non-annular subsurface of S and let c be a curve.
Suppose that c cuts Y . Then c is not a curve of ∂Y . By Lemma 2.3.4 there
exist representatives Y and γ of Y and c respectively such that Y and γ are in
minimal position. Now γ∩Y is a non-empty union of pairwise disjoint and essential
properly embedded intervals in Y or an essential and non-peripheral embedded loop
in Y, therefore there is a corresponding subset of AC0(Y) which we write κY(γ).
By Lemma 2.3.7, if γ′ is ambiently isotopic to γ, and Y and γ′ are in minimal
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position then there exists an ambient isotopy of S that preserves Y but moves γ to
γ′. Therefore we deduce that κY(c) is a well-defined subset of AC0(Y).
If c misses Y then we set κY(c) = ∅.
We say that a pair (A,B) of subsets of S is ambiently isotopic to another
pair (A′, B′) of subsets of S if there exists an ambient isotopy ft of S such that
f1(A) = A
′ and f1(B) = B′. This is an equivalence relation. Write [(A,B)]S for the
equivalence class of (A,B).
We write AC0(Y ) for the set of equivalence classes [(Y, α)]S where Y is a
representative of Y and α is a representative of an element x ∈ AC0(Y). There is
a natural map fY : AC0(Y) → AC0(Y ) defined by fY([α]Y) = [(Y, α)]S . Since any
ambient isotopy of Y can be extended to an ambient isotopy of S, we observe that
the map fY is well-defined.
We set κY (c) = fY(κY(c)). This is well-defined, for if ft is an ambient isotopy
of S, and Y and γ are in minimal position then fY(κY(γ)) = ff1Y(κf1(Y)(f1(γ))).
We define κY (a) similarly where a is an arc of S.
For a multicurve m of S we set κY (m) equal to the union of κY (c) over all
curves c of m.
Lemma 2.4.1. The map fY is injective and surjective.
Sketch of proof. Clearly it is surjective.
For injectivity, it suffices to check that if ft is an ambient isotopy of S such
that f1(Y) = Y then there exists an ambient isotopy ht of Y such that h1 = f1|Y .
This is a consequence of [22, Theorem 3.18].
Now AC(Y) is a graph, and by using the bijection fY we construct a graph
AC(Y ) with vertex set AC0(Y ) where x and y span an edge if and only if f−1Y (x)
and f−1Y (y) span an edge in AC(Y).
The map κY is called the subsurface projection. It is not hard to see that κY
is 1-Lipschitz.
2.4.2 Annular subsurface projection
Our main reference for this subsection is [36, Section 2.4]. Let Y be an annular
subsurface of S and let c be a curve of S.
We endow intS with an arbitrary finite area, complete hyperbolic metric.
We write S˜ for the universal cover of intS, which inherits a complete hyperbolic
metric from intS. By the Cartan–Hadamard theorem we have that S˜ is isometric
to the hyperbolic plane H2. There is a compactification H2 of the hyperbolic plane,
see [22, Subsection 1.1.2].
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Let Y be a representative of Y . Let p ∈ Y. There is a natural injective
homomorphism pi1(Y, p) → pi1(intS, p). This subgroup corresponds to a subgroup
of deck transformations of the universal cover S˜ → intS, which is generated by a
hyperbolic isometry f : S˜ → S˜. The map f extends continuously to H2 and write
q−, q+ ∈ H2 for the fixed points. We write Yˆ for the quotient of H2 − {p−, p+} by
the subgroup pi1(Y, p). We have that Yˆ is homeomorphic to a closed annulus.
We write AC0(Y ) for the set of essential properly embedded intervals in Yˆ ,
modulo homotopies that fix the endpoints of the intervals. We call these classes
arcs. The graph AC(Y ) has vertex set AC0(Y ) where a pair of vertices span an edge
if they have representatives with disjoint interiors.
For a, b ∈ AC0(Y ) we define |a ∩ b| to be the largest integer k such that
whenever α and β represent a and b, and intα and intβ intersect transversely then
k ≤ |intα ∩ intβ|.
Lemma 2.4.2 ([36]). For a 6= b we have that dAC(Y )(a, b) ≤ |a ∩ b|+ 1. 
Suppose that c misses Y then we set κY (c) = ∅.
Suppose that c cuts Y . Let Y and γ be representatives of Y and c respectively.
We set κY (c) to be the subset of AC0(Y ) corresponding to the union of properly
embedded intervals in the lift of c to Yˆ . This is well-defined, indeed, any ambient
isotopy of S induces an ambient isotopy of Yˆ .
18
Chapter 3
Uniform hyperbolicity of arc
graphs and curve graphs
The goal of this chapter is to show that arc graphs and curve graphs are uniformly
hyperbolic. In Subsection 3.1.1 we describe unicorn paths between two arcs in
the arc graph. Similar to how geodesic triangles are slim in hyperbolic graphs,
we shall show that triangles of unicorn paths are uniformly slim in the arc graph
(Lemma 3.1.4). Using this and an astounding hyperbolicity criterion of Masur and
Schleimer [38, Theorem 3.15], [11, Proposition 3.1] we shall deduce that arc graphs
are uniformly hyperbolic.
In Subsection 3.1.3 we show that arc and curve graphs are uniformly hyper-
bolic for surfaces with boundary. The proof makes use of unicorn paths and the
Masur and Schleimer criterion. It follows that curve graphs are uniformly hyper-
bolic for surfaces with boundary since they are uniformly quasi-isometric to arc and
curve graphs. Finally we prove directly that if C(Sg,1) is δ-hyperbolic, where g ≥ 2,
then C(Sg,0) is δ-hyperbolic.
The material in Subsection 3.1.1 is introductory and not original work of the
author. The rest of this chapter is a short account of joint work of Sebastian Hensel,
Piotr Przytycki and the author [30].
3.1 Surfaces with boundary
Throughout this section we assume that S = Sg,n where n > 0 and ξ(S) ≥ 2.
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3.1.1 Unicorn paths
Let a 6= b ∈ A0(S). By Lemma 2.3.4 there exist representatives α and β of a and
b respectively such that α and β are in minimal position. Fix pα ∈ α ∩ ∂S and
pβ ∈ β ∩ ∂S.
There exists a homeomorphism i : [0, 1] → α such that i(1) = pα. For t ∈
[0, 1] we write α(t) = i([t, 1]).
For t ∈ [0, 1] if α(t)∩β 6= ∅ then there is a unique element p = p(t) ∈ α(t)∩β
which is nearest to pβ in the closed interval β. We write αp for the subinterval of α
with boundary equal to {p, pα}. We write βp for the subinterval of β with boundary
equal to {p, pβ}. Because p is nearest to pβ we have that αp ∪ βp is a properly
embedded interval in S.
Lemma 3.1.1. We have that αp ∪ βp is essential.
Proof. We assume that S−αp ∪βp has a simply connected component D. We shall
show that α and β are not in minimal position. Indeed, write D¯ ⊂ S for the closure
of D in S. We have that D¯ is homeomorphic to a 2-disc. Furthermore we have that
αp ∪ βp ⊂ ∂D¯. We have that D¯ is a half-bigon shared by α and β as required.
We write v(p) = [αp ∪ βp]S . For t ∈ [0, 1] if p(t) is defined then set S(t) =
{p(t)} and if not then set S(t) = ∅. Set S = ∪t∈[0,1]S(t). In fact there is an order on
S which is induced by the natural order on [0, 1]. So we may write S = {p1, ..., pk−1}.
If S = ∅ then we set k = 1. By considering t = 0 and α(t) = α we see that S = ∅ is
equivalent to α ∩ β = ∅. We remark that whenever i < j we have that pi is nearer
to pβ than pj in the interval β. Also whenever i < j we have that pj is nearer to
pα than pi in the interval α. There is a sequence (v1, ..., vk−1) such that vi = v(pi),
this sequence is empty if S = ∅. We set v0 = a and vk = b.
Remark 3.1.2. If we exchange the pairs (α, pα) and (β, pβ) then this induces the
opposite order on S and the opposite order on the sequence (v0, ..., vk).
Lemma 3.1.3. The sequence (v0, ..., vk) is a path in A(S).
Proof. If S = ∅ then α ∩ β = ∅ and we have that a = v0 misses v1 = b. So suppose
that S 6= ∅.
Write N(α) and N(β) for closed regular neighbourhoods of α and β respec-
tively. There is a homeomorphism from [0, 1]×[−1, 1] to N(α). We say that a subset
is vertical in N(α) if it is of the form {t} × [−1, 1] and horizontal in N(α) if it is of
the form [0, 1]× {t}.
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We may assume that α is horizontal in N(α) and that β ∩N(α) is a union
of vertical sets in N(α).
Let pi, pi+1 ∈ S . We may assume that αpi = [ti, 1] × {0} and that αpi+1 =
[ti+1, 1]×{0} in N(α). We have that ti < ti+1. We may assume that each connected
component of βpi+1 ∩ N(α) is either {t′} × [−1, 1] where t′ < ti, {ti} × [−1, 1] or
{ti+1} × [0, 1] in N(α).
Fix  such that 0 <  < 1. Write α′pi+1 for the interval [ti+1, 1] × {}.
Write β′pi+1 for the unique subinterval of βpi+1 such that α
′
pi+1 ∪ β′pi+1 is a properly
embedded interval. Write γi+1 = α
′
pi+1 ∪ β′pi+1 . We have that γi+1 is ambiently
isotopic to αpi+1 ∪ βpi+1 . We have that γi+1 ∩ (αpi ∪ βpi) = βpi and therefore there
exists a small perturbation of γi+1 which is disjoint from αpi ∪ βpi . This shows that
vi+1 misses vi.
Proving that v0 misses v1 is similar but easier. By Remark 3.1.2 we have
that vk−1 misses vk.
The sequence (v0, ..., vk) is called a unicorn path in [30]. These paths origi-
nally appear in Hatcher’s short proof that the arc complex is contractible [28]. They
were also used by Hensel, Osadja and Przytycki [29] to show that a finite subgroup
of the mapping class group fixes a clique in the arc graph A(S). The path depends
on the choice of pα and pβ and so there are at most four possibilities. We write
P (a, b) for the union of the unicorn paths. We have that P (a, b) is well-defined by
Lemma 2.3.7 (Uniqueness of minimal position).
If a = b where a, b ∈ A0(S) then we set P (a, b) = {a}.
3.1.2 Uniform hyperbolicity of arc graphs
Lemma 3.1.4. Let a, b, c ∈ A0(S). The following statements hold.
1. The subgraph in A(S) spanned by P (a, b) is connected.
2. If a misses b then P (a, b) = {a} ∪ {b}.
3. We have that P (a, c) ⊂ NA(S)(P (a, b) ∪ P (b, c); 1).
Proof of 1. The set P (a, b) consists of vertices in A(S) that form unicorn paths that
connect a to b so the subgraph spanned by these vertices is connected.
Proof of 2. Using the notation from earlier discussion, we have that S = ∅ hence
{v0} ∪ {v1} = P (a, b).
Proof of 3. There exist representatives α, β and γ of a, b and c respectively such
that each pair is in minimal position and α∩β ∩γ = ∅ by Lemma 2.3.4. We use the
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notation from our earlier construction of unicorn paths. We are given v ∈ P (a, c)
so there exist pα ∈ α ∩ ∂S, pγ ∈ γ ∩ ∂S, and a representative αp ∪ γp of v such that
αp ⊂ α and γp ⊂ γ. Fix pβ ∈ β ∩ ∂S.
If β ∩ (αp ∪ γp) = ∅ then we are done.
If β ∩ (αp∪γp) 6= ∅ then there exists q in this non-empty set which is nearest
to pβ in the interval β. Since α ∩ β ∩ γ = ∅ either q ∈ αp or q ∈ γp but not both.
Without loss of generality q ∈ αp. There exists βq ⊂ β and αq ⊂ αp ⊂ α such that
αq ∪ βq is a properly embedded interval in S. Note that (αq ∪ βq) ∩ γp = ∅. By
definition [αq ∪ βq]S ∈ P (a, b). Furthermore we have that (αq ∪ βq)∩ (αp ∪ γp) = αq
so there exists a small perturbation which makes these properly embedded intervals
disjoint. We conclude that v misses [αq ∪ βq]S as required.
Theorem 3.1.5. There exists a uniform constant δ such that the graph A(S) is
δ-hyperbolic.
Proof. We set L(a, b) to be the subgraph of A(S) spanned by P (a, b) and use a
hyperbolicity criterion of Masur and Schleimer see [11, Proposition 3.1]. This hy-
perbolicity criterion originally appears in [38, Theorem 3.15]. By Lemma 3.1.4 the
criteria required for L(a, b) are satisfied.
3.1.3 Uniform hyperbolicity of arc and curve graphs
Let x ∈ AC0(S). We define
A(x) :=
{a ∈ A0(S) : dAC(S)(a, x) = 1} if x ∈ C0(S){x} if x ∈ A0(S).
Lemma 3.1.6. Let a, a ′ ∈ A0(S) and c ∈ C0(S). Suppose that
dAC(S)(a, c), dAC(S)(a ′, c) = 1
then P (a, a ′) ⊂ NAC(S)(c; 1)
Proof. There exist representatives α, α′ and γ of a, a ′ and c respectively such that
each pair is in minimal position by Lemma 2.3.4. By definition for any v ∈ P (a, a ′)
there is a representative of v which is a subset of α∪α′ but we have that γ∩(α∪α′) =
∅ therefore v ∈ NAC(S)(c; 1) as required.
Lemma 3.1.7. Let x, y ∈ C0(S) and suppose that x misses y then there exists
a ∈ A(x) ∩ A(y). In general, for any multicurve m there exists a ∈ A0(S) such that
a misses m.
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Proof. The last statement implies the first. So let α be a representative of a multi-
curve m.
There exists an embedded closed interval γ in S such that one endpoint of γ
is in ∂S, one endpoint is in α, and the interior of γ is disjoint from α. Let α′ ⊂ α
be the unique connected component that intersects γ. We have that α′ is essential
and non-peripheral.
Take a closed regular neighbourhood N = N(α′∪γ) of α′∪γ. Then ∂N − ∂S
consists of a properly embedded arc γ′ and an embedded loop in S. If γ′ is inessential
then S − γ′ has a simply connected component D. Clearly this component cannot
contain α′ otherwise α′ is inessential. Therefore D ∩ N = ∅. However N ∪ D is a
peripheral annulus that contains α′, a contradiction. Therefore γ′ is essential and
we set a = [γ′]S as required.
Let x, y ∈ AC0(S). We define
P(x, y) := {x} ∪ {y} ∪
( ⋃
a∈A(x),b∈A(y)
P (a, b)
)
.
Lemma 3.1.8. Let x, y, z ∈ AC0(S). The following statements hold.
1. The subgraph in AC(S) spanned by P(x, y) is connected.
2. Whenever dAC(S)(x, y) = 1 we have that diamAC(S)(P(x, y)) ≤ 5.
3. We have that P(x, z) ⊂ NAC(S)(P(x, y) ∪ P(y, z); 1).
Proof of 1. This is clear by statement 1. of Lemma 3.1.4.
Proof of 2. If x, y ∈ A0(S) then by Lemma 3.1.4 the diameter is less than or equal
to 1.
If x ∈ A0(S) and y ∈ C0(S) then for v ∈ P(x, y) such that v /∈ {x, y} we have
that v ∈ P (a, b) for some a ∈ A(x) and for some b ∈ A(y). By Lemma 3.1.6 we have
that v and y are adjacent vertices of AC(S). Since there is a path that connects v
to y and its length is less than or equal to 1 we conclude that the diameter is less
than or equal to 2.
If x, y ∈ C0(S) then for v ∈ P(x, y) such that v /∈ {x} ∪ {y} we have that
v ∈ P (a, b) for some a ∈ A(x) and for some b ∈ A(y). By Lemma 3.1.7 there
exists an arc c ∈ A(x) ∩ A(y). By statement 3. of Lemma 3.1.4 there exists an arc
v ′ ∈ P (a, c) ∪ P (c, b) such that v ′ misses v . By Lemma 3.1.6 we have that v ′ misses
x or y. Therefore there is some path that connects v to x or connects v to y and its
length is less than or equal to 2. Since x and y are adjacent we conclude that the
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diameter is less than or equal to 5.
Proof of 3. Given v ∈ P(x, z) if v ∈ {x} ∪ {z} then v ∈ P(x, y) ∪ P(y, z). If
v /∈ {x}∪{z} then by definition v ∈ P (a, c) for some a ∈ A(x) and for some c ∈ A(z).
Let b ∈ A(y). Then by Lemma 3.1.4 we have that v ∈ NAC(S)(P (a, b) ∪ P (b, c); 1).
Since P (a, b) ⊂ P(x, y) and P (b, c) ⊂ P(y, z) we are done.
Theorem 3.1.9. There exists a uniform constant δ such that the graph AC(S) is
δ-hyperbolic.
Proof. We set L(x, y) to be the subgraph in AC(S) spanned by P(x, y). By Lemma
3.1.8 we have that L(x, y) satisfies the criteria of [11, Proposition 3.1].
Theorem 3.1.10. Let S = Sg,n where n > 0. Suppose that ξ(S) ≥ 2. There exists
a uniform constant δ such that the graph C(S) is δ-hyperbolic.
Sketch of proof. The graph C(S) is 1-dense in AC(S) and the natural inclusion map
satisfies dC(S)(c, c′) ≤ 2dAC(S)(c, c′) see [36, Lemma 2.2] or Lemma 2.2.2. Therefore
C(S) and AC(S) are quasi-isometric with uniform constants.
Since this is the only place where we use the terms quasi-isometric and k-
dense, we do not define them. See [12] for these definitions.
We have that AC(S) is uniformly hyperbolic by Theorem 3.1.9. By [12, The-
orem 6.19] we have a hyperbolicity constant for C(S) that depends on the hyper-
bolicity constant of AC(S) and the quasi-isometry constants. Therefore C(S) is
uniformly hyperbolic.
Remark 3.1.11. In [30] it is shown that for each geodesic triangle in C(S) there is
a curve which is contained in the 17-neighbourhood of any geodesic of the triangle
i.e. the geodesic triangle is 17-thin.
3.2 Surfaces without boundary
Let g ≥ 2 be an integer. Set S = Sg,0. Let D be an embedded closed 2-disc in S
and write D for its interior. Write S′ = S −D. We have that S′ is homeomorphic
to Sg,1. There is a natural inclusion
ι : S′ → S
and this induces a map ι∗ : C0(S′)→ C0(S) where
ι∗([γ]S′) := [ι(γ)]S .
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Any ambient isotopy of S′ extends to an ambient isotopy of S so ι∗ is well-defined.
Furthermore ι∗ is 1-Lipschitz.
Theorem 3.2.1. There exists a uniform constant δ such that the graph C(S) is
δ-hyperbolic whenever S = Sg,n and ξ(S) ≥ 2.
Proof. By Theorem 3.1.10 there exists δ such that whenever n > 0 we have that
C(Sg,n) is δ-hyperbolic. We shall show that C(Sg,0) is δ-hyperbolic where g ≥ 2.
Let P1, P2 and P3 form a geodesic triangle T in C(S). By Lemma 2.3.4 there
exist representatives γv for each v ∈ T such that whenever v, v′ ∈ T and v 6= v′
we have that γv and γv′ are in minimal position. There exists an embedded closed
2-disc D such that D is disjoint from γv for every v ∈ T . Write D = intD and
S′ = S −D. For every v ∈ T we have that γv ⊂ S′ and γv is essential in S′. From
earlier discussion we have that ι∗([γv]S′) = [γv]S .
Write P1 = (v0, ..., vn). Since the map ι∗ is 1-Lipschitz, we have that P ′1 =
([γv0 ]S′ , ..., [γvn ]S′) is a geodesic in C(S′). In a similar fashion we define P ′2 and P ′3.
Then P ′1, P ′2 and P ′3 form a geodesic triangle T ′ in C(S′). But C(S′) is δ-hyperbolic
so the triangle T ′ is δ-slim. Since ι∗ is 1-Lipschitz we have that T is δ-slim. The
geodesic triangle T was arbitrary hence C(S) is δ-hyperbolic.
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Chapter 4
A uniform bound for the
bounded geodesic image
theorem
Masur and Minsky [36] originally proved that if a fixed geodesic Q in C(S) is such
that each of its vertices cut a fixed subsurface Y , then the diameter of the image of
Q under the subsurface projection κY is bounded from above by K, where K only
depends on S. In this chapter we give an elementary proof that we can take K to
be 62, or better still, 50 if Y is non-annular (Theorem 4.2.1).
The statement of this theorem should be compared to the following phe-
nomena in hyperbolic spaces. The diameter of the image of a (suitably far away)
geodesic under projection to a horosphere in Hn is uniformly bounded from above.
The total image under nearest point projection of a geodesic far from a quasi-convex
set in a hyperbolic geodesic metric space has its diameter uniformly bounded from
above. The bounded geodesic image theorem is an aspect of the hyperbolicity of
the curve graph, and the proof given here follows this philosophy.
We use many of the concepts from Chapter 3.
The case where Y is non-annular is much simpler. When Y is non-annular
and S is closed, we may deduce the theorem from the case where Y is non-annular
and S has boundary. Indeed, we will use the strategy of the proof of Theorem 3.2.1
where we removed an open disc of S.
So assume that S has boundary. We pick an arc a that misses ∂Y . Given any
two curves c and c′ of Q, we pick arcs b and b ′ of S that miss c and c′ respectively.
The unicorn paths between b and b ′ are contained in a small neighbourhood of the
subsequence ofQ between c and c′ (Lemma 4.1.1). By Lemma 4.1.2 there is a unicorn
26
arc v ′′ of b and b ′ that is adjacent to a unicorn arc v of b and a, and a unicorn arc
v ′ of b ′ and a. Now if the subsequence of Q between c and c′ is sufficiently far away
from ∂Y in C(S) then we can show that κY (v) and κY (b) have an arc in common
(Lemma 4.1.6), and similarly for κY (v ′) and κY (b ′). These arguments show that
the diameter of κY (c) ∪ κY (c′) is bounded above by 3 when the geodesic between
these curves is sufficiently far from ∂Y (Theorem 4.1.7). It is surprising that such a
small bound can be established. In general, Q can be close to ∂Y in C(S) but this
only happens on a subinterval of Q of universally bounded length - the complement
of which we can show has bounded image under κY . This is why we take a bound
no less than 50.
The case where Y is annular is harder and the strategy is as follows. When
S is closed, we pick a subsurface Z such that ξ(Z) = 1 and the core curve of Y is
a curve of Z. We construct a new surface S′ by removing a small open disc of S
disjoint from fixed representatives of Y , Z and the curves of the geodesic Q. There
are subsurfaces Y ′ and Z ′ of S′ that Y and Z naturally correspond to, and similarly
there is a geodesic Q′ of C(S′) corresponding to Q.
We construct an arc a of S′ that misses Y ′ and ∂Z ′. For any curves c and c′ of
the geodesic Q′ we pick arbitrary arcs b and b ′ of S′ that miss c and c′ respectively.
We consider the unicorn paths between the three vertices a, b and b ′. By Lemma
4.1.2 there is a unicorn arc v ′′ of b and b ′ that is adjacent to a unicorn arc v of b
and a, and a unicorn arc v ′ of b ′ and a. If the subsequence of Q′ between c and c′ is
sufficiently far from ∂Y ′ then we may find a common arc of κZ′(v) and κZ′(b) that
cuts ∂Y ′ in Z ′ (Lemma 4.1.5), and similarly for κZ′(v ′) and κZ′(b ′). The condition
that this arc cuts Y ′ is necessary in order to apply Lemma 4.1.3, which is the key
lemma for bounding the diameter of κY ′(Q
′). The conclusion is that the diameter
of κY ′(c) ∪ κY ′(c′) is bounded from above by 7 if Q′ is sufficiently far from ∂Y ′
(Theorem 4.1.7). In general Q′ may get close to ∂Y ′, but only on an interval of
bounded length, hence our bound is no less than 62.
In summary, we use κZ′(Q
′) to learn about κY ′(Q′) by using Lemma 4.1.3.
The images κZ(Q) and κZ′(Q
′) are in natural correspondence because Z and Z ′ are,
and so Lemma 4.1.3 is used again to bound the diameter of κY (Q), finishing the
proof.
It is important to note that it cannot immediately be said that κY (Q) and
κY ′(Q
′) are comparable because the definition of κY relies on taking a cover of S.
For this reason the details in this chapter concentrate on the case where Y is annular.
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4.1 Surfaces with boundary revisited
Lemma 4.1.1. Let c and c′ be curves and let a ∈ A(c) and b ∈ A(c′). Suppose that
Q = (cj)j∈I is a geodesic in C(S) that connects c to c′. Then for every v ∈ P (a, b)
there exists ck ∈ Q such that dAC(S)(v , ck) ≤ 8.
Proof. We refer to the second paragraph of the proof of Theorem 1.1 in [30].
Lemma 4.1.2. Let a, b, c ∈ A0(S). There exist v ∈ P (a, b), v ′ ∈ P (b, c) and
v ′′ ∈ P (c, a) such that any pair of the arcs v , v ′ and v ′′ miss.
Proof. We refer to [30, Lemma 3.4].
The following lemma is important for Theorem 4.2.1 in the case that the
subsurface is annular.
Lemma 4.1.3. Let Y and Z be subsurfaces and suppose that Y is annular and
∂Y ∈ C0(Z). Let c, c′ ∈ C0(S). Suppose that there exists a path (a0, ..., aL) in
AC0(Z) such that for each ai we have that ai cuts ∂Y , a0 ∈ κZ(c) and aL ∈ κZ(c′).
Then diamAC(Y )(κY (c) ∪ κY (c′)) ≤ L+ 4.
Proof. Let Y be a representative of Y . There exists a representative Z of Z such
that ∂Y is a union of two non-peripheral embedded loops in Z.
By Lemma 2.3.4 there exist representatives γ and γ′ of c and c′ respectively
such that each pair of γ, γ′, Y and Z are in minimal position where applicable.
We may assume that γ ∩ Z and γ′ ∩ Z are in minimal position in Z, for if
they were not then by Lemma 2.3.3 there exists an innermost half-bigon shared by
γ ∩Z and γ′ ∩Z in Z. We can isotope γ′ across this triangle region (an embedded
closed 2-disc D such that ∂D = 1 ∪ 2 ∪ 3 where 1, 2 and 3 are closed intervals
and subsets of γ, γ′ and ∂Z) cobounded by γ, γ′ and ∂Z in order to remove the
half-bigon inside Z. Each time a half-bigon is removed the intersection between
γ ∩ Z and γ′ ∩ Z decreases by 1 so repeating this procedure eventually constructs
the required representatives.
We may assume that any triangle region cobounded by ∂Y, γ and γ′ is
contained in Y.
Suppose that diamAC(Y )(κY (c)∪κY (c′)) ≥ L+5. By Lemma 2.4.2 there exist
arcs [δ∗] ∈ κY (c) and [∗] ∈ κY (c′) such that |[δ∗] ∩ [∗]| ≥ L+ 4. Following a claim
from [38, Section 10] we have that |δ∗∩ ∗∩Y ′| ≥ L+2 where Y ′ is a homeomorphic
lift of Y in Yˆ , δ∗ is a connected component of the lift of γ and ∗ is a connected
component of the lift of γ′.
28
There exists a connected component α0 of γ∩Z that represents a0 and there
exists a connected component αL of γ
′ ∩ Z that represents aL.
Fix a connected component α′0 of α0 ∩Y and fix a connected component α′L
of αL ∩ Y.
Now Y ′ is the homeomorphic lift of Y so write δ′ for the subset of Y ′ that
corresponds to α′0 ⊂ Y. Similarly we write ′ for the subset of Y ′ that corresponds
to α′L ⊂ Y.
We have that δ′ is disjoint from δ∗, or δ′ = δ∗ ∩ Y ′, and that Y ′ is an
annulus therefore |δ′ ∩ ∗| ≥ L + 1. Similarly we have that |δ′ ∩ ′| ≥ L. Therefore
|α′0 ∩ α′L| ≥ L.
By Lemma 2.3.4 there exist representatives α1, ..., αL−1 in Z of a1, ..., aL−1
respectively such that each pair of α0, ..., αL is in minimal position and that αi and
Y are in minimal position for each i. Hence for each i ∈ {0, ..., L− 1} we have that
αi ∩ αi+1 = ∅.
Now ai cuts ∂Y so αi ∩ Y 6= ∅. For each i ∈ {1, ..., L − 1} fix a connected
component α′i of αi ∩ Y.
Recall that |α′0∩α′L| ≥ L and therefore we have that |α′0∩α′L−1| ≥ L−1. We
can argue inductively and deduce that |α′0∩α′1| ≥ L− (L−1) = 1. This contradicts
the earlier statement that α0 ∩ α1 = ∅.
We require the following lemmas (Lemma 4.1.5 and Lemma 4.1.6) to control
the subsurface projection of unicorn paths. These lemmas state that if a vertex of
a unicorn path is sufficiently far away from ∂Y in AC(S) then we can control its
image under subsurface projection. This is the crucial step in our proof of Theorem
4.1.8. However we require Lemma 4.1.4 to prove Lemma 4.1.5.
Lemma 4.1.4. Let Y and Z be subsurfaces. Suppose that Y is annular, Z = S0,4
and ∂Y ∈ C0(Z). Let a1, a2 ∈ AC0(Z). If i(a1, ∂Y ) ≥ 3 and a1 misses a2 then a2
cuts ∂Y .
Proof. Suppose for a contradiction that a2 misses ∂Y .
There exist representatives γ and Z of ∂Y and Z respectively such that
γ ⊂ Z. Following the proof of Lemma 2.3.4 there exist representatives α1 and α2 in
Z of a1 and a2 respectively such that α1 ∩α2 = ∅, α1 and γ are in minimal position
and α2 ∩ γ = ∅.
Now Z − γ has two components. Therefore α2 is a subset of one such com-
ponent P. We have that P is a pair of pants. Now α1 ∩ γ is a non-empty set and
its cardinality is greater than or equal to 3 therefore there exists a subinterval  of
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γα1
Figure 4.1: The proof of Lemma 4.1.4.
α1 such that  is an essential properly embedded interval of P and both endpoints
of  are in γ. We have that  must intersect α2, a contradiction.
Lemma 4.1.5. Suppose that Y is annular, ∂Y ∈ C0(Z) and Z is a subsurface of S,
where ξ(Z) = 1, S = Sg,n and n > 0. Let aZ be a curve of ∂Z. Let a, b ∈ A0(S).
Suppose that a misses Y and a misses ∂Z. Then for any v ∈ P (a, b) at least one of
the following statements holds.
1. There exists a ′ ∈ κZ(v) ∩ κZ(b) such that a ′ cuts ∂Y .
2. We have that dAC(S)(v , ∂Y ) ≤ 3.
Proof. Write Y for a representative of the core curve of Y .
There exists a representative Z of Z such that Y ⊂ Z and Y is non-peripheral
in Z. Following the proof of Lemma 2.3.4 there exist representatives α and β of
a and b respectively such that α and β are in minimal position, β and ∂Z are in
minimal position, β and Y are in minimal position, α∩Y = ∅ and α∩(∂Z−∂S) = ∅.
We have that v ∈ P (a, b) so by definition there exist subintervals αp ⊂ α and
βp ⊂ β such that αp ∪ βp is a representative of v . Write γ = αp ∪ βp.
There do not exist any bigons between β and ∂Z and α is disjoint from ∂Z.
We deduce that γ and ∂Z do not share a bigon so by Lemma 2.3.3 we have that
γ and ∂Z are in minimal position. Similarly we have that γ and Y are in minimal
position. Now we can understand κZ(v) by considering γ ∩ Z.
Write αZ for a representative of aZ where αZ ⊂ ∂Z.
If |γ ∩ Y| ≤ 2 then by Lemma 2.3.5 we have that dAC(S)(v , ∂Y ) ≤ 2 as
required. If |γ ∩ αZ | ≤ 2 then similarly we are done.
The remaining case is that |γ ∩ Y| ≥ 3 and |γ ∩ αZ | ≥ 3.
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Suppose that Z = S0,4. Suppose that there is no connected component
γ′ of γ ∩ Z such that γ′ ⊂ βp and γ′ ∩ Y 6= ∅. So then there exists a unique
connected component γ′1 ⊂ γ ∩ Z such that |γ′1 ∩ Y| ≥ 3 and we have that αp ⊂ γ′1.
However |γ ∩ αZ | ≥ 3 so there exists a connected component γ′2 ⊂ γ ∩ Z such that
γ′2 ⊂ βp. We have that γ′1 and γ′2 are disjoint and essential properly embedded
intervals in Z. There are no bigons shared by γ′1 and Y in Z so we deduce that
i([γ′1]Z , [Y]Z) ≥ 3. Since γ′2 ∩ Y = ∅ we contradict Lemma 4.1.4. Therefore there
exists a connected component γ′ of γ ∩Z such that γ′ ⊂ βp ⊂ β and γ′ ∩Y 6= ∅. We
set a′ = [γ′]Z ∈ AC0(Z).
Suppose that Z = S1,1. Since αp ∩ (∂Z − ∂S) = ∅ we have that αp ∩ Z = ∅.
Pick an arbitrary connected component γ′ of γ ∩ Z such that γ′ ∩ Y 6= ∅ and set
a′ = [γ′]Z ∈ AC0(Z).
We have that a′ ∈ κZ(v) ∩ κZ(b) and a′ cuts ∂Y .
Lemma 4.1.6. Suppose that Z is a non-annular subsurface of S, where S = Sg,n
and n > 0. Let aZ be a curve of ∂Z. Let a, b ∈ A0(S). Suppose that a misses ∂Z.
Then for any v ∈ P (a, b) at least one of the following statements holds.
1. There exists a′ ∈ κZ(v) ∩ κZ(b).
2. We have that dAC(S)(v , aZ) ≤ 2.
Proof. The proof is analogous to the proof of Lemma 4.1.5 and it is easier.
Fix a representative Z of Z. Write αZ for a representative of aZ such that
αZ ⊂ ∂Z − ∂S. By Lemma 2.3.4 there exist representatives α and β for a and b
respectively such that each pair of α, β and Z are in minimal position. We have
that α ∩ ∂Z = ∅.
By definition there exists a representative γ of v such that γ = αp∪βp where
αp ⊂ α and βp ⊂ β.
If |γ ∩ αZ | ≤ 2 then by Lemma 2.3.5 we have that dAC(S)(v , aZ) ≤ 2 as
required.
So instead assume that |γ ∩ αZ | ≥ 3. Since αp ∩ ∂Z = ∅ we have that
|βp ∩ αZ | ≥ 3. So there exists a connected component γ′ ⊂ γ ∩ Z such that γ′ ⊂
βp ⊂ β, see Figure 4.2. Since Z and β are in minimal position we have that γ′ is
essential in Z and we set a′ = [γ′]Z . We have that a′ ∈ κZ(v) and since γ′ ⊂ β we
have that a′ ∈ κZ(b) as required.
Theorem 4.1.7. Let S = Sg,n with n > 0. Let Y be a subsurface of S and let
Q = (cj)j∈I be a geodesic in C(S). The following statements hold.
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αp
βp∂S
Z
αZ
γ′
Figure 4.2: The proof of Lemma 4.1.6. Here S = S3,1 and Z = S2,2. The represen-
tative γ = αp ∪ βp of v is illustrated. A connected component γ′ of γ ∩Z such that
γ′ ⊂ βp ⊂ β is dotted and [γ′]Z is the required arc.
1. If Y is annular and for each j ∈ I we have that dAC(S)(cj , ∂Y ) ≥ 13 then
diamAC(Y )(κY (Q)) ≤ 7.
2. If Y is non-annular and for each j ∈ I we have that dAC(S)(cj , aY ) ≥ 12, for
some curve aY of ∂Y , then diamAC(S)(κY (Q)) ≤ 3.
Proof of 1. It suffices to show that for each i, i′ ∈ I we have that diamAC(Y )(κY (ci)∪
κY (ci′)) ≤ 7. After taking a subpath, we may assume that i is initial and i′ is
terminal in Q.
There exists a subsurface Z of S such that ∂Y ∈ AC0(Z) and ξ(Z) = 1. By
Lemma 3.1.7 there exists an arc a ∈ A0(S) such that a misses ∂Y and ∂Z.
Let b ∈ A(ci) and b ′ ∈ A(ci′). By Lemma 4.1.2 there exist v ′′ ∈ P (b, b ′), v ∈
P (a, b) and v ′ ∈ P (a, b ′) such that any pair of the arcs v , v ′ and v ′′ miss. By Lemma
4.1.1 we have that dAC(S)(v ′′, Q) ≤ 8. Therefore dAC(S)(v , Q), dAC(S)(v ′, Q) ≤ 9.
Therefore we have that dAC(S)(v ′, ∂Y ), dAC(S)(v , ∂Y ) ≥ 4. By Lemma 4.1.5 there
exists an arc a1 ∈ κZ(b) ∩ κZ(v) such that a1 cuts ∂Y . Similarly there exists an arc
a2 ∈ κZ(b ′) ∩ κZ(v ′) such that a2 cuts ∂Y .
Let a0 ∈ κZ(ci) be an arc such that a0 cuts ∂Y , and similarly let a3 ∈
κZ(ci′) be an arc such that a3 cuts ∂Y . We have that the sequence (a0, a1, a2, a3)
is a path in AC(Z) such that each term cuts ∂Y . By Lemma 4.1.3 we have that
diamAC(Y )(κY (ci) ∪ κY (ci′)) ≤ 3 + 4 = 7 as required.
Proof of 2. This proof is similar to the previous. We set Z = Y , set aZ = aY
and find a such that a misses ∂Z, let b and b ′ be as before and replace Lemma
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4.1.5 with Lemma 4.1.6. By Lemma 4.1.6 we construct a1 ∈ κY (v) ∩ κY (b) and
a2 ∈ κY (v ′)∩κY (b ′). For any a0 ∈ κY (ci) and a3 ∈ κY (ci′) we have that (a0, a1, a2, a3)
is a path in AC(Y ) hence there is an upper bound of 3 on the diameter.
Theorem 4.1.8. Let S = Sg,n with n > 0. Let Y be a subsurface of S. Suppose
that Q = (cj)j∈I is a geodesic in C(S) such that cj cuts Y for all j ∈ I. Then the
following statements hold.
1. If Y is annular then diamAC(Y )(κY (Q)) ≤ 62.
2. If Y is non-annular then diamAC(Y )(κY (Q)) ≤ 50.
Proof of 1. If there does not exist i ∈ I such that dAC(Y )(ci, ∂Y ) ≤ 12 then we are
done by Theorem 4.1.7.
If i, i′ ∈ I are such that dAC(S)(ci, ∂Y ) ≤ 12 and dAC(S)(ci′ , ∂Y ) ≤ 12 then
dAC(S)(ci, ci′) ≤ 24 so |i − i′| ≤ 46 by Lemma 2.2.2. So pick i smallest in I and i′
largest in I with these upper bounds on distance to ∂Y . Write I ′ = {i, ..., i′} ⊂ I,
and set Q′ = (cj)j∈I′ . Since |i − i′| ≤ 46 and κY is 1-Lipschitz we have that
diamAC(Y )(κY (Q′)) ≤ 46.
Now write I1 = {j ∈ I : j < i} and I2 = {j ∈ I : j > i′}. By Theorem 4.1.7
we have that diamAC(Y )((cj)j∈I1) ≤ 7 and diamAC(Y )((cj)j∈I2) ≤ 7. Since κY is 1-
Lipschitz and Q is a path, we have that diamAC(Y )(κY (Q)) ≤ 7+1+46+1+7 = 62.
Proof of 2. We write Z = Y and fix a curve aY = aZ of ∂Y . Then we argue
similarly to the proof above, replacing ∂Y with aY . The appropriate constants in
the argument in order are 11, 22, 42 and 3 + 1 + 42 + 1 + 3 = 50.
4.2 Surfaces without boundary revisited
Now we finish the proof of the bounded geodesic image theorem for the case when
S is without boundary. When Y is non-annular we use the same strategy as the
proof for Theorem 3.2.1. However if Y is annular then a more careful proof must
be constructed since the definition of κY relies on taking a cover Yˆ of S.
Theorem 4.2.1. Let S = Sg,n with ξ(S) ≥ 2. Let Y be a subsurface of S. Suppose
that Q = (cj)j∈I is a geodesic in C(S) such that cj cuts Y for all j ∈ I. Then the
following statements hold.
1. If Y is annular then diamAC(Y )(κY (Q)) ≤ 62.
2. If Y is non-annular then diamAC(Y )(κY (Q)) ≤ 50.
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Proof. By Theorem 4.1.8 we may assume that n = 0. We have that g ≥ 2.
Suppose that Y is non-annular. By Lemma 2.3.4 there exists a representative
γ(cj) of cj for each j ∈ J , and there exists a representative of Y, such that each pair
of representatives is in minimal position.
Now there exists an embedded closed 2-disc D which is disjoint from Y and
γ(cj) for each j ∈ I. Write D for the interior of D.
Write S′ = S −D. We have that Q′ = ([γ(cj)]S′)j∈I is a geodesic in C(S′).
Write Y ′ = [Y]S′ . Furthermore by Lemma 2.3.3 each pair of the representatives γ(cj)
(for each j ∈ I) and Y are in minimal position in S′. Therefore each vertex of Q′ cuts
Y ′. Therefore we may use Theorem 4.1.8 to deduce that diamAC(Y ′)(κY ′(Q′)) ≤ 50.
However we may pick representatives γ′(cj) ⊂ γ(cj)∩Y for κY (cj). But also
we have that γ′(cj) is a representative of κY ′([γ(cj)]S′). The identity map on Y
induces an isometry f : AC(Y )→ AC(Y ′). Furthermore f(κY (cj)) = κY ′([γ′(cj)]S′).
Therefore diamAC(Y )(κY (Q)) ≤ 50 as required.
Suppose that Y is annular. There exists a subsurface Z of S such that
∂Y ∈ AC0(Z) and ξ(Z) = 1. Now just as before, construct S′, Y ′, Z ′ and Q′.
As in the proof of Theorem 4.1.7, we find subpaths of Q′ which are far from a
curve aZ′ of ∂Z
′, then we constructed arcs in AC(Z ′) to bound the diameter of the
projection of these subpaths of Q′ in AC(Y ′). Descending these arcs via the one-to-
one correspondence between AC(Z ′) and AC(Z) gives us a bound of 7 for the image
under κY , by using Lemma 4.1.3. Following along the lines of Theorem 4.1.8, we
finish the proof.
34
Chapter 5
Control on tight filling
multipaths
This chapter consists of two sections. In Section 5.1 we shall define multipath and
multigeodesic, and what it means for a multipath to be tight. We introduce the
notion of a filling multipath. This is similar, but not equivalent, to the notion of a 3-
embedded multipath introduced by Shackleton [46] and we shall discuss the difference
before Lemma 5.1.3. Then we describe what it means to tighten a multipath and
we show that a tightened filling multipath is a filling multipath (Lemma 5.1.3).
Furthermore, we generalize Masur–Minsky’s tightening procedure for geodesics [36]
to the wider context of filling multipaths. The tightening procedure is important
for Theorem 6.2.3, which in turn is used in our proofs of Theorems 7.1.2 and 7.3.2.
At the end of Section 5.1 we discuss the different notions of “tight geodesic” in the
literature and explain why Theorem 7.1.2 applies to all notions.
In Section 5.2 we consider all the tight filling multipaths of length at most L
that connect a fixed pair of curves a and b. We write C(a, b;L) for the set of curves
that “appear” in any multicurve of such a tight filling multipath. We show that there
is a bound B = B(S,L) that only depends on S and L such that the cardinality of
the set C(a, b;L) is bounded from above by B. In fact, fixing L, the bound B is
bounded from above by an exponential in ξ(S) (Theorem 5.2.7). Theorem 5.2.7 is
a generalization of a theorem of Masur and Minsky [36] that the number of tight
geodesics between a pair of curves is finite. In fact, our proof is constructive and
therefore gives a new algorithm to compute the distance between two curves in the
curve graph. Older algorithms were discovered by Leasure [33] and Shackleton [47].
At the start of Section 5.2 we give a brief overview of the strategy of our proof.
We remark that Theorem 5.2.7 gives the first effective bound on the number
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of tight multigeodesics between a and b, only in terms of S and dC(S)(a, b). We
remark that prior to the work here, Shackleton provided a bound that only depends
on S and the geometric intersection number of a and b [47]. Yohsuke Watanabe
independently discovered the idea for the proof of Theorem 5.2.7 [51].
5.1 Tightness
Let m and m′ be multicurves with no common curve. There exist representatives α
and α′ of m and m′ respectively such that α and α′ are in minimal position. Write
n(α∪α′) for an open regular neighbourhood of α∪α′. The subsurface filled by α and
α′, written F(α, α′), is the closure of the union of n(α∪α′) with its complementary
components homeomorphic to 2-discs or peripheral annuli. We write F (α, α′) for
the ambient isotopy class of F(α, α′). In fact F (α, α′) is determined by m and m′
by Lemma 2.3.4 so instead we may write F (m,m′) and we call this the subsurface
filled by m and m′.
If F(α, α′) 6= S then by construction ∂F(α, α′) − ∂S is a non-empty subset
that consists of essential and non-peripheral embedded loops in S that are disjoint
from α and α′. We write ∂F (m,m′) ⊂ C0(S) for the multicurve which is a union of
curves c such that some connected component of ∂F(α, α′) represents c.
We say that m and m′ fill S if dMC(S)(m,m′) ≥ 3, or equivalently, if
F (m,m′) = S.
A multipath is a sequence of multicurves (mj)j∈I such that whenever i, i+1 ∈
I we have that mi misses mi+1. A multigeodesic is a multipath where whenever
i1, i2 ∈ I we have that dC(S)(mi1 ,mi2) = |i1 − i2|.
Definition 5.1.1. A multipath P = (mj)j∈I is filling if length(P ) ≥ 3 and whenever
i1, i2 ∈ I and |i1 − i2| ≥ 3 we have that mi1 and mi2 fill S.
Note that for a filling multipath (mj)j∈I whenever i, i+ 2 ∈ I we have that
mi and mi+2 have no common curve. This is important since we will never consider
the subsurface filled by m and m′ when the multicurves have a common curve.
Lemma 5.1.2. Let (mj)j∈I be a filling multipath with i− 1, i, i+ 1 ∈ I and let c be
a curve. If c misses ∂F (mi−1,mi+1) and c cuts mi then c misses mi−1 and mi+1.
Proof. By Lemma 2.3.4 there exist representatives αi−1, αi and αi+1 of mi−1, mi and
mi+1 respectively that are pairwise in minimal position. Construct F(αi−1, αi+1)
and write F for this subset of S. By definition of F we have that αi ∩ F = ∅.
Following the proof of Lemma 2.3.4 there exists a representative γ of c such
that γ ∩ ∂F = ∅. Since γ is connected we either have γ ∩ F = ∅ or γ ⊂ F . Since
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c cuts mi we have that γ ∩ αi 6= ∅. Since αi ∩ F = ∅ we deduce that γ ∩ F = ∅
therefore we have that γ ∩ (αi−1 ∪ αi+1) = ∅ and we are done.
A filling multipath (mj)j∈I is tight at index i if mi = ∂F (mi−1,mi+1). If
the filling multipath is not tight at index i (and i is neither initial nor terminal in
I) then it makes sense to tighten the multipath at index i by replacing mi with
∂F (mi−1,mi+1).
Shackleton [46] introduced 3-embedded multipaths. A multipath (mj)j∈I is
3-embedded if whenever i1, i2 ∈ I and |i1− i2| ≥ 3 we have that dC(S)(mi1 ,mi2) ≥ 3.
It is immediate that such a pair mi1 and mi2 fill S and so a 3-embedded multipath
is a filling multipath. However the converse is not true. For example, there exist
multicurves m and m′ such that m and m′ fill S but dC(S)(m,m′) = 2. Moreover, it
is remarked by Shackleton [46, Section 2.3] that tightening a 3-embedded multipath
may not necessarily result with another 3-embedded multipath. However, tightening
a filling multipath does result with a filling multipath.
Lemma 5.1.3. Suppose that we tighten a filling multipath (mj)j∈I at index i. Then
the resulting multipath is filling.
Proof. Suppose that there exists a curve c such that c misses ∂F (mi−1,mi+1) and
c misses mi′ where |i − i′| ≥ 3. Without loss of generality we assume that i′ ≥ i.
We have that mi and mi′ fill S so c cuts mi. By Lemma 5.1.2 we have that c misses
mi−1. But this contradicts the assumption that mi−1 and mi′ fill S.
Lemma 5.1.4. Let m′ be a multicurve and let (mj)j∈I be a filling multipath with
i − 2, i − 1, i ∈ I. Suppose that m′ misses ∂F (mi−2,mi) but that each curve of m′
cuts mi−2. Then there exist representatives α′, αi−2 and αi of m′, mi−2 and mi
respectively such that each pair is in minimal position and α′ ⊂ F(αi−2, αi).
Proof. By Lemma 2.3.4 there exist representatives αi−2 and αi of mi−2 and mi such
that αi−2 and αi are in minimal position. Write F = F(αi−2, αi). Following the
proof of Lemma 2.3.4 there exists a representative α′′ of m′ such that α′′ ∩ ∂F = ∅.
By assumption for each connected component α ⊂ α′′ we have that α ∩ αi−2 6= ∅.
We deduce that α′′ ⊂ F . Again by following the proof of Lemma 2.3.4 there exists
α′ such that α′ and α′′ are ambiently isotopic, α′ ⊂ F and each pair of α′, αi−2 and
αi is in minimal position.
The following lemma and its proof is a generalization of Masur–Minsky [36,
Lemma 4.5]. They proved the analogous statement for geodesics.
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Lemma 5.1.5. Let (mj)j∈I be a filling multipath with i−2, i−1, i, i+1 ∈ I. Suppose
that (mj)j∈I is tight at index i− 1. After tightening at index i, the resulting filling
multipath remains tight at index i− 1.
Proof. Writem′i = ∂F (mi−1,mi+1). We shall show that F (mi−2,mi) = F (mi−2,m
′
i).
We have that m′i misses mi+1 so each curve of m
′
i cuts mi−2. By Lemma 5.1.4 there
exist representatives α′i, αi and αi−2 of m
′
i, mi and mi−2 respectively such that each
pair is in minimal position and α′i ⊂ F(αi−2, αi). We may assume that an open
regular neighbourhood n(αi−2∪α′i) of αi−2∪α′i satisfies n(αi−2∪α′i) ⊂ F(αi−2, αi).
No component of S −F(αi−2, αi) is either a 2-disc or a peripheral annulus therefore
by definition we have that F(αi−2, α′i) ⊂ F(αi−2, αi).
Each component of αi intersects αi−2 hence each connected component of
F(αi−2, αi) intersects F(αi−2, α′i). Therefore in order to show that F(αi−2, α′i) is
ambiently isotopic to F(αi−2, αi) it suffices to show that for each connected compo-
nent γ ⊂ ∂F(αi−2, α′i)− ∂S we have that γ is peripheral in F(αi−2, αi).
So suppose instead that γ is non-peripheral in F(αi−2, αi). However γ is
essential and non-peripheral in S. Write c = [γ]S . By following the proof of Lemma
2.3.4 there exists a representative γ′ of c such that γ′ ⊂ F(αi−2, αi), γ′ ∩ αi−2 = ∅
and γ′ and αi are in minimal position. But γ′ is not peripheral in F(αi−2, αi)
therefore we have that γ ∩ αi 6= ∅ and so c cuts mi. By definition of c we have that
c misses m′i = ∂F (mi−1,mi+1). By Lemma 5.1.2 we have that c misses mi+1. By
definition of c we have that c misses mi−2. This contradicts the assumption that
mi−2 and mi+1 fill S.
Let P = (mi)i∈I be a multigeodesic or a filling multipath. We say P is
tight if for each index i (that is neither initial nor terminal in I) we have mi =
∂F (mi−1,mi+1).
Given any filling multipath P = (mi)i∈I we may enumerate the non-initial
and non-terminal indices at which P is not tight. Then one by one we can tighten
at these indices. By Lemma 5.1.3 after each tightening the resulting multipath is
filling. By Lemma 5.1.5 we have that the resulting multipath retains the indices
at which P was tight. We refer to this as the tightening procedure see [36, Lemma
4.5]. We use the tightening procedure to prove Theorem 6.2.3 and Theorem 7.3.2.
Theorem 6.2.3 is a crucial step in proving the effective bounds in Theorem 7.1.2
which is one of our main theorems.
Before we move on we remark that there are several notions of “tight geodesic”
in the literature. The definition of tight multigeodesic given here agrees with Masur
and Minsky’s notion of a tight sequence (see [36, Definition 4.1]) - this is the origi-
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nal definition. Bowditch in [14] defines a tight multigeodesic to be a multigeodesic
(mj)j∈I where at each non-initial and non-terminal index i we have that mi is a
subset of ∂F (mi−1,mi+1) - note that this is a weaker notion than the one given here
- let us call this a Bowditch tight multigeodesic. Bowditch defines a tight geodesic
to be a sequence (cj)j∈I of curves such that there exists a Bowditch multigeodesic
(mj)j∈I with ci ∈ mi for each index i ∈ I - let us call this a Bowditch tight geodesic.
Now we make an observation. Suppose that (c0, ..., cn) is a Bowditch tight
geodesic. By definition there exists a Bowditch tight multigeodesic (m0, ...,mn) with
ci ∈ mi for each i. Observe that for each ci there is a Masur–Minsky tight sequence
QT connecting m0 to mn such that ci is a curve of some multicurve in QT . This
follows from the tightening procedure when applied to the Bowditch multigeodesic
(m0, ...,mn) starting with the index i. We conclude that the finiteness results such
as Theorem 7.1.2 and Theorem 5.2.7 apply to Masur–Minsky tight sequences and
Bowditch tight geodesics.
5.2 Filling multiarcs
The goal of this section is to provide a bound on the number of tight filling multi-
paths connecting two vertices purely in terms of S and the lengths of the multipaths
(Theorem 5.2.7).
The strategy of the proof of Theorem 5.2.7 is to show that the possibilities
for m1, in terms of m0 and mk, is finite, where (m0,m1, ...,mk) is a tight filling
multipath. In fact, the bound on the number of possibilities will only depend on
S and k. By induction, the theorem follows. To bound the possibilities for m1,
we consider the arcs mi −m0 in the surface S −m0. In Lemma 5.2.4, we observe
that the multicurve m1 is determined only by the ambient isotopy classes of arcs of
m2 −m0 in S −m0 and we write κm0(m2) for these classes. Lemma 5.2.4 only uses
the fact that the multipath is tight at m1. It is worth noting that m1 is independent
of the numbers of parallel copies of arcs of m2 − m0 in S − m0, and this is why
κm0(m2) is just the collection of ambient isotopy classes of such arcs.
Finally, we observe that there are only finitely many possibilities for κm0(mi)
in terms of κm0(mi+1) whenever i+1 ≥ 3 (Lemma 5.2.1). This is because κm0(mi+1)
cuts S−m0 into discs and peripheral annuli, and therefore the arcs that are disjoint
from κm0(mi+1) fall into a finite list of possibilities. We use the Catalan numbers
to find an exponential bound on the possibilities of κm0(mi) in terms of ξ(S).
Summarizing, by an inductive argument we have that κm0(m2) has only
finitely many possibilities in terms of κm0(mk), and, κm0(m2) determines m1 and
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we are done. We now provide the details.
Given a multicurve m ∈ MC0(S), let α be a representative of m. Write
Z = S − n(α), where n(α) is an open neighbourhood of α. We define MA0(S,m)
to be the set of ambient isotopy classes of non-empty unions of pairwise disjoint,
pairwise non-ambiently isotopic and essential properly embedded intervals in Z,
such that each properly embedded interval has its endpoints in ∂Z − ∂S. We call
such an element a multiarc of (S,m). One should compare this to the definition
of AC(Y ). As usual, MA(S,m) is the graph with vertex set MA0(S,m) and two
vertices span an edge if they miss.
Write FMA0(S,m) for the set of multiarcs m ∈MA0(S,m) such that there
exist representatives α of m and γ of m where γ ⊂ Z = S − n(α) and Z − n(γ) is a
union of discs and peripheral annuli in S, where n(γ) is an open regular neighbour-
hood of γ in Z. Such a multiarc m is called a filling multiarc of (S,m).
Define FMA(S,m) to be the graph with vertex set FMA0(S,m), and edges
span a pair of vertices m and m ′ if and only if m misses m ′.
Lemma 5.2.1. Let m ∈ MC0(S) and m ∈ FMA0(S,m). Suppose that m ′ ∈
MA0(S,m) misses m. Then there are at most d0 possibilities for m ′ where d0 =
224n+72g−72 = 224ξ(S).
Proof. Fix a representative α of m. Write n(α) for an open regular neighbourhood
of α. Write Z = S − n(α).
There exist representatives γ and γ′ in Z for m and m ′ respectively such that
γ ∩ γ′ = ∅ by Lemma 2.3.4.
Now let D be a connected component of Z − γ. We define s(D), the number
of sides of D, to be equal to twice the number of connected components of the
boundary of D which are subsets of ∂Z.
Either the interior of D is an open 2-disc or the interior of D is an annulus,
whose core loop is peripheral in S.
For each D we shall bound the number of possibilities for γ′∩D up to ambient
isotopy of Z that preserves γ. The bound will be an exponential in s(D).
We remind the reader of the so-called Catalan numbers for which we write
Ck. We define C0 = 1 and the number of full triangulations of a convex polygon
with k + 2 sides is equal to Ck. We shall not prove this but it is known that the
numbers Ck satisfy Ck+1 = 2(2k+1)Ck/(k+2), see [32, p108]. From this we deduce
that Ck ≤ 4k.
Now when D is simply connected with s = s(D) sides, we can consider a max-
imal collection of properly embedded intervals in D that are essential in Z, pairwise
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disjoint and pairwise non-isotopic. There are only Ck such maximal collections in
D (where k = s/2 − 2) up to ambient isotopy of Z that preserves γ. Furthermore
such a maximal collection in D contains exactly s/2− 1 + s/2− 2 = s− 3 properly
embedded intervals. Now γ′∩D is a subset of such a maximal collection of intervals
in D therefore we have that there are at most 2s−3.Ck possibilities for γ′ ∩D up to
ambient isotopy of Z that preserves γ, where k = s/2−2. We deduce that there are
at most 2s−3.2s−4 = 22s−7 possibilities for γ′ ∩D up to ambient isotopy of Z that
preserves γ.
When the interior of D is an annulus and D has s = s(D) sides, again we
consider a maximal collection of properly embedded intervals in D that are essential
in Z, pairwise disjoint, pairwise non-isotopic and have endpoints on ∂Z − ∂S. Now
γ′ ∩D is a subset of such a maximal collection. Since the core loop is peripheral in
S, any maximal collection has a properly embedded arc β such that there exists a
connected component D′ of D − β such that the interior of D′ is an annulus and
s(D′) = 2. The other connected component D′′ of D − β is simply connected and
we have that s(D′′) = s + 2. Therefore there are at most s.Ck possibilities for a
maximal collection up to ambient isotopy of Z preserving γ, where k = s/2 − 1.
Furthermore there are s − 1 properly embedded intervals in a maximal collection.
We deduce that there are at most s.2s−2.2s−1 possibilities for γ′ ∩D up to ambient
isotopy of Z preserving γ. This is at most 23s−3.
Now we multiply the number of possibilities in each D to get a bound for
the possibilities of m ′. It suffices to bound Σs(D) where the sum is taken over all
connected components D of Z − γ. We use the Euler characteristic χ to do this.
Write N for the number of connected components of Z−γ. We attach closed
2-discs to ∂S along their boundaries to obtain a surface X homeomorphic to Sg,0.
Now χ(X − n(α)) = χ(X). The space X − n(α) is a collection of N 2-discs glued
along Σs(D)/4 disjoint intervals. Therefore χ(X) = N − Σs(D)/4 and therefore
Σs(D) = 4N − 4χ(Sg,0).
So it suffices to bound N . Assume that N is maximal, thus each connected
component D of Z − γ is either simply connected and s(D) = 6 (let’s say there are
h such connected components), or, the interior of D is an annulus and s(D) = 2
(let’s say there are h′ such connected components). We observe that χ(X−n(α)) =
(h′+h)− (h′2 + 3h2 ) thus h = h′−2χ(Sg,0) thus N ≤ 2h′−2χ(Sg,0) and so 3Σs(D) ≤
3(8h′ − 12χ(Sg)) ≤ 24n− 36(2− 2g) = 24n+ 72g − 72.
We conclude that there are at most 224n+72g−72 possibilities for m ′.
Let m ∈ MC0(S). Write MC(S;m, 3) = {m′ ∈ MC0(S) : dMC(S)(m,m′) ≥
3}. Define MC(S;m, 2) = NMC(S)(MC(S;m, 3); 1). This set is a subset of the
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multicurves of distance at least 2 from m, but generally it is not an equality, because
one may have distance 2 multicurves (in MC(S)) that have a common curve. But
any curve of m′ ∈MC(S;m, 2) must cut m. Define κm : MC(S;m, 2)→MA0(S,m)
similarly to that of κY for a subsurface Y . Note that the restriction of κm to
MC(S;m, 3) maps into FMA0(S,m).
Define a relation pm : FMA(S,m)→MA(S,m) where m 7→ m′ if and only
if m′ is a submultiarc of m.
Lemma 5.2.2. Given m ∈ MC0(S) and (m0,m1, ...,ml) a multipath with mi ∈
MC(S;m, 3) for each i, then κm(m0) ∈ NFMA(S,m)(κm(ml); l) ⊂ FMA0(S,m) and
the set NFMA(S,m)(κm(ml); l) has an effective bound on its cardinality in terms of l
and ξ(S).
Proof. It suffices to show that κm(mi) misses κm(mi+1), and this is clear. Then
apply Lemma 5.2.1 to deduce the cardinality is bounded by dl+10 .
Lemma 5.2.3. Let m,m′,m′′ ∈ MC0(S), suppose that m′ misses m′′ and that
m and m′′ fill S. Then κm(m′) ∈ pm(NFMA(S,m)(κm(m′′); 1)) and the latter set
contains at most d0 multiarcs.
Proof. Note that κm(m
′)∪κm(m′′) is a filling multiarc of (S,m) that misses κm(m′′),
hence κm(m
′) is a submultiarc of κm(m′) ∪ κm(m′′) ∈ NFMA(S,m)(κm(m′′); 1). The
number of possibilities, following the proof of Lemma 5.2.1, is at most d0.
Let m ∈MC0(S) and m ∈MA0(S,m). Take representatives α, Z = S−n(α)
and γ ⊂ Z. Write n(γ) for an open regular neighbourhood of γ in Z. Take n(α) ∪
n(γ) union with its complementary connected components that are homeomorphic
to discs or peripheral annuli. We set F (m;m) to be the resulting subsurface.
Define a relation Tm : MA(S,m) → MC0(S) by m 7→ ∂F (m;m). Here, a
filling multiarc would relate to the empty set.
Lemma 5.2.4. Suppose that m ∈ MC0(S) and m′ ∈ MC(S;m, 2) then we have
that F (m;κm(m
′)) = F (m,m′).
Proof. Let γ and γ′ be representatives of m and m′ that are in minimal position. Let
n(γ′) be an open regular neighbourhood of γ. Write Z = S−n(γ). Let A1, ..., Ak be
the partition of connected components of γ′ ∩ Z into their ambient isotopy classes
in Z. Write I = {1, ..., k}. Therefore a connected component in Ai is ambiently
isotopic in Z to a connected component in Aj if and only if i 6= j.
For each i pick an arbitrary choice αi of connected component in Ai. Thus,
γ′′ = ∪i∈Iαi is a representative of κm(m′) in Z.
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Now let n(γ∪γ′) be an open regular neighbourhood of γ∪γ′. Since ambiently
isotopic and disjoint properly embedded intervals cobound squares (Lemma 2.3.6),
if Ai consists of n properly embedded intervals in Z then there are n− 1 squares in
Z inbetween the collection of properly embedded intervals Ai. Thus after adjoining
these squares to n(γ ∪ γ′), the resulting set is n(γ) ∪ n(γ′′), for some open regular
neighbourhood n(γ′′) of γ′′ in Z.
By the definition of F(γ, γ′) we are done.
Corollary 5.2.5. Suppose that (m0,m1,m2,m3) is a filling multipath that is tight
at m1. Then m1 = Tm0(κm0(m2)). 
Lemma 5.2.6. Suppose that (m0,m1, ...,ml) is a tight filling multipath such that
a = m0 and b = ml. If i is an integer such that 0 ≤ i ≤ l − 3 then
mi+1 ∈ Tmi(pmi(NFMA(S,mi)(κmi(b); l − i− 2))).
The cardinality of Tmi(pmi(NFMA(S,mi)(κmi(b); l − i − 2))) as a set of multicurves
is bounded by dl−i−10 .
Proof. For each j such that i+3 ≤ j ≤ l we have that κmi(mj) ∈ FMA0(S,mi). By
Lemma 5.2.2 we have that κmi(mi+3) ∈ NFMA(S,mi)(κmi(b); l − i− 3). By Lemma
5.2.3 we have that
κmi(mi+2) ∈ pmi(NFMA(S,mi)(κmi(mi+3); 1)) ⊂ pmi(NFMA(S,mi)(κmi(b); l − i− 2))
and Corollary 5.2.5 finishes the proof.
Given a subset M ⊂MC0(S), we define
Ij(M, b) :=
⋃
{Tm(pm(NFMA(S,m)(κm(b); j))) : m ∈M ∩MC(S; b, 3)}.
One imagines the elements of this set as ‘neighbours’ of M in the direction of b. We
define
T (M, b) :=
⋃
{∂F (m; b) : m ∈M ∩MC(S; b, 2)}.
This set consists of the tightenings of multicurves of M with b. We can rephrase
the first claim of Lemma 5.2.6 as mi+1 ∈ Il−i−2(mi, b).
We write C(a, b;L) ⊂ C0(S) for the set of curves c such that there exists a
tight filling multipath P connecting a to b with length(P ) ≤ L and c ∈ m ∈ P for
some m ∈ P . Note that when L ≥ dC(S)(a, b) ≥ 3, the tight multigeodesics from
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a to b lie in this set. The following theorem, then, is a generalization of Masur–
Minsky: that there are only finitely many tight geodesics between two given curves.
Furthermore, this is the first effective bound in terms of the distance of the curves
and the surface. This improves earlier work of Shackleton [47].
Theorem 5.2.7. Given S and an integer L ≥ 0 there exists B = B(S,L) such that
given any a, b ∈ C0(S) we have that |C(a, b;L)| ≤ B. We may take B = 2ξ(S)LdL20
where d0 is as in Lemma 5.2.1.
Proof. The theorem is vacuous if a and b do not fill S. So suppose that a and
b fill S. Set C0 = {a} and set Ci = Ci−1 ∪ T (Ci−1, b) ∪ IL−i−1(Ci−1, b). We set
C = CL−1 ∪ {b}. Note that Ci ⊂ Ci+1. We claim that C(a, b;L) ⊂ C.
Given any tight filling multipath (m0,m1, ...,mk) that connects a to b with
k ≤ L, by Lemma 5.2.6 and induction, for all integers i with 0 ≤ i ≤ k − 3 we have
that mi+1 ∈ Ci+1. Also, we have that mk−1 = ∂F (mk−2,mk) ∈ T (Ck−2, b) ⊂ Ck−1.
By definition of C we have b ∈ C.
Now we bound |C|. First we bound the multicurves from the IL−i−1(Ci−1, b),
forgetting the T (Ci−1, b) for the moment. By Lemma 5.2.6 inductively, this is at
most 1 + dL−10 + d
L−1+L−2
0 + ... + d
L−1+L−2+...+2
0 ≤ LdL
2
0 . Now we take care of
the T (Ci−1, b). Note that this completes the tight filling multipath connecting
a to b. Since there are at most LdL
2
0 multicurves m that are elements of some
IL−i−1(Ci−1, b), the possibilities of multicurve m′ adjacent to b in such a filling mul-
tipath is bounded from above by LdL
2
0 , because m
′ is determined by m and b. We
deduce that there are at most 2LdL
2
0 possible multicurves that are elements of such a
filling multipath. Finally, given any multicurve, there are at most ξ(S) components,
therefore there are at most B = 2ξ(S)LdL
2
0 curves.
Remark 5.2.8. Fixing L, we see that B(S,L) is bounded above by an exponential
function in ξ(S).
Remark 5.2.9. When L = dC(S)(a, b) there is a sharper bound. This is the content
of Theorem 7.1.2.
Remark 5.2.10. The proof of Theorem 5.2.7 is constructive. Therefore we can com-
pute C(a, b;L) and compute all tight multigeodesics that connect a and b. This
algorithm was discovered independently by Yohsuke Watanabe [51]. It would be
interesting to understand how efficient this algorithm is. This algorithm is new but
the result is not, see Leasure [33] and Shackleton [47].
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Chapter 6
Constructions of tight filling
multipaths
The concatenation of two multigeodesics is not necessarily a filling multipath: in-
deed there may be a ‘shortcut’ nearby where the multigeodesics meet at their ends.
Under some mild assumptions, after replacing pieces of the concatenation with short-
cuts, the result is a filling multipath that covers almost all of the concatenation of
the original multigeodesics (Proposition 6.1.4). Proposition 6.1.4 will be proved in
Section 6.1.
In particular, Proposition 6.1.4 allows us to construct a filling multipath that
coincides with a long submultipath of a tight multigeodesic QT . We may use the
tightening procedure on the filling multipath to produce a tight filling multipath,
which also coincides with a long submultipath of QT . Our useful setting for this
technique is described in Theorem 6.2.3, see Figure 6.2. Theorem 6.2.3 is a key step
in our proofs of Theorems 7.1.2 and 7.3.2, and will be proved in Section 6.2.
The arguments in this chapter are elementary. Some of the work in this
chapter was inspired by Shackleton [46] who introduced the notion of 3-embedded
multipath. The difference between Shackleton’s strategy in [46] and the strategy
employed here is that Shackleton performs a sequence of shortcuts and tightenings
(these may alternate) that eventually terminates with a tight, 3-embedded multi-
path such that most of the original multipaths remain intact. On the other hand,
we perform shortcuts first to construct a filling multipath and then we perform
tightenings to construct a tight filling multipath.
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6.1 Constructing filling multipaths
Let P = (mi)i∈I be a multipath such that length(P ) ≥ 3. We say that mi and mj
fail to fill in (mi)i∈I if i, j ∈ I, j − i ≥ 3 and mi and mj do not fill S.
We start with an easy lemma.
Lemma 6.1.1. If (m0, ...,mn) is a multipath and dC(S)(m0,mn) = n then (m0, ...,mn)
is a multigeodesic. 
Lemma 6.1.2. If (m0, ...,mn) and (mn−2,mn−1,mn, ...) are multigeodesics and
dC(S)(m0,mj) ≥ n whenever j ≥ n then (m0,m1, ...) is a filling multipath.
Proof. Suppose for contradiction that mi and mj fail to fill in (mi)i∈I . By the multi-
geodesic criterion we have i ≤ n− 3 and j ≥ n+ 1. We have that dC(S)(m0,mj) ≤
dC(S)(m0,mi) + 2 = i + 2 ≤ n − 1 whereas j ≥ n + 1 and so dC(S)(m0,mj) ≥ n, a
contradiction.
Sometimes we can pinpoint where a multipath fails to fill with the following
lemma.
Lemma 6.1.3. Suppose that (m0, ...,mn) and (mn,mn+1,mn+2,mn+3, ...) are multi-
geodesics and dC(S)(m0,mi) ≥ n+ 1 whenever i ≥ n+ 1.
Write P = (m0, ...,mn−1,mn,mn+1, ...). If P is not a filling multipath then only
mn−1 and mn+2, or, mn−1 and mn+3 can fail to fill in P .
Proof. If mi and mj fail to fill in P then by the multigeodesic criterion we have
i ≤ n− 1 and j ≥ n+ 1. Suppose for contradiction that i ≤ n− 2 then
dC(S)(m0,mj) ≤ dC(S)(m0,mi) + dC(S)(mi,mj) ≤ i+ 2 ≤ n
whereas dC(S)(m0,mj) ≥ n+ 1. Therefore i = n− 1. Now, there exists c such that
(mn−1, c,mj) is a multipath but (mn,mn−1, c,mj) is a multipath whose length is
less than or equal to 3 hence j ≤ n+ 3. So j = n+ 2 or n+ 3 because j− i ≥ 3.
The following is the most technical in this section but is very important.
Proposition 6.1.4. Suppose that (m0, ...,mr) and (mr,mr+1, ...,mr+5, ...) are multi-
geodesics and that dC(S)(m0,mi) ≥ r+ 1 whenever i ≥ r+ 1. Then there is a filling
multipath P starting at m0, with submultipath (mr+5, ...), and the length of the sub-
multipath from m0 to mr+5 in P is at most r + 5.
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Figure 6.1: The argument for Proposition 6.1.4 going through the worst case sce-
nario: j = r + 2, j′ = r + 4, j′′ = r + 5.
Proof. The proof is by exhaustion. See Figure 6.1.
Write P0 = (m0, ...,mr,mr+1, ...). By Lemma 6.1.3, with n = r, if P0 is
not a filling multipath then mr−1 and mj fail to fill in P0 where j = r + 2 or
r + 3. We take j to be maximal. So there exists c1 such that (mr−1, c1,mj) is a
multipath. It follows that (m0, ...,mr−1, c1,mj) is a multigeodesic by Lemma 6.1.1
and its length is equal to r+1. Write P1 = (m0, ...,mr−1, c1,mj ,mj+1...). If j = r+3
then (mr,mr−1, c1,mj ,mj+1, ...) is a multigeodesic. Hence by Lemma 6.1.2, with
n = r + 1, P1 is a filling multipath.
The other case is when j = r+ 2. If P1 is not a filling multipath then c1 and
mj′ fail to fill in P1 where j
′ ≥ r+ 4. We took j to be maximal earlier, so it cannot
be the case that mr−1 and some other multicurve fail to fill in P1.
So there exists c2 such that (c1, c2,mj′) is a multipath. But we observe that
(mr,mr−1, c1, c2,mj′) is a multipath and its length is equal to 4 hence j′ ≤ r + 4
and so j′ = r + 4. It follows that (mr−1, c1, c2,mr+4,mr+5, ...) is a multigeodesic.
Write P2 = (m0, ...,mr−1, c1, c2,mr+4,mr+5, ...).
If dC(S)(m0, c2) = r+1 then by Lemma 6.1.1 we have that (m0, ...,mr−1, c1, c2)
is a multigeodesic and by Lemma 6.1.2 with n = r + 1 we have that P2 is filling.
The other case is if dC(S)(m0, c2) = r. By Lemma 6.1.3 with n = r − 1,
if P2 is not a filling multipath then only mr−2 and c2, or, mr−2 and mr+4 can
fail to fill in P2. But dC(S)(m0,mr+4) ≥ r + 1 and dC(S)(m0,mr−2) = r − 2 so
mr−2 and mr+4 fill S. So there exists c3 such that (mr−2, c3, c2) is a multipath.
Write P3 = (m0, ...,mr−2, c3, c2,mr+4,mr+5, ...). By Lemma 6.1.1 we have that
(m0, ...,mr−2, c3, c2,mr+4) is a multigeodesic and its length is equal to r + 1.
If P3 is not a filling multipath then by Lemma 6.1.3, with n = r, we have
that c3 and mj′′ fail to fill in P3 where j
′′ = r + 5 or r + 6. So there exists c4
such that (c3, c4,mj′′) is a multipath. But (mr,mr−1,mr−2, c3, c4,mj′′) is a mul-
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tipath and its length is equal to 5 so j′′ ≤ r + 5 and so j′′ = r + 5. It follows
that (mr−2, c3, c4,mr+5, ...) is a multigeodesic. Also, (m0, ...,mr−2, c3, c4) is a multi-
geodesic by Lemma 6.1.1 and its length is equal to r. By Lemma 6.1.2, with n = r,
P4 = (m0, ...,mr−2, c3, c2, c4,mr+5, ...) is a filling multipath with the required prop-
erties.
6.2 Constructing tight filling multipaths
Now we aim to use Proposition 6.1.4 and the following two straightforward lemmas
to give a procedure for constructing tight filling multipaths (Theorem 6.2.3). This
is crucial for our proofs in Chapter 7.
Lemma 6.2.1. Suppose that QT = (mi)i∈I is a multigeodesic, r ≥ 0, and there
are vertices ca, c, cb ∈ C0(S) such that dC(S)(c′, QT ) ≤ r whenever c′ ∈ {ca, c, cb},
dC(S)(ca, c)+dC(S)(c, cb) = dC(S)(ca, cb) and dC(S)(ca, c) = dC(S)(c, cb) = 4r+1. Then
we may reorder the indices of QT such that whenever
dC(S)(ca,mi), dC(S)(c,mj), dC(S)(cb,mk) ≤ r (6.1)
then i < j < k.
Proof. First suppose that Equation (6.1) holds for some i, j, k ∈ I. We have that
|j − i| = dC(S)(mi,mj) ≤ dC(S)(mi, ca) + dC(S)(ca, c) + dC(S)(c,mj) ≤ 6r + 1
and similarly |k − j| ≤ 6r + 1, and |k − i| ≤ 10r + 2. Also, 4r + 1 = dC(S)(ca, c) ≤
r+ |j− i|+r so 2r+1 ≤ |j− i|. Similarly, 2r+1 ≤ |k− j| and 8r+2 ≤ r+ |k− i|+r
so 6r + 2 ≤ |k − i|. It is now clear that i, j and k are distinct.
Suppose that i < k < j. Then 6r+2 ≤ k−i ≤ j−i ≤ 6r+1, a contradiction.
This argument also rules out the cases j < k < i, j < i < k and k < i < j.
If i > j > k then we reorder QT and continue. So instead suppose that
i < j < k and suppose for contradiction that there exist i′ > j′ > k′ such that
Equation (6.1) holds with i′, j′ and k′ in place of i, j and k respectively. Now
QT is a multigeodesic so we have |i′ − i| ≤ 2r, and as above, |i′ − j| ≥ 2r + 1,
and so i′ < j and j − i′ ≥ 2r + 1. Similarly, we must have |j − j′| ≤ 2r, but
j−j′ = (j−i′)+(i′−j′) ≥ 2r+1+1, a contradiction. We must have i′ < j′ < k′.
Lemma 6.2.2. Suppose that QT = (mi)i∈I is a multigeodesic, r ≥ 3, and there
are vertices ca, c, cb ∈ C0(S) such that dC(S)(c′, QT ) ≤ r whenever c′ ∈ {ca, c, cb},
dC(S)(ca, c) + dC(S)(c, cb) = dC(S)(ca, cb) and dC(S)(ca, c) = dC(S)(c, cb) = 4r + 1.
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Assume further that QT is ordered with respect to Lemma 6.2.1. Then QT ∩Nr(c) ⊂
mi+6 ∪ ... ∪ mk−6 ⊂ C0(S) where i ∈ I is largest such that dC(S)(mi, ca) ≤ r and
k ∈ I is smallest such that dC(S)(mk, cb) ≤ r.
Proof. Suppose that v ∈ QT ∩ Nr(c) then v ∈ mj for some j. By Lemma 6.2.1
we have i < j < k. Also, j − i ≥ 2r + 1 ≥ 6 and similarly k − j ≥ 6. Thus
j ∈ {i+ 6, ..., k − 6}.
Theorem 6.2.3. Let QT = (mi)i∈I be a tight multigeodesic and r ≥ 3. Then the
following statements hold.
1. If there exist ca, c, cb ∈ C0(S) such that dC(S)(c′, QT ) ≤ r whenever c′ ∈
{ca, c, cb}, dC(S)(ca, c) + dC(S)(c, cb) = dC(S)(ca, cb) and furthermore we have
that dC(S)(ca, c) = dC(S)(c, cb) = 4r + 1, then there exists a tight filling multi-
path P that connects ca to cb such that length(P ) ≤ 12r+ 2 and QT ∩Nr(c) ⊂
P ∩Nr(c).
2. Suppose b is an endpoint of QT and that there exist ca, c ∈ C0(S) such that
dC(S)(c′, QT ) ≤ r whenever c′ ∈ {ca, c}, dC(S)(ca, c) + dC(S)(c, b) = dC(S)(ca, b),
dC(S)(ca, c) = 4r + 1 and dC(S)(c, b) ≤ 4r + 1. Then there exists a tight filling
multipath P that connects ca to b such that length(P ) ≤ 12r + 2 and QT ∩
Nr(c) ⊂ P ∩Nr(c).
Proof. For brevity we shall only write out the proof of 1. since the proof of 2. is
analogous.
Use Lemma 6.2.1 to order QT and define i ∈ I to be largest such that
dC(S)(mi, ca) ≤ r and k ∈ I to be smallest such that dC(S)(mk, cb) ≤ r. We have
6r + 2 ≤ k − i ≤ 10r + 2.
By Lemma 6.2.2 we have QT ∩ Nr(c) ⊂ mi+6 ∪ ... ∪ mk−6. Therefore if P
contains these multicurves it would follow that QT ∩Nr(c) ⊂ P ∩Nr(c).
Let c′a ∈ mi and c′b ∈ mk be curves. There exists a geodesic Qa (Qb) connect-
ing ca to c
′
a (c
′
b to cb). Let Q
′ = (m′i)i∈I′ be the multigeodesic such that m
′
i = c
′
a,
m′k = c
′
b, and whenever i < j < k we have m
′
j = mj , and I
′ = {i, ..., k}. Using
Proposition 6.1.4 with the concatenation of Qa and Q
′ we obtain a filling multi-
path P1 connecting ca to mk with submultipath mi+5, ...,mk and the length of the
submultipath from ca to mi+5 in P1 is at most r + 5. Similarly, using Proposition
6.1.4 with Q′ and Qb, we obtain a filling multipath P2 connecting mi to cb with
submultipath mi, ...,mk−5 and the length of the submultipath from mk−5 to cb in
P2 is at most r + 5.
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ca c cb
QT
P
Figure 6.2: A cartoon of Theorem 6.2.3. The required tight filling multipath P is
dotted and it coincides with QT inside Nr(c).
Now we construct a multipath P3 connecting ca to cb such that length(P3) ≤
12r + 2. We take P3 to be the concatenation of P1 from ca to mk−5 and P2 from
mk−5 to cb. This multipath has submultipath Q˜ = mi+5, ...,mk−5. Now P3 is
filling: suppose for contradiction that (P3)x and (P3)y fail to fill in P3. Then since
P3 as a set is a subset of the union of P1 and P2, we must have that (P3)x /∈ P2
and (P3)y /∈ P1, and therefore since Q˜ ⊂ P1 ∩ P2 we have that (P3)x, (P3)y /∈ Q˜.
Therefore, dC(S)((P3)x, ca) ≤ r+ 4 and dC(S)((P3)y, cb) ≤ r+ 4, but (P3)x and (P3)y
do not fill S hence dC(S)(ca, cb) ≤ 2r + 10. This contradicts dC(S)(ca, cb) = 8r + 2.
Now P3 has submultipath (mi+5, ...,mk−5) and this is a tight multigeodesic.
Now we use Lemmas 5.1.3 and 5.1.5 to tighten P3 at every index (which is neither
initial nor terminal) to construct a tight filling multipath P4 that connects ca to cb
such that length(P4) ≤ 12r + 2. Furthermore, P4 has submultipath mi+6, ...,mk−6
and hence QT ∩Nr(c) ⊂ P4. We set P = P4 and the theorem is proved.
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Chapter 7
Bounds on slices
In this chapter we use the results of Chapters 5 and 6 to give an exponential upper
bound on the ‘slices’ of tight multigeodesics (Theorem 7.1.2) in Section 7.1, to
give effective bounds for the acylindrical action of the mapping class group on the
curve graph (Theorem 7.2.3) in Section 7.2, and to give a finite time algorithm to
compute invariant tight multigeodesics and stable lengths of pseudo-Anosovs on the
curve graph (Theorems 7.3.1 and 7.3.2) in Section 7.3.
7.1 Upper bounds on slices
We use notation from [14]. We write L(a, b) for the set of geodesics in C(S) that
connect a to b. We write L(A,B) for the union of L(a, b) over a ∈ A and b ∈
B. We set L(a, b; r) = L(NC(S)(a; r), NC(S)(b; r)). We write LT (a, b) for the tight
multigeodesics that connect a to b, and similarly define LT (a, b; r). We write G(a, b)
for the set of curves c such that c ∈ m ∈ Q ∈ LT (a, b) for some multicurve m, and
similarly write G(a, b; r) for the set of curves c such that c ∈ m ∈ Q ∈ LT (a, b; r)
for some multicurve m.
Lemma 7.1.1. Let r ≥ 0 and a, b ∈ C0(S). Let c ∈ Q ∈ L(a, b) and suppose that
dC(S)(c, {a, b}) ≥ r+2δ+1 then for any QT ∈ L(a, b; r) we have QT∩NC(S)(c; 2δ) 6= ∅.
Proof. Given a geodesic QT that connects a
′ to b′ such that dC(S)(a, a′), dC(S)(b, b′) ≤
r, there exists a geodesic Qa connecting a to a
′, a geodesic Qb connecting b to b′
and a geodesic Q˜ connecting a to b′.
By Theorem 3.2.1, the geodesic triangle formed by Q, Qb and Q˜ is δ-slim so
c is an element of the δ-neighbourhood of Qb ∪ Q˜. Let v ∈ Qb then by hypothesis
r + 2δ + 1 ≤ dC(S)(b, c) ≤ dC(S)(b, v) + dC(S)(v, c) ≤ r + dC(S)(v, c) implying that
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2δ + 1 ≤ dC(S)(v, c). But v ∈ Qb was arbitrary hence 2δ + 1 ≤ dC(S)(Qb, c). Thus,
there exists c˜ ∈ Q˜ such that dC(S)(c, c˜) ≤ δ. We have that dC(S)({a, b}, c˜) ≥ r+δ+1.
A similar argument applied to the geodesic triangle formed by QT , Qa and Q˜
shows that there exists c′ ∈ QT such that dC(S)(c˜, c′) ≤ δ and dC(S)(c′, {a, b}) ≥ r+1.
In particular we have that c′ ∈ QT ∩NC(S)(c; 2δ).
The following theorem is a statement of [14, Theorems 1.1 and 1.2] with
the addition of effective bounds. We refer to the subsets G(a, b) ∩ NC(S)(c; δ) and
G(a, b; r) ∩NC(S)(c; 2δ) as the ‘slices’.
Theorem 7.1.2. Fix δ ≥ 3 such that C(S) is δ-hyperbolic for all surfaces S with
ξ(S) ≥ 2. The following statements hold, where K is a uniform constant.
1. For any a, b ∈ C0(S) and for any curve c ∈ Q ∈ L(a, b) we have that |G(a, b)∩
NC(S)(c; δ)| ≤ Kξ(S).
2. For any r ≥ 0 and a, b ∈ C0(S) such that dC(S)(a, b) ≥ 2r + 2k + 1 (where
k = 10δ + 1) for any curve c ∈ Q ∈ L(a, b) such that c /∈ NC(S)(a; r + k) ∪
NC(S)(b; r + k) we have that |G(a, b; r) ∩NC(S)(c; 2δ)| ≤ Kξ(S).
Proof of 1. Recall the notation of Theorem 5.2.7: there is an effective upper bound
B(S,L) (that only depends on S and L) on the cardinality of the set C(v1, v2;L) of
curves c such that there exists a tight filling multipath P connecting v1 to v2 with
length(P ) ≤ L and c ∈ m ∈ P for some multicurve m.
Given c ∈ Q ∈ L(a, b), first suppose that dC(S)(c, {a, b}) ≥ 4δ+1. Let ca, cb ∈
Q be curves such that dC(S)(ca, c) = dC(S)(c, cb) = 4δ+ 1, dC(S)(ca, c) +dC(S)(c, cb) =
dC(S)(ca, cb) and dC(S)(a, ca) < dC(S)(a, cb). We shall show that G(a, b)∩NC(S)(c; δ) ⊂
C(ca, cb; 12δ + 2) to deduce that |G(a, b) ∩NC(S)(c; δ)| ≤ B(S, 12δ + 2).
Given any v ∈ G(a, b)∩NC(S)(c; δ) we have v ∈ QT , for some QT ∈ LT (a, b).
The geodesic bigon formed by Q and QT is δ-slim by Theorem 3.2.1. Hence
dC(S)(c′, QT ) ≤ δ whenever c′ ∈ {ca, c, cb}. By Theorem 6.2.3, with r = δ, there
exists a tight filling multipath P that connects ca to cb such that length(P ) ≤ 12δ+2
and v ∈ QT ∩ NC(S)(c; δ) ⊂ P ∩ NC(S)(c; δ). Thus v ∈ C(ca, cb; 12δ + 2) and the
theorem is proved.
If dC(S)(c, b) < 4δ + 1 and dC(S)(a, c) ≥ 4δ + 1 then we make an analogous
argument with ca, c and b and use Theorem 6.2.3.
If dC(S)(a, c), dC(S)(c, b) < 4δ+1 then every tight multigeodesic that connects
a and b is a tight filling multipath and its length is less than or equal to 8δ + 2.
Therefore its length is less than or equal to 12δ + 2 thus |G(a, b)| ≤ B(S, 12δ + 2).
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By Theorem 3.2.1 and Theorem 5.2.7 we are done.
Proof of 2. Given c ∈ Q ∈ L(a, b) such that dC(S)(c, {a, b}) ≥ r+10δ+2, we fix curves
ca, cb ∈ Q such that dC(S)(ca, c) = dC(S)(c, cb) = 8δ + 1, dC(S)(ca, c) + dC(S)(c, cb) =
dC(S)(ca, cb) and dC(S)(a, ca) < dC(S)(a, cb). Then dC(S)({ca, cb}, {a, b}) ≥ r + 2δ + 1.
Given any v ∈ G(a, b; r) ∩ NC(S)(c; 2δ), we have v ∈ QT , for some QT ∈
LT (a, b; r). By Lemma 7.1.1 we have that dC(S)(c′, QT ) ≤ 2δ whenever c′ ∈ {ca, c, cb}.
So by Theorem 6.2.3, with r = 2δ, there exists a tight filling multipath P that con-
nects ca to cb such that v ∈ QT ∩NC(S)(c; 2δ) ⊂ P ∩NC(S)(c; 2δ) and length(P ) ≤
24δ + 2. We conclude that G(a, b; r) ∩ NC(S)(c; 2δ) ⊂ C(ca, cb; 24δ + 2) and thus
|G(a, b; r) ∩NC(S)(c; 2δ)| ≤ B(S, 24δ + 2). By Theorem 3.2.1 and Theorem 5.2.7 we
are done.
We writeMCG(S) for the mapping class group, which is the group of home-
omorphisms of S modulo ambient isotopy of S. We shall not define pseudo-Anosov
here, see [22] for a definition.
The mapping class group of S naturally acts on the curve graph of S. We say
that φ ∈ MCG(S) preserves (mi)i∈I if there exists k ∈ Z such that φ(mi) = mi+k
for all i. As a corollary of [14, Section 3] using our bounds from Theorem 7.1.2 we
have the following.
Theorem 7.1.3. There exists an effective m = m(ξ(S)) such that whenever φ ∈
MCG(S) is pseudo-Anosov we have that the mapping class φm preserves a geodesic
in C(S). Furthermore m is bounded by exp(exp(K ′ξ(S))) where K ′ is a uniform
constant.
Proof. For the reader’s convenience we use the notation from [14]: we write P for
the bounds in Theorem 7.1.2 i.e. we take P = Kξ(S). By [14, Lemma 3.4], for any
pseudo-Anosov φ there exists m′ ≤ P 2 such that φm′ preserves a geodesic in C(S).
Write m = lcm(1, ..., P 2). Since m′ divides m we have that φm preserves a geodesic
in C(S). We can bound m by P 2pi(P 2) where pi is the prime-counting function. By
[44] we have that pi(P 2) ≤ 2P 2
log(P 2)
. Now P is bounded by Kξ(S) by Theorem 7.1.2
and we are done.
7.2 Acylindrical action constants
Definition 7.2.1. A group G acts on a metric space (X, dX) acylindrically if for all
r ≥ 0, there exists R,N such that whenever elements a, b ∈ X satisfy dX(a, b) ≥ R
then there are at most N elements g ∈ G such that dX(a, ga), dX(b, gb) ≤ r.
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The only setting in which we discuss acylindricity is where G = MCG(S)
and (X, dX) = (C(S), dC(S)). Suppose r = 0. Then we have to find R0 and N0 such
that the cardinality of stab(a) ∩ stab(b) is at most N0 whenever dC(S)(a, b) ≥ R0.
We may take R0 = 3 and N0 = 8ξ(S) by the following lemma.
Lemma 7.2.2. Suppose m and m′ fill S = Sg,n. Then stab(m) ∩ stab(m′) ⊂
MCG(S) is a finite subgroup, bounded by 24g + 4n− 24 ≤ 8ξ(S) = N0.
Proof. Suppose [g] ∈ stab(m) ∩ stab(m′). Then we may take a representative f of
[g], due to Lemma 2.3.4, such that f preserves the subset γ ∪ γ′ ⊂ S, where γ and
γ′ are in minimal position and represent m and m′ respectively.
Each complementary region D of γ ∪ γ′ has a number of sides—this can
be defined to be twice the number of connected components of ∂N(γ) ∩ D where
N(γ) is a closed regular neighbourhood of γ. A square region is a simply connected
complementary component of γ ∪ γ′ with exactly four sides.
By considering the complementary regions of γ ∪ γ′, we see that [f ] is deter-
mined by f restricted to one non-square complementary region, by extension and
Alexander’s trick.
A complementary region of γ ∪ γ′ is holed if it is not simply connected.
A bigon is a complementary region with two sides. A bigon is necessarily holed
because γ and γ′ are in minimal position. There are at most n holed bigons, and
[f ] is determined by the restriction of f to one such holed bigon, whence there are
at most 2n possibilities for [f ].
So suppose that there are no holed bigons. This means that we may glue
closed 2-discs to ∂S to obtain a new closed surface S′, and, γ and γ′ will be in
minimal position in S′ by Lemma 2.3.3 (Bigon criterion). Since there are no holed
bigons to start with, we cannot have that S is planar because χ(S′) ≤ 0.
In the case where g = 1 i.e. S = S1,n, all regions have exactly four sides by
an Euler characteristic argument. Thus we can bound the possibilities of [f ] from
above by 4n by considering the restriction of f to a holed, four-sided region.
The remaining case is where g ≥ 2, with no holed bigons. Glue closed 2-discs
to ∂S (if possible) to obtain a new surface Sg,0. We have that γ and γ
′ are in
minimal position in Sg,0 so it suffices to find an upper bound for Sg,0.
Pick an arbitrary non-square complementary region and write s for its num-
ber of sides. There are at most
8g − 8
s− 4
complementary regions with s sides. Therefore there are at most (8g − 8)s/(s− 4)
possibilities for [f ], and since s ≥ 6 this quantity is at most 24g − 24.
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The following theorem was originally proved by Bowditch [14] but here we
provide effective constants. The main point is to describe the behaviour of R and
N in terms of r and ξ(S). This may be of interest.
Theorem 7.2.3. The group MCG(S) acts on the metric space C(S) acylindrically.
Fix δ and K as in Theorem 7.1.2. We may take R = 4r + 24δ + 7 and N =
N0(2r + 4δ + 1)(8δ + 7)K
2ξ(S), where N0 is as in Lemma 7.2.2. Fixing r we have
that R is constant and N grows exponentially with respect to ξ(S). Fixing ξ(S) we
have that R and N grow linearly with respect to r.
Proof. Set R = 4r + 24δ + 7. Suppose that dC(S)(a, b) ≥ R. We pick an arbitrary
tight multigeodesic QT ∈ LT (a, b). There are curves x and y such that x ∈ mx ∈ QT
and y ∈ my ∈ QT for some multicurves mx and my. Furthermore there exist such x
and y with dC(S)(x, y) = 3 and dC(S)({x, y}, {a, b}) ≥ r+(10δ+1)+(2δ+r)+1—we
remind the reader that dC(S) of a pair of non-empty sets is defined to be the infimum
of the distances between any two of their respective elements.
Suppose that we have φ ∈ MCG(S) such that dC(S)(a, φa), dC(S)(b, φb) ≤ r.
Write x′ and y′ for nearest point projections of φx and φy onto QT respectively.
We claim that dC(S)(x, x′) ≤ r + 2δ, and similarly for y and y′. With-
out loss of generality we have that dC(S)(x′, b) ≤ dC(S)(x, b). By Lemma 7.1.1 we
have that dC(S)(x′, φx) ≤ 2δ and so dC(S)(φx, φb) ≤ 2δ + dC(S)(x′, b) + dC(S)(b, φb).
Now dC(S)(x′, b) = dC(S)(x, b) − dC(S)(x, x′) = dC(S)(φx, φb) − dC(S)(x, x′). Thus
dC(S)(x, x′) ≤ 2δ + dC(S)(b, φb) and the claim follows.
Now write m′x for the multicurve such that x′ ∈ m′x ∈ QT . By the claim
above, there are at most (2r + 4δ + 1) possibilities for m′x, given x. We have that
dC(S)({x′, y′}, {a, b}) ≥ r + 10δ + 2 and so the proof of Theorem 7.1.2 shows that
there are at most (2r + 4δ + 1)Kξ(S) possibilities for φ(x), given x.
Similarly write m′y for the multicurve such that y′ ∈ m′y ∈ QT . Now
dC(S)(x′, y′) ≤ dC(S)(x′, φx) + dC(S)(φx, φy) + dC(S)(φy, y′) ≤ 4δ + 3. So there are
at most (8δ + 7) possibilities for m′y, given m′x. Therefore there are (8δ + 7)Kξ(S)
possibilities for φ(y), given m′x.
In conclusion there are at most (2r + 4δ + 1)(8δ + 7)K2ξ(S) possibilities for
the pair (φx, φy), given x. Therefore there are at most N = N0(2r + 4δ + 1)(8δ +
7)K2ξ(S) possibilities for φ, by Lemma 7.2.2. By Theorem 7.1.2 we obtain the last
statement.
Remark 7.2.4. In [14] it is remarked that a refinement of the argument in [7] shows
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that if dC(S)(a, b) ≥ 2r + 3 then the cardinality of the set
{φ ∈MCG(S) : dC(S)(a, φa) ≤ r, dC(S)(b, φb) ≤ r}
is finite. However it is not known if the cardinality of this set is bounded from above
independently of a and b. In other words, in the definition of acylindricity, it is not
known if we can take R = 2r+3. Yohsuke Watanabe [50] has another combinatorial
proof of Theorem 7.1.2 which is different to ours here but his bounds are doubly
exponential in ξ(S) rather than exponential. However, there is a chance that his
techniques might give a better bound for R.
7.3 Computing stable lengths of pseudo-Anosovs and
invariant tight geodesic axes
The stable length ||φ|| of an element φ ∈MCG(S) (acting on C(S)) is the quantity
lim
j→∞
dC(S)(c, φjc)
j
where c ∈ C0(S) is arbitrary. Note that the limit exists because the sequence is
decreasing and non-negative. Furthermore the limit does not depend on the choice
of c.
Now we outline a procedure which accepts a surface S and a pseudo-Anosov
mapping class φ ∈MCG(S) and returns the stable length ||φ||, answering a question
asked by Brian Bowditch at the ‘Aspects of hyperbolicity in geometry, topology, and
dynamics’ workshop in July 2011.
We won’t make an effort here to optimize running times.
Theorem 7.3.1. There exists a finite time algorithm that accepts a surface S and
a pseudo-Anosov mapping class φ ∈ MCG(S) and returns the stable length of φ on
the curve graph of S.
Proof. In Theorem 7.1.3 we constructed an effective constant m = m(ξ(S)) such
that φm preserves some geodesic axis. Now apply [47, Proposition 7.1].
Note that φ2m preserves a geodesic with even translation length therefore
by the tightening procedure (Lemmas 5.1.3 and 5.1.5) a tight multigeodesic is also
preserved by φ2m.
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Theorem 7.3.2. There exists a finite time algorithm that accepts a surface S and
a pseudo-Anosov mapping class φ ∈ MCG(S) and returns all invariant tight multi-
geodesics of φ. The collection of multigeodesics are returned as a collection of finite
sets of curves such that the orbit under φ on each set is a tight multigeodesic.
Proof. We start by computing all invariant tight multigeodesics of φ2m by consid-
ering ψ = φ2m(32δ+32) where m is as in Theorem 7.1.3. Of course these include
the tight multigeodesics preserved by φ. Then we check whether or not these tight
multigeodesics are preserved by φ and remove those that are not. We have that
||ψ|| ≥ 4||φ2m||+ 32δ + 28.
Fix v ∈ C0(S) and compute a geodesic Q from v to ψ(v) using the techniques
of the proof of Theorem 5.2.7. Write C ′(a, b) for the set of tight filling multipaths
P that connect a to b such that length(P ) ≤ dC(S)(a, b) + 8δ. We compute C ′(a, b)
for each a, b ∈ Q by using the constructive proof of Theorem 5.2.7.
Now we show that for any tight multigeodesic QT preserved by φ
2m there
exists a submultipath Q′T of QT (whose orbit under φ
2m is QT ) such that Q
′
T is a
submultipath of some P ∈ C ′(a, b) with a, b ∈ Q. Write v′ ∈ QT for a nearest point
projection of v to QT . Write Q˜T = (mi)i∈I for the multigeodesic that connects v′ to
ψ(v′) such that for each index i ∈ I which is neither initial nor terminal we have that
mi ∈ QT . Furthermore we choose I such that v′ is initial and ψ(v′) is terminal in
Q˜T . There exists a geodesic Qv connecting v to v
′. Consider the geodesic rectangle
formed by Qv, Q˜T , ψ(Qv) and Q.
Now length(Q˜T ) = ||ψ|| ≥ 4||φ2m|| + 32δ + 28 so there exists c′ ∈ Q˜T such
that dC(S)(c′, {v′, ψ(v′)}) ≥ 2||φ2m||+16δ+14. Since v′ is a nearest point projection
we have that dC(S)(c′, Qv) ≥ ||φ2m||+ 8δ + 7 (in fact one can obtain a better bound
here but for brevity we choose not to). Similarly we have that dC(S)(c′, ψ(Qv)) ≥
||φ2m||+8δ+7. Now following the proof of Lemma 7.1.1 there exists c ∈ Q such that
dC(S)(c, c′) ≤ 2δ. We have that dC(S)(c,Qv ∪ ψ(Qv)) ≥ ||φ2m|| + 6δ + 7. Therefore
there exist a, b ∈ Q such that dC(S)(a, c) = dC(S)(c, b) = ||φ2m|| + 4δ + 6 with
dC(S)(v, a) < dC(S)(v, b). We have that dC(S)({a, b}, Qv ∪ ψ(Qv)) ≥ 2δ + 1 so we
may apply the proof of Lemma 7.1.1 again to deduce that there exist a′, b′ ∈ Q˜T
such that dC(S)(a, a′) ≤ 2δ and dC(S)(b, b′) ≤ 2δ. With respect to the order of
the indices of Q˜T , we may assume a
′ ∈ mi to be last possible, in the sense that
dC(S)(a,mi′) ≥ 2δ+ 1 for i′ > i. Similarly we may assume b′ to be first possible. By
applying Proposition 6.1.4 and Lemmas 5.1.3 and 5.1.5, with very much the same
technique as that used to prove Theorem 6.2.3, there exists a tight filling multipath
P that connects a to b which has a submultipath Q′T ⊂ QT such that length(Q′T ) ≥
dC(S)(a, b) − 8δ − 12 ≥ 2||φ2m|| and furthermore length(P ) ≤ dC(S)(a, b) + 8δ. This
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is the required submultipath Q′T and the required vertices are a and b.
Now we have a finite list of multipaths P such that P is a submultipath
of some element of C ′(a, b) for some a, b ∈ Q. The rest of the algorithm discards
those multipaths P whose orbit under φ is not a tight multigeodesic. First we check
whether or not the concatenation of P and φ2m(P ) is a tight multigeodesic, and if
not then discard P . Now discard the remaining multipaths that are not minimal in
length. The length of any remaining multipath is equal to ||φ2m||. It follows that
for any remaining multipath P we have that the orbit under φ2m of P is a tight
multigeodesic. Now for each remaining multipath P , check whether or not φ(P ) is
a submultipath of the concatenation of P and φ2m(P ) and if not then discard P . If
the condition on φ(P ) does hold then the orbit of P under φ2m is preserved by φ, in
other words the orbit of P under φ is a tight multigeodesic preserved by φ. For those
P that remain, take any submultipath P ′ of P such that length(P ′) = 12m length(P ).
These are the required sets of curves.
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