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C2-COFINITENESS OF THE VERTEX OPERATOR ALGEBRA V
+
L
WHEN L IS A RANK ONE LATTICE
GAYWALEE YAMSKULNA
Abstract. Let L be a rank one positive definite even lattice. We prove that
the vertex operator algebra (VOA) V +
L
satisfies the C2 condition. Here, V
+
L
is the fixed point sub-VOA of the VOA VL associated with the automorphism
lifted from the -1 isometry of L.
1. Introduction
A vertex operator algebra (VOA) V is said to be C2 cofinite if the subspace
{u−2v|u, v ∈ V } has finite codimension in V . This is often call the C2 condition
and was first introduced in [Z] by Zhu who used it to prove the convergence of
the trace function of a certain kind of VOA-modules. This seemingly abstract
condition is satisfied by most known VOAs, and has played an important role in
the representation theory of VOAs and the study of the structure of their mod-
ules. In particular, under this condition, it is possible to establish the existence of
twisted modules (see [DLM1]). Furthermore, for holomorphic VOAs, it was shown
in [DLM1] that the C2 condition implies the uniqueness of twisted V -modules. It
was also used, in [KL], to show that every irreducible admissible twisted V -module
is an ordinary twisted V -module. Most recently, the C2 condition was shown to
imply the finiteness of the generating sets of a given VOA and its modules (see
[GN, Bu]).
A VOA V is called rational if any V -module is completely reducible. Under-
standing the representation theory of rational VOAs is one of the major problems
in the field and it seems that here too the C2 condition will play an important role.
In fact, it has been conjectured that rationality and C2-cofiniteness are equivalent.
Indeed, in [L], Li showed that any regular vertex operator algebra satisfies the C2
condition.
If the central charge is less than 1, the representations of rational VOAs have been
completely understood because the sub-VOAs generated by the Virasoro elements
have been completely classified (see [DMZ, W]). Hence, the first nontrivial case, is
when the central charge is 1. Let L be a rank one positive definite even lattice.
It is well known that the corresponding VOA VL has an order 2 automorphism θ
which is induced from the -1 isometry of the lattice. The θ-invariant sub-VOA V +L
is a simple VOA (see [DM]). It has been conjectured that every rational VOAs of
central charge 1 is of the form VL, V
+
L and V
G
L2
, where L2 is a root lattice of type
A1, G is a finite subgroup of SO(3) of type E, and V
G
L2
is a G-invariant sub-VOA
of VL2 . The representation theory of VL is completely understood. In fact, VL
is rational (see [Bo, FLM, D1, DLM3]). Therefore, in order to characterize the
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rationality of vertex operator algebras with central charge 1, one has to understand
V +L and V
G
L2
. To this end, Dong and Nagatomo classified the irreducible modules
for V +L (see [DN2]). In this paper, we take a step towards achieving this goal by
showing that V +L satisfies the C2 condition.
Let L = Zα be an even lattice with a non-degenerate integral bilinear form 〈·, ·〉
such that 〈α, α〉 = 2k, where k is a positive integer. When k = 1, 2, C2-cofiniteness
is a consequence of the fact that V +L is isomorphic to VOAs which are known to
be C2 cofinite. More specifically, when k = 1, V
+
L is isomorphic to a particular
lattice VOA (see [DG]), and when k = 2 it is isomorphic to L(1/2, 0)⊗ L(1/2, 0)
(see [DGH]). The proof that these VOAs are C2 cofinite is available in [DLM1].
Here we consider the case k ≥ 3 and establish C2 cofiniteness in the following way.
First we show that V +L +C2(V
+
L ) is generated by M(1)
++ V +L (1)+C2(V
+
L ) where
V +L (1) = M(1)
+ ⊗ (eα + e−α) ⊕M(1)− ⊗ (eα − e−α). Then we use information
about the bases of M(1)+ and V +L (1) to show that (M(1)
+ + C2(V
+
L ))/C2(V
+
L )
and (V +L (1) +C2(V
+
L ))/C2(V
+
L ) have finite dimension. This implies that V
+
L is C2
cofinite.
The paper is organized as follows. In section 2, we review the definitions of a
vertex operator algebra, its automorphisms, and its twisted modules. We discuss
the definition the cofiniteness Cn condition and the algebra of V/C2(V ). We also
recall the construction of An(V ) for a nonnegative integer n. In section 3, we
review the construction of vertex operator algebras V +L , its irreducible modules
and discuss the cofiniteness C2 condition of V
+
L when k = 1, 2. In section 4, we
show that V +L /C2(V
+
L ) is spanned by the subspace M(1)
+ + V +L (1) + C2(V
+
L ).
Finally, we show that V +L is C2 cofinite in section 5.
2. Vertex operator algebras and C2 condition
We review definitions of a vertex operator algebra, its automorphisms, and its
twisted modules. We also discuss the definition of the cofiniteness Cn condition
and the algebra of V/C2(V ). We recall from [DLM2] the construction of An(V ) for
a nonnegative integer n.
For a vector space W , we let W [[z, z−1]] be the space of W -valued formal series
in arbitrary integral powers of z.
Definition 2.1. [Bo, FLM, FHL] A vertex operator algebra (or VOA) is a Z-graded
vector space
V = ⊕n∈ZVn;
such that
dim Vn < ∞ and(1)
Vn = 0 if n is sufficiently small.(2)
Moreover, there is a linear map
V → (EndV )[[z, z−1]]
v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1 (vn ∈ EndV )(3)
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and with two distinguished vectors 1 ∈ V0, ω ∈ V2 satisfying the following condi-
tions for u, v ∈ V :
unv = 0 for n sufficiently large;(4)
Y (1, z) = 1;(5)
Y (v, z)1 ∈ V [[z]] and lim
z→0
Y (v, z)1 = v;(6)
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2)
(7)
(Jacobi identity) where δ(z) =
∑
n∈Z
zn is the algebraic formulation of the δ-function
at 1, and all binomial expressions are to be expanded in nonnegative integral powers
of the second variable;
[L(m), L(n)] = (m− n)L(m+ n) +
1
12
(m3 −m)δm+n,0(rankV )(8)
for m,n ∈ Z, where
L(n) = ωn+1 for n ∈ Z, i.e., Y (ω, z) =
∑
n∈Z
L(n)z−n−2(9)
and
rankV ∈ Q;(10)
L(0)v = nv = (wt v)v for v ∈ Vn (n ∈ Z);(11)
d
dz
Y (v, z) = Y (L(−1)v, z).(12)
We denote the vertex operator algebra just defined by (V, Y,1, ω) (or briefly, by
V ). The series Y (v, z) are called vertex operators.
Definition 2.2. A VOA V is of CFT type if V =
⊕
n≥0 Vn and V0 = C1.
Definition 2.3. An automorphism of (V, Y,1, ω) is a linear map g: V → V satis-
fying
gY (v, z)g−1 = Y (gv, z), v ∈ V,
g1 = 1,
gω = ω.
For g, an automorphism of the VOA V of order T , we denote the decomposition
of V into eigenspaces with respect to the action of g as V =
⊕T−1
r=0 V
r where
V r = {v ∈ V |gv = e2piir/T v}. For a vector space W , we denote the space of
W -valued formal series in arbitrary complex powers of z by W{z}.
Definition 2.4. A weak g-twisted V -module M is a vector space equipped with a
linear map
V → (EndM){z}
v 7→ YM (v, z) =
∑
n∈Q
vnz
−n−1 (vn ∈ EndM)(13)
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satisfying axioms analogous to (4), (5) and (7). To describe these, we let u ∈ V r,
v ∈ V and w ∈M . Then
YM (u, z) =
∑
n∈r/T+Z
unz
−n−1;(14)
unw = 0 for n sufficiently large;(15)
YM (1, z) = 1;(16)
z−10 δ
(
z1 − z2
z0
)
YM (u, z1)YM (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
YM (v, z2)YM (u, z1)
= z−12
(
z1 − z0
z2
)−r/T
δ
(
z1 − z0
z2
)
YM (Y (u, z0)v, z2).
(17)
We denote this module by (M,YM ), or briefly by M . Equation (17) is called the
twisted Jacobi identity. If g is the identity element, this reduces to the definition of
a weak V -module and (17) is the untwisted Jacobi identity .
Definition 2.5. An ordinary g-twisted V -module is a weak g-twisted V -moduleM
which carries a C-grading induced by the spectrum of L(0). Then
M =
⊕
λ∈C
Mλ
where Mλ = {w ∈M |L(0)w = λw}, dim Mλ <∞. Moreover, for fixed λ,M n
T
+λ =
0 for all small enough integers n.
Definition 2.6. An admissible g-twisted V -module is a weak g-twisted V -module
M which carries a 1T Z+ grading M =
⊕
n∈ 1
T
Z+
M(n) satisfying the following con-
dition:
vmM(n) ⊂M(n+wtv −m− 1)
for homogeneous v ∈ V. Here, Z+ is the set of nonnegative integers.
Remark 2.7. The notion of admissible g-twisted V -module here is equivalent to the
notion of a module in [Z] when g is the identity element.
Lemma 2.8. [DLM4] Any g-twisted V -module is an admissible g-twisted V -module.
So, there is a natural identification of the category of g-twisted V -modules with
a sub-category of the category of admissible g-twisted V -modules.
Definition 2.9. V is called rational if every admissible V -module is a direct sum
of irreducible admissible V -modules.
Definition 2.10. V is called regular if every weak V -module is a direct sum of
irreducible ordinary V -modules.
Corollary 2.11. If V is a regular VOA then V is a rational VOA.
We now recall the definition of the Cn-condition and discuss about the algebra
of V/C2(V ).
C2-COFINITENESS OF THE VERTEX OPERATOR ALGEBRA V
+
L
5
Definition 2.12. For a VOA V , we define
Cn(V ) = { v−nu | v, u ∈ V }.
V is said to satisfy the cofiniteness Cn condition if V/Cn(V ) is finite dimensional.
Remark 2.13. For the case n = 2, it was introduced by Zhu (see [Z]).
The following lemma is a consequence of a definition 2.1.
Lemma 2.14.
1) L(−1)u ∈ C2(V ) for all u ∈ V .
2) v−nu ∈ C2(V ) for all u, v ∈ V , and n ≥ 2.
Proof: Part 1), it follows from the fact that L(−1)u = u−21 for all u ∈ V .
Part 2), it follows from the fact that (L(−1)mv)−2 = (m+ 1)!v−m−2. 
Remark 2.15. C2(V ) =
∑
n≥2 Cn(V ).
Next, we discuss the algebra of V/C2(V ). For a VOA V , we consider the (−1)
st
product
V × V → V
a× b 7→ a · b = a−1b.
By using the Jacobi Identity, we obtain the following.
Theorem 2.16. [Z]
1) C2(V ) is an ideal of V with respect to the (−1)
st product.
2) V/C2(V ) is a commutative associative algebra under (−1)
st product.
Theorem 2.17. [GN] Let U = {ui}i∈I be a set of homogeneous elements in V
which are representatives of a basis of V/C2(V ). Then V is spanned by elements
of the form
ui1−n1u
i2
−n2 ...u
il
−nl
1
where n1 > n2 > ... > nl > 0 and u
ij ∈ U .
Theorem 2.18. [GN] Let V be a VOA of CFT-type. If V/C2(V ) is finite dimen-
sional, then V/Cn(V ) is finite dimensional for n ≥ 2.
We review the associative algebra An(V ) constructed in [DLM2].
Definition 2.19. Let n be a nonnegative integer. We define
On(V ) = 〈 u ◦n v, L(−1)u+ L(0)u | homogeneous u, v ∈ V 〉.
Here u ◦n v = ReszY (u, z)v
(1+z)wtu+n
z2n+2 . Also, we define a product ∗n on V for u, v
as above;
u ∗n v =
n∑
m=0
(−1)m
(
m+ n
n
)
ReszY (u, z)v
(1 + z)wtu+n
zn+m+1
.
Set An(V ) = V/On(V ).
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Theorem 2.20. [DLM2]
1) On(V ) is a 2-sided ideal of V under ∗n.
2) An(V ) is an associative algebra under ∗n with the identity 1+On(V ). More-
over, ω +On(V ) is a central element of An(V ).
Remark 2.21. A0(V ) is an A(V ) in [Z] and it was first introduced by Zhu (see [Z]).
Theorem 2.22. [Bu] If V is a simple VOA that satisfies the C2 condition, then
the associative algebra An(V ) is finite dimensional for all n ≥ 0.
3. Vertex operator algebra V +L
In this section, we briefly review the construction of V +L , its irreducible modules
and discuss the C2 condition of the VOA V
+
L when k = 1, 2.
We are working in the setting of [FLM, DL1]. Let L = Zα be an even lattice
with a non-degenerate integral bilinear form 〈·, ·〉 such that 〈α, α〉 = 2k. Here, k
is a positive integer. Set h = C ⊗Z L and extend the form 〈·, ·〉 from L to h by
C-bilinearity. Let ĥ = h⊗ C[t, t−1]⊕ Cc be the affinization of h. Therefore, ĥ is a
Lie algebra with commutator relations:
[h⊗ tm, h′ ⊗ tn] = mδm+n,0〈h, h
′〉c for h, h′ ∈ h,m, n ∈ Z;
[ĥ, c] = 0.
For h ∈ h, n ∈ Z, we use the notation h(n) to denote h⊗ tn. Set
ĥ+ = h⊗ tC[t], ĥ− = h⊗ t−1C[t−1].
Hence, ĥ+, ĥ− are abelian subalgebra of ĥ.
For a Lie algebra g, we let U(g) be the universal enveloping algebra of g. Con-
sider the induced ĥ-module
M(1) = U(ĥ)⊗U(h⊗C[t]⊕Cc) C,
where h ⊗ C[t] acts trivially on C and c acts on C as multiplication by 1. We set
C[L] to be a group algebra of L with a basis {eβ|β ∈ L}. Let z be a formal variable
and h ∈ h. We define actions of h and zh on C[L] in the following ways:
h · eβ = 〈h, β〉eβ ;
zh · eβ = z〈h,β〉eβ.
We let
VL = M(1)⊗ C[L].
L, ĥ, zh(h ∈ h) act naturally on VL by acting on either M(1) or C[L] as indicated
above. Next, we shall define the vertex operator Y (v, z) for v ∈ VL. For β ∈
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L, γ, α1, ..., αk ∈ h, n1, ..., nk ∈ Z(ni > 0), we set
γ(z) =
∑
n∈Z
γ(n)z−n−1, where γ(n) = γ ⊗ tn,
Y (eβ , z) = exp
(
∞∑
n=1
β(−n)
n
zn
)
exp
(
−
∞∑
n=1
β(n)
n
z−n
)
eβzβ ,
Y (v, z) = :
(
1
(n1 − 1)!
(
d
dz
)n1−1
α1(z)
)
...
(
1
(nk − 1)!
(
d
dz
)nk−1
αk(z)
)
Y (eβ , z) :,
where v = α1(−n1)...αk(−nk)⊗e
β . We use a normal ordering procedure, indicated
by open colons, which signify that the enclosed expression is to be reordered if
necessary so that all the operators γ(n), (γ ∈ h, n < 0), eβ ∈ L are to be placed to
the left of all operators α(n), zα, (α ∈ h, n ≥ 0) before the expression is evaluated.
This gives a well defined linear map
VL → (EndVL)[[z, z
−1]]
v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1 (vn ∈ EndVL).
Theorem 3.1. The space (VL, Y,1, ω) is a simple VOA with ω =
1
4kα(−1)
2 and
1 = 1⊗ 1 ( see [Bo, FLM]).
Let L◦ = {x ∈ h|〈x, L〉 ⊂ Z} be the dual lattice of L. Hence, L◦ = 12kL and
L◦ =
⋃2k−1
i=0 (L+
i
2kα) is a coset decomposition of L
◦ with respect to L.
Theorem 3.2.
1) The irreducible VL-modules are
VL+ i
2k
α = M(1)⊗ C[L+
i
2k
α]
where i = 0, ..., 2k − 1 (see [D1]).
2) VL is a rational vertex operator algebra (see [DLM3]).
We set
VL◦ =
2k−1⊕
i=0
VL+ i
2k
α.
Let θ be the linear automorphism of VL◦ such that θ(u ⊗ e
γ) = θ(u) ⊗ e−γ for
u ∈M(1) and γ ∈ L◦. The action of θ on M(1) is given by
θ(α1(n1)...αk(nk)) = (−1)
kα1(n1)...αk(nk).
The restriction of θ to VL is a VOA automorphism. Let M be an θ-stable subspace
of VL. We denote ±1 eigenspaces byM
±, respectively. Note thatM(1)+ is a vertex
operator subalgebra of V +L .
Theorem 3.3.
1) VL
+ is a simple VOA (see [DM]).
2) Set J = 14k2α(−1)
41 − 1kα(−3)α(−1)1 +
3
4kα(−2)
21. Then V +L is generated
by ω, eα + e−α, and J (see [DG]).
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Let T1, T2 be Z2-irreducible modules such that α + 2L acts as scalars 1 and -1,
respectively. We set
ĥ[−1] = h⊗ t1/2C[t, t−1]⊕ Cc.
Hence, ĥ[−1] is a Lie algebra with the commutator relation given by
[h⊗ tm, h′ ⊗ tn] = mδm+n,0〈h, h
′〉c for h, h′ ∈ h,m, n ∈ Z+
1
2
;
[ĥ, c] = 0.
Moreover, ĥ[−1]+ = h⊗t1/2C[t]⊕Cc is a subalgebra of ĥ[−1]. We define the action
of ĥ[−1]+ on Ti (i = 1, 2) by the actions
h⊗ t1/2+n · u = 0 and c · u = u (h ∈ h, n ∈ Z≥0, u ∈ Ti).
For i = 1, 2, we set
V TiL = U(ĥ[−1])⊗U(ĥ[−1]+) Ti.
Lemma 3.4.
1) V TiL is the irreducible θ-twisted V -module (see [FLM], [DL2]).
2) V TiL (i = 1, 2) are all irreducible θ-twisted VL-modules (see [D2]).
We define a linear operator θ on V TiL : for αi ∈ h, ni ∈
1
2 + Z, t ∈ Ti
θ(α1(−n1)...αs(−ns)⊗ t = (−1)
sα1(−n1)...αs(−ns)⊗ t.
In fact, θ is an automorphism of V TiL . Then we have the decomposition
V TiL = (V
Ti
L )
+ ⊕ (V TiL )
−.
Lemma 3.5. [FLM] (V TiL )
± are irreducible V +L -modules for i = 1, 2.
Theorem 3.6. [DN2] {V ±L , V
±
L+α
2
, VL+ rα
2k
(V TiL )
±|i = 1, 2, 1 ≤ r ≤ k − 1} is the set
of all inequivalent irreducible V +L -module.
Theorem 3.7. [DN2] A(V +L ) is a semisimple algebra.
Lemma 3.8. When k = 1, 2, V +L satisfies the C2-condition.
Proof: For k = 1, V +L is isomorphic to the lattice VOA VL′ where L
′ is a rank
one positive definite lattice spanned by β whose square length is 8 (see. [DG]).
Since VL′ satisfies the C2-condition (see [DLM1]), this implies that V
+
L satisfies the
C2-condition when k = 1.
For k = 2, V +L is isomorphic to L(1/2, 0) ⊗ L(1/2, 0) where L(1/2, h) is the
irreducible highest weight module for the Virasoro algebra with central charge 1/2
and highest weight h (see [DGH]). It was proved in [DLM1] that L(1/2, 0)⊗L(1/2, 0)
satisfies the C2 condition. Therefore, V
+
L satisfies the C2 condition. 
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4. A spanning set of V +L /C2(V
+
L )
For the rest of this paper, we assume k ≥ 3. In this section, we show that
V +L /C2(V
+
L ) is generated by the subspace M(1)
+ + V +L (1) + C2(V
+
L ). Here,
V +L (1) = M(1)
+ ⊗ (eα + e−α)⊕M(1)− ⊗ (eα − e−α).
Denote by Z≥0 the set of nonnegative integers, by Z>0 the set of positive integers.
We recall that
1
n!
(
d
dz
)n
α(z) =
∑
j≥0
(
−j − 1
n
)
α(j)z−j−n−1 +
∑
j≤−n−1
(
−j − 1
n
)
α(j)z−j−n−1
where α(z) =
∑
m∈Z α(m)z
−m−1. For m ∈ Z>0, we set
Em = emα + e−mα , and
Fm = emα − e−mα.
For convenience, we also set
E = E1 , and
F = F 1.
Remark 4.1. α(0)Em = 2kmFm, and α(0)Fm = 2kmEm.
We set
exp
(
∞∑
n=1
xn
n
zn
)
=
∞∑
j=0
pj(x1, x2, ...)z
j
=
∞∑
j=0
pj(x)z
j .
Then pj(x) are Schur polynomials. For m ∈ Z>0, we let
V +L (m) = M(1)
+ ⊗ Em +M(1)− ⊗ Fm.
We will show that if m is even, then V +L (m) ⊂M(1)
+ + C2(V
+
L ), and if m is odd,
then V +L (m) ⊂ V
+
L (1) + C2(V
+
L ).
Lemma 4.2. For m ∈ Z>0, E
2m ∈M(1)+ + C2(V
+
L ).
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Proof: Since
Y (Em, z)Em = Y (emα, z)emα + Y (e−mα, z)emα + Y (emα, z)e−mα + Y (e−mα, z)e−mα
=
∞∑
j=0
pj(mα) ⊗ e
2mαz2m
2k+j +
∞∑
j=0
pj(−mα)z
−2m2k+j
+
∞∑
j=0
pj(mα)z
−2m2k+j +
∞∑
j=0
pj(−mα)⊗ e
−2mαz2m
2k+j
=
∞∑
j=0
(pj(mα)⊗ e
2mα + pj(−mα)⊗ e
−2mα)z2m
2k+j
+
∞∑
j=0
(pj(mα) + pj(−mα))z
−2m2k+j ,
we have (Em)−2m2k−1E
m = E2m + p4m2k(−mα) + p4m2k(mα). Hence E
2m ∈
M(1)+ + C2(V
+
L ). 
Lemma 4.3. For m ∈ Z≥0, E
2m+1 ∈ V +L (1) + C2(V
+
L ).
Proof: Assume m 6= 0. Since
Y (Em, z)Em+1 =
∞∑
j=0
(pj(mα)⊗ e
(2m+1)α + pj(−mα)⊗ e
−(2m+1)α)z2m(m+1)k+j
+
∞∑
j=0
(pj(−mα)⊗ e
α + pj(mα) ⊗ e
−α)z−2m(m+1)k+j ,
it follows that
(Em)−2km(m+1)−1 E
m+1 = E2m+1 + p4km(m+1)(−mα)⊗ e
α + p4km(m+1)(mα)⊗ e
−α.
Therefore, we have E2m+1 ∈ V +L (1) + C2(V
+
L ). 
Lemma 4.4. [DN2] For m,n ≥ 1,
(α(−n)α(−1)1)−1E
m = 2km(n+ (−1)n−1)α(−n− 1)Fm + α(−n)α(−1)Em.
Corollary 4.5.
1) If m is even, then we have
2km(n+ (−1)n−1)α(−n− 1)Fm + α(−n)α(−1)Em ∈M(1)+ + C2(V
+
L ).(18)
2) If m is odd, then we have
2km(n+ (−1)n−1)α(−n− 1)Fm + α(−n)α(−1)Em ∈ V +L (1) + C2(V
+
L ).(19)
Proof: These follow immediately from Lemmas 4.2, 4.3, 4.4 and the fact that
C2(V
+
L ) is an ideal of V under (−1)
st product. 
Let u = α(−n1)...α(−nr)v, (ni > 0, v = E
m or Fm). Following [DN2], we say
that an element u has length r with respect to α and we write lα(u) = r. In general,
if u is a linear combination of such vectors ui we define the length of u to be the
maximal length among lα(u
i).
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Lemma 4.6. [DN2] Let m ∈ Z>0.
1) Let n1, n2, ..., nr ∈ Z>0 with r even. Then
(α(−n1)α(−n2)...α(−nr)1)−1E
m = α(−n1)α(−n2)...α(−nr)E
m + u
where lα(u) < r, u ∈ V
+
L (m).
2) Let n1, ..., nr ∈ Z>0 with r odd. Then
(α(−n1)α(−n2)...α(−nr−1)1)−1(α(−nr)F
m) = α(−n1)α(−n2)...α(−nr)F
m + u
where lα(u) < r, u ∈ V
+
L (m).
Lemma 4.7. Let m,n ∈ Z>0. We have
nα(−n− 1)Fm ≡ −mα(−n)α(−1)Em mod C2(V
+
L ).(20)
Proof: This Lemma follows from the Lemma 2.14, and the fact that
L(−1)α(−n)Fm =
1
4k
{2α(−n− 1)α(n) + 2α(−1)α(0)}α(−n)Fm
= nα(−n− 1)Fm +mα(−n)α(−1)Em. 
Lemma 4.8. Let m,n ∈ Z>0. If m is even, then we have
α(−n− 1)Fm ≡ 0 mod M(1)+ + C2(V
+
L ).
Proof: By combining equations (18), and (20) together, we obtain that:
2km2(n+ (−1)n−1)α(−n− 1)Fm ≡ nα(−n− 1)Fm mod M(1)+ + C2(V
+
L ).
Consequently, we have
(2km2(n+ (−1)n−1)− n)α(−n− 1)Fm ∈M(1)+ + C2(V
+
L ).
Assume that (2km2(n+ (−1)n−1)− n) = 0.
case 1: n is an even integer. Then we have n = 2km
2
2km2−1 . Recall that for any
integer p 6= 0, if p|p + 1 then p = 1 or p = −1. Therefore, either 2km2 = 2 or
2km2 = 0. This contradicts with the fact that 2km2 ≥ 6.
case 2: n is an odd integer. Then n = − 2km
2
2km2−1 . This is impossible because n is
a positive integer.
Thus, (2km2(n+ (−1)n−1)− n) 6= 0, and α(−n− 1)Fm ∈M(1)+ +C2(V
+
L ). 
Lemma 4.9. If m is odd, then α(−n− 1)Fm ∈ V +L (1) + C2(V
+
L ) for all n ≥ 1.
Lemma 4.10. For m ∈ Z>0, α(−1)F
m ∈ C2(V
+
L ).
Proof: This follows from the fact that L(−1)Em = mα(−1)Fm. 
We recall that for m ∈ Z>0, V
+
L (m) = M(1)
+ ⊗ Em +M(1)− ⊗ Fm.
Lemma 4.11. For any even positive integer m, V +L (m) ⊂M(1)
+ + C2(V
+
L ).
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Proof: Let u = α(−n1)...α(−nr)(e
mα + (−1)re−mα) ∈ V +L (m). We will prove
this lemma by using an induction on r. When r = 0, it follows immediately from
Lemma 4.2. When r = 1, it follows from Lemmas 4.8, 4.10. Set
v =
{
α(−n1)...α(−nr)1 if r is even;
α(−n1)...α(−nr−1)1 if r is odd;
(21)
and
w =
{
emα + e−mα if r is even;
α(−nr)(e
mα − e−mα) if r is odd.
(22)
By Lemma 4.6, we have v−1w = u + u
′ where u′ ∈ V +L (m) and lα(u
′) < lα(u) = r.
Since Em, α(−nr)F
m ∈M(1)++C2(V
+
L ), it implies that u+u
′ ∈M(1)++C2(V
+
L ).
By the induction hypothesis, we can conclude that u ∈M(1)+ + C2(V
+
L ). 
Lemma 4.12. For any odd positive integer m, V +L (m) ⊂ V
+
L (1) + C2(V
+
L ).
Theorem 4.13. V +L /C2(V
+
L ) is spanned by M(1)
+ + V +L (1) + C2(V
+
L ).
Proof: This follows from Lemmas 4.11, 4.12 and the fact that
V +L =M(1)
+ ⊕⊕∞m=1V
+
L (m). 
Recall that J = 14k2α(−1)
41− 1kα(−3)α(−1)1+
3
4kα(−2)
21.
Proposition 4.14. [DN1] The vertex operator algebra M(1)+ is spanned by
L(−m1)...L(−ms)J−n1 ...J−nt1
where m1 ≥ m2 ≥ ... ≥ ms ≥ 2, n1 ≥ n2 ≥ ... ≥ nt ≥ 1.
Notation 4.15. Let s, t ∈ Z≥0, v ∈ V
+
L . We define
L(−2)s := (L(−2))s
J t−1 := (J−1)
t.
Theorem 4.16. (M(1)++C2(V
+
L ))/C2(V
+
L ) is spanned by L(−2)
sJ t−11+C2(V
+
L )
where s, t ≥ 0.
Proposition 4.17. [DN2]
1) If k is not a perfect square, V +L (1) is spanned by the vectors
L(−n1)L(−n2)...L(−nr)E, n1 ≥ n2 ≥ n2 ≥ ... ≥ nt ≥ 1.
2) If k is a perfect square, V +L (1) is spanned by the vectors
L(−m1)...L(−ms)J−n1 ...J−ntE, m1 ≥ m2 ≥ ... ≥ ms ≥ 1, n1 ≥ n2 ≥ ... ≥ nt ≥ 1.
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Theorem 4.18.
1) If k is not a perfect square, (V +L (1)+C2(V
+
L ))/C2(V
+
L ) is spanned by L(−2)
sE+
C2(V
+
L ) where s ≥ 0.
2) If k is a perfect square, (V +L (1)+C2(V
+
L ))/C2(V
+
L ) is spanned by L(−2)
sJ t−1E+
C2(V
+
L ) where s, t ≥ 0.
5. The cofiniteness C2 condition of V
+
L
In this section, we show that V +L satisfies the C2 condition. In particular, we
prove that
(
V +L (1) + C2(V
+
L )
)
/C2(V
+
L ) and
(
M(1)+ + C2(V
+
L )
)
/C2(V
+
L ) are finite
dimensional. We begin with showing that there is β ∈ C such that for any n ∈ Z>0,
Jn−1E ≡ β
nL(−2)2nE mod C2(V
+
L ). Consequently, V
+
L (1) + C2(V
+
L ) is spanned
by L(−2)sE + C2(V
+
L ), s ≥ 0. By using information about the basis of V
+
L (1),
we are be able to prove that
(
V +L (1) + C2(V
+
L )
)
/C2(V
+
L ) has finite dimension. By
taking the same approach, we can show that
(
M(1)+ + C2(V
+
L )
)
/C2(V
+
L ) has finite
dimension. Indeed, we have the following theorem.
Theorem 5.1.
1)
V +L (1) + C2(V
+
L )
C2(V
+
L )
= 〈L(−2)iE + C2(V
+
L ) | i = 0, 1, 2〉 and
M(1)+ + C2(V
+
L )
C2(V
+
L )
= 〈L(−2)m1+ C2(V
+
L ), J + C2(V
+
L ), J
2
−11+ C2(V
+
L ),
L(−2)J + C2(V
+
L ) | 0 ≤ m ≤ 2k + 2〉.
2) V +L satisfies the C2 condition.
For m ∈ Z>0, we set
V +L (m) = ⊕n≥m2kV
+
L (m,n)
where V +L (m,n) is the weight n subspace of V
+
L (m). It is easy to see that the
following elements form the bases of V +L (1, k + 4) and V
+
L (1, k + 3), respectively.
Basis of V +L (1, k + 4)
a1 = α(−1)
4E
a2 = α(−2)α(−1)
2F
a3 = α(−3)α(−1)E
a4 = α(−4)F
a5 = α(−2)
2E
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Basis of V +L (1, k + 3)
b1 = α(−1)
3F
b2 = α(−2)α(−1)E
b3 = α(−3)F.
Lemma 5.2. The vectors L(−4)E, L(−1)bi (i = 1, 2, 3), and L(−2)
2E form a
basis of V +L (1, k + 4).
Proof: The table 1 in the appendix gives explicit expressions of L(−4)E, L(−1)bi
(i = 1, 2, 3) and L(−2)2E in terms of aj , j = 1, ..., 5. If we denote the table 1 by
5× 5 matrix A, then det(A) = − 9−40k+16k
2
16k2 . Since 9 − 40k + 16k
2 = 0 only when
k = 14 ,
9
4 , it implies that A is a nonsingular matrix. Therefore, we conclude that
L(−4)E, L(−1)bi (i = 1, 2, 3), and L(−2)
2E form a basis for V +L (1, k + 4).
Corollary 5.3. J−1E ≡ βL(−2)
2E mod C2(V
+
L ) where β =
64k2−16k−18
(4k−1)(4k−9) .
Proof: Set
A1 = L(−2)
2E
A2 = L(−4)E
A3 = L(−1)α(−1)
3F
A4 = L(−1)α(−2)α(−1)E
A5 = L(−1)α(−3)F.
The table 2 in the appendix represents the inverse matrix of the matrix A. Since
J−1E =
1
4k2
a1 +
6
k
a2 + (12−
1
k
)a3 + (8k − 17)a4 + (6 +
3
4k
)a5,
we can also think of J−1E as a vector u = [
1
4k2 ,
6
k , 12 −
1
k , 8k − 17, 6 +
3
4k ]. By
multiplying the vector u and the matrix A−1 together, we obtain that J−1E ≡
βL(−2)2E mod C2(V
+
L ). 
Lemma 5.4. For any positive integers m,n,
1) Jn−1E ≡ β
nL(−2)2n mod C2(V
+
L ).
2) L(−2)mJn−1E ≡ β
nL(−2)2n+mE mod C2(V
+
L ).
Proof: Part 1) we will prove by induction on n. For n = 1, it follows from
Corollary 5.3. Now, suppose that Jn−1E ≡ (β)
n
L(−2)2nE mod C2(V
+
L ). By using
commutativity and associativity of V +L /C2(V
+
L ), we obtain the following:
Jn+1−1 E ≡ J−1 (β)
n
L(−2)2nE mod C2(V
+
L )
= (β)
n
J−1 ω−1...ω−1︸ ︷︷ ︸
2n terms
E mod C2(V
+
L )
≡ (β)
n
ω−1...ω−1J−1E mod C2(V
+
L )
≡ (β)
n
ω−1...ω−1βL(−2)
2E mod C2(V
+
L ) (by Corollary 5.3)
= (β)
n+1
L(−2)2(n+1)E mod C2(V
+
L ).
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Part 2) it follows immediately from Part 1). 
Corollary 5.5. (V +L (1) + C2(V
+
L ))/C2(V
+
L ) = 〈 L(−2)
sE + C2(V
+
L ) | s ≥ 0 〉.
Proof: This follows from Theorem 4.18 and Lemma 5.4. 
The following elements are bases of V +L (1, k + 5), and V
+
L (1, k + 3):
Basis of V +L (1, k + 5)
B1 = α(−5)F
B2 = α(−4)α(−1)E
B3 = α(−3)α(−2)E
B4 = α(−3)α(−1)
2F
B5 = α(−2)
2α(−1)F
B6 = α(−2)α(−1)
3E
B7 = α(−1)
5F 2
Basis of V +L (1, k + 3)
C1 = α(−3)F
C2 = α(−2)α(−1)E
C3 = α(−1)
3F.
Theorem 5.6. [DN2] The vectors L(−1)Bi (i = 1, ..., 7), L(−3)Cj (j = 1, 2, 3)
and (α(−1)41)−3E form a basis of V
+
L (1, k + 6).
Corollary 5.7.
1) V +L (1, k + 6) is a subset of C2(V
+
L ).
2) L(−2)3E ∈ C2(V
+
L ).
Theorem 5.8. (V +L (1)+C2(V
+
L ))/C2(V
+
L ) = 〈 L(−2)
iE+C2(V
+
L ) | i = 0, 1, 2 〉.
Proof: This follows from the fact that L(−2)3E ∈ C2(V
+
L ) and C2(V
+
L ) is an ideal
of V +L under (−1)
st product. 
Next, we show that (M(1)+ + C2(V
+
L ))/C2(V
+
L ) has finite dimension. We set
M(1)+ =
∞⊕
i=0
M(1, i)+
where M(1, i)+ is the weight i subspace of M(1)+. It is easy to see that M(1, 8)+,
M(1, 7)+ and M(1, 5)+ have the following basis elements:
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Basis of M(1, 8)+
c1 = α(−1)
81
c2 = α(−3)α(−1)
51
c3 = α(−5)α(−1)
31
c4 = α(−7)α(−1)1
c5 = α(−6)α(−2)1
c6 = α(−5)α(−3)1
c7 = α(−4)α(−2)α(−1)
21
c8 = α(−4)
21
c9 = α(−3)
2α(−1)21
c10 = α(−3)α(−2)
2α(−1)1
c11 = α(−2)
2α(−1)41
c12 = α(−2)
41.
Basis of M(1, 7)+
α1 = α(−2)α(−1)
51
α2 = α(−4)α(−1)
31
α3 = α(−6)α(−1)1
α4 = α(−5)α(−2)1
α5 = α(−4)α(−3)1
α6 = α(−3)α(−2)α(−1)
21
α7 = α(−2)
3α(−1)1.
Basis of M(1, 5)+
β1 = α(−2)α(−1)
31
β2 = α(−4)α(−1)1
β3 = α(−3)α(−2)
31.
Lemma 5.9. M(1, 8)+ is spanned by L(−1)αi (i = 1, ..., 7), L(−3)βj (j = 1, 2, 3),
L(−2)2J , and L(−2)41.
Proof: For i ∈ {1, ..., 7}, we set Ci = L(−1)αi. We also set C8 = L(−3)β1,
C9 = L(−3)β2, C10 = L(−2)
2J , C11 = L(−2)
41, and C12 = L(−3)β3. The table
3 in the appendix gives explicit expressions of Ci (i = 1, ..., 12) in term of cj
(j = 1, ..., 12). If we denote this table by 12× 12 matrix B, then the determinant
of the matrix B is − 36315128k8 . Thus, B is a nonsingular matrix and Ci (i = 1, ..., 12)
span M(1, 8)+.
Corollary 5.10. J−1J ≡ ρL(−2)
2J + σL(−2)41 mod C2(V
+
L ) where ρ = 3.28 +
0.098k−1, and σ = 2.87− 0.39k−1.
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Proof: Since J−1J =
1
16k4 c1+
11
2k3 c2+
12
k2 c3+
558
k c4−
87
k c5+
186
k c6+
90
k2 c7+
72
k c8+
43
k2 c9 +
117
2k2 c10 +
51
8k3 c11 +
105
16k2 c12, we can also think of J−1J as a vector
w = [
1
16k4
,
11
2k3
,
12
k2
,
558
k
,−
87
k
,
186
k
,
90
k2
,
72
k
,
43
k2
,
117
2k2
,
51
8k3
,
105
16k2
].
The table 4 and table 5 in the appendix represents an inverse matrix of B. By
multiplying the vector w and the matrix B−1 together, we then obtain that J−1J ≡
ρL(−2)2J + σL(−2)41 mod C2(V
+
L ) where ρ = 3.06 + 0.098k
−1, and σ = 3.73−
0.39k−1. 
Lemma 5.11. [DN1] The vectors L(−1)M(1, 9)+, L(−3)M(1, 7)+, (α(−1)41)−3α(−1)
41,
and L(−2)51 span M(1, 10)+.
Remark 5.12. [DN1] Only L(−2)51 involves the vector α(−1)101.
Corollary 5.13. (M(1, 10)+ + C2(V
+
L ))/C2(V
+
L ) = 〈 L(−2)
51+ C2(V
+
L )〉.
Corollary 5.14.
1) L(−2)51 ≡ 1(4k)5α(−1)
101 mod C2(V
+
L ).
2) L(−2)J−1J ≡ 16L(−2)
51 mod C2(V
+
L ).
3) L(−2)3J ≡ 4L(−2)51 mod C2(V
+
L ).
Proof: For 1), it follows from the fact that
L(−2)41 =
1
(4k)4
c1 +
6
k3
c2 +
3
2k2
c3 +
15
2k
c4 +
9
2k
c6 +
5
4k2
c9 and
L(−2)α(−1)81 = 8α(−3)α(−1)71+
1
4k
α(−1)101.
For 2), we first recall that
J−1J =
1
16k4
c1 +
11
2k3
c2 +
12
k2
c3 +
558
k
c4 −
87
k
c5 +
186
k
c6
+
90
k2
c7 +
72
k
c8 +
43
k2
c9 +
117
2k2
c10 +
51
8k3
c11 +
105
16k2
c12.
Since L(−2)α(−1)81 ≡ 14kα(−1)
101 mod C2(V
+
L ), this implies that L(−2)J−1J ≡
16L(−2)51 mod C2(V
+
L ).
For 3), it follows from the fact that
L(−2)2J =
1
64k4
c1 +
9
16k3
c2 +
3
2k2
c3 −
15
k
c4 +
12
k
c5 −
9
k
c6 +
3
2k2
c7 +
6
k
c8
+
2
k2
c9 +
3
8k2
c10 +
3
64k3
c11,
L(−2)α(−1)81 ≡
1
4k
α(−1)101 mod C2(V
+
L ), and 1). 
Lemma 5.15. J2−1J ≡ γL(−2)
61 mod C2(V
+
L ) where γ = 16ρ+ 4σ.
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Proof: Recall from Corollary 5.10 that J−1J ≡ ρL(−2)
2J+σL(−2)41 mod C2(V
+
L ).
By commutative, associative laws of V +L /C2(V
+
L ), and Corollary 5.14, we have
J−1J−1J ≡ ρJ−1L(−2)
2J + σJ−1L(−2)
41 mod C2(V
+
L )
≡ ρL(−2)2J−1J + σL(−2)
4J mod C2(V
+
L )
≡ 16ρL(−2)61+ 4σL(−2)61 mod C2(V
+
L )
= γL(−2)61 mod C2(V
+
L ). 
Lemma 5.16. For n ≥ 4, Jn−11 ≡ γ4
n−3L(−2)2n1 mod C2(V
+
L ).
Proof: For n = 4, this follows from Lemma 5.15 and Corollary 5.14 3) and com-
mutative law of V +L /C2(V
+
L ).
Suppose Jn−11 ≡ γ4
n−3L(−2)2n1 mod C2(V
+
L ). By Corollary 5.14 3) and
commutativity of V +L /C2(V
+
L ), we have
Jn+1−1 1 ≡ γ4
n−3J−1L(−2)
2n1 mod C2(V
+
L )
≡ γ4n−3L(−2)2n−3L(−2)3J mod C2(V
+
L )
≡ γ4n−34L(−2)2n−3L(−2)51 mod C2(V
+
L )
≡ γ4(n+1)−3L(−2)2(n+1)1 mod C2(V
+
L ).
Therefore, Jn−11 ≡ γ4
n−3L(−2)2n1 mod C2(V
+
L ) for all n ≥ 4. 
Corollary 5.17. For n ≥ 3, Jn−11 ≡ γ4
n−3L(−2)2n1 mod C2(V
+
L ).
Corollary 5.18. Form ∈ Z+, n ≥ 3, L(−2)
mJn−11 ≡ γ4
n−3L(−2)m+2n1 mod C2(V
+
L ).
Corollary 5.19. (M(1)++C2(V
+
L ))/C2(V
+
L ) is spanned by L(−2)
s1+C2(V
+
L ), J+
C2(V
+
L ), J−1J + C2(V
+
L ), L(−2)J + C2(V
+
L ) where s ≥ 0.
Proof: This follows from Theorem 4.16, Corollary 5.10, Corollary 5.17, and Corol-
lary 5.18. 
The following elements are bases of V +L (2, 4k+6), V
+
L (2, 4k+5) and V
+
L (2, 4k+3):
Basis of V +L (2, 4k + 6)
g1 = α(−6)F
2
g2 = α(−5)α(−1)E
2
g3 = α(−4)α(−2)E
2
g4 = α(−4)α(−1)
2F 2
g5 = α(−3)
2E2
g6 = α(−3)α(−2)α(−1)F
2
g7 = α(−3)α(−1)
3E2
g8 = α(−2)
3F 2
g9 = α(−2)
2α(−1)2E2
g10 = α(−2)α(−1)
4F 2
g11 = α(−1)
6E2
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Basis of V +L (2, 4k + 5)
f1 = α(−5)F
2
f2 = α(−4)α(−1)E
2
f3 = α(−3)α(−2)E
2
f4 = α(−3)α(−1)
2F 2
f5 = α(−2)
2α(−1)F 2
f6 = α(−2)α(−1)
3E2
f7 = α(−1)
5F 2
Basis of V +L (2, 4k + 3)
h1 = α(−3)F
2
h2 = α(−2)α(−1)E
2
h3 = α(−1)
3F 2.
Theorem 5.20. V +L (2, 4k + 6) is spanned by L(−1)fi (i = 1, ..., 7), L(−3)hj (j =
1, 2, 3) and
(
α(−1)41
)
−3
E2.
Proof: Set
G1 = L(−1)α(−5)F
2
G2 = L(−1)α(−4)α(−1)E
2
G3 = L(−1)α(−3)α(−2)E
2
G4 = L(−1)α(−3)α(−1)
2F 2
G5 = L(−1)α(−2)
2α(−1)F 2
G6 = L(−1)α(−2)α(−1)
3E2
G7 = L(−1)α(−1)
5F 2
G8 = L(−3)α(−3)F
2
G9 = L(−3)α(−2)α(−1)E
2
G10 = L(−3)α(−1)
3F 2
G11 =
(
α(−1)41
)
−3
E2.
The table 6 in the appendix gives explicit expressions of Gi (i = 1, ..., 11) in terms
of gj , j = l, ..., 11. If we denote this table by 11 × 11 matrix C, then det(C) =
− 24k2 (1536k
4 − 2592k3 + 1072k2 − 58k + 15). Note that C is nonsingular if k is a
positive integer. Therefore, V +L (2, 4k + 6) is spanned by L(−1)fi (i = 1, ..., 7),
L(−3)hj (j = 1, 2, 3) and
(
α(−1)41
)
−3
E2. 
Corollary 5.21. V +L (2, 4k + 6) is contained in C2(V
+
L ).
Lemma 5.22. (M(1)+ + C2(V
+
L ))/C2(V
+
L ) is spanned by J + C2(V
+
L ), J−1J +
C2(V
+
L ), L(−2)J + C2(V
+
L ), L(−2)
m1+ C2(V
+
L ) where 0 ≤ m ≤ 2k + 2.
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Proof: We will show that L(−2)2k+31 ∈ C2(V
+
L ). Suppose the contrary. By
Corollaries 5.14, 5.18, we conclude that L(−2)mJn−11 6∈ C2(V
+
L ) for all m,n ∈ Z+
such that m+ 2n = 2k + 3. Moreover, we have
M(1, 4k + 3)+ = 〈L(−2)2k+31〉 ⊕
(
C2(V
+
L ) ∩M(1, 4k + 3)
+
)
.
Observe that E−2k−7E = p6(α)⊗ e
2α+ p6(−α)⊗ e
−2α+ p4k+6(α) + p4k+6(−α).
Since p6(α)⊗ e
2α+p6(−α)⊗ e
−2α ∈ C2(V
+
L ) ( by Corollary 5.21), this implies that
p4k+6(α) + p4k+6(−α) ∈ C2(V
+
L ). Since p4k+6(α) + p4k+6(−α) is also an element of
M(1)+, we can write p4k+6(α) + p4k+6(−α) in the following way:
(∗) p4k+6(α) + p4k+6(−α) =
∑
λiL(−m1)...L(−mi)1
+
∑
ρj,lL(−n1)...L(−nj)J−p1 ...J−pl1
+
∑
βtJ−q1 ...J−qt1.
Here,
1) m1 ≥ m2 ≥ ... ≥ mi ≥ 2 and there is 1 ≤ f ≤ i such that mf ≥ 3. Moreover,
m1 + ...+mi = 4k + 6.
2) n1 ≥ n2 ≥ ... ≥ nj ≥ 2, p1 ≥ ... ≥ pl ≥ 1 and there is 1 ≤ g ≤ j such that
ng ≥ 3 or there is 1 ≤ h ≤ l such that ph ≥ 2. Furthermore, n1 + ... + nj + p1 +
...+ pl + 3l = 4k + 6.
3) q1 ≥ ... ≥ qt ≥ 1 and there is 1 ≤ s ≤ t such that qs ≥ 2. Moreover,
q1 + ...+ qt + 3t = 4k + 6.
We observe that in the spanning set ofM(1)+4k+6 only L(−2)
2k+31 and L(−2)mJn−11
involve with the term α(−1)4k+61. Here, m,n ∈ Z+ such that m + 2n = 2k + 3.
Since L(−2)2k+31, L(−2)mJn−11 do not occur on the right side of (∗), it implies that
α(−1)4k+61 is a linear combination of vectors that have length of α less than 4k+6.
This is impossible. So, we have a contradiction. Thus, L(−2)2k+31 ∈ C2(V
+
L ).
Moreover,
(M(1)+ + C2(V
+
L ))/C2(V
+
L )
= 〈J + C2(V
+
L ), J−1J + C2(V
+
L ), L(−2)J + C2(V
+
L ), L(−2)
m1+ C2(V
+
L )|
0 ≤ m ≤ 2k + 2〉. 
Theorem 5.23. V +L satisfies the C2 condition.
Corollary 5.24. V +L satisfies the cofiniteness Cn condition for all n ∈ Z>0 such that
n ≥ 2.
Corollary 5.25. For n ∈ Z≥0, An(V
+
L ) is finite dimensional.
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6. Appendix
Table 1.
a1 a2 a3 a4 a5
L(−2)2E 1/(4k)2 1/(2k) 1/(2k) 2 1
L(−4)E 0 0 1/(2k) 1 1/(4k)
L(−1)α(−1)3F 1 3 0 0 0
L(−1)α(−2)α(−1)E 0 1 2 0 1
L(−1)α(−3)F 0 0 1 3 0
Table 2.
A1 A2 A3 A4 A5
a1
48k2
(4k−1)(4k−9)
−24(16k−3)k
(4k−1)(4k−9)
2(8k2−20k+3)
(4k−1)(4k−9)
−
6(8k2−16k+3)
(4k−1)(4k−9)
24k
4k−9
a2
−16k2
(4k−1)(4k−9)
8(16k−3)k
(4k−1)(4k−9)
1
(4k−1)(4k−9)
2(8k2−16k+3)
(4k−1)(4k−9)
−
8k
4k−9
a3
12k
(4k−1)(4k−9)
−
3(16k2−8k+3)
(4k−1)(4k−9)
−
3
4k(4k−1)(4k−9)
−
72k−27
12k(4k−1)(4k−9)
4k−3
(4k−9)
a4
−4k
(4k−1)(4k−9)
16k2−8k+3
(4k−1)(4k−9)
1
4k(4k−1)(4k−9)
8k−3
4k(4k−1)(4k−9)
−
2
4k−9
a5
8(2k−3)k
(4k−1)(4k−9)
−
2(16k2+12k−9)
(4k−1)(4k−9)
−
2k−3
2k(4k−1)(4k−9)
−
(2k−3)(8k−3)
2k(4k−1)(4k−9)
6
4k−9
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Table 3.
c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12
C1 0 2 0 0 0 0 0 0 0 0 5 0
C2 0 0 4 0 0 0 3 0 0 0 0 0
C3 0 0 0 6 1 0 0 0 0 0 0 0
C4 0 0 0 0 5 2 0 0 0 0 0 0
C5 0 0 0 0 0 4 0 3 0 0 0 0
C6 0 0 0 0 0 0 3 0 2 2 0 0
C7 0 0 0 0 0 6 0 0 0 0 0 1
C8 0 0 2 0 0 0 3 0 0 0 1/2k 0
C9 0 0 0 4 0 0 1/2k 1 0 0 0 0
C10 1/64k
4 9/16k3 3/2k2 −15/k 12/k −9/k 3/2k2 6/k 2/k2 3/8k2 3/64k3 0
C11 1/(4k)
4 6/k3 3/2k2 15/2k 0 9/2k 0 0 5/4k2 0 0 0
C12 0 0 0 0 3 2 0 0 0 1/2k 0 0
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Table 4.
C1 C2 C3 C4 C5 C6
c1 −
13392k
269 −
73464k2
269
1164704k3
1345 −
613408k3
1345
323568k3
1345 −
91552k2
1345
c2
19
538
35k
269 −
1204k2
807
188k2
807 −
418k2
807 −
16k
269
c3
25
538k
131
269
602k
4035 −
94k
4035
209k
4035
8
1345
c4 −
25
12912k2 −
85
8608k
19573
96840 −
3941
96840
3617
193680 −
1
4035k
c5
25
2152k2
255
4304k −
3433
16140
3941
16140 −
3617
32280
2
1345k
c6 −
125
4304k2 −
1275
8608k
3433
6456 −
713
6456
3617
12912 −
1
269k
c7 −
50
807k −
85
269 −
2408k
12105
376k
12105 −
836k
12105 −
32
4035
c8
125
3228k2
425
2152k −
3433
4842
713
4842 −
389
9684
4
807k
c9
25
538k
255
1076
4637k
4035
3941k
4035
4453k
8070
1361
2690
c10
25
538k
255
1076 −
3433k
4035 −
4129k
4035 −
3617k
8070
8
1345
c11
50
269 −
14k
269
2408k2
4035 −
376k2
4035
836k2
4035
32k
1345
c12
375
2152k2
3825
4304k −
3433
1076
713
1076 −
3617
2152
6
269k
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Table 5.
C7 C8 C9 C10 C11 C12
c1 0
661872k2
1345 −
1465296k3
1345
82432k4
1345
14592k4
1345
304384k3
1345
c2 0 −
94k
269
482k2
269 −
32k3
807
128k3
807
72k2
269
c3 0 −
1251
2690 −
241k
1345
16k2
4035 −
64k2
4035 −
36k
1345
c4 0
417
21520k −
3553
64560 −
2k
12105
8k
12105
3
2690
c5 0 −
1251
10760k
3553
10760
4k
4035 −
16k
4035 −
9
1345
c6 0
1251
4304k −
3553
4304 −
2k
807
8k
807
9
538
c7 0
834
1345
964k
4035 −
64k2
12105
256k2
12105
48k
1345
c8 0 −
417
1076k
3553
3228
8k
2421 −
32k
2421 −
6
269
c9 0 −
1251
2690 −
4517k
2690
16k2
4035 −
64k2
4035 −
2726k
1345
c10 0 −
1251
2690
3553k
2690
16k2
4035 −
64k2
4035
2654k
1345
c11 0
188k
1345 −
964k2
1345
64k3
4035 −
256k3
4035 −
144k2
1345
c12 1 −
3753
2152k
10659
2152
4k
269 −
16k
269 −
27
269
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Table 6.
g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11
G1 5 2 0 0 0 0 0 0 0 0 0
G2 0 4 1 2 0 0 0 0 0 0 0
G3 0 0 3 0 2 2 0 0 0 0 0
G4 0 0 0 3 0 2 2 0 0 0 0
G5 0 0 0 0 0 4 0 1 2 0 0
G6 0 0 0 0 0 0 2 0 3 2 0
G7 0 0 0 0 0 0 0 0 0 5 2
G8 3 0 0 0 2 1/2k 0 0 0 0 0
G9 0 2 1 0 0 1 0 0 1/2k 0 0
G10 0 0 0 3 0 0 2 0 0 1/2k 0
G11 256k
3
192k
2
192k
2
48k 96k
2
96k 4 16k 6 0 0
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