By employing a novel generalization of the inverse scattering transform method known as the unified transform or Fokas method, it can be shown that the solution of certain physically significant boundary value problems for the elliptic sine-Gordon equation, as well as for the elliptic version of the Ernst equation, can be expressed in terms of the solution of appropriate 2 × 2-matrix Riemann-Hilbert (RH) problems. These RH problems are defined in terms of certain functions, called spectral functions, which involve the given boundary conditions, but also unknown boundary values. For arbitrary boundary conditions, the determination of these unknown boundary values requires the analysis of a nonlinear Fredholm integral equation. However, there exist particular boundary conditions, called linearizable, for which it is possible to bypass this nonlinear step and to characterize the spectral functions directly in terms of the given boundary conditions. Here, we review the implementation of this effective procedure for the following linearizable boundary value problems: (a) the elliptic sine-Gordon equation in a semi-strip with zero Dirichlet boundary values on the unbounded sides and with constant Dirichlet boundary value on the bounded side; (b) the elliptic Ernst equation with boundary conditions corresponding to a uniformly rotating disk of dust; (c) the elliptic Ernst equation with boundary conditions corresponding to a disk rotating uniformly around a central black hole; (d) the elliptic Ernst equation with vanishing Neumann boundary values on a rotating disk.
Introduction
A novel method for analyzing initial-boundary value problems for integrable nonlinear evolution PDEs in one spatial dimension was introduced in 1997 [13] (see also [14] ) and was further developed by several authors (see for example [4, 5, 17, 18] ). This method, known as the unified transform or Fokas method, is based on ideas of the inverse scattering transform and it expresses the solution q(x, t) of a given initial-boundary value problem in terms of the solution of a matrix Riemann-Hilbert (RH) problem. This problem involves an explicit (x, t)-dependence in the form exp[ikx − iω(k)t], where ω(k) is the dispersion relation of the associated linearized evolution PDE, as well as certain functions of the spectral parameter k ∈ C, called spectral functions. The main difficulty with initial-boundary value problems, as opposed to initial value problems, is that whereas in the latter case the spectral functions are defined in terms of the given initial conditions, in the former case, the spectral functions, in addition to the given initial and boundary conditions, also involves unknown boundary values. These unknown functions can be characterized in terms of the given data via the so-called global relation. Significant progress in the analysis of the global relation was achieved in [2] and [16] , where it was shown that the unknown boundary values can be expressed explicitly in terms of the given data and certain eigenfunctions; however, these eigenfunctions do depend on the unknown boundary values, thus the problem of expressing the unknown boundary values in terms of the given data remains nonlinear.
It was shown in [14] that for a particular class of boundary conditions, called linearizable, it is possible to bypass the above nonlinear step and express the spectral functions explicitly in terms of the given data; linearizable boundary value problems (BVPs) are discussed in [3, 6, 7, 15, 19, 22] .
The new method was implemented for integrable nonlinear elliptic PDEs in two dimensions in [20] (see also [30, 31] ) and [23] [24] [25] ; namely in these papers the sine-Gordon equation formulated in a semi-strip and the elliptic Ernst equation formulated in a domain representing the exterior of a thin rotating disk were analyzed. It is interesting that for these PDEs and these particular domains, there exist several linearizable boundary conditions. In recent years, the Fokas method has been used by many investigators for the analytical as well the numerical investigation of both linear and nonlinear elliptic PDEs, see for example [1, 8-12, 21, 26, 29, 32, 33] .
In this paper the following linearizable BVPs will be analyzed: (a) Let q(x, y) satisfy the elliptic sine-Gordon equation
in the semistrip
depicted in Figure 1 , with the Dirichlet boundary conditions
where L > 0 and d ∈ R are finite constants. where ρ 0 > 0 is a constant, see Figure 2 . Let z = ρ + iζ and consider the problem of finding a function f (z) which satisfies the elliptic Ernst equation
together with the following boundary conditions:
• ∂f ∂ρ (iζ) = 0 for |ζ| > 0 (regularity on the rotation axis), (1.5b)
• f Ω (ρ ± i0) = Re f Ω (+i0) for 0 < ρ < ρ 0 (Dirichlet condition on the disk), (1.5c) where Ω ∈ R is a constant and f Ω denotes the Ernst potential in a frame corotating with angular velocity Ω, see section 4.
(c) Let f (z) satisfy the same BVP as in (b), but with the boundary condition (1.5b) replaced with
• ∂f ∂ρ (iζ) = 0 for |ζ| > r 1 (regularity on the rotation axis), (1.6a)
• Re f Ω h (iζ) = 0 for 0 < |ζ| < r 1 (boundary condition on the horizon),
where Ω h ∈ R and r 1 > 0 are constants.
(d) Let f (z) satisfy the same BVP as in (b), but with the boundary condition (1.5c) replaced with
•
∂f Ω ∂ζ (ρ ± i0) = 0 for 0 < ρ < ρ 0 (Neumann condition on the disk).
(1.7)
The BVPs (b) and (c) correspond to a uniformly rotating dust disk and a dust disk rotating uniformly around a central black hole, respectively, cf. [24, 27] . In fact, the solution of the BVP formulated in (b) is the celebrated Neugebauer-Meinel disk [28] of radius ρ 0 rotating with angular velocity Ω. Moreover, if one sets ρ 0 = 0 in (c) (i.e. one removes the disk), then the solution of the obtained BVP is the Kerr black hole rotating with angular velocity Ω h . In the z-plane, the event horizon of this black hole stretches along the imaginary axis from −ir 1 to ir 1 .
The problems (a)-(d) were studied in detail using the unified transform in [20] , [23] , [24] , and [25] , respectively. The purpose of this paper is to review the approaches and results of these references while emphasizing the unified nature of the approach.
The sine-Gordon equation on the semistrip
We will express the solution q(x, y) in terms of the solution of a 2 × 2 RH problem (details are given in [20] ). As it was mentioned in the introduction, this RH problem depends on certain spectral functions.
2.1. The spectral functions. The spectral functions associated with the sides (1), (2), (3) indicated in Figure 1 , will be denoted respectively by
These functions are uniquely defined in terms of the following boundary values:
1 (x) = q y (x, L) , g
0 (y) = q(0, y), g
0 (x) = q(x, 0), g
1 (x) = q y (x, 0) . We assume that
1 (y), yg
. For a 2 × 2-matrix A, let [A] 1 and [A] 2 denote the first and second columns of A, respectively. The functions a 1 (k) and b 1 (k) are defined by
where Φ 1 (x, k) denotes the unique solution of the Volterra linear integral equation
with Ω(k),σ 3 , and Q (1) defined as follows:
0 (x).
The functions a 2 (k) and b 2 (k) are defined by
where Φ 2 (y, k) denotes the unique solution of the Volterra linear integral equation
3b)
with ω(k) and Q (2) defined as follows:
0 (y).
The functions a 3 (k) and b 3 (k) are defined by equations which are similar to (2.2) but with Q (1) replaced by Q (3) .
2.2.
The global relation. The spectral functions satisfy the following pair of global relations: J(x, y, k) = J α (x, y, k), arg k = α, α = 0, π 2 , π, 3π 2 ;
where the functions θ, I, R are defined by
,
.
Then, M exists and is unique, provided that the H 1 norm of the spectral functions is sufficiently small.
Then q(x, y) solves (1.1). Furthermore,
Linearizable boundary conditions for the elliptic sine-Gordon equation
We now concentrate on the particular boundary conditions (1.3). In this case, using the notations
the integral equations characterising the spectral functions simplify as follows:
In equations (3.1a) and (3.1c), the only dependence on k is through Ω(k). Thus, since Ω(−1/k) = Ω(k), it follows that the vector functions (A 1 , B 1 ) and (A 3 , B 3 ) satisfy the same symmetry properties. Hence,
It turns out that the vector function (A 2 , B 2 ) also satisfies a certain symmetry condition, as stated in the following proposition. 
3)
where the y-dependence of A 2 and B 2 has been suppressed for clarity and
Recalling that a 2 (k) = A 2 (0, k), and b 2 (k) = B 2 (0, k), equations (3.3) immediately imply the following important relations:
In summary, the basic equations characterizing the spectral functions are: (a) the symmetry relations (3.2) and (3.5); (b) the global relations (2.4a) and (2.4b);
(c) the conditions of unit determinant. It turns out that, using these equations, it is possible to provide an explicit characterization of all the spectral functions in terms of the given constant d. 
Then the following relations are valid: 
Indeed, equation (3.6) with j = 1 implies the identity
10)
where, for a scalar-valued function f , we use the notationf := f (−k). Then equation (3.7a) implies (3.9).
Equation (3.9) defines the jump relation of a scalar RH problem for the sectionally analytic function defined by
Taking into consideration that a 1 (k) = b 1 (k) for k ∈ C + (otherwise equation (3.6) with j = 1 is violated) it follows that the above Riemann-Hilbert problem has a unique solution
Using the fact that G(k) is an odd function, it follows that H(k) is also an odd function, hence h(−k) = e −H(k) . This implies that the function h(k) defined by (3.12) satisfies the jump condition (3.9).
3.1. Spectral theory in the linearizable case. In the case of the linearizable boundary conditions (1.3), it is possible to express q(x, y) in terms of the solution of a RH problem whose jump matrices are computed explicitly in terms of the given constant d ∈ R. Indeed, equations (3.7c) and (3.7d) imply that the functions R(k) and I(k) in (2.6) are given by
Thus in the linearizable case, the jump matrices involve only the ratiosb 3 a 3 andb 1 a 1 , evaluated at k and at −k. Equations (3.11) and (3.12) imply that these ratios are given byb
Hence the jump matrices depend on the known function G/h as well as on the unknown functions b 1 a 1 h and b 3 a 3 h . Using the fact that these unknown functions are bounded and analytic in C + , it is possible to formulate a RH problem in terms of the known function G/h alone, which is equivalent to the basic RH problem defined in Theorem 2.1. Then q(x, y) is given by equations (2.7) with M replaced byM , whereM is the solution of the Riemann-Hilbert problem of Theorem 2.1 with the jump matrix J replaced by the matrixJ defined as follows:
where θ(x, y, k) = Ω(k)x + ω(k)y, while G(k) and h(k) are defined in terms of the given constant d by equations (3.8) and (3.12) . This RH problem is regular and has a unique solution.
The elliptic Ernst equation in an exterior disk domain
We first consider the case of a rotating disk in the absence of a central black hole. Thus, let f (z) be a solution of the elliptic Ernst equation (1.4) in D, which satisfies the boundary conditions (1.5a) and (1.5b) together with some compatible, but otherwise arbitrary, boundary conditions along the disk.
For each z ∈ D, we let S z denote the compact Riemann surface of genus 0 defined by the equation
We view S z as a two-sheeted covering of the Riemann k-sphere endowed with a branch cut from −iz to iz; the upper (lower) sheet is characterized by λ → 1 (λ → −1) as k → ∞. We let k + and k − denote the points which project onto k ∈Ĉ = C ∪ {∞} and which lie in the upper and lower sheet of S z , respectively. The next proposition expresses f (z) in terms of the solution of a 2 × 2 matrix RH problem on S z formulated in terms of both the Dirichlet and the Neumann boundary values on the disk. (1) Use the disk boundary values of f to define the 2 × 2-matrix valued one-forms
and
(2) Define a function Ψ(ρ±i0, k) for 0 < ρ < ρ 0 and k = ik 2 , 0 < k 2 < ρ 0 , by solving the ordinary differential equation
together with the initial conditions
as well as the following continuity condition at the rim of the disk:
(3) Let
and define the functions F ± (k), G ± (k) by solving the algebraic system
The entries of D(k) are rational functions of the entries of C(k). Φ(z, k) be the unique solution of the following RH problem:
• For each z, Φ(z, ·) is a map from the Riemann surface S z to the space of 2 × 2 matrices.
denote the coverings of Γ = [−iρ 0 , iρ 0 ] in the upper and lower sheets of S z , respectively. • Across Γ + , Φ satisfies the jump condition
where Φ + and Φ − denote the values of Φ infinitesimally to the right and left of Γ + , respectively.
• Φ obeys the symmetries where the 2 × 2-matrix valued function Φ(z, k) is an eigenfunction, k is a spectral parameter, and the 2 × 2-matrix valued functions U and V are defined by
We let Φ be the solution of (4.7) which satisfies the initial conditions
The values of Φ on the rotation axis ρ = 0 can be expressed in terms of two spectral functions F (k) and G(k), k ∈Ĉ, as follows:
Then the spectral functions F (k) and G(k) satisfy the following relation, which will be referred to as the global relation:
and A ± denote the values of A to the right and left of Γ, respectively.
Remark 4.4. For the BVPs denoted by (b)-(d) in the introduction, symmetry considerations and the assumption of uniqueness imply that the solution is equatorially symmetric.
Linearizable boundary conditions for the elliptic Ernst equation
For a linearizable BVP, the spectral functions F (k) and G(k) satisfy, in addition to the global relation (4.9), an additional important algebraic relation. These two algebraic relations satisfied by F (k) and G(k) yield an auxiliary RH problem for F and G with jump data formulated in terms of the known boundary values alone.
5.1.
A rotating disk. Suppose f (z) is a solution of the BVP formulated in (b) of the introduction. We will show that the boundary conditions satisfied by f are linearizable and derive an explicit expression for the solution f in terms of theta functions (see [23] for details). In this way we recover the Neugebauer-Meinel disk solutions [28] .
The boundary conditions (1.5) and (1.6) involve the corotating Ernst potentials f Ω and f Ω h , which are defined as follows. Outside a stationarily rotating axisymmetric body, the Einstein field equations are equivalent to the elliptic Ernst equation (1.4) . Indeed, in canonical Weyl coordinates the exterior gravitational field of such a body is described by the line element
where ρ, ζ, ϕ are cylindrical coordinates, t is the coordinate time, and the metric functions e 2U , a, e 2κ depend only on ρ and ζ. Letting f = e 2U + ib, where a z = iρe −4U b z , Einstein's equations reduce to (1.4) . Given Ω ∈ R, we define the coordinates (ρ , ζ , ϕ , t ) corotating with the angular velocity Ω by
The Ernst equation retains its form in the corotating system and f Ω denotes the corresponding Ernst potential. 
Then the spectral functions F (k) and G(k) satisfy the relation 
where M is the unique solution of the following RH problem:
• Across Γ, M(k) satisfies the jump condition
3)
where M + and M − denote the values of M to the right and left of Γ, respectively, and S(k) is defined by
• M has the asymptotic behavior
The auxiliary RH problem presented in Proposition 5.2 can be used to determine the spectral functions F and G, which can then be used to set up the main RH problem. In fact, following [27, 28] we can also obtain the solution f directly by combining the main and auxiliary RH problems into a single scalar RH problem. It turns out that the solution can be expressed explicitly in terms of theta functions associated with the Riemann surface Σ z of genus 2 defined by the equation (5.4) where k 1 , k 2 ∈ C are such that
and the solution is parametrized by the two parameters ρ 0 > 0 and w 2 > 0. We view Σ z as a two-sheeted cover of the Riemann k-sphere by introducing branch cuts from k j tō k j , j = 1, 2, and from −iz to iz; the upper (lower) sheet is characterized by y/k 3 → 1 (y/k 3 → −1) as k → ∞. We let {a j , b j } 2 j=1 denote the homology basis on Σ z depicted in Figure 3 . We let ω = (ω 1 , ω 2 ) T , where ω j , j = 1, 2, is a canonical dual basis of holomorphic one-forms. The associated period matrix B and theta function Θ(v|B) are defined by We denote by ω P Q the normalized Abelian differential of the third kind on Σ z , which has simple poles at the points P and Q with residues +1 and −1, respectively.
Define the z-dependent quantities u ∈ C 2 and I ∈ R by
Then the function 1 The requirement that the solution be singularity-free imposes further restrictions on these parameters, see [27] . The correspondence between the parameter w2 used here and the parameter µ in [27] is µ = w2ρ 2 0 . Figure 4 . The genus 4 Riemann surface Σ z defined in (5.16) presented as a two-sheeted cover of the complex k-plane together with the contours γ and Γ + .
It turns out that the main and auxiliary matrix RH problems can be combined into a single scalar RH problem formulated on the Riemann surface Σ z of genus 4 consisting of all points (k, y) ∈ C 2 such that
where k 1 , . . . , k 4 ∈ C are such that
, and the solution is parametrized by the four real parameters ρ 0 , r 1 , w 2 , and w 4 . We let γ denote the contour on Σ z which projects to the contour 2
in the complex k-plane, where > 0 is an infinitesimally small positive number, and which lies in the upper sheet for Re k < ζ and in the lower sheet for Re k > ζ, see Figure  4 . For simplicity, we assume that
Using notations analogous to those used in Theorem 5.3, we can state the following result.
Theorem 5.8. [24] Let ρ 0 , r 1 , w 2 , w 4 be strictly positive numbers such that (5.18) holds; the requirement that the solution be singularity-free imposes further restrictions on these parameters, see [24] . Let the function h(k) be defined by
Define the z-dependent quantities u ∈ C 4 and I ∈ R by
Then the function 
where a hor ∈ R denotes the (necessarily constant) value of the metric function a on the horizon.
Remark 5.9. Explicit expressions in terms of theta functions for a hor and f 0 as well as for the metric functions e 2U , a, e 2κ corresponding to the Ernst potential (5.20) are presented in [24] .
5.3.
A disk with a Neumann condition. Suppose f (z) is a solution of the BVP formulated in (d) of the introduction for some choice of the parameters ρ 0 > 0 and Ω > 0 such that 2Ωρ 0 < 1. Then the following analogs of Propositions 5.1 and 5.2 are valid (see [25] for details). Furthermore, by combining the main and auxiliary RH problems into a single scalar RH problem, the solution f can be expressed in terms of theta functions associated with the family of Riemann surfaces Σ z of genus 1 defined by y 2 = (k − iz)(k + iz)(k − k 1 )(k −k 1 ), (5.22) where k 1 = −i/(2Ω). We view Σ z as a two-sheeted cover of the Riemann k-sphere by introducing a vertical branch cut from −iz to iz and a branch cut from k 1 tok 1 which passes to the left of Γ, see Figure 5 ; the upper (lower) sheet is characterized by y/k 2 → 1 (y/k 2 → −1) as k → ∞. Let {a, b} denote the homology basis on Σ z shown in Figure  5 . Let ω denote the unique holomorphic one-form on Σ z such that a ω = 1 and let B := b ω ∈ C.
Theorem 5.12. [25] Let ρ 0 > 0 and Ω > 0 be such that 2Ωρ 0 < 1. Define the zdependent quantities u ∈ C 2 and I ∈ R by (5.7), where the integrals are contour integrals on the genus 1 surface Σ z defined in (5.22) and h(k) is given by (5.21) . Then the function f (z) defined by (5.8) satisfies the BVP denoted by (d) in the introduction with the prescribed values of ρ 0 and Ω.
