1. Introduction. Using Wiener's 1 method of integration in function space, Cameron and Martin 2 have constructed a set of closed orthonormal functionals in the space of nonlinear functionals which are Wiener measurable and whose squares are Wiener summable. It is the purpose of this paper to investigate the infinite-dimensional Abel summability of the orthogonal development of a nonlinear functional in terms of these orthogonal functionals.
The space of functions over which Wiener's integral operates is the space C of functions x(t) defined and continuous on 0^/^*1 and vanishing at / = 0. The whole space has measure unity, and measure in this space is built up in exactly the same way as ordinary Lebesgue measure, except that the definition of an interval and its measure are different.
Wiener defines an interval Q, or as he calls it, a "quasi-interval" in his space by the inequalities
Q:
cti < x(tj) 
h h -h tn -tn-l J and shows that this definition is self-consistent and leads to a satisfactory measure for general sets, in accordance with the usual definition of Lebesgue measure. After measure is defined, the usual Lebesgue procedure gives a satisfactory definition of integral with all the usual properties except invariance under translations and simple behavior under magnifications. Measurability and summabilPresented to the Society, February 28, 1948; received by the editors February 16, 1948. 1 Generalized harmonic analysis, Acta Math. vol. 55 (1930) pp. 117-258, esp. pp. 214-224. 2 The orthogonal development of non-linear functionals in series of Fourier-Her mite functionals, Ann. of Math. vol. 48 (1947) pp. 385-392. ity of functional are defined as usual. It is convenient to denote the Wiener integral of a summable functional F(x) over a measurable set 5 by s.
F(x)d w x. s
In particular, it has been shown that if *"(*) = ƒ{ ƒ «i(*)<**(0, ' • • • ƒ ct n (t)dx(t)\ , where {cxj(t)}, j' = l, 2, • • • , n, are orthonormal and of bounded variation, then provided the second member exists, ƒ'
Convenient Fubini theorems enable us to interchange order of two Wiener integrals or a Wiener integral and an w-dimensional Lebesgue integral in the ordinary way. Thus the integral has the usual satisfactory manipulative properties. We denote by L 2 (C) the space of measurable complex functionals F(x) such that
An orthonormal set of functionals {F n } is of course defined to be a set such that
where ôjk is the Kronecker delta, and such a set is closed if for each functional G££2(0 and a given e>0, there exists a set of constants Ci, C2, • • • , C n such that Thus the Fourier-Hermite development of F converges in the sense of a limit in the mean for L 2 (C) to the original functional. However, this does not tell us that it converges in any sense at all for any given fixed function x, just as convergence in the mean for a Fourier series does not provide any information at all about the behavior of the series at a specific point. The convergence of the Fourier series at a fixed point requires more specific information about the generating function at that point, and it is reasonable to expect that much more would be required in the case of the functional. It is not at all clear what the analogue of the notion of bounded variation should be in order for us to carry through a pointwise convergence theorem in L 2 (C). However, if we are content to establish summability of the Fourier series of a function at the specified point, then we do not need bounded variation at the point, but only continuity; and continuity does have a satisfactory analogue for functionals. Since our orthogonal functionals are given in terms of Hermite functions, our summability will depend on a formula for sums of products of Hermite functions. Such a formula has been given by Wiener, 3 for 11\ <1, -<*> <x< oo, -oo <y< oo, namely,
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where
Wiener showed that this series converges absolutely when | /| < 1 and that for fixed t such that |/| <1, the series converges in the mean in x and y to its value. It also converges in the mean as a function of x for almost all fixed y, and vice versa. The fact that (1.2) involves powers of / led us to investigate infinite-dimensional Abel summability for the Fourier-Hermite series. We now state our main theorem. (Remark. The reader will note that we have specialized the functional ^ by taking the C.O.N, set {a 3 {t)} to be
THEOREM. Let C be the space of all continuous functions x(t) on
It was found necessary to take advantage of the special properties of the cos (j -l/2)irt. In particular, these functions satisfy the boundary conditions <x,(l) =aj (0) ==0. It is hoped that later investigations will make it possible to use less specialized (Xj(t).) Using the fact that the Abel mean is regular for one-dimensional series we shall prove also the following corollary on pointwise convergence: Thus the convergence of the last member of (2.3) for all x 0 and for |X| <1 is established. In the same way that we proved the absolute convergence of the last member of (2.1) we can show that the first member (as well as the second and third) of the following expression converges absolutely:
H^( f «KO^«o(0)].
In view of (1.2) and (1.3) we have 3. Domination of D(x 0 ) by a sum of integrals J. To prove that D(xo)-*0 as X->1-0 and N-»<*>, we first choose an arbitrary e>0, then break up our space C and express it as a sum of sets Sj characterized by certain inequalities, and finally dominate D(x 0 ) by a sum of integrals Ij taken over the sets Sj.
Choose €>0. Then there exists a 5>0 such that if
We let So denote the set of functions x(t) satisfying this first inequality:
The complement So 1 of 5 0 will then consist of all x(f) satisfying the reverse inequality: and by integration by parts (using (1.4) and (3.5)),
Note that the sum on the left would still converge if the numerator were independent of j and the denominator involved (J-1/2) to the 3/2 power only. Let us therefore investigate the least upper bound of the product of the numerator and (j -1/2)~1 /2 : that is, let
Then we have (whether rj is finite or + < * > ) By definition of i), whether r) is finite or infinite, there must exist some value of i, say i = io, for which 
i-o
In the following sections we shall obtain suitable estimates for the integrals ƒ,-. • 5. Estimation of Ij for the case j > N. In this section we shall refine our estimate for Ij for j>N. We take now N>N 0 (see (3.4)) and note that since j>N>N 0 , we have, by (3.6) and (3.8), £ƒ =£,-, and hence by (4.2) if X;(*0 = 1» 3 / 1 \ 1/4 1 I »-*'!> 7(7-7) +7*1**1 +1 fcl Thus, xy(") = 1 implies that so that we don't decrease the integral in (4.6) when we drop XJ( V ) and integrate over the v defined by (5.1). Thus
One-dimensional integral expressions for the Wiener integrals
where erfc (10 = I *-«"<«. / I 00 e-< 2 <
AT
We note that this estimate of Ij is independent of X.
6. Estimation of Ij for the case j^ N. In order to reffne our estimate of Ij in this case we make a change of variable in (4.7) :
so that the integral of (4.7) becomes
1 ' 2 + Mi)*-*ds.
J -oo
If 1>X>1-M/2, then
(1-X)|S,-| ^2-VUy|,
and if x/(*(l -X 2 ) 1/2 +X&) = 1, we have from (4.2)
But the sum in the second term on the right above converges, so that we may take N e ( è No) large enough to make this term less than e/3 for N>N t . Moreover, the series of the first term on the right converges for all X, 0<X<1, and each term of this sum is decreasing in X as X->1-0, and has the limit zero. Thus the first term on the right of (7.1) has the limit zero. We may therefore choose X 6 in the interval (1 -ju/2, 1) so that the first term is less than e/3 when X C <X<1. Thus when N>N< and X e <X<l we have from (3.12) and (4.1), I D(x 0 ) | £ £ Ii < e.
Referring to the theorem of §1 and the definition of D(x 0 ) in (2.10), we see that the theorem is established.
8. Proof of the corollary. The regularity of the Abel mean for the one-dimensional case, together with the absolute convergence of (1.5) assumed in the hypothesis of the corollary, at once permit us to write But this establishes (1.6), and hence the corollary.
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