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Abstract
Infinite dimensional stochastic differential equations (ISDEs) describing systems
with an infinte number of particles are considered. Each paticles undergo Le´vy pro-
cess, and interaction between particles is given by long range interaction poteintial,
which is not necessary of Ruelle’s class but also logarthmic. We discuss the existence
and uniqueness of solutions of ISDEs.
1 Introduction
In this paper we study stochastic processes describing infinite particle systems of jump
type with long range interactions. In the previous paper [2] of the first author, Hunt
processes describing systems of unlabeled particles of jump type with interaction were
constructed by Dirichlet form technique. The space of configurations of unlabeled particles
is represented as
M = {ξ =
∑
j
δxj ; ξ(K) <∞ for all compact sets K ⊂ R
d},
where δx stands for the delta measure at x. We endow M with the vague topology. Then
M is a Polish space and N ⊂ M is relative compact if and only if supξ∈N ξ(K) < ∞ for
any compact set K ⊂ Rd. For x, y ∈ Rd and ξ ∈ M, we write ξxy = ξ − δx + δy and
ξ \ x = ξ − δx if ξ({x}) ≥ 1.
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Let µ be a probability measure on M with correlation functions ρk and reduced Palm
measures µxk defined in (2.1) for xk ∈ (R
d)k, k ∈ N. We also assume for x, y ∈ Rd, the
Radon-Nikodym derivative dµy/dµx of µy with respect to µx exists. An infinite particle
system of jump type is characterized by its rate function c(x, y : ξ), x, y ∈ Rd, ξ ∈ M,
which controls the jump rate from x to y under the configuration ξ. We consider, in this
paper, the case that the rate function c is give as
c(x, y, ξ) =
{
1
2
p(x.y)dµ(x, y, ξ \ x), if ξ({x}) ≥ 1,
0 if ξ({x}) = 0,
with
dµ(x, y, η) = 1 +
ρ1(y)
ρ1(x)
dµy
dµx
(η)
and a positive measurable symmetric function p(x, y) = p(y, x) with conditions (p.1) and
(p.2) in Section 2, which the rate of Le´vy processes satisfy. We introduce the linear
operator L0 on the space of local smooth functions D◦ defined by
L0f(ξ) =
∫
Rd
ξ(dx)
∫
Rd
dy c(x, y, ξ) {f(ξxy)− f(ξ)} ,
and the associated bilinear form Eµ on Dµ◦ in (2.4) given by
Eµ(f, g) =
1
2
∫
M
dµ
∫
Rd
ξ(dx)
∫
Rd
dy p(x, y){f(ξxy)− f(ξ)}{g(ξxy)− g(ξ)}.
In this situation the rate function c satisfies the following detailed balance condition:
c(y, x, ξxy) = c(x, y, ξ)
ρ1(x)
ρ1(y)
dµx
dµy
(ξ \ y), x, y ∈ Rd.
In [2] sufficient conditions of the closability of the bilinear form (Eµ,Dµ◦) and the quasi
regularity of its closure (Eµ,Dµ) were discussed. A sufficient conditions for µ to ensure
the closability of (Eµ,Dµ◦) was given by means of the quasi Gibbs property (Definition
2.2) introduced by Osada [13, 14]. The class of quasi Gibbs measures includes Sine, Airy,
Bessel and Ginibre random point fields in addition to Gibbs measures of Ruelle’s class.
And sufficient conditions for the quasi regularity of the Dirichlet form (Eµ,Dµ) is given
by the conditions (p.1)-(p.2) and (A.2)-(A.3) in Section 2. Under these conditions, the
associated Hunt process Ξt with reversible measure µ exists.
We label each particles of the process Ξt to obtain (Rd)N valued strong Markov process
Xt = (X
j
t )j∈N and give its stochastic differential equation (SDE) representation. The main
tool to obtain the representation is Fukushima decomposition for Dirichlet processes.
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Since the processes Xjt , j ∈ N are not Dirichlet processes, we employ the argument in
[11]. We introduce a sequence of Dirichlet forms (Eµ
[k]
,Dµ
[k]
), k ∈ N which are the closure
of (Eµ
[k]
,Dµ
[k]
◦ ) defined in (3.4). We show that the Dirichlet forms (E
µ[k] ,Dµ
[k]
), k ∈ N are
quasi regular (Thorem 3.1) and the sequence of the associated processes (X
[k]
t ,Ξ
[k]
t ), k ∈ N
has the consistency condition :
Ξ
[k]
t = Ξ
[k+1]
t + δX[k],kt
and X
[k+1]
t = (X
[k],1
t ,X
[k],2
t , . . . ,X
[k],k
t ,X
[k+1],k+1
t ),
which implies there exists the process Xt = (X
j
t )j∈N
Ξt = Ξ
[k]
t +
k∑
j=1
δ
X
j
t
, X
[k]
t = (X
j
t )
k
j=1 k ∈ N
(Theorm 3.3). Since for each j ∈ N, Xjt is a Dirichlet process for {(X
[k]
t ,Ξ
[k]
t )}k∈N, which is
composed by the sequence of (X
[k]
t ,Ξ
[k]
t ), k ∈ N, we can apply Fukushima decomposition
and obtain the following ISDE representation:
Xjt = X
j
0 +
∫ t
0
∫
S
∫ ∞
0
N j(dsdudr) uaj(u, r,X, s), j ∈ N. (1.1)
where N = (N j)j∈N are independent Poisson random point fields on [0,∞)×Rd × [0,∞)
whose intensity measure is the Lebesgue measure dsdudr, and aj , j ∈ N are coefficients
defined as
aj(u, r,X, s) = 1(0 ≤ r ≤ c(Xjs−, X
j
s− + u,Ξs−)), j ∈ N
(Theorem 3.5).
ISDE representation implies existence of solutions of (1.1). It is very important to
examine existence of a strong solution and uniqueness of solutions. We discuss these
problems by employing the argument in [17]. For a solution X and m ∈ N we put
X[m] = (X1, X2, . . . , Xm), Xm∗ = (Xm+1, Xm+2, . . . ).
We consider the following SDE:
Y m,jt (t) = Y
m,j
0 +
∫ t
0
∫
S
∫ ∞
0
N j(dsdudr) uaj(u, r, (Ym,Xm∗), s), 1 ≤ j ≤ m. (1.2)
We call the sequence (Ym = (Y m,1, Y m,2, . . . , Y m,m))m∈N an infinite system of finite dimen-
sional SDEs associated with (1.1). Suppose that solutions of (1.2) are pathwise unique.
Then (Ym,Xm∗), m ∈ N satisfy the following consistency:
(Ym,Xm∗) = (Ym+1,Xm+1∗) = X, m ∈ N, a.s.
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From the fact we see that the solutionX is measurable with respect to the σ-field generated
by N = (N j)j∈N, X0 = (X
j
0)j∈N and the tail σ-field
Tpath((Rd)N) =
∞⋂
m=1
σ(Xm∗).
The existence of a strong solution is derived from (B3), the triviality of Tpath((Rd)N)
with respect to the conditional distribution of X given by N. The family of sets with
probability 1 may depend on the conditional distribution. The uniqueness of solutions is
derived from (B4), the coincidence of the family (Lemma 4.22 (First tail theorem)). A
sufficient condition for (B3) and (B4) is given in Lemma 4.23 (Second tail theorem).
The organization of the paper is as follows: In Section 2, we prepare some terminology
and previous results. In Section 3, we state main results In Section 4, we give proofs of
Theorems. In Section 5, we give sufficient conditions for assumptions in Theorems. In
Section 6, we present some important examples.
2 Preliminaries
Let S be a closed set in Rd such that 0 ∈ S and S int = S, where S int denotes the interior
of S. Let M be the configuration space over S defined by
M = M(S) = {ξ =
∑
j∈Λ
δxj ; ξ(K) <∞ for all compact sets K ⊂ S}
where Λ is a countable index set, δa stands for the delta measure at a. M is a Polish space
with the vague topology. For a topological space X we denote by B(X ) the topological
Borel field of X . For x, y ∈ Rd and ξ ∈M, we write ξxy = ξ − δx + δy and ξ \ x = ξ − δx
if ξ({x}) ≥ 1. Let µ be a probability measure on M. We say a nonnegative permutation
invariant function ρk on Sk is the k-correlation function of µ if∫
A
k1
1 ×···×A
km
m
ρk(xk)dxk =
∫
M
m∏
i=1
ξ(Ai)!
(ξ(Ai)− ki)!
dµ,
for any sequence of disjoint bounded measurable subsets A1, . . . , Am ⊂ S and a sequence
of positive integers k1, . . . , km satisfying k1 + · · · + km = k. When ξ(Ai) < ki, according
to our interpretation, ξ(Ai)/(ξ(Ai)− ki)! = 0 by convention. Let µ˜[k] be the measure on
(Sk ×M,B(Sk)⊗B(M)) determined by
µ˜[k](
m∏
i=1
Akii ×N) =
∫
N
m∏
i=1
ξ(Ai)!
(ξ(Ai)− ki)!
dµ,
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for any N ∈ B(M) and {Ai}mi=1 as the above. The measure µ˜
[k] is called the k-Campbell
measure of µ. In case µ has k-point correlation function ρk, there exists a regular condi-
tional probability measure µ˜xk , for xk = (x
1
k
, . . . , xk
k
) ∈ Sk satisfying∫
A
k1
1 ×···×A
km
m
µ˜xk(N)ρ
k(xk)dxk = µ˜
[k](
m∏
i=1
Akii ×N).
The measure µ˜xk is called the Palm measure of µ, (See [7] for instace.) We use the
probability measure µxk ≡ µ˜xk(· − δxk), which is called the reduced Palm measure of µ.
Informally, µxk is given by
µxk = µ
(
· −
k∑
j=1
δ
x
j
k
∣∣∣∣∣ ξ(xjk) ≥ 1 for j = 1, . . . , k
)
. (2.1)
We put
µ[k](dxkdξ) = µxk(dξ)ρ
k(xk)dxk.
In this paper, we always use µ[k] instead of µ˜[k], and call µ[k] the k-Campbell measure.
In [2] Hunt processes describing infinite particle systems of jump type were constructed
by Dirichlet form technique. We review the results in [2]. Let Ur = {x ∈ S : |x| < r} and
Umr be the m-product of Ur. Let Mr,m = {ξ ∈ M; ξ(Ur) = m} for r,m ∈ N. We set map
πr, π
c
r : M→M such that
πr(ξ) = ξ(· ∩ Ur) and π
c
r(ξ) = ξ(· ∩ U
c
r ).
A function xr,n : Mr,n → Unr is called a U
n
r -coordinate (or a coordinate on Mr,n) of ξ if
πr(ξ) =
n∑
j=1
δ
x
j
r,n(ξ)
, xr,n(ξ) = (x
1
r,n(ξ), . . . , x
n
r,n(ξ)).
For f : M → R a function f nr,ξ(x) : M × U
n
r → R is called the U
n
r -representation of f if
f nr,ξ satisfies the following :
(1) f nr,ξ(·) is a permutation invariant function on U
n
r for each ξ ∈M.
(2) f nr,ξ(1)(·) = f
n
r,ξ(2)
(·) if πcr(ξ(1)) = π
c
r(ξ(2)), ξ(1), ξ(2) ∈Mr,n.
(3) f nr,ξ(xr,n(ξ)) = f(ξ) for ξ ∈Mr,n, where xr,n(ξ) is a U
n
r -coordinate of ξ.
(4) f nr,ξ(·) = 0 for ξ /∈Mr,n.
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Note that f nr,ξ is uniquely determined and f(ξ) =
∑∞
n=0 f
n
r,ξ(xr,n(ξ)). We say a function
f : M→ R is local if f is σ[πr]-measurable for some r ∈ N. When f is σ(πr)-measurable,
and its Unr -representation is a permutation functions f
m
r on U
m
r such that
f(ξ) = f(πr(ξ)) = f
m
r (x
1, x2, . . . , xm), ξ ∈Mr,m with πr(ξ) =
m∑
j=1
δxj .
We say a local function f is smooth if fmr is smooth for any m ∈ N. We denote by D◦ the
space smooth local functions on M. For f, g ∈ D◦ we set D[f, g] : M→ R by
D[f, g](ξ) =
1
2
∑
j∈Λ
∫
S
{f(ξx
jy)− f(ξ)}{g(ξx
jy)− g(ξ)}p(xj, y)dy, ξ =
∑
j∈Λ
δxj , (2.2)
where p is a nonnegative measurable function on S × S satisfying p(x, y) = p(y, x) and
(p.1) p(x, y) = O(|x− y|−(d+α)) as |x− y| → ∞ for some 0 < α < 2.
(p.2) p(x, y) = O(|x− y|−(d+γ)) as |x− y| → +0 for some 0 < γ < 2.
Under the conditions (p.1) and (p.2) we have∫
S
(1 ∧ |y − x|2)p(x, y)dy <∞, x ∈ S. (2.3)
For given f and g in D◦, the right hand side of (2.2) depends only on ξ. Hence D[f, g](ξ)
is well defined. We introduce the bilinear form defined by
Eµ(f, g) =
∫
M
D[f, g](ξ)dµ,
Dµ◦ = {f ∈ D◦ ∩ L
2(M, µ);Eµ(f, f) <∞}. (2.4)
We assume
(A.1) (Eµ,Dµ◦) is closable on L
2(M, µ).
(A.2) Eµ[ξ(Ur)] <∞ for any r ∈ N. Moreover, there exists δ > 0 such that
µ
[∣∣∣∣ξ(Ur)− Eµ[ξ(Ur)]Eµ[ξ(Ur)]
∣∣∣∣ ≥ k] = O( 1(k log r)1+δ
)
, k, r →∞. (DC-µ)
(A.3) ρ1(x) = O (|x|κ) as |x| → ∞ for some 0 ≤ κ < α, where α ∈ (0, 2] in (p.1).
Remark 1. (1) In [2, (A.2)] integrabilities of the density function of µ are assumed.
These assumptions can be relaxed to the first condition of (A.2).
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(2) If the variance Varµ [ξ(Ur)] exists, by Chebyshev inequality the estimate
Varµ [ξ(Ur)]
Eµ [ξ(Ur)]
2 = O
(
1
(log r)1+δ
)
, r →∞
is a sufficient condition of (DC-µ). Since
Varµ [ξ(Ur)]
Eµ [ξ(Ur)]
2 =
∫
Ur
ρ1(x)dx+
∫
U2r
(ρ2(x1, x2)− ρ1(x1)ρ1(x2)) dx1dx2(∫
Ur
ρ1(x)dx
)2 ,
(DC-µ) is satisfied for a negative correlated measure µ such that Eµ [ξ(Ur)] diverges faster
than (log r)1+δ.
Lemma 2.1. ([2, Theorem 2.1]) Assume (p.1)-(p.2) and (A.1)-(A.3). Let (Eµ,Dµ) be
the closure of (Eµ,Dµ◦ ) on L
2(M, µ). Then we have the following.
(i) (Eµ,Dµ, L2(M, µ)) is a quasi-regular Dirichlet space.
(ii) The Hunt process (Ξt, {Pξ}ξ∈M) associated with (Eµ,Dµ, L2(M, µ)) exists.
(iii) The process (Ξt, {Pξ}ξ∈M) is reversible with respect to µ, that is,
Pµ(Ξs ∈ N1,Ξt ∈ N2) = Pµ(Ξs ∈ N2,Ξt ∈ N1), s < t, N1,N2 ∈ B(M),
where Pµ =
∫
M
Pξ µ(dξ).
For a topological space X , we denote byW (X ) the set of all X -valued right continuous
functions on [0,∞) with left limits. We put Ω = W (M) and Bt(Ω) = σ[ωs; 0 ≤ s ≤ t].
We introduce σ-fields defined by
Ft =
⋂
ν
Fνt , F =
⋂
ν
B(Ω)ν
where the intersections are taken over all Borel probability measure ν, Fνt is the completion
of B+t (Ω) = ∩ε>0Bt+ε(Ω) with respect to Pν =
∫
Pξ ν(dξ), and B(Ω)ν is that of B(Ω). Let
Ξ = {Ξt} be the canonical process, that is, Ξt(ω) = ωt for ω ∈ Ω. Then Ξ is adapted to
{Ft}t≥0,
We recall the definition of capacity [4, Section 2.1]. Denote O the family of all open
subsets of M. Let (E,D) be a quasi-regular Dirichlet form on L2(M, µ), and E1(f, f) =
E(f, f) + (f, f)L2(M,µ). For O ∈ O we define
LO = {u ∈ D : u ≥ 1, µ-a.e. on O}
Capµ(O) =
{
infu∈LO E1(u, u), LO 6= ∅
∞ LN = ∅
(2.5)
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and for any set N ⊂M we put
Capµ(N) = inf
O∈O,N⊂O
Capµ(O)
We call this the capacity ofN. We use the abbreviated form ”q.e.” for ”quasi everywhere”.
Please refer to [4, p155] for its precise definition.
We give the definition of quasi-Gibbs measures. Let Φ : S → R ∪ {∞} be a self
potential, and Ψ : S × S → R ∪ {∞} be an interaction potential with Ψ(x, y) = Ψ(y, x).
We introduce the Hamiltonian Hr on Ur defined by
Hr(ζ) =
∑
xj∈Ur
Φ(xj) +
∑
xi,xj∈Ur,i<j
Ψ(xi, xj) for ζ =
∑
j
δxj .
Let Λr be the Poisson random point field whose intensity is the Lebesgue measure on
Ur, and set Λ
m
r = Λr(· ∩Mr,m).
Definition 2.2. A random point field µ is called a (Φ,Ψ)-quasi Gibbs measure if its
regular conditional probabilities
µmr,ξ = µ(πr ∈ ·|π
c
r(η) = π
c
r(ξ), η(Ur) = m)
satisfy
c−11 e
−Hr(ζ)Λmr (dζ) ≤ µ
m
r,ξ(dζ) ≤ c1e
−Hr(ζ)Λmr (dζ) for any r,m ∈ N and µ-a.s. ξ. (2.6)
Here c1 = c1(r,m, ξ) is a positive constant depending on r,m, ξ. For two measures µ, ν
on a σ-field F , we write µ ≤ ν if µ(A) ≤ ν(A) for all A ∈ F .
We introduce additional assumptions.
(QG) µ is a (Φ,Ψ)-quasi Gibbs measure. Moreover, there exist upper semi-continuous
functions Φ0 : S → R ∪ {∞}, Ψ0 : S → R ∪ {∞} and positive constants c2 and c3 such
that
c−12 Φ0(x) ≤ Φ(x) ≤ c2Φ0(x), for all x ∈ S,
c−13 Ψ0(x− y) ≤ Ψ(s, t) ≤ c3Ψ0(x− y), for all x, y ∈ S.
Lemma 2.3. ([2, Theorem 2.2]) Assume (QG). Then (Eµ,Dµ◦) is closable on L
2(M, µ[k]).
3 Statement of results
3.1 Tagged particle processes
We introduce the subset Ms.i. of M defined by
Ms.i. = {ξ ∈M; ξ(x) ≤ 1 for all x ∈ S and ξ(S) =∞}.
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A map l from Ms.i. to S
N is called a label if l(ξ) = (xj)j∈N satisfies ξ =
∑
j∈N δxj . We put
u((xj)j∈N) =
∑
j∈N δxj , (x
j)j∈N ∈ SN and call it an unlabel. It is clear that u(l(ξ)) = ξ,
ξ ∈ Ms.i.. For any k ∈ N, a map l[k] from Ms.i. to Sk × Ms.i. is called a k-label if
l[k](ξ) = ((xj)kj=1, η) satisfies
∑
k
j=1 δxj+η = ξ. We also put u
[k](((xj)kj=1, η)) =
∑
k
j=1 δxj+η,
and often write u(((xj)kj=1, η)) instead of u
[k](((xj)kj=1, η)) in case no confusion occurs.
We denote by WNex the set of elements Ξ of W (Ms.i.) such that
(1) any pair of particles do not jump simultaneously,
(2) there is no collision among particles,
(3) no particle explodes.
For a given label l, we can determine the labeled process X = (Xj)j∈N associated
with Ξ ∈ WNex by the following way. We initially label the process Ξ as l(Ξ0) = (X
j
0)j∈N,
that is, Ξ0 =
∑∞
j=1 δXj0
. Since there is no collision among particles and no particle which
explodes, we can follow the label of each particle and determine the label lpath for Ξ
lpath(Ξ) = X = (X
j)j∈N ∈ W (S
N)
satisfying u(Xt) = Ξt, t ≥ 0.
Let (Ξt, {Pξ}ξ∈M) be the unlabeled process constructed in Lemma 2.1. Note that for
Pξ-a.s. Ξ, any pair of particles do not jump simultaneously. We assume the following two
conditions:
(NCL) There is no collision among particles, that is, Capµ(Mcs.i.) = 0.
(NEX) Any tagged particle never explodes, that is,
Pξ
(
sup
0≤t≤T
|Xjt | <∞ for all T , j ∈ N
)
= 1 for q.e. ξ.
These two assumption mean Pξ(WNex) = 1 for q.e. ξ, which implies the labeled process
(X,Pξ) can be constructed for q.e. ξ. From the construction above, X is not a Dirichlet
process of Ξ. (See for instace [3] for the definition of Dirichlet processes.) We give another
representation of X = {Xj} as a Dirichlet process of the process {(X[k],Ξ[k])}k∈N defined
below along the argument in Osada [11].
For a given l, let {l[k]}k∈N a consistent sequence such that
l[k](ξ)j = l(ξ)j, j = 1, 2, . . . , k, l[k](ξ)k+1 =
∞∑
j=k+1
δl(ξ)j , k ∈ N.
We also define the consistent sequence l
[k]
path : WNex → W (S
k ×M) given by
l
[k]
path(Ξ)
j = lpath(Ξ)
j, j = 1, 2, . . . , k, l
[k]
path(Ξ)
k+1 =
∞∑
j=k+1
δlpath(Ξ)j , k ∈ N.
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We denote l
[k]
path(Ξ) = (X
[k],Ξ[k]), and call X[k] k-tagged particle process, and Ξ[k] the
environment process. We construct the consistent sequence of processes {(X[k],Ξ[k])},
k ∈ N by Dirichlet form argument.
Let Dk◦ = C
∞
0 (S
k) ⊗D◦, where C
∞
0 (S
k) denotes the set of all smooth functions with
compact support. For f, g ∈ Dk◦ we put
∇[k][f, g](xk, ξ) =
1
2
k∑
j=1
∫
S
∇yjf(xk, ξ)∇
y
jg(xk, ξ)p(x
j
k
, y)dy,
where
∇yjf(xk, ξ) = f(x
j,y
k
, ξ)− f(xk, ξ), (3.1)
with
x
j,y
k
= (x1
k
, . . . , xj−1
k
, y, xj+1
k
, . . . , xk
k
) (3.2)
for j = 1, 2, . . . , k and xk = (x
1
k
, . . . , xk
k
) ∈ Sk. For f, g ∈ Dk◦, we set
Dk[f, g](xk, ξ) = ∇[k][f, g](xk, ξ) + D[f(xk, ·), g(xk, ·)](ξ), (3.3)
and
Eµ
[k]
(f, g) =
∫
Sk×M
Dk[f, g](xk, ξ)µ[k](dxkdξ),
Dµ
[k]
◦ = {f ∈ D
k
◦ ∩ L
2(Sk ×M, µ[k]);Eµ
[k]
(f, f) <∞}. (3.4)
For k ∈ N we introduce the assumptions analogous to (A.1)-(A.4) respectively.
(A.1.k) (Eµ
[k]
,Dµ
[k]
◦ ) is closable on L
2(Sk ×M, µ[k]).
(A.2.k) Eµxk [ξ(Sr)] <∞, for each r ∈ N and (DCµxk) is satisfied for a.e. xk ∈ S
k.
(A.3.k) ρ1
xk
(y) = O (|y|κ) as |y| → ∞ for a.e. xk ∈ S
k.
The following theorem is a generalization of Lemma 2.1.
Theorem 3.1. Let k ∈ N. Assume (p.1)-(p.2) and (A.1.k)-(A.3.k). Let (Eµ
[k]
,Dµ
[k]
)
be the closure of (Eµ
[k]
,Dµ
[k]
◦ ) on L
2(Sk ×M, µ[k]). Then
(i) (Eµ
[k]
,Dµ
[k]
, L2(M, µ[k])) is a quasi-regular Dirichlet space.
(ii) There exists a Hunt process ((X
[k]
t ,Ξ
[k]
t ), {P
[k]
(xk,ξ)
}(xk,ξ)∈Sk×M) associated with the
quasi-regular Dirichlet space (Eµ
[k]
,Dµ
[k]
, L2(M, µ)).
(iii) The process ((X
[k]
t ,Ξ
[k]
t ), {P
[k]
(xk,ξ)
}(xk,ξ)∈Sk×M) is reversible with respect to µ
[k].
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Proof of the theorem is given in Section 4.1.
We define the capacity Capµ
[k]
associated with (Eµ
[k]
,Dµ
[k]
, L2(M, µ)) by the same way
as (2.5). We make the following assumption.
(A.4.k) For almost everywhere with respect to the Lebesgue measure xk and yk, Palm
measures µxk and µyk are equivalent .
The following theorem is a generalization of Lemma 2.3.
Theorem 3.2. Let k ∈ N. Assume (QG) and (A.4.k). Then (Eµ
[k]
,Dµ
[k]
◦ ) is closable on
L2(Sk ×M, µ[k]).
Proof of the theorem is given in Section 4.2.
We make the following assumption:
(NBJ) Only a finite number of particles visit a given bounded set during any finite time
interval, that is,
Pµ
(
∞⋂
r=1
{Ir,T (Ξ) <∞}
)
= 1, ∀T ∈ N,
where Ir,T (Ξ) = Ir,T (X) = sup{j ∈ N : X
j
t ∈ Ur, for some t ∈ [0, T ], }.
We put
(A.5) (NCL), (NEX) and (NBJ) hold :
The following theorem ensure the consistency of the sequence of processes {(X[k],Ξ[k])}.
To simplify (A.i.0) denotes (A.i) for i = 1, 2, 3, 4.
Theorem 3.3. Assume (p.1)-(p.2), (A.1.k)-(A.3.k) for k ∈ {0}∪N, (A.4.k) for k ∈ N
and (A.5).
(i) There exists a set M0 ⊂Ms.i. with
Capµ(Mc0) = 0, (3.5)
Pξ(Ξt ∈M0 for t ≥ 0) = 1 for all ξ ∈M0, (3.6)
and for all k ∈ N
P[k](xk,η) = Pu((xk,η)) ◦ (l
[k]
path)
−1 for all (xk, η) ∈ l
[k](M0), (3.7)
Pξ = P
[k]
l[k](ξ)
◦ u−1 for all ξ ∈M0. (3.8)
(ii) There is the SN-valued process X = (Xj)j∈N such that
X[k] = (Xj)kj=1, Ξ
[k] =
∞∑
j=k+1
Xj .
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Proof of the theorem is given in Section 4.3.
Remark 2. From the above lemma, for each j, Xj is a Dirichlet process of (X[k],Ξ[k]),
with k ≥ j, and hence X is a Dirichlet process of the consistent sequence of processes
{(X[k],Ξ[k])}k∈N.
3.2 ISDE representation
Under the condition (A.4.1) we can define dµ by
dµ(x, y, η) = 1 +
ρ(y)
ρ(x)
dµy
dµx
(η), x, y ∈ S, η ∈M. (3.9)
By simple observation we see that for ϕ ∈ C∞0 (S)
−
∫
S×M
∫
S
(ϕ(y)− ϕ(x))p(x, y)dyµ[1](dxdη) =
∫
S×M
ϕ(x)dµ(x, y, η)µ[1](dxdη).
We introduce the rate function defined as
c(x, y, ξ) =
{
1
2
p(x.y)dµ(x, y, ξ \ x), if ξ({x}) ≥ 1,
0 if ξ({x}) = 0,
(3.10)
and put
a(u, r, x, ξ) = 1 (0 ≤ r ≤ c(x, x+ u, ξ)) .
We introduce the mesurable functions on Rd × [0,∞)×W (SN)
aj(u, r,X, s) = a(u, r,Xjs−,Ξs−), j ∈ N.
Definition 3.4. A stochastic process X = (Xj)j∈N is called a solution of the ISDE
Xjt = X
j
0 +
∫ t
0
∫
S
∫ ∞
0
N j(dsdudr) uaj(u, r,X, s), j ∈ N, (ISDE)
X0 = x (3.11)
if (X,N) defined on a probability space (Ω,F , Px) with a reference family {Ft}t≥0 satisfies
(i) X = (X i)i∈N ∈ W (SSDE). Where SSDE is a subset of SN with µ ◦ u−1(SSDE) = 1.
Furthermore, X is Ft/Bt-measurable for each 0 ≤ t < ∞, where {Bt} is the increasing
sub σ-fields of B(W (SN)) defined by Bt = σ[ws, 0 ≤ s ≤ t].
(ii) N = {N j}i∈N is an i.i.d. sequence of {Ft}-Poisson random point fields on ([0,∞)×
Rd × [0,∞))N whose intensity measures are the Lebesgue measure dsdudr.
(iii) aj(u, r,X, s), j ∈ N are predictable.
(iv) With probability 1, the process (X,N) satisfies (ISDE) with (3.11).
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Then we have the following result.
Theorem 3.5. Suppose that the assumptions in Theorem 3.3 holds. Let X be the labeled
process constructed in Theorem 3.3. Then, for µ ◦ l−1 a.s. x, X is a solution of (ISDE)
with (3.11).
Proof. For ϕ ∈ C∞0 (S
k) and f ∈ Dk◦,k ∈ N, we calculate the quantity −E
µ[k](f, ϕ) :
−Eµ
[k]
(f, ϕ) = −
∫
M×Sk
dµ[k](xk, ξ)Dk[f, ϕ](xk, ξ)
= −
∫
M×Sk
dµ[k](xk, ξ)∇
[k][f, ϕ](xk, ξ)
= −
1
2
∫
M×Sk
dµ[k](xk, ξ)
k∑
j=1
∫
S
dy p(xj
k
, y)∇yjf(xk, ξ)∇
y
jϕ(xk))
=
1
2
k∑
j=1
∫
M×Sk
∫
S
dµ[k](xj,yk , ξ)dx
j
k
p(y, xj
k
)f(xk, ξ)∇
y
jϕ(xk)
+
1
2
k∑
j=1
∫
M×Sk
∫
S
dµ[k](xk, ξ)dy p(x
j
k
, y)f(xk, ξ)∇
y
jϕ(xk). (3.12)
By simple observation we see that
dµ[k](xj,y
k
, ξ)dxj
k
dµ[k](xk, ξ)dy
=
dµ[1](y, u(x
〈j〉
k
, ξ))dxj
k
dµ[1](xj
k
, u(x
〈j〉
k
, ξ))dy
=
ρ1(y)dµy
ρ1(xj
k
)dµ
x
j
k
(u(x
〈j〉
k
, ξ)), dµ[k]dy-a.s. (3.13)
where for xk = (x
1
k
, . . . , xk
k
) we set
x
〈j〉
k = (x
1
k
, . . . , xj−1
k
, xj+1
k
, . . . , xk
k
) ∈ Sk−1. (3.14)
Combining the equations (3.12) and (3.13) with the definition (3.10) of c(x, y, ξ), we have
− Eµ
[k]
(f, ϕ) =
k∑
j=1
∫
M×Sk
dµ[k](xk, ξ)f(xk, ξ)
∫
S
dy c(xj
k
, y, u(xk, ξ))∇
y
jϕ(xk) (3.15)
Similarly, for ϕ, ψ ∈ C∞0 (S
k)
Eµ
[k]
(ϕ, ψ) =
1
2
k∑
j=1
∫
M×Sk
dµ[k](xk, ξ)
∫
S
dy c(xj
k
, y, u(xk, ξ))∇
y
jϕ(xk)∇
y
jψ(xk). (3.16)
Let ϕiL ∈ C
∞
0 (S), i = 1, 2, . . . , d such that
ϕiL(x) = ϕ
i
L(x
1, x2, . . . , xd) = xi, xi ∈ [−L, L]
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and ϕj,iL ∈ C
∞
0 (S
k), j = 1, 2, . . . , k, i = 1, 2, . . . , d defined by ϕj,iL (xk) = ϕ
i
L(x
j
k
). Since
ϕj,iL (X1(t))−ϕ
j,i
L (X1(0)) ≡ A
[ϕj,i
L
] is the additive functional of the process (Xk(t),Ξ[k](t)),we
have Fukushima’s decomposition
A
[ϕj,i
L
]
t = N
[ϕj,i
L
]
t +M
[ϕj,i
L
]
t ,
where M
[ϕj,i
L
]
t is the martingale additive functional of finite energy, and N
[ϕj,i
L
]
t is the addi-
tive functional of zero energy. We see that from (3.15)
N
[ϕj,i
L
]
t =
∫ t
0
ds
∫
S
dy c(Xjs−, y,Ξs−)(ϕ
i
L(y)− ϕ
i
L(X
j
s−))
=
∫ t
0
ds
∫
S
du
∫ ∞
0
dr
{
ϕiL(X
j
s− + u)− ϕ
i
L(X
j
s−)
}
a(u, r,Xjs−,Ξs−).
Where Ξ = Ξ[k] + u((X[k])). Remind that Ξ and Xj do not depend on k by virtue of the
consistency of the sequence {X[k],Ξ[k]) proved in Theorem 3.3 (ii).
From (3.16) the martingale part is represented as
M
[ϕj,i
L
]
t =
∫ t
0
∫
S
∫ ∞
0
M j(dsdudr)
{
ϕiL(X
j
s− + u)− ϕ
i
L(X
j
s−)
}
a(u, r,Xjs−,Ξs−),
by means of a {Ft}t≥0 adapted independent Poisson random point fields N = {N j}kj=1 on
[0,∞)× Rd × Rd whose intensity measure is the Lebesgue measure dsdudr and
M j(dsdudr) = N j(dsdudr)− dsdudr.
And so A
[ϕj,i
L
]
t is a right continuous predictable process of jump type. Then we have the
following representations
A
[ϕj,i
L
]
t =
∫ t
0
∫
S
∫ ∞
0
N j(dsdudr)
{
ϕiL(X
j
s− + u)− ϕ
i
L(X
j
s−)
}
a(u, r,Xjs−,Ξs−).
Putting τ jL = min1≤i≤d inft>0{X
j,i
t /∈ [−L, L]}, L > 0, we have
A
[xj,i]
t∧τ j
L
= N
[xj,i]
t∧τ j
L
+M
[xj,i]
t∧τ j
L
, i = 1, 2, . . . , d, t ≥ 0.
Hence, the process Xjt solves the following SDE
Xj
t∧τ j
L
= Xj0 +
∫ t∧τ j
L
0
∫
S
∫ ∞
0
N j(dsdudr) ua(u, r,Xjs−,Ξs−), t ≥ 0
for any L > 0. Since Xjt is conservative, we have limL→∞ τ
j
L =∞ and see that the process
Xjt solves the following ISDE
Xjt = X
j
0 +
∫ t
0
∫
S
∫ ∞
0
N j(dsdudr) ua(u, r,X1s−,Ξs−).
Hence we obtain (ISDE).
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Remark 3. In [13, 14] a diffusion process describing a system of infinite Brownian parti-
cles with interaction was constructed by the Dirichlet for technique, and in [12] it solves
the infinite dimensional stochastic differential equation (ISDE) :
dXj(t) = dBj(t) +
1
2
dµ(Xjt ,
∑
k∈N,k 6=j
δXkt )dt, j ∈ N.
with the logarithmic derivative dµ of µ which is a reversible measure of the process. In case
µ is a quasi-Gibbs measure associated with potentials Φ and Ψ, its logarithmic derivative
is represented as
dµ(x,
∑
j∈N
δyj ) = −∇Φ(x)−
∑
k∈N
∇Ψ(x, yk).
In [1] a relation between dµ(x, η) and dµ(x, y; η) were discussed and shown that
dµ(x, η) = ∇yd
µ(x, y; η)
∣∣∣
y=x
for x ∈ Rd, η ∈M
holds for Assumption 1 [1, Proposition 2.2].
3.3 Uniqueness of solutions of ISDE
We discuss the uniqueness of solutions of (ISDE). First we introduce an infinite sequence
of finite dimensional SDEs associated with (ISDE).
Let (X,N) be a solution of (ISDE). We put
Xm = (X1, X2, . . . , Xm), Xm∗ = (Xm+1, Xm+2, . . . ).
For each m ∈ N we introduce md-dimensional SDE of Ym for (X,N) starting from
xm = (x1, x2, . . . xm) defined on (Ω,F ,Pξ) such that
Y m,jt (t) = Y
j
0 +
∫ t
0
∫
S
∫ ∞
0
N j(dsdudr) uaj(u, r, (Ym,Xm∗), s), j ∈ N (3.17)
Ym0 = xm (3.18)
Px((Y
m
t ,X
m∗
t ) ∈ S
m
SDE for any t > 0) = 1 (3.19)
where
SmSDE = {(ym, x˜) ∈ S
N : c(yj, yj + u, u(ym, x˜)) <∞, 1 ≤ j ≤ m, a.e. u}.
We call the sequence of SDEs (3.17)–(3.19) an infinite system of finite dimensional SDEs
associated with a solution (X,N) of (ISDE).
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Definition 3.6. We say that the pathwise uniqueness of solutions (3.17)–(3.19) holds if
whenever Ym and Ŷm are two solutions defined on the same probability space (Ω,F ,Pξ)
with same {Ft}-Poisson random fields N = {N j}j∈N and the environment process X
starting from x, then Px(Y
m
t = Ŷ
m
t , for all t ≥ 0) = 1.
We make the following assumption.
(IFC) For each m ∈ N, solutions of (3.17)-(3.19) are pathwise unique.
Tail σ-field T (M) on M is given by
T (M) =
∞⋂
r=1
σ(πcr).
(TT) The tail σ-field T (M) is µ-trivial, that is, µ(A) ∈ {0, 1} for A ∈ T (M).
Let µ be a probability measure on M and let Ξ(t) be an M-valued process. We say
that Ξ(t) satisfies µ-absolute continuity condition if
(µ-AC) µ ◦ Ξ(t)−1 is absolutely continuous with respect to µ for ∀t > 0.
We say that an SN-valued process X(t) satisfies the µ-absolute continuity condition if
u(X(t)) satisfies the µ-absolute continuity condition.
Let X be a solution of (ISDE) with the {Ft}-Poisson random point field N.
Definition 3.7. (i) We call (X,N) a strong solution of (ISDE) if X is a function of N
defined for a.s. N. In this case we set X = X(N).
(ii) We call the pathwise uniqueness of solutions for (ISDE) with (3.11) holds if any solu-
tions X and X′ with the conditions on the same probability space with the same Poisson
random point field N satisfies X = X′ a.s..
Let ν be a probability measure on SN. Suppose that for ν-a.s. x, X is a solution of
(ISDE) with X0 = x on (Ω,F , Px), and Px is measurable. We put Pν(·) =
∫
SN
Px(·)ν(dx).
Then X on (Ω,F , Pν) is a solution of (ISDE) with initial distribution ν. Then we have
the following theorem.
Theorem 3.8. Assume (TT).
(i) Suppose that the assumptions in Theorem 3.3 holds. If the solution (X,N) in Theorem
3.5 satisfies (IFC) for µ ◦ l−1 a.s. x, then it is a strong solution of ISDEfor µ ◦ l−1 a.s. x.
(ii) Assume (QG) and (A4.1). For µ◦l−1 a.s. x, solutions of (ISDE) with (3.11) satisfying
(IFC), (µ-AC) and (NBJ) are pathwise unique.
Proof of the theorem is given in Section 4.4.
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Remark 4. Assume (QG). Let µζTail be a regular conditional probability measure by the
tail σ-field defined by
µζTail = µ(·|T (S)(ζ).
Then µ can be decomposed as
µ(·) =
∫
S
µζTail(·)µ(dζ).
Note that T (M) is µζTail-trivial for µ-a.s. ζ . Then when you apply Theorem 3.8 by replac-
ing µ into µζTail, we can remove the condition except (TT). Suppose that the assumptions
in Theorem 3.8 except (TT) are satisfied for µζTail, µ-a.s. Then we can deduce the ex-
istence of a strong solution. However, the strong solution has the property (µζTail-AC),
which implies that the solution does not change the tail. To obtain the pathwise unique-
ness we need to show that solutions never change the tail. See [17, Theorem 4.3] for the
precise argument.
4 Proof of Theorems
4.1 Proof of Theorem 3.1
Let A = {a = {ar}r∈N; ar ∈ N, ar ≤ ar+1 for all r ∈ N}. For a = {ar}r∈N ∈ A, let
M[a] = {ξ ∈ M; ξ(U2r) ≤ ar for all r ∈ N}. Then M[a] is a compact set. (See [19,
Proposition 3.16]. ) Suppose a, b ∈ A and c ∈ R. we set a+ = {ar+1}r∈N, ca = {car}r∈N
and a+b = {ar+br}r∈N. Let 1 be a sequence that 1 = {1}r∈N. We set M
b
a = M[b]\M[a]
for a, b ∈ A. We introduce the function χ[a] defined by
χ[a](ξ) = v ◦ da(ξ), da(ξ) =
∞∑
r=1
∑
j∈Jr,ξ
(2r − |xj |) ∧ 2r−1
2r−1ar
, (4.1)
where (xj)j∈N is a sequence such that |x
j| ≤ |xj+1| for all j ∈ N, ξ =
∑
j δxj ,
Jr,ξ = {j; j > ar, x
j ∈ U2r},
and v : R→ [0, 1] is an increasing smooth function satisfying
v(t) =
{
1 if t < 0,
0 if 1 < t.
In this section we assume that an is givne by
an = {an,r}r∈N = {n2
(d+κ)r}r∈N, (4.2)
where κ is the positive constant in (A.3.k).
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Lemma 4.1. Assume (A.2.k) and (A.3.k). Let an be given by (4.2). Then we have
µxk
(⋃
n∈N
M[an]
)
= 1 for any xk ∈ S
k.
Proof. By the sub-additivity we see that
µxk
(
∞⋃
n=2
∞⋃
r=1
{
ξ(U2r) > nEµxk (ξ(U2r))
})
≤
∞∑
n=2
∞∑
r=1
µxk [ξ(U2r)− E
µx
k (ξ(U2r)) > (n− 1)Eµxk (ξ(U2r))] . (4.3)
By (A.2.k), we can check
µxk [ξ(U2r)− E
µxk (ξ(U2r)) > (n− 1)Eµxk (ξ(U2r))] = O
(
1
n1+δr1+δ
)
as n, r →∞.
Thus, we can show that the RHS of (4.3) is finite. Therefore from Borel-Cantelli’s Lemma,
for µxk-a.s. ξ there exists n0 ≥ 2 such that ξ(U2r) ≤ n0E
µxk (ξ(U2r)) for any r ∈ N.
By (A.3.k) we have Eµxk [ξ(U2r)] = O
(
2(d+κ)r
)
. Hence we see that for µxk-a.s. ξ, there
exists n ∈ N such that ξ(U2r) ≤ an,r for any r ∈ N. Thus, the proof is completed.
Lemma 4.2. Let k ∈ N. Assume (p.1)-(p.2) and (A.1.k). Let an be given by (4.2).
Then we have ϕ⊗ χ[an]f ∈ Dµ
[k]
for any ϕ ∈ C∞0 (S
k) and f ∈ D◦ with ϕ⊗ f ∈ Dµ
[k]
◦ .
Proof. Let ϕ ∈ C∞0 (S
k) and f ∈ D◦ with ϕ⊗ f ∈ Dµ
[k]
◦ . Then we have
Eµ
[k]
(ϕ⊗ f, ϕ⊗ f) =
∫
Sk×M
µ[k](dxkdξ)Dk[ϕ⊗ f, ϕ⊗ f ](xk, ξ)
=
∫
Sk×M
µ[k](dxkdξ)
(
f(ξ)2∇[k][ϕ, ϕ](xk) + ϕ(xk)
2D[f, f ](ξ)
)
. (4.4)
We substitute χ[an]f into f in (4.4). Then we have
Eµ
[k]
(ϕ⊗ χ[an]f, ϕ⊗ χ[an]f)
=
∫
Sk×M
µ[k](dxkdξ)
(
χ[an]
2f(ξ)2∇[k][ϕ, ϕ](xk) + ϕ(xk)
2D[χ[an]f, χ[an]f ](ξ)
)
. (4.5)
By a direct calculation ( see for instance the proof of [2, Lemma 5.5]) we have
D[gf, gf ](ξ) ≤ 2(D[g, g](ξ)f(ξ)2 + g(ξ)2D[f, f ](ξ)). (4.6)
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In particular, by substituting χ[an] into g, we have
D[χ[an]f, χ[an]f ](ξ) ≤ 2(D[χ[an], χ[an]](ξ)f(ξ)2 + D[f, f ](ξ)). (4.7)
From [2, Lemma 5.6] we have that there exists a constant c4 > 0 such that
D[χ[an], χ[an]](ξ) ≤ c4 for any ξ ∈M
2(an)++1
an−1 . (4.8)
From (4.6)–(4.8) with the facts that χ[an](ξ) ≤ 1 and
D[χ[an], χ[an]](ξ) = 0, for ξ /∈M
2(an)++1
an−1 ,
we have
R.H.S. of (4.5)
≤
∫
Sk×M
µ[k](dxkdξ)
{
f(ξ)2∇[k][ϕ, ϕ](xk) + 2(c4f(ξ)
2 + D[f, f ](ξ))ϕ(xk)2
}
≤ 2(c4 + 1)
∫
Sk×M
µ[k](dxkdξ)
{
f(ξ)2∇[k][ϕ, ϕ](xk) + D[f, f ](ξ)ϕ(xk)2 + ϕ(xk)2f(ξ)2
}
= 2(c4 + 1)
{
Eµ
[k]
(ϕ⊗ f, ϕ⊗ f) + ‖ϕ⊗ f‖2
L2(Sk×M,µ[k])
}
. (4.9)
Since ϕ⊗ f ∈ Dµ
[k]
◦ , we have E
µ[k](ϕ⊗ f, ϕ⊗ f) <∞ and ‖ϕ⊗ f‖2
L2(Sk×M,µ[k])
<∞. Thus,
from (4.9) we have
Eµ
[k]
(ϕ⊗ χ[an]f, ϕ⊗ χ[an]f) <∞.
Since χ[an] is a decreasing limit of local smooth functions, we obtain this lemma from
(A.1.k).
Lemma 4.3. Let k ∈ N. Assume (p.1)-(p.2) and (A.1.k)-(A.3.k). Let an be given by
(4.2). Then we have
lim
n→∞
‖ϕ⊗ (1− χ[an])f‖1 = 0
for any ϕ ∈ C∞0 (S
k) and f ∈ D◦ with ϕ⊗f ∈ Dµ
[k]
◦ , where ‖·‖
2
1 = E
µ[k](·, ·)+‖·‖2
L2(Sk×M,µ[k])
.
Proof. We substitute (1− χ[an])f into f in (4.4). Then we have
Eµ
[k]
(ϕ⊗ (1− χ[an])f, ϕ⊗ (1− χ[an])f)
=
∫
Sk×M
µ[k](dξdξ){(1− χ[an])
2f(ξ)2∇[k][ϕ, ϕ](x)
+ ϕ(xk)
2D[(1− χ[an])f, (1− χ[an])f ](ξ)}. (4.10)
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We remark that ξ ∈M[an − 1] implies 1− χ[an](ξ) = 0. Substituting 1− χ[an] into g in
(4.6), we have
D[(1− χ[an])f, (1− χ[an])f ](ξ) ≤ 2(D[1− χ[an], 1− χ[an]](ξ)f(ξ)2 + D[f, f ](ξ)).
Here we use 1− χ[an](ξ) ≤ 1 for any ξ. From this and D[1− χ[an], 1− χ[an]](ξ) = 0 for
ξ ∈M[an − 1], we see
R.H.S. of (4.10) ≤
∫
Sk×M[an−1]c
µ[k](dxkdξ)
{
f(ξ)2∇[k][ϕ, ϕ](xk)
+ ϕ(xk)
2
(
D[f, f ](ξ) + f(ξ)2D[1− χ[an], 1− χ[an]](ξ)
)}
. (4.11)
From [2, Lemma 5.6], for the constant c4 > 0 in the above we have
D[1− χ[an], 1− χ[an]](ξ) ≤ c4 for any ξ ∈M
2(an)++1
an−1 .
Combining this with (4.11), we see
R.H.S. of (4.11)
≤ c5
∫
Sk×M[an−1]c
µ[k](dxkdξ)
{
∇[k][ϕ, ϕ](xk)f(ξ)
2 + ϕ(xk)
2D[f, f ](ξ) + ϕ(xk)2f(ξ)2
}
,
(4.12)
where c5 = (c4 ∨ 1). From Lemma 4.1 we have
µx
(⋂
n∈N
M[an − 1]
c
)
= 0. (4.13)
By ϕ⊗ f ∈ Dµ
[k]
◦ , (4.12) and (4.13) we can see
lim
n→∞
Eµ
[k]
(ϕ⊗ (1− χ[an])f, ϕ⊗ (1− χ[an])f) = 0. (4.14)
Since ϕ⊗f ∈ L2(Sk×M, µ[k]), we have ϕ⊗ (1−χ[an])f ∈ L
2(Sk×M, µ[k]) for any n ∈ N.
Then by Lemma 4.1 we can show
lim
n→∞
‖ϕ⊗ (1− χ[an])f‖L2(Sk×M,µ[k]) = 0 (4.15)
By (4.14) and (4.15) we have limn→∞ ‖ϕ⊗(1−χ[an])f‖1 = 0. Thus the proof is completed.
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Proof of Theorem 3.1. We recall M[a] is a compact set for any a ∈ A with the vague
topology. Since suppχ[an] ⊂ M[2(an)+] we see that χ[an]f has a compact support for
any f ∈ D◦. We set
Dkcut = {ϕ⊗ χ[an]f ; f ∈ D◦ and ϕ ∈ C
∞
0 (S
k) with ϕ⊗ f ∈ Dµ
[k]
◦ , n ∈ N}.
Let {Kn}∞n=1 be the sequence of compact sets of S
k such that Sk = ∪∞n=1Kn. We set
Dk(n) = {f ∈ Dµ
[k]
; f = 0 a.e. (xk, ξ) on (Kn ×M[2(an)+])c}. By the definition of χ[an]
we can see
Dkcut ⊂
∞⋃
n=1
Dk(n). (4.16)
On the other hand from Lemma 4.3 we can see Dkcut is dense in D
µ[k]
◦ with respect to
the norm ‖ · ‖1. Combining this with (4.16) we can see that {Kn ×M[2(an)+]}n∈N is a
compact nest. Then we can show Lemma 3.1 similarly as the one of [2, Theorem 2.1].
Thus, the proof is completed.
4.2 Proof of Theorem 3.2
In the following we prove Theorem 3.2 by the similar argument in [2, Theorem 2]. For
m ≥ n, ℓ > r, k ∈ N and ξ ∈M, we introduce the measure (µˇxk)
n,m
r,ℓ,ξ on U
n
r × (Uℓ \Ur)
m−n
determined by∫
Mr,n∩Mℓ,m
f(η)(µxk)
m
ℓ,ξ(dη) =
∫
Unr×(Uℓ\Ur)
m−n
fmℓ,ξ(ym)(µˇxk)
n,m
r,ℓ,ξ(dym),
for any bounded measurable function f on M. Here fmℓ,ξ is the U
m
ℓ -representation of f .
and (µxk)
m
ℓ (·) := µxk(· ∩Mℓ,m) for ℓ,m ∈ N. By (2.6), for (µxk)
m
ℓ -a.s. ξ ∈ M, (µˇxk)
n,m
r,ℓ,ξ
has a density σˇn,m
xk,r,ℓ,ξ
(y
m
) with respect to e−Hℓ(ym|xk)dy
m
. Here dy
m
denotes the Lebesgue
measure on Umℓ and
Hℓ(ym|xk) =
m∑
i=1
Φ(yi) +
∑
1≤i<j≤m
Ψ(yi, yj) +
m∑
i=1
k∑
j=1
Ψ(yi, xj).
For q ∈ N put pq(x, y) = p(x, y)1(p(x, y) ≤ q). It is readily seen that {pq} is nondecreasing
sequence in q such that limq→∞ pq(x, y) = p(x, y). x, y ∈ S. We put
Γq(xk) = 1
(
q−1 ≤ ρk(xk) ≤ q
)
Γq(z|xk, ξ) =
k∏
j=1
1
(
q−1 ≤
ρk(xk)
ρk(xj,z
k
)
dµxk
dµ
x
j,z
k
(ξ) ≤ q
)
∇[k]q,ξ[ϕ, ψ](xk) = Γq(xk)
1
2
k∑
j=1
∫
Uℓ
Γq(z|xk, ξ)∇
z
jϕ(xk)∇
z
jψ(xk)pq(x
j , z)dz,
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where ∇zj and x
j,z are introduced in (3.1) and (3.2), respectively. For ϕ, ψ ∈ C∞0 (S
k) and
f, g ∈ D◦ with ϕ⊗ f, ψ ⊗ g ∈ D
µ[k]
◦ we define
E
(1),n,m
r,ℓ,q (ϕ⊗ f, ψ ⊗ g) =
∫
Uk
ℓ
ρk(xk)dxk
∫
M
(µxk)
m
ℓ (dξ)
×
∫
Unr×(Uℓ\Ur)
m−n
∇[k]q,ξ[ϕ, ψ](xk)f
m
r,ξ(ym)g
m
r,ξ(ym)(µˇxk)
n,m
r,ℓ,ξ(dym).
Then we can show the following lemma.
Lemma 4.4. Let k ∈ N. Assume (QG) and (A.4.k). Then (E(1),n,mr,ℓ,q ,D
µ[k]
◦ ) is closable on
L2(Sk ×Mℓ,m, (µ
[k])mℓ ) for m ≥ n, ℓ ≥ r, q ∈ N.
Proof. We calculate E
(1),n,m
r,ℓ,q . Then for ϕ ∈ C
∞
0 (S
k) and f ∈ D◦ with ϕ⊗ f ∈ Dµ
[k]
◦ we see
that
E
(1),n,m
r,ℓ,q (ϕ⊗ f, ϕ⊗ f)
=
1
2
k∑
j=1
∫
Uk
ℓ
Γq(xk)ρ
k(xk)dxk
∫
Uℓ
(ϕ(xj,z
k
)− ϕ(xk))
2pq(xj , z)dz
×
∫
Mr,n∩Mℓ,m
Γq(z|xk, ξ)f(ξ)
2µxk(dξ)
≤ q
k∑
j=1
∫
Uk+1
ℓ
Γq(xk)ϕ(x
j,z
k
)2
ρk(xk)
ρk(xj,z
k
)
ρk(xj,z
k
)dxkdz
×
∫
Mr,n∩Mℓ,m
Γq(z|xk, ξ)f(ξ)
2 dµxk
dµ
x
j,z
k
(ξ)µ
x
j,z
k
(dξ)
+ kq|Uℓ|
∫
Sk
ϕ(xk)
2ρk(xk)dxk
∫
Mr,n∩Mℓ,m
f(ξ)2µxk(dξ). (4.17)
Using the definitions of Γq(xk) and Γq(z|xk, ξ) we can see that the right hand side of
(4.17) is bounded by
k(q2 + q)|Uℓ|
∫
Sk×Mℓ,m
(ϕ⊗ f)2(xk, ξ)µ
[k](dxkdξ).
Hence we have
E
(1),n,m
r,ℓ,q (ϕ⊗ f, ϕ⊗ f) ≤ k(q
2 + q)|Uℓ|‖ϕ⊗ f‖L2(Sk×Mℓ,m,µ[k]). (4.18)
Let {ϕn ⊗ fn} be a E
(1),n,m
r,ℓ,q -Cauchy sequence in D
µ[k]
◦ such that
lim
n→∞
‖ϕn ⊗ fn‖L2(Sk×Mℓ,m,(µ[k])mℓ ) = 0.
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Then by (4.18) we can see
lim
n→∞
E
(1),n,m
r,ℓ,q (ϕn ⊗ fn, ϕn ⊗ fn) = 0.
Hence, (E
(1),n,m
r,ℓ,q ,D
µ[k]
◦ ) is closable on L
2(Sk ×Mℓ,m, (µ[k])mℓ ). Thus the proof is completed.
We use the following lemma, which is given in [9, Lemma 2.1(1),(2)]. See also [8, Prop.
I.3.7].
Lemma 4.5. ([9, Lemma 2.1(1),(2)]) Let {(E(n),D(n))}n∈N be a sequence of positive
definite, symmetric bilinear forms on L2(M, µ).
(i) Suppose that (E(n),D(n)) is closable for any n ∈ N and {(E(n),D(n))} is increasing, i.e.
for any n ∈ N we have D(n) ⊃ D(n+1) and E(n)(f, f) ≤ E(n+1)(f, f) for any f ∈ D(n+1). Let
E∞(f, f) = limn→∞E
(n)(f, f) with the domain D∞ = {f ∈ ∩n∈ND(n); supn∈N E
(n)(f, f) <
∞}. Then (E∞,D∞) is closable on L2(M, µ).
(ii) In addition to the assumption (i), assume (E(n),D(n)) are closed. Then (E∞,D∞) is
closed.
We set E
(1),n,m
r,ℓ = limq→∞ E
(1),n,m
r,ℓ,q . By Lemma 4.5 we can show the following lemma.
Lemma 4.6. Suppose that (E
(1),n,m
r,ℓ,q ,D
µ[k]
◦ ) is closable on L
2(Sk×Mℓ,m, (µ[k])mℓ ) for m ≥ n,
ℓ ≥ r, k, q ∈ N. Then (E(1),n,mr,ℓ ,D
µ[k]
◦ ) is closable on L
2(Sk ×Mℓ,m, (µ
[k])mℓ ) for m ≥ n,
ℓ ≥ r, k ∈ N.
From Lemma 4.4 and Lemma 4.6 we have the following lemma.
Lemma 4.7. Let k ∈ N. Assume (QG) and (A.4.k). Then (E(1),n,mr,ℓ ,D
µ[k]
◦ ) is closable on
L2(Sk ×Mℓ,m, (µ[k])mℓ ) for m ≥ n, ℓ ≥ r, k ∈ N.
We put for un = (u
1
n
, . . . , un
n
)
Λq(un) =
n∏
i=1
1
(
|Φ(ui
n
) +
∑
j 6=i
1≤j≤n
Ψ(ui
n
, uj
n
)| ≤ q
)
,
Λq(y|un) = 1
(
|Φ(y) +
n∑
j=1
Ψ(y, uj
n
)| ≤ q
)
.
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It is readily seen that {Λq(xn)}, {Λq(y|xn)} are nondecreasing sequences in q. We set
Dn,m,1r,ℓ,q,ξ[f, g](ym,xk)
= Λq(ym,xk)
n∑
j=1
∫
Ur
Λq(z|y
〈j〉
m
,xk)∇
z
jf
m
ℓ,ξ(ym) · ∇
z
jg
m
ℓ,ξ(ym)pq(y
j
m
, z)dz,
Dn,m,2r,ℓ,q,ξ[f, g](ym,xk)
= Λq(ym,xk)
n∑
j=1
∫
Uℓ\Ur
Λq(z|y
〈j〉
m
,xk)∇
z
jf
m
ℓ,ξ(ym) · ∇
z
jg
m
ℓ,ξ(ym)pq(y
j
m
, z)dz,
Dn,m,3r,ℓ,q,ξ[f, g](ym,xk)
= Λq(ym,xk)
m∑
j=n+1
∫
Ur
Λq(z|y
〈j〉
m
,xk)∇
z
jf
m
ℓ,ξ(ym) · ∇
z
jg
m
ℓ,ξ(ym)pq(y
j
m
, z)dz,
where y
〈j〉
m is introduced in (3.14), and we put
∇zjf
m
r,ξ(ym) =
{
fm−1
r,u(z,ξ)(y
〈j〉
m )− fmr,ξ(ym), if ym ∈ U
m
r , z /∈ Ur,
fmr,ξ(y
j,z
m
)− fmr,ξ(ym), if ym ∈ U
m
r , z ∈ Ur,
for j = 1, 2, . . . ,m,. We put Dn,mr,ℓ,q,ξ = D
n,m,1
r,ℓ,q,ξ + D
n,m,2
r,ℓ,q,ξ + D
n,m,3
r,ℓ,q,ξ. For ϕ, ψ ∈ C
∞
0 (S
k) and
f, g ∈ D◦ with ϕ⊗ f, ψ ⊗ g ∈ Dµ
[k]
◦ we set
E
(2),n,m
xk,r,ℓ,q,ξ
(ϕ⊗ f, ψ ⊗ g) =
∫
Unr×(Uℓ\Ur)
m−n
ϕ(xk)ψ(xk)D
n,m
r,ℓ,q,ξ[f, g](ym,xk)(µˇxk)
n,m
r,ℓ,ξ(dym)
E
(2),n,m
xk,r,ℓ,ξ
(ϕ⊗ f, ψ ⊗ g) = lim
q→∞
E
(2),n,m
xk,r,ℓ,q,ξ
(ϕ⊗ f, ψ ⊗ g).
Then we show the following lemma.
Lemma 4.8. Let k ∈ N. Assume (QG) and (A.4.k). Then (E(2),n,m
xk,r,ℓ,q,ξ
,Dµ
[k]
◦ ) is closable
on L2(Sk ×Mℓ,m, δxk ⊗ (µxk)
m
ℓ,ξ) for m ≥ n, ℓ ≥ r, k, q ∈ N, dxk-a.e. xk and (µxk)
m
ℓ -a.e. ξ.
Proof. By the property of (µˇxk)
n,m
r,ℓ,ξ and the similar way as the proof of [2, Lemma 4.1] we
have
E
(2),n,m
xk,r,ℓ,q,ξ
(ϕ⊗ f, ϕ⊗ f) ≤ 2(c21e
2q + 1)mq|Uℓ|‖ϕ⊗ f‖
2
L2(Sk×Mℓ,m,δxk⊗(µxk )
m
ℓ,ξ
), (4.19)
where c1 is the constant in (2.6). Let {ϕn ⊗ fn} be a E
(2),n,m
xk,r,ℓ,q,ξ
-Cauchy sequence in Dµ
[k]
◦
such that lim
n→∞
‖ϕn ⊗ fn‖L2(Sk×Mℓ,m,δxk⊗(µxk)mℓ,ξ) = 0. Then by (4.19) we can see
lim
n→∞
E
(2),n,m
xk,r,ℓ,q,ξ
(ϕn ⊗ fn, ϕn ⊗ fn) = 0 for (µxk)
m
ℓ -a.s. ξ.
Hence, (E
(2),n,m
xk,r,ℓ,q,ξ
,Dµ
[k]
◦ ) is closable on L
2(Sk ×Mℓ,m, δxk ⊗ (µxk)
m
ℓ,ξ). Thus, the proof is
completed.
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By Lemma 4.5 we can show the following lemma.
Lemma 4.9. Suppose that (E
(2),n,m
xk,r,ℓ,q,ξ
,Dµ
[k]
◦ ) is closable on L
2(Sk ×Mℓ,m, δxk ⊗ (µxk)
m
ℓ,ξ)
for m ≥ n, ℓ ≥ r, k, q ∈ N, dxk-a.e. xk and (µxk)
m
ℓ -a.e. ξ. Then we have (E
(2),n,m
xk,r,ℓ,ξ
,Dµ
[k]
◦ )
is closable on L2(Sk × Mℓ,m, δxk ⊗ (µxk)
m
ℓ ) for m ≥ n, ℓ ≥ r, k ∈ N, dxk-a.e. xk and
(µxk)
m
ℓ -a.e. ξ.
For r, ℓ, k, n,m ∈ N and xk ∈ Sk, we put
E
(2),n,m
xk,r,ℓ
(ϕ⊗ f, ψ ⊗ g) =
∫
M
E
(2),n,m
xk,r,ℓ,ξ
(ϕ⊗ f, ψ ⊗ g)(µxk)
m
ℓ (dξ),
E
(2),n,m
r,ℓ (ϕ⊗ f, ψ ⊗ g) =
∫
Sk
E
(2),n,m
xk,r,ℓ
(ϕ⊗ f, ψ ⊗ g)ρk(xk)dxk.
By the same way as the proof of [2, Lemma 4.3], we can see the following lemmas.
Lemma 4.10. Suppose that (E
(2),n,m
xk,r,ℓ,ξ
,Dµ
[k]
◦ ) is closable on L
2(Sk ×Mℓ,m, δxk ⊗ (µxk)
m
ℓ,ξ)
for m ≥ n, ℓ ≥ r, k ∈ N, dxk-a.e. xk and (µxk)
m
ℓ -a.e. ξ. Then (E
(2),n,m
xk,r,ℓ
,Dµ
[k]
◦ ) is closable
on L2(Sk ×Mℓ,m, δxk ⊗ (µxk)
m
ℓ ) for m ≥ n, ℓ ≥ r, k ∈ N and dxk-a.e. xk.
Lemma 4.11. Suppose that (E
(2),n,m
xk,r,ℓ
,Dµ
[k]
◦ ) is closable on L
2(Sk ×Mℓ,m, δxk ⊗ (µxk)
m
ℓ )
for m ≥ n, ℓ ≥ r, k ∈ N and dxk-a.e. xk. Then (E
(2),n,m
r,ℓ ,D
µ[k]
◦ ) is closable on L
2(Sk ×
Mℓ,m, (µ
[k])mℓ ) for m ≥ n, ℓ ≥ r, k ∈ N.
From Lemma 4.8–Lemma 4.11 we have the following lemma.
Lemma 4.12. Let k ∈ N. Assume (QG) and (A.4.k). Then (E(2),n,mr,ℓ ,D
µ[k]
◦ ) is closable
on L2(Sk ×Mℓ,m, (µ[k])mℓ ) for m ≥ n, ℓ ≥ r, k ∈ N.
We set E
n,m,[k]
r,ℓ = E
(1),n,m
r,ℓ + E
(2),n,m
r,ℓ . From Lemma 4.7 and Lemma 4.12 we have the
following lemma.
Lemma 4.13. Let k ∈ N. Assume (QG) and (A.4.k). Then (En,m,[k]r,ℓ ,D
µ[k]
◦ ) is closable
on L2(Sk ×Mℓ,m, (µ[k])mℓ ) for m ≥ n, ℓ ≥ r and k ∈ N.
Proof. Let {ϕn ⊗ fn} be a E
n,m,[k]
r,ℓ -Cauchy sequence in D
µ[k]
◦ such that
lim
n→∞
‖ϕn ⊗ fn‖L2(Sk×Mℓ,m,(µ[k])mℓ ) = 0. (4.20)
By the definition of E
n,m,[k]
r,ℓ we have
lim
p,q→∞
E
(1),n,m
r,ℓ (ϕp ⊗ fp − ϕq ⊗ fq, ϕp ⊗ fp − ϕq ⊗ fq) = 0, (4.21)
lim
p,q→∞
E
(2),n,m
r,ℓ (ϕp ⊗ fp − ϕq ⊗ fq, ϕp ⊗ fp − ϕq ⊗ fq) = 0. (4.22)
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From Lemma 4.7, (4.20) and (4.21) we have
lim
n→∞
E
(1),n,m
r,ℓ (ϕn ⊗ fn, ϕn ⊗ fn) = 0. (4.23)
In addition from Lemma 4.12, (4.20) and (4.22) we have
lim
n→∞
E
(2),n,m
r,ℓ (ϕn ⊗ fn, ϕn ⊗ fn) = 0. (4.24)
Then by (4.23) and (4.24) we can see
lim
n→∞
E
n,m,[k]
r,ℓ (ϕn ⊗ fn, ϕn ⊗ fn) = 0.
Therefore we can show that (E
n,m,[k]
r,ℓ ,D
µ[k]
◦ ) is closable on L
2(Sk ×Mℓ,m, (µ[k])mℓ ). Thus,
the proof is completed.
Proof of Theorem 3.2. We set
E[k]r (ϕ⊗ f, ϕ⊗ f) = lim
ℓ→∞
∞∑
m=0
m∑
n=0
E
n,m,[k]
r,ℓ (ϕ⊗ f, ϕ⊗ f),
E[k]∞(ϕ⊗ f, ϕ⊗ f) = lim
r→∞
E[k]r (ϕ⊗ f, ϕ⊗ f).
Here we remark that (E
[k]
r ,Dµ
[k]
◦ ) is increasing in r. Put
D[k]∞ =
{
ϕ⊗ f ∈ Dµ
[k]
◦ ; sup
r∈N
E[k]r (ϕ⊗ f, ϕ⊗ f) <∞
}
.
From Lemma 4.5 (E
[k]
∞,D
[k]
∞) is closable. On the other hand, for any ϕ ∈ C∞0 (S
k) and
f ∈ D◦ with ϕ⊗ f ∈ Dµ
[k]
◦ , there exists r ∈ N such that
E[k]∞(ϕ⊗ f, ϕ⊗ f) = E
[k]
r (ϕ⊗ f, ϕ⊗ f) = E
µ[k](ϕ⊗ f, ϕ⊗ f) <∞,
and so D
[k]
∞ = Dµ
[k]
◦ . Therefore (E
µ[k] ,Dµ
[k]
◦ ) is closable and the proof is completed.
4.3 Proof of Theorem 3.3
In this section we assume (p.1)-(p.2), (A.1.k)-(A.3.k) for k ∈ {0} ∪ N, (A.4.k) for
k ∈ N and (A.5).
Lemma 4.14. Let A ⊂ Sk×M be such that (u[k])−1(u[k](A)) = A. Then Capµ(u[k](A)) = 0
implies Capµ
[k]
(A) = 0. Here u[k] is defined in Section 3.1.
Proof. This is shown by the similar way as the one of Lemma 4.1 in [11].
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We consider parts of Pµ and Pµ
[k]
. Let
σ0r,n(Ξ) = inf {t > 0; Ξt /∈Mr,n} ,
σ1r,n(X
[k],Ξ[k]) = inf
{
t > 0;X
[k]
t /∈ U
k
r or Ξ
[k]
t /∈Mr,n−k
}
,
where Ξ ∈ W (M) and (X[k],Ξ[k]) ∈ W (Sk ×M). For a process {Zt}t≥0 and a ranodm
time σ ≥ 0 we set
Zσt =
{
ηt if t < σ,
∂ if t ≥ σ,
where ∂ is the cemetery point, and put
Pσξ (Ξ ∈ ·) = Pξ(Ξ
σ ∈ ·), P[k],σ(xk,ξ)((X
[k],Ξ[k]) ∈ ·) = P[k](xk,ξ)((X
[k],σ,Ξ[k],σ) ∈ ·).
Then P
σ0r,n
ξ and P
[k],σ1r,n
(xk,ξ)
are strong Mrkov processes associated with the Dirichlet spaces
(Eµ,Dn,µr,D, L
2(M, µ)) and (Eµ
[k]
,Dn,µ
[k]
r,D , L
2(Sk×M, µ[k])), respectively. Let Capµ,σ
0
r,n be the
capacities of (Eµ,Dn,µr,D, L
2(M, µ)). We set
σ0r =
∞∑
n=0
σ0r,n1(u(Ar,n)), σ
1
r =
∞∑
n=0
σ1r,n1(Ar,n).
Then we can easily see
σ0r = inf{t > 0; Ξt(Ur) 6= Ξt−(Ur)}, σ
1
r = inf{t > 0;Xt /∈ U
k
r or Ξt(Ur) 6= Ξt−(Ur)}.
We set
Dµr,D =
∞⋃
n=0
Dn,µr,D, D
µ[k]
r,D =
∞⋃
n=0
Dn,µ
[k]
r,D .
Let
Pσ
0
r
ξ (Ξ ∈ ·) = Pξ(Ξ
σ0r ∈ ·), P[k],σ
1
r
(xk,ξ)
((X[k],Ξ) ∈ ·) = P[k](xk,ξ)((X
[k],σ1r ,Ξ[k],σ
1
r) ∈ ·).
Then Pσ
0
r
ξ and P
[k],σ1r
(xk,ξ)
are strong Mrkov processes associated with the Dirichlet spaces
associated with the Dirichlet spaces (Eµ,Dµr,D, L
2(M, µ)) and (Eµ
[k]
,Dµ
[k]
r,D, L
2(M, µ[k])).
Capµ,σ
0
r denote the capacity associated with the Dirichlet space (Eµ,Dµr,D, L
2(M, µ)). By
a simple observaton we see that for A ⊂Mr,n, Cap
µ,σ0r (A) = Capµ,σ
0
r,n(A).
The following lemma is a modification of [11, Lemma 4.2], whose proof is obtained by
the same procedure.
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Lemma 4.15. Assume (p.1)–(p.2), (A.1.k)–(A.4.k) and (A.5). Then there exists
Akr ⊂ U
k
r ×M such that
(Ukr ×M) ∩ (u
[k])−1
(
u[k](Akr)
)
= Akr, u
[k](Akr) ⊂Ms.i., (4.25)
Capµ,σ
0
r
(
u[k](Ukr ×M) \ u
[k](Akr)
)
= 0, (4.26)
Pµ,σ
0
r
u[k](xk,ξ)
(
Ξt ∈ u
[k](Akr) for all t < σ
0
r
)
= 1 for all (xk, ξ) ∈ A
k
r, (4.27)
Pσ
0
r
u[k](xk,ξ)
= P[k],σ
1
r
(xk,ξ)
◦ (u[k])−1 for all (xk, ξ) ∈ A
k
r . (4.28)
We fix ε > 0 and r > 0 we introduce a smooth function ψ : S → [0,∞) such that
ψ(x) =

1, if |x| ≤ r,
∈ (0, 1), if r < |x| < r + ε,
0, if |x| ≥ r + ε,
(4.29)
and ψ˜(ξ) =
∑∞
j=1 ψ(x
j) with ξ =
∑∞
j=1 δxj . We note the summation in the definition of
ψ˜ is a finite sum. Then we see that ψ˜ is a local function on M. By a straight forward
calculation, we have for f ∈ D◦
Eµ(f, ψ˜) = −
∫
M
µ(dξ)f(ξ)
∑
x∈suppξ
∫
S
(ψ˜(ξx,y)− ψ˜(ξ))c(x, y, ξ)dy
= −
∫
M
µ(dξ)f(ξ)
∑
x∈suppξ
∫
S
(ψ(y)− ψ(x))c(x, y, ξ)dy.
A[ψ˜] = ψ˜(Ξ(t))− ψ˜(Ξ(0)) is an additive functional of the process Ξ(t). By Fukushima de-
composition, we have A
[ψ˜]
t = M
[ψ˜]
t +N
[ψ˜]
t , whereM
[ψ˜]
t is the martingale additive functional
of finite energy, and N
[ψ˜]
t is the additive functional of zero energy. We have
N
[ψ˜]
t =
∫ t
0
ds
∑
j∈N
∫
S
(ψ(y)− ψ(Xjs−))c(X
j
s−, y,Ξs−)dy,
and A[ψ˜] is given by
A
[ψ˜]
t =
∫ t
0
∫
N
∫
S
∫ ∞
0
(ψ(y)− ψ(Xjs−))â(r, j, y,Ξs−)N̂(dsdjdydr),
where we set
â(r, j, y, ξ) = 1
{
0 ≤ r ≤ c(l(ξ)j, y, ξ)
}
,
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and N̂ is the Poisson point process on [0,∞)×N×S× [0,∞) with intensity dsζN(dj)dydr
and ζN =
∑
j∈N δj is the counting measure on N. We consider
Â
[ψ˜]
t =
∫ t
0
∫
N
∫
S
∫ ∞
0
1[ε,∞)(y −X
j
s−)|ψ(y)− ψ(X
j
s−)|â(r, j, y,Ξs−)N̂(dsdjdydr).
Then we see that
Eµ[Â
[ψ˜]
t ] =
∫
M
µ(dξ)ν(ξ),
in case
ν(ξ) =
∞∑
x∈supp ξ
∫
|x−y|≥ε
|ψ(y)− ψ(x)|c(x, y, ξ)dy
is a element of L1(M, µ). Then we can show the next lemma.
Lemma 4.16. Under the conditions in Lemma 4.15, ν ∈ L1(M, µ) and Eµ[Â
[ψ˜]
t ] <∞.
Proof. From (4.29) we can easily see
ν(ξ) ≤
∑
x∈supp ξ∩Ucr+ε
∫
Ur+ε∩{|x−y|≥ε}
c(x, y, ξ)dy
+
∑
x∈supp ξ∩Ur
∫
Ucr∩{|x−y|≥ε}
c(x, y, ξ)dy
+
∑
x∈supp ξ∩Ar,ε
∫
|x−y|≥ε
c(x, y, ξ)dy
=: I1(ξ) + I2(ξ) + I3(ξ),
where we set Ar,ε = {x ∈ S; r < |x| ≤ r + ε}. By the definition of the reduced Palm
measure, we see∫
M
I1(ξ)µ(dξ) =
∫
M
µ(dξ)
∑
x∈supp ξ∩Ucr+ε
∫
Ur+ε∩{|x−y|≥ε}
c(x, y, ξ)dy
=
∫
Ucr+ε
dxρ1(x)
∫
M
µx(dη)
∫
Ur+ε∩{|x−y|≥ε}
c(x, y, η)dy
=
∫
Ucr+ε
dxρ1(x)
∫
M
µx(dη)
∫
Ur+ε∩{|x−y|≥ε}
p(x, y)dy
+
∫
Ur+ε
dxρ1(x)
∫
M
µx(dη)
∫
Ucr+ε∩{|x−y|≥ε}
p(x, y)dy
≤
∫
Ucr+ε
dxρ1(x)
∫
Ur+ε∩{|x−y|≥ε}
p(x, y)dy +
∫
Ur+ε
dxρ1(x)
∫
Ucr+ε∩{|x−y|≥ε}
p(x, y)dy, (4.30)
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where in the last inequality we use µx is a probability measure on M. By the assumptions
(p.1), we can see that there exists constant Cε > 0 such that∫
{|x−y|≥ε}
p(x, y)dx ≤ Cε.
Hence, we can show∫
Ucr+ε
dxρ1(x)
∫
Ur+ε∩{|x−y|≥ε}
p(x, y)dy =
∫
Ur+ε
dy
∫
Ucr+ε∩{|x−y|≥ε}
ρ1(x)p(x, y)dx
≤ Cε
∫
Ur+ε
ρ1(y)dy <∞. (4.31)
On the other hand, from (p.1)∫
Ur+ε
dxρ1(x)
∫
Ucr+ε∩{|x−y|≥ε}
p(x, y)dy ≤ Cε
∫
Ur+ε
ρ1(x)dx <∞. (4.32)
Thus by (4.30)–(4.32) we have
∫
M
I1(ξ)µ(dξ) < ∞. By the same way we can show∫
M
I2(ξ)µ(dξ) < ∞ and
∫
M
I3(ξ)µ(dξ) < ∞. Therefore we obtain ν ∈ L1(M, µ). This
tcompletes the proof.
From the above lemma, we have∫ t
0
∫
N
∫
S
∫ ∞
0
1
{∣∣ψ(y)− ψ(Xjs−)∣∣ = 1} â(r, j, y,Ξs−)N̂(dsdjdydr) <∞,
for any t ∈ [0,∞) Pµ-a.s. We note∣∣ψ(y)− ψ(Xjs−)∣∣ = 1⇔ [Xjs− ∈ Ur, y ∈ U cr+ε] or [Xjs− ∈ U cr+ε, y ∈ Ur].
Hence, we have the following lemma.
Lemma 4.17. For any T ∈ N, we have
♯
{
(s, j) ∈ [0, T ]× N; [Xjs− ∈ Ur, X
j
s ∈ U
c
r+ε] or [X
j
s− ∈ U
c
r+ε, X
j
s ∈ Ur]
}
<∞, Pµ-a.s.
We set r(i) = r if i is odd, and r(i) = r + 1 if i is even. We put σ¯00 = σ¯
1
0 = 0 and for
i ∈ N let
σ¯0i = σ¯
0
i (Ξ) := inf{t > σ¯
0
i−1; Ξt(Ur(i)) 6= Ξt−(Ur(i))},
σ¯1i = σ¯
1
i (X
[k],Ξ[k]) := inf{t > σ¯1i−1;X
[k]
t /∈ U
k
r(i) or Ξ
[k]
t (Ur(i)) 6= Ξ
[k]
t−(Ur(i))}.
For Ξ ∈ W (Ms.i.), we put l
[k]
path(Ξ) = (X¯
k, Ξ¯[k]). For T ∈ N we put
Ω0i = {Ξ; X¯
[k]
σ¯0i
∈ Ukr }, Ω
1
i = {(X
[k],Ξ[k]);X
[k]
σ¯1i
∈ Ukr }
and Ωa∞ =
⋂∞
i=1Ω
a
i . In addition, for a = 0, 1, we set σ¯
a
∞(ω) = limi→∞ σ¯
a
i (ω) on Ω
a
∞.
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Lemma 4.18. Assume (p.1)-(p.2), (A.1.k)-(A.4.k), (A.5). Let Akr be as in Lemma
4.15 . Then for all (xk, ξ) ∈ Akr the following holds. For any T ∈ N
(i) σ¯0∞ =∞ for Pu[k](xk,ξ)(·; Ω
0
∞)-a.s.
(ii) σ¯1∞ =∞ for P
[k]
(xk,ξ)
(·; Ω1∞)-a.e.
Proof. Let T ∈ N. Assume that σ¯0∞ ≤ T . By (NBJ), we see that N := Ir+1,T (Ξ) is
finite Pµ-a.e. Hence if n ≥ N then Xnt /∈ Ur+1 for any t ∈ [0, T ]. Thus it is sufficient to
deal with X¯ = (Xj)Nj=1. By definition, on Ω
0
∞ we see X¯
[k]
t ∈ U
k
r for any t < σ¯
0
∞. Then a
particle of {Xjt }
N
j=k+1 jumps from Ur(i) to U
c
r(i) or from U
c
r(i) to Ur(i) at σ¯
0
i for any i ∈ N.
From the assumption σ¯0∞ ≤ T there exists J1, J2 ∈ {k + 1, k + 2, . . . ,N} such that
♯{i ∈ N;XJ1
σ¯02i(Ξ)
6= XJ1
σ¯02i(Ξ)−
} =∞, ♯{i ∈ N;XJ2
σ¯02i−1(Ξ)
6= XJ2
σ¯02i−1(Ξ)−
} =∞.
Then we choose sequences {i1ℓ}
∞
ℓ=1 = {i ∈ N;X
J1
σ¯02i(Ξ)
6= XJ1
σ¯02i(Ξ)−
} with i1ℓ < i
1
k (ℓ < k) and
{i2ℓ}
∞
ℓ=1 = {i ∈ N;X
J2
σ¯02i−1(Ξ)
6= XJ2
σ¯02i−1(Ξ)−
} with i2ℓ < i
2
k (ℓ < k). For any ε > 0 let R
a(ε) be
the cardinality of the set{
ℓ ∈ N;XJa
σ¯0
ia
ℓ
(Ξ)−
∈ Ur(ia
ℓ
), X
Ja
σ¯0
ia
ℓ
(Ξ)
∈ U cr(ia
ℓ
)+ε or X
Ja
σ¯0
ia
ℓ
(Ξ)−
∈ U cr(ia
ℓ
)+ε, X
Ja
σ¯0
ia
ℓ
(Ξ)
∈ Ur(ia
ℓ
)
}
for a = 1, 2. If Ra(ε) =∞ then it contradicts Lemma 4.17. Then we see that Ra(ε) <∞
a.s. for any ε > 0.Hence, we have that for any ε > 0 there exists ℓε ∈ N such that if ℓ > ℓε
then
XJa
σ¯0
ia
ℓ
(Ξ)−
∈ Ur(ia
ℓ
)+ε, X
Ja
σ¯0
ia
ℓ
(Ξ)
∈ Ur(ia
ℓ
)+ε for a = 1, 2. (4.33)
Since Ξ is a Hunt process, there exists an admissible filtration {Ft} such that Ξ is
strong Markov and quasi-left-continuous with respect to {Ft}. In particular, {Ft} is
right continuous. From (4.33) we can set that for any ℓ > ℓε, σ̂
0
a,ℓ is σ¯
0
ia
ℓ
(Ξ) or σ¯0ia
ℓ
(Ξ)−
such that XJa
σ̂0
a,ℓ
(Ξ)
∈ Ur(ia
ℓ
)+ε \ Ur(ia
ℓ
). Then {σ̂0a,ℓ}ℓ>ℓε is a sequence of {Ft}-stopping
times and limℓ→∞ σ̂
0
a,ℓ = σ¯
0
∞. In addition, we have d(X
Ja
σ̂0
a,ℓ
(Ξ)
, ∂Ur(ia
ℓ
)) ≤ ε, where we set
d(x,A) := infy∈A |x − y| for a set A. Hence, by the quasi-left-continuity of Ξ we have
d(XJa
σ¯0
∞
, ∂Ur(ia
ℓ
)) ≤ ε a.s. for any ε > 0. Thus we see X
J1
σ¯0
∞
∈ ∂Ur and X
J2
σ¯0
∞
∈ ∂Ur+1.
Then we can see Ξσ¯0
∞
∈ ∂Ur ∩ ∂Ur+1, where ∂Ur = {ξ ∈ M; ξ(∂Ur) ≥ 1}. Suppose that
Pµ(σ¯0∞ <∞; Ω
0
∞) > 0. Then by the above arguments, we have
Pµ
(
Ξσ¯0
∞
(Ξ) ∈ ∂Ur ∩ ∂Ur+1; Ω
0
∞
)
> 0.
That is Pµ
(
σ∂Ur∩∂Ur+1 <∞
)
> 0, where σ∂Ur∩∂Ur+1 is the first hitting time to the set
∂Ur ∩ ∂Ur+1. By the general theory of Dirichlet forms, we have Cap
µ(∂Ur ∩ ∂Ur+1) > 0.
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On the other hand, by the locally boundedness of n-correlation functions ρn we can
show that Capµ(∂Ur ∩ ∂Ur+1) = 0. These contradict each other. Therefore we have
Pµ(σ¯
0
∞ ≤ T ; Ω
0
∞) = 0 for any T ∈ N. Then we can show (i). (ii) is shown by the similar
arguments. Thus the proof is completed.
Let
τ 0r = τ
0
r (Ξ) = inf{t > 0; X¯
[k]
t /∈ U
k
r },
τ 1r = τ
1
r (X
[k],Ξ[k]) = inf{t > 0;Xt{[k] /∈ U
k
r }.
and
τ 0∞ = lim
r→∞
τ 0r , τ
1
∞ = lim
r→∞
τ 1r
Lemma 4.19. Assume (p.1)–(p.2) and (A.1.k)-(A.4.k). Let Akr be as in Lemma 4.15.
Then we have
P
τ0r,xk
u[k](xk,ξ)
= P[k],τ
1
r
(xk,ξ)
◦ (u[k])−1 for any (xk, ξ) ∈ A
k
r. (4.34)
Moreover,
P
τ0
∞,x
k
u[k](xk,ξ)
= P[k],τ
1
∞
(xk,ξ)
◦ (u[k])−1 for any (xk, ξ) ∈ lim inf
r→∞
Akr. (4.35)
Proof. From Lemma 4.18, for any T ∈ N we see X[k]t ∈ Ukr for any t ∈ [0,∞) on Ω
1
∞.
Hence combining Lemma 4.15 with the strong Markov property repeatedly, we have for
any (xk, ξ) ∈ Akr
Pσ¯
0
i
u[k](xk,ξ)
(·; Ω0∞) = P
[k],σ¯1i
(xk,ξ)
(·; Ω1∞) ◦ (u
[k])−1 for any i ∈ N.
Hence by Lemma 4.18 we can show
Pu[k](xk,ξ)(·; Ω
0
∞) = P
[k]
(xk,ξ)
(·; Ω1∞) ◦ (u
[k])−1 for any (xk, ξ) ∈ A
k
r. (4.36)
On the other hand, suppose (X[k],Ξ[k]) /∈ Ω1∞. Then there exists an i such that
X
[k]
σ¯1i
/∈ Ukr and X
[k]
σ¯1j
∈ Ukr for any j < i. Put
Ω1i∗ = {X
[k]
σ¯1i
/∈ Ukr ,X
[k]
σ¯1j
∈ Ukr for any j < i}.
In addition, we set Ω0i∗ = u
[k](Ω1i∗). By Lemma 4.15 and the strong Markov property we
have
Pσ¯
0
i
u[k](xk,ξ)
(·; Ω0i∗) = P
[k],σ¯1i
(xk,ξ)
(·; Ω1i∗) ◦ (u
[k])−1 for any (xk, ξ) ∈ A
k
r. (4.37)
By construction we see τ 0r ≤ σ¯
0
i on Ω
0
i∗ and τ
1
r ≤ σ¯
1
i on Ω
1
i∗. Hence (4.37) implies
Pτ
0
r
u[k](xk,ξ)
(·; Ω0i∗) = P
[k],τ1r
(xk,ξ)
(·; Ω1i∗) ◦ (u
[k])−1 for any (xk, ξ) ∈ A
k
r. (4.38)
We see that the each state space Ωa = Ωa∞+
∑∞
i=1Ω
a
i∗ (a = 0, 1) are probability 1. Hence
by (4.36) and (4.38) we can show (4.34). (4.35) follows from (4.34) immediately.
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As the conclusion of the above arguments we can show Theorem 3.3.
Proof of Theorem 3.3. Let M0 = ∩k∈N{lim infr→∞ u
(
Akr
)
}. Then by (4.26) we have (3.5).
In addition by (NEX) we have τ 0∞ =∞ for Pξ-a.s. and any ξ ∈M0. Hence by (4.35) we
see (3.7) and (3.8). (ii) is shown by the similar arguments. Thus, the proof is completed.
4.4 Proof of Theorem 3.8
We prove Theorem 3.8 by the same argument in the proof [17][Theorem 5.4], which treat
ISDEs for systems of interacting diffusions. The techniques in the proof are robust and
can be applied for a quite general setting. In the case of ISDEs for interacting jump
process, we can use them without essential change. From Theorem 3.5 we see that
(B1) (ISDE) with (3.11) has a solution X.
We introduce the notion of strong solution of SDE (3.17)-(3.19) for (X,N). Put
M = M([0,∞)× Rd × [0,∞)), Mt = M([0, t]× Rd × [0,∞)),
and Cm and Cmt are the completions of B(M
m×D(SN)) and B(Mmt ×D(S
N)) with respect
to the distribution of (Nm = {N j}mj=1,X
m∗), respectively.
Definition 4.20. (i) (Ym,Nm,Xm∗) is called a strong solution of (3.17)-(3.19) defined
on (Ω,F , Px, {Ft}), if it satisfies (3.17)-(3.19), and there exists
Fm
xm
:Mm ×W (SN)→W (Sm)
such that Cmt /Bt(W (S
m)) measureble and Ym = Fm
xm
(Nm,Xm∗).
(ii) SDE (3.17)-(3.19) for (X,N) is said to be a unique strong solution for (X,N) defined
on (Ω,F , Px, {Ft}), any solution (Ŷm,Nm,Xm∗) satisfies Ŷm = Fmxm(N
m,Xm∗).
In the proof of [17, Lemma 7.8] a generalization of Yamada-Watanabe theorem [6,
Theorem 1.1, Chapter IV] to SDE with random environment is shown. This can be
readily generalized to SDEs with jumps. Then (IFC) implies the following condition.
(B2) For each m ∈ N, (3.17)-(3.19) has a unique strong solution Ym = Fm
xm
(Nm,Xm∗).
We assume (B1) and (B2), and put
Fm
x
(X,N) = (Fm,j
x
(X,N))j∈N = (F
m
xm
(Nm,Xm∗),Xm∗) = (Ym,Xm∗) (4.39)
Then we have following lemma by the same argument as [17, Lemma 5.1]
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Lemma 4.21. Asssume (B1) and (B2). Then the following holds.
(i) The sequence {Fm
x
}m∈N is consistent in the sense that for P -a.s.
Fm,j
x
(X,N) = Fm+n,j
x
(X,N) for all 1 ≤ j ≤ m, m, n ∈ N
(ii) There exists a map F∞
x
:W (SN)×MN →W (SN), which satisfies that for ∀j ∈ N for
P -a.s. (X,N)
(1) lim
m→∞
Fm,j
x
(X,N) = F∞,j
x
(X,N)
(2) lim
m→∞
∫ ·
0
∫
Rd
∫ ∞
0
aj(u, r, Fm
x
(X,N), s)uN i(dsdudr)
=
∫ ·
0
∫
Rd
∫ ∞
0
aj(u, r, F∞
x
(X,N), s)uN j(dsdudr) in W (S).
(iii) (X,N) is a fixed point of F∞
x
in the sense that for Px-a.s.
(X,N) = (F∞
x
(X,N),N).
Remark 5. (i) Assume (B2)and F∞
x
exists in the sense Lemmma 4.21 (ii). Then Y =
F∞
x
(X,N) becomes a solution of (ISDE). This solution is called an IFC solution [17,
Definition 5.2, Lemma 5.2]. On the other hand, Lemmma 4.21 (ii) implies that a solution
of (ISDE) is an IFC solution.
(ii) For the measurability of F∞
x
, the related results to [17, Lemma 5.1 (3), (4)] hold in
our situation.
Let Tpath(SN) is the tail σ-field of W (SN) defined by
Tpath(S
N) =
∞⋂
m=1
σ(wm∗), where wm∗ = (wi)∞i=m+1.
For a probability measure Q such that Tpath(SN) is trivial, that is,
Q(A) ∈ {0, 1}, ∀A ∈ Tpath(SN),
we set
T [1]path(S
N;Q) = {A ∈ Tpath(S
N);Q(A) = 1}.
We introduce the regular conditional distribution PXN (·) = Px(X ∈ ·|N). We introduce
the following assumptions.
(B3) Tpath(SN) is PXN -trivial for P - a.s. N.
(B4) T [1]path(S
N;PXN ) is independent of P
X
N for P - a.s. N.
The following two lemmas are veersions of Theorema 4.1 and Theorem 4.2 in [17]. In
the proof of these theorems, the continuity of sample paths was not used. Then we can
show these lemmas by the same procedure.
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Lemma 4.22 (First tail theorem). Assume that (B1) and (B2) hold.
(1) If (B3) is satisfied, (ISDE) has a strong solution.
(2) If (B3) and (B4) are satisfied, solutions of (ISDE) are pathwise unique.
Lemma 4.23 (Second tail theorem). Assume (TT). Suppose that for µ◦ l−1 a.s. x, there
exists (X,N) on (Ω,F , Px) satisfying (B2),
Px(F
∞
x
(X,N) = X) = 1, (4.40)
and (X, Pµ◦l−1) satisfies (µ-AC), (NBJ). Then (B3) - (B4) holds for µ ◦ l
−1-a.s. x.
Proof of Theorem 3.8. (i) From the construction the labeled process X = lpath(Ξ) satisfies
(µ-AC) and (NBJ). If it satifies (IFC), (B2) holds and (4.40) satisfied from Lemma
4.21 (iii) and Theorem. 3.5. Hence (i) is derived from Lemmas 4.22 and 4.23. (ii) is
readilty derived from Lemmas 4.22 and 4.23.
5 Sufficient conditions for assumptions
5.1 (NCL)
In this section we discuss sufficient condition for (NCL). For systems of interacting dif-
fusion processes, sufficient conditions (NCL) were given in [10]. By the same argument
to obtain [10, Theorem 2.1 and Proposition 7.1], we have the following result.
Lemma 5.1. Assume that the conditions in Lemma 2.1 are satisfied.
(i) Let µ be a determinatal rondom point field with kernel K. Assume K is locally Lipschitz
continuous. Then (NCL) holds.
(ii) Let µ be a canonical Gibbs measure with Ruelle’s class potential. If d ≥ 2 or d = 1
with repulsive condition in the sense that there exist positive constant c6 and positive
function h : [0,∞)→ [0,∞] such that∫ c6
0
1
h(t)
dt =∞, (5.1)
ρm(x1, x2, . . . , xm) ≤ h(|xi − xj |) for all xi 6= xj , (5.2)
then (NCL) holds.
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5.2 (NEX) and (NBJ)
In this section we discuss sufficient condition for (NEX) and (NBJ). We write (Xt,Ξ
[1]
t )
for (X
[1]
t ,Ξ
[1]
t ) to simplify the notation.
Lemma 5.2. Suppose that the conditions in Theorem 3.1 hold. Assume that p is trans-
lation invariant, i.e. p(x, y) = p(x+ u, y + u) := p(y − x), ∀u ∈ Rd.
(i) If ∫
|x|>1
|x|ρ(x)p(x)dx <∞. (5.3)
Then
P[1](x,ξ)
(
sup
t∈[0,T ]
|Xt| <∞ for all T ∈ N
)
= 1 for µ[1]-a.s. (x, ξ) ∈ S ×M. (5.4)
(ii) Assume that µ is translation invariant. Then (5.4) holds.
Proof. Let τ∞(X) = inf{t > 0 : |Xt| > M}, M ∈ N. Then by the argument in the proof
of Theorem 3.5, we have
Xt = X0 +
∫ t
0
∫
S
∫ ∞
0
N1(dsdudr) ua(u, r,Xs−,Ξ
[1]
s−), 0 ≤ t < τ∞(X).
Put
af (u, r, x, ξ) = 1 (0 ≤ r ≤ p(x, x+ u))
and
ab(s, u, r, x, ξ) = 1
(
p(x, x+ u) ≤ r ≤ p(x, x+ u)(1 +
ρ1(y)µy(dy)
ρ1(x)µx(dx)
)
)
We introduce the processes defined by
X
(f)
t =
∫ t
0
∫
S
∫ ∞
0
N(dsdudr) u af (u, r,Xs−,Ξ
[1]
s−),
X
(b)
t =
∫ t
0
∫
S
∫ ∞
0
N(dsdudr) u ab(u, r,Xs−,Ξ
[1]
s−),
Obviously
Xt = X0 +X
(f)
t +X
(b)
t
and X(f) is the jump type Markov process with generator
Lf(x) =
∫
S
dy p(x, y){f(y)− f(x)},
and is conservative by virture of (p.1) and (p.2). By simpe observation we see that when
Xt− = x and Xt = y, Ξ
[1]
t = Ξ
[1]
t− and
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(i) X
(f)
t −X
(f)
t− = y − x with probability
ρ(x)dµx
ρ(x)dµx + ρ(y)dµy
(Ξ
[1]
t ),
(ii) X
(b)
t −X
(b)
t− = y − x with probability
ρ(y)dµy
ρ(x)dµx + ρ(y)dµy
(Ξ
[1]
t ).
For fixed T > 0 we put X̂t = XT−t. By the reversibility of the process (Xt,Ξ
[1]
t ) we can
represent the process X̂ as
X̂t = X̂0 +
∫ t
0
∫
S
∫ ∞
0
N˜(dsdudr) u a(u, r, X̂s−, Ξ̂
[1]
s−), 0 ≤ t < τ̂∞(X̂)
with another Poisson random point field N˜ . We define the process X̂(f) and X̂(b) by the
same way. When X̂(T−t)− = y and X̂T−t = x, Ξ̂
[1]
T−t = Ξ̂
[1]
(T−t)− = Ξ
[1]
t = Ξ
[1]
t− and
(i) X̂
(f)
T−t − X̂
(f)
(T−t)− = x− y with probability
ρ(y)dµy
ρ(x)dµx + ρ(y)dµy
(Ξ
[1]
t ),
(ii) X̂
(b)
T−t − X̂
(b)
(T−t)− = x− y with probability
ρ(x)dµx
ρ(x)dµx + ρ(y)dµy
(Ξ
[1]
t ).
Then we see that X
(f)
0 = 0, X̂
(f)
0 = 0 and
Xt −X0 = X
(f)
t + X̂
(f)
(T−t)− − X̂
(f)
T , if sup
t∈[0,t]
|X(f)t | <∞ and sup
t∈[0,t]
|X̂(f)t | <∞ (5.5)
and X̂(f)(t) is also the jump type Markov process with generator L. We introduce a
Markov process (P, Yt) starting from 0 with generator L. Since µ
[1] is a reversible measure
of (Xt,Ξ
[1]
t ) if we put
M(dXdΞ) =
∫
S×M
µ[1](dxdη)P(x,η)(dXdΞ), (5.6)
from (5.5) we have a,M ∈ N
M(X0 ∈ Ua, max
t∈[0,T ]
|Xt −X0| > M) =M(X0 ∈ Ua, max
t∈[0,T ]
|X(f)t + X̂
(f)
(T−t)− − X̂
(f)
T | > M)
≤M(X0 ∈ Ua, max
t∈[0,T ]
|X(f)t | >
M
2
)
+M(X0 ∈ Ua, max
t∈[0,T ]
|X̂(f)(T−t)− − X̂
(f)
T | >
M
2
, max
t∈[0,T ]
|X(f)t | ≤
M
2
) (5.7)
It is obvious that
M(X0 ∈ Ua, max
t∈[0,T ]
|X(f)t | >
M
2
) = ρ(Ua)P (max
t∈[0,T ]
|Yt| >
M
2
) (5.8)
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Let a,M ∈ N. Put Ak = Uk+1 \ Uk, k ∈ N, and A0 = U1.
M(X0 ∈ Ua, max
t∈[0,T ]
|X̂(f)(T−t)− − X̂
(f)
T | >
M
2
, max
t∈[0,T ]
|X(f)t | ≤
M
2
)
≤M(X0 ∈ Ua, max
t∈[0,T ]
|X̂(f)(T−t)− − X̂
(f)
T | >
M
2
, XT ∈ UM)
+
∞∑
k=M
M(X0 ∈ Ua, max
t∈[0,T ]
|X̂(f)(T−t)− − X̂
(f)
T | >
M
2
, XT ∈ Ak, |X
(f)
T | ≤
M
2
) (5.9)
By the reversibility of the measure M we have
M(X0 ∈ Ua, max
t∈[0,T ]
|X̂(f)(T−t)− − X̂
(f)
T | >
M
2
, XT ∈ UM)
=M(XT ∈ Ua, max
t∈[0,T ]
|X̂(f)t − X̂
(f)
T | >
M
2
, X0 ∈ UM)
≤ ρ(UM )P (max
t∈[0,T ]
|Yt − YT | >
M
2
) (5.10)
and
∞∑
k=M
M(X0 ∈ Ua, max
t∈[0,T ]
|X̂(f)(T−t)− − X̂
(f)
T | >
M
2
, XT ∈ Ak, |X
(f)
T | ≤
M
2
)
≤
∞∑
k=M
ρ(Ak)P (|YT | > (k − 2a)/2) (5.11)
By using a similar argument to obtain the reflection princeple for the smple random walk,
we have
P (max
t∈[0,T ]
|Yt| >
M
2
) = P (max
t∈[0,T ]
|Yt − YT | >
M
2
) ≤ 2P (|YT | >
M
2
). (5.12)
Combining (5.7)–(5.12) together, we have
M(X0 ∈ Ua, max
t∈[0,T ]
|Xt −X0| > M)
≤ 2(ρ(Ua) + ρ(UM))P (|YT | >
M
2
) +
∞∑
k=M
ρ(Ak)P (|YT | > (k − 2a)/2)
Hence, from (5.3)
lim
M→∞
M(X0 ∈ Ua, max
t∈[0,T ]
|Xt −X0| > M) = 0, for all a ∈ N.
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Thus, Then, we have (i).
When µ is translation invariant, the process Θt ≡ θ−XtΞ
[1]
t is a reveresible process
with the reversible measure µ0, where θu is the shift on M(Rd) defined by θu(
∑
x∈N δx) =∑
x∈N δx+u, u ∈ R
d. The process is called the environment process seen from the tagged
partice. We decompose Xt as Xt = X0 + Xˇt + X̂t :
Xˇt =
∫ t
0
∫
|u|>1
∫ ∞
0
N1(dsdudr) ua(u, r,Xs−,Ξ
[1]
s−), 0 ≤ t < τM ,
X̂t =
∫ t
0
∫
|u|≤1
∫ ∞
0
N1(dsdudr) ua(u, r,Xs−,Ξ
[1]
s−), 0 ≤ t < τM ,
By the same argument in the proof (i) with the fact that p(u)1(|u| ≤ 1) obviously satisfies
(5.3), we have
P[1](x,η)
(
sup
t∈[0,T ]
|X̂t| <∞ for all T ∈ N
)
= 1 for µ[1]-a.s. (x, ξ) ∈ S ×M.
Take a ∈ (0, (2− α) ∧ 1). By the inequality |u+ v|a ≤ |v|a + |u|a we have
sup
t∈[0,T ]
|Xˇt|
a = sup
t∈[0,T ]
∫ t
0
∫
|u|>1
∫ ∞
0
N1(dsdudr)(|Xˇs− + u|
a − |Xˇs−|
a)
≤
∫ t
0
∫
|u|>1
∫ ∞
0
N1(dsdudr)|u|a.
By the translation invariance of µ
dµy
dµx
(ξ) =
dµy−x
dµ0
(θ−xξ) and c(x, x+ u, ξ) = c(0, u, θ−xξ).
Then for any r ∈ N∫
Ur×M
µ[1](dxdξ)E[1](x,ξ)[ sup
t∈[0,T ]
|Xˇt|
a]
≤
∫ t
0
ds
∫
Ur×M
µ[1](dxdξ)E[1](x,ξ)[
∫
|u|>1
|u|ac(0, u,Θs−)du]
= |Ur|
∫ T
0
ds
∫
M
dµ0
∫
|u|>1
du|u|ap(u)(1 +
dµu
dµ0
(η))
= 2|Ur|T
∫
|u|>1
du|u|ap(u) <∞,
where we used (p.1) in the last inequality. Then we have (5.4).
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Lemma 5.3. Suppose that the conditions in Theorem 3.1 hold. Assume that p(x, y) =
p(|x− y|). If (5.3) holds, then for any r ∈ N
lim
M→∞
∫
Uc
M
×M
µ[1](dxdξ)P[1](x,ξ)
(
inf
t∈[0,T ]
|Xt| ≤ r
)
= 0. (5.13)
Proof. @From (5.5) for any M, r, T ∈ N
M(X0 ∈ UM , inf
t∈[0,T ]
|Xt| ≤ r) =
∞∑
k=M
M(X0 ∈ Ak, inf
t∈[0,T ]
|Xt| ≤ r)
=
∞∑
k=M
M(X0 ∈ Ak, inf
t∈[0,T ]
|X0 +X
(f)
t + X̂(T−t)− − X̂
(f)
T | ≤ r)
≤
∞∑
k=M
M(X0 ∈ Ak, sup
t∈[0,T ]
|X(f)t | > k − r)
≤
∞∑
k=M
M(X0 ∈ Ak, sup
t∈[0,T ]
|X(f)t + X̂(T−t)− − X̂
(f)
T | >
k − r
2
)
+
∞∑
k=M
M(X0 ∈ Ak, sup
t∈[0,T ]
|X̂(T−t)− − X̂
(f)
T | >
k − r
2
)
≤ 4
∞∑
k=M
ρ(Ak)P (YT >
k − r
2
),
where we used (5.12) in the last inequality. Hence, from (5.3) we obtain obtain (5.13).
Lemma 5.4. Suppose that the conditions in Theorem 3.1 and (NCL) hold. If (5.4) and
(5.13) are satisfied, then (NEX) and (NBJ) hold.
Proof. We consider the case T = 1. We can prove for general T ∈ N by the same way.
We introduce the sequences of stopping times for X ∈ W (S), m, r ∈ N defined by
σm(X) = inf{t > 0 : |Xt| ≥ m}, τr(X) = inf{t > 0 : |Xt| < r}
We put for a, R ∈ N
υa,Rm,r(X) = {(1Uca(X0) ∨ σm(X)} ∧ {(1UR(X0) ∨ τr(X)}
Then ∫
M
µ(dξ)Pξ(υa,Rm,r(X
x) < 1 for some x ∈ ξ) ≤
∫
M
µ(dξ)
∑
x∈ξ
Pξ(υa,Rm,r(X
x) < 1)
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where {Xxt }t∈[0,∞) denotes a tagged particle starting from x. From the argument in the
proof of Lemma 4.15, we see that the consistency holds until the stopping time υa,Rm,r(X
x)
and obtain∫
M
µ(dξ)
∑
x∈ξ
Pξ(υa,Rm,r(X
x) < 1) =
∫
M
µ(dξ)
∑
x∈ξ
P[1](x,ξ\{x})(υ
a,R
m,r(X
x) < 1)
=
∫
S×M
µ[1](dxdη)P[1](x,η)(υ
a,R
m,r(X
x) < 1),
where we used a property of the Campbel measure. Combinig the above relations we have∫
M
µ(dξ)Pξ(υa,Rm,r(X
x) < 1 for some x ∈ ξ) ≤M(υa,Rm,r(X
x) < 1) (5.14)
Since
{υa,Rm,r(X
x) < 1} = {σm(X
x) < 1 for some x ∈ Ua} ∪ {τr(X
x) < 1 for some x ∈ U cR}
we have∫
S×M
µ(dξ)Pξ(σm(Xx) < 1 for some x ∈ Ua)
≤M(σm(Xx) < 1 for some x ∈ Ua) +M(τr(Xx) < 1 for some x ∈ U cR) (5.15)∫
S×M
µ(dξ)Pξ(τr(Xx) < 1 for some x ∈ U cR)
≤M(σm(Xx) < 1 for some x ∈ Ua) +M(τr(Xx) < 1 for some x ∈ U cR) (5.16)
Letting R→∞ and m→∞ in (5.15), by (5.4) we have∫
S×M
µ(dξ)Pξ( sup
t∈[0,1]
|Xt| =∞ for some x ∈ Ua) = 0, ∀a ∈ N,
and letting m→∞ and R→∞ in (5.16), by (5.13) we have
lim
R→∞
∫
S×M
µ(dξ)Pξ( inf
t∈[0,1]
|Xt| ≤ r for some x ∈ U cR) = 0, ∀r ∈ N,
From (5.14) and the above estimates we have desire result.
5.3 (IFC)
In this subsection we give sufficient conditions the labeled process X = lpathΞ in Theorem
3.3 satisfies (IFC). For c is the rate function defined in (3.10) we put for L ∈ N and
I ∈ B(S ×M)
CL(I) = sup
{∫
|u|≤L
du |u||c(x, x+ u, ξ)− c(x˜, x˜+ u, ξ)|
|x− x˜|
; (x, ξ) ∼I (x˜, ξ)
}
(5.17)
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where (x, ξ) ∼I (x˜, ξ) means x and x˜ belong to the same connected component of {y ∈
S : (y, ξ) ∈ I}. We also write (x, ξ) ∼I,C (x˜, ξ) for C > 0 if there exists a continuous path
from x to y in the connected component of {y ∈ S : (y, ξ) ∈ I} whose length is less than
C|x− x˜|.
Lemma 5.5. LetX = lpathΞ be the labeled process in Theorem 3.3. If for any L ∈ N there
exist increasing sequences {Ik}k∈N = {Ik(L)}k∈N of B(UL×M) and {bk}k∈N = {bk(L)}k∈N
of N such that
Capµ
[1]
(( ⋃
k∈N
Ik
)c)
= 0 (5.18)
|CL(Ik)| ≤ bk. (5.19)
Then (IFC) holds.
Proof. Let m ∈ N. We put for I[m] ∈ B(Sm ×M)
C
[m]
L (I
[m]) =
m∑
j=1
CL({(x
j
m
, u(x〈j〉
m
, ξ)) : (xm, ξ) ∈ I
[m]}).
Then the consistency shown in Theorem 3.3, under the assumption of the lemma, we see
that for any L ∈ N there exist increasing sequencees {I[m]k }k∈N of B(U
m
L ×M) and {b
m
k }k∈N
of N such that
Capµ
[m]
(( ⋃
k∈N
I
[m]
k
)c)
= 0 (5.20)
|C[m]L (xm, ξ)| ≤ b
m
k , (xm, ξ) ∈ I
[m]
k . (5.21)
For simplicty we derive (IFC) for m = 1. From the above fact we can prove for general
case m ∈ N by the same argument. We consider the following SDE.
Yt = Y0 +
∫ t
0
∫
S
∫ ∞
0
N1(dsdudr) ua(u, r, Ys−,Ξ
[1]
s−), j ∈ N (5.22)
Y0 = x = l
1(ξ) ∈ Ur, (5.23)
Pξ((Yt,Ξ[1]) ∈ u[1](S1SDE) for any t > 0) = 1 (5.24)
Suppose that Y and Y˜ are two solutions of (5.22) - (5.24). We put
τL(Y ) = inf{t > 0 : Yt 6∈ Ur, |Yt − Yt−| > L}
τk = inf{t > 0 : (Yt,Ξ
[1]
t ) /∈ Ik}
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and τk(L) = τL(Y ) ∧ τL(Y˜ ) ∧ τk. Then
Eξ[|Yt∧τk(L) − Y˜t∧τk(L)|]
≤ Eξ[
∫ t∧τk(L)
0
∫
S
∫ ∞
0
dsdudr |u||a(u, r, Ys−,Ξ
[1]
s−)− a(u, r, Y˜s−,Ξ
[1]
s−)|]
= Eξ[
∫ t∧τk(L)
0
∫
S
dsdu |u||c(Ys−, c(Ys− + u,Ξ
[1]
s−)− c(Y˜s−, Y˜s− + u,Ξ
[1]
s−)|]
≤ bk(L)
∫ t
0
dsEξ[|Ys∧τk(L) − Y˜s∧τk(L)|].
Hence, we have for Pξ a.s.
Yt = Y˜t, t ∈ [0, τn(L)).
Since lim
k→∞
lim
L→∞
τk(L) =∞, we obtain the lemma.
We put M
[1]
s.i. = {(x, ξ) ∈ S ×M : u(x, ξ) ∈Ms.i.} and
dµ(x, η) = ∇yd
µ(x, y, η)
∣∣∣
y=x
for (x, η) ∈M[1]s.i.
if the derivative exists. It is the logarithmic derivative of µ. See Remark 3.
Lemma 5.6. Let µ satisfy (A.4.1) with positive smooth correlation funtions, and p be
a translation invariant function satisfying (p.1) and (p.2). Suppose that there exists
I, I′ ∈ B(S ×M) with I′ ⊂ I ⊂M[1]s.i. and b > 0, C > 0 such that
|dµ(x, η)| ≤ b, (x, η) ∈ I, (5.25)
|∇x · d
µ(x, η)| ≤ b, (x, η) ∈ I, (5.26)
and
x ∼I,C x˜ for any (x, η), (x˜, η) ∈ I
′ with x ∼I′ x˜. (5.27)
Then there is a constant b′ > 0 such that
|CL(I
′)| ≤ b′ (5.28)
Proof. Let µ be a quasi-Gibbs measure associated with potentials Φ and Ψ. Then
d(x, y, η) = 1 + exp
{
−Φ(y) + Φ(x)−
∑
w∈supp η
{Ψ(y, w)−Ψ(x, w)}
}
,
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and its logarithmic derivative is represented as
dµ(x, η) = −∇Φ(x)−
∑
w∈supp η
∇Ψ(x, w).
Then from (5.25), if x ∼I′ x˜,
|dµ(x, x˜; η)− 1| ≤ exp{Cb|x− x˜|}.
Since p is translation invariant, we put p(u) = p(x, x+ u) and the rlation
∇xd(x, x+ u, η) = d
µ(x+ u, η)− dµ(x, η)
we have by (5.26)
|c(x, x+ u, ξ)− c(x˜, x˜+ u, ξ)| =
p(u)
2
{|d(x, x+ u, ξ \ {x})− d(x˜, x˜+ u, ξ \ {x})|}
≤
p(u)
2
exp{Cb|x− x˜|}Cb|u|.
Hence∫
|u|≤L
du |u||c(x, x+ u, ξ)− c(x˜, x˜+ u, ξ)| ≤
exp{Cb|x− x˜|}Cb
2
∫
|u|≤L
dup(u)|u|2
and we obtai (5.28).
From the above lemmas a sufficient condition to derive (IFC) is to find increasing
sequences {Ik}k∈N of B(S ×M) and {bk}k∈N of N such that (5.18) and
|dµ(x, η)| ≤ bk, (x, η) ∈ Ik, (5.29)
|∇x · d
µ(x, η)| ≤ bk, (x, η) ∈ Ik, (5.30)
and
x ∼Ik+1,C x˜ for any (x, η), (x˜, η) ∈ Ik+1 with x ∼Ik x˜. (5.31)
For a system interacting Brownian motions, such an increasing sequence is constructed
in [17, Section 7.2.3]. We give a modification of the [17, Lemma 7.10]. We prepare some
notations. Let an = {n2(d+κ)r}r∈N. Put
H[an]p,q = {(x, η) ∈M
[1]
s.i. : x ∈ Uq, η ∈M[a
+
n ] inf
w∈supp η
|x− w| ≥ 2−p}.
We set
H[an]q =
⋃
p∈N
H[an]p,q, H[an] =
⋃
q∈N
H[an]q, H ≡ H[(an)n∈N] =
⋃
n∈N
H[an] (5.32)
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If µ satisfies (A2) and (QG), we have
Capµ
[1]
(Hc) = 0. (5.33)
This is derived by the same way as proof of [17, Lemma 7.6]. Let p, q ∈ N. Let φq ∈ C∞o (S)
such that φq(x) = φq(|x|), 0 ≤ φq(x) ≤ 1, x ∈ S, φq(x) = 1, x ∈ Uq, φq(x) = 0, x /∈ Uq+1,
and |∇φ(x)| ≤ 2, x ∈ S. Let dp : S ×M→ R such that
dp(x, η) =
 ∑
w∈supp η∩U2−p (x)
(2−p − |x− w|)2

χ[an] : M → [0, 1] is the function defined in (4.1). We then itroduce cut-function defied
as
χ[an]q(x, η) = φq(x)χ[an](η), χ[an]q,p(x, η) = χ[an]qv(2
p+1dp(x, η))
From the construction we readily see that
0 ≤ χ[an]p,q(x, η) ≤ 1,
χ[an]p,q(x, η) = 0, (x, η) /∈ Hp′,q′[an′ ], (p, q, n)  (p′, q′.n′),
χ[an]p,q(x, η) = 1, (x, η) ∈ Hp,q[an], χ[an]p,q ∈ D
µ[1] .
By a calculation similar to that in Lemma 4.2 we have
|∇[1]χ[an]p,q(x, η)|
2 ≤ C, D(χ[an]p,q, χ[an]p,q)(x, η)|2 ≤ C, χ[an]p,q ∈ Dµ
[1]
,
where C is a constant independent of (x, η).
For l ∈ N we put
J[l] = {j = (j1, j2, . . . , jd) : 0 ≤ ji ≤ l,
d∑
i=1
ji = l}.
We set
∂j =
∂l
dxj1dxj2 . . . dxjd
, l ∈ N and ∂0 = identity
For an ℓ ∈ N we introduce the following
(F1) For each j ∈ ∪ℓl=0J
[l], χ[an]p,q∂jd
µ ∈ Dµ
[1]
for all p, q, n ∈ N
(F2) For each j ∈ J[ℓ], there exists gj ∈ C(S2 \ {x = w}) such that
∂jd
µ(x, η) =
∑
w∈supp η
gj(x, w), (x, η) ∈ H,
sup{
∑
w∈supp η
|gj(x, w)| : (x, η) ∈ H[an]p,q} <∞, for all p, q, n ∈ N.
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From (F1) for any (p, q, n) ∈ N3 and j ∈ ∪ℓl=0J
[l], we can take a quasi-continuus version
˜χ[an]p,q∂jdµ of χ[an]p,q∂jdµ. Then we cantake a sequence of closed sets {Ip,q,n(m)}m∈N such
that
Capµ
[1]
({⋃
m
Ip,q,n(m)
}c)
= 0
and ˜χ[an]p,q∂jdµ is continuous on Ip,q,n(m) for each m. Put
Ip,q,n(m) = H[an]p,q ∩ Ip,q,n(m) and Ik = Ik,k,k(k)
From (F2) {Ik}k∈N satisfies (5.29). (5.30) and (5.31). Hence, we have the following.
Lemma 5.7. Let X = lpathΞ be the labeled process in Theorem 3.3. Assume that there
exists an ℓ ∈ N such that (F1) and (F2) holds. Then (IFC) holds.
6 Examples
In this section we give some examples we can apply Theorem 3.8. We assume (p.1) and
(p.2).
Example 6.1. @(Cannonical Gibbs measure) Let µ be a canonical Gibbs measure with
a self potential Φ and Ruelle’s class pair potential Ψ such that d ≥ 2 or d = 1 satisfying
(5.1) and (5.2). Moreover we assume that (A2), (A3), (5.3) and for any r ∈ N there
exist positive constane c7 and c8 such that
|∇Ψ(x)|, |∇2Ψ(x)| ≤
c7
(1 + |x|)c8
, for any x with |x| ≥ 1/r
Then c(x, y, ξ) is described as
c(x, y, ξ) = p(x, y)
(
1 + exp
{
−Φ(y) + Φ(x)−
∑
w∈supp ξ
{Ψ(y, w)−Ψ(x, w)}
})
.
We assume (5.3). By Lemmas 5.1 and 5.4 (NCL), (NEX) and (NBJ) hold. (IFC) is
derived from Lemma 5.7 by checking (F1) and (F2). And (F1) and (F2) can be proved
by the same argument in [17, Section 8]. A solution (X,N) of (ISDE) constructed in
Theorem 3.5 satisfies (µ-AS). Suppose that µ is a extremal point of the class of Gibbs
state. Then (TT) holds. Then (ISDE) has a strong solution (X,N) and solutions of
(ISDE) satisfying (IFC), (µ-AS) and (NBJ) are pathwise uniqueness.
In particular, when Φ = 0,
c(x, y, ξ) = p(|x− y|)
1 + ∏
w∈supp ξ\{x}
exp{Ψ(w, x)}
exp{Ψ(w, y)}
 .
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Here are two examples of interaction potentials with long range.
(1) (Lennard-Jones 6-12 potential)
Ψ(x, y) = |x− y|−12 − |x− y|−6, x, y ∈ R3.
(2) (Riesz potential) Let a > d.
Ψ(x, y) = |x− y|−a, x, y ∈ Rd.
Example 6.2. (Determinantal random point fields) Let µ be one of the following deter-
minantal random point fields: Sineβ random point fields (β = 2), Besselα,β random point
fields (, α ≥ 1, β = 2), Airyβ ranodm point field(β = 2, Ginibre random random point
field. Their interaction potentials are given by
Ψ(x, y) = β log |x− y|, x, y ∈ Rd, d = 1, 2.
By Lemmas 5.1 and 5.4, (NCL), (NEX) and (NBJ) hold. A solution (X,N) of (ISDE)
constructed in Theorem 3.5 satisfies (µ-AS). (IFC) is derived from Lemma 5.7 by check-
ing (F1) and (F2). And (F1) and (F2) can be proved by the same argument in [17,
Section 8]. (TT) for the determinantal random fields is proved in [15]. Then (ISDE) has
a strong solution (X,N) and solutions of (ISDE) satisfying (IFC), (µ-AS) and (NBJ)
are pathwise uniqueness. Here are explicit forms of the rate functions c of the above
determinatal random point fields:
(1) Sineβ rendom point fields (β = 2, S = R):
c(x, y, ξ) =
1
2
p(x, y)
1 + lim
r→∞
∏
w∈(supp ξ\{x})∩Ur
|y − w|β
|x− w|β
 .
(2) Bessel random point field (α ∈ [1,∞), β = 2, S = [0,∞)):
c(x, y, ξ) =
1
2
p(x, y)
1 + ∣∣∣y
x
∣∣∣α lim
r→∞
∏
w∈(supp ξ\{x})∩Ur
|y − w|β
|x− w|β
 .
(3) Airy random point field (β = 2 S = R):
c(x, y, ξ) =
1
2
p(x, y)
1 + lim
r→∞
exp
{
(x− y)β
∫
|u|<r
ρ̂(u)
−u
du
} ∏
w∈(supp ξ\{x})∩Ur
|y − w|β
|x− w|β
 .
(4) Ginibre random random point field (S = R2) From Theorem 1.3 in Osada and Shirai
[16] we see that
c(x, y, ξ) =
1
2
p(x, y)
1 + lim
r→∞
∏
w∈(supp ξ\{x})∩Ur
|y − w|2
|x− w|2
 .
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Remark 6. For interacting Brownian motions in infinite dimensional dimension, the
existence and uniqueness of strong solution have already been studied for random point
fields in the above examples. [17, 5, 18].
Acknowledgements. S.E. is supported in part by Grant-in-Aid for Young Scientists
(B), No.17K14206. H.T. is supported in part by Grant-in-Aid for Scientific Research (S),
No.16H06338; Grant-in-Aid for Scientific Research (C), No.15K04010 from Japan Society
for the Promotion of Science.
References
[1] Bufetov, A. I., Dymov, A. V., Osada, H. : The logarithmic derivative for point process
with equivalent Palm measures. to appear in J. Math. Soc. Japan. arXiv:1707.01773
[math.PR].
[2] Esaki, S. : Infinite particle systems of long range jumps with long range interactions,
to appear in Tohoku Mathematical Journal.
[3] Fo¨llmer, H. : ”Dirichlet processes.” Stochastic integrals. Springer, Berlin, Heidelberg,
476-478, 1981.
[4] Fukushima, M., Oshima, Y. and Takeda, M. : Dirichlet forms and symmetric Markov
processes. 2nd ed., Walter de Gruyter (2011).
[5] Honda, R., Osada, H., Infinite-dimensional stochastic differential equations related
to Bessel random point fields. Stochastic Processes and Their Applications 125, no.
10, 3801–3822 (2015).
[6] Ikeda, N., Watanabe, S.: Stochastic differential equations and diffusion processes 2nd
ed, North-Holland (1989).
[7] Kallenberg, O.: Random measures, theory and applications. Probability Theory and
Stochastic Modelling, 77. Springer, Cham, 2017.
[8] Ma, Z.-M., Ro¨ckner, M. : Introduction to the theory of (non-symmetric) Dirichlet
forms. Springer-Verlag, Berlin, 1992.
[9] Osada, H. : Dirichlet form approach to infinite-dimensional Wiener processes with
singular interactions. Comm. Math. Phys. 176 (1996), 117–131.
September 18, 2018: 49
[10] Osada, H. : Non-colliding and collision properties of Dyson’s model in infinite di-
mensional and other stochastic dynamics whose equilibrium states are determinantal
random point fields in Stochastic Analysis on Large Scale Interacting Systems. In:
Funaki, T., Osada, H. (eds.) Advanced studies in Pure Mathematics, 39 (2004),
325–342.
[11] Osada, H. : Tagged particle processes and their non-explosion criteria, J. Math. Soc.
Japan, 62 (2010), 867–894.
[12] Osada, H. : Infinite-dimensional stochastic differential equations related to random
matrices, Probability Theory and Related Fields, 153 (2012), 471–509.
[13] Osada, H. : Interacting Brownian motions in infinite dimensions with logarithmic
interaction potentials, Ann. of Probab.. 41 (2013), 1–49.
[14] Osada, H. : Interacting Brownian motions in infinite dimensions with logarithmic
interaction potentials II : Airy random point field, Stochastic Processes and their
Applications, 123 (2013), 813–838.
[15] Osada, H., Osada, S.: Discrete approximations of determinantal point processes on
continuous spaces: tree representations and tail triviality, J. Stat. Phts. 170 (2017),
421–435.
[16] Osada, H., Shirai, T. : Absolute continuity and singularity of Palm measures of
the Ginibre point process. Probability Theory and Related Fields, 165.3-4 (2016):
725-770.
[17] Osada, H., Tanemura, H. : Infinite dimensional stochastic differential equations and
tail σ-fields, (preprint) arXiv:1412.8674 [math.PR].
[18] Osada, H., Tanemura, H. : Infinite-dimensional stochastic differential equations aris-
ing from Airy random point fields (preprint) arXiv:1408.0632 [math.PR].
[19] Ruelle, R. : Superstable interactions in classical statistical mechanics. Commun.
Math. Phys. 18 (1970), 127–159.
