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The relative stability of SiC polytypes, changing with temperature, has been considered a paradox
for about thirty years, due to discrepancies between theory and experiments. Based on ab-initio
calculations including van der Waals corrections, a temperature-dependent polytypic diagram con-
sistent with the experimental observations is obtained. Results are easily interpreted based on the
influence of the hexagonality on both cohesive energy and entropy. Temperature-dependent stability
of stacking faults is also analyzed and found to be in agreement with experimental evidences. Our
results suggest that lower temperatures during SiC crystal deposition are advantageous in order to
reduce ubiquitous stacking faults in SiC-based power devices.
Silicon Carbide has become the wide band gap (WBG)
semiconductor with the most mature technology [1] and
it is finally ready to penetrate the power devices market
after more than two decades elapsed as faint promise of
next generation power electronics [2, 3]. Indeed, it is ex-
pected that SiC will reach about 10% of the Si market
by 2025 with a compound annual growth rate (CAGR)
of about 40% from 2020 to 2022 [4]. But, to continue
the development of SiC technology and sustain the im-
provements in efficiency and performance of WBG based
devices, research efforts need to be continued even at the
level of material physical understanding. In fact, the ma-
terial maturity process has been quite slow. An evident
reason is the intrinsic complexity of this semiconductor
compound: it occurs only rarely in nature and it has
more than 200 polytypes [5]. If properly understood and
controlled, polytypism actually provides an added value.
In fact, the most common SiC polytypes (3C-, 4H- and
6H-SiC) cover a range of band-gap from about 2.3 to 3.2
eV and thus they are suitable both for low and high-
power devices.
Besides the scientific interest, investigating SiC polytyp-
ism and understanding its driving force is crucial to cor-
rectly predict the energetics of extended defects in SiC,
particularly stacking faults (SFs), which are a main con-
cern of this WBG semiconductor since they cause deteri-
oration and eventually failure of the devices after relative
long operational time [6–8].
SiC polytypes consist of identical double layers with dif-
ferent stacking sequences, thus generating orders of SiC
tetrahedrons with different orientation, as highlighted in
blue and red color in Fig.1. Truly, SFs are wrong se-
quences of the double layers or in other words, they can
be seen as inclusions of few layers of a SiC polytype in
the perfect layer stacking of another polytype (see inset
in Fig.1). Due to the small-scale energy difference be-
tween the stacking sequences of double layers and hence
between the different SiC polytypes, as discussed below,
perturbations of the ideal stacking sequence during SiC
crystal growth are very likely. This is another reason why
SFs are so critical in this material.
The literature on the thermodynamic stability and poly-
typism of SiC is abundant, encouraged by the physical
and technological interests evidenced above. Still, the
predictions on the free energy of SiC polytypes are mis-
leading and the energetic hierarchy reported by different
theoretical methods is often inconsistent with some ex-
perimental observations. In fact, a paradox concerning
SiC polytypes [10–13] has been often discussed, dealing
with the theoretical predictions of hexagonal (6H) SiC as
the most stable polytype and of the cubic (3C) one as
FIG. 1. Tetrahedral stacking sequences of 3C-, 2H-, 4H- and
6H-SiC. The red and blue triangles highlight the twinned or
normal tetrahedra and correspond to down or up spin config-
urations of the SiC layers, according to the axial next-nearest
neighbor Ising (ANNNI) model [9].The inset shows the stack-
ing sequence of 3C-SiC polytype including an intrinsic, ex-
trinsic and double extrinsic stacking fault (labeled ISF, ESF
and ESFd respectively).
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2not stable at any temperature [11, 14, 15]. Contrary, ex-
periments have shown that the cubic (3C) structure does
grow in preference to all others and only at very high tem-
peratures hexagonal phases, i.e. 4H and 6H polytypes,
have been observed to prevail [10, 14, 16–20]. Thereby,
SiC polytype stability at different temperatures remains
unclear. Different arguments has been proposed over the
years to explain polytypism and polytypic transforma-
tion in SiC [10, 13, 14, 21–24], including the motion of
partial dislocations [16, 25–27] and impurity effects [10]
on crystal growth. Nonetheless, inconsistencies between
theory and experiments still remain.
Recently it was shown that density functional the-
ory (DFT) calculations [28] including the van der Waals
(vdW) correction do predict the 3C phase to have the
lowest free energy at T=0K [29]. This intriguing result
points out the importance of considering long-range in-
teractions when comparing different SiC polytypes.
In this Letter we show that, by consistently adding
the entropic contribution to the free energy, within a
DFT approach that includes vdW corrections, the full T-
dependent hierarchy of polytypes is correctly predicted,
showing a cross-over between 3C and 6H (or 4H) phases
at typical experimental temperatures. As detailed be-
low, the present results allow for better understanding
of the physics behind SiC polytypism by simple thermo-
dynamics considerations, highlighting the correlation be-
tween hexagonality, vibrational properties and cohesive
energy. Moreover, calculations of the stability of SiC SFs
reveal a T-dependent behavior, intimately correlated to
the polytypic stability, and they provide insight into opti-
mal growth temperatures for lowering the density of such
defects.
In Table I the lattice constants of 3C-, 6H-, 4H- and
2H-SiC are reported, both calculated at the generalized
gradient approximation (GGA) level [30] and with the
semiempirical Grimme’s method, which employs GGA-
type density functional constructed with a long-range dis-
persion correction [31, 32] and accounting for vdW inter-
actions. It is evident that the agreement between theo-
retical and experimental lattice parameters improves con-
siderably for vdW-corrected DFT simulations. These im-
provements are even more appreciable by looking at the
heat of formation (∆Hf ) in Table I, which is severely un-
derestimated by GGA but in very good agreement with
experiments in the case of vdW-corrected simulations.
Note that, not only the magnitude of the heat of forma-
tion but also the order of the values calculated for the dif-
ferent polytypes changes whether or not the simulations
include the vdW correction. This is very clear looking
at the total energy of the different polytypes (∆ET ) in
Table I, calculated as a relative value with respect to the
total energy of 3C-SiC. While ∆ET values calculated by
GGA are all negative except for 2H-SiC, thus predicting
3C-SiC as the least stable polytype after the 2H-SiC, the
vdW-corrected simulations give all positive ∆ET . Hence,
TABLE I. Lattice constants (A˚), total energy ∆ET (rela-
tive to 3C-SiC), hexagonality and heat of formation ∆Hf
(meV/SiC) of 3C-, 6H-, 4H- and 2H-SiC.
Polytype hex a,c ∆ET ∆Hf
3C-SiC 0%
GGA 4.377 0 -402
GGA(vdW) 4.352 0 -785
exp[33–36] 4.3596 -650, -758, -771
6H-SiC 33%
GGA 3.093,15.178 -1.7 -404
GGA(vdW) 3.075,15.105 1.4 -784
exp[33–35, 37] 3.080,15.117 -676, -747, -771
4H-SiC 50%
GGA 3.092,10.123 -1.8 -404
GGA(vdW) 3.074,10.079 2.9 -783
exp[36–38] 3.073,10.053 -650, -689
2H-SiC 100%
GGA 3.090,5.072 5.8 -396
GGA(vdW) 3.072,5.056 15.1 -770
exp[39] 3.079,5.053
3C-SiC turns out to be the most stable polytype. This
is well in agreement both with experimental evidences
inferring 3C-SiC as the most stable SiC structure in the
nuclear stage [37] and with a recent theoretical work [29].
Nevertheless, the predicted energetic hierarchy at T=0K
is still not sufficient to understand the competition in sta-
bility of SiC polytypes at higher temperature, as probed
experimentally [16–20, 27]. Thus, the variation of the
entropic contributions with temperature for the different
polytypes becomes crucial. This has been included in
Fig.2, where the Helmholtz free energy for the SiC poly-
types is plotted as a difference between the values of the
2H, 4H and 6H polytypes and that of 3C-SiC.
The typical expression of the Helmholtz free energy
F (T ) = U − TS, with U the internal energy and TS
the product of temperature and entropy, can be also re-
formulated as F (T ) = U0 + Uvib − TS, where the inter-
nal energy U is split into the vibrational internal energy
(Uvib) and static internal energy (U0), with the latter cor-
responding to the total DFT energy of the SiC polytypes
at their GGA-vdW equilibrium geometry. Also the other
terms of the Helmholtz free energy can be conveniently
calculated by DFT [40]. In fact, one can additionally for-
mulate F (T ) as a sum of the electronic and vibrational
contributions, thus F (T ) = Fel(T ) + Fvib(T ). The for-
mer term Fel(T ) can be reasonably approximated by its
zero-temperature limit (U0) [14], by neglecting the elec-
tronic entropy; the vibrational contribution, which then
correspond to Fvib(T ) = Uvib−TS, can be calculated by
the quasi-harmonic approximation as [15, 41]:
Fvib(T ) =
∫ ∞
0
g(ω)
[
~ω
2KBT
+ ln
(
1− e −~ωKBT
)]
dω ;
where ω is the phonon frequency and g(ω) is the phonon
density of states. In our simulations, ω and g(ω) are cal-
3FIG. 2. Difference between the Helmholtz free energy of 3C-
SiC with respect to the value of 6H, 4H and 2H polytypes.
culated in the framework of the density functional per-
turbation theory (DFPT) [40, 42].
The values at T=0K of the three curves plotted in Fig.2
reveal that the zero-point internal energy (ZPE), which
is the main contribution to Fvib in the low temperature
range, only slightly affects the static internal energy (cf.
∆ET in Table I) and does not change the energetic hier-
archy of the SiC polytypes. But for temperatures above
500K the vibrational contribution (Fvib) becomes consid-
erable and the Helmohltz free energies of the hexagonal
polytypes get closer to the cubic one. Particularly, at
temperature of about 1750K the difference between the
free energies (F3C−F6H) crosses the 0 energy line, mean-
ing that 6H polytype becomes thermodynamically more
stable than 3C. The energy crossing between 4H- and 3C-
SiC is predicted a bit higher in temperature, at about
2400K. Contrary, 2H- never becomes more stable than
3C-SiC in the temperature range considered, albeit their
free energies get closer at higher temperatures. The com-
parison between hexagonal polytypes reveals that 2H-SiC
is the least thermodynamically stable structure: the dif-
ference of its free energy and that of 4H or 6H polytype
marginally decreases with the temperature. Contrary,
the free energies of 6H and 4H polytypes get very close at
temperatures around 2500K. Our T-dependent diagram
of the polytypic stability plotted in Fig.2 is in excellent
agreement with several experimental evidences such as
the preferential growth at temperatures below ∼1850K
of the 3C polytype over all others [10, 14, 21], the higher
stability of 4H and 6H polytypes at higher temperatures
[16–20, 27], and the rare appearance of 2H-SiC [26, 43].
The correlation between hexagonality and the observed
trends in the Helmholtz free energy is elucidated by the
calculated entropy, S = −(δFvib/δT ), reported in Fig.3.
An opposite hierarchy of the entropy with respect to the
cohesive energy at all temperatures is found. This is fur-
ther supported by the general decreasing trend of phonon
frequencies with hexagonality, which is evident in the
phonon density of states (PDOS) plotted for the different
polytypes in the region of the longitudinal optical (LO)
FIG. 3. Difference between the entropy of xH and 3C poli-
types. The inset shows the PDOS in the region near the LO
band.
branch [28] in the inset of Fig.3. The shift of the phonon
frequencies is associated to a different strength of the
interactions between hexagonally and cubically stacked
layers, thus a correspondence between the lower hexago-
nality and the higher cohesion of the structure is evident.
The difference in the free energy at T=0 between 3C- and
2H-SiC is so large compared to their entropy difference
that 2H remains less stable even at high temperature.
On the contrary the much smaller difference between the
static energy of 3C and 6H (or 4H) is overcompensated
by the larger entropy contribution of the latter. This
provides an intuitive picture to understand SiC polytyp-
ism: cubic SiC polytype have higher cohesive energy,
higher stiffness and lower entropy; contrary, hexagonal
(2H) polytype has the lowest cohesive energy, lower stiff-
ness but a higher entropy; in between, the trends of the
other two hexagonal polytypes investigated follow their
percentage of hexagonality, with their higher entropy, as
compared to 3C-SiC, leading to changes of the energetic
hierarchy with the temperature.
The correct prediction of the free energy of polytypes is
a compelling need for the investigation of other essential
aspects of SiC and it will be exploited below for study-
ing the SFs stability. The energetic cost of any error
in the stacking sequence can be estimated by two differ-
ent approaches: modeling a perturbed layer stacking by
supercell structures, such as those illustrated in the in-
set of Fig.1, and then calculating the total energy of the
faulted supercell; alternatively one can calculate the SF
energy according to the axial next-nearest neighbor Ising
(ANNNI) model [9]. In fact, the energy of the different
polytypes, both pristine or faulted, can be expressed in
terms of the interactions between SiC double layers. Ac-
cordingly, for the xH- (or xC-) SiC polytypes the total
free energy is:
E = E0 − 1
x
n∑
i=1
∞∑
j=1
Jjσiσi+j ; (1)
where E0 is a common reference energy and Jj are the
4TABLE II. Formation energy (mJ m−2) of SFs in 3C, 6H, and
4H-SiC. Values calculated by the ANNNI model (and GGA
calculations with/out vdW correction) or obtained by the su-
percell approach (with vdW) are reported. Experimental val-
ues from [44, 45] and other theoretical values from [24, 46, 47]
are also listed.
3C-SiC 6H-SiC 4H-SiC
ISF ESF ESFd ISF ISF
GGA 4.35 -16.7 -19.5 2.84 18.23
GGA vdW 40.70 19.6 16.85 2.77 18.35
Superc. 40.21 19.62 17.04
Exp. 34 2.9±0.6 14.7±2.5
Calc.[24] -6.27 3.14 18.3
Calc.[46] 10.3 -7.83 -11.6
Calc.[47] -3.4 -28
interaction energies between ith-neighbour double lay-
ers. The double layers are represented by a pseudospin
σi, which can be spin-up or spin-down (with value +1
or -1, respectively) according to the tetrahedron orien-
tation that the layers form: σi = +1 corresponds to a
normal orientation (blue color in fig.1) while σi = −1 to
a twinned one (red in fig.1) [21, 25]. For instance, 4H-SiC
is represented by two spin-up and two spin-down, 6H- by
three up and three down. In Eq.1, spin coupling higher
than third-order are usually neglected. The static free en-
ergies of Table I can be then used to obtain the Jj values
from Eq.1 and they allows one to calculate the free ener-
gies of faulted structures. Finally, stacking fault energies
are estimated as the energy difference between the faulted
and the pristine structure [24, 27, 44] and they are listed
in Table II. We also checked the reliability of the SF en-
ergies calculated by the ANNNI model comparing them
with the corresponding value obtained by simulating the
defected supercells of 3C-SiC illustrated in the inset of
Fig.1. Interestingly, the calculated SF energy values are
all positive and in excellent agreement with experimen-
tal estimations [44, 45] if the vdW correction is included
in the DFT simulations. Contrary, SF energies obtained
by bare GGA-DFT are very different, particularly for
3C-SiC. In fact, the formation energy of intrinsic stack-
ing faults (ISFs) in 3C-SiC calculated by GGA is much
lower than the corresponding value obtained including
the vdW correction. For extrinsic stacking faults, both
single (ESF) and double (ESFd), the SF energies turn
even into negative values. This is not surprising if one
goes through the literature of SFs in 3C-SiC, in which
very small or even negative theoretical values of the ESF
energy in 3C-SiC are well-accepted (see Table II). In-
stead, these SF energies are doubtful if compared with
experiments [45]. Typically, SF energy is experimentally
estimated by comparing the measured width of the stack-
ing fault between the two terminating partial dislocations
[44, 45] and its expectation by means of the dislocation
theory for anisotropic elastic media [44, 45, 48]. Accord-
FIG. 4. Formation energy of ISF in 6H- and 4H-SiC, and of
ISF, ESF and ESFd in 3C-SiC.
ingly, SFs with negative formation energies should not
have finite width, thus in evident contradiction with ex-
periments.
Finally, by exploiting the ANNNI model and the T-
dependent free energies presented above, we plot in Fig.4
the SF formation energies for the 3C-, 6H-, and 4H-SiC
as a function of the temperature. Different trends in
temperature between hexagonal and cubic polytypes are
found: while the formation energies of SF in 6H- and 4H-
SiC slightly increase with the temperature, for 3C-SiC
the SF energies decrease substantially with the tempera-
ture and particularly for the ESFs, they become negative
at temperature above 1750K.
In conclusion, we have shown that DFT calculations
including the vdW correction predict a T-dependent hi-
erarchy of SiC polytypes in perfect agreement with the
experimental results. 3C-SiC is predicted to have the
highest cohesive energy but the lowest entropy. At high
temperature, the higher entropic contribution to the free
energy of the hexagonal polytypes stabilizes their struc-
tures, with the 6H and 4H-SiC becoming thermodynami-
cally more stable than 3C-SiC. These results demonstrate
the key role of the thermodynamics in determining SiC
polytypism and contribute to finally reconcile theory and
experiments. They are also essential for understanding
SF stability in SiC, yielding positive formation-energy
values for both ESF and ISF in 3C-SiC that are at vari-
ance with previous theoretical results, but in accord with
experimental evidences. Moreover, the formation energy
of 3C-SiC SFs is predicted to decrease substantially with
temperature, becoming lower than that predicted for 6H-
SiC and eventually negative. Importantly, this indicates
that too high deposition temperatures should be avoided
in order to decrease SF density in 3C-SiC.
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