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We construct higher order expressions for Wald and Lagrange multiplier (LM) GMM
statistics that are based on 2step and continuous updating estimators (CUE). We show
that the sensitivity of the limit distribution to weak and many instruments results from
superﬂuous elements in the higher order expansion. When the instruments are strong and
their number is small, these elements are of higher order and result in higher order biases.
When instruments are weak and/or their number is large, they are, however, of zero-th
order and inﬂuence the limiting distributions. Edgeworth approximations do not remove
the superﬂuous elements. The expansion of the LM-CUE statistic, which is Kleibergen’s
(2003) K-statistic, does not contain the superﬂuous higher order elements so it is robust to
weak or many instruments. An Edgeworth approximation of its ﬁnite sample distribution
shows that the bootstrap reduces the size distortion. We compute power curves for tests on
the autocorrelation parameter in a panel autoregressive model to illustrate the consequences
of the higher order.terms and the improvement that results from applying the bootstrap.
JEL classiﬁcation: C11, C20, C30
1 Introduction
The ﬁnite sample distributions of Generalized Method of Moments (GMM) estimators and statis-
tics are aﬀected by the quality and number of instruments, see e.g. Hansen et. al. (1996) and
Stock et. al. (2002). It has therefore become customary to conduct non-identiﬁcation pre-tests
∗Department of Economics, Brown University, 64 Waterman Street, Providence, RI 02912, United States and
Department of Quantitative Economics, University of Amsterdam, Roetersstraat 11, 1018 WB Amsterdam, The
Netherlands, Email:Frank_Kleibergen@brown.edu. Homepage: http://www.fee.uva.nl/ke/kleibergen.htm. The
research in this paper is partly funded by the NWO grant “Empirical Comparison of Economic Models”.
1on the parameters. Pre-testing for parameter non-identiﬁcation, however, implies that all sub-
sequent inferential procedures are conditional on the outcome of the pre-test. Stock and Yogo
(2001), for example, show that 2-step GMM estimators are still considerably biased at moderate,
but signiﬁcant at the 95% level, values of the non-identiﬁcation statistics. Inferential procedures
have therefore been developped that are robust to many instruments, see e.g. Bekker (1994),
and/or weak instruments, see e.g. Stock and Wright (2000), Kleibergen (2001,2003) and Moreira
(2003).
We construct higher order expressions for LM and Wald GMM statistics that are based on
2step or continuous updating estimators (CUE), see Hansen et. al. (1996). These higher order
expressions indicate the behavior of the diﬀerent statistics in case of weak and/or many instru-
ments. In case of strong identiﬁcation, the 2-step Wald and LM statistics, see Hansen (1982)
and Newey and West (1987a), have higher order elements that distort their limit distributions
when the instruments become weak or irrelevant. Edgeworth approximations of the ﬁnite sam-
ple distributions of these statistics remain sensitive to these higher order elements. The bias
caused by the higher order elements implies a further distortion of the limit distribution when
the number of instruments gets large. The Wald and LM statistics that are based on the CUE
do not possess these higher order elements. The limit distribution of the Wald-CUE statistic
remains, however, because it uses the estimated parameter value in the covariance matrix esti-
mator, sensitive to weak instruments. The limit distribution of the LM-CUE statistic, which is
Kleibergen’s (2001,2003) K-statistic, is robust to weak and/or many instruments. The absence
of the higher order elements implies that the limit distribution of the K-statistic is also a better
approximation of its ﬁnite sample distribution in case of appropriate identiﬁed parameters. The
Edgeworth approximation shows that we can further improve upon this approximation by using
the bootstrap.
Tests of misspeciﬁcation hypothezes can also be based upon the robust K-statistic. The higher
order expression of the resulting misspeciﬁcation statistic also indicates its robustness to weak
instruments when compared to misspeciﬁcation statistics that are based on non-robust statistics.
The robustness of this misspeciﬁcation statistic again results from the improved approximation
of the ﬁnite sample distribution by the limiting distribution in case of valid instruments.
The outline of the paper is as follows. The second section discusses GMM and states its
assumptions. The third section constructs the higher order expressions of the 2-step Wald,
LM and CUE Wald, LM statistics under diﬀerent limit sequences of a GMM concentration
parameter and the number of instruments. It shows that an Edgeworth approximation of the
ﬁnite sample distribution of the 2-step Wald and LM statistic does not remove the sensitivity to
higher order elements. The fourth section discusses misspeciﬁcation statistics. The ﬁfth section
constructs an Edgeworth approximation of the ﬁnite sample distribution of the LM-CUE or K-
statistic. It shows that the bootstrap improves upon the limit distribution of the K-statistic as
an approximation of its ﬁnite sample distribution. The sixth section shows the consequences
of the higher order expressions and the bootstrap for a size and power comparison that tests
the autoregressive parameter in a panel autoregressive model of order 1. The seventh section
concludes.
Throughout the paper we use the notation: a = vec(A) for the column vectorization of the
n×m matrix A such that for A =( a1 ···am),v e c (A)=( a0
1 ···a0
m)0 and Im is the m×m identity
matrix. Furthermore, “→
p ” stands for convergence in probability and “→
d
” for convergence in
2distribution.
2 Generalized Method of Moments
We consider the estimation of the m × 1 dimensional parameter vector θ =( θ1 ...θm)0, whose
parameter region is the Rm, for which the l × 1 dimensional moment equation
E [ϕ(θ0,Y t)] = 0 (1)
holds, with E the expectation operator. The data vector Yt is observed for observation t.T h el×1
dimensional vector function ϕ of θ is ﬁnite for ﬁnite values of θ, continuous and twice continuous
diﬀerentiable. The speciﬁct r u ev a l u eo fθ, at which (1) holds, is equal to θ0. To estimate the
parameter θ in (1), we use Hansen’s (1982) GMM framework. We involve a k-dimensional vector












0)=( ϕ(θ,Yt) ⊗ Xt), (4)
and Vff(θ) is the covariance matrix of fT(θ,Y) with ¯ ft(θ)=ft(θ) − E(ft(θ)),







j=1 ¯ ft(θ) ¯ fj(θ)0
o
(5)
while ˆ Vff(θ) is a consistent estimator of Vff(θ0),
ˆ Vff(θ) →
p Vff(θ0). (6)
To construct higher order expressions of test statistics, we make an assumption about the
behavior of ft(θ) and its derivative with respect to θ, see Kleibergen (2003).
Assumption 1. The kf × 1 dimensional derivative of ft(θ0) with respect to θi,
pi,t(θ0)=
∂ft(θ)
∂θi |θ0 : kf × 1,i =1 ,...,m, (7)
is such that
¯ pi,t(θ0)=Ai¯ qi,t(θ0) (8)
with ¯ pi,t(θ0)=pi,t(θ0) − E(pi,t(θ0)),q i,t(θ0):ki × 1, ¯ qi,t(θ0)=qi,t(θ0) − E(qi,t(θ0)) and Ai a
deterministic full-rank kf × ki dimensional matrix, ki ≤ kf. The behavior of the sums of the































with Vff(θ):kf × kf,V θf(θ)=Vfθ(θ)0 : kθ × kf,V θθ(θ):kθ × kθ, and














Assumption 1 implies that ( ¯ ft(θ)0 ¯ qt(θ)0)0,t=1 ,...,T,is a stationary series so Assumption
1 is a central limit theorem for stationary series. It is therefore satisﬁed under weak conditions
for ¯ ft(θ0) and ¯ qt(θ0). Suﬃcient conditions that ensure such convergence are that: 1. the r-th
moment of the absolute value of ¯ ft(θ0) and ¯ qi,t(θ0),i=1 ,...,m, is ﬁnite for some r>2, 2.
V (θ) is well-deﬁned and 3. the average value of the outer-product of ( ¯ ft(θ0)0 ¯ qt(θ0)0)0 converges
in probability to V (θ), see e.g. White (1984).
Additional higher order terms can be added to the behavior of ( ¯ ft(θ)0 ¯ qt(θ)0)0 in (9). We did
not add such terms as they obstruct the construction of the higher behavior of the statistics
which we conduct lateron.
The Ai matrices in Assumption 1 allow for a degenerate limit behavior of ∂
∂θift(θ) in which
case Ai is equal to zero. For more details on the speciﬁcation of the Ai-matrices, we refer to
Kleibergen (2003).
We use Assumption 1 to determine the convergence rate of the limit behavior of
DT(θ0,Y)=
£




with Vθf,i(θ0):ki × kf,i=1 ,...,m, V θf(θ0)=( Vθf,1(θ0)0 ...V θf,m(θ0)0)
0 ,p i,T(θ0,Y):kf × 1,
i =1 ,...,m,p T(θ0,Y)=( p1,T(θ0,Y)...p m,T(θ0,Y)),p i,T(θ0,Y)=
PT
i=1 pi,t(θ0). We are intested
in the behavior of DT(θ0,Y) since the derivative of fT(θ,Y)0Vff(θ)−1fT(θ,Y) with respect to θ
equals 2DT(θ,Y)0Vff(θ)−1fT(θ,Y), see Kleibergen (2003).
Lemma 1. When Assumption 1 holds, the behavior of T−1















AmVθf,m(θ0) Vff(θ0)−1m0,f)],m 0 =( m0
0,f m0
0,θ),m 0,θ =( m0
0,θ1 ...m 0
0,θm)0.
4Proof. results directly from Assumption 1 when we note that pi,T(θ0,Y)=
PT
i=1 ¯ pi,t(θ0) and
¯ pi,t(θ0)=Ai¯ qi,t(θ0) in case Ai does not equal zero.
The derivative DT(θ0,Y) i sc o n s t r u c t e di ns u c ham a n n e rt h a tD0 has a number of convenient
properties which we state in the following two corollaries. One of these corollaries deals with the
appropriate choice of the convergence rate ν.
























where A =diag(A1,...,A m),ψ θ.f = ψθ − Vθf(θ0)Vff(θ0)−1ψf and
ψθ.f ∼ N(0,V θθ.f(θ0)), (19)
with Vθθ.f(θ0)=Vθθ(θ0) − Vθf(θ0)Vff(θ0)−1Vfθ(θ0), and ψθ.f is independent of ψf.
Proof. see Kleibergen (2003).
Corollary 1 shows that DT(θ0,Y) is an estimator of the Jacobian Jθ(θ0) whose limit behavior is
independent of the limit behavior of fT(θ0,Y).
Corollary 2. Given Jθ(θ0), the convergence rate ν in Lemma 1 is such that:









2. For a weak value of Jθ(θ0) such that Jθ(θ0)=Jθ,T,J θ,T = 1 √
TC, C : kf ×m and rank(C)=
m : ν =0 ,D 0 →
d








−1[C+(A1ψθ.f,1 ...A mψθ.f,m)]. (21)
3. For a zero value of Jθ(θ0): ν =0 ,D 0 →
d








−1(A1ψθ.f,1 ...A mψθ.f,m). (22)
5The ﬁrst case in Corollary 2 is the traditional setting of a ﬁxed full rank value of the expected
Jacobian. In this setting, GMM-estimators have normal limiting distributions, see e.g.Hansen
(1982) and Newey and McFadden (1994), which does not result in the other two cases. Case 2
deals with weak instruments, see e.g. Staiger and Stock (1997) and Stock and Wright (2000),
while the instruments are irrelevant in Case 3. Corollary 2 shows that the convergence rate ν is a
function of the strength of the instruments, i.e. ν =1in case of valid instruments while ν =0in
case of weak or irrelevant instruments. The convergence rate of DT(θ0,Y) in Lemma 1 therefore
depends on ν. Corollary 1 shows that the limit behavior of D0 is independent of the limit behavior
of m0.f so the higher order expressions of statistics that test H0 : θ = θ0 are polynomials of T−1
2ν.
Rothenberg (1984) constructs the higher order properties of estimators and test statistics in
the linear instrumental variables regression model as a function of the concentration parameter.
The statistic 1
T1+νDT(θ0,Y)0Vff(θ0)−1DT(θ0,Y) has a limit behavior that is independent of m0.f
and is comparable to the concentration parameter in the linear instrumental variables regression
model. We therefore use it to obtain higher order properties of test statistics.
We specify the test statistics as polynomials of the convergence behavior of DT(θ0,Y),i . e .
T−1
2ν, see e.g. Nagar (1959). The derivative matrix DT(θ0,Y) does, however, depend on the
covariance matrix V (θ0) which is typically unknown. We therefore replace it with an estimator,
ˆ V (θ0). We account for the unknown covariance matrix by specifying the test statistics as poly-
nomials of the convergence behaviors of DT(θ0,Y) and the covariance matrix estimator ˆ V (θ0) on
which we make the following assumption.
Assumption 2: The convergence of the covariance matrix estimator ˆ V (θ0) is such that
T
1
2µvec(ˆ V (θ0) − V (θ0)) = u0 + Op(T−1
2µ), (23)
with µ the convergence rate of the covariance matrix estimator and u0 (=vec(U 0)) converges to





(m+1)kfψu ∼ N(0,W(θ0)), with Sj : j2 × [1
2j(j +1 ) ]a selection matrix that selects the
unique elements of the vectorization of a symmetric j × j matrix and W(θ0) is the covariance
matrix.
Assumption 2 does not specify the covariance matrix estimator and therefore allows for para-
metric as well as non-parametric covariance matrix estimators, see e.g. Andrews (1991) and
Newey and West (1987b). These estimators lead to diﬀerent convergence rates µ. We indicate
usage of the covariance matrix estimator ˆ V (θ0) in the speciﬁcation of DT(θ0,Y) by denoting it
by ˆ DT(θ0,Y).
3 Higher Order Properties of Statistics that test H0 : θ =
θ0.
We analyze the higher order properties of four statistics that test H0 : θ = θ0:
61. GMM-Wald statistic evaluated at the 2-step GMM estimator, ˆ θ2s, see e.g. Hansen (1982):1
W2s(θ0)= ( ˆ θ2s − θ0)0
h
1
TpT(ˆ θ2s,Y)0ˆ Vff(ˆ θ2s)−1pT(ˆ θ2s,Y)
i








2. GMM-Wald statistic evaluated at the continuous updating estimator (CUE), ˆ θcue, of Hansen
et. al. (1996):
Wcue(θ0)= ( ˆ θcue − θ0)0
h
1
T ˆ DT(ˆ θcue,Y)0Vff(ˆ θcue)−1 ˆ DT(ˆ θcue,Y)
i
(ˆ θcue − θ0)
≈ 1
TfT(θ0,Y)0Vff(ˆ θcue)−1 ˆ DT(ˆ θcue,Y)
h
ˆ DT(ˆ θcue,Y)0ˆ Vff(ˆ θcue)−1 ˆ DT(ˆ θcue,Y)
i−1
ˆ DT(ˆ θcue,Y)0ˆ Vff(ˆ θcue)−1fT(θ0,Y).
(25)
The ﬁrst order condition for a minimal value of Q(θ) is: ˆ DT(θ,Y)0ˆ Vff(θ)−1fT(θ,Y)=0
so ˆ DT(ˆ θcue,Y)0ˆ Vff(ˆ θcue)−1fT(ˆ θcue,Y)=0 , see Kleibergen (2001). This explains the second
part of (25), which results from a Taylor approximation, that we use to obtain the higher
order properties of Wcue(θ0).








4. K-statistic, see Kleibergen (2001):
K(θ0)= 1
TfT(θ0,Y)0ˆ Vff(θ0)−1 ˆ DT(θ0,Y)
h




W2s(θ0) and LM(θ0) are a Wald and LM statistic that are based on the two-step estimator ˆ θ2s
while Wcue(θ0) and K(θ0) are a Wald and LM statistic that are based on the CUE ˆ θcue.
Under a ﬁxed full rank of Jθ(θ0), W2s(θ0), Wcue(θ0) and LM(θ0) have a χ2(m) zero-th order
limit distribution, see e.g. Newey and McFadden (1994). The zero-th order limit distribution of
K(θ0) is χ2(m) regardless of the value of Jθ(θ0), see Kleibergen (2003). W2s(θ0) and LM(θ0) are
We construct higher order expressions of W2s(θ0), Wcue(θ0), LM(θ0) and K(θ0) as polyno-
mials of the convergence rates of DT(θ0,Y)0Vff(θ0)−1DT(θ0,Y) and ˆ V (θ0).W e a l s o c o n s i d e r a
convergence process where the number of observations and the number of instruments jointly
converge to inﬁnity as in Bekker (1994).
1The second expression of W2s(θ0) results from a Taylor approximation of fT(θ0,Y). We use this expression
to obtain the higher order properties of W2s(θ0).
73.1 Fixed number of instruments
Theorem 1 states the higher order expressions that result from Assumptions 1 and 2, of W2s(θ0),
Wcue(θ0),L M ( θ0) and K(θ0) in case of a ﬁxed number of instruments. Theorem 1 speciﬁes the
higher order expressions as functions of the parameters ν and µ that characterize the convergence
rates of DT(θ0,Y),T −1
2(1+ν), and ˆ V (θ0),T −1
2µ.
Theorem 1. When the number of instruments k is ﬁx e d ,A s s u m p t i o n s1a n d2i m p l yh i g h e r











     
     
n0+ :zero-th order
T−ν
2nν + T−νn2ν + T−3
2νn3ν+ :DT(θ0,Y)
T−κ
2nκ + T−κn2κ+ :ˆ V (θ0)
T−ν+κ

















































      




0 s1κ,1 + s0
1κ,1G
−1





0 s0 + s0
0G
−1
0 (sν+κ,1 + sν+κ,2)
n2ν+κ = s0
1ν,1Q1s1κ,1 + s0






0 (sν+κ,1 + sν+κ,2)
nν+2κ =( sν+κ,1 + sν+κ,2)0G
−1
0 s1κ,1 + s0
1κ,1G
−1




0 s0 + s0
0G
−1
0 sν+κ,1 + s0
1κ,1Q1s1κ,1.
2. for W cue(θ0):κ =m i n ( ν,µ), all terms that result from DT(θ0,Y):nν,n 2ν,n 3ν and n2ν+κ





































0 s1κ,1 + s0
1κ,1G
−1
0 sν+κ,1 + s0
ν+2κ,1G
−1







3. for LM(θ0) the elements are identical to those for W 2s(θ0) in (29) but with κ = µ.
84. for K(θ0) the elements are identical to those for W cue(θ0) in (30) but with κ = µ




















0,f[ˆ Vff(θ0)−1 − Vff(θ0)−1]D0 (31)
mixed :

       








0,fVff(θ0)−1{[A1ˆ Vθf,1(θ0)···Amˆ Vθf,m(θ0)][Im ⊗ ˆ Vff(θ0)−1]









0,f[ˆ Vff(θ0)−1 − Vff(θ0)−1][ ˆ DT(θ0,Y) − DT(θ0,Y)],
with G0 = D0
0Vff(θ0)D0 and the expressions for the remaining G and Q matrices are given
in the Appendix.
Proof. see the Appendix.
The DT(θ0,Y), ˆ V (θ0) and mixed terms in Theorem 1 indicate where the higher order terms
originate from. Unlike the convergence rate µ of the covariance matrix estimator, the convergence
rate ν of DT(θ,Y) is unknown. The higher order expressions in Theorem 1 therefore depend on
the unknown convergence rate of the concentration parameter. The parameter κ in Theorem 1
indicates that the convergence rate of the covariance matrix estimator depends on the involved
value of θ. The Wald statistics, W2s(θ0) and Wcue(θ0), use the covariance matrix estimator at
the estimated value of θ, ˆ θ. The convergence rate of the covariance matrix estimator for the Wald
statistics is therefore equal to the minimum of the convergence rate of ˆ θ, T
1
2ν, and ˆ V (θ0),T
1
2µ,
which we indicate by T
1
2κ with κ =m i n ( µ,ν). T h eL a g r a n g em u l t i p l i e rs t a t i s t i c sL M ( θ0) and
K(θ0) use the covariance matrix estimator evaluated at θ0. The convergence rate of the covariance
matrix estimator in these statistics is therefore equal to T
1
2µ. Hence, κ = µ for these statistics.
We analyze the higher order expressions from Theorem 2 for both ν =0and ν =1 . We ﬁrst
discuss ν =1which, as shown in Corollary 2, corresponds with the traditional case of a ﬁxed
full rank value of Jθ(θ0). Afterwards we discuss ν =0which leads to a limit distribution of some
of the statistics that depends on nuisance parameters.
3.1.1 Identiﬁed parameters or ν =1
When ν =1 , the zero-th order term and therefore the limit distribution is the same for all









The higher order elements in Theorem 1 eﬀect the accuracy of the approximation of the ﬁnite
sample distribution by the limit of the zero-th order element. Higher order Edgeworth approx-
imations have therefore been proposed to obtain a more accurate approximation of the ﬁnite
9sample distribution, see e.g. Bhattacharya and Ghosh (1978), Sargan (1980), Götze and Hipp
(1983), Rothenberg (1984) and Phillips and Park (1988). Under a set of regularity conditions,
Rothenberg (1984) states that a statistic S whose higher order properties are characterized by




with y0 a vector of sample moments that converges to a random variable diﬀerent from the
random variable where s0 converges to, has a second order Edgeworth approximation to its ﬁnite
sample distribution that reads
Pr[S ≤ s] ≈ F
h

















where F is the distribution function of the limiting distribution of s0,c (s)= ∂
∂s log[ ∂
∂sF(s)],
s1(s)=Ey0(s1(s0,y 0)|s0 = s),s 2(s)=Ey0(s2(s0,y 0)|s0 = s) and v1(s)= vary0(s1(s0,y 0)|s0 = s).
The second order Edgeworth approximation (34) removes the approximation errors of the ﬁnite
sample distribution up to the second order. Hence, the diﬀerence between the ﬁnite sample
distribution and the second order Edgeworth approximation is Op(T−3
2) while the diﬀerence
between the ﬁnite sample distribution and the approximation by the limit of its zero-th order
element is Op(T−1
2).
When we assume that µ =1and that the regularity conditions for the second order Edge-
worth approximation are satisﬁed, which imply that ν =1 , we can construct the second order
Edgeworth approximation for the statistics in Theorem 1. For W2s(θ0) and LM(θ0), we then need
to obtain the conditional expectation of nv,n 2ν,n κ,n 2κ and nν+κ given n0. We just show that the
second order Edgeworth approximation does not perform adequately for W2s(θ0) and LM(θ0).
We only need to construct the conditional expectation of nv and n2ν for this purpose. We show
that these lead to a unsatisfactory performance of the second order Edgeworth approximation.
In order to construct the conditional expectations of nν and n2ν, we adapt Assumption 2.
Assumption 2*. The limiting distribution ψu from Assumption 2 is independent of ψf.
In order to determine the properties of the second order Edgeworth approximation, we
ﬁrst obtain the limit expressions of the conditional expectations of nν and n2ν given ρ =
(D0
0Vff(θ0)−1D0)−1D0
0Vff(θ0)−1ψf so limT→∞ n0 = ρ0D0
0Vff(θ0)−1D0ρ. Because of the law of it-
erated expectations,
E[limT→∞ niν|ρ0D0
0Vff(θ0)−1D0ρ = n0]= E[E[limT→∞ niν|ρ]|ρ0D0
0Vff(θ0)−1D0ρ = n0]. (35)
Hence, E[limT→∞ nν|ρ] and E[limT→∞ n2ν|ρ] are involved in the second order Edgeworth approx-
imation.
Lemma 2. When µ = ν =1and Assumptions 1 and 2, 2* hold, the conditional expectations of
the limit expressions of nv and n2ν given ρ =( D0
0Vff(θ0)−1D0)−1D0






















2We note that when ν =1 ,D 0 →
p Jθ(θ0).
10with D0,⊥ : kf × (kf − m),D 0
0,⊥D0 ≡ 0,D 0






0,⊥AiVθf,i(θ0)D0,⊥]jn are the jn-th elements of the respective matrix; and
E[limT→∞ n2ν|ρ]= a1 + a2 + a3 + a4+ Pm
i=1
Pm















































































































Proof. see the Appendix.
Lemma 2 states the conditional expectation of nv and n2ν given ρ. Because limn→∞ n0 =
ρ0D0
0Vff(θ0)−1D0ρ, we can specify ρ as ρ = n
1
2
0h with h : m × 1 and h0D0
0Vff(θ0)−1D0h =1 .
To obtain the conditional expectation for the second order Edgeworth approximation, the law
of iterated expectations (35) then implies that we construct the expectation of the conditional
expectations of nν and n2ν from Lemma 2 with respect to h.
Corollary 3. Lemma 2 implies that the limiting expressions of the conditional expectations of
nν and n2ν given n0 read
E[limT→∞ nν|n0]= Eh[E[limT→∞ nν|ρ]=0 (38)
11and
E[limT→∞ n2ν|n0]=Eh[E[limT→∞ n2ν|ρ]] =



















Proof. Because n0 has a χ2(m) limiting distribution and ρ is normally distributed with mean
zero, the ﬁrst and third order moments of h are zero. The expectations of a1 and aij from Lemma
2 with respect to h are therefore equal to zero.
The elements of the conditional expectation of n2ν given n0 (39) are proportional to (D0
0Vff(θ0)−1
D0)−1 which can be estimated by ( 1
T1+νDT(θ0,Y)0Vff(θ0)−1DT(θ0,Y))−1. The second order Edge-













w h i c hi sp a r to f“ − 1
Ts2(s)” in (34) and that assumes that ν =1 . The assumption that ν =1is
a high level assumption which we can not verify. If ν =0 , (40) is of order zero instead of 1
T. The
second order Edgeworth approximation does then not remove all second order approximation er-
rors. The second order Edgeworth approximation thus only removes second order approximation
errors when ν =1 . We need to assume this a priori so it does not have to hold for the analyzed
data.
Alongside the sensitivity of the second order Edgeworth approximation to the value of ν
also the number of instruments kf (= kl) is of importance for the accuracy of the second order
Edgeworth approximation. The cij elements in (39) consist of (kf − m)2 components and are
thus proportional to k2
f. When k2
f is large and proportional to T, the second order term of the
Edgeworth approximation (40) becomes a zero-th order term instead of 1
T. The second order
Edgeworth approximation does then not remove the second order approximation errors.
The sensitivity to the value of ν and the number of instruments kf shows that a second order
Edgeworth approximation does not remove the second order approximation error of the ﬁnite
sample distribution of W2s(θ0) and LM(θ0) in all instances. This indicates that the Edgeworth
approximation will not perform satisfactorily for W2s(θ0) and LM(θ0) since the improvement of
the distributions depends on unknown nuisance parameters. The nν and n2ν elements are not
present in the higher order expressions of Wcue(θ0) and K(θ0). When ν =1 , the quality of the
approximation of the ﬁnite sample distribution of these statistics by their zero-th order element
is therefore less sensitive to the number of instruments. This corresponds with Brown and Newey
( 1 9 9 8 )a n dN e w e ya n dS m i t h( 2 0 0 4 )w h e r ei ti ss h o w nt h a tt h eb i a so ft h eC U Ei ss m a l l e rt h a n
that of the 2-step GMM estimator and is much less aﬀected by the number of instruments. Also
Donald and Newey (2000) show that the bias of the CUE is smaller than that of the 2step
estimator since the CUE works like a jackknife. Wcue(θ0) and K(θ0) are both based upon the
CUE and show that the results of Brown and Newey (1998), Donald and Newey (2000) and
Newey and Smith (2004) extend to such statistics. These statistics thus contain a considerable
part of the corrections that the second order Edgeworth approximation of the distribution of
W2s(θ0) and LM(θ0) applies.
Corollary 3 is not only helpful for the analysis of the Edgeworth approximation but also shows
that n2ν is proportional to k2
f. When kf and T jointly converge to inﬁnity and k2
f is proportional
12to T, n2ν therefore becomes a zero-th order term. Hence, in order to preserve the limiting




T =0has to hold. We note that the Edgeworth approximation should
remove this distortion of the zero-th order behavior of W2s(θ0) and LM(θ0).
3.1.2 Weak/non-identiﬁcation or ν =0
The higher order elements of Wcue(θ0) and K(θ0) in Theorem 1 are identical when ν =1 . When
ν =0 ,t h eG M Me s t i m a t o r sˆ θ2s and ˆ θcue converge to random variables, see e.g. Phillips (1989)
and Stock and Wright (2000). The covariance matrix estimators involved in the Wald statistics,
W2s(θ0) and Wcue(θ0), are then evaluated at a random variable and are thus inconsistent. The
convergence rate κ (=m i n ( µ,ν)) in Theorem 1 then equals zero for these statistics and indicates
the inconsistency. The covariance matrix estimators involved in LM(θ0) and K(θ0) are evaluated
at θ0 and still converge to the true covariance matrix with convergence rate µ. The convergence
rate κ in Theorem 1 is therefore equal to µ for these statistics and we can obtain the limit
expression of the zero-th order term of the higher order expression when ν =0 . This expression
is given in Corollary 4.
Corollary 4. For weak and zero values of Jθ(θ0), for which ν =0 , and a ﬁxed number of
instruments, Theorem 1 implies higher order properties for W 2s(θ0) and W cue(θ0) under H 0 :




= n0 + nν + nκ + nν+κ + n2ν + n2κ + n2ν+κ + nν+2κ + n3ν,w i t hκ =0 , (41)
for LM(θ0):
LM(θ0)=n0 + nν + n2ν + n3ν + T−κ




2(nκ + nν+κ)+T−κ(n2κ + nν+2κ),w i t hκ = µ, (43)
where the diﬀerent n-elements are deﬁned in Theorem 1. Given D0, the limiting distribution of





fVff(θ0)−1{D0 +[ A1Vθf,1(θ0)···AmVθf,m(θ0)](Im ⊗ Vff(θ0)−1ψf)}[{D0+
[A1Vθf,1(θ0)···AmVθf,m(θ0)](Im ⊗ Vff(θ0)−1ψf)}0Vff(θ0)−1{D0 +[ A1Vθf,1(θ0)···AmVθf,m(θ0)]
(Im ⊗ Vff(θ0)−1ψf)}]−1{D0 +[ A1Vθf,1(θ0)···AmVθf,m(θ0)](Im ⊗ Vff(θ0)−1ψf)}Vff(θ0)−1ψf,
(44)
while the limiting distribution of K(θ0) is χ2(m).
We do not give the expressions of the limiting distributions of W2s(θ0) and Wcue(θ0) when ν =
0. These Wald statistics involve inconsistent covariance matrix estimators, since the covariance
matrix estimators are evaluated at the inconsistent estimator of θ, ˆ θ. Hence, we could only
give limit expressions that involve the inconsistent estimators. The limit distribution of LM(θ0)
13in (44) is no longer χ2(m) and depends on nuisance parameters. The distortion of the limit
distribution of LM(θ0), compared to its χ2(m) limit distribution when ν =1 , is caused by the
higher order terms of the limit distribution when ν =1 .The higher order terms of K(θ0) when
ν =1remain higher order terms when ν =0and do therefore not distort the limit distribution.
The K-statistic is thus a higher order correction of LM(θ0) which overcomes the change of the
limit distribution of LM(θ0) when ν =0 . Unlike higher order Edgeworth corrections as in (34),
the K-statistic does not involve conditional expectations of random variables.
3.2 Number of instruments that goes to inﬁnity
When the number of instruments is proportional to the number of observations, the higher order
expressions from Theorem 1 are invalid. We therefore construct higher order expressions when
both the number of observations and the number of instruments jointly converge to inﬁnity as in
e.g. Bekker (1994). In order to do so, we make an assumption about the convergence behavior
of the number of instruments k relative to that of the number of observations T.
Assumption 3. The joint convergence of the number of instruments k and the number of
observations T is such that
limk,T→∞
k
Tα = c, (45)
with c a ﬁxed ﬁnite constant.
When we construct the higher order expressions with a number of instruments that converges





0Vff(θ0)−1D0 is a ﬁnite valued random variable. It implies that ν ≥ α and enables us
to determine the convergence rates of the diﬀerent elements involved in the statistics by means
of a sequential convergence scheme in which we ﬁrst let T converge to inﬁnity and afterwards k.
Given a ﬁxed value of k, we have shown in Theorem 1 that all elements converge appropriately
when T goes to inﬁnity. Lemma 6 of Phillips and Moon (1999) therefore applies and we can let
T and k converge to inﬁnity sequentially, so ﬁrst T and then k.
Bekker (1994) constructs the limit distribution of the CUE in the linear instrumental variables
regression model under a limit sequence where the number of instruments is proportional to the
number of observations, so α =1 ,ν=1and Jθ(θ0)0Vff(θ0)−1Jθ(θ0) goes to a constant when k
and T converge to inﬁnity.
Theorem 2 states the higher order expressions of W2s(θ0), Wcue(θ0), LM(θ0) and K(θ0) when
the number of instruments gets large according to Assumption 3. The proof of Theorem 2 also
veriﬁes the validity of constructing the limits in a sequential manner.
Theorem 2. When the number of instruments k converges to inﬁnity according to Assumption
3 with ν ≥ α, Assumptions 1 and 2 imply higher order properties of W 2s(θ0), W cue(θ0), LM(θ0)
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nν+2(κ−α) =( sν+κ−2α,1 + sν+κ−2α,2)0G
−1











n2ν+κ−2α =( sν+κ−2α,1 + sν+κ−2α,2)0Q1s0 + s0
0Q1(sν+κ−2α,1 + sν+κ−2α,2)
n2(ν+κ−α) = s0






n2(ν+κ−2α) =( sν+κ−2α,1 + sν+κ−2α,2)0G
−1
0 (sν+κ−2α,1 + sν+κ−2α,2)
2. for Wcue(θ0): κ =m i n ( µ,ν),n ν−2α = n2(ν−2α) = nv = nν+κ = n2(ν−α) = n2ν+κ−2α =
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153. for LM(θ0) the elements are identical to those for W 2s(θ0) in (48) but with κ = µ.
4. for K(θ0) the elements are identical to those for W cue(θ0) in (49) but with κ = µ


















0,fVff(θ0)−1{[A1ˆ Vθf,1(θ0)···Amˆ Vθf,m(θ0)][Im ⊗ ˆ Vff(θ0)−1]











0,f[ˆ Vff(θ0)−1 − Vff(θ0)−1][ ˆ DT(θ0,Y) − DT(θ0,Y)],
(50)
with G0 = D0
0Vff(θ0)−1D0 and the remaining expressions of the G and Q matrices are given in
the Appendix.
Proof. see the Appendix.
When α =0 , the higher order expressions in Theorem 2 are identical to those in Theorem
1 that were constructed for a ﬁxed number of instruments. An important diﬀerence with the
elements of the higher order expressions in Theorem 1 results from the convergence of
sν−2α,1 = 1
km0
0,fVff(θ0)−1[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ Vff(θ0)−1m0,f]. (51)
When k and T converge to inﬁnity,
sν−2α,1 →
p ω(θ0), (52)




The convergence of sν−2α,1 towards a constant implies that ν needs to exceed 2α for the χ2(m)
limiting distribution to remain valid for W2s(θ0) and LM(θ0). Otherwise, W2s(θ0) and LM(θ0)
converge to lim k,T→∞n2(ν−2α) = ω(θ0)0G
−1
0 ω(θ0) because 2(ν−2α) < (ν−2α) when ν<2α. This
sensitivity to the number of instruments of W2s(θ0) and LM(θ0) is also indicated by Corollary
3 where the conditional expectation of higher order elements of W2s(θ0) and LM(θ0) depends
on the number of instruments. Theorem 2 further emphasizes this sensitivity to the number of
instruments of W2s(θ0) and LM(θ0). Even for values of ν that correspond with a well-identiﬁed
θ0,ν≥ 1, the limiting distributions of W2s(θ0) and LM(θ0) can be aﬀected by the number of
instruments.
Theorem 2 assumes that ν ≥ α. The number of instruments can therefore aﬀect the limiting
distribution of Wcue(θ0) and K(θ0) when α ≥ µ. Corollary 5 states these distortions for a stylized
setting with ν = α = µ =1and which corresponds with Bekker (1994).
16Corollary 5. When ν = α = µ =1 , the higher order expressions of W cue(θ0) and K(θ0) that




= n0 + nν+κ−2α + n2(ν+κ−2α) + T−1
2(nκ + nν+2(κ−α))+T−1n2κ + op(T−1) (54)
where the expressions of the n-elements are stated in Theorem 2.
Corollary 5 shows that additional zero-th order elements, i.e. nν+κ−2α + n2(ν+κ−2α), appear
when ν = α = µ =1 . Both nν+κ−2α and n2(ν+κ−2α) consists of, alongside s0,s ν+κ−2α,1. We
therefore state the limiting distribution of sν+κ−2α,1 in Lemma 3.
Lemma 3. When k and T converge to inﬁnity, and Assumption 1, 2, 2∗ and 3 hold, the


























¯ Wij(θ0) = limT→∞E[vec(Uθf,i − Vθf,i(θ0)Vff(θ0)−1Uff)vec(Uθf,j − Vθf,j(θ0)Vff(θ0)−1Uff)0],
(57)
which expression results from Assumption 2.
Proof. see the Appendix.
Lemma 3 indicates that the zero-th order term from Corollary 5 does not have a χ2(m)
limiting distribution when ν = µ = α =1 . We can account for the distortion of the χ2(m) limiting
distribution by including an estimate of Σ(θ0) in the covariance matrix estimators involved in
Wcue(θ0) and K(θ0). Bekker (1994) proposes such a covariance matrix estimator for Wcue(θ0) in
the linear instrumental variables regression model for a limit sequence with ν = µ = α =1 .
The elements σij(θ0) ( 5 6 ) ,t h a tw en e e dt oi n c o r p o r a t ei nW cue(θ0) and K(θ0) to preserve
their χ2(m) limit distributions in a limit sequence with ν = µ = α =1 , are of order T2α+µ
(= k2Tµ).I nc a s ek is ﬁxed, so α =0 ,ν=0and µ =1 , this order equals T and is identical to
the convergence rate of DT(θ0,Y)0Vff(θ0)−1DT(θ0,Y). The robustness of the limiting distribution
of Wcue(θ0) and K(θ0) to limit sequences where ν = µ = α =1comes therefore at the price
of non-robustness of the limiting distribution of Wcue(θ0) and K(θ0) to limit sequences where
ν = α =0 , see also Bekker and Kleibergen (2003). The limiting distribution of Wcue(θ0) is
non-robust to such limit sequences but the limiting distribution of K(θ0) is robust to these limit
sequences. Hence, robustifying K(θ0) to allow for ν = µ = α =1means losing the robustness to
ν = α =0 . Without adapting the covariance matrix estimator, the limiting distribution of K(θ0)
remains χ2(m) when µ>α .
174 Higher Order Properties of Statistics that test He :
E(ft(θ)) = 0.
Alongside tests of hypothezes speciﬁed on the parameter θ,l i k eH 0 : θ = θ0, it is customary to
test whether Assumption 1 holds so the model is not misspeciﬁed at θ0:H e : E(ft(θ0)) = 0 or
to conduct a joint test of H0 and He. For the latter kind of joint hypothezes, we can use the
objective function evaluated at θ0, which is Stock and Wright’s (2000) S-statistic:
S(θ0)= 1
TfT(θ0,Y)0ˆ Vff(θ0)−1fT(θ0,Y). (58)
Under H0 and He, S(θ0) has a χ2(kf) limit distribution regardless of the value of Jθ(θ0).
To obtain the elements of S(θ0) that test He, we can use a J-statistic, see e.g. Hansen (1982),
that results from substracting one of the statistics W2s(θ0), Wcue(θ0), LM(θ0) or K(θ0) from
S(θ0):
J2s(θ0)= S(θ0) − W2s(θ0)
Jcue(θ0)= S(θ0) − Wcue(θ0)
JLM(θ0)= S(θ0) − LM(θ0)
JK(θ0)= S(θ0) − K(θ0).
(59)
Under H0 and He, all J-statistics in (59) have χ2(kf − m) limiting distributions when Jθ(θ0)
has a ﬁxed full rank value. Only JK(θ0) has a χ2(kf − m) limiting distribution for any value of
Jθ(θ0), see Kleibergen (2003,2002b). The J-statistics that are commonly used, i.e. J2s(ˆ θ2s) and
Jcue(ˆ θcue),o n l yh a v eaχ2(kf −m) limiting distribution under He when Jθ(θ0) has a ﬁxed full rank
value. Theorem 3 states the higher order expressions of the S and J-statistics for a ﬁxed number
of instruments. Because the S and J-statistics have limiting distributions that depend on the
number of instruments, we do not construct their higher order expressions in a limit sequence
where the number of instruments and the number of observations jointly converge to inﬁnity.
Theorem 3. Assumptions 1, 2 and Theorem 1 imply higher order expressions for the S-statistic
(58) and J-statistics (59) that read:





with wµ = T
µ
2m0




Vff(θ0)−1m0.f and n0,⊥ = m0
0.fD0,⊥(D0
0,⊥Vff(θ0)D0,⊥)−1D0
0,⊥m0.f,w h e r eD0,⊥ : kf × (kf − m),
D0
0,⊥D0 ≡ 0,D 0






















where the speciﬁcation of the diﬀerent n-elements for a speciﬁc statistic is given in Theorem 1.
Proof. see the Appendix.
18Theorem 3 shows that the J-statistics (59) possess similar higher order properties as the





all J-statistics converge to a χ2(kf −m) distributed random variable when ν =1but only JK(θ0)
converges to such a random variable when ν =0 . Identical to the statistics in Theorem 1, the
distortion of the limit distribution when ν =0results from elements that are of higher order
when ν =1 . These elements are not present amongst the higher order elements of JK(θ0) and can
therefore not alter the limit distribution of JK(θ0) when ν b e c o m e se q u a lt oz e r o .W ec o n c l u d e
from Theorems 1 and 3 that the statistics whose higher order properties do not depend on ν, i.e.
S(θ0), K(θ0) and JK(θ0), are also optimal from a higher order perspective since they posses less
and “smaller”, in a bias or variance sense, higher order elements.
The higher order properties of the commonly used J-statistics, J2s(ˆ θ2s) and Jcue(ˆ θcue), are
similar to those of J2s(θ0) and Jcue(θ0) in Theorem 3. A χ2(kf − m) limiting distribution is
therefore only valid for these statistics when ν =1and thus for full rank values of Jθ(θ0). Because
J2s(ˆ θ2s) results from W2s(θ0) that can be severly biased when the number of instruments and/or
the correlation is large, we also for other reasons have to be careful when using J2s(ˆ θ2s).
Theorems 1 and 3 show that the limiting distributions of K(θ0) and JK(θ0) are robust to the
value of ν. Since K(θ0) is a score or Lagrange multiplier statistic, it suﬀers from a spurious power
decline around values of θ where the objective function is maximal or has an inﬂexion point.
The J-statistic JK(θ0) has discriminatory power at these values of θ and is since its limiting
distribution is independently distributed from K(θ0) ideally suited to be combined with K(θ0), see
Kleibergen (2003,2002b). These statistics can be combined in a unconditional or in a conditional
manner. A unconditional manner implies that we use ﬁxed signiﬁcance levels for K(θ0) and
JK(θ0), αK and αJK, that add up to the signiﬁcance level α b yw h i c hw ew a n tt ot e s t ,α = αK +
αJK−αKαJK ≈ αK+αJK. A conditional manner implies that we use an additional independently
distributed statistic to combine K(θ0) and JK(θ0). The conditional likelihood ratio statistic of
Moreira (2003) in the linear instrumental variables regression model with m =1operates in
such manner. Its conditional limiting distribution is the sum of the limiting distributions of
K(θ0) and a weighted value of JK(θ0). It uses DT(θ0,Y)0Vff(θ)−1DT(θ0,Y) as the independently
distributed conditioning statistic. When DT(θ0,Y)0Vff(θ)−1DT(θ0,Y) is large, the conditional
limiting distribution is identical to that of K(θ0) while it resembles K(θ0)+JK(θ0)( = S(θ0)) when
DT(θ0,Y)0Vff(θ)−1DT(θ0,Y) is small. Because we can only approximate Moreira’s conditional
likelihood ratio statistic in GMM, see Kleibergen (2003,2002b), we refrain from constructing its
higher order properties.
5 Bootstrapping robust statistics
Theorems 1 and 3 show that the zero-th order elements of several GMM-statistics depend on
the value of ν. For these statistics we can not use the bootstrap to approximate the ﬁnite
sample distribution. The zero-th order elements of K(θ0), JK(θ0) and S(θ0) do not depend on ν.
We construct the Edgeworth approximations of the ﬁnite sample distribution of these statistics
t od e t e r m i n ei fw ec a ni m p r o v et h ea p p r o x i m a t i o no ft h eﬁnite sample distribution by using
19the bootstrap, see e.g. Horowitz (2001). For reasons of brevity, we only discuss the case of
independent moments which we reﬂect in Assumption 4. The case of dependent moment would
make the bootstrap algorithms more involved and imply that we should use parametric or block-
bootstrap procedures, see e.g. Horowitz (2001).
Assumption 4. The moments (ft(θ0)0 qt(θ0)0) and (fj(θ0)0 qj(θ0)0) are independent for t 6= j.
5.1 Edgeworth Approximations of ﬁnite sample distributions of ro-
bust statistics and their bootstraps
Assumption 1 implies that E(ft(θ0)) = 0. Since Assumption 1 has to hold for the empirical
distribution that we use to obtain the bootstrap distributions of the statistics, we recenter the
realizations of ft(θ0) such that ˆ E( ¯ ft(θ0)) = 0, with ¯ ft(θ0)=ft(θ0) − 1
T
PT
t=1 ft(θ0) and where
ˆ E indicates that the expectation is taken with respect to the empirical distribution, see e.g.




t=1 I{( ¯ ft(θ0)0 qt(θ0)0)0 ≤ x} with I(.) the indicator function. Because of Assumption 4, the
Glivenko-Cantelli Theorem implies that the empirical distribution of ((ft(θ0)0 qt(θ0)0)0 converges
to the true distribution of ((ft(θ0)0 qt(θ0)0)0 when T goes to inﬁnity.
Corollary 6. For random drawings with replacement ( ˜ ft(θ0)0 ˜ qt(θ0))0 from the empirical dis-
tribution ˆ F(x)= 1
T
PT
t=1 I{( ¯ ft(θ0)0 qt(θ0)0)0 ≤ x},it holds that:







]=ˆ V (θ0) so ˆ E[ ˜ ft(θ0) ˜ ft(θ0)0]=ˆ Vff(θ0), with ˆ V (θ0) t h ec o v a r i a n c em a t r i x
estimator that results from {(ft(θ0)0qt(θ0)0)0,t=1 ,...,T}.






˜ qt(θ0) − ˆ E(qt(θ0))
¶
=˜ m0 + Op( 1 √
T), (62)
where ˆ E(qt(θ0)) = 1
T
PT
t=1 qt(θ0) is such that the i- t hc o l u m no f ˆ DT(θ0,Y) equals Ai[ ˆ E(qt(θ0))−












∼ N(0, ˆ V (θ0)). (63)
Proof. Results directly from the independence of the (ft(θ0)0qt(θ0)0)0)’s and their ﬁnite
variance.
Corollary 6 allows us to construct higher order expressions for the bootstrapped K, JK and
S-statistics. The higher order expressions can be used to obtain the Edgeworth approximations
of the ﬁnite sample distributions of the (bootstrapped) K, JK and S-statistics. Theorem 4 states
the Edgeworth approximation of the standard and bootstrapped K-statistic. This Edgeworth
approximation can be used as well to obtain the Edgeworth approximation of the ﬁnite sample
distributions of the JK and S statistics.
20Theorem 4. The 2κ-th order Edgeworth approximation of the distribution of K(θ0) and boot-
strapped K(θ0), ˜ K(θ0), read
Pr[K(θ0) ≤ s]=Fs0(s) − T−1
2κfs0(s)[nκ(s) − T−1
2κn2κ(s) − Op(T−κ)],
Pr[˜ K(θ0) ≤ s]=Fs0(s) − T−1
2κfs0(s)[˜ nκ(s) − T−1
2κ˜ n2κ(s) − Op(T−κ)],
(64)
where fs0(s),F s0(s) are the density, distribution function of the χ2(m) distribution and nκ(s),
n2κ(s), ˜ nκ(s) and ˜ n2κ(s) are deﬁned in Appendix F..
Proof. see Appendix F.
The Edgeworth approximations in Theorem 4 show that the diﬀerence between the limiting
distribution and the ﬁnite sample distribution is of order O(T−1
2κ). When Assumption 2* holds,
which implies independence between the limiting distributions of ˆ V (θ0) and (ft(θ0)0 qt(θ0)0)0),
nκ(s) and ˜ nκ(s) are equal to zero and the limiting distribution is accurate up to order O(T−κ) as
an approximation of the ﬁnite sample distribution. To show the improved accuracy that results
from the bootstrap, we substract Pr[˜ K(θ0) ≤ s] from Pr[K(θ0) ≤ s], see e.g. Horowitz (2001):
Pr[K(θ0) ≤ s] − Pr[˜ K(θ0) ≤ s]=T−1
2κfs0(s)[nκ(s) − ˜ nκ(s) − T−1
2κ(n2κ(s) − ˜ n2κ(s)) − Op(T−κ)].
(65)
The Edgeworth approximations of K(θ0) and ˜ K(θ0) are with respect to the unconditional and
empirical distribution of (ft(θ0)0 qt(θ0)0). Since the empirical distribution converges to the uncon-
ditional distribution, all higher order elements of the Edgeworth approximation of the distribution
of ˜ K(θ0) converge to their respective higher order element in the Edgeworth approximation of
the distribution of K(θ0). Hence, ˜ n2κ(s)=n2κ(s)+Op(T−1
2κ) and ˜ nκ(s)=nκ(s)+Op(T−1
2κ).
Corollary 7. Given Theorem 4, the approximations of the ﬁnite sample distribution of K(θ0)
by the distribution of its bootstrap ˜ K(θ0) read:
1. When Assumpion 2 ∗ holds such that nκ(s)=˜ nκ(s)=0:
Pr[K(θ0) ≤ s]=P r [˜ K(θ0) ≤ s]+Op(T
−3
2κ), (66)
2. When nκ(s) 6=0 , ˜ nκ(s) 6=0:
Pr[K(θ0) ≤ s]=P r [˜ K(θ0) ≤ s]+Op(T
−κ). (67)
Corollary 7 shows that the bootstrap leads to an improved approximation of the ﬁnite sample
distribution of K(θ0) both when nκ(s)=˜ nκ(s)=0and when nκ(s) 6=0 , ˜ nκ(s) 6=0 . The
improvement of the approximation of the ﬁnite sample distribution is valid in all cases of Jθ(θ0).
In an identical manner as outlined above for K(θ0), it is possible to obtain 2κ-th order
Edgeworth approximations to the ﬁnite sample distributions of JK(θ0) and S(θ0). Hence, also for
these statistics the bootstrap leads to an improvement of the approximation of the ﬁnite sample
distribution.
5.2 Bootstrap Algorithms
The bootstrap algorithm to obtain the distribution of K(θ0) can be speciﬁed by:
211. Obtain bootstrap sample {[ ˜ ft(θ0)0 ˜ qt(θ0)0]0,t=1 ,...,T∗} by drawing from {( ¯ ft(θ0)0 qt(θ0)0)0,
t =1 ,...,T} with replacement.




T∗ ˜ fT(θ0,Y)0˜ Vff(θ0)−1 ˜ DT(θ0,Y)[ ˜ DT(θ0,Y)0˜ Vff(θ0)−1
˜ DT(θ0,Y)]−1 ˜ DT(θ0,Y)0˜ Vff(θ0)−1 ˜ fT(θ0,Y).
We illustrate the performance of the bootstrap algorithm in Section 6 for a dynamic panel
data model. When [ft(θ)0 qt(θ)0]0,t=1 ,...,T,are dependent, we can use a parametric bootstrap
that results from a statistical model that incorporates the dependence or use block-bootstrap
algorithms, see e.g. Hall and Horowitz (1996). By drawing blocks of the appropriate length, we
incorporate the dependence of [ft(¯ θ0)0 qt(θcue)0]0,t=1 ,...,T,into the bootstrap. The bootstrap
algoritms for JK(θ0) and S(θ0) are identical to the bootstrap algorithm for K(θ0) and only diﬀer
with respect to the computed statistic.
6 Power comparison for Panel AR(1) Model
Panel AR(1) model. We compare power curves of statistics that test a hypothesis on the
autoregressive parameter of a panel autoregressive model of order 1 (AR(1)). For K(θ0),w eu s e
both critical values that result from the limiting distribution of its zero-th order element and
from the bootstrap from Section 5. An elaborate literature on panel autoregressive (AR) models
exists, see e.g. Anderson and Hsiao (1981), Arellano and Bond (1991) and Arellano and Honoré
(2001). In panel data models the cross-section dimension N exceeds the time series dimension
T. In line with the literature on panel data models, we therefore indicate the sample size by N.
In the previous sections, the sample size was indicated by T.
For individual n at time t, the panel AR(1) model reads
yt,n = cn + θyt−1,n + εt,n t =1 ,...,T, n=1 ,...,N. (68)
The disturbances εt,n are assumed to be independent with mean zero. We take ﬁrst diﬀerences
to remove individual speciﬁcc o n s t a n t s :
∆yt,n = θ∆yt−1,n + ∆εt,n t =2 ,...,T, n=1 ,...,N, (69)
with ∆yt,n = yt,n −yt−1,n. Estimation of the parameter θ in (69) by means of least squares leads
to a biased estimator in samples with a ﬁnite value of T, see e.g. Nickel (1981). We therefore
estimate it using GMM. The moment equation (1) for the panel AR(1) reads
E(ϕ(θ,yt,n)) = E(∆εt,n)=E(∆yt,n − θ∆yt−1,n)=0 t =2 ,...,T, n=1 ,...,N. (70)
A common choice of the instruments is to use all two period and more lagged level values of yt,n,
i.e. Xt,n =( yt−2,n ···y1,n)0, see e.g. Arellano and Bond (1991). This leads to the speciﬁcation of
the moment equation fn(θ),
fn(θ)=Xnϕn(θ):1
2(T − 1)(T − 2) × 1 n =1 ,...,N, (71)
22with ϕn(θ)=( ∆y3,n − θ∆y2,n ...∆yT,n − θ∆yT−1,n)0 and
Xn =
















     

: 1
2(T − 1)(T − 2) × (T − 2). (72)
Besides the independence of εt,n and ﬁnite fourth order moments, we make no assumptions about




n=1 ¯ fn(θ) ¯ fn(θ)0 : 1
2(T − 1)(T − 2) × 1
2(T − 1)(T − 2). (73)










¤ ¯ fn(θ)0 : 1
2(T − 1)(T − 2) × 1
2(T − 1)(T − 2). (74)
The derivative ∂
∂θϕn(θ)=−(∆y2,n ...∆yT−1,n)0 is a white noise series when θ =1 . The
parameter θ is therefore not identiﬁed when it is equal to one. Weak identiﬁed values of θ occur
when it is close to one relative to the sample size, i.e. when 1−θ
N is small. It implies that the
statistics in Theorem 1 whose zero-th order elements depend on ν become size distorted when
θ0 is close to one relative to the sample size. We analyze this by computing power curves for the
diﬀerent statistics for various values of θ0 and N.
Power comparison. We use the moment equations and covariance matrix estimators for the
panel AR(1) model to conduct a size and power comparison of the diﬀerent statistics discussed
previously. We therefore compute power curves for W2s(θ0), Wcue(θ0), LM(θ0) and K(θ0) that
test H0 : θ = θ0 with the covariance matrix estimators (73)-(74) and a 95% asymptotic critical
value that results from the limiting distribution of the zero-th order term. We also compute
the power curve of K(θ0) when we use the 95% critical value that results from the bootstrap
algorithm from Section 5.
We compute power curves of the diﬀerent statistics using a data generating process that has
independent disturbances εt,n which are generated from a student t distribution with 10 degrees of
freedom and mean zero and variance one. The individual speciﬁcc o n s t a n tt e r m scn are speciﬁed
as cn =( 1− θ)µn where the µn’s are independent realizations from a N(0,2) distribution. The
initial observations y0,n are simulated such that y0,n = µn +ε0,n where the ε0,n’s are independent
realizations of standard normal random variables. The bootstrap critical values are computed
using 99 bootstrap realizations from the empirical distribution for each simulated dataset. The
number of simulated datasets equals 1000. Panel 1 shows the power curves when N =5 0 , Panel
2w h e nN =1 0 0and Panel 3 when N =2 5 0 . The number of time periods is equal to six in all
three panels, T =6 . All three panels contain the power curves for hypothezes that test for four
23diﬀerent values of θ :0 .5, 0.7, 0.9 and 0.95.
Panel 1: Power curves of W2s(θ0) (solid with stars), Wcue(θ0) (solid with plusses), LM(θ0)
(dashed), K(θ0) (solid) that test H0 : θ = θ0 with 95% signiﬁcance using asymptotic critical
value and bootstrap critical values (dashed-dotted) for K(θ0),T=6 ,N=5 0 .
































































Figure 1.1: θ0 =0 .5 Figure 1.2: θ0 =0 .7
































































Figure 1.3: θ0 =0 .9 Figure 1.4: θ0 =0 .95
Panel 1 shows the power curves for data sets with T =6and N =5 0 . All statistics in
Panel 1 are size distorted. The size distortion is clearly the smallest for K(θ0) both when we use
asymptotic or bootstrap critical values. Panel 1 also shows that the size distortion for K(θ0) is
more or less independent of θ0 both when we use asymptotic or bootstrap critical values. As
expected from the higher order expressions, the size distortion of W2s(θ0), Wcue(θ0) and LM(θ0)
rises when θ0 increases. The size distortion of W2s(θ0) exceeds that of Wcue(θ0) which is in
accordance with the higher order expressions from Theorem 1. The size distortion of LM(θ0) is
smaller than that of W2s(θ0) and Wcue(θ0). This indicates that a considerable part of the size
distortion results from the covariance matrix estimator ˆ V (θ) (73). LM(θ0) evaluates ˆ V (θ) at θ0
while W2s(θ0) and Wcue(θ0) evaluate it at ˆ θ2s and ˆ θcue resp.. Hence, a large part of the size
distortion results from evaluating ˆ V (θ) at an estimate of θ instead of the true value, see also
Bond and Windmeijer (2003).
24Since θ is not identiﬁed in the moment equations when θ equals one, the power and size of
the diﬀerent statistics should coincide when θ equals one. This property holds for K(θ0) both
when we use asymptotic or bootstrap critical values. The power of K(θ0) when θ equals one is
similar for all the diﬀerent values of θ0 that are considered in Panel 1. The power of W2s(θ0),
Wcue(θ0) and LM(θ0) at θ =1clearly depends on the value of θ0.
Panel 2: Power curves of W2s(θ0) (solid with stars), Wcue(θ0) (solid with plusses), LM(θ0)
(dashed), K(θ0) (solid) that test H0 : θ = θ0 with 95% signiﬁcance using asymptotic critical
value and bootstrap critical values (dashed-dotted) for K(θ0),T=6 ,N=1 0 0 .
































































Figure 2.1: θ0 =0 .5 Figure 2.2: θ0 =0 .7
































































Figure 2.3: θ0 =0 .9 Figure 2.4: θ0 =0 .95
Panel 2 shows that the size distortions of the diﬀerent statistics are reduced when N =1 0 0
compared to N =5 0and that the power has increased. The size distortion of K(θ0) when we
use a bootstrap critical value is clearly smaller than the size distortion that results from using
the asymptotic critical value. The size distortion is the smallest for K(θ0) also when we use the
asymptotic critical value. The size distortion of W2s(θ0), Wcue(θ0) and LM(θ0) is an increasing
function of θ0 as expected from Theorem 1.
The power of K(θ0) when θ equals one in Panel 2 is similar to its size both when we use
25asymptotic or bootstrap critical values. This is clearly not the case for any of the other statistics
and the power when θ equals one clearly depends on θ0.
Panel 3 shows that the size distortion of K(θ0) with bootstrap critical values has become
neglibible when N =2 5 0 . There is still some size distortion when we use K(θ0) with the asymp-
totic critical value. For W2s(θ0), Wcue(θ0) and LM(θ0), it holds that their size distortion is small
when θ0 equals 0.5 and 0.7 but is still considerable for larger values of θ0,i . e .0.9 and 0.95, as
expected from Theorem 1. Also the power of these statistics when θ equals one is not equal to
the size.
Panel 3: Power curves of W2s(θ0) (solid with stars), Wcue(θ0) (solid with plusses), LM(θ0)
(dashed), K(θ0) (solid) that test H0 : θ = θ0 with 95% signiﬁcance using asymptotic critical
value and bootstrap critical values (dashed-dotted) for K(θ0),T=6 ,N=2 5 0 .
































































Figure 3.1: θ0 =0 .5 Figure 3.2: θ0 =0 .7
































































Figure 3.3: θ0 =0 .9 Figure 3.4: θ0 =0 .95
Panels 1-3 conﬁrm the theoretical ﬁndings from Sections 2-5. Panels 1-3 show that the
ﬁnite sample distributions of W2s(θ0),W cue(θ0) and LM(θ0) converge at a slower rate than the
distribution of K(θ0). This holds especially at larger values of θ0. Because the moment equations
do not identify θ when it is equal to one, the concentration parameter has a diﬀerent convergence
26rate for larger values of θ0. Theorem 1 shows that this leads to a slower convergence of the ﬁnite
sample distribution because of the additional lower order terms in the higher order expressions
of W2s(θ0),W cue(θ0) and LM(θ0) compared to K(θ0). This explains the slower convergence of
the ﬁnite sample distributions of W2s(θ0),W cue(θ0) and LM(θ0) towards the limiting distribution
compared to K(θ0). Panels 1-3 also shows that the bootstrap improves the approximation of the
ﬁnite sample distribution of K(θ0) compared to its limiting distribution as stated in Corollary 7.
277C o n c l u s i o n s
Appendix
A. Proof of Theorem 1.
We construct the higher order properties of the statistics (1, 2, 3 and 4) in a sequence of
steps. First, we obtain the higher order properties of the score vectors involved in the diﬀerent
statistics, step a. Secondly, we obtain the higher order properties of the inverse of the covariance
matrix, step b. We combine the diﬀerent elements of the score vectors and the covariance matrix
to obtain the higher order properties of the statistics, step c.
1a. Higher order properties of fT(θ0,Y)0Vff(ˆ θ2s)−1pT(ˆ θ2s,Y) used in W2s(θ0). To obtain
the higher order elements for the 2-step Wald-statistic, we use that
(ˆ θ − θ0) ≈ [pT(ˆ θ2s,Y)0ˆ Vff(ˆ θ2s)−1pT(ˆ θ2s,Y)]−1pT(ˆ θ2s,Y)0ˆ Vff(ˆ θ2s)−1fT(θ0,Y).
We specify pT(ˆ θ2s,Y) as
pT(ˆ θ2s,Y)=DT(θ0,Y)+pT(ˆ θ2s,Y) − ˆ DT(ˆ θ2s,Y)+ ˆ DT(ˆ θ2s,Y) − DT(θ0,Y),
with
pT(ˆ θ2s,Y) − ˆ DT(ˆ θ2s,Y)
=
h
A1ˆ Vθf,1(ˆ θ2s)ˆ Vff(ˆ θ2s)−1fT(ˆ θ2s,Y)···Amˆ Vθf,m(ˆ θ2s)ˆ Vff(ˆ θ2s)−1fT(ˆ θ2s,Y)
i
=[ A1ˆ Vθf,1(ˆ θ2s)···Amˆ Vθf,m(ˆ θ2s)][Im ⊗ ˆ Vff(ˆ θ2s)−1fT(ˆ θ2s,Y)]
and ˆ V (ˆ θ2s)=V (θ0)+[ˆ V (ˆ θ2s)− ˆ V (θ0)]+[ˆ V (θ0)−V (θ0)] = V (θ0)+[ˆ V (ˆ θ2s)−V (ˆ θ2s)]+[V (ˆ θ2s)−
V (θ0)]. The convergence rate of ˆ Vff(ˆ θ) − Vff(θ0) and ˆ DT(ˆ θ2s,Y) − DT(θ0,Y) is therefore equal
to T−1
2κ, with κ =m i n ( µ,ν).
Using Assumption 1, 1 √
TfT(θ0,Y)0ˆ Vff(ˆ θ2s)−1[T−1
2(1+ν)pT(ˆ θ2s,Y)] then reads
1 √
TfT(θ0,Y)0ˆ Vff(ˆ θ2s)−1[T−1


























0,fVff(θ0)−1{[A1ˆ Vθf,1(θ0)···Amˆ Vθf,m(θ0)][Im ⊗ ˆ Vff(θ0)−1]








0,f[ˆ Vff(θ0)−1 − Vff(θ0)−1][ ˆ DT(θ0,Y) − DT(θ0,Y)],
28We also used that
m0
0,fVff(θ0)−1[ ˆ DT(ˆ θ,Y) − DT(θ0,Y)] =
m0
0,fVff(θ0)−1[pT(ˆ θ,Y) − pT(θ0,Y)] + m0
0,fVff(θ0)−1{[A1Vθf,1(ˆ θ)···AmVθf,m(ˆ θ)][Im ⊗ Vff(ˆ θ)−1]−
[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ Vff(θ0)−1]}[Im ⊗ Vff(θ0)−1m0,f].
The convergence of ˆ pT(ˆ θ,Y) − pT(θ0,Y) is of order T
1
2ν and therefore T−1
2(1+ν)[ˆ pT(ˆ θ,Y) −
pT(θ0,Y)] is of a lower order, T−(1+v), than the other elements. We have therefore left it out. The
convergence rate of m0
0,fVff(θ0)−1[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ Vff(θ0)−1m0,f] results from
E[limT→∞
1
T(fT(θ0,Y)0 ⊗ fT(θ0,Y)0)] = vec[E(limT→∞
1
TfT(θ0,Y)fT(θ0,Y)0]=vec[Vff(θ0)],








= {Im ⊗ vec[Vff(θ0)]0}vec[Vff(θ0)−1[A1Vθf,1(θ0)Vff(θ0)−1 ···AmVθf,m(θ0)Vff(θ0)−1]]
= vec[Vff(θ0)−1[A1Vθf,1(θ0)···AmVθf,m(θ0)]],
which shows the appropriate convergence rate.
2a. Higher order properties of fT(θ0,Y)0ˆ Vff(ˆ θcue)−1 ˆ DT(ˆ θcue,Y) used in Wcue(θ0).
1 √
TfT(θ0,Y)0ˆ Vff(ˆ θcue)−1[T−1






with κ =m i n ( ν,µ).
3a. Higher order properties of fT(θ0,Y)0Vff(θ0)−1pT(θ0,Y) used in LM(θ0).
1 √
TfT(θ0,Y)0ˆ Vff(θ0)−1[T−1







with κ = µ since we evaluate all elements in θ0 only.
4a. Higher order properties of fT(θ0,Y)0Vff(θ0)−1DT(θ0,Y) used in K(θ0).
1 √
TfT(θ0,Y)0ˆ Vff(θ0)−1[T−1





with κ = µ since we evaluate all elements in θ0 only.
1b. Higher order properties of pT(ˆ θ,Y)0ˆ Vff(ˆ θ)−1pT(ˆ θ,Y) used in W2s(θ0).
[T−1
2(1+ν)pT(ˆ θ2s,Y)]0ˆ Vff(ˆ θ2s)−1[T−1







2(ν+2κ)Gν+2κ,1 + T−(ν+κ)(G2(ν+κ),1 + G2(ν+κ),2)+T−2ν+3κ
2 G2ν+3κ,1 + Op(T−1
2(2ν+1)),









0[ˆ Vff(θ0)−1 − Vff(θ0)−1]D0





0[ˆ Vff(θ0)−1 − Vff(θ0)−1][A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ Vff(θ0)−1m0,f]+
T
κ
2[Im ⊗ Vff(θ0)−1m0,f]0[A1Vθf,1(θ0)···AmVθf,m(θ0)]0[ˆ Vff(θ0)−1 − Vff(θ0)−1]D0
Gν+κ,2 = T
1




0Vff(θ0)−1[ ˆ DT(θ0,Y) − DT(θ0,Y)]
G2ν+κ,1 = T
1








Vff(θ0)−1[ ˆ DT(θ0,Y) − DT(θ0,Y)]
Gν+2κ,3 = T
1




0[ˆ Vff(θ0)−1 − Vff(θ0)−1][ ˆ DT(θ0,Y) − DT(θ0,Y)]
G2ν+2κ,1 = T
1




[ˆ Vff(θ0)−1 − Vff(θ0)−1][ ˆ DT(θ0,Y) − DT(θ0,Y)]
G2ν+2κ,2 = T(κ−1)[ ˆ DT(θ0,Y) − DT(θ0,Y)]0Vff(θ0)−1[ ˆ DT(θ0,Y) − DT(θ0,Y)]
G2ν+3κ,1 = T
1




























2b. Higher order properties of pT(ˆ θ,Y)0Vff(ˆ θ)−1pT(ˆ θ,Y) used in Wcue(θ0).
[T−1
2(1+ν)pT(ˆ θ,Y)]0ˆ Vff(ˆ θ)−1[T−1




2(ν+2κ)Gν+2κ,1 + T−(ν+κ)G2(ν+κ),2 + T−1
2(2ν+3κ)G2ν+3κ,1 + Op(T−1
2(2ν+1)),




















30where H = T−1
2νGν+κ,2 + T−κGν+2κ,1 + T−1
2(ν+2κ)G2(ν+κ),2 + T−1
2(ν+3κ)G2ν+3κ,1.
3b. Higher order properties of pT(θ0,Y)0ˆ Vff(θ0)−1pT(θ0,Y) used in LM(θ0).
[T−1
2(1+ν)pT(θ0,Y)]0ˆ Vff(θ0)−1[T−1
2(1+ν)pT(θ0,Y)] = G0 + T−ν
2G1ν,1+
T−κ




2(ν+2κ)Gν+2κ,1 + T−(ν+κ)(G2(ν+κ),1 + G2(ν+κ),2)+T−1
2(2ν+3κ)G2ν+3κ,1 + Op(T−1
2(2ν+1)),



























4b. Higher order properties of ˆ DT(θ0,Y)0ˆ Vff(θ0)−1 ˆ DT(θ0,Y) used in K(θ0).
[T−1
2(1+ν) ˆ DT(θ0,Y)]0ˆ Vff(θ0)−1[T−1







with κ = µ. Hence,
T(1+ν)
h
















where H = T−1
2(ν−κ)Gν+κ,2 + T−1
2νGν+2κ,1 + T−νG2(ν+κ),2 + T−(ν+1
2κ)G2ν+3κ,1.
1c. The higher order components of W2s(θ0) that result from m0 in Assumption 1 can be
speciﬁed as:
W2s(θ0)= n0 + T−ν
2nν + T−κ
2nκ + T−ν+κ




























0 s1κ,1 + s0
1κ,1G
−1





0 s0 + s0
0G
−1













1κ,1Q1s1ν,1 +( sν+κ,1 + sν+κ,2)0G
−1
0 s1ν,1 + s0
1ν,1G
−1
0 (sν+κ,1 + sν+κ,2)
nν+2κ =( sν+κ,1 + sν+κ,2)0G
−1
0 s1κ,1 + s0
1κ,1G
−1







0 sν+κ,1 + s0
1κ,1Q1s1κ,1
31and κ =m i n ( ν,µ).
2c. The higher order components of Wcue(θ0) that result from m0 in Assumption 1 can be
speciﬁed as:
Wcue(θ0)= n0 + T−κ
2nκ + T−ν+κ
2 nν+κ + T−κn2κ + T−ν+2κ
































0 s1κ,1 + s0
1κ,1G
−1












and κ =m i n ( µ,ν).
3c. The higher order components of LM(θ0) that result from m0 in Assumption 1 can be speciﬁed
as:
LM(θ0)= n0 + T−ν
2nν + T−κ
2nκ + T−ν+κ




























0 s1κ,1 + s0
1κ,1G
−1


































0 s0 + s0
0G
−1








4c. The higher order components of K(θ0) that result from m0 in Assumption 1 can be speciﬁed
as:
K(θ0)= n0 + T−κ
2nκ + T−ν+κ
2 nν+κ + T−κn2κ + T−ν+2κ
2 nν+2κ + T−3
2κn3κ + op(T−3κ
2 )








0 s0 + s0
0G
−1


















0 s0 + s0
0G
−1
0 sν+2κ,1 + s0
ν+κ,1G
−1









32B. Lemma 2. We construct the conditional expectation of the limit expressions of nν and n2ν
given ρ when the number of observations converges to inﬁnity. We begin with nv which consists
of two parts: s0
1ν,1G
−1











with ρ =( D0
0Vff(θ0)−1D0)−1D0
0Vff(θ0)−1ψf and λ =( D0
0,⊥Vff(θ0)D0,⊥)−1D0
0,⊥ψf and D0,⊥ : kf×
(kf−m),D 0
0,⊥D0 ≡ 0,D 0
0,⊥D0,⊥ ≡ Ikf−m so ρ and λ are independent and ρ ∼ N(0,(D0
0Vff(θ0)−1D0)−1),
λ ∼ N(0,(D0
0,⊥Vff(θ0)D0,⊥)−1). This implies that limT→∞s0
1ν,1G
−1











0Vff(θ0)−1][A1Vθf,1(θ0)···AmVθf,m(θ0)][ρ ⊗ {Vff(θ0)−1D0ρ + D0,⊥λ}]




since [Im ⊗ d]c =[ d0c1 ...d 0cm]0 =[ c ⊗ d] with c and dm× 1 and kf × 1 vectors. Because
E{[ρ ⊗ {Vff(θ0)−1D0ρ + D0,⊥λ}][λ
0D0,⊥ + ρ0D0
0Vff(θ0)−1]|ρ}
= E{ρ ⊗ Vff(θ0)−1D0ρλ
0D0,⊥|ρ} + E{ρ ⊗ Vff(θ0)−1D0ρρ0D0
0Vff(θ0)−1|ρ}+
E{ρ ⊗ D0,⊥λλ
0D0,⊥|ρ} + E{ρ ⊗ D0,⊥λρ0D0
0Vff(θ0)−1|ρ}
= E{ρ ⊗ Vff(θ0)−1D0ρρ0D0
0Vff(θ0)−1|ρ} + E{ρ ⊗ D0,⊥λλ
0D0
0,⊥|ρ}
=[ ρ ⊗ Vff(θ0)−1D0ρρ0D0
0Vff(θ0)−1]+[ ρ ⊗ D0,⊥(D0
0,⊥Vff(θ0)D0,⊥)−1D0
0,⊥]
where we used that E(λ)=0 ,E (ρ|ρ)=ρ and E(λλ
0)=( D0





































0,⊥AiVθf,i(θ0)D0,⊥]jn are the jn-th element of the respective
matrix.
s0
0Q1s0: We assume that ν = µ =1 ,
limT→∞ Q1 =l i m T→∞ G
−1













0Vff(θ0)−1[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ {Vff(θ0)−1D0ρ + D0,⊥λ}]+
[Im ⊗ {Vff(θ0)−1D0ρ + D0,⊥λ}]0[A1Vθf,1(θ0)···AmVθf,m(θ0)]0Vff(θ0)−1D0 + D0
0ΨuD0}ρ
= ρ0D0
0Vff(θ0)−1[A1Vθf,1(θ0){Vff(θ0)−1D0ρ + D0,⊥λ}···AmVθf,m(θ0){Vff(θ0)−1D0ρ + D0,⊥λ}]ρ+
ρ0[A1Vθf,1(θ0){Vff(θ0)−1D0ρ + D0,⊥λ}···AmVθf,m(θ0){Vff(θ0)−1D0ρ + D0,⊥λ}]0Vff(θ0)−1D0ρ+
ρ0D0
0ΨuD0ρ.
33The conditional expectation of ρ0D0
0ΨuD0ρ0 given ρ equals zero because, by Assumption 2, Ψu
is independent of ψf. The conditional expectation of the remaining part of s0
0Q1s0,
E[ρ0{D0





































0 s1ν,1. We construct the limit expressions of the conditional
expectations of both of these expressions given ρ.
s0
1ν,1Q1s0. We assume that ν = µ =1 ,
limT→∞ Q1 =l i m T→∞ G
−1





0Vff(θ0)−1[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ {Vff(θ0)−1D0ρ + D0,⊥λ}]












[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ Vff(θ0)−1ψf]+[ Im ⊗ Vff(θ0)−1ψf]0
[A1Vθf,1(θ0)···AmVθf,m(θ0)]0Vff(θ0)−1D0 + D0
0ΨuD0}ρ.
Because of the independence of Ψu and ρ, the conditional expectation of the part of s0
1ν,1Q1s0
that contains Ψu equals zero and can be left aside. We construct the conditional expectation of
34the remaining two parts of s0




























































= a1 + a2 + a3 + a4,
because all other elements contain ﬁrst and third order moments of λ which are equal to zero.













































with bi the i-th element of the (kf −m)×1 vector b and (D0,⊥Vff(θ0)D0,⊥)
−1











































































































































































































































































































































w h e r ew eu s e dt h a tζ =( D0
0,⊥Vff(θ0)D0,⊥)−1
2λ ∼ N(0,I k−m). Only second and fourth order



















The conditional expectation of n2ν given ρ therefore reads:




j=1[aij + bij + cij + dij + eij].
37C .P r o o fo fT h e o r e m2 .
In order to apply Lemma 6 from Phillips and Moon (1999), we verify the conditions for Lemma






where F(1,k) indicates a Fisher distributed random variable with 1 and k degrees of freedom.
The convergence of 1
km0
0.fVff(θ)−1m0.f is identical for all values of k and is therefore uniform



















0Vff(θ0)−1D0. S i n c ew ea s s u m et h a tT−(1+ν)DT(θ0,Y)0Vff(θ0
D0






converges also uniformly when
k converges to inﬁnity and we can apply sequential limits.
1a. W2s(θ0). Because m0,f is stochastically bounded and converges to ψf when T goes to
inﬁnity, the results of Lemma 6 of Phillips and Moon (1999) apply and we can let T and k
converge to inﬁnity sequentially, so ﬁrst T and then k. We construct the order of the diﬀer-
ent elements of W2s(θ0) when T and k jointly converge to inﬁnity for which we assume that




When k goes to inﬁnity proportional to Tα and ν ≥ α,
1 √
TfT(θ0,Y)0Vff(ˆ θ2s)−1[T−1
2(1+ν)pT(ˆ θ2s,Y)] = s0 + T−ν−2α






















0,fVff(θ0)−1{[A1ˆ Vθf,1(θ0)···Amˆ Vθf,m(θ0)][Im ⊗ ˆ Vff(θ0)−1]










0,f[ˆ Vff(θ0)−1 − Vff(θ0)−1][ ˆ DT(θ0,Y) − DT(θ0,Y)],
which we obtained by ﬁxing the convergence rate of fT(θ0,Y)0Vff(θ0)−1DT(θ0,Y) to T−1
2(2+ν),
















2(1+ν)pT(θ0,Y)] = s0 + T−ν−2α























2 (G2ν+κ−2α,1 + G2ν+κ−2α,2)+
T−ν+2κ
2 Gν+2κ,1 + T−(ν+κ−α)(G2(ν+κ−α),1 + G2(ν+κ−α),2)+T−1
2(2ν+3κ−α)G2ν+3κ−2α,1








































[A1Vθf,1(θ0)···AmVθf,m(θ0)]0Vff(θ0)−1[DT(ˆ θ,Y) − DT(θ0,Y)]
Gν+2κ,1 = T
1












[A1Vθf,1(θ0)···AmVθf,m(θ0)]0[Vff(ˆ θ)−1 − Vff(θ0)−1][DT(ˆ θ,Y) − DT(θ0,Y)]
G2(ν+κ−α),2 = 1
























where H = T−κ−ν









2(1+ν) ˆ DT(ˆ θ,Y)]0Vff(ˆ θ)−1[T−1




2 Gν+2κ,1 + T−(ν+κ−α)G2(ν+κ−α),1 + T−1
2(2ν+3κ−α)G2ν+3κ−2α,1,
with κ =m i n ( µ,ν). Hence,
T
(1+ν)[ ˆ DT(ˆ θ,Y)
0Vff(ˆ θ)















where H = T−1
2νGν+κ,2 + T−ν+κ











2 (G2ν+κ−2α,1 + G2ν+κ−2α,2)+
T−ν+2κ
2 Gν+2κ,1 + T−(ν+κ−α)(G2(ν+κ−α),1 + G2(ν+κ−α),2)+T−1
2(2ν+3κ−α)G2ν+3κ−2α,1



















with H = T−κ−ν









2(1+ν) ˆ DT(θ0,Y)]0ˆ Vff(θ0)−1[T−1




2 Gν+2κ,1 + T−(ν+κ−α)G2(ν+κ−α),2 + T−1
2(2ν+3κ−α)G2ν+3κ−2α,1,
with κ = µ. Hence,
T(1+ν)
h















40with H = T−1
2νGν+κ,2 + T−ν+κ




W2s(θ0)= n0 + T−ν−2α





2(ν+κ)nν+κ + T−(ν−α)n2(ν−α) + T−1
2(ν+2(κ−α))nν+2(κ−α)+
T−1
2(2ν+κ−2α)n2ν+κ−2α + T−(ν+κ−α)n2(ν+κ−α) + T−1
2κ+2(ν−2α)nκ+2(ν−2α) + T−(ν+κ−2α)n2(ν+κ−2α),

























nν+κ−2α =( sν+κ−2α,1 + sν+κ−2α,2)0G
−1
0 s0 + s0
0G
−1


















nν+2(κ−α) =( sν+κ−2α,1 + sν+κ−2α,2)0G
−1
0 s1κ,1 + s0
1κ,1G
−1

















n2(ν+κ−2α) =( sν+κ−2α,1 + sν+κ−2α,2)0G
−1
0 (sν+κ−2α,1 + sν+κ−2α,2)
2c. Wcue(θ0):
Wcue(θ0)= n0 + T−κ





































0 s1κ,1 + s0
1κ,1G
−1















LM(θ0)= n0 + T−ν−2α





2(ν+κ)nν+κ + T−(ν−α)n2(ν−α) + T−1
2(ν+2(κ−α))nν+2(κ−α)+
T−1
2(2ν+κ−2α)n2ν+κ−2α + T−(ν+κ−α)n2(ν+κ−α) + T−1
2κ+2(ν−2α)nκ+2(ν−2α) + op(T−(ν+κ−α))

























nν+κ−2α =( sν+κ−2α,1 + sν+κ−2α,2)0G
−1
0 s0 + s0
0G
−1


















nν+2(κ−α) =( sν+κ−2α,1 + sν+κ−2α,2)0G
−1
0 s1κ,1 + s0
1κ,1G
−1


















K(θ0)= n0 + T−κ





































0 s1κ,1 + s0
1κ,1G
−1















0,fVff(θ0)−1{[A1ˆ Vθf,1(θ0)···Amˆ Vθf,m(θ0)][Im ⊗ ˆ Vff(θ0)−1]
−[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ Vff(θ0)−1]}[Im ⊗ m0,f]
















0,fVff(θ0)−1AiVθf,i(θ0)Vff(θ0)−1[ˆ Vff(θ0) − Vff(θ0)]ˆ Vff(θ0)−1m0,f
= 1
km0






0,fVff(θ0)−1 ⊗ 1 √
km0
0,fVff(θ0)−1Ai)vec(Uθ.f,i)+op(1).
42where Uθ.f,i = Uθf,i − Vθf,i(θ0)Uff. Because of Assumption 2∗,
sν+κ−2α,1,i =( 1 √
km0






with λi ∼ N(0,σ ii(θ0) and σij(θ0)=l i m k→∞( 1 √
km0





0,fVff(θ0)−1 ⊗ 1 √
km0
0,fVff(θ0)−1Aj), where
¯ Wij(θ0)= l i m T→∞ E[vec(Uθf,i − Vθf,i(θ0)Vff(θ0)−1Uff)vec(Uθf,j − Vθf,j(θ0)Vff(θ0)−1Uff)0],
= E[(ψu,θif − Vθf,i(θ0)Vff(θ0)−1Skf(m+1)ψu,ff)(ψu,θif − Vθf,i(θ0)Vff(θ0)−1Skf(m+1)ψu,ff)0],
which expression can be further constructed using Assumption 2∗.
E .P r o o fo fT h e o r e m3 . The convergence of S(θ0) is characterized by





with w0 = m0
0.fVff(θ0)−1m0.f,w µ = T
µ
2m0








with ρ0 =( D0
0Vff(θ0)−1D0)−1D0
0Vff(θ0)−1m0.f and λ0 =( D0
0,⊥Vff(θ0)D0,⊥)−1D0
0,⊥m0.f and D0,⊥ :
kf × (kf − m),D 0
0,⊥D0 ≡ 0,D 0
0,⊥D0,⊥ ≡ Ikf−m; we can specify the higher order properties of
S(θ0) also by














The higher order properties of the J-statistics result from substracting the higher order properties





















where all the components for the respective statistics are deﬁned in Theorem 1.
F .P r o o fo fT h e o r e m4 . When we condition on 1 √
T




ˆ DT(θ0,Y) − DT(θ0,Y
the higher order expansion of K(θ0) can be speciﬁed as
K(θ0)=n0 + T−κ





































0 s1κ,1 + s0
1κ,1G
−1
0 sν+κ,1 + s0
ν+2κ,1G
−1




























    












0,fVff(θ0)−1{[A1ˆ Vθf,1(θ0)···Amˆ Vθf,m(θ0)][Im ⊗ ˆ Vff(θ0)−1]
−[A1Vθf,1(θ0)···AmVθf,m(θ0)][Im ⊗ Vff(θ0)−1]}[Im ⊗ m0.f]
sν+2κ,1 = Tκm0
0,f[ˆ Vff(θ0)−1 − Vff(θ0)−1]
n
1 √

































































T[ ˆ DT(θ0,Y) − DT(θ0,Y)]
o0











[ˆ Vff(θ0)−1 − Vff(θ0)−1]
n
1 √

















T[ ˆ DT(θ0,Y) − DT(θ0,Y)]
o0
[ˆ Vff(θ0)−1 − Vff(θ0)−1]
n
1 √
T[ ˆ DT(θ0,Y) − DT(θ0,Y)]
o
.
The higher order approximation of K(θ0) conditional of 1 √
T
ˆ DT(θ0,Y) can be used to construct
the higher order approximation of the bootstrap realizations of K(θ). The bootstrap samples are
obtained by independent draws with replacement (( ˜ ft(θ)0 ˜ qt(θ0)) from the population {( ¯ ft(θ0)0
qt(θ0)),t=1 ,...,T}.
44The expressions of the bootstrap realizations of K(θ0) read:
˜ K(θ0)= 1
T
˜ fT(θ0,Y)0˜ Vff(θ0)−1 ˜ DT(θ0,Y)
h
˜ DT(θ0,Y)0˜ Vff(θ0)−1 ˜ DT(θ0,Y)
i−1






t=1 ˜ p1,t(θ0) − A1˜ Vθf,1(θ0)˜ Vff(θ0)−1 ˜ fT(θ0,Y)... PT
t=1 ˜ pm,t(θ0) − Am˜ Vθf,m(θ0)˜ Vff(θ0)−1 ˜ fT(θ0,Y)]
and ˜ Vθf(θ0) and ˜ Vff(θ0) are covariance matrix estimators that are based on the bootstrap re-
alizations (( ˜ ft(θ0)0 ˜ qt(θ0)0)0,t=1 ,...,T). Because ˜ Vθf,i(θ0) →
p







t=1 ˜ qi,t(θ0) − ˜ Vθf,i(θ0)˜ Vff(θ0)−1 ˜ fT(θ0,Y) − ˆ E(qi,t(θ0))
i
= m0.f,i + Op( 1 √
T),




with φθ.f ∼ N(0, ˆ Vθθ.f(θ0)), ˆ Vθθ.f(θ0)=ˆ Vθθ(θ0)− ˆ Vθf(θ0)ˆ Vff(θ0)−1ˆ Vθf(θ0), and independent from
φf.
Given ˜ DT(θ0,Y), the higher order expansion of the bootstrapped ˜ K(θ0) directly results from
the higher order expansion of K(θ0):
˜ K(θ0)=˜ n0 + T−κ
2(˜ nκ +˜ nν+κ)+T−κ(˜ n2κ +˜ nν+2κ)+op(T−ν),
where





˜ V (θ0) :
½
˜ nκ =˜ s0
0 ˜ Q1˜ s0 +˜ s0
1κ,1 ˜ G
−1




˜ n2κ =˜ s0
1κ,1 ˜ G
−1
0 ˜ s1κ,1 +˜ s0
1κ,1 ˜ Q1˜ s0 +˜ s0





˜ nν+κ =˜ s0
ν+κ,1 ˜ G
−1




˜ nν+2κ =˜ s0
ν+κ,1 ˜ G
−1
0 ˜ s1κ,1 +˜ s0
1κ,1 ˜ G
−1
0 ˜ sν+κ,1 +˜ s0
ν+2κ,1 ˜ G
−1





0 ˜ Q1˜ sν+κ,1 +˜ s0











ˆ V (θ0) :
n
˜ s1κ,1 = T
κ
2 ˜ m0








    
    











0,f ˆ Vff(θ0)−1{[A1˜ Vθf,1(θ0)···Am˜ Vθf,m(θ0)][Im ⊗ ˜ Vff(θ0)−1]
−[A1ˆ Vθf,1(θ0)···Amˆ Vθf,m(θ0)][Im ⊗ ˆ Vff(θ0)−1]}[Im ⊗ ˜ m0.f]
˜ sν+2κ,1 = Tκ ˜ m0
0,f[˜ Vff(θ0)−1 − ˆ Vff(θ0)−1]
n
1 √




Q1 = − ˜ G
−1
0 [( ˜ G1κ,1 + ˜ Gν+κ,2 + T−κ
2 ˜ H)−1 + T−κ
2 ˜ G
−1
0 ]−1 ˜ G
−1
0 ,
where H = ˜ Gν+2κ,1 + ˜ G2(ν+κ),2 + T−1




















































T[ ˜ DT(θ0,Y) − ˆ DT(θ0,Y)]
o
˜ Gν+2κ,1 = Tκ
n
1 √
T[ ˜ DT(θ0,Y) − ˆ DT(θ0,Y)]
o0













[˜ Vff(θ0)−1 − ˆ Vff(θ0)−1]
n
1 √
T[ ˜ DT(θ0,Y) − ˆ DT(θ0,Y)]
o
˜ G2(ν+κ),2 = Tκ
n
1 √





T[ ˜ DT(θ0,Y) − ˆ DT(θ0,Y)]
o





T[ ˜ DT(θ0,Y) − ˆ DT(θ0,Y)]
o0
[˜ Vff(θ0)−1 − ˆ Vff(θ0)−1]
n
1 √
T[ ˜ DT(θ0,Y) − ˆ DT(θ0,Y)]
o
.
Identical to the limit behavior of the zero-th order term of the higher order approximation of
K(θ0), the zero-th order term of ˜ K(θcue) converges to a χ2(m) distributed random variable for
all possible values of ˆ E(q(θ0)) whenever the number of instruments is ﬁxed.
The higher order approximations of K(θ0) and ˜ K(θcue) can be used to obtain the 2κ-th order
Edgeworth approximations of the distribution of these statistics by using, see Rothenberg (1984),













nκ(s)= l i m T→∞ E(nκ + nν+κ|n0 = s)













var(nκ + nν+κ|n0 = s)+ £
∂
∂svar(nκ + nν+κ|n0 = s)
¤
− 2E(n2κ + nν+2κ|n0 = s)}
ª
˜ nκ(s)= l i m T→∞ E(˜ nκ +˜ nν+κ|˜ n0 = s),













var(˜ nκ +˜ nν+κ|˜ n0 = s)+ £
∂
∂svar(˜ nκ +˜ nν+κ|˜ n0 = s)
¤
− 2E(˜ n2κ +˜ nν+2κ|˜ n0 = s)}
ª
,
and Fn0, fn0,F ˜ n0, f˜ n0 are the distribution and density function that belong to the limit behavior
of n0 and ˜ n0 resp., i.e. the distribution and density function of a χ2(m) distributed random
variable.
Depending on if nκ(s)=0or not, which is identical to independence of the limit behavior
of T−1
2κ(ˆ V (θ0) − V (θ0)) and m0, we can construct two diﬀerent Taylor approximations of the

















Pr[˜ K(θ0) ≤ s]=Fs0(s) − T
−1
2κfs0(s)[˜ nκ(s) − T
−1
2κ˜ n2κ(s) − Op(T
−κ)],
where we used that Fs0(s) and F˜ s0(s), fn0(s) and f˜ n0(s) are identical.
We subtract Pr[˜ K(θ0) ≤ s] from Pr[K(θ0) ≤ s] to obtain:
1. nκ(s)=0:
Pr[K(θ0) ≤ s] − Pr[˜ K(θ0) ≤ s]=T




Pr[K(θ0) ≤ s] − Pr[˜ K(θ0) ≤ s]=T
−1
2κfs0(s)[nκ(s) − ˜ nκ(s) − T
−1
2κ(n2κ(s) − ˜ n2κ(s)) − Op(T
−κ)].
The Edgeworth approximation of the ﬁnite sample distribution show that the limit distribu-
tion of ˜ K(θ0) converges to the limit distribution of K(θ0) in all instances. Because the empirical
distribution
The empirical counterpart of H0 : θ = θ0 for which E(DT(θ0,Y)0Vff(θ0)−1fT(θ0,Y)) =
E(limT→∞[
√
TJθ(θ0)+( A1mθ1.f ...A mmθm.f)]0Vff(θ0)−1mf)=0is H∗
0 : θ = θ0 for which
ˆ E( ˆ DT(θ0,Y)0ˆ Vff(θ0)−1fT(θ0,Y)) = 0. The empirical distribution of (ft(θ0)0 qt(θ0)0) is therefore
{( ˜ ft(θ0)0 ˜ qt(θ0)),t=1 ,...,T} and converges to the unconditional distribution of (ft(θ0)0 qt(θ0)0).
The Edgeworth approximations of K(θ0) and ˜ K(θ0) are with respect to the unconditional and
empirical distribution of (ft(θ0)0 qt(θ0)0). All higher order elements of the Edgeworth approxima-
tion of the distribution of ˜ K(θ0) therefore converge to the respective higher order elements of the
Edgeworth approximation of the distribution of K(θ0) and their converge speed is T−1
2κ. Hence,
˜ n2κ(s)=n2κ(s)+Op(T−1
2κ) and ˜ nκ(s)=nκ(s)+Op(T−1
2κ) and we obtain the approximations of
the ﬁnite sample distribution of K(θ0):
1. nκ(s)=0:




Pr[K(θ0) ≤ s] − Pr[˜ K(θ0) ≤ s]=Op(T
−κ),
w h i c hs h o w st h ei m p r o v e da p p r o x i m a t i o no ft h eﬁnite sample distribution of K(θ0) that results
from the bootstrap compared to the approximation that results from the limiting distribution.
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