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FACTORIZATION FORMULAS OF K-k-SCHUR FUNCTIONS II
MOTOKI TAKIGIKU
Abstract. Subsequently to the author’s preceding paper, we give full proofs
of some explicit formulas about factorizations of K-k-Schur functions associ-
ated with any multiple k-rectangles.
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1. Introduction
This paper is a sequel to the author’s preceding paper [Taka]. In [Taka], we
investigated some factorization properties of a certain family of symmetric functions
called K-k-Schur functions g
(k)
λ from the combinatorial viewpoint. See [Taka] and
its references for the backgrounds of these functions and detailed definitions. In
this paper we give a proof of a fundamental formula stated in [Taka]:
g
(k)
Rt∪Rt
= g
(k)
Rt
∑
λ⊂Rt
g
(k)
λ ,
where Rt (1 ≤ t ≤ k) stands for the partition (t
k+1−t) = (t, t, . . . , t), and µ ∪ ν
stands for the partition obtained by reordering (µ1, . . . , µl(µ), ν1, . . . , νl(ν)) in the
weakly decreasing order for any partitions µ, ν .
Let k be a positive integer. T. Ikeda suggested that g
(k)
Rt∪λ
is divisible by g
(k)
Rt
and raised a question what the quotient g
(k)
Rt∪λ
/
g
(k)
Rt
is. We have shown that, for
any k-bounded partition λ and any union of k-rectangles P = Ra1t1 ∪ · · · ∪ R
am
tm
(1 ≤ t1 < · · · < tm ≤ k and a1, . . . , am > 0) with R
a
t = Rt ∪ · · · ∪Rt︸ ︷︷ ︸
a
, g
(k)
P∪λ is
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divisible by g
(k)
R
a1
t1
∪···∪Ramtm
. More precisely, we can write
(1) g
(k)
P∪λ = g
(k)
P
g(k)λ + ∑
|µ|<|λ|
aP,λ,µg
(k)
µ

for some coefficients aP,λ,µ [Taka, Corollary 15].
We have given explicit formulas of the coefficients aP,λ,µ for some cases. More-
over, we have shown the following factorization formulas of g
(k)
P ([Taka, Theorem
31] and (13) in its proof):
g
(k)
R
a1
t1
∪···∪Ramtm
= g
(k)
R
a1
t1
· · · g
(k)
Ramtm
,(2)
g
(k)
Rat
= g
(k)
Rt
(
g
(k)
Rt∪Rt
g
(k)
Rt
)a−1
.
This paper is devoted to the proof of
(3)
g
(k)
Rt∪Rt
g
(k)
Rt
=
∑
λ⊂Rt
g
(k)
λ
((11) in Theorem 3). Note that, (2) rewritten as g
(k)
R
a1
t1
∪···∪Ramtm
= g
(k)
R
a1
t1
∪···∪R
am−1
tm−1
g
(k)
Ramtm
and this formula (3) can be seen as special cases of (1), as (2) is a case without any
“smaller terms” and (3) is a case with every “smaller terms”. As a result, we have
the formula
g
(k)
R
a1
t1
∪···∪Ramtm
= g
(k)
Rt1
 ∑
λ(1)⊂Rt1
g
(k)
λ(1)
a1−1 . . . g(k)Rtm
 ∑
λ(m)⊂Rtm
g
(k)
λ(m)
am−1 .
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2. Preliminaries
In this paper we use the notations that appeared in the author’s preceding paper.
See [Taka] for details.
Here we review some important notations.
Let Pk denote the set of all k-bounded partitions, which are partitions whose
parts are all bounded by k. Let Ck+1 denote the set of all (k + 1)-cores, which are
partitions none of whose cells have a hook length equal to k + 1.
The bijection p : Ck+1 −→ Pk;κ 7→ λ is defined by λi = #{j | (i, j) ∈ κ, hook(i,j)(κ) ≤
k}, and its inverse map is denoted by c : Pk −→ Ck+1;λ 7→ κ.
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We denote by Rt the partition (t
k+1−t) = (t, t, . . . , t) ∈ Pk for 1 ≤ t ≤ k, which
is called a k-rectangle.
We sometimes abbriviate removable (resp. addable) corner of λ with residue i
to λ-removable (resp. λ-addable) i-corner. In order to avoid making equations too
wide, we may denote removable corner, addable corner, horizontal strip, vertical
strip and weak strip briefly by rem.cor., add.cor., h.s., v.s., and w.s.
For a cell c = (i, j), the residue of c is res(c) = j − i mod (k + 1) ∈ Z/(k + 1).
For a partition λ, (i, j) ∈ (Z>0)
2 is called λ-blocked if (i+ 1, j) ∈ λ.
For partitions λ, µ, we denote by rλµ the number of distinct residues of λ-
nonblocked µ-removable corners.
We have employed the following “rewritten version” of Morse’s Pieri rule for
K-k-Schur functions as its definition. Let hr =
∑
i1≤i2≤···≤ir
xi1 . . . xir (r ∈ Z>0)
be the complete symmetric functions.
Proposition 1. For λ ∈ Pk and 0 ≤ r ≤ k,
(4) hr · g
(k)
λ =
r∑
s=0
(−1)r−s
∑
µ
c(µ)/c(λ):weak s-strip
(
r
c(µ)c(λ)
r − s
)
g(k)µ .
Example. Consider the case λ = (a, b) with k ≥ a ≥ b. Let us expand g(k)(a,b) into a
linear combination of products of complete symmetric functions and K-k-Schur functions
labeled by partitions with fewer rows.
By using the Pieri rule (4) we have
g
(k)
(a)hi =
(
g
(k)
(a,i) − g
(k)
(a,i−1)
)
+
(
g
(k)
(a+1,i−1)
− g
(k)
(a+1,i−2)
)
+ . . .

· · ·+
(
g
(k)
(a+i−1,1) − g
(k)
(a+i−1,0)
)
+g
(k)
(a+i,0)
(if a+ i ≤ k)
· · ·+
(
g
(k)
(k−1,a+i−k+1) − g
(k)
(k−1,a+i−k)
)
+
(
g
(k)
(k,a+i−k) − g
(k)
(k,a+i−k−1)
) (if a+ i > k)
for i ≤ a, and summing this over 0 ≤ i ≤ b, we have
g
(k)
(a)
(hb + · · ·+ h0) = g
(k)
(a,b)
+ g
(k)
(a+1,b−1)
+ · · ·
{
g
(k)
(a+b,0) (if a+ b ≤ k)
g
(k)
(k,a+b−k) (if a+ b ≥ k)
(5)
=
∑
µ/(a):horizontal strip
|µ|=a+b
µ1≤k
g
(k)
µ .
Similarly we have
g
(k)
(a+1) (hb−1 + · · ·+ h0) = g
(k)
(a+1,b−1) + g
(k)
(a+2,b−2) + · · · =
∑
µ/(a+1):horizontal strip
|µ|=a+b
µ1≤k
g
(k)
µ ,
hence
(6) g
(k)
(a,b) = g
(k)
(a) (hb + · · ·+ h0)− g
(k)
(a+1) (hb−1 + · · ·+ h0) .
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We employ the following notation again which was often used in the preceding
paper.
(Nλ) Let (∅ 6=)λ ∈ Pk satisfying λ¯ ⊂ R
′
l¯
, where we write λ¯ = (λ1, λ2, . . . , λl(λ)−1)
and l¯ = l(λ¯) = l(λ)− 1. (Here we consider Rt to be ∅ unless 1 ≤ t ≤ k)
(Note: when l(λ) = 1, we have l¯ = 0 and λ¯ = ∅ = R′
l¯
thus λ satisfies (Nλ). When
l(λ) > k + 1, we have l¯ > k and λ¯ 6= ∅ = R′
l¯
thus λ does not satisfy (Nλ). )
The following simple lemma is needed later. Throughout this paper, for a con-
dition P we write δ [P ] = 1 if P is true and δ [P ] = 0 if P is false.
Lemma 2. For q, a, b ∈ Z, we have
min(a,b)∑
x=0
(−1)x
(
q − δ [x = b]
a− x
)
= δ [a, b ≥ 0]
(
q − 1
a
)
.
Proof. Use
(
x+ 1
y + 1
)
−
(
x
y
)
=
(
x
y + 1
)
repeatedly. Note that in the case where
a < b we use
(
q
a− a
)
=
(
q − 1
a− a
)
. 
3. A factorization of g
(k)
Rat
3.1. Statements and examples. In this section we would like to prove
g
(k)
Rt∪Rt
= g
(k)
Rt
∑
ν⊂Rt
g(k)ν
((11) in Theorem 3). Let us illustrate the situation with some example again.
Example. The case where t = k is already proved in [Taka, Theorem 23].
Next consider the case where t = k − 1. Let us do the calculation of g
(k)
Rk−1∪Rk−1
explicitly when k = 4. Then Rk−1 = R3 = . We have
g
(4)
R3
= g
(4)
= g
(4)
(
g
(4)
+ g
(4)
+ g
(4)
+ g
(4)
∅
)
− g
(4)
(
g
(4)
+ g
(4)
+ g
(4)
∅
)
by (6).
Then we consider a similar expansion for g
(4)
R3∪R3
. We have
g
(4)
R3∪
(
g
(4)
+ g
(4)
+ g
(4)
+ g
(4)
∅
)
= g
(4)
R3∪
+ g
(4)
R3∪
g
(4)
R3∪
(
g
(4)
+ 2g
(4)
+ 3g
(4)
∅
)
= g
(4)
R3∪
,
by [Taka, Lemma 26 (2),(3)] and [Taka, Lemma 28 (2)]. From this, or directly by [Taka,
Lemma 29 (3)], we have
g
(4)
R3∪R3
= g
(4)
R3∪
(
g
(4)
+ g
(4)
+ g
(4)
+ g
(4)
∅
)
− g
(4)
R3∪
(
g
(4)
+ 2g
(4)
+ 3g
(4)
∅
)
.
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Since we proved g
(4)
R3∪
= g
(4)
R3
(
g
(4)
+ g
(4)
+ g
(4)
+ g
(4)
∅
)
and g
(4)
R3∪
= g
(4)
R3
g
(4)
in
[Taka, Theorem 23], we have
g
(4)
R3∪R3
g
(4)
R3
=
(
g
(4)
+ g
(4)
+ g
(4)
+ g
(4)
∅
)(
g
(4)
+ g
(4)
+ g
(4)
+ g
(4)
∅
)
︸ ︷︷ ︸
(A)
− g
(4)
(
g
(4)
+ 2g
(4)
+ 3g
(4)
∅
)
︸ ︷︷ ︸
(B)
.
Then using (5) for (a, b) = (3, 3), (3, 2), (2, 2), (2, 1), (1, 1), (1, 0), (0, 0) (for (A)) and for
(a, b) = (4, 2), (4, 1), (4, 0) (for (B)), we have
(A) =
∑
l(µ)≤2
µ1≤4
|µ|≤6
g
(4)
µ , (B) =
∑
l(µ)≤2
µ1=4
|µ|≤6
g
(4)
µ .
Hence we obtain
g
(4)
R3∪R3
g
(4)
R3
=
∑
l(µ)≤2
µ1≤3
|µ|≤6
g
(4)
µ =
∑
µ⊂R3
g
(4)
µ .
Next let us explain how to calculate g
(k)
Rt∪Rt
in general.
We shall write Rt = (t
k−t), Rt + (1
i) = ((t+ 1)itk−t−i). Then we already know
that
g
(k)
Rt∪Rt
= g
(k)
Rt∪(tk+1−t)
= g
(k)
Rt∪Rt
∑
i≥0
(
i
i
)
ht−i
− g
(k)
Rt∪(Rt+(11))
∑
i≥0
(
i+ 1
i
)
ht−1−i
+ g
(k)
Rt∪(Rt+(12))
∑
i≥0
(
i+ 2
i
)
ht−2−i
. . .
+ (−1)k−t−1g
(k)
Rt∪(Rt+(1k−t−1))
∑
i≥0
(
i+ k − t− 1
i
)
h2t−k+1−i
+ (−1)k−tg
(k)
Rt∪(Rt+(1k−t))
∑
i≥0
(
i+ k − t
i
)
h2t−k−i,
by applying [Taka, Lemma 29 (3)] rewritten by using [Taka, Lemma 34] (similarly
to Remark after [Taka, Lemma 34]) for P = Rt, µ = (t
k−t), r = t.
Having calculated some examples, we may claim (and actually we shall prove
later) that
g
(k)
Rt∪(Rt+(1i))
= g
(k)
Rt
∑
(t+1)i⊂η⊂(Rt+(1i))
g(k)η .
Now we assume this so that we have
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g
(k)
Rt∪Rt
g
(k)
Rt
=
∑
η⊂Rt
g(k)η
∑
i≥0
(
i
i
)
ht−i
(7)
−
∑
(t+1)⊂η⊂(Rt+(11))
g(k)η
∑
i≥0
(
i+ 1
i
)
ht−1−i
+
∑
((t+1)2)⊂η⊂(Rt+(12))
g(k)η
∑
i≥0
(
i+ 2
i
)
ht−2−i
. . .
+ (−1)k−t−1
∑
((t+1)k−t−1)⊂η⊂(Rt+(1k−t−1))
g(k)η
∑
i≥0
(
i+ k − t− 1
i
)
h2t−k+1−i
+ (−1)k−t
∑
((t+1)k−t)⊂η⊂(Rt+(1k−t))
g(k)η
∑
i≥0
(
i+ k − t
i
)
h2t−k−i.
Next we substitute the Pieri rule (4) for each of the summations in the RHS of
(7), then nontrivial cancellations happen, finally we have, for each 0 ≤ j ≤ k − t,
∑
((t+1)j)⊂η⊂(Rt+(1j))
g(k)η
∑
i≥0
(
i+ j
i
)
ht−j−i(8)
=
∑
ν s.t.
ν⊂(t+1)k+1−t
j≤ν′t+1≤j+1
|ν\Rt|≤t
(
t− νk+1−t − δ[ν
′
t+1 > 0]
t− |ν \Rt|
)
g(k)ν
+
∑
ν s.t.
ν⊂(k1(t+1)k−t)
ν1>t+1
j≤ν′t+1≤j+1
c(ν)1+ν
′
t+1−1≤2t
(
2t− c(ν)1
2t− c(ν)1 + 1− ν′t+1
)
g(k)ν .
(This calculation will be shown in a generalized form in Lemma 5 later)
Note that ν′t+1 = k−t+1 never happens in the summations of (8) since it violates
(νk+1−t + ν
′
t+1 =)|ν \Rt| ≤ t or (ν1 + νk−t+1 + ν
′
t+1 − 1 ≤)c(ν)1 + ν
′
t+1 − 1 ≤ 2t.
As a result, we have
g
(k)
Rt∪Rt
g
(k)
Rt
=
∑
ν⊂(t+1)k+1−t
ν′t+1=0
|ν\Rt|≤t
(
t− νk+1−t − 0
t− |ν \Rt|
)
g(k)ν ,
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since all the summations in the RHS of (8) except the first summation of the case
ν′t+1 = j = 0 are cancelled each other. Noting that |ν\Rt| = νk+1−t when ν
′
t+1 = 0,
we have
=
∑
ν⊂(t)k+1−t=Rt
(
t− νk+1−t
t− νk+1−t
)
g(k)ν
=
∑
ν⊂Rt
g(k)ν ,
as desired.
As mentioned above, though our first purpose was to calculate g
(k)
Rt∪Rt
, we shall
prove it in a somewhat more general form.
This section is devoted to proving the following theorem.
For any partition λ, let λ◦ = (λ1, . . . , λi) if λi > t ≥ λi+1 (we set λ
◦ = ∅ if
t ≥ λ1).
Theorem 3. Let λ, λ¯, l¯ be as in (Nλ), in Section 2. Write v = λl(λ). Assume
(9) λ¯l¯ ≥ t ≥ v.
Then we have
(10) g
(k)
Rt∪λ
= g
(k)
Rt
∑
c(λ◦)⊂c(ν)⊂c(λ)
g(k)ν .
In particular, we have
(11) g
(k)
Rt∪Rt
= g
(k)
Rt
∑
ν⊂Rt
g(k)ν .
Substituting this result into (31) in the proof of [Taka, Theorem 31] replaced tm
with t and am with a, we have
Theorem 4. For 1 ≤ t ≤ k and a > 0, we have
g
(k)
Rat
= g
(k)
Rt
(∑
λ⊂Rt
g
(k)
λ
)a−1
.
Thus, substituting this into [Taka, Theorem 31] we have
g
(k)
R
a1
t1
∪···∪Rantn
= g
(k)
Rt1
 ∑
λ(1)⊂Rt1
g
(k)
λ(1)
a1−1 . . . g(k)Rtn
 ∑
λ(n)⊂Rtn
g
(k)
λ(n)
an−1 .
3.2. Proof of Theorem 3. (11) follows from (10) with λ = Rt, noting that c in
the condition of the summation can be dropped since c(λ) = λ if λ ⊂ Rt.
Recall the notation δ [P ] which is 1 if P is true and 0 if P is false for a proposition
P .
We prove (10) by induction on l¯ = l(λ¯) = l(λ)− 1 ≥ 0. For the case where l¯ = 0,
we consider Rk+1 to be empty. Since λ¯ is also empty, thus in this case (10) follows
from [Taka, Theorem 23]
If λ¯l¯ > t, the theorem follows by [Taka, Theorem 30].
Assume λ¯l¯ = t.
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First we have
(12) g
(k)
Rt∪λ
=
∑
µ
µ⊂R′
l¯
µ/λ¯:v.s.
(−1)|µ/λ¯|g
(k)
Rt∪µ
∑
i≥0
(
qµλ¯ + δ[λ¯
′
t = µ
′
t+1] + i− 1
i
)
hv−|µ/λ¯|−i
by [Taka, Lemma 29(3)] and [Taka, Lemma 34] , where we put qκγ = |κ/γ|+ rκ′γ′
and rephrased the condition µl¯ 6= λ¯l¯(= t) as λ¯
′
t = µ
′
t+1.
λ◦ = ∅ if t ≥ λ1).
For µ satisfying λ¯ ⊂ µ ⊂ R′
l¯
, we have
(13) g
(k)
Rt∪µ
= g
(k)
Rt
∑
µ◦⊂η⊂µ
g(k)η .
by induction hypothesis.
Substituting the right-hand side of (13) into (12), we have
(14)
g
(k)
Rt∪λ
g
(k)
Rt
=
∑
µ
µ⊂R′
l¯
µ/λ¯:v.s.
(−1)|µ/λ¯|
∑
µ◦⊂η⊂µ
g(k)η
∑
i≥0
(
qµλ¯ + δ[λ¯
′
t = µ
′
t+1] + i− 1
i
)
hv−|µ/λ¯|−i.
Our task is to simplify the right hand side of (14) into a linear combination of
g
(k)
ν (ν ∈ Pk). Since it involves long complicated calculations, we divide our task
into some steps:
• Step (A):
Simplify∑
µ◦⊂η⊂µ
g(k)η
∑
i≥0
(
qµλ¯ + δ[λ¯
′
t = µ
′
t+1] + i− 1
i
)
hv−|µ/λ¯|−i
into a linear combination of g
(k)
ν (ν ∈ Pk). (See (16), (17) according to
whether ν1 ≤ k + 1− l¯ or ν1 > k + 1− l¯ and the remark after Lemma 5)
• Step (B):
Evaluate the coefficient of g
(k)
ν in the RHS of (14) expanded into a linear
combination of {g
(k)
ν }ν , which is the signed sum of the coefficients of g
(k)
ν
computed in Step (A) with µ running.
Remark. We do not need the assumption λ¯l¯ ≥ t to calculate the RHS of (14) in
the following two subsections, though we assumed it in order to derive (14) itself.
Some additional arguments are needed to find whether the equation (14) holds in
this more general situation. From examining some examples, it seems to be true
when l(λ¯) ≤ k + 1− t, but is not always true when l(λ¯) > k + 1− t.
3.3. Step (A). This subsection is devoted to proving the following lemma. Note
that it does not assume µl¯ ≥ t.
Let us introduce some notations: for a partition λ and u ∈ Z≥0, let λ≤u be a
partition (λ1, . . . , λu) and λ>u be a skew shape λ/λ≤u, and define λ≥u and λ<u
similarly.
Note that, in this paper we suppose the condition µ ⊂ λ when we use the notation
λ/µ, although, we also call λ\µ a horizontal (resp. vertical) strip if there is at most
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one cell in each row (resp. column) of the difference set λ\µ, even if not necessarily
µ ⊂ λ.
Lemma 5. Assume µ ⊂ R′
l¯
and l(µ) = l¯. Let d ∈ Z and a, e ∈ Z≥0. Consider the
following sum and write it as a linear combination of {g
(k)
ν }ν :
(15)
∑
µ◦⊂η⊂µ
g(k)η
∑
i≥0
(
d+ i
e
)
ha−i =
∑
ν
bνg
(k)
ν .
Then the coefficient bν is as follows.
(Case 1) If ν1 ≤ k + 1− l¯,
bν = δ
[
µ◦⊂ν
ν\µ: h.s.
] ∑
x
0≤x≤rνµ◦
|ν\µ|+x≤a
(−1)x
(
d+ a− (|ν \ µ|+ x)
e
)(
rνµ◦
x
)
.
In addition, if d = e ∈ Z≥0,
bν = δ
[
µ◦⊂ν
ν\µ: h.s.
]
δ [a ≥ |ν \ µ|]
(
d+ a− |ν \ µ| − rνµ◦
a− |ν \ µ|
)
.(16)
(Case 2) If ν1 > k+1− l¯, then we put u = ν1−(k+1− l¯) and A = νl¯−u+1+|ν≤l¯−u\µ|
to avoid making the equation too wide. Then
bν = δ
[
µ◦⊂ν
ν\µ: h.s.
(P )
] ∑
x
0≤x≤rνµ◦
A+x≤a
(−1)x
(
d+ a− (A+ x)
e
)(
rνµ◦
x
)
.
Here (P ) is the condition that
(P ) =
{
an empty condition (if l(µ◦) < l¯ + 1− u),
“µj = νj+1 for l¯ + 1− u ≤ ∀j ≤ l(µ
◦)” (if l(µ◦) ≥ l¯ + 1− u).
In addition, if d = e ∈ Z≥0,
bν = δ
[
µ◦⊂ν
ν\µ: h.s.
(P )
]
δ [a ≥ A]
(
d+ a−A− rνµ◦
a−A
)
.(17)
Remark. Step (A) immediately follows from this lemma by putting d = e = qµλ¯ +
δ
[
λ¯′t = µ
′
t+1
]
− 1 and a = v − |µ/λ¯|, noting that
(
d+i
d
)
=
(
d+i
i
)
.
Proof. Due to the Pieri rule (4), the coefficient of g
(k)
ν in the LHS of (15) is
bν =
a∑
s=0
(
d+ a− s
e
) s∑
i=0
∑
η s.t.
µ◦⊂η⊂µ
c(ν)/c(η):w.s.of size i
(−1)s−i
(
r
c(ν),c(η)
s− i
)
.
Since η ⊂ µ ⊂ R′
l¯
, we have c(η) = η and there never exist more than one
η-removable corners of the same residue. Thus
r
c(ν)c(η) = #{c(ν)-nonblocked η-removable corners}
and (
r
c(ν)c(η)
s− i
)
= #
{
κ
∣∣∣∣ η/κ ⊂ {η-removable corners},|η/κ| = s− i, c(ν)/κ: h.s.
}
.
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Thus
bν =
a∑
s=0
s∑
i=0
∑
η s.t.
µ◦⊂η⊂µ
c(ν)/η:w.s.of size i
(−1)s−i
(
d+ a− s
e
) ∑
κ s.t.
κ⊂η
η/κ⊂{η-rem. cor.}
|η/κ|=s−i
c(ν)/κ: h.s.
1.(18)
Then, removing the summations
∑
s and
∑
a with paying attention to the relations
i = |ν/η| and s = |ν/η| + |η/κ| = |ν/κ| and that the condition on i and s is
0 ≤ i ≤ s ≤ a, we have
bν =
∑
(η,κ)
(−1)|η/κ|
(
d+ a− |ν/κ|
e
)
,
summing over (η, κ) with conditions
(a) µ◦ ⊂ η ⊂ µ,
(b) c(ν)/η :weak strip,
(c) κ ⊂ η,
(d) η/κ ⊂ {η-removable corners},
(e) c(ν)/κ : horizontal strip,
(f) |ν/κ| ≤ a.
(Note: The conditions (a) and (b) come from the conditions on η in the summation∑
η in (18), (c),(d) and (e) come from the condition to determine κ from η in the
summation
∑
λ in (18), and (f) comes from the condition s ≤ a. The conditions
about the size of η/κ and the weak strip c(ν)/η have been removed since i runs
under 0 ≤ i ≤ s. )
Note that
(d) ⇐⇒ η/κ ⊂ {κ-addable corners} ⇐⇒ η ⊂ κ˜,
where we put κ˜ = κ ∪ {κ-addable corners}.
Then we rewrite the summation so as to determine κ first according to the
conditions (e) and (f), and then to choose η by the conditions (a)-(d). Here the
conditions (a),(c),(d), together with η ⊂ ν which is trivially implied by (b) (recall
[Taka, Definition 3(3)]), can be rewritten as a single condition µ◦∪κ ⊂ η ⊂ µ∩ν∩κ˜,
which we denote by (g). Thus we obtain
bν =
∑
κ s.t.
(e):c(ν)/κ:h.s.
(f):|ν/κ|≤a
∑
η s.t.
(g):µ◦∪κ⊂η⊂µ∩ν∩κ˜
(b):c(ν)/η:w.s.
(−1)|η/κ|
(
d+ a− |ν/κ|
e
)
.
︸ ︷︷ ︸
(X)
Clearly bν = 0 if l(ν) > l¯ + 1, since κ must satisfy κ ⊂ µ ⊂ R
′
l¯
and c(ν)/κ must
be a horizontal strip. Hereafter we assume
(19) l(ν) ≤ l¯ + 1.
Next we find conditions on κ for which the sum (X) is nonzero.
Case 1: ν1 ≤ k + 1− l¯
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In this case the condition (b) (c(ν)/η : weak strip) is equivalent to the condition
that ν/η is a horizontal strip as explained below: by the characterization of weak
strips, we have
c(ν)/η(= c(η)) : w.s. ⇐⇒
{
(p): ν/η : h.s. and
(q): νωk/ηωk : v.s. ⇐⇒ νωk ′/ηωk ′(= η) : h.s. .
Since ν1 ≤ k + 1 − l¯ we have c(ν) = ν or (ν1 + νl¯+1, ν2, ν3, . . . , νl¯+1), and thus
νωk = ν′ or (ν1 + νl¯+1, ν2, . . . , νl¯)
′. Therefore (p) implies (q).
Besides, ν/η is always a horizontal strip if c(ν)/κ is a horizontal strip and κ ⊂
η ⊂ ν (⊂ c(ν)). Therefore we can drop the condition (b) in (X).
Hence, (X) = 0 unless µ◦ ∪ κ = µ ∩ ν ∩ κ˜ because η runs over the interval
[µ◦ ∪κ, µ∩ ν ∩ κ˜] which is isomorphic to a Boolean lattice since (µ∩ ν ∩ κ˜)/(µ◦ ∪κ)
is a subset of an antichain κ˜/κ, and the summands are constant up to a sign
determined by η.
Moreover,
µ◦ ∪ κ = µ ∩ ν ∩ κ˜
⇐⇒
{
(1) : max(µj , κj) = min(µj , νj , κ˜j) (1 ≤ j ≤ l(µ
◦)),
(2) : κj = min(µj , νj , κ˜j) (l(µ
◦) < j),
⇐⇒
{
(1′) : κj ≤ µj ≤ νj , κ˜j (1 ≤ j ≤ l(µ
◦)),
(2′) : κj = min(µj , νj) (l(µ
◦) < j),
⇐⇒

(0) : µ◦ ⊂ ν,
(1′′) : κ≤l(µ◦) = µ
◦ \ (some rem. cor. of µ◦),
(2′) : κj = min(µj , νj) (l(µ
◦) < j).
Here,
(1) ⇐⇒ (1′) is obvious.
(1′) ⇐⇒ (0), (1′′):
(1′) ⇐⇒
{
(0),
κj ≤ µj ≤ κ˜j (1 ≤ j ≤ l(µ
◦)),
⇐⇒

(0),
κ≤l(µ◦) ⊂ µ
◦,
µ◦/κ≤l(µ◦) ⊂ {κ≤l(µ◦)-addable corners},
⇐⇒ (0) and (1′′).
(2) =⇒ (2′): since ν/κ is a horizontal strip by (e), we have νj > κj =⇒ κj−1 ≥
νj > κj =⇒ κ˜j = κj + 1. Hence we have “(2) =⇒ (νj > κj =⇒ κj = µj)”.
(2′) =⇒ (2): obvious.
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µ◦
l¯ + 1
k + 1− l¯
t
κ
ν
µ
If µ◦ ∪ κ = µ ∩ ν ∩ κ˜, then η in (X) must be equal to µ◦ ∪ κ. Hence we have
bν =
∑
κ s.t.
(e): c(ν)/κ : h.s.
(f): |ν/κ|≤a
(0): µ◦⊂ν
(1′′),(2′):κ=(µ◦\(some rem. cor. of µ◦))⊔(ν∩(µ/µ◦))
(−1)|µ
◦∪κ/κ|
(
d+ a− |ν/κ|
e
)
.
Here, the conditions (1′′) and (2′) mean that the choices of κ correspond bijec-
tively to the choices of S ⊂ {µ◦-removable corners} by κ = (µ◦ \S)⊔(ν∩(µ/µ◦)) =
(ν ∩ µ) \ S.
Then we have
ν/κ = ν/ ((ν ∩ µ) \ S) = (ν \ µ) ⊔ S
since S ⊂ ν ∩ µ by (0).
Hence (f) is equivalent to |S|+ |ν \ µ| ≤ a.
Moreover, since c(ν)i = νi for any i ≥ 2, the condition (e) is transformed as
follows:
(e): c(ν)/κ: h.s. ⇐⇒ ν/κ: h.s.
⇐⇒
{
ν \ µ: h.s. and
every element of S is ν-nonblocked.
As a result, letting x be a variable corresponding to |S|,
bν = δ
[
ν\µ: h.s.
(0):µ◦⊂ν
] ∑
0≤x≤rνµ◦
(f):x≤a−|ν\µ|
(−1)x
(
d+ a− |ν \ µ| − x
e
)(
rνµ◦
x
)
.
If, in addition, d = e ≥ 0, we can obtain
bν = δ
[
µ◦⊂ν
ν\µ: h.s.
]
δ [a ≥ |ν \ µ|]
(
d+ a− |ν \ µ| − rνµ◦
a− |ν \ µ|
)
by the following argument and the fact rνµ◦ ≥ 0: in general for d ∈ Z≥0 and
f, r ∈ Z, ∑
0≤x≤min(r,f)
(−1)x
(
d+ f − x
d
)(
r
x
)
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= δ [r, f ≥ 0]
∑
0≤x≤min(r,f)
(−1)x
(
d+ f − x
d
)(
r
x
)
= δ [r, f ≥ 0]
∑
0≤x≤min(r,f)
(−1)f
(
−d− 1
f − x
)(
r
x
)
= δ [r, f ≥ 0]
∑
0≤x≤f
(−1)f
(
−d− 1
f − x
)(
r
x
)
= δ [r, f ≥ 0] (−1)f
(
r − d− 1
f
)
= δ [r, f ≥ 0]
(
−r + d+ f
f
)
.
Now we have proved the lemma in Case 1.
Case 2: ν1 > k + 1− l¯
Similar to the above case, we shall find conditions on κ for which it holds that(
(X) =
) ∑
η s.t.
(g): µ◦∪κ⊂η⊂µ∩ν∩κ˜
(b): c(ν)/η: w.s.
(−1)|η/κ|
(
d+ a− |ν/κ|
e
)
6= 0
together with (e)(c(ν)/κ :horizontal strip) and (f)(|ν/κ| ≤ a).
Hereafter we assume (e) and (f).
Since η ⊂ µ ⊂ R′
l¯
and ν/η is a horizontal strip by (e), it should hold that
ν ⊂ (k) ∪R′
l¯
.
Put u = ν1 − (k + 1− l¯). Then we have
c(ν) = (ν1 + νl¯+1−u, ν2, . . . , νl¯+1),
(νωk)′ = (ν1 + νl¯+1−u, ν2, . . . , ν˘l¯+1−u, . . . , νl¯+1)
by [Taka, Lemma 1]. Hence
c(ν)/η : w.s. ⇐⇒
{
ν/η :h.s. and
(νωk)′/η : h.s.
⇐⇒

ν1 ≥ η1 ≥ · · · ≥ νl¯ ≥ ηl¯ ≥ νl¯+1 and
ν1 + νl¯+1−u ≥ η1 ≥ ν2 ≥ . . .
≥ ηl¯−u ≥ νl¯+2−u ≥ ηl¯+1−u ≥ · · · ≥ νl¯+1 ≥ ηl¯,
⇐⇒

ν/η : h.s.,
ηl¯+1−u = νl¯+2−u,
...
ηl¯ = νl¯+1.
Hence we have{
(g): µ◦ ∪ κ ⊂ η ⊂ µ ∩ ν ∩ κ˜,
(b): c(ν)/η : w.s.
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⇐⇒

ν/η : h.s.,
(µ◦ ∪ κ)1 ≤ η1 ≤ (µ ∩ ν ∩ κ˜)1,
...
(µ◦ ∪ κ)l¯−u ≤ ηl¯−u ≤ (µ ∩ ν ∩ κ˜)l¯−u,
(µ◦ ∪ κ)l¯−u+1 ≤ ηl¯−u+1 = νl¯−u+2 ≤ (µ ∩ ν ∩ κ˜)l¯−u+1,
...
(µ◦ ∪ κ)l¯ ≤ ηl¯ = νl¯+1 ≤ (µ ∩ ν ∩ κ˜)l¯.
Similarly to Case 1, the condition “ν/η : horizontal strip” can be dropped under
the conditions (g),(e), and thus we have
(X) 6= 0 =⇒ (Y ) :

(µ◦ ∪ κ)1 = (µ ∩ ν ∩ κ˜)1,
...
(µ◦ ∪ κ)l¯−u = (µ ∩ ν ∩ κ˜)l¯−u,
(µ◦ ∪ κ)l¯−u+1 ≤ νl¯−u+2 ≤ (µ ∩ ν ∩ κ˜)l¯−u+1,
...
(µ◦ ∪ κ)l¯ ≤ νl¯+1 ≤ (µ ∩ ν ∩ κ˜)l¯.
Case 2-1: l(µ◦) < l¯ + 1− u
We have
(Y ) ⇐⇒

(1) : max(µj , κj) = min(µj , νj , κ˜j) (1 ≤ j ≤ l(µ
◦)),
(2) : κj = min(µj , νj , κ˜j) (l(µ
◦) < j ≤ l¯ − u),
(3) : κj ≤ νj+1 ≤ min(µj , νj , κ˜j) (j ≥ l¯ − u+ 1),
⇐⇒

(1′) : κj ≤ µj ≤ νj , κ˜j (1 ≤ j ≤ l(µ
◦)),
(2′) : κj = min(µj , νj) (l(µ
◦) < j ≤ l¯ − u),
(3′) : κj = νj+1 ≤ µj (j ≥ l¯− u+ 1),
⇐⇒

(0) : µ◦ ⊂ ν,
(1′′) : κ≤l(µ◦) = µ
◦ \ (some rem. cor. of µ◦),
(2′) : κj = min(µj , νj) (l(µ
◦) < j ≤ l¯ − u),
(3′′) : κj = νj+1 (j ≥ l¯ − u+ 1),
(4) : νj+1 ≤ µj (j ≥ l¯ − u+ 1).
Here,
(1) ⇐⇒ (1′) ⇐⇒ (0), (1′′), (2) ⇐⇒ (2′) : by the same argument as Case 1.
(3) ⇐⇒ (3′): since ν/κ is a horizontal strip, we have κj ≥ νj+1 (∀j). Hence
(3) =⇒ κj = νj+1 (∀j ≥ l¯ + 1− u).
(3′) ⇐⇒ (3′′), (4): obvious.
FACTORIZATION FORMULAS OF K-k-SCHUR FUNCTIONS II 15
µ◦
l¯ + 1
l¯ + 1− u
u
k + 1− l¯
t
κ
ν
µ
If (Y ) holds, then η in (X) must satisfy
ηi = (µ
◦ ∪ κ)i (i ≤ l¯ − u),
ηi = νi+1 = κi (i ≥ l¯ − u+ 1).
Hence we have
bν =
∑
κ s.t.
(e): c(ν)/κ : h.s.
(f): |ν/κ|≤a
(0),(1′′),(2′),(3′′),(4)
(−1)|µ
◦\κ|
(
d+ a− |ν/κ|
e
)
.
Similarly to Case 1, the conditions (1′′), (2′), (3′′) mean that the choices of κ
correspond bijectively to the choices of S ⊂ {µ◦-removable corners} by κ≤l¯−u =
(ν ∩ µ)≤l¯−u \ S and (κl¯−u+1, κl¯−u+2, . . . ) = (νl¯−u+2, νl¯−u+3, . . . ).
Hence, we have
ν≤l¯−u/κ≤l¯−u = ν≤l¯−u/((ν ∩ µ)≤l¯−u \ S) = (ν≤l¯−u \ µ) ⊔ S,
ν>l¯−u/κ>l¯−u =
{
(ν′j , j)
∣∣ 1 ≤ j ≤ νl¯−u+1} ,
thus
ν/κ =
{
(ν′j , j)
∣∣ 1 ≤ j ≤ νl¯−u+1} ⊔ (ν≤l¯−u \ µ) ⊔ S.
Hence (f) is equivalent to νl¯−u+1 + |ν≤l¯−u \ µ|+ |S| ≤ a.
Moreover, the condition (e) is transformed as
(e): c(ν)/κ : h.s. ⇐⇒ ν/κ : h.s.
⇐⇒
{
(ν>l¯−u/κ>l¯−u) ⊔ (ν≤l¯−u \ µ) : h.s. and
every element of S is ν-nonblocked
⇐⇒

µl¯−u ≥ νl¯−u+1 and
ν≤l¯−u \ µ : h.s. and
every element of S is ν-nonblocked.
Thus we have
(e), (4) ⇐⇒
{
ν \ µ : h.s. and
every element of S is ν-nonblocked.
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As a result, letting x be a variable corresponding to |S|,
bν = δ
[
ν\µ : h.s.
(0): µ◦⊂ν
]
×
∑
0≤x≤rνµ◦
(f): νl¯−u+1+|ν≤l¯−u\µ|+x≤a
(−1)x
(
d+ a− (νl¯−u+1 + |ν≤l¯−u \ µ|+ x)
e
)(
rνµ◦
x
)
.
The remaining equality (of the case d = e ∈ Z≥0) can be proved in the same way
as Case 1.
Case 2-2: l(µ◦) ≥ l¯ + 1− u
We have
(Y ) ⇐⇒

(1) : max(µj , κj) = min(µj , νj , κ˜j) (1 ≤ j ≤ l¯ − u),
(2) : max(µj , κj) ≤ νj+1 ≤ min(µj , νj , κ˜j) (l¯ − u+ 1 ≤ j ≤ l(µ
◦)),
(3) : κj ≤ νj+1 ≤ min(µj , νj , κ˜j) (j ≥ l(µ
◦) + 1)
⇐⇒

(1′) : κj ≤ µj ≤ νj , κ˜j (1 ≤ j ≤ l¯− u),
(2′) : κj = νj+1 = µj (l¯ − u+ 1 ≤ j ≤ l(µ
◦)),
(3′) : κj = νj+1 ≤ µj (j ≥ l(µ
◦) + 1)
⇐⇒

(0) : µ◦ ⊂ ν,
(1′′) : κ≤l¯−u = (µ
◦)≤l¯−u \ (some rem. cor. of (µ
◦)≤l¯−u),
(2′′) : νj+1 = µj (l¯ − u+ 1 ≤ j ≤ l(µ
◦)),
(4) : νj+1 ≤ µj (j > l(µ
◦)),
(3′′) : κj = νj+1 (j ≥ l¯ − u+ 1).
Here,
(1) ⇐⇒ (1′): obvious.
(2) ⇐⇒ (2′): Since ν/κ is a horizontal strip, we have κj ≥ νj+1 (∀j). Hence
(2) ⇐⇒ µj ≤ κj = νj+1 ≤ νj , κ˜j , µj ⇐⇒ κj = νj+1 = µj .
(3) ⇐⇒ (3′): same as Case 2-1.
(2′), (3′) ⇐⇒ (2′′), (3′′), (4): obvious.
(1′), (2′′) ⇐⇒ (0), (1′′), (2′′): obvious.
µ◦
l¯ + 1
l¯ + 1− u
uk + 1− l¯
t
κ
ν
µ
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Hence we have
bν =
∑
κ s.t.
(e): c(ν)/κ :h.s.
(f): |ν/κ|≤a
(0),(1′′),(2′′),(3′′),(4)
(−1)|µ
◦\κ|
(
d+ a− |ν/κ|
e
)
.
Similarly to Case 1, the conditions (1′′) and (3′′) mean that the choices of κ
correspond bijectively to the choices of S ⊂ {µ≤l¯−u-removable corners} by κ≤l¯−u =
µ≤l¯−u \ S and (κl¯−u+1, κl¯−u+2, . . . , ) = (νl¯−u+2, νl¯−u+3, . . . ).
Furthermore, by the same way as Case 2-1, we have
ν/κ =
{
(ν′j , j)
∣∣ 1 ≤ j ≤ νl¯−u+1} ⊔ (ν≤l¯−u \ µ) ⊔ S.
Hence (f) is equivalent to νl¯−u+1 + |ν≤l¯−u \ µ|+ |S| ≤ a.
Moreover, the condition (e) is transformed as
(e): c(ν)/κ : h.s. ⇐⇒ ν/κ : h.s.
⇐⇒

µl¯−u ≥ νl¯−u+1,
ν≤l¯−u \ µ : h.s.,
every element of S is ν-nonblocked,
by a similar argument to Case 2-1 and we have
(e), (2′′), (4) ⇐⇒

(2′′),
ν \ µ :h.s.,
every element of S is ν-nonblocked.
As a result, letting x be a variable corresponding to |S|, we have
bν = δ
[
ν \ µ :h.s.
(0): µ◦⊂ν
(2′′)
]
×
∑
0≤x≤rνµ◦
νl¯−u+1+|ν≤l¯−u\µ|+x≤a
(−1)x
(
d+ a− (νl¯−u+1 + |ν≤l¯−u \ µ|+ x)
e
)(
rνµ◦
x
)
.
The remaining equality (of the case d = e ∈ Z≥0) can be proved in the same way
as Case 1.
Now we have completed the proof of Lemma 5. 
3.4. Step (B). As in Step (A), we deal with a slightly more general situation that
we only assume λ¯ ⊂ R′
l¯
where l¯ = l(λ¯), dropping the assumption λ¯l¯ ≥ t.
Notice that qµλ¯ − 1 + δ
[
λ¯′t = µ
′
t+1
]
≥ qµλ¯ − 1 = |µ/λ¯| + rµ′λ¯′ − 1 ≥ 0, since if
|µ/λ¯| = 0 then µ = λ¯ thus rµ′λ¯′ = rλ¯λ¯ > 0.
Substituting the result of Step (A) for the RHS of (14), if we write g
(k)
Rt∪λ
/
g
(k)
Rt
=∑
ν aνg
(k)
ν , then the coefficient aν is as follows:
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Case 1: if ν1 ≤ k + 1− l¯,
(20) aν =
∑
µ s.t.
µ⊂R′
l¯
µ/λ¯: v.s.
µ◦⊂ν
ν\µ: h.s.
f(µ),
where we put
f(µ) = (−1)|µ/λ¯|δ [f2(µ) ≥ 0]
(
f1(µ)
f2(µ)
)
,
f1(µ) = qµλ¯ − 1 + δ
[
λ¯′t = µ
′
t+1
]
+ v − |ν \ µ| − |µ/λ¯| − rνµ◦ ,
f2(µ) = v − |ν \ µ| − |µ/λ¯|.
Case 2: if ν1 > k + 1− l¯,
Recall the notations u = ν1 − (k + 1− l¯) and A = νl¯−u+1 + |ν≤l¯−u \ µ|.
Then similarly to Case 1, we have
aν = X + Y,
where
X =
∑
µ s.t.
µ⊂R′
l¯
µ/λ¯: v.s.
l(µ◦)<l¯+1−u
δ
[
µ◦⊂ν
ν\µ: h.s.
]
g(µ)
and
Y =
∑
µ s.t.
µ⊂R′
l¯
µ/λ¯: v.s.
l(µ◦)≥l¯+1−u
δ
[
µ◦⊂ν
ν\µ: h.s.
(P )
]
g(µ),
where we put
g(µ) = (−1)|µ/λ¯|δ [g2(µ) ≥ 0]
(
g1(µ)
g2(µ)
)
,
g1(µ) = qµλ¯ − 1 + δ
[
λ¯′t = µ
′
t+1
]
+ v − |µ/λ¯| −A− rνµ◦ ,
g2(µ) = v − |µ/λ¯| −A.
In fact Y = 0, since A ≥ νl¯−u+1 ≥ µl¯−u+1 > t ≥ v.
Moreover, in fact the condition “l(µ◦) < l¯ + 1 − u” in the summation in X can
be dropped since if µ satisfies l(µ◦) ≥ l¯+1− u then A ≥ νl¯−u+1 ≥ µl¯−u+1 > t ≥ v.
Hence we have
(21) aν = X =
∑
µ s.t.
µ⊂R′
l¯
µ/λ¯: v.s.
µ◦⊂ν
ν\µ: h.s.
g(µ).
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To complete these calculations of (20) and (21), first we simplify the conditions
on µ in the above summations.
First, we can easily see some necessary conditions to aν 6= 0. In both cases,
• ν should be contained by (k) ∪ R′
l¯
since µ ⊂ R′
l¯
and ν \ µ is a horizontal
strip.
• The skew shape ν \ λ¯
(
⊂ (ν \ µ) ⊔ (µ/λ¯)
)
should be a ribbon since a union
of a horizontal strip and a vertical strip never contains a 2 × 2 square.
Otherwise, if ν \ λ¯ is not a ribbon, this coefficient aν is equal to 0.
• Moreover, unless λ¯◦ ⊂ ν, there are no µ such that λ¯ ⊂ µ and µ◦ ⊂ ν, hence
aν = 0.
• If νl > v(= λl), then f2(µ) ≤ v − |ν \ µ| ≤ v − |ν \ R
′
l¯
| ≤ v − νl < 0 and
g2(µ) ≤ v− (νl¯−u+1+ |ν≤l¯−u \µ|) ≤ v−νl¯−u+1 ≤ v−νl < 0 for any µ ⊂ R
′
l¯
,
thus aν = 0.
Now we assume
ν ⊂ (k) ∪R′
l¯
,(22)
λ¯◦ ⊂ ν,(23)
ν \ λ¯ is a ribbon.(24)
νl ≤ v = λl.(25)
We write (ν ∩R′
l¯
) \ λ¯ = A1 ⊔ · · · ⊔ Aa so that each Ai is a connected ribbon.
We put
Xi = { (r, c) ∈ Ai | (r + 1, c) ∈ Ai },
X ′i = { (r, c) ∈ Ai | (r, c− 1) ∈ Ai },
yi = (ri, ci) := the most northwest cell of Ai,
ti = λ¯
′
ci−1 − ν
′
ci = λ¯
′
ci−1 − ri(≥ 0).
Then Ai = Xi ⊔X
′
i ⊔ {yi}.
ti
λ¯
yi
Xi
X ′i
ti
λ¯
yi
Xi
X ′i
We can assume
c1 < · · · < cb ≤ t < cb+1 < · · · < ca
for 0 ≤ ∃b ≤ a, without loss of generality.
Moreover we put
{d1, . . . , de} = {c | 1 < c ≤ t, ν
′
c ≤ λ¯
′
c < λ¯
′
c−1},
zi = λ¯
′
di−1 − λ¯
′
di .
In other words, d1, . . . , de are the column indices not greater than t in which
column there is an addable corner of λ¯ which does not belong to ν, and zi is the
number of boxes which we can add on the di-th column of λ¯. (See the figure below)
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λ¯◦
λ¯/λ¯◦
z1
...
d1
z2
...
d2
...
c1
...
cb
...
cb+1
...
ca
A1
Ab
Ab+1
Aa
ν
l¯
k + 1− l¯
t
Then we claim that the conditions on µ are transformed as follows:
Claim 1.
(1) µ ⊂ R′
l¯
(2) µ/λ¯ : v.s.
(3) µ◦ ⊂ ν
(4) ν \ µ : h.s.
⇐⇒
µ = µ((s1, . . . , sb), S, (x1, . . . , xe))
:= λ¯ ∪
⋃
1≤i≤aXi
∪
⋃
1≤i≤b {(ri + j, ci)|0 ≤ j ≤ si}
∪ {yi | i ∈ S}
∪
⋃
1≤i≤e
{
(λ¯′di + j, di)
∣∣1 ≤ j ≤ xi}
for ∃ ((s1, . . . , sb), S, (x1, . . . , xe)) with

−1 ≤ si ≤ ti,
S ⊂ {b+ 1, . . . , a},
0 ≤ xi ≤ zi.
Proof of Claim 1:
=⇒: Every element of ν\λ¯ should belong to ν\µ or µ/λ¯ since ν\λ¯ ⊂ (ν\µ)⊔(µ/λ¯).
Since ν\µ is a horizontal strip, Xi ⊂ µ/λ¯. Since µ/λ¯ is a vertical strip, X
′
i ⊂ ν\µ.
Take an arbitrary element (r, c) of µ/λ¯.
• If (r, c) ∈ ν, then we have (r, c) ∈ (ν \ λ¯)\R′
l¯
, thus (r, c) ∈
⋃
1≤i≤a{yi}∪Xi.
• If (r, c) /∈ ν: if c > t, then (r, c) ∈ µ◦ ⊂ ν, which is contradiction. Thus we
have c ≤ t. Since µ/λ¯ is a vertical strip, λ¯′c−1 ≥ r > λ¯
′
c.
– if λ¯′c ≥ ν
′
c, then c ∈ {d1, . . . , de} by definition of di. Thus (r, c) =
(λ¯′di + j, di) for ∃i, 1 ≤ ∃j ≤ λ¯
′
di−1
− λ¯′di = zi.
– if λ¯′c < ν
′
c, then (λ¯
′
c + 1, c) ∈ ν \ λ¯. Thus (λ¯
′
c + 1, c) ∈ Ai for ∃i.
Since (r, c) /∈ ν, (r, c) /∈
⋃
iAi. Thus (r, c) = (ri + j, ci) for ∃i and
1 ≤ j ≤ λ¯′ci−1 − λ¯
′
ci = ti.
⇐=: (1): clear.
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(3): since c1, . . . , cb, d1, . . . , de ≤ t, we have
µ◦ =
(
λ¯ ∪
⋃
1≤i≤a
Xi ∪ {yi | i ∈ S})
◦.
To show (3), use (23) and that
α◦ ⊂ β, (r, c) ∈ β =⇒ (α ∪ {(r, c)})◦ ⊂ β.
(Proof: (α∪ {(r, c)})◦ = α, α∪ {(r, c)}, α∪ {(r, i) | 1 ≤ i ≤ c} according to whether
c ≤ t, c > t+ 1, c = t+ 1.)
(4): Since Ai is a ribbon, we have (the below cell of yi)/∈ X
′
i, whence ν \ µ ⊂
(ν \R′
l¯
) ∪
⋃
X ′i ∪ { y1, . . . , ya}: horizontal strip.
(2): it suffices to show that for any (r, c) ∈ µ/λ¯, it holds (r, c− 1) ∈ λ¯.
• If (r, c) ∈ Xi, then (r + 1, c) ∈ Ai ⊂ ν \ λ¯, whence (r, c− 1) ∈ λ¯ since ν \ λ¯
is a ribbon.
• (the left cell of yi)∈ λ¯ is obvious by the definition of yi.
• If (r, c) = (ri+j, ci) for 1 ≤ i ≤ b and 0 ≤ j ≤ ti, we have r ≤ ri+ti = λ¯
′
ci−1
thus (r, c− 1) ∈ λ¯.
• If (r, c) = (λ¯′di + j, di) for 1 ≤ i ≤ e and 1 ≤ j ≤ zi, we have r ≤ λ¯
′
di
+ zi =
λ¯′di−1 thus (r, c− 1) ∈ λ¯.
Claim 1 is proved.
Claim 2. Put X =
∑
1≤i≤a
|Xi| and write µmin = µ((−1, . . . ,−1),∅, (0, . . . , 0)). For
µ = µ((s1, . . . , sb), S, (x1, . . . , xe)),
(1) |µ/λ¯| = X +
∑
1≤i≤b
(1 + si) + |S|+
∑
1≤j≤e
xj .
(2) |ν \ µ| = |ν \ λ¯| −X − |S| −
∑
1≤i≤b
δ [si 6= −1].
(3) rµ′λ¯′ = C1−
∑
1≤i≤b
δ [si = ti]−
∑
1≤j≤e
δ [xj = zj ]−
∑
i∈S
δ
[
the left of yi is λ¯-rem. cor.
]
.
where C1 = rµ′min,λ¯′ .
(4) qµλ¯ = C1+X+
∑
1≤i≤b
(1+ si− δ [si = ti])+
∑
1≤j≤e
(xj − δ [xj = zj ])−
∑
i∈S
(1−
δ
[
the left of yi is λ¯-rem. cor.
]
).
(5) δ
[
λ¯′t = µ
′
t+1
]
= C2 +
∑
i∈S
δ [ci = t+ 1] δ
[
the left of yi is λ¯-rem. cor.
]
,
where C2 = δ
[
λ¯′t = (µmin)
′
t+1
]
.
(6) rνµ◦ = C3 +
∑
i∈S
(1− δ
[
the left of yi is a ν-nonblocked λ¯
◦-rem. cor.
]
),
where C3 = rν,µ◦min .
Moreover, if ν1 > k + 1− l¯,
(7)
A = νl¯−u+1 + |ν≤l¯−u \ µ|
= C4 −
∑
i∈S
δ
[
ri ≤ l¯ − u
]
−
∑
1≤i≤b
δ [si 6= −1] δ
[
ri ≤ l¯ − u
]
,
where C4 = νl¯−u+1 + |ν≤l¯−u \ µmin|.
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Thus,
(8)
f1(µ) = qµλ¯ − 1 + δ
[
λ¯′t = µ
′
t+1
]
+ v − |ν \ µ| − |µ/λ¯| − rνµ◦
= C5 +
∑
1≤i≤b
(1− δ [si = ti]− δ [si = −1])−
∑
1≤j≤e
δ [xj = zj ]
+
∑
i∈S
(
δ
[
the left of yi is a ν-nonblocked λ¯
◦-rem. cor.
]
− δ
[
the left of yi is a λ¯-rem. cor.
]
+ δ [ci = t+ 1] δ
[
the left of yi is a λ¯-rem. cor.
] )
,
where C5 = C1 +X − 1 + C2 + v − |ν \ λ¯| − C3.
(9)
f2(µ) = v − |ν \ µ| − |µ/λ¯|
= v − |ν \ λ¯| −
∑
1≤j≤e
xj −
∑
1≤i≤b
(si + δ [si = −1]).
(10)
g1(µ) = qµλ¯ − 1 + δ
[
λ¯′t = µ
′
t+1
]
+ v − |µ/λ¯| − A− rνµ◦
= C6 +
∑
1≤i≤b
ri≤l¯−u
(1− δ [si = ti]− δ [si = −1])
−
∑
1≤i≤b
ri>l¯−u
δ [si = ti]−
∑
1≤j≤e
δ [xj = zj ]
+
∑
i∈S
(
δ
[
the left of yi is a ν-nonblocked λ¯
◦-rem. cor.
]
− δ
[
the left of yi is a λ¯-rem. cor.
]
+ δ [ci = t+ 1] δ
[
the left of yi is a λ¯-rem. cor.
]
− δ
[
ri > l¯ − u
] )
,
where C6 = C1 − 1 + C2 + v − C4 − C3(= g1(µmin)).
(11)
g2(µ) = v − |µ/λ¯| −A
= v −X − C4 −
∑
1≤j≤e
xj
−
∑
1≤i≤b
ri≤l¯−u
(si + δ [si = −1])−
∑
1≤i≤b
ri>l¯−u
(1 + si)−
∑
i∈S
δ
[
ri > l¯ − u
]
.
Proof of Claim 2:
It suffices to show (1)-(7) since (8)-(11) follow from them.
(1), (2), (3), (5), (7): Obvious.
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(4): Recall qµλ¯ = |µ/λ¯|+ rµ′λ¯′ .
(6): The value of rνµ◦ is independent of s1, . . . , sb and x1, . . . , xe since c1, . . . , cb, d1, . . . , de ≤
t. It suffices to show that
rνµ◦
T˜
− rνµ◦
T
= 1− δ
[
the left of yi is a ν-nonblocked λ¯
◦-rem. cor.
]
for all i ∈ S, T ⊂ S \ {i} and T˜ = T ∪ {i}. Put γ = µT , β = µT˜ = γ ∪ {yi}. Recall
yi = (ri, ci).
Case A: if l(γ◦) = l(β◦) i.e. ci > t+ 1, then γ
◦ ∪ {yi} = β
◦, whence
rνβ◦ − rνγ◦ =
{
0 (if (ri, ci − 1) is a ν-nonblocked γ
◦-rem. cor.),
1 (otherwise),
by [Taka, Lemma 35].
λ¯◦
t
yi = (ri, ci)
Xi
l(γ◦) = l(β◦)
Now
(ri, ci − 1) is a ν-nonblocked γ
◦-rem. cor.
⇐⇒ (ri, ci − 1) is a ν-nonblocked λ¯
◦-rem. cor..
(Proof. =⇒: since (ri, ci − 1) ∈ λ¯
◦,
(ri, ci − 1) is a γ
◦-rem. cor. =⇒ (ri, ci − 1) is a λ¯
◦-rem. cor.
⇐=: Note that(ri, ci) /∈ λ¯
◦, γ◦. Thus
(ri, ci − 1) is not a γ
◦-rem. cor. =⇒ (ri + 1, ci − 1) ∈ γ
◦
=⇒ (ri + 1, ci − 1) ∈ ν
=⇒ (ri, ci − 1) is ν-blocked.)
Case B: if l(γ◦) + 1 = l(β◦), i.e. ci = t+ 1, then β
◦ = γ◦ ∪ (t+ 1), whence
rνβ◦ − rνγ◦ = 1.
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Note that in this case (ri, ci − 1) must not be a ν-nonblocked λ¯
◦-removable corner
since (ri, ci − 1) /∈ λ¯
◦.
λ¯◦
t
yi = (ri, ci)
Xi
l(γ◦)l(β
◦)
Hence in both cases we have
rνβ◦ − rνγ◦ = δ
[
(ri, ci − 1) is not a ν-nonblocked λ¯
◦-rem. cor.
]
.
Claim 2 is proved.
Now we get back to the calculations of aν .
Case 1: if ν1 ≤ k + 1− l¯,
First we prove that if b > 0 then aν = 0.
Assume b > 0.
Fix s2, . . . , sb, S, x1, . . . , xe and consider a sum f(µ) = f (µ ((s1, . . . , sb) , S, (x1, . . . , xe)))
of (20) according to the variable s1. By Claim 2 this sum has the form
t1∑
s1=−1
(−1)C7+s1δ [C9 − s1 − δ [s1 = −1] ≥ 0]
(
C8 − δ [s1 = t1]− δ [s1 = −1]
C9 − s1 − δ [s1 = −1]
)
(for some constants C7, C8, C9), which is zero by Lemma 2.
Thus we conclude
aν =
∑
((s2,...,sb),S,(x1,...,xe))
∑
s1
f(µ((s1, . . . , sb), S, (x1, . . . , xe))) = 0
if b > 0.
Now we assume b = 0. Next we prove that if a > 0 then aν = 0. Assume a > 0.
Let us fix x1, . . . , xe arbitrarily and put µS = µ((), S, (x1, . . . , xe)) for S ⊂
{1, . . . , a}.
It suffices to prove f(µT ) + f(µT˜ ) = 0 for each T ⊂ {2, . . . , a} and T˜ = {1} ∪ T .
For such T , it suffices to show
(1) |µT˜ /λ¯| = |µT /λ¯|+ 1,
(2) f1(µT ) = f1(µT˜ ),
(3) f2(µT ) = f2(µT˜ ).
Proof of (1), (3): obviously follow from Claim 2.
Proof of (2): Recall y1 = (r1, c1). By Claim 2, it suffices to show
δ
[
(r1, c1 − 1) is a ν-nonblocked λ¯
◦-rem. cor.
]
+ δ [c1 = t+ 1] δ
[
(r1, c1 − 1) is a λ¯-rem. cor.
]
− δ
[
(r1, c1 − 1) is a λ¯-rem. cor.
]
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= 0.
Recall that A1 ⊔ · · · ⊔ Aa = (ν \ λ¯) ∩ R
′
l¯
. When (r1, c1 − 1) is a λ¯
◦-removable
corner, (r1+1, c1−1) /∈ ν\λ¯ by the choice of A1 and νl ≤ λl ≤ t < c1−1. Moreover,
(r1 + 1, c1 − 1) /∈ λ¯/λ¯
◦ since c1 − 1 > t, thus (r1 + 1, c1 − 1) /∈ ν/λ¯
◦. Hence
δ
[
(r1, c1 − 1) is a ν-nonblocked λ¯
◦-rem. cor.
]
= δ
[
(r1, c1 − 1) is a λ¯
◦-rem. cor.
]
.
Recalling the definition of λ¯◦,
= δ [c1 > t+ 1] δ
[
(r1, c1 − 1) is a λ¯-rem. cor.
]
,
which completes the proof.
Finally we assume a = b = 0, namely,
(26) ν ∩R′l¯ ⊂ λ¯.
Note that µmin = λ¯ and ν \ λ¯ = ν \R
′
l¯
. We shall abbriviate µ((),∅, (x1, . . . , xe))
as µ(x1, . . . , xe), which is λ¯ with xi boxes added at di-th column for each i. Note
that rνλ¯◦ = rλ¯λ¯◦ since a ν-blocked λ¯
◦-corner can exist only if νl ≥ λ¯l¯ > t, which
never happen since (9) and (25). Then we have
f1(µ(x1, . . . , xe)) = C1 +X − 1 + C2 + v − |ν \ λ¯| − C3 −
∑
δ [xj = zj]
= rλ¯′λ¯′ − 1 + δ
[
λ¯′t = λ¯
′
t+1
]
+ v − |ν \ λ¯| − rνλ¯◦ −
∑
δ [xj = zj]
= e−
∑
δ [xj = zj] + v − |ν \ λ¯|.
Here the last equality follows from since rλ¯′λ¯′−rνλ¯◦ = rλ¯λ¯−rλ¯λ¯◦ = #{removable corner of λ¯/λ¯
◦} =
e+ δ
[
λ¯′t > λ¯
′
t+1
]
, and
f2(µ(x1, . . . , xe)) = v − |ν \ λ¯| −
∑
xj .
Thus we have
aν =
∑
x1,...,xe
f(µ(x1, . . . , xe))
=
z1∑
x1=0
(−1)x1 · · ·
ze∑
xe=0
(−1)xeδ
[
v ≥
e∑
i=1
xi + |ν \R
′
l¯|
]
×
(
e−
∑e
i=1 δ [xi = zi] + v − |ν \R
′
l¯
|
v −
∑e
i=1 xi − |ν \R
′
l¯
|
)
.
Now we simplify the summation on xe using Lemma 2 (of the form
∑z
x=0 δ[a−x ≥
0](−1)x
(
q−δ[x=z]
a−x
)
= δ[a ≥ 0]
(
q−1
a
)
),
aν =
z1∑
x1=0
(−1)x1 · · ·
ze−1∑
xe−1=0
(−1)xe−1δ
[
v ≥
e−1∑
i=1
xi + |ν \R
′
l¯|
]
×
(
e − 1−
∑e−1
i=1 δ [xi = zi] + v − |ν \R
′
l¯
|
v −
∑e−1
i=1 xi − |ν \R
′
l¯
|
)
.
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Then repeating this,
= δ
[
v ≥ |ν \R′l¯|
] (v − |ν \R′
l¯
|
v − |ν \R′
l¯
|
)
= δ
[
v ≥ |ν \R′l¯|
]
= δ
[
v ≥ νl¯+1
]
. (by (22))
Note that v ≥ νl¯+1 can be rephrased as
(27) c(λ)l¯+1 ≥ c(ν)l¯+1.
Case 2: if ν1 > k + 1− l¯,
By the same argument as Case 1, we can see that aν = 0 unless {i | 1 ≤ i ≤
b, ri ≤ l¯ − u} = ∅. Thus we assume (r1 > · · · >)rb > l¯ − u hereafter.
Next we prove aν = 0 unless b = 0. Assume b > 0. Then rb > l¯ − u and
(rb, cb) ∈ ν \ λ¯, thus νl¯−u+1 ≥ νrb > λ¯rb ≥ λ¯l¯+1 = v. Hence g2(µ) ≤ v − C4 ≤
v−νl¯−u+1 < 0 for any µ = µ((si)i, S, (xj)j), which implies aν = 0. Thus we assume
b = 0 hereafter.
Next we prove aν = 0 unless a = 0. Assume a > 0. As Case 1, fix x1, . . . , xe
arbitrarily and put µS = µ((), S, (x1, . . . , xe)) for S ⊂ {1, . . . , a}.
It suffices to prove g(µT ) + g(µT˜ ) = 0 for each T ⊂ {2, . . . , a} and T˜ = {1} ∪ T .
• If r1 > l¯ − u, then l(ν
◦) ≥ r1 > l¯ − u i.e. νl¯−u+1 > t, and thus g(µS) = 0
for all S since g2(µS) ≤ v −A ≤ v − νl¯−u+1 < 0.
• If r1 ≤ l¯ − u, we can deduce |µT˜ /λ¯| = |µT /λ¯| + 1, g1(µT ) = g1(µT˜ ) and
g2(µT ) = g2(µT˜ ) by the same proof as Case 1.
Finally we assume a = b = 0, namely,
(28) ν ∩R′l¯ ⊂ λ¯.
As Case 1, µmin = λ¯ and ν \ λ¯ = ν \R
′
l¯
. We use the same notation µ(x1, . . . , xe)
as Case 1, then we have
g1(µ(s1, . . . , sb, x1, . . . , xe)) = C1 − 1 + C2 + v − C3 − C4 −
∑
j
δ [xj = zj ]
= e+ v − C4 −
∑
j
δ [xj = zj ]
and
g2(µ(x1, . . . , xe)) = v − C4 −
∑
j
xj
by the same argument as Case 1. Thus, similarly to Case 1, we have
aν =
∑
x1,...,xe
g(µ(x1, . . . , xe))
=
z1∑
x1=0
(−1)x1 · · ·
ze∑
xe=0
(−1)xeδ
v − C4 − e∑
j=1
xj ≥ 0

×
(
e+ v − C4 −
∑e
j=1 δ [xj = zj ]
v − C4 −
∑e
j=1 xj
)
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= δ [v − C4 ≥ 0]
(
v − C4
v − C4
)
= δ [v − C4 ≥ 0] .
Note that λ¯1 = k + 1 − l¯ since ν ∩ R
′
l¯
⊂ λ¯ and ν1 > k + 1 − l¯, thus C4 =
νl¯−u+1 + |ν≤l¯−u \ λ¯| = νl¯−u+1 + ν1 − (k + 1− l¯). Hence
v − C4 ≥ 0 ⇐⇒ v + (k + 1− l¯) ≥ ν1 + νl¯+1−u
⇐⇒ c(λ)1 ≥ c(ν)1.(29)
To summarize the results, aν = 1 if
(1) ν ⊂ (k) ∪R′
l¯
(from (22)),
(2) λ¯◦ ⊂ ν (from (23)),
(3) ν ∩R′
l¯
⊂ λ¯ (from (26) in Case 1 and (28) in Case 2),
(4) (when ν1 ≤ k + 1− l¯) c(λ)l¯+1 ≥ c(ν)l¯+1 (from (27)).
(when ν1 > k + 1− l¯) c(λ)1 ≥ c(ν)1 (from (29)).
and aν = 0 otherwise. Note that the assumptions (24) and (25) can be leaded by
(1)-(4).
Now we have νi ≤ λ¯i for 2 ≤ i ≤ l¯ since (1) and (3). Besides, νi = c(ν)i and
λ¯i = c(λ¯)i for 2 ≤ i since ν, λ¯ ⊂ (k) ∪R
′
l¯
.
In addition, (4) can be replaced by the condition c(λ)i ≥ c(ν)i for i = 1, l¯ + 1:
actually, (3) implies the condition c(λ)1 ≥ c(ν)1 when ν1 ≤ k + 1 − l¯, and the
condition c(λ)1 ≥ c(ν)1 implies the condition c(λ)l¯+1 ≥ c(ν)l¯+1 when ν1 > k+1− l¯.
Therefore “(1),(3), and (4)” implies c(ν) ⊂ c(λ), and it is easy to see that the
converse is also true.
Moreover, (2) can be rephrased as λ¯◦ ⊂ c(ν) under the condition c(ν) ⊂ c(λ),
since c(ν) ⊂ c(λ) implies c(ν)i = νi for i ≥ 2 and thus ν 6= c(ν) occurs only if
ν1 ≥ k + 1− t(≥ λ1).
Hence we have
(1), (2), (3), (4) ⇐⇒
{
λ¯◦ ⊂ ν
c(ν) ⊂ c(λ)
⇐⇒ λ¯◦ ⊂ c(ν) ⊂ c(λ).
Now λ¯◦ = λ◦ = c(λ◦) since we have assumed v ≤ t, thus we conclude
aν =
{
1 (if c(λ◦) ⊂ c(ν) ⊂ c(λ)),
0 (otherwise).
Now we have completed the proof of Theorem 3.
References
[Lam08] Thomas Lam, Schubert polynomials for the affine Grassmannian, J. Amer. Math. Soc.
21 (2008), no. 1, 259–281.
[LLM03] L. Lapointe, A. Lascoux, and J. Morse, Tableau atoms and a new Macdonald positivity
conjecture, Duke Math. J. 116 (2003), no. 1, 103–146.
[Las01] Alain Lascoux, Ordering the affine symmetric group, Algebraic combinatorics and
applications (Go¨ßweinstein, 1999), Springer, Berlin, 2001, pp. 219–231.
28 MOTOKI TAKIGIKU
[LLM+14] Thomas Lam, Luc Lapointe, Jennifer Morse, Anne Schilling, Mark Shimozono, and
Mike Zabrocki, k-Schur functions and affine Schubert calculus, Fields Institute Mono-
graphs, vol. 33, Springer, New York; Fields Institute for Research in Mathematical
Sciences, Toronto, ON, 2014.
[LLMS10] Thomas Lam, Luc Lapointe, Jennifer Morse, and Mark Shimozono, Affine insertion
and Pieri rules for the affine Grassmannian, Mem. Amer. Math. Soc. 208 (2010),
no. 977, xii+82.
[LM04] L. Lapointe and J. Morse, Order ideals in weak subposets of Young’s lattice and asso-
ciated unimodality conjectures, Ann. Comb. 8 (2004), no. 2, 197–219.
[LM05] Luc Lapointe and Jennifer Morse, Tableaux on k + 1-cores, reduced words for affine
permutations, and k-Schur expansions, J. Combin. Theory Ser. A 112 (2005), no. 1,
44–81.
[LM07] Luc Lapointe and Jennifer Morse, A k-tableau characterization of k-Schur functions,
Adv. Math. 213 (2007), no. 1, 183–204.
[LS12] Thomas Lam and Mark Shimozono, From quantum Schubert polynomials to k-Schur
functions via the Toda lattice, Math. Res. Lett. 19 (2012), no. 1, 81–93.
[LSS10] Thomas Lam, Anne Schilling, and Mark Shimozono, K-theory Schubert calculus of the
affine Grassmannian, Compos. Math. 146 (2010), no. 4, 811–852.
[Mac95] I. G. Macdonald, Symmetric functions and Hall polynomials, 2nd ed., Oxford Mathe-
matical Monographs, The Clarendon Press, Oxford University Press, New York, 1995.
[Mor12] Jennifer Morse, Combinatorics of the K-theory of affine Grassmannians, Adv. Math.
229 (2012), no. 5, 2950–2984.
[Taka] Motoki Takigiku, Factorization formulas of K-k-Schur functions I.
[Takb] Motoki Takigiku, On some factorization formulas of K-k-Schur functions, Master’s
thesis at University of Tokyo.
