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Throughout this paper k denotes an algebraically closed field of characteristic 
p > 0, G denotes a finite group, B denotes a p-block of G corresponding to the 
indecomposable algebra summand kB of kG, D denotes a defect group of B (it is 
unique up to conjugacy in G), p denotes the p-rank of D (that is, the maximum of 
the ranks of its elementary abelian p-subgroups) and S, T denote /&-modules. A 
graded polynomial subalgebra R of H*(G, k) is specified by taking p algebraically 
independent canonical homogeneous elements, which are certain Chern classes, to 
be its generators. A spectral sequence is constructed with ExfC,* (Ext&(S, 7’), R) as 
its E, term and with Ext&(T, S), with a displaced grading, as its abutment. The 
latter is thus naturally filtered. A brief account of the relevant algebraic topology, 
commutative algebra and homological algebra is given. 
1. INTRODUCTION 
In the case of the cyclic group C, of order q there is a standard duality 
available for the Tate modified cohomology. It is described by H. Cartan 
and S. Eilenberg [3, p. 2491 and was used in the research in class field theory 
current at that time. It overlaps the spectral duality presented here. A more 
illuminating precedent may be found in R. Hartshorne’s lecture notes [5]. 
The introduction of [5] is particularly recommended. This “Seminaire 
Hartshorne” uses the derived category concept of J. L. Verdier to extend and 
complete A. Grothendieck’s duality theory for the cohomology of coherent 
sheaves on algebraic varieties proper over a field. It appears that derived 
categories cannot be introduced advantageously into this topic. Instead use is 
made of the differential homological algebra described by L. Smith in [ 111. 
As the construction of the graded Ext functor is not set out explicitly in 
[ 111 it is given in Section 4 below. This Ext * * has been used before, notably 
in the “Adams spectral sequence.” The grading convention used here differs 
from that favoured by the topologists but it allows the spectral sequence 
constructed in this paper to have standard grading. In this paper T, s, t are 
used as spectral sequence parameters instead of the more conventional r,p, q. 
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In fact Es*’ = 0 for ] s ] sufftciently large and also for t sufficiently small. Thus 
the differentials 
d;,‘: E;,t+ E;+r.t-r+ 1 
are zero for r sufficiently large. In the final version of the spectral sequence 
they are zero for r > p. 
It is apparent that much of this work depends on D. G. Quillen’s deter- 
mination in [8] of H*(GL(N, I), k) where (p, I) = 1. Remarks in Section 11 
of that paper show that the case when k denotes the ring of integers must be 
much less tractible. However, the case under consideration is related to the 
problem of obtaining a geometric theory of modular representations. Thus 
the spectral sequence is presented in a form which involves the individual 
block rather than the entire group algebra. It provides a necessary condition 
for a symmetric algebra to be Morita equivalent to a block algebra. The case 
when T = k, the trivial module, is just a duality theorem for group 
cohomology and at the least provides a canonical filtration of H*(G, S). 
A recent paper by J. L. Alperin and L. Evens [ 1 ] and another by G. S. 
Avrunin and L. L. Scott [2] give adequate references to other attempts to 
obtain information about modular representations from cohomology. Thanks 
are due to most of the people mentioned there and to several members of the 
Sydney-Canberra mathematical community. Quillen’s papers [S] and [9] 
have been of the greatest assistance, and he acknowledges there the impor- 
tance of some seminal ideas of M. F. Atiyah. The use of characteristic 
classes can be traced back to Atiyah, who was my thesis advisor fifteen 
years ago. 
2. CHERN CLASSES 
Let G be a finite group. In a suitable homotopy category a “classifying 
space” BG may be constructed, either by taking it to be “the” Eilen- 
berg-MacLane space K(G, 1) or by taking a contractible space EG on which 
G acts freely and setting BG = EG/G. The second definition remains valid 
even when G is an arbitrary compact Lie group. If G, c G,, it is convenient 
to take EG, = EG, and thus construct a fibration BG, + BG, with Iibre 
GJG,. If G, and G, are finite, H*(BG,, k) may be identified with the 
algebraically defined cohomology usually written H*(G,, k) and the 
functorial map H*(BG,, k) -+ H*(BG,, k) is then just the algebraically 
defined restriction. If G, is the unitary group U(N) in N variables, 
H*(BU(N), k) = k[c,, c~,..., cN], where ci E Hz’ is the ith universal Chern 
class; the restriction map H*(BU(N), k) + H*(BG,, k) determined and is 
481/m/2-2 
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determined by the images of the universal Chern classes. These images are 
called Chern classes. 
Although Chern classes may be detined for each unitary representation. 
faithful or otherwise, of the finite group G, it is convenient to consider only 
the representations obtained by taking q > 1 copies of the regular unitary 
representation. The image of ci E H”(BU(q 1 G/, k), 1 < i < q 1 GI, will be 
denoted by ci(G; q) whilst ci(G; 1) will be abbreviated to C,(G). Then the 
following basic formula, which may be decomposed into its homogeneous 
components, holds: 
1 + c,(G; q) + c,(G; q) + e.. = [ 1 + c,(G) + c,(G) + . ..I”. (2) 
Formula (2) simplifies when q is a power of p: 
I + c,(G; q) + c,(G; q) + ..a = 1 + c,(G)~ + Cam + . . . . (3) 
References for the above material and more details are provided by Quillen 
on pages 556-562 of [8] and on pages 550-558 of [9]. 
LEMMA 1. Let E be an elementary abelian group of order p’. Let 
q = pdee. Then ci(E; q) = 0 except when i = n(j) =pd -pd-j, 1 <j < e. 
Proof. Quillen proves this for q = 1 on page 584 of [9]. The general case 
follows from this and (3). 
LEMMA 2. Let D be a group of order pd and of rank p. Then c,(D) is 
nilpotent except when i = n(j) = pd - pd-j, I <j < p. 
Proof. The restriction of c,(D) to the elementary abelian subgroup E of 
order pe <pd is c~(E;~~-~) which is zero unless i = n(j), 1 <j < e < p. Thus, 
except when i = n(j), 1 <j < p, the restriction is zero for all such E and thus, 
by Theorem 7.1 of Quillen [9, p. 5671, c,(D) is nilpotent. 
PROPOSITION 3 (B. B. VENKOV). Let G be a finite subgroup of the 
unitary group U = U(N) and let T be a finitely generated kG-module. Then 
H*( G, T) is finitely generated as a module over the image of H* (BU, k) in 
H*(BG, k). 
Reference. Quillen reproduces Venkov’s proof for the case T = k on page 
554 of [9]. This proof extends to the general case. 
COROLLARY 4. Let G be a subgroup of thefinite group r and let T be a 
finitely generated kG-module. Then H*(G, T) is finitely as a module over the 
image of H*(T, k) in H*(G, k). 
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Proof As r may be embedded in a unitary group U(N) for some N, this 
follows from Proposition 3. 
PROPOSITION 5. With the hypotheses and notation of Lemma 2, the 
Chern classes c,,JD), 1 <j < p, are algebraically independent. 
Proof. In view of Lemma 2 and Proposition 3, H*(D, k) is finitely 
generated as a module over the subalgebra k[c,(,,, c~,~),..., c,,,~]. As 
H*(D, k) has dimension p (Quillen 19, p. 569]), k[c,(,,, c,,(~,,..., c,,(,,,] has 
dimension at least p. Proposition 6 of page 111-l 1 of J.-P. Serre [lo] now 
establishes the result. 
Note that Serre’s lecture notes [lo] are an excellent reference for the 
concept of dimension. The recent work of S. Goto and K. Watanabe [4] 
usefully adapts certain standard concepts of commutative algebra to the 
context of graded algebras and cites several other such papers. Venkov 
established most of the above and also determined the action of the Steenrod 
cohomology operations on the Chern classes in [ 121. 
COROLLARY 6. Let D be a group of order pd and rank p. Then there 
exists an integer f. > d such that for all f > fO, c~(D;~-~) = 0 except when 
i = m(j) =p -pf-‘, 1 <j <p, whilst c,,,,(D;ped), ~,,,(~)(D;pf-~),..., 
c,,,,(D;pf-d, are algebraically independent. 
Proof. This follows from Lemma 2, (3) and Proposition 5. 
THEOREM 7. Let G be a group of order pdq with (p, q) = 1 and of p- 
rank p. Then there exists an integer f0 > d such that for all f > f0 : 
(a) c,(G;$“)= 0 for 1 < i<pt except for i=m(j)=#-#-j, 
1 GiGpi 
(b) c,,,,,,(G;pf-d), c,(~,(G;~‘-~),..., c,,,,(G;$~) are algebraically 
independent; 
(c) for i > pr, the ci(G;pfed) are polynomial functions of the p Chern 
classes of (b) and the polynomial functions depend only on p, q, d,f, p. 
Proof. Corollary 6 applies to a Sylow subgroup D of G. The restriction 
map H*(G, k) -+ H*(D, k) is injective (see formula (6) on page 255 of 
Cartan and Eilenberg [3, p. 2591). The theorem now follows from formula 
(2) above. 
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3. ODD CHARACTERISTIC CLASSES 
In [8] Quillen calculates H*(GL(N, I), k) for each prime power 1 not 
divisible by p. In this paper 1 will be taken to be 2p-’ when p # 2 and to be 9 
when p = 2. The Bockstein operator is denoted by /3. 
THEOREM 8 (QUILLEN). There exist elements e, E H2’-‘(GL(N, I), k) 
and ci = j?ei E H*‘(GL(N, l), k), 1 < i < N, such that 
H*(GL(N, I), k) = k[c,, c2 ,..., c~] 0 A [e,, e, ,..., e,]. 
Reference. See page 575 of [S]. The graded exterior algebra 
A [e, , e, ,..., e,] has vector space dimension 2N and satisfies the relationships 
eiej = -ejei, ef = 0. 
As before, representations over F, of the finite group G give rise to charac- 
teristic classes in H*(G, k). As in Section 2, the only representations that 
will be considered are those obtained by taking q > 1 copies of the regular 
representation over F,. These induce characteristic classes e,(G; q) E 
HZ’-‘(G, k) and ci(G; q) = /3e,(G; q) for 1 < i < q ] G]. In fact the ci(G; q) 
defined by the representation over F, coincide with those defined by the 
unitary representation. This is verified by the following observations on 
Quillen’s construction of the ci on pages 567-568 of [8]. The natural 
embeddings U(N)+ U(N + 1) induce mappings BU(N)-+ BU(N + 1) in the 
homotopy category and these may as well be represented as embeddings. The 
H-space BU(co) may then be taken to be the direct limit, now just the union, 
of the BU(N). Each virtual unitary representation of a finite group r induces 
a homotopy class of mappings BT-, BU(m). As H*(BU(co), k)= 
k[c,, cz,.... c.,rv..], each virtual unitary representation has Chern classes. This 
applied in particular to the virtual unitary representation of degree q 1 G( of 
r= GL(q ( GI, I) obtained by means of the Brauer character construction, 
which involves choice. However, the restriction of this representation to 
G c GL(q 1 GJ, I) (the above embedding) has the same character as the earlier 
representation of G in U(q (GI). Thus this character is independent of any 
choice and the two representations of G have the same Chern classes. 
In the case p = 2 only, it may be worthwhile considering the orthogonal 
representations G -+ O(q ( G I) and the analogous representations over F, . This 
produces Stiefel-Whitney classes instead of Chern classes. Simple 
functoriality shows that the former determine the latter and so may carry 
extra information. This possibility is not investigated here. 
In view of the importance of the role played by elementary abelian p- 
groups in this topic (see [ 11, [2] and [9]), explicit presentations of their 
cohomology algebras are given in Lemma 9. 
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LEMMA 9. (a) Ifp = 2, G = CF, then H*(G, k) = k[[,, & ,..., &,I, where 
C,, Cz,..., I;NE H’(G, k). 
(b) If 4 =pd, q # 2 and G = Ct, then H*(G, k) = k[t,, Tz ,..., &,,I @ 
A [rl,, vz,.... ~~1, where tll; r2,..., vN E H'(G, k) and C =prlj. 
Proof. See Cartan and Eilenberg [3, p. 2521 for the case N = 1; the 
general case follows from this and the Kuenneth formula. Part (a) illustrates 
the above comments on Stiefel-Whitney classes. 
In the circumstances of Theorem 8 and Lemma 9(b), write 
H*(G, k) = R 0 A, where R is the graded polynomial algebra generated by 
<, , 12,..., cN and where A is the graded exterior algebra generated by 
VI, ?ZY’, VN’ In the circumstances of Lemma 9(a) write H*(G, R) = R @II, 
where R is the graded polynomial algebra generated by c,, r2,..., cN and 
where A = k. 
Note that if G is a subgroup of the finite group r there is an “induction” 
functor transforming kG-modules M to kr-modules Mr. This is exact and 
commutes with both dualising and the taking of cohomology. 
(T’)’ = (7-r)’ (4) 
H*(G, T) = H*(f, Tr) (5) 
Thus H*(G, 7) has the structure of a module over H*(T, k) induced by the 
isomorphism (5). The usual “dimension-shifting” argument proves that this 
coincides with that induced by the “restriction” algebra homomorphism 
H*(Z-, k) + H*(G, k). 
4. GRADED EXT AND GRADED TOR 
Let A =AO@A’@ ... be an anticommutative graded k-algebra such that 
A0 = k. Let X* denote a finitely generated graded left A-module. Note that 
there is a canonical equivalence between the category of graded left A- 
modules and that of graded right A-modules. Then (see S. MacLane 
[7, p. 2171) there is an essentially unique minimal projective resolution of 
X*: 
. . . +ps-l,* *ps,* +ps+l.* + . . . +p-‘q* + PO**. (6) 
Thus this sequence is exact, even when completed by the augmentation 
PO* + X* + 0. Provided A and X* are finitely generated, each Ps* * is a 
finite direct sum of copies of A with shifted gradings: 
p’. * = @A [-t]m(s.t). (7) 
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Here for a graded A-module Y* and for an integer r, Y[r]* is defined by 
Y[r]” = r+r. In conformity with the grading conventions used throughout 
this paper, the “differentials” of (6) have degree 0, that is, preserve the 
gradings. 
If A = qr,, &,..., t,v] is a graded polynomial algebra generated by 
elements of degrees n(l), n(2),..., n(N), respectively (thus if p is odd all these 
degrees must be even), the “graded syzygies” theorem asserts that 
p-N- 1. * = 0; see MacLane [7, p. 2171. If Xi = 0 for i < 0 the Koszul 
resolution may be used to show that m(s, f) = 0 for t < min[n(i,) + 
n(iJ + +.. + n(i-,)I, where the minimum is taken over all (--s)-tuples in 
{ 1, 2 . ...) N}. 
For any graded right A-module Y* the functor Tor:‘*(Y*, X*) is defined 
to be the cohomology of the following induced complex of graded A- 
modules: 
y* @y-I.* + y* aAps** -i y* (T&p+‘.*. (8) 
Furthermore, Tor;‘( Y*, X*) is just its graded component with grading t. The 
graded Tor is used here only for the above polynomial algebra. In this case 
Y* may be taken to be the augmentation A-module k and then all 
differentials of (8) are zero. This leads to the graded version of a formula 
given by J.-P. Serre on page IV-47 of [lo]: 
m(s, t) = dim,Torp’(k, X*). (9) 
This arises in the formula for the Poincare series P(X*; z) which is defined 
by (10) below: 
P(X*; z) = x dim,~” . 9’ 
= x (-1)’ dim, Ps*” . z” 
= K- (-1y s m(s, t) - z’ L 1 n (1 -p-y. (11) 
If G is a finite group and T is a finitely generated kG-module, the Poincare 
series P(T, z) is defined to be P(H*(G, T); z). 
Now let A be an anticommutative graded algebra. In some of the 
applications it will be taken to be either a graded polynomial algebra or of 
the form R @A as in Theorem 8 or in Lemma 9(b). Let X*, Y* be finitely 
generated graded left A-modules. The graded Horn functor is defined by 
Hom:(X*, Y*) = { (0” :X” -+ Yn+‘}, a$” = #“‘+“a for a E Am) 
= Horn:@*, Y[t] *) = Hom:(X[--t] *, Y*). (12) 
SPECTRALDUALITYFORBLOCK COHOMOLOGY 337 
The resolution (6) is used to define Ext>‘(X*, Y*) to be the cohomology of 
the following induced complex: 
Hom:(P-S+‘**, Y*) -+ Hom:(P-S’*, Y*) + Horn:@‘-‘-I,*, Y*). (13) 
Thus Ext:’ *(-, -) = Hom2-, -). If A is a graded polynomial algebra with 
N generators the graded syzygies theorem shows that Ext> * = 0 for s > N as 
well as for s < 0. If further Y* = k the differentials in (13) are all zero and 
so there is a duality: 
Ext>‘(X*, k) = ToriS’-‘(X*, kj’. (14) 
This may be taken with (9) and (11) to give an alternative formula for the 
numerator of the Poincare series. 
THEOREM 10. Let R, A, n,, n2 ,..., nN be as in Theorem 8 or as in 
Lemma 9(b) and let 5 = N2 (for the context of Theorem 8) or r = N (f?or the 
context of Lemma 9(b)). Define 9: A + k[-rl by k-linearity and by requiring 
that 8(n, n2 ... nN) = 1. Then composition with 1 @ 6’ induces a natural 
equivalence 
Homio,,(-, R 0 A) -+ Homi(-, R[-r]) 
of functors on the category of finitely generated graded left R 0 A-modules. 
More generally, for each s, t it induces natural equivalences: 
Ext&(-, R @ A) + Exts;‘(-, R [-r]) = Ext;‘-‘(-, R). 
Proof The general equivalence for Ext follows from that for Horn’ by 
shifting gradings and from the definition (13). The first equivalence is 
established by an inductive argument based on the following lemma: 
LEMMA 11. Let R be the tensor product of a graded polynomial algebra 
and a graded exterior algebra and let A = R @ A [n 1, where A [n] is the 
graded exterior algebra generated by the element n of degree e. Define the k- 
linear map 13: A [n I-+ k[e 1 by e(n) = 1, 8( 1) = 0. Then composition with 
1 @ 8 induces a natural equivalence 
vR : Hom:(M*, A) + Homi(M*, R [ej) 
of contravariant functors of the graded A-module M*, where it is required 
that each graded component M” hasJinite vector space dimension. 
Proof: As the image of any non-zero A-homomorphism M* + A contains 
an element of the form a @ q with a # 0, a E A and as (1 @ @(a @ n) = a, 
the transformation is injective. If A = k, the classification of the graded k[n]- 
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modules enables the surjectivity to be checked. An element of 
Homi(M*, R [e]) is also an element of Hom#4*, R [e]) = 
n Hom,‘(M*, k[e]) @ R’ which must be in the image under 11~ 0 R of a 
unique element of n Hom,;,‘,,(M*, 11 [s] @ R’ = Hom~,,,,(M*, A). The 
evident naturality of vk shows that this latter element in fact belongs to the 
subspace Homj:(M*,A). Thus vA is surjective and so is an equivalence. 
Lemmas 12, 13 and 14 are used to simplify Ext,**(M*, R) in the 
circumstances of Section 2. Theorem 15 summarises the required 
isomorphism. 
LEMMA 12. Let R = k[x, , x2 ,..., xN, y] be a graded polynomial algebra, 
let q be a positive integer and let A = k[x,, x2,..., xN, y9] c R. Then there is a 
natural equivalence 
,u: Ext;‘(M*, R) + Ext:“(M*, A) 
of functors in the Jinitely generated graded R-module M*. 
Proof The transformation ,u is defined for Horn’ = ExtoVo to be the com- 
posite: 
Horn:@*, R) + Homjl,(M*, R) 
=Hom:(M*,A@A[-d]@...@A[(l-q)d]) 
+ Homi(M*, A) 
where d denotes the degree of y and the evident basis for R as a free A- 
module is used. Injectivity and surjectivity are established as in the proof of 
Lemma 11. As in the proof of Theorem 10 above, the natural equivalence 
extends to the general ExtSV’. 
LEMMA 13. Let R = k[x,, x2 ,..., x,, y ] be a graded polynomial algebra, 
let A = k[x,, x2 ,..., x,] c R and let d denote the degree of y. Let M* denote 
a finitely generated graded A-module considered also as a graded R-module 
annihilated by y. Then there is a natural equivalence of functors of M*: 
Ext;‘(M*, R) + Ext;-‘Vf+d(M*, A). 
Proof. Take a minimal projective resolution of M* over A as in (6). 
Then a projective resolution of M* over R may be constructed from a 
bicomplex of projective graded R-modules with only two rows. One of these 
rows is of the form P* * 0 k[ y] and it is immediately above the other, which 
is of the form P** @ k[ y] [d]. Th e vertical differentials are just 
multiplication by y. The functor Homg(--, R) transforms this bicomplex into 
another bicomplex, whose cohomology may be calculated by the “bicomplex 
theorem” to produce the required isomorphism. 
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LEMMA 14. Let R = k[x,,x, ,..., xN, y] be a graded polynomial algebra; 
let A = k[x,, x2,..., xN] c R, let d denote the degree of y and let M* be a 
finitely generated graded R-module. Assume that for some 4 E Ad and for 
some integer q(y - #.)“m = 0 for all m E M*. Then there is a natural 
equivalence of functors of M*: 
Ext;‘(M*, R) + Ext;-‘V’+d(M*, A). 
Proof This follows from Lemmas 12 and 13. 
THEOREM 15. Let G be a group of order pdq with (p, q) = 1 and let T be 
a finitely generated kG-module. Let R = H*(GL(]G(, l), k) and let 
A = k[c n(l), c”(z)Y*7 %,I =R* H ere p denotes the p-rank of G and 
n(j) = pd - pd-j; the ci are as in Theorem 8. Let r = 2(n(l) + n(3) + ..a + 
n(p)). Then there is a natural equivalence of functors in 5: 
Ext ;‘-“2-“(H*(G, 7’), R) + Ext;-N+p.‘-=(H*(G, T), A). 
The R-module structure used is that induced by the regular representation 
G+ GL((G], 1). 
Proof This follows from Lemma 1, Lemma 14 and Theorem 7. F. 
Ischebeck refers to antecedents of this theorem in paragraph 2.10 of 161. 
5. THE EILENBERG-MOORE SPECTRAL SEQUENCE 
The graded Tor functor that occurs in formulas (9) and (11) for the 
numerators of the Poincare series also occurs in the following spectral 
sequence, for which Smith’s paper [ 1 l] is a convenient reference. The special 
case most relevant to duality is presented below. 
The U denote either a unitary group U(N) or the N-dimensional torus 
U( 1)“‘. Assume that G is a finite subgroup of U. As in Section 2, let EU 
denote a contractible space on which U acts freely and take BU = EU/U, 
BG = EU/G. Then the following square is Cartesian: 
U/G -+ Pt 
I I 
BG + BU. 
(15) 
A spectral sequence may be constructed from any Cartesian square 
satisfying certain conditions specified by Smith in [ 111. Recall that 
R = H*(BU, k) is a graded polynomial algebra. 
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THEOREM 16 (EILENBERG AND MOORE). In the above circumstances there 
is an algebra spectral sequence: 
E;-‘(k) = Tor;‘(H*(G, k), k) => H*(U/G, kj. 
More generally, for each finitely generated kG-module T there is a spectral 
sequence which is a module ouer the algebra spectral sequence: 
E;,‘(T) = Tor;‘(H*(G, T), k) =s- H*(U/G, T). 
Note that T induces a local coefficient system, also denoted by T, on BG 
and also on U/G. Smith’s proof covers the algebra spectral sequence and 
may be extended to the module case. Poincare duality applied to the 
compact manifold U/G and Theorem 16 imply a weak duality relation 
between H*(G, r> and H*(G, T’). 
6. DIFFERENTIAL GRADED ALGEBRAS 
This section modified the construction of the Eilenberg-Moore spectral 
sequence given by Smith in [ 111 to obtain the analogous spectral sequence 
for the Ext functor. The grading conventions are specified as they arise. 
A differential graded k-algebra A = @A” is a graded k-vector space with 
the following extra structure: 
A”=Ofor n<O; 
cY,:A”+A”+’ is the k-linear differential; 
a:=~; 
Ai BAi+Ai+i is the associative product; 
a,(ab) = a,(a) . b + (-1)” a.a,(b)for aEA”,bEA”; 
1 EA is a basis for ker(a,:AO+A’). 
Anticommutativity is not postulated. Likewise a left differential graded A- 
module M = @M” is a graded vector space with the following structure: 
M” = 0 for sufticiently small n; 
aiw: iw + M n + ’ is the k-linear “interior” differential; 
a,: = 0; 
A i 0 1%4j + M’+j is the associative product; 
a,,,(am) = a,(a) . m + (-1)“a . a,(m) for a E A”, m E MU. 
“Differential graded” is commonly written “d.g.” Homomorphisms in the 
category of left d.g. A-modules are required to have degree 0. The module 
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M[r] is defined as before by shifting the grading save that if r is odd the sign 
of a,,, is reversed. Right d.g. A-modules are defined analogously. 
The cohomology H*A is thus a graded k-algebra whilst the cohomology 
H*M is a graded H*A-module. 
A sequence M, -+ M, + M, of homomorphisms of left d.g. A-modules is 
said to be proper exact at M, if (1) it is exact when considered as a sequence 
of graded modules, (2) the induced sequence of the kernels of the 
differentials is exact and (3) the induced sequence of cohomology modules is 
exact. The homomorphism M, + M, is said to be a proper epimorphism if 
the sequence M, + M, + 0 is proper exact at M,. A left d.g. A-module P is 
said to be proper projective if whenever 8: M, + M, is a proper epimorphism 
every 4: P + M, can be factorised as Q = I@. Such proper projective modules 
exist. For example, direct sums of copies of A[51 are proper projective. 
It now follows that each left d.g. A-module M has a proper projective 
resolution 
. . . +P-2+p-L’po (16) 
which is proper exact at each object even when augmented by P” + M + 0. 
The differentials of the resolution are called “exterior” differentials to avoid 
confusion with the “interior” differentials which are part of the structure of 
the individual modules. As in ordinary homological algebra the resolution is 
essentially unique. 
The functor d.g.Hom:(M, N) is defined for left d.g. A-modules M, N to be 
the vector space of all degree-preserving homomorphisms of the subordinate 
graded (non-differential) A-modules. As before, d.g. Hom;(M, N) is defined 
to be d.g. Hom:(M, N[r]). In fact there is a differential 
ZJH : d.g. Hom>(M, N) + d.g. Horny ‘(M, N) (17) 
defined by 
Uf> = a,./- + (- 1 I’+ ‘PM * (18) 
Thus d.g.Hom,(M, N) is a graded vector space. The kernel of aH in (18) 
consists of the all d.g., homomorphisms M-+ N[t]. The cohomology of 
d.g.Hom(A, N) is naturally equivalent to H*N. Thus the following lemma 
holds: 
LEMMA 17. With the above notation, let P be a proper projective d.g. A- 
module and let N be an arbitrary d.g. A-module. Then there is a natural 
isomorphism: 
H*d.g. Hom:(P, N) -+ Homk,,.,(H*P, H*N). 
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Now let M, N be arbitrary left d.g. A-modules and let (16) denote a proper 
projective resolution of M. The functor EXTXM, N) is defined to be the 
cohomology of the complex obtained from the bicomplex of vector spaces: 
d.g. Hom,(P’,N)+d.g. Horn,@-‘,N)+d.g. Hom,(PP’,N)+ . . . . (19) 
THEOREM 18. With the above hypotheses, there is a spectral sequence 
with 
E;v’= ExtS;fA (H*M, H*N) =F- EXT,YM, N). 
Proof: In view of Lemma 17, the bicomplex spectral sequence 
constructed by Cartan and Eilenberg on page 331 of 131 takes this form. 
7. THE SPECTRAL SEQUENCE 
Let G denote a finite group and let S, T denote finitely generated kG- 
modules. The differential graded algebra A(G) and the differential graded 
A(G)-module M(T) may be defined as follows. Let M(T)” denote the vector 
space of functions G” + M. For fE M(T)“, define afE M(T)“+ ’ by 
3-( g, 3 g2 9***7 gn+,)=g,f(gz,gj,...,gn+,)+(-l)"+'f(g,,g2,...,gn) 
-f(g,g2,g3,...,gn+,)+ mm* + (-l)"f(g,,gz,...,g,g,+,). (20) 
This formula is obtained by dualising the “bar resolution” of k over kG. In 
fact any other projective resolution of k over kG could have been used 
instead. Cartan and Eilenberg construct on pages 242-243 of 131 a co- 
algebra structure on such a projective resolution. This structure induces 
essentially unique homomorphisms 
Mm(S) @M”(T)+ M”‘+“(S @ T) (21) 
which have the required associativity property and the appropriate 
compatibility with the differential. 
In particular, A(G) = @M”(k) has a d.g. algebra structure whilst 
M(T) = @M”(T) has the structure of a d.g. A(G)-module. In fact, 
A(S) = @M”(Hom(S, S)) has a d.g. A(G)-algebra structure whilst 
M(S, 7’) = @M”(Hom(S, 7’)) has the structure of a left d.g. A(S)-module 
and also of a right d.g. A(T)-module. These structures induce the usual 
products of H*A(G) = H*(G, k), etc. The spectral sequence of Theorem 18 
now specialises to the following: 
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E;,’ = Ext;&, (H*(G, T), H*(G, k)) * EXT,*(,,W(T)v A(G)) (22) 
Es*‘= ExtS,;‘,.(,,,, (Ext *(S, 13, Ext *(S, S)) 3 EXT,*o,(M(S, T), A(S)). (23) 
Of course there is a right module variant of (23) as well. 
THEOREM 19. (a) Let G = C’y. With the notation of Section 3, spectral 
sequence (22) takes the form: 
E;,’ = Ext;‘(H*(G, 7’), R) 3 H*(G, T’). 
(b) Let G = Cy, q =pd # 2. With the notation of Section 3, spectral 
sequence (22) takes the form: 
E;,’ = Ext;‘-“(H*(G, T), R) = Ext;&,(H*(G, 7’) R @ A) * H*(G, T’). 
(c) Let G = GL(N, 1). With the notation of Section 3, spectral 
sequence (22) takes the form: 
E;.’ = Ext;tmM* (H*(G, T), R) = Ext&(H*(G, T), R @A) =z- H*(G, T’). 
Proof: The equalities in part (b) and (c) come from Theorem 10. It 
remains to identify the abutment of (22), which is a contravariant functor of 
T. The spectral sequence collapses when T is an indecomposable projective, 
and then is zero except when T is the principal indecomposable projective, 
when EXT:(,, (M(T), A(G)) = 0 for n > 0. The functor is cohomological and 
an analysis of the definition shows that EXTi,,,(M(T), A(G)) z H’(G, T’). 
The result now follows from the standard characterisation of derived 
functors. 
THEOREM 20. With the hypotheses and notation of Theorem 15, there is 
a spectral sequence 
E;-’ = Ext it-‘(H*(G, T), R) =a H*(G, T’). 
Proof: This follows from Theorem 19(c) taken with Theorem 15. Both s 
and t have been displaced by N - p in the E, terms. Here N = 1 G I. 
Theorem 20 has no content except for kG-modules T in the principal 
block. In general, let D be a defect group of the p-block B of G and let S, T 
be kB-modules. Then S, T and Hom(S, T) are direct summands of modules 
obtained by induction from kD-modules. Thus a multiplication by c,(G) 
induces a nilpotent endomorphism of Ext,*,(S, 7’) for 1 < i < pd except for 
i = n(j) = pd - pd-j, 1 <j & p. Here p denotes the rank of D and 1 GI = pdq 
with (p, q) = 1. Let R = k[c,(l,, c,(~),..., c~(~,], r = 2[n(l) + n(2) + ..- + 
WI. 
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THEOREM 21. With the above hypotheses and notation, there is a 
spectral sequence 
E;,’ = Ext;‘-’ (Ext&(S, T), R) 3 Extj$( T. S). 
ProoJ This is just Theorem 21 with T related by Hom(S, T). the E? 
term simplified by Lemma 14 and the s, t variables displaced. 
8. COMMENTS ON THE ABOVE 
(1) The spectral sequence (22) is not easy to interpret in general. A 
finite group G may well have maximal elementary abelian p-subgroups of 
various ranks and thus H*(G, k) need not be a Cohen-Macaulay ring. (This 
concept is explained by Serre in part B of Chapter IV of [lo].) It therefore 
need not be a Gorenstein ring (see Hartshorne [5, p. 2951) and so that E, 
term of (22) with T taken to be the principal indecomposable may be quite 
non-trivial. The results established by Avrunin and Scott in [2] show that 
similar remarks apply to the E, term of (23). 
(2) Let G = CT and let T be a kG-module. Then P(T; z) is analytic at 
z = - 1; the value there may be called the Euler characteristic x(T). Theorem 
19(a) may be used to prove the formula x(T) = x(T’). 
(3) Let R be a graded polynomial k-algebra and let X* denote a 
finitely generated graded R-module. As in Section 4, let 0(X*) denote the 
order of the pole of P(X*; z) at z = 1. If log,, x is interpreted as -1 for x = 0 
and as log, x/log,n for x > 0, n > 0, the partial fraction expansion of (11) 
may be used to show that 
0(X*) = 1 + lim sup log .dim,X”. 
n -rcc 
(24) 
Serre in part B of Chapter III of [lo] interprets this in terms of the Krull 
dimension of the annihilator of X*. This, taken with Theorem 20, shows that 
o(H*(G, T)) = o(H*(G, T’)). (25) 
Of course Alperin’s “complexity” cG(T) (see [ 1, 21) is just o(Ext*(T, T)). 
(4) If in Theorem 20 T’ is denoted by S, a canonical filtration of 
H*(G, S) is obtained. Thus, for r > p, 
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where the right-hand side is defined by 
PoJS; z) = z”P(E;**(S’); z). (28) 
Note that if R is the above graded polynomial algebra, p is its dimension and 
X* is a finitely generated graded R-module. 
a(ExP*(X*,A)) <p -s. (29) 
Formula (29) may be verified as follows. If Q is a graded prime ideal of R, 
the localised module Exti;‘*(X*, R)c is zero whenever s exceeds the 
dimension of the regular local algebra R,. Thus the maximum length of a 
chain of prime ideals in the support of Extl* *(X*, R ) is at most (T - S. 
(5) Let R, p, X* be as directly above. Then 
Ext;*(X*,R)=O for s <p-dimX*. (30) 
See Section 2.3 of [6] for Ischebeck’s proof of the analogue for ungraded 
rings and modules. 
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