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Abstract
Viscous Destabilization of Stratified Shear Flow: Viscosity may allow insta-
bility in a stratified shear flow even though the Richardson number (Ri) is everywhere
greater than one-quarter. This is in contrast to an inviscid fluid, where any flow with
Ri > 1 is stable.
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While a rigorous upper bound has not been obtained, normal mode instabilities
were found for Ri as large as 0.349.
A description of the instability as an over-reflecting wave suggests why viscosity,
which typically damps perturbations, can in this instance lead to their amplification.
The calculations suggest that the stability of a stratified shear flow is determined
by the index of refraction for waves propagating across the shear-a function of the
basic state velocity and stratification-rather than by these latter two quantities
considered individually.
Organization of Rainfall by an Unstable Jet Aloft: During GATE,' it
was observed that African waves did not increase the total precipitation in a region,
although during Phase III, they were able to organize precipitation so that rain fell
preferentially near the wave trough (Reeves et alii, 1979). We hypothesize that
whether an unstable jet at middle or upper levels can organize rainfall depends upon
its ability to converge moisture, which is measured by the ascent forced by the wave
at the top of the moist layer.
We calculate this ascent by integrating the quasi-geostrophic potential vorticity
equation beneath the jet. The magnitude of the ascent depends upon the mean zonal
wind at each height. We find that the ascent forced by vertically trapped solutions is
much larger than if the mean wind were to allow vertical propagation, although only
for distances within one or two e-folding scales of the jet.
Our model is applied to African waves which originate as shear instabilities in
the mid-level African jet (Burpee, 1972). Given the observed shear, we find that the
'Global Atmospheric Research Programme, Atlantic Tropical Experiment.
unstable waves are vertically trapped with an e-folding scale of roughly 2 km. Thus,
the ascent induced at the top of the moist layer is reduced by one-half if the distance
separating the unstable wave from the moist layer increases by as little as 100 mb.
According to Chen and Ogura (1982), the vorticity maximum of the unstable wave
was 100 mb higher during Phase I of GATE in comparison to Phase III. Only during
the latter phase were African waves consistently able to organize rainfall (Reeves et
alii, 1979).
We suggest that African waves can organize rainfall if the waves' lower critical
surface is at or below the top of the moist layer, as was observed during Phase III
of GATE. An unstable jet can organize rainfall at a greater distance from the moist
layer if the wave amplitude is greater than that of the African waves observed during
GATE.
CISK models of tropical waves were found by Stevens and Lindzen (1978) to
yield only neutral solutions, if cumulus friction and a moisture budget were included
in the calculation. Thus, the growth and synoptic scale of African waves remain
unexplained by such a model. We suggest that the superposition of a shear instability
could augment the convergence of a neutral CISK mode with the horizontal scale as
the instability, effectively destabilizing the CISK mode. Thus, African wave growth
would result from a combination of shear and conditional instability.
Thesis Supervisor: Dr. Richard S. Lindzen
Professor of Meteorology
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Chapter 1
Introduction
This thesis is of unusual format, being comprised of two apparently unrelated prob-
lems. This section is intended as an overview in addition to an explanation of how
the thesis came to the present form.
Chapter 2 examines whether viscosity can destabilize a stratified shear flow in
which the Richardson number (Ri) is everywhere greater than one-quarter. A classi-
cal theorem due to Miles (Howard, 1961) is that such flows are stable in the absence
of viscosity. The addition of viscosity might seem unlikely to destabilize a fluid since
in many cases, for example parallel plate convection, viscosity damps the perturba-
tion and increases the stability of the flow (Chandrasekhar, 1961). Nonetheless, there
are well-known examples where the presence of viscosity is destabilizing. A classical
example is Poiseuille flow, which can be shown to be rigorously stable in the absence
of viscosity. An interpretation of viscosity's effect was provided by Lindzen and
Rambaldi (1986). They noted that normal mode instabilities result from waves prop-
agating across the shear which reflect repeatedly from the critical level (defined as the
height where the wave phase speed matches the speed of the basic state flow). The
wave amplitude upon exiting the critical level is larger than its incident value-i.e.
the wave over-reflects-so that the wave draws energy from the basic state, leading
to instability. Lindzen and Rambaldi noted that in the absence of viscosity, waves
approach the critical level at the group velocity which vanishes at this height so that
waves do not reach the critical level in a finite time. Unable to reach the critical level,
the waves are prevented from drawing energy from the basic state. Thus, inviscid
Poiseuille flow is stable.
Lindzen and Rambaldi observed that viscosity creates a boundary layer about the
critical level. While this acts to damp the wave, it also allows the wave to diffuse
into the critical level at a rate determined by the diffusive time-scale, rather than the
vanishing group velocity. The viscous boundary layer allows the wave to reach the
critical level so that over-reflection and instability can occur.
For a stratified fluid as considered in Chapter 2, Booker and Bretherton (1967)
show that if the Richardson number is less than one-quarter, the perturbation is
trapped rather than wave-like in the vicinity of the critical level. Lindzen and Barker
(1985) suggest that the trapping region allows the perturbation to 'tunnel' into the
critical level (by analogy to a quantum mechanical wave incident upon a potential
barrier) so that over-reflection might result. Conversely, instability can not occur for
Ri > 1 since the perturbation is wave-like and approaches the critical level at the
vanishing group velocity.
In Chapter 2, we consider whether a viscous boundary layer can substitute for
a trapping region in a stratified shear flow. We consider a basic state where the
Richardson number is everywhere greater than one-quarter so that in the absence
of viscosity, the flow is stable according to Miles' Theorem. We add viscosity to
see whether the diffusive boundary layer transports the perturbation into the critical
layer-as in viscous Poiseuille flow-so that over-reflection and instability occur.
We do find over-reflection and instability, suggesting that Miles' Theorem can be
interpreted as a statement regarding the wave's ability to reach the critical level. For
a fluid without diffusion, the perturbation is wave-like for Ri > 1 and cannot reach
the critical level in a finite time, so that over-reflection is precluded.
This project was originally intended to fulfill the research requirement of the gen-
eral exam. At the outset, I believed that the project could be concluded within a
year, whereupon I would choose a topic for my thesis that was more in line with my
meteorological interests and the research orientation of the department in general.
However, the shear instability problem proved more complicated than I had antici-
pated. In particular, I happened upon a second type of instability which occurs in
the limit of large conductivity. This instability was previously observed by Jones
(1977), who showed that in this limit, conductivity erases the stabilizing effect of
stratification so that the fluid stability is determined strictly by the basic state veloc-
ity profile. Demonstrating unambiguously that the viscous instability we had set out
to find was distinct from the conductive instability described by Jones required a fair
amount of effort, which is summarized by Section 2.5 of the first chapter. Partly as
a consequence, two years had elapsed by the time Professor Lindzen and I submitted
this work for publication', and by virtue of the effort expended it appeared that this
project would comprise a non-negligible part of my thesis.
Given my original desire to relate theory to observed atmospheric phenomena, I
decided to conclude my thesis by studying a problem of more direct meteorological
interest. I became interested in Easterly waves, and in particular African waves,
because they seemed to result from an incompletely-understood interaction between
dynamics on a synoptic scale and convective and mesoscale thermodynamics.
Observational studies (e.g. Reed and Recker, 1971) reveal that African waves, while
sharing spatial and temporal scales with Rossby waves, differ from the canonical
Rossby wave by having a larger convergence field and almost unmeasurably small
temperature deviations. My initial attempt to understand these differences concerned
the dynamical effect of a mean meridional circulation upon a Rossby wave. African
waves are observed along the Eastern Atlantic ITCZ and Stevens (1979) has shown
that the basic state convergence contributes non-negligibly to the wave vorticity and
convergence budgets over the GATE A/B ship array. Unfortunately, I encountered
computational difficulties with my simple model and I ended up returning to the
observations in search of a more tractable question to address.
GATE revealed that African waves, while often occuring in regions of large rainfall,
do not by themselves cause rain. For example, Krishnamurti and Pasch (1982) noted
that the total precipitation during Phase I and Phase III was identical. However,
African waves were able to organize convection so that it occurred preferentially
in the vicinity of the wave trough during the latter phase (Reeves et alii, 1979).
Thus, while not causing rainfall, African waves under some circumstances are capable
of organizing it. Burpee (1972) has shown that African waves originate as shear
instabilities of the mid-level African jet. As such, Professor Lindzen and I were led
'Miller, R. L. and R. S. Lindzen, 1988: Viscous destabilization of stratified shear flow for Ri > .
Geophys. & Astrophys. Fluid Dyn, 42, 49-91.
to consider whether the ability of African waves to organize convection is related to
their ability to penetrate the boundary layer from mid-levels.
Our research is described in Chapter 3. As a technical problem, it involves in-
tegrating the quasi-geostrophic potential vorticity equation beneath the African jet,
to measure the wave amplitude below as a function of the intervening zonal wind.
In particular, we were interested in the magnitude of the low-level ascent forced by
the wave. To briefly summarize our results, we find that the ascent forced by the
instability in the moist layer is halved by a change in the height of the unstable wave
by as little as 100 mb. We note that the height of the instability could change due
to either a change in the height of the jet or a re-arrangement of the mean potential
vorticity gradient q, so that the maximum amplitude of the instability occurs higher
within the jet. We suggest that this sensitivity could account for the differing abilities
of the waves to organize convection between Phases I and III.
While the two projects comprising this thesis are apparently dissimilar, they are
not completely unrelated. Both exploit the wave over-reflection description of nor-
mal mode instability, summarized recently by Lindzen (1988). By considering how
diffusion might allow a wave to reach the critical level, in Chapter 2 we are able to lo-
cate an instability that might be unexpected given Miles' Theorem regarding inviscid
normal modes. And by considering the jet instabilities over Africa as comprised of
vertically propagating waves, in Chapter 3 we identify the features of the basic state
winds which allow the waves to organize convection. The following chapters are ex-
amples where the over-reflection description suggests new behavior and sensitivities
that might have remained obscure from a normal mode approach.
Chapter 2
Viscous Destabilization of
Stratified Shear Flow for Ri> 4
Abstract: Viscosity may allow instability in a stratified shear flow even though the
Richardson number (Ri) is everywhere greater than one-quarter. This is in contrast
to an inviscid fluid, where any flow with Ri > 1 is stable.
While a rigorous upper bound has not been obtained, normal mode instabilities
were found for Ri as large as 0.349.
A description of the instability as an over-reflecting wave suggests why viscosity,
which typically damps perturbations, can in this instance lead to their amplification.
The calculations suggest that the stability of a stratified shear flow is determined
by the index of refraction for waves propagating across the shear-a function of the
basic state velocity and stratification-rather than by these latter two quantities
considered individually.
2.1 Introduction
Dissipation may allow fluid instability, despite its more characteristic role of damping
perturbations to the basic state. The classic example is Poiseuille flow which is
unstable given the proper amount of viscosity. This is in contrast to an inviscid fluid
where the parabolic velocity profile is stable according to Rayleigh's Inflection Point
Theorem. Recently, Lindzen and Rambaldi (1986) showed how viscosity alters the
wave geometry of Poiseuille flow so as to allow over-reflection and instability. Such a
description suggests why viscosity can allow growth of the perturbation rather than
act strictly as an energy sink.
In this study, we consider the viscous destabilization of a stratified fluid whose
Richardson number is everywhere greater than one-quarter. As in the case of Poiseuille
flow, instability might seem unlikely based upon theorems regarding the inviscid flow.
Nonetheless, a consideration of the wave geometry suggests how viscosity can be
destabilizing. We introduce this mechanism after reviewing the geometry necessary
for instability.
In a review of the over-reflection literature, Lindzen (1987) notes how normal
mode instabilities can be equivalently described as waves that have over-reflected
repeatedly from a critical level. That is, at a level in the fluid where the flow speed
equals the phase speed, the wave repeatedly draws energy from the basic state leading
to the exponential growth of its amplitude.
The association of unstable normal modes with over-reflecting waves suggests that
the stability of a basic state can be determined by considering the behavior of waves
that propagate across the shear. In a recent paper, Lindzen and Barker (1985) studied
several combinations of stratification and shear in order to identify those properties
of the basic state necessary for over-reflection and eventual instability. That the
basic state must allow the propagation of waves normal to and in the vicinity of the
critical level is self-evident. Whether these waves result from the stratification or
from the curvature of the basic state velocity is unimportant since both gravity and
vorticity waves can over-reflect. Lindzen and Barker also found that in an inviscid
fluid, it was necessary for the critical level to be separated from the over-reflecting
wave region by an evanescent layer where the perturbation consisted of exponentials
of real argument. An interpretation of this condition rests upon the fact that for
stratified flow, the vertical group velocity of a wave goes to zero at the critical level.
Were the wave region to extend right up to the critical level, wave packets would not
over-reflect, being unable to reach this height in a finite time. It is speculated that
the region of real exponential behavior allows the wave packet to 'tunnel' into the
critical level (by analogy to a quantum mechanical wave incident upon a potential
barrier) without taking the infinite amount of time required by the vanishing group
velocity. With regard to this region, Miles' upper bound of Ri = 1 for instability
(Howard, 1961) is meaningful. For Ri larger than this value, solutions in the vicinity
of the critical level are wave-like (Booker and Bretherton, 1967). Only for Ri below
one-quarter does there exist a 'tunneling' region, allowing waves to communicate with
the critical level.
For a viscous fluid, the diffusive boundary layer about the critical level can have
the same 'tunneling' effect of an evanescent region. Given sufficient viscosity, the wave
can reach the critical level at a rate determined by diffusion rather than the vanishing
group velocity. Such an effect was found by Lindzen and Rambaldi (1986) for viscous
Poiseuille flow. They found both normal mode instability and over-reflection for
values of the viscosity large enough to allow the boundary layer to extend across the
region of low group velocity, but not so large as to significantly attenuate the wave.
As a final condition for over-reflection, Lindzen and Barker noted the need for a
sink of wave flux on the side of the critical level opposite the over-reflecting wave
region. For viscous Poiseuille flow, the sink is provided by a viscous boundary layer
at each wall. In the present problem, the effect is provided by a region allowing wave
propagation away from the critical level.
Whether over-reflection and instability exist for Ri > 1 thus depends upon whether
diffusion can simulate the effect of a 'tunneling' region. In Section 2.2, we introduce
the relevant equations along with a basic state characterized by constant stratifica-
tion and the tangent-like velocity profile depicted in Figure 2.1. In Section 2.3, we
show that while our model contains both viscosity and conductivity, the occurrence
of over-reflection depends more strongly upon the former. That instability can result
from these over-reflected waves is demonstrated in Section 2.4. In addition, we find
an instability at large values of the conductivity that seems to arise from a sepa-
rate mechanism. This second instability resembles that found by Jones (1977), who
showed that a hyperbolic tangent velocity profile with constant stratification could
be destabilized by sufficient conductivity. Jones argued that the effect of conduc-
tivity is to diffuse away the buoyancy of a vertically displaced fluid parcel so that
variations in fluid density have no dynamical effect. In the limit of large conductivity,
over-reflection and instability thus occur as in an unstratified fluid.
In Section 2.5, we consider the stability of a second basic state. The velocity profile
is that of Couette flow, a profile known to be stable in the absence of stratification.
As might be expected, the Jones instability is absent. Furthermore, we arrange
the stratification so that gravity waves can propagate-and over-reflect-as in the
first basic state. Instability occurs as a result of a wave geometry that is absent in
the unstratified fluid. This section demonstrates the primacy of wave geometry in
determining the stability of a shear flow. While the stratification and velocity profiles
are different for our two basic states, the same instability can occur in both because
the indices of refraction are identical.
Traditionally, the upper bound of Ri equal to one-quarter has been interpreted
in terms of energy (e.g. Chandrasekhar, 1961). For Ri > , the work required to
interchange two fluid parcels despite a stable stratification is greater than the shear
energy released by the mixing. The addition of viscosity or conductivity, both energy
sinks, might seem to make instability less likely than in their absence. However,
such reasoning is not strictly correct. It is based upon an energy integral (including
definitions of work and energy) borrowed from classical mechanics, rather than an
integral appropriate to fluid perturbations. It cannot be regarded as equivalent to
the upper bound of Miles which can be derived rigorously by manipulation of the
streamfunction equation. (Such reason also precludes the instabilities found by Jones
at arbitrarily large Ri-solutions whose existence requires conductivity to assume a
role that is not limited to merely drawing energy from the perturbation.)
We have described how viscosity, while an energy sink, might allow over-reflection
and subsequent instability. As noted, Lindzen and Rambaldi interpret the desta-
bilization of Poiseuille flow in terms of this mechanism. We do, in fact, find both
over-reflection and instability for Ri > 1. This suggests that Miles' condition for
inviscid instability (namely, that Ri be somewhere less than one-quarter) is more
rigorously interpreted in terms of wave geometry rather than energetics. A region
where Ri < allows exponential behavior instead of wave propagation, thus per-4
mitting 'tunneling'-a prerequisite for over-reflection and instability. A fluid with
viscosity can be unstable even though Ri is everywhere greater than one-quarter
if diffusion within the critical level boundary layer has the 'tunneling' effect of an
evanescent region.
2.2 Model Description
As in Lindzen and Rosenthal (1983a), we consider a Boussinesq fluid and two-
dimensional perturbations with no cross-stream dependence. The equations describ-
ing conservation of heat, mass, and momentum are linearized about a basic state
velocity U(z) and density po(z):
8p' + UO.p' + w'(dpo/dz) = xV 2 p', (2.1)
Ou' + 0zw' = 0, (2.2)
Otu' + Ua&u' + w'(dU/dz) = -(1/po),P' + vV 2 u', (2.3)
5tw' + U9,w' = -(1/po)joP' - gp'/po + VV2 w'. (2.4)
In equations (2.1-2.4), u' and w' are respectively the horizontal and vertical pertur-
bation velocities, while P' and p' are the departures of pressure and density.
Since the flow is non-divergent, the momentum equations can be replaced by a
single equation for the vorticity, expressed in terms of a streamfunction:
(19 + Uax)V 2  2 ,Z 8,9 = -gY9(p'/po) + vV 4 b, (2.5)
where
W' = 8#, u' = -$.
Equations (2.1) and (2.5) are suitable for our numerical scheme without further sim-
plification. However, it is useful to non-dimensionalize them. Let the 'unprimed'
dimensional variables be scaled according to
(x, z) = (Uo/N) - (z', z'), t = (1/No)t',
p' = pop", # = (gUo/Nos)$', U = Uou,
where Uo and No are typical values of the basic state velocity and Brunt-Viisili
frequency (N2 = -g -d, ln po) respectively. Then, equations (2.1) and (2.5) become
(at, + uai)p" - (N 2 /NO)&,O#' = (1/PrRe)V2p", (2.6)
(1t, + UdX')V 20' - U2-2, 9,' = -&aIp" + (1/Re) V 44', (2.7)
where the two non-dimensional parameters are the Prandtl number, Pr = v/, and
the Reynolds number, Re = Uo - (Uo/No)/v. There is a third non-dimensional pa-
rameter, the Richardson number, which will appear when we specify our basic state.
Finally, we represent 4' and p" in the form of normal modes,
4' = # (z') exp[ik(x' - ct')], p" = p(z') exp[ik(x' - ct')
so that the equations we solve numerically are
(u - c)p - (N 2 /NO)O = (1/ePr)(d2, - k2 )p, (2.8)
(u - c)(dz, - k2 )o - uzz 4 = -p + (1/e)(d, - k2)24, (2.9)
where e = ik Re. (We have dropped the 'prime' symbol from the non-dimensional
height variable.)
The first basic state we consider is similar to that used by Lindzen and Rosenthal
(1983a). We choose the stratification to be constant throughout the domain (i.e.
N 2 = N2), and the unperturbed velocity profile as shown in Figure 2.1. (Another
basic state consisting of variable stratification and constant shear will be considered
in Section 2.5.) In non-dimensional form
u = 1 for zi+ < z,
u = g+(z) for zo+ < z < z1+,
= z/Ri 1 2 for zo. < z < zo+, (2.10)
u = gW(z) for zi. < z < zo_,
u=-1 for z<zil-,
where Rio = (NoAH)2/U , the Richardson number for the region of constant shear.
Note that Rio is the smallest value of the Richardson number in the entire profile,
since outside of this region the shear is everywhere smaller.
The regions of constant shear and no shear are separated by the narrow regions
zo+ < z < zi+ = zo+ + 2S and zi_ = zo. - 2S < z < zo_. In Appendix 2.8.1, we
construct two different forms of gi(z), one a cosine and the other a seventh-order
polynomial, that smoothly join U across these layers. Unless otherwise noted, 6 is
set equal to 10-2 for the calculations in this study. For this value of 6, we find that
either the cosine or polynomial form of gi(z) gives the same result to at least four
significant figures.
The numerical algorithm used to solve Equations (2.8) and (2.9), given the basic
state (2.10) and the appropriate boundary conditions, is described in Appendices 2.8.1
and 2.8.2. There are two calculations we wish to make. The first is a scattering
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Figure 2.1: The basic state velocity as a function of height. The stratification,
measured by N2 , is the same at all levels. The heights zi+, zow, zo_, and zi- are
defined in Appendix 2.8.1.
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problem. We consider a wave incident upon the critical level from below and solve
for the complex amplitude R (c.f. Equation 2.28) of the reflected wave. The results
of this calculation are presented in Section 2.3. For the second problem, we imagine
a barrier placed at z = zi. - H and solve for the eigenvalues, for example c; and
H, that allow the boundary conditions to be satisfied. The appropriate boundary
conditions for both problems are discussed in Appendix 2.8.2 and the results of the
eigenvalue problem are presented in Section 2.4.
2.3 Results of the Over-reflection Calculation
In a non-dissipative fluid with Ri > 1, waves are absorbed as they reach the critical
level (Booker and Bretherton, 1967). We will show that the proper amount of vis-
cosity instead allows a wave to over-reflect. We will also suggest why viscosity has
this effect.
Our discussion is based upon the following calculation, described in the previous
section and in Appendices 2.8.2 and 2.8.3. A wave of unit amplitude propagates
towards the critical level. We compute the complex amplitude R (also referred to
as the 'reflection coefficient') of the wave that is reflected. Because the incident and
reflected waves are attenuated along their paths, the value of R will depend upon
the height at which it is measured. This is in contrast to a calculation made without
dissipation where gravity waves of constant amplitude are an exact solution beneath
zi_, and thus |R is independent of height within this region. In this paper, all
reflection coefficients for waves incident upon the critical level have been measured
just below zi_ (at two gridpoints below z1_ to be specific).
In Figures 2.2-2.4, IR is plotted versus a particular range of the phase speed for
three values of the horizontal wavenumber. Rio is exactly one-quarter and for small
values of the dissipation so that Miles' theorem is approximately valid, our solutions
are on the boundary between stability and instability. By the heuristic argument
relating instability and over-reflection, we expect |R to be no larger than unity.
Such behavior was found by Lindzen and Rosenthal for e = 0, and is reproduced to
good accuracy by the curve for e = 10- in Figures 2.2-2.4. As the dissipation is
increased, the first modification to the inviscid curve occurs for the smallest values
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Figure 2.2: The magnitude of the reflection coefficient R as a function of the phase
speed c, for Rio = 0.25, and Pr = 0.2. The horizontal wavenumber is 0.7. Each curve
corresponds to a different value of the dissipation parameter 6: the curve 6 = 10-5
approximates the inviscid limit (c = 0).
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Figure 2.4: Same as Figure 2.2 but with k = 0.9
Table 2.1: The value of e (and thus q) that maximizes IRI is listed (along with the
corresponding value of IRI), given c,. and Pr = 0.2,. 7 is defined by (2.11).
of the phase speed. For these values of c,., the incident wave over-reflects. Over-
reflection occurs first for small values since the critical level is comparatively near
zi-: only a thin boundary layer is needed to span the distance separating the critical
level and the lower wave region. As e and the boundary layer thickness are increased,
over-reflection can occur for larger values of c,.-waves whose critical levels are farther
from zi-..
To discover the optimal boundary layer width for a given distance separating the
critical level and the lower wave region, we maximize IRI with respect to epsilon,
while holding the phase speed constant. The optimal value of e is presented for
various values of C,. in Table 2.1. The horizontal wavenumber is set equal to 0.9
in this example although similar results occur for other choices of k. Also included
in the table is a quantity q, which measures the scale of the boundary layer about
the critical level (which by combining Equations (2.8) and (2.9) can be shown to be
of order e1/3), compared to the distance separating the critical level from the wave
region beneath zo_ (a distance equal to Ril/2 (1 + c,.) - 8 e Ri1/ 2 (1 + c,.) for small 6):
C,. e RI 7
-0.50 1.0 x 10-3 1.041 0.40
-0.48 1.1 x 10-3 1.059 0.40
-0.46 1.3 x 10-3 1.077 0.40
-0.44 1.4 x 10-3 1.098 0.40
-0.42 1.6 x 10-3 1.120 0.41
-0.40 1.8 x 10-3 1.143 0.41
-0.38 2.0 x 10-3 1.165 0.41
-0.36 2.3 x 10-3 1.185 0.41
-0.34 2.5 x 10-3 1.197 0.41
-0.32 2.8 x 10-3 1.197 0.41
-0.30 3.1 x 10-3 1.182 0.42
-0.28 3.6 x 10-3 1.151 0.42
-0.26 4.5 x 10-3 1.112 0.45
-0.24 7.5 x 10-3 1.084 0.52
-0.22 8.5 x 10-3 1.054 0.52
f 1/3
1/2 (2.11)
Rio (1 + cr)
As described in the Introduction, we expect the largest over-reflection to occur when
y is of order unity: that is, when the boundary layer spans the region of vanishing
group velocity, roughly between zo_ and the critical level.
As shown in Table 2.1, q ~ 0.4 for all values of c,.. That is, for an incident wave
with a given phase speed and critical level, IRI will be largest for a value of the
dissipation such that the boundary layer scale is roughly two-fifths of the distance
between the critical level and the wave region beneath zo_.. In equivalent terms, for a
given amount of dissipation, the incident wave with the largest |RI will have a phase
speed such that the critical level is located roughly (0.4)-' boundary layer scales
beyond the lower wave region. (This latter interpretation is expressed graphically
by Figures 2.2-2.4, where e is fixed and c,. varies, with |R having a maximum for a
particular value of cr.)
The value of y varies only slightly over the range of phase speeds listed in Table 2.1.
What is remarkable is that q is also nearly constant over a broad range of the Prandtl
number. This is demonstrated by Table 2.2 where we summarize several tables (not
shown), each identical in form to Table 2.2 but computed using a different value of Pr.
(For purposes of presentation, we list q for that value of c,. corresponding to the largest
JR within each table-e.g. c,. = -0.32 in Table 2.1 where |R = 1.197-although as
can be seen from the previous table, our particular choice of C,. is unimportant since q
is nearly independent of this quantity.) In Table 2.2, the variation of e (proportional
to the viscosity) is small compared to the three order-of-magnitude range of Pr. As
consequence, variations in Pr are largely due to variations in the conductivity. That
y assumes a constant value for large Prandtl number is to be expected since in this
limit, the diffusion is predominately viscous and independent of the conductivity. A
1The actual extent of the boundary layer is merely estimated by the quantity C1/ 3 . Diffusion may
be important at a greater distance, which we estimated this distance by comparing as a function
of height the magnitude of the diffusive terms in (2.8) and (2.9) to the terms of the wave equation
that results in the limit e -* 0. We examined cases with 77 - 0.4 and found that the diffusive terms
were significant across the entire distance separating the critical level and the top of the lower wave
region. That is, the largest over-reflection occurs when the boundary layer completely spans the
distance separating the critical level and zi_, even though the boundary layer scale itself is slightly
less than half this distance. The distinction between boundary layer scale and thickness was also
noted by Lindzen and Rambaldi (1986).
Table 2.2: The calculation used to construct Table 2.1 is repeated for different values
of Pr. Each calculation is summarized by listing r, e and jRj at a single value of
C.. We use the value of c,. corresponding to the largest |RI, although the choice is
arbitrary since r; is nearly independent of c,.
Pr c, IRI I
0.1 -0.32 2.8 x 10-3 1.217 0.42
0.2 -0.32 2.8 x 10- 3 1.197 0.41
0.5 -0.34 2.5 x 10-3 1.163 0.41
1.1 -0.34 2.3 x 10-3 1.138 0.41
2.0 -0.34 2.2 x 10-3 1.134 0.39
5.0 -0.34 2.1 x 10-3 1.138 0.39
10.0 -0.34 2.1 x 10-3 1.139 0.39
20.0 -0.34 2.1 x 10-3 1.140 0.39
50.0 -0.34 2.1 x 10-3 1.141 0.39
100.0 -0.34 2.1 x 10- 1.141 0.39
less trivial result is that y maintains nearly the same value for Pr as low as 0.1:
the conductivity is relatively unimportant even though it exceeds the viscosity by an
order of magnitude.
The largest reflection coefficients occur when the distance separating the critical
level from the wave region is spanned by the boundary layer. Since with a nearly fixed
value of e, q is constant over a broad range of Pr, it is viscosity and not conductivity
that is more important. Presumably, the e giving q - 0.4 represents the amount
of viscosity that is most efficient at diffusing the perturbation into the critical level.
A larger value of e causes the wave to be severely attenuated within the boundary
layer; a smaller value results in a boundary layer whose limited extent effectively
separates the wave from the critical level. In the latter extreme, the wave travels at
the increasingly slow rate determined by the group velocity. As in the non-dissipative
case, the time required for reflection is so large that the flux is eventually attenuated.
In the next section, we will show that these over-reflected waves correspond to
unstable eigensolutions. But before leaving the scattering problem, we consider the
dependence of over-reflection upon the wave parameters. Figures 2.5, 2.6, and 2.7
show |RI for a wider range of c, and k. Figure 2.5, constructed with e = 10-5,
approximates the inviscid limit. Over-reflection is absent from this diagram since
for Rio equal to one-quarter there is neither a trapping region or a sufficiently broad
boundary layer that would allow a perturbation to reach the critical level. In contrast,
over-reflection is present in Figure 2.6 (since for Rio = 0.23 < 0.25, there exists a
trapping region) and Figure 2.7 which was computed with e = 2.5 x 10 3 . Consistent
with Tables 2.1 and 2.2, the largest over-reflection in the latter figure occurs at that
value of c, which allows q to equal 0.4.
Note that the topography of the contours is nearly identical for Figures 2.5-2.7.
In particular, the 'ridge' of largest IR occupies the same position in each figure.
This suggests that while viscosity is necessary for the occurrence of over-reflection at
Ri > 1, the magnitude of |RI is dependent upon k and c, in a way that remains largely
unaltered by the dissipation. This behavior was seen previously in Figures 2.2-2.4.
For example, the largest IRI in Figure 2.2 occurs for that value of the phase speed
that maximizes |RI in the inviscid limit (6 = 0 ; 10'). More generally, while for
a given value of e, the greatest over-reflection occurs at the phase speed consistent
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Figure 2.5: The magnitude of the reflection coefficient as a function of the horizontal
wavenumber k and the phase speed cr for Rio = 0.25, and Pr = 0.2. The dissipation
parameter F is 10-' which approximates the inviscid limit. The contour interval is
0.08.
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Figure 2.6: The magnitude of the reflection coefficient as a function of the horizontal
wavenumber k and the phase speed c,. for e = 10-' (approximately the inviscid limit)
and Pr = 0.2. The Richardson number is 0.23. so that a trapping region separates
the critical level and the lower wave region.
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Figure 2.7: Same as Figure 2.5 but with E = 2.5 x 10-3.
with i = 0.4, the largest |RI in each diagram occurs for that value of e whose optimal
phase speed is the optimal phase speed of the inviscid case.
Apparently, the role of viscosity in allowing over-reflection is simply to trans-
port the perturbation from the wave region to the critical level. What happens
at the critical level-in particular, how much energy the wave draws from the basic
state-depends more strongly upon parameters such as c,, k and Rio that are present
whether or not there is viscosity in the fluid. This behavior is consistent with the Orr
mechanism (e.g. Phillips, 1966; Boyd, 1975), a proposed means by which the basic
state shear might amplify the wave at the critical level depending upon the magnitude
of the shear and the orientation of the phase lines of the incident wave. In particular,
the Orr mechanism can operate whether or not there is stratification or a thermal
structure to the perturbation. This is perhaps why conductivity is unimportant to
the over-reflected waves computed in this section. It is perturbation vorticity that
must be diffused to the critical level: diffusion of vorticity is effected solely by the
viscosity. [See Lindzen (1987) and Lindzen and Barker (1985) for a more complete
description of how the Orr mechanism relates to the problem of wave over-reflection.]
Whereas in the non-dissipative limit, |R is no larger than unity for Rio = , we
find that the addition of diffusion does in fact allow wave over-reflection. Our next
question is, for what range of Rio less than one-quarter is over-reflection to be found?
In anticipation of the results of Section 2.5, we note that the answer depends strongly
upon the basic state considered. As a consequence, we have not exhausted the range
of each parameter in search of the largest Ri allowing over-reflection. Given the
profile depicted in Figure 2.1 along with e = 2 x 10-, c, = -0.35, and k = 0.9-
values for which the over-reflection is large in Figure 2.4-we find that IR decreases
monotonically as Rio increases until Rio ~ 0.2732, above which the waves do not over-
reflect. Approximately the same upper bound is found with k = 0.7 and k = 0.8. For
comparison, the 'Couette' profile described in Section 2.5 allows wave over-reflection
for Rio up to 0.372.
2.4 Results of the Instability Calculation
In this section, we show that a stratified fluid may be unstable for Ri > 1, if the fluid
contains the proper amount of viscosity. Since the range of e allowing instability is
0.01
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Figure 2.8: The eigenvalue ci as a function of e for Rio = 0.25, k = 0.9, c, = -0.345,
and Pr = 0.2.
one in which over-reflection occurs, the effect of viscosity is essentially that described
in the previous section.
We consider a semi-infinite fluid as depicted in Figure 2.1, and for a given k and
Cr, solve for the eigenvalues c; and H that allow the boundary conditions (2.31) and
(2.34) to be satisfied. Figure 2.8 shows the result of a calculation with k = 0.9 and
c, = -0.345. The eigenvalue ci is plotted as a function of the viscosity, measured by
e. According to the figure, ci is slightly less than zero for small 6, becoming more
strongly negative as e is increased. This trend is interrupted, however, near 6 = 10-3
where ci makes an abrupt rise, becoming positive before its descent to relatively large
negative values is resumed.
Note that for k = 0.9, c, = -0.345, and e near 10-, over-reflection is also found
(Figure 2.2). We will show that the range of e for which ci is positive is the same
range in which the total reflection coefficient r, (defined below) is greater than unity.
The comparison is made by computing the attenuation undergone by the wave as it
reflects from the lower boundary. If, after reflecting from the critical level and lower
boundary, it returns to z1_ with an amplitude larger than unity, then we predict that
the wave corresponds to an unstable normal mode.
To compute the wave attenuation between zi- and zi_ - H, we require a value for
H. In the eigenvalue problem, the distance separating zi_ and the lower boundary
is provided automatically as part of the solution. How to calculate this distance
according to the over-reflection model is suggested by analogy to the problem of
waves on a string that is fixed at both ends. Two separate scattering problems could
be done by sending waves towards each boundary from a particular point on the
string and then measuring the phase of the reflected waves. To construct a normal
mode for the system, one would adjust the spacing of the endpoints so that the
phase of the wave reflected from one end exactly matched the phase of the wave
incident upon the other. This is the length of string which allows a normal mode
to exist and depends upon the wavelength considered in the scattering problem. Of
course, for such a simple configuration, the appropriate length is an integral number
of half-wavelengths.
Applying this reasoning to gravity waves, we make the following calculation. Say
there exists a downgoing wave of complex amplitude R at z = zi_. If there is a solid
boundary at z = zi_ - H0 , what is the amplitude r, of the wave that is reflected? 2
We begin by writing the solution in the lower region as
# = Rfd(z) + r,,O,(z) + rwAbwv(z) + rw.O'.(z) (2.12)
The first term on the right-hand side is a downgoing wave whose complex amplitude R
is the reflection coefficient of an over-reflected wave described in the previous section.
The second term is the upgoing wave-whose amplitude is to be determined-which
results from the reflection of the incident wave at the lower boundary. The final
two terms are dissipative modes excited by the reflection, and which decay upwards
away from the boundary. We substitute (2.12) into (2.31) and solve for the three
2The subscript '0' is attached to H in order to distinguish this distance, predicted by the over-
reflection model, from the distance resulting from the eigenvalue problem.
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Figure 2.9: The magnitude of the total reflection coefficient r" as a function of e for
Rio = 0.25, k = 0.9, c,. = -0.345, and Pr = 0.2.
undetermined amplitudes r,, rW,, and r Finally, we solve for that value of Ho
which allows the upgoing wave to have have zero phase [i.e. Im(r.) = 0] at z = zi_:
the same phase given to the upgoing wave of the previous section that was incident
upon the critical level. Although the magnitude of r, is the goal of this calculation,
we note in passing that Ho agrees quite well with the actual eigenvalue H, especially
for small values of the dissipation (Figure 2.10).
In Figure 2.9, the magnitude of r, is plotted for the same parameters used to
construct Figure 2.8. The range of c where jr,| exceeds unity is precisely that range
for which instability occurs. This correspondence allows us to identify the instability
with the over-reflected waves described in the previous section: an identification
which explains why in this case viscosity acts counter to its more intuitive role of
damping the perturbation.
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Figure 2.10: The eigenvalue H (solid line) and the value Ho (dashed) predicted by
the over-reflection model, both as functions of e for Rio = 0.25, k = 0.9, c, = -0.345,
and Pr = 0.2.
Parenthetically, we note that while over-reflection occurs for e = 10- (Figure 2.4),
Figure 2.8 reveals that the fluid is stable: although instability implies the occurrence
of over-reflection, the converse is not necessarily true. Obviously, this is due to the
presence of dissipation, which manifests itself in two ways. First, it attenuates the
wave as it travels from zi_ to the lower boundary and back. If Ho is sufficiently
large, a wave having originally over-reflected will return to the critical level with
its amplitude less than unity. Successive over-reflections-with intervening partial
reflections at the lower boundary-will result not in unlimited growth, but rather in
repeated attenuation of the original perturbation. The second effect of dissipation is
to create a boundary layer so that the lower boundary acts as an imperfect reflector.
For small e, damping along the wave path is negligible and the second effect is larger.
The presence of dissipation also accounts for the ranges of Rio in which over-
reflection and instability occur. In the previous section, over-reflection was found in
this basic state for Rio up to 0.2732: for the same parameters (k = 0.9, c, = -0.345,
e = 2 x 10-3, and Pr = 0.2) we found instability only for Rio below 0.2533. As a result
of dissipation, there exists a range of e and Rio-in fact, a range of any parameter-
in which waves over-reflect from the critical level but cannot destabilize the flow.
This is in contrast to a non-dissipative fluid, where any over-reflected wave will lead
to instability, assuming that the boundary can be placed at a level so that (2.31)
can be satisfied. Figures 2.11-2.16 show the calculations leading to Figures 2.8-2.10
repeated for k = 0.7 and k = 0.8.
We have found an additional class of instabilities, a class which seems unrelated to
those allowed by the viscosity. The two types can be distinguished in Figures 2.17-
2.20 where e is fixed at 2 x 10- and the eigenvalue c; is plotted over a broad range
of the Prandtl number. For Pr < 102, gravity waves cannot account for the
instability. This is not surprising since the effect of decreasing Pr while holding e fixed
is to increase the total dissipation in the fluid. In this limit, the fluid is so strongly
dissipative, that gravity waves are no longer solutions, even in any approximate
sense. Aspects of these waves such as group velocity, phase matching (that allows us
to compute Ho), and even propagation and reflection-all borrowed from the inviscid
limit-cannot be used to describe the fluid behavior for such small Pr.
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Figure 2.11: Same as Figure 2.8 but for k = 0.7 and c, = -0.71.
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Figure 2.12: Same as Figure 2.9 but for k = 0.7 and c, = -0.71.
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Figure 2.13: Same as Figure 2.10 but for k = 0.7 and c, = -0.71.
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Figure 2.14: Same as Figure 2.8 but for k = 0.8 and c, = -0.51.
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Figure 2.15: Same as Figure 2.9 but for k =0.8 and c, =-0.51.
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Figure 2.16: Same as Figure 2.10 but for k = 0.8 and c, = -0.51.
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Figure 2.17: The eigenvalue ci as a function of Pr for Rio = 0.25, k = 0.9, c, = -0.345
and e = 2 x 10-.
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As in Figure 2.17, but emphasizing the instability allowed by viscous
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Figure 2.19: The magnitude of the total reflection coefficient r, as a function of Pr
for Rio = 0.25, k = 0.9, c,. = -0.345 and E = 2 x 10-3.
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Figure 2.20: As in Figure 2.19, but emphasizing the over-reflection allowed by viscous
diffusion.
Since Rio equals one-quarter, destabilization is a consequence of the dissipation,
and since the instability is present only for low values of the Prandtl number, it must
be conductivity and not viscosity that plays the crucial role. The similarity of our
velocity profile to the hyperbolic tangent considered by Jones (1977) suggests that
these instabilities correspond to the solutions which he has described. In a strongly
conductive fluid, over-reflection and instability occur as if the stratification were
absent. This can be demonstrated by combining (2.8) along with (2.9) and leting
Pr -+ 0: the result is the Orr-Sommerfeld equation. In this limit, normal mode
instabilities result from the over-reflection of vorticity waves (Lindzen and Tung,
1978).
In the next section, we consider instability and over-reflection for a 'Couette'
profile with constant shear but with a variable stratification designed to allow the
propagation of gravity waves. Such a flow allows us a test of the mechanisms we have
proposed for the two instabilities. There is no curvature in the basic state velocity:
vorticity waves are not permitted so that the over-reflection of these waves is obviously
precluded. The velocity profile is known to be stable in the absence of stratification
(e.g. Knobloch, 1984), and we expect the Jones instability to be absent. In addition,
since the stratification will be arranged to allow wave propagation as in the fluid
depicted in Figure 2.1, we expect that viscosity will again permit over-reflection and
that this will be the only type of instability present.
2.5 Instability and Over-reflection for the Cou-
ette Profile
In this section, we consider a second basic state (referred to as the 'Couette' profile),
defined to have constant shear,
U = Uo(z/AH), (2.13)
and variable stratification as described below. While Couette flow in a homogeneous
fluid is stable, several investigators (e.g. Huppert, 1973; Howard and Maslowe, 1973;
Davey and Reid, 1977; Lindzen and Barker, 1985) have shown that the presence
of a stable stratification can allow instability. Lindzen and Barker offer a physical
interpretation of this result. They note that in regions where Ri > 1, stratification4'
allows the propagation of gravity waves. If, in addition, these regions are separated
from the critical level by an evanescent layer where Ri < , over-reflection and
instability may occur. In the present study, Ri is everywhere greater than one-
quarter. Thus viscous diffusion must assume the 'tunneling' role of the evanescent
region if instability is to occur.
The stratification we consider is depicted in Figure 2.21:
N2(u - c,)2 for zi+ < z,
N2(u - cr)2 for zo+ < z < zi+,
N2(z)= N2 ) for zo- < z < zo+, (2.14)
N2(u - cr) 2 for zi_ < z < zo_,
N3U - c,.)2 for z < zi_.
While the mathematical form of (2.14) is unusual, we have a natural basis for choos-
ing it: the constants N2 through N2 are specified so that for a given c,. and k, the
index of refraction m 2 for vertically propagating waves,
m2 = N2/(U - c) 2 _ 
_ c) -- k 2 ,
is identical to that of the profile depicted in Figure 2.1 (hereafter referred to as the
'tanh-like' profile). 3 Thus, the vertical wavenumber will be the same and in the
limit of no dissipation, the over-reflection and stability properties of the two basic
states should be identical-which we have verified. [How equations (2.8) and (2.9)
are solved for the Couette profile is described in Appendices 2.8.2 and 2.8.4.]
One goal of this calculation is to demonstrate that the stability of a shear flow
is determined by the wave geometry and in particular by the index of refraction for
waves traveling normal to the shear. Since Couette flow has no curvature in the basic
state velocity, vorticity waves are precluded and we expect the Jones instability to
be absent. Moreover, since gravity waves propagate exactly as in the first profile, we
expect the occurrence of over-reflection and instability as described in Sections 2.3 and
2.4 to be duplicated. Our calculation also suggests that it is the index of refraction
3While the stratification given by (2.14) was chosen for mathematical reasons, it is not particu-
larly different from what results when a layer in the atmosphere is convectively stirred, for example
by a cloud or a breaking gravity wave. The potential temperature of the layer is well-mixed and
nearly uniform so that the stability at the top and bottom of the layer is enhanced.
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Figure 2.21: The stratification as a function of height for the Couette basic state.
The unperturbed velocity has constant shear, and the heights z1+, zo+, zo., and zi..
are the same as for the tanh-like profile (see Figure 2.1).
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Figure 2.22: For the second basic state (the Couette profile): the eigenvalue c; as
a function of Pr for Rio = 0.25, k = 0.9, c,. = -0.3175, and e = 2.5 x 10'. c.f.
Figures 2.17 and 2.18 which were computed using the tanh-like profile.
as comprised of the basic state velocity and stratification and not these latter two
quantities considered separately that is germane to the stability of the basic state.
Instability occurs in both the Couette and tanh-like profiles because the indices of
refraction are the same.
Figures 2.22 and 2.23 show the eigenvalue ci and the magnitude of r, as functions
of the Prandtl number. (The same calculation using the tanh-like profile is depicted
in Figures 2.17-2.20.) Instability occurs within the same range of Pr as that in
which the magnitude of r, exceeds unity. The instability of the Couette profile cor-
responds to that depicted in Figure 2.18 for the tanh-like basic state. Apparently, it
is unimportant which type of wave is allowed to propagate within the fluid. Unstable
solutions remain when the vorticity wave region of the tanh-like profile is replaced
by a layer allowing the propagation of gravity waves. Lindzen (1987) suggests that
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Figure 2.23: For the second basic state (the Couette profile): the magnitude of the
total reflection coefficent r, as a function of Pr for Rio = 0.25, k = 0.9, c, = -0.3175,
and e = 2.5 x 10-. c.f. Figures 2.19 and 2.20 which were computed using the tanh-like
profile.
the role of a wave region is simply to turn back the over-reflected wave towards the
critical level so that over-reflection is repeated. Since reflection at a lower boundary
or a sharp change in the index of refraction is a generic property of any wave solution,
it is not surprising that instability occurs in either basic state.
At smaller values of the Prandtl number, c; becomes increasingly negative before
dropping below the range of the diagram. This is to be expected if the instability
found at low Pr for the tanh-like profile (see Figure 2.17) really is of the type described
by Jones (1977). While the tanh-like profile is unstable in the absence of stratification
(Drazin, 1958), the Couette profile is not (Knobloch, 1984). Thus, only the former
can become unstable if the effect of stratification is eliminated by the conductivity.
While the purpose of studying the Couette profile was to see which of the two
instabilities shown in Figure 2.17 were present in the new basic state, we have also
made a cursory search for the range of Ri above one-quarter for which instability and
over-reflection exist. To compute ci and R as functions of the Richardson number,
we choose the wave parameters used to construct Figures 2.22 and 2.23: k = 0.9 and
c,. = -0.3175. In addition, we choose e = 2.5 x 10- and Pr = 0.2 since ci is largest
near these values given our choices of k and c,. (e.g. Figure 2.22). We find that as Rio
is increased, c; decreases montonically, passing through zero near Rio = 0.349. The
reflection coefficient R has a magnitude greater than unity for Ri < 0.372.
2.6 The Role of the Joining Region: zi_ < z < z0 _
While the over-reflection model accurately predicts the eigenvalue H (Figure 2.24),
efforts to predict the growth-rate kci using the traditional 'laser' formaula
kc;, = (1/r)ln Ir,1 (2.15)
(Lindzen and Rosenthal, 1983b; Rosenthal and Lindzen, 1983) are less successful
(Figure 2.25). The neutral points and the general shape of the curves depicting c and
ci,0 agree well-enough. The discrepency lies mainly in the relative magnitudes. This
suggests that we are underestimating the time r between successive over-reflections.
We have assigned to r the time required for a wave packet to travel from zi_ to
the lower boundary and back at the group velocity. This duration does not include
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Figure 2.24: The eigenvalue H (solid line) versus the value Ho (dashed) predicted by
the over-reflection model for the calculation used to construct Figures 2.22 and 2.23.
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Figure 2.25: The eigenvalue c; (solid line) versus the value ci,O (dashed) predicted by
the over-reflection model for the calculation used to construct Figures 2.22 and 2.23.
The quantity c;,0 is defined by Equation 2.15.
the time required for the packet to travel from zi- to the critical level and return
since we are unsure how to estimate this contribution. One could rearrange (2.15) so
as to compute r as a function of the actual eigenvalue ci and thereby estimate the
contribution to r that we are excluding. However, there is reason to believe that the
instability scenario implied by (2.15) whereby a wave packet over-reflects ad infinitum
at a regular intervals r is too simple-minded, and that this is a more fundamental
reason for the discrepency between c; and ci,0.
Implicit in the derivation of (2.15) is that the wave travels along its course without
significant partial reflection. That is, the packet remains undispersed so that the time
between successive over-reflections can be represented by a single constant value r.
Since the index of refraction changes abruptly at zo_ and zi_, this is certainly an
over-simplification. One way of modifying this picture is to consider an over-reflected
wave just above z1_ that is returning from the critical level. At z1_ there will be
a partial reflection so that part of this wave will be returned to the critical level to
over-reflect once again. When we compute the reflection coefficient below zi-, we
are not measuring the result of a single interaction at the critical level between the
wave and mean flow. Part of the R that we measure includes the effect of repeated
interactions as the result of partial reflection of the downgoing wave at zi.. One
consequence is that the time between successive over-reflections will vary since some
over-reflections will involve flux that was reflected towards the critical level at the
joining region, while other over-reflections will involve flux that was reflected at the
lower boundary.
One might attempt to verify that significant partial reflection does indeed occur
at the joining region by solving the initial-value problem and showing that the value
of IR| measured below zi_ grows step-wise as part of the wave is repeatedly turned
back at zo_ towards the critical level. However, the occurrence of partial reflection
is supported by two less elaborate computations. For the first calculation, we return
to the tanh-like profile and measure R as a function of 6 [k = 0.9, c, = -0.345,
Rio = 0.25, Pr = 0.2, e = 2 x 10-3, and g_(z) takes the form of a cosine (c.f.
Appendix 2.8.1)]. As mentioned in Appendix 2.8.1, R is essentially independent of 8
for values of the latter less than 10-2. As the lower joining region is made broader,
however, IRI decreases until at 6 = 0.19, over-reflection no longer occurs. We note
that larger values of 8 result in a smaller change in the index of refraction at zi_, so
that there is less partial reflection at this height. Thus, we expect |RI to decrease
as 8 is increased since at zi., less of the wave is reflected back towards the critical
level. That over-reflection occurs only for sufficiently small 8 implies the existence
of significant partial reflection in the joining region for the values of 8 used in this
study. Thus, we expect that there is no single time-scale representing the duration
between successive over-reflections, which presumably accounts for the discrepency
between ci and ci,0 computed from (2.15).
It appears that the occurrence of over-reflection requires the existence of a narrow
joining region where significant partial reflection occurs. This was also the result
of a second calculation made with the Couette profile where the joining layers were
eliminated. That is, N, and N2 were replaced by N2 and N4 so that the index
of refraction below zo_ had only the single value characteristic of the lowest wave
region. Over-reflection was not observed. For reasons that are not totally clear, a
region of significant partial reflection seems essential to build up the magnitude of
the reflection coefficient for the basic states considered here.
2.7 Conclusions
We have found that the presence of viscosity may destabilize a stratified shear flow
even though the Richardson number is everywhere greater than one-quarter. In
contrast, such a flow without dissipation is stable (Howard, 1961).
In Section 2.3, we studied wave over-reflection using a tanh-like velocity profile
with constant static stability. Lindzen and Barker (1985) and Lindzen (1987) suggest
that the mean shear acting on a perturbation traveling with the flow (i.e. at a critical
level) is fundamental to instability. In order for this to occur, the perturbation
must be able to reach the critical level. For a stratified fluid without dissipation,
this requires that Ri be less than one-quarter in the neighborhood of a critical level
so that perturbations may 'tunnel' into the critical level. In contrast, for Ri > ,
perturbations propagate at a rate determined by the vanishing group velocity and
are unable to reach the critical level in a finite time. Lindzen and Rambaldi (1986)
have shown for the case of Poiseuille flow that viscosity can substitute for a trapping
region by allowing the perturbation to diffuse into the critical level. We have found
this effect for the stratified tanh profile. The largest over-reflection occurs when the
boundary layer spans the distance separating the critical level and the lower wave
region. A boundary layer of larger extent dissipates the perturbation before it reaches
the critical level. For a thinner boundary layer, the perturbation is stalled out short of
the critical level due to the vanishing group velocity and is eventually dissipated. The
effect is sensitive primarily to variations of viscosity rather than thermal conductivity
suggesting that diffusion of perturbation vorticity is of primary importance.
In Section 2.4, we found instabilities corresponding to the over-reflected waves,
given the presence of a lower boundary. A description of the instability as an over-
reflected wave suggests why viscosity, which typically damps perturbations, can in
this instance lead to their amplification.
An additional class of instability was found at small values of the Prandtl num-
ber. This class was earlier noted by Jones (1977) who showed that in the limit of
large conductivity, the effects of stratification disappear and the equations reduce
to the Orr-Sommerfeld equation for unstratified shear flow. It is well known that
the unstratified hyperbolic tangent profile is unstable-provided viscosity is not too
large. As noted by Lindzen and Tung (1978), such instabilities can be identified with
over-reflected vorticity waves.
In order to demonstrate that the viscous and Jones instabilities are distinct, in
Section 2.5 we considered a second basic state-namely a Couette flow which is known
to be stable in the absence of stratification. In this example, we chose a distribution
of N2 which duplicates the index of refraction found in the tanh-like profile. While
the Jones instability is absent, once again both over-reflection and instability were
found when the viscosity is included. For this basic state, over-reflection was found for
Rio < 0.372 and instability was found for Rio up to 0.349 (as opposed to Rio < 0.2732
and Rio < 0.2533 respectively for the tanh-like profile). For reasons we do not yet
fully understand, growth-rates in this case were of an order-of-magnitude greater
than in the case of the tanh-like profile.
Viscosity allows instability in both the tanh-like and Couette profiles; while the
mean velocity and stratification are highly dissimilar, the indices of refraction are
identical for the two basic states. This suggests that the index of refraction for
waves propagating across the shear-a function of the basic state velocity and stratifi-
cation-is more germane to the stability of a basic state than either of these quantities
considered individually.
Finally, the fact that we have found instability for Ri > 1 in the presence of viscos-
ity supports interpretation of the Miles-Howard theorem in terms of wave geometry
rather than energetics.
2.8 Appendices
2.8.1 Joining the Regions of Constant Shear and No Shear
in the Tanh-like Profile
We wish to construct the functions g± (z) that smoothly
and no shear regionscontinue across the layers zo+ <
zi. = zo_ - 28 < z < zo- (see Figure 2.1). We specify
cosine in the two layers. Thus, in the upper layer
connect the constant shear
z < zi+ 1 zo+ + 28 and
u(z) to take the form of a
u(z) = g+(z) = Cr + (1 - C,) cos p+(z - z+)-
Both u and u2 are continuous at z = zi+. Continuity at z = zo+ further requires that
zo+ = Rio/2 [C, + (1 - c,) cos(26p+)],
and that p+ satisfies
sin(28p+) + [+Rio/2 (1 - c,.)]~ = 0. (2.16)
Similarly, in the lower layer
u(z) = g-(z) = c, + (-1 - C,) cos p-(Z - zi_),
where
and p_ satisfies
zo- = Ri'/ 2 [c, + (-1 - c,.) cos(26p._)],
sin(28p-) + [p_ Rio/2(-1 - c,.)]- = 0. (2.17)
The two layers are narrow: for the results presented in this paper, S = 10-2, So
that the solution of (2.16) and (2.17) gives 1 i : 0(10). As a consequence, the index
of refraction is nearly constant in both layers:
(N 2 /N2)/(u - c)2 - u22/(u - c) - k2
= [(il - Cr) cos i(z - z1 ±)]- 2 + pL - k2
( c,)- 2 + pL -k 2
~0 OLp:).
Thus, in the limit of no dissipation, Equations (2.8) and (2.9) describe the propagation
of waves within the joining regions (referred to as 'vorticity' waves since the index of
refraction is dominated by the term that results from the curvature of the basic state
velocity).
As an alternative, we constructed g+ (z) as a seventh-order polynomial in (z - zoi)
whose coefficients were determined by the requirement that u and its first three
derivatives be continuous at zi+ _ Rio/ + 6 and zo+ - 6. Similarly, we
set zo_ = -zo+, zi_ = -zi+ and g_(z) = -g+(-z). For 6 = 10-2, the reflection
coefficients and eigenvalues were identical to at least four significant figures whether
we specified u(z) as a polynomial or a cosine. The results were also unaffected to
within this accuracy if 8 was changed to 10-. Apparently, the joining layers are
sufficiently narrow that the solutions to the scattering and eigenvalue problems do
not depend upon the specific form of u(z) within these layers.
2.8.2 The Numerical Algorithm Applied to the Over-reflection
and Instability Problems
In this appendix, we describe the numerical algorithm used to solve Equations (2.8)
and (2.9) given either the tanh-like or Couette basic states (Equations 2.10 and 2.13-
2.14 respectively). Next, we apply this scheme, along with the appropriate boundary
conditions, to our search for over-reflecting and unstable waves.
Numerical Algorithm
We begin by introducing an additional dependent variable 4 that satisfies
d22# = 4 (2.18)
so that including (2.8) and (2.9), there are three coupled second-order equations to
be solved by our numerical scheme. The second derivative is approximated by the
finite-difference form
d= [( )n+1 - 2( )n + ( )n- 1]/h 2 + 0(h2 ),
so that (2.8), (2.9) and (2.18) become
(n+1- 20n + f4- 1 )/h 2 = ,, (2.19)
ie(On+1- 24 + On- 1 )/h 2 + (u - c - ie2k 2 )On +[iek 4 - k2 (U - c) - u2] = -Pn, (2.20)
(ie/Pr)(pn+1 - 2pn + pn- 1)/h 2 + (u - c - ie/Pr)pn -(N 2 /NO2)#n =0. (2.21)
Equations 2.19-2.21 can be summarized as
fn+1 + Mnfn + fn- 1 = 0, (2.22)
where
fn = (,n, On, pn)T,
and Mn is self-evident from (2.19)-(2.21) and the definition of fn.
We solve (2.22) by a generalization of Gaussian elimination (Lindzen and Kuo,
1969). Let fn depend upon fn+1 in such a way that
fn = Enfn+1, (2.23)
where En is an as yet undetermined matrix. We use (2.23) to substitute for fn_1
in (2.22) in terms of fn. By comparing this new equation with (2.23), a recursion
relation for E can be derived:
En = -(M + En- 1 )~1. (2.24)
As a consequence of (2.24), En can be computed throughout the grid if it is known at
a single point. To specify E at this point, we make use of the boundary conditions,
which differ according to whether we are studying over-reflection or instability.
Over-reflection: We specify E at the upper-most gridpoint (n=1), located above
z = zi+ where the basic state is independent of height. For this region, (2.8) and (2.9)
can be combined into a single sixth-order equation whose solution for the tanh-like
and Couette profiles is given in Appendices 2.8.3 and 2.8.4 respectively. In either
case, it is shown that the general solution at this level can be written as two modes,
#1,,(z) and #1.(z), that result from the dissipation, and a third solution #b,(z), which
in the limit of vanishing dissipation (e -+ 0) satisfies the second-order wave equation
as studied by Lindzen and Rosenthal (1983a), and to which (2.8) and (2.9) reduce.
The dissipative modes are required to decay as z -> oo; that is, their source of
excitation must be within the computational domain. The third solution is either a
gravity wave that propagates energy away from the critical level, or an exponential
of real argument that decays in that direction.
We determine E at the upper gridpoint as follows. Write
'(z) = tuo 12(z) + tvk 1 ,(z) + t,0 1"(z),
where the t's are for the moment unknown. Then,
#1u 01V 01r. tu
f1 = ' #1' S .T, (2.25)
p(#12u) p(#1,) p(#1.) t r
where the functions comprising Su are evaluated at the first gridpoint, above zj+.
Now construct
d~fi = (fo - f2)/2h = -(Mi + 2E7')fi/2h,
so that
[dzSu + (M 1 + 2Ei')Su/2h] - T = 0, (2.26)
where we have used (2.22) and (2.23) evaluated at the upper gridpoint, and (2.25) to
substitute for fi and dfi. While the general form of the solution in the upper wave
region can be specified using the boundary condition, the column vector T-including
tu, the amplitude of the outgoing wave-is determined by the lower boundary condi-
tion and the basic state at the remaining gridpoints. As such, (2.26) must be satisfied
independently of T. This allows us to determine E at the upper-most gridpoint:
dzSu + (M1 + 2Ej')Su/2h = 0,
giving
E1 = -2(2h -d .S - S;- + M 1 )~ 1. (2.27)
Given E1 , E, may be computed throughout the grid using (2.24). To solve for
f, we specify the general form of the solution beneath z = zi_, where the basic
state is again independent of height and the solution can be written analytically. As
before, there are two dissipative modes, 4N,(z) and 4 Nn(z), which decay towards
z -+ -- o. In addition, there is an upward-traveling wave of unit amplitude, NbNu(z),
and a reflected wave, Nd(z), so that
p(z) = $Nu(Z) + R$Nd(z) + ru'Nu(z) + rKn'Nn(z).
(N refers to the index number of the lowest gridpoint) and
fN = Sd ' r + t, (2.28)
where
R ONu
r = r. t = i'f
rn p($Nu)
and Sd has the form of Su, but with O1u, 01,, and 01,. replaced by ?Nd, VbNu, and
ON, [the last three functions are evaluated at the lowest (Nth) gridpoint, just beneath
zi_]. Again, we construct
d2fN = (fN-1 - fN+1)/2h = (EN-1 - E-')fN/2h vd - fN. (2.29)
Substituting (2.28), we find
r = (dzSd - Vd - Sd)'(Vd - t - dzt). (2.30)
Given r, we can compute fN at the lowest gridpoint using (2.28), and with (2.23) and
the E., solve for f, throughout the grid.
The over-reflection calculation is a scattering problem. We seek the response of
the critical level to a wave incident from below. From an algorithmic perspective,
we specify the dissipative parameters e and Pr, and the horizontal wavenumber and
phase speed of the waves, in order to determine the general form of the solution at
both ends of the grid. Iterating from E1 across the domain to the lowest gridpoint,
we use (2.30) to solve for the amplitude of the reflected wave.
Instability: For the instability calculation, we imagine a solid boundary to exist
beneath the critical level. The appropriate (dimensional) condition at the lowest
gridpoint is now
u' = 0,w' = 0, p' = 0. (2.31)
This is an eigenvalue problem. Given e, Pr, k, and c,, we solve for the values of
c; and H that allow the solution to satisfy (2.31). We interpret the eigenvalues as
follows. For e < 1, the solution beneath zi_ is primarily wave-like, and as noted in
the calculation of Ho (Section 2.4), corresponds to the nodes of the standing wave
created by superposition of the upgoing and downgoing waves. And as described in
the Introduction, a positive c; results from successive over-reflections of the upgoing
wave by the critical level.
We begin calculation of the eigenvalue by using (2.31) to specify E at the lower
boundary. The condition w' = 0 is equivalent to 0 = 0, while u' = 0 implies 0,2 = 0:
-@2 = (ON-1 - N+1)/2h = 0,
so that PN+1 = 4N-1. Then
4N (ON1 -- 2bN + N+l)h = (2/h 2 )ON+l
Thus, in order that ON = 0, ON= (2/h 2 )bN+1, and PN = 0, independent of the
solution above the lower boundary, EN must satisfy
0 0 0
EN= 2/h 2 0 ) (2.32)
(0 0 0)
Given EN, we can now solve for E throughout the remainder of the grid as in the
scattering problem. At the upper boundary, the solution is again (2.25). As before,
we construct
dzfl = (fo - f2 )/2h = (Eo - El-1)fi/2h = vf,
so that
[d2 S, - vuSu]T = 0. (2.33)
Equation 2.33 represents a set of three homogeneous equations. In order for a non-
trivial solution to exist,
det Id2Su - vuSu|. (2.34)
Notice that to iterate (2.24) across the domain to the upper-most gridpoint, we must
assign a value to both H and c,. Unfortunately, there is no particular reason why
these values might cause (2.34) to be satisfied.
The solution of (2.34) is a problem of root-finding in two dimensions (the deter-
minant has both a real and imaginary part). We iterate across the grid to evaluate
(2.34) for various points in (H, ci)-space. Values of ci and H that allow (2.34) to
be satisfied approximately are found by trial-and-error. To locate the roots more
precisely, we use their approximate values as initial points in a two-dimensional false
secant root-finding algorithm (e.g. Acton, 1970).
Given the eigenvalue pair (H, c;), we can solve (2.33) for all but one of the elements
of T. The remaining element can be set arbitrarily-this is a linear problem-and
fi can be computed using (2.25) along with the rest of the eigensolution by means of
(2.23) and the matrices E,.
Finally, we comment upon the numerical resolution. This is determined auto-
matically by the computer program, based upon the smallest scale we expect to
characterize the solution. These scales are that of the boundary layer formed about
the critical level and those of the solutions above zi+ and below zi= as derived in
either Appendix 2.8.3 or 2.8.4 depending upon the basic state under consideration.
In addition, we require that the resolution be high enough so that there are at least
twenty points in the joining regions zo+ < z < zi+ and zi_ < z < zo_. We checked
the adequacy of our resolution by doubling the number of gridpoints, to be certain
our results would not change.
Typically, we use on the order of a thousand gridpoints, although for the smallest
values of c (where the boundary layer is thin and the scales of the dissipative modes
are small), twenty-thousand are used. We tested many of the numbers presented in
the text and figures of this paper, and all were found to be unmodified to at least
three significant figures by higher resolution.
2.8.3 The General Solution in the Upper and Lower Wave
Regions for the Tanh-like Profile
Our numerical algorithm requires that the solution be specified at two points on the
grid. In this section, we construct the general solutions (2.25) and (2.28) for the
upper and lower wave regions of the tanh-like profile. Towards this end, we combine
(2.8) and (2.9) into a single equation for the streamfunction #:
(ie)2 Pr~1 (d, - k2 )3 7 + ie(1 + Pr~1 )(u - c)(d2 - k2)2o
+2iEPr-uzdzp + (u - C)2 - - 2)0 - 2iePr-'(k2 z + uzzz)dz@
+[(N 2/N) - (u - c)Uzz - iePr=uzzzz] = 0. (2.35)
Our basic state is constructed to be independent of height at both boundaries, so that
terms proportional to derivatives in u vanish. Thus, although (2.35) is an equation
of sixth-order, its coefficients are constant and its solutions are simply of the form
6Dz4? =e~z (2.36)
Here D is a constant to be determined by substitution of (2.36) into (2.35),
(ie)2Pr-1(D2 - k2 ) 3 + ic(1 + Pr~')(u - c)(D 2 - k2)2
+(u - c) 2 (D 2 - k2 ) + (N 2 /N2) = 0. (2.37)
Equation 2.37 is a cubic in D2 - k2 , whose three roots are found numerically for each
set of the parameters u, k, c, e and Pr. The general solution to (2.35) is thus a
linear combination of six terms of the form (2.36), each with a different value of D
as specified by (2.37). Which of these terms comprise the solution in the upper and
lower wave regions is determined by the boundary conditions.
For purposes of illustration, we derive (2.25) for k = 0.9, c = -0.345, E = 2 x 10-3
and Pr= 0.2. Setting u = 1 and N2 = N2, the three roots of (2.37) are found to be
D2 k2 = 0.67114 + 672.50i, D2 - k2 = 1.5009 + 134.50i, and D2 - k2 = 0.25724 -
2.7260 x 10- 3 i. The boundary condition requires that the response be generated
from within the domain. The dissipative modes must decay as z -+ oo, while the
inviscid solution if it is wavelike, must propagate upwards-otherwise, behaving as an
exponential of real argument, it must decay in this direction. To constrain the general
solution in this manner, we must determine which of D1, D2 , and D3 represent the
dissipative modes and which represents the inviscid solution. This is done by noting
that for c < 1, the three roots of (2.37) are nearly
D2 _ k2 = i(u - c)e-1(1 + 8') = 0.67144 + 672.50i (2.38)
D2 - k2 = iPr(u - c)e-'(1 + S,) = 1.5009 + 134.50i (2.39)
D2 - k2 = -(u - c) 2 (1 + 6.) = 0.25724 - 2.7261 x 10- 3 i (2.40)
[Here the 8's are small corrections, all of order E(u - c)- 3, which may be solved for
by substituting each of (2.38), (2.39), and (2.40) into (2.37) and neglecting terms of
0(62).] For the first two values, D increases as e -+ 0 so that each mode's range
of influence decreases: these are the dissipative modes. By comparison to the exact
solutions D2, D2, and D , we see that the dissipative modes are represented by the
roots D1 and D 2. The requirement that these modes decay for z -4 oo is equivalent
to Re(D) < 0 so that
) +D2z _ (-8.2466-8.1551i)z
= e+D3z - e(-18.346-18.328i)z
By process of elimination, D2 can be seen to correspond to the inviscid solution,
although this is equally apparent from the algebraic form of the third approximate
root. The effects of dissipation appear in the term &. Given the parameters chosen
for this example, gravity waves are not permitted above z = zi+: the exponential
argument is almost completely real so that the appropriate branch of (D2)1/ 2 is that
with Re(D 3 ) < 0,
4a(z) = e (-o.5720+2.673x10-3i)z
By combining the allowed dissipative modes and the inviscid solution, (2.25) is com-
plete.
Equation 2.28, the solution for the lower wave region, is constructed in the same
manner. The dissipative modes must decay as z -+ -oo so that the roots of (2.37)
corresponding to (2.38) and (2.39) are selected according to whether Re(D) > 0. As
for the two roots corresponding to (2.40), these represent an upward and downward
propagating wave. Which root represents upward propagation can be determined by
computation of the vertical group velocity
c9z = (kc)/am (2.41)
The quantity m is the vertical wavenumber, related to D by D = im; kc is given
in terms of D by (2.40). For the lower wave region, it can be shown via (2.41) that
upward propagation corresponds to Im(D) =Re(m) < 0. For the scattering problem
described in Section 2.3, we specify the amplitude of the upgoing wave to be unity
while solving for the amplitudes of the reflected (downgoing) wave and the dissipative
modes. The two waves and two dissipative modes correspond to the four terms that
comprise (2.28).
Finally, we emphasize that the values of D used to construct (2.25) are the exact
solutions to (2.37) found numerically, and not the approximate algebraic forms of
(2.38)-(2.40). We found the latter useful only because their identification with a
physical mechanism allowed us to interpret the exact values in the same fashion,
so that boundary conditions could be matched with the proper roots. As such,
the accuracy of our conclusions is limited by the accuracy of our numerical scheme
(Appendix 2.8.2) and is unaffected by the 0(82) uncertainty of (2.38)-(2.40).
2.8.4 The General Solution in the Upper and Lower Re-
gions of the Couette Profile
In constructing Equations 2.25 and 2.28, our starting point is again Equation 2.35.
However, in contrast to the tanh-like profile, the Couette basic state is not inde-
pendent of height at any level. As such, (2.35) has non-constant coefficients, and
we are unable to solve for a general analytic solution as we did in Appendix 2.8.3.
Our recourse is to construct an approximate WKB solution whose validity depends
upon the smallness of either the dissipation or variations in the index of refraction.
Fortunately, for the cases considered in Section 2.5, both of these quantities are small
enough to allow us confidence in our conclusions.
We begin by constructing the dissipative modes #,,(z) and 0,(z). The derivation
of both depend upon the smallness of the dissipation parameter C. We substitute into
(2.35) a solution of the form
O(z) = exp (1/A) E ADn(Z)]. (2.42)
We can solve for the Dn(z) individually by noting that a consistent balance exists
for A = ei/2 < 1. Upon isolating the lowest and next-lowest order balances, we find
four distinct (if Pr f 1), non-trivial solutions characterized by D' and D'. Two of
these solutions we identify with the viscous modes, ?P,, since their characteristic scale
becomes larger as the Prandtl number is increased:
D'2 = iPr(u - c), D' = (-9/4) -u2/(u - c).
The other two solutions we identify with the conductive modes, ',(z):
2 = i(u - c), D' = (-5/4) -u,/(u - c).
Which branch of D'2 we take depends upon whether we want these modes to decay
as z -+ oo or z -+ -oo: in other words, whether we are constructing (2.25) or (2.28)
respectively. Incidentally, we note that by truncating (2.42) after two terms, the
dissipative modes are specified to O(e) accuracy.
Since we are considering small values of c, we expect that the remaining solutions
of (2.35) will nearly satisfy
d2 + [(N2 /N2)/(u - c)2 - k2]0 = 0, (2.43)
which is (2.35) in the limit of no dissipation. Away from the critical level, (2.43) is
the wave equation since according to (2.14), N 2 has been chosen so that the index of
refraction,
m2 = (N 2 /NO2)/(u - c)2 - k2
is a constant. As such, the remaining solutions to (2.35) are either waves or expo-
nentials of real argument, both slightly modified by the dissipation.
We can solve for this modification by substituting
= e(z-z') + Ei 1(Z) + 0(e 2)
into (2.35) and separating out the lowest-order balance which is a linear inhomoge-
neous equation for 01(z). We find that
1 (Z) = eim(z-z') z a[u(t) - c] b( _ e2imt2)) dt,
~~bi 2i) =  I I[(t) - C]2m~z) t
where
a = -i(1 + pr-')(m2 + k2 )2 , b = -(2m/Pr) - (m 2 + k2 ).
With the correction #i1(z), our two 'inviscid' solutions are accurate to 0(e2 ).
The 0(e) correction may seem unnecessary since the uncertainty of the dissipative
modes is itself 0(e). However, in computing the reflection coefficients as described
in Appendix 2.8.2, we find that compared to the inviscid solutions, the dissipative
modes contribute less than 0(e1/2) to the total solution. As such, their contribution
to the uncertainty of the total solution is 0(e3/2). By solving for the correction #1(z),
we ensure that the inviscid modes do not introduce inaccuracies to the total solution
at 0(e).
Finally, we specify our choices for the constants Nj2 through N4 that appear in
(2.14). As stated in Section 2.5, we wish the indices of refraction to be the same for
both basic states, given c,. and k. Thus, we set
N32= N2/(1 + c,.) 2, N2 = N/(1 - c,)2
and
N12 =N2 +N2 pIN2 =N4 +N2 p2
There is one disadvantage to our arrangement of N2 : since N 2 must be a real
number, m 2 can be made constant only for c; = 0. While this presents no problem
for the over-reflection calculation, an uncertainty of 0[c;/(1 - c,.)] is introduced into
the eigenvalues when we compute the stability of the Couette profile.
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Chapter 3
The Organization of Rainfall by
an Unstable Jet Aloft with an
Application to African Waves
Abstract: Organization of Rainfall by an Unstable Jet Aloft: During GATE,'
it was observed that African waves did not increase the total precipitation in a region,
although during Phase III, they were able to organize precipitation so that rain fell
preferentially near the wave trough (Reeves et alii, 1979). We hypothesize that
whether an unstable jet at middle or upper levels can organize rainfall depends upon
its ability to converge moisture, which is measured by the ascent forced by the wave
at the top of the moist layer.
We calculate this ascent by integrating the quasi-geostrophic potential vorticity
equation beneath the jet. The magnitude of the ascent depends upon the mean zonal
wind at each height. We find that the ascent forced by vertically trapped solutions is
much larger than if the mean wind were to allow vertical propagation, although only
for distances within one or two e-folding scales of the jet.
Our model is applied to African waves which originate as shear instabilities in
the mid-level African jet (Burpee, 1972). Given the observed shear, we find that the
unstable waves are vertically trapped with an e-folding scale of roughly 2 km. Thus,
the ascent induced at the top of the moist layer is reduced by one-half if the distance
separating the unstable wave from the moist layer increases by as little as 100 mb.
According to Chen and Ogura (1982), the vorticity maximum of the unstable wave
was 100 mb higher during Phase I of GATE in comparison to Phase III. Only during
the latter phase were African waves consistently able to organize rainfall (Reeves et
alii, 1979).
We suggest that African waves can organize rainfall if the waves' lower critical
surface is at or below the top of the moist layer, as was observed during Phase III
of GATE. An unstable jet can organize rainfall at a greater distance from the moist
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layer if the wave amplitude is greater than that of the African waves observed during
GATE.
CISK models of tropical waves were found by Stevens and Lindzen (1978) to
yield only neutral solutions, if cumulus friction and a moisture budget were included
in the calculation. Thus, the growth and synoptic scale of African waves remain
unexplained by such a model. We suggest that the superposition of a shear instability
could augment the convergence of a neutral CISK mode with the horizontal scale as
the instability, effectively destabilizing the CISK mode. Thus, African wave growth
would result from a combination of shear and conditional instability.
3.1 Introduction
During Phase I of GATE, there was no systematic relationship between precipitation
and the passage of an African wave trough. In contrast, such a relationship was
observed during Phase III, although the total precipitation was not significantly larger
in comparison to Phase I: 0.53 mm hr' versus 0.49 mm hr-1, respectively (Reeves et
alii, 1979). Apparently, African waves do not augment the precipitation in a region,
although under some circumstances they organize the precipitation so that rain falls
preferentially in the vicinity of the wave trough. In this chapter, we examine whether
the ability of an African wave to organize rainfall is sensitive to the mean zonal wind.
According to Burpee (1972), African waves originate as shear instabilities of the
mid-level African jet. We hypothesize that whether an African wave can organize
rainfall is determined by its ability to penetrate beneath the jet and converge sufficient
amounts of moisture. We assume that only moisture beneath 800 mb contributes to
rainfall, so that the total convergence of moisture is measured by the ascent at the
top of this layer.
We estimate the ascent by solving the quasi-geostrophic potential vorticity equa-
tion, to see whether a jet instability at mid-levels can transmit a significant fraction of
its amplitude into the moist layer. For normal mode solutions, the potential vorticity
equation becomes the wave equation describing the vertical transmission of Rossby
waves. The index of refraction is a function of the mean zonal wind, in addition to
the planetary vorticity gradient, the Coriolis parameter, and such wave parameters
as the phase speed and the horizontal wavenumber. We will compute the ascent
induced by the wave at the top of the moist layer as a function of the mean zonal
wind.
Although we are ultimately interested in the forcing of low-level ascent by the
African jet, the problem of vertical transmission is of general interest and we expand
our investigation to include the two following questions.
* What mean zonal wind allows propagation between two levels in the atmo-
sphere? A related problem is to determine the e-folding scale for wind profiles
where propagation is not allowed, in order to estimate the vertical distance over
which a Rossby wave can penetrate, despite its inability to propagate vertically.
* How does the wave amplitude (here defined in terms of the geopotential) vary
with respect to the zonal wind at each height? And, how large is the vertical
velocity associated with the wave? In more general terms, to what extent
can motions aloft force ascent at the top of the moist layer and consequently
organize rainfall?
In Section 3.2, we describe the model used to address these questions. We will
specify the wave amplitude at some upper level and use the potential vorticity equa-
tion to compute its variation below as a function of the intervening zonal wind. In
Section 3.3, we examine the results for the case of U equal to a constant. This is
essentially the problem considered by Charney and Drazin (1961), although we are
interested additionally in the vertical velocity associated with the wave. The mean
zonal wind U is allowed to vary more generally in Section 3.4. Our calculation was
originally designed to study the forcing of the moist layer by the African jet, al-
though we have noted how the problem of vertical transmission is of general interest.
As such, we consider a broader range of easterly jets in the hope of making more
general statements regarding the ability of a shear instability to modulate low-level
convergence.
In Section 3.5, we return to the example of African waves and review previous
observations and theories of Easterly waves in general. In Section 3.6, we examine
the transmission of waves beneath the African jet in light of our calculation in the
previous sections. According to our hypothesis, organization of rainfall by an African
wave requires that the wave induce sufficiently large ascent at the top of the moist
layer. Chen and Ogura (1982) show that African wave amplitudes were greater by
a factor of one-third during Phase III in comparison to Phase I, so that this might
contribute to the waves' ability to organize rainfall during the latter phase. However,
their study is based upon measurements taken downstream of the region where the
waves are first observed to organize convection (Carlson, 1969a). As such, the wave
structure indicated by their analysis includes the circulation forced by latent heating
and may not accurately reflect the amplitude of the original shear instability. We will
suggest that the waves' ability to organize rainfall during Phase III could result from
changes in the mean zonal wind which allow the waves to penetrate the moist layer
with greater amplitude. Finally, in Section 3.7, we summarize our results regarding
both the transmission problem and its implications for African waves.
The shortcomings of CISK models in accounting for African waves has been noted
by Stevens and Lindzen (1978). In their calculation, which included the effects of cu-
mulus momentum mixing and a moisture budget, only neutral solutions were found.
That is, the low-level convergence of moisture induced by latent heating was barely
enough to maintain the heating. While such solutions imply that conditional instabil-
ity can maintain an African wave at an undiminished amplitude despite the presence
of dissipation, the excitation and growth of the wave remain unexplained. Further-
more, in the absence of self-exciting solutions, there is no fastest-growing mode which
might account for the synoptic scale of African waves.
Shear instability has been hypothesized as a means of excitation and scale selection
for African waves (e.g. Burpee, 1972, Rennick, 1976, Mass, 1979). We suggest that
conditional instability can also contribute to wave growth, despite the neutral solu-
tions of Stevens and Lindzen (1978). The superposition of a shear instability would
augment the moisture convergence of a neutral CISK mode with the horizontal scale
of the instability. If the combined convergence of moisture exceeded that assumed
by the heating, conditional instability (i.e. CISK) as well as shear instability would
amplify the wave.
3.2 Model Description
The vertical structure of a Rossby wave is described by the quasi-geostrophic potential
vorticity equation: 2 -
+ m2 (z)= 0 (3.1)
where
m2 - k2 _ (3.2)
f 2 0 C - C 4HO2
We have assumed that the perturbation is of normal mode form, e.g. 4(x, y, z, t) =
N(y, z)eik(xM-t)e0, and also that the meridional length scale of the perturbation is
small compared to the meridional scale of m 2 so that D(y, z) ~ N(z) sin(ly). Here, I is
the constant (or else slowly varying) perturbation meridional wavenumber. Equation
3.1 is the wave equation if m 2 is interpreted as the index of refraction.
Our model can be summarized as follows. We assume that a wave of downward
group velocity with phase speed c and horizontal wavenumber k has been excited
somewhere above ZT, the top of our computational domain. At zT, the amplitude of
the downgoing wave is specified, and beneath this height, the perturbation amplitude
is computed via (3.1) as a function of the intervening zonal wind U. At the lower
boundary, we require that the solution represent either a wave with downward group
velocity or else an exponential decaying downwards.
Since we are also interested in the ascent forced by the incident wave, we compute
at each level the vertical velocity associated with @:
W = -[(UJ - c)C2 - U (3.3)
Equations 3.1 and 3.3 are linear so that the amplitudes of and w are proportional
to the amplitude of the downgoing wave at ZT. For purposes of illustration, we set
the latter amplitude so that the downgoing wave at ZT corresponds to a vorticity of
0.5 x 10- s-'. This is equivalent to a geostrophic meridional wind of 1.25 ms-' if k
and I have typical synoptic-scale values of 2 x 10-6 m-'. We note that the amplitudes
of and w resulting from different wind profiles can be compared without regard to
this scaling, since the same scaling is used for each wind profile.
Finally, we consider the usefulness of the quasi-geostrophic and #-plane approx-
imations in describing vertical transmission beneath a jet at 150 N. For zonal and
meridional wave scales of the same order, the validity of quasi-geostrophy is suffi-
ciently demonstrated if the ratio of the Doppler-shifted wave frequency compared to
the Coriolis parameter is small. For k equal to 2 x 10-6 m-1 and f evaluated at 15*
N, the ratio [k(U - c)/f] is less than unity for U - c less than 19 ms-'. The validity
of the -plane approximation requires that (#/fl) be small, or that I be much greater
than 6 x 10- m-'. In the following sections, we will consider synoptic-scale waves
with I ~ 2-3 x 10-6 m- 1  O(k) so that both of these approximations are at least of
qualitative validity.
3.3 Constant U
If the zonal wind is without shear, the index of refraction becomes:
2_N 2 (3 12 2' 1
m2 _ N U - k2 _P -2 (3.4)
f2 (UO - C 4HO2
It is evident from (3.4) that propagation (M2 > 0) occurs within a range of Uo - c
that is positive and small:
0 < U7- c< 2 (3.5)
k2 +12 + 2H
This is the result of Charney and Drazin (1961): Rossby waves can propagate ver-
tically if the zonal wind is slightly more westerly than the wave phase speed. In
Figure 3.1, the perturbation vertical length scale m-1 (equal to the vertical wave-
length divided by 27r, if m 2 > 0) is plotted as a function of Uo - c and 1. For the
calculations in this chapter, k is set equal to 2 x 106 m- 1 (corresponding to a zonal
wavelength of slightly less than 30* longitude), and N 2 equals 1.16 x 10' S-2, while
f and fl are evaluated at 150 N. For I ~ k, vertical propagation occurs for Uo - c less
than 2-3 ms-1. Note that for larger values of Uo, n2  -i- 2 < f(k2 + 12) + 4:
the trapping scale is never less than the Rossby depth, roughly 1200 m for these
parameters.
In the absence of shear, the vertical velocity associated with can be calculated
analytically. For downward propagating solutions, so that > = oe-M(Z-ZT),
k
Iw| = 7_(Uo - c)mez/ 2Ho01ol (3.6)
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Figure 3.1: The vertical length-scale m-1 (in meters) as a function of the meridional
wavenumber I and Uo - c. The dotted line corresponds to m 2 > 0, the solid line to
m2 < 0, and the dashed line depicts the value of Uo - c that maximizes |w! for the
propagating solutions as a function of 1.
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We are particularly interested in the maximum possible ascent associated with prop-
agating solutions, which can be found by varying Uo - c. We differentiate (3.6) with
respect to this quantity, noting that m depends implicitly upon Uo - c, and set the
resulting equation equal to zero. The maximum jwj is:
w|= 0 k ,(Z-zT)/2Ho I'o 1 -.72Nf v'k2+ 12
which occurs for
U0 - C = 2(k2 + 12)
The maximizing value of Uo - c as a function of I is denoted by the dashed line in
Figure 3.1.
For comparison, we can attempt to maximize Iwi for solutions to (3.1) which decay
exponentially towards the lower boundary. For < = (oen(z-zT), where n2 =-M2
k 1,n 1 (ZZ
IwI = -2(Uo - c)(n + 2Ho~ 2e" )-zT)|@ol (3.8)
It has been previously noted that as Uo - c -+ oo, n2 -+ '(k2 + 12) + . That is,
as Uo - c increases, the decay scale approaches a constant value. Thus, for any finite
z, no matter how far from ZT, Iwi can be made arbitrarily large, simply by making
Uo - c large enough.
The geophysical relevance of (3.7) and (3.8) is best seen by numerical example.
Taking k = I = 2 x 106 m- 1 and (o = 23.5 m2s- 2 (corresponding to a vorticity
of 0.5 x 10- s- 1 and a geostrophic meridional velocity of 1.25 ms-1), the optimal
|wI given by (3.7) is found to equal 0.17 mb hr- 1. This is a small fraction of the
roughly 3-5 mb hr-1 rate of ascent that characterizes tropical convection averaged
over a synoptic wavelength (e.g. Reed and Recker, 1971; Reed et alii, 1977; McBride
and Gray, 1980a, b). Nonetheless, such small ascent when superposed with a neutral
CISK mode might destabilize the latter resulting in larger vertical velocities.
It has been shown that exponentially decaying solutions force ascent which can
be made arbitrarily large. To see how large Uo - c must be to account for typically
observed velocities, we set Iwi in (3.8) equal to 3 mb hr-' and solve for the necessary
Uo - c as a function of z - ZT. Figure 3.2 shows that a perturbation can induce
ascent of 3 mb hr-1 at 1 km beneath the wave source only if Uo - c achieves the
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Figure 3.2: The value of Uo - c (in ms-') necessary to force ascent of 3 mb hr-', as
a function of z - zT, the distance below the wave source. I<ol = 23.5 m 2s- 2
-C.
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Figure 3.3: The value of Uo - c necessary to force ascent of 3 mb hr-' at 1 km beneath
ZT as a function of (o (or equivalently, as a function of the geostrophic meridional
wind).
unrealistically large value of 53 ms-'. To be sure, the necessary value of Uo - c is a
non-linear function of (o, and Figure 3.3 shows that ascent of 3 mb hr-1 occurs at
smaller values of Uo - c if 4o is increased. In any case, Figure 3.2 demonstrates that
while unlimited vertical motion can result from (3.8) in principle, large ascent may
not be realized in practice if Uo - c is restricted to 'reasonable' values.
Our estimates suggest that the vertical motion induced by a Rossby wave in the
absence of shear can be of the order typically observed of synoptic-scale tropical
convection if the geostrophic meridional wind associated with the perturbation is
substantially larger than 1.25 ms-'. Even for this modest value of the perturbation
amplitude, the induced ascent is perhaps sufficient to destabilize a CISK mode that
is neutral in the absence of the wave. In any event, the no-shear case is useful in its
demonstration that the possibility of rainfall organization is more complicated than
simply finding a wind profile which allows propagation. As suggested by the general
form of (3.3) and by the specific example of (3.8), large vertical motion also requires
that Uo - c be large, a requirement which is not necessarily conducive to propagation.
3.4 General U
To the extent that the WKB solution is qualitatively valid, we can use the results
of the previous section to anticipate the behavior of the solution for cases where U
is no longer constant. For small values of shear such that for all z, U - c remains
within the region of Figure 3.1 corresponding to propagation, we expect the solution
to be a downgoing wave whose phase and amplitude are slowly modulated by changes
of U - c. For larger values of the shear, such that U - c crosses into the region of
Figure 3.1 indicating exponential decay, we expect the wave to reach a turning point,
below which the solution decays exponentially and above which the solution is the
sum of the incident and reflected waves. The location of the turning point relative to
the region of excitation depends upon the shear. For the parameters used to construct
Figure 3.1, the turning point occurs when U - c has increased to 2-3 ms'1. Various
investigators (e.g. Nitta and Yanai, 1969; Reed and Recker, 1971) have found regions
in the tropical Pacific 3-4 km deep where U - c remains within this amount. In
comparison. the characteristic shear beneath the African jet is roughly 15 ms-1 over
31 km so that the turning point occurs within a kilometer of the critical surface.
Having turned to the case U unequal to a constant, we now have to decide exactly
how we want U to vary. Clearly, it is impractical to solve (3.1) while varying U
according to every possible combination of shear, curvature, and higher derivative; the
enormity of the task lies in the fact that there exist no convenient analytic solutions
to (3.1) for general U, so that the problem must be approached numerically. To a
certain extent, we can narrow the set of possible winds by referring to observations.
If we hesitate to adopt this approach, it is because the problem of boundary layer
forcing by waves aloft is interesting in its own right and not simply with reference to
a particular observed wind profile such as the African jet.
In the interest of establishing a practical limit to the number of numerical calcu-
lations, we will consider zonal winds with only linear or quadratic dependence upon
height, and overall easterly shear. In less specific terms, we will restrict our exami-
nation of Rossby wave transmission to 'smooth' profiles that might be found beneath
an easterly jet. Our reason for considering quadratic profiles in addition to the lin-
ear case is that for the former, the zonal wind can modify the index of refraction
not only through the value of U - c as in the cases of constant and no shear, but
through the meridional gradient of mean potential vorticity, q,. The transmission
will be different for linear and quadratic wind profiles because of this effect, despite
each profile having identical overall easterly shear.2 Aside from practical consider-
ations, our reason for not considering profiles with more degrees of freedom is that
most climatic atlases of the tropics (e.g. Ramage and Raman, 1972) tabulate U in
the lower troposphere at a limited number of heights (e.g. 700mb, 850mb, and the
surface). In addition, numerical models with both horizontal and vertical resolution
have a similarly small number of gridpoints at or below 700 mb (e.g. Mass, 1979, has
4; Rennick, 1976, has 2; Simmons, 1977, has 5). While we might discover interesting
transmission properties for profiles represented by high-order polynomials, it would
be difficult to make testable predictions since the lower tropospheric U is is described
by only a few degrees of freedom in the observations and models.
A particular goal of this study is to compute the ascent within the boundary
layer induced by the instability of the African jet, given the zonal wind observed
below. More generally, we would hope to find which of any zonal wind profiles allow
waves aloft to organize low-level convergence. Because of our restriction to low-order
polynomials with overall easterly shear, we cannot establish the generality of any of
our results, and we may overlook interesting transmission properties unique to other
profiles. However, to lessen the extent of these drawbacks, we will consider a broader
range of easterly shear and curvature than merely those characterizing the African
jet.
Before resuming the transmission calculations to include linear and quadratic pro-
files, we note that implementation of the boundary conditions for arbitrary profiles is
problematic since m 2 is neither necessarily constant or slowly varying at the bound-
aries. To circumvent this difficulty, we invent a profile above zT and below zB, the
2Strictly speaking, <, is modified by linear as well as quadratic profiles. However, this modifica-
tion is much smaller for the former, given the range of shears we will consider.
lower boundary, that satisfies:
- = aT or a2 = constant
U - C T B
where the constants a2 and a2 are chosen so that m 2 is continuous at ZT and ZB.
In addition, U and its first two derivatives are continuous across these points. The
invented profile has the convenient property that m 2 is constant. This is the sole
reason for modifying the wind profile beyond the endpoints, so that the appropriate
radiation conditions can be imposed exactly without relying upon the validity of the
WKB approximation.
3.4.1 Linear U
In this section, we consider the linear profile U = Uo + U1(z - zT). Figures 3.4,
3.5, and 3.7 depict the geopotential height, vertical velocity, and index of refraction
as functions of height and the shear parameter U1 . For small values of the shear
(-0.5 ms-1 km' < U1 < 0), the perturbation is simply a downward propagating
wave, since the index of refraction is positive at all heights within the 5 km of our
computational domain. For larger values of shear, the downgoing wave encounters
a turning point, above which a reflected wave returns to ZT and below which the
perturbation is a downward decaying exponential. So far, the perturbation behavior
could have been anticipated by reference to Figure 3.1.
A new feature introduced by the shear is the amplification of the perturbation near
the turning point. The most noticeable example occurs for -U 1 slightly greater than
0.5 ms-1 km' where the perturbation reaches an amplitude of 3.2 (arbitrary units)
at 2 km below ZT. For comparison, were the perturbation the sum of an incident and
reflected wave in an environment without shear, the magnitude of the perturbation
would be at most 2. The effect of shear in this example is to amplify the perturbation
by a factor of roughly 11}.
3Because of our choice of normalization, Figures 3.4, 3.5, and 3.7 exaggerate this difference.
Solutions with turning points consist of both an incident and reflected wave. As such, the total
solution amplitude is larger than for solutions without turning points where the total solution is
simply a downgoing wave. Since in the atmosphere, these latter solutions would reflect off the
earth's surface, we should multiply their amplitudes by a factor of 2 for a more rigorous comparison
with the solutions with turning points. However, even taking this effect into account does not alter
the fundamental result regarding the amplifying effects of shear.
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Figure 3.4: The amplitude of the geopotential height (normalized by the geopotential
height of the downgoing wave at zT), as a function of height beneath ZT and the
vertically-averaged shear U1.
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Figure 3.5: The index of refraction, as a function of height beneath zT and the
vertically-averaged shear U1 .
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Such amplification resembles the Airy-function behavior of the WKB approximate
solution to (3.1), which in fact provides a good qualitative fit to the numerical solu-
tion even for values of U1 where the formal expansion parameter is not small. The
amplitude of the WKB solution varies as (m 2)-1/ 4 outside of the neighborhood of
the turning point. Thus, as m 2 decreases towards this level, the wave amplitude
increases. The physical interpretation for such an increase is that the vertical flux of
wave action must remain constant. For solutions to (3.1), the product of the vertical
group velocity and wave action (equal to the wave energy divided by the frequency)
is proportional to mA2 , where A is the wave amplitude. The constancy of this flux
is equivalent to the requirement that A oc (m2)-1/ 4 .
Figures 3.4, 3.5, and 3.7 were constructed using Uo = c + 0.5 ms-1. The amplifi-
cation described above turns out to be quite sensitive to Uo - c, the departure of U
at the upper boundary from U at the critical level. For Uo - c = 0.1 ms-1, |<D| peaks
at 5.1 while for Uo - c = 1.0 ms-1, its largest value is 2.3. This sensitivity can be un-
derstood in terms of the WKB solution. Since m 2 is larger at zT for a smaller value
of UO - c, the amplification between the upper boundary and the turning point-
dependent upon the change in m2 between these two heights-will increase as Uo - c
decreases.
Figure 3.6 shows the dependence of the amplification upon the meridional wave-
number 1. The variation is weak and results for the same reason as the sensitivity to
the value of Uo - c: viz., as I decreases, m2 increases so that the difference between
m2 at the upper boundary and turning point increases.
For larger shears (-U > 2 ms-1 km~1), the turning point occurs within a kilo-
meter of the upper boundary. These perturbations are trapped and have relatively
negligible amplitudes below roughly 3 km. For large values of U1, the solution ap-
proaches an asymptotic form nearly independent of this parameter. This can be
understood with reference to the transmission problem in the absence of shear. For
large values of Uo - c, the e-folding scale becomes nearly constant. Thus, for large val-
ues of U, (so that Uo - c is large), the solution below the turning point is a downward
decaying exponential whose e-folding scale is nearly independent of U.
The vertical velocity associated with the perturbation is shown in Figure 3.7.
According to (3.3), if the vertical scale of the shear is long compared to the wavelength
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Figure 3.6: The maximum geopotential amplitude (normalized by the geopotential
of the downgoing wave), as a function of the meridional wavenumber 1.
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Figure 3.7: The amplitude of the vertical velocity Iwi in mb hr-1, as a function of
height beneath zT and the vertically-averaged shear U1.
or e-folding scale, then the largest contribution to w comes from the term $(-
In this limit, the maximum vertical velocity occurs below the largest geopotential
height, since for easterly shear (U - c) is larger below the maximum in J| than
above. One implication of this result is that for small values of the shear, a Rossby
wave might organize rainfall within the boundary layer even though the horizontal
wind associated with the wave is largest above this layer.
In the limit of large shear, the term - M<I> makes the greatest contribution to w,
so that the maxima of |@| and |wl coincide. This behavior is displayed in Figure 3.4
and 3.7. For U1 = -0.5 ms-1 km-1, |wl peaks slightly more than a kilometer below
the largest +@|. As U1 increases, the maximum |w| approaches ZT where |@ peaks
for large shear.
The relative magnitudes of w within Figure 3.7 lend generality to a result from
the no-shear calculation. Namely, perturbations able to propagate to particular level
within the atmosphere are not necessarily the most effective at forcing ascent at that
level. Larger ascent can be obtained at any level, no matter how far below zT, simply
by increasing the shear to a sufficiently large value. To be sure, if we place an upper
bound upon the shears we are willing to regard as 'realistic', then a propagating
solution will be more effective at a large enough distance simply because it is not
subject to exponential decay. Given the range of shear used to construct Figure 3.7
(-5 ms-1 km-' < U1 < 0), propagating solutions are the most effective means of
forcing ascent at depths greater than 4 km below the wave source. Perturbation
ascent is inhibited below this height by a profile whose shear is large enough to prevent
propagation. In contrast, the largest ascent within 4 km of zT occurs for solutions
which are trapped and decaying away from the upper boundary. The perturbation-
induced ascent at any level above this height increases with increasing shear: for
U1 = -5 ms-1 km-1 , |w! at 1} kilometers beneath the wave source is 3 times larger
than for perturbations which are propagating. It is apparent that over distances in
the atmosphere that are 'moderate' (a value depending upon the shear and the Rossby
decay scale), the presence of shear can dramatically increase the vertical motion in
comparison to a wind profile without shear.
UFigure 3.8: Two hypothetical wind profiles between zT and ZB. The upper profile
has negative curvature, while the curvature is positive for the lower. See text for
discussion.
3.4.2 Quadratic U
The next step is to add a quadratic term to U so that U = Uo+Ul(z-zT)+U2(z-zT) 2 .
Such a flow has curvature and can alter m 2 through ,. The effect of U upon m2
has been measured up until now, by its departure from the phase speed. The physics
is essentially that of the Charney-Drazin inequality, (3.5). Flows with curvature
allow the zonal wind to modify m 2 via q. as well as through U - c. By examining
transmission through a quadratic profile, one can measure the relative importance of
these two effects.
We begin heuristically by considering the index of refraction (3.2) with q, written
as an explicit function of U:
N 2 0 - ____________-_________
2 _ - (2 U Ho)- k2_2 - - (3.9)
~ f2 U -c 4Ho
The term jfU,/Ho is generally small compared to # so that significant alterations
of q. due to C come about through the curvature term - U2. Consider the situ-
ation depicted in Figure 3.8 where the average shear U(zT) - U(zB) is easterly and
the flow has negative curvature. According to the figure, the two means by which
U modulates m 2 are in opposition. That is, U2 will augment # to increase 4, and
thus m2 , so that the turning point would occur farther beneath zT. However, since
U,, is negative, U - c will increase more rapidly immediately beneath ZT than if
the flow had no curvature. This will cause m2 to decrease more rapidly so that the
turning point might in fact be moved closer to ZT. By similar reasoning, one can see
that positive curvature diminishes q, but reduces the rate at which U - c increases
initially. Thus, it is unclear from casual examination of (3.9) whether curvature of
either sign impedes or encourages downward propagation. Incidentally, note that if
one were considering upward propagtion through easterly shear from ZE towards ZT,
then the two means of modifying m 2 would reinforce rather than oppose each other.
Since we are interested in the case of downward propagation through easterly
shear, we will proceed by numerical example. Figures 3.9 and 3.10 show the results of
a transmission calculation identical to that of the previous sections. The horizontal
axis represents U(Z")C,(ZB) = A, the average shear between ZT and zB, while U1
represents the shear at the upper boundary and is plotted along the vertical axis.
The dashed line in each figure corresponds to U1 = g; these are profiles with no
curvature as studied in the Section 3.4.1. Since the curvature is equal to 2U2 =
A (U1 - A), regions of the figure below the dashed line correspond to profiles with
negative curvature, while U2 is positive above.
Figure 3.9 shows the transmitted amplitude at ZE for ZT - ZB = 3 km. The largest
amplitudes occur along the ray U1 . 3jU. Negative curvature generally increases
the transmitted amplitude, although there is clearly an optimal value of U,, for any
particular AU. Presumably, this optimal value balances the increase of m2 through q,
with the decrease due to the initially rapid change of U-c. Examination of Figure 3.9
together with 3.10, the latter depicting the index of refraction at zB, reveals that m2
is positive for cases where the transmitted amplitude is greater than unity: waves
are propagating out of the computational domain with an amplitude larger than that
with which they entered. This should not be interpreted as an instability. The same
increase in amplitude occurs when a wave encounters a sharp decrease in the index
of refraction: while the transmitted wave has an amplitude larger than that of the
incident wave, the amplitude of the complete solution (including the reflected wave)
is identical on either side of the discontinuity. Presumably the large perturbation
amplitudes in Figure 3.9 result from a combination of this partial reflection effect-
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Figure 3.9: The transmission coefficient at ZE (normalized by the geopotential of the
downgoing wave at ZT), as a function of the vertically- averaged shear -- , and U1,
the shear at the upper boundary. The dashed line corresponds to profiles with no
curvature, as considered in Section 3.4.1.
Figure 3.10: The index of refraction at the lower boundary, as a function of the
vertically- averaged shear A, and U1, the shear at the upper boundary. The dashed
line corresponds to profiles with no curvature, as considered in Section 3.4.1.
Figure 3.11: The geopotential (normalized by the geopotential of the downgoing wave
at zT), as a function of height below ZT and 4, the vertically-averaged shear. U1 is
set equal to 4AU, corresponding to the dotted line in Figure 3.9.
since for large U1, m 2 decreases quite rapidly at first-along with the general decrease
of m2 , which we expect to increase the amplitude according to our discussion of the
WKB solution.
For comparison to the cases without curvature described in Section 3.4.1, we
show in Figures 3.11 and 3.12 the geopotential amplitude and index of refraction
as functions of height for the case U1 = 4"U (corresponding to the dotted line in
Figure 3.9). The index of refraction is positive at all heights except for larger
values of the shear where m2 is negative between 1 and 2} km below ZT. This is the
range of height over which U - c is largest. For these values of shear, the solution
behavior might be described as follows. The downgoing wave encounters a sharp
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Figure 3.12: The index of refraction (x10-6), as a function of height below zT and
, the vertically-averaged shear. U1 is set equal to 4-, corresponding to the dotted
line in Figure 3.10.
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decrease in m2 just below zT where U - c is changing rapidly. As described above,
the transmitted wave emerges with increased amplitude which begins to fall off in
the neighborhood of the turning point. Although m 2 is negative over the next 1}
kilometers, m2 is sufficiently small in magnitude that this distance represents less
than half of an e-folding scale for the perturbation. Thus, it propagates away from
the lower turning point with an appreciable amount of its original amplitude.
Figure 3.9 demonstrates that the proper amount of negative curvature allows a
wave to propagate over a larger amount of shear than was suggested by Figure 3.1 and
Section 3.4.1, where the effects of curvature were omitted. For example, Figure 3.1
shows that without curvature, propagation occurs for U-c within 2-3 ms-1. However,
the case of U = -3 ms-' km1 and U1 = -10 ms- 1 km-1 in Figure 3.9 is an
example of propagation over U - c as large as 9 ms-' with a slight increase of wave
amplitude. Figure 3.9 also shows how the effect of positive curvature is to hinder
vertical transmission. Apparently, the diminution of q, is not offset by the initially
slow increase of U - c. Beneath an easterly jet, propagation is most favored by
negative curvature.
Next, we consider the effect of curvature upon the vertical velocity associated with
the perturbation. Figure 3.13 shows the largest value of Iwi found between ZT and
ZB, while Figure 3.14 shows the height at which it occurs. According to the figures,
the maximum ascent occurs at zT for large values of U1 and is nearly independent of
AU. This can be understood with reference to (3.3). Near ZT, U - c is small so thatAz
the dominant term, especially for large U1 , is " (-24). Below ZT, both U and 4
decrease so that this term makes its largest contribution to w at ZT where U2 = U1 ,
thus the dependence of the maximum value of IwI upon U1 and its near independence
of A, the shear averaged over the entire depth.
Figures 3.15-3.17 show Iwi at 1, 2 and 3 km, respectively. What is apparent in
comparison to Figure 3.9 is that the values of U1 and t for which < is the largest
correspond to a minimum in IwI. There are two regions of large ascent in Figure 3.15.
In the left-most region, Iwi falls off exponentially-by 3 km (Figure 3.17), the ascent
for these parameters is small in comparison to the ascent in the right-most region. In
the left-most region, the solution is qualitatively similar to the solutions computed
for linear profiles. The effect of curvature is to increase the shear at ZT in comparison
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Figure 3.13: The maximum value of Iwi in mb hr-' computed between zT and ZB,
as a function of the vertically-averaged shear 9, and U1, the shear at the upper
boundary.
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Figure 3.14: The height at which the maximum value of |wi in Figure 3.13 is found,
as a function of the vertically-averaged shear ' , and U1 , the shear at the upper
boundary.
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Figure 3.15: The value of Iwi in mb hr-1 at 1 km beneath the wave source, as a
function of the vertically-averaged shear j, and U1, the shear at the upper boundary.
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Figure 3.16: The value of Iwi in mb hr-1 at 2 km beneath the wave source, as a
function of the vertically-averaged shear A, and U1, the shear at the upper boundary.
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Figure 3.17: The value of IwI in mb hr-1 at 3 km beneath the wave source, as a
function of the vertically-averaged shear A, and U1, the shear at the upper boundary.
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to the vertically-averaged shear '. As such, the vertical velocity is larger than for
linear profiles, given the same A, because the shear is larger at ZT. For the right-
most region, the effect of curvature is to compensate the increase in U - c with the
increase of qy. As a consequence, |w! is relatively undiminished between 2 and 3 km,
so that one can find ascent as large as 1 mb hr-' at 3 km beneath zT. For comparison,
in the linear profile, 1wj was this large only within 1} km of ZT.
We repeated the calculations for a quadratic profile, this time with Az zr - ZB
equal to 4 and 5 km. Our goal was to see if the largest vertical motions computed in
Figure 3.17 could be found at depths below 3 km. Since U2 = -(U 1 - ), U1 must
be increased in proportion to Az in order to maintain the same range of curvature
(assuming that AU is fixed). Thus, in order to get ascent as large as the largest
values in Figure 3.17, but at greater depths below ZT than 3 km, one must use a
value of U1 greater than -10 ms' km'. This value of the shear is itself substantial,
corresponding to a Richardson number of roughly one-half. Limiting ourselves to
the same range of U1 used in previous calculations, -10 ms' km' < U1 < 0, we
found that |w! was at most 0.6 mb hr 1 for Sz = 4 km. As in previous calculations,
ascent was roughly in proportion to U1 so that the above maxima corresponded to
U1 = -10 ms' km'. For Az = 5 km, the largest ascent was 0.4 mb hr-. This
value occured for - and U1 nearly equal to zero: that is, for propagating solutions.
At distances beneath the wave source farther than about 4 kin, propagating solutions
are apparently the most effective means of forcing ascent, given a quadratic profile.
3.4.3 Special Profiles
In the examples considered above, the perturbations associated with the largest ver-
tical motion are incapable of forcing this ascent beyond a few kilometers from the
wave source. Conversely, the propagating solutions are associated with relatively
weak vertical motion.
For the example of linear shear, exponentially decaying solutions force 3 times the
ascent associated with propagating solutions for heights within I km of the wave
source, given the range of U1 considered.
Such large ascent was found to be possible at roughly twice this depth beneath
ZT, given a quadratic profile with negative curvature. This is because negative cur-
108
vature allows J2 to be larger at zT (where the solution amplitude is largest) than
its vertically-averaged value. In addition, negative curvature augments q, so as to
roughly compensate for the increase in U - c as ZT - z increases. The compensation
is not complete, however, so that large ascent is possible within only a few kilometers
of ZT.
At this point it becomes natural to ask whether there exists any profile which
will allow large vertical motion at an arbitrarily large distance from the wave source.
Rather than resume our search to include profiles represented by still higher-order
polynomials, we attempt to design a favorable profile, based upon the results of the
previous sections. For ascent to be forced at an arbitrarily large distance away from
the source requires that the profile allow propagation. In addition, we have found
that large ascent is favored by large shear.
One profile that fulfills both of these requirements is the function U that satisfies
Y -= a2 = constant
U- c
Despite the variations in U with respect to z, the index of refraction is independent
of height by construction, so that propagation is allowed. In addition, the shear can
be made arbitrarily large through the appropriate choice of U and U2 at zT: which
we call U0 and U1, respectively. The function satisfying this equation is
U - c = ~2 + U* cos[A(zT z) + O]e 2Ho (3.10)
where
2 N2 2  1A 2 -pa -
f2 AHO2
#U1 U1 (Uo-c-4j)U1
U * (U o - C - )2(1 + 4 A2 + (U ) a 2o
a~0 2 ) 4H02A2) A AHo
and
taU 1  1]
1Ho(Uo-c-}) 2HoA
Before computing <i and w that result from this particular choice of U, we place
an additional constraint: namely, we forbid U - c to pass through zero. While our
solution is well-behaved at a critical level due to the constancy of m 2, it is impossible
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to construct a solution that consists of only a downgoing wave at both boundaries. 4
Whether a critical level occurs for this C depends upon the relative size of - versus
U* which in turn depends upon the values of Uo and U1.
We will set Uo - c = 0.5 ms-1 as before, and compute , w, and the height at
which a critical level occurs as functions of a2 and U1, the shear at ZT. Since by
construction, m 2 is positive, a2 is necessarily greater than a2, i k2 + 12 + 4
Figure 3.18 shows the height at which U - c passes through zero as a function
of a2 and U1. For -U 1 less than 2-3 ms-1 km- 1, waves can propagate indefinitely
without encountering a critcal level. For stronger shears, the critical level occurs
within roughly 5 km of ZT.
The maximum vertical velocity within the computational domain is shown in
Figure 3.19. For values of a2 and U1 such that U - c never goes to zero, the maxima
of and w are computed by searching down to 10 km below ZT. Otherwise, zB
corresponds to the height of the critical level. According to the figure, |wI increases
monotonically with U1 and is nearly independent of a2. Figure 10c shows Iwi as a
function of height for 2= a2* as defined above. Although propagation can occur
over unlimited distances for smaller values of U1, the induced vertical velocity is never
more than 0.6 mb hr-1. For larger values of U1, the ascent has a local maximum at
4 km and rises monotonically at this height as U1 is increased. The existence of
this maximum depends upon a2: it is clear from Figure 3.18 that 4 km is below the
critical level for larger values of a2 . We recomputed Figure 3.20 using a2 = 3a
and found no maximum with respect to height below zT: the largest values occured
at the upper boundary.
We summarize the results of this calculation as follows. Propagation can occur
over an unlimited distance given the wind profile (3.10) so long as -U1 is less than
2-3 ms-' km-1; the associated ascent is as large as 0.6 mb hr-1. This is twice the
ascent found for propagating solutions in the no-shear case.' Larger ascent occurs
4This is because the vertical group velocity is proportional to U - c. Thus, if U - c is positive
at the upper boundary, a solution of the form e-m"z-T represents a downgoing wave. However,
beneath the critical level where U - c is negative, this same solution represents an upgoing wave,
which violates our lower boundary condition that the solution be downward propagating.
5The geopotential at zT used to scale w in the no-shear case is two times the value used in this
section.
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Figure 3.18: The height at which U - c passes through zero as a function of a2 and
U1.
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Figure 3.19: The maximum value of |wI in mb hr' computed between ZT and zB as
a function of a2 and U1. ZB is given by Figure 3.18, unless it is infinite, in which case
it is set equal to 10 km.
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Figure 3.21: The zonal wind used to construct Figure 3.22. See text for details.
within a limited range of a2 for larger values of U1, with a local maximum at roughly
4 km below the wave source.
There is one final profile that we examine because in addition to allowing propaga-
tion and having large shear, the profile is without a critical level. This was the main
limitation of the function defined by (3.10): solutions associated with the largest
vertical velocities could propagate less than 5 km beneath the wave source before
encountering a critical level.
The profile we consider is depicted in Figure 3.21. Above the height zi, U - c is
a constant small enough so that propagation is allowed. Below the height zo, U is a
linear function with respect to z. This is the region of largest shear and we might
expect w to be correspondingly large. Since U is constant above zo, the region of
large shear can be placed arbitrarily far beneath the wave source. Between zo and zi,
U is a fourth-order polynomial whose coefficients are chosen so that U and its first
two derivatives (along with the index of refraction) are continuous att zo and zi.
Figure 3.22 shows the maximum value of Iwi as a function of U1 and z1 - zo. The
induced ascent is small-generally less than for the previous profile-despite U1 as
large as -21 ms-1 km-1 (corresponding to a Richardson number of one-quarter). The
rapid change of the index of refraction between z1 and zo accounts for the modest rates
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Figure 3.22: The maximum ascent in mb hr' as a function of a, the shear in the
lowest region, and A, the width of the region separating the constant shear and no
shear regions.
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of ascent: the wave is almost totally reflected in this region so that the perturbation
amplitude falls to a fraction of its original value before it reaches the region of large
shear.
In previous sections, we have seen that propagation occurs for profiles with a
limited range of U - c, while the greatest ascent occurs for profiles with larger values
of the shear. In this section, we attempted to find solutions associated with large
vertical motion at an arbitrarily large distance from the wave source by designing
profiles which allowed propagation while at the same time exhibited large shear. Due
to either sharp changes in the index of refraction or the presence of a critical level
in the profiles considered, we were unable to find such solutions. Although we have
examined only a few classes of profiles, our calculations suggest that the ascent that
can be forced far from the wave source is small compared to that induced in the
neighborhood of the source by exponentially decaying solutions.
3.5 Previous Studies of Easterly Waves
Easterly waves are disturbances of synoptic scale which propagate through the trop-
ical easterly winds with a few-day period. In contrast to hurricanes, they are ubiqui-
tous during the Northern Hemisphere summer and are benign with regard to intensity.
For the purpose of observational studies, Easterly waves are often defined more pre-
cisely in terms of the meridional wind field in the lower troposphere (e.g. Reed and
Recker, 1971; Reed et alii, 1977; Tai and Ogura, 1987). In some cases, individual
waves can be identified from satellite images by the pattern of the wave-modulated
convection (e.g. Carlson, 1969a, b; Frank, 1969; Chang, 1970).
The waves initiate mainly over Central Africa and the Eastern Pacific, although
they are observed to strengthen over the Western Pacific as well. The African waves
form between June and October, reaching their greatest frequency in early August
(Frank, 1970; Burpee, 1972). As they travel across the Atlantic, a small percentage
(10-20%) intensify into hurricanes (Burpee and Reed, 1982), for reasons that are a
current topic of investigation. Of the remainder, a third travel as far as the Eastern
Pacific (Frank, 1970), although arriving with little of their original amplitude (Tai
and Ogura; 1987). The Eastern Pacific is the second main region of in situ forma-
tion. Again, the frequency of occurrence is greatest during the Northern Hemisphere
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summer, although the equatorial Pacific is a sparsely observed region so that the
precise seasonality of the waves remains unknown. According to the satellite mo-
saics of Chang (1971) and the spectral analyses of Tai and Ogura (1987), the waves
propagate across the Pacific with declining amplitude before re-intensifying near the
dateline.
Because they have a wavelength and period similar to those of extratropical cy-
clones, and a small Rossby number (approximentally one-third or less beneath the
African jet), Easterly waves have been regarded historically as equatorial Rossby
waves, albeit Rossby waves modified by convection. One distinction is that the tem-
perature perturbations associated with an Easterly wave are small; in the Western
Pacific, the deviations are nearly within the uncertainty of measurement (Reed and
Recker, 1971). This is not a consequence of the small mean temperature gradient
within the tropics: Stevens et alii (1977) show rather that the small deviations could
result from the vertical mixing of momentum by deep convection.
Another distinction is that extratropical cyclones regularly organize rainfall so
that precipitation occurs over regions of wave ascent. In contrast, Easterly waves
are not always associated with rainfall, for example the waves which travel north
of the African jet over the Sahara desert (Reed et alii, 1988). Even waves which
propagate through regions of mean precipitation do not always organize the rainfall.
For example, during Phase I of GATE there was no systematic relationship between
precipitation and passage of the wave trough. Rain was as likely to fall over the
ridge as over any other region of the wave. Only during Phase III was precipitation
correlated with trough passage.
Theoretical models to account for the existence of Easterly waves have relied
generally upon two mechanisms: CISK and shear instability. The essence of CISK
(Conditional Instability of the Second Kind) is that latent heating forces a circula-
tion which amplifies the original heating. For models of Easterly waves, the heating
is usually parameterized to be in proportion to the low-level convergence of mois-
ture. Instability occurs if the converged moisture (i.e. latent heat) is in phase with
and greater than that required for the original heating. While CISK was originally
formulated to model the interaction of individual cumulonimbii with the circulation
associated with a hurricane (Ooyama, 1963), the concept has been extended by many
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investigators to describe the cooperation between synoptic-scale Easterly waves and
the mesoscale cloud clusters within. The legitimacy of this extension has been ques-
tioned by Ooyama (1982). However, there is a well-documented correlation between
the convergent phase of an Easterly wave and the occurrence of cloud clusters (e.g.
N. Frank, 1970; W. Frank, 1978) Whether the mesoscale heating can feed back upon
the larger scale wave has been demonstrated by less direct means. Starting with
observed synoptic-scale thermodynamic fields, Reed and Recker (1971) and Cho and
Ogura (1974) used a simple deep convection model to compute the synoptic-scale
heating that would result. These and similar studies are the basis for the heating
profiles used in theoretical CISK calculations.
To induce convergence beneath the heating, CISK models generally rely upon
either Ekman pumping (e.g. Yamasaki, 1969), forcing of convergent waves (e.g.
Lindzen, 1974), or both. Early models of the Ekman layer associated with a Rossby
wave revealed that for an unstratified fluid, Ekman pumping becomes infinite at the
latitude where the Coriolis parameter equals the Doppler-shifted wave frequency (Ya-
masaki, 1971; Chang, 1973; Holton, 1975). Given the period of an Easterly wave,
this latitude is roughly that along which the waves are observed to propagate. The
implication is that Easterly waves result from a singularity in the Ekman pumping.
However, Schneider and Lindzen (1976a) and Lindzen and Forbes (1978) demon-
strated that Ekman pumping remains finite in a stratified atmosphere. Without this
singularity, both theoretical (Hayashi, 1971; Shapiro, 1977) and observational esti-
mates (McBride and Gray, 1980) show that Ekman pumping is too small to account
for the observed low-level convergence. Furthermore, Chen and Ogura (1982) found
that the low-level convergence and vorticity fields had no consistent phase relationship
during the three observational periods of GATE. According to typical applications
of Ekman theory to quasi-geostrophic waves (e.g. Charney and Eliassen, 1949), the
pumping is proportional to the vorticity so that maxima of vorticity and convergence
should be coincident.
As an alternative to models of CISK driven by Ekman pumping, Lindzen (1974)
noted that certain wave solutions forced by the heating were inherently convergent,
even in the absence of a frictional boundary layer. The solutions which share spa-
tial and temporal scales with Easterly waves are forced Rossby waves, for which the
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convergence is of order Rossby number compared to the vorticity. Whether a Rossby
wave can account for the convergence of an Easterly wave without inducing unreal-
istically large horizontal winds was questioned by Stevens et aii (1977). However,
according to the observations of Reed and Recker (1971) and Reed et alii (1977),
the perturbation convergence is roughly one-third to one-half of the perturbation
vorticity. Davies (1979) argued that since the Rossby number is nearly this large,
the inviscid Rossby waves considered by Lindzen (1974) are capable of simulating
the observed convergence. Nonetheless, Stevens et alii (1977) noted an additional
discrepency between Rossby and Easterly waves: the temperature field of a Rossby
wave is too large in comparison to the observed Easterly wave field.
The inclusion of vertical momentum mixing by deep convection was suggested by
Stevens et alii as the resolution to both of these discrepencies. In a companion study,
Stevens and Lindzen (1978) examined the balance of terms in the vorticity equation:
-iWp('+ f6'= F',
where (' is the wave vorticty, b' is the wave divergence, ' is the friction acting on
the wave, WO is equal to w + -2 , and the quasi-geostrophic approximation has been
used to express v' in terms of ('. In the absence of friction,
6' = (iwf) (.
For the forced modes considered by Lindzen (1974), (iwp/f) is no greater than order
Rossby number so that as noted above, convergence is less than order Rossby number
for an inviscid Rossby wave. Using the parameterization of Schneider and Lindzen
(1976b), Stevens and Lindzen (1978) estimated the magnitude of cumulus friction to
be ' ~ O(('/r), where r is the time-scale of cumulus friction. For deep tropical
convection, -r is of order f 1 so that convergence and vorticity are of the same order
according to the vorticity equation. (This was the balance sought by modelers who
used an Ekman layer: the obstacle in their case was that there was no physical basis
for making the Ekman spin-down time as small as f-.)
As a consequence of vorticity and convergence being of the same order, solutions
with small geopotential perturbations were found by Stevens and Lindzen (1978).
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Because of the small geopotential, the local change of temperature in the thermody-
namic equation was also small, so that adiabatic cooling due to ascent was almost
exactly balanced by latent heating. An alternative statement is that the forced as-
cent is in phase with the heating to the extent that the latent heating and adiabatic
ascent balance.
The inclusion of cumulus momentum mixing results in wave solutions that have
realistically large convergence and small temperature deviations. An additional prop-
erty of the solutions is that they are neutral. Stevens and Lindzen gave an argument
for this which will be outlined here since it appears to be a generic property of mod-
els which account for cumulus momentum mixing. In particular, neutrality does not
seem to depend upon the details of the assumed heating profile.
Stevens and Lindzen begin by deriving a consistency condition: a relation that de-
termines whether the forced solution is able to converge enough moisture to maintain
the heating. First, they consider the moisture budget: neglecting the storage of wa-
ter and assuming that the evaporative fluxes vary negligibly on the scale of the wave
(Reed and Recker, 1971; Thompson et aii, 1979), the perturbation precipitation P'
equals the water vapor converged beneath the top of the moist layer, so that
P' = - V - (pqv) dz = pqwqqo,
where p and w are evaluated at zq, the top of the moist layer, and qo is the specific
humidity below. Next, they consider the column-integrated perturbation heating
which results from the difference between condensation and evaporation. Again,
neglecting storage, this difference is equal to the precipitation:
pQ' dz = LVP', (3.11)
where L, is the latent heat of vaporization. Thus,
j pQ' dz = Lpqwqqo.
This is the consistency condition. The latent heating Q' used to force solutions is
consistent with a certain rate of ascent w, at the top of the moist layer. If the ascent
w of the forced wave at zq is larger than wq, more moisture has converged then is
necessary to maintain the heating: in other words, the solution is unstable.
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To see whether unstable solutions might exist, Stevens and Lindzen further specify
the heating function in terms of the cloud mass flux M, through use of a simple cloud
model of the type described by Ooyama (1971) and Arakawa and Schubert (1974):
dg - ds'
pQ' = M'-+ M-,dz dz'
where s is the dry static energy. Integration over an atmospheric column gives
ro irt ,dg -ds'] pQ'dz= (M -+M--)dz,
Jzb dz dz
where zb and zt are cloud base and cloud top, respectively. For purposes of illus-
tration, Stevens and Lindzen consider a cloud where M' and M are independent of
height, although they show elsewhere that their result can be derived for more general
functions as well. Then,
j pQ' dz = M'(gt - §b) + M(s' - s').
For Easterly waves, the second term on the right-hand side can be neglected since
perturbation temperatures are small. Furthermore, the conservation of moist static
energy h within the cloud gives §t a ht = hA = §t + Lvqo, so that
/oJ pQ' dz = M'Lvqo.
As a result of this equation and the consistency condition, we can write M' in terms
of wq:
M' = pWq,.
As such, the heating can be written as
d.§
pQ' = pqw,-. (3.12)dz
Now consider the solutions found by Stevens and Lindzen where in the thermo-
dynamic equation, the adiabatic ascent is almost exactly balanced by the heating:
I d9
pQ' pw-. (3.13)dz
Comparison to (3.12) reveals that for solutions satisfying (3.13), w evaluated at z. is
equal to Wq. The moisture convergence beneath Zq exactly maintains the heating so
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that solutions which satisfy (3.13) are neutral to the extent that adiabatic cooling and
latent heating balance. As a consequence of the lack of unstable solutions, there is
no fastest-growing mode which can be identified as the preferred scale of occurrence.
In the present study, we regard Easterly waves as the superposition of a CISK
mode, as described by Stevens and Lindzen (1978), and a shear instability. The
latter augments the low-level convergence of the otherwise neutral CISK mode so
that conditional instability contributes to the growth of the wave along with the
shear. This augmentation assumes that the low-level convergence forced by the CISK
mode is in phase with the convergence due to the shear instability. To the extent
that the solutions of Stevens and Lindzen satisfy (3.13), the phase agreement is
exact: latent heating resulting from ascent induced by the shear instability forces
moisture convergence which is exactly in phase with the heating. However, Stevens
and Lindzen derived these solutions assuming a constant zonal wind. For the present
study, we need to consider whether this phase agreement would remain with the
addition of shear.
Equation 3.13 is a consequence of the small geopotential, which Stevens and
Lindzen show ultimately results from the balance within the vorticity equation. Thus,
we need to show that the dominant terms in the vorticity equation considered by
Stevens and Lindzen are not changed by the addition of shear. This can be done by
scale analysis. The effect of shear upon the vorticity equation is to add a tilting term
and to make wo a function of height. However, the dominant term proportional to
the vorticity still results from the cumulus friction so that vorticity and convergence
remain of the same order. As a consequence, the geopotential and temperature de-
viations will be small, as described by Stevens and Lindzen, so that (3.13) remains
valid, despite the presence of shear.
In summary, the addition of shear does not appear to invalidate the phase agree-
ment implied by (3.13), because the presence of cumulus friction maintains the bal-
ance in the vorticity equation that results in small geopotential perturbations. In-
cidentally, we note that while the presence of sufficient cumulus friction results in
ascent which is almost exactly in phase with the heating, solutions in the absence of
cumulus friction do not necessarily result in ascent and heating that are far out of
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phase. Shapiro et alii (1988) showed by direct calculation that heating in an environ-
ment with various examples of vertical shear produced convergence that was nearly
in phase with the heating, even without cumulus fricition. In addition, Stevens and
Lindzen (1978) noted that if the scale of the heating is deep compared to the scale
of the free solutions, then heating and adiabatic cooling will nearly balance. Given
sufficient shear so that the forced modes are vertically trapped, the e-folding scale is
a few kilometers at tropical latitudes. This is small compared to the vertical scale
of a cloud so that the ascent should be generally in phase with the heating, even if
cumulus friction is negligible.
The model of Stevens and Lindzen yields solutions which resemble observed East-
erly waves in that they exhibit small temperature deviations and convergence com-
parable to the vorticity-both a consequence of cumulus friction. The solutions are
neutral and display no preferred horizontal scale. Thus, the model suggests that
latent heating can maintain an existing wave as a steady solution. However, excita-
tion of the wave and its synoptic scale remain unaccounted for. Davies (1979) has
shown that by including a lag-time between the low-level convergence and the heat-
ing that synoptic-scale waves become the most unstable. However, Davies does not
include cumulus friction, which is stabilizing in the model of Stevens and Lindzen
and thus precludes identification of the fastest-growing mode as the preferred scale.
Furthermore, a lag of roughly twelve hours is required before Davies' model exhibits
behavior (including scale selection) differing from conventional CISK models. The
scale analysis of Arakawa and Schubert (1974) suggests that a more realistic estimate
of the lag-time is 103-10 s: between roughly fifteen minutes and three hours.
Beside the shortcomings of solutions to specific models, CISK has been criticized
on more general grounds. In most parameterizations, the perturbation heating is
specified a priori so that it cannot be modified by the perturbation it forces. Efforts
are made by modelers to select 'reasonable' heating profiles, for example by referring
to studies in which the heating is estimated by combining observations of synoptic-
scale thermodynamic fields with a simple cloud model (e.g. Ogura and Cho, 1973;
Cho and Ogura, 1974). Stevens et alii (1977) show that CISK models which include
cumulus momentum mixing are quite insensitive to the vertical dependence of the
heating profile. However, whether the forced low-level convergence can maintain
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the heating in such models is still sensitive to the amplitude of the heating and
its vertical extent. Some progress has been made to reduce the arbitrariness in
specifying the perturbation heating. As noted above, Stevens and Lindzen (1978)
use a simple moisture budget to constrain the overall amplitude of the heating (c.f.
Equation 3.11). More recently, Lindzen (1981, 1988) has shown how a simple model
of deep precipitating convection combined with the thermodynamic structure of an
atmospheric column can be used to specify a latent heating profile that is consistent
with the solution rather than one which must be specified a priori. Recently, Snyder
and Lindzen (1989) applied a simple version of this scheme to quasi-geostrophic
solutions. In the absence of shear, unstable solutions were not found. Finally, we
note that a parameterization where the forced response is allowed to feed back upon
the forcing was also proposed by Arakawa and Schubert (1974). The difficulty of this
scheme, aside from its complexity which makes it ill-suited for simple models, is that
solutions are not guarenteed to exist (Lord, 1982).
The viability of CISK has been questioned by Betts (1982) and Xu and Emanuel
(1989) on different grounds. They examined vertical soundings in the Western Pa-
cific and found that parcels lifted reversibly were nearly neutral with respect to their
environment if the weight of the condensed cloud water was included in the defi-
nition of parcel buoyancy. The implication is that there is little if any Convective
Available Potential Energy (CAPE) in the tropical atmosphere with which to drive
CISK modes. The parcels were assumed to be non-precipating so that cloud water
remained with the parcel during the entire ascent. Whether precipitating parcels
are neutral remains unclear. Xu and Emanuel noted that in precipitating clouds,
the buoyancy is increased at upper levels as the water falls out, and decreased at
lower levels due to rain falling from above, unless the precipitation is somehow offset
from the updraft. Whether these opposing effects result in greater or lesser CAPE
requires a more sophisticated description of the cloud dynamics. In any case, Xu and
Emanuel's study indicates that the neglect of cloud water loading in the definition of
buoyancy will cause a parameterization scheme to overestimate the amount of CAPE
available to a wave.
If the solutions of Stevens and Lindzen (1978) are accepted without these reserva-
tions regarding CISK models in general, we are left to explain the growth of Easterly
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waves and their synoptic scale. These are aspects of the wave that are naturally
accounted for by models based upon shear instability.
Shear instability models also explain the seasonality of Easterly waves. For ex-
ample, Burpee (1972) has shown that the African jet is unstable only during the
Northern Hemisphere summer months-the period during which African waves are
observed to form. One might expect, were CISK by itself a viable mechanism, that
Easterly waves would form throughout the year, given that the necessary thermody-
namic fields are always present over at least some region of the tropical oceans.
The initiation of Easterly waves by shear instability self-evidently requires an
unstable flow. That the African jet is unstable and that the waves draw energy from
the shear has been demonstrated by many investigators (e.g. Burpee, 1972; Reed
et alii, 1977; Norquist et alii, Reed et alii, 1988). The existence of an unstable
jet in the Pacific is less certain. Nitta and Yanai (1969) showed that the low-level
wind over the Marshall Islands was unstable during June and July of 1958, one of
the few periods of observation. However, Lipps (1970) noted that the growth-rates
were small and that the mean flow might be stabilized by surface drag. In a model of
the symmetric circulation, Lindzen and Hou (1988) found a low-level tropical jet that
nearly met the Rayleigh-Kuo critierion for barotropic instability (e.g. Pedlosky, 1979).
This jet was located in the winter hemisphere; it remains to be shown whether the
supposed instability would have a significant amplitude in the summer hemisphere
where Easterly waves are observed. Finally, in the Eastern Pacific, where Easterly
waves are observed to initiate according to the satellite mosaics of Chang (1970), the
zonal flow was found to be stable by Tai and Ogura (1987), who analyzed FGGE data
for the Northern Hemisphere summer of 1979. To be sure, their conclusion was based
upon analyzed fields rather than a dense observing network. And in general, one could
argue that the Pacific winds are at present too sparsely sampled to settle definitively
the question of whether there exists an unstable mean flow-especially since the
answer requires enough resolution to accurately measure the second derivative of
U. The observing network is particularly insufficient over the equatorial Eastern
Pacific, the hypothesized region of wave formation, where there exist virtually no
island observing stations.
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Even granted the existence of an unstable flow, some models of shear instability
share a limitation with the original CISK models: viz., the excited waves are Rossby
waves which have relatively small values of convergence in comparison to an Easterly
wave. Indeed, in the model of Jacobs and Wiin-Nielsen (1966), which includes a
stratified atmosphere and a barotropic jet without vertical shear, the fastest-growing
mode is exactly non-divergent. Williams et alii (1971) attempted to augment the
convergence by adding an Ekman layer, but found the same minimal effect as in the
early CISK models. Nonetheless, the addition of vertical shear was found by Rennick
(1976) to result in modes with a substantial fraction of the observed convergence,
although the temperature perturbation was too large.
Whether the fastest-growing mode of a dry model would be realized in a condition-
ally unstable atmosphere is unclear, especially if this mode is virtually non-divergent.
A more slowly growing mode associated with substantial convergence might be real-
ized if it could effectively tap the basic state resevoir of CAPE.
The interaction of conditional and shear instability was studied by Rennick (1976)
and Mass (1979). This was a natural evolution in Easterly wave theory since the
shortcomings of the CISK and shear instability mechanisms considered separately
were so complementary. For example, the CISK model of Stevens and Lindzen (1978)
produced self-maintaining solutions which resembled Easterly waves, especially in the
temperature and convergence fields, but did not account for the wave initiation or the
preferred synoptic scale. While these latter features were explained quite easily by the
shear instability model, the unstable waves generally overestimated the temperature
and underestimated the vertical motion.
Mass (1979) first considered the dry instabilities of the observed African jet. In
agreement with a similar calculation by Simmons (1977), he found that the fastest-
growing dry mode was only weakly convergent. Mass next added the effects of latent
heating and cumulus momentum mixing. The resulting most unstable mode was
roughly three times more convergent, and accounted for slightly more than one-half
of the observed ascent associated with the GATE Phase III composite wave. Mass
used what is probably the most complete model of Easterly waves so far. Nonethe-
less, he omitted two effects from his model: the term w'U, in the zonal momentum
equation, and the cumulus momentum mixing terms proportional to M, the mean
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cumulus ascent. The first omission is probably not significant since this term is ne-
glected in quasi-geostrophic theory. The neglect of the cumulus friction term is more
troubling since it was this term that was found by Stevens and Lindzen (1978) to
alter the balance of the vorticity equation and stabilize the solution. However, un-
stable solutions would presumably remain with the inclusion of this term due to the
unstable shear.
In contrast, Rennick (1976) found that the most unstable mode in the absence
of latent heating could account for a substantial fraction of the observed ascent.
This is not immediately apparent from her published results since she chose the
amplitude of her eigensolutions differently from Mass (1979). As such, the ascent
associated with her eigensolution is ostensibly not much larger than that of Mass's
eigensolution. This presents a generic problem with unforced linear calculations,
such as the eigenvalue problem: the amplitude of the perturbation can be assigned
arbitrarily since it is not determined as part of the solution. Rennick found ascent of
0.9 mb hr-1. The final amplitude of her solution was achieved after integrating the
initial condition forward 4.6 model days, the point in time after which she found that
the non-linear interactions could no longer be formally neglected. Mass chose the
amplitude of his most unstable mode so that the largest merdional wind associated
with his eigensolution was 5 ms-1; this matched the observed value. The ascent
associated with his mode was 0.5 mb hr-1. Both Mass and Rennick's values of ascent
are significantly less than the observed value of roughly 3 mb hr-'. However, we
are still left to answer the question whether each eigensolution has been consistently
scaled.
The meridional wind of Rennick's eigensolution is 1 ms-1 . If we increase the am-
plitude of her solution to bring this value into line with Mass's value and the observed
wind, then her ascent would increase fivefold as well, to 4.5 mb hr- 1. However, the
zonal wind of Rennick's solution was originally 2 ms-1. If her solution is re-scaled
for consistency with the observed meridional wind, then her zonal wind increases to
10 ms-1, twice the observed value. There is no way to make Rennick's zonal and
meridional velocities simultaneously consistent with observations.
As a compromise, we might try to scale Rennick's eigensolution by referring to
some oberved field that is a function of both u' and v': e.g. the kinetic energy or the
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vorticity. If we scale Rennick's solution so that her vorticity matches the observed
value, then the ascent associated with her most unstable mode becomes just over 2
mb hr-'. In comparison, the vorticity of Mass's solutions matches the observed value
so that rescaling of his solution for consistency is not necessary.
To summarize our discussion of scaling, the magnitude of the solution to a linear
eigenvalue calculation is arbitrary, so that comparison of eigensolutions between dif-
ferent models remains equivocal. Although there is no particular reason for requiring
the solutions of Mass and Rennick to have comparable values of the vorticity-as op-
posed to the meridional wind, say-we hope that this scaling is more justifiable than
simply taking the amplitudes of the solutions as originally presented in the papers of
Mass and Rennick at face value.
With this in mind, we suggest that the ascent predicted by Rennick's model is
closer to 2 mb hr-1. This is a substantial fraction of the observed ascent and is
larger than the value of Mass's solution derived from a model with latent heating
and cumulus momentum mixing. This suggests that shear instability in the absence
of latent heating can induce ascent larger than that found in the models of Simmons
(1977) and Mass (1979). In addition, it suggests that ascent is quite sensitive to U,
even within the range of observed profiles, since both Mass and Rennick used mean
zonal winds that were taken from observations.
To understand this sensitivity is the goal of the present study. We will apply the
transmission calculation described in previous sections in order to understand the
circumstances under which a shear instability would be most able to induce low-level
ascent.
Insofar as we are examining the ascent forced by an unstable jet, this study is an
extension of the work of Mass and Rennick. Both consider African waves to result
from the cooperation of shear and conditional instability. In particular, our view
follows from the result of Stevens and Lindzen (1978) that CISK modes per se are
not self-exciting. Shear instability is required to organize and determine the scale of
the convection.
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Figure 3.23: Total (mean plus composite wave) surface convergence (x 10-6 s1) for
Phase I and Phase III of GATE. 'R' refers to the composite wave ridge while 'T'
corresponds to the trough, and 'N' and 'S' represent the maximum northerly and
southernly flow, respectively. From Chen and Ogura (1982).
3.6 Application to African Waves
Burpee (1972) has shown that the meridional wind variance associated with African
waves appears first at the level of the jet before spreading into the surface fields at
downstream stations. We assume that an African wave can organize rainfall if the
shear instability is able to penetrate beneath the jet and converge moisture with
sufficient amplitude. The relation between moisture convergence and rainfall is sug-
gested by the following two figures. The combination of mean and wave-induced
convergence is shown for Phases I and III of GATE in Figure 3.23, taken from Chen
and Ogura (1982). During Phase I, convergence is equally large at both the trough
and ridge, so that the wave-induced component is relatively small and the total con-
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PHASE I PHASE III
0Figure 3.24: Rainfall (solid line) over the B-scale array as a function of time. The
wave chronology of Chen and Ogura (1982) is used to note whether a peak in rainfall
corresponds to trough (T) or ridge (R) passage. The '?' within the Phase I analysis
indicates that a wave passed through the array without inducing precipitation.
vergence primarily reflects the mean field. In contrast, the trough is the region of
largest convergence during Phase III so that the wave-induced component is clearly
discernable in the total field. Figure 3.24, taken from Reeves et aii (1979), shows
the relation between rainfall and wave passage during GATE. While the total pre-
cipitation during Phases I and III is nearly identical, 0.49 mm hr-' versus 0.53 mm
hr-' respectively, rainfall is only sporadically associated with trough passage during
Phase I, in comparison to Phase III when the correlation was regularly observed.6
According to our model, an African wave can organize rainfall if the ascent induced
6The analysis of Reeves ei alii (1979) is based upon measurements over the B-scale ship array.
Krishnamurti and Pasch (1982) show that the comparable precipitation rates between Phases I and
III are a regional feature, not limited to the B-scale array: see their Figure 3.7.
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by the shear instability is of sufficient magnitude. The ascent induced by a Rossby
wave and its general sensitivity to the low-level winds can be estimated by means
of our transmission calculation. We hypothesize that the waves' greater ability to
organize rainfall during Phase III results from differences in the mean zonal wind in
comparison to Phase I that allow the Phase III waves to more effectively penetrate
the moist layer and force large ascent.
An alternative explanation for the waves' greater ability to organize rainfall during
Phase III is that the mean zonal wind and transmission properties are the same, but
that the amplitude of the shear instabilities during Phase III are greater in comparison
to Phase I. To a certain extent, this is suggested by Figure 3.25, taken from Chen and
Ogura (1982), which shows that over the A/B ship array, the maximum wave vorticity
was larger during Phase III by roughly a factor of one-third. However, observations
over the A/B ship array may not be the most relevant for evaluating the alternative
hypothesis. According to Carlson (1969a), precipitation is first organized by African
waves near 5* W. As the waves travel downstream towards the A/B ship array (near
230 W), their amplitude, determined initially by the instability of the African jet, is
altered by the waves' ability to organize latent heating. It is possible that the Phase
I and III wave amplitudes are identical just upstream of 50 W, but that the Phase III
wave grows to larger amplitudes downstream because the transmission properties of
the Phase III zonal wind give it the greater ability to tap the basic state resevoir of
CAPE. Ideally, there would exist analyses of the waves just upstream of 5* W, where
the wave amplitudes reflect primarily the instability of the African jet. However,
this is apparently not the case and whether the moisture convergence is larger during
Phase III because the amplitude of the shear instability is larger, or because the zonal
wind allows the waves to penetrate more effectively into the moist layer, or because
of some combination of the two mechanisms, cannot be settled for now.
Traditionally, the vertical structure of an African wave has been examined by
means of the eigenvalue calculation that results from a linearized stability analy-
sis of U (e.g. Rennick, 1976; Simmons, 1977; Mass, 1979). As noted by Lindzen
and Tung (1978) and Lindzen et alii (1980), unstable eigensolutions are comprised
of Rossby waves with a component of propagation normal to the shear. As such,
the transmission calculation undertaken in previous sections of this study and the
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Figure 3.25: Wave vorticity (x10-6 s-') for Phase I and Phase III of GATE. The
left-hand figure is based upon measurements at 700 mb. The right-hand figure is
based upon measurements above 8.5* N. From Chen and Ogura (1982).
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Figure 3.26: A schematic view of a jet perched above a conditionally unstable moist
layer. For the transmission calculation, the amplitude, phase speed and horizontal
wavenumber of the unstable wave are specified at ZT, and the ascent induced by the
unstable wave below is computed as a function of the zonal wind at each height. Of
particular interest is the ascent induced at z., the top of the moist layer. ZT is chosen
to be just below zc., the lowest extent of the critical surface.
eigenvalue problem are complementary approaches. We have two reasons to prefer
the former approach. The first is that the transmission calculation is based upon a
simpler algorithm. And second, given our interest concerning moist layer forcing and
its dependence upon the low-level winds, we would ultimately interpret the unstable
eigensolutions in terms of wave transmission anyway.
The transmission calculation requires that the phase speed, meridional structure,
and wave amplitude be specified a priori at the top of our computational domain
(see Figure 3.26). By undertaking the transmission calculation, we implicitly assume
that these parameters are determined within the jet, and thus can be specified at zT
so long as this level is below the region of instability. This is an approximation since
in the eigenvalue problem, these parameters are determined as part of the solution
which strictly speaking, depends upon the entire computational domain. Nonetheless,
calculations by Shukla (1979) and Goswami et alii (1981) suggest that our assumption
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is valid to a good approximation. Both studies considered the stability of the zonal
winds over the Bay of Bengal, and demonstrated that the (complex) phase speed
c and the meridional structure were determined primarily by the properties of the
unstable jet, while the neighboring winds and boundary conditions were of secondary
importance. To be sure, were our primary interest not the wave amplitude in the
boundary layer, but instead the phase speed, growth rate and the horizontal structure
of the instability, then the eigenvalue problem would be the preferred approach.
However, this is not the case and the above studies suggest that these parameters are
approximately independent of the zonal winds that exist below the jet and within
our computaional domain.
We expect I to be determined by the width of the jet, and one means of esti-
mation is to take 12 U gj,/U. This gives I = 2-3x10- 6 m-1 , consistent with the
observed meridional scale of African waves according to Reed et alii (1977). The
second derivative of U is subject to a large uncertainty due to the distance between
observing stations, and our means of assigning a value to I is itself merely an estima-
tion. Nonetheless, we have noted in Section 3.4.1 that wave transmission is relatively
insensitive to I within this range, and we will not go to further effort to justify a more
precise choice.
Our approximation of the perturbation's latitudinal structure in terms of a con-
stant meridional wavenumber [i.e. i(y, z) P 4(z) sin ly] may seem inconsistent given
that the assumed source of the perturbation is the barotropic (and baroclinic) in-
stability of the African jet. As shown by Lindzen and Tung (1978), barotropic in-
stability requires that the perturbation be meridionally trapped in some regions and
meridionally propagating in others so that the latitudinal dependence of the pertur-
bation cannot be represented by a single value of a parameter such as the meridional
wavenumber. However, we note that the computational domain of our transmission
calculation is beneath the jet, where no special meridional structure is required for
instability, and where the index of refraction changes less rapidly with respect to
latitude. This is illustrated by Figure 3.27 where we compute the index of refraction
for a profile resembling the African jet:
- y 2 ir(z -zo)U = Uo cosh2 - cos2 (
Ay AZ
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Figure 3.27: The index of refraction for the jet described in the text. The index at
heights above 4 km and at latitudes north of the jet can be constructed by symmetry.
The value of m 2 corresponding to each contour should be multiplied by 10-9 m-2,
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The quantities Uo, Ay, Az, and zo are chosen so that the function U has horizontal
and vertical curvature comparable to observed values. In particular, Uo = -16
ms- 1, Ay = 6.40 latitude, Az = 8 km, and zo = 4 km. Note that m 2 changes
rapidly with respect to latitude at the level of the jet, according to the description
of the wave geometry necessary for barotropic instability as described by Lindzen
and Tung (1978), and that the index of refraction is discontinuous at the critical
surface. In contrast, the latitudinal variation of m 2 beneath the jet is smaller. One
can compute g-L- as an estimate of this variation. At 1.5 km (500 m beneath the
critical surface), - is approximately 1 x 10-6 m-1 near the central latitude of
the jet while becoming smaller towards the wings. While this is not miniscule in
comparison to 1, it is nonetheless smaller, suggesting that our representation of the
meridional structure in terms of a constant wavenumber is qualitatively valid.
Next, we specify the perturbation amplitude at the top of our computational do-
main by referring to observed wave amplitudes. This requires that we assign zT to
some actual height in the atmosphere. By assumption, the top of our domain is
beneath the region of wave excitation. A wave over-reflection description of shear in-
stability (e.g. Lindzen et aii, 1980) indicates that the region of excitation is bounded
approximately by the critical surface where U = c. Thus, in order to study the pen-
etration of waves beneath an easterly jet, we should place zT, the top of our domain,
at a height where U - c > 0. How far below the critical surface ZT should be placed
is a matter of judgement since this surface is only an approximate boundary. To be
conservative, we could take U(zT) - c to be large. However, our goal is to measure
wave penetration beneath the jet, so to make U(zT) - c too large is to exclude part
of our domain of interest. In Section 3.3, we noted how for large enough values of
the shear-including those values observed beneath the African easterly jet-the so-
lutions are virtually unaffected by variations of Uo = U(ZT). Given this insensitivity,
we arbitrarily choose ZT to be that height where U(zT) - c = 0.5ms-1. Because of
the large shear beneath the African jet, ZT is within 10 mb of ze, (c.f. Figure 3.26);
for the purposes of this study, we will regard ZT and ze, as coincident.
According to observations during Phase III of GATE by Reed et aiii (1977), the
wave vorticity is slightly greater than 1 x 10- s-1 at this level. The analysis of Chen
and Ogura (1982) suggests that a somewhat smaller amplitude is obtained during
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Phase I. We specify the perturbation amplitude so that the downgoing wave at ZT
corresponds to a vorticity of 0.5 x 10- s-. The shear beneath the African jet is large
enough that the downgoing wave will encounter an internal turning point, resulting
in a reflected wave. As such, the amplitude of the total perturbation at ZT will be
1 X 10- s-1.
To apply the calculations of Section 3.4 to transmission beneath the African jet,
we need to specifiy U,2 and U22 according to their observed values-or range of values.
In addition, we have to account for the contribution of U,, to gy. This is an effect
omitted from our calculation. At the level of the jet, Uy, is non-negligible. Indeed, as
the waves move off the coast of Africa, the dominant source of energy is the barotropic
shear (Norquist et alii, 1977). However, the contribution of Uy, to q, is presumably
smaller below the jet-our computational domain-since the size of U decreases.
To determine more precisely the relative contribution of barotropic and baroclinic
terms to q. is difficult. Burpee (1972, c.f. Table 7) and Rennick (1976, c.f. Figure
4) come to opposite conclusions regarding the relative size of UY, and ( 22, despite
their putative use of the same longitudinal cross-section. Given the paucity of data
away from the African coast and the fact that the meridional and vertical curvature
are twice differentiated quantities, it is unclear whether the observations can provide
accurate values of either term in the first place.
In Appendix 3.8.1, we present evidence that q, is positive beneath the lower critical
surface and ZT, despite the negative contribution of U,. The precise diminution of
g, by U, remains unclear. We will see below that the unstable waves are vertically
trapped; the results from Section 3.3 suggest that the solution is nearly independent
of q. for values of U - c greater than a few ms' so that a precise determination of
U, may be unnecessary.
Finally, we estimate the shear and curvature beneath the African jet. Our hy-
pothesis is that the differing transmission properties of the zonal wind during Phases
I and III account for the ability of African waves to organize rainfall during only the
latter phase. Carlson (1969a) has shown that waves able to organize rainfall do so
first near 5* W. As such, the zonal wind and its shear in this region would be most
germane to our hypothesis. Unfortunately, the only Phase I analyses of the zonal
wind that we were able to locate are based upon observations over the A/B ship
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array (Chen and Ogura, 1982), roughly 200 of longitude downstream of where the
rainfall is first organized. Furthermore, the width of the array is less than 30 of lon-
gitude, so that winds over the array may not be representative of U in the region of
initial organization. In particular, the magnitude of the jet over the array is one-half
to two-thirds of the magnitude measured by Burpee (1972) at 50 E.
For Phase III, Reed et alii (1977) averaged the zonal wind between 100 and 310
W. The overall vertical shear was found to be -15 ms- 1 while the largest local
shear is roughly twice this value and is located slightly above 850 mb so that below
this height, U2, is negative.
Estimates of U are available for periods other than Phases I and III of GATE,
which occurred in early July and early September of 1974, respectively. Burpee
(1972) analyzed data along a longitudinal cross-section near 50 E for eight successive
months of August and described U in terms nearly identical to the Phase III average
of Reed et alii (1977). Both of these studies utilized averages based upon either long
periods of time or large zonal distances or both. Mass (1979) questioned whether such
averaging might result in a smoother jet than is actually presented to the developing
wave. He computed U at 50 E for the last week of August 1963 and found ' j
-18 - ' (if one accounts for the low-level westerly flow which Mass omitted from
his Figure 4). From these analyses, it appears that -A = 4-5 ms-' km-1. This
range may underestimate the shear in certain instances; Carlson (1969a) noted that
the overall shear can be as large as 40-50 kts over 3 km, corresponding to A as large
as -8.6 ms-1 km1. Carlson did not mention how common or long-lived such large
shears were, however, or whether the wave fields contribute to such shears.
With the exception of the zonal wind during Phase I, we have nearly all the
information necessary to apply our transmission calculation to the forcing of the
moist layer beneath the African jet. What remains to be specified is the height in
our model zq, corresponding to the top of the moist layer, a layer defined to contain
the moisture participating in deep convection. Reed and Recker (1971) show that over
the Western Pacific, moisture up to approximately 800 mb contributes to the rainfall
organized by an Easterly wave. Significant moisture exists up to this height due to
the detrainment of shallow non-precipitating clouds which are a ubiquitous feature of
the tropical atmosphere (e.g. Sarachik, 1985). The layer between the surface and the
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top of these clouds corresponds to the moist layer in our model. [Away from regions
of deep convection, where the Trade Inversion can be observed (e.g. Riehl, 1979), this
layer is also referred to as the Trade Cumulus or Cloud layer (e.g. Augstein et alii,
1974), after the shallow, non-precipitating clouds which moisten air up to the base of
the Trade Inversion.] We will assume that the top of the moist layer is near 800 mb
in the GATE region, even though a calculation similar to that of Reed and Recker
apparently has not been made for GATE. Incidentally, 800 mb is also roughly the
depth of the moist, conditionally unstable, monsoonal air that flows onto the African
bulge where African waves are first observed to organize rainfall (Carlson, 1969a).
Reed et alii (1977) show that the height of the lower critical surface is near 800
mb during Phase III. As such, Zq and z, are coincident during Phase III, so that
the ascent forced at the top of the moist layer for this phase occurs in our model
at ZT. In contrast, Chen and Ogura (1982) show that the vorticity maximum of
the wave is 100 mb higher during Phase I. This suggests that the critical surface is
higher by the same amount, so that the ascent at z. during Phase I is represented in
our model by the ascent calculated at 100 mb (roughly a kilometer) below ZT. An
immediate consequence, to be discussed in greater detail below, is that the ascent
forced in the moist layer by the jet instability will be greater during Phase III in
comparison to Phase I, since ZT is closer to the moist layer during Phase III. We will
first present numerical values in order to estimate the general magnitude of the ascent
induced. Finally, we will discuss the sensitivity of the ascent to various parameters, in
particular the distance between ZT and the moist layer, and consider the implications
for the observed wave behavior.
Ignoring for now the effects of curvature, we can see what vertical motion would
be predicted by Figure 3.7 for 9 within the range of 4-5 ms-1 km'. The largest
ascent is 1.5 mb hr- 1 which occurs at ZT. Beneath this height, the perturbation
amplitude falls off exponentially. At a kilometer below zT, w is slightly above 1 mb
hr- 1 . Incidentally, we note that the e-folding scale is relatively insensitive to q, for
this range of shear. As a consequence, the diminution of q, by U,, would have little
effect upon the magnitude of the vertical motion.
The effect of vertical curvature upon |wI is difficult to assess, given the large un-
certainty in the estimation of a second derivative. As an alternative, we can estimate
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U1, which we take to represent the shear at the critical level, along with A, the
vertically averaged shear between the critical level and the surface. Then, |wl can be
derived from Figure 3.13 and Figures 3.15-3.17. According to Reed et alii (1977), 9
equals 3-4 ms-' km' beneath the critical level and U1 is roughly two times larger.
Figure 3.13 shows that |wl at zT is of the order 1}-2 mb hr-1. Below this height the
solution falls off exponentially.
In Section 3.4.2, it was found that negative curvature could increase 1wl by two
means. First, 22 could augment q, so that the turning point occured at a greater
distance from the wave source. Alternatively, solutions were trapped but larger ascent
occurred than in a linear profile with the same vertically averaged shear as a result
of U1 exceeding A. For the parameters characterizing the African jet, negative
curvature has the second effect.
In summary, the transmission calculation has two implications regarding African
waves. The first is that unstable waves are incapable of vertical propagation due to
the large vertical shear. The instability is trapped in the vertical with an e-folding
scale of approximately 2 km. As noted in Section 3.3, this scale is insensitive to q,
and U so long as U - c is more than a few ms-1. An immediate consequence is
that whether a wave can organize convergence is sensitive to changes in ZT - Zq (see
Figure 3.26) as little as 50 to 100 mb.
Carlson (1969b) and Burpee (1972) have observed that African waves can be traced
in the meridional wind field as far east as 200 E even though cloudiness remains
unorganized in this region. The distinctive cloud pattern of an African wave does
not emerge until the wave nears 5* W, despite the presence of unstable air and mean
convection upstream (Carlson, 1969a). In part, this is because the wave is continuing
to grow in amplitude as it moves towards the African coast, so that the induced
ascent is relatively feeble to the east. That the unstable waves are vertically trapped
according to our model suggests two additional reasons why rainfall might remain
unorganized in the upstream region.
Figure 3.28 is taken from Burpee's (1972) analysis of the August mean zonal
wind as a function of longtitude. The level of the jet maximum descends by 50
mb west of the region of wave initiation. For parameters characterizing the African
jet, perturbations decay beneath the critical level with an e-folding scale of 2 km.
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Figure 3.28: Cross section of monthly mean zonal wind (ms-1) for August along 13*
N. The dotted line indicates the position of the easterly maximum in the middle
troposphere. From Burpee (1972).
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Thus, as the jet descends 50 mb, the wave amplitude increases at any fixed level
by roughly a factor of 1.3. The ascent induced at low-levels is larger to the west in
comparison to values upstream where the jet and the instability are perched higher
in the troposphere.
Note also that the strength of the jet and thus the vertical shear increase westward
from 20* E where the waves first appear until 50 W, the longitude at which the waves
begin to organize rainfall. According to our model, the waves would organize rainfall
more prominently to the west because larger vertical velocities are induced as the
waves move downstream into regions of larger shear.
The sensitivity to the distance separating zT and Zq may explain why African waves
are most able to organize rainfall in the late summer (Sadler, 1975), and in particular
during Phase III of GATE, which occurred in early September, in comparison to
Phase I in early July (Reeves et alii, 1979; Burpee and Reed, 1983). The African
jet is essentially a consequence of the large thermal contrast between the Sahara
desert and the Gulf of Guinea. Due to surface heating this contrast extends into
the mid-levels of the atmosphere so that in August, T. remains negative to 600 mb.
Presumably in the late summer, the temperature contrast diminishes and the height
to which the reversed gradient extends descends. To maintain thermal wind balance,
the jet maximum will descend as well. Thus, the unstable waves would move closer
to the moist layer so that the wave-induced ascent at Zq would increase exponentially
at any level beneath the jet. While we might expect the jet to be higher during Phase
I of GATE in early July, than during Phase III in the late summer, we have noted
how there are apparently no analyses of 0 near 5* W where rainfall is first organized
by the waves, so that we cannot directly verify this.
Alternatively, we might examine the height of the unstable waves. We would
hope to see that the shear instability is higher and farther from the moist layer
during Phase I. However, we have previously noted how analyses of the Phase I wave
structure exist only over the A/B ship array (Chen and Ogura, 1982), far downstream
from the region where rainfall is first organized. Nonetheless, Figure 3.25, which is
taken from this analysis, shows that the maximum vorticity associated with the wave
is 100 mb higher during Phase I in comparison to Phase III. Finally, we note that the
region within which q, changes sign is higher during Phase I in comparison to Phase
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Figure 3.29: Power spectral density estimates (M2 s-2 day) of the 700 mb meridional
wind for monthly time series at Dakar. The dashed line joins the peak spectral
density estimate. From Burpee (1972).
III-at least over the A/B ship array-although whether this difference would result
in unstable waves that are farther from the moist layer during Phase I is beyond our
transmission calculation, which only considers the region beneath the jet.
Variations in the height of the unstable wave could account for the decrease in the
700 mb wave variance described by Burpee (1972). Our Figure 3.29 is taken from his
paper and shows that the variance peaks in June and September while declining to
a minimum near the first of August. This decrease would result were the jet roughly
100 mb higher in early August than in either June or September. The wave amplitude
at 700 mb would decrease simply because the perturbation is a decaying exponential:
at any fixed height below the jet, the wave amplitude falls off exponentially as the
ZT rises. The first part of August is in fact the height of summer, when the surface
temperature gradient is largest, and we might expect the jet to be at its maximum
altitude as described above.
The second implication of our model is to suggest that shear instability is capable
of forcing a significant percentage of the observed low-level African wave ascent during
Phase III. This is in contradistinction to the conclusions of Simmons (1977) and Mass
(1979), although compatible with the ascent computed by Rennick (1976). The reason
for the opposing conclusions is unclear. That Rennick achieves a value comparable
to ours is reassuring in its suggestion that the relatively large vertical motion is not
due to differences between the transmission and eigenvalue calculations. Rennick
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used a vertical shear that is nearly 11- times larger than the value used by Mass; the
discrepency is especially large beneath the critical surface, and we have noted how
the wave-induced ascent beneath the critical surface is roughly proportional to the
vertical shear. Beyond this, our model is not designed to resolve this discrepency. The
eigensolutions of Mass (1979) and Rennick (1976) depend upon not only the winds
beneath the critical surface, but upon the winds and vorticity gradient within the jet
as well. The latter region is outside of our computational domain. Nonetheless, the
transmission calculation indicates that the ascent found by an eigenvalue model will
depend strongly upon the shear beneath the critical level.
3.7 Conclusions
We have examined the vertical transmission of Rossby waves as a function of the mean
zonal wind. We find that for a profile without curvature, a perturbation of synoptic
scale will propagate if U - c remains within 2-3 ms-', as might have been anticipated
from the Charney-Drazin inequality (1961). Curvature allows propagation for a larger
range of U - c if U, can augment q so as to maintain a positive index of refraction.
We cited an example where propagation occurred 3 km below the wave source despite
U - c changing by 9 ms- 1 over this distance.
For a vertically propagating solution with geostrophic winds of 5 ms-1, the vertical
motion induced by the wave is less than 0.5 mb hr-'. This is significantly less than
the few mb hr-1 characterizing tropical convection averaged over a synoptic scale;
we will discuss below whether this might be sufficient to destabilize a CISK mode,
resulting in larger ascent.
Although large shear generally prevents vertical propagation, it favors large verti-
cal velocities. Indeed, the vertical velocity at any level can be made arbitrarily large
simply by increasing the shear sufficiently. Thus, solutions which decay away from
the wave source can effectively organize rainfall so long as the shear is large enough or
else the wave source is sufficiently close to the convectively unstable air. In practice,
the shear cannot become arbitrarily large, so that exponentially decaying perturba-
tions force greater ascent than propagating solutions only within a limited distance
of the wave source. The e-folding scale of perturbations at 15* N is roughly 2 km,
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a value which is relatively insensitive to the wind profile so long as U - c is larger
than a few ms-'. Since this scale is directly proportional to f, vertical trapping is
less severe at higher latitudes.
Beneath an easterly jet, a propitious amount of negative curvature can extend
the distance over which a trapped solution forces ascent by two means. First, the
curvature augments q, so as to offset the increase of U - c. As a result, the index
of refraction can remain positive over a longer distance-approximately an extra
kilometer for the shears we considered. Second, local values of the shear can exceed
the vertical average in a profile with curvature. We cited examples where a profile
with negative curvature was associated with larger vertical velocities than a profile
without curvature despite the two profiles having an identical value for the vertically-
averaged shear. Even for profiles with curvature, trapped solutions are less effective
at forcing ascent than propagating solutions over depths greater than a few kilometers
from the wave source.
In summary, we find that vertically trapped solutions can force ascent that is much
larger than that induced by propagating solutions, but only within a few kilometers
of the wave source. The latter solutions are associated with ascent of less than 0.5
mb hr-' (assuming a geostrophic wind of 5 ms-').
Our results have two main implications for African waves. The first is that the
unstable waves are vertically trapped with an e-folding scale of 2 km, a distance that
is relatively insensitive to the details of the wind profile. As a consequence, a lowering
of the unstable wave by as little as 75 mb can increase the induced ascent within the
moist layer by one-third. Chen and Ogura (1982) show that the vorticity maximum
of the unstable wave was 100 mb lower during Phase III in comparison to Phase I.
African waves were observed to modulate rainfall most successfully during Phase III
(Reeves et alii, 1979). We suggest that intraseasonal and interannual variations in
rainfall organization by the waves could result from this sensitivity to small changes
in the height of the shear instability.
Second, the transmission calculation implies that shear instability can account for
a significant percentage of the low-level convergence associated with African waves.
This is in contrast to the conclusions of Simmons (1977) and Mass (1979), but consis-
tent with the results of Rennick (1976). Presumably the remaining ascent results from
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the circulation induced by latent heating. According to this scenario, the circulation
forced by the heating augments the convergence associated with the jet instability so
that more moisture arrives at cloud base than is required to maintain the heating.
Thus, the convective circulation continues to grow on the scale of the convergence
provided by the jet instability. Stevens and Lindzen (1978) have shown that in the
absence of an external source of moisture convergence, in this case the unstable jet,
CISK modes show no tendency towards growth.
In theory, this destabilization of the CISK mode would result from convergence by
a shear instability of any magnitude-no matter how small-although presumably
the growth-rate would depend upon the degree of augmentation. This leads us to ask
whether in practice there exists a threshold of convergence, below which an unstable
jet might be unable to modulate rainfall. Shukla (1979) has noted the existence of
westward propagating waves in the 200 mb jet over the Bay of Bengal. Despite their
considerable amplitudes near the tropopause, they appear unrelated to the occurrence
of precipitation. It seems that a threshold does exist, although whether a jet lower
than 200 mb might be unable to organize rainfall cannot be settled by this example.
African waves organized rainfall during Phase III of GATE, but not during Phase
I (Reeves et alii, 1979). This implies that during GATE, the African jet was at the
threshold. We suggest that African waves can organize rainfall only if the lower extent
of the critical surface (z, in Figure 3.26) is at or below the top of the moist layer.
This was the case during Phase III of GATE. In contrast, the critical surface was
apparently 100 mb above the moist layer during Phase I, when convergence remained
unorganized.
Whether the same condition applies to other examples of shear instability, such
as the 500 mb shear line over the Bay of Bengal (Lindzen et aii, 1982), is less clear.
The threshold for African waves seems to arise from the trapped nature of the waves
and the consequent sensitivity of the induced convergence to small changes in ze. - Zq
(c.f. Figure 3.26). That the same physics is present in other examples suggests our
condition for the African waves can be generalized. To be sure, the general version
would take into account the amplitude of the unstable wave. A shear instability
might organize rainfall with its critical surface above the moist layer if its amplitude
exceeds that of the GATE African wave.
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One corollary of this result concerns the ability of propagating solutions to organize
rainfall. According to the transmission calculation (c.f. Sections 3.3 and 3.4), the
ascent induced by these solutions is smaller than if the zonal wind were to cause
trapping. This suggests that a vertically propagating solution can organize rainfall
if its amplitude is significantly larger than that of an African wave.
Finally, we note that since the trapping scale is on the order of 2 km, the interaction
of a shear instability with organized latent heating cannot be accurately simulated
with a two-level model. The model must contain enough levels to resolve the trapping
scale of the wave.
3.8 Appendix
3.8.1 Observational Evidence That q > 0 Beneath z,
The purpose of this appendix is to argue that q, is positive beneath z, (c.f. Fig-
ure 3.26), the lower extent of the critical surface.
The observational evidence is indirect: Burpee (1972) and Reed et abi (1988)
show that v'T' is negative near z,. That is, there is a down-gradient heat flux just
above the critical surface. Using an argument similar to that in Lindzen and Tung
(1978), we note that a down-gradient heat flux is equivalent to over-reflection of waves
incident upon the critical level from the center of the jet (c.f. Lindzen and Tung's
Equation 6). This situation is depicted in Figure 3.30.
Over-reflection at z, requires a 'trapping' region-where the index of refraction
is negative-immediately above z,. Since U - c is negative above zc,, q, must be
positive.
Thus q, is positive immediately above the critical surface. However, we don't
expect q, to pass through zero at ze,, so that 4, is presumably positive for some
distance below ze,.
There is additional evidence that q, is positive beneath the lower extent of the
critical surface. Reed et alii (1977) show that U2, is negative beneath 800 mb, which
corresponds to z, during Phase III of GATE. In this region, the horizontal curvature
Uyy is the only term contributing negatively to q,. But Reed et alii (1977) calculate
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Figure 3.30: A schematic view of over-reflection from the lower part of the critical
surface, with transmission below ZT.
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that # - ~, is positive below 800 mb. This shows that g, is positive below 800 mb
since U, is not sufficiently large.
Admittedly, the last argument involves estimating second derivatives of U, which
is an uncertain computation. In contrast, the down-gradient heat flux measured by
Burpee (1972) and Reed et alii (1988) is unambiguous, demonstrating indirectly that
g, is positive in the vicinity of ze,, and presumably for some distance below as well.
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