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Timed automata were introduced by Alur et al. in the early 1990’s as finite automata
augmented with finitely many (global) clocks. Adding clocks to finite automata enables
us to model continuous time behaviors of real-time systems. The reachability problem of
timed automata is decidable (PSPACE-complete) and it is key to automatically verifying
temporal properties of real-time systems.
Several classes of pushdown extensions of timed automata have been introduced and
studied. Bouajjani et al. introduced pushdown timed automata (PTA) as timed automata
augmented with a single stack (alternatively, pushdown automata augmented with finitely
many global clocks). Abdulla et al. introduced dense-timed pushdown automata (DTPDA)
as timed automata with a timed stack whose stack element is a pair of a stack symbol and
a single local clock. A DTPDA has unboundedly many local clocks during a computation;
thus DTPDA clearly extend PTA. On the other hand, Clemente and Lasota showed PTA
and DTPDA are equally expressive.
In this thesis, we introduce two new classes of timed pushdown automata: timed push-
down automata with multiple local clocks (MTPDA) and synchronized recursive timed
automata (SRTA). MTPDA and SRTA can be seen as extensions of DTPDA with mul-
tipe local clocks and several new operations. We study the expressiveness and show the
decidability of the reachability problem of the two classes.
About the expressiveness, on MTPDA, we show that MTPDA are as expressive as
PTA in spite of having multiple local clocks and new operations. We show that SRTA
are strictly more expressive than MTPDA owing to the presence of new constraints called
fractional constraints that inspect the fractional parts of local clocks.
About the decidability of the reachability problem, we show that the reachability prob-
lems of MTPDA and SRTA are EXPTIME-complete. We also show that the reachability
problem of PTA is already EXPTIME-complete even though PTA are the simplest form
of timed pushdown automata.
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The most important application of the theory of automata is model checking of systems
and programs. We use automata to formally represent behaviors of systems and programs
and verify their properties by results of the theory of automata. There is no perfect class of
automata for all situations due to an unavoidable trade-off between expressiveness and de-
cidability. The higher expressiveness a class of automata has, the more programs the class
can precisely represent but the less properties on the class can be solved algorithmically.
Therefore, we should use or develop an adequate class of automata for each situation.
To this end, on each class of automata, it is important to clarify its expressiveness and
decidability of typical decision problems.
Expressiveness. We compare the expressiveness of a model with those of existing similar
models to understand the model. For this direction, the Chomsky hierarchy, REG ⊊
CFL ⊊ CSL ⊊ REC [Cho59], plays a central role where REG is the language class of
finite automata (regular languages), CFL is the language class of pushdown automata
(context-free languages), CSL is the language class of linear bounded automata (context-
sensitive languages), and REC is the language class of Turing machines (recursively
enumerable languages). Since Chomsky proposed these four classes, many important
classes have been introduced (indexed languages [Aho68, Aho69], higher-order indexed lan-
guages [Mas74, Mas76, Dam82, Eng91], multiple context-free languages [SMFK91, Den16],
tree-adjoining languages [JLT75, Vij87], etc). Chomsky’s four classes, however, are still
invaluable due to the simple formalization of the corresponding automata and are bases
to develop a new class of automata.
Decidability. As the Chomsky hierarchy, the expressiveness is a good measure to study
automata; however, studying solvability of typical decision problems is also a good mea-
sure. Customary decision problems studied in the theory of automata are the membership,
emptiness, and equivalence problems. Let A be an automaton of some class.
Membership The membership problem decides whether the automaton accepts a given
word w, w ∈? L(A).
Emptiness The emptiness problem decides whether the language of the automaton is
empty, L(A) =? ∅.
Equivalence The equivalence problem decides whether the languages are the same for a
given automaton B of the considered class, L(A) =? L(B).
Though these problems seem to be theoretical, we can use these problems for formal
verification of systems and programs. Especially, the emptiness problem is important
on formal verification. On many classes of automata (at least, Chomsky’s four classes),
the emptiness problem equals to a decision problem called reachability problem. This
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problem decides whether there is a valid computation from a given configuration cstart to
another one cgoal (cstart ⇒∗? cgoal). On formal verification, we can use this problem for
safety analysis, which decides whether there is a computation that reaches an unexpected
(or unsafe) configuration from the entry point of a program. The emptiness problem is
decidable for the classes REG and CFL, and not for CSL and REC [HU79].
The languages that are conventionally considered in the theory of formal languages are
sets of words of finite alphabet. Formally, a language is a subset of Σ∗ where Σ is a finite
set of symbols. Towards formal verification of real-time systems, Alur et al. introduced
timed automata by adding the notion of time to finite automata [AD90, ACD93, AD94].
On timed automata, words w ∈ Σ∗ and languages L ⊆ Σ∗ are extended to timed words
wt ∈ (Σ×R≥0)∗ and timed languages Lt ⊆ (Σ×R≥0)∗ where R≥0 = {r ∈ R : r ≥ 0} is the
set of non-negative real numbers. Timed automata are finite automata augmented with
finitely many clocks (variables over R≥0) and the formalization of timed automata is not
so different from that of finite automata. However, from the viewpoint of decidability, the
two models are different; the language equivalence problem of finite automata is decid-
able but that of timed automata is undecidable. Fortunately, the emptiness problem of
timed automata remains decidable and thus we can use timed automata for formal verifi-
cation of real-time systems; for example, timed automata has been used to verify temporal
properties of communication and security protocols [BGK+02, AJKO97, DKN04, NP05].
It is expected that adding clocks to an existing non-timed model of computation makes
a new interesting model of computation as timed automata. Especially towards formal
verification, we would like to design a model that is more expressive than timed automata
and whose reachability problem remains decidable (the language equivalence problem is al-
ready undecidable for timed automata). We consider pushdown automata are an adequate
candidate to be extended with clocks. The first reason is that it is located next to the
class of finite automata in Chomsky’s hierarchy and its reachability problem is decidable.
The second reason is that pushdown automata have already been extended for many direc-
tions and the reachability problems of some interesting extensions of them are decidable
(higher-order pushdown automata [HO08, HMOS08, HMOS17], pushdown vector addition
automata [LST15], restricted classes of multi-stack pushdown automata [LMP07, MP11],
etc.): therefore, we expect the reachability problems of timed-extensions of pushdown
automata also remain decidable. Bouajjani, Echahed, and Robbana introduced a timed-
extension of pushdown automata called pushdown timed automata (PTA) [BER94]. This
model is a simple combination of timed automata and pushdown automata and its reach-
ability problem is decidable. Abdulla, Atig, and Stenman extended pushdown timed au-
tomata and introduced dense-timed pushdown automata (DTPDA) [AAS12a]. Although
the latter model is more complex and seems strictly more powerful than the former model,
PTA and DTPDA are equally expressive [CL15a].
In this thesis, we extend existing timed-extensions of pushdown automata to enlarge
their expressiveness while preserving the decidability of the reachability problem. We
introduce two new timed-extensions of pushdown automata called timed pushdown au-
tomata with multiple local clocks (MTPDA) and synchronized recursive timed automata
(SRTA). Our result on expressiveness is the following:
• MTPDA and PTA are equally expressive: MTPDA = PTA [Uez18].
• SRTA is more expressive than PTA: PTA ⊊ SRTA [UM18, UM15].
Our result on decidability is the following:
• both the reachability problems of MTPDA and SRTA are decidable and ExpTime-
complete [Uez18, UM18, UM15].
Hereafter we briefly review pushdown automata, timed automata, and DTPDA. Then,
we see our two classes of timed pushdown automata and the differences from DTPDA.
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Pushdown automata Pushdown automata (PDA) are finite automata augmented with
a single stack [Eve63, Sch63, HU79]; therefore, a PDA is a 6-tuple A = (Q, qinit, F,Σ,Γ,∆)
where Q is a finite set of locations, qinit ∈ Q is the initial location, F ⊆ Q is a set of
accepting locations, Σ is a finite input alphabet, Γ is a finite stack alphabet, and ∆ is a
finite set of transition rules. A configuration of pushdown automata 〈q, w〉 consists of a
control location q and a stack w ∈ Γ∗. Each transition rule is of the form p τ−→α q ∈ ∆
where p, q ∈ Q, α ∈ Σ ∪ {ϵ}, τ ∈ {nop} ∪ {push(γ), pop(γ) : γ ∈ Γ}. 1
The operational semantics of a PDA is given by a labeled transition system (Q×Γ∗,→)
where Q×Γ∗ is the set of states and → is the set of labeled transitions defined as follows:
p
push(γ)−−−−→α q ∈ ∆
〈p, w〉 α−→ 〈q, wγ〉,
p
pop(γ)−−−−→α q ∈ ∆
〈p, wγ〉 α−→ 〈q, w〉,
p
nop−−→α q ∈ ∆
〈p, w〉 α−→ 〈q, w〉.
The following is an example of PDA where Σ = {a, b} and Γ = {A,B,Z} :















where q0 is the initial location and q3 is an accepting location. This PDA accepts the
following language (here we omit the definition of the language of PDA):
L1 =
{
w#wR : w ∈ {a, b}∗ , wR is the reverse word of w} .
Pushdown automata play an important role in program verification. Since we can
use a stack to implement the call-and-return mechanism of recursive programs, we can
use pushdown automata as an abstract model of recursive programs. Furthermore, the
reachability problem of pushdown automata is decidable and in PTIME [BEM97]. For
verification of recursive programs, we use this decidability to solve the safety analysis
which decides whether or not a given recursive program enters an undesirable state or
exceptional state.
Timed automata Timed automata are finite automata augmented with finite clocks,
which are used to measure the time elapsed between events [AD90, ACD93, AD94]. For-
mally, a timed automaton A is a 6-tuple A = (Q, qinit, F,Σ,X ,∆) where Q, qinit, F , Σ,
and ∆ are the same as pushdown automata. The component X is a finite set of clocks. A
configuration of timed automata 〈q, ν〉 consists of a control location q and a valuation over
finite clocks ν : X → R≥0. On timed automata, we consider a timed word which belongs to
the set (Σ×R≥0)∗ instead of a normal word on Σ∗. A timed word (σ1, r1)(σ2, r2) . . . (σn, rn)
means that a symbol σ1 occurs in r1 seconds after a computation started and also σ2 oc-
curs in r2 seconds after the computation started (alternatively, σ2 occurs in r2−r1 seconds
after the symbol σ1 appeared), and so on. On timed automata, there are three types of
transition rules: p
nop−−→α q, p
reset(x)−−−−→α q, and p
x∈?I−−−→α q where x is a clock and I is an interval.
These types of transition rules are called discrete transition rules. The operational seman-
tics of a timed automaton is given by a labeled transition system (Q× (X → R≥0),→,⇝)
1For the sake of simplicity, we use a formalization of PDA that differs from the most standard one [HU79]
but is equivalent to that.
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where Q× (X → R≥0) is the set of states and → is the set of labeled transitions over the
set of states defined as follows:
p
nop−−→α q ∈ ∆
〈p, ν〉 nop−−→α 〈q, ν〉,
p
reset(x)−−−−→α q ∈ ∆
〈p, ν〉 reset(x)−−−−→α 〈q, ν[x B 0]〉,
p
x∈?I−−−→α q ∈ ∆ ν(x) ∈ I
〈p, ν〉 x∈?I−−−→α 〈q, ν〉,
where ν[x B 0] is the reset valuation of ν for x by the real 0.0 defined as follows:
(ν[x := 0])(y) ≜
{
0.0 if x = y,
ν(y) otherwise.
We also have another type of transition called timed transitions:
δ ∈ R≥0
〈p, ν〉 δ⇝ 〈p, ν + δ〉
where ν + δ is the evolved valuation of ν by δ defined as (ν + δ)(x) ≜ ν(x) + δ.









x ∈? [2 : 2]
This timed automaton represents the following timed language (here we omit the definition
of the language of a timed automaton):
L2 = { (a, r1) . . . (a, rn)(b, rn+1)(c, rn+2) . . . (c, rn+m)(d, rn+m+1) : rn+m+1 − rn+1 = 2} .
The timed language is the set of timed words of the form aa . . . abcc . . . cd where d appears
in two seconds after b appears.
Alur et al. introduced timed automata and proved that the reachability problem of
timed automata is decidable and PSPACE-complete with respect to the size of a timed
automaton. In order to show the decidability of the reachability problem of timed au-
tomata, they developed a notion called region abstraction; today, it is an important and
fundamental tool to study timed automata.
Timed pushdown automata It is natural to consider a hybrid model of pushdown au-
tomata and timed automata since both the reachability problems of these models are decid-
able. Bouajjani, Echahed, and Robbana considered the simplest combination of those two
models, pushdown timed automata [BER94, Dan03]. Pushdown timed automata (PTA)
are finite automata augmented with finitely many clocks and a single stack. Formally, a
PTA is a 7-tuple A = (Q, qinit, F,Σ,Γ,X ,∆) where each component has the same meaning
as that of pushdown automata and timed automata. A configuration of PTA is a triple
〈q, ν, w〉 of a location q, valuation ν : X → R≥0, and stack w ∈ Γ∗. Each transition rule is
of the form p
τ−→α q ∈ ∆ where p, q ∈ Q, α ∈ Σ ∪ {ϵ}, and
τ ∈ {nop} ∪ {reset(x), x ∈? I : x ∈ X , I is an interval} ∪ {push(γ), pop(γ) : γ ∈ Γ} .
The operational semantics of a PTA is given by a labeled transition system (Q × (X →
R≥0)× Γ∗,→,⇝) where Q× (X → R≥0)× Γ∗ is the set of states, → is the set of labeled
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transitions for discrete transitions, and ⇝ is the set of labeled transitions for timed tran-
sitions. The sets→ and⇝ are defined in the same way as pushdown automata and timed
automata.
Although this model is a simple combination of pushdown automata and timed au-
tomata, it strictly enlarges the language class of timed automata. The following is an
example of PTA where X = {x, y}, Σ = {a, b, c, a, b, c}, and Γ = {⋆}:











x ∈? (2 : 3)
a
The above PTA accepts the following timed language by its accepting location q4 and the
empty stack:
L3 = {









2 < r′n+1 − rn+1 < 3, 2 < r′1 − r1 < 3
}.
On the other hand, this language cannot be accepted by any timed automaton. In order
to accept this language (more precisely, to check whether or not the number of b is the
same as that of b), we need a stack rather than clocks.
The reachability problem of PTA is decidable. This decidability was easily shown:
1. We translate a given PTA to the corresponding PDA that preserves the reachability
by the technique of the region abstraction of timed automata;
2. We use the reachability analysis of pushdown automata.
Therefore, we can solve the reachability problem of PTA by using existing model check-
ers for pushdown automata. Applying the region abstraction technique to a given PTA
yields the corresponding PDA where the number of control locations of the PDA is ex-
ponential with respect to the number of clocks of the PTA. Since the reachability prob-
lem of pushdown automata is in polynomial-time, we obtain an exponential-time algo-
rithm of the reachability problem of PTA [BER94]. In this thesis, we newly show the
exponential blowup is unavoidable, i.e., the reachability problem of PTA is EXPTime-
complete (Corollary 3.1). On timed automata, the reachability problem is PSPACE-
complete although there is a similar exponential blowup caused by applying the region
abstraction [AD94]. If the complexity class PSPACE is strictly included in the class EX-
PTime (PSPACE ⊊ EXPTime), the coexistence of clocks and a stack makes that PTA
essentially differ from timed automata and pushdown automata.
Abdulla, Atig, and Stenman introduced another timed-extension of pushdown au-
tomata, dense-timed pushdown automata (DTPDA) [AAS12a, AAS14b, AAS14a]. For-
mally, a DTPDA is a 7-tuple A = (Q, qinit, F,Σ,Γ,X ,∆) as with PTA. A configuration
of DTPDA 〈q, ν, ξ〉 is a triple of a location q, valuation ν : X → R≥0, and timed stack
ξ ∈ (Γ × R≥0)∗. A timed stack 〈γ1, k1〉〈γ2, k2〉 . . . 〈γn, kn〉 is a stack whose each element
〈γi, ki〉 is a pair of a stack symbol γi and value ki of an accompanying clock. We call a clock
of X global clock and an accompanying clock in a stack local clock. Hence, unboundedly
many clocks appear in a timed stack as a timed stack unboundedly grows. Each transition
rule is of the form p
τ−→α q ∈ ∆ where p, q ∈ Q, α ∈ Σ ∪ {ϵ}, and
τ ∈ {nop} ∪ {reset(x), x ∈? I : x ∈ X , I is an interval}
∪ {push(γ), pop(γ, I) : γ ∈ Γ, I is an interval} .
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The operational semantics of a DTPDA is given by a labeled transition system (Q ×
(X → R≥0)× (Γ×R≥0)∗,→,⇝) where Q× (X → R≥0)× (Γ×R≥0)∗ is the set of states,
→ is the set of labeled transitions for discrete transitions, and ⇝ is the set of labeled









push(γ)−−−−→α q ∈ ∆
〈p, ν, w〉 push(γ)−−−−→α 〈q, ν, w 〈γ, 0.0〉〉,
p
pop(γ,I)−−−−−→α q ∈ ∆ k ∈ I
〈p, ν, w 〈γ, k〉〉 pop(γ,I)−−−−−→α 〈q, ν, w〉,
δ ∈ R≥0
〈p, ν, 〈γ1, k1〉 . . . 〈γn, kn〉〉 δ⇝ 〈p, ν + δ, 〈γ1, k1 + δ〉 . . . 〈γn, kn + δ〉〉.
Although PDA only modify the top part of a stack by the push and pop operations,
DTPDA simultaneously evolve all the local clocks in their stack to reflect time-elapsing.
It should also be noted that we can check the value of a local clock only when we pop the
stack frame that the local clock belongs to. This means that we cannot check local clocks
more than once and reset local clocks.
The following is an example of DTPDA where X = {x, y}, Σ = {a, b, c, a, b, c}, and
Γ = {⋆}:





y ∈? (2 : 3)
c




x ∈? (2 : 3)
a












1) : 2 < r
′
i − ri < 3
}
.
In spite of the unboundedness of the number of local clocks in a timed stack of DTPDA,
its reachability problem remains decidable (and ExpTime-complete) [AAS12a]. Due to the
presence of local clocks, we cannot use the same construction of the reachability problem
of PTA for DTPDA. Indeed, Abdulla et al. adapted the classical region abstraction of
timed automata for DTPDA and the decidability proof of the reachability problem for
DTPDA significantly differs from that for PTA.
On the viewpoint from the theory of formal languages, Clemente and Lasota showed
the untiming theorem of timed pushdown automata [CL15a]. The theorem says that we
can translate a DTPDA to the corresponding PTA while preserving its language. This
implies that PTA and DPTDA are equally expressive. Indeed, the above timed language
L4 can be accepted by a PTA with two clocks because the two languages L3 and L4 are
the same. Following the untiming theorem of Clemente and Lasota, we obtain another
proof of the decidability of the reachability problem of DTPDA.
Contribution
In this thesis, we introduce two classes of timed pushdown automata: timed pushdown
automata with multiple local clocks (MTPDA) [Uez18] and synchronized recursive timed
automata (SRTA) [UM18, UM15].
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Timed pushdown automata with multiple local clocks (MTPDA). The class of
MTPDA is an extension of timed pushdown automata of Clemente and Lasota with mul-
tiple local clocks. Formally, MTPDA (K-MTPDA) is an 8-tuple A = (Q, qinit, F,Σ,Γ,X ,
{z1, z2, . . . , zK} ,∆) as with DTPDA except a set of K-local clocks {z1, z2, . . . , zK}. A
configuration of MTPDA is a triple 〈q, ν,Υ〉 of a control location q, clock valuation ν, and
timed stack Υ ∈ (Γ × ({z1, z2, . . . , zK} → R≥0))∗. Although DTPDA cannot reset and
check local clocks of a timed stack, MTPDA allow those operations by transition rules of
the form p
reset(zi)−−−−−→α q and p
zi∈?I−−−→α q where zi is a local clock rather than a global clock
and I is an interval.
Our result on MTPDA is the following:
Expressiveness MTPDA and PTA are equally expressive.
Decidability The reachability problem of MTPDA is ExpTime-complete.
In order to show these results, we prove the untiming theorem of MTPDA that general-
izes the untiming theorem of Clemente and Lasota. The untiming theorem of MTPDA
translates a given MTPDA to the corresponding PTA while preserving its language.
Synchronized Recursive Timed Automata (SRTA). The class of SRTA can be
seen as an extension of MTPDA with a new kind of clock constraints called fractional
constraints. Each fractional constraint {x} =? 0.0 checks whether or not the fractional
part of the value of a (global or local) clock x is 0.0. In other words, it checks whether or
not the value of a clock is a natural number.
Our result on SRTA is the following:
Expressiveness SRTA is more expressive than PTA; therefore, PTA = DTPDA =
MTPDA ⊊ SRTA.
Decidability The reachability problem of MTPDA is ExpTime-complete.
Although we can easily simulate a PTA while preserving its language by an SRTA,
the following timed language LSRTA cannot be accepted by any PTA because it requires
unboundedly many clocks in a stack:
LSRTA =
{
(a, r1)(a, r2) . . . (a, rn)(b, r
′






i − ri ∈ N
}
.
This unrecognizability result means that we cannot untime stacks of SRTA and use the
same argument as MTPDA to show the decidability of the reachability problem of SRTA.
Alternatively, we use the region abstraction designed by Abdulla et al. that was introduced
to show the decidability of the reachability problem of their DTPDA. Although our proof
is based on the region abstraction of Abdulla et al., we clarify key structures of their
elaborated proof and give a simpler decidability proof. Technically, our proof simplification
comes from backward-simulation of SRTA by pushdown automata obtained by region
abstraction. This does not only simplify our proof but also generalizes the decidability
result of timed pushdown automata. On the previous work, the decidability of the location
reachability problem of timed pushdown automata has been studied [BER94, AAS12a].
We generalize this to the decidability of the configuration reachability problem and show
both the reachability problems of SRTA remain ExpTime-complete [UM18, UM15].
Overview of the Thesis
In Chapter 2, we will introduce basic notation and formalize timed automata. We review
the classical decidability result of timed automata, the decidability of the location reach-
ability problem of timed automata. In addition, through introducing collapsed valuations
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and the semantics of timed automata based on such valuations, we show the PSPACE-
completeness of the configuration reachability problem of timed automata. As far as we
know, this decidabiliy result is new.
In Chapter 3, as a preliminary to our new extensions of timed pushdown automata,
we will review pushdown timed automata (PTA) of Bouajjani et al. [BER94], dense-timed
pushdown automata (DTPDA) of Abdulla et al. [AAS12a], and timed pushdown automata
(TPDA) of Clemente and Lasota [CL15a]. We also review the known result that PTA,
DTPDA, and TPDA are equally expressive. As a new result for PTA, we show that
the reachability problem of PTA is already PSPACE-complete. This PSPACE-hardness
refines the PSPACE-hardness of DTPDA shown by Abdulla et al.
In Chapter 4, we will introduce a new extension of timed pushdown automata, timed
pushdown automata with multiple local clocks (MTPDA). For this class, we show the
untiming theorem which implies that MTPDA and PTA are equally expressive and that
the reachability problem of MTPDA is EXPTIME-complete.
In Chapter 5, we will introduce a new extension of timed pushdown automata, syn-
chronized recursive timed automata (SRTA). We will show that SRTA is more expressive
than PTA and the reachability problem of SRTA remains EXPTIME-complete. Finally,




In this chapter, we revisit timed automata introduced by Alur et al [AD94]. We define
basic notation and then formalize timed automata. We also show the decidability of the
important decision problem of timed automata called the location reachability problem
along with introducing digital valuations that are useful tool to analyze timed automata.
Our digital valuations and the region of timed automata introduced by Alur et al. are
similar but slightly different. Although we can also use the region of timed automata to
show the decidability of the location reachability problem, we will use digital valuations
instead of the classical region in Chapter 5; therefore, we introduce them in this chapter as
a preparation for that chapter. Furthermore, we show the decidability of the configuration
reachability problem of timed automata through the technique called a backward simula-
tion. As far as the author know, our decidability proof of the configuration reachability
problem differs from existing approaches.
2.1 Basic Notation
We define basic notation to define timed automata.
The set of natural numbers and real numbers are written by N and R, respectively.
We use R≥0 to denote the set of non-negative real numbers: R≥0 ≜ {r ∈ R : r ≥ 0}. For
a real number r ∈ R, we write ⌊r⌋ and frac(r) to denote the integral part and fractional
part of r, respectively. For example, ⌊3.14⌋ = 3 and frac(3.14) = 0.14.
We use intervals of the following form to denote a set of real numbers:
(a : b) ≜ {r ∈ R : a < r < b} , (a : b] ≜ {r ∈ R : a < r ≤ b} ,
[a : b) ≜ {r ∈ R : a ≤ r < b} , [a : b] ≜ {r ∈ R : a ≤ r ≤ b} ,
(a : ω) ≜ {r ∈ R : a < r} , [a : ω) ≜ {r ∈ R : a ≤ r} .
where a, b ∈ N.
We will use X to denote a set of clocks of a timed automaton and call a function
ν : X → R≥0 from X to R≥0 concrete valuation or simply valuation on X . The special
valuation that assigns 0.0 to any clock of X is written as 0X : 0X (x) = 0.0 for any x ∈ X .
If X is clear from the context, we omit it and simply write 0.
Let ν : X → R≥0 be a valuation. We write ν[x B r] to denote the valuation obtained
by updating the value of x by r:
(ν[x B r])(y) ≜
{
r if x = y,
ν(y) otherwise.
Let ν ′ : X → R≥0 be another valuation and Y ⊆ X be a subset of X . We write ν[Y B ν ′]
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to denote the updated valuation of ν defined as follows:
ν[Y B ν ′](x) ≜
{
ν(x) if x /∈ Y ,
ν ′(x) otherwise.
For a subset Y ⊆ X , we write ν ↾ Y : Y → R≥0 to denote the restriction of ν to Y .
We write ν |= x ∈ I if, on the valuation ν, the value of x belongs to the interval I:
ν |= x ∈ I def⇐⇒ ν(x) ∈ I.
For two valuations ν1 : X → R≥0 and ν2 : Y → R≥0 where their domains are disjoint,
X ∩ Y = ∅, we write ν1 ∪ ν2 to denote the valuation on X ∪ Y that is defined as follows:
(ν1 ∪ ν2)(z) ≜
{
ν1(z) if z ∈ X,
ν2(z) otherwise.
For two valuations ν1, ν2 : X → R≥0, we write ν1 ≤ ν2 if ν1(x) ≤ ν2(x) for any x ∈ X .
It is clear that this relation ≤ forms an ordering.
2.2 Formalization of Timed Automata
A timed automaton A is a 6-tuple A = (Q, qinit, F,Σ,X ,∆) where
• Q is a finite set of control locations, qinit ∈ Q is the initial location, F ⊆ Q is a finite
set of accepting locations,
• Σ is a finite input alphabet,
• X is a finite set of clocks, and
• ∆ ⊆ Q× Σϵ ×Act ×Q is a finite set of transition rules.
– We write Σϵ to denote the set Σ ∪ {ϵ}.
– Act is the set of actions of timed automata defined as the following grammar:
Act ::= reset(x) | x ∈? I
where x ∈ X and I is an interval.
In the present chapter, we fix a timed automaton A = (Q, qinit, F,Σ,X ,∆) to define some
notation.
A configuration of the timed automaton A is a pair 〈q, ν〉 of a location q ∈ Q and clock
valuation ν : X → R≥0. Especially, we call the configuration 〈qinit,0〉 initial configuration.
We write p
τ−→α q to denote a transition rule 〈p, α, τ, q〉 ∈ ∆.
The operational semantics of the timed automaton A is defined as an infinite labeled
transition system TA = (Q × (X → R≥0),→,⇝). First, we define discrete transitions →
as follows:
p
reset(x)−−−−→α q ∈ ∆
〈p, ν〉 reset(x)−−−−→α 〈q, ν[x B 0]〉,
p
x∈?I−−−→α q ∈ ∆ ν |= x ∈ I
〈p, ν〉 x∈?I−−−→α 〈q, ν〉.
The transition rule p
reset(x)−−−−→α q resets the designated clock x by assigning 0.0 to x in a
valuation. The transition rule p
x∈?I−−−→α q checks whether or not the designated clock x is
in the interval I in a valuation.
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Next, we define timed transitions ⇝ that reflects time-elapsing as follows:
δ ∈ R≥0
〈p, ν〉 δ⇝ 〈p, ν + δ〉.
The timed transition c1
δ⇝ c2 denotes the time-elapsing of δ time units. It is worth noting
that timed transitions only affect valuations and do not change locations.
On timed automata, we consider timed words and timed languages over (Σ × R≥0)∗
instead of (untimed) words and language over Σ∗ of ordinary finite automata. A timed
word w ∈ (Σ×R≥0)∗ is a finite sequence of pairs of Σ and R≥0. Intuitively, a timed word
w = (σ1, r1)(σ2, r2) . . . (σn, rn) means that
• a symbol σ1 appears in r1 seconds after the computation started
• a symbol σ2 appears in r2 seconds after the computation started, and so on:
start σ1 σ2 σ3 σn
r2 r3 rn
r1
More formally, timed words are weakly monotonic sequences on (Σ×R≥0)∗; therefore, the
set of timed words TW(Σ) is defined as follows:
TW(Σ) ≜ {(σ1, r1)(σ2, r2) . . . (σn, rn) : σi ∈ Σ, ri ∈ R≥0, ri ≤ ri+1} .
A timed language L ⊆ TW(Σ) is a set of timed words.
2.2.1 Language of Timed Automata
In order to define the timed language of a timed automaton, we need some notation. A
computation pi of a timed automaton is a finite alternating sequence of timed and discrete
transitions that starts from the initial configuration 〈qinit,0〉 as follows:
pi ≡ 〈qinit,0〉 δ1⇝ c1 τ1−→α1 c′1
δ2⇝ c2 τ2−→α2 c′2
δ3⇝ · · · τn−1−−−→αn−1 c′n−1
δn⇝ cn τn−−→αn c′n.
Let pi = 〈qinit,0〉 δ1⇝ τ1−→α1 c′1
δ2⇝ τ2−→α2 · · ·
δn⇝ τn−−→αn c′n be a computation. Intuitively, this compu-
tation means that
• a symbol α1 (maybe α1 = ϵ) appears in r1 seconds after the computation started
• a symbol α2 (maybe α2 = ϵ) appears in r2 seconds after α1 appeared, and so on.
start α1 α2 α3 αn−1 αn
r2 r3 rnr1
Following this intuition, we define the timed trace tt(pi) ∈ (Σϵ×R≥0)∗ for the computation
pi as follows:





Excluding silent transitions from timed traces, we define the timed word tw(pi) ∈ (Σ ×
R≥0)∗ for the computation: tw(pi) ≜ Ψ(tt(pi)) where Ψ is the homomorphism from (Σϵ ×
R≥0)∗ → (Σ× R≥0)∗ defined as follows:
Ψ(〈α, r〉) =
{
〈α, r〉 if α ∈ Σ,
ϵ otherwise.
We define the language of a timed automaton as the set of timed words obtained from
the computations that reach a configuration whose location is an accepting location:
L(A) ≜
{
tw(pi) : pi = 〈qinit,0〉 δ1⇝ τ1−→α1 · · ·
δn⇝ τn−−→αn 〈qF , ν〉, qF ∈ F
}
.
Normalizing Intervals. We can normalize intervals that appears in a given timed
automaton while preserving its language.
Proposition 2.1. Let A be a timed automaton. There is a timed automaton B such that
L(A) = L(B) and if a rule p
x∈?I−−−→α q ∈ B, then I = (a : a+ 1), I = [a : a], or I = (a : ω).
Proof. This is immediately shown by the following simple equation:
(a : a+ k) = (a : a+ 1) ∪ [a+ 1 : a+ 1] ∪ (a+ 1 : a+ 2) ∪ · · · ∪ (a+ (k − 1) : a+ k),
(a : a+ k] = (a : a+ k) ∪ [a+ k : a+ k],
[a : a+ k) = [a : a] ∪ (a : a+ k),
[a : a+ k] = [a : a] ∪ (a : a+ k],
[a : ω) = [a : a] ∪ (a : ω).
If we have a transition p
reset(x)−−−−→α q in A, then we add it to B.
If we have a transition p
x∈?I−−−→α q in A, then we add transitions obtained by decomposing
I to B. For example, if p






Atomic Operations. We consider a new action τ1 # τ2 that performs two actions τ1 and
τ2 sequentially at a single transition without time-elapsings. Therefore, the semantics of
a transition rule p
τ1# τ2−−−→α q is defined as follows:
〈p, ν〉 τ1−→ϵ 〈p′, ν ′〉 〈p′, ν ′〉
τ2−→ϵ 〈q, ν ′′〉
〈p, ν〉 τ1# τ2−−−→α 〈q, ν ′′〉
We call this transition rule atomic transition rule. Adding atomic transition rules does
not enlarge the expressiveness of timed automata.
Proposition 2.2. Let A be a timed automaton with atomic transition rules. There is a
timed automaton B such that L(A) = L(B).
Proof. Let A = (Q, qinit, F,Σ,X ,∆) and p τ1# τ2−−−→α q be an atomic transition rule of A. We
remove this transition rule by constructing the following timed automaton:






where p0, p1, p2 are fresh locations, ∁ is a fresh clock, and ∆′ is defined as follows:














We use the fresh clock ∁ to ensure that there are no time-elapsings among moving p
to q through p1, p2, and p3. It can be easily verified L(A) = L(B1). Furthermore,
we can remove all the atomic transition rules of B1 by repeatedly applying the same
construction. Finally, we obtain a timed automaton B without atomic transition rules
such that L(A) = L(B).
We also use a more general form p
τ1# τ2# ···# τn−−−−−−−−→α q. Adding such atomic transition rules
also does not enlarge the expressiveness of timed automata; indeed, on the basis of the
same argument of Proposition 2.2, we can remove such atomic transition rules.
Example of Timed Automaton As an example of timed automata, we model a time-
dependent light-switch that behaves as follows:
• As the initial status of the light-switch, the light is off.
• If we push the switch, the light becomes on.
• Furthermore, if we again push the switch within 3 seconds after the light becomes
on, then the light becomes bright.
• Otherwise, the light becomes off when we push the switch.
The following timed automaton A = (Q = {off,on,bright} ,off, Q, {press} , {x} ,∆)





x ∈? [0 : 3]
press
x ∈? (3 : ω)
press
x ∈? [0 : ω)
Let us consider the following two computations:
pi1 = 〈off, {x 7→ 0.0}〉 0.4⇝ 〈off, {x 7→ 0.4}〉 reset(x)−−−−→press
〈on, {x 7→ 0.0}〉 6.3⇝ 〈on, {x 7→ 6.3}〉 x∈?(3:ω)−−−−−→press 〈off, {x 7→ 6.3}〉.
pi2 = 〈off, {x 7→ 0.0}〉 0.4⇝ 〈off, {x 7→ 0.4}〉 reset(x)−−−−→press
〈on, {x 7→ 0.0}〉 2.1⇝ 〈on, {x 7→ 2.1}〉 x∈?[0:3]−−−−−→press
〈bright, {x 7→ 2.1}〉 1.9⇝ 〈bright, {x 7→ 4.0}〉 x∈?[0:ω)−−−−−→press 〈off, {x 7→ 4.0}〉.
From each computation, we obtain the following timed words:
tw(pi1) = 〈press, 0.4〉〈press, 6.7〉, tw(pi2) = 〈press, 0.4〉〈press, 2.5〉〈press, 4.4〉.
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2.3 Reachability Problem and Digital Automata
In the present section, we show the classical decidability problem of timed automata
called the location reachability problem or simply the reachability problem. For a given
location q of a timed automaton, the location reachability problem of timed automata
〈qinit,0〉 ⇒∗? 〈q, ∃ν〉 decides whether or not there is a computation that starts from the
initial configuration reaches a configuration 〈q, ν〉 where q is the designated location and
ν is some valuation.
The decidability (and PSPACE-completeness) of this problem was shown using the
important technique of timed automata called region abstraction [AD94]. They used the
region abstraction to remove two infiniteness in timed automata: 1) the unboundedness of
real numbers and 2) the denseness of real numbers. We introduce digital valuations instead
of the classical regions of [AD94] and construct digital automata from timed automata to
show the decidability of the reachability problem of timed automata. Although the classi-
cal region suffices to show the decidability of the reachability problem of timed automata,
we introduce digital valuations in advance as a preliminary for Chapter 5 where we need
digital valuations rathar than the classical regions to establish an important lemma.
To define digital valuations and digital automata, we fix a timed automaton A =
(Q, qinit, F,Σ,X ,∆) whose intervals are normalized by following Proposition 2.1.
2.3.1 Digital Valuations
We write MA to denote a sufficiently large natural number with respect to the constants
appearing in ∆. Formally, we define MA as follows:
MA ≜ max{ i, j ∈ N : (i : j), [i : j], or (i : ω) appears in ∆}+ 1.
We simply write M by omitting A from MA when a timed automaton A is clear from the
context. We cannot distinguish large real numbers r1 and r2 such that r1, r2 ≥ M with
any transition rule p
x∈?I−−−→α q ∈ ∆.
Proposition 2.3. Let r1 and r2 be real numbers such that r1, r2 ≥ M.
If p
x∈?I−−−→α q is a transition rule of the timed automaton A, then the following holds:
{x 7→ r1} |= x ∈ I ⇐⇒ {x 7→ r2} |= x ∈ I.
Proof. This is trivial from the definition of M.
On the basis of this proposition, we can forget values of a clock valuation that are
beyond M. This is useful to deal with the first infiniteness of timed automata, the un-
boundedness of real numbers.
To deal with the second infiniteness of timed automata (the denseness of real numbers),
we forget the fractional parts of a clock valuation but keep the ordering of the fractional
parts of the clock valuation. Indeed, we cannot check whether or not the value of a clock
x is a real constant with any clock constraint x ∈? I. (However, by some constraint such
as x ∈ [n : n], we can check if the fractional part of a clock x is 0.0.)
Following these intuitions, we define digital valuations.
Definition 2.1 (Digital Valuation). A sequence of sets d = d0 d1 . . . dn, where di ⊆
X ×{0, 1, . . . ,M− 1,∞}, is a digital valuation on X if d satisfies the following conditions:
• Every clock in X appears in d exactly once.
• Except d0, all the sets di are not empty: di ̸= ∅ for all i ∈ {1, 2, . . . , n}.
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We write (x, k) ∈ d if (x, k) ∈ di for some i ∈ {0, 1, . . . , n}.
We use D(X ,M) to denote the set of digital valuations on a finite clock set X and
constant M. We simply write D if X and M are clear from the context. ■
We define a realization relation between concrete valuations and digital valuations.
Definition 2.2 (Realization). Let ν be a valuation on X , and d = d0d1 . . . dn be a digital
valuation on X . We write ν |= d if the following hold:
• For all x ∈ X , ν(x) ≥ M iff (x,∞) ∈ d.
• If ν(x) < M, then (x, ⌊ν(x)⌋) ∈ d.
• If (x, k) ∈ d with some k ∈ {0, 1, . . . ,M− 1}, then ⌊ν(x)⌋ = k.
• For all x ∈ X , frac(ν(x)) = 0.0 iff x ∈ d0.
• frac(ν(x)) < frac(ν(y)) iff x ∈ di and y ∈ dj for some i < j.
■
Example. Let M = 4.
{x 7→ 2.0; y 7→ 4.3} |= {(x, 2)}0 {(y,∞)} ,
{x 7→ 0.8; y 7→ 1.5; z 7→ 3.8} |= {}0 {(y, 1)} {(x, 0), (z, 3)} ,
{x 7→ 4.0; y 7→ 2.5; z 7→ 5.5} |= {(x,∞)}0 {(y, 1), (z,∞)} .
Remark: For the special sets d0 that contain clocks whose fractional parts are 0.0, we
use the notation {. . .}0 as above.
We can easily construct a digital valuation from a valuation by collapsing the integral
parts of the valuation to {0, 1, . . . ,M− 1,∞} and sorting fractional parts of the valuation.
Therefore, the following simple property holds.
Proposition 2.4. The realization relation |= is functional, i.e., for a valuation ν, there
exists the unique digital valuation D(ν) such that ν |= D(ν).
On the other hand, the realization relation |= is not injective: for example, {x 7→ 0.3} |=
{}0 {(x, 0)} and {x 7→ 0.9} |= {}0 {(x, 0)}.
We define operations, clock checking d |= x ∈ I and clock resetting d[x B 0], for digital
valuations. To this end, we need the following properties.
Proposition 2.5. Let ν1 and ν2 be valuations on X . If D(ν1) = D(ν2),
Checking. ν1 |= x ∈? I iff ν2 |= x ∈? I for any clock constraint x ∈? I in ∆ of the timed
automaton A.
Resetting. D(ν1[x B 0]) = D(ν2[x B 0]) for any clock x ∈ X .
On the basis of this proposition, we define d |= x ∈ I and d[x B 0] for digital
valuations.
Definition 2.3. Let d be a digital valuation and ν be a valuation such that ν |= d.
• For a constraint x ∈? I, d |= x ∈ I if ν |= x ∈ I.
• For a clock x ∈ X , d[x B 0] ≜ D(ν[x B 0]).
■
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Remark: The definition for a digital valuation d uses a valuation ν that satisfies ν |= d.
But the definition is well-defined and does not depend on the choice of such a valuation
because of Proposition 2.5.
The definition immediately leads to the following proposition.
Proposition 2.6. Let ν be a valuation and d be a digital valuation. If we have ν |= d,
• ν |= x ∈ I ⇐⇒ d |= x ∈ I for any clock constraint in ∆.
• ν[x B 0] |= d[x B 0] for any clock x ∈ X .
We define the successor relation d ⊢ d′ that corresponds to time elapsing on valuations.
Definition 2.4 (Successor). Let d and d′ be digital valuations. The valuation d′ is the
unique successor of d (d ⊢ d′) if one of the following holds:
Case d = d0d1 . . . dn and d0 ̸= ∅:
d0 d1 . . . dn ⊢ ∅ d0 d1 . . . dn.
Case d = ∅ d1 . . . dn−1dn:
∅ d1 . . . dn−1 dn ⊢ d′n d1 . . . dn−1,
where d′n satisfies the following: if (x, k) ∈ dn,{
(x, k + 1) ∈ d′n if k < M− 1,
(x,∞) ∈ d′n if k = M− 1 or k =∞.
We use ⊢∗ to denote the reflexive transitive closure of ⊢. ■
Example. The following is an example of the successor relation ⊢ with M = 2.
{x 7→ 0.0; y 7→ 1.3} ≤ {x 7→ 0.5; y 7→ 1.8} ≤ {x 7→ 0.7; y 7→ 2.0} ≤ {x 7→ 0.9; y 7→ 2.2}|= |= |= |=
{(x, 0)}0 {(y, 1)} ⊢ {}0 {(x, 0)} {(y, 1)} ⊢ {(y,∞)}0 {(x, 0)} ⊢ {}0 {(y,∞)} {(x, 0)}
We show the following diagrams that state the relation ⊢∗ reflects time-elapsings on
concrete valuations:
ν ≤ ν ′|=
d
=⇒





ν ≤ ∃ν ′|= |=
d ⊢∗ d′.
To this end, we define the three auxiliary time elapsing relation <1, <2, and <3 on clock
valuations. We need the notation max fract(ν) defined as follows to denote the maximal
fractional part of a valuation ν:
max fract(ν) ≜ max {frac(ν(x)) : x ∈ X} .




there is no clock x such that frac(ν(x)) = 0.0 and




there is no clock x such that frac(ν(x)) = 0.0 and




there is a clock x such that frac(ν(x)) = 0.0 and
ν ′ < ν + (1.0−max fract(ν)).
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For example,
{x 7→ 0.2; y 7→ 1.6; z 7→ 2.9} <1 {x 7→ 0.3; y 7→ 1.7; z 7→ 3.0} ,
{x 7→ 0.2; y 7→ 1.6; z 7→ 2.9} <2 {x 7→ 0.28; y 7→ 1.68; z 7→ 2.98} ,
{x 7→ 0.3; y 7→ 1.7; z 7→ 3.0} <3 {x 7→ 0.4; y 7→ 1.8; z 7→ 3.1} .
Proposition 2.7. Let ν and ν ′ be valuations and d be a digital valuation. The following










Proof. All the cases are trivial from the definition of <i and ⊢.
Let ν and ν ′ be valuations such that ν < ν ′. We can decompose ν < ν ′ by using the
relations <1, <2, and <3. Let us consider the following example:
(ν =) {x 7→ 0.2; y 7→ 1.6; z 7→ 2.9} < {x 7→ 1.0; y 7→ 2.4; z 7→ 3.7} (= ν ′).
We have the following decomposition:
ν = {x 7→ 0.2; y 7→ 1.6; z 7→ 2.9} <1
ν1 = {x 7→ 0.3; y 7→ 1.7; z 7→ 3.0} <3
ν2 = {x 7→ 0.4; y 7→ 1.8; z 7→ 3.1} <1
ν3 = {x 7→ 0.6; y 7→ 2.0; z 7→ 3.3} <3
ν4 = {x 7→ 0.9; y 7→ 2.3; z 7→ 3.6} <1
ν ′ = {x 7→ 1.0; y 7→ 2.4; z 7→ 3.7} .
Formally, the following property holds.
Proposition 2.8. Let ν and ν ′ be valuations such that ν < ν ′. We can decompose ν < ν ′
as follows:
ν <i1 ν1 <i2 ν2 <i3 · · · <in ν ′
where i1, i2, . . . , in ∈ {1, 2, 3}.
Proof. It suffices to consider the case ν ′ = ν + δ where 0 < δ < 1.
We use the following function.
Measure(ν, δ) ≜ | {x ∈ X : ⌊ν(x)⌋ ̸= ⌊ν(x) + δ⌋} |.
The following properties for Measure can be easily verified:
• ν <1 ν + δ or ν <1 ∃ν ′ < ν + δ if and only if Measure(ν, δ) > 0.
• ν <2 ν + δ or ν <3 ν + δ if and only if Measure(ν, δ) = 0.
• If 0 ≤ δ1 + δ2 < 1, then Measure(ν, δ1 + δ2) = Measure(ν, δ1) +Measure(ν + δ1, δ2).
We proceed by induction on Measure(ν, ν ′ − ν).
Base Case. We consider the case Measure(ν, ν ′ − ν) = 0. Since there are two subcases
ν <2 ν
′ or ν <3 ν ′, this case is finished.
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Induction Case. We consider the case Measure(ν, ν ′ − ν) > 0. For this case, we have
the following two subcases:
ν <1 ν
′, ∃ν ′′. ν <1 ν ′′ < ν ′.
Now we consider the latter case. Since
• Measure(ν, ν ′ − ν) = Measure(ν, ν ′′ − ν) +Measure(ν ′′, ν ′ − ν ′′); and
• Measure(ν, ν ′′ − ν) > 0,
we have Measure(ν ′, ν ′ − ν ′′) < Measure(ν, ν ′ − ν). By the induction hypothesis, we have
the following:
ν ′′ <j1 ν1 <j2< ν2 <j3 · · · <jm ν ′.
Therefore, ν <1 ν
′′ <j1 ν1 <j2< ν2 <j3 · · · <jm ν ′ and it finishes the proof.
We can easily show the following proposition from Proposition 2.7 and 2.8.
Proposition 2.9. Let ν be a valuation and d be a digital valuation.
ν ≤ ν ′|=
d
=⇒
ν ≤ ν ′|= |=
d ⊢∗ ∃d′.
Proof. If ν = ν ′, then it suffices to take d′ = d. Otherwise, we decompose ν < ν ′ by
Proposition 2.8 and then repeatedly apply Proposition 2.7.
The following similar propositions also hold.




ν ≤ ∃ν ′|= |=
d ⊢∗ d′.




ν ≤ ∃ν ′|= |=
d ⊢ d′.
In order to show this diagram, we do case analysis on d ⊢ d′.
If d = {· · · }0 d1 . . . dn ⊢ d′ = {}0 d0 d1 . . . dn:
Since this corresponds to <1, there is a valuation ν
′ such that ν <1 ν ′. It is clear
that ν ′ |= d′.
If d = {}0 d1 . . . dn−1dn ⊢ d′ = {· · · }0 d1 . . . dn−1: Since this corresponds to <3, we take ν ′
such that ν <3 ν
′. It is clear that ν ′ |= d′.
Proposition 2.6, 2.9, and 2.10 mean that we can use digital valuations to simulate clock
valuations. In the following subsection, we will define digital automata to simulate timed
automata and show the reachability problem of timed automata is decidable due to the
finiteness of digital automata.
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2.3.2 Digital Automata and Decidability of Reachability Problem
We define digital automata DA from timed automata A and show the decidability of the
location reachability problem of timed automata.
A digital automaton DA defined from the timed automaton A is a 5-tuple:
DA = (Q× D, 〈qinit,D(0)〉, F × D,Σ, ∂).
where
• Q × D is the set of states (each state 〈q,d〉 is a pair of location q ∈ Q and digital
valuation d corresponding a clock valuation of A),
• 〈qinit,D(0)〉 is the initial state that corresponds to the initial configuration 〈qinit,0〉
of A,
• F ×D is accepting states that correspond to configuration of A whose location is in
qF ,
• Σ is the input alphabet, and
• ∂ ⊆ (Q×D)×Σϵ ×Actdigi × (Q×D) is a finite set of transitions where the actions
Actdigi is defined as follows:
τ ∈ Actdigi ::= reset(x) | x ∈? I | evolve
The set of transitions ∂ is defined as follows from ∆:
p
reset(x)−−−−→α q ∈ ∆
〈p,d〉 reset(x)−−−−→α 〈q,d[x B 0]〉 ∈ ∂,
p
x∈?I−−−→α q ∈ ∆ d |= x ∈ I
〈p,d〉 x∈?I−−−→α 〈q,d〉 ∈ ∂,
q ∈ Q d ∈ D d ⊢∗ d′
〈q,d〉 evolve−−−→ϵ 〈q,d′〉 ∈ ∂.
Since digital automata are finite automata, we can define the language L(DA) ⊆ Σ∗
for the digital automaton DA as follows:
L(DA) ≜
{
α1α2 · · ·αn : 〈qinit,D(0)〉 τ1−→α1 s1
τ2−→α2 · · ·
τn−−→αn 〈qF ,d〉 ∈ F × D
}
.
In order to show that the digital automaton DA simulates the timed automaton and
vice versa, we define a correspondence relation between timed and digital automata.
Definition 2.5. Let A be a timed automaton and DA be the corresponding digital au-
tomaton. For a configuration 〈q, ν〉 of A and 〈p,d〉 of DA, we write 〈q, ν〉 ∼ 〈p,d〉 if the
following holds:
q = p and ν |= d.
■
We show the digital automaton DA simulates the timed automaton A. First, we
consider the case of discrete transitions.
Lemma 2.1. Let 〈p, ν〉 and 〈p,d〉 be configurations such that 〈p, ν〉 ∼ 〈p,d〉:
〈p, ν〉 τ−→α 〈q, ν ′〉∼
〈p,d〉
=⇒
〈p, ν〉 τ−→α 〈q, ν ′〉∼ ∼
〈p,d〉 τ ′−→α ∃〈q,d′〉.
Proof. We proceed by case analysis on 〈p, ν〉 τ−→α 〈q, ν ′〉.
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Case 〈p, ν〉 reset(x)−−−−−→α 〈q, ν[x B 0]〉: This means that there is a rule p
reset(x)−−−−→α q ∈ ∆
and therefore we have a rule 〈p,d〉 reset(x)−−−−→α 〈q,d[x B 0]〉 ∈ ∂. Proposition 2.6 implies
ν[x B 0] |= d[x B 0] because ν |= d.
Case 〈p, ν〉 x∈?I−−−→α 〈q, ν〉: This means that there is a rule p
x∈?I−−−→α q ∈ ∆. Since ν |= d and
Proposition 2.6 implies d |= x ∈ I, we have a rule 〈p,d〉 x∈?I−−−→α 〈q,d〉.
Next, we consider the case of timed transitions.
Lemma 2.2. Let 〈p, ν〉 and 〈p,d〉 be configurations such that 〈p, ν〉 ∼ 〈p,d〉:
〈p, ν〉 δ⇝ 〈p, ν ′〉∼
〈p,d〉
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p,d〉 evolve−−−→ϵ 〈p, ∃d′〉.
Proof. Since ν |= d, Proposition 2.10 implies that there is a digital valuation d′ such that
d ⊢∗ d′ and ν + δ |= d′. By the definition of digital automata, we have 〈p,d〉 evolve−−−→ϵ
〈p,d′〉 ∈ ∂.
Conversely, we show the timed automaton A simulates the digital automaton DA.











〈p, ν〉 δ⇝ 〈p, ∃ν ′〉∼ ∼
〈p,d〉 evolve−−−→ϵ 〈p,d′〉.
Proof. This lemma is shown by the same argument of Lemma 2.1 and 2.2.
Combining these lemmas, we can reduce the location reachability problem of a timed
automaton to the reachability problem of the corresponding digital automaton.
Theorem 2.1. Let A be a timed automaton and q be a location of A. The following loca-
tion reachability of the timed automaton A and the digital automaton DA are equivalent:
• 〈qinit,0〉 ⇒∗ 〈q, ∃ν〉 where ⇒ is a discrete transition or timed transition.
• 〈qinit,D(0)〉 →∗ 〈q, ∃d〉 where → is some transition.
Proof. First we show the direction (⇒) by induction on the length of the transition
〈qinit,0〉 ⇒∗ 〈q, ν〉.
If 〈qinit,0〉 = 〈q, ν〉, then the transition 〈qinit,D(0)〉 →∗ 〈qinit,D(0)〉 suffices.
If 〈qinit,0〉 ⇒∗ 〈p, ν ′〉 ⇒ 〈q, ν〉, then we have 〈qinit,D(0)〉 ⇒∗ 〈p,d′〉 by the induction
hypothesis.
The diagram
〈p, ν ′〉 → 〈q, ν〉∼
〈p,d′〉
, Lemma 2.1, and Lemma 2.2 imply the following one
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〈qinit,0〉 ⇒∗ 〈p, ν ′〉 ⇒ 〈q, ν〉∼ ∼ ∼
〈qinit,D(0)〉 →∗ 〈p,d′〉 ⇒ 〈q, ∃d〉.
The direction (⇐) is also shown by induction on the length of 〈qinit,D(0)〉 →∗ 〈q,d〉
with Lemma 2.3.
This theorem states that the location reachability problem of timed automata can be
reduced to the state reachability problem of finite automata.
Corollary 2.1. Let A be a timed automaton and q be a location of A.
The location reachability problem 〈qinit,0〉 ⇒∗? 〈q, ∃ν〉 is PSPACE-complete.
Proof. Although this result was well-known in the theory of timed automata [AD94], we
show this because we will use the construction of this proof in Corollary 3.1 of Chapter 3.
The location reachability problem is in PSPACE. We focus on the size of the
digital automaton DA obtained from the timed automaton A. Since the size of digital
valuations D(X ,M) of DA is exponential with respect to the size of X and M, the size
of DA is exponential with respect to the size of A. The reachability problem of finite
automata (or finite graphs) can be solved in log-space for the number of states (or nodes):
hence, we can solve the corresponding reachability problem of DA is in PSPACE for the
size of A.
The location reachability problem is PSPACE-hard. We use the followingPSPACE-
complete problem [Koz77]:
Let M1, . . . ,Mk be k deterministic finite automata (DFA) with a common
input alphabet Σ, and let L(Mi) be the language of the DFA Mi.
The emptiness problem of the intersection language
⋂k
i=1 L(Mi) =? ∅ isPSPACE-
complete.
We can translate each DFA Mi to a DFA Ni that satisfies the following conditions in
polynomial time for the size of Mi.
• The numbers of states of N1, N2, . . . , Nk are the same.
Therefore, there is some K such that |Qi| = K for any 1 ≤ i ≤ k.
We denote Ni by Ni = (Qi, q
i
init, F
i, δi) where Qi is a finite set of states, s
i
init is the
initial state, F i is the set of accepting states, and δi : Qi × Σ → Qi is the transition









To simplify our explanation, we assume k = 3. However, the following argument can
be easily generalized to any k. First, we consider the following (untimed) word:
σ1 s1 ♯ t1 ♯
′ u1 σ2 s2 ♯ t2 ♯′ u2 · · · σn sn ♯ tn ♯′ un σn+1 sn+1 ♯ tn+1 ♯′ un+1
where it satisfies the following condition:
• si ∈ Q1, ti ∈ Q2, and ui ∈ Q3 for 1 ≤ i ≤ n+ 1;
• δ1(q1init, σ1) = s1, δ1(si, σi+1) = si+1 for i ∈ {1, . . . , n}, and sn+1 ∈ F 1.
• δ2(q2init, σ1) = t1, δ2(ti, σi+1) = ti+1 for i ∈ {1, . . . , n}, and tn+1 ∈ F 2.
• δ3(q3init, σ1) = u1, δ3(ui, σi+1) = ui+1 for i ∈ {1, . . . , n}, and un+1 ∈ F 3.
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Let L be the set of words that satisfy the above condition. It is clear that L = ∅ ⇐⇒
L(N1)∩L(N2)∩L(N3) = ∅ and L is a regular language. We can construct a DFA M that
accepts L by product construction in exponential time for the size of N1, N2, and N3.
We construct a timed automaton A such that Untime(L(A)) = L in polynomial time
for the size of N1, N2, N3 by avoiding product construction where the homomorphism
Untime : (Σ× R≥0)∗ → Σ∗ is defined as follows:
Untime(〈σ1, r1〉〈σ2, r2〉 . . . 〈σn, rn〉) ≜ σ1σ2 . . . σn.
We require the following condition for each timed word τ ∈ L(A):
(1) Untime(τ) = σ1 s1 ♯1 t1 ♯
′
1 u1 · · · σn sn ♯n tn ♯′n un ∈ (Σ ·Q1 · ♯ ·Q2 · ♯′ ·Q3)∗.
• We do not require Untime(τ) ∈ L.
We write τ(α) to denote the time r in the timed word τ = · · · 〈r, α〉 · · · .
(2) τ(♯i)− τ(σi) = K, τ(♯′i)− τ(♯i) = K, and τ(σi+1)− τ(♯′i) = K.








and si = q
1
j .
(3b) δ1(q1init, σ1) = s1, δ
1(si, σi+1) = si+1 for i ∈ {1, . . . , n}, and sn+1 ∈ F 1.








and ti = q
2
j .
(4b) δ2(q2init, σ1) = t1, δ
2(ti, σi+1) = ti+1 for i ∈ {1, . . . , n}, and tn+1 ∈ F 2.








and ui = q
3
j .
(5b) δ3(q3init, σ1) = u1, δ
3(ui, σi+1) = ui+1 for i ∈ {1, . . . , n}, and un+1 ∈ F 3.
To check condition (1), for the general case k (k is the number of DFA), we need no
clocks but O(k)-states and O(poly(k, |Σ|,K))-edges.
To check the condition (2), we use three clocks x1, x2, and x3.
• When we read a symbol σi, we reset the clock x1. After that, when we read the
corresponding symbol ♯i, we check x1 ∈ [K : K].
• Similary, we use the clock x2 for the pair ♯i and ♯′i, and use the clock x3 for the pair
♯′i and σi+1.
Therefore, for the general case k, we need k clocks.
To see how we check the condition (3a) and (3b), let us consider the following timed
word:
τ = · · · σi si ♯i ti ♯′i ui σi+1 si+1 ♯i+1 ti+1 ♯′i ui+1 · · ·
where τ(♯i)− τ(σi) = K, τ(♯′i)− τ(♯i) = K, and τ(σi+1)− τ(♯′i) = K. We use a clock y to
ensure τ(si)− τ(σi) = j where q1j = si and clock y′ to restore si when we read the symbol
σi+1. To this end, we carry out the following steps:
1. When we read the symbol σi, we reset a clock y.
2. When we read the symbol si,
• we check whether or not τ(si)− τ(σi) = j by y ∈? [j : j]; and
• we reset the clock y′.
3. When we read the symbol σi+1, we restore the state si based on the following prop-
erties:
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• The condition (2) implies the value of y′ is in {2K, 2K + 1, . . . , 3K − 1}.
• Furthermore, if y′ = 3K − ℓ, then si = q1ℓ holds.
Therefore, we can check whether or not si+1 = δ
1(si, σi+1).
For the general case k (k is the number of DFA), the construction to check the con-
ditions corresponding to (3a)–(5b) is accomplished with O(k)-clocks, O(poly(k, |Σ|,K))-
states, and O(poly(k, |Σ|,K))-edges.
Following the above argument to avoid an exponential blowup, we obtain a timed
automaton A in polynomial time for the size of N1, N2, . . . , Nk. Therefore, the location
reachability problem of timed automata is PSPACE-complete.
Recently, Fearnley and Jurdzin´ski showed the location reachability problem of two-
clocks timed automata is already PSPACE-complete [FJ15]. Laroussinie, Markey, and
Schnoebelen showed that location reachability problem of one-clock timed automata is
NLOGSPACE-complete [LMS04].
Regularity of Timed Automata Since the digital automaton DA obtained from a
timed automaton A faithfully simulates computations of A, we can show the regularity of
timed automata. The regularity of timed automata is that if we forget the time-stamps
from the language L(A) of a timed automaton A, then the untimed language is regular. To
state this formally, we consider the projection Untime : (Σ×R≥0)∗ → Σ∗ from timed words
to (untimed) words. This function was already used in the proof of Corollary 2.1. The
regularity of timed automata can be stated as: for any timed automaton A, Untime(L(A))
is regular. This is shown by the following theorem.
Theorem 2.2. Let A be a timed automaton and DA be the digital automaton cor-
responding to A. The untimed language Untime(L(A)) equals to the language of DA:
Untime(L(A)) = L(DA).
Proof. This is shown by Lemma 2.1, 2.2, and 2.3 because we preserve labels in these
lemmas.
First, we show that if wt ∈ L(A) then Untime(wt) ∈ L(DA). We assume the following:
wt = tw
(
〈qinit,0〉 δ1⇝ c1 τ1−→α1 c′1
δ2⇝ c2 τ2−→α2 c′2
δ3⇝ · · · τn−−→αn 〈qf , ν〉
)
.
It suffices to show Untime(wt) = α1α2 · · ·αn ∈ L(DA). Applying Lemma 2.1 and 2.2, we





evolve−−−→ϵ · · · · · ·
τn−−→αn 〈qF ,d〉
where ci |= si and c′i |= s′i. Since qF ∈ F , we have α1α2 · · ·αn ∈ L(DA).
Next, we show that if w ∈ L(DA) then there is a timed word wt such that wt ∈ L(A)
and Untime(wt) = w. This is shown by the similar argument by using Lemma 2.3.
2.4 Backward Simulation and
Decidability of Configuration Reachability Problem
We consider the configuration reachability problem that decides whether or not a timed
automaton A can reach a designated configuration 〈q, ν〉 rather than a location:
〈qinit,0〉 ⇒∗? 〈q, ν〉.
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As with the decidability proof of the location reachability problem, we reduce the
configuration reachability problem on timed automata to the configuration reachability
problem on digital automata.
We can show the following property based on the previous section.
Lemma 2.4.
〈qinit,0〉 ⇒∗ 〈q, ν〉 =⇒ 〈qinit,D(0)〉 →∗ 〈q,D(ν)〉.
Proof. This can be shown in the same way as the (=⇒)-part of Theorem 2.1.
However, we cannot show the following directly:
〈qinit,D(0)〉 →∗ 〈q,D(ν)〉 =⇒ 〈qinit,0〉 ⇒∗ 〈q, ν〉.
We will see why this does not hold in the following two subsections.
2.4.1 Redefine the Constant M
For the configuration reachability problem 〈qinit,0〉 ⇒∗ 〈q, ν〉, we need to redefine M
by involving constants in the target configuration 〈q, ν〉. Let us explain why we should
redefine M by considering the following timed automata:
q0 q1 q2 q3




y ∈? (5 : ω)
c
We have M = 6 by the current definition:
M ≜ max{ i, j ∈ N : (i : j), [i : j], or (i : ω) appears in ∆}+ 1.
Let us consider the following instance of the configuration reachability problem:
〈q0, {x 7→ 0.0; y 7→ 0.0}〉 ⇒∗? 〈q3, {x 7→ 10.0; y 7→ 11.0}〉.
This does not hold because, for any configuration 〈q3, ν〉 that is reachable from 〈q0, {x 7→ 0; y 7→ 0}〉,
ν(y)− ν(x) ≥ 2 holds.
We translate the query to the following one of the digital automaton DA:
〈q0, {(x, 0), (y, 0)}0〉 →∗? 〈q3, {(x,∞), (y,∞)}0〉.
Although we cannot reach 〈q3, {x 7→ 10.0; y 7→ 11.0}〉, we can reach 〈q3, {(x,M), (y,M)}0〉
with the following witness:
〈q0, {(x, 0), (y, 0)}0〉 evolve−−−→ϵ 〈q0, {(x, 2), (y, 2)}0〉
x∈?[2:2]−−−−−→a
〈q1, {(x, 2), (y, 2)}0〉 evolve−−−→ϵ 〈q1, {(x, 2), (y, 2)}0〉
reset(y)−−−−→b
〈q2, {(x, 0), (y, 2)}0〉 evolve−−−→ϵ 〈q2, {(x,∞), (y,∞)}0〉
y∈?(5:ω)−−−−−→c 〈q3, {(x,∞), (y,∞)}0〉.
To overcome this problem, it suffices to take a sufficiently large M with respect to a
given instance of the configuration reachability problem. To formalize this, let us fix one
instance 〈qinit,0〉 ⇒∗? 〈q, ν〉. We use max(ν) to denote the maximum value of the real
numbers in a valuation ν defined as follows:
max(ν) ≜ max {ν(x) : x ∈ X} .
We take an upper-bound constant M ∈ N so that it satisfies the following:
M > max{ i, j : (i : j), [i : j], or (i : ω) appears in ∆} and M > max(ν).
Now we have the following query and it does not hold on the digital automaton DA:
〈q0, {(x, 0), (y, 0)}0〉 →∗? 〈q3, {(x, 10), (y, 11)}0〉.
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2.4.2 Forward Simulation is not Enough
Again let us consider the following timed automaton:
q0 q1 q2 q3




y ∈? (5 : ω)
c
and we consider the following reachability query:
〈q0, {x 7→ 0.0; y 7→ 0.0}〉 ⇒∗? 〈q3, {x 7→ 5.0; y 7→ 7.5}〉.
This holds due to the following witness:
〈q0, {x 7→ 0.0; y 7→ 0.0}〉 2.0⇝ 〈q0, {x 7→ 2.0; y 7→ 2.0}〉 x∈?[2:2]−−−−−→a
〈q1, {x 7→ 2.0; y 7→ 2.0}〉 0.5⇝ 〈q1, {x 7→ 2.5; y 7→ 2.5}〉 reset(x)−−−−→b
〈q2, {x 7→ 0.0; y 7→ 2.5}〉 5.0⇝ 〈q2, {x 7→ 5.0; y 7→ 7.5}〉 y∈?(5:ω)−−−−−→c
〈q3, {x 7→ 5.0; y 7→ 7.5}〉.
We take M = 8 to satisfy the following:
M > max(A) = 5, M > max({x 7→ 5.0; y 7→ 7.5}) = 7.5.
We consider the corresponding query on the digital automaton:
〈q0, {(x, 0), (y, 0)}0〉 →∗? 〈q3, {(x, 5)}0 {(y, 7)}〉.
It can be easily checked that the query holds. Therefore, applying Theorem 2.1, we have
〈qinit,0〉 ⇒∗ 〈q3, ν〉 with ν |= {(x, 5)}0 {(y, 7)} on the timed automaton. Unfortunately,
this does not ensure ν = {x 7→ 5.0; y 7→ 7.5} and we cannot say the original query holds
on the timed automaton.





〈qinit,0〉 ⇒∗ 〈q, ν ′〉∼ ∼
〈qinit,D(0)〉 →∗ 〈q,d′〉.
It should be noted that there exists a unique valuation ν such that ν |= D(0), i.e., ν = 0.




∃ν ≤ ν ′|= |=
d ⊢∗ d′.
(#)
Unfortunately again, this diagram does not hold. Let us consider the following example:
{x 7→ 3.0; y 7→ 1.7}|=
{}0 {(y, 1)} {(x, 1)} ⊢ {(x,∞)}0 {(y, 1)}
where M = 2. There is no valuation ν that satisfies the conditions because
• if ν |= {}0 {(y, 1)} {(x, 1)}, then 0 < ν(x)− ν(y) < 1;
• However, since ν ≤ ν ′, ν(x)− ν(y) = 1.3.
To avoid this problem and show Lemma 2.6, we introduce collapsed valuations that
are another abstraction of clock valuations. On collapsed valuations, we only abstract
(or collapse) the integral parts of clock valuations. Recall that, on digital valuations, we
abstract both the integral and fractional parts of clock valuations. We will show that the
above diagram (#) holds (Proposition 2.12) between collapsed and digital valuations and
show the backward simulation property (Lemma 2.6) based on the proposition.
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2.4.3 Collapsed Valuations
Let A = (Q, qinit, F,Σ,X ,∆) be a timed automaton, 〈qinit,0〉 ⇒∗ 〈q, ν〉 be a configuration
reachability query, and M is the constant defined from A and ν.
Definition 2.6 (Collapsed domain). The set of collapsed real numbers C is defined as
follows:
C ≜
({0, 1, . . . ,M− 1} ∪ {∞})× [0 : 1).
The collapsing function C : R≥0 → C is defined as follows:
C(r) ≜
{
(∞ , frac(r)) if r ≥ M,
(⌊r⌋, frac(r)) if r < M.




We write v.r to denote (v, r). For example, we write 2.6 and ∞.3 to denote the
collapsed values (2, 0.6) and (∞, 0.3), respectively. Moreover, ⌊v.r⌋ and frac(v.r) denote
v and r, respectively. We use Greek letters λ, . . . to denote a collapsed valuation.
The following basic properties are immediately shown by the above definition.
Proposition 2.11. Let ν1, ν2 : X → R≥0 be valuations. If C(ν1) = C(ν2),
Checking. ν1 |= x ∈ I iff ν2 |= x ∈ I for any interval I of the timed automaton A.
Assigning. C(ν1[x B r]) = C(ν2[x B r]) for any x ∈ X and r ∈ R≥0.
Evolving. C(ν1 + δ) = C(ν2 + δ) for any δ ∈ R≥0.
On the basis of Proposition 5.5, we define operations for collapsed valuations as follows.
Definition 2.7. Let ν and λ be concrete and collapsed valuations on X such that C(ν) = λ.
• For a constraint x ∈? I, we write λ |= x ∈ I if ν |= x ∈ I.
• For a real number r ∈ R≥0, λ[x B r] ≜ C(ν[x B r]).
• For a real number δ ∈ R≥0, λ+ δ ≜ C(ν + δ).
■
The above definition is well-defined because Proposition 5.5 ensures that the result does
not depend on the choice of a witness ν for λ.
We define a (quasi) ordering λ ≼ λ′ for collapsed valuations that corresponds to the
ordering ≤ on concrete valuations.
Definition 2.8. Let λ and λ′ be collapsed valuations. We write λ ≼ λ′ if there are two
concrete valuations ν and ν ′ such that ν ≤ ν ′, C(ν) = λ, and C(ν ′) = λ′. ■
This quasi-ordering is not antisymmetric because {x 7→ ∞.0} ≼ {x 7→ ∞.5} and {x 7→ ∞.5} ≼
{x 7→ ∞.0} but these are different valuations.
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Collapsed Semantics. For our fixed timed automaton A = (Q, qinit, F,Σ,X ,∆), we
define the collapsed semantics of A as an infinite labeled transition system (Q × (X →
C),→,⇝) where
p
reset(x)−−−−→α q ∈ ∆
〈p, λ〉 reset(x)−−−−→α 〈q, λ[x B 0]〉,
p
x∈?I−−−→α q ∈ ∆ λ |= x ∈ I
〈p, λ〉 x∈?I−−−→α 〈q, λ〉,
δ ∈ R≥0
〈q, λ〉 δ⇝ 〈q, λ+ δ〉.
Relating the standard semantics and the collapsed semantics, we define a relation
between configurations of them as follows:
〈q, ν〉 ∼ 〈p, λ〉 def⇐⇒ q = p and C(ν) = λ.
The definitions of the collapsed semantics and the relation∼ leads to the following property
that states the operational semantics of timed automata is simulated by the collapsed
semantics, and vice versa:
Lemma 2.5.
(1) :
〈p, ν〉 δ⇝ 〈p, ν ′〉∼
〈p, λ〉
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p, λ〉 δ⇝ 〈p, ∃λ′〉,
〈p, ν〉 τ−→α 〈q, ν ′〉∼
〈p, λ〉
=⇒
〈p, ν〉 τ−→α 〈q, ν ′〉∼ ∼
〈p, λ〉 τ−→α 〈q, ∃λ′〉.
(2) :
〈p, ν〉∼
〈p, λ〉 δ⇝ 〈p, λ′〉
=⇒
〈p, ν〉 δ⇝ 〈p, ∃ν ′〉∼ ∼
〈p, λ〉 δ⇝ 〈p, λ′〉,
〈p, ν〉∼
〈p, λ〉 τ−→α 〈q, λ′〉
=⇒
〈p, ν〉 τ−→α 〈q, ∃ν ′〉∼ ∼
〈p, λ〉 τ−→α 〈q, λ′〉.
Proof. This is immediate from the definition of the collapsed semantics.
We use the property between the collapsed semantics and digital automata that cor-
responds to the diagram (#) in Section 2.4.2. First, we define the realization relation
between collapsed and digital valuations.
Definition 2.9. Let λ : X → C be a collapsed valuation on X , and d = d0d1 . . . dn be a
digital valuation on X . We write λ |= d if the following hold:
• For all x ∈ X , (x, ⌊λ(x)⌋) ∈ d.
• For all x ∈ X , frac(λ(x)) = 0.0 iff x ∈ d0.
• frac(λ(x)) < frac(λ(y)) iff x ∈ di and y ∈ dj for some i < j.
■




∃λ ≤ λ′|= |=
d ⊢∗ d′.




∃λ ≤ λ′|= |=
d ⊢ d′.
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there is no clock x such that frac(ν(x)) = 0.0 and




there is a clock x such that frac(ν(x)) = 0.0 and
ν ′ < ν + (1.0−max fract(ν))
where max fract(ν) denotes the maximal fractional part of a valuation ν:
max fract(ν) ≜ max {frac(ν(x)) : x ∈ X} .
In order to show this diagram, we proceed by analysis on d ⊢ d′.
Case d = {· · · }0 d1 . . . dn ⊢ d′ = {}0 d0 d1 . . . dn:
There is a valuation ν ′ such that ν ′ |= λ′ |= d′. Furthermore, there is a valuation ν
such that ν <3 ν
′. It suffices to show ν |= d and it is shown as follows:
• The following two condition is easily verified from ν ′ |= d′ and ν <3 ν ′:
– For a clock x ∈ X , frac(ν(x)) = 0.0 iff x ∈ d0.
– frac(ν(x)) < frac(ν(y)) iff x ∈ di and y ∈ dj for some i < j.
• Since ⌊ν ′(x)⌋ = ⌊ν(x)⌋ for any x ∈ X and ν ′ |= d′, the following conditions are easily
verified:
– ν(x) ≥ M iff (x,∞) ∈ d.
– If ν(x) < M, then (x, ⌊ν(x)⌋) ∈ d.
– If (x, k) ∈ d with k < M, then ⌊ν(x)⌋ = n.
Case d = {}0 d1 . . . dn−1dn ⊢ d′ = {· · · }0 d1 . . . dn−1:




M if (x,M− 1) ∈ dn,
M+ 1 if (x,∞) ∈ dn,
ν ′(x) otherwise.
It can be easily verified that θ′ |= λ′ |= d′ and there is a valuation θ such that θ <1 θ′.
It suffices to show θ |= d.
The following condition is easily verified from θ′ |= d and θ <1 θ′:
• frac(θ(x)) < frac(θ(y)) iff x ∈ di and y ∈ dj for some i < j.
• frac(θ(x)) = 0.0 iff x ∈ {}0.
To show the other conditions, we proceed by case analysis for a clock x ∈ X .
Case x /∈ {· · · }0 of d′: For this case, θ′ |= d′ and θ <1 θ′ imply ⌊θ(x)⌋ = ⌊θ′(x)⌋. There-
fore, the following condition hold from θ′ |= d′:
• θ(x) ≥ M iff (x,∞) ∈ d.
• If θ(x) < M, then (x, ⌊θ(x)⌋) ∈ d.
• If (x, k) ∈ d with k < M, then ⌊θ(x)⌋ = k.
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Case x ∈ {· · · }0 of d′ (equivalently, x ∈ dn for d): For this case, d ⊢ d′ implies
k < M− 1 ∧ (x, k) ∈ d =⇒ (x, k + 1) ∈ d′,
(x,M− 1) ∈ d =⇒ (x,∞) ∈ d′,
(x,∞) ∈ d =⇒ (x,∞) ∈ d′.
Furthermore, by θ′ |= d′ and d ⊢ d′, the definition of θ′ leads to the following:
θ′(x) =

k + 1 if (x, k) ∈ dn with k < M− 1,
M if (x,M− 1) ∈ dn,
M+ 1 if (x,∞) ∈ dn.
We show that if (x, k) ∈ d with k ∈ {0, 1, . . . ,M− 1}, then ⌊θ(x)⌋ = k.
• If (x, k) ∈ d with k < M− 1, then θ′(x) = k+1 and θ <1 θ′ implies ⌊θ(x)⌋ = k.
• If (x,M− 1) ∈ d, then θ′(x) = M. We have ⌊θ(x)⌋ = M− 1 from θ <1 θ′.
We show that if (x,∞) ∈ d, then ⌊θ(x)⌋ ≥ M.
• Since θ′(x) = M+ 1, θ <1 θ′ implies ⌊θ(x)⌋ = M.
We show that if θ(x) ≥ M, then (x,∞) ∈ d.
• θ <1 θ′ implies θ′ ≥ M+ 1; thus the definition of θ′ implies (x,∞) ∈ d.
We show that if θ(x) < M, then (x, ⌊θ(x)⌋) ∈ d.
SubCase ⌊θ(x)⌋ =M− 1: θ <1 θ′ implies θ′(x) = M and thus (x,M− 1) ∈ d.
SubCase ⌊θ(x)⌋ = k <M− 1: θ <1 θ′ implies θ′(x) = k + 1 and thus (x, k) ∈ d.
Relating the collapsed semantics and the digital automaton, we define the following
relation:





∃〈p, λ〉 τ−→α 〈q, λ′〉∼ ∼
〈p,d〉 τ−→α 〈q,d′〉
or
∃〈p, λ〉 δ⇝ 〈q, λ′〉∼ ∼
〈p,d〉 τ−→α 〈q,d′〉.
Proof. We proceed by case analysis on 〈p,d〉 τ−→α 〈q,d′〉.
Case 〈p,d〉 reset(x)−−−−−→α 〈q,d[x B 0]〉: This means that there is a rule p
reset(x)−−−−→α q ∈ ∆.
It is not difficult to find r ∈ R≥0 such that λ′[x B r] |= d from λ′ |= d[x B 0].
Therefore, we have the following:
〈p, λ′[x B r]〉 reset(x)−−−−→α 〈q, λ′〉∼ ∼
〈p,d〉 reset(x)−−−−→α 〈q,d[x B 0]〉.
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Case 〈p,d〉 x∈?I−−−→α 〈q,d〉: This means that there is a rule p
x∈?I−−−→α q ∈ ∆. Since λ′ |= d
and d |= x ∈? I, Proposition 2.6 implies λ′ |= x ∈? I and we have a transition 〈p, λ′〉 x∈?I−−−→α
〈q, λ′〉.




and Proposition 2.12 imply
∃λ ≤ λ′|= |=
d ⊢∗ d′.
Therefore, we have a transition 〈p, λ〉 δ⇝ 〈p, λ′〉 where λ′ = λ+ δ.
2.4.4 Decidability of the Configuration Reachability Problem
Lemma 2.4, Lemma 2.5, and Lemma 2.6 immediately lead to the decidability of the con-
figuration reachability problem.
Theorem 2.3. The following two reachability queries are equivalent:
• On the timed automaton, 〈qinit,0〉 ⇒∗ 〈q, ν〉.
• On the digital automaton, 〈qinit,D(0)〉 →∗ 〈q,D(ν)〉.
This leads to the PSPACE-completenss of the configuration reachability problem of
timed automata.
Corollary 2.2. The configuration reachability problem of timed automata is PSPACE-
complete.
Proof. It can be easily shown that the configuration reachability problem of timed au-
tomata is in PSPACE because we can reduce the configuration reachability problem of a
timed automaton to the reachability problem of the corresponding digital automaton by
Theorem 2.3.
To show that the configuration reachability problem is PSPACE-hard, we show a linear-
time reduction from the location reachability problem into the configuration reachability
problem. Let A = (Q, qinit, F,Σ,X ,∆) be a timed automaton and 〈qinit,0〉 ⇒∗? 〈q, ∃ν〉 be a
query of the location reachability problem. We assume X = {x1, x2, . . . , xn} and construct
the following timed automaton:
B = (Q ∪ {s1, s2, . . . , sn} , qinit, F,Σ,X ,∆′)
where








Now it is easily verified that:
(∃ν. 〈qinit,0〉 ⇒∗ 〈q, ν〉) ⇐⇒ 〈qinit,0〉 ⇒∗ 〈sn,0〉.
Therefore, the configuration reachability problem of timed automata is PSPACE-hard.
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It has been shown that the decidability of the configuration reachability problem in
general form [CJ99, Dim02, QSW17]. They showed that the binary reachability relation
of two locations q and q′, {(ν, ν ′) : (q, ν)→∗ (q′, ν ′)}, is effectively definable in the additive
theory of real numbers [CJ99, QSW17] or representable by a class of automata called 2n-
automata [Dim02]. On the basis of those characterizations, they showed the decidability
of the general configuration reachability problem of timed automata: we can decide if
〈q, ν〉 →∗ 〈q′, ν ′〉 for given configurations 〈q, ν〉 and 〈q′, ν ′〉. The known time-complexity
of the binary configuration reachability problem is EXPTIME-hard.
With respect to their result, our result states that the configuration reachability prob-
lem is a tractable case of the binary configuration reachability problem; indeed, the con-
figuration reachability problem is PSPACE-complete with respect to the size of an input
timed automaton and query. Especially, the backward simulation on timed automata is
important to show that the configuration reachability problem is in PSPACE.
2.5 Extensions of Timed Automata
In this section, we review two extensions of timed automata, timed automata with diago-
nal constraints [BPDG98, BLR05] and updatable timed automata [BDFP00a, BDFP00b,
BDFP04]. Each class is an extension of timed automata with new constraints and oper-
ations; however, these extensions are as expressive as timed automata. Furthermore, the
location and configuration reachability problems of them are decidable. We also see an
extension, updatable timed automata with diagonal constraints. Unlike the two exten-
sions, this class is more expressive than timed automata and unfortunately its location
and configuration reachability problems are undecidable.
2.5.1 Timed Automata with Diagonal Constraints
We extend timed automata by diagonal constraints that are constraints of the following
form:
x− y ∈? I
where x and y are clocks and I is an interval. By the constraint x− y ∈? I, we can check
whether or not the difference of the values of x and y is in I.
Let ν : X → R≥0 be a valuation, x and y are clocks, and I be an interval. We write
ν |= x− y ∈ I if ν(x)− ν(y) ∈ I.
A timed automaton with diagonal constraints A is a 6-tuple A = (Q, qinit, F,Σ,X ,∆)
where all component except ∆ is the same as timed automata and ∆ ⊆ Q×Σϵ×Actdiag×Q.
Actdiag is the set of actions of timed automata defined as the following grammar:
Actdiag ::= reset(x) | x ∈? I | x− y ∈? I.
The operational semantics of timed automata with diagonal constraints is defined in
the same way as timed automata except the transition rule p
x−y∈?I−−−−−→α q. The meaning of
the rule p
x−y∈?I−−−−−→α q is defined as follows:
p
x−y∈?I−−−−−→α q ∈ ∆ ν |= x− y ∈ I
〈p, ν〉 x−y∈?I−−−−−→α 〈q, ν〉.
It is the well-known result that adding diagonal constraints to timed automata does
not enlarge the language class.
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Theorem 2.4 ([BPDG98]). Let A be a timed automaton with diagonal constraints. There
is a timed automaton B without diagonal constraints that recognizes the same language
as A: i.e., L(A) = L(B).
Proof. Let A = (Q, qinit, F,Σ,X ,∆) and ∁1 − ∁2 ∈? J be a diagonal constraint in A. By
removing transition rules with the diagonal constraint ∁1 − ∁2 ∈? J , we construct a timed
automaton B = (Q× {tt,ff} , 〈qinit, tinit〉, F × {tt,ff} ,Σ,X ,∆′) where
• tinit = tt if 0.0 ∈ J and tinit = ff if 0.0 /∈ J ,
• L(A) = L(B),
• The rules with a diagonal constraint in B is a proper subset of those in A: formally,{
q1





x−y∈?I−−−−−→α q2 ∈ ∆
}
.
We define a relation ∼ between configurations of A and B as follows
〈p, ν〉 ∼ 〈〈q, t〉, µ〉 def⇐⇒ p = q and ν = µ and ν(∁1)− ν(∁2) ∈ J ⇐⇒ t = tt.
Therefore, 〈q, ν〉 ∼ 〈〈q, t〉, ν〉 holds if the tag t reflects whether ν(∁1)− ν(∁2) ∈ J or not.
For timed transition, the following holds:
〈q, ν〉 ∼ 〈〈q, t〉, ν〉 =⇒ ∀δ ∈ R≥0.〈q, ν + δ〉 ∼ 〈〈q, t〉, ν + δ〉.
This states that the relation ∼ is compatible with timed transitions.
For discrete transitions, on the basis of the relation ∼, we define the set of transition
rules ∆′ of B as follows:
• If q1 x∈?I−−−→α q2 ∈ ∆, then 〈q1, t〉
x∈?I−−−→α 〈q2, t〉 ∈ ∆′.
• If q1 x−y∈?I−−−−−→α q2 ∈ ∆,
x− y ∈? I ̸≡ ∁1 − ∁2 ∈? J
〈q1, t〉 x−y∈?I−−−−−→α 〈q2, t〉 ∈ ∆′,
x− y ∈? I ≡ ∁1 − ∁2 ∈? J
〈q1, tt〉 ∁1∈?[0:ω)−−−−−−→α 〈q2, tt〉 ∈ ∆′.
(Note that the checking ∁1 ∈? [0 : ω) always holds.)
• If q1 reset(∁1)−−−−−→α q2 ∈ ∆, then
J = [0 : 0]
〈q1, t〉 reset(∁1)−−−−−→α 〈q2, tt〉 ∈ ∆′,
J ̸= [0 : 0]
〈q1, t〉 reset(∁1)−−−−−→α 〈q2,ff〉 ∈ ∆′.
• If q1 reset(∁2)−−−−−→α q2 ∈ ∆, then
〈q1, t〉 reset(∁2) # ∁1 ̸∈? J−−−−−−−−−−−→α 〈q2,ff〉, 〈q1, t〉 reset(∁2) # ∁1 ∈? J−−−−−−−−−−−→α 〈q2, tt〉 ∈ ∆′.




, then 〈q1, t〉 reset(x)−−−−→α 〈q2, t〉 ∈ ∆′.
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On the definition, we have the following diagram:
(1)
〈q, ν〉 τ−→α 〈q′, ν ′〉∼
〈〈q, t〉, ν〉
=⇒
〈q, ν〉 τ−→α 〈q′, ν ′〉∼ ∼
〈〈q, t〉, ν〉 τ ′−→α 〈〈q′, t′〉, ν ′〉,
(2)
〈q, ν〉∼
〈〈q, t〉, ν〉 τ−→α 〈〈q′, t′〉, ν ′〉
=⇒
〈q, ν〉 τ ′−→α 〈q′, ν ′〉∼ ∼
〈〈q, t〉, ν〉 τ−→α 〈〈q′, t′〉, ν ′〉.
Therefore, we have L(A) = L(B). By repeatedly applying this construction to the timed
automaton A, we finally obtain a timed automaton C without diagonal constraints such
that L(A) = L(C).
2.5.2 Updatable Timed Automata
Updatable timed automata (UTA) are an extension of timed automata that allow to
update clocks by using intervals [BDFP00a, BDFP00b, BDFP04].
An UTA A is a 6-tuple A = (Q, qinit, F,Σ,X ,∆) where all component except ∆ is the
same as timed automata and ∆ ⊆ Q × Σϵ × Actupd × Q. Actupd is the set of actions of
updatable timed automata defined as the following grammar:
Actupd ::= reset(x) | x ∈? I | x← I.
The operational semantics of UTA is defined in the same way as that of timed automata
except the transition rule p
x←I−−−→α q. The meaning of the rule p
x←I−−−→α q is defined as follows:
p
x←I−−−→α q ∈ ∆ r ∈ I
〈p, ν〉 x←I−−−→α 〈q, ν[x B r]〉.
It is the well-known result that adding update operations to timed automata does not
enlarge the language class.
Theorem 2.5 ([BDFP00b, BDFP04]). Let A be an UTA. There is a timed automaton B
without update operations that recognizes the same language as A: i.e., L(A) = L(B).
Proof. Let A = (Q, qinit, F,Σ,X ,∆) and we assume A is normalized by Proposition 2.1.
Step1. By the same argument of Proposition 2.1, we can assume the following on A:
• If p x←I−−−→α q ∈ ∆, we have one of I = (k : k + 1), I = [k : k], or I = (k : ω).
Furthermore, we can remove transition rules of the form p
x←(k:ω)−−−−−→α q as follows:























x←(k+1:k+2)−−−−−−−−−→α q, . . . , p
x←(H−1:H)−−−−−−−−→α q, p
x←[H:H]−−−−−−→α q.
Clearly, this modification does not change the language of A.
Now we call p
x←[k:k]−−−−−→α q a transition with deterministic update and p
x←(k:k+1)−−−−−−−→α q a
transition with nondeterministic update.
Step2. First, we remove all deterministic update from the UTA A and construct the
following UTA:
B = (Q× (X → {0, 1, . . . ,K}), (qinit,0), F × (X → {0, 1, . . . ,K}),Σ,X ,∆′)
where K = max
{
k : p
x←[k:k]−−−−−→α q ∈ ∆
}
.
We define the following relation ∼ to relate configurations of A and B:
〈q, ν〉 ∼ 〈(q, f), µ〉 def⇐⇒ ∀x ∈ X . ν(x) = µ(x) + f(x).
On the basis of this relation, we define ∆′ as follows:
• If p x←[k:k]−−−−−→α q ∈ ∆, then (p, f)
reset(x)−−−−→α (q, f [x B k]) ∈ ∆′.
• If p x←(k:k+1)−−−−−−−→α q ∈ ∆, then (p, f)
x←(0:1)−−−−−→α (q, f [x B k]) ∈ ∆′.
• If p reset(x)−−−−→α q ∈ ∆, then (p, f)
reset(x)−−−−→α (q, f [x B 0]) ∈ ∆′.
• If p x∈? I−−−→α q ∈ ∆, then (p, f)
x∈? I⊖f(x)−−−−−−−→α (q, f) ∈ ∆′ where
(i : j)⊖ k ≜ (i− k : j − k), [i : j]⊖ k ≜ [i− k : j − k], (i : ω)⊖ k ≜ (i− k : ω).
It should be noted that r + k ∈ I ⇐⇒ r ∈ I ⊖ k for an interval I, r ∈ R≥0, and
k ∈ N.
Clearly, the following diagram hold; therefore, L(A) = L(B):
〈p, ν〉 τ−→α 〈q, ν ′〉∼ ∼
〈(p, f), µ〉 τ ′−→α ∃〈(q, f ′), µ′〉,
〈p, ν〉 τ−→α ∃〈q, ν ′〉∼ ∼
〈(p, f), µ〉 τ ′−→α 〈(q, f ′), µ′〉,
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈(p, f), µ〉 δ⇝ ∃〈(p, f), µ′〉,
〈p, ν〉 δ⇝ ∃〈p, ν ′〉∼ ∼
〈(p, f), µ〉 δ⇝ 〈(p, f), µ′〉.
Note that the above construction also removes nondeterministic updates except tran-
sitions of the form p
x←(0:1)−−−−−→α q.
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Step3. Next, we remove a transition rule with nondeterministic update. We fix an
update ∁ ← (0 : 1) and construct the following UTA to remove transition rules with the
update ∁← (0 : 1):
B = (Q ∪
{
q(0:1), q(0:1) : q ∈ Q
}
, qinit, F ∪
{
q(0:1) : q ∈ F
}
, Σ, X ,∆′).
We define the following relation ∼ to relate configurations of A and B:
〈q, ν〉 ∼ 〈q, µ〉 ⇐⇒ ν = µ,




) = µ ↾ (X \ {∁}) ∧ 0 ≤ µ(∁) < ν(∁) < 1,




) = µ ↾ (X \ {∁}) ∧ 0 ≤ µ(∁) < ν(∁) < 1.
For each location of the form q(0:1), we have the following two transition rules:
q(0:1)
∁∈?[0:1)−−−−−→ϵ q(0:1), q(0:1)
∁∈?(0:1) # ∁←[1:1]−−−−−−−−−−−→ϵ q ∈ ∆′.
A location q(0:1) is used to nondeterministically update the clock ∁ by ∁← [1 : 1].
We define the set of transition rules ∆′ as follows:
• If p ∁←(0:1)−−−−−→α q ∈ ∆, then p
reset(∁)−−−−→α q(0:1), p(0:1)
reset(∁)−−−−→α q(0:1) ∈ ∆′.
• If p x←(0:1)−−−−−→α q ∈ ∆ with x ̸= ∁, then p
x←(0:1)−−−−−→α q, p(0:1)
∁∈?[0:1) # x←(0:1)−−−−−−−−−−−→α q(0:1) ∈ ∆′.
• If p reset(∁)−−−−→α q ∈ ∆, then p
reset(∁)−−−−→α q, p(0:1)
reset(∁)−−−−→α q ∈ ∆′.
• If p reset(x)−−−−→α q ∈ ∆ with x ̸= ∁, then
p
reset(x)−−−−→α q, p(0:1)
∁∈?[0:1) # reset(x)−−−−−−−−−−−→α q(0:1) ∈ ∆′.
• If p ∁∈? I−−−→α q ∈ ∆, then
p
∁∈?I−−−→α q, I = (0 : 1) =⇒ p(0:1)
∁∈?[0:1)−−−−−→α q(0:1) ∈ ∆′.
• If p x∈? I−−−→α q ∈ ∆ with x ̸= ∁, then
p
x∈?I−−−→α q, p(0:1)
∁∈?[0:1)# x∈?I−−−−−−−−−→α q(0:1) ∈ ∆′.
We show L(A) ⊆ L(B). Each discrete transition 〈p, ν〉 τ−→α 〈p′, ν ′〉 of UTA A can be
simulated by a discrete transition of the UTA B as follows:
〈p, ν〉 τ−→α 〈p′, ν ′〉∼
〈s, µ〉
=⇒
〈p, ν〉 τ−→α 〈p′, ν ′〉∼ ∼
〈s, µ〉 τ ′−→α 〈s′, µ′〉
where s ∈ {q, q(0:1) : q ∈ Q} and s′ ∈ {q, q(0:1) : q ∈ Q}.
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To state the similar property for timed transitions, we use the following notation:
〈p(0:1), ν〉 δ7→ 〈p(0:1), ν + δ〉
def⇐⇒ ∃δ1, δ2. δ = δ1 + δ2 ∧ 〈p(0:1), ν〉 δ1⇝ 〈p(0:1), ν + δ1〉
∁∈?[0:1)−−−−−→ϵ 〈p(0:1), ν + δ1〉
δ2⇝ 〈p(0:1), ν + δ〉,
〈p(0:1), ν〉 δ7→ 〈p, µ〉
def⇐⇒ ∃δ1, δ2. δ = δ1 + δ2 ∧ 〈p(0:1), ν〉 δ1⇝ 〈p(0:1), ν + δ1〉
∁∈?(0:1) # ∁←[1:1]−−−−−−−−−−−→ϵ 〈p, ν ′〉 δ2⇝ 〈p, µ〉.
Each timed transition of A can be simulated by a compound transition of B as follows:
(1) :
〈p, ν〉 δ⇝ 〈p, ν ′〉∼
〈p, µ〉
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p, µ〉 δ⇝ 〈p, µ′〉.
(2) : ν(∁) + δ < 1 ∧
〈p, ν〉 δ⇝ 〈p, ν ′〉∼
〈p(0:1), µ〉
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p(0:1), µ〉 δ7→ 〈p(0:1), µ′〉.
(3) : ν(∁) + δ ≥ 1 ∧
〈p, ν〉 δ⇝ 〈p, ν ′〉∼
〈p(0:1), µ〉
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p(0:1), µ〉 δ7→ 〈p, µ′〉.
Therefore, L(A) ⊆ L(B).
Conversely, we show L(B) ⊆ L(A). It should be noted that for a timed word wt ∈ L(B)
there is an acceptable run pi of B of the following form:
pi = 〈qinit,0〉 δ1Z⇒ 〈s1, µ1〉 τ1−→α1 〈s′1, µ′1〉 δ2Z⇒ 〈s2, µ2〉 τ2−→α2 〈s′2, µ′2〉 δ3Z⇒ · · · δnZ⇒ 〈sn, νn〉 τn−−→αn 〈s′n, ν ′n〉
where tw(pi) = wt,
δiZ⇒ = δi⇝ or δiZ⇒ = δi7→, si ∈ {q, q(0:1) : q ∈ Q}, and s′i ∈ {q, q(0:1) : q ∈ Q}.
The UTA B can simulate UTA A by the following diagrams:
〈p′, ν ′〉∼
〈s, µ〉 τ−→α 〈s′, µ′〉
=⇒
〈p, ν〉 τ ′−→α 〈p′, ν ′〉∼ ∼
〈s, µ〉 τ−→α 〈s′, µ′〉,
〈p, ν ′〉∼
〈p, µ〉 δ⇝ 〈p, µ′〉
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p, µ〉 δ⇝ 〈p, µ′〉,
〈p, ν ′〉∼
〈p(0:1), µ〉 δ7→ 〈p(0:1), µ′〉
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p(0:1), µ〉 δ7→ 〈p(0:1), µ′〉,
〈p, ν ′〉∼
〈p(0:1), µ〉 δ7→ 〈p, µ′〉.
=⇒
〈p, ν〉 δ⇝ 〈p, ν ′〉∼ ∼
〈p(0:1), µ〉 δ7→ 〈p, µ′〉.
Combining these diagrams, we have L(B) ⊆ L(A); thus L(A) = L(B).
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Step 4. After Step 3, we obtain an updatable timed automaton where if it has a tran-
sition p
x←I−−−→α q, then I = [1 : 1]. By taking Step 2 again, we can remove such transition
without introducing transitions of the form p′
x←(0:1)−−−−−→α q′. Therefore, we finally obtain
a timed automaton without any updatable operations that is equivalent to the original
updatable timed automaton A.
Undecidability of Updatable Timed Automata with Diagonal Constraints.
As we have seen, adding diagonal constraints or update operations does not enlarge the
language class of timed automata. We consider updatable timed automata with diagonal
constraints (UTA with diagonal constraints).
An UTA with diagonal constraints A is a 6-tuple A = (Q, qinit, F,Σ,X ,∆) where
∆ ⊆ Q × Σϵ × Actupd&diag × Q. Actupd&diag is the set of actions of updatable timed
automata defined as the following grammar:
Actupd&diag ::= reset(x) | x ∈? I | x← I | x− y ∈? I.
The operational semantics of UTA with diagonal constraints is defined in the same
way as updatable timed automata and timed automata with diagonal constraints. Unlike
updatable timed automata and timed automata with diagonal constraints, the class is
more expressive than timed automata. It is formalized by the following result.
Theorem 2.6 ([BDFP00a, BDFP04]). The location (and configuration) reachability prob-
lem of updatable timed automata with diagonal constraints is undecidable.
Proof. This theorem was shown by encoding Minsky’s two counter machines into the
class of timed automata. Since two counter machines are Turing-complete [Min61, Min67,
HU79], we can reduce the undecidable decision problem, the halting problem of Turing




In this chapter, as a preliminary to Chapter 4 and 5, we review the models of computation,
pushdown automata, pushdown timed automata (PTA) of Bouajjani et al. [BER94], dense-
timed pushdown automata (DTPDA) of Abdulla et al [AAS12a], and timed pushdown
automata (TPDA) of Clemente and Lasota [CL15a]. Although this chapter will review
existing results of classes of timed pushdown automata, we show a new result that the
reachability problem of PTA is already EXPTIME-hard. This EXPTIME-hardness refines
the known result of Abdulla et al. that the reachability problem of DTPDA is EXPTIME-
complete since DTPDA can easily simulate PTA but not vice versa.
The contents of this section (the relationship of three classes of timed pushdown au-
tomata, PTA, DTPDA, and TPDA) is summarized as follows:
Structure: Roughly speaking, we can see the three classes as follows:
PTA = timed automata + stack,
DTPDA = timed automata + timed stack,
TPDA = DTPDA+ diagonal constraints for global and local clocks.
Expressiveness: The three classes are equally expressive: PTA = DTPDA = TPDA.
Decidability: The reachability problem of the three classes are EXPTIME-complete.
3.1 Pushdown Automata
Pushdown automata are an extension of finite automata with a single stack. Formally, a
pushdown automaton A is a 7-tuple A = (Q, qinit, F,Σ,Γ, Z,∆) where
• Q is a finite set of control locations, qinit is the initial location, and F ⊆ Q is a set
of accepting locations;
• Σ is a finite input alphabet;
• Γ is a finite stack alphabet and Z ∈ Γ is the initial stack symbol;
• ∆ ⊆ Q× Σϵ × Γ× Γ∗ ×Q is a finite set of transition rules.
– To denote a transition rule 〈p, α, γ, w, q〉 ∈ ∆, we write p γ/w↪−−→α q.
The operational semantics of the pushdown automaton A is defined as an infinite




↪−−→α q ∈ ∆ w′ ∈ Γ∗
〈p, w′γ〉 α=⇒ 〈q, w′w〉.
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A state of the infinite transition system TA (or a configuration of the pushdown automaton
A) is a pair 〈q, w〉 of a location q ∈ Q and stack w ∈ Γ∗. A transition 〈p, w′γ〉 ⇒ 〈q, w′w〉
means that we pop the stack top symbol γ and then push a sequence of symbols w.
We define the language L(A) of the pushdown automaton A as follows:
L(A) ≜
{
α1α2 · · ·αn : 〈qinit, Z〉 α1=⇒ c1 α2=⇒ · · · αn=⇒ 〈qF , w〉, qF ∈ F
}
.
We consider the following three decision problems on pushdown automata:
Emptiness Problem. The emptiness problem of pushdown automata decides whether
or not L(A) = ∅.
Location Reachability Problem. For a given location q, the location reachability prob-
lem of pushdown automata 〈qinit, Z〉 ⇒∗? 〈q, ∃w〉 decides whether or not we can reach
a configuration 〈q, w〉 with some stack w from the initial configuration 〈qinit, Z〉.
Configuration Reachability Problem. For a given configuration 〈q, w〉, the configura-
tion reachability problem of pushdown automata 〈qinit, Z〉 ⇒∗? 〈q, w〉 decides whether
or not we can reach the configuration 〈q, w〉 from the initial configuration 〈qinit, Z〉.
It is a well-known result that these three decision problems can be solved in polynomial
time for the size of a given input pushdown automaton (and a given configuration).
Theorem 3.1 ([BEM97, FWW97]). The emptiness and location reachability problems
can be solved in polynomial time with respect to the size of an input pushdown automaton.
Theorem 3.2 ([BEM97, FWW97]). The configuration reachability problem 〈qinit, Z〉 ⇒∗?
〈q, w〉 can be solved in polynomial time with respect to the size of an input pushdown
automaton and the length of w.
3.2 Nonstandard Formulation of Pushdown Automata
We give a nonstandard formulation of pushdown automata. On this formulation, a push-
down automaton B is a 6-tuple B = (Q, qinit, F,Σ,Γ,∆) without the initial stack symbol
where each component is the same as that of the standard formulation except ∆:
• ∆ ⊆ Q × Σϵ × ActPDA × Q is a finite set of transition rules. ActPDA is the set of
actions for pushdown automata that is defined by the following grammar:
ActPDA ::= push(γ) | pop(γ) | nop
where γ ∈ Γ. To denote a transition rule 〈p, α, τ, q〉 ∈ ∆, we write p τ−→α q.
We call pushdown automata of the nonstandard formulation nonstandard pushdown
automata. The operational semantics of a nonstandard pushdown automaton is defined
as an infinite labeled transition system TB = (Q× Γ∗,→). The set of labeled transitions
→ is defined as follows:
p
push(γ)−−−−→α q ∈ ∆
〈p, w〉 push(γ)−−−−→α 〈q, wγ〉,
p
pop(γ)−−−−→α q ∈ ∆
〈p, wγ〉 pop(γ)−−−−→α 〈q, w〉,
p
nop−−→α q ∈ ∆
〈p, w〉 nop−−→α 〈q, w〉.
We also define the language L(B) of a nonstandard pushdown automaton:
L(B) ≜
{
α1α2 · · ·αn : 〈qinit, ϵ〉 τ1−→α1 c1
τ2−→α2 · · ·
τn−−→αn 〈qF , w〉, qF ∈ F
}
.
The initial configuration is the pair of the initial location qinit and the empty stack.
The standard and nonstandard pushdown automata are equally expressive.
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Lemma 3.1. Let A be a pushdown automaton. There is a nonstandard pushdown au-
tomaton B such that L(A) = L(B).
Conversely, for a nonstandard pushdown automaton B′, there is a pushdown automa-
ton A′ such that L(A′) = L(B′).
Proof. We extend nonstandard pushdown automata by the following transition rule:
p
τ1 # τ2−−−−→α q.
This rule is intended to perform two actions at a single transition; therefore, the semantics
of this rule is defined as follows:
〈p, w〉 τ1−→α 〈p′, w′′〉 〈p′, w′′〉
τ2−→ϵ 〈q, w′〉 (p′ is a fresh location)
〈p, w〉 τ1 # τ2−−−−→α 〈q, w′〉
We also use more general forms like p
τ1 # τ2 # ··· # τn−−−−−−−−→α q. It is clear that adding this transition
rules does not enlarge the language class of nonstandard pushdown automata.
Let A = (Q, qinit, F,Σ,Γ, Z,∆). From the pushdown automaton A, we construct the
following nonstandard pushdown automaton B:
B = (Q ∪ {q′init} , q′init, F,Σ,Γ,∆′)
where ∆′ is defined as follows:
q′init
push(Z)−−−−−→ϵ qinit ∈ ∆′,
p
γ/ϵ
↪−−→α q ∈ ∆
p
pop(γ)−−−−→α q ∈ ∆′,
p
γ/γ1γ2...γn
↪−−−−−−−→α q ∈ ∆ n ≥ 1 γi ∈ Γ
p
pop(γ) # push(γ1) # push(γ2) # ··· # push(γn)−−−−−−−−−−−−−−−−−−−−−−−−−−→α q ∈ ∆′,
It is easily verified that L(A) = L(B) from this construction.
From nonstandard formulation to standard formulation LetB′ = (Q, qinit, F,Σ,Γ,∆).
We construct the following pushdown automaton A′:
A′ = (Q, qinit, F,Σ,Γ ∪ {Z} , Z,∆′)
where ∆′ is defined as follows:
p
push(γ)−−−−→α q ∈ ∆ γ′ ∈ Γ ∪ {Z}
p
γ′/γ′γ
↪−−−−→α q ∈ ∆′,
p
pop(γ)−−−−→α q ∈ ∆
p
γ/ϵ
↪−−→α q ∈ ∆′,
p
nop−−→α q ∈ ∆ γ ∈ Γ
p
γ/γ
↪−−→α q ∈ ∆′,
To show L(A′) = L(B′), we define a relation ∼ between configurations of A′ and B′:
〈q, Zw〉 ∼ 〈q, w〉.
It can be easily verified that this relation forms a bisimulation betweenA′ andB′; therefore,
L(A′) = L(B′).
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3.3 Pushdown Timed Automata
Bouajjani, Echahed, and Robbana introduced pushdown timed automata (PTA) by extend-
ing timed automata with a single stack [BER94]. Formally, a pushdown timed automaton
A is a 7-tuple A = (Q, qinit, F,Σ,Γ,X ,∆) where
• Q is a finite set of control locations, qinit ∈ Q is the initial location, F ⊆ Q is a set
of accepting locations;
• Σ is a finite input alphabet; Γ is a finite stack alphabet;
• X is a finite set of clocks;
• ∆ ⊆ Q× Σϵ ×ActPTA ×Q is a finite set of transition rules.
– To denote a transition rule 〈p, α, τ, q〉 ∈ ∆, we write p τ−→α q.
ActPTA is the set of actions of pushdown timed automata defined by the following gram-
mar:
ActPTA ::= x ∈? I | reset(x) | push(γ) | pop(γ) | nop.
The transition rules x ∈? I and reset(x) come from timed automata and push(γ), pop(γ),
and nop come from pushdown automata (of the nonstandard formulation).
The operational semantics of the PTA A is defined as an infinite labeled transition
system TA = (Q × (X → R≥0) × Γ∗,→,⇝) where the set of discrete transitions → is
defined as follows:
p
x∈?I−−−→α q ∈ ∆ ν |= x ∈ I
〈p, ν, w〉 x∈?I−−−→α 〈q, ν, w〉,
p
reset(x)−−−−→α q ∈ ∆
〈p, ν, w〉 reset(x)−−−−→α 〈q, ν[x B 0], w〉,
p
push(γ)−−−−→α q ∈ ∆
〈p, ν, w〉 push(γ)−−−−→α 〈q, ν, wγ〉,
p
pop(γ)−−−−→α q ∈ ∆
〈p, ν, wγ〉 pop(γ)−−−−→α 〈q, ν, w〉,
p
nop−−→α q ∈ ∆
〈p, ν, w〉 nop−−→α 〈q, ν, w〉,
and the set of timed transitions ⇝ is defined as follows:
δ ∈ R≥0
〈p, ν, w〉 δ⇝ 〈p, ν + δ, w〉.
We define the language of the PTA A in the same way as timed automata:
L(A) ≜
{
tw(pi) : pi = 〈qinit,0, ϵ〉 δ1⇝ τ1−→α1 · · ·
δn⇝ τn−−→αn 〈qF , ν, w〉, qF ∈ F
}
.
Location Reachability Problem of PTA and Pushdown Digital Automata. We
consider the location reachability problem of PTA. For a given location q, the location
reachability problem 〈qinit,0, ϵ〉 ⇒∗? 〈q, ∃ν, ∃w〉 decides whether or not we can reach a
configuration 〈q, ν, w〉 with some valuation ν and stack w from the initial configuration
〈qinit,0, ϵ〉.
As we showed the decidability of the location reachability problem of timed automata,
we can also show the decidability of the location reachability problem of PTA by consid-
ering pushdown digital automata.
Let A = (Q, qinit, F,Σ,Γ,X ,∆) be a pushdown timed automaton. The pushdown
digital automaton of A is the following pushdown automaton D(A):
D(A) = (Q× D, 〈qinit,D(0)〉, F × D,Σ,Γ,∆′)
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where the set of transition rules ∆′ is defined as follows: first, we define transition rules
that correspond to discrete transitions of A
p
x∈?I−−−→α q ∈ ∆ d |= x ∈ I
〈p,d〉 x∈?I−−−→α 〈q,d〉 ∈ ∆′,
p
reset(x)−−−−→α q ∈ ∆
〈p,d〉 reset(x)−−−−→α 〈q,d[x B 0]〉 ∈ ∆′,
p
push(γ)−−−−→α q ∈ ∆
〈p,d〉 push(γ)−−−−→α 〈q,d〉 ∈ ∆′,
p
pop(γ)−−−−→α q ∈ ∆
〈p,d〉 pop(γ)−−−−→α 〈q,d〉 ∈ ∆′,
p
nop−−→α q ∈ ∆
〈p,d〉 nop−−→α 〈q,d〉 ∈ ∆′,
next, we define transition rules that correspond to timed transitions of A
d ⊢∗ d′
〈p,d〉 nop−−→ϵ 〈p,d′〉 ∈ ∆′.
(We also write 〈p,d〉 time−−−→ϵ 〈p,d′〉 if d ⊢∗ d′ instead of 〈p,d〉
nop−−→ϵ 〈p,d′〉.)
To relate the pushdown timed automaton A and the pushdown digital automaton
D(A), we define the following relation on their configurations:
〈q, ν, w〉 ∼ 〈(q,d), w〉 def⇐⇒ ν |= d.
As we have shown the similar relation between a timed automaton and the digital
automaton forms a bisimulation, we can show the above relation ∼ forms a bisimulation
between A and D(A) and the following holds.
Lemma 3.2. The pushdown digital automaton D(A) can the pushdown timed automaton
A based on the relation ∼.
〈p, ν, w〉 τ−→α 〈q, ν ′, w′〉∼
〈(p,d), w〉
=⇒
〈p, ν, w〉 τ−→α 〈q, ν ′, w′〉∼ ∼
〈(p,d), w〉 τ−→α ∃〈(q,d′), w′〉.
〈p, ν, w〉 δ⇝ 〈p, ν ′, w〉∼
〈(p,d), w〉
=⇒
〈p, ν, w〉 δ⇝ 〈p, ν ′, w〉∼ ∼
〈(p,d), w〉 time−−−→ϵ ∃〈(p,d′), w〉.
Lemma 3.3. The pushdown timed automaton A can forwardly simulate the pushdown
digital automaton D(A) based on the relation ∼.
〈p, ν, w〉∼
〈(p,d), w〉 τ−→α 〈(q,d′), w′〉
=⇒
〈p, ν, w〉 τ−→α ∃〈q, ν ′, w′〉∼ ∼
〈(p,d), w〉 τ−→α 〈(q,d′), w′〉
〈p, ν, w〉∼
〈(p,d), w〉 time−−−→α 〈(p,d′), w〉
=⇒
〈p, ν, w〉 δ⇝ ∃〈p, ν ′, w〉∼ ∼
〈(p,d), w〉 time−−−→α 〈(p,d′), w〉
These two lemmas lead to the following theorem.
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Theorem 3.3. Let A be a pushdown timed automaton and D(A) be the corresponding
pushdown digital automaton. The following location reachability of the timed automaton
A and the digital automaton DA are equivalent:
〈qinit,0, ϵ〉 ⇒∗ 〈q, ∃ν, ∃w〉 ⇐⇒ 〈qinit,D(0), ϵ〉 →∗ 〈(q, ∃d), ∃w〉.
This theorem and the decidability of the location reachability problem of pushdown
automata imply the decidability of the location reachability problem of timed pushdown
automata.
Corollary 3.1. The location reachability problem 〈qinit,0, ϵ〉 ⇒∗ 〈q, ∃ν, ∃w〉 of pushdown
timed automata is EXPTime-complete.
Proof. First, we show the problem is in EXPTime. For a given pushdown timed automa-
ton A, the size of the corresponding pushdown digital automaton is exponential in the
size of A. Since we can solve the location reachability problem of pushdown automata in
polynomial time, the corresponding location reachability problem of the pushdown digital
automaton can be solved in exponential time with respect to the size of A.
Next, to show the problem is EXPTime-hard, we use the followingEXPTime-complete
problem [HLMS12]:
Let P be a pushdown automaton and M1,M2, . . . ,Mk be k finite automata.
The language emptiness problem L(P ) ∩ ⋂ki=1 L(Mi) =? ∅ is EXPTime-
complete for the size of P and Mi.
We also use the following PSPACE-complete problem [Koz77]:
Let M1,M2, . . . ,Mk be k finite automata. The language emptiness problem of⋂k
i=1 L(Mi) =? ∅ is PSPACE-complete for the size of Mi.
As we have seen in the proof of Theorem 2.1 of Chapter 1, we can construct a timed
automaton B in polynomial time for the size of the automata Mi such that
⋂k
i=1 L(Mi) =
∅ ⇐⇒ L(B) = ∅.
Here we assume the alphabet of B is Σ and k = 3 to explain our construction. The
following holds from the construction of Theorem 2.1:
σ1 s1 ♯ t1 ♯
′ u1 σ2 s2 ♯ t2 ♯′ u2 · · · σn sn ♯ tn ♯′ un ∈ Untime(L(B))
⇐⇒ σ1σ2 . . . σn ∈
⋂k
i=1 L(Mi)
We can construct a pushdown timed automaton C in polynomial time with respect to
the size of P such that
• If σ1σ2 . . . σn ∈ L(P ), then there is a timed word τ ∈ L(C) such that
Untime(τ) = σ1 s1 ♯ t1 ♯
′ u1 σ2 s2 ♯ t2 ♯′ u2 · · · σn sn ♯ tn ♯′ un.
• L(C) = Untime−1(Untime(L(C))) ∩TW(Σ).
From the construction, L(P ) ∩⋂ki=1 L(Mi) = ∅ ⇐⇒ L(C) ∩ L(B) = ∅ holds.
Finally, we can construct a pushdown timed automaton D by product construction for
B and C in polynomial time for the size of B and C where L(D) = L(B) ∩ L(C).
We also have the EXPTIME-completeness of the emptiness problem of pushdown timed
automata.
Corollary 3.2. The emptiness problem of PTA, which decides whether or not L(A) = ∅
for a given PTA, is EXPTIME-complete.
46
Proof. First, we show that the emptiness problem of PTA is in EXPTIME. Let A =
(Q, qinit, F,Σ,Γ,X ,∆) be a PTA. We can construct the following PTA B in linear time
with respect to the size of A:
B = (Q ∪ {qgoal} , qinit, F,Σ,Γ,X ,∆′),
∆′ = ∆ ∪
{
qF
nop−−→ϵ qgoal : qF ∈ F
}
.
It is clear that L(A) ̸= ∅ holds for A iff 〈qinit,0〉 ⇒∗ 〈qgoal, ∃ν〉 holds on B. Since the
location reachability problem of PTA is in EXPTIME, the emptiness problem of PTA is
also in EXPTIME.
Next, we show that the emptiness problem of PTA is EXPTIME-hard. For a query
〈qinit,0〉 ⇒∗ 〈qgoal, ∃ν〉 of the location reachability problem, we can construct the following
PTA B in linear time with respect to the size of A:
B = (Q, qinit, {qgoal} ,Σ,Γ,X ,∆).
It is clear that 〈qinit,0〉 ⇒∗ 〈qgoal, ∃ν〉 holds iff L(B) ̸= ∅. Since the location reachability
problem of PTA is EXPTIME-hard, the emptiness problem of PTA is EXPTIME-hard.
3.4 Hierarchy Theorem of Pushdown Timed Automata
In the present section, we show the intuitive property for pushdown timed automata that
pushdown timed automata with (n+ 1)-clocks are more expressive than pushdown timed
automata with n-clocks.
To state formally this, we write PTAn for the language class of pushdown timed
automata with n-clocks. Furthermore, we use the following timed language Ln:
Ln ≜
{






i − ti = i
}
.
On the basis of these notions, our result is the following (Theorem 3.4):
∀n ≥ 1, Ln+1 ∈ PTAn+1 ∧ Ln+1 /∈ PTAn.
Since PTAn ⊆ PTAn+1 is clear, this result shows that the strict expressiveness hier-
archy PTA0 ⊊ PTA1 ⊊ PTA2 ⊊ · · · ⊊ PTAi ⊊ · · · .
3.4.1 Preliminaries for Theorem 3.4
We need some notions and propositions to show this theorem.
Only in the present section, we use the following notation temporarily
• P ≜ N \ {0} denotes the set of positive natural numbers.
• c⇒ c′ denotes either a discrete or timed transition.
• c =⇒
r
∗ c′ denotes a sequence of transitions ⇒ where r ∈ R≥0 is the elapsed time
between c and c′.
• For a transition τ−→α , if the action label τ is not important, then we omit it and write
simply −→α .
Definition 3.1 (Indistinguishable configurations). Let A be a PTA and 〈p1, ν1, w1〉 and
〈p2, ν2, w2〉 be configurations of A. These two configurations cannot be distinguished if
〈p1, ν1, w1〉 ∼= 〈p2, ν2, w2〉 where ∼= is defined as follows:
p1 = p2, D(ν1) = D(ν2), w1 = w2.
■
47
Proposition 3.1. Let 〈q, ν, w〉 be a configuration where there are no clocks x such that
frac(ν(x)) = 0.0. There exists a real number 0 < δ < 1 such that 〈q, ν, w〉 ∼= 〈q, ν + δ, w〉.




there is no clock x such that frac(ν(x)) = 0.0 and
ν ′ < ν + (1.0−max fract(ν)).
where
max fract(ν) ≜ max {frac(ν(x)) : x ∈ X} .
From the assumption, there exists δ such that ν <2 ν + δ. Since there exists a digital
valuation d such that ν |= d and ν + δ |= d, we have 〈q, ν, w〉 ∼= 〈q, ν + δ, w〉.









Proof. Let c1 = 〈p1, ν1, w1〉 and c2 = 〈p2, ν2, w2〉. We have the following diagram for some
digital valuations d and d′:
ν1 ≤ ν1 + δ|= |=
d ⊢∗ d′.
Since ν1 |= d and ν2 |= d′, Proposition 2.10 of Chapter 2 implies there is δ′ ∈ R≥0 that
satisfies the following and it concludes the proof:
ν2 ≤ ν2 + δ′|= |=
d ⊢∗ d′.
The same property also holds for discrete transitions.









These two propositions lead to the following lemma.
Lemma 3.4. Let A be a PTA of which the set of accepting locations is F , and c1, c2 be
indistinguishable configurations of A.
If c1 ⇒∗ 〈qF , , 〉 where qF ∈ F , then also c2 ⇒∗ 〈qF , , 〉.
Remark: hereafter if a component is irrelevant to a discussion, we omit the component
and simply write as 〈qF , , 〉.
We need the following technical proposition.
Proposition 3.4. We assume the following part of a computation of a PTA:
〈q1, ν1, 〉 δ1⇝−→α1
δ2⇝−→α2









Proof. We proceed by induction on n. First, as the base case of the induction, we consider
the following one:
〈q1, ν1, 〉 δ1⇝ 〈q2, ν2, 〉.
For this case, ν1(x) = ν2(x)− δ1 holds trivially.
Next, as the induction step, we consider the following one:
〈q1, ν1, 〉 δ1⇝−→α1
δ2⇝ · · · δn−1⇝ 〈p, ν, 〉 −−→αn 〈p′, ν ′, 〉
δn⇝ 〈q2, ν2, 〉.
Since we cannot reset x on the transition −−→αn ,
∑n−1
i=1 δi < ν(x). Indeed, if we reset, then
ν2(x) = δn and it contradicts to
∑n
i=1 δi < ν2(x). Therefore, by the induction hypothesis,
we have ν1(x) = ν(x) −
n−1∑
i=1
δi. It suffices to show ν(x) = ν2(x) − δn and it is verified by
the following:




2. Among 〈p, ν, 〉 −−→αn 〈p′, ν ′, 〉, we cannot reset x and thus ν(x) = ν ′(x). Indeed, if
ν ′(x) = 0.0, it contradicts to ν ′(x) > 0.
We will use the following special case of Proposition 3.4.
Proposition 3.5. We assume the following part of a computation of a PTA:
〈q1, ν1, 〉 δ1⇝−→α1
δ2⇝−→α2

















1 − t1 = 1
}
.
We prove that the language L1 cannot be recognized by any 0-clock pushdown timed
automaton. To this end, we assume a 0-clock PTA A0 where L(A0) = L1 and a computa-
tion pi of A0 such that
pi = 〈qinit, ν, ϵ〉 ⇒∗−→a1 〈qa1 , νa1 , 〉 ⇒∗−→b1 〈qb1 , νb1 , 〉 ⇒∗ 〈qF , νF , 〉
and tw(pi) = (a1, t1)(b1, t
′
1) ∈ L1.
Claim: When A0 reads b1, there is a clock whose value is in P.
We decompose pi as follows:
pi = 〈qinit, ν, ϵ〉 ⇒∗ δ⇝ 〈q′′b1 , ν ′′b1 , 〉 −→ϵ
0.0⇝−→ϵ
0.0⇝−→ϵ · · ·
0.0⇝ 〈q′b1 , ν ′b1 , 〉 −→b1 〈qb1 , νb1 , 〉 ⇒∗ 〈qF , νF , 〉
where δ > 0.0. Our claim is rewritten as there is a clock x such that ν ′′b1(x) ∈ P. We show
it by contradiction; assume there are no clocks x such that ν ′′b1(x) ∈ P.
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• Since δ > 0.0, we have ν ′′b1(x) ̸= 0. This and the assumption imply that there are no
clocks x such that ν ′′b1(x) ∈ N. Thus, Proposition 3.1 implies that there is a positive
real 0 < δ′ < 1 such that
〈qinit, ν, ϵ〉 ⇒∗δ+δ
′
⇝ 〈q′′b1 , ν ′′b1 + δ′, 〉
where 〈q′′b1 , ν ′′b1 , 〉 ∼= 〈q′′b1 , ν ′′b1 + δ′, 〉.
• Since 〈q′′b1 , ν ′′b1 , 〉 ∼= 〈q′′b1 , ν ′′b1 + δ′, 〉, there is a computation
pi′ = 〈qinit,0, ϵ〉 ⇒∗ 〈q′′b1 , ν ′′b1 + δ′, 〉 −→ϵ
0.0⇝−→ϵ
0.0⇝−→ϵ · · ·
0.0⇝−→b1 c⇒∗ 〈qF , ν ′F , 〉.
Therefore, tw(pi′) = (a1, t1)(b1, t′1 + δ′) ∈ L(A1).
• However, since t′1 − t1 = 1 and 0 < δ′ < 1, tw(pi′) /∈ L1.
The above argument states that, to recognize the language L1, we need clocks at least
one. Since there are no clocks on A0, L(A0) ̸= L1 and thus L1 /∈ PTA0. More formally,
we can show the following based on the above argument:
If (a1, t1)(b1, t
′
1) ∈ L(A0) and t′1 − t1 = 1,
then (a1, u1)(b1, u
′
1) ∈ L(A0) with 1 < u′1 − u1 < 2.
3.4.3 2-clock language
On the basis of the previous argument, we show that L2 ∈ PTA2 but L2 /∈ PTA1 where
L2 is defined as follows
L2 =
{






1 − t1 = 1, t′2 − t2 = 2
}
.
It is clear that a 2-clock PTA can recognizes the timed language L2.
To prove L2 /∈ PTA1, we consider the following proposition.
Proposition 3.6. If a 1-clock PTA A1 accepts a timed word of L2





that satisfies 0 < t′2 − t′1 < 1, then there is another timed word





with 1 < u′1 − u1 < 2.
This immediately leads to L2 /∈ PTA1 because there is a timed word that satisfies the
assumption of this proposition; for example (a2, 0.0)(a1, 0.4)(b1, 1.4)(b2, 2.0).
Proof. We assume the following computation:
pi =
〈qinit, ν, ϵ〉 ⇒∗−→a2 〈qa2 , νa2 , 〉 ⇒∗−→a1
〈qa1 , νa1 , 〉 ⇒∗−→b1 〈qb1 , νb1 , 〉 ⇒∗−→b2 〈qb2 , νb2 , 〉 ⇒∗ 〈qF , νF , 〉




2) ∈ L2 with
0 < t′2 − t′1 < 1.
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Claim: When A1 reads b1, there is a clock whose fractional part is t
′
2 − t′1.
We decompose pi as follows:
〈qinit, ν, ϵ〉 ⇒∗ 〈q′b1 , ν ′b1 , 〉 −→b1 〈qb1 , νb1 , 〉 =⇒θ
∗ 〈q′b2 , ν ′b2 , 〉 −→b2 〈qb2 , νb2 , 〉 ⇒∗ 〈qF , νF , 〉
where θ = t′2 − t′1.
We show frac(ν ′b1(y)) = 1.0− θ for some clock y. On the basis of the argument for the
1-clock language and Claim 1, there is a clock y such that ν ′b2(y) ∈ P. We have 0 < θ < 1
from the assumption for pi. Proposition 3.5 implies frac(νb1(y)) = 1 − θ and 1 − θ > 0
implies frac(νb′1(y)) = frac(νb1(y)).
Now we decompose pi as follows:
pi = 〈qinit, ν, ϵ〉 ⇒∗ δ⇝ 〈q′b1 , ν ′b1 , 〉 −→b1 〈qb1 , νb1 , 〉 ⇒∗ 〈qF , νF , 〉.
There are no clocks y such that ν ′b1(y) ∈ P because the 1-clock pushdown automaton has
only a single clock x and ν ′b1(x) /∈ P on the basis of the above argument. Therefore, by
the same argument for the 1-clock language L1, there is δ
′ and a computation pi′ such that
0 < δ′ < 1 and
pi′ = 〈qinit, ν, ϵ〉 ⇒∗δ+δ
′
⇝ 〈q′b1 , ν ′b1 + δ′, 〉 ⇒∗ 〈qF , , 〉.
Since tw(pi′) = (a2, t2)(a1, t1)(b1, t′1 + δ′)(b2, u2) and 0 < δ′ < 1, it finishes the proof.
3.4.4 n-clock language
We can easily generalize the above argument for any n-clock language with n > 2.
We use the following timed language:
Ln =
{






i − ti = i
}
.
It is clear that an n-clock PTA can recognizes the timed language Ln. On the basis of the
above argument, we show the following.
Proposition 3.7. Let m be a natural number with m < n, and Am be an m-clock
pushdown timed automaton. If Am accepts a timed word of Ln





that satisfies the following
• ∀1 ≤ i < n. 0 < t′i − t′n < 1 and
• ∀1 ≤ i, j ≤ n. i ̸= j =⇒ t′i − t′n ̸= t′j − t′n,
then there is another timed word





such that 1 < u′1 − u1 < 2.
Proof. We assume an accepting computation pi that satisfies the assumption:






When Am reads bi (1 < i ≤ n), there is a clock whose fractional part is t′i − t′1.
We decompose pi as follows:
〈qinit, ν, ϵ〉 ⇒∗ 〈q′b1 , ν ′b1 , 〉 −→b1 〈qb1 , νb1 , 〉 ===⇒t′i−t′1
∗ 〈q′bi , ν ′bi , 〉 −→bi 〈qbi , νbi , 〉 ⇒∗ 〈qF , νF , 〉.
On the basis of the argument for the language L2, we can show that there is a clock
xi such that ν
′
bi
(xi) ∈ P. By Proposition 3.5, frac(νbn(xi)) = 1.0 − (t′i − t′1) > 0 (here we
use the assumption 0 < t′i − t′1 < 1) and therefore frac(ν ′bn(xi)) = 1.0− (t′i − t′1).
Let {y1, y2, . . . , ym} be clocks of the m-clocks pushdown timed automaton Am. We
decompose pi as follows:
〈qinit, ν, ϵ〉 ⇒∗ δ⇝ 〈q′b1 , ν ′b1 , 〉 −→b1 〈qb1 , νb1 , 〉 ⇒∗ 〈qF , νF , 〉.
The above argument requires 0 < ν ′b1(yi) < 1 (thus ν
′
b1
(yi) /∈ P) for 1 ≤ i ≤ m. Therefore,
by the same argument for the languages L1 and L2, there is δ
′ and a computation pi′ such
that 0 < δ′ < 1 and
pi′ = 〈qinit, ν, ϵ〉 ⇒∗δ+δ
′
⇝ 〈q′b1 , ν ′b1 + δ′, 〉 ⇒∗ 〈qF , , 〉.
Since tw(pi′) = (an, tn)(an−1, tn−1) . . . (a1, t1)(b1, t′1 + δ′) . . . (bn−1, un−1)(bn, un) and 0 <
δ′ < 1, it finishes the proof.
This proposition immediately implies that Ln cannot be recognized by any m-clock
PTA with m < n.
Theorem 3.4. For any positive natural number n, Ln ∈ PTAn but Ln /∈ PTAn−1.
Proof. We show that there is a timed word that satisfies the assumption of Proposition 3.7.
It suffices to take the following timed word:











By Proposition 3.7, Am accepts a timed word (an, )(an−1, ) . . . (a1, u)(b1, u′) . . . (bn−1, )(bn, )
where 1 < u′ − u < 2. Since this word does not belong to Ln, L(Am) ̸= Ln holds.
This theorem and the trivial property PTAn ⊆ PTAn+1 lead to the expressiveness
hierarchy of pushdown timed automata.
Corollary 3.3.
PTA0 ⊊ PTA1 ⊊ PTA2 ⊊ · · · ⊊ PTAn ⊊ · · ·
Our proof does not depend on the existence of the stack, we can also show the same
result for timed automata.
Corollary 3.4 ([PS12, HKW95]). Let TAi be the language class of timed automata with
i-clocks.
TA0 ⊊ TA1 ⊊ TA2 ⊊ · · · ⊊ TAn ⊊ · · ·
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The same result was already known in the theory of timed automata [PS12, HKW95].
However, there is a little difference between their result and ours because they do not allow
ϵ-transitions in their formulation of timed automata. Timed automata with ϵ-transitions
are more expressive than timed automata without ϵ-transitions [BPDG98, BHR09].
3.5 Dense-Timed Pushdown Automata
We review the model of computation called dense-timed pushdown automata [AAS12a,
CL15a]. Abdulla, Atig, and Stenman introduced dense-timed pushdown automata (DT-
PDA) by extending (updatable) timed automata with a timed stack. Formally, a dense-
timed pushdown automaton A is a 7-tuple A = (Q, qinit, F,Σ,Γ,X ,∆) where
• Q is a finite set of control locations, qinit ∈ Q is the initial location, F ⊆ Q is a set
of accepting locations;
• Σ is a finite input alphabet; Γ is a finite stack alphabet;
• X is a finite set of clocks;
• ∆ ⊆ Q× Σϵ ×ActDTPDA ×Q is a finite set of transition rules.
– To denote a transition rule 〈p, α, τ, q〉 ∈ ∆, we write p τ−→α q.
ActDTPDA is the set of actions of dense-timed pushdown automata defined by the following
grammar:
ActDTPDA ::= x ∈? I | x← I | push(γ, I) | pop(γ, I) | nop.
A configuration of DTPDA 〈q, ν, ξ〉 is a triple of a location q, valuation ν : X → R≥0,
and timed stack ξ ∈ (Γ × R≥0)∗. Since a configuration of PTA is a triple of a location
q, valuation ν, and (untimed) stack w ∈ Γ∗, the timed stack is peculiar to DTPDA. The
operational semantics of the DTPDA A is defined as an infinite labeled transition system
TA = (Q × (X → R≥0) × (Γ × R≥0)∗,→,⇝) where the set of discrete transitions → is
defined as follows:
p
x∈?I−−−→α q ∈ ∆ ν |= x ∈ I
〈p, ν, ξ〉 x∈?I−−−→α 〈q, ν, ξ〉,
p
x←I−−−→α q ∈ ∆ r ∈ I
〈p, ν, ξ〉 x←I−−−→α 〈q, ν[x B r], ξ〉,
p
push(γ,I)−−−−−→α q ∈ ∆ r ∈ I
〈p, ν, ξ〉 push(γ,I)−−−−−→α 〈q, ν, ξ〈γ, r〉〉,
p
pop(γ,I)−−−−−→α q ∈ ∆ r ∈ I
〈p, ν, ξ〈γ, r〉〉 pop(γ,I)−−−−−→α 〈q, ν, ξ〉,
p
nop−−→α q ∈ ∆
〈p, ν, ξ〉 nop−−→α 〈q, ν, ξ〉,
and the set of timed transitions ⇝ is defined as follows:
δ ∈ R≥0
〈p, ν, ξ〉 δ⇝ 〈p, ν + δ, ξ + δ〉
where ξ + δ is defined as follows:
〈γ1, r1〉〈γ2, r2〉 . . . 〈γn, rn〉+ δ ≜ 〈γ1, r1 + δ〉〈γ2, r2 + δ〉 . . . 〈γn, rn + δ〉.
It should be noted that timed transitions modify all the values of a stack.
We define the language of the DTPDA A in the same way as PTA:
L(A) ≜
{
tw(pi) : pi = 〈qinit,0, ϵ〉 δ1⇝ τ1−→α1 · · ·




Normalizing DTPDA. As we translated an updatable timed automaton to a timed
automaton while preserving its language, we can also translate a DTPDA to a DTPDA
without update operations while preserving its language.
Lemma 3.5. Let A be a DTPDA. There is a DTPDA B such that L(A) = L(B) and
I = [0 : 0] if p
x←I−−−→α q ∈ ∆B where ∆B is the finite set of transition rules of B.
Proof. This proposition is shown in the same way as Theorem 2.5 of Chapter 1 that
removes updatable operations from updatable timed automata.
Location Reachability Problem of DTPDA. We consider the location reachability
problem of DTPDA. For a given location q, the location reachability problem 〈qinit,0, ϵ〉 ⇒∗?
〈q, ∃ν, ∃ξ〉 decides whether or not we can reach a configuration 〈q, ν, w〉 with some valuation
ν and timed stack ξ from the initial configuration 〈qinit,0, ϵ〉. Abdulla et al. showed that
the location reachability problem of DTPDA is EXPTime-complete [AAS12a].
In comparison with pushdown timed automata, the decidability proof of the location
reachability problem of DTPDA is difficult due to the presence of timed stack. For ex-
ample, let us suppose to apply the region abstraction technique to DTPDA and obtained
the corresponding pushdown automata. We cannot naively reflect timed transitions in the
obtained pushdown automata because we only modify the stack top element on ordinary
pushdown automata. Since there are many other reasons why the classical region abstrac-
tion technique does not work well in DTPDA, in the next section, we will see another
decidability proof of the location reachability problem of DTPDA based on the untiming
theorem shown by Clemente and Lasota [CL15a]. In Chapter 5, we will show the de-
cidability of the location reachability problem of DTPDA through the region abstraction
technique.
3.6 Timed Pushdown Automata and Untiming Theorem
We define a model of computation called timed pushdown automata to accurately state
the result of Clemente and Lasota in their paper [CL15a]. A timed pushdown automaton
(TPDA) A is a 7-tuple A = (Q, qinit, F,Σ,Γ,X ,∆) where the finite set of transition rules
∆ only differs from that of DTPDA:
• ∆ ⊆ Q× Σϵ ×ActTPDA ×Q is a finite set of transition rules.
To define the set of action of TPDA ActTPDA, we introduce some notation. For a clock
set X, we define a constraint formula ϕ generated from atomic propositions x ∈? I and
x− y ∈? I:
ϕ ::= x ∈? I | x− y ∈? I | ϕ ∧ ϕ
where x, y ∈ X. We write Φ(X) to denote the set of constraint formulae on the clock set
X. For a valuation ν : X → R≥0 and constraint formula ϕ ∈ Φ(X), we define ν |= ϕ
inductively: ν |= ϕ1 ∧ ϕ2 if ν |= ϕ1 and ν |= ϕ2.
ActTPDA is the set of actions of pushdown timed automata defined by the following
grammar:
ActTPDA ::= check(ϕ) | reset(x) | push(γ, I) | pop(γ, ψ) | nop
where ϕ ∈ Φ(X ) and ψ ∈ Φ(X ∪ {z}).
A configuration of TPDA 〈q, ν, ξ〉 is a triple of a location q, valuation ν : X → R≥0,
and timed stack ξ ∈ (Γ × ({z} → R≥0))∗. The set of configurations Q × (X → R≥0) ×
(Γ × ({z} → R≥0))∗ is isomorphic to that of DTPDA; therefore, to denote a config-
uration 〈q, ν, 〈γ1, {z 7→ r1}〉 . . . 〈γn, {z 7→ rn}〉〉, we simply write 〈q, ν, 〈γ1, r1〉 . . . 〈γn, rn〉〉.
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Clemente and Lasota considered that a timed stack 〈γ1, {z 7→ r1}〉 . . . 〈γn, {z 7→ rn}〉 is
a sequence of pairs of stack symbol γi and local clock called z. The formulation of
TPDA does not allow update operations but allows diagonal constraints. The oper-
ational semantics of the TPDA A is defined as an infinite labeled transition system
TA = (Q × (X → R≥0) × (Γ × R≥0)∗,→,⇝) where the set of discrete transitions →
is defined as follows:
p
check(ϕ)−−−−−→α q ∈ ∆ ν |= ϕ
〈p, ν, ξ〉 check(ϕ)−−−−−→α 〈q, ν, ξ〉,
p
reset(x)−−−−→α q ∈ ∆
〈p, ν, ξ〉 reset(x)−−−−→α 〈q, ν[x B 0], ξ〉,
p
nop−−→α q ∈ ∆
〈p, ν, ξ〉 nop−−→α 〈q, ν, ξ〉,
p
push(γ,I)−−−−−→α q ∈ ∆ r ∈ I
〈p, ν, ξ〉 push(γ,I)−−−−−→α 〈q, ν, ξ〈γ, r〉〉,
p
pop(γ,ψ)−−−−−→α q ∈ ∆ ν ∪ {z 7→ r} |= ψ
〈p, ν, ξ〈γ, r〉〉 pop(γ,ψ)−−−−−→α 〈q, ν, ξ〉,
and the set of timed transitions ⇝ is defined as the same as DTPDA. We can also define
the language L(A) of a TPDA A as the same as DTPDA.
Clemente and Lasota showed the following normalization lemma [CL15a, CL15b].
Lemma 3.6. Let A be a TPDA. There is a TPDA B such that L(A) = L(B) and
I = [0 : 0] for p
push(γ,I)−−−−−→α q ∈ ∆B where ∆B is the set of transition rules of the TPDA B.
This lemma enables the following important properties of normalized TPDA.
Proposition 3.8. Let 〈q, ν, 〈γ1, r1〉〈γ2, r2〉 . . . 〈γn, rn〉〉 be a reachable configuration on a
normalized TPDA:
〈qinit, ν, ϵ〉 ⇒∗ 〈q, ν, 〈γ1, r1〉〈γ2, r2〉 . . . 〈γn, rn〉〉.
For each i ∈ {1, 2, . . . , n− 1}, ri+1 ≥ ri.
On the basis of this proposition, Clemente and Lasota showed the untiming theorem
of TPDA. It means we can remove all the local clocks in the timed stack of a TPDA while
preserving its language.
Theorem 3.5 ([CL15a]). Let A be a TPDA. There is a PTA B such that
• L(A) = L(B).
• The number of states and stack symbols of B is exponential in the size of A.
• The number of clocks of B is linear in the size of A.
Since the emptiness problem and location reachability problem of PTA is decidable,
this theorem leads to the decidability of the emptiness problem and location reachability
problem of TPDA.
Corollary 3.5. The emptiness problem and the location reachability problem of TPDA
are EXPTIME-complete.
Proof. As with Corollary 3.2, since we can reduce the emptiness problem to location
reachability problem in linear time and vice versa, it suffices to show the EXPTIME-
completeness of the emptiness problem.
The EXPTIME-hardness of the emptiness problem of TPDA is immediately shown by
Corollary 3.2 because any PTA is also TPDA.
We show the emptiness problem of TPDA is in EXPTIME. Let A be a TPDA and B
be the corresponding PTA obtained by applying the above untiming theorem. On PTA,
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by the proof of Corollary 3.1, the emptiness problem can be solved in time linear in the
number of states and stack symbols and exponential in the number of clocks. Therefore,
the emptiness problem of B is solved in exponential time with respect to the size of A.
We also have the following result.
Corollary 3.6. PTA and DTPDA are equally expressive.
Proof. It is clear that the language class of DTPDA subsumes that of PTA: PTA ⊆
DTPDA. Now we assume a DTPDA A and construct a PTA such that L(A) = L(B).
By Lemma 3.5, we can normalize A into a DTPDA A′ and then, A′ can be seen as a
TPDA. Therefore, there is a PTA corresponding to A′ and we have L(A) = L(B). This
means that PTA ⊇ DTPDA.
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Chapter 4
Timed Pushdown Automata with
Multiple Local Clocks
We extend TPDA by the following features:
• Multiple local clocks; therefore, a configuration of MTPDA is of the form 〈q, ν, 〈γ1, µ1〉
. . . 〈γn, µn〉〉 where µi : Z → R≥0 is a clock valuation on the local clocks Z (Z is
a finite set of local clocks). On the other hand, a configuration of TPDA is of the
form 〈q, ν, 〈γ1, r1〉 . . . 〈γn, rn〉〉 where ri ∈ R≥0.
• Resetting and checking local clocks by actions reset(z), z ∈? I and z − x ∈? I where
z is a local clock. On DTPDA of Abdulla et al. and TPDA of Clemente and Lasota,
such actions are not allowed.
We show the untiming theorem of MTPDA that removes local clocks from a given
MTPDA. Alternatively, for a given MTPDA A, we can construct a PTA B such that
L(A) = L(B). These results will be shown as Theorem 4.3 and Corollary 4.1.
This chapter is based on the paper [Uez18].
Some Notation on Intervals In the present chapter, we consider intervals generated
by integers as follows:
(a : b) ≜ {r ∈ R : a < r < b} , (a : b] ≜ {r ∈ R : a < r ≤ b} ,
[a : b) ≜ {r ∈ R : a ≤ r < b} , [a : b] ≜ {r ∈ R : a ≤ r ≤ b} ,
(a : ω) ≜ {r ∈ R : a < r} , [a : ω) ≜ {r ∈ R : a ≤ r} ,
(−ω : a) ≜ {r ∈ R : r < a} , (−ω : a] ≜ {r ∈ R : r ≤ a}
where a, b ∈ Z.
It is clear that, for any interval I, there exists the unique interval J such that a ∈
I ⇐⇒ −a ∈ J . For an interval I, we write −I to denote the unique interval that satisfies
a ∈ I ⇐⇒ −a ∈ −I.
Let I and J be intervals. We write I ⊏ J if a < b for any a ∈ I and b ∈ J . For
example, (−ω : 2) ⊏ [2 : 3] but (−ω : 2] ̸⊏ [2 : 3]. We write I ⊑ J to denote I = J or
I ⊏ J .









For any non-empty interval I, I↓ and I↑ are intervals since the following holds for these
operators:
(−ω : )↓ = (−ω : ]↓ = ∅, ( : ω)↑ = [ : ω)↑ = ∅,
[a : ]↓ = [a : )↓ = (−ω : a), [ : a]↑ = ( : a]↑ = (a : ω),
(a : ]↓ = (a : )↓ = (−ω : a], [ : a)↑ = ( : a)↑ = [a : ω).
We also use the following simple properties on intervals.
Proposition 4.1.
• Let I be an interval and r1 ≤ r2 ≤ r3 be real numbers. If r1 ∈ I and r3 ∈ I, then
r2 ∈ I.
• Let I be a non-empty interval. For any real number r ∈ R, one of the following
holds:
r ∈ I↓ or r ∈ I or r ∈ I↑.
• For a non-empty interval I, we have I↓ ⊏ I ⊏ I↑.
4.1 Formalization of Timed Pushdown Automata with
Multiple Local Clocks
We define timed pushdown automata with multiple local clocks (MTPDA).
An MTPDA A is a 8-tuple A = (Q, qinit, F,Σ,Γ,X ,Z,∆) where
• Q is a finite set of locations, qinit ∈ Q is the initial location, F ⊆ Q is a set of
accepting locations;
• Σ is a finite input alphabet, Γ is a finite stack alphabet;
• X is a finite set of global clocks, Z is a finite set of local clocks;
– X and Z are disjoint, i.e., X ∩ Z = ∅.
• ∆ ⊆ Q×Σϵ×ActMTPDA×Q is a finite set of transition rules. To denote a transition
rule 〈p, α, τ, q〉 ∈ ∆, we write p τ−→α q.
– ActMTPDA is the set of actions of MTPDA and it is defined by the following
grammar:
τ ∈ ActMTPDA ::= push(γ) | pop(γ) | nop | reset(c)
| c ∈? I | c− c′ ∈? I
where γ ∈ Γ, c, c′ ∈ X ∪ Z, and I is an interval.
We call an MTPDA A K-TPDA if A has K-local clocks {z1, z2, . . . , zK}. Let A =
(Q, qinit, F,Σ,Γ,X ,Z,∆) be a K-TPDA. A configuration of A, 〈q, ν, w〉, is a triple of a
location q ∈ Q, valuation ν : X → R≥0, and timed stack w ∈ (Γ× (Z → R≥0))∗. We call
a stack element 〈γ, µ〉 stack frame. The initial configuration of A, 〈qinit,0, ϵ〉, is the triple
of the initial location, 0-valued valuation, and empty stack.
We define the operational semantics of the K-TPDA A as an infinite labeled transition
system TA = (Q × (X → R≥0) × (Γ × (Z → R≥0))∗,→,⇝). First, we define the set of
(discrete) transitions → as follows:
p
push(γ)−−−−→α q ∈ ∆
〈p, ν, w〉 push(γ)−−−−→α 〈q, ν, w 〈γ,0〉〉,
p
pop(γ)−−−−→α q ∈ ∆
〈p, ν, w 〈γ, µ〉〉 pop(γ)−−−−→α 〈q, ν, w〉,
p
nop−−→α q ∈ ∆
〈p, ν, w〉 nop−−→α 〈q, ν, w〉,
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p
reset(x)−−−−→α q ∈ ∆ x ∈ X
〈p, ν, w〉 reset(x)−−−−→α 〈q, ν[x B 0], w〉,
p
reset(z)−−−−→α q ∈ ∆ z ∈ Z
〈p, ν, w〈γ, µ〉〉 reset(z)−−−−→α 〈q, ν, w〈γ, µ[z B 0]〉〉,
p
x∈?I−−−→α q ∈ ∆ x ∈ X ν |= x ∈ I
〈p, ν, w〉 x∈?I−−−→α 〈q, ν, w〉,
p
z∈?I−−−→α q ∈ ∆ z ∈ Z µ |= z ∈ I
〈p, ν, w〈γ, µ〉〉 x∈?I−−−→α 〈q, ν, w〈γ, µ〉〉,
p
c1−c2∈?I−−−−−−→α q ∈ ∆ {c1, c2} ⊆ X ν |= c1 − c2 ∈ I
〈p, ν, w〉 c1−c2∈?I−−−−−−→α 〈q, ν, w〉,
p
c1−c2∈?I−−−−−−→α q ∈ ∆ {c1, c2} ̸⊆ X ν ∪ µ |= c1 − c2 ∈ I
〈p, ν, w 〈γ, µ〉〉 c1−c2∈?I−−−−−−→α 〈q, ν, w 〈γ, µ〉〉.
Next, we define the set of (timed) transitions ⇝ as follows:
δ ∈ R≥0
〈p, ν, w〉 δ⇝ 〈p, ν + δ, w + δ〉
where (〈γ1, µ1〉〈γ2, µ2〉 . . . 〈γn, µn〉) + δ is defined as follows:
(〈γ1, µ1〉〈γ2, µ2〉 . . . 〈γn, µn〉) + δ ≜ 〈γ1, µ1 + δ〉〈γ2, µ2 + δ〉 . . . 〈γn, µn + δ〉.
As with timed automata and timed pushdown automata, we define the language of the
K-TPDA A as follows:
L(A) ≜
{
tw(pi) : pi = 〈qinit,0, ϵ〉 δ1⇝ τ1−→α1 · · ·
δn⇝ τn−−→αn 〈qF , ν, w〉, qF ∈ F
}
.
We also define the set of timed words, Lϵ(A), that is accepted by a configuration whose
location is an accepting location and stack is empty as follows:
Lϵ(A) ≜
{
tw(pi) : pi = 〈qinit,0, ϵ〉 δ1⇝ τ1−→α1 · · ·
δn⇝ τn−−→αn 〈qF , ν, ϵ〉, qF ∈ F
}
.
Proposition 4.2. Let A be an MTPDA. There is an MTPDA B such that L(A) = Lϵ(B).
Proof. Let A = (Q, qinit, F,Σ,Γ,X ,Z,∆). We construct the following MTPDA B:
B = (Q ∪ {qB} , qinit, {qB} ,Σ,Γ,X ,Z,∆′)
where qB is a fresh location and ∆
′ is defined as follows:
∆′ = ∆ ∪
{
qF





pop(γ)−−−−→ϵ qB : γ ∈ Γ
}
.
By this construction, if there is a computation of A 〈qinit,0, ϵ〉 δ1⇝ τ1−→α1 · · ·
δn⇝ τn−−→αn 〈qF , ν, w〉
where qF ∈ F , then we also have the following computation of B:
〈qinit,0, ϵ〉 δ1⇝ τ1−→α1 · · ·
δn⇝ τn−−→αn 〈qF , ν, w〉
δ′0⇝ nop−−→ϵ 〈qB, ν ′, w〉
δ′1⇝ pop(γ1)−−−−→ϵ · · ·
δ′m⇝ pop(γm)−−−−−→ϵ 〈qB, ν ′′, ϵ〉.
This implies L(A) ⊆ Lϵ(B). A similar property also implies Lϵ(B) ⊆ L(A).
On the basis of this proposition, hereafter we mainly consider the timed language accepted
by accepting locations and the empty stack.
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4.1.1 Compared to Timed Pushdown Automata
We recall the set of actions ActPTA allowed on pushdown timed automata of Bouaj-
jani et al.:
ActPTA ::= x ∈? I | reset(x) | push(γ) | pop(γ) | nop.
Since all the kinds of transition rules on PTA are allowed on MTPDA, the language class of
MTPDA is greater than or equal to that of PTA. Furthermore, since the language classes
of dense-timed pushdown automata DTPDA and TPDA equal to the language class of
PTA PTA, we have the following.
Proposition 4.3.
PTA = DTPDA = TPDA ⊆MTPDA.
We have a question whether or not MTPDA is strictly larger than PTA. Our main
result of MTPDA, the untiming theorem of MTPDA (Theorem 4.3 and Corollary 4.1 of
Section 4.7), states PTA =MTPDA.
4.1.2 Extending MTPDA by Useful Transition Rules
We consider useful extra actions on MTPDA and show that adding these rules to MTPDA
does not enlarge the expressiveness of MTPDA.
c ̸∈? I: A new action c ̸∈? I that checks whether or not the clock c does not belong to
the interval I. The semantics of a transition rule p
c ̸∈?I−−−→α q is defined as follows:
c ∈ X ν ̸|= c ∈ I
〈p, ν, w〉 c̸∈?I−−−→α 〈q, ν, w〉,
c ∈ Z µ ̸|= c ∈ I
〈p, ν, w〈γ, µ〉〉 c ̸∈?I−−−→α 〈q, ν, w〈γ, µ〉〉.
τ1 # τ2: A new action τ1 # τ2 that performs two actions τ1 and τ2 sequentially at a single
transition without time-elapsings. The semantics of a transition rule p
τ1# τ2−−−→α q is
defined as follows:
〈p, ν, w〉 τ1−→α 〈p′, ν ′, w′〉 〈p′, ν ′, w′〉
τ2−→ϵ 〈p′′, ν ′′, w′′〉
〈p, ν, w〉 τ1# τ2−−−→α 〈p′′, ν ′′, w′′〉
We also use the more general forms such as p
τ1# τ2# ···# τn−−−−−−−−→α q.
check(γ): A new action check(γ) that checks whether or not a stack is not empty and its
top symbol is γ. The semantics of a transition rule p
check(γ)−−−−−→α q is defined as follows:
〈p, ν, w〈γ, µ〉〉 check(γ)−−−−−→α 〈q, ν, w〈γ, µ〉〉
check(ϵ): A new action check(γ) that checks whether or not a stack is empty. The
semantics of a transition rule p
check(ϵ)−−−−−→α q is defined as follows:
〈p, ν, ϵ〉 check(ϵ)−−−−−→α 〈q, ν, ϵ〉
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rew(γ): A new action rew(γ) that rewrites the stack top symbol to γ. The semantics of
a transition rule p
rew(γ)−−−−→α q is defined as follows:
〈p, ν, w〈γ′, µ〉〉 rew(γ)−−−−→α 〈q, ν, w〈γ, µ〉〉
Lemma 4.1. The above five types of transition rules c ̸∈? I, τ1 # τ2, check(γ), check(ϵ),
and rew(γ) do not enlarge the expressiveness of MTPDA.
Proof. First, we remove transition rules of the form p
c ̸∈?I−−−→α q. It is easily verified that, for
any interval I, there are intervals I1, I2, . . . , In such that R≥0 \ I =
⋃n
i=1 Ii; for example,
R≥0\(3 : 5] = [0 : 3]∪(5 : ω). Following this property, we can replace a transition p c ̸∈?I−−−→α q
by transitions p
c∈?Ii−−−→α q for each i = 1, . . . , n such that R≥0 \ I =
⋃n
i=1 Ii while preserving
its language.
Next, we remove transition rules of the form p
τ1# τ2−−−→α q. This can be removed in the
same way as Proposition 2.2.
Finally, we remove check(γ), check(ϵ), and rew(γ) simultaneously. Let A = (Q, qinit, F,
Σ,Γ,X ,Z,∆) be an MTPDA where ∆ may contains the above three types of actions. We
construct the following MTPDA B:
B = (QΓ⊥ , q⊥init, F
Γ⊥ ,Σ,Γ⊥,X ,Z,∆′)
where Γ⊥ = {⊥} ∪ Γ, QΓ⊥ = {qχ : q ∈ Q,χ ∈ Γ⊥}, and FΓ⊥ =
{
qχF : qF ∈ F, χ ∈ Γ⊥
}
.
We use a marked location q⊥ to denote that the stack of a configuration is empty and
qγ to denote the stack top symbol is γ. Formally, we define a correspondence relation ∼
between configurations of A and B as follows:
〈q, ν, ϵ〉 ∼ 〈q⊥, ν, ϵ〉,
〈q, ν, 〈γ, µ〉〉 ∼ 〈qγ , ν, 〈⊥, µ〉〉,
〈q, ν, 〈γ1, µ1〉〈γ2, µ2〉 . . . 〈γn, µn〉〈γn+1, µn+1〉〉 ∼ 〈qγn+1 , ν, 〈⊥, µ1〉〈γ1, µ2〉 . . . 〈γn−1, µn〉〈γn, µn+1〉〉.
We define ∆′ as follows to have the relation ∼ form a bisimulation between A and B:
If p
push(γ)−−−−→α q ∈ ∆, then we add pχ
push(χ)−−−−→α qγ to ∆′ for each χ ∈ Γ⊥.
If p
pop(γ)−−−−→α q ∈ ∆, then we add pγ
pop(χ)−−−−→α qχ to ∆′ for each χ ∈ Γ⊥.
If p
nop−−→α q ∈ ∆, then we add pχ
nop−−→α qχ to ∆′ for each χ ∈ Γ⊥.
If p
reset(c)−−−−→α q ∈ ∆, then we add pχ
reset(c)−−−−→α qχ to ∆′ for each χ ∈ Γ⊥.
If p
c∈?I−−−→α q ∈ ∆, then we add pχ
c∈?I−−−→α qχ to ∆′ for each χ ∈ Γ⊥.
If p
c1−c2∈?I−−−−−−→α q ∈ ∆, then we add pχ
c1−c2∈?I−−−−−−→α qχ to ∆′ for each χ ∈ Γ⊥.
If p
check(γ)−−−−−→α q ∈ ∆, then we add pγ
nop−−→α qγ to ∆′.
If p
check(ϵ)−−−−−→α q ∈ ∆, then we add p⊥
nop−−→α q⊥ to ∆′.
If p
rew(γ)−−−−→α q ∈ ∆, then we add pγ
′ nop−−→α qγ to ∆′ for each γ′ ∈ Γ.
Since we can easily check the relation forms a bisimulation between A and B, we have
L(A) = L(B).
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4.1.3 Example of 1-TPDA
Let I be a finite set of intervals. Let us consider the following context-free language where
each letter is indexed by an interval of I:
L = {aI1aI2 . . . aInaIn . . . aI2aI1 : Ii ∈ I} .
We can pair aIi and aIi for each i as follows:
aI1 aI2 . . . aIn aIn . . . aI2 aI1




(aI1 , r1) . . . (aIn , rn)(aIn , r
′
n) . . . (aI1 , r
′
1) : Ii ∈ I, r′i − ri ∈ Ii
}
.
This timed language requires that the elapsed timed between the corresponding symbols
aIi and aIi belongs to Ii. It is depicted as follows:
(aI1 , r1) (aI2 , r2) . . . (aIn , rn)(aIn , r
′
n) . . . (aI2 , r
′
2) (aI1 , r
′
1)
r′1 − r1 ∈ I1
r′2 − r2 ∈ I2
r′n − rn ∈ In
For example, the following timed word belongs to Lex1 :
(a[2:3], 0.3)(a(0:1), 0.8)(a(0:1), 1.7)(a[2:3], 2.4) ∈ Lex1
because 2.4− 0.3 ∈ [2 : 3] and 1.7− 0.8 ∈ (0 : 1).
The timed language Lex1 is recognized by the following 1-TPDA where its stack al-
phabet is {Z} ∪ I and a single local clock is z:









z ∈? I # pop(I)
aI
(On this diagram, for the sake of simplicity, we write transition rules q1
push(I)−−−−→aI q1 and
q2
z∈?I # pop(aI)−−−−−−−−−→aI q2 parameterized by an interval I. Precisely speaking, we should write
q1
push(I1)−−−−−→aI1 q1, q1
push(I2)−−−−−→aI2 q1 and so on for the finite set of intervals I = {I1, I2, . . .}.)
4.1.4 Example of 2-TPDA
We extend the above 1-TPDA language Lex1 as follows:
Lex2 ≜

(aI1 , r1)(bJ1 , r
′
1) . . . (aIn , rn)(bJn , r
′
n)
(aIn , rn)(bJn , r
′
n) . . . (aI1 , r1)(bJ1 , r
′
1)
: Ii ∈ I, Ji ∈ I, ri − ri ∈ Ii, r′i − r′i ∈ Ji
 .
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aI1 bJ1 aI2 bJ2 . . .aInbJn aInbJn
. . . aI2 bJ2 aI1 bJ1
To accept this language, we consider 2-TPDA that includes two local clocks z1 and z2. We
use z1 and z2 to represent the elapsed times after symbol aIi and bJi appear, respectively.
When we read aIi , we push a new stack frame. After that, when we read bJi , we reset the
clock z2. Following this idea, we define 2-TPDA whose stack alphabet is {Z} ∪ (I × I) as
follows:









bJrew(I, J) # reset(z2)
qI2
check(I, ) # z1 ∈? I aI
bJ z2 ∈? J # pop(I, J)
A stack symbol (I, J) is pushed on to the stack after we read aI and bJ . To achieve
this, we take the following steps: (i) when we read aI , we push (I, I) and then (ii) when
we read bJ , we rewrite the second component by J . On this diagram, for the sake of
simplicity, we write parameterized transition rules such as push(I, I); therefore, in practice,
we instantiate these transition rules by concrete intervals.
4.1.5 Important Property of MTPDA: Monotonicity in Stack
We define an important notion and property of MTPDA.
Definition 4.1 (Monotonically Decreasing Stack). Let 〈q, ν, w〉 be a configuration of an
MTPDA.
The stack w is a monotonically decreasing stack if one of the following holds:
• w is a non-empty stack, w = 〈γ1, µ1〉 . . . 〈γn, µn〉, and µ1 ≥ µ2 ≥ · · · ≥ µn.
• w is the empty stack.
■
Discrete and timed transitions preserve the monotonicity of monotonically decreasing
stacks.
Proposition 4.4. Let 〈q, ν, w〉 be a configuration where w is monotonically decreasing
stack.
• If 〈q, ν, w〉 τ−→α 〈q′, ν ′, w′〉, then w′ is also a monotonically decreasing stack.
• If 〈q, ν, w〉 δ⇝ 〈q, ν ′, w′〉, then w′ is also a monotonically decreasing stack.
Proof. First, we consider timed transitions: 〈q, ν, 〈γ1, µ1〉 . . . 〈γn, µn〉〉 δ⇝ 〈q, ν+δ, 〈γ1, µ1+
δ〉 . . . 〈γn, µn + δ〉〉. We need to show µi + δ ≥ µi+1 + δ. It is clear from µi ≥ µi+1.
Next, we consider the following two types of discrete transitions because our claim is
trivial for the other types of discrete transitions:
(1) : 〈q, ν, 〈γ1, µ1〉 . . . 〈γn, µn〉〉 push(γ)−−−−→α 〈q, ν, 〈γ1, µ1〉 . . . 〈γn, µn〉〈γ,0〉〉,
(2) : 〈q, ν, 〈γ1, µ1〉 . . . 〈γn−1, µn−1〉〈γn, µn〉〉 reset(z)−−−−→α 〈q, ν, 〈γ1, µ1〉 . . . 〈γn−1, µn−1〉〈γn, µn[z B 0]〉〉.
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For the case (1), it suffices to show µn ≥ 0 and it is clear.
For the case (2), it suffices to show µn−1(z) ≥ µn[z B 0](z) and it is clear.
By this proposition, a stack of a configuration that is reachable from the initial con-
figuration is monotonically decreasing.
Proposition 4.5. Let 〈q, ν, w〉 be a configuration.
If 〈qinit,0, ϵ〉 ⇒∗ 〈q, ν, w〉, then the stack w is a monotonically decreasing stack.
We will use this proposition to show an important lemmas, Lemma 4.8 and 4.10, in
Section 4.4.2.
4.2 Proof Outline of Untiming Theorem of MTPDA
The main result of this chapter is the following (Corollary 4.1 in Section 4.7):
Untiming Theorem of MTPDA.
Let A be an MTPDA. There is a PTA B such that L(A) = L(B).
We prove this by the following step:
Section 4.3 For a given MTPDA, while preserving its language, we remove transition
rules of the form p
x−x′∈?I−−−−−→α q, p
z−z′∈?I−−−−−→α q, p
z∈?I−−−→α q, and p
x−z∈?I−−−−−→α where z, z′ ∈ Z
are local clocks and x, x′ ∈ X are global clocks.
Section 4.4–4.6 For a given MTPDA, while preserving its language, we remove transi-
tion rules of the form p
z−x∈?I−−−−−→α q where z ∈ Z is a local clock and x ∈ X is a global
clock.
Section 4.7 Through Section 4.4–4.6, we can remove transition rules that inspect clocks
except rules of the form p
x∈?I−−−→α q while preserving the language of a given MTPDA.
Alternatively, we can only inspect global clocks by constraints of the form x ∈? I;
therefore, the presence of local clocks does not affect computations of the given
MTPDA. Following this argument, we prove our main result, Corollary 4.1.
4.3 Removing Transition Rules with
Actions x− x′ ∈? I, z − z′ ∈? I, z ∈? I, or x− z ∈? I
Lemma 4.2. Let A be an MTPDA. There is an MTPDA B that satisfies the following:
• L(A) = L(B).
• There are no transition rules of the form p z∈?I−−−→α q where z is a local clock.
Proof. We assume A = (Q, qinit, F,Σ,Γ,X ,Z,∆) and construct the following MTPDA B:
B = (Q, qinit, F,Σ,Γ,X ∪ {y} ,Z,∆′)
where y is a fresh global clock and ∆′ is defined as follows:
p
z∈?I−−−→α q ∈ ∆
p
reset(y)# z−y∈?I−−−−−−−−−−→α q ∈ ∆′,
p
τ−→α q ∈ ∆ τ ̸≡ z ∈? I
p
τ−→α q ∈ ∆′.
It is clear that L(A) = L(B).
64
It should be noted that the proof of this lemma inserts some transition rules using z−y ∈? I
where z is a local clock and y is a global clock.
Lemma 4.3. Let A be an MTPDA. There is an MTPDA B that satisfies the following:
• L(A) = L(B).
• There are no transition rules of the form p x−z∈?I−−−−−→α q where x and z are global and
local clocks, respectively.
Proof. We assume A = (Q, qinit, F,Σ,Γ,X ,Z,∆) and construct the following MTPDA B:
B = (Q, qinit, F,Σ,Γ,X ,Z,∆′)
where y is a fresh global clock and ∆′ is defined as follows:
p
x−z∈?I−−−−−→α q ∈ ∆
p
z−x∈?−I−−−−−−→α q ∈ ∆′,
p
τ−→α q ∈ ∆ τ ̸≡ x− z ∈? I
p
τ−→α q ∈ ∆′.
It is clear that L(A) = L(B).
Again, it should be noted that the proof of this lemma inserts transition rules using
z − x ∈? I where z is a local clock and x is a global clock.
Lemma 4.4. Let A be an MTPDA. There is an MTPDA B that satisfies the following:
• L(A) = L(B).
• There are no transition rules of the form p x1−x2∈?I−−−−−−→α q.
Proof. We can construct an MTPDA B that satisfies the condition in the same construc-
tion as Theorem 2.4 of Chapter 2. Recall that Theorem 2.4 removes diagonal constraints
from a timed automaton while preserving its language.
Lemma 4.5. Let A be an MTPDA. There is an MTPDA B that satisfies the following:
• L(A) = L(B).
• There are no transition rules of the form p z1−z2∈?I−−−−−−→α q where z1 and z2 are local
clocks.
Proof. Although we can show this in the same way as Theorem 2.4 of Chapter 2, we
construct an MTPDA B that satisfies the condition just for the sake of completeness.
We assume A = (Q, qinit, F,Σ,Γ,X ,Z,∆) and fix an action z1 − z2 ∈ I. We remove
transition rules with the action z1 − z2 ∈ I by constructing the following MTPDA B:
B = (Q, qinit, F,Σ,Γ× {tt,ff} ,X ,Z,∆′).
Before defining ∆′, we define a relation between configurations of A and B:
〈q, ν, 〈γ1, µ1〉 . . . 〈γn, µn〉〉 ∼ 〈q, ν, 〈(γ1, b1), µ1〉 . . . 〈(γn, bn), µn〉〉
def⇐⇒ bi = tt ⇐⇒ µi |= z1 − z2 ∈ I.
We define ∆′ to have the above relation form a bisimulation between A and B:
p
z1−z2∈?I−−−−−−→α q ∈ ∆
p
check(〈γ,tt〉)−−−−−−−→α q ∈ ∆′,
p
c1−c2∈?J−−−−−−→α q ∈ ∆ c1 − c2 ∈? J ̸≡ z1 − z2 ∈? I
p
c1−c2∈?J−−−−−−→α q ∈ ∆′,
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p
c∈?I−−−→α q ∈ ∆
p
c∈?I−−−→α q ∈ ∆′,
p
pop(γ)−−−−→α q ∈ ∆ b ∈ {tt,ff}
p
pop(〈γ,b〉)−−−−−−→α q ∈ ∆′,
p
nop−−→α q ∈ ∆
p
nop−−→α q ∈ ∆′,
p
push(γ)−−−−→α q ∈ ∆ 0.0 ∈ I
p
push(〈γ,tt〉)−−−−−−−→α q ∈ ∆′,
p
push(γ)−−−−→α q ∈ ∆ 0.0 /∈ I
p
push(〈γ,ff〉)−−−−−−−→α q ∈ ∆′,
p
reset(c)−−−−→α q ∈ ∆ c ̸= z1 c ̸= z2
p
reset(c)−−−−→α q ∈ ∆′,
p
reset(z1)−−−−−→α q ∈ ∆ b ∈ {tt,ff}
p
reset(z1)# z2∈?−I# check(〈γ,b〉)# rew(〈γ,tt〉)−−−−−−−−−−−−−−−−−−−−−−−−−−−→α q ∈ ∆′,
p
reset(z1)−−−−−→α q ∈ ∆ b ∈ {tt,ff}
p
reset(z1)# z2 ̸∈?−I# check(〈γ,b〉)# rew(〈γ,ff〉)−−−−−−−−−−−−−−−−−−−−−−−−−−→α q ∈ ∆′,
p
reset(z2)−−−−−→α q ∈ ∆ b ∈ {tt,ff}
p
reset(z2)# z1∈?I# check(〈γ,b〉)# rew(〈γ,tt〉)−−−−−−−−−−−−−−−−−−−−−−−−−→α q ∈ ∆′,
p
reset(z2)−−−−−→α q ∈ ∆ b ∈ {tt,ff}
p
reset(z2)# z1 ̸∈?I# check(〈γ,b〉)# rew(〈γ,ff〉)−−−−−−−−−−−−−−−−−−−−−−−−−→α q ∈ ∆′.
It can be easily verified that the relation ∼ forms a bisimulation between A and B in
the same argument as the proof of Theorem 2.4.
We summarize the above lemmas as the following lemma.
Lemma 4.6. Let A be an MTPDA. There is an MTPDA B that satisfies the following:
• L(A) = L(B).
• There are no transition rules with actions of the form z ∈? I, x−z ∈? I, x1−x2 ∈? I,
and z1 − z2 ∈? I.
4.4 Predicting MTPDA: Preliminary to Remove z − x ∈? I
We construct a type of MTPDA called predicting MTPDA from an MTPDA.
On predicting MTPDA, instead of pushing a new stack frame onto a stack by push(γ),
we push a frame with a predicting interval J that is either one of I↓, I, or I↑ by push((γ, J)).
Furthermore, instead of popping a stack frame together with a predicting interval J , we
pop a frame by an action x − z ∈? J # pop((γ, J)) while checking whether or not our
prediction J is correct. This is depicted as follows:
〈p1, ν, w 〉 push(γ)−−−−→α 〈p2, ν,
〈(γ, J),0〉
w 〉 →∗ 〈p3, ν ′,
〈(γ, J), µ〉
w′ 〉 z−x∈?J# pop((γ,J))−−−−−−−−−−−−→ 〈p4, ν ′, w′ 〉.
We nondeterministically push push((γ, I↓)), push((γ, I)), and push((γ, I↑)); therefore, the
constructed predicting MTPDA accepts the language of the original MTPDA (Lemma 4.7).
Predicting MTPDA is useful to analyze the structure of stack and we obtain an im-
portant property Lemma 4.8. On the basis of the construction of predicting MTPDA and
this lemma, in the following two sections, we will remove transitions with z − x ∈? I.
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4.4.1 Predicting MTPDA
Let A = (Q, qinit, F,Σ,Γ,X ,Z,∆) be an MTPDA. From the MTPDA, we construct the
following predicting MTPDA B:
B = (Q, qinit, F,Σ,Γ× {I↓, I, I↑} ,X ,Z,∆′).
The set of transition rules ∆′ is defined as follows:
p
push(γ)−−−−→α q ∈ ∆ J ∈ {I↓, I, I↑}
p
push(γ,J)−−−−−−→α q ∈ ∆′,
p
pop(γ)−−−−→α q ∈ ∆
p
check(γ,J)# z−x∈?J# pop(γ,J)−−−−−−−−−−−−−−−−−−−→α q ∈ ∆′,
p
τ−→α q ∈ ∆ τ ̸= push(γ) τ ̸= pop(γ)
p
τ−→α q ∈ ∆′.
Remark: For the sake of simplicity, we simply write push(γ, J), pop(γ, J), check(γ, J),
and rew(γ, J) instead of push((γ, J)), pop((γ, J)), check((γ, J)), and rew((γ, J)), respec-
tively.
We can show the obtained MTPDA B is equivalent to the original MTPDA A.
Lemma 4.7. L(A) = L(B) and Lϵ(A) = Lϵ(B).
Proof. We show the following relation ∼ on the configurations of A and B forms a bisim-
ulation between A and B:
〈q, ν, 〈γ1, µ1〉〈γ2, µ2〉 . . . 〈γn, µn〉〉 ∼ 〈q, ν, 〈(γ1, J1), µ1〉〈(γ2, J2), µ2〉 . . . 〈(γn, Jn), µn〉〉.
First, to show L(A) ⊆ L(B) and Lϵ(A) ⊆ Lϵ(B), we consider the following diagram:
〈p, ν, wA〉 τ−→α 〈q, ν ′, w′A〉∼
〈q, ν ′, w′B〉
=⇒
〈p, ν, wA〉 τ−→α 〈q, ν ′, w′A〉∼ ∼
〈p, ν, wB〉 τ
′−→α 〈q, ν ′, w′B〉.
Although we also need the same diagram for timed transitions, we omit it because the
diagram immediately holds.
We proceed by case analysis on τ . Here we only consider the case τ = pop(γ). The
other cases are trivial from the definition. Let us consider the following diagram:
〈p, ν, w〈γ, µ〉〉 pop(γ)−−−−→α 〈q, ν, w〉∼
〈q, ν, wB〉.
By Proposition 4.1, there is an interval J ∈ {I↓, I, I↑} such that µ(z)−ν(x) ∈ J ; therefore,
we have the following and we can show L(A) ⊆ L(B) and Lϵ(A) ⊆ Lϵ(B).
〈p, ν, w〈γ, µ〉〉 pop(γ)−−−−→α 〈q, ν, w〉∼ ∼
〈p, ν, w〈(γ, J), µ〉〉 check(γ,J)# z−x∈?J# pop(γ,J)−−−−−−−−−−−−−−−−−−−→α 〈q, ν, wB〉.
Next, to show L(B) ⊆ L(A) and Lϵ(B) ⊆ Lϵ(A), we consider the following diagram:
〈p, ν, wA〉∼
〈p, ν, wB〉 τ−→α 〈q, ν ′, w′B〉
=⇒
〈p, ν, wA〉 τ
′−→α 〈q, ν ′, w′A〉∼ ∼
〈p, ν, wB〉 τ−→α 〈q, ν ′, w′B〉.
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We also need the same diagram for timed transitions ⇝. Since we can easily show these
diagrams easily by case analysis on τ , we omit the proof.
4.4.2 Stack Structure of Predicting MTPDA without reset(z)
Let A be an MTPDA such that it does not have a transition rule including an action
reset(z). Here we show the following important properties of the predicting MTPDA
obtained from A.
Lemma 4.8. Let B be the predicting MTPDA obtained from A and pi be an accepting
computation pi = 〈qinit,0, ϵ〉 ⇒∗ 〈qF , ν ′, ϵ〉.
For the computation pi, we consider a predicting stack w that appears in pi, i.e.,
pi = 〈qinit,0, ϵ〉 ⇒∗ 〈q, ν, w〉 ⇒∗ 〈qF , ν ′, ϵ〉.
We have w ∈ Υ(I↑)∗ ·Υ(I)∗ ·Υ(I↓)∗ where Υ is defined as follows:
Υ(J) ≜ (Γ× {J})× (Z → R≥0).
To show this lemma, first we show the following.
Lemma 4.9. Let C be an MTPDA. We consider a computation from the initial configu-
ration
〈qinit,0, ϵ〉 ⇒∗ 〈p, ν, . . . 〈γm, µm〉 . . . 〈γn, µn〉〉 =⇒
⋆
∗ 〈p′, ν ′, . . . 〈γm, µ′m〉〉
that satisfies the following conditions
• among =⇒
⋆
∗, there are no configurations whose stack height is less than m;
(alternatively, among =⇒
⋆
∗, the frame including γm have not been popped.)
• Furthermore, there are no transitions that include reset(z) in =⇒
⋆
∗.
For such a computation, we have µn(z)− ν(x) ≤ µ′m(z)− ν ′(x).
Proof. By Proposition 4.5, we have µn ≤ µm. Let δ be the elapsed time among =⇒
⋆
∗. Since
our assumption that there are no transition rules with reset(z), µ′m(z) = µm(z) + δ holds.
For the global clock x, we have ν ′(x) ≤ ν(x)+ δ. Combining them, we have the following:
µn(z)− ν(z) ≤ µm(z)− ν(z)
= (µm(z) + δ)− (ν(x) + δ)
≤ µ′m(z)− ν ′(x).
Now we prove Lemma 4.8 based on the above lemma.
Proof of Lemma 4.8. We decompose pi as follows:
〈qinit,0, ϵ〉 ⇒∗
〈q, ν, w = 〈(γ1, J1), µ1〉 . . . 〈(γi, Ji), µi〉〈(γj , Jj), µj〉 . . . 〈(γk, Jk), µk〉〉 ⇒∗
〈q1, ν1, 〈(γ1, J1), µ′1〉 . . . 〈(γi, Ji), µ′i〉〈(γj , Jj), µ′j〉〉
pop(γj)−−−−→α
〈q2, ν2, 〈(γ1, J1), µ′1〉 . . . 〈(γi, Ji), µ′i〉〉 =⇒⋆
∗
〈q3, ν3, 〈(γ1, J1), µ′′1〉 . . . 〈(γi, Ji), µ′′i 〉〉
pop(γi)−−−−→α′ 〈q4, ν4, 〈(γ1, J1), µ′′1〉 . . .〉 ⇒∗ 〈qF , ν ′, ϵ〉.
Since there are no transition rules with reset(z) in the MTPDA A, we can apply Lemma 4.9




pop(γi)−−−−→α implies µ′j(z)− ν1(x) ∈ Jj and µ′′i (z)− ν3(x) ∈ Ji, respectively. Therefore, we
have Jj ⊑ Ji.
This argument states J1 ⊒ J2 ⊒ · · · ⊒ Ji ⊒ Jj ⊒ · · · ⊒ Jk and therefore w ∈
Υ(I↑)∗ ·Υ(I)∗ ·Υ(I↓)∗.
Lemma 4.9 also leads to the following useful property.
Lemma 4.10. Let us consider the following computation of the MTPDA A:
〈qinit,0, ϵ〉 ⇒∗
〈q1, ν, . . . 〈γh, µh〉 . . . 〈γi, µi〉 . . . 〈γj , µj〉〉 pop(γj)−−−−→α
〈q2, ν, . . . 〈γh, µh〉 . . . 〈γi, µi〉 . . .〉 =⇒
⋆
∗
〈q3, ν ′, . . . , 〈γh, µ′h〉 . . . 〈γi, µ′i〉〉 =⇒⋆
∗ 〈q4, ν ′′, . . . 〈γh, µ′′h〉〉
pop(γh)−−−−−→α′ 〈q5, ν ′′, . . .〉.
If µj(z)− ν(x) ∈ J and µ′′h(z)− ν ′′(x) ∈ J , then µ′i(z)− ν ′(x) ∈ J .
Proof. By Lemma 4.9, we have µj(z)−ν(x) ≤ µ′i(z)−ν ′(x) ≤ µ′′h(z)−ν ′′(x). The presence
of
pop(γj)−−−−→α and
pop(γh)−−−−−→α′ implies µj(z)−ν(x) ∈ J and µ′′h(z)−ν ′′(x) ∈ J , respectively. Now,
Proposition 4.1 implies µ′i(z)− ν ′(x) ∈ J .
4.4.3 Example: Removing z − x ∈? I based on Predicting MTPDA
Lemma 4.8 and 4.10 imply an important idea to remove z − x ∈? I. By Lemma 4.8, any
stack w appearing in a computation of the MTPDA A, which does not contain reset(z),
takes the following form:
w = 〈(γ1, I↑), µ1〉 . . . 〈(γ, I↑), µ〉 . . . 〈(γℓ, I↑), µℓ〉
〈(γℓ+1, I), µℓ+1〉 . . . 〈(γn, I), µn〉
〈(γn+1, I↓), µn+1〉 . . . 〈(γm, I↓), µm〉.
By Lemma 4.10, we only need the exact values of the local clock z of the above underlined
six frames. Indeed, for example, we do not need the exact value of z in the frame 〈(γ, I↑), µ〉
because the frame automatically satisfies z − x ∈? I if we can safely pop the frames
〈(γ1, I↑), µ1〉 and 〈(γℓ, I↑), µℓ〉 by Lemma 4.10. On the basis of this intuition, we prepare
extra six global clocks that reflect the values of the above six underlined frames and replace
z − x ∈? I with a diagonal constraint between global clocks.
Let us consider the following timed language:
L =
{〈a, t1〉 . . . 〈a, tn〉〈♯, t〉〈a, t′n〉 . . . 〈a, t′1〉 : t′i − ti ∈ (1 : 2)} .






z ∈? (1 : 2) # pop(⋆)
a
For the sake of simplicity, we do not remove the action z ∈? (1 : 2) by Lemma 4.2
and directly treat it. By Lemma 4.8, a stack of the predicting MTPDA obtained from the
1-TPDA forms the following:〈(



































































[2:ω) is the clock for the frame
〈(




and x▼[2:ω) is the clock for the
frame
〈(




and so on. To distinguish the frame 〈(γ1, [2 : ω)), µ1〉 associated
with the clock x▲[2:ω) from the other frames, we add a mark ·▲ as 〈(γ1, [2 : ω)▲), µ1〉.
Following this idea, the above stack is modified as follows:〈(
γ1, [2 : ω)
▲), µ1〉 〈(γ2, [2 : ω)), µ2〉 . . . 〈(γℓ−1, [2 : ω)), µℓ−1〉 〈(γℓ, [2 : ω)▼), µℓ〉〈(
γℓ+1, (1 : 2)
▲), µℓ+1〉 〈(γℓ+2, (1 : 2)), µℓ+2〉 . . . 〈(γm−1, (1 : 2)), µm−1〉 〈(γm, (1 : 2)▼), µm〉〈(
γm+1, (-ω : 1]
▲), µm+1〉 〈(γm+2, (-ω : 1]), µm+2〉 . . . 〈(γn−1, (-ω : 1]), µn−1〉 〈(γn, (-ω : 1]▼), µn〉 .
Now we define a predicting MTPDA that recognizes L by the empty stack:




























push▲(J) ≜ push(J) # reset(x▲J ),
push▼(J) ≜ check(J▲) # push(J▼) # reset(x▼J ) + check(J▼) # rew(J) # push(J▼) # reset(x▼J ),
pop▲(J) ≜ check(J▲) # x▲J ∈? J # pop(J▲),
pop▼(J) ≜ check(J▼) # x▼J ∈? J # pop(J▼),
τ = pop▲([2 : ω)) + pop▲((1 : 2)) + pop▲((-ω : 1])
+ pop▼([2 : ω)) + pop▼((1 : 2)) + pop▼((-ω : 1])
+ pop([2 : ω)) + pop((1 : 2)) + pop((-ω : 1]).
It should be noted that there are no transition rules with z ∈? (1 : 2); therefore, we do
not inspect any local clocks.
Let us consider an acceptable computation of the predicting MTPDA (in the following,
we only write clocks that are assigned to some frame):










x▲[2:ω) 7→ 0.3, x▲(1:2) 7→ 0.0
}




x▲[2:ω) 7→ 0.4, x▲(1:2) 7→ 0.1, x▼(1:2) 7→ 0.0
}




x▲[2:ω) 7→ 0.6, x▲(1:2) 7→ 0.3, x▼(1:2) 7→ 0.0
}
, 〈[2 : ω)▲, 0.6〉〈(1 : 2)▲, 0.3〉〈(1 : 2), 0.2〉〈(1 : 2)▼, 0.0〉〉 0.0⇝ nop−−→#
〈q4,
{
x▲[2:ω) 7→ 0.6, x▲(1:2) 7→ 0.3, x▼(1:2) 7→ 0.0
}
, 〈[2 : ω)▲, 0.6〉〈(1 : 2)▲, 0.3〉〈(1 : 2), 0.2〉〈(1 : 2)▼, 0.0〉〉 1.1⇝ τ−→a
〈q4,
{
x▲[2:ω) 7→ 1.7, x▲(1:2) 7→ 1.4
}
, 〈[2 : ω)▲, 1.7〉〈(1 : 2)▲, 1.4〉〈(1 : 2), 1.3〉〉 0.1⇝ τ−→a
〈q4,
{
x▲[2:ω) 7→ 1.8, x▲(1:2) 7→ 1.5
}





, 〈[2 : ω)▲, 1.9〉〉 0.05⇝ τ−→a 〈q4, ∅, ϵ〉.
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(1:2) and do not
need the value of the local clock in the frame 〈(1 : 2), 〉 when we pop the frame.
Next, let us consider an unacceptable computation:










x▲(1:2) 7→ 1.0, x▼(1:2) 7→ 0.0
}




x▲(1:2) 7→ 1.1, x▼(1:2) 7→ 0.0
}
, 〈(1 : 2)▲, 1.1〉〈(1 : 2), 0.1〉〈(1 : 2)▼, 0.0〉〉 1.6⇝ nop−−→♯
〈q4,
{
x▲(1:2) 7→ 2.7, x▼(1:2) 7→ 1.6
}















, 〈(1 : 2)▲, 3.9〉〉 1.5⇝ τ−→a STUCK.










, 〈(1 : 2)▲, 3.9〉〉 1.5⇝ τ−→a STUCK.
Since we do not record the value of the local clock of the frame 〈(1 : 2), 〉, we cannot check
z ∈? (1 : 2) and pop the frame wrongly. However, it is not critical; because we can safely
reject this computation when we try to pop the frame 〈(1 : 2)▲, 〉.
On the basis of this construction, in the next section, we will remove a transition
rule with z − x ∈ I from an MTPDA without reset(z). Furthermore, we generalize the
construction for MTPDA that allows reset(z).
4.5 Removing Transition Rules with z−x ∈? I from MTPDA
without reset(z)
Let A be an MTPDA and z − x ∈? I be an action of A. Furthermore, we assume that A
does not have a transition rule with reset(z). In the present section, by the technique of
predicting MTPDA, we will construct an MTPDA C such that L(A) = L(C) and C does
not have transition rules with z − x ∈? I.
We denote the MTPDA A as A = (Q, qinit, F,Σ,Γ,X ,Z,∆) and construct the following
predicting MTPDA B obtained from the MTPDA A and interval I:
B = (Q, qinit, F,Σ,Γ× {I↓, I, I↑} ,X ,Z,∆B).
4.5.1 Predicting MTPDA C not having z − x ∈? I
We construct the following MTPDA C that has no transitions with z − x ∈ I:
C = (Q, qinit, F,Σ,ΓC ,XC ,Z,∆C)
where
• ΓC ≜ Γ× {J▲, J, J▼ : J ∈ {I↓, I, I↑}},
• XC ≜ X ∪ {x▲J , x▼J : J ∈ {I↓, I, I↑}}.
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On the basis of Lemma 4.8 and the explanation of Section 4.4.3, we consider stacks of the
following form:
〈(γ1, I▲↑ ), µ1〉 〈(γ2, I↑), µ2〉 . . . 〈(γℓ−1, I↑), µℓ−1〉 〈(γℓ, I▼↑ ), µℓ〉
〈(γℓ+1, I▲), µℓ+1〉 〈(γℓ+2, I), µℓ+2〉 . . . 〈(γn−1, I), µn−1〉 〈(γn, I▼), µn〉
〈(γn+1, I▲↓ ), µn+1〉 〈(γn+2, I↓), µn+2〉 . . . 〈(γm−1, I↓), µm−1〉 〈(γm, I▼↓ ), µm〉
We prepare six clocks x▲J , x
▼
J for J ∈ {I↓, I, I↑} to remember the value of the local clock z
in the frame with J▲ or J▼, respectively. Following these ideas, we now define the set of
transition rules ∆C as follows.
Case p
push(γ,J)−−−−−−→α q ∈ ∆B: We add transition rules to ∆C as follows:
• The following rule corresponds to pushing a frame onto the empty stack:
p
check(ϵ)# push(γ,J▲)# reset(x▲J )−−−−−−−−−−−−−−−−−−−→α q.
• The following rules correspond to pushing a frame onto the stack whose top symbol
has J :
p
check(γ′,J▲)# τ−−−−−−−−−→α q, p check(γ′,J)# τ−−−−−−−−→α q, p check(γ′,J▼)# rew(J)# τ−−−−−−−−−−−−−−→α q
where τ = push(γ, J▼) # reset(x▼J ). The first rule induces a transition of the form
wJ▲ → wJ▲J▼, the second rule induces a transition of the form wJ▲J → wJ▲JJ▼,
and the third rule induces a transition of the form wJ▲JJ▼ → wJ▲JJJ▼.
• The following rules correspond to pushing a frame onto the stack whose top symbol
has K and J ⊏ K:
p
check(γ′,K▲)# τ−−−−−−−−−−→α q, p check(γ′,K)# τ−−−−−−−−−→α q, p check(γ′,K▼)# τ−−−−−−−−−−→α q
where τ = push(γ, J▲) # reset(x▲J ).
Case p
check(γ,J)# z−x∈?J# pop(γ,J)−−−−−−−−−−−−−−−−−−−→α q ∈ ∆B: We add transition rules to ∆C as follows:
p
check(γ,J▲)# x▲J−x∈?J# pop(γ,J▲)−−−−−−−−−−−−−−−−−−−−−→α q, p check(γ,J▼)# x▼J−x∈?J# pop(γ,J▼)−−−−−−−−−−−−−−−−−−−−−→α q, p check(γ,J)# pop(γ,J)−−−−−−−−−−−−−→α q.
Compared to the original rule, the last rule does not check the value of the local clock z.
This, however, does not cause any trouble by Lemma 4.10.
Case p
z−x∈?I−−−−−→α q ∈ ∆B: For the action to be removed, if some global clock is assigned
to the stack top frame, then we use it to check z − x ∈? I. Otherwise, if the stack top
frame has the prediction I, then we permit a transition. Therefore, we add the following
transition rules:
p
check(γ,J▲)# x▲J−x∈?I−−−−−−−−−−−−−−→α q, p check(γ,J▼)# x▼J−x∈?I−−−−−−−−−−−−−−→α q, p check(γ,I)−−−−−−→α q.
Other Rules p
τ−→α q ∈ ∆B: For the rules other than those above, we add the same rules.
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4.5.2 Properties of Predicting MTPDA C
In order to show the predicting MTPDA C can simulate the predicting MTPDA B, we
prove some important properties of C. The following lemma states that a global clock
associated with a marked frame correctly records the value of the local clock z of the
marked frame.
Lemma 4.11. Let us consider the following computations:
〈qinit,0, ϵ〉 ⇒∗ 〈q1, ν1, w1 〈(γ1, J▲), µ1〉〉,
〈qinit,0, ϵ〉 ⇒∗ 〈q2, ν2, w2 〈(γ2, J▼), µ2〉〉.
For these computations, we have µ1(z) = ν1(x
▲
J ) and µ2(z) = ν2(x
▼
J ).
Proof. To show this, we introduce a predicate for a configuration. A configuration 〈q, ν, w〉
is correctly storing local clocks, CS(〈q, ν, w〉), if the following conditions are satisfied:
• if there is a stack frame of the form 〈(γ, J▲), µ〉 in the stack w, then ν(x▲J ) = µ(z);
• if there is a stack frame of the form 〈(γ, J▼), µ〉 in the stack w, then ν(x▼J ) = µ(z).
We can easily verify that the predicate CS is an invariant for the transitions → and δ⇝.
Since the initial configuration 〈qinit,0, ϵ〉 satisfies the predicate, the statement is derived
because of CS (〈q1, ν1, w1 〈(γ1, J▲), µ1〉〉) and CS (〈q2, ν2, w2 〈(γ2, J▼), µ2〉〉).
The following lemma states that the value of the local clock z of a non-marked frame
〈(γ, J), µ〉 belongs to J while the frame is located top on a stack.
Lemma 4.12. Let us consider the following computation:
〈qinit,0, ϵ〉 ⇒∗ 〈q, ν, w 〈(γ, J), µ〉〉 ⇒∗ 〈qF , νF , ϵ〉.
For this computation, we have µ(z)− ν(x) ∈ J .
To prove this lemma, we need some additional lemmas. First, we show a lemma similar
to Lemma 4.8. A stack w of the predicting MTPDA C is well-formed if it satisfies the
following:
w ∈ F(I↑) · F(I) · F(I↓)
where F is defined as follows:
F(J) ≜ {ϵ} ∪ Υ(J▲) ·Υ(J)∗ ∪ Υ(J▲) ·Υ(J)∗ ·Υ(J▼).
Recall that Υ(J) is defined as Υ(J) ≜ (Γ× {J})× (Z → R≥0).
Proposition 4.6. Let us consider a transition 〈q, ν, w〉 ⇒ 〈q′, ν ′, w′〉. If w is well-formed,
then w′ is also well-formed.
Proof. We proceed by case analysis on the transition. Here we consider transitions with
push and pop because all the other transition rules do not change the symbols of a stack
and the statement clearly holds.
First, we consider the case of a transition with push; there are the following types of
transitions (for the sake of simplicity, we only write stack symbols):
ϵ → (γ, J▲),
w(γ, J▲) → w(γ, J▲)(γ′, J▼),
w(γ, J) → w(γ, J)(γ′, J▼),
w(γ, J▼) → w(γ, J)(γ′, J▼),
w(γ,K▲) → w(γ,K▲)(γ′, J▲), (J ⊏ K)
w(γ,K) → w(γ,K)(γ′, J▲), (J ⊏ K)
w(γ,K▼) → w(γ,K▼)(γ′, J▲). (J ⊏ K)
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It is clear that the well-formedness is preserved for each case.
Next, we consider the case of a transition with pop; there are the following types of
transitions:
w(γ, J▲)→ w, w(γ, J▼)→ w, w(γ, J)→ w.
Again, it is clear that the well-formedness is preserved for each case.
This proposition immediately derives that any reachable configuration, which can be
reached from the initial configuration, is well-formed.
Lemma 4.13. Let us consider the following reachable configuration:
〈qinit,0, ϵ〉 ⇒∗ 〈q, ν, w〉.
The stack w is well-formed.
Proof. From the definition, the empty stack ϵ is well-formed; therefore, by repeatedly
applying Proposition 4.6, we know w is well-formed.
Furthermore, this lemma leads to the following technical property.
Lemma 4.14. Let us consider the following computation:
pi = 〈qinit,0, ϵ〉 ⇒∗ 〈q′, ν ′, w〈(γ, J), µ′〉〉.
We can decompose the above computation pi as follows:
〈qinit,0, ϵ〉 ⇒∗
〈p, ν, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . . 〈(γj , J▼), µj〉〉
check(γj ,J▼)# x▼J−x∈?J# pop(γj ,J▼)−−−−−−−−−−−−−−−−−−−−−−→α
〈q, ν, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 ⇒∗
〈q′, ν ′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉 = 〈q′, ν ′, w〈(γ, J), µ′〉〉.
Proof. For the sake of simplicity, we omit valuations on the local clocks of a stack in this
proof. By Lemma 4.13, the computation pi must take the following form:
pi = 〈qinit,0, ϵ〉 ⇒∗ 〈q′, ν ′, . . . (γi, J▲) . . . (γ, J)〉.
The following transition rule can only make the frame 〈(γ, J), µ′〉 by our construction of
the predicting MTPDA C:
p
check(γ,J▼)# rew(γ,J)# push(γ,J▼)# reset(x▼J )−−−−−−−−−−−−−−−−−−−−−−−−−−−−→α q.
Therefore, we can again refine the computation pi as follows:
pi =
〈qinit,0, ϵ〉 ⇒∗
〈q′′, ν ′′, . . . (γi, J▲) . . . (γ, J▼)〉
check(γ,J▼)# rew(γ,J)# push(γ,J▼)# reset(x▼J )−−−−−−−−−−−−−−−−−−−−−−−−−−−−→α
〈q′′′, ν ′′′, . . . (γi, J▲) . . . (γ, J)(γ′, J▼)〉 =⇒
♯
∗
〈q′, ν ′, . . . (γi, J▲) . . . (γ, J)〉.
Let us focus on the sequence of transitions =⇒
♯
∗. To reach 〈q′, ν ′, . . . (γi, J▲) . . . (γ, J)〉 from
〈q′′′, ν ′′′, . . . (γi, J▲) . . . (γ, J)(γ′, J▼)〉, we must eventually pop a stack frame associated
with J▼. Therefore, we can refine =⇒
♯
∗ as follows:
〈q′′′, ν ′′′, . . . (γi, J▲) . . . (γ, J)(γ′, J▼)〉 ⇒∗
〈p, ν, . . . (γi, J▲) . . . (γ, J) . . . (γj , J▼)〉
check(γj ,J▼)# x▼J−x∈?J# pop(γj ,J▼)−−−−−−−−−−−−−−−−−−−−−−→α′
〈p, ν, . . . (γi, J▲) . . . (γ, J) . . .〉 ⇒∗ 〈q′, ν ′, . . . (γi, J▲) . . . (γ, J)〉.
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Combining these transitions, we finally have the adequate decomposition:
〈qinit,0, ϵ〉 ⇒∗
〈p, ν, . . . (γi, J▲) . . . (γ, J) . . . (γj , J▼)〉
check(γj ,J▼)# x▼J−x∈?J# pop(γj ,J▼)−−−−−−−−−−−−−−−−−−−−−−→α′
〈p, ν, . . . (γi, J▲) . . . (γ, J) . . .〉 ⇒∗ 〈q′, ν ′, . . . (γi, J▲) . . . (γ, J)〉.
Now we go back to and prove Lemma 4.12 based on Lemma 4.14.
Lemma 4.12. Let us consider the following computation:
〈qinit,0, ϵ〉 ⇒∗ 〈q, ν, w 〈(γ, J), µ〉〉 ⇒∗ 〈qF , νF , ϵ〉.
For this computation, we have µ(z)− ν(x) ∈ J .
Proof. Applying Lemma 4.14 to the computation, we have the following decomposition:
〈qinit,0, ϵ〉 ⇒∗
〈p, ν, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . . 〈(γj , J▼), µj〉〉
check(γj ,J▼)# x▼J−x∈?J# pop(γj ,J▼)−−−−−−−−−−−−−−−−−−−−−−→α
〈p′, ν, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 ⇒∗
〈q′, ν ′′, . . . 〈(γi, J▲), µ′′i 〉〉
check(γi,J▲)# x▲J−x∈?J# pop(γi,J▲)−−−−−−−−−−−−−−−−−−−−−−→α′
〈q′, ν ′′, . . .〉 ⇒∗ 〈qF , νF , ϵ〉.
From the decomposition, we know ν(x▼J )− ν(x) ∈ J and ν ′′(x▲J )− ν ′′(x) ∈ J . These and
Lemma 4.11 lead to µj(z) − ν(x) ∈ J and µ′′i (z) − ν ′′(x) ∈ J . Finally, from the same
argument as Lemma 4.10, we have µ(z)− ν(x) ∈ J .
4.5.3 Equivalence of the predicting MTPDA B and C
In order to show L(B) = L(C), we define the following relation between configurations of
B and C:
〈qB, ν, wB〉 ≈ 〈qC , η, wC〉 def⇐⇒ qB = qC ∧ ν = η ↾ X ∧ wB = ψ(wC)
where ψ : Γ∗C → (Γ× {I↓, I, I↑})∗ is a projection defined as follows:
ψ((γ, J)) = (γ, J), ψ((γ, J▲)) = (γ, J), ψ((γ, J▼)) = (γ, J).
To show Lϵ(B) = Lϵ(C), we first show Lϵ(C) ⊆ Lϵ(B) and then show Lϵ(B) ⊆ Lϵ(C).
Lemma 4.15. Lϵ(C) ⊆ Lϵ(B).
Proof. Let d be a configuration of C such that:
〈qinit,0, ϵ〉 ⇒∗C d⇒∗C 〈qF , ηF , ϵ〉.
By induction on the length of the sequence of transitions 〈qinit,0, ϵ〉 ⇒∗C d, we show the
following:
〈qinit,0, ϵ〉 δ1⇝ ∃c1 τ1−→α1 ∃c′1
δ2⇝ · · · δn⇝ ∃cn τn−−→αn ∃c′n≈ ≈ ≈ ≈ ≈
〈qinit,0, ϵ〉 δ1⇝ d1 τ
′
1−→α1 d′1
δ2⇝ · · · δn⇝ dn τ
′
n−−→αn d′n = d⇒∗ 〈qF , ηF , ϵ〉.
Since this is clear about the base case 〈qinit,0, ϵ〉 ⇒0C 〈qinit,0, ϵ〉, we consider the induction
step by case analysis.
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Case timed transition
δ⇝. We consider the following case:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〉≈ ≈
〈qinit,0, ϵ〉 ⇒∗C 〈q, η, w′〉
δ⇝ 〈q, η + δ, w′ + δ〉
By the definition of ≈, it is clear that 〈q, ν + δ, w + δ〉 ≈ 〈q, η + δ, w′ + δ〉.
Hereafter, we consider several non-trivial cases of discrete transitions. For all the other
cases, the above diagram is easily shown.
Case pop. First, we consider the following subcase:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
check(γ,J▲)# x▲J−x∈?J# pop(γ,J▲)−−−−−−−−−−−−−−−−−−−−−→α C 〈q, η, w′〉.
By the induction hypothesis, we have the following:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〈(γ, J), µ〉〉≈ ≈
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
Since η(x▲J ) − ν(x) ∈ J and Lemma 4.11 leads to µ(z) = η(x▲J ), µ(z) − ν(x) ∈ J holds.
Therefore, the following holds:
〈p, ν, w〈(γ, J), µ〉〉 check(γ,J)# z−x∈?J# pop(γ,J)−−−−−−−−−−−−−−−−−−−→α B 〈p, ν, w〉≈ ≈
〈p, η, w′〈(γ, J▲), µ〉〉 check(γ,J
▲)# x▲J−x∈?J# pop(γ,J▲)−−−−−−−−−−−−−−−−−−−−−→α C 〈q, η, w′〉.
Next, we consider the following subcase:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▼), µ〉〉
check(γ,J▼)# x▼J−x∈?J# pop(γ,J▼)−−−−−−−−−−−−−−−−−−−−−→α C 〈q, η, w′〉.
This case is shown in the same way as above; therefore, we omit the proof.
Finally, we consider the following subcase:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J), µ〉〉
check(γ,J)# pop(γ,J)−−−−−−−−−−−−−→α C 〈q, η, w′〉.
By the induction hypothesis, we have the following:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〈(γ, J), µ〉〉≈ ≈
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J), µ〉〉
Applying Lemma 4.12 to the sequence of transitions 〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J), µ〉〉 ⇒∗C
〈qF , ηF , ϵ〉, we have µ(z) − η(x) ∈ J . Since η(x) = ν(x), µ(z) − ν(x) ∈ J holds and thus
we have the following:
〈p, ν, w〈(γ, J), µ〉〉 check(γ,J)# z−x∈?J# pop(γ,J)−−−−−−−−−−−−−−−−−−−→α B 〈p, ν, w〉≈ ≈
〈p, η, w′〈(γ, J), µ〉〉 check(γ,J)# pop(γ,J)−−−−−−−−−−−−−→α C 〈q, η, w′〉.
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Case for transition rules derived from p
z−x∈?I−−−−−→α q ∈ ∆B: First, we consider the
following subcase:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
check(γ,J▲)# x▲J−x∈?I−−−−−−−−−−−−−−→α C 〈q, η, w′〈(γ, J▲), µ〉〉.
The induction hypothesis leads to the following:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〈(γ, J), µ〉〉≈ ≈
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
By η(x▲J )−η(x) ∈ I and Lemma 4.11, we have µ(z)−ν(x) ∈ I and the following transition
holds:
〈p, ν, w〈(γ, J), µ〉〉 z−x∈?I−−−−−→α B 〈p, ν, w〈(γ, J), µ〉〉≈ ≈
〈p, η, w′〈(γ, J▲), µ〉〉 check(γ,J
▲)# x▲J−x∈?I−−−−−−−−−−−−−−→α C 〈q, η, w′〈(γ, J▲), µ〉〉.
Next, we consider the following subcase:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▼), µ〉〉
check(γ,J▼)# x▼J−x∈?I−−−−−−−−−−−−−−→α C 〈q, η, w′〈(γ, J▼), µ〉〉.
This case is shown in the same way as above; therefore, we omit the proof.
Finally, we consider the following subcase:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, I), µ〉〉
check(γ,I)−−−−−−→α C 〈q, η, w′〈(γ, I), µ〉〉.
The induction hypothesis leads to the following:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〈(γ, I), µ〉〉≈ ≈
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, I), µ〉〉.
Applying Lemma 4.12 to the sequence of transitions 〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, I), µ〉〉 ⇒∗C
〈qF , ηF , ϵ〉, we have µ(z)− η(x) ∈ I. This also implies µ(z)− ν(x) ∈ I; therefore we have
the following:
〈p, ν, w〈(γ, I), µ〉〉 z−x∈?I−−−−−→α B 〈p, ν, w〈(γ, I), µ〉〉≈ ≈
〈p, η, w′〈(γ, I), µ〉〉 check(γ,I)−−−−−−→α C 〈q, η, w′〈(γ, I), µ〉〉.
Lemma 4.16. Lϵ(B) ⊆ Lϵ(C).
Proof. Let c be a configuration of B such that:
〈qinit,0, ϵ〉 ⇒∗B c⇒∗B 〈qF , νF , ϵ〉.
By induction on the length of the sequence of transitions 〈qinit,0, ϵ〉 ⇒∗B c, we show the
following:
〈qinit,0, ϵ〉 δ1⇝ c1 τ1−→α1 c′1
δ2⇝ · · · δn⇝ cn τn−−→αn c′n = c⇒∗B 〈qF , νF , ϵ〉≈ ≈ ≈ ≈ ≈
〈qinit,0, ϵ〉 δ1⇝ ∃d1 τ
′
1−→α1 ∃d′1
δ2⇝ · · · δn⇝ ∃dn τ
′
n−−→αn ∃d′n




δ⇝. We consider the following case:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〉
δ⇝ 〈q, ν + δ, w + δ〉≈ ≈
〈qinit,0, ϵ〉 ⇒∗C 〈q, η, w′〉
By the definition of ≈, it is clear that 〈q, ν + δ, w + δ〉 ≈ 〈q, η + δ, w′ + δ〉.
Case push. We consider the following case:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〈(γ, J), µ〉〉
push(γ′,J ′)−−−−−−−→α B 〈q, ν, w〈(γ, J), µ〉〈(γ′, J ′),0〉〉.
By Lemma 4.8, we have J ′ ⊏ J or J ′ = J . First, we consider the case J ′ ⊏ J .
Subcase 〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▲), µ〉〉: By the induction hypothesis and the
construction of C, we have the following:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
check(γ,J▲)# push(γ′,J ′▲)# reset(x▲
J′ )−−−−−−−−−−−−−−−−−−−−−−−→α C 〈q, η′, w′〈(γ, J▲), µ〉〈(γ′, J ′▲),0〉〉.
Now ν = η′ ↾ X holds from ν = η ↾ X and η ↾ X = η′ ↾ X , and it leads to the
following:
〈q, ν, w〈(γ, J), µ〉〈(γ′, J ′),0〉〉 ≈ 〈q, η′, w′〈(γ, J▲), µ〉〈(γ′, J ′▲),0〉〉.
Subcases
{
〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J), µ〉〉,
〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▼), µ〉〉 : Since we can show these cases
in the same way as the above case, we omit the proof.
Next, we consider the case J ′ = J .
Subcase 〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▲), µ〉〉: By the induction hypothesis and the
construction of C, we have the following:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
check(γ,J▲)# push(γ′,J▼)# reset(x▼J )−−−−−−−−−−−−−−−−−−−−−−→α C 〈q, η′, w′〈(γ, J▲), µ〉〈(γ′, J▼),0〉〉.
Now ν = η′ ↾ X holds from ν = η ↾ X and η ↾ X = η′ ↾ X , and it leads to the
following:
〈q, ν, w〈(γ, J), µ〉〈(γ′, J),0〉〉 ≈ 〈q, η′, w′〈(γ, J▲), µ〉〈(γ′, J▼),0〉〉.
Subcases
{
〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J), µ〉〉 or
〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▼), µ〉〉 : These cases can be shown in
the same way as the above case; therefore, we omit the proof.
Case pop. We consider the following case:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〈(γ, J), µ〉〉
check(γ,J)# z−x∈?J# pop(γ,J)−−−−−−−−−−−−−−−−−−−→α B 〈q, ν, w〉.
This implies µ(z)− ν(x) ∈ J .
Subcase 〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▲), µ〉〉: For this subcase, we know η(x▲J ) −
η(x) ∈ J because ν(x) = η(x) and Lemma 4.11 implies µ(z) = η(x▲J ). Therefore, we
have the following transition
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
check(γ,J▲)# x▲J−x∈?J# pop(γ,J▲)−−−−−−−−−−−−−−−−−−−−−→α C 〈q, η, w′〉.
Subcase
{
〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J), µ〉〉 or
〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▼), µ〉〉 : These cases can be shown in
the same way as the above case; therefore, we omit the proof.
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Case z − x ∈? I. We consider the following case:
〈qinit,0, ϵ〉 ⇒∗B 〈p, ν, w〈(γ, J), µ〉〉 z−x∈?I−−−−−→α B 〈q, ν, w〈(γ, J), µ〉〉.
This means µ(z)− ν(x) ∈ I.
Subcase 〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▲), µ〉〉: Since µ(z) = η(x▲J ) by Lemma 4.11
and ν(x) = η(x), the predicting MTPDA C has the following transition:
〈qinit,0, ϵ〉 ⇒∗C 〈p, η, w′〈(γ, J▲), µ〉〉
check(γ,J▲)# x▲J−x∈?I−−−−−−−−−−−−−−→α C 〈q, η, w′〈(γ, J▲), µ〉〉.
Subcase 〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J▼), µ〉〉: This case is shown by the same argu-
ment as the above.
Subcase 〈p, ν, w〈(γ, J), µ〉〉 ≈ 〈p, η, w′〈(γ, J), µ〉〉: By the induction hypothesis and Lemma 4.13,
we have the following:
〈qinit,0, ϵ〉⇒∗B 〈q′, ν ′, . . . 〈( , J), 〉 . . . 〈(γ, J), 〉 . . . 〈( , J), 〉 . . .〉 ⇒∗B 〈p, ν, w〈(γ, J), µ〉〉≈ ≈
〈qinit,0, ϵ〉⇒∗C〈q′, η′, . . . 〈( , J▲), 〉 . . . 〈(γ, J), µ′〉 . . . 〈( , J▼), 〉 . . .〉⇒∗C〈p, η, w′〈(γ, J), µ〉〉.
We have µ(z)− ν(x) ∈ J by applying Lemma 4.10 to the following computation:
〈q′, ν ′, . . . 〈( , J), 〉 . . . 〈(γ, J), 〉 . . . 〈( , J), 〉 . . .〉 ⇒∗C 〈p, ν, w〈(γ, J), µ〉〉 ⇒∗C 〈qF , νF , ϵ〉.
Since µ(z)− ν(x) ∈ I and J ∈ {I↑, I, I↓}, J = I must hold.
Finally, we have the following transition from the definition of the predicting MT-
PDA C:
〈p, η, w′〈(γ, I), µ〉〉 check(γ,I)−−−−−−→α C 〈q, η, w′〈(γ, I), µ〉〉.
Combining these lemmas, we have the following result.
Theorem 4.1. Let A be an MTPDA that does not have transitions with reset(z) and
z − x ∈? I be an action that compares the local clock z and global clock x. There is an
MTPDA C that satisfies the following conditions:
• Lϵ(A) = Lϵ(C).
• There are no transition rules that contain an action z − x ∈? I.
4.6 Removing Transition Rules with z−x ∈? I from MTPDA
Extending the construction of the previous section, we will show the following theorem in
the present section.
Theorem 4.2. Let A be an MTPDA and z−x ∈? I be an action that compares the local
clock z and global clock x. There is an MTPDA D that satisfies the following conditions:
• Lϵ(A) = Lϵ(D).
• There are no transition rules that contain an action z − x ∈? I.
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In the previous section, we impose the restriction that there are no transitions with
the action reset(z) with respect to a fixed action z− x ∈? I. We needed this restriction to
prove the important lemmas about a stack of predicting MTPDA, Lemma 4.9 and 4.10;
indeed, if we permit transitions with the action reset(z), then Lemma 4.9 does not hold.
In the present section, we use new auxiliary global clocks
{
∁I↓ , ∁I , ∁I↑
}
to deal with the
action reset(z). Our strategy is simple: if the action reset(z) is taken when the stack top
has a prediction J , then we assign the auxiliary global clock ∁J (if we already assign ∁J
to some frame, then we dissolve the assignment and then we assign the clock to the top
frame).
Let A be an MTPDA and B be the predicting MTPDA obtained by A:
A = (Q, qinit, F,Σ,Γ,X ,Z,∆),
B = (Q, qinit, F,Σ,Γ× {I↓, I, I↑} ,X ,Z,∆B).
We construct the following MTPDA D that does not have transition rules with z−x ∈? I:
D = (Q, qinit, F,Σ,ΓD,XD,Z,∆D)
where ΓD and ∁D is defined as follows:
ΓD ≜ Γ× {J▲, J, J▼, J▲,◦, J◦, J▼,◦ : J ∈ {I↓, I, I↑}} ,
XD ≜ X ∪ {x▲J , x▼J : J ∈ {I↓, I, I↑}} ∪
{
∁I↓ , ∁I , ∁I↑
}
.
• The stack symbol J▲ means that we store the elapsed time in the global clock x▲J
after a frame that has J▲ pushed. So does the stack symbol J▼. (However, as we
will see later, we do not use the symbol J▼.)
• The stack symbol J◦ means that we store the value of the local clock z in the global
clock ∁J .
• The stack symbol J▲,◦ means that we store (1) the elapsed time in the global clock
x▲J after a frame that has J
▲ pushed and (2) the value of the local clock z in the
global clock ∁▲J . So does the stack symbol J▼,◦.
On the basis of the construction of the previous section, we define the set of transition
rules ∆D as follows.
Case p
reset(z)−−−−→α q ∈ ∆B: On the predicting MTPDA D, when we reset the local clock z,
we mark a frame by adding ·◦ and reset the global clock ∁ to reflect the value of
the local clock z of the current stack top frame. We carry out this by adding the
following transition rules to ∆D:
p
check(γ,J)# rew(γ,J◦)# τ−−−−−−−−−−−−−−−→α q, p check(γ,J◦)# τ−−−−−−−−−→α q,
p
check(γ,J▲)# rew(γ,J▲,◦)# τ−−−−−−−−−−−−−−−−−→α q, p check(γ,J▲,◦)# τ−−−−−−−−−−→α q, p check(γ,J▼,◦)# τ−−−−−−−−−−→α q
where τ ≜ reset(z) # reset(∁J).
Case p
push(γ,J)−−−−−−→α q ∈ ∆B: We add transition rules to ∆D as follows:
• The following one corresponds to pushing a frame onto the empty stack:
p
check(ϵ)# push(γ,J▲,◦)# reset(x▲J )# reset(∁J )−−−−−−−−−−−−−−−−−−−−−−−−−−→α q.
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• The following rules correspond to pushing a frame onto the stack whose top
symbol has J :
p
check(γ,J▲)# τ−−−−−−−−−→α q, p check(γ,J▲,◦)# rew(γ,J▲)# τ−−−−−−−−−−−−−−−−−→α q,
p
check(γ,J)# τ−−−−−−−−→α q, p check(γ,J◦)# rew(γ,J)# τ−−−−−−−−−−−−−−−→α q,
p
check(γ,J▼,◦)# rew(γ,J)# τ−−−−−−−−−−−−−−−−→α q
where τ = push(γ, J▼,◦) # reset(x▼J ) # reset(∁J).
• The following rules correspond to pushing a frame onto the stack whose top
symbol has K and J ⊏ K:
p
check(γ,K▲)# τ−−−−−−−−−→α q, p check(γ,K▲,◦)# τ−−−−−−−−−−→α q,
p
check(γ,K)# τ−−−−−−−−→α q, p check(γ,K◦)# τ−−−−−−−−−→α q,
p
check(γ,K▼,◦)# τ−−−−−−−−−−→α q
where τ = push(γ, J▲,◦) # reset(x▲J ) # reset(∁J).
Case p
check(γ,J)# z−x∈?J# pop(γ,J)−−−−−−−−−−−−−−−−−−−→α q ∈ ∆B: We add transition rules to ∆D as follows:
p
check(γ,J▲)# x▲J−x∈?J# pop(γ,J▲)−−−−−−−−−−−−−−−−−−−−−→α q, p check(γ,J▲,◦)# x▲J−x∈?J# pop(γ,J▲,◦)−−−−−−−−−−−−−−−−−−−−−−−→α q,
p
check(γ,J)# pop(γ,J)−−−−−−−−−−−−−→α q, p check(γ,J◦)# pop(γ,J◦)−−−−−−−−−−−−−−→α q,
p
check(γ,J▼,◦)# x▼J−x∈?J# pop(γ,J▼,◦)−−−−−−−−−−−−−−−−−−−−−−−→α q.
Case p
z−x∈?I−−−−−→α q ∈ ∆B: We add the following transition rules:
p





τ−→α q ∈ ∆B: For the rules other than those above, we add the same rules
to ∆D.
4.6.1 Properties of Predicting MTPDA D
We define the well-formedness of a stack of the predicting MTPDA D and show the
property corresponding to Lemma 4.13. A stack w of D is well-formed if it satisfies the
following condition:
w ∈ F(I↑) · F(I) · F(I↓)
where F(J) is defined as follows:
F(J) = {ϵ} ∪ Υ(J▲,◦) ∪ Υ(J▲) ·Υ(J)∗ ∪ Υ(J▲) ·Υ(J)∗ · (Υ(J◦) ∪Υ(J▼,◦)).
Recall that Υ(J) is defined as Υ(J) ≜ (Γ× {J})× (Z → R≥0).
Lemma 4.17. If a configuration 〈q, η, w〉 of D is reachable from the initial configuration
(i.e., 〈qinit,0, ϵ〉 ⇒∗D 〈q, η, w〉), then w is a well-formed stack.
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Proof. This lemma can be shown in the same way as Lemma 4.13.
If the top frame of a stack is one of 〈(γ, J▲,◦), µ〉, 〈(γ, J▼,◦), µ〉, or 〈(γ, J◦), µ〉, then
the value of the local clock z is recorded in the corresponding auxiliary clock.
Lemma 4.18. Let us consider the following computations of D:
〈qinit,0, ϵ〉 ⇒∗D 〈q1, η1, . . . 〈(γ1, J▲,◦), µ1〉〉,
〈qinit,0, ϵ〉 ⇒∗D 〈q2, η2, . . . 〈(γ2, J▼,◦), µ2〉〉,
〈qinit,0, ϵ〉 ⇒∗D 〈q3, η3, . . . 〈(γ3, J◦), µ3〉〉.
For these computations, we have µ1(z) = η1(∁J), µ2(z) = η2(∁J), and µ3(z) = η3(∁J).
Proof. Each case can be easily shown by induction on the length of the computation.
Next, we consider the case that the top frame a stack is of the form 〈(γ, J), µ〉. For
this case, we have a property that are similar to Lemma 4.12. To show the property, we
prove the technical lemma corresponding to Lemma 4.14.
Lemma 4.19. Let us consider the following computation pi for a configuration c′:
pi = 〈qinit,0, ϵ〉 ⇒∗D 〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉 = c′.
We can decompose pi as follows:
〈qinit,0, ϵ〉 ⇒∗
〈p, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . . 〈(γj , J▼,◦), µj〉〉
check(γj ,J▼,◦)# x▼J−x∈?J# pop(γj ,J▼,◦)−−−−−−−−−−−−−−−−−−−−−−−−→α
〈q, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 =⇒
♯
∗
〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉.
Especially, among the part of the computation =⇒
♯
∗, we do not reset reset(z) against the
frame that contains the stack symbol (γ, J).
Proof. We can decompose pi as follows in the same argument as Lemma 4.14:
〈qinit,0, ϵ〉 ⇒∗
〈ℓ, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . . 〈(γJ , J▼,◦), 〉〉
check(γJ ,J
▼,◦)# x▼J−x∈?J# pop(γJ ,J▼,◦)−−−−−−−−−−−−−−−−−−−−−−−−−→α
〈q, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 =⇒♦
∗ 〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉.
However, this does not ensure that there are no transitions with reset(z) in =⇒
♦
∗. If there
are no such transitions in =⇒
♦
∗, then the proof is finished. Therefore, now we assume that
=⇒
♦
∗ has such a transition and focus on the transition:
〈q, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 ⇒∗
〈ℓ, ν, . . . 〈(γi, J▲), 〉 . . . 〈(γ, J), 〉〉 check(γ,J)# rew(γ,J◦)# reset(z)# reset(∁J )−−−−−−−−−−−−−−−−−−−−−−−−−→α
〈p′, ν ′, . . . 〈(γi, J▲), 〉 . . . 〈(γ, J◦), 〉〉 =⇒♣
∗ 〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉.
It should be noted that there are no transitions with reset(z) in =⇒
♣
∗. To rewrite J◦ to J ,
the sequence of transitions =⇒
♣
∗ must be decomposed as follows:
〈p′, ν ′, . . . 〈(γi, J▲), 〉 . . . 〈(γ, J◦), 〉〉 ⇒∗
check(γ,J◦)# rew(γ,J)# push(γ′,J▼,◦)# reset(x▼J )# reset(∁J )−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→⇒∗
〈p, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . . 〈(γj , J▼,◦), µj〉〉
check(γj ,J▼,◦)# x▼J−x∈?J# pop(γj ,J▼,◦)−−−−−−−−−−−−−−−−−−−−−−−−→
〈q, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 =⇒
♯
∗ 〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉.
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Combining these transitions, we have the following desired decomposition:
〈qinit,0, ϵ〉 ⇒∗
〈p, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . . 〈(γj , J▼,◦), µj〉〉
check(γj ,J▼,◦)# x▼J−x∈?J# pop(γj ,J▼,◦)−−−−−−−−−−−−−−−−−−−−−−−−→
〈q, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 =⇒
♯
∗ 〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉
where there are no transition with reset(z) in =⇒
♯
∗.
Lemma 4.20. Let us consider the following computation:
pi = 〈qinit,0, ϵ〉 ⇒∗D 〈q′, η′, . . . 〈(γ, J), µ′〉〉 ⇒∗D 〈qF , ηF , ϵ〉.
For this computation, we have µ′(z)− η′(x) ∈ J .
Proof. Applying Lemma 4.19 to pi, we have the following decomposition:
〈qinit,0, ϵ〉 ⇒∗
〈p, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . . 〈(γj , J▼,◦), µj〉〉
check(γj ,J▼,◦)# x▼J−x∈?J# pop(γj ,J▼,◦)−−−−−−−−−−−−−−−−−−−−−−−−→α
〈q, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 =⇒
♯
∗
〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉 ⇒∗
〈q′′, η′′, . . . 〈(γi, J▲), µ′′i 〉〉
check(γi,J▲)# x▲J−x∈?J# pop(γi,J▲)−−−−−−−−−−−−−−−−−−−−−−→⇒∗ 〈qF , ηF , ϵ〉.
By the definition of pop, we have η(x▼J )−η(x) ∈ J and η′′(x▲J )−η′′(x) ∈ J . Therefore,
we prove the following to show µ′(z)− η′(x) ∈ J :
η(x▼J )− η(x) ≤ µ′(z)− η′(x) ≤ η′′(x▲J )− η′′(x).
We assume that δ is the elapsed time among 〈q, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γ, J), µ〉 . . .〉 =⇒
♯
∗
〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉.
η(x▼J )− η(x) = (η + δ)(x▼J )− (η + δ)(x)
≤ (η + δ)(x▼J )− η′(x)
≤ (µ(z) + δ)− η′(x) [∵ η(x▼J ) ≤ µ(z)]
= µ′(z)− η′(x).
[
∵ we do not perform reset(z)
against the frame containing 〈γ, J〉
]
We assume that δ′ is the elapsed time among 〈q′, η′, . . . 〈(γi, J▲), µ′i〉 . . . 〈(γ, J), µ′〉〉 =⇒∗
〈q′′, η′′, . . . 〈(γi, J▲), µ′′i 〉〉.
µ′(z)− η′(x) = (µ′ + δ′)(z)− (η′ + δ′)(x)
≤ (µ′ + δ′)(z)− η′′(x)
≤ (µ′i + δ′)(z)− η′′(x)
≤ (η′ + δ′)(x▲J )− η′′(x) [∵ µ′i(z) ≤ η′(x▲J )]
= η′′(x▲J )− η′′(x).
Finally, we consider the case that the top frame a stack is of the form 〈(γ, J▲), µ〉. The
lemmas corresponding to Lemma 4.21 and 4.22 hold. Since both lemmas can be shown by
the same argument as the corresponding lemmas, we omit the proof.
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Lemma 4.21. Let us consider the following computation pi for a configuration c′:
pi = 〈qinit,0, ϵ〉 ⇒∗D 〈q′, η′, . . . 〈(γi, J▲), µ′i〉〉 = c′.
We can decompose pi as follows:
〈qinit,0, ϵ〉 ⇒∗
〈p, η, . . . 〈(γi, J▲), µi〉 . . . 〈(γj , J▼,◦), µj〉〉
check(γj ,J▼,◦)# x▼J−x∈?J# pop(γj ,J▼,◦)−−−−−−−−−−−−−−−−−−−−−−−−→α
〈q, η, . . . 〈(γi, J▲), µi〉 . . .〉 =⇒
♯
∗
〈q′, η′, . . . 〈(γi, J▲), µ′i〉〉.
Especially, among the part of the computation =⇒
♯
∗, we do not reset reset(z) against the
frame that contains the stack symbol (γ, J).
Lemma 4.22. Let us consider the following computation:
pi = 〈qinit,0, ϵ〉 ⇒∗D 〈p, η′, . . . 〈(γ, J▲), µ′〉〉 ⇒∗D 〈qF , ηF , ϵ〉.
For this computation, we have µ′(z)− η′(x) ∈ J .
4.6.2 Language Equivalence between Predicting MTPDA B and D
In order to show Lϵ(B) = Lϵ(D), we define the following relation between configurations
of B and D:
〈qB, νB, wB〉 ≈ 〈qD, νD, wD〉 def⇐⇒ qB = qD ∧ νB = νD ↾ X ∧ wB = ψ(wD)
where ψ : Γ∗D → (Γ× {I↓, I, I↑})∗ is a projection defined as follows:
ψ((γ, J)) = (γ, J), ψ((γ, J▲)) = (γ, J), ψ((γ, J▼)) = (γ, J),
ψ((γ, J◦)) = (γ, J), ψ((γ, J▲,◦)) = (γ, J), ψ((γ, J▼,◦)) = (γ, J).
On the basis of this relation, we can show Lϵ(B) ⊆ Lϵ(D) and Lϵ(B) ⊇ Lϵ(D) in the similar
way to the proofs of Lemma 4.16 and 4.15 because we already showed Lemma 4.17, 4.18, 4.20,
and 4.22 that correspond to Lemma 4.13, 4.11, and 4.12.
Therefore, we obtain the following result that states, for a given MTPDA A, we can
remove a diagonal constraint of the form z − x ∈? I of A while preserving its language.
Theorem 4.2. Let A be an MTPDA and z−x ∈? I be an action that compares the local
clock z and global clock x. There is an MTPDA D that satisfies the following conditions:
• Lϵ(A) = Lϵ(D).
• There are no transition rules that contain an action z − x ∈? I.
4.7 Untiming Theorem of MTPDA
Summarizing all the above discussion, we prove the untiming theorem of MTPDA.
Theorem 4.3. Let A be an MTPDA.
There is a pushdown timed automaton E such that Lϵ(A) = Lϵ(E).
Proof. Applying Lemma 4.6 to the MTPDA A, we have an MTPDA B such that
• Lϵ(A) = Lϵ(B) and
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• There are no transitions that have an action x − z ∈? I or z − z′ ∈? I where x is a
global clock and z, z′ are local clocks.
Applying Theorem 4.2 to B until there are no transition rules with an action of the
form z − x ∈? I, we have a predicting MTPDA C such that
• Lϵ(B) = Lϵ(C) and
• There are no transitions that have an action z − x ∈? I, x − z ∈? I, or z − z′ ∈? I
where x is a global clock and z, z′ are local clocks.
From the MTPDA C = (Q, qinit, F,Σ,Γ,X ,Z,∆C), we construct the following 0-
MTPDA D:
D = (Q, qinit, F,Σ,Γ,X , ∅,∆D)




τ−→α q ∈ ∆C : τ ̸= reset(z), z ∈ Z
}
.
It is clear that Lϵ(C) = Lϵ(D).
Since pushdown timed automata do not allow diagonal constraints of the form x1 −
x2 ∈? I, we should remove such actions from D. To this end, we can use the same
construction to remove diagonal constraints from timed automata; therefore, we obtain a
pushdown timed automaton E such that Lϵ(A) = Lϵ(E).
Combining the above theorem and Proposition 4.2, we have the following form of the
untiming theorem of MTPDA.
Corollary 4.1. Let A be an MTPDA. There is a pushdown timed automaton E such
that L(A) = L(E).
The untiming theorem also implies the following time complexity result for MTPDA.
Corollary 4.2. The emptiness problem and location reachability problem of MTPDA are
EXPTIME-complete.
Proof. Since we can reduce the emptiness problem to the location reachability problem
in a linear time and vice versa, it suffices to show the EXPTIME-completeness of the
emptiness problem.
First, we show the EXPTIME-hardness. This is immediately shown by Corollary 3.1
of Chapter 3 because any PTA is an MTPDA.
Next, we show the emptiness problem is in EXPTIME. LetA = (Q, qinit, F,Σ,Γ,X ,Z,∆)
be an MTPDA. Let K be the numbers of transition rules of the form p
z−x∈?I−−−−−→α q where
z ∈ Z and x ∈ X . Applying Lemma 4.6 and 4.1, we can construct an MTPDA A0 such
that:
• if A0 has a transition rule with c1− c2 ∈? I, then c1 is a local clock and c2 is a global
clock;
• the numbers of states and stack symbols of A0 are exponential in the size of A;
• the numbers of global clocks and local clocks of A0 are linear in the size of A.
In order to remove transition rules with actions of the form z−x ∈? I, we apply Theo-
rem 4.2 about O(K)-times. Each applying the theorem to an MTPDA causes exponential
increases in the numbers of states and stack symbols and a linear increase in the number
of global clocks. Therefore, after we remove all the transition rules with actions of the
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form z − x ∈? I, then the numbers of states and stack symbols of the obtained PTA is
exponential in the size of the original MTPDA A and the number of global clocks is linear
in the size of A.
Since the emptiness problem of a PTA is solved time linar in the numbers of its states
and stack symbols and exponential in the numbers of clocks, the language emptiness
problem of the untimed PTA can be solved in exponential time with respect to the size of
the input MTPDA A.
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Chapter 5
Synchronized Recursive Timed Automata
This chapter presents a class of timed pushdown automata, synchronized recursive timed
automata (SRTA), and we study its expressiveness and decidability. This chapter is based
on our previous work [UM15, UM18].
Expressiveness. In comparison with existing classes of timed pushdown automata—
PTA, DTPDA, and MTPDA—, SRTA have novel constraints, fractional constraints—
formulae of the form frac(x) = 0 and frac(x) < frac(y) (frac(x) is the fractional part of a
clock x)—for checking the fractional parts of clocks. Owing to fractional constraints, the
class of SRTA is more expressive than the existing classes of PTA, DTPDA, and MTPDA.




(a, t1)(a, t2) . . . (a, tn)(b, t
′






i − ti ∈ N
}
.
We will formally show that the above language can be accepted by an SRTA and not by
any PTA.
Decidability of Reachability Problem. Even though SRTA extend MTPDA due to
the presence of fractional constraints, the location reachability problem of SRTA is decid-
able and EXPTIME-complete. Furthermore, we show the decidability of the configuration
reachability problem of SRTA. For a given SRTA and configuration 〈q, w〉, the configura-
tion reachability problem cinit →∗? 〈q, w〉 decides whether we can reach the configuration
〈q, w〉 from the initial configuration cinit. Although the configuration reachability problem
of pushdown automata is straightforwardly reduced to the location reachability problem
of them, such a reduction does not hold on SRTA due to the unboundedness and dense-
ness of real numbers. Indeed, the configuration reachability problem of TPDA was not
considered by Abdulla et al. in [AAS12a].
Our decidability proof of the configuration reachability problem is organized as fol-
lows. The reader will find the detailed overview of our proof in Section 5.3. In Section 5.1,
we introduce SRTA and give the standard semantics of SRTA. In order to reduce the
configuration reachability problem of the standard semantics to that of a semantics de-
fined as a pushdown system, we need to remove the entire stack modification of timed
transitions 〈q, 〈γ1, ν1〉 . . . 〈γn, νn〉〉 δ⇝ 〈q, 〈γ1, ν1+ δ〉 . . . 〈γn, νn+ δ〉〉 and the unboundedness
and denseness of real numbers. In Section 5.4, to remove the entire stack modification of
timed transitions, we use the technique called lazy time elapsing that was introduced by
Abdulla et al. to show the decidability of the location reachability problem of DTPDA
in [AAS12a]. In Section 5.5, we remove the unboundedness of real numbers by introducing
collapsed real numbers. In Section 5.6, we remove the denseness of real numbers with the
formalization of the region of Abdulla et al. Through Section 5.4 to 5.6, we can give a
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semantics defined as a pushdown system that corresponds to the standard semantics and
it leads to the decidability of the configuration reachability problem of SRTA.
We compare the conventional region of timed automata given by Alur and Dill in [AD94]
and the region designed by Abdulla et al. for DTPDA in Section 5.7. Through this com-
parison, we find out that a key technical lemma fails on the region of Alur and Dill.
Basic Notation
Bounded Intervals. In this chapter, unlike the previous chapters, we consider bounded
intervals I defined as follows:
I ::= [a : b] | (a : b)
where a, b ∈ N. Therefore, if we call I interval, then the (bounded) interval I is not an
unbounded intervals such as (a : ω), (−ω : b], etc.
We use I to denote the set of bounded intervals and Iω to denote the set of intervals
including unbounded intervals:
I = {(a : b), [a : b] : a, b ∈ N} , Iω = {(a : b), [a : b], (−ω : a), (a : ω) : a, b ∈ N} .
Pushdown Systems.
A pushdown system (PDS) is a triple (Q,Γ, ↪→) where Q is a finite set of control
locations, Γ is a (possibly infinite) stack alphabet, and ↪→ ⊆ (Q × Γ∗) × (Q × Γ∗) is a
set of transition rules. A configuration is a pair 〈q, w〉 of a location q ∈ Q and a stack
w ∈ Γ∗. A one-step transition 〈q, w v〉 → 〈q′, w v′〉 is defined if 〈q, v〉 ↪→ 〈q′, v′〉. We also
write w → w′ by omitting locations if the locations are irrelevant. A PDS is called a finite
PDS if its set of transition rules is finite. Otherwise, it is called an infinite PDS. Note
that our formalization allows multiple popping rather than single element popping at each
single move. A PDS is called a normalized PDS if the set of transition rules ↪→ is a subset
of (Q× Γ)× (Q× Γ∗).
For given configurations c1 and c2, the configuration reachability problem asks if
c1 →∗ c2 holds. The configuration reachability problem of finite normalized PDS is
in PTime [BEM97, FWW97]. Since we can translate a finite PDS to the corresponding
finite normalized PDS while preserving the configuration reachability, the configuration
reachability problem of finite PDS is also decidable.
5.1 Synchronized Recursive Timed Automata
We introduce synchronized recursive timed automata (SRTA) and define the standard
semantics of SRTA called Stnd.
Clock Constraints. Let C be a finite set of clocks. The set ΦC of clock constraints is
given by:
ϕ ::= c ∈? I | frac(x) = 0 | frac(c) ▷◁ frac(c′) | ϕ ∧ ϕ | ¬ϕ
where c, c′ ∈ C, I ∈ I is a bounded interval, and ▷◁ ∈ {<,=, >}.
For a constraint ϕ ∈ ΦC and valuation ν : C → R≥0, we write ν |= ϕ if ϕ holds when
clocks are replaced by the values of ν: e.g., ν |= c ∈? I if ν(x) ∈ I, ν |= frac(c) = 0 if
frac(ν(c)) = 0. The fractional constraints frac(c) = 0 and frac(c) ▷◁ frac(c′) are a novel
feature against previous pushdown-extensions of timed automata.
Definition 5.1 (Synchronized Recursive Timed Automata). A synchronized recursive
timed automaton (SRTA) is a 7-tuple A = (Q, qinit, F,Σ,Γ,X ,∆) where
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• Q is a finite set of control locations, qinit is the initial location, F ⊆ Q is a set of
accepting locations,
• Σ is a finite input alphabet, Γ is a finite set of stack symbols,
• X is a finite set of clocks, and
• ∆ ⊆ Q× (Σ ∪ {ϵ})×ActSRTA ×Q is a finite set of discrete transition rules.
– To denote a transition rule 〈p, α, τ, q〉 ∈ ∆, we also write p τ−→α q.
ActSRTA is the set of actions of SRTA defined as follows:
τ ∈ ActSRTA ::= push(γ) | pop(γ) | dig(x, y) | x← I | check(ϕ)
where γ ∈ Γ, x, y ∈ X , I ∈ I, and ϕ ∈ ΦX . ■
We define the standard semantics Stnd of SRTA as an infinite transition system.
Definition 5.2 (Semantics Stnd). A configuration is a pair 〈q, w〉 of a location q and a
stack w in which each frame 〈γ, ν〉 consists of a stack symbol γ and a concrete valuation
ν : X → R≥0. The set of configurations of Stnd is Q× (Γ× (X → R≥0))∗.
For an action τ ∈ ActSRTA, we define a discrete transition w τ−→ w′ for w,w′ ∈ (Γ×(X →
R≥0))∗ by case analysis on τ as follows:
w 〈γ1, ν1〉 push(γ2)−−−−−→ w 〈γ1, ν1〉 〈γ2,0〉, w 〈γ1, ν1〉 〈γ2, ν2〉 pop(γ2)−−−−−→ w 〈γ1, ν2〉,
ν ′2 = ν2[x B ν1(y)]
w 〈γ1, ν1〉 〈γ2, ν2〉 dig(x,y)−−−−−→ w 〈γ1, ν1〉 〈γ2, ν ′2〉 ,
r ∈ I ν ′ = ν[x B r]
w 〈γ, ν〉 x←I−−−→ w 〈γ, ν ′〉 ,
ν |= ϕ
w 〈γ, ν〉 check(ϕ)−−−−−→ w 〈γ, ν〉 .
We note that the pop-rule removes the top frame and puts ν2 to the next frame as follows:
w〈γ1, ν1〉〈γ2, ν2〉 → w〈γ1, ν2〉.
In addition to discrete transitions, we allow timed transitions:
|w| ≥ 1 δ ∈ R≥0
w
δ⇝ w + δ
time
where w + δ is defined as follows:
(〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn〉) + δ ≜ 〈γ1, ν1 + δ〉〈γ2, ν2 + δ〉 . . . 〈γn, νn + δ〉.
The operational semantics Stnd of the SRTA A is defined as a labeled infinite transi-
tion system TA = (Q× (Γ× (X → R≥0))∗,→,⇝) where the set of discrete transitions →
and the set of timed transitions ⇝ are defined as follows:
p
τ−→α q ∈ ∆ w
τ−→ w′
〈p, w〉 τ−→α 〈q, w′〉,
δ ∈ R≥0
〈q, w〉 δ⇝ 〈q, w + δ〉.
■
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By exploiting the dig rule, we can implement useful transition rules, which naturally
appeared in the existing models: timed recursive state machines and recursive timed
automata [BMP10, TW10]. We call an SRTA equipped with the following extended push
and pop rules extended SRTA:
ν2 = 0X [X B ν1]
w 〈γ1, ν1〉 → w 〈γ1, ν1〉 〈γ2, ν2〉 push(γ2, X)
ν ′2 = ν2[X B ν1]
w 〈γ1, ν1〉 〈γ2, ν2〉 → w 〈γ1, ν ′2〉
pop(γ2, X)
where X is a subset of X and ν[{x1, . . . , xn} B ν ′] is defined as follows:
ν[{x1, x2, . . . , xn} B ν ′] ≜ ν[x1 B ν ′(x1)][x2 B ν ′(x2)] · · · [xn B ν ′(xn)].
For any extended SRTA, we can construct the corresponding normal SRTA by replacing
each extended transition rule with appropriate dig rules.
Timed Languages of SRTA. We define the timed language of an SRTA in the same
way as timed automata.
For an SRTA A, its timed language, L(A), is defined as follows:
L(A) ≜ {tw(pi) : pi = 〈qinit, 〈⊥,0〉〉⇝ · · · → 〈q, w〉, q ∈ F} .
Remark: For the initial configuration 〈qinit, 〈⊥,0〉〉, we use the special stack symbol ⊥.
We consider the following timed language:
LSRTA ≜
{
(a, t1)(a, t2) . . . (a, tn)(b, t
′






i − ti ∈ N, n ≥ 1
}
.
It should be noted that if we forget the time stamps from LSRTA then the language
{anbn : n ≥ 1} is a typical context-free language.
To accept the above timed language, let us consider an extended SRTA ASRTA =
({q0, . . . , q4} , q0, {q4} , {a, b} , {⊥, ⋆} , {x} ,∆) where ∆ is defined as follows:













SRTA ASRTA accepts LSRTA and the following acceptable computation represents the
timed word (a, 0.1)(a, 1.2)(b, 2.2)(b, 3.1) ∈ LSRTA:
〈q0, 〈⊥, 0〉〉0.1⇝〈q0, 〈⊥, 0.1〉〉 a−→ 〈q1, 〈⊥, 0.1〉〈⊥, 0〉〉1.1⇝〈q1, 〈⊥, 1.2〉〈⊥, 1.1〉〉 a−→
〈q1, 〈⊥, 1.2〉〈⊥, 1.1〉〈⋆, 0〉〉1.0⇝〈q1, 〈⊥, 2.2〉〈⊥, 2.1〉〈⋆, 1〉〉 b−→ 〈q2, 〈⊥, 2.2〉〈⊥, 2.1〉〈⋆, 1〉〉 0.5⇝
〈q2, 〈⊥, 2.7〉〈⊥, 2.6〉〈⋆, 1.5〉〉 ϵ−→ 〈q3, 〈⊥, 2.7〉〈⊥, 2.6〉〉 0.4⇝ 〈q3, 〈⊥, 3.1〉〈⊥, 3〉〉 b−→
〈q2, 〈⊥, 3.1〉〈⊥, 3〉〉 0⇝ 〈q2, 〈⊥, 3.1〉〈⊥, 3〉〉 ϵ−→ 〈q4, 〈⊥, 3.1〉〉
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The fractional constraint check(frac(x) = 0) checks if the fractional part of t′i − ti is
zero (i.e., t′i − ti ∈? N) and is key to excluding runs τ such that tw(τ) /∈ LSRTA. For
example,
τ = 〈q0, 〈⊥, 0〉〉0.1⇝〈q0, 〈⊥, 0.1〉〉 a−→
〈q1, 〈⊥, 0.1〉〈⊥, 0〉〉0.2⇝〈q1, 〈⊥, 0.3〉〈⊥, 0.2〉〉 ̸ b−→
〈q2, 〈⊥, 0.3〉〈⊥, 0.2〉〉
and tw(τ) = (a, 0.1)(b, 0.3) /∈ LSRTA.
5.2 Expressiveness of SRTA
In this section, we study the expressivenss of SRTA by comparing it with PTA and MT-
PDA. First, we show that SRTA are more expressive than PTA; and then, we show that
SRTA can be seen as an extension of MTPDA.
5.2.1 SRTA is More Expressive than PTA: PTA ⊊ SRTA
We show PTA ⊆ SRTA and then show the above timed language LSRTA can not be
recognized by any PTA.
Theorem 5.1. Let A be a PTA. There is an SRTA B such that L(A) = L(B).
Proof. Since there are no global clocks in SRTA, let us see how we can encode them in
SRTA by extended rules push(γ,X) and pop(γ,X).
Without loss of generality, we can assume that if p
x∈?I−−−→α q in A, then I = (a : b),
I = [a : b], or I = (a : ω). We denote the PTA A as A = (Q, qinit, F,Σ,Γ,X ,∆) and
construct the following SRTA B:
B = (Q, qinit, F,Σ,Γ ∪ {⊥} ,X ,∆′).
Our idea to simulate A by B is to represent the values of the global clocks X of A in the
stack top frame of B. To formally state this, we define a correspondence relation between
configurations of A and B as follows:
〈q, ν, ϵ〉 ∼ 〈q, 〈⊥, ν〉〉,
〈q, ν, γ1γ2 . . . γn〉 ∼ 〈q, 〈γ1, 〉〈γ2, 〉 . . . 〈γn, ν〉〉.
Now we define ∆′ as follows so that the above relation forms a bisimulation between A
and B:
p
nop−−→α q ∈ ∆
p
frac(x)=frac(x)−−−−−−−−−→α q ∈ ∆′,
p
push(γ)−−−−→α q ∈ ∆
p
push(γ,X )−−−−−−→α q ∈ ∆′,
p
pop(γ)−−−−→α q ∈ ∆
p
pop(γ,∅)−−−−−→α q ∈ ∆′,
p
reset(x)−−−−→α q ∈ ∆
p
x←[0:0]−−−−−→α q ∈ ∆′,
p
x∈?(a:b)−−−−−→α q ∈ ∆
p
x∈?(a:b)−−−−−→α q ∈ ∆′,
p
x∈?[a:b]−−−−−→α q ∈ ∆
p
x∈?[a:b]−−−−−→α q ∈ ∆′,
p
x∈?(a:ω)−−−−−→α q ∈ ∆
p
x ̸∈?[0:a]−−−−−→α q ∈ ∆′.
(Here we assume that X = {x, . . .} is not empty).
It should be noted that a transition rule p
push(γ,X )−−−−−−→α q induces transitions of the
following form:
〈p, 〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn〉〉 push(γ,X )−−−−−−→α 〈q, 〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn〉〈γ, νn〉〉
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and a transition rule p
pop(γ,∅)−−−−−→α q induces transitions of the following form:
〈p, 〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn〉〈γ, νn+1〉〉 pop(γ,∅)−−−−−→α 〈q, 〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn+1〉〉.
It can be easily verified that the above relation ∼ form a bisimulation between A and B
for the set of transition rules ∆′; therefore, we have L(A) = L(B).
Theorem 5.2. The following SRTA language cannot be accepted by any PTA.
LSRTA =
{
(a1, t1)(a2, t2) . . . (an, tn)(bn, t
′




1) : n ≥ 1, t′i − ti ∈ N
}
.
Proof. To prove this, we use the notations introduced in Section 3.4 of Chapter 3. We
prove this by contradiction; we assume there is an m-PTA Am such that LSRTA = L(Am).
Since LSRTA = L(Am), there is a timed word such that
(am+1, tm+1) . . . (a1, t1)(b1, t
′
1) . . . (bm+1, t
′
m+1) ∈ L(An)
where t′i − ti = i for any 1 ≤ i ≤ m+ 1. This and Proposition 3.7 of Chapter 3 shows the
presence of a timed word
(am+1, um+1) . . . (a1, u1)(b1, u
′
1) . . . (bn+1, u
′
m+1) ∈ L(An)
such that 1 < u′1 − u1 < 2. By the definition of LSRTA, this timed word does not belong
to LSRTA. Therefore, L(Am) ̸= LSRTA.
Combining these results, we obtain the main result about the expressiveness of timed
pushdown automata.
Corollary 5.1.
PTA = DTPDA =MTPDA ⊊ SRTA.
5.2.2 Alternative View of SRTA
We show that SRTA can be seen as an extension of MTPDA.
Clock Constraints with Diagonal Constraints. Let C be a finite set of clocks. We
extend the set of clock constraints ΦC with diagonal constraints.
The set ΦdiagC of clock constraints with diagonal constraints is given by:
ϕ ∈ ΦdiagC ::= c ∈? I | frac(c) = 0 | frac(c) ▷◁ frac(c′) | c− c′ ▷◁ k | ϕ ∧ ϕ | ¬ϕ
where c, c′ ∈ C, I is an bounded interval, and ▷◁ ∈ {<,=, >}, and k ∈ Z. A constraint
c − c′ ▷◁ k correspond to a diagonal constraint of timed automata in Section 2.5.1 of
Chapter 2.
Let ϕ ∈ ΦdiagC be a constraint and ν : C → R≥0 be a valuation. We write ν |= ϕ if ϕ
holds when clocks are replaced by values of ν. We write Var(ϕ) for the set of clocks of ϕ: for
example, if ϕ ≡ c1 ∈? (3 : 5)∧ c2− c3 < 3∧¬(frac(c4) = 0), then Var(ϕ) = {c1, c2, c3, c4}.
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Extended MTPDA Here we consider an extension of MTPDA, extended MTPDA
(EMTPDA). An EMTPDA A is a 8-tuple A = (Q, qinit, qF ,Σ,Γ,X ,Z,∆) where each
component except ∆ is the same as that of MTPDA and ∆ ⊆ Q× Σϵ × ActEMTPDA ×Q
is the set of transition rules. The set of actions of EMTPDA is defined by the following
grammar:
ActEMTPDA ::= push(γ) | pop(γ) | c←[ c′ | c← I | check(ϕ)
where γ ∈ Γ, c, c′ ∈ X ∪Z, I is an bounded interval, and ϕ ∈ ΦdiagX∪Z . As with MTPDA, A
configuration of the EMTPDA A is a triple 〈q, ν, 〈γ1, µ1〉 . . . 〈γn, µn〉〉 where q is a control
location, ν : X → R≥0 is a valuation on global clocks, and 〈γi, µi〉 ∈ Γ × (Z → R≥0) is
a stack frame with a stack symbol and valuation on local clocks. The semantics of the
transition rules of the form p
push(γ)−−−−→α q and p
pop(γ)−−−−→α q is defined in the same way as
MTPDA. We define the semantics of the other transition rules as follows:
Bounded Update c← I:
p
x←I−−−→α q ∈ ∆ x ∈ X r ∈ I
〈p, ν, w〉 x←I−−−→α 〈q, ν[x B r], w〉.
p
z←I−−−→α q ∈ ∆ z ∈ Z r ∈ I
〈p, ν, w〈γ, µ〉〉 z←I−−−→α 〈q, ν, w〈γ, µ[z B r]〉〉,
Checking Clocks check(ϕ):
p
check(ϕ)−−−−−→α q ∈ ∆ Var(ϕ) ∩ Z = ∅ ν |= ϕ.
〈p, ν, w〉 check(ϕ)−−−−−→α 〈q, ν, w〉,
p
check(ϕ)−−−−−→α q ∈ ∆ Var(ϕ) ∩ Z ̸= ∅ ν ∪ µ |= ϕ
〈p, ν, w〈γ, µ〉〉 check(ϕ)−−−−−→α 〈q, ν, w〈γ, µ〉〉
Copying Clocks c1 ←[ c2:
p
x ←[ x′−−−−→α q ∈ ∆ x ∈ X x′ ∈ X
〈p, ν, w〉 x ← [ x′−−−−→α 〈q, ν[x B ν(x′)], w〉,
p
x ←[ z−−−−→α q ∈ ∆ x ∈ X z ∈ Z
〈p, ν, w〈γ, µ〉〉 x ←[ z−−−−→α 〈q, ν[x B µ(z)], w〈γ, µ〉〉,
p
z ← [ x−−−−→α q ∈ ∆ z ∈ Z x ∈ X
〈p, ν, w〈γ, µ〉〉 z ←[ x−−−−→α 〈q, ν, w〈γ, µ[z B ν(x)]〉〉,
p
z ← [ z′−−−−→α q ∈ ∆ z ∈ Z z′ ∈ Z
〈p, ν, w〈γ, µ〉〉 z ←[ z′−−−−→α 〈q, ν, w〈γ, µ[z B µ(z′)]〉〉.
We define the language L(A) of an EMTPDA A in the same way as MTPDA. Extended
MTPDA can be seen as follows:
Extended MTPDA = MTPDA+ fractional constraints frac(c) = 0 & frac(c) ▷◁ frac(c′)
+ bounded update c← I + value copying c←[ c′
Since we can simulate the dig actions of SRTA by the value copying mechanism of extended
MTPDA, we have the following lemma.
Lemma 5.1. Let A be an SRTA. There is an extended MTPDA B such that L(A) = L(B).
Proof. We denote the SRTA A by A = (Q, qinit, F,Σ,Γ,X ,∆) where X = {x1, x2, . . . , xk}.
We define the EMTPDA B = (Q, qinit, F,Σ,Γ, GX , LX ,∆′) where GX = {gx : x ∈ X}
and LX = {ℓx : x ∈ X}. Before we give the definition of ∆′, we define a correspondence
relation between configurations of A and B as follows:
〈q, 〈γ1, ν1〉〉 ∼ 〈q, ν1, 〈γ1, 〉〉,
〈q, 〈γ1, ν1〉〈γ2, ν2〉〉 ∼ 〈q, ν2, 〈γ1, 〉〈γ2, ν1〉〉,
〈q, 〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn−1, νn−1〉〈γn, νn〉〉 ∼ 〈q, νn, 〈γ1, 〉〈γ2, ν1〉 . . . 〈γn, νn−1〉〉.
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Basically, we remember the clock valuation νn of the top frame of A in the global clock
valuation of B and the clock valuation νn−1 of the frame next to the top of A in the local
clock valuation of the top frame of B, and so on. To have the above relation ∼ form a
bisimulation, we define ∆′ as follows:
p
push(γ)−−−−→α q ∈ ∆
p
push(γ)# ℓx1←gx1 # ···# ℓxk←gxk # reset(x1)# ···# reset(xk)−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→α q ∈ ∆′,
p
dig(x,y)−−−−−→α q ∈ ∆
p
gx ← ℓy−−−−−→α q ∈ ∆′,
p
pop(γ)−−−−→α q ∈ ∆
p
pop(γ)−−−−→α q ∈ ∆′
p
x←I−−−→α q ∈ ∆
p
gx←I−−−→α q ∈ ∆′,
p
check(ϕ)−−−−−→α q ∈ ∆
p
check(rename(ϕ))−−−−−−−−−−−→α q ∈ ∆′
where the function rename : ΨdiagX → ΨdiagGX renames each clock x of an input constraint
to the corresponding clock gx. To simplify the construction, we used atomic transition
rules of the form p
τ1# τ2# ··· τn−−−−−−−−→α q; however, we can remove this by adding a sequence of
transition rules and a fresh clock to ensure the atomicity of the sequence of transitions
(see Lemma 4.1 of Chapter 4).
Conversely, we show the language class of EMTPDA is subsumed by that of SRTA. To
this end, we consider an extension of SRTA, full SRTA, which are as expressive as SRTA.
Act fullSRTA is the set of actions of a full SRTA defined as follows:
τ ∈ Act fullSRTA ::= push(γ) | pop(γ) | dig(x, y) | x← I | check(ϕ)
| τ # τ | top(γ) | x⇐\ x′
where γ ∈ Γ, x, x′ ∈ X , I is an interval, and ϕ ∈ ΦdiagX . On full SRTA, we newly allow the
following types of transition rules:
Atomic transition An atomic transition rule p
τ1# τ2−−−→α q induces the following transition:
w
τ1−→ w′′ w′′ τ2−→ w′
〈p, w〉 τ1# τ2−−−→α 〈q, w′〉.
Adding this type of transition rules does not enlarge the expressiveness of SRTA
because we can easily remove atomic transitions in the same way as Lemma 4.1 of
Chapter 4.
Checking a stack symbol A transition rule p
top(γ)−−−−→α q checks whether or not the stack
symbol of the stack top frame is γ; therefore, the rule induces the following transition:
γ′ = γ
〈p, w〈γ′, µ〉〉 top(γ)−−−−→α 〈q, w〈γ′, µ〉〉.
Adding this type of transition rules does not enlarge the expressivenes of SRTA
because we can remove such transition rules in the same way as Lemma 4.1 of
Chapter 4.
Copying clocks in a single frame A transition rule p
x1⇐ \x2−−−−−→α q, unlike the action dig,
copies the value of the clock x2 to the clock x1 in the stack top frame; therefore, the
rule induces the following transition:
〈p, w〈γ, µ〉〉 x1⇐\x2−−−−−→α 〈q, w〈γ, µ[x1 B µ(x2)]〉〉.
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Adding this type of transition rules does not enlarge the expressivenes of SRTA
because we can replace p
x1⇐\x2−−−−→α q by p push(γ,X )# dig(x1,x2)# pop(γ,∅)−−−−−−−−−−−−−−−−−−−−→α q.
Diagonal constraints On full SRTA, we allow diagonal constraints x − y ▷◁ k. This
does not enlarge the expressiveness of SRTA; we showed this result in our pre-
liminary work [UM15]. The similar result was already shown on timed automata
in [BDFP04]. This is in constast to the result of timed automata that the combi-
nation of unbounded updates and diagonal constraints enlarge the expressiveness of
timed automata and leads to the undecidability of the reachability problem of timed
automata [BDFP04].
Therefore, SRTA and full SRTA are equally expressive.
Lemma 5.2. Let A be an extended MTPDA. There is a full SRTA B such that L(A) =
L(B).
Proof. We denote the extended MTPDA by A = (Q, qinit, F,Σ,Γ,X ,Z,∆). We define the
following full SRTA B:
B = (Q, qinit, F,Σ,Γ ∪ {⊥} ,X ∪ Z,∆′).
Before giving the definition of ∆′, we define a correspondence relation between configura-
tions of A and B:
〈q, ν, ϵ〉 ∼ 〈q, 〈⊥, θ〉〉 ⇐⇒ ν = θ ↾ X ,
〈q, ν, 〈γ1, µ1〉〉 ∼ 〈q, 〈⊥, 〉〈γ1, ν ∪ µ1〉〉,
〈q, ν, 〈γ1, µ1〉〈γ2, µ2〉 . . . 〈γn, µn〉〉 ∼ 〈q, 〈⊥, 〉〈γ1, θ1〉〈γ2, θ2〉 . . . 〈γn, ν ∪ µn〉〉 ⇐⇒ µi = (θi ↾ X ).
To have this relation ∼ form a bisimulation between A and B, we define the set of
transition rules of B as follows:
p
push(γ)−−−−→α q ∈ ∆
p
push(γ,X )−−−−−−→α q ∈ ∆′,
p
pop(γ)−−−−→α q ∈ ∆
p
pop(γ,X )−−−−−→α q ∈ ∆′,
p
c← [ c′−−−→α q ∈ ∆ {c, c′} ∩ Z ̸= ∅ γ ∈ Γ
p
top(γ)# c⇐\ c′−−−−−−−−→α q ∈ ∆′,
p
c←[ c′−−−→α q ∈ ∆ {c, c′} ∩ Z = ∅
p
c⇐\ c′−−−→α q ∈ ∆′,
p
c← I−−−→α q ∈ ∆ c ∈ Z γ ∈ Γ
p
top(γ)# c← I−−−−−−−−→α q ∈ ∆′,
p
c← I−−−→α q ∈ ∆ c ∈ X
p
c← I−−−→α q ∈ ∆′,
p
check(ϕ)−−−−−→α q ∈ ∆ Var(ϕ) ∩ Z ̸= ∅ γ ∈ Γ
p
top(γ)# check(ϕ)−−−−−−−−−−→α q ∈ ∆′,
p
check(ϕ)−−−−−→α q ∈ ∆ Var(ϕ) ∩ Z = ∅
p
check(ϕ)−−−−−→α q ∈ ∆′.
It can be easily verified that ∼ forms a bisimulation between the extended MTPDA A
and the extended SRTA B; therefore, we have L(A) = L(B).
Combining these lemmas, we have the following.
Theorem 5.3. Extended MTPDA and (full) SRTA are equally expressive.
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5.3 Overview of Decidability Proof of
Configuration Reachability Problem
As an overview of the rest of the present paper, we outline our proof of the decidability
of the configuration reachability problem of SRTA.
Configuration Reachability Problem.
For a configuration 〈q, w〉, the configuration reachability problem 〈qinit, 〈⊥,0〉〉 →∗?
〈q, w〉 decides if there is a run from the initial configuration 〈qinit, 〈⊥,0〉〉 to 〈q, w〉.
The following is our main result:
Main Result (Corollary 5.2)
The configuration reachability problem of SRTA is decidable.
To show this, we build a semantics called the digitized semantics Digi that can be defined
as a finite PDS through Section 5.4 and Section 5.6:
Stnd Sec.5.4 Lazy Semantics Lazy
Sec.5.5 Collapsed Semantics Coll
Sec.5.6 Digitized Semantics Digi.
These translations allow reducing the configuration reachability problem of the standard
semantics to the configuration reachability problem of the digitized semantics. Since the
configuration reachability problem of finite PDS is decidable, we obtain the decidability of
the configuration reachability problem of SRTA. We note that our construction is based
on the construction of Abdulla et al. in [AAS12a] and the finally obtained finite PDS is
basically equivalent to their symbolic pushdown automaton.
Let us see the idea of each translation and explain the reason why our approach works
well for the configuration reachability problem.
5.3.1 Idea of Each Semantics
Our aim is to reduce the reachability problem of the standard semantics Stnd to the
corresponding reachability problem of the digitized semanticsDigi. To this end, we remove
the following three problems at each step:
1. The entire stack modification of timed transitions:
〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn〉 δ⇝ 〈γ1, ν1 + δ〉〈γ2, ν2 + δ〉 . . . 〈γn, νn + δ〉.
2. The unboundedness of real numbers.
3. The denseness of real numbers.
Removing Entire Stack Modification: Lazy Semantics
To simulate the entire stack modification of timed transitions by pushdown systems
that only allow to modify finitely (boundedly) many elements of a stack, we use the
technique called lazy time elapsing that was developed by Abdulla et al. in [AAS12a,
AAS12b].
To show the idea of the technique, let us consider the following transitions:
ν1 ν2 ν3
2.0⇝ ν ′1 ν ′2 ν ′3
dig(x,x)−−−−−→ ν ′1 ν ′2 ν ′′3 pop−−→ ν ′1 ν ′′3
where
ν1 = {x 7→ 0.5}, ν2 = {x 7→ 2.0}, ν3 = {x 7→ 1.5},
ν ′i = νi + 2.0, ν
′′
3 = {x 7→ 4.0}.
Our simulation idea is to
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• keep the correct top and next to the top frames rather than the entire stack for the
check and dig rules; and
• reconstruct a new frame that reflects the correct information when performing pop
transitions.
We introduce the notion of clock marking and valuation pairing to describe this idea. We
pair two valuations νi and νi+1 and make the paired valuation µi+1 as follows:
1. Mark νi+1 and obtain the marked valuation
•νi+1 :
•X → R≥0 as •νi+1( •x) ≜ νi+1(x).
2. In the same way, we mark and obtain the marked valuation •νi : •X → R≥0.
3. Finally, we obtain µ : •X ∪
•X → R≥0 by gluing them µi+1 ≜ •νi ∪ •νi+1.
We relate the 1-height stack ν1 to a 1-height stack µ1 of a paired valuation such that
ν1(x) = µ1(
•x) as follows:
ν1 = {x 7→ 0.5} |=
{
•x 7→ r; •x 7→ 0.5
}
,
where the value of •x is irrelevant. We also relate the 3-height stack ν1ν2ν3 to the following
3-height stack µ1µ2µ3:
ν3 = {x 7→ 1.5}
ν2 = {x 7→ 2.0}












•x 7→ r; •x 7→ 0.5
}
,
where the top frame µ3 has the correct information of the top frame ν3 and next to the top
frame ν2, the frame µ2 corresponds to the frames ν2 and ν1, and the frame µ1 corresponds
to the frame ν1.
On the basis of valuation pairing, we simulate the entire stack modification ν1ν2ν3
2.0⇝
ν ′1ν ′2ν ′3 by only evolving the top frame as follows (µ1µ2µ3
2.0⇝ µ1µ2µ′3):{
•x 7→ 2.0; •x 7→ 1.5
}{
•x 7→ 0.5; •x 7→ 2.0
}{
•x 7→ r; •x 7→ 0.5
} 2.0⇝
{
•x 7→ 4.0; •x 7→ 3.5
}{
•x 7→ 0.5; •x 7→ 2.0
}{
•x 7→ r; •x 7→ 0.5
}
.
Although the obtained stack does not match the stack ν ′1ν ′2ν ′3, the top frame µ′3 matches
the top frame ν ′3 and the next to the top frame ν ′2. Therefore, we can safely simulate the
dig transition ν ′1ν ′2ν ′3
dig(x,x)−−−−−→ ν ′1ν ′2ν ′′3 as follows (µ1µ2µ′3
•
xB•x−−−→ µ1µ2µ′′3):{
•x 7→ 4.0; •x 7→ 3.5
}{
•x 7→ 0.5; •x 7→ 2.0
}{
•x 7→ r; •x 7→ 0.5
} •xB•x−−−→
{
•x 7→ 4.0; •x 7→ 4.0
}{
•x 7→ 0.5; •x 7→ 2.0
}{
•x 7→ r; •x 7→ 0.5
}
.
In order to simulate ν ′1ν ′2ν ′′3
pop−−→ ν ′1ν ′′3 , we evolve the next to the top frame µ2 until
µ2 + δ matches µ3 or formally (µ2 + δ)(
•x) = µ3( •x) holds:{
•x 7→ 4.0; •x 7→ 4.0
}{
•x 7→ 0.5; •x 7→ 2.0
}{
•x 7→ r; •x 7→ 0.5
} →
{
•x 7→ 4.0; •x 7→ 4.0
}{
•x 7→ 2.5; •x 7→ 4.0
}{
•x 7→ r; •x 7→ 0.5
}
.
This operation reconstructs the frame { •x 7→ 2.5; •x 7→ 4.0} that has the correct information
of ν ′1 and ν ′2. We compose the frames µ′′3 and µ2 + 2.0 as follows:{
•x 7→ 4.0; •x 7→ 4.0
}{
•x 7→ 2.5; •x 7→ 4.0
}{





•x 7→ 2.5; •x 7→ 4.0
}{




After simulating the pop transition, the top frame
{
•x 7→ 2.5; •x 7→ 4.0
}
matches ν ′1ν ′′3 .
It is worth noting that, to simulate pop transitions, we need to operate the top and the
next to the top frames at once. For this purpose, multiple pop transition rules 〈q, α〉 ↪→
〈q, β〉 where α ∈ Γ+ are allowed in our formalization of pushdown systems.
Considering stacks of paired valuations is enough to simulate the standard semantics
by an infinite pushdown system. However, for technical reasons, we introduce reference
clocks along with the lazy elapsing technique. We use a fresh clock called a reference clock
∁. Such a clock is accessed and reset to 0.0 only when we push a new frame as follows:{
•∁ 7→ r1; •x 7→ 0.5;
•
∁ 7→ r2; •x 7→ 2.0
} push−−−→{
•∁ 7→ 0.0; •x 7→ 2.0;
•
∁ 7→ 0.0; •x 7→ 0.0}{
•∁ 7→ r1; •x 7→ 0.5;
•
∁ 7→ 0.0; •x 7→ 2.0} .
The introduction of reference clocks does not interfere with the above idea of the lazy
elapsing technique. The reader can find the reason why we need reference clocks in Sec-
tion 5.5.2, the remark after Lemma 5.7, and Section 5.6.5.
In Section 5.4, we show the simulation between the standard semantics and the lazy




























Removing the Unboundedness of Real Numbers: Collapsed Semantics Coll
To remove the unboundedness of real numbers, as with Section 2.4.3 of Chapter 2, we
consider the collapsed valuations. For an SRTA A, we introduce an upper-bound constant
M:
M ≜ max{ i, j : (i : j) or [i : j] appears in an interval constraint of A }+ 1.
We also define the collapsed real numbers C as follows:
C ≜
(
[0..(M− 1)] ∪ {∞})× [0, 1)
and define the collapsing function C : R≥0 → C as follows:
C(r) ≜
{
(∞ , frac(r)) if r ≥ M
(⌊r⌋, frac(r)) if r < M
In Section 5.5, we will show the simulation between the lazy and collapsed semantics





























Removing the Denseness of Real Numbers: Digitized Semantics Digi.
Finally, we remove the denseness of real numbers from the collapsed domain C by in-
troducing digital valuations as with Section 2.3.1 of Chapter 2. Recall a digital valuation
is obtained from a collapsed valuation by abstracting the fractional parts of the valua-
tion into the corresponding ordering. For example, we abstract the following collapsed
valuation
µ = {a 7→ 1.0; b 7→ 2.3; c 7→ 3.7; d 7→ ∞.3}
into the digital valuation
d = {(a, 1)}0 {(b, 2), (d,∞)} {(c, 3)} (µ |= d)
and d means the following:
• The term {(a, 1)}0 means that the integral part of a is 1 and the fractional part of
a is 0.0 (i.e., the value of a is 1.0).
• The term {(b, 2), (d,∞)} means that the fractional parts of b and d are the same.
Furthermore, the fractional parts of b and d are strictly larger than 0.0 because they
do not belong to {. . .}0.
• The order {(b, 2), (d,∞)} {(c, 3)} means that the fractional part of b and d is strictly
smaller than that of c.
In the theory of timed automata (without the stack), the region is an appropriate
abstraction of the collapsed valuations. Indeed, when considering timed automata rather
than SRTA, we have the forward simulation between the collapsed and digitized semantics




























However, on SRTA, the former diagram does not hold for the unavoidable nondeterminacy
of pop transitions. For example, let us consider the following pop-transition:{
•x 7→ 1.0; •x 7→ 2.2













We need to decide the order of •x ∈ d1 and •x ∈ d2 when composing d1 and d2. However,











} {( •x, 2)} ,





On the other hand, the pop transition of the collapsed semantics behaves deterministically;
therefore, the collapsed semantics cannot capture the nondeterministic behavior of the pop
transition of the digitized semantics.















The backward simulation naturally solves the above determinacy vs. nondeterminacy prob-
lem. Furthermore, as we will see below, the backward simulation is key to establishing
the decidability of the configuration reachability problem.
5.3.2 Backward Simulation in Configuration Reachability Problem
We see how to use the backward simulation lemma (Lemma 5.10) in the configuration
reachability problem. Let us consider the following configuration reachability problem:
〈qinit, 〈⊥, {x 7→ 0.0; y 7→ 0.0}〉〉 −−−→
Stnd
∗ 〈q, 〈⊥, {x 7→ 2.71; y 7→ 3.14}〉〉. (⋆)
Hereafter we confirm that the above problem is equivalent to find a digital valuation d
that satisfies {x 7→ 2.71; y 7→ 3.14} |= d and the following:
〈qinit, 〈⊥, {( •x, 0), (•y, 0), (
•x, 0), ( •y, 0)}0〉〉 −−−→
Digi
∗ 〈q, 〈⊥,d〉〉. (♯)
For simplicity, we do not consider reference clocks in this example and assume M ≥ 4.
Let us assume the following digital valuation d satisfies (♯):
d = {}0 {( •y, 3)} {( •x, 2)} {( •x,∞), (•y,∞)}.
We consider the following collapsed valuation µ such that µ |= d:
µ =
{
•x 7→ 2.71; •y 7→ 3.14;
•x 7→ ∞.9; •y 7→ ∞.9
}
|= d.
The backward simulation lemma, Lemma 5.10, ensures the following run:
〈qinit, 〈⊥,
{
•x 7→ 0.0; •y 7→ 0.0;




∗ 〈q, 〈⊥, µ〉〉.
Sequentially applying the forward simulation lemmas, Lemma 5.7 and 5.4, to this run, we
obtain the above run (⋆). Therefore, to solve (⋆), it suffices to find a digital valuation d
such that {x 7→ 2.71; y 7→ 3.14} |= d and solve (♯). Indeed, we will use the same argument
in the proof of our main theorem (Theorem 5.4).
In the above argument, using the backward simulation is key and we cannot replace
it by the forward simulation of the digitized semantics by the collapsed semantics. (As
we have seen above, we cannot forwardly simulate the semantics Digi by the semantics
Coll due to the nondeterminacy of pop-transitions.) Even if we could apply the forward
simulation to the run (♯), then we may obtain the following run:
〈qinit, 〈⊥,
{
•x 7→ 0.0; •y 7→ 0.0;




∗ 〈q, 〈⊥, µ′ =
{
•x 7→ 2.34; •y 7→ 3.09;
•x 7→ ∞.9; •y 7→ ∞.9
}
〉〉
where µ′ |= d. Since the forward simulation only ensures a run to 〈q, 〈⊥, µ′〉〉 where µ′ |= d,
we cannot show the existence of a run to 〈q, 〈⊥, µ〉〉 where µ( •x) = 2.71 and µ( •y) = 3.14.
If we apply Lemma 5.7 and 5.8 to this run. then we only obtain the following run that
differs from (⋆):
〈qinit, 〈⊥, {x 7→ 0.0; y 7→ 0.0}〉〉 −−−→
Stnd
∗ 〈q, 〈⊥, {x 7→ 2.34; y 7→ 3.09}〉〉.
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5.3.3 Comparing Proof of Abdulla et al. and Ours
We review the proof of Lemma 4 of Abdulla et al. in [AAS12a], which enables us to reduce
the location reachability problem of the standard semantics to the location reachability
problem of the digitized semantics. The proof structure of their lemma can be summarized
schematically as the following diagram by using our notation:
W W ′Digi






This diagram says that if W −−−→
Digi
∗ W ′ and C ′ ≈ W ′, then there is C such that for all
stack w ∼= C there exists w′ ∼= C ′ such that w −−−→
Stnd
∗ w′. Let us explain the definition
of the relation ≈ and ∼=. Informally, C ≈ W means that a valuation C is obtained by
flattening a stack W . Let us consider the following stack:
W =
d3 = {(y, 1)}0 {(x, 2)}
d2 = {}0 {(x, 3)(y, 4)}
d1 = {}0 {(x, 1)} {(y, 5)} .
The following is one of the valuations obtained by flattening W :
C =
{
y(3) 7→ 1.0; x(1) 7→ 1.1; x(3) 7→ 2.4;
x(2) 7→ 3.6; y(2) 7→ 4.6; y(1) 7→ 5.9
}
.
The tag of each clock x(i) or y(j) points to the frame where the clock comes from: for
example, the clock y(3) and x(1) comes from the digital valuation d3 and d1 ofW , respec-
tively. Informally, w ∼= C means that a stack w matches a valuation C or w is isomorphic
to C. For the above flatten valuation C, there exists the unique stack w that matches C:
w =
ν3 = {y 7→ 1.0; x 7→ 2.4}
ν2 = {x 7→ 3.6; y 7→ 4.6}
ν1 = {x 7→ 1.1; y 7→ 5.9}
because we can reconstruct the stack w from the tag information of C.
They directly bridged the two semantics, the standard semantics and digitized se-
mantics. As a result, their simulation requires an elaborated form; we find out that
their elaborate simulation is called a backward-forward simulation in Lynch and Vaan-
drager [LV95, LV96]. It is a source of complications in their proof to simultaneously
handle the backward direction (choosing C from C ′) and the forward direction (finding w′
from w ∈ C). In addition, the relation ≈ is not defined by a componentwise manner and
it is another source of their elaborated proof.
In contrast, we clearly solve these problems as Lemmas 5.4, 5.7, and 5.10 by considering













This allows us to separate the above mixed simulation into three simple simulations and
define correspondences |= in a componentwise manner. Finally, these make the entire
proof structure easy to understand.
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5.4 Lazy Semantics: Removing Entire Stack Modification
We define notations to formalize the lazy time elapsing technique.
Definition 5.3 (Clock Marking). Let X = {x1, x2, . . . , xn} be a finite clock set. We use
•X
to denote the marked set { •x1, •x2, . . . , •xn} and •X to denote the marked set
{
•x1, •x2, . . . , •xn
}
.
Let ν : X → R≥0 be a valuation on X . We write •ν to denote the marked valuation
•ν :
•X → R≥0 defined by •ν( •x) ≜ ν(x). We also write •ν for the marked valuation on •X .
For a constraint ϕ on X , we use •ϕ to denote the corresponding marked constraint on •X .
For example, if ϕ =
(




Definition 5.4 (Compatibility and Composition). Let µ1 and µ2 be valuations on •X ∪
•X .
The valuation µ1 is compatible with the valuation µ2 if µ1(
•x) = µ2( •x) for all x ∈ X
and we write µ1 // µ2.
If a valuation µ1 is compatible with a valuation µ2, the composed valuation µ1⊙ µ2 is
defined as follows:
(µ1 ⊙ µ2)( •x) = µ1( •x), (µ1 ⊙ µ2)( •x) = µ2( •x).
■
As we have explained in the previous section, we need a reference clock to justify a
simulation between the collapsed and digitized semantics.
Definition 5.5. Let X be a finite clock set. We write X∁ to denote the clock set X ∪ {∁}
extended by a reference clock ∁.







•X ), then we write 〈ν1, ν2〉 |= µ. ■
For example, let us simulate the following transitions with our notations:
ν1
push−−−→ ν1ν2 2.0⇝ ν ′1ν ′2 pop−−→ ν ′2
where
ν1 = {x 7→ 1.5}, ν2 = {x 7→ 0.0}, ν ′i = νi + 2.
We start from the following paired valuation µ1:
µ1 =
{ •x 7→ 1.5; •∁ 7→ r2
•x 7→ rx; •∁ 7→ r1
}
.
A 1-height stack µ corresponds to a 1-height stack ν if •ν = µ ↾
•X holds. Therefore, the
above 1-height stack µ1 corresponds to the 1-height stack ν1.
We simulate the first transition ν1
push−−−→ ν1ν2 as follows (µ1 → µ′1µ2):
{ •x 7→ 1.5; •∁ 7→ r2
•x 7→ rx; •∁ 7→ r1
}
→
{ •x 7→ 0.0; •∁ 7→ 0.0
•x 7→ 1.5; •∁ 7→ 0.0
}
{ •x 7→ 1.5; •∁ 7→ 0.0
•x 7→ rx; •∁ 7→ r1
}
.
When pushing a new frame, we reset the clock
•
∁ of the current top frame to 0.0. This
resetting is important to establish the backward simulation lemma, Lemma 5.10, in Sec-
tion 5.6.5. We assign the values of the marked clocks •y of the current top frame to the
corresponding marked clocks
•
y of the new frame to be pushed. As the result, the new





∁ B 0] µ′1 // µ2 µ2(
•x) = 0 (∀x ∈ X∁)
〈γ1, µ1〉
push(γ2)
↪−−−−−→ 〈γ1, µ′1〉〈γ2, µ2〉
push(γ2)
µ1 ≤ µ′1 µ′1 // µ2
〈γ1, µ1〉 〈γ2, µ2〉
pop(γ2)
↪−−−−→ 〈γ1, µ′1 ⊙ µ2〉
pop(γ2)
µ |= •ϕ








↪−−−−→ 〈γ1, µ1〉〈γ2, µ′2〉
dig(x, y)
r ∈ I µ′ = µ[ •x B r]
〈γ, µ〉 x←I↪−−→ 〈γ, µ′〉
x← I
Figure 5.1: Definition of actions on Lazy semantics
We simulate the second transition ν1ν2
2.0⇝ ν ′1ν ′2 as follows (µ′1µ2 → µ′1µ′2):{ •x 7→ 0.0; •∁ 7→ 0.0
•x 7→ 1.5; •∁ 7→ 0.0
}
{ •x 7→ 1.5; •∁ 7→ 0.0
•x 7→ rx; •∁ 7→ r1
} →
{ •x 7→ 2.0; •∁ 7→ 2.0
•x 7→ 3.5; •∁ 7→ 2.0
}
{ •x 7→ 1.5; •∁ 7→ 0.0
•x 7→ rx; •∁ 7→ r1
}
.
When performing timed transitions, we only modify the top frame in a stack as above.
We simulate the last transition ν ′1ν ′2
pop−−→ ν ′2. First, we adjust µ′1 to be matched with
the real frame ν ′1, and it is formalized by evolving µ′1 until µ′1 + δ // µ′2. For this case,
δ = 2.0 and this corresponds to adding the time (2.0) elapsed after µ′1 was covered by the
new top frame µ2. Next, we compose the two valuations µ
′
1 + 2.0 and µ
′
2 as follows:{ •x 7→ 2.0; •∁ 7→ 2.0;
•x 7→ 3.5; •∁ 7→ 2.0
}
{ •x 7→ 3.5; •∁ 7→ 2.0;
•x 7→ rx + 2.0; •∁ 7→ r1 + 2.0
} ⊙=⇒ { •x 7→ 2.0; •∁ 7→ 2.0;
•x 7→ rx + 2.0; •∁ 7→ r1 + 2.0
}
.
Since ((µ′1 + 2.0) ⊙ µ′2)( •x) = 2.0 = ν ′2(x), the composed valuation reflects the real top
frame ν ′2.
5.4.1 Lazy Semantics Lazy
On the basis of the above description, we formalize the lazy semantics Lazy of SRTA.
Definition 5.6 (Lazy Semantics Lazy). Let A = (Q, qinit, F,Σ,Γ,X ,∆) be an SRTA.
We define the infinite-PDS (Q,Γ× ( •X∁ ∪
•X∁ → R≥0), ↪→d ∪ ↪→t) where discrete tran-
sition rules ↪→d and time elapsing transition rules ↪→t are defined as follows:
• A discrete transition rule 〈q,ω〉 ↪→d 〈q′,ω′〉 is defined if there is q τ−→α q′ ∈ ∆ and
ω
τ
↪−→ ω′ is defined by following Fig. 5.1.
• Time elapsing transition rules 〈q, 〈γ, µ〉〉 ↪→t 〈q, 〈γ, µ′〉〉 are defined for all q ∈ Q and
γ ∈ Γ if µ ≤ µ′ holds.
■
Note that, on the lazy semantics, we cannot always perform pop-transitionsωµ1µ2
pop−−→
ωµ because it requires the existence of a valuation µ′1 such that µ1 ≤ µ′1 and µ′1 // µ2.
However, this is not an obstacle to simulating the standard semantics because the well-
formedness of the stack defined below ensures to perform pop-transitions.
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Definition 5.7. Let µ1 and µ2 be valuations on •X ∪
•X . If there is a valuation µ′1 such
that µ1 ≤ µ′1 and µ′1 // µ2, then we write µ1 ≾ µ2.
For two valuations µ1 and µ2 such that µ1 ≾ µ2, we define µ2⊖µ1 ∈ R≥0 by µ2⊖µ1 ≜
µ2( •x) − µ1( •x) where x is a clock of X . It is well-defined because µ2( •x) − µ1( •x) does not
depend on the choice of a clock x ∈ X . ■
Definition 5.8 (Well-formed Stack). A stack ω = 〈γ1, µ1〉〈γ2, µ2〉 . . . 〈γn, µn〉 ∈
(
Γ×( •X∁∪•X∁ → R≥0)
)+
is well-formed WF(ω) if, for all i ∈ [1..(n− 1)], the following holds:
• The marked clock •∁ satisfies µi(
•
∁) = 0;
• µi ≾ µi+1.
■
The following two basic properties are easily shown by definitions.
Proposition 5.1. Let µ1 and µ2 be valuations such that µ1 ≾ µ2. There exists the unique
valuation µ′1 such that µ1 ≤ µ′1 and µ′1 // µ2.
Proof. It suffices to take µ′1 as µ′1 = µ1 + (µ2 ⊖ µ1). For any other δ (δ ̸= µ2 ⊖ µ1), it is
clear that µ1 + δ is not compatible with µ2.
Below, for µ1 ≾ µ2, we write µ1 ◁ µ2 to denote the valuation µ′1 uniquely determined by
the above proposition.
Proposition 5.2 (WF is an invariant). Let ω be a well-formed stack WF(ω).
If 〈q,ω〉 → 〈q′,ω′〉, then ω′ is also a well-formed stack WF(ω′).
Proof. We consider the following nontrivial case induced by a pop transition:
〈q,ωµ1µ2µ3〉 → 〈q′,ωµ1((µ2 ◁ µ3)⊙ µ3)〉.
Since WF(ωµ1µ2µ3), we have µ1 ≾ µ2. This and µ2 ≤ (µ2 ◁ µ3) imply µ1 ≾ (µ2 ◁ µ3).
It is clear that (µ2 ◁ µ3)(x) = ((µ2 ◁ µ3) ⊙ µ3)(x) for any x ∈ •X∁. Therefore, we obtain
µ1 ≾ ((µ2 ◁ µ3)⊙ µ3).
We define the notations of stack correspondence and configuration correspondence
between the standard and lazy semantics.
Definition 5.9 (Stack and Configuration Correspondence). Let w ∈ (Γ× (X → R≥0))+
be a stack of the semantics Stnd and ω ∈ (Γ × ( •X∁ ∪ •X∁ → R≥0))+ be a well-formed
stack WF(ω) of the semantics Lazy.
The stack correspondence relation is inductively defined as follows:
• 〈γ, ν〉 |= 〈γ, µ〉 if •ν = µ ↾ •X .
• w〈γ1, ν1〉〈γ2, ν2〉 |= ω〈γ1, µ1〉〈γ2, µ2〉 if
– 〈ν1, ν2〉 |= µ2;
– w〈γ1, ν1〉 |= ω〈γ1, µ1 ◁ µ2〉.
Let 〈q, w〉 and 〈q′,ω〉 be configurations of the semantics Stnd and Lazy, respectively.
If q = q′ and w |= ω, two configurations correspond and we write 〈q, w〉 ∼ 〈q′,ω〉. ■
For a given well-formed stack ω of paired valuations, there exists the unique stack w
such that w |= ω. This is shown by the following property.
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Proposition 5.3 (Recover the concrete stack from a lazy one). Letω = 〈γ1, µ1〉〈γ2, µ2〉 . . . 〈γn, µn〉
be a well-formed stack WF(ω).
The stack w = 〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn〉 defined as follows is the unique stack that
satisfies w |= ω:
• •νn = µn ↾
•X .





Proof. We proceed by induction on n.
Case ω = 〈γ1, µ1〉: The valuation ν1 that satisfies •ν1 = µ1 ↾
•X is the unique valuation
such that 〈γ1, ν1〉 |= 〈γ1, µ1〉.
Case ω = 〈γ1, µ1〉 . . . 〈γn, µn〉〈γn+1, µn+1〉:
Since ω is a well-formed stack, a stack ωn = 〈γ1, µ1〉 . . . 〈γn, µn + (µn+1 ⊖ µn)〉
is also well formed and the induction hypothesis leads to the unique stack wn =
〈γ1, ν1〉 . . . 〈γ1, νn〉 that satisfies wn |= ωn and the following:
•νn=µn ↾
















Let νn+1 be the unique valuation such that
•νn+1 = µn+1 ↾
•X . It is clear that
wn〈γn+1, νn+1〉 |= ω. The uniqueness of the wn〈γn+1, νn+1〉 comes from the unique-
ness of νn+1 and wn.
The above proposition immediately implies the following property that is key to con-
necting the two semantics Stnd and Lazy.
Proposition 5.4. Let w〈γ, ν〉 and ω〈γ, µ〉 be stacks such that w〈γ, ν〉 |= ω〈γ, µ〉. For
any δ ∈ R≥0, (w〈γ, ν〉) + δ |= ω〈γ, µ+ δ〉.
We show the correspondence ∼ forms a bisimulation between Stnd and Lazy.
Lemma 5.3. Let 〈q, w〉 and 〈q,ω〉 be configurations such that w |= ω.
• If there is a timed transition 〈q, w〉 δ⇝ 〈q, w′〉 for some δ ∈ R≥0, then there exists ω′
such that 〈q,ω〉 → 〈q,ω′〉 and w′ |= ω′.
• If there is a discrete transition 〈q, w〉 α−→ 〈q′, w′〉 for some α ∈ Σ ∪ {ϵ}, then there















Proof. We only consider the case of timed transitions. The other cases push, dig, x← I,
and check(ϕ) are trivial and the nontrivial case pop is shown in the same way as that of
timed transitions.
Let us assume 〈q, w〈γ, ν〉〉 δ⇝〈q, (w〈γ, ν〉)+δ〉. From the assumption, we have 〈q, w〈γ, ν〉〉 ∼
〈q,ω〈γ, µ〉〉 for some valuation µ.
It suffices to show (w〈γ, ν〉) + δ |= ω〈γ, µ+ δ〉. This is clear from Proposition 5.4.














Proof. We only consider the case of pop transitions. The other cases push, dig, x ← I,
and check(ϕ) are trivial and the nontrivial case, timed transitions, is shown in the same
way as the pop transitions.
We consider the following transition:
〈q,ω〈γ1, µ1〉〈γ2, µ2〉〈γ3, µ3〉〉 pop−−−→
Lazy
〈q′,ω〈γ1, µ1〉〈γ2, (µ2 ◁ µ3)⊙ µ3〉〉.
(The following easy case
〈q, 〈γ1, µ1〉〈γ2, µ2〉〉 pop−−−→
Lazy
〈q′, 〈γ1, (µ1 ◁ µ2)⊙ µ2〉〉
is shown in the same argument for the above case.)
From the assumption, for some valuations ν1, ν2, and ν3, we have following:
(⋆) : 〈q, w〈γ1, ν1〉〈γ2, ν2〉〈γ3, ν3〉〉 ∼ 〈q,ω〈γ1, µ1〉〈γ2, µ2〉〈γ3, µ3〉〉.
This implies the following:
♯1 〈ν2, ν3〉 |= µ3.
♯2 w〈γ1, ν1〉〈γ2, ν2〉 ∼ ω〈γ1, µ1〉〈γ2, µ2 ◁ µ3〉.
Our aim is to show the following:
〈q′, w〈γ1, ν1〉〈γ2, ν3〉〉 ∼ 〈q′,ω〈γ1, µ1〉〈γ2, (µ2 ◁ µ3)⊙ µ3〉〉.
First, we show 〈ν1, ν3〉 |= (µ2 ◁ µ3)⊙ µ3.
• Since ((µ2 ◁ µ3)⊙ µ3)( •x) = µ3( •x) and µ3( •x) = ν3(x) (this comes from ♯1), we have
((µ2 ◁ µ3)⊙ µ3)( •x) = ν3(x).
• Since ((µ2 ◁ µ3)⊙ µ3)( •x) = (µ2 ◁ µ3)( •x) and (µ2 ◁ µ3)( •x) = ν1(x) (this comes from
♯2), we have ((µ2 ◁ µ3)⊙ µ3)( •x) = ν1(x).
Next, we show the following:
w〈γ1, ν1〉 |= ω〈γ1, µ1 ◁ ((µ2 ◁ µ3)⊙ µ3)〉.
Since µ1 ◁ ((µ2 ◁ µ3) ⊙ µ3) = µ1 ◁ (µ2 ◁ µ3) is clear from the definition of ◁, it suffices
to show w〈γ1, ν1〉 |= ω〈γ1, µ1 ◁ (µ2 ◁ µ3)〉 and it is immediately shown by ♯2.
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5.5 Collapsed Semantics
We cannot formalize the lazy semantics as finite PDS for the unboundedness and denseness
of real numbers. In this section, we remove the unboundedness of real numbers. We will
remove the denseness of real numbers in the next section and give a finite PDS semantics.
5.5.1 Removing the Unboundedness
In order to remove the unboundedness of real numbers, we translate a sufficiently large
real number into the corresponding collapsed real number.
Although we have already defined the notion of collapsed valuations in Chapter 2, for
the sake of completeness, we again define them.
Definition 5.10 (Upper-bound constant and Collapsed domain). Let A be an SRTA and
I be the set of intervals that appear in A. The upper-bound constant M for A is defined
as follows:
M ≜ max { i, j : [i : j] ∈ I, (i : j) ∈ I}+ 1.
The set of collapsed real numbers C is defined as follows:
C ≜
(
[0..(M− 1)] ∪ {∞})× [0, 1).
The collapsing function C : R≥0 → C is defined as follows:
C(r) ≜
{
(∞ , frac(r)) if r ≥ M,
(⌊r⌋, frac(r)) if r < M.
For a concrete valuation ν : X → R≥0, we define the collapsed valuation of ν by C(ν)(x) ≜
C(ν(x)). ■
We write v.r to denote (v, r). Moreover, ⌊v.r⌋ and frac(v.r) denote v and r, respec-
tively. We use Greek letters λ, . . . to denote a collapsed valuation. Especially, we use Λ, . . .
to denote a collapsed valuation on a marked clock set •X∁ ∪
•X∁.
The following basic properties are immediately shown by the above definition.
Proposition 5.5. Let ν1 and ν2 be valuations on a finite clock set X . If C(ν1) = C(ν2),
Validity. ν1 |= ϕ iff ν2 |= ϕ for any constraint ϕ.
Copying. C(ν1[x B y]) = C(ν2[x B y]) for any x, y ∈ X .
Updating. C(ν1[x B r]) = C(ν2[x B r]) for any x ∈ X and r ∈ R≥0.
Evolving. C(ν1 + δ) = C(ν2 + δ) for any δ ∈ R≥0.
On the basis of Proposition 5.5, we define operations for collapsed valuations as follows.
Definition 5.11. Let X be a finite clock set, ν and Λ be concrete and collapsed valuations
on X such that C(ν) = Λ.
• For a constraint ϕ, we write Λ |= ϕ if ν |= ϕ.
• For a real number r ∈ R≥0, Λ[x B r] ≜ C(ν[x B r]).
• For clocks x, y ∈ X , Λ[x B y] ≜ C(ν[x B y]).
• For a real number δ ∈ R≥0, Λ + δ ≜ C(ν + δ).
■
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The above definition is well-defined because Proposition 5.5 ensures that the result does
not depend on the choice of a witness ν for Λ.
We define a (quasi) ordering λ ≼ λ′ for collapsed valuations that corresponds to the
ordering ≤ on concrete valuations.
Definition 5.12. Let λ and λ′ be collapsed valuations. We write λ ≼ λ′ if there are two
concrete valuations ν and ν ′ such that ν ≤ ν ′, C(ν) = λ, and C(ν ′) = λ′. ■
We define the compatibility and composition in the same way as the lazy semantics.
Definition 5.13. Let Λ1 and Λ2 be collapsed valuations on a finite set of clocks •X∁ ∪
•X∁.
• If Λ1( •x) = Λ2( •x) for any x ∈ X∁, then Λ1 is compatible with Λ2 and we write Λ1 // Λ2.
• If Λ1 // Λ2, then the composed collapsed valuation Λ1 ⊙ Λ2 : •X∁ ∪
•X∁ → C is defined as
follows:
– (Λ1 ⊙ Λ2)( •x) ≜ Λ1( •x) for all x ∈ X∁.
– (Λ1 ⊙ Λ2)( •x) ≜ Λ2( •x) for all x ∈ X∁.
■
5.5.2 Why Do We Need Reference Clock
Let us consider the following pop transition of the lazy semantics:
µ2 =
{ •x 7→ 3.5; •∁ 7→ 2.0;
•x 7→ 4.0; •∁ 7→ 2.0
}
µ1 =
{ •x 7→ 2.0; •∁ 7→ 0.0;




{ •x 7→ 3.5; •∁ 7→ 2.0;
•x 7→ 2.5; •∁ 7→ 2.0
}
.
The above run is simulated as follows under M = 3 in the collapsed semantics:
Λ2 =
{ •x 7→ ∞.5; •∁ 7→ 2.0;
•x 7→ ∞.0; •∁ 7→ 2.0
}
Λ1 =
{ •x 7→ 2.0; •∁ 7→ 0.0;




{ •x 7→ ∞.5; •∁ 7→ 2.0;
•x 7→ 2.5; •∁ 7→ 2.0
}
.
In order to compute Λ from Λ1 and Λ2, we evolve Λ1 to Λ
′
1 (Λ1 ≼ Λ′1) until Λ′1 // Λ2 and
compose them as Λ = Λ′1 ⊙Λ2. For this case, Λ′1 is uniquely determined as Λ′1 = Λ1 + 2.0
by the reference clocks
•
∁ of Λ1 and •∁ of Λ2. In general, the presence of reference clocks
ensures the uniqueness of such Λ′1 (see Proposition 5.6 and Lemma 5.5).
On the other hand, if we drop reference clocks, then the above pop transition behaves
nondeterministically. Let us consider the following stack that is obtained by removing the
reference clocks from the above transition:
λ2 =
{




•x 7→ 0.5; •x 7→ 2.0
}
.
Due to the absence of reference clocks, there are the following three possibilities about λ′1
such that λ1 ≼ λ′1 and λ′1 // λ2:
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• λ1 + 1.0 =
{
•x 7→ 1.5; •x 7→ ∞.0
}
// λ2.
• λ1 + 2.0 =
{
•x 7→ 2.5; •x 7→ ∞.0
}
// λ2.
• λ1 + 3.0 =
{
•x 7→ ∞.5; •x 7→ ∞.0
}
// λ2.
Thus, we have the following nondeterministic transition:
λ1λ2
pop−−→ {λ1 + 1⊙ λ2, λ1 + 2⊙ λ2, λ1 + 3⊙ λ2}.
Since the valuation µ only justifies (λ1 + 2.0) ⊙ λ2 for C(µ)( •x) = 2.5, the lazy semantics
without reference clocks cannot simulate the collapsed semantics.
We show a key property to ensure the uniqueness of pop transitions.
Proposition 5.6. Let λ, λ′, λ′′ be collapsed valuations such that λ ≼ λ′ and λ ≼ λ′′.
If the following conditions hold, then λ′ = λ′′: there is a clock ∁ such that
(♯1) λ(∁) = 0.0; and
(♯2) λ
′(∁) = λ′′(∁).
Proof. We proceed by case analysis on ⌊λ′(∁)⌋:
Case ⌊λ′(∁)⌋ ̸=∞: The condition (♯2) implies λ′(∁) = λ′′(∁) = (i, r) for some i ̸= ∞ and
r ∈ [0, 1). This means that λ′ = λ+ (i, r) and λ′′ = λ+ (i, r). Hence λ′ = λ′′.
Case ⌊λ′(∁)⌋ =∞: The condition (♯2) implies λ′(∁) = λ′′(∁) = (∞, r) for some r ∈ [0, 1).
In contrast to the above case, in general, there may exist two distinct real numbers
δ1 and δ2 such that λ
′ = λ+ δ1 and λ′′ = λ+ δ2. Here, we assume δ1 > δ2.
It suffices to show frac(λ′(x)) = frac(λ′′(x)) and ⌊λ′(x)⌋ = ⌊λ′′(x)⌋ for any clock x.
frac(λ′(x)) = frac(λ′′(x)): We have δ1−δ2 ∈ N because frac(λ′(∁)) = frac(λ′′(∁)).
This implies frac(λ′(x)) = frac(λ′′(x)) for any clock x.
⌊λ′(x)⌋ = ⌊λ′′(x)⌋: The condition (♯1) implies that any clocks are collapsed: ⌊λ′(x)⌋
= ⌊λ′′(x)⌋ =∞ for any clock x.
Remark: We cannot replace the two conditions of Proposition 5.6 by the following single
condition:
(♯3) There is a clock ∁ such that λ′(∁) = λ′′(∁).
For example, let us consider the following valuations under M = 4:
λ = {x 7→ 0.5; ∁ 7→ 3.0} ,
λ′ = λ+ 1 = {x 7→ 1.5; ∁ 7→ ∞.0} ,
λ′′ = λ+ 2 = {x 7→ 2.5; ∁ 7→ ∞.0} .
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Λ1 ≼ Λ′1 Λ′1 // Λ2
〈γ1,Λ1〉 〈γ2,Λ2〉
pop(γ2)













r ∈ I Λ′ = Λ[ •x B r]
〈γ,Λ〉 x←I↪−−→ 〈γ,Λ′〉
x← I
Figure 5.2: Definition of actions on Coll semantics
5.5.3 Collapsed Semantics Coll
Collapsed valuations lead to the collapsed semantics Coll, which removes the unbound-
edness of real numbers from the lazy semantics Lazy.
Definition 5.14 (Collapsed Semantics). Let A = (Q, qinit, F,Σ,Γ,X ,∆) be an SRTA.
We define the infinite-PDS (Q,Γ× ( •X∁∪
•X∁ → C), ↪→d ∪ ↪→t) where discrete transition
rules ↪→d and time elapsing transition rules ↪→t are defined as follows:
• A discrete transition rule 〈q,w〉 ↪→d 〈q′,w′〉 is defined if there is q τ−→α q′ ∈ ∆ and
w
τ
↪−→ w′ is defined by following Fig. 5.2.
• Time elapsing transition rules 〈q, 〈γ,Λ〉〉 ↪→t 〈q, 〈γ,Λ′〉〉 are defined for all q ∈ Q and
γ ∈ Γ if Λ ≼ Λ′ holds.
■
In the same way as the lazy semantics Lazy, we define the notion of the well-formed
stack and prove some properties of well-formed stacks.
Definition 5.15. Let Λ1 and Λ2 be collapsed valuations on •X∁∪
•X∁. If there is a collapsed
valuation Λ′1 such that Λ1 ≼ Λ′1 and Λ′1 // Λ2, then we write Λ1 ≾ Λ2. ■
Definition 5.16 (Well-formed Stack). A stack w = 〈γ1,Λ1〉〈γ2,Λ2〉 . . . 〈γn,Λn〉 is well-
formed WF(w) if for all i ∈ [1..(n− 1)]
• The marked clock •∁ satisfies Λi(
•
∁) = 0; and
• Λi ≾ Λi+1.
■
As the lazy semantics, the well-formedness WF forms an invariant.
Proposition 5.7. Let 〈q,w〉 be a configuration where w is a well-formed stack WF(w).
If 〈q,w〉 → 〈q,w′〉, then w′ is also a well-formed stack WF(w′).
Proof. This is shown by the same argument of the proof in Proposition 5.2.
As we mentioned above, the presence of reference clocks is key to the following property
and the determinacy of pop transitions. The following property, which corresponds to
Proposition 5.1, is immediate from Proposition 5.6.
Lemma 5.5. If WF(w〈γ1,Λ1〉〈γ2,Λ2〉), then there exists the unique Λ′1 such that Λ ≼ Λ′1
and Λ′1 // Λ2. We use Λ1 ◁ Λ2 for such the unique valuation.
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We define the stack and configuration correspondence between Lazy and Coll.
Definition 5.17. Letω = µ1 . . . µn andw = Λ1 . . .Λn be well-formed stacksWF(ω),WF(w)
of the lazy and collapsed semantics, respectively.
The stack correspondence ω |= w is defined if C(µi) = Λi for all i ∈ [1..n].
It is naturally extended to configurations: we write 〈q,ω〉 ∼ 〈q′,w〉 if q = q′ and
ω |= w. ■
We show the correspondence ∼ forms a bisimulation between Lazy and Coll.














Proof. Since the stack correspondence relation ω |= w is defined in a componentwise way,
the forward simulation is immediately shown for all the transition rules.













Proof. We consider the case of pop-transitions:
〈q,w〈γ1,Λ1〉〈γ2,Λ2〉〉 pop−−→ 〈q′,w〈γ1,Λ′1 ⊙ Λ2〉〉
for some Λ′1 such that Λ1 ≼ Λ′1 and Λ′1 // Λ2. All the other cases are not difficult.
Using Lemma 5.5, Λ′1 is uniquely determined as Λ1 ◁ Λ2. From the assumption, for some
valuations, we have the following:
(⋆) 〈q,ω〈γ1, µ1〉〈γ2, µ2〉〉 ∼ 〈q,w〈γ1,Λ1〉〈γ2,Λ2〉〉.
We show the following correspondence:
ω 〈γ1, (µ1 ◁ µ2)⊙ µ2〉 |= w〈γ1, (Λ1 ◁ Λ2)⊙ Λ2〉.
It suffices to confirm C(µ2) = Λ2 and C(µ1 ◁ µ2) = Λ1 ◁ Λ2. The former is trivial from
(⋆). To show the latter equation, we use the following simple property:
if µa // µb, then C(µa) // C(µb).
We use a real number δ such that µ1+ δ = µ1◁µ2. Since C(µ1+ δ) = Λ1+ δ, which comes
from C(µ1) = Λ1, and C(µ2) = Λ2, we have Λ1 + δ // Λ2 from the above property. This
compatibility and Lemma 5.5 imply Λ1+ δ = Λ1◁Λ2. Therefore, our goal is rewritten as
C(µ1 + δ) = Λ1 + δ and it is already shown.
Remark: As we have seen in Section 5.5.2, we need reference clocks to ensure the unique-
ness of pop-transitions on the collapsed semantics. However, this does not answer the
question why we need to introduce reference clocks at the lazy semantics rather than col-
lapsed semantics. The answer of that question is that the forward simulation does not
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hold between the lazy semantics without reference clocks and the collapsed semantics. Let
us consider the following pop-transition under M = 2:
Λ2 =
{ •
∁ 7→ 1.5; •x 7→ ∞.5;




∁ 7→ 0.0; •x 7→ ∞.0;
•∁ 7→ 0.0; •x 7→ 0.0
} pop−−→ Λ
where Λ = (Λ1 + 1.5)⊙ Λ2 and thus it forms the following valuation:
Λ =
{
•∁ 7→ 1.5; •x 7→ 1.5;
•
∁ 7→ 1.5; •x 7→ ∞.5} .
If we do not introduce reference clocks at the lazy semantics, the following stack realizes
the above stack Λ1Λ2:
µ2 =
{
•x 7→ 2.5; •x 7→ 2.5
}
µ1 =
{ •x 7→ 2.0; •x 7→ 0.0} |= Λ2Λ1.
On the lazy semantics without reference clocks, we have the following pop-transition:
µ1µ2
pop−−→ (µ1 + 0.5)⊙ µ2 =
{
•x 7→ 0.5; •x 7→ 2.5
}
.
For the obtained valuations, (µ1 + 0.5)⊙ µ2 ̸|= Λ because ((µ1 + 0.5)⊙ µ2)( •x) = 0.5 and
Λ( •x) = 1.5. To prevent this problem, we need reference clocks at the lazy semantics rather
than at the collapsed semantics.
5.5.4 Upper Bound for Configuration Reachability Problem
To show lemmas for the configuration reachability problem of SRTA, as with Section 2.4
and 2.4.1, we redefine the upper bound constant M obtained from an SRTA.
Let A be an SRTA and 〈q0, 〈⊥,0〉〉 −−−→
Stnd
∗
?〈q, w〉 be a query of the configuration reach-
ability problem of SRTA. For a stack w = 〈γ1, ν1〉〈γ2, ν2〉 . . . 〈γn, νn〉 ∈ (Γ× (X → R≥0))∗
on the standard semantics, we define the maximum value max(w) of the real numbers in
w as follows:
max(w) ≜ max {νi(x) : i ∈ [1..n], x ∈ X} .
We again take an upper-bound constant M ∈ N so that it could satisfy the following:
M ≥ max{ j : (i, j) or [i, j] appears in A}+ 1,
M ≥ max(w) + 1.
Under the new definition of upper-bound constant, we have the following adequate simula-
tion properties for the configuration reachability problem. To formalize the statement, we
define a stack correspondence between the standard and collapsed semantics in a natural
way.
Definition 5.18. Let w and w be a stack of the standard and collapsed semantics,
respectively. If there is a stack ω of the lazy semantics such that w |= ω and ω |= w, we
write w |= w. ■
Lemma 5.8. Let 〈q, w〉 be a configuration of the standard semantics. The following are
equivalent:








∗ 〈q,w〉 for some stack w such that WF(w) and w |= w.
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Proof. The direction (1)⇒ (2) is shown by using the forward simulation Lemmas 5.3 and 5.6
sequentially.
We consider the other direction (2) ⇒ (1). The assumption w |= w implies the
existence of a stack ω such that w |= ω |= w.








where ω′ is a well-formed stack such that ω′ |= w.





where w′ is a stack such that w′ |= ω′.
We need to show w = w′ from w |= ω |= w and w′ |= ω′ |= w. However, since ω ̸= ω′




{ •x 7→ 2.0; •∁ 7→ 4.5
•x 7→ 3.5; •∁ 7→ 2.5
}
µ1 =
{ •x 7→ 1.0; •∁ 7→ 0.0





{ •x 7→ 2.0; •∁ 7→ 6.5
•x 7→ 3.5; •∁ 7→ 2.5
}
µ′1 =
{ •x 7→ 1.0; •∁ 7→ 0.0
•x 7→ 6.0; •∁ 7→ 5.0
}
where ω and ω′ are different and realize the same stack C(µ1)C(µ2) because C(µ1) = C(µ′1)
and C(µ2) = C(µ′2). Although ω ̸= ω′, by the definition of M, µ1( •x) = µ′1( •x) and
µ2( •x) = µ
′
2( •x) and it implies µ2 ⊖ µ1 = µ′2 ⊖ µ′1 = 2.5. Therefore, Proposition 5.3 implies
w = w′ for the unique stacks w and w′ such that w |= ω and w′ |= ω:
w = w′ =
{x 7→ 2.0}
{x 7→ 3.5} .
We formalize the above argument in the general case to show w = w′:
1. If ω = 〈γ1, µ1〉 . . . 〈γn, µn〉〈γn+1, µn+1〉, then we can show the following from w |= ω
and Proposition 5.3:
• µ1( •x) < M for all x ∈ X .
• µi(x) < M for all i ∈ [2..(n+ 1)] and x ∈ •X ∪
•X .
2. If ω′ = 〈γ1, µ′1〉 . . . 〈γn, µ′n〉〈γn+1, µ′n+1〉, then we can show the following from ω |= w
and ω′ |= w:
• µ1( •x) = µ′1( •x) < M for all x ∈ X .
• µi(x) = µ′i(x) < M for all i ∈ [2..(n+ 1)] and x ∈ •X ∪
•X .
These imply µi+1 ⊖ µi = µ′i+1 ⊖ µ′i for i ∈ [1..n].
3. Assume w = 〈γ1, ν1〉 . . . 〈γn+1, νn+1〉 and w′ = 〈γ1, ν ′1〉 . . . 〈γn+1, ν ′n+1〉. Proposi-
tion 5.3 and µi+1 ⊖ µi = µ′i+1 ⊖ µ′i for all i ∈ [1..n] imply νi = ν ′i for all i ∈ [1..n].
Thus, w = w′.





5.6 Digital Valuations and Finite-PDS Semantics
The collapsed semantics cannot be formalized as a finite PDS for the denseness of real
numbers. We define digital valuations to remove the denseness and the digitized semantics
Digi as a finite PDS.
Although we have already defined the notion of digital valuations in Chapter 2, for the
sake of completeness, we again define them and state their properties without proofs.
5.6.1 Digital Valuations
Our definition of digital valuations equals to that of regions given by Abdulla et al. in [AAS12a].
Definition 5.19 (Digital Valuations). Let X be a finite clock set. A sequence of sets
d = d0 d1 . . . dn, where di ⊆ X × {0, 1, . . . ,M − 1,∞}, is a digital valuation on X if d
satisfies the following conditions:
• Every clock in X appears in d exactly once.
• Except d0, all the sets di are not empty: di ̸= ∅ for all i ∈ [1..n].
For a clock x ∈ X and set di of d, we write x ∈ di if (x, v) ∈ di for some v ∈
{0, 1, . . . ,M− 1,∞}. ■
Intuitively, each digital valuation is obtained by forgetting the fractional parts of a
collapsed valuation and only keeping the order of the fractional parts of it. On the basis
of this intuition, we define a realization relation between collapsed and digital valuations.
Definition 5.20 (Realization). Let X be a finite clock set, λ be a collapsed valuation on
X , and d = d0d1 . . . dn be a digital valuation on X . We write λ |= d if the following hold:
• For all x ∈ X , (x, ⌊λ(x)⌋) ∈ di for some i.
• For all x ∈ X , frac(λ(x)) = 0.0 iff x ∈ d0.
• frac(λ(x)) < frac(λ(y)) iff x ∈ di and y ∈ dj for some i < j.
■
Proposition 5.8. The realization relation |= is functional : for a collapsed valuation Λ,
there exists the unique digital valuation D(Λ) such that Λ |= D(Λ).
For the special set d0 that contains clocks whose fractional parts are 0.0, we use the
notation {. . .}0 as above.
We define the successor relation d ⊢ d′ that corresponds to time elapsing on collapsed
valuations.
Definition 5.21 (Successor). Let d and d′ be digital valuations. The valuation d′ is the
unique successor of d (d ⊢ d′) if one of the following holds:
Case d = d0d1 . . . dn and d0 ̸= ∅:
d0 d1 . . . dn ⊢ ∅ d0 d1 . . . dn.
Case d = ∅ d1 . . . dn−1dn:
∅ d1 . . . dn−1 dn ⊢ d′n d1 . . . dn−1,
where d′n satisfies the following: if (x, k) ∈ dn,{
(x, k + 1) ∈ d′n if k < M− 1,
(x,∞) ∈ d′n if k = M− 1 or k =∞.
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We use ⊢∗ to denote the reflexive transitive closure of ⊢. ■
On the realization relation between collapsed and digital valuations, the similar prop-
erties to Proposition 5.5 hold.
Proposition 5.9. Let Λ1 and Λ2 be collapsed valuations on X . If D(Λ1) = D(Λ2),
Validity. Λ1 |= ϕ iff Λ2 |= ϕ for any constraint ϕ.
Copying. D(Λ1[x := y]) = D(Λ2[x := y]) for any x, y ∈ X .
Integer Updating. D(Λ1[x B n]) = D(Λ2[x B n]) for any x ∈ X and n ∈ {0, 1, . . . ,M− 1}.
Evolving. If Λ1 ≼ Λ′1, then there exists Λ′2 such that Λ2 ≼ Λ′2 and D(Λ′1) = D(Λ′2).
On the basis of Proposition 5.9, we define basic operations on the digital valuations in
the same way as those of the collapsed valuations.
Definition 5.22. Let d be a digital valuation and λ be a collapsed valuation that satisfies
D(λ) = d.
• For a constraint ϕ, d |= ϕ if λ |= ϕ.
• For two clocks x, y, d[x B y] ≜ D(λ[x B y]).
• For a natural number n such that 0 ≤ n < M, d[x B n] ≜ D(λ[x B n]).
■
In order to treat updating x ← I for a clock x and interval I, we need to define
nondeterministic updating d[x← I] for a digital valuation d.
Definition 5.23 (Nondeterministic Update). Let d be a digital valuation. We define the
update d[x← I] for a clock x and an interval I as follows:
d[x← I] ≜ {D( Λ[x B r] ) : r ∈ I,Λ |= d } .
■
Example. Let d = {(x, 0)}0 {(y, 1)} be a digital valuation. The updating d[x ← (2, 3)]
generates the following three digital valuations:
d[x← (2, 3) ] = {d1,d2,d3} ,
d1 = {}0 {(x, 2)} {(y, 1)} ,
d2 = {}0 {(x, 2), (y, 1)} ,
d3 = {}0 {(y, 1)} {(x, 2)} .
5.6.2 Forward and Backward Simulation of Time Elapsing
For time elapsing, we have two forward simulations and one backward simulation below.




λ ≼ λ′|= |=
d ⊢∗ ∃d′.




λ ≼ ∃λ′|= |=
d ⊢∗ d′.
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∃λ ≼ λ′|= |=
d ⊢∗ d′.
Remark. Proposition 5.12 is crucial to the backward simulation lemma (Lemma 5.10)
and peculiar to collapsed valuations. Indeed, this fails on the realization relation ν |= d
of concrete and digital valuations. Let us consider the following under M = 2:
{x 7→ 2.0}|=
{}0 {x 7→ ∞} −−−→
Digi
{x 7→ ∞}0.
For the backward simulation, we need to find a valuation ν such that ν < {x 7→ 2.0} and
ν |= {}0 {x 7→ ∞}. However, since ν < {x 7→ 2.0} requires ν(x) < 2.0, ν |= {}0 {x 7→ ∞}
never holds.
5.6.3 Nondeterministic Composition
As the collapsed semantics Coll, we define the compatibility and composition.
Definition 5.24 (Compatibility and Composition). Let D1 and D2 be digital valuations
on a finite marked clock set •X∁ ∪
•X∁.
• The valuation D1 is compatible with the valuation D2 (D1 //D2) if there are collapsed
valuations Λ1 and Λ2 such that Λ1 |=D1, Λ2 |=D2, and Λ1 // Λ2.
• The composed valuations are defined by:
D1 ⊙D2 ≜
{
D(Λ) : Λ1 |=D1, Λ2 |=D2,























} pop−−→ · · · .
When performing the pop transition, first we compute D′1 such that D1 ⊢∗ D′1 and
D′1 //D2. For this case, D′1 is uniquely determined as follows:
D′1 = {(•∁, 2), (
•
∁, 2), ( •x,∞)}0{( •x, 2)}.










D′1 = {(•∁, 2), (
•

























{( •x,∞)}{( •x, 2)}.
When composing the two digital valuations, we need to decide the order between •x of D
′
1
and •x of D2. However, since we dismiss the fractional values in digital valuations, there









∁ B 0]〉 〈γ2,D2〉













D′ ∈D[ •x← I]
〈γ,D〉 x←I↪−−→ 〈γ,D′〉
Figure 5.3: Definition of actions on Digi Semantics
As we have seen in the previous section, pop transitions for well-formed stacks be-
have deterministically on the collapsed semantics. Hence, the collapsed semantics cannot
capture the nondeterminacy of pop transitions of the digitized semantics.
5.6.4 Digitized Semantics
Digital valuations lead to the digitized semantics Digi, which is defined as a finite PDS.
Definition 5.25 (Digitized SemanticsDigi). LetA = (Q, qinit, F,Σ,Γ,X ,∆) be an SRTA.
We use D for the finite set of digital valuations on •X∁ ∪
•X∁.
We define the finite PDS (Q,Γ×D, ↪→d ∪ ↪→t) where discrete transition rules ↪→d and
time elapsing transition rules ↪→t are defined as follows:
• A discrete transition rule 〈q,W 〉 ↪→d 〈q′,W ′〉 is defined if there is q τ−→α q′ ∈ ∆ and
W
τ
↪−→W ′ is defined by following Fig. 5.3.
• Time elapsing transition rules 〈q, 〈γ,D〉〉 ↪→t 〈q, 〈γ,D′〉〉 are defined for all q ∈ Q
and γ ∈ Γ if D ⊢∗ D′ holds.
■
In the same way as the lazy and collapsed semantics, we define the stack well-formedness
for the digitized semantics.
Definition 5.26. LetD1 andD2 be digital valuations on a finite marked clock set •X∁∪
•X∁.
If there is a digital valuation D′1 such that D1 ⊢∗ D′1 and D′1 // D2, then we write
D1 ≾D2. ■
Definition 5.27 (Well-formed Stack). A stackW = 〈γ1,D1〉〈γ2,D2〉 . . . 〈γn,Dn〉 is well-
formed WF(W ) if for all i ∈ [1..(n− 1)]
• Di |=
•
∁ ∈ [0, 0] holds for the clock •∁; and
• Di ≾Di+1.
■
The well-formedness of the digitized semantics forms an invariant.
Proposition 5.13. Let W be a well-formed stack WF(W ). If 〈q,W 〉 → 〈q′,W ′〉, then
WF(W ′).
Proof. This is shown in the same argument of the proof in Proposition 5.2.
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In order to show the forward and backward simulation properties between the collapsed
and digitized semantics, we define stack and configuration correspondences.
Definition 5.28. Letw = Λ1, . . . ,Λn andW =D1, . . . ,Dn be well-formed stacksWF(w)
and WF(W ) of the collapsed and digitized semantics, respectively.
The stack correspondence w |=W holds if Λi |=Di for all i ∈ [1..n].
It is naturally extended to configurations: we write 〈q,w〉 ∼ 〈q′,W 〉 if q = q′ and
w |=W . ■
The following forward simulation of Coll by Digi can be shown easily.














Proof. We consider the following nontrivial case:
〈q ,w〈γ1,Λ1〉〈γ2,Λ2〉〈γ3,Λ3〉〉
pop(γ3)−−−−−→ 〈q′,w〈γ1,Λ1〉〈γ2, (Λ2 ◁ Λ3)⊙ Λ3〉〉.
Our assumption can be rewritten as follows:
〈q ,w〈γ1,Λ1〉〈γ2,Λ2〉〈γ3,Λ3〉〉∼
〈q ,W 〈γ1,D1〉〈γ2,D2〉〈γ3,D3〉〉.
Since Λ2 ≼ (Λ2 ◁ Λ3), we apply Proposition 5.10 to Λ2 |= D2 and obtain D′2 such that
D2 ⊢∗ D′2 and (Λ2 ◁ Λ3) |=D′2. It is clear that D′2 //D3 from the definition of //.
Since Λ2 ◁ Λ3 |= D′2 and Λ3 |= D3, the definition of ⊙ implies that there is a digital




Now (Λ2 ◁ Λ3)⊙ Λ3 |=D concludes the proof.
5.6.5 Backward Simulation
Compared to the forward simulation of Coll by Digi, the counterpart does not hold for
the nondeterminacy of pop rules in Digi as we have stated in Section 5.6.3. However, we
can show the backward simulation by Proposition 5.12.













Proof. We consider the two cases push and time (Here we write c1
time−−→ c2 to denote a
transition caused by a time elapsing transition rule 〈q, 〈γ,D〉〉 ↪→t 〈q, 〈γ,D′〉〉). The cases
dig, x← I, and check(ϕ) are trivial and the case pop is shown in the same argument of
the proof of the case time.
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for some collapsed valuations Λ′1 and Λ2.
We define Λ1 : (
•X∁ ∪ •X∁)→ C so that it satisfies both the following conditions:
1. Λ1(x) = Λ
′




∁) = r where r ∈ R≥0 is a non-negative real number that satisfies Λ1 |=D1.
We show the following:
(A) w〈γ1,Λ1〉 |=W 〈γ1,D1〉.
(B) WF(w〈γ1,Λ1〉).
(C) 〈q,w〈γ1,Λ1〉〉 push(γ2)−−−−−→ 〈q′,w〈γ1,Λ′1〉〈γ2,Λ2〉〉.
(A) is immediate from the definition of Λ1. (B) is shown by the assumptionWF(w〈γ1,Λ′1〉〈γ2,Λ2〉)
and the fact that Λ1 ↾ •X∁ = Λ′1 ↾ •X∁.
For (C), we show the following:
• Λ′1( •x) = Λ2( •x) for any x ∈ X∁.
We split this into the two parts: showing ⌊Λ′1( •x)⌋ = ⌊Λ2( •x)⌋ and frac(Λ′1( •x)) = frac(Λ2( •x)).
The former ⌊Λ′1( •x)⌋ = ⌊Λ2( •x)⌋ comes from Λ′1 |= D1[
•





•x)) = frac(Λ2( •x)) is somewhat involved and shown by the following
steps:
1. Λ′1 ≾ Λ2 holds from WF(w〈γ1,Λ′1〉〈γ2,Λ2〉).
2. frac(Λ′1(
•
∁)) = 0.0 holds from Λ′1 |=D1[
•
∁ B 0].
3. frac(Λ2(•∁)) = 0.0 holds from D1[
•
∁ B 0] //D2 and Λ2 |=D2.
Finally, combining Λ′1 ≾ Λ2 and frac(Λ′1(
•




frac(Λ2( •x)) for all clock x ∈ •X∁ ∪
•X∁.
We remark that the above proof needs reference clocks; indeed, without reference
clocks, the case push fails. Let us consider the following diagram:{ •x 7→ 0; •x 7→ 0.5}{
















Although the above diagram satisfies all the conditions of Lemma 5.10, the following
transition is not allowed on the collapsed semantics without reference clocks:{
•x 7→ 0; •x 7→ 0.4
} ̸push−−−→
Coll
{ •x 7→ 0; •x 7→ 0.5}{
•x 7→ 0; •x 7→ 0.4
}
Compared to this, the following stack is not a well-formed stack and we do not need to
consider it: {
. . . ; •∁ 7→ 0.0; •x 7→ 0.5
}
{. . . ; •∁ 7→ 0.0; •x 7→ 0.4}
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Proof of Case time Before giving the proof for the case time, we state a technical
lemma that is key to the case time.
Lemma 5.11 (Key Lemma for Backward Simulation). Let λ1, λ2, and λ3 be collapsed
valuations on a finite clock set X . Also, let d1, d2, and d3 be digital valuations on the set
X .
If
λ1 λ2 λ3|= |= |=







then λ1 ≼ λ2.
For d = d0d1 . . . dn, we write x ∈0 d if x ∈ d0, i.e., a clock x belongs to d0 of d.
We put the proof of this lemma on Section 5.9 for the readability and continue to give
a proof for the case time. First, we consider the following case:
〈q, 〈γ,D〉〉 → 〈q, 〈γ,D′〉〉
where D ⊢∗ D′. This case is immediate from Proposition 5.12.
Next, we consider the following general case:
〈q,W 〈γ1,D1〉〈γ2,D2〉〉 → 〈q,W 〈γ1,D1〉〈γ2,D′2〉〉




Since D2 ⊢∗ D′2, by Proposition 5.12, there is a collapsed valuation Λ2 such that
Λ2 ≼ Λ′2|= |=
D2 ⊢∗ D′2.
For this, wΛ1Λ2 |=WD1D2 is clear.
Next, we show thatwΛ1 Λ2 is a well-formed stack. From the well-formednessWF(wΛ1Λ
′
2),
it is clear that Λ1(
•
∁) = 0.0 and WF(wΛ1). Hence, it suffices to show Λ1 ≾ Λ2. To show
this, we use the above technical lemma (Lemma 5.11).




•X∁ → C is the restricted function of Λ1 to
•X∁. Furthermore, we unmark the
clocks of
•
λ1 and obtain the valuation λ1 : X∁ → C.
• •λ2 : •X∁ → C is the restricted function of Λ2 to •X∁. We also unmark the clocks of •λ2
and obtain the valuation λ2 : X∁ → C. •λ′2 : •X∁ → C and λ′2 : X∁ → C are defined in
the same way from Λ′2.
We also extract some valuations from D1, D2, and D
′
2 as follows:
• d1 is defined by restricting D1 to
•X∁ and unmarking the clocks.
• d2 is defined by restricting D2 to •X∁ and unmarking the clocks. d′2 is defined in the
same manner from D′2.





d1 ⊢∗ d2 ⊢∗ d′2
where λ1 |= d1, λ2 |= d2, and λ′2 |= d′2 are derived from Λ1 |=D1, Λ2 |=D2, and Λ′2 |=D′2,
respectively. The relation Λ1 ≾ Λ′2 implies λ1 ≼ λ2 and Λ2 ≼ Λ′2 implies λ2 ≼ λ′2. The
well-formedness WF(WD1D2) implies
•
∁ ∈0 D1 and ∁ ∈0 d1.
Now we can use Lemma 5.11 and obtain λ1 ≼ λ2 and it implies Λ1 ≾ Λ2.
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5.6.6 Decidability of Reachability Problem
Combining the forward simulation between the standard and collapsed semantics (Lemma 5.8)
and the forward/backward simulation between the collapsed and digitized semantics (Lemma 5.9
and 5.10), we can show our main theorem, Theorem 5.4. We introduce a notation for the
stack correspondence between the standard and digitized semantics w |=W to formalize
our main theorem.
Definition 5.29. Let w and W be stacks of the standard and digitized semantics, re-
spectively. If there is a stack w of the collapsed semantics such that w |= w and w |=W ,
we write w |=W . ■
Theorem 5.4. Let 〈q, w〉 be a configuration of the standard semantics. The following are
equivalent:
(1) 〈qinit, 〈⊥,0X 〉〉 −−−→
Stnd
∗ 〈q, w〉.
(2) 〈qinit, 〈⊥,D0〉〉 −−−→
Digi
∗ 〈q,W 〉 for some stack W such that WF(W ) and w |= W
where
D0 = {( •x1, 0), ( •x1, 0), . . . , ( •xn, 0), ( •xn, 0), (•∁, 0), (
•
∁, 0)}0.
Proof. The direction (1)⇒ (2) is shown by using Lemma 5.8 and 5.9 sequentially.
We consider the other direction (2) ⇒ (1). From the assumption w |= W , there is
a stack w of the collapsed semantics such that w |= w |= W . The backward simulation
lemma (Lemma 5.10) implies the following:
∃(λ0 : collapsed valuation).






is the only collapsed valuation that satisfies 0
•X∁∪
•X∁








The forward simulation of the collapsed semantics by the standard semantics (Lemma 5.8)
implies the following transition:
〈qinit, 〈⊥,0X 〉〉 −−−→
Stnd
∗ 〈q, w〉.
The above theorem allows to reduce the configuration reachability problem of the
standard semantics to that of the digitized semantics. For a given configuration 〈q, w〉,
there are finitely many well-formed stack W such that w |=W and we can enumerate all
such stacks W . This computability and the decidability of the configuration reachability
problem of pushdown systems imply the decidability of the configuration reachability
problem of SRTA.
Corollary 5.2. The configuration reachability problem of SRTA is decidable.
We also consider the location reachability problem and emptiness problem of SRTA:
• The location reachability problem decides, for a given location q, whether or not
〈qinit, 〈⊥,0〉〉 −−−→
Stnd
∗ 〈q, ∃w〉 for some stack w.
• The emptiness problem decides, for a given SRTA A, whether or not L(A) = ∅.
These two decision problems are EXPTime-complete.
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Corollary 5.3. The location reachability problem and emptiness problem of SRTA are
EXPTime-complete.
Proof. It is clear that the location reachability problem is polynomial-timed reducible to
the emptiness problem and vice versa. Therefore, it suffices to show that the location
reachability problem is in EXPTime and the emptiness problem is EXPTime-hard.
The location reachability problem is in EXPTime.
Let A = (Q, qinit, F,Σ,Γ,X ,∆) be an SRTA and 〈qinit, 〈⊥,0〉〉 −−−→
Stnd
∗ 〈q, ∃w〉 be an
instance of the location reachability problem. On the basis of A, we build another SRTA
B = (Q ∪ {q′} , qinit, F,Σ,Γ,X ,∆′) where q′ is a fresh location and
∆′ ≜ ∆ ∪
{
q





pop(γ)−−−−→ϵ q′ : γ ∈ Γ
}
.
(nop is a tautology like frac(x) = frac(x) for some clock x ∈ X )
From the construction of the SRTA B, the following holds:
A : 〈qinit, 〈⊥,0〉〉 −−−→
Stnd
∗ 〈q, ∃w〉
⇐⇒ B : 〈qinit, 〈⊥,0〉〉 −−−→
Stnd
∗ 〈q, ∃w〉 −−−→
Stnd
∗ 〈q′, 〈⊥, ∃ν〉〉
⇐⇒ B : 〈qinit, 〈⊥,D0〉〉 −−−→
Digi
∗ 〈q′, 〈⊥, ∃D〉〉.
Let P = (Q∪{q′} ,Γ×D,∆′Digi) be the PDS that corresponds to the digitized semantics
of the SRTA B. We build another PDS C = (Q ∪ {q′, q′′} ,Γ× D,∆′′) where q′′ is a fresh
location and
∆′′ ≜ ∆′Digi ∪
{〈q′, 〈⊥,D〉〉 ↪→ 〈q′′, ϵ〉 :D ∈ D} .
From the construction of the PDS C, the following holds:
B : 〈qinit, 〈⊥,D0〉〉 −−−→
Digi
∗ 〈q′, 〈⊥, ∃D〉〉 ⇐⇒ C : 〈qinit, 〈⊥,D0〉〉 ⇒∗ 〈q′′, ϵ〉.
Therefore, it suffices to solve the configuration reachability problem for the PDS C. Since
the configuration reachability problem of pushdown system is in polynomial-time [BEM97,
FWW97] and the size of the PDS C is exponential with respect to the size of the SRTA A,
we can solve the location reachability problem of SRTA in exponential-time with respect
to the size of an input SRTA.
The emptiness problem is EXPTime-hard.
This is immediately shown by the following two results:
• The emptiness problem of PTA is EXPTime-hard (Corollary 3.2 and [AAS12a]).
• For a given PTA A, we can build an SRTA B such that L(A) = L(B) in polynomial-
time with respect to the size of A (Theorem 5.1).
5.7 Regions vs Digital Valuations
We compare the two kinds of regions:
• the conventional region given by Alur and Dill in [AD94], which does not keep the
fractional parts of the clocks that exceed a given upper bound M.
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• the region given by Abdulla et al. in [AAS12a], which keeps the fractional parts of
clocks even if their values are beyondM. To the authors’ best knowledge, such a non-
standard region first appeared at the work of Ouaknine and Worrell [OW04] to show
the decidability of the language inclusion problem on one-clock timed automata.
The difference between keeping and not keeping the fractional parts of the clocks that
exceed M is significant: on the region of Alur and Dill, the key lemma for the backward
simulation of Digi by Coll (Lemma 5.11) does not hold.
For the ease of comparison, we consider a slightly modified version of the definition
given by Alur and Dill. The region of Alur and Dill can be understood through introducing
the following collapsed domain:
C′ ≜
(
[0..(M− 1)]× [0, 1)) ∪ {∞} .
For this collapsed domain, the new collapsing function C′ : R≥0 → C′ is defined as follows:
C′(r) =
{
(⌊r⌋, frac(r)) if r < M
∞ if r ≥ M
We forget the fractional parts of the clocks that are equal to or greater than M.
Instead of giving the precise definition of the region for C′, let us consider the following
example under M = 1:
1. The region R = ({}0 {(x, 0), (y, 0)} , ∅) means that the values of the two clocks x
and y are the same. For example, the collapsed valuation ρ = {x 7→ 0.4; y 7→ 0.4}
realizes this region (ρ |= R).
2. The successor region R′ of the region R (R ⊢ R′) is R′ = ({}0 , {x, y}) and R′ means
that the values of the two clocks x and y exceed the upper bound M = 1. On the
region R′, there is no information that the fractional parts of two clocks are the
same. The collapsed valuation ρ′ = {x 7→ ∞; y 7→ ∞} of the collapsed domain C′
realizes this region (ρ′ |= R′).
5.7.1 Key Lemma fails on Region of Alur and Dill
As we have seen in the previous section, the following property (Lemma 5.11) is key to
establishing the backward simulation of Digi by Coll:
λ1 λ2 λ3|= |= |=






 =⇒ λ1 ≼ λ2.
This property does not hold on the region of Alur and Dill. Let us consider the
following collapsed valuations and regions on C′ under M = 1:
(1) :
ρ1 = {x 7→ 0.0; y 7→ 0.5}|=
R1 =
({(x, 0)}0 {(y, 0)} , ∅),
(2) :
ρ2 = {x 7→ 0.5; y 7→ 0.9}|=
R2 =
({(x, 0)}0 {(y, 0)} , ∅),
(3) :
ρ3 = {x 7→ ∞; y 7→ ∞}|=
R3 =
({}0 , {x, y}).
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Although these valuations and regions satisfy the assumption of the above property, ρ1 ≼
ρ2 does not hold. Since we forget the fractional parts of the clocks that exceed an upper-
bound constant, the assumptions ρ1 ≼ ρ3 and ρ2 ≼ ρ3 do not help to relate the fractional
parts of ρ1 and ρ2.
On the other hand, on the collapsed domain C =
((
[0..(M−1)]∪{∞})× [0, 1)) consid-
ered by Abdulla et al, there is no collapsed valuation λ3 that satisfies both {x 7→ 0.0; y 7→ 0.5} ≼
λ3 and {x 7→ 0.5; y 7→ 0.9} ≼ λ3. This enables us to avoid the above problem and establish
the key lemma for the backward simulation.
5.8 Related Work
Trivedi and Wojtczak introduced recursive timed automata (RTA) [TW10] and Benere-
cetti, Minopoli, and Peron introduced timed recursive state machines [BMP10, BP16]
independently. The two models are essentially equivalent. Compared to SRTA, timed
transitions of RTA increase only the top frame of a stack as follows:
〈q, 〈γ1, ν1〉 . . . 〈γn, νn〉〉 δ⇝ 〈q, 〈γ1, ν1〉 . . . 〈γn, νn + δ〉〉
where δ ∈ R≥0. The difference of timed transitions between SRTA and RTA is crucial
because RTA can simulate two-counter machines by using the timed transitions effectively
and thus the reachability problem of RTA is undecidable [TW10, BMP10].
Li, Cai, Ogawa, and Yuen introduced nested timed automata (NeTA) in [LCOY13].
A configuration of NeTA is a stack of timed automata that are synchronously evolved by
timed transitions. NeTA can be seen as SRTA without fractional constraints and value
passing mechanisms between frames like the rule dig. Due to the absence of value passing
mechanisms, we cannot keep values of clocks in the top frame when removing the top
frame; indeed, the following transition that mixes the top and next to the top frames is
not allowed:
〈γ1, {x 7→ 1.0; y 7→ 2.0}〉〈γ2, {x 7→ 3.5; y 7→ 4.5}〉 pop(γ2,{x})−−−−−−−→ 〈γ1, {x 7→ 1.0; y 7→ 4.5}〉.
NeTA only removes the top frame as follows:
〈γ1, {x 7→ 1.0; y 7→ 2.0}〉〈γ2, {x 7→ 3.5; y 7→ 4.5}〉 pop
′(γ2)−−−−−→ 〈γ1, {x 7→ 1.0; y 7→ 2.0}〉.
Krishna, Manasa, and Trivedi introduced the subset of RTA called RTARN (RTA only
with pass-by-reference and non-passing) in [KMT15] and showed that the location reach-
ability problem of RTARN is decidable. RTARN can be seen as SRTA without fractional
constraints. Although their proof closely followed that of Abdulla et al. [AAS12a] and
depended on the details of the construction of Abdulla et al., we adapt the construction
of Abdulla et al. to simplify our proof.
5.9 Proof of Lemma 5.11
We show the following technical lemma:
λ1 λ2 λ3|= |= |=






 =⇒ λ1 ≼ λ2.
Before giving a proof, let us see that we cannot drop any condition.
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{(x, 0)}0 {(y, 0)} ⊢∗ d2 ⊢∗ d3
where d2 = d3 = {}0 {(x, 0)} {(y, 0)}. Although this case satisfies the assumptions except
λ1 ≼ λ3, λ1 ≼ λ2 does not hold. For the same reason, we cannot remove the condition
λ2 ≼ λ3.
If we drop the condition ∃x.x ∈0 d1 ...? Let us consider the following diagram:
{x 7→ 0.5} {x 7→ 0.3} {x 7→ 0.5}|= |= |=
{}0 {(x, 0)} ⊢∗ {}0 {(x, 0)} ⊢∗ {}0 {(x, 0)}
Although this case satisfies the assumptions except ∃x.x ∈0 d1, λ1 ≼ λ2 does not hold.
Therefore, we cannot drop the condition ∃x.x ∈0 d1.
Proof of Lemma 5.11 We prepare several notations to prove this lemma. Let λ and
λ′ be collapsed valuations on a finite clock set X .
frac(λ)(x) ≜ frac(λ(x)),
⌊λ⌋(x) ≜ ⌊λ(x)⌋,
λ ≑ λ′ ⇐⇒ ∃δ ∈ R≥0. frac(λ+ δ) = frac(λ′).
It is clear that the relation ≑ is an equivalence relation.
Proposition 5.14. Let λ and λ′ be collapsed valuations on a finite clock set X .
If λ ≑ λ′ and ∃x ∈ X . frac(λ)(x) = frac(λ′)(x), then frac(λ) = frac(λ′).
We show that related valuations λ and λ′ with λ ≑ λ′ imply λ = λ′ under some
constraints.
Proposition 5.15.
λ ≑ λ′|= |=
d = d
∧ (∃x.x ∈0 d) =⇒ λ = λ′.
Proof. It is clear that ⌊λ⌋ = ⌊λ′⌋ from λ |= d and λ′ |= d. Since there exists a clock x
such that x ∈0 d, we have frac(λ(x)) = frac(λ′(x)) = 0.0 from the assumption λ ≑ λ′.
Proposition 5.14 implies frac(λ) = frac(λ′). This and ⌊λ⌋ = ⌊λ′⌋ imply λ = λ′.
Furthermore, since λ ≼ λ′ implies λ ≑ λ′, we have the following property.
Proposition 5.16.
λ ≼ λ′|= |=
d = d
∧ ∃x.x ∈0 d =⇒ λ = λ′.
Although λ ≑ λ′ does not imply λ ≼ λ′ in general, if there are digital valuations d and
d′ such that λ |= d, λ′ |= d′, and d ⊢ d′, then λ ≑ λ′ implies λ ≼ λ′.
Proposition 5.17.
λ ≑ λ′|= |=
d ⊢ d′
=⇒ λ ≼ λ′.
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Proof. We proceed by case analysis on d ⊢ d′.
Case ∅ d1 · · · dn−1 dn ⊢ d′n d1 · · · dn−1: Note there exists a clock x that belongs to d′n and
thus x ∈0 d′. By the forward simulation of digital valuations by collapsed valuations
(Proposition 5.11), we can find a collapsed valuation λ′′ that satisfies the following
diagram:
λ ≼ λ′′|= |=
d ⊢ d′
Since λ ≼ λ′′ implies λ ≑ λ′′, we have λ′ ≑ λ′′. Using Proposition 5.15 along with
λ′ |= d′, λ′′ |= d′, and x ∈0 d′, we have λ′ = λ′′ and thus λ ≼ λ′.
Case d0 d1 · · · dn ⊢ ∅ d′0 d1 · · · dn: We can use the same argument as above. There exists
a clock x that belongs to d0 and thus x ∈0 d. By the backward simulation of
digital valuations by collapsed valuations (Proposition 5.12), we can find a collapsed
valuation λ′′ that satisfies the following diagram:
λ′′ ≼ λ′|= |=
d ⊢ d′
Since λ′′ ≼ λ′ implies λ′ ≑ λ′′, we have λ ≑ λ′′. Using Proposition 5.15 along with
λ |= d, λ′′ |= d, and x ∈0 d, we have λ = λ′′ and thus λ ≼ λ′.
We can easily generalize the above proposition to the following one.
Proposition 5.18.
λ ≑ λ′|= |=
d ⊢+ d′
=⇒ λ ≼ λ′.
Finally, Proposition 5.16 and 5.18 imply our key technical lemma.
Lemma 5.11.
λ1 λ2 λ3|= |= |=






 =⇒ λ1 ≼ λ2.
Proof. From the assumption λ1 ≼ λ3 and λ2 ≼ λ3, λ1 ≑ λ2 ≑ λ3 holds.
First, we consider the case d1 = d2. Since λ1 ≑ λ2, this case is immediate from
Proposition 5.16.






In the present thesis, we have introduced the two classes of pushdown extensions of timed
automata—timed pushdown automata with multiple local clocks (MTPDA) and synchro-
nized recursive timed automata (SRTA)—by extending existing models of computation.
We have not only introduced new classes but also shown new results on existing models,
timed automata and pushdown timed automata:
1. On timed automata, we have shown that the configuration reachability problem,
〈qinit,0〉 ⇒∗? 〈q, ν〉, is PSPACE-complete. Our decidability proof is based on the
backward simulation between collapsed timed automata and digital automata. The
decidability of the more general problem called the binary configuration reachability
problem had been shown [CJ99, Dim02, Dan03, QSW17]. The binary configuration
reachability problem decides, for a timed automaton and given two configurations
cstart and cgoal, whether or not there is a computation from cstart ⇒∗? cgoal. The
known result about the complexity is that the binary configuration reachability prob-
lem is EXPTIME-hard. Our proof differs from the existing proofs and we show that
the configuration reachability problem is a tractable case of the binary configuration
reachability problem and PSPACE-complete.
2. On pushdown timed automata (PTA) of Bouajjani et al. [BER94], we have shown
that the location reachability problem is EXPTIME-complete. The EXPTIME-
hardness of the reachability problem of PTA refines the known complexity result
that the reachability problem of dense-timed pushdown automata (DTPDA) of Ab-
dulla et al. is EXPTIME-complete [AAS12a]; indeed, DTPDA are obtained by ex-
tending PTA.
For our two new models of computation, we have presented the following results:
1. The language classes of MTPDA and timed pushdown automata are the same even
though MTPDA can be obtained by augmenting timed pushdown automata with
multiple local clocks, the reset operation for local clocks reset(z), and diagonal con-
straints between a local clock and global clock z − x ∈? I.
2. The language classes of SRTA and timed pushdown automata are different due to
the presence fractional constraints of SRTA.
3. The location and configuration reachability problems of SRTA are decidable and
in EXPTIME-complete. Since the class of SRTA subsumes the class of MTPDA,
this result means that the language class and the complexity class of the location
reachability problem are the same between MTPDA and pushdown timed automata.
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We have clarified that considering digital valuation is key to showing the decidability of
the reachability problems of SRTA; indeed, the classical regions which are used to show
the decidability of the location reachability problems of timed automata are insufficient
to establish the important technical lemma (Lemma 5.11 of Chapter 5). We also have
presented a simple and modular decidability proof of the reachability problems of SRTA.
The most important technique is using a backward simulation rather than a forward simu-
lation. This enables us to decompose the original decidability proof of Abdulla et al. based
on an intricate hybrid simulation, forward-backward simulation, into a sequence of simple
simulations along with a few intermediate semantics.
Further Directions
SRTA can be seen as MTPDA augmented with the following features (Theorem 5.3 of
Chapter 5):
• fractional constraints;
• the ability to copy the value of a local clock z to a global clock x, x ← z, and the
value of a global clock to a local clock, z ← x;
• bounded update of clocks: x← I where I = (a : b) or I = [a : b].
To show that SRTA are more expressive than pushdown timed automata, we use only
fractional constraints to recognize the timed language LSRTA of Chapter 5. Although that
language cannot be recognized by any pushdown timed automaton, it can be accepted by
1-MTPDA with fractional constraints. Therefore, the following questions are natural:
• Is the class of MTPDA with the ability to copy a local clock to a global clock and
vice versa more expressive than the class of MTPDA?
• Is the class of MTPDA with bounded update of local clocks more expressive than the
class of MTPDA? Similarly, is the class of dense-timed pushdown automata, which
does not allow diagonal constraints, with (unbounded) update of local clocks more
expressive than the class of MTPDA?
On those classes, we can easily confirm that the monotonicity of a stack that is a key
property to the untiming theorem of MTPDA does not hold. For the latter question, it
seems difficult to apply the technique that removes updates from a given updatable timed
automata while preserving its language. At the present moment, we have no clues to
determine the expressiveness power of such new extensions; therefore, to solve the above
question, we need to develop new techniques. We believe such techniques will further
deepen and widen the theory of pushdown extensions of timed automata.
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