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SCALING LIMIT FOR A FAMILY OF RANDOM PATHS WITH RADIAL BEHAVIOR
CRISTIAN F. COLETTI AND LEON A. VALENCIA
ABSTRACT. We introduce a family of coalescing random paths with radial behavior in a subset of the plane
containing the origin. We call it the Discrete Radial Poissonian Web. We show that under diffusive scaling this
family converges in distribution to a mapping of a restriction of the Brownian Web.
1. INTRODUCTION
The aim of this work is to introduce a family of coalescing random paths with radial behavior and study its
scaling limit in the diffusive scaling. The scaling limit of the Radial Web considered in this paper is related to
the Brownian Web. The Brownian Web ( [9]) is, roughly speaking, a family of coalescing Brownian motions
starting from every point in R2.
We begin with a tentative description of the Discrete Radial Web. Consider n circles centered at the origin
with radius n,n− 1, ...,1 respectively. Define the next circle of a circle centered at the origin with radius k as
the circle centered at the origin with radius k− 1. On each of these circles, consider a Poisson point process
of rate 1. Assume independence between these point processes. Then, from each Poissonian point, draw a
line to the nearest Poissonian point on the next circle, if any. If such a point does not exist then, connect it to
the nearest point on the next circle to the previous one. Repeat this procedure until connecting all paths to the
origin. Proceeding in this way we obtain a family of coalescing random paths. See figure 1 in order to figure
out this description. This family is what we would like to call the Discrete Radial Poissonian Web (DRPW).
For technical reasons we need to make some restrictions. In next section we provide a formal description of
the mapping of the restricted Brownian Web which we call the T - Brownian Web and state the main result
of this work, namely the weak convergence of the DRPW in the diffusive scaling. To prove the convergence
result we verify a convergence criteria which is entirely analogous to the convergence criteria given by Isopi,
Fontes, Newman and Ravishankar in [9]. As in [9], we call the conditions of the convergence criteria I,B1
and B2. This criteria has been verified in a number of papers, for instance, see [8], [11] and [5] . In [5],
Coletti, Fontes and Dias proved convergence to the Brownian Web for a system of random walks introduced
by Gangopadhyay, Roy and Sarkar [10]. In [6], Coletti and Valle proposed a generalization of this system
of random walks by considering a system of coalescing nonsimple random walks and proved convergence to
the Brownian web. The main difference between the system of random paths considered in [6] and the one
considered in the present work is due to the radial behavior of its paths.
This paper is organized as follows. In section 2 we present the basic definitions, notations and state the
main result of this work. The end of section 2 is devoted to the study of the DRPW and to the proof of the
main result of this work. In section 3 we state and prove the result about the asymptotic behavior of the tail
of the coalescence time for two random paths of the DRPW. In section 4 we verify condition B2. Section 5
is entirely devoted to the verification of condition I. Condition B1 is verified in section 6. For the sake of
completeness we include, at the end of this work, an appendix about weak convergence.
.
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FIGURE 1. Tentative description of the discrete radial Web
2. DEFINITIONS, NOTATION AND MAIN RESULT
Let z = (x,y) ∈ R2 with y < 0. We will use the letter ϑz to denote the angle between z and (0,−1). Let
˜ϑz = sgn(x)ϑz. Let α ∈ (0,1) and δ ∈ (1/4,1/3) be fixed (for technical reasons). For each n ∈ N, define
θn = nδ/2−1/2, ϕn = nδ−1/2 and
Bn := Bn(α,δ ) =
{
z ∈ R× [−n,−nα] : | ˜ϑz| ≤ θn/2, |z| ≤ n
}
,
and
An := An(α,δ ) =
{
z ∈ R× [−n,−nα] : | ˜ϑz| ≤ ϕn/2, |z| ≤ n
}
.
Let {Pn}∞n=1 be a sequence of independent Poisson process with rate 1 on R. Then
ˆPn := {s ∈ R2 : s = n(sin(x/n) ,−cos(x/n)) for some x ∈ Pn∩ [−npi ,npi ]} (2.1)
is a Poisson process with rate 1 on Cn. For each n ∈N, let Γn := ˆPn∩Bn. Now fix some κ ∈ (0,1/2−δ ) and
k ∈ {n,n− 1, ...,⌊nα⌋− 1}. Now we define a random path starting at z ∈ Γk as follows:
(1) If ˆPk−1∩An = /0, then join z and the origin with a straight line.
(2) If ˆPk−1∩An 6= /0, let z1 be the point in Pk−1∩An minimizing the distance to z.
(a) If z = (x,y),z1 = (x1,y1) and |x− x1|> nκ , then join z and the origin with a straight line.
(b) If |x− x1| ≤ nκ , then join z and z1 with a straight line.
If the origin has not been reached, then repeat this procedure until the origin is reached. Denote by γz the
random trajectory obtained in this way. In order to figure out this definition see Figure 2.
Let
γn := {γz : z ∈ Γk for some k ∈ {n,n− 1, ...,⌊nα⌋}}
be the set of all coalescence paths starting in Bn. The random set of paths (γn)n is called the Discrete Radial
Poissonian Web. See figure 2 for a schematic representation of two coalescing random paths.
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FIGURE 2. A schematic representation of two random paths
Remark 2.1. We explain briefly why we introduce conditions (1) and (2)(a). First, note that these conditions
guarantee that the random paths thus obtained are truly trajectories, i.e are functions. In order to do that,
we require δ ∈ (0,1/3). This guarantee that, with high probability, the family of random polygonal curves
starting from Bn are paths well defined. Also, δ > 1/4 and α ∈ (0,1) implies that, with high probability,
this family of curves is contained in int(An). Also, we observe that the events defining conditions (1) and
(2)(a) occur with probability going to zero exponentially fast. Then the modifications in the random paths
with respect to the tentative description given in the introduction imposed by these two conditions are not
significant when n is large enough.
2.1. The Brownian Web: Characterization. First, we give a brief description of the BW which follows
closely the description given in [12], see also [9] and the appendix in [14]. Consider the extended plane
¯R
2 = [−∞,∞]2 as the completion of R2 under the metric
ρ((x1, t1),(x2, t2)) = | tanh(t1)− tanh(t2)| ∨
∣∣∣ tanh(x1)1+ |t1| −
tanh(x2)
1+ |t2|
∣∣∣ ,
and let ρ¯ be the induced metric on ¯R2. In ( ¯R2, ρ¯), the lines [−∞,∞]×{∞} and [−∞,∞]×{−∞} correspond
respectively to single points (⋆,∞) and (⋆,−∞), see picture 2 in [14]. Denote by Π the set of all continuous
paths in ( ¯R2, ρ¯) of the form pi : t ∈ [σpi ,∞]→ ( fpi (t), t) ∈ ( ¯R2, ρ¯) for some σpi ∈ [−∞,∞] and fpi : [σ ,∞]→
[−∞,∞]∪{⋆}. For pi1, pi2 ∈Π, define d(pi1,pi2) by
| tanh(σpi1)− tanh(σpi2)| ∨ sup
t≥σpi1∧σpi2
∣∣∣ tanh( fpi1(t ∨σpi1))1+ |t| − tanh( fpi2(t ∨σpi2))1+ |t|
∣∣∣ .
Thus, we have a metric in Π such that (Π,d) is a complete separable metric space. Now define H as the
space of compact sets of (Π,d) with the topology induced by the Hausdorff metric. Then H is a complete
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separable metric space. The Brownian web is a random element W of H whose distribution is uniquely
characterized by the following three properties (see Theorem 2.1 in [9]):
(a) For any deterministic z ∈R2, almost surely there is a unique path piz of W that starts at z.
(b) For any finite deterministic set of points z1, ... ,zk in R2, the collection (pi1, ...,pin) is distributed as
coalescing Brownian motions independent up to the time of coalescence.
(c) For any deterministic countable dense subset D ⊂R2, almost surely, W is the closure of {piz : z∈D}
in (Π,d).
2.2. The Restricted Brownian Web. Let r,s ∈ R be such that r < s and let Ar,s = R× [r,s]. Let ¯Ar,s be the
compactification of Ar,s under the metric ρ . ¯Ar,s may be thought as the image of [−∞,∞]× [r,s] under the
mapping
(x, t) (Φ(x, t),Ψ(t)) ≡
(
tanh(x)
1+ |t| , tanh(t)
)
.
For t0 ∈ [r,s], let Cr,s[t0] be the set of continuous functions f from [t0,s] to [−∞,∞]. Define
Πr,s =
⋃
t0∈[r,s]
Cr,s[t0]×{t0}
where ( f , t0) ∈ Πr,s represent a path in ¯Ar,s starting at ( f (t0), t0). Denote by ˆf the function that extends f to
all [r,s] by setting it equal to f (t) = f (t0) for r ≤ t ≤ t0. Then, define
dr,s(( f1, t1),( f2, t2)) = sup
r≤t≤s
sup
t
|Φ( ˆf1(t), t)−Φ( ˆf2(t), t)| ∨ |Ψ(t1)−Ψ(t2)|.
Thus, (Πr,s,dr,s) is a complete, separable metric space.
Let Hr,s e the set of compact subsets of (Πr,s,dr,s) with dHr,s the induced Hausdorff metric given by
dHr,s(K1,K2) = sup
g1∈K1
inf
g2∈K2
dr,s(g1,g2)∨ sup
g2∈K2
inf
g1∈K1
dr,s(g1,g2). (2.2)
Then, (Hr,s,dHr,s) is also a complete, separable metric space. Also, denote by FHr,s the σ -algebra associated
to dHr,s .
Now, we characterize the restricted Brownian Web in terms of the (usual) Brownian Web. Also, we give a
criteria of convergence to the restricted web.
Let r,s ∈ R be fixed such that r < s. Let
ˆH sr := {J ∈H : There is ( f , t0) ∈J with t0 ∈ [r,s]} .
In other words, ˆH sr is a subset of H formed by compact families of trajectories having at least one
trajectory starting from ¯Ar,s. Since ˆH sr is a closed subset of H it follows that ˆH sr is also a complete,
separable metric space.
Consider the mapping T from ˆH sr to Hr,s defined by
T(K) = {( f , t0) ∈ K restricted to the set ¯Ar,s : t0 ∈ [r,s]}.
In other terms, T(K) is the set of trajectories of K starting at points in ¯Ar,s and restricted to the set ¯Ar,s. We
claim that T is well defined. Indeed, for K ∈ ˆH sr set K′ = {( f , t0) ∈ K : t0 ∈ [r,s]}. Then, K′ is a closed subset
of K. Therefore, it is a compact subset of trajectories. Now, it follows from this that the set of trajectories of
K′ restricted to the set ¯Ar,s is compact, i.e T(K) = T(K′) is compact. This proves the claim.
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Observe that Kn −→
n→∞ K implies T(Kn) −→n→∞ T(K). Then, we may conclude that the mapping T is continu-
ous. Next, we characterize the Restricted Brownian Web.
Theorem 2.1. There exists a (Hr,s,FHr,s)-valued random variable ¯Wr,s whose distribution is uniquely deter-
mined by the following properties.
(a) From any deterministic point (x, t)∈Ar,s, there is almost surely a unique path Wx,t starting from (x, t).
(b) For any deterministic n,(x1, t1), ...,(xn, tn) ∈ Ar,s the joint distribution of Wx1,t1 , ...,Wxn,tn is that of
coalescing Brownian motions with unit diffusion constant.
(c) For any deterministic, dense countable subset D of Ar,s, almost surely, ¯Wr,s is the closure in
(Hr,s,FHr,s) of {Wx,t : (x, t) ∈D}.
Proof. From Theorem 2.1 in [9] we know that, almost surely, ¯W ∈ ˆH sr . Then, the result follows from the
continuity of T and Theorem 2.1 in [9] (See properties (a),(b) and (c) in subsection 2.1). 
Definition 2.1. We call the random variable ¯Wr,s, the restricted Brownian web.
2.3. Restricted Brownian Web: Convergence Criteria. Now we give the convergence criteria to the re-
stricted Brownian Web. Let D be a countable dense subset of R2. Also, let t0 ∈ [r,s], t > 0, a < b and M
be a (Hr,s,FHr,s)-valued random variable. Let ηM (t0, t;a,b) be the {0,1,2, ...}-valued random variable rep-
resenting the number of distinct points in R×{t0 + t} which are touched for some path from M which also
cross the segment [a,b]×{t0}. If t0 + t > s, make ηM (t0, t;a,b)≡ 0.
Now we state the convergence criteria to the restricted Brownian web. Let D be countable dense subset of
Ar,s.
Theorem 2.2. Suppose that X1,X2, ... are (Hr,s,FHr,s)-valued random variables with non crossing paths.
If the following three conditions are valid, the distribution µn of Xn converges to the distribution µ ¯Wr,s of the
restricted Brownian web.
• (I) For any deterministic y1,y2, ...,ym ∈ D , there exist θ y1n , ...,θ ymn ∈ Xn such that θ y1n , ...,θ ymn con-
verge in distribution as n→∞ to coalescing Brownian motions (with unit diffusion constant) starting
at y1,y2, ...,ym.
• (B1) ∀ t > 0, limsupn→∞ sup(a,t0)∈Ar,s µn(ηXn(t0, t;a,a+ ε)≥ 2)→ 0 as ε → 0+;
• (B2) ∀ t > 0,ε−1 limsupn→∞ sup(a,t0)∈Ar,s µn(ηXn(t0, t;a,a+ ε)≥ 3)→ 0 as ε → 0+
Sketch of the Proof The fact that the paths do not cross, along with condition (I) imply tightness of the
sequence (Xn)∞n=1. Conditions (B1) and (I) guarantee that any subsequence limit X of {Xn} contains a
version of the restricted Brownian web. It remains to argue thatX does not contain anything else.
Conditions (B1) and (B2) together imply that E[ηX (t0, t;a,b)]≤ E[ηW (t0, t;a,b)] = 1+ b−a√pit for any t0 ∈
[r,s], t > 0,a,b ∈ R. Then, Theorem 4.6 in [9] implies that X contains nothing else than paths from ¯Wr,s.
2.4. The T-Brownian Web and Statement of the Main Result. The main result of the present work is to
show that under the diffusive scaling, γn converges in distribution to a continuous mapping of the restricted
Brownian web (in R× [0,1/α− 1]).
Let Fα :=R× [−1,−α] and Gα :=R× [0,1/α−1]. Let ψ : Fα 7→Gα be the homeomorphism defined by
ψ(x, t) =
(
x
|t| ,
1
|t| − 1
)
.
Then,
ψ−1(x′, t ′) =
(
x′
t ′+ 1
,− 1
t ′+ 1
)
.
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Let r,s ∈ R be such that r < s. Denote by Hr,s the set of compact subsets of trajectories starting from
points inside R× [r,s] and restricted to this same set under the metric defined in (2.2).
Let T : H−1,−α −→H0,1/α−1 be the map defined by
T (G ) = {(ψ( f (t), t))}( f (t),t)∈G . (2.3)
Then,
T−1(F ) =
{
(ψ−1( f (t), t))}
( f (t),t)∈F .
For F ∈H−n,−nα define
Gn[F ] =
{( f (t)√
n
,
t
n
)
: ( f (t), t) ∈F
}
.
and note that Gn[F ] ∈H−1,−α .
By abuse of notation denote by γˆn the set of random paths (γn)n restricted to the set R× [−n,−nα]. Then
let Φn := Gn[γˆn] be the restricted DRPW under the diffusive scaling and note that Φn ∈H−1,−α . Our main
result is the following:
Theorem 2.3. The rescaled discrete radial Poissonian web Φn converges in distribution to T−1( ¯W0,1/α−1)
as n→ ∞.
Remark 2.2. We observe that to prove the last statement it suffices to show that T (Φn) converges in distri-
bution to ¯W0,1/α−1.
3. PROOF OF THE MAIN RESULT
3.1. Weak Convergence of Φn. In order to prove Theorem 2.3 we introduce a family of coalescing random
paths approximating the family Φn where the computations are simpler. Since Φn lies inside the interior of
the set An, the random points used in the linear interpolation used to define γn may be represented in polar
coordinates (r sin(θ ),−r cos(θ )), where r ≤ n and |θ | ≤ ϕn/2. Therefore, for n large enough we have(
r sin(θ )√
n
,
−r cos(θ )
n
)
∼
(
rθ√
n
,− r
n
)
, (3.1)
where
(
a1n,a
2
n
)∼ (b1n,b2n) means that ain/bin → 1 as n→ ∞ for i = 1,2.
Now we build a family of coalescing random paths approximating Φn. For simplicity assume that, for n
large enough, there exists a path in Φn starting at (0,−n). Then choose the nearest point to (0,−n) belonging
to ˆPn−1∩An, which exists with high probability. It follows from 2.1 that this point may be represented as
follows:
ζ1 := (n− 1)
(
sin
(
xn−1
n− 1
)
,−cos
(
xn−1
n− 1
))
,
where xn−1 ∈ Pn−1. Assuming that we have succeeded in finding the point ζ1 we look for the point in
ˆPn−2∩An minimizing the distance to ζ1 which exists with high probability. It follows from 2.1 that this point
may be represented as follows:
ζ2 := (n− 2)
(
sin
(
xn−2
n− 2
)
,−cos
(
xn−2
n− 2
))
,
where xn−2
n−2 ∈ 1n−2 Pn−2. Continuing in this way, if possible, we get a point ζk which may be represented as
follows:
ζk := (n− k)
(
sin
(
xn−k
n− k
)
,−cos
(
xn−k
n− k
))
.
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Now, for each k∈N, let ωk := argmin{|x| : x∈Pk}. Then, and given the events (1) and (2), it is not difficult
to show that ζk is equally distributed with the random point (n− k)
(
sin
(
∑kj=1 ωkn− j
)
,−cos
(
∑kj=1 ωkn− j
))
. It
follows from 3.1 that
(n− k)

sin
(
∑kj=1 ωkn− j
)
√
n
,−
cos
(
∑kj=1 ωkn− j
)
n

∼ (n− k
n
)(√
n
k
∑
j=1
ωk
n− j ,−1
)
. (3.2)
Let z ∈ R× (−∞,0) and let r sin θ ,−cosθ ) be its representation in polar coordinates for some r > 0 and
θ ∈ (−pi/2,pi/2). Define a function Λ : R× (−∞,0) −→ R2 by the formula Λ(z) = (rθ ,−r). Denote this
new family of random coalescing paths by
ξ n := Λ[Φn] := {Λ(z) : z ∈Φn}
Denote by ξ nz a path in ξ n starting from z.
Proposition 3.1. Let ρ denote the Haussdorf metric induced by the family of compact subsets of R2. Then
ρ (ξ n,Φn)→ 0 as n→ ∞, in probability.
It follows from Proposition 3.1 that in order to prove Theorem 2.3 it suffices to show that
ξ n D−→
n→∞ T
−1 (
¯W0,1/α−1
)
,
or the equivalent statement
T (ξ n) D−→
n→∞
¯W0,1/α−1
Therefore, we must study the behavior, in distribution, of the random set of coalescing T (ξ n).
Lemma 3.1. Let (x0, t0) ∈ R× [−1,−α] be fixed. Let ∆n =
{(
x√
n
, y
n
)
: (x,y) ∈ ∪nk=1Γn
}
. Then, almost
surely, ∆n is a compact set and
P
[
ρ (∆n,{(x0,y0)})> 2nδ/2−1/2 i.o
]
= 0.
Proof. Is a simple consequence of the properties of Poisson processes and the very definition of the the set
Bn. 
The previous lemma tell us that given a deterministic point (x0,y0) ∈R× [−1,−α], then with high proba-
bility and if n is large enough there exists a trajectory in ξ n such that its starting point is as close as we desire
from (x0,y0).
Lemma 3.2. Let (x0, t0) ∈ R× [−1,−α] be fixed. Then, there exists a sequence ξ nz ∈ ξ n such that
ξ nz D−→
n→∞ t
(
x0
t0
+
√
2Wg(t)
)
, t0 ≤ t ≤−α
where Wg(t) ∼ N(0,g(t)) and t is fixed, and g(t) =
∫ t
t0
1
x2
dx = 1|t| − 1|t0| . Also,
{
Wg(t)
}
t∈[t0,−α ] has independent
increments.
Proof. By Lemma 3.1 is enough to show that result for deterministic point (−1,0). For the rest of the proof
see Appendix A. 
Under the same conditions of Lemma 3.2 above, we have that
T (ξ nz ) D−→
n→∞ x
′
0 +
√
2Wt′−t′0 , t
′
0 ≤ t ′ ≤
1
α
− 1
where x′0 =
x0
|t0| and t
′
0 =
1
|t0|−1 .
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3.2. Alternative Model. In order to establish weak convergence of T (ξ n) we introduce an alternative model
which is tractable and whose weak limit coincides with that of T (ξ n).
For n large enough and j = 0,1, ...,⌊n(1−α)⌋+ 1, let Q j =
√
n
n− j Pj. If kn = ⌊n(1−α)⌋, then {Q j}Kn+1j=0 is
a family of Poisson process where Q j has rate n− j√n .
Now consider the set of random points S(n) =∪kn+1j=0 Q j×
{
j
n− j
}
. Then, join with a straight line each point
u in Q j ×
{
j
n− j
}
to the nearest point Q j+1×
{
j+1
n− j−1
}
which exists with probability one. Then repeat this
procedure up to time kn + 1. Denote by β nu the trajectory thus obtained. Let β n :=
{
β nu : u ∈ S(n)
}
denotes
the corresponding family of coalescing random paths. In order to figure out the behavior of this family of
random paths see Figure 3.
t = 0
t = 1
n−1
t = 2
n−2
t = k
n−k
t = k+1[n−(k+1)]
t = kn
n−kn
t = 1−αα
t = kn+1
[n−(kn+1)]
b
b
b
b
b
b
b b b b b b b
b b b b b b
b b b b
b b b b b b b b
b b b b
b b b b b b b b
b b b b
FIGURE 3. Alternative model
Before embarking on the proofs we observe that if (x, t) is a space-time point then its microscopic counterpart
is given by t = tn and x = xσ
√
n. Therefore, the distributions µn and µ1 are related by diffusive scaling. Then
it is equivalent to do the analysis using the distribution µ1 under the diffusive scaling.
3.3. Estimates for the Tail of Coalescence Times. Assume that we have two coalescing random paths
starting at the same time at a (deterministic) distance apart. Denote by τ the meeting time of these two
random paths. In order to verify conditions (I),(B1) and (B2) it is essential to have an estimate for the tail of
its distribution of the following kind,
P[τ > t]≤ C√
t
, t > 0. (3.3)
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The random paths make jumps at times in Ln =
{
0, 1
n−1 ,
2
n−2 , ...,
kn
n−kn ,
kn+1
n−kn−1
}
. Under the diffusive scaling
the trajectories may coalesce at times in ˆLn =
{
0, n
n−1 ,
2n
n−2 , ...,
nkn
n−kn ,
n(kn+1)
n−kn−1
}
. Since
1≤ n( j+ 1)
n− j− 1−
n j
n− j ≤C(α) for j = 0,1,2, ...,kn,
where C (α) is a constant depending only on α , we have that the distance between any two successive jump
time is bounded from below and above. Therefore it suffices to study the case in which the jumps occur at
non-negative integer numbers.
Now, we formally define the coalescing time and prove inequality (3.3). To do so it is enough to show
the following case. Let ˆQ = ( ˆQk)∞k=0 be a collection of homogeneous, independent Poisson processes on R.
The processes ˆQk,k = 0,1, . . . ,kn, have intensities (n− k)/n respectively, and the processes ˆQk with k > kn
have intensities (n− kn)/n. Consider the subset of R2 given by ∪∞k=0 ˆQk×{k}. For u = (u0,k) ∈R×{k}, let
u˜1,k = argminv∈ ˆQk+1×{k+1}‖u− v‖. Define, inductively,
u˜ j,k = argminv∈ ˆQk+ j+1×{k+ j+1}‖u˜
j−1,k− v‖ j = 1,2, ...
where u˜0,k = u . Let Xu be the trajectory obtained by linearly interpolating the points {u, u˜1,k, ..., u˜ j,k, ...}.
Let u = (u1,0), w = (w1,0) ∈ R×{0} be such that u1 < v1. Consider the trajectories Xu and Xw, and, for
t ≥ 0, define
Zt = Zt(u,w) = X vt −Xwt .
Assume that w1− u1 = 1 and define
τ := min{t ≥ 0 : Zt = 0}.
Proposition 3.2. There exists a positive constant C such that P[τ > t]≤ C√
t
.
Proof. Since {Zt(u,v), t ≥ 0} is a non-negative Martingale in L2, Skorohod representation holds. Then, there
exists a Brownian motion with coefficient of diffusion 1 starting from 1 and stopping times 0 = T0,T1,T2, . . .
satisfying
Zt
D
= B[Tt ]
where 0 = T0,T1,T2, ... are such that
Tt = inf{s≥ Tt−1 : B[s]−B[Tt−1] /∈ (Ut(B(Tt−1)),Vt(B[Tt−1]))}, (3.4)
where {(Ut(r),Vt(r)), t ≥ 1,r ∈ [0,∞)} is a family of random independent vectors. Note that for any r ≥ 0,
t, t ′ ≥ kn, (Ut(r),Vt(r)) D= (Ut′(r),Vt′(r)) and (Ut(r),Vt(r)) ∈ [−r,0)× (0,∞) a.s.
Let τ ′ := inf{t ≥ 0 : B[t] = 0}. Note that τ > t if and only if τ ′ > Tt . Then,
P[τ > t] = P[τ ′ > Tt ]. (3.5)
Let ς > 0 be a constant which will be specified later. Then, exactly as in [5], we get
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P[τ ′ > Tt ] = P[{τ ′ > Tt}∩{Tt > ςt}]+P[{τ ′ > Tt}∩{Tt ≤ ςt}]
≤ P[τ ′ > ςt]+P[{τ ′ > Tt}∩{Tt ≤ ςt}]
≤ c0√
t
+P[{τ ′ > Tt}∩{Tt ≤ ςt}]
(3.6)
where c0 = c0(ς) ∈ (0,∞). For λ > 0, we have
P[{τ ′ > Tt}∩{Tt ≤ ςt}] ≤ P[{τ ′ > Tt}∩{e−λ Tt ≥ e−λ ςt}]
= P[{Πti=11{Zi>0} > 0}∩{e−λ Tt ≥ e−λ ςt}]
= P[Πti=11{Zi>0}e
−λ Tt ≥ e−λ ςt ]
≤ eλ ςtE[Πti=11{Zi>0}e−λ Tt ] (3.7)
Note that Tt = ∑ti=1(Ti−Ti−1) = ∑ti=1 Si(Zi−1) where {Si(r), i ∈N,r > 0} are independent random variables.
However, for fixed r > 0, the random variables {Si(r), i ∈ N} are not identically distributed. Then,
E[Πti=11{Zi>0}e
−λ Tt ] = E
[
Πti=11{Zi>0} exp
(
−λ
t
∑
i=1
Si(Zi−1)
)]
= E
[
E
(
Πt−1i=11{Zi>0} exp
(
−λ
t−1
∑
i=1
Si(Zi−1)
)
1{Zt>0} exp(−λ St(Zt−1))
∣∣∣∣∣Ft−1
)]
≤ sup
r>0
E
[
1{Zt>0}e
−λ St(r)
]
E
[
Πt−1i=11{Zi>0} exp
(
−λ
t−1
∑
i=1
Si(Zi−1)
)]
≤ Πti=1 sup
r>0
E
[
1{Zi>0}e
−λ Si(r)
]
(3.8)
where {Ft} is the σ -algebra generated by the random variables Z0,Z1, ...,Zt .
Since E
[
1{Zt>0}e−λ St(r)
]
≤ Pr[Zt > 0] where Pr[Zt > 0] represents the probability that two paths starting
from distance r in the level t− 1, does not coalescence in the level t. Then
sup
r≤10
E
[
1{Zt>0}e
−λ S1(r)
]
≤ sup
r≤10
P[Zt > 0]
= P10[Zt > 0].
(3.9)
The previous equality follows from the translation invariance of the Poisson processes and the fact that r≤ 10.
For any fixed x ∈ R define p(t,x) := argminy∈ ˆQt |y− x|.
Let Bt := {p(t,0) 6= p(t,10)}. By the translation invariance of the Poisson processes we have that
P[Bt ] = P10[Zt > 0].
Consider the event
Ct = {|[−10,0]∩ ˆQt|= 0}∩{|(0,10)∩ ˆQt|= 1}∩{|[10,20]∩ ˆQt|= 0}.
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Then, Ct ⊂ Bct . Let κt be the intensity of the Poisson process ˆQt . Since κt ∈ [α,1], we have that
P[Ct ] = e−20κt e−10κt κt10≥ e−30α10 = c0 > 0.
Then, P10[Zt > 0]≤ 1− c0 = c1 < 1. It follows from (3.9) that,
sup
r≤10
E
[
1{Zt>0}e
−λ St(r)
]
≤ c1 < 1. (3.10)
where c1 does not depend on t. Now, we will show that there exists a positive constant c2 independent of t
such that
sup
r≥10
E
[
e−λ St(r)
]
≤ c2. (3.11)
Unless otherwise stated, from now r ≥ 10. The strategy to show (3.11) is to find a suitable set Rε0 such
that
E
[
e−λ St(r)
]
≤ P[(Ut(r),Vt(r)) ∈ Rε0 ](1− a(ε0))+ a(ε0),
where a(ε0) and P[(Ut(r),Vt (r)) ∈ Rε0 ] ∈ (0,1) do not depend on t and r.
Let ε > 0 be given. Define the sets Aε := (−ε,0)× (0,∞) and Bε := [−r,0)× (0,ε). Also, let F t(x) =
Pr[Zt − r≤ x]. Then (see [7] p 403),
P[(Ut(r),Vt(r)) ∈ Aε ∪Bε ] = 1
c
∫ ∫
(u,v)∈Aε∪Bε
(v− u)dFt(u)dFt(v)
≤ 1
c
∫ ∫
(u,v)∈(−ε,0)×(0,∞)
(v− u)dFt(u)dF t(v)+ 1
c
∫ ∫
(u,v)∈[−r,0)×(0,ε)
(v− u)dFt(u)dFt(v) (3.12)
where c = c(r) =
∫ 0
−r(−u)dFt(u) =
∫
∞
0 vdF t(v). By the properties of the Poisson process we have c < ∞. A
straightforward computation yields
1
c
∫ ∫
(u,v)∈(−ε,0)×(0,∞)
(v− u)dFt(u)dF t(v) = 1
c
∫ ∫
(u,v)∈(−ε,0)×(0,∞)
vdFt(u)dFt(v)
+
1
c
∫ ∫
(u,v)∈(−ε,0)×(0,∞)
(−u)dFt(u)dF t(v)
≤
∫
u∈(−ε,0)
dF t(u)+ 1
c
∫
u∈(−ε,0)
(−u)dFt(u)
= Pr[−ε ≤ Zt − r≤ 0]+ 1
c
∫
u∈(−ε,0)
(−u)dFt(u).
Therefore,
1
c
∫ ∫
(u,v)∈(−ε,0)×(0,∞)
(v− u)dFt(u)dFt(v)≤ Pr[−ε ≤ Zt − r≤ 0]+ ε
c
. (3.13)
The same reasoning yields
1
c
∫ ∫
(u,v)∈[−r,0)×(0,ε)
(v− u)dFt(u)dFt(v)≤ Pr[0≤ Zt − r≤ ε]+ ε
c
. (3.14)
Collecting (3.12), (3.13) and (3.14) we get
P[(Ut(r),Vt(r)) ∈ Aε ∪Bε ]≤ Pr[−ε ≤ Zt − r≤ ε]+ 2ε
c
. (3.15)
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Again, by the translation invariance of the Poisson processes, we get
Pr[−ε ≤ Zt − r ≤ ε] = P[−ε ≤ p(t,r)− p(t,0)− r≤ ε]. (3.16)
Define the events C1(t) := {[−10/4,10/4]∩ ˆQt 6= /0} and C2(t) := {[−10/4+r,r+10/4]∩ ˆQt 6= /0}. Then,
P[−ε ≤ p(t,r)− p(t,0)− r≤ ε] ≤ P[−ε ≤ p(t,r)− p(t,0)− r≤ ε|C1∩C2]P[C1∩C2]+P[C1c∪C2c]
= P[−ε ≤ p(t,r)− p(t,0)− r≤ ε|C1∩C2](1− e−5κt)2 +
[1− (1− e−5κt)2].
Now, note that conditioned on [C1∩C2], p(t,r) and p(t,0) are independent. Therefore,
P[−ε ≤ p(t,r)− p(t,0)− r≤ ε|C1∩C2]≤ P[|[−ε/2,ε/2]∩ ˆQt | ≥ 1].
Thus,
P[−ε ≤ p(t,r)− p(t,0)− r≤ ε|C1∩C2]≤ 1− e−κtε . (3.17)
It follows from (3.15),(3.16) and (3.17) that
sup
r≥10
P[(Ut(r),Vt(r)) ∈ Aε ∪Bε ]≤ (1− e−κtε )(1− e−5κt)2 +[1− (1− e−κt)2]+ 2ε
c
.
Since κt ∈ [α,1], we get
sup
r≥10
P[(Ut(r),Vt(r)) ∈ Aε ∪Bε ]≤ (1− e−ε)(1− e−5)2 +[1− (1− e−5α)2]+ 2ε
c
. (3.18)
Note that c = c(r) =
∫ 0
−r(−u)dFt(u) =
∫
∞
0 vdFt(v) depends on both t and r. However, for r ≥ 10 (in fact
10 is just to fix ideas), c can be bounded from below by constant not depending on t, neither on r. Indeed,
c =
∫
∞
0
vdFt(v) ≥
∫
∞
1
vdFt(v)
≥ Pr[Zt − r ≥ 1].
(3.19)
Again, by the translation invariance of the Poisson processes, we have
Pr[Zt − r≥ 1] = P[p(r)− p(0)≥ r+ 1].
Let D=
{|[−2,−1]∩ ˆQt |= 1}∩{|[−1,10]∩ ˆQt |= 0}∩{|[r− 1,r]∩ ˆQt |= 1}. Then, D⊂{p(r)− p(0)≥
r+ 1}. Therefore,
Pr[Zt − r≥ 1]≥ P[D] = e−11κ(κt)2e−2κt = e−13κt (κt)2 ≥ e−13α2. (3.20)
It follows from (3.18)-(3.20) that
sup
r≥10
P[(Ut(r),Vt(r)) ∈ Aε ∪Bε ]≤ (1− e−ε)(1− e−5)2 +[1− (1− e−5α)2]+ 2εe
13
α2
.
Let ε0 be such that
(1− e−ε0)(1− e−5)2 +[1− (1− e−5α)2]+ 2ε0e
13
α2
= c2(ε0)< 1.
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Thus,
sup
r≥10
P[(Ut(r),Vt(r)) ∈ Aε0 ∪Bε0 ]≤ c2(ε0). (3.21)
Now, for r ≥ 10 we have
E[1{Zt>0}e
−λ St(r)] ≤ E
[
e−λ St(r)
]
≤ E
[
e−λ St(r)1{(Ut ,Vt )∈Aε0∪Bε0}
]
+E
[
e−λ St(r)1{(Ut ,Vt)∈(Aε0∪Bε0)c}
]
= E
[
E
(
e−λ St(r)1{(Ut ,Vt)∈Aε0∪Bε0}
∣∣∣(Ut(r),Vt(r)))]
+ E
[
E
(
e−λ St(r)1{(Ut ,Vt)∈(Aε0∪Bε0 )c}
∣∣∣(Ut(r),Vt(r)))]
≤ P[(Ut(r),Vt(r)) ∈ Aε0 ∪Bε0 ]+E
[
E
(
e−λ St(r)1{(Ut ,Vt)∈[−r,−ε0)×[ε0,∞)}
∣∣∣(Ut(r),Vt(r)))] .
Let (Ut ,Vt) be given. Also, let St(r) be the stopping time of B determined by (Ut(r),Vt(r)). Then, if
Tε0 := inf{t > 0 : B[t] /∈ (−ε0,ε0)} we have (see [7] page 400) that
E[e−λ St(r)] ≤ P[(Ut(r),Vt(r)) ∈ Aε0 ∪Bε0 ]+E[e−λ Tε0 ]P[(Ut(r),Vt(r)) ∈ (Aε0 ∪Bε0)c]
≤ P[(Ut(r),Vt(r)) ∈ Aε0 ∪Bε0 ]+
1
cosh(
√
2λ ε0)
[1−P[(Ut(r),Vt(r)) ∈ Aε0 ∪Bε0 ]]
= P[(Ut(r),Vt(r)) ∈ Aε0 ∪Bε0 ]
(
1− 1
cosh(
√
2λε0)
)
+
1
cosh(
√
2λ ε0)
.
It follows from (3.21) that
sup
r≥10
E[e−λ St(r)] ≤ sup
r≥10
P[(Ut(r),Vt (r)) ∈ Aε0 ∪Bε0 ]
(
1− 1
cosh(
√
2λ ε0)
)
+
1
cosh(
√
2λε0)
≤ c1(ε0)
(
1− 1
cosh(
√
2λε0)
)
+
1
cosh(
√
2λε0)
.
(3.22)
Let c3 := c3(ε0) = c2(ε0)
(
1− 1
cosh(
√
2λε0)
)
+ 1
cosh(
√
2λε0)
< 1 and let c4 = c4(ε0) = c3(ε0)∨ c1 < 1.
Then, from (3.22) and (3.10) we get
sup
r≤10
E
[
1{Zt>0}e
−λ St(Zt−1)|Zt−1 = r
]
≤ c1
and
sup
r≥10
E
[
1{Zt>0}e
−λ St(Zt−1)|Zt−1 = r
]
≤ c3.
Therefore,
sup
r>0
E
[
1{Zt>0}e
−λ St(Zt−1)|Zt−1 = r
]
≤ c4 < 1.
Note that c4 ∈ (0,1) depends only on ε0. Thus,
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max
1≤i≤t
sup
r>0
E
[
1{Zi>0}e
−λ Si(Zi−1)|Zi−1 = r
]
< c4.
It follows from (3.7) and (3.8) that
P[τ > t]≤ c0(ς)√
t
+
[
eλ ς c4
]t
.
Let ς0 > 0 be such that eλ ς0c4 = c5 < 1. Note that c5 depends only on ε0 and ς0. Therefore,
P[τ > t]≤ c0(ς0)√
t
+(c5(ε0,ς0))t .
Since c5 ∈ (0,1), there exists c6 = c6(ε0,ς0) such that (c5)t ≤ c6√t . Then, taking c7 = c7(ε0,ς0) = c0 ∨ c6
we get
P[τ > t]≤ c7√
t
.

Lemma 3.3. Let k ∈N. Then, for every u,v ∈ R×{k}, such that v1−u1 = 1 let Zt := Zt(u,v) = X vk+t −Xut+k
and τk := min{t > k : Zt = 0}. Then, there exists a positive constant C such that
P[τk > t]≤
C√
t
.
Proof. From the previous proposition we know that P[τ0 > t]≤ C√t where C is a positive constant independent
of levels 0 and t. The Lemma follows from the previous theorem and the fact that the intensities belong to
[α,1]. 
Lemma 3.4. Let u = (x,0) and v = (y,0) with x < y. Then,
P[Zt(u,v)> 0]≤ C(y− x)√
t
.
Proof. The following proof is analogous to that of Lemma 3.2, page 31 in [11]. If y−x≤ 1, the result follows
from the previous lemma. Now, let y− x > 1. Since
{Zt(u,v)> 0} ⊂
{
∪⌈y⌉−⌊x⌋−1i=0 {Zt((⌊x⌋+ i,0),(⌊x⌋+ i+ 1))> 0}
}
we get
P[Zt(u,v)> 0] ≤
⌈y⌉−⌊x⌋−1
∑
i=0
P[Zt((⌊x⌋+ i,0),(⌊x⌋+ i+ 1))> 0]
= (⌈y⌉−⌊x⌋− 1)P[Zt((0,0),(1,0))> 0]
≤ 2(y− x)P[Zt((0,0),(1,0))> 0],
where the last equality follows form the translation invariance of Poisson processes. Then, the results follows
from the previous lemma. 
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3.4. Verification of Condition B2. In order to prove Condition B2 we need to estimate the number of points
of the point process in an interval of length ε . This is the content of the following Lemma.
Lemma 3.5. Let ε > 0 be fixed. For k = 1,2, ...,kn let Ak :=
{| ˆQk ∩ [0,ε√n]| ∈ [α2 ε√n, 2eα ε√n]} . Then
limsupn→∞ sup1≤k≤kn P[A
c
k] = 0.
Proof. Since (Ti)⌈
α
2 ε
√
n⌉
i=1 is a collection of exponential i.i.d. random variable with rate
n−k
n
∈ [α,1] we have
P
[
| ˆQk ∩ [0,ε
√
n]|< α
2
ε
√
n
]
≤ P

⌈ α2 ε
√
n⌉
∑
i=1
Ti > ε
√
n

 .
A standard large deviation argument gives exponential decay with n of this probability. Also, we have
P[| ˆQk ∩ [0,ε
√
n]|> 2e
α
ε
√
n]≤ P

⌈ 2eα ε
√
n⌉
∑
i=1
Ti < ε
√
n

 .
Since Mn = ∑⌈
2e
α ε
√
n⌉
i=1 Ti is Gamma distributed with parameters
⌈ 2e
α ε
√
n
⌉
and n
n−k , it follows from the
Stirling approximation and similar arguments to those in the proof of property 3 of ξ n that P[Mn < ε√n]
converges exponentially fast to zero.
By the above, we conclude that P[Ack] decays exponentially fast with n. Since this is true for every k =
0,1, ...,kn, the proof is complete. 
In order to verify condition B2 of Theorem 2.2 we need to prove that for any t ∈ (0,1/α− 1),
ε−1 limsup
n→∞
sup
(a,t0)∈R×[0,1/α−1]
P[ηβ n(t0, t;a,a+ ε)≥ 3] −→
ε→0+
0. (3.23)
Let rn(t) := max
{
k : k
n−k < 1/α− 1− t
}
and mk = kn−k . By translations invariance, (3.23) is equivalent
to show that
ε−1 limsup
n→∞
sup
0≤k≤rn(t)
P[ηβ n(mk, t;0,ε)≥ 3] −→
ε→0+
0. (3.24)
For k = 0, ...,rn(t). If Kn := {(
√
nx,ny) : (x,y) ∈ β n} we have
P[ηβ n(mk, t;0,ε)≥ 3] = P[ηKn(nmk,nt;0,
√
nε)≥ 3].
Let Ak = {| ˆQ0∩ [0,ε
√
n]|= m ∈ [α/2ε√n, 2eα ε√n]} for each k ≥ 0. Denote by x1,x2, ...,xm the marks of
the Poisson process and let
η ′0 := η ′0(x1,x2, ...,xm) = |{Knj (tn) : 1≤ j ≤ m}|,
where Knj denote the microscopic path that start in x j. Then,
P[ηKn(0,nt;0,
√
nε)≥ 3|A0] = P[η ′0 ≥ 3]. (3.25)
For i = 0,1,2, ...,m, let yi := i ε
√
n
m
. Since ε
√
n
m
∈ [ α2e , 2α ], the distance between these points can not be
larger than 2α . Let
{z0 = 0,z1,z2, ...,z2m,z2m+1 = ε
√
n}
be the union of the x´s and y´s points ordered from left to right. Let ˆKnj be the path starting from the point
z j.
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If η ′0 ≥ 3, there exists j with 1≤ j ≤ 2m such that ˆKnj−1(tn)< ˆKnj (tn)< ˆKn2m+1(tn). Therefore, by Lemma
(6.4) we get
P[η ′0 ≥ 3] ≤
2m
∑
j=1
P[ ˆKnj−1(tn)< ˆK
n
j (tn)< ˆK
n
2m+1(tn)]
= lim
r→0+
2m
∑
j=1
P[ ˜X rj−1(tn)< ˜X
r
j (tn)< ˜X
r
2m+1(tn)]
= lim
r→0+
2m
∑
j=1
∫
˜Πrj
P[ ˜X rj−1(tn)< ˜X
r
j (tn)< ˜X
r
2m+1(tn)| ˜X rj = pi ]µ ˜Xrj (dpi)
= lim
r→0+
2m
∑
j=1
∫
˜Πrj
P[ ˜X rj−1(tn)< ˜X
r
j (tn)| ˜X rj = pi ]P[ ˜X rj (tn)< ˜X r2m+1(tn)| ˜X rj = pi ]µ ˜Xrj (dpi)
In the last equality we use the independence of [ ˜X rj−1(tn)< ˜X rj (tn)] and [ ˜X rj (tn)< ˜X r2m+1(tn)] conditioned
on ˜X rj = pi .
From Proposition (6.2) we know that P[ ˜X rj−1(tn)< ˜X rj (tn)| ˜X rj = pi ] is increasing in pi and that P[ ˜X rj (tn)<
˜X r2m+1(tn)| ˜X rj = pi ] is decreasing in pi . Thus, from the FKG inequality for µ ˜Xrj (dpi) we may conclude that
P[η ′0 ≥ 3] ≤ lim
r→0+
2m
∑
j=1
∫
˜Πrj
P[ ˜X rj−1(tn)< ˜X
r
j (tn)| ˜X rj = pi ]µ ˜Xrj (dpi)
×
∫
˜Πrj
P[ ˜X rj (tn)< ˜X
r
2m+1(tn)| ˜X rj = pi ]µ ˜Xrj (dpi)
= lim
r→0+
2m
∑
j=1
P[ ˜X rj−1(tn)< ˜X
r
j (tn)]P[ ˜X
r
j (tn)< ˜X
r
2m+1(tn)]
=
2m
∑
j=1
P[ ˆKnj−1(tn)< ˆK
n
j (tn)]P[ ˆK
n
j (tn)< ˆK
n
2m+1(tn)]
≤
2m
∑
j=1
P[ ˆKnj−1(tn)< ˆK
n
j (tn)]P[ ˆK
n
0 (tn)< ˆK
n
2m+1(tn)]
≤ 2mP[ ˆKn(0,0)(tn)< ˆKn(2/α ,0)]P[ ˆKn0 (tn)< ˆKn2m+1(tn)]
≤ 4 eε
α
√
nP[ ˆKn(0,0)(tn)< ˆK
n
(2/α ,0)(tn)]P[ ˆK
n
0 (tn)< ˆK
n
2m+1(tn)].
If ˆKn(0,0)(tn)< ˆK
n
(2/α ,0)(tn), then the paths starting at a distance 2/α apart at level k = 0 have not coalesced
after having visited C(α)−1tn levels. Then, by the lemma 3.4
P[ ˆKn(0,0)(tn)< ˆK
n
(2/α ,0)(tn)]≤C
⌈2/α⌉√
C(α)−1nt
.
Analogously,
P[ ˆKn0 (tn)< ˆK
n
2m+1(tn)]≤C
⌈ε√n⌉√
C(α)−1nt
.
Therefore, P[η ′0 ≥ 3]≤ ˜C(α, t)ε2, where ˜C(α, t)> 0. From (3.25), we get
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P[ηKn(0,nt;0,
√
nε)≥ 3]≤ ˜C(α, t)ε2 +P[Ac0].
Analogously, we can show for k = 1,2, ...,rn(t) that
P[ηKn(nmk,nt;0,
√
nε)≥ 3]≤ ˜C(α, t)ε2 +P[Ack].
Therefore,
sup
0≤k≤rn(t)
P[ηKn(nmk,nt;0,
√
nε)≥ 3]≤ ˜C(α, t)ε2 + sup
0≤k≤rn(t)
P[Ack].
Then, it follows from Lemma 3.5 that
limsup
n→∞
sup
0≤k≤rn(t)
P[ηKn(nmk,nt;0,
√
nε)≥ 3]≤ ˜C(α, t)ε2. (3.26)
Finally, condition B2 follows easily from (3.26) .
4. WEAK CONVERGENCE TO COALESCING BROWNIAN MOTIONS
The main ideas behind the proof of condition (I) in Theorem 2.2 are essentially the same as those used
in [5]. However, some technical difficulties arise in our model. Namely, the jump times are not homogeneous,
the paths are restricted to a rectangle and the distribution of the increments are independent but not identically
distributed since their distribution are level dependent.
Theorem 4.1. Let (y0,s0),(y1,s1), ...,(yk,sk) be k+1 different points in R× [0,1/α−1) such that s0 ≤ s1 ≤
...≤ sk and if si−1 = si for some i, i = 1, ...,k, then yi−1 < yi. We have
{β n(y0,s0), i = 0, ...,k}
D−→
n→∞ {W
(i), i = 0,1, ...,k}, (4.1)
where W (i) are coalescing Brownian motions with positive diffusive constant 2, starting at {(y0,s0),(y1,s1), . . . ,
(yk,sk)} restricted to the set R× [0,1/α− 1].
Proof of Theorem 4.1. The proof falls naturally into three steps.
Step I: Convergence of a Single path. From the proof of this result it will become apparent why the map used
in the statement of Theorem 2.3 is needed.
In virtue of the alternative model introduced in section 3 it suffices to show convergence of a single path
in β n. Indeed, convergence of a single path follows immediately from the following
Theorem 4.2. Let (x′0, t
′
0) ∈R× [0,1/α− 1]. There exists a sequence (β n(x′0,t′0)) such that
β n
(x
′
0,t
′
0)
D−→
n→∞
(
x
′
0 +
√
2W
[
t− t ′0
]
, t
′)
, t
′
0 ≤ t ≤
1
α
− 1.
Proof of Theorem 4.2
Follows of Lemma 3.2 and T (ξ n) D= β n.
Step II. Here we consider the case in which k ≥ 1,s0 = s1 = ...= sk and yi−1 < yi for every i = 1,2, ...,k.
We focus on the case s0 = 0. The proof for any other s in [0,1/α− 1) is entirely analogous.
When k = 1, by virtue of the (spatial) translation invariance of the Poisson Process, it is enough to consider
the case of two trajectories starting from (0,0) and (y1,0) for some y1 > 0.
Without loss of generality we assume that we are working in a probability space in which
β n(y1,0)
a.s−→
n→∞ W
(1) (4.2)
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When k = 1, the result follows from the following proposition, which is also a building block in the general
case.
Proposition 4.1. The conditional distribution of β n(0,0) given β n(y1,0) converges a.s. to the distribution of W (0)
given W (1).
Let us write
K(i)n =
{
(
√
nx1,nx2) : (x1,x2) ∈ β n(yi,0)
}
, i = 0,1 (4.3)
and
K(i)n (l j) =
√
nyi +
j
∑
h=1
S(i,n)h , l j =
n j
n− j , 1≤ j ≤ kn (4.4)
where Si,nh , 0≤ h≤ kn + 1 are independent random variables such that S
(i,n)
h
D
= argminx∈Qh |x|.
The idea of the proof of an analogous result given in [5] is: (i) approximate the paths Kn(0) and Kn(1) before
the time when they first come close (at a distance of order nγ , γ < 1/2) by independent paths and (ii) show
that after this time they meet quickly. Our approach is quite different since we are working in the region
[0,n(1/α− 1)]. The main idea is the following:
Approximate the paths Kn(0) and Kn(1) before the time when they first come close (at a distance of order nγ ,
γ < 1/2) by independent paths. If the time when they first come close is less than n(1/α − 1)− nβ , with
β (γ)< 1 then they coalesce quickly. If not, the diffusive rescaling solves the problem.
Now, for i = 0,1 let
{
˜S(i,n)h ,0 ≤ h≤ kn, i = 0,1
}
be independent copies of random variables S(i,n)h .
Define new random variables ˆS(i,n)h by
ˆS(i,n)h =
{
S(i,n)h , if |S
(i,n)
h | ≤ nγ
˜S(i,n), otherwise.
For each i = 0,1, define a random path ˆK(i)n by linear interpolation of the points
ˆK(i)n (lk) =
√
nyi +
k
∑
h=1
ˆS(i,n)h (4.5)
k = 1,2, ...,kn + 1, restricted to the region [0,n(1/α− 1)].
Define
τˆn = min{lk : ˆK(1)n (lk)− ˆK(0)n (lk)≤ 3nγ}∧ kn
and
τn = min{lk : K(1)n (lk)−K(0)n (lk)≤ 3nγ}∧ kn.
Also, let ˜K(i)n , i = 0,1 be the random path defined by linear interpolation of the points
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˜K(i)n (lk) =
{
ˆK(i)n (lk), if (lk ≤ τˆn)
ˆK(i)n (τˆn)+∑kh=g(τˆn)+1 ˘S
(i,n)
h , in other case
k = 1,2, ...,kn + 1, restricted to the region [0,n(1/α− 1)] where g(τˆn) = nτˆnn+τˆn and
˘S(i,n)h =
{
˜S(0,n)h , if i = 0
S(0,n)h , if i = 1.
Lemma 4.1. Let An :=
{
S(i,n)h = ˆS
(i,n)
h ,h = 1,2, ...,kn, i = 0,1
}
. Then,
P[Acn i.v ] = 0.
Proof of Lemma 4.1 Since
P[Acn] ≤
1
∑
i=0
kn∑
k=1
P[S(i,n)k 6= ˆS
(i,n)
k ]
= 2
kn∑
k=1
P[|S(1,n)k |> nγ ]
≤ 2ne−αnγ ,
the result follows from the Borel-Cantelli lemma.
Corollary 4.2.1. For each n, let Bn :=
{
K(i)n (lk) = ˆK
(i)
n (lk);k = 1,2, ...,kn; i = 0,1
}
. Then,
P[Bcn i.v ] = 0. (4.6)
Proof of Corollary 4.2.1. The proof is immediate from the previous lemma and definition (4.5).
Remark 4.1. It follows from the construction of the processes ˜K(0)n and ˜K(1)n that: (i) they are independent;
and (ii) ˜K(i)n D= K(i)n , i = 0,1.
Let β ∈ (2γ,1) and lβn := min{lk : lk ≥ lkn − nβ}.
Lemma 4.2. P[K(1)n (s)> K(0)n (s),τn ≤ s≤ τn + nβ ,{τn ≤ lβn }]−→
n→∞ 0.
Proof of Lemma 4.2. Let kβn ∈ N be such that lβn = nk
β
n
n−kβn
. Then,
P
[
K(1)n (s)> K
(0)
n (s),τn ≤ s≤ τn + nβ ,{τn ≤ lβn }
]
=
kβn∑
j=1
P
[
K(1)n (s)> K
(0)
n (s),τn ≤ s≤ τn + nβ ;τn = l j
]
≤
kβn∑
j=1
P
[
K(1)n (s)> K
(0)
n (s),τn ≤ s≤ τn + nβ |τn = l j
]
×
P [τn = l j].
A straightforward computation guarantees the existence of a constant C(α) > 1 such that for all k,k =
0,1, ...,kn
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1≤ lk+1− lk ≤C(α). (4.7)
Moreover, P
[
K(1)n (s)> K
(0)
n (s),τn ≤ s≤ τn + nβ |τn = l j
]
is bounded above by the probability of the follow-
ing event: there exist two fixed points at distance ⌈3nγ⌉ at level l j such that the corresponding paths do not
coalesce for a period of time of order nβ . From (4.7) we conclude that the paths must cross along, at least,⌊
C(α)−1nβ
⌋
levels without coalescing. Analogously to lemma 3.4 we have
P
[
K(1)n (s) > K
(0)
n (s),τn ≤ s≤ τn + nβ
∣∣∣τn = l j]≤C ⌈3nγ⌉√⌊
C(α)−1nβ
⌋ .
We stress that this bound is valid for every j = 1,2, ...,kβn . Then,
P
[
K(1)n (s) > K
(0)
n (s),τn ≤ s≤ τn + nβ ,{τn ≤ lβn }
]
≤C ⌈3n
γ⌉√⌊
C(α)−1nβ
⌋ .
Since β ∈ (2γ,1), the proof is complete.
Corollary 4.2.2. Let ˜Z(i)n :=
{(
x1√
n
, x2
n
)
: (x1,x2) ∈ ˜K(i)n
}
. Then,
(1) ˜Z(1)n q.c−→
n→∞ W
(1);
(2) ( ˜Z(0)n , ˜Z(1)n ) D−→
n→∞ (
˜W (0),W (1)) where ˜W (0) D=W (0), and ˜W (0) e W (1) are independent.
(3) The conditional distribution of
{
˜Z(0)n (t), t ≤ τˆnn
}
given ˜Z(1)n converges a.s. to
{
˜W (0)(t), t ≤ τ
}
given
W (1), where τ = inf{t ≥ 0 : ˜W (0)(t) =W (1)(t)}∧{1/α− 1}.
Proof of Corollary 4.2.2.
(1) The proof is immediate from (4.2), (4.3) and corollary 4.2.1.
(2) The proof follows from part one of observation 4.1 and lemma 4.2.
(3) Let ¯Z(0)n be such that ¯Z(0)n D= ˜Z(1)n and
( ¯Z(0)n , ˜Z
(1)
n )
a.s−→
n→∞ (
¯W (0),W (1))
where ( ¯W (0),W (1)) D= ( ˜W (0),W (1)). Define,
τ¯n := min{lk/n : ˜Z(1)n (lk/n)− ˜Z(0)n (lk/n)≤ 3nγ−1/2}∧{1/α− 1}
and
τ¯ := inf{t ≥ 0 : ¯W (0)(t) =W (1)(t)}∧{1/α− 1}.
It suffices to show that τ¯n
a.s−→
n→∞ τ . Then, the claim follows from
• P
[
inf{t ≥ 0 : ¯W (0) =W (1)(t)}= 1/α− 1
]
= 0 (whose proof is immediate) and
• P
[
∀ε > 0, ¯W (0)(t)>W (1)(t) for some t ≤ τ¯ + ε
∣∣∣ τ¯ < 1/α− 1]= 1 ( whose proof follows from the
strong Markov property and the independence of the involved processes).
and the following deterministic result whose proof is left as an exercise.
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Lemma 4.3. . Let fn,gn, f ,g be continues functions from [0,1/α− 1) into R such that f (0) < g(0), and let
T = inf{t ≥ 0 : f (t) = g(t)} ∈ (0,1/α−1) be finite. Suppose that the functions above have the property that,
for every δ > 0, there exists t ∈ [T,T + δ ]∩ [0,1/α− 1] with f (t)> g(t). Also, suppose that
sup
0≤t≤(T+1)∧{1/α−1}
| fn(t)− f (t)| −→
n→∞ 0 , sup0≤t≤(T+1)∧{1/α−1}
|gn(t)− g(t)| −→
n→∞ 0.
Let Tn = inf{t ≥ 0 : gn(t)− fn(t) ≤ an} where an ≥ 0 is a given sequence such that an −→
n→∞ 0. Then,
Tn −→
n→∞ T.
Now, define Z(i)n :=
{(
x1√
n
, x2
n
)
: (x1,x2) ∈ K(i)n
}
= β n(yi,0), i = 0,1.
Corollary 4.2.3. The conditional distribution of
{
Z(0)n (t), t ≤ τnn
}
given Z(1)n converges a.s. to that of { ˜W (0), t ≤
τ} given W (1).
Proof of Corollary 4.2.3. The result follows from Corollary 4.2.1 and part (3) of corollary 4.2.2.
Corollary 4.2.4. The process
{
Z(0)n , t ≥ τnn
}
converges in probability to {W (1)(t), t ≥ τ}.
Proof. It suffices to to show that for any ε > 0,
P
[
max
0≤l≤nβ
(K(1)n (l + τn)−K(0)n (l + τn))> ε
√
n
]
−→
n→∞ 0, (4.8)
where max0≤l≤nβ (K
(1)
n (l + τn)−K(0)n (l + τn)) = 0 if l + τn > kn.
Now, conditioned on τn = l j, the event
{
max0≤l≤nβ (K
(1)
n (l + τn)−K(0)n (l + τn))> ε
√
n
}
is stochastically
dominated by the increments of a process starting at level l j whose initial points are at a distance 3nα apart
from each other. Then, by Doob’s inequality for non-negative Martingales, we get
P
[
max
0≤l≤nβ
(K(1)n (l + τn)−K(0)n (l + τn))> ε
√
n
∣∣∣∣τn = l j
]
≤ 3n
γ
√
εn
.
Then, (4.8) follows from the inequality above.

Proof of Proposition 4.1. It follows from corollaries 4.2.3 and 4.2.4.
Now, we focus on the case k > 1. It suffices to show that
E[ f0(Z(0)n )... fk(Z(k)n )] −→
n→∞ E[ f0(W
(0))... fk(W (k))] (4.9)
for every f0, ..., fk ∈ Cb(Π1/α−10 ,R), the space of all real valued and bounded continues functions defined on
Π1/α−10 . Then,
E[ f0(Z(0)n )... fk(Z(k)n )] = E
{
f1(Z(1)n )E[ f0(Z(0)n ) f2(Z(2)n )... fk(Z(k)n )|Z(1)n ]
}
= E
{
f1(Z(1)n )E[ f0(Z(0)n )|Z(1)n ]E[ f2(Z(2)n )... fk(Z(k)n )|Z(1)n ]
}
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The second equality follows from the fact that, conditioned on Z(1)n , Z(0)n and (Z(2)n , ...,Z(k)n ) are indepen-
dent. Since Z(1)n
a.s−→
n→∞ W
(1)
, the inductive hypothesis implies that
E[ f0(Z(0)n )|Z(1)n ] q.c−→
n→∞ E[ f0(W
(0))|W (1)]
and
E[ f2(Z(2)n )... fk(Z(k)n )|Z(1)n ] a.s−→
n→∞ E[ f2(W
(2))... fk(W (k))|W (1)].
Since the functions fi, i = 0,1, ...,k are bounded, the dominated convergence theorem implies that
E
{
f1(Z(1)n )E[ f0(Z(0)n )|Z(1)n ]E[ f2(Z(2)n )... fk(Z(k)n )|Z(1)n ]
}
converges, when n goes to infinity, to
E
{
f1(W (1))E[ f0(W (0))|W (1)]E[ f2(W (2))... fk(W (k))|W (1)]
}
. (4.10)
Note that (4.10) equals
E
{
f1(W (1))E[ f0(W (0)) f2(W (2))... fk(W (k))|W (1)]
}
= E[ f1(W (1)) f0(W (0)) f2(W (2))... fk(W (k))].
Then, (4.9) easily follows from the last convergence above. This completes the proof.
Step III: The General Case. The proof for the general case as stated in Theorem 4.1 is somewhat standard
and follows in the same lines as those in the proof of Theorem 4 of [5], page 1196 using step II proved above
and the Markov property. For further details, we refer the reader to [5].
5. VERIFICATION OF CONDITION B1
We begin by stating that verifying condition B1 of Theorem 2.2 for the discrete radial Poissonian web is
equivalent to show that, for every t ∈ (0,1/α− 1),
limsup
n→∞
sup
(a,t0)∈R×[0,1/α−1]
P[ηβ n(t0, t;a,a+ ε)≥ 2] −→
ε→0+
0. (5.1)
Let t ∈ (0,1/α−1) and ε > 0 be fixed. Also, let rn(t) := max
{
k : k
n−k < 1/α− 1− t
}
and mk = kn−k . By
the spatial translation invariance of the model we can safely remove the sup in (5.1). Then, (5.1) becomes
limsup
n→∞
sup
0≤k≤rn(t)
P[ηβ n(mk, t;0,ε)≥ 2] −→
ε→0+
0. (5.2)
Let Kn := {(√nx1,nx2) : (x1,x2) ∈ β n}. Then, for k = 0, ...,rn(t) we have
P[ηβ n(mk, t;0,ε)≥ 2] = P[ηKn(lk,nt;0,
√
nε)≥ 2].
Since the trajectories do not cross each other, a standard argument and Lemma 3.4 give, for k = 0, ...,rn(t),
P[ηKn(lk,nt;0,
√
nε)≥ 2]≤C ε
√
n√
C(α)−1nt
=C1(α)
ε√
t
.
This gives (5.2) and the proof is complete.
6. APPENDIX
For the sake of completeness we list some standard results used in the previous sections.
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6.1. Weak Convergence. First, we introduce some notation. Let α ∈ (0,1) be fixed. For t ∈ [0,1−α], make
f (t) = (1− t) . Denote by B a standard Brownian motion starting from the origin. Now, consider the process
(B[t ′], t ′), t ′ ∈
[
0, 1
α
− 1
]
.
Then,
(B[t ′], t ′) D=
(
B
[
1
f (t) − 1
]
,
1
f (t) − 1
)
, 0≤ t ≤ 1−α.
Also, consider a continuous mapping T1 : C[0,1/α−1]→C[0,1−α ] such that(
B
[
1
f (t) − 1
]
,
1
f (t) − 1
)
T17−→
(
c f (t)B
[
1
f (t) − 1
]
, t
)
, 0≤ t ≤ 1−α,
where c is a positive constant. Let g(t) := 1f (t) − 1 and let X be the process defined by
Xt := c f (t)B[g(t)], t ∈ [0,1−α].
Let {Pj}∞j=1 be a sequence of independent Poisson processes on R with rate 1. Define ω j := argminx∈Pj |x|
and let kn(α) = kn = ⌊n(1−α)⌋, where n ∈ N.
Let Yn(0) = 0 and for k = 1,2, ...,kn, make Yn(k) := fn(k)∑kj=1
√
nω j
n− j , where fn(k) = n−kn .
Let
Xnt = Yn(⌊nt⌋),0≤ t ≤ 1−α. (6.1)
Theorem 6.1. Let Xn be the process defined by (6.1). Consider the stochastic process defined by
Znt = Yn(⌊nt⌋)+ (nt−⌊nt⌋)(Yn(⌊nt⌋+ 1)−Yn(⌊nt⌋)), t ∈ [0,1−α]. (6.2)
Then, Zn is an element of C[0,1−α ] and
Zn
D−→
n→∞ X . (6.3)
Proposition 6.1. For n= 1,2, . . . let {Yn(k),k = 0,1,2, ...} be a discrete time, real-valued process. For αn > 0
let
Xnt := Yn(⌊αnt⌋). (6.4)
Also, for every t ∈ [0,T ], let
Znt := Yn(⌊αnt⌋)+ (αnt−⌊αnt⌋)(Yn(⌊αnt⌋+ 1)−Yn(⌊αnt⌋)).
Then, Xn converges in distribution to X if, and only if, Zn converges in distribution to X.
Xn
D−→
n→∞ X ⇔ Zn
D−→
n→∞ X .
Proof. See [13] page 149. 
Note that Xn and X are elements of D[0,1−α ]. Now we can prove that Xn converges in distribution to X .
Lemma 6.1. Xn D−→
n→∞ X.
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Proof of Theorem 6.1 It is a simple consequence of Proposition (6.1) and the previous Lemma.
Let P be a probability measure defined on (D,D). Denote by TP the event where the following property
holds almost surely: t(∈ [0,T ]) ∈ TP if, and only if, the projection pit is continuous. Observe that 0 and
T ∈ TP.
Theorem 6.2. Assume that, for every t1, t2, ..., tk ∈ TµX ,
(Xnt1 , ...,X
n
tk )
D−→
n→∞ (Xt1 , ...,Xtk), (6.5)
that
XT −XT−δ D−→δ→0 0
and that, for r ≤ s≤ t,n≥ 1,β ≥ 0,α > 1/2
E[|Xns −Xnr |2β |Xnt −Xns |2β ]≤ [F(t)−F(r)]2α
where F is a non-decreasing, continuous function on [0,T ]. Then, Xn D−→
n→∞ X.
Proof. See [3], page 142. 
Lemma 6.2. Assume that
(Xnt1 , ...,X
n
tk )
D−→
n→∞ (Xt1 , ...,Xtk )
for any finite sequence of different points t1, t2, ..., tk ∈ [0,1−α]. Then, Xn D−→
n→∞ X.
Proof. By Theorem 6.2 it suffices to show that
X1−X1−δ D−→δ→0 0. (6.6)
and that if F is a non-decreasing, continuous function on [0,1−α] and if r ≤ s ≤ t, n ≥ 1, β ≥ 0, γ > 1/2,
then
E[|Xns −Xnr |2β |Xnt −Xns |2β ]≤ [F(t)−F(r)]2γ . (6.7)
Now, (6.6) follows from the almost surely continuity of the Brownian motion and the fact that the process
X is defined as a continuous mapping of a standard Brownian motion on C[0,1/α−1].
For t ∈ [0,1−α], let ˜Xnt := ∑⌊nt⌋j=1
√
nω j
n− j . Make ˜X
n
0 = 0. Thus, Xnt = fn(⌊nt⌋) ˜Xnt . Then,
|Xns −Xnr |2 = | fn(⌊ns⌋) ˜Xns − fn(⌊nr⌋) ˜Xnr |2
= | fn(⌊ns⌋) ˜Xns − fn(⌊ns⌋) ˜Xnr + fn(⌊ns⌋) ˜Xnr − fn(⌊nr⌋) ˜Xnr |2
= | fn(⌊ns⌋)( ˜Xns − ˜Xnr )+ ˜Xnr ( fn(⌊ns⌋)− fn(⌊nr⌋))|2
≤ 2| fn(⌊ns⌋)|2| ˜Xns − ˜Xnr |2 + 2| ˜Xnr |2| fn(⌊ns⌋)− fn(⌊nr⌋)|2
≤ 2| ˜Xns − ˜Xnr |2 + 2
(⌊ns⌋−⌊nr⌋
n
)2
| ˜Xnr |2
≤ 2| ˜Xns − ˜Xnr |2 + 2
(⌊nt⌋−⌊nr⌋
n
)2
| ˜Xnr |2.
(6.8)
Analogously,
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|Xnt −Xns |2 ≤ 2| ˜Xnt − ˜Xns |2 + 2
(⌊nt⌋−⌊nr⌋
n
)2
| ˜Xns |2. (6.9)
If t− r ≤ 1/n, then ⌊ns⌋= ⌊nt⌋ or ⌊ns⌋= ⌊nr⌋. Thus,
E[|Xns −Xnr |2|Xnt −Xns |2] = 0. (6.10)
Then we may assume that t− r > 1/n. From (6.8) and (6.9) we get
|Xns −Xnr |2||Xnt −Xns |2 ≤ (I)+ (II)+ (III)+ (IV), (6.11)
where
(I) = 4| ˜Xns − ˜Xnr |2| ˜Xnt − ˜Xns |2,
(II) = 4
(⌊nt⌋−⌊nr⌋
n
)2
| ˜Xns − ˜Xnr |2| ˜Xns |2,
(III) = 4
(⌊nt⌋−⌊nr⌋
n
)2
| ˜Xnt − ˜Xns |2| ˜Xnr |2 and
(IV ) = 4
(⌊nt⌋−⌊nr⌋
n
)4
| ˜Xnr |2| ˜Xns |2.
By the independence of the increments we have
E[(I)] = 4E[| ˜Xns − ˜Xnr |2]E[| ˜Xnt − ˜Xns |2]
≤ 4
{ ⌊ns⌋
∑
j=⌊nr⌋+1
nE[ω21 ]
[n− j]2
}
×
{ ⌊nt⌋
∑
j=⌊ns⌋+1
nE[ω21 ]
[n− j]2
}
≤ 4(E[ω21 ])2×
⌊ns⌋
∑
j=⌊nr⌋+1
n
(nα)2
×
⌊nt⌋
∑
j=⌊ns⌋+1
n
(nα)2
≤ 4(E[ω21 ])2α−4
(⌊ns⌋−⌊nr⌋
n
)(⌊nt⌋−⌊ns⌋
n
)
≤ 4(E[ω21 ])2α−4
(⌊nt⌋−⌊nr⌋
n
)2
.
Since t− r > 1/n, we get
E[(I)]≤ 4(E[ω21 ])2α−4× 4(t− r)2 =C1(t− r)2. (6.12)
By Ho¨lder inequality and the fact that t− r > 1/n we have
E[(II)] = 4
(⌊nt⌋−⌋nr⌋
n
)2
E[| ˜Xns − ˜Xnr |2| ˜Xns |2]
≤ 16(t− r)2{E[| ˜Xns − ˜Xnr |4]}1/2{E[| ˜Xns |4]}1/2 .
(6.13)
Also,
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E[| ˜Xns |4] ≤
⌊ns⌋
∑
j=1
n2E[ω41 ]
[n− j]4 + ∑i6= j
1≤i, j≤⌊ns⌋
n2(E[ω21 ])
2
[n− j]4
≤ n
3
E[ω41 ]
(nα)4
+
n4(E[ω21 ])
2
(nα)4
≤C2,
(6.14)
P[η ′0 ≥ 3] ≤
2m
∑
j=1
P[ ˆKnj−1(tn)< ˆK
n
j (tn)< ˆK
n
2m+1(tn)]
= lim
r→0+
2m
∑
j=1
P[ ˜X rj−1(tn)< ˜X
r
j (tn)< ˜X
r
2m+1(tn)]
= lim
r→0+
2m
∑
j=1
∫
˜Πrj
P[ ˜X rj−1(tn)< ˜X
r
j (tn)< ˜X
r
2m+1(tn)| ˜X rj = pi ]µ ˜Xrj (dpi)
= lim
r→0+
2m
∑
j=1
∫
˜Πrj
P[ ˜X rj−1(tn)< ˜X
r
j (tn)| ˜X rj = pi ]P[ ˜X rj (tn)< ˜X r2m+1(tn)| ˜X rj = pi ]µ ˜Xrj (dpi)
where C2 > 0 is a positive constant which depends on α,E[ω21 ] and E[ω41 ]. Analogously,
E[| ˜Xns − ˜Xnr |4]≤C2. (6.15)
Collecting (6.13), (6.14) and (6.15) we get
E[(II)]≤C3(t− r)2. (6.16)
Since t− r > 1/n, we have
E[(III)]≤C3(t− r)2. (6.17)
Using Ho¨lder inequality, the same arguments used above and the fact that t− r < 1/n we get
E[(IV )]≤C4(t− r)4.
If |t− r| ≤ 1, then
E[(IV )]≤C4(t− r)2. (6.18)
Collecting (6.10), (6.11), (6.12) and (6.16), (6.17), (6.18) we get
E[|Xns −Xnr |2|Xnt −Xns |2]≤C5(t− r)2.
Then, (6.7) follows by making β = 1, γ = 1 and F(t) =√C5t. This completes the proof.

Lemma 6.3. Let c =
√
2E[ω21 ]. Then, the finite-dimensional distribution of the process Xn converges weakly
to the finite-dimensional distribution of the process X.
Proof. Let t ∈ (0,1−α] be fixed. Then, Xnt = fn(⌊nt⌋) ˜Xnt , where
fn(⌊nt⌋) = n−⌊nt⌋
n
and ˜Xnt =
⌊nt⌋
∑
j=1
√
nω j
n− j .
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For k = 1,2, ...,kn, rn = ⌊nt⌋, let Ynk :=
√
nωk
n−k . Observe that
˜Xnt =
rn∑
j=1
Yn j.
Then,
E[Ynk] = 0, σ2nk =Var[Ynk] =
nE[(ω1)2]
[n− k]2 and s
2
n =
rn∑
j=1
σ2n j.
Thus, s2n = ∑rnj=1 nE[(ω1)
2]
[n− j]2 ≥ tE[(ω1)2] =C0 > 0. Let ε > 0 be fixed. Then,
rn∑
j=1
1
s2n
E
[
Y 2nk1{|Ynk|≥snε}
] ≤ C1 rn∑
j=1
E
[
n(ω j)2
[n− j]2 1
{
|ω j |≥ n− j√n snε
}] (C1 = 1/C0)
≤ C1 n
[n− rn]2
rn∑
j=1
E
[
(ω j)21{|ω j |≥ n− j√n snε
}]
≤ C1 n
[n− rn]2
rn∑
j=1
E
[
(ω j)21{|ω j |≥ n−rn√n √C0ε
}]
= C1
n
[n− rn]2 rnE
[
(ω1)
21{|ω1|≥ n−rn√n √C0ε.
}]
(6.19)
Then,
C1
n
[n− rn]2 rn =
n⌊nt⌋
tE[(ω1)2][n−⌊nt⌋]2 −→n→∞
1
E[(ω1)2](1− t) , (6.20)
n− rn√
n
√
C0ε −→
n→∞ +∞⇒ 1
{
|ω1|≥ n−rn√n
√
C0ε
} q.c−→
n→∞ 0. (6.21)
It follows from the Dominated Convergence Theorem and (6.19), (6.20) and (6.21) that
rn∑
j=1
1
s2n
E
[
Y 2nk1{|Ynk|≥snε}
] −→
n→∞ 0.
Therefore, the Lindeberg condition is satisfied. Thus, by Lindeberg’s Theorem (see Billingsley [4], Theo-
rem 27.2, page 359) we have that
∑rnj=1Yn j
sn
D−→
n→∞ N(0,1). (6.22)
Note that s2n = ∑⌊nt⌋j=1 nE[(ω1)
2]
[n− j]2 = 2E[ω
2
1 ]∑⌊nt⌋j=1 1[
1− jn
]2 1n . Therefore,
s2n −→
n→∞ 2E[ω
2
1 ]
∫ t
0
1
[(1− x)]2 dx = 2E[ω
2
1 ]g(t). (6.23)
Then, it follows from Slutsky’s Theorem, (6.22) and (6.23) that
rn∑
j=1
Yn j = sn
∑rnj=1 Yn j
sn
D−→
n→∞
√
2E[ω21 ]N(0,g(t)).
Thus,
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˜Xnt
D−→
n→∞
√
2E[ω21 ]N(0,g(t)). (6.24)
Since fn(⌊nt⌋) −→
n→∞ (1− t) = f (t), 6.24) Slutsky’s Theorem implies that
Xnt = fn(⌊nt⌋) ˜Xnt D−→
n→∞ c f (t)N(0,g(t)). (6.25)
where c =
√
2E[ω21 ].
Let 0 < s < t ≤ 1 be fixed. We will show that
(Xns ,X
n
t )
D−→
n→∞ (c f (s)N(0,g(s)),c f (t)N(0,g(t))).
Consider the random vector
(Xns ,X
n
t −Xns ) =
( fn(⌊ns⌋) ˜Xns , fn(⌊nt⌋) ˜Xnt − fn(⌊ns⌋) ˜Xns )
=
( fn(⌊ns⌋) ˜Xns , fn(⌊nt⌋)( ˜Xnt − ˜Xns ))+(0, ˜Xns ( fn(⌊nt⌋)− fn(⌊ns⌋))).
Analogously to the previous case we get
( fn(⌊ns⌋) ˜Xns , fn(⌊nt⌋)( ˜Xnt − ˜Xns )) D−→
n→∞
(
c f (s)N1(0,g(s),c f (t)N2
(
0,
∫ t
s
1
(1− x)2 dx
))
= (c f (s)N1(0,g(s)),c f (t)N2(0,g(t)− g(s))) ,
(6.26)
where we used the independence of the coordinates of the random vector. Here N1 and N2 are independent.
We also have
(0, ˜Xns ( fn(⌊nt⌋)− fn(⌊ns⌋))) D−→
n→∞ (0,( f (t)− f (s))cN1(0,g(s))) . (6.27)
Therefore, from (6.26) and (6.27) we have
(Xns ,X
n
t −Xns ) D−→
n→∞ (c f (s)N1(0,g(s)),c f (t)N2(0,g(t)− g(s)))+ (0,c[ f (t)− f (s)]N1(0,g(s))). (6.28)
Then, from (6.28) and the independence between N1 and N2, we get
(Xns ,X
n
t ) = (X
n
s ,X
n
t −Xns )+ (0,Xns )
D−→
n→∞ (c f (s)N1(0,g(s)),c f (t)N2(0,g(t)− g(s)))+ (0,c[ f (t)− f (s)]N1(0,g(s)))
+(0,c f (s)N1(0,g(s)))
= (c f (s)N1(0,g(s)),c f (t)N2(0,g(t)− g(s)))+ (0,c f (t)N1(0,g(s)))
= (c f (s)N1(0,g(s)),c f (t)N3(0,g(t))).
(6.29)
Let m ∈ N e 0≤ t1 ≤ ...≤ tm ≤ 1 be fixed. Then, analogously to the previous case, we get
(Xnt1 , ...,X
n
tm)
D−→
n→∞ (c f (t1)N1(0,g(t1)), ...,c f (tm)Nm(0,g(tm))). (6.30)
Now, the result follows easily from (6.30).

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We finish the first part of the appendix by proving Lemma 6.1.
Proof of Lemma 6.1 It follows immediately from Theorem (6.2) and Lemmas (6.2) and (6.3).
6.2. FKG Inequality. In the second part of the appendix we establish the FKG inequality used in the verifi-
cation of Condition B2.
Let { ˆQk}knk=0 be the collection of independent Poisson processes introduced in section (3.3). Then, ˆQk is a
Poisson point process with rate n−k
n
.
Let r > 0 be fixed and consider the set Zr := {rk : k ∈Z}. For k = 0,1,2, ...,kn, let Ek := Ek(r) =Zr×{lk},
lk = nkn−k and E := ∪knk=0Ek. Say that zk = (r j, lk) ∈ Ek, j ∈ Z is open if Qk∩ [r j,r( j+1)) 6= /0 and is closed in
any other case. If prk denotes the probability of zk being open, then
prk = P[Qk∩ [r j,r( j+ 1)) 6= /0] = 1−P[Qk∩ [r j,r( j+ 1)) = /0] = 1− e−
n−k
n r.
Let Ωn,r = (ω(z),z ∈ E) be a family of independent, Bernoulli random variables. For k = 0,1,2, ...,kn,
assume that the parameter of the Bernoulli variables at lever lk is prk. Also, consider a second family of
independent, Bernoulli random variables Γ = (v(zk),zk ∈ Ek)0≤k≤kn−1, each one with parameter 1/2.
For zk = (ak, lk)∈ Ek, (k < kn), let hk(zk) = argminz′∈Ek+1‖z−z′‖ and w(hk(z)) = 1. In case of tie, proceed
as follows. If v(zk) = 1, let hk(zk) be defined as the nearest point to its right in the next level. If v(zk) = 0, let
hk(zk) be defined as the nearest point to its left in the next level.
Let h0k(zk) := zk. For k ≤ j ≤ kn− k, let
h jk(zk) := argminz′∈Ek+ j‖h
( j−1)
k (zk)− z′‖ ∧ w(h jk(zk)) = 1.
Consider the oriented graph Gr = (V,E ) with vertices set V = E and edge set E =
{
(u,h1k(u)) : u ∈ Ek
}kn
k=0.
For a∈R, let mr(a)= r
⌊
a
r
⌋
. Denote by ˜X ra the path in Gr starting from (mr(a),0). Let a∈ [−nδ/2+1/2,nδ/2+1/2]
and Kna :=
{
(
√
nx1,nx2) : (x1,x2) ∈ β n(a/√n,0)
}
. By abuse of notation we write β n
(a/
√
n,0) even if, almost surely,
(a,0) /∈ ˆQ0. Observe that the increments of Kna depend on the Poisson point processes ˆQk with rate n−kn ,
k = 0,1,2, ...,kn.
Let t ∈ (0,1/α− 1) be fixed. Denote the state space of ˜X ra by ˜Πra. Introduce a partial order ≺ on ˜Πra as
follows. Let pi r1,pi r2 ∈ ˜Πra be given. Say that
pi r1 ≺ pi r2 ⇔ pi r1(lk)−pi r1(ls)≤ pi r2(lk)−pi r2(ls),
for any ⌊nt⌋ ≥ k ≥ s≥ 0.
Proposition 6.2. Let pi r1,pi r2 ∈ ˜Πra be such that pi r1 ≺ pi r2. Let x < a < y. Then,
P[ ˜X rx (l⌊nt⌋)< ˜X ra(l⌊nt⌋)| ˜X ra = pi r1]≤ P[ ˜X rx (l⌊nt⌋)< ˜X ra(l⌊nt⌋)| ˜X ra = pi r2] (6.31)
and
P[ ˜X ry (l⌊nt⌋)> ˜X ra(l⌊nt⌋)| ˜X ra = pi r1]≥ P[ ˜X ry (l⌊nt⌋)> ˜X ra(l⌊nt⌋)| ˜X ra = pi r2]. (6.32)
Proof. If mr(x) = mr(a), then ˜X rx = ˜X ra . Therefore, for almost every realization pi r of ˜Πra, we have
P[ ˜X rx (l⌊nt⌋)< ˜X ra(l⌊nt⌋)| ˜X ra = pi r] = 0.
This gives (6.31). If mr(x)< mr(a), then the proof follows in the same lines of the analogous result proved
in [5], page 1189. The proof of (6.32) is entirely analogous to the proof of (6.31).

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Remark 6.1. Proposition (6.2) is the analogous of Proposition (1) in ( [5]).
Lemma 6.4. Let a ∈ [−nδ/2+1/2,nδ/2+1/2] be fixed. Then, for any k = 0,1, ...,kn, we have
˜X ra(lk)
a.s−→
r→0+
Kna (lk).
Proof. Fix n ∈ N. Since a Poisson process has (a.s.) no limit points, we may conclude that (a.s.) if ω is a
realization of the kn´s Poisson processes, then there exists a constant r (ω) depending only on ω such that if
Mk(ω) := |Kna (lk)(ω)− ˜X ra(lk)(ω)|, then max1≤k≤kn Mk(ω) = 0. Therefore
˜X ra(lk)
a.s−→
r→0+
Kna (lk), k = 0,1, ...,kn,
which is the desired conclusion. 
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