Abstract-The work we present in this paper aims to help teachers create multiple-choice science tests. We focus on a scientific vocabulary-learning scenario taking place in a Basque-language educational environment. In this particular scenario, we explore the option of automatically generating Multiple-Choice Questions (MCQ) by means of Natural Language Processing (NLP) techniques and the use of corpora. More specifically, human experts select scientific articles and identify the target terms (i.e., words). These terms are part of the vocabulary studied in the school curriculum for 13-14-year-olds and form the starting point for our system to generate MCQs. We automatically generate distractors that are similar in meaning to the target term. To this end, the system applies semantic similarity measures making use of a variety of corpus-based and graph-based approaches. The paper presents a qualitative and a quantitative analysis of the generated tests to measure the quality of the proposed methods. The qualitative analysis is based on expert opinion, whereas the quantitative analysis is based on the MCQ test responses from students in secondary school. Nine hundred and fifty one students from 18 schools took part in the experiments. The results show that our system could help experts in the generation of MCQ.
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INTRODUCTION
I
CT competency standards for teachers [1] , published by UNESCO, stress that teachers need to acquire technology skills to provide students with technology-supported learning opportunities. At the same time these newly acquired skills and technology resources should also help them produce new content.
A number of tools exist to help educators create content and open educational resources. Among the commercial applications, Questionmark Perception 1 is an assessment management system that allows one to create, deliver and report on surveys, quizzes, tests and exams. Blackboard Learn 2 is a Learning Management System (LMS) that contains four modules: a learning system, a community and portal system, a content management system and a system focused on student assessment. Among Open Source Software (OSS) or freeware applications, the Hot Potatoes suite 3 includes six applications that facilitate the creation of a variety of exercises for the World Wide Web. Moodle 4 is the most widely used Open Source LMS. Its main focus is to provide educators with tools to manage and promote learning.
All the above-mentioned tools are valuable aids in online education. The content delivered with them, however, must still be developed manually, at the cost of substantial time and effort. The semi-automatic creation of Learning Objects (LO) aims to assist educators in this task, using a variety of approaches. 5 One approach emphasizes the semiautomatic generation of LOs from electronic documents. For instance, [2] generate LOs from the internal representation of electronic textbooks. These systems are based on the idea of content reuse. Other systems, meanwhile, are based on Natural Language Processing (NLP) tools to generate exercises from text corpora. In this case, the idea is to generate new exercises from text.
The work presented here pursues this latter track: our aim is to build tools that automatically generate new test questions. NLP offers teachers and test developers an excellent opportunity to create exercises based on their preferences or current needs. They can, for instance, decide the topic or phenomenon to work on, choose the examples (sentences or texts) from which to create the tests, and customize the tests in other appropriate ways.
Most studies that discuss the use of NLP tools or linguistic information to automatically generate test questions focus on multiple-choice questions (MCQs) . The manual creation of MCQs, a commonly used method of student assessment, is difficult and time-consuming. Thus, the implementation of an automatic system could offer substantial savings in educator time spent on test creation, leaving more time for tasks that have more impact on student learning outcomes. All MCQs have a stem (the question part) and a set of options that include the target term (the correct option) and distractors (the incorrect options). 6 In a vocabulary-learning scenario, the choices should be similar in meaning in order to properly assess student achievement. A good distractor is one that students who have not yet mastered the knowledge being tested find plausible, while those who know the material are able to confidently reject it. The main focus in this paper is on the generation of distractors. Systems that generate MCQs for vocabulary-learning in language learning or in specific domains ( [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] ) apply different strategies to obtain distractors. Almost all approaches attempt to generate distractors that are somehow similar to the target term. The techniques applied make use of different resources, such as words appearing in the input text [10] , [12] ; information from corpora ( [3] , [6] , [9] ); and knowledge resources like HowNet [4] , WordNet ( [5] , [9] ) and thesauri [7] . Previous studies have primarily focused on English-language learning ( [3] , [4] , [5] , [6] , [7] , [8] , [13] ). Among others, [13] focus on grammar tests while [4] and [7] work with vocabulary. The approach of [8] generates tests designed to assess student mastery of English grammar and vocabulary, while [9] , [10] and [12] present systems that test student knowledge in specific domains. Mitkov et al. [9] evaluated the MCQs they generated with university students in language and linguistics, [10] evaluated their system on exams in the biology domain and [12] administered exams to participants who were asked to study an introduction to NLP written in English. Only a few projects have so far addressed non-English tests. These include [11] , who created tests from Bulgarian texts, and [14] , who generated grammar exercises in French.
There are three main differences between previous work and our project. First, we generate questions for a language other than English, developing a tool to create MCQs to learn scientific vocabulary in Basque. Although Basque, as a minority language, possesses far fewer language resources than, say, English, the existing resources form a sufficient basis for our purposes. Second, while most work has been done in language learning, our work focuses on domainspecific vocabulary. Third, while we follow previous work in using corpus and knowledge resources to define the heuristics for the creation of distractors, we employ these resources in novel ways to obtain distractors similar in meaning to the correct answer. For instance, we use graph theories over a lexical knowledge base (LKB) to model the similarity of the distractor to the correct answer. To the best of our knowledge, this type of approach has not been used previously for the automatic generation of distractors.
The starting point for our work is ArikIturri, a system originally developed to generate test questions for Basque grammar [15] and later adapted to Irish [16] . Our aim is to adapt the system to generate vocabulary questions for a specific domain, that is, the scientific domain. Since our primary focus is the generation of distractors, the other components of the MCQs were devised manually. This allows us to compare the results of the different techniques applied in the generation of distractors independently of other factors.
Human experts selected suitable scientific articles and identified the target terms. These terms were the seeds given to ArikIturri to generate the MCQs. The science and technology vocabulary MCQs were tested on secondary school students (13-14-year-olds). Our design aims to simulate the entire testing process in a realistic scenario. The experiments performed in this work aim to address the following questions: (a) Which method obtains the best distractors in this scenario? (b) Does the system help experts generate MCQs?
We analysed the techniques applied in the generation of distractors in three different conditions. First, we compared the results of fully-automatic tests to determine the best overall automatic approach. Second, we evaluated the best automatic approach with one expert. The expert chose the most appropriate distractors and created new tests. We performed a comparison between these supervised tests and the previous ones to verify the suitability of the method in a two-step scenario. Finally, we carried out a fully manual generation of the distractors to set an upper bound for the rest of the approaches.
When measuring whether the system helped experts in the generation of MCQs, we focused on two main factors: the quality of the MCQs and the time used for creating it. Automatically generated MCQs can be evaluated either based on expert knowledge and opinions (qualitative analysis) or based on student results (quantitative analysis). Most studies base their evaluation on expert opinions ( [4] , [5] , [6] , [8] , [10] , [11] , [12] , [15] , [16] , [17] ) but there are also some projects ( [3] , [7] , [9] , [17] ) where the evaluation is performed with students. The analysis of the results we present here is mainly based on student answers.
The results of the experiments show that, in general, the heuristic that uses different corpus and knowledge resources to obtain the distractors attained the best results. The results also demonstrate that it is possible to automatically generate MCQs of acceptable quality for a minority language such as Basque which can help teachers produce MCQs for their exams.
The rest of the article is organised as follows. Section 2 presents the system called ArikIturri. The main architecture and capabilities of the system are explained, and an example of how the system was used in the experiments we report is also shown. Section 3 summarises the research framework of our study. Section 4 explains the various methods used for the generation of the distractors and Section 5 describes how the methods were applied to create the tests. Section 6 presents the evaluation measures applied to analyse the quality of our system and Section 7 summarises the results. Finally, some conclusions and future work are outlined in Section 8.
ARIKITURRI
ArikIturri [15] aims to create a bank of useful exercises. Fig. 1 illustrates the general idea behind the system. ArikIturri is able to generate different types of exercises such as fill-in-the-blank, word formation, MCQ and error correction. The system makes use of various types of resources in order to generate exercises: corpora, ontologies, dictionaries, a syntactic analyser and a morphological generator. More specifically, the system exploits the grammatical and semantic information contained in the resources.
In general, the main source for the system to generate the exercises is a corpus. 7 The system selects sentences from the source corpus in which the topic (the concept students need to learn) appears. For instance, the topic could be the conjugation of a concrete verb in a language-learning scenario or a 7 . This input corpus varies depending on the experiment. reading comprehension unit in the scientific domain. The syntactic analyser is used to complete the tagging of the input corpus at chunk level. ArikIturri uses Ixati [18] , a cascaded syntactic analyser for Basque, at the very beginning of the generation process, and the linguistic information it offers is used at various steps of the generation process.
In the case of exercises of the MCQ and error correction types, our system also creates distractors. In order to do so, the system makes use of various pieces of linguistic information and tools, depending on the scenario: corpora, the syntactic analyser, dictionaries, ontologies and the morphological generator. This body of information forms the basis of the heuristics used in the automatic generation of the distractors.
In general, ArikIturri is responsible for the entire generation process. Once the exercises are created, the users can modify them to better suit their needs. In the current work, however, the role of ArikIturri is slightly different from this common scenario, because our research concentrates on the generation of distractors.
MCQs for Basque Science Tests
In this study, ArikIturri generates MCQs for manually selected target terms. That is, human experts selected the target terms to be tested in science articles. These terms correspond to the blanks in the MCQs (cf. Section 3). After this manual pre-processing step, ArikIturri applies semantic relatedness measures and uses different resources such as corpora, dictionaries and lexical knowledge bases to generate distractors (cf. Section 4). Our aim is to analyse different methods to automatically generate high-quality distractors, i.e., distractors that correspond to the vocabulary studied by students as part of the curriculum. The MCQs for the science domain are presented to learners together with the whole text, as Example 1 shows.
RESEARCH FRAMEWORK
This study was conducted in various schools that are part of Ikastolen Elkartea, 8 the Confederation of Basque private schools. Ikastolen Elkartea has wide experience in the development of didactic resources, and in recent years it has been introducing ICT into classrooms. For instance, the Confederation developed the Ikasys 9 project ( [19] , [20] ) to produce resources for primary and secondary school. It also led the Ostadar project, 10 a project to develop the curriculum for secondary school in the Basque Country. All schools that are part of the Confederation follow the same pedagogic approach and all adopted the Ostadar project. The project includes the type of task presented in Section 2.1 for the natural science domain.
As part of the process of introducing ICT into classrooms, Ikastolen Elkartea offers support to schools by conducting several seminars for teachers. During the 2009/2010 academic year, seminars for science teachers were conducted. These seminars were conducted by experts in producing didactic material and ICT and their aim was to encourage teachers to incorporate ICT into their science lessons. This working environment offered us the opportunity to design the scenario used in the current study, and also to explain the experiment to the teachers who took part in the seminars.
Scenario
The main objective of this work is to find a method that automatically obtains high-quality distractors to help experts in the creation of MCQs. In order to study the quality of distractors, we designed a research framework in which most of the external factors which could have an impact on this evaluation process were controlled.
The process of generating and analysing the MCQs consisted of the following steps: i) selecting the texts; ii) marking the blanks; iii) generating the distractors; iv) verifying the distractors; v) evaluation with students and vi) item analysis.
The study was conducted in two phases. First, the MCQs were semi-automatically generated and verified by experts. Human experts helped in the selection of the texts for the exercises and the definition of the blanks in the texts. They also verified that the automatically generated distractors did not fit the blank. In the second phase, the revised tests were evaluated with learners. The analysis of student responses allowed us to examine the quality of the MCQs. Thus, the aim was to measure the quality of the system, not to evaluate the learners.
Selection of the Texts
One expert who works on the generation of learning material was asked to choose four texts appropriate to working on science vocabulary in Basque. The expert selected four texts from a website 11 that provides articles on science and technology. The main topics of these texts were: Continents; the Earth; Bats and the Arctic, and they contained between 400 and 500 words each. Science teachers then vetted the appropriateness of the texts selected by the expert for secondary school students. 12 Teachers also analysed the correctness of the texts and modified some of the terms included in them that were considered inadequate. In the end, the selected texts contained topics that were part of the curriculum and that students were familiar with.
Marking the Blanks
Once the four texts were selected, one expert marked between 15 and 20 suitable target terms in the texts. 13 The expert was not given any guidelines, but carried out the marking of the target terms based on his experience in teaching. The selected blanks obtained were suitable in terms of their appropriateness for testing science vocabulary.
In total, 75 blanks were chosen. We did not give the expert any additional guidelines for the marking process, and he marked nouns, verbs, adjectives and adverbs as target terms. Seventy two percent of the blanks were nouns and 14.6 percent were verbs, showing that restricting the word category to nouns and verbs is reasonable in a real scenario, and the automatic approach presented here is limited to the treatment of nouns and verbs as target terms (cf. Section 4). The 65 blanks that remained after discarding adjectives and adverbs were distributed as follows: 17 in the Continents text; 19 in the Earth text; 15 in the text about Bats and 14 in the text on the Arctic.
The 65 blanks and their context were the starting point for the generation of the distractors. The generation process aimed to create distractors that would be semantically similar to the target terms of MCQ. To this end, we explored various methods, explained in Section 4.
Students
A total of 18 different schools took part in the evaluation. The activity was presented to the learners as a test. In total, 951 secondary school students participated in the study. They had 30 minutes to read and complete the test, which was handed out on paper. After the students finished the test, an external supervisor collected the exam papers. In total, 890 of the learners completed the test, and their results were used to analyse the MCQs. The first results of this evaluation can be found in [21] .
METHODS FOR DISTRACTOR GENERATION
As noted above, our study was designed to address science vocabulary. We found that the systems that generate MCQs for vocabulary-learning in language learning or specific domains ( [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] ) use a variety of strategies to generate distractors similar to the correct answer. Like such studies, our system also aims to generate distractors that are similar in meaning to the correct answer, and relies on the idea of semantic similarity or relatedness.
The methods that are usually used to solve this problem can be divided into two main categories: knowledge-based approaches and corpus-based approaches. The former make use of knowledge resources such as dictionaries, thesauri, ontologies etc. to measure similarity. Corpus-based approaches take into account the distributional properties of words, obtained from corpora. This is why this type of measure is also known as a lexical distributional similarity measure [22] . Sometimes the distinction between these two main categories is subtle. For instance, in [23] the WordNet glosses are used as a corpus to compute the semantic similarity among words.
The first decision to make before implementing any heuristic to deal with semantics should be to set the most convenient technique for our research line. Previous studies which involved experiments focusing on semantics and the automatic generation of distractors use both knowledgebased and corpus-based approaches.
A variety of knowledge resources are used as the basis to compute similarity in [4] , [5] and [7] . Liu et al. [4] employ ranks of word frequencies and the collocations of the word classes defined in a bilingual lexicon called HowNet 14 for selecting distractors. Pino et al. [5] employ WordNet to measure semantic similarity as proposed in the Patwardhan and Pedersens method [23] . WordNet [24] is a large lexical database of English, where nouns, verbs, adjectives and adverbs are grouped into sets of cognitive synonyms (synsets), each one corresponding to a single lexical concept. Lastly, [7] use an in-house English thesaurus and verify the incorrectness (that is, their unacceptability as answers to the MCQ) of the distractor candidates by looking for examples in the Web.
The similarity measures defined in [10] are distributional similarity measures that use the sentences of a textbook as a corpus. Smith et al. [6] use distributional information from a corpus to find distractors which have collocates in common with the correct answer but do not co-occur with the correct answer. Coniam [3] use a word list extract from the Bank of English corpus. The word frequencies included in the word list are used to select the correct answer and the distractors.
Finally, [9] exploit both approaches. They define four WordNet-based similarity methods, one distributional similarity measure based on Information Radius [25] , one phonetic similarity measure and a mixed strategy of the measures.
It is not clear which approach is the most appropriate for the generation of distractors, since the evaluations of the previous works are not comparable with our work or with each other. Also, our work differs from them in terms of language of application (Basque) and domain (Science). Thus, we decided to study corpus-based and knowledge-based approaches to see if one category was more appropriate than the other in our scenario. We have implemented various corpus-based approaches (cf. Section 4.1), a knowledgebased approach (cf. Section 4.2) and a combination of both approaches (cf. Section 4.3).
The corpus-based and the combination approaches were first introduced in [21] . The knowledge-based approach is first introduced here. One particularity of our 12. 13-14-year-old students. 13. The blanks were marked manually because the aim of the experiment was to evaluate the quality of the automatic generation of the distractors and not the quality of the detection of the target terms.
14. HowNet (http://www.keenage.com) is a bilingual lexicon where each entry contains information in Chinese and English.
knowledge-based approach is that it uses the knowledge resource as a graph. For this reason, we will henceforth refer to this approach as a graph-based approach. As far as we are aware, this type of approach is a novelty in the automatic generation of distractors.
When applying the different approaches, we encountered a number of restrictions. First, we had to limit our study to nouns and verbs due to the available resources in Basque. Second, with regard to approaches based on knowledge resources, the graph-based approach was only applicable for nouns, as the verbs in the Basque WordNet [26] are still in need of manual revision.
Corpus-Based Approaches
In the science domain, ArikIturri uses context words to compute similarity, deploying Latent Semantic Analysis (LSA) [27] . LSA is a theory and method for extracting and representing the meaning of words by statistical computations applied to a corpus, and it has yielded encouraging results in a number of educational applications [27] . It has also been applied in Basque educational applications [28] , in the evaluation of synonym test questions [29] and in various NLP tasks like information retrieval [30] .
Our system deploys LSA to compute similarities between words. In order to build the model, ArikIturri makes use of the Infomap software [31] . This software uses a variant of LSA to learn vectors representing the meanings of words in a vector space known as WordSpace. As the MCQs we worked with belonged to the scientific domain, we used the science and technology ZT corpus [32] . Infomap indexes the documents in the specialised corpus and performs word-toword semantic similarity computations based on the resulting model. As a result, the system extracts the words that best match a query according to the model. Among the various options, we set the sentence as the context of the query and the words retrieved by the model as the starting point from which to generate the distractors. Thus, starting from this idea, different variants of the corpus-based method were defined. A more detailed explanation of the methods can be found in [21] .
The approach presented in [12] also uses LSA to find distractors, but they first obtain a list of candidate distractors through a concept extraction step and then use LSA to get a ranked list of distractors. The target terms and distractors are multi-word concepts. In our case, the LSA model is used to generate the distractors and the target terms and the distractors are single words.
LSA-based. The method offers as candidate distractors the first words of the output that are not part of the sentence and whose part of speech (PoS) is the same as that of the target term.
LSA-based & specialised dictionary. This method combines the information offered by the model and the entries of an encyclopaedic dictionary of science and technology for Basque [33] . The 23,000 basic concepts of the dictionary pertaining to the science and technology domain and divided into 50 different subtopics are consulted in this approach. More specifically, based on the candidate distractors generated by the LSA method, the system searches the dictionary for the lemmas of the target term and the distractors. If there is an entry for all of them, the candidate distractors that share the subtopic with the target term in the encyclopaedic dictionary are given priority. If not, the candidate distractors with an entry in the dictionary are given priority in the selection process.
LSA-based & ontology & morphology. This method includes constraints to avoid the possibility of students guessing the correct choice by discarding some options based on their semantic or morphological information. This method filters the information provided by the model applying two constraints. First, the system rejects candidates that do not share any semantic characteristic with the target term. In order to do so, it looks at the semantic features of nouns obtained with a semi-automatic method [34] and at the characteristics in the Multilingual Central Repository (MCR), a multilingual lexical knowledge base [35] . Second, the system discards the candidates with no occurrences in a Basque newspaper corpus.
Graph-Based Approach
The graph-based approach we use to create distractors was first introduced by [36] to perform word sense disambiguation. It has also been demonstrated [37] that the graph-based approach can be used to calculate lexical similarity or relatedness.
The graph-based approach uses a method based on WordNet, where the concepts in the Lexical Knowledge Base represent the nodes in the graph, and each relation between concepts is represented by an undirected edge. Given an input text segment, this approach ranks the concepts of the LKB according to the relationships between all content words. To do so, Personalized PageRank can be used over the whole LKB graph: given an input text, e.g., a sentence, the method extracts the list of the content nouns that have an entry in the dictionary and relates them to LKB concepts. As a result of the PageRank process, every LKB concept receives a score. Therefore, the resulting Personalized PageRank vector can be seen as a measure of the structural relevance of LKB concepts in the presence of the input context. In our case, we use the Multilingual Central Repository [35] as LKB and the Basque WordNet [26] as dictionary. The Basque WordNet follows the same structure as the English WordNet, where the concepts gather together word senses with the same meaning.
In the graph-based method, the distractor generation task is defined in four steps. First, a list of candidate distractors is obtained from WordNet. If the target term is monosemous, all of its siblings are obtained as candidate distractors. In contrast, if the target term has more than one meaning, the graph-based method is applied to identify its most likely sense, and then its siblings are obtained. If it does not have siblings, the hyponyms of the target term are considered candidate distractors. Second, the Personalized PageRank vector is obtained for the given context and the target term. Third, the Personalized PageRank vectors are obtained for 20 candidate distractors in the given context. Finally, the similarities among the vectors computed by the dot product are measured and a list of reordered candidate distractors is obtained.
Combination of Corpus-and Graph-Based Approaches
This method is a combination of the corpus-based and graph-based approaches to measuring the semantic similarities of words. In this approach, the system computes similarity in two steps. First, it selects the candidate distractors based on the LSA model, and then the graph-based structure is used to refine the selection. The method is defined as follows: first, the system obtains a ranked list of candidate distractors based on the LSA model. Second, the Personalized PageRank vector is obtained for the given context and the target term. Third, the system applies the graph-based method to 20 candidate distractors in the given context. Finally, the similarities among vectors computed by the dot product are measured and a reordering of the candidate distractors is obtained.
APPLICATION OF THE DISTRACTOR GENERATION METHODS
As we have already mentioned, there are some restrictions to carrying out the experiments presented in this work. We had to limit our study to nouns and verbs because of the available resources in Basque. As mentioned, the Basque WordNet still needs manual revision, and therefore verb target terms can only be handled through a corpusbased method. In contrast, when the target term is a noun, the system can apply all the approaches explained in Section 4. In brief, we applied the five methods explained for nouns and the three corpus-based methods for verbs. When generating the tests, distractors were obtained through methods that rely on the PoS of the target terms and the semantic features of the nouns. We distinguished between monosemous and polysemous nouns appearing in the Basque WordNet. This distinction was used to decide how to combine the methods explained in Section 4. Table 1 presents the heuristics defined to construct the tests. The heuristics LSA1-3 apply the same corpus-based approach (explained in Section 4.1) for all the target terms. Each heuristic was defined to test one particular corpus-based approach. By contrast, the heuristics Graph and Combination1-2 employ different approaches based on the PoS and polysemy of the nouns. In the case of verbs, the three heuristics apply the same corpus-based approach.
Examples 2, 3 and 4 show the stem and the set of correct answers for three real MCQs. Tables 2, 3 and 4 display the distractors resulting from the different methods. The source of these items is a text about the Earth, which describes different methods of cooling the Earth. Each example corresponds to a different type of target In Example 2, the target term fotosintesia (photosynthesis) is a monosemous noun that is specific to the domain of science and technology; it appears in WordNet. 15 Thus, it is possible to apply the five methods presented in Section 4. Table 2 presents the distractors obtained from the different methods.
Example 3 -A polysemous target term East Angliako Unibertsitateko Tim Lenton irakasleak esan duenez, "geoigeniaritzak bakarrik ezin du arazoa konpondu, baina proposatutako mekanismo batzuk berotegi-efektuko gas-emisioen murriztearen . . . 19 . . . izan daitezke". (As Professor Tim Lenton from the University of East Anglia says, "geoengineering can not solve the problem on its own, but some of the proposed mechanisms can be the . . . 19 . . . in the reduction of greenhouse gas emissions.")
osagarriak (complements)
In Example 3, the target term osagarriak (complements) is a polysemous noun appearing in WordNet, which is not only related to science and technology, but also to other domains. The same five methods have been applied to obtain the distractors displayed in Table 3 .
Example 4 -A verb target term
Bada, halaber, martxan dagoen beste teknika bat: karbonoa . . . 9 . . . . (There is also another technique in use: . . . 9 . . . the carbon.)
bahitzea (to sequester)
In Example 4, the target term bahitzea (to sequester) is a verb which is not related to science and technology only. In this case, we can apply three different methods (the corpusbased methods) to create distractors. Table 4 presents the distractors we obtained.
As previously mentioned, the starting point for ArikIturri to generate the MCQs is formed by the target terms selected by human experts. As the examples above show, the expert followed his own strategy to create this type of exercise. Therefore, not only were domain-specific terms marked, but also more general target terms. These terms and their contexts were the basis for our system. All in all, six heuristics were established and applied to generate different distractors.
EVALUATION MEASURES
Quality is key when generating MCQ items, whether the creation is performed manually or automatically. There are various factors to consider when evaluating the quality of the items. It is important to create items that follow itemwriting guidelines such as the ones defined in [38] . Equally important is demonstrating the quality of the MCQs by analysing students' answers. In the case of automatic methods, the evaluation can also involve asking experts to judge the quality of the generated MCQs.
The evaluation of automatically generated MCQs usually includes a qualitative analysis based on expert judgments ( [4] , [5] , [6] , [8] , [10] , [11] , [12] , [15] , [16] , [17] ). Some authors ( [3] , [7] , [9] , [17] ), by contrast, base their evaluation results on an analysis of student responses. While [17] present the analysis of four students' answers, the other studies we reviewed based their analysis on a greater number of students. Sumita et al. [7] report their findings based on Item Response Theory (IRT) [39] . The authors in [3] and [9] base their results on Classical Test Theory (CTT) [40] . This is also the approach used in the research presented here to identify the method that generates the best distractors. More specifically, we focus on item difficulty, item discrimination and distractor quality based on CTT. A description of these measures is presented in the following sections.
Item Difficulty
The difficulty of an item can be described as the proportion of students who answer it correctly. It ranges from 0 to 1; the higher the value, the easier the item. In this study, we marked an item as easy when more than 90 percent of the students answered it correctly, and as difficult when less than 30 percent of the students chose the correct answer. We set the desired value of item difficulty at 0.5. Coniam [3] set item difficulty below 30 percent as difficult and above 80 percent as easy. Mitkov et al. [9] marked items with difficulty below 15 percent as difficult and above 85 percent as easy. We established the values based on previous work on the examinaion of the quality of manually defined MCQs [41] .
Item Discrimination
We also studied the discriminatory power of an item. That is, an item is effective if students with high scores tend to answer it correctly while those with low scores tend to choose an incorrect answer. There are two main ways to determine an item's discrimination power: the discrimination index and the discrimination coefficient. The discrimination index expresses the difference between the number of students answering the item correctly in the high-scoring and the lowscoring groups, while the discrimination coefficient uses the total number of students. This feature is considered the main advantage of the discrimination coefficient compared to the discrimination index, and therefore, we chose this value to analyse item discrimination. The authors in [3] and [9] analysed the discrimination coefficient of the items and [41] present various studies where they determine that the item discrimination coefficient should be around 0.20.
We set the point-biserial correlation as the discrimination coefficient. The point-biserial correlation is the correlation between the scores that students receive on a given item and their total scores. A large point-biserial value indicates that students with high scores on the overall test got the item right and students with low scores on the overall test got the item wrong. The point-biserial correlation is a computationally simplified Pearsons r between the dichotomously scored item and the total score. In this approach, we used the corrected point-biserial correlation. That is, the item score was excluded from the total score before computing the correlation. This is important because the inclusion of the item score in the total score can artificially inflate the point-biserial value (due to the correlation between the item score and itself). A positive value of the point-biserial correlation indicates that students with high scores perform better on the item than those with lower scores. The discrimination coefficient should be a positive value for valid items.
Distractor Analysis
To ensure that distractors are suitable, two aspects must be analysed. First, distractors must attract students. If a distractor is selected, that contributes to the items' discrimination. Second, distractors must attract more students with low scores than students with high scores, that is, they must be distractors with a negative discrimination. Note the contrast to the discrimination coefficient: whereas the discrimination coefficient measures the proportion of high-performing students who answer an MCQ item correctly, here the proper discrimination behaviour involves attracting low-performing students.
Mitkov et al. [9] estimated the usefulness of distractors by comparing low-scoring and high-scoring student groups. They computed the average item difficulty difference between students in the lower and higher groups as well as the number of poor and not-useful distractors. According to their definition, poor distractors are those with positive or zero discrimination. The number of not-useful distractors is the number of distractors that are never selected.
DiBattista and Kurzawa [41] defined functional distractors as those that had a negative discrimination correlation and were selected by at least 5 percent of examinees. They divide their results into four quartiles based on students' overall test scores; the analysis of the distractors is based on the whole group of students. Recall that the items presented in [41] are instructor-designed.
We decided to measure the number of selected and functional distractors based on the low-scoring and highscoring students. We defined the top third of the students with the highest marks in the given test as the high-scoring group and the lowest-scoring third of the class as the low-scoring group. Because we only compare two groups, in our analysis we consider a distractor functional if it has been selected at least once and has a negative discrimination.
ANALYSIS AND RESULTS
The analysis aims to determine whether our system can help experts in the creation of MCQs. To this end, we performed a set of experiments and measured the quality of the MCQs and the time used to create them. We compared MCQs created under three different conditions. First, we compared the heuristics and analysed the students' results to determine if a particular heuristic outperformed the rest. The comparative analysis was performed in a nearly unsupervised context where the expert verified that the distractors generated by ArikIturri were not possible correct answers for the MCQs. Section 7.1 presents the tests created. Section 7.2 summarizes the evaluation results and identifies the best automatic approach.
Second, we compared the results of the tests of the best automatic approach identified in Section 7.2 with results from supervised tests created using the same winning heuristic in a two-step scenario. MCQs were created automatically and then an expert selected the appropriate distractors from a list of candidates. The tests were then evaluated with students. We made this comparison because ArikIturri aims to be a tool to help experts to semi-automatically create exercises. In our view, experts or teachers would create the MCQs with the guidance of ArikIturri and test their students.
Finally, we compared the previous results against a fully manual generation of the distractors. In order to see how good and realistic the heuristics are, one expert manually created distractors for each text. We consider these an upper bound for the rest of the approaches. The results are presented in Tables 5, 6 , and 7. A final analysis of the results is presented in Section 7.4.
All the tests presented in Sections 7.2, 7.3 and 7.4 were tested with groups of 30 students. The analysis of item difficulty and item discrimination values for different sets of students led us to set 30 as a reasonable sample size for comparing the different approaches presented here. 16 
Creation of the Tests
It was not possible to collect responses for 24 tests (six heuristics applied in four texts) due to the number of students. We decided to apply all the heuristics in the two texts with the highest number of blanks (the Earth and Continents texts). For the other two texts, we also chose to collect responses for at least one corpus-based heuristic and one graph-based heuristic. We applied LSA2, Graph and Combination2 in the Bats text and LSA2 and Combination2 in the Arctic text. Overall, we analysed the item difficulty and discrimination of 17 tests.
As the tests created with the aid of our tool were to be evaluated in a real setting, it was not feasible to provide learners with the distractors generated automatically without supervision. Therefore, once the distractors were generated, the subject expert checked them. For each question and heuristic, we provided the expert with the first four distractor candidates, 17 and the expert's task was to 16 . Mitkov et al. [9] also tested their methods with 30 student groups.
17. We had already decided to reject the items which had fewer than three appropriate distractors. discard the candidates that could be correct answers. 18 For each item, three valid distractors were obtained. Only 1.31 percent of the distractors were found to be valid answers; 2.96 percent were discarded as dubious. Once the incorrectness of the distractors was verified, the tests were handed to the students.
Comparison of Heuristics
In order to pinpoint the best heuristic to generate distractors, we compared the results in terms of item difficulty, item discrimination and distractor analysis. The aim of the comparison was to see whether there was any significant difference between heuristics overall. For that, we conducted a oneway ANOVA. The results show that there are no statistically significant differences between the heuristics. However, when considering each text separately, results varied. Continents ( 18. In this task, the expert did not evaluate the quality of the distractors, only their correctness.
Different heuristics obtained the best overall results depending on the text. As a consequence, we conducted a multi-factor ANOVA to compare the results in relation to the heuristics and the texts. The results show that the differences between the heuristics are not significant but that there is a statistically significant difference between the texts. Thus, the comparison of the heuristics per text is presented. Table 5 presents the best heuristics in terms of item difficulty and item discrimination. The scores for the fully manual approach are given as a reference. As for item difficulty, the overall column presents the best heuristics as regards item difficulty index average and its standard deviation. None of the heuristics obtain an average item difficulty value of 0.5 (which we had defined as the desired value), but rather the results vary from 0.64 to 0.73 depending on the text. If we look at each text, Combination2 obtains the best average results in the Bats text; these are statistically significant. 19 It also obtains the best results in the Arctic text, although they are not statistically significant. In the Continents text, LSA3 attains slightly better difficulty values (which are not statistically significant) compared to Combination1 and Combination2. Finally, the best results are obtained by applying Graph in the Earth text, even if it does not obtain statistically significant differences compared to the other heuristics.
A test should comprise some easy items to encourage low-scoring students and some difficult items in order to stimulate high-scoring students. In the case of easy items, Combination2 produced the lowest number of easy items for the Bats (4), Arctic (1) and Continents (3) texts. LSA3 also obtained only three easy items for the Continents text. The lowest number (1) in the Earth text is yielded by LSA1 and LSA3. LSA2 tends to create the highest number of easy items. Overall, there is no method which specifically creates difficult items.
With regard to the item discrimination values, Table 5 displays the best heuristics based on the number of negative discrimination items; i.e. heuristics with the lowest number of negative discrimation items. The negative discrimination value specifies the number of items which were answered correctly by a higher number of students who did poorly overall. All of the items generated by Combination1 obtained positive discrimination values in the Earth text. No negative discrimination values were obtained by applying LSA2, Graph and Combination2 to the Continents text. Combination2 also attained only positive discrimination values for the Bats text. Finally, LSA2 obtained the lowest negative discrimination values in the Arctic text with only one negative item. Combination2 attained one more negative item than LSA2 in the same text.
In order to identify the reasons for this behaviour, we studied the option-by-option responses of the high-scoring and low-scoring groups. This, in turn, led us to evaluate the distractors themselves. For this purpose, we took into account two measures: the number of selected distractors and the number of functional distractors. In the case of the functional distractors, we also provide the average number of functional distractors per item. In principle, from a quality point of view, it is important to create functional distractors, that is, distractors that get selected and that have a negative discrimination (distractors that attract more students from the low-scoring group than from the high-scoring group). Table 6 presents the best heuristic based on the percentage of selected distractors (Selected column) and the percentage and average of functional distractors (Functional and Av. Func. columns). Overall, Combination2 produced distractors that attracted more students for the Bats and Arctic texts and Graph for the Continents text. In the case of the Earth text, 75.43 percent of the distractors produced by LSA1 and Combination1 were selected by at least one student, although the differences with the other heuristics are not significant. None of the heuristics obtains the best results for all the texts. We also noticed that the texts influence our tests. However, based the whole set of results obtained, we consider Combination2 the best overall strategy for producing distractors. We therefore selected that heuristic as the one we used for generating distractors for an additional experiment that focuses on the evaluation of the items in a twostep scenario (cf. Section 7.3). As this type of evaluation is expensive, we had to restrict the generation to one heuristic.
Two-Step MCQ Generation
In the previous section we analysed the results of the tests in a quantitative way. However, in our view, in a real scenario, the analysis of automatically generated items should be carried out in two steps: first by giving the items to experts (qualitative analysis), and then by evaluating student results (quantitative analysis). As the aim of this study is to find a method that can help experts to generate MCQs, the potential end-users of ArikIturri are experts or teachers who are looking for items with which to test their students. Thus, this two-step process simulates the way in which they would proceed in their everyday work. The system applied Combination2 to generate the distractors and generated 10 distractors per MCQ.
For the qualitative analysis, four tests were generated, one per text. In this first step, we gave the distractors to an expert, who selected the three most appropriate ones. In the event that there were fewer than three appropriate distractors, we asked the expert to come up with distractors himself so that there would always be three.
In three of the texts (Earth, Continents and Bats) the expert created a similar number of new distractors (between 25 and 30 percent of the total). However, the number of items that were completely replaced 20 Due to the limited number of students available, we had to restrict the quantitative analysis to three of the revised 19 . p-value <¼ 0.05 based on one-way ANOVA.
20. Meaning that none of the generated distractors was appropriate.
tests; we chose the tests (Earth, Continents and Bats) with the highest number of blanks to fill in. Table 7 presents the overall results as regards item difficulty, item discrimination and distractor analysis, comparing the results from the real two-step scenario (two-step rows) and the fully automatic approach (fully autom. rows). The values in bold correspond to the best values of this comparison. The results from the fully manual approach, the upper bound for the rest of the approaches, are also shown. Like in the previous evaluations, this scenario too shows differences across texts. If we compare these results with the ones obtained when conducting the tests without any supervision, we note that in the current test the overall item difficulty value is closer to the desired value of 0.5 in the Earth (0.55) and Continents (0.62) texts. The only exception is the Bats text (0.73 in both cases). In fact, the differences between the test results are statistically significant except for the Bats text. Using the real-scenario test, the number of easy items decreases in the Earth and Continents texts, from 3 to 2 and from 3 to 0, respectively compared to the test without supervision. In contrast, in the Bats text it increases from 4 to 6. The number of difficult items increases for all the texts when comparing the results of the two-step scenario with those of the fully automatic scenario.
Item discrimination does not differ between the two evaluation methods for the Earth and Continents texts, but the number of items that discriminate negatively in the Bats text increased substantially in the qualitative test (from 0 to 6). This type of item is problematic, and the items need to be revised. In order to see whether the distractors are the cause, we also analysed the distractors.
For each MCQ exam, we analysed the number of selected distractors (Selected column in Table 7 ) and the number of functional distractors (Functional and Av. Func. columns in Table 7 ). As occurred with item discrimination, the percentage of selected distractors and functional distractors increased in comparison with the results of the fully automatic scenario, with the exception of the Bats text: 57.78 and 46.67 percent respectively in this new test, far from the values of 84.44 and 80.00 percent. In fact, after analysing the results based on the number of functional distractors contained by each item, we found that the higher the number of functional distractors in an item, the higher the item's discrimination power.
Analysis of Distractors Generated by Hand
Another way to measure the quality of the defined heuristics is to compare them with manually generated tests. In order to see how good and realistic the heuristics are, one expert manually created distractors for each text. He was asked to produce distractors that were semantically close to the target term, that is, to base his selection on semantic similarity.
One of the first analyses shows that some manually generated distractors match ones created by the system automatically. For example, in the Earth text, four distractors out of 12 are shared when generating distractors for monosemous target terms, and two distractors out of 30 are shared when generating distractors for polysemous target terms. In the other texts, the number of distractors in common is lower.
Overall, the manual method is better than any of the automatic methods, but the two-step scenario obtains similar results in terms of item difficulty. If we look at the number of easy and difficult items, the expert tended to create more balanced tests in terms of difficulty than the automatic methods (see Table 5 ), including the two-step scenario (see Table 7 ). However, if we only consider item difficulty, no such difference between the manual generation and the two-step scenario appears. In fact, the differences are not statistically significant and the results from the two-step scenario are comparable to the manually created items with the exception of the Bats text.
In terms of item discrimination, overall, the expert created more items with negative discrimination values. This may be due to the fact that the expert tended to create more difficult items so that the distractors of these items would be more attractive to the entire group of students.
With regard to the percentage of the selected distractors, the manual method obtained better results than the automatic methods in the Earth and Continents texts. However, the manual method tended to create less functional distractors, including when compared to the two-step scenario. While results obtained by testing each exam on a group of only 30 students cannot be deemed fully conclusive, it is nevertheless interesting to note that the automatic methods proposed in this study tend to create more functional distractors per item than manual design of items. By contrast, it seems that the human expert tended to create fewer functional distractors per item, but these functional distractors were selected by a higher number of students. Thus, we could say that the human expert creates more difficult items.
Another interesting result was observed with regard to the Earth and Continents texts. Their average item difficulty in the two-step scenario obtained the best results (the nearest to 0.5) for all PoS. Moreover, in some cases, even the fully automatic MCQs (Combination2) obtained better results than those manually created by the expert, as occurred with verbs in the Earth (0.5 difficulty) and Continents texts (0.68). This shows the difficulty of the task and also demonstrates that automatic methods can be a valuable aid for experts in the generation of items.
There was only an insignificant difference in the time the expert spent carrying out the two-step MCQ generation and the time he spent generating all the distractors manually. However, the system proposed distractors that experts might otherwise not have thought of. For instance, for the target term neguak (winter), the expert manually generated the distractors as udak (summer), udaberriak (spring) and udazkenak (autumn). In contrast, in the two-step scenario, even though he had the same candidate distractors, instead of selecting udak (summer), he selected urtaro euritsuak (rainy season). In general, a similar behaviour is observed when comparing the manually generated items with the ones created in the two-step scenario. The expert seems to create items of similar quality in both scenarios.
Results Summary
We have defined six heuristics which depend on the PoS and on the semantics of nouns. The results of the quantitative evaluation show that, overall, the Combination2 heuristic is the best overall strategy for producing distractors.
This heuristic applies LSA combined with ontological and morphological features for verbs and nouns that do not appear in WordNet, graph-based methods for monosemous nouns that appear in WordNet, and a combination of the corpus-based and graph-based approaches for polysemous nouns that appear in WordNet.
In our opinion, there are three reasons to claim that this heuristic is the best solution: first, it tends to get the best results in terms of average item difficulty and also generates the lowest number of easy items; second, compared to the other heuristics, students select the highest number of distractors in two out of four texts created with this heuristic; and third, it achieves average results for functional distractors.
When the expert selected the most appropriate distractors from a list of candidates, the distractors they picked were of better quality than those in the tests generated without any expert supervision.
In general, the tests generated by the expert obtained better results and contained more difficult items. In addition, the distractors generated by the expert attracted more students than the automatically generated ones. However, out of the selected distractors, the number of functional distractors tended to be lower than the number generated through automatic methods. This is not necessarily a weak approach, but we hypothesised that it is necessary to create three functional distractors in order to obtain good quality items. This aspect needs to be studied in more detail.
The item difficulty results prove that the items generated in a two-step generation scenario are similar to items that are manually generated. In fact, in some cases the two-step scenario obtained better results. However, the expert needed almost the same amount of time to complete the task in both set-ups.
All in all, studies on generating science tests using semantic similarity measures are a promising research line for the future.
CONCLUSIONS
In this study, ArikIturri was used to generate MCQs for a science vocabulary-learning scenario in a Basque educational environment. As a preliminary step, human experts selected science articles and identified the target terms to work with. These terms formed the starting point for ArikIturris generation of MCQs. Our work devoted special attention to the study of various corpus-based and graph-based semantic measures for generating the distractors. All in all, six heuristics were established and tested with secondary school students (13-14 year-olds) in the science domain.
The results show that there is no particular heuristic that outperforms the rest for all the texts. In general, the heuristic that applies different approaches based on the PoS and semantic features of the target term attained the best results. The texts selected to generate the MCQs influenced the results. This makes it difficult to draw clear conclusions about the heuristics. As future work, a more controlled selection of the texts might be of interest in order to find more concluding differences over the heuristics.
In a real scenario, the analysis of the automatically generated items should be a two-step process: a quantitative analysis followed by a qualitative analysis. The results confirm that these supervised tests are more favourable than tests generated without any supervision.
In one of the experiments, we took the analysis one step further in order to measure the quality of the heuristics. We asked an expert to manually generate the distractors, which we then compared with the automatically generated ones. Given the high degree of expertise of the human expert who took part in this process, it is not surprising that the items generated by the expert generally obtained better results in terms of difficulty, and created more demanding items. However, the expert tended to create fewer functional distractors than the automatic process. Finally, in some cases, we detected that ArikIturri provides experts with distractors they would not otherwise produce. The results also prove that the items generated in a two-step generation scenario were comparable to manually generated items in terms of difficulty.
As already noted, the expert who took part in these experiments had a high level of expertise in the task of creating didactic resources. As a consequence, the tests the expert generated have to be considered as an upper bound. Furthermore, the help offered by ArikIturri to this type of user may sometimes be limited. For instance, the time spent generating the distractors manually and the time spent generating the distractors with the help of our system did not vary for this expert. However, on the whole, teachers are usually less experienced in the creation of content. As a consequence, we believe that ArikIturri would be more helpful to them than to experts in the generation task. In order to confirm this assumption, we are planning new experiments with school teachers.
All of our research has focused on the evaluation of the system. However, the final goal of ArikIturri should be to produce items that assess students with respect to some particular competences. In accordance with this purpose, reliability and validity measures should be considered in future research.
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