In recent years, deep convolutional neural network (CNN) has achieved unprecedented success in image superresolution (SR) task. But the black-box nature of the neural network and due to its lack of transparency, it is hard to trust the outcome. In this regards, we introduce a Bayesian approach for uncertainty estimation in super-resolution network. We generate Monte Carlo (MC) samples from a posterior distribution by using batch mean and variance as a stochastic parameter in the batch-normalization layer during test time. Those MC samples not only reconstruct the image from its low-resolution counterpart but also provides a confidence map of reconstruction which will be very impactful for practical use. We also introduce a faster approach for estimating the uncertainty, and it can be useful for real-time applications. We validate our results using standard datasets for performance analysis and also for different domain-specific super-resolution task. We also estimate uncertainty quality using standard statistical metrics and also provides a qualitative evaluation of uncertainty for SR applications.
Introduction
Single image super-resolution (SISR) is an ill-posed low vision problem which generates high resolution (HR) image from a low resolution (LR) image. There is a possibility of making an infinite number of HR images which can be sub-sampled into the same LR image. Due to the advancement of deep learning techniques, the community has developed a state-of-the-art SISR network using deep neural architectures [38] . SR has a wide range of applications from surveillance and security [44] to medical imaging [30] and many more. Other than improving the perceptual quality of images for human interpretation, SISR helps to boost the performance of different automated machine learning or computer vision task [29] .
Uncertainty is a powerful tool for any prediction and reconstruction system. The confidence of the system's output will help to improve the decision-making process. It is a useful tool for any computer vision problem. We use the concept of uncertainty for image super-resolution. Deep learning based SISR techniques learns features from a dataset and features are dependent on the images of the dataset. But real-world pictures are completely different and contain more complex textures than the training set. Unseen texture during test time can create inappropriate reconstruction. Due to the black-box nature of deep learning models, it is almost impossible to know the limitation of models or trustability of reconstructed SR image which is further processed to other computer vision task. But we have witnessed that some artifacts, blurriness or distortions in an image can significantly degrade the performance of deep learning based models [22] . Some deformation in reconstructing LR facial image may lead to wrong output in a recognition system or any deformed reconstruction in tumor image may lead to the incorrect estimation of tumor size. Uncertainty in deep learning (DL) models have a transparent and robust effect in DL-based computer vision task.
Bayesian approaches in super-resolution not only provides the reconstructed HR image but also provides the posterior distribution of super-resolution. Recent progress in Bayesian deep learning approaches uses Monte Carlo samples that come from a posterior distribution via dropout [32] or batch-normalization [13] . Dropout during test time or stochastic batch mean-variance during testing helps to generate MC samples [8, 33] . Monte Carlo methods for deep learning model uncertainty estimation is successfully applied to classification, segmentation [16, 27] , camera relocalization [17] problems. Generally, the deep learning community does not use dropout in image reconstruction applications, but batch normalization is most common in SISR, denoising, etc. Therefore, we use batch-normalization uncertainty to analyze SISR uncertainty.
In this article, we propose a Bayesian approach to measure the quality of reconstructed HR images from down- image and the last one is a histopathology [21] image. The reconstructed image is with scaling factor ×4. We generate uncertainty map and reconstruct HR image using 25 MC samples. We observe model uncertainty in edges and geometrically complex regions like boundaries of nuclei in histopathology sample, and the gap between two buildings in the satellite image. We use the model trained on natural images to reconstruct the HR images of those different domain data without any domain adaptation.
sampled LR images. For this purpose, we add widely used batch-normalization layer in the super-resolution network, and it helps to generate Monte Carlo (MC) samples. These samples are different possible HR images from a single LR image. We use the mean of those HR images to get the reconstruction, and the variation between those HR images gives an idea about the uncertainty of reconstruction. We estimate the uncertainty of the reconstruction from those MC samples. We measure the quality of uncertainty using standard statistical metrics and observe the relation between reconstruction quality and uncertainty. We also propose a faster approach for generating MC samples and this faster approach can be extended to any other computer vision applications. In our method, we got MC samples in a single feed-forward, and due to this, it is useful in real-time applications.
Our contributions in this paper are as follows:
1. We use the standard approach of uncertainty estimation of DL models using batch-normalization. [42, 41, 43, 15] . SRCNN [5] first explored the convolutional neural network for establishing a non-linear mapping between interpolated LR images and its HR counterparts. It has achieved superior performance than other examplebased methods like nearest neighbor [6] , sparse representation [39] , neighborhood embedding [34] , etc. VDSR [18] proposed a deeper architecture and showed performance improves with the increase of network depth and converge faster using residual learning. After that different DL based approaches [19, 23, 43, 24] have been proposed and achieved state-of-the-art performance in the standard dataset. In our work, we used VDSR [18] architecture for uncertainty analysis as it is the first deep architecture for SISR.
Bayesian Uncertainty
Bayesian models are generally used to model uncertainty, and different approaches have been developed to adapt NNs to Bayesian reasoning like placing a prior distribution over parameters. Due to difficult in inferencing [7] of Bayesian neural networks (BNNs), some approaches [8, 33] have been taken to approximate BNNs. Bayesian deep learning approaches utilized MC samples generated via dropout [32] or batch normalization [13] to approximate posterior distribution. Dropout [32] can be treated as approximate Bayesian model as multiple predictions through trained model by sampling predictions using different dropout mask, and In case of batch-normalization [13] , stochastic parameters batch mean and batch variance are used to generate multiple predictions. [33] shows batchnormalized neural network can be approximated to the Bayesian model. We use a batch-normalized neural network for SISR as it is widely used in image reconstruction applications.
Proposed Method
We propose a Bayesian approach on SISR that produces high-resolution images along with a confidence map of reconstruction quality. In this regards, we discuss a short background of Bayesian inference in this section. After that, we define our network architecture and its modification for Bayesian approximation. We also present a faster and better approach to overcome the difficulties of estimating uncertainty in SISR applications. In the end, we discuss metrics to measure the quality of uncertainty.
Bayesian Inference
We estimate a probabilistic function F W (I) : I LR → I HR from a training set D = {Ĩ LR ,Ĩ HR } whereĨ LR = {Ĩ LR1 , ...,Ĩ LRn } are LR image set and its corresponding HR image setĨ HR = {Ĩ HR1 , ...,Ĩ HRn }. This function is approximated to generate most likely high-resolution image I HR from a low-resolution test image I LR . So the probabilistic estimation of HR test image is described as
where W is weight parameters of a function F W (I). We use variational inference to approximate Bayesian modeling. Most common approach is to learn approximate distribution of weights q θ (w) by minimizing the KullbackLeibler divergence KL(q θ (w) p(W |D)). This yields approximate distribution
In a batch-normalized neural network for Bayesian uncertainty estimation, model parameters are
Here
are stochastic parameters which are mean and variance of each layer. q θ (w) is a joint distribution of weights and stochastic parameters w. w i is mean and variance of i's sample and it need to be Independent and identically distributed random variables.
Network Architecture
In this paper, we use very deep super-resolution (VDSR) network [18] as a base architecture for an experimental purpose to analyze uncertainty. Our method is a generalized approach, and it can be extended to any other super-resolution network. We have used batch-normalization to measure uncertainty, but VDSR paper has not used batch-normalization (BN). So we introduce some changes in the main architecture. Our VDSR architecture has batch-normalization layer after each convolutional layer except the last layer, and no bias is used as batch-normalization normalizes the output. BN blocks are followed by convolution and ReLU non-linearity.
Bayesian VDSR for Uncertainty Estimation
We use batch-normalization [13] to estimate the uncertainty of super-resolution network. It is commonly used in deep networks to overcome the problem known as internal covariate shift. Random batch members are selected to estimate mini-batch statistics for training. We use this stochasticity to approximate Bayesian inference. This allows us to make a meaningful estimate of uncertainty, and it is termed as Monte Carlo Batch Normalization (MCBN) [33] . Generally running batch mean and batch variance are estimated in each batch normalization layer during training, but we use batch mean and variance both during training and testing. We have learnable model parameters which are optimized using gradient back-propagation during training and stochastic parameters like batch mean and variances help to generate MC samples from the posterior distribution of the model. We feed-forward a test image along with different training batch for multiple times, and due to stochasticity of batches, it creates various reconstructed HR images. We take mean of those MC samples to get estimated reconstruction and variance for getting uncertainty map.
Faster approach
The main drawback of Bayesian uncertainty estimation in the batch-normalized neural network is that we need to process test image with different random batches to generate MC samples and computation time increases exponentially with the increase of the number of samples in a single batch or spatial dimension of the batch. Another challenge is that in the case of SISR, test image size varies from thousands to millions of pixel. We can not make higher spatial batch size during training as it takes longer computation time. We train our model using small batch size due to the computational constraint. So we have to break larger images during testing for batch processing, and it can create a patchy effect in images. Due to this, we propose a different approach to generate MC samples in a single batch. After training, we estimate stochastic parameters w L of each layer using different random training batches as shown in Algorithm 1. We use the same batch shape during training and stochastic parameter estimation. These parameters in each batch-normalization layer are estimated for a batch, Input: training image set I Output: layer-wise batch mean and variance set w and like this, we create several stochastic parameters set for various batches. These stochastic parameters will be used during testing for generating MC samples. One stochastic parameter set generates one MC sample. During testing, we concatenate the same test image based on the required number of MC samples and in batch-normalization layer we normalize each image separately using different stochastic parameters as shown in Algorithm 2. Due to this, it produces various HR image as an MC samples which come from a posterior distribution learned from the training dataset. 
Uncertainty Quality Metrices
We evaluate quality of uncertainty using two standard statiscal metrices, Predictive Log Likelihood (PLL) and Continuous Ranked Probability Score (CRPS). Predictive Log Likelihood (PLL): Predictive Log Likelihood is a widely accepted metric for measuring the quality of uncertainty [4, 11, 33, 8] . For a probabilistic model F w (x | D), PLL of an LR image i LR and HR image i HR is defined as:
) is a predictive probability distribution function of i HR for an input i LR . There is no bound of PLL and it is maximized for perfect predition of HR image without any variance. Main property of this metric is that it does not make any assumptions about distribution but it is criticized for have effect of outlier on score [28] . Continuous Ranked Probability Score (CRPS): Continuous Ranked Probability Score [10] is generally used to estimate respective accuracy of two probabilistic models. It generalizes mean absolute error for probabilistic estimation. CRPS is defined as 
Experimental Results & Discussions
In this section, we discuss the datasets used in experimental purpose and training methodology. We also address the effect of the number of MC samples on performance and compare our faster MC sample generation approach with standard BN uncertainty estimation. In the end, we present our understanding of model uncertainty for SISR applications.
Datasets
We use DIV2K [2, 35] , a high-resolution, high-quality dataset for training purpose. Total 800 training images optimize trainable parameters of the SR network, and 100 validation images are to select the best parameter settings for testing. We analyze the network performance using five standard benchmark testing dataset namely Set5 [3] , Set14 [40] , BSD100 [25] , Urban100 [12] , and Manga109 [26] . We have also experimented on satellite images downloaded from [1] and histopathological images from MoNuSeg challenge dataset [21] . 
Training Details
We randomly extract 16 patches of size 64×64 from each HR and bicubic interpolated LR image during training for a batch update. We augment the patches by horizontal flip, vertical flip, and 90-degree rotation and randomly choose each augmentation with 50% probability. We normalize each input into [0, 1] before feeding to the network. We train each model for 1, 000 iterations which is equivalent to 0.8 million batch update. To ensure better convergence, we use trained model of scale factor ×2 as initialization for other scale factors. We use Xavier initialization [9] for initializing model of scaling factor 2. We train our model with PyTorch framework and update weights with Adam optimizer [20] . The learning rate is initialized to 10 −4 and reduced to half after every 400 iterations. We use mean-squared error to optimize model parameters. We extract 64 × 64 patches from high variance regions of validation images to choose the best model for testing. During testing, we clip the output between [0, 1] and map into an 8-bit unsigned integer format. For a fair comparison, we remove boundary pixels of each test image based on the scaling factor for image quality evaluation as described in vdsr paper [18] .
Performance Analysis 4.3.1 Number of MC Samples
We get a better estimate of uncertainty and reconstruction with the increase of the number of MC samples, but it also increases the inference time. So proper choice of the num- ber of MC samples required for the task from this tradeoff. The minimum number of MC samples should be capable enough to give a better reconstruction than batchnormalization without stochastic mean-variance and should also provide a stable uncertainty map. In the figure 2, we observe the changes of reconstruction and uncertainty quality against changes in the number of MC samples for 'Set5' dataset. The plot shows that SSIM and PSNR index increases with the increase of MC samples and later it settles to some stable values. In the case of PLL and CRPS, it converges to some stable value after initial unstable conditions. In our experiments, We use 5, 15, and 25 MC samples for testing.
Fast MC Sample Generation
We benchmark our faster approach with standard batchnormalized (BN) uncertainty estimation. The time required for generating MC samples in standard BN uncertainty [33] mainly depends on the size of the image in the dataset and the number of MC samples. We overcome these two difficulties. Our approach is much faster than conventional as shown in Table 1 . We consider 5 MC sample generation for an image using our method as a baseline and other values in the table exhibits how many times more GPU time required for inference. Our approach takes 14.28 times lesser execution time to generate 5 samples for an image of size 276 × 276.
Image Quality Analysis
We used structural similarity (SSIM) [37] and peak signalto-noise ratio (PSNR) metrics to measure the reconstruction quality. Table 2 shows the performance of Bayesian VDSR for different Monte Carlo samples. We observe an improvement of image quality with the increase of MC samples and it saturates gradually. In Table 3 , we also compared our bayesian VDSR and batch-normalized (BN) VDSR with standard deep learning based approaches like SRCNN [5] , VDSR [18] . Our training dataset, training procedure and no bias approach are different from VDSR paper. So we put our VDSR implementation in the and it contributes a significant boost in deep learning based super-resolution task.
Understanding Model Uncertainty
The Table 2 shows two standard uncertainty quality metrics PLL and CRPS for measuring uncertainty quality using different MC samples. We observe the value of PLL and CRPS are getting better (more stable) with the increase of MC samples due to the availability of larger samples it can estimate better mean and variance. Model uncertainty increases with the increase of scaling factor due to the higher shift of mean from actual value and higher variance in MC samples.
In Figure 3 shows 3 different images from a standard testing dataset and its reconstruction from LR image with the different scaling factor. Along with this it also shows uncertainty in reconstruction. In the first image, if we look on the English letters, we can see higher uncertainty in bor- der of each letter for scaling factor ×2, and as scaling factor increases it becomes difficult to reconstruct the characters perfectly for a DL models and uncertainty increases as we can see for scaling factor ×8, model shows uncertainty all over the characters. In the second image set of figure 3 , the reconstructed image with scaling factor ×2 does not show any uncertainty. But we observe there is uncertainty in the boundary of Japanese character and it increases gradually with the increase of scaling factor. Uncertainty is maximum for scaling factor ×8 as we can also see visually that sharp boundary in that character has been deformed in the reconstructed image. But in case of dotted texture in that image shows higher uncertainty for scaling factor ×3 and there is no uncertainty for scaling factor ×2 and ×8. It is due to perfect reconstruction for scaling factor ×2 but for scaling factor ×8, these texture has completely been abolished in original low LR image due to high downsampling, and the dotted region becomes continuous, and model upsampled that continuous texture. The last image set of Figure 3 shows the uncertainty in the edges of windows, and it increases with the increase of downsampling factor. In our understanding, we observe that if some texture is present in LR image and it is not reconstructed properly in HR image, those regions show higher uncertainty in the reconstruction. Mainly ambiguous regions, object boundaries, sharp regions or any deformed reconstruction generally receive higher uncertainty. This is very much helpful to further process those images for other computer vision task. Features coming from those uncertain regions in other computer vision task can be assigned lower importance, and it may improve performance.
For qualitative evaluation, we compare the average uncertainty with the quality of reconstruction. In Figure 4 , we use PSNR and perceptual loss [14] to measure the quality of reconstruction. We use features of relu2 2, relu3 3, and relu4 3 layer from popular VGG16 [31] model to calculate perceptual loss between HR image and reconstructed image. Perceptual loss increases with the increase of deformation in the reconstructed image and PSNR decreases with the increase of pixel-wise loss. We observe a strong relationship between uncertainty and image quality. PSNR decreases and perceptual loss increases with the rise in uncertainty.
Conclusion
In this article, we introduced a Bayesian approach to estimate uncertainty in batch normalized super-resolution network. Stochastic batch-normalization used during test time to generate multiple Monte Carlo samples and those samples are used to estimate uncertainty. We also propose a faster approach to produce Monte Carlo samples and measure uncertainty quality using standard statistical metrics. Our method is a generalized approach, and it can be applied to any image reconstruction techniques. We show Bayesian uncertainty provides the reliable measure of model uncertainty in SISR. We believe that uncertainty in image superresolution will improve the trustability of reconstructed output for deployment in the high-risk task.
