Computational morphological analysis comprises the development of measures (indicators) that describe different form attributes of a neuron and provides additional parameters for classification algorithms. Our work addressed the problem of small group sizes often encountered in neuromorphological and neurophysiological research, automated classification tasks (unsupervised learning) and introduced a new morphological measure: the wavelet statistical moment. We analysed cat α/Y , β/X and δ Golgi-stained retinal ganglion cells using six different shape features (circularity, 2 nd statistical moment and entropy of Gaussian blurred images, wavelet statistical moment, number of terminations and the fractal dimension). This allowed us to compare the sensitivity of the methods in uniquely describing morphological attributes of these cells.
Introduction
The characterisation of neuronal morphology of retinal ganglion cells plays a central role in understanding the interplay between form and function [25, 27, 34, 35, 38, 44] (see also the papers in a recent special issue of Network: Computation in Neural Systems, e.g. [14, 45, 48] ). Boycott & Wässle [4] proposed the α, β and γ cell types, the γ cell type containing possibly several subtypes such as the δ cell type. Kolb et al. [29] extended this to 23 types. Using functional properties, 16 physiological types, comprising the X, Y and W classes were proposed [9, 10, 39] (for a review see [31] ). Correspondence between morphological and physiological types has only been established for the α/Y and β/X groups using electrophysiological recording from, and histological examination of the same cells [34] . Many other physiological groups especially those belonging to the W cell class have no morphological equivalent. Many of the currently used measures such as dendritic tree size and descriptive parameters such as branching density, fail to clearly differentiate between cell types and require knowledge of eccentricity [4, 29] . Statistical analysis of morphometric measures in neuroscience applications present specific difficulties such as the rich and diverse variability in neuronal morphology, small number of sample cell images per class and the absence of widely accepted valid parameters to characterise neuronal morphology.
The methodology introduced in this paper and applied to the cat α/Y , β/X and δ retinal ganglion cells (RGCs) proposes solutions to these problems and, although the results have been obtained from retinal ganglion cells, we feel that the proposed methodology can be applied to other problems in neuronal morphology. A sample of cat retinal ganglion cells was used to investigate computational morphometric analysis for small data sets with large intragroup variation. This method measures different structural attributes of a cell and uses computational algorithms in order to classify these forms. Most studies have, so far, concentrated on cell and dendritic field size and density, Sholl diagrams, the fractal dimension and the bending energy [8, 19, 41, 47] (for a review see [48] ). Previous studies on automatic classification using cluster analysis or artificial neural networks have reported only preliminary results [8, 26] . Our morphological measures comprise circularity, 2 nd statistical moment and entropy of Gaussian blurred images, wavelet statistical moment, number of terminations and fractal dimension. These morphological measures have been adopted because they can quantify different aspects of dendritic complexity. Electrophysiologial measures have not been considered in this study because we were primarily interested in morphological aspects, though they can be easily incorporated as additional features for the unsupervised classifiers. We have developed an unsupervised classification framework using clustering algorithms to investigate which cells form coherent groups based on the six morphometric parameters above. In the present approach, we have investigated six hypotheses associated to six respective possible morphological classifications. Each hypothesis has been tested as a classification experiment (see Figure 1) , and the correct classification rate can be used as an indication of the validity of the hypothesis. The classification rate is obtained by averaging the results of all possible combinations of the six features using two different cluster algorithms. It is important to note that, by using combinations of the features and unsupervised classification we avoid the need of calculating statistical parameters (e.g. means and variances) from the samples, which are not reliable when the number of features increases and the sample size is small. 
Methods
Forty-eight cat retinal ganglion cells (RGCs) were selected from the literature. Cells from three different laboratories were used that were classified as α (17 cells), β (9 cells), Y (5 cells), X (10 cells) and δ (7 cells) [4, 17, 40, 43, 44, 49] .
Image acquisition
Camera lucida representations of RGCs from the literature were scanned into an iMac Power PC using a Microtec X12 flatbed scanner at 300 dpi. Images were processed using the public domain NIH Image program, developed at the U.S. National Institutes of Health and available on the Internet at http://rsb.info.nih.gov/nihimage/ [37] . The images have been normalized with respect to scale following the major axis normalization explained in [8] .
Morphometric measures
These six shape complexity measures were: circularity, 2 nd statistical moment and entropy of the blurred images histogram, 2 nd statistical moment of the wavelet transform, number of terminations, and the fractal dimension. The calculation of these morphometric measures is explained below. Following commonly adopted terminology in pattern classification, we refer to the morphometric measures as features, while a given set of features is called a feature vector [11] .
Shape circularity
Shape circularity is a dimensionless measure defined as c = P 2 A where P and A represent the perimeter and area, respectively. The circularity can be intuitively interpreted as a measure of how a given shape under analysis differs from a circle [11, 50] . The area has been estimated as the number of pixels comprising each cell in the image, while the perimeter as the number of internal boundary pixels of the cells contour.
Blurred histogram entropy and moment
Our original images were converted from binary images to grey-level images by convolution using a Gaussian filter. The histogram of a digital image provides a description of the grey-level frequency, ie. the probability of each grey-level occurring in that image [22] . The geometrical information can then be analysed from the histogram by allowing the image to undergo a filtering process where the output depends on a neighbourhood around each pixel in the original image [5] . In order to avoid images being embedded within windows of different size, which will influence the outcome of the histogram analysis, each neuron has been represented inside its Ferret box [11] , ie. the smallest rectangle parallel to the x− and y-axes that still fits the neuron. Each input image is then Gaussian filtered and the corresponding histogram is calculated. Let f (x, y) denote the input shape image and g a (x, y) = exp − • The entropy, defined as
• The statistical moment of order q, defined as
Both measures can be used to reflect shape complexity (for more details, refer to [5, 11] ).
Statistical Moments of Wavelet Coefficients
The wavelet transform is a mathematical tool that has been used in morphological studies of ganglion cells [8] . Instead of the 1D contour based approach of [8] , we explore a new 2D approach. The notation and definitions in this section follow [2] . The continuous wavelet transform (CWT) T ψ (b, θ, a)(x) of a neuron image f (x), with x = (x, y) is defined as:
where C ψ , ψ, b, θ and a denote the normalizing constant, analyzing wavelet, the displacement vector, the rotation angle and the dilation parameter, respectively, with ψ * denoting the complex conjugate. There are many different analysing wavelets that can be used in order to create a wavelet gradient, such as the Morlet and the Mexican hat wavelet [2] . In this paper, we have explored the first derivative of the Gaussian function [2] . Analogously to the blurred image case of the previous section, we have obtained the histogram p i from the modulus
for a fixed scale value of a. In our implementation,
has been Gaussian filtered prior to the histogram calculation in order to eliminate noise. We define the statistical moment of order q of M ψ [f ](b, a) as a shape complexity measure, being defined as
and adopted the second moment, ie. q = 2 because of its relation to the variance (thus measuring the spread of the histogram).
Number of neuronal terminations
An image analysis algorithm has automatically counted the number of dendritic terminations [22] . The algorithm input is a binary image containing the cell, which undergoes morphological dilation in order to reduce boundary noise that could lead to the detection of false terminations (see Figure 2 (a)). Then, the skeleton [11, 13] is taken from the dilated cell by morphological thinning (Figure 2(b) ). Small spurious noisy branches may still remain and are eliminated by morphological pruning. Finally, the terminations are found by applying the hit-and-miss transform with an appropriate set of structuring elements. The hit-and-miss transform is a commonly used mathematical morphology tool and more details about its implementation may be found at [21] . The detected terminations of the cell shown in Figure 2 (b) are shown in Figure 2 (c) and superposed to the cell in Figure 2 (d).
Fractal analysis
Fractal analysis is a useful measure to determine global characteristics of a cell's dendritic tree complexity. True fractals are not found in nature and our analysis did Rather, the dimension value was used as an indicator of the complexity of the dendritic tree, with a greater D indicating greater complexity of branching [19] . We used Image 1.62 and the NIH box-counting macro with additional iteration levels and rotation. D was estimated from the gradient of the regression line of the double logarithmic plot of size of image versus scale of measurement [25, 42] .
Statistical classification methodology

Classification methods
Each neuronal cell has been represented by a feature vector [18] , denoted as F, composed of a set of morphometric measures. Once all features have been calculated for all cells, the logarithm of each feature is taken and the features are normalised by normal transformation [11] . This normalisation is important because the features vary in magnitude with respect to each other, which would affect the distance calculation in the clustering algorithm. In order to assess the different morphometric measures with respect to the original morphological classification of the cells, unsupervised clustering [18, 46] has been applied to all possible combinations of the six morphological features. The general assessment framework consists of:
• Select a set of features and define the feature vector F for each cell;
• Find the clusters in the set of feature vectors of step 1;
• Assign a label to each cluster of step 2;
• Calculate the classification errors for each labelled cluster;
Each of the above steps are explained in detail below:
STEP 1: Select a set of features and define the feature vector F for each cell: There are no general rules for selecting the best features for a given pattern classification problem and feature selection algorithms have been developed in order to help solve this task for successful classification [23] . The experiments described in this paper involve assessing only 6 morphometric measures and thus the number of possible combinations of these measures was not prohibitively large, allowing all possibilities to be tried. Each cell has been represented by a feature vector, formed by a combination of some of the six morphometric measures above. There are 2 6 − 1 = 63 possible combinations, meaning that there are 63 possible feature vectors that can be considered.
STEP 2: Find the clusters in the set of feature vectors of the previous step: The experiments described in this paper have been carried out using the kmeans and the fuzzy k-means approach [18, 46] . Therefore, the resulting errors have been averaged from 63×2 = 126 classification procedures per experiment because we have tested each of the 63 possible feature vectors, as explained in the previous item, and 2 different clustering algorithms. It is important to note that different cluster algorithms may find different clusters from the data. The fact that the final errors of classification results are averaged from the individual results produced by the different clustering algorithms represents an attempt of minimizing such differences among the algorithms. It is worth emphasizing that this is a central point in this article. No single parameter can identify without error any single population of cells as defined by their functional features. That is why we analyzed the results produced by more than a single classifier using several sets of features to enable a more reliable classification.
STEP 3: Assigning a label to each cluster of step 2: The output of the clustering algorithm is a set of clusters containing samples from different original classes. In order to assign a label to a given cluster, we checked which class of retinal ganglion cell is more concentrated in the cluster. For instance, if a given cluster consists of 80% of feature vectors of class 1 and 20% of class 2, then this cluster is labelled .. 1 .. . In this case, we refer to it as cluster 1. In general, we refer to the cluster labelled i as cluster i.
STEP 4: Calculate the classification errors for each labelled cluster: Once each cluster has been labelled, the classification error per cluster can be calculated:
where N i is the number of elements that do not belong to class i but that have been grouped in cluster i; N is the total number of elements in cluster i. A potential problem with the error defined by Equation 2.1 must be solved. Due to typical small sample size in such neural cell classification experiments, borderline samples may lead to very different error rates depending on which side of the decision surface they lie (i.e. whether the classification is correct or not). For instance, suppose there is a cluster with two samples a and b from different classes and that a is near the decision surface defining the cluster. If this cluster is labelled as the class corresponding to b, the error rate would be 50%. Once a is near the decision surface, a small perturbation could lead to a being clustered in some other group. In this case, the only sample of the considered cluster would be b and the error rate would be 0%! To minimise the effect of small sample size on clustering errors we have generated 10 simulated samples for each original sample before the application of each classification algorithm. The simulated samples were randomly generated from a Gaussian distribution with mean equal to the each original sample a . Therefore, as we had a total of 48 neurons, the experiments were actually performed with 480 samples. The error defined by Equation 2.1 is calculated for each cluster. The resulting clusters may not completely agree if different feature sets and clustering algorithms are used. Because there is no general rule of which feature set or clustering algorithm is correct, we have calculated the error per cluster by using all possible combinations of the aforementioned shape features, and the two different clustering algorithms. The results allowed the estimation of error histograms per class and global error histogram, the latter being the union of the errors for all classes. From these results the average errors per cluster, as well as an average global error, have been obtained.
Classification experiments
The application of feature vectors and clustering algorithms allowed us to propose several morphological hypotheses, which can be tested to obtain the optimal separation of different retinal ganglion cell classes. Six classification experiments have been devised in order to verify the respective morphological hypotheses explained below. The hypothesis corresponding to the experiment with the smallest global error is most likely to be valid. Suppose we want to verify the hypothesis that α and Y cells form a single morphological group, while β and X cells form another morphological group distinct from the former. We have two morphological classes, namely class 1 = α/Y (i.e. all α and Y cells in the training set) and class 2 = β/X (i.e. all β and X cells in the training set), and apply the classification methods of Section 2.3.1. This leads to classification errors for class α/Y , for class β/X and a global error.
a Bittner et al. [3] have explored a similar approach of classifying random perturbations of the original samples in the context of gene expression clustering for skin cancer classification. Here a classification error for class α/Y means that a cell originally classified as α or as Y has been clustered with the cells of class β/X. A similar conclusion holds for the errors of the β/X cells. Clearly, the smaller the global classification error, the more valid is the morphological hypothesis and a higher correct classification rate for the classifiers would be expected. Six classification experiments have been performed, as indicated in the first column of Table 1 .
As previously discussed in Section 1, we have too few images from each class, which is a problem both for the clustering algorithms and for calculating error rates. Particularly, there are too few δ cells. This means that, if experiment 3 presents a small classification error, the result could be due to the fact that class 1 (ie.α/Y /β/Xcells) has many more samples than class 2 (ie. δ cells). If too few samples cluster together, we would have a high classification rate. In order to verify if such problem actually occurs, experiment 6 also tried a similar classification with class 1 with more samples than class 2, the latter corresponded to the β cells.
Experimental results
As an example of the feature spaces generated by the measures assessed in this paper, refer to Figure 3 , which shows a feature space of experiment 3 (class 1 = α/Y /β/X cells and class 2 = δ cells). Note that the two classes are well separated. The corresponding selected morphometric measures are indicated as labels for the respective axes. In order to quantify the information present in the above error histograms, some statistical measures have been obtained from them. Table 1 shows the obtained average global errors, as well as the error per class, for the 6 aforementioned experiments. As can be seen from these results, experiment 3 has led to the smallest classification errors, i.e. experiment 3 performs the best among the 6 hypotheses. This fact can also be seen from the visual analysis of the error histograms of Figure 4 (a)-(f).
Discussion
Computational morphological analysis has become more popular and accessible, as computers have become mainstream in scientific research. Fractal analysis, being a scale independent parameter, has been extensively used to quantify neuronal morphology [6, 20, 25, 27, 28, 30, 36] . However, fractal analysis identifies a global scaling exponent and is therefore not sensitive to small scale or large-scale characteristics. In addition, uncertainties in the methodology have prompted us to seek other objective measures of morphology [32, 33] . This paper has introduced several novel automated computational approaches to morphological analysis including an algorithm for detecting and counting the dendritic terminations, applied blurred image histograms to generate morphological measures and generalised this technique to a new one (wavelet coefficients histograms). Both histogram approaches are considered special cases of the convolution models. Costa & Consularo [12] , as well as Costa et al. [45] have shown that such convolution models provide an important approach to explaining areas of influence (or fields) of neuronal cells. Wavelet transforms provided additional information concerning the spatial distribution of the local scaling properties inherent in the image. The 2D wavelet transform has been originally applied for describing fractal aggregates in [1, 2] . The 2D wavelets present a more intense response at the image edges, which, in the present case, corresponded to the neuronal outline. Furthermore, because of the local support of the wavelets, the interaction between edges presented a direct influence on the wavelet responses. The wavelet coefficients M ψ [f ](b, a) can be thought of as measures of spatial coverage of the cell: the more the neuronal dendrites fill their surrounding area, the more the corresponding wavelet histogram will spread. The main difference to the blurred histogram algorithm is that the first derivatives of the Gaussian are used as wavelets and the contour outlines are analysed instead of the whole cell. Finally, it is worth noting that convolution models like the Gaussian convolution and the wavelets have an important role in modelling biophysical interactions between neuronal cells, representing a unified approach for explaining the interplay between form and function [12, 45] . This paper did not set out to add to the discussion of retinal cell classification but rather investigated additional morphometric parameters and automatic classification methodology that may be useful in describing and classifying neuronal cell morphology. The experimental results have shown that hypothesis 3 (α/β vs δ cells) that combined α with Y and β with X cells is the most plausible, separating δ-cells from the others. Nevertheless, it is worth noting that even this hypothesis presents an average error of 25%. This error rate can be attributed to 2 main factors. (1) the separation of δ-cells from the others (α, β, X, Y ) is not perfect, meaning that some cells are misclassified, due to the similarity of α to δ cells; and (2) it is important to note that this error is calculated as an average of many combinations of the shape features used to classify the cells. As discussed in section 2.3.1, there is no general methodology to automatically select the correct features for a given classification experiment. Some combinations of morphological measures can be considered to be "bad" and lead to classification errors. This is can be viewed from the classification histograms which show that, for some experiments, the error rates are quite high. Nevertheless, it should be borne in mind that all combinations are taken into account, i.e. both good and bad combinations. This is actually a nice quality of the introduced methodology in order to leave it more independent of drawing conclusions from a specific good or bad feature set. Clearly, this argument could be applied to all hypotheses and a more careful analysis of the error histograms in Figure 4 is required. The error histogram associated to hypothesis 3 (Figure 4(c) ) showed that many of the combinations of morphological measures (shape feature combinations) led to very small error rates (10% and 20%).
Of interest to note is that in experiment 1, the wavelet statistical moment and entropy features differentiated between α and β cells, whereas the fractal dimension did not (results not shown). In previous work Jelinek and collaborators have argued that the similarity of the fractal dimensions between the α and β cells is due to their shared physiological characteristic of being brisk responders [39] . However, these cell types differ in relation to summation properties across their dendritic tree, which is reflected by the wavelet statistical moment. In addition the classification algorithm used here differentiated between α and β cells irrespective of eccentricity. This is of interest as β cells, unlike α cells undergo restructuring as they move further away from the area centralis. In experiment 2, the wavelet statistical moment and to a lesser extent entropy, where α/Y , β/X and δ cells were compared, showed some superposition of δ cells with α/Y but nearly none with the β/X (one cell only). This corroborates previously suggested similarities between α and δ cells [4] .
There have been previous studies addressing computational morphology and unsupervised classification [8, 48] . Cesar & Costa [8] have described the application of two contour-based morphological multiscale measures (the bending energy and the wavelet energy) and compared them to Fourier-based shape descriptors to classifying α-and β-like cells. The multiscale measures have shown to be superior. Similarly, [48] described a comprehensive set of shape measures and two clustering strategies to classify ganglion cells from the salamander retina.
The final classification results in these previous papers were obtained by human visual inspection of the output of some standard clustering algorithm (normally, the hierarchical linkage and its variations, like the simple, the complete and Ward's method [46] ). The classification methodology developed and applied in the present paper however, concentrated instead on issues associated with the automatic classification phase and subsequent quantitative analysis. We addressed (i) selection of the morphological measures, (ii) automatic comparison between morphological groups previously defined by neuroscientists and those found by clustering algorithms, (iii) definition of error measures and (iv) dealing with small sample sizes. Solutions discussed here for the classification methodology aimed at increasing its reliability. Particularly, a difficult problem arises because of the small sample sizes, which is often the case with respect to neuronal morphometrics. This has been circumvented as the error measures have been calculated using increased population samples. The fact that the present approach leads to error histograms reflecting many morphological combinations and different clustering algorithms allows a richer analysis of the classification hypotheses. For instance, the error histogram of Figure 4 (c) shows that many of these combinations led to small classification errors, thus increasing our confidence on the respective hypothesis. Future work in our laboratory is concentrating on identifying other scale independent characteristics that could be used in this kind of experiments, as well as applying it to other types of neuronal cells.
Our work will aid the understanding of dendritic integration as it has identified novel morphological parameters such as 2nd statistical moment and wavelet statistical moment in addition to traditional parameters such as length, circularity and fractal dimension that differentiated between the groups of cells analysed here. The 2nd statistical moment can be viewed as a measure of the area of influence each point along the dendritic tree has with respect to its surround. The results suggest several aspects important in dendritic integration of information: 1) area of influence can be seen as measure of synaptic contacts, 2) circularity can be indicative of whether the cell has some orientation or direction selectivity and 3) classification of cells into categories with respect to morphology or physiology benefits from additional information that can clarify whether cells are all part of one class and whether within this class subtypes exist. This is the case for α and β cells that are all brisk responders but differ in whether their brisk response is tonic or sustained.
Concluding remarks
The method for analysis of morphological parameters associated with cat retinal ganglion cells performed well for all different cat retinal ganglion cells, which have been acquired from different sources. This fact means that the method has shown to be robust to images produced in distinct conditions (researchers, laboratories and time). Clearly, it can be applied to many other neuronal cell image analysis situations. The results also indicated the necessity to use several morphological descriptors which are sensitive to different morphological characteristics that may be related to different function. Among the vast number of features available to characterize shapes, the features used in the present work were chosen for they are judged to be in conformity with approved usage by vision computer community and widely accepted. Although the a priori knowledge about samples real classes might suggest supervised classifiers usage advisable, one should remember that supervised classifiers presume the existence of a training set. Therefore, we should split out our already small samples set into 2 subsets, one of them devoted to the training step, thus turning our samples set even smaller afterwards. In addition, clustering algorithms were chosen so as to maximize the similarity among samples within same classes and minimize the similarity among samples in different classes [11] . The main advantages of using the statistical moments of the wavelet coefficients as a shape complexity measure lie on the mathematical and algorithmic properties of the wavelet transform. Furthermore, it represents a 2D alternative to the 1D contourbased wavelet energy used to classify neuronal cells in [8] . Most importantly it provides an objective means of differentiating between α and β cells in the peripheral retina without knowledge of eccentricity and therefore suggests that these cells differ in an intrinsic morphological feature. Nevertheless, it is more difficult to numerically assess its performance as a complexity measure compared to the analysis of the termination detection method, because "complexity" is itself a subjective concept. In order to achieve such analysis, comparative and properly defined shape classification experiments such as those reported in [7] should be carried out using the wavelet moments as features. This remains to be done as future work.
