Inf-sup stability of the trace P2-P1 Taylor-Hood elements for surface
  PDEs by Olshanskii, Maxim A. et al.
INF-SUP STABILITY OF THE TRACE P2–P1 TAYLOR–HOOD
ELEMENTS FOR SURFACE PDEs
MAXIM A. OLSHANSKII∗, ARNOLD REUSKEN† , AND ALEXANDER ZHILIAKOV‡
Abstract. The paper studies a geometrically unfitted finite element method (FEM), known as
trace FEM or cut FEM, for the numerical solution of the Stokes system posed on a closed smooth
surface. A trace FEM based on standard Taylor–Hood (continuous P2–P1) bulk elements is proposed.
A so-called volume normal derivative stabilization, known from the literature on trace FEM, is an
essential ingredient of this method. The key result proved in the paper is an inf-sup stability of
the trace P2–P1 finite element pair, with the stability constant uniformly bounded with respect
to the discretization parameter and the position of the surface in the bulk mesh. Optimal order
convergence of a consistent variant of the finite element method follows from this new stability
result and interpolation properties of the trace FEM. Properties of the method are illustrated with
numerical examples.
Key words. Surface Stokes problem; Trace finite element method; Taylor–Hood elements;
Material surfaces; Fluidic membranes
1. Introduction. Surface fluid equations arise in continuum models of thin flu-
idic layers such as liquid films and plasma membranes. The Euler and the Navier–
Stokes equations posed on manifolds is also a classical topic of analysis [10, 38, 37, 1,
25]. The literature on numerical analysis or numerical simulations of fluid systems on
manifolds, however, is still rather scarce; see [26, 3, 34, 33, 35, 12, 27, 31] for recent
contributions. Among those papers only [27, 31] addressed an unfitted finite element
method for the surface Stokes and the surface Navier–Stokes systems. The choice of
the geometrically unfitted discretization (instead of the fitted surface FEM based on
direct triangulation of surfaces) is motivated by the numerical modelling of deformable
material interfaces. For interfaces featuring lateral fluidity this leads to systems of
PDEs posed on evolving surfaces Γ(t) [2, 24, 20], for which unfitted discretizations
have certain attractive properties concerning flexibility (no remeshing) and robust-
ness (w.r.t. handling of strong deformations and topological transitions). The Stokes
problem on a steady surface arises as an auxiliary problem in such simulations, if one
splits the system into (coupled) equations for radial and tangential motions [20]. In
the literature such unfitted methods are trace FEM [28] or cut FEM [6].
The P2–P1 continuous Taylor–Hood element is one of the most popular FE pairs
for incompressible fluid flow problems. Surface variants of this pair have been used
for surface Navier-Stokes equations in the recent papers [35, 12]. In those papers the
fitted surface FE approach is used. There is no literature in which surface variants
of the Taylor–Hood elements are studied in the context of unfitted discretizations.
Furthermore, there is no literature in which rigorous stability or error analysis of
surface variants of Taylor–Hood elements is presented.
In this paper we propose a surface variant of the Taylor–Hood element for an
unfitted discerization of the surface Stokes problem. It turns out that a particular
stabilization technique is essential, cf. below. A second main topic of the paper is
a rigorous analysis of this method. We show that the P2–P1 trace FEM that we
propose is stable and has optimal order convergence in the surface H1 and L2 norms
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for velocity and the surface L2-norm for pressure. The key result proved in section 4 is
the uniform inf-sup stability property for the trace spaces of P2–P1 elements. Hence,
this paper contains the first optimal rigorous error bounds for a surface Stokes problem
discretized using a surface variant of the Taylor–Hood pair.
It is standard for trace/cut FEM to add volumetric consistent stabilization terms
to improve algebraic properties of algebraic systems, which results for the natural
choice of basis functions corresponding to the bulk nodal basis. Here we use the
volume normal stabilization [8, 14] for this purpose. It turns out that this stabilization
(for pressure) is also crucial for the central inf-sup stability result. Numerical results
demonstrate that our analysis is sharp in the sense that the discretization without
this stabilization is not inf-sup stable.
The remainder of the paper is organized as follows. In section 2 we collect neces-
sary notations of tangential differential calculus and recall the mathematical model.
Section 3 introduces the finite element method. The main theoretical result of the
paper on inf-sup stability of trace P2–P1 element is proved in section 4; see The-
orem 4.6. Section 5 proceeds with the error analysis of the finite element method.
Results of numerical experiments, which illustrate relevant properties of the proposed
discretization method, are presented in Section 6. Conclusions are given in the closing
section 7.
2. Mathematical model. In this section we recall the system of surface Stokes
equations, which models the slow tangential motion of a surface fluid in a state of
geometric equilibrium. For the purpose of further numerical analysis, it is convenient
to formulate the problem in terms of tangential calculus. For derivations and further
properties of fluid equations on manifolds see [37, 1, 25] (for equations written in
intrinsic variables) and [2, 24, 20] (for formulations using tangential calculus).
We consider a closed smooth surface Γ ⊂ R3 with the outward-pointing normal
field n and a (sufficiently small) three-dimensional neighborhood O(Γ). For a scalar
function p : Γ→ R or a vector function u : Γ→ R3 we assume any smooth extension
pe : O(Γ) → R, ue : O(Γ) → R3 of p and u from Γ to its neighborhood O(Γ). For
example, one can think of extending p and u with constant values along the normal.
The surface gradient and covariant derivatives on Γ are then defined as ∇Γp := P∇pe
and ∇Γu := P∇ueP, with P := I−nnT the orthogonal projection onto the tangential
plane (at x ∈ Γ). The definitions of surface gradient and covariant derivatives are
independent of a particular smooth extension of p and u off Γ. The surface rate-of-
strain tensor [15] on Γ is given by
Es(u) :=
1
2
P
(∇ue + (∇ue)T )P = 1
2
(∇Γu +∇ΓuT ). (2.1)
The surface divergence operators for a vector v : Γ→ R3 and a tensor A : Γ→ R3×3
are defined as
divΓv := tr(∇Γv), divΓA :=
(
divΓ(e
T
1 A), divΓ(e
T
2 A), divΓ(e
T
3 A)
)T
,
with ei the ith basis vector in R3.
The surface Stokes problem reads: For a given tangential force vector f ∈ L2(Γ)3,
i.e. f · n = 0 holds, and source term g ∈ L2(Γ), with ∫
Γ
g ds = 0, find a tangential
fluid vector field u : Γ → R3, u · n = 0, and a surface fluid pressure p : Γ → R such
that
−2 P divΓ(Es(u)) + αu +∇Γp = f on Γ, (2.2)
divΓu = g on Γ, (2.3)
2
where α ≥ 0 is a real parameter. The steady surface Stokes problem corresponds to
α = 0, while α > 0 leads to a generalized surface Stokes problem, which results from
an implicit time integration applied to the time dependent equations. The body force
f models exterior forces, such as a gravity force, and tangential stresses exerted by an
ambient medium. The source term g is non-zero, for example, if (2.2)–(2.3) is used as
an auxiliary problem for the modeling of evolving fluidic interfaces. In that case, the
inextensibility condition reads divΓuT = −uNκ, where κ is the mean curvature and
uN is the normal component of the velocity. Here and further in the paper, we use
the decomposition of a general vector field into tangential and normal components:
u = uT + uNn, uT · n = 0. (2.4)
For the derivation of the Navier–Stokes equations for evolving fluidic interfaces see,
e.g., [20].
As common for models of incompressible fluids, the pressure field is defined up
to a hydrostatic mode. For α = 0 all tangentially rigid surface fluid motions, i.e.
satisfying Es(u) = 0, are in the kernel of the differential operators at the left-hand
side of eq. (2.2). Integration by parts implies the consistency condition for the right-
hand side of eq. (2.2):∫
Γ
f · v ds = 0 for all smooth tangential vector fields v s.t. Es(v) = 0. (2.5)
This condition is necessary for the well-posedness of problem (2.2)–(2.3) when α = 0.
In the literature a tangential vector field v on Γ satisfying Es(v) = 0 is known as
a Killing vector field. For a smooth two-dimensional Riemannian manifold, Killing
vector fields form a Lie algebra of dimension at most 3 (cf., e.g., Proposition III.6.5
in [36]) and the corresponding subspace plays an important role in the analysis of the
surface fluid equations, cf. [31]. It is reasonable to assume (see [27, Remark 2.1])
that either no non-trivial Killing vector field exists on Γ or α > 0. For the purpose of
this paper, which focuses on stability properties of certain surface finite elements, we
assume α = 1. The results that are obtained also hold (with minor modifications) for
the case α = 0.
For the weak formulation of the surface Stokes problem (2.2)–(2.3), we need the
vector Sobolev space V := H1(Γ)3 equipped with the norm
‖v‖1 :=
(
‖v‖2L2(Γ) + ‖(∇ve)P‖2L2(Γ)
) 1
2
(2.6)
and its subspace of tangential vector fields
VT := {v ∈ V : v · n = 0 }. (2.7)
For v ∈ V we will use the orthogonal decomposition into tangential and normal parts
as in (2.4). We define L20(Γ) := { p ∈ L2(Γ) :
∫
Γ
pds = 0 }.
Consider the continuous bilinear forms (with A : B := tr
(
ABT
)
for A,B ∈ R3×3)
a(u,v) :=
∫
Γ
(2Es(u) : Es(v) + u · v) ds, u,v ∈ V, (2.8)
bT (v, p) := −
∫
Γ
p divΓvT ds, v ∈ V, p ∈ L2(Γ). (2.9)
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Note that in the definition of bT (v, p) only the tangential component of v is used, i.e.,
bT (v, p) = bT (vT , p) for all v ∈ V, p ∈ L2(Γ). This property motivates the notation
bT (·, ·) instead of b(·, ·). If p is from H1(Γ), then integration by parts yields
bT (v, p) =
∫
Γ
vT · ∇Γp ds =
∫
Γ
v · ∇Γp ds. (2.10)
The weak formulation of the surface Stokes problem (2.2)–(2.3) reads: Find
(uT , p) ∈ VT × L20(Γ) such that
a(uT ,vT ) + bT (vT , p) = (f ,vT ) for all vT ∈ VT , (2.11)
bT (uT , q) = (−g, q) for all q ∈ L2(Γ). (2.12)
Here (·, ·) denotes the L2 scalar product on Γ. The following surface Korn inequality
and inf-sup property were derived in [20, result (4.8) and Lemma 4.2]: Assuming Γ is
C2 smooth and compact, there exist cK > 0 and c0 > 0 such that
‖vT ‖L2(Γ) + ‖Es(vT )‖L2(Γ) ≥ cK‖vT ‖1 for all vT ∈ VT , (2.13)
and
sup
vT∈VT
bT (vT , p)
‖vT ‖1 ≥ c0‖p‖L2(Γ) for all p ∈ L
2
0(Γ). (2.14)
The equations (2.13) and (2.14) guarantee the coercivity and inf-sup stability of the
bilinear forms a(·, ·) and bT (·, ·), respectively. This, in turn, implies the well-posedness
of the weak formulation (2.11)–(2.12). The unique solution of (2.11)–(2.12) is denoted
by (u∗T , p
∗).
For the discrete surface Stokes problem the situation is similar to the planar case
in the following sense: While the coercivity of the finite element velocity form follows
immediately from the analogous property of the original formulation, the inf-sup
stability of the b-form for a given pair of finite element spaces is a delicate question.
Here we address this question for the unfitted (trace) variant of the P2–P1 Taylor–
Hood elements. First we introduce the finite element discretization of (2.2)–(2.3).
3. Finite element discretization. We apply an unfitted finite element method,
the trace FEM [28], for the discretization of (2.2)–(2.3). This method uses a surface-
independent ambient (bulk) mesh of an immersed manifold to discretize a PDE. To
formulate the method, consider a fixed polygonal domain Ω ⊂ R3 that strictly con-
tains Γ. Assume a family of shape regular tetrahedral triangulations {Th}h>0 of Ω.
The subset of tetrahedra that have a nonzero intersection with Γ is collected in the
set denoted by T Γh . Tetrahedra from T Γh form our active computational mesh. For
hT := diam(T ) we denote h := maxT∈T Γh hT . In the numerical section we denote the
typical meshsize of T Γh by h. For the analysis of the method, we assume {T Γh }h>0 to
be quasi-uniform: h/minT∈T Γh hT ≤ C, with a constant C independent of h.
The domain formed by all tetrahedra in T Γh is denoted by ΩΓh := int(∪T∈T Γh T ).
On T Γh we use standard finite element spaces of continuous functions, which are poly-
nomials of degree k on each tetrahedron. These so-called bulk finite element spaces
are denoted by V kh ,
V kh = {v ∈ C(ΩΓh) : v ∈ Pk(T ) ∀ T ∈ T Γh }. (3.1)
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Our bulk velocity and pressure finite element spaces are Taylor–Hood elements on
ΩΓh:
Uh := (V
k+1
h )
3, Qh := V
k
h ∩ L20(Γ), k ≥ 1. (3.2)
In the trace finite element method formulated below, traces of functions from Uh and
Qh on Γ are used to discretize the surface Stokes system.
Assumption 3.1. We assume that integrals over Γ can be computed exactly, i.e.
we do not consider geometry errors.
In practice Γ has to be approximated by a (sufficiently accurate) approximation
Γh ≈ Γ in such a way that integrals over Γh can be computed accurately and efficiently,
cf. Remark 3.1.
Remark 3.1. For the Pk+1–Pk Taylor–Hood pair the optimal rate of conver-
gence for velocity (in the L2 norm) is O(hk+2). A piecewise planar approximation
Γh ≈ Γ leads to an O(h2) geometric error and a suboptimal discretization error. To
overcome this, for the trace FEM a general higher order technique, based on a para-
metric mapping of the domain ΩΓh, has been developed [13]. This approach can be
directly applied to the Taylor–Hood spaces, cf. [21]. To avoid further technical issues
related to the analysis of the parametric mapping, in this paper we do not study these
isoparametric Taylor–Hood spaces. Instead we use Assumption 3.1 and analyze the
spaces (3.2). Numerical results from [21] suggest that the stability properties of the
trace spaces corresponding to the pair (3.2), which is the focus of this paper, and
of the parametric variant of this pair are essentially the same. We expect that the
analysis of the current paper can be also extended to the isoparametric setting.
There are two important issues specifically related to the fact that we consider a sur-
face Stokes system. Firstly, the numerical treatment of the tangentiality condition
u · n = 0 on Γ. Enforcing the tangentiality condition uh · n = 0 on Γ for polynomial
functions uh ∈ Uh is inconvenient and may lead to locking (only uh = 0 satisfies
it). Following [18, 19, 20, 35, 27] we add a penalty term to the weak formulation
to enforce the tangential constraint weakly. The second issue is related to possible
small cuts of tetrahedra from T Γh by the surface. For the standard choice of finite
element basis functions this may lead to poorly conditioned algebraic systems. The
algebraic stability is recovered by adding certain volumetric terms to the finite element
formulation.
Hence, the bilinear forms that we use in the discretization method contain terms
related to algebraic stability and a penalty term. We introduce the following bilinear
forms:
Ah(u,v) :=
∫
Γ
(2Es(u) : Es(v) + u · v + τ uN vN ) ds
+ ρu
∫
ΩΓh
([∇u] n) · ([∇v] n) dx,
sh(p, q) := ρp
∫
ΩΓh
(n · ∇p)(n · ∇q) dx,
(3.3)
with the penalty parameter τ ≥ 0 and two stabilization parameters ρp ≥ 0 and
ρu ≥ 0. In practice the (exact) normal n used in the bilinear forms Ah(·, ·) and sh(·, ·)
is replaced by a sufficiently accurate approximation.
The trace finite element method reads as follows: Find (uh, ph) ∈ Uh ×Qh such
5
that
Ah(uh,vh) + bT (vh, ph) = (f ,vh) for all vh ∈ Uh,
bT (uh, qh)− sh(ph, qh) = (−g, qh) for all qh ∈ Qh.
(3.4)
We allow the following ranges of parameters:
τ = cτh
−2, ρp = cph, ρu ∈ [cuh,Cuh−1]. (3.5)
Here h is the characteristic mesh size of the background tetrahedral mesh, while cτ ,
cp, cu, Cu are strictly positive constants independent of h and of how Γ cuts through
the background mesh. The volumetric term in the definition of Ah is the so called
volume normal derivative stabilization first introduced in [8, 14] in the context of
trace FEM for the scalar Laplace–Beltrami problem on a surface. The term vanishes
for the strong solution u of (2.2)–(2.3), since one can always assume an extension of
u off the surface that is constant in normal direction, hence [∇u] n = 0 on ΩΓh. As
mentioned above, the purpose of adding the integrals over the strip ΩΓh is to improve
the condition number of the resulting algebraic systems. Consistency analysis yields
the condition ρu ≤ Cuh−1. While adding the volumetric stabilization for velocity is
not essential for stability of the finite element method (only for algebraic conditioning),
we shall see that in the context of mixed trace FEM, the pressure volumetric term
with ρp ≥ cph turns out to be crucial also for good stability properties of the finite
element discretization method. In view of (optimal) consistency we take ρp = cph.
Stability and error analysis suggest τ = cτh
−2, the choice used throughout the paper.
Remark 3.2 (Consistency). The discrete problem (3.4) is not consistent: (3.4)
is not satisfied with (uh, ph) replaced by the true solution (u
∗, p∗) extended with
constant values along the normal. Indeed, the velocity finite element space is not a
subspace of VT and for the surface rate-of-strain tensor of a vector function v ∈ Uh,
we have
Es(v) = Es(vT ) + vNH,
where the term containing the Weingarten map H := ∇n causes an inconsistency.
This inconsistency is removed if instead of Ah(·, ·) one uses the bilinear form
A˜h(u,v) :=
∫
Γ
(
2(Es(u)− uNH) : (Es(v)− vNH) + u · v + τ uN vN
)
ds
+ ρu
∫
ΩΓh
([∇u] n) · ([∇v] n) dx.
(3.6)
The consistency properties of the bilinear forms Ah(·, ·) in (3.3) and A˜h(·, ·) in (3.6)
are analyzed in [22]. In the stability analysis below we use Ah(·, ·), but all results also
apply to A˜h(·, ·), due to the equivalence (for h sufficiently small, implying τ sufficiently
large):
1
2
Ah(v,v) ≤ A˜h(v,v) ≤ 2Ah(v,v) for all v ∈ Uh. (3.7)
4. Stability analysis of trace Taylor–Hood elements. It is natural to study
the stability of the finite element method (3.4) using the following problem-dependent
norms in Uh and Qh:
‖v‖A = Ah(v,v) 12 , ‖q‖h =
(
‖q‖2L2(Γ) + sh(q, q)
) 1
2
. (4.1)
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Functionals in (4.1) indeed define norms on Uh and Qh thanks to the included volu-
metric terms (i.e. they define the norms not only on the trace spaces, but also on the
spaces of bulk FE functions on ΩΓh). In particular, the following holds (cf. Lemma 7.4
from [13]):
h−
1
2 ‖v‖L2(ΩΓh) ≤ C‖v‖A and h
− 12 ‖q‖L2(ΩΓh) ≤ C‖q‖h ∀ v ∈ Uh, q ∈ Qh, (4.2)
with a constant C independent of h and the position of Γ in the mesh.
We immediately see that the forms bT (·, ·) and sh(·, ·) are continuous and the form
Ah(·, ·) is both coercive and continuous with corresponding constants independent of
h and the position of Γ in the mesh. Then, it is a textbook result (see, e.g., [11]
or [16, section 5] for the case of sh 6= 0) that the finite element formulation (3.4) is
well-posed in the product norm (‖ · ‖2A + ‖ · ‖2h)
1
2 , provided the following holds: There
exists c0 > 0 independent of h and the position of Γ in the mesh such that
c0‖q‖h ≤ sup
v∈Uh
bT (v, q)
‖v‖A + sh(q, q)
1
2 ∀ q ∈ Qh. (4.3)
We call this the inf-sup stability condition. Proving that this inf-sup stability condition
is satisfied for trace Taylor–Hood elements is the main topic of the paper and the
subject of this section.
Remark 4.1 (Cond. (4.3) is FE counterpart of (2.14)). Let us take a closer look
at condition (4.3), which we need for the well-posedness of the trace FEM (3.4). For
the norm on the left-hand side the inequality ‖q‖h ≥ ‖q‖L2(Γ) trivially holds. Thanks
to the Korn inequality (2.13) and (3.7), for the norm in the denominator we have the
estimate c‖v‖A ≥ ‖vT ‖1 for all v ∈ Uh. Therefore, (4.3) yields
cˆ0‖q‖L2(Γ) ≤ sup
v∈Uh
bT (v, q)
‖vT ‖1 + sh(q, q)
1
2 ∀ q ∈ Qh,
with cˆ0 > 0. The latter bound resembles (2.14) for finite element spaces up to the
term sh(q, q)
1
2 , which depends on the normal derivative of q over the tetrahedra cut
by Γ.
Remark 4.2 (sh(·, ·) vs. common “pressure-stabilization”). In the finite ele-
ments analysis of the standard planar Stokes problem, it is common to add pressure
stabilization in mixed finite element methods that do not satisfy the LBB condition,
such as equal-order elements; see, e.g., [23]. Such a stabilization also results in an ad-
ditional bilinear (ph, qh)-form in the finite element formulation. There is, however, an
essential difference between such standard stabilizations of equal-order (or other LBB-
unstable) finite element pairs and the volumetric normal pressure stabilization added
in (3.4). For manifolds, such a standard pressure stabilization would mean the penal-
ization of the tangential variation of ph, while sh(ph, qh) defined in (3.3) imposes a
constraint on the normal behaviour of ph. For example, for the surface case the classi-
cal Brezzi–Pitka¨ranta stabilization [5] is given by stangh (p, q) = ρp
∫
Γ
∇Γp·∇Γq ds, with
ρp = O(h
2), or in the form of a volumetric integral by stangh (p, q) = ρp
∫
ΩΓh
∇Γp·∇Γq dx,
with ρp as in (3.5). Combined with the normal volume stabilization sh(·, ·), cf. (3.3),
one obtains a full pressure gradient stabilization of the form
sfullh (p, q) = ρp
∫
ΩΓh
∇p · ∇q dx. (4.4)
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This full pressure gradient stabilization has been used and analyzed in [27] with P1–P1
trace finite elements for the surface Stokes problem. Of course, sfullh (p, q) would also
make the P2–P1 trace FEM stable; however, due to a larger consistency error such a
method does not have an optimal order discretization error. Numerical experiments
(see section 6) show that our stability analysis presented below is sharp in the following
sense: From the computed optimal constants c0 in (4.3) we conclude that (i) for P2–
P1 trace FEM the discretization (3.4) is unstable for sh(p, q) = 0, but becomes stable
with only the normal volume stabilization sh(p, q) as in (3.3); while (ii) for P1–P1
trace FEM the discretization (3.4) is unstable for both sh(p, q) = 0 and sh(p, q) as in
(3.3), and the full-gradient stabilization sfullh (p, q) makes it stable.
We outline the structure of our analysis for proving the inf-sup stability condi-
tion (4.3). In section 4.1 we present equivalent formulations of the inf-sup stability
condition. One of these formulations essentially follows from the so-called “Verfu¨rth’s
trick”, which is well-known in the stability analysis of mixed finite element pairs [39].
Based on this, another equivalent formulation is derived that uses the notion of reg-
ular elements, which is known in the literature on trace FEM [7, 9]. The derivation
of the latter equivalent formulation is based on a key new result (“neighborhood esti-
mate”) which essentially states that for finite element functions the L2 norm on any
element T ∈ T Γh can be controlled by the L2 norm on a neighboring regular element
and the L2 norm of the normal derivative (i.e., normal to the surface) in a small
neighborhood. This result may be useful also in other analyses of trace finite element
methods. A proof of this neighborhood estimate is given in a separate section 4.2.
The results concerning the equivalent formulations of the inf-sup stability condition
and the neighborhood estimate are valid for surface Taylor–Hood pairs for all k ≥ 1.
The formulation of the inf-sup stability condition in terms of regular elements is tailor-
made for our setting and in section 4.3 we show that it is satisfied for k = 1, i.e., for
the P2–P1 surface Taylor–Hood pair.
In the remainder of the paper we write x . y to state that the inequality x ≤ cy
holds for quantities x, y with a constant c, which is independent of the mesh parameter
h and the position of Γ in the background mesh. Similarly for x & y, and x ' y means
that both x . y and x & y hold.
4.1. Equivalent formulations of the inf-sup stability condition. The fol-
lowing lemma is an application of Verfu¨rth’s trick [39] in the setting of trace finite
element methods. We make use of the following local trace inequality, cf. [17]:
hT ‖v‖2L2(ΓT ) . ‖v‖2L2(T ) + h2T ‖v‖2H1(T ) for all v ∈ H1(T ), T ∈ T Γh , (4.5)
with ΓT := Γ ∩ T . We further need the following norm on Qh:
‖q‖1, h :=
( ∑
T∈T Γh
hT ‖∇q‖2L2(T )
) 1
2
. (4.6)
Lemma 4.1. The inf-sup stability condition (4.3) is equivalent to
‖q‖1, h . sup
v∈Uh
bT (v, q)
‖v‖A + sh(q, q)
1
2 ∀ q ∈ Qh. (4.7)
Proof. From a finite element inverse inequality and (4.2) we get( ∑
T∈T Γh
hT ‖∇q‖2L2(T )
) 1
2 . h− 12 ‖q‖L2(ΩΓh) . ‖q‖h for all q ∈ Qh.
8
Hence, (4.3) implies (4.7).
We now derive (4.7) ⇒ (4.3). Take q ∈ Qh. Thanks to the inf-sup property
(2.14), there exists v ∈ VT such that
bT (v, q) = ‖q‖2L2(Γ), ‖v‖1 . ‖q‖L2(Γ). (4.8)
We consider ve ∈ H1(O(Γ)), a normal extension of v off the surface to a neighborhood
O(Γ) of width O(h) such that ΩΓh ⊂ O(Γ). For this normal extension one has (see,
e.g., [29])
‖ve‖H1(ΩΓh) ' h
1
2 ‖v‖H1(Γ). (4.9)
Take vh := Ih(v
e) ∈ Uh, where Ih : H1(O(Γ))3 → Uh is the Cle´ment interpolation
operator. By standard arguments (see, e.g., [32]) based on stability and approximation
properties of Ih(v
e), one gets
‖vh‖2A = ‖Ih(ve)‖2A
. ‖Ih(ve)‖21 + h−2‖Ih(ve)N‖2L2(Γ) + h−1‖∇(Ih(ve))n‖2L2(ΩΓh)
v · n = 0, (4.5) .
∑
T∈T Γh
h−1T ‖Ih(ve)‖2H1(T ) + h−2‖
(
Ih(v
e)− v) · n‖2L2(Γ)
(4.5) .
∑
T∈T Γh
h−1T ‖ve‖2H1(ω(T )) + h−2
∑
T∈T Γh
h−1T ‖Ih(ve)− ve‖2L2(T )
+ h−2
∑
T∈T Γh
hT ‖Ih(ve)− ve‖2H1(T )
.
∑
T∈T Γh
h−1T ‖ve‖2H1(ω(T )) . h−1‖ve‖2H1(ΩΓh)
(4.9) . ‖v‖21.
Hence due to (4.8) we obtain
‖vh‖A . ‖q‖L2(Γ). (4.10)
Using (4.5) and approximation properties of Ih(v
e) one gets
‖v − Ih(ve)‖L2(Γ) . h‖v‖H1(Γ). (4.11)
Using (4.11) and (4.8), (4.5) we obtain
bT (vh, q) = bT (v, q)− bT (v − Ih(ve), q)
≥ ‖q‖2L2(Γ) − ‖v − Ih(ve)‖L2(Γ)‖∇Γq‖L2(Γ)
(4.11) ≥ ‖q‖2L2(Γ) − ch‖v‖H1(Γ)‖∇Γq‖L2(Γ) = ‖q‖2L2(Γ) − ch‖v‖H1(Γ)
 ∑
T∈T Γh
‖∇Γq‖2L2(ΓT )
 12
(4.5) ≥ ‖q‖2L2(Γ) − c h
1
2 ‖v‖H1(Γ)
 ∑
T∈T Γh
‖∇q‖2L2(T )
 12
(4.8) ≥ ‖q‖2L2(Γ) − c‖q‖L2(Γ)‖q‖1, h.
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This and (4.10) yield
‖q‖L2(Γ) − c‖q‖1, h . sup
v∈Uh
bT (v, q)
‖v‖A . (4.12)
From (4.7) and (4.12) we have
‖q‖L2(Γ) . sup
v∈Uh
bT (v, q)
‖v‖A + sh(q, q)
1
2 ∀ q ∈ Qh,
which implies (4.3).
We now derive a further condition that is equivalent to (4.7), in which the norm
on the left-hand side in (4.7) is replaced by a weaker one in which
∑
T∈T Γh is replaced
by
∑
T∈T Γreg with T Γreg ⊂ T Γh a subset of “regular elements.” The following notion of
regular elements appeared earlier in the literature on trace FEM [9, 7]. We define
the set of regular elements as those T ∈ T Γh for which the area of the intersection
ΓT = Γ ∩ T is not less than cˆT h2T with some sufficiently small threshold parameter
cˆT > 0, which value will be specified later:
T Γreg := {T ∈ T Γh : |ΓT | ≥ cˆT h2T }. (4.13)
The set T Γreg is “dense” in T Γh the following sense: Every T ∈ T Γh has a regular
element in the set of its neighboring tetrahedra ω(T ) := {T ′ ∈ T Γh : T ′ ∩ T 6= ∅ },
cf. section 4.2. Using this property the result in the following key lemma can be
proved, which shows that for any T ∈ T Γh and q ∈ Qh the norm ‖q‖L2(T ) can be
essentially controlled by ‖q‖L2(T ′) for a neighbouring regular element T ′ and normal
derivatives in a small volume neighborhood. In addition to the norm defined in (4.6),
it is convenient to introduce the following seminorm on Qh:
‖q‖1, reg :=
( ∑
T∈T Γreg
hT ‖∇q‖2L2(T )
) 1
2
.
Lemma 4.2 (Neighborhood estimate). There exists a constant c (depending only
on shape regularity properties of Th and the (local) smoothness of Γ) such that for
each T ∈ T Γh there exists T ′ ∈ ω(T ) ∩ T Γreg and
‖q‖L2(T ) ≤ c
(
‖q‖L2(T ′) + hT ‖n · ∇q‖L2(ω(T )) + h2T ‖∇q‖L2(ω(T ))
)
∀ q ∈ Qh. (4.14)
A proof of this result is given in section 4.2.
Remark 4.3 (On estimate (4.14)). To see the improvement offered by (4.14)
over available results, it is instructive to compare (4.14) to a local Sobolev inequality,
which is proved by a different argument (cf. Lemma 3.1 in [29]):
‖v‖L2(T ) ≤ ‖v‖L2(ω(T )) ≤ c
(
‖v‖L2(T ′) + hT ‖∇v‖L2(ω(T ))
)
∀ v ∈ H1(ω(T )). (4.15)
The latter result holds for v ∈ H1(ω(T )), while in (4.14) we restrict to q ∈ Qh. In
(4.15) the first order (in hT ) term contains the (full) gradient, whereas in (4.14) only
the normal derivative is needed.
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The following corollary is needed in the proof of Lemma 4.4 below.
Corollary 4.3. For any T ∈ T Γh there exists T ′ ∈ ω(T ) ∩ T Γreg such that
‖∇q‖L2(T ) . ‖∇q‖L2(T ′) + ‖n · ∇q‖L2(ω(T )) + hT ‖∇q‖L2(ω(T )) ∀ q ∈ Qh. (4.16)
Furthermore, for h sufficiently small we have
‖q‖21, h . ‖q‖21, reg + sh(q, q) ∀ q ∈ Qh. (4.17)
Proof. Take T ∈ T Γh and the corresponding T ′ ∈ ω(T ) ∩ T Γreg as in Lemma 4.2.
Take q ∈ Qh and define c0 := 1|T ′|
∫
T ′ q dx. Note the (local) Poincare inequality
‖q − c0‖L2(T ′) . hT ‖∇q‖L2(T ′). Using this, a finite element inverse inequality, and
(4.14) we obtain
‖∇q‖L2(T ) = ‖∇(q − c0)‖L2(T ) . h−1T ‖q − c0‖L2(T )
. h−1T ‖q − c0‖L2(T ′) + ‖n · ∇q‖L2(ω(T )) + hT ‖∇q‖L2(ω(T ))
. ‖∇q‖L2(T ′) + ‖n · ∇q‖L2(ω(T )) + hT ‖∇q‖L2(ω(T )),
which is the desired estimate (4.16). Squaring and multiplying (4.16) by hT , summing
over T ∈ T Γh and using a finite overlap property we obtain
‖q‖21, h . ‖q‖21, reg + sh(q, q) + h2‖q‖21, h.
For h sufficiently small this yields the result (4.17).
These results are used to derive a condition that is equivalent to (4.7).
Lemma 4.4. The condition (4.7) is equivalent to the following one:
‖q‖1, reg . sup
v∈Uh
bT (v, q)
‖v‖A + sh(q, q)
1
2 ∀ q ∈ Qh. (4.18)
Proof. Clearly, (4.7) implies (4.18). The reverse direction follows from (4.17).
4.2. Proof of Lemma 4.2. For proving that for each T ∈ T Γh there exists
T ′ ∈ ω(T ) ∩ T Γreg such that (4.14) holds we use a construction based on a local graph
representation of Γ over a tangent plane.
Consider an arbitrary T ∈ T Γh . Due to shape regularity, the number of elements
in ω(T ) is uniformly bounded by some constant KT . Furthermore, there exists a
constant c1,T ∈ (0, 1] that depends only on the shape regularity property such that
B(x; c1,T hT ) ∩ ΩΓh ⊂ ω(T ) ∀ x ∈ T. (4.19)
Here and further B(x; r) ⊂ R3 is the ball of radius r centered at x. Let L be a given
plane. The orthogonal projection of T on L is denoted by PL(T ). This projection is
either a triangle or a convex quadrilateral. From elementary geometry is follows that
all interior angles of PL(T ) are bounded away from zero and the lower bound, which
is independent of L and T , depends only on shape regularity properties of Th. This
implies that there exists a strictly positive constant c2,T , independent of L and T ,
but dependent on shape regularity properties, such that
|B(x; rhT ) ∩ PL(T )|
r2h2T
≥ c2,T for all x ∈ PL(T ) , r ∈ (0, 1]. (4.20)
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Take x0 ∈ ΓT = T ∩ Γ. Let Lx0 be the tangential plane at x0. We define a local (in
ω(T )) Euclidean coordinate system with origin at x0 and such that x = (z1, z2, z3) ∈
Lx0 iff z3 = 0. We write z := (z1, z2, 0) ∈ Lx0 . For h sufficiently small, the surface
Γ ∩ ω(T ) can be represented as a graph over Lx0 . We denote the graph function by
g, i.e x ∈ Γ ∩ ω(T ) can be represented as x = z + g(z)nx0 with z ∈ Lx0 and nx0 a
unit normal on Lx0 . We have g(0) = 0 and
‖g‖L∞(ω(T )∩Lx0 ) ≤ cΓh2T , (4.21)
with a constant cΓ that depends only on the local smoothness of Γ. We assume that
hT is sufficiently small such that
cΓhT ≤ 1
2
c1,T (4.22)
holds with c1,T from (4.19). A projection PΓ(T ) ⊂ Γ is defined in two steps. First,
PLx0 (T ) is the orthogonal projection of T on the plane Lx0 as introduced above.
Then the projection PΓ(T ) is defined as the graph of Γ over the projection PLx0 (T )
(cf. Fig. 4.1):
PΓ(T ) := { z + g(z)nx0 : z ∈ PLx0 (T ) }.
The set of local regular elements is defined as follows:
ωΓreg(T ) := {T ′ ∈ ω(T ) : |T ′ ∩ PΓ(T )| ≥ cˆT h2T }, cˆT :=
1
4
K−1T c
2
1,T c2,T . (4.23)
Lemma 4.5. For T ∈ T Γh the set ωΓreg(T ) is nonempty.
Proof. Let x0 ∈ ΓT be as above. Note that x0 = 0 in the local coordinate system.
Define
B∗Lx0 := B(x0;
1
2
c1,T hT ) ∩ PLx0 (T ).
Note that due to (4.20) we have
|B∗Lx0 | ≥
1
4
c2,T c21,T h
2
T . (4.24)
We lift B∗Lx0 to the surface Γ
B∗Γ := { z + g(z)nx0 : z ∈ B∗Lx0 } ⊂ PΓ(T ).
Using (4.21) and (4.22), for x = z + g(z)nx0 ∈ B∗Γ we get
‖x− x0‖ = ‖x‖ ≤ ‖z‖+ |g(z)| ≤ 1
2
c1,T hT + cΓh2T ≤ c1,T hT .
Hence, B∗Γ ⊂ ω(T ). Noting that |B∗Γ| ≥ |B∗Lx0 | and using (4.24), we get
|B∗Γ| ≥
1
4
c2,T c21,T h
2
T .
Due to B∗Γ ⊂ ω(T ) we have
B∗Γ =
⋃
T ′∈ω(T )
(B∗Γ ∩ T ′)
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and
1
4
c2,T c21,T h
2
T ≤ |B∗Γ| ≤ KT max
T ′∈ω(T )
|B∗Γ ∩ T ′| ≤ KT max
T ′∈ω(T )
|PΓ(T ) ∩ T ′|.
This implies that there exists T ′ ∈ ω(T ) with |PΓ(T ) ∩ T ′| ≥ cˆT h2T , with cˆT =
1
4K
−1
T c
2
1,T c2,T .
4.2.1. Completing the proof of Lemma 4.2. Consider an arbitrary T ∈ T Γh .
The constant cˆT , defined in (4.23), is the one that we use in the definition of the set
T Γreg in (4.13). For T ′ ∈ ωΓreg(T ) we have
|ΓT ′ | = |T ′ ∩ Γ| ≥ |T ′ ∩ PΓ(T )| ≥ cˆT h2T . (4.25)
Γ
PΓ(T )
T ′
TS
C
S
x0
L
x
0
Fig. 4.1: 2D illustration for the proof
of Lemma 4.2
Therefore, we have
ωΓreg(T ) ⊂ T Γreg for all T ∈ T Γh . (4.26)
Take q ∈ Qh. The surface PΓ(T ) is the
graph of a function g on PLx0 (T ). Hence,
there is a subset S ⊂ PLx0 (T ) such that
T ′ ∩ PΓ(T ) = { z + g(z)nx0 : z ∈ S }.
Due to T ′ ∈ ωΓreg(T ), we have S 6= ∅. We
define a corresponding cylinder
CS := { z + αhTnx0 : z ∈ S, α ∈ [0, α0] }
with |α0| > 0 sufficiently small such that
CS ⊂ ω(T ). See Figure 4.1. From (4.25)
we know |T ′ ∩ PΓ(T )| ≥ cˆT h2T . Thus, using
the surface area formula for the graph, we get
cˆT h2T ≤ |T ′ ∩ PΓ(T )| =
∫
S
√
1 + ‖∇g‖2 ds ≤
√
1 + max
S
‖∇g‖2|S| ≤ (1 + ch2)|S|,
where we used ∇g(x0) = 0, x0 ∈ Oh(S), and ‖∇g‖L∞(S) . h due to the C2-
smoothness of Γ. Hence, we obtain
|S| & h2T .
From this and S ⊂ PLx0 (T ) it follows that
|CS ∩ T | & h3T , and thus ‖q‖L2(T ) . ‖q‖L2(CS∩T )
holds. Using this we obtain
‖q‖2L2(T ) . ‖q‖2L2(CS∩T ) . ‖q‖2L2(CS) . hT ‖q‖2L2(S) + h2T ‖nx0 · ∇q‖2L2(CS)
. hT ‖q‖2L2(ΓT ′ ) + h
2
T ‖nx0 · ∇q‖2L2(ω(T )).
Combining this with hT ‖q‖L2(ΓT ′ ) . ‖q‖L2(T ′) (which follows from (4.5) and a FE
inverse inequality) and ‖nx0 − n(y)‖ = ‖n(x0) − n(y)‖ . hT for all y ∈ ω(T ), we
have
‖q‖2L2(T ) . ‖q‖2L2(T ′) + h2T ‖n · ∇q‖2L2(ω(T )) + h4T ‖∇q‖2L2(ω(T )),
which completes the proof.
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4.3. Discrete inf-sup condition is satisfied for trace P2–P1 finite ele-
ments. We are now ready to derive the main result of our stability analysis. We
will show that the inf-sup stability condition (4.18) holds for the case of trace P2–P1
Taylor–Hood finite elements. In the proof we construct a velocity function from Uh,
which delivers control over pressure gradients for all regular tetrahedra.
Theorem 4.6. Consider k = 1 in (3.2), i.e., Uh, Qh is the P2–P1 Taylor–Hood
pair. Then the inf-sup stability condition (4.3) is satisfied.
Proof. Below we prove (4.18). Due to the results in the Lemmas 4.1 and 4.4 this
implies (4.3). Denote by Ereg the set of all edges of tetrahedra from T Γreg. Let t˜E be
a vector connecting the two endpoints of E ∈ Ereg and tE := t˜E/|˜tE |. For each edge
E let φE be the quadratic nodal finite element basis function corresponding to the
midpoint of E. For q ∈ Qh define v ∈ Uh as follows:
v(x) :=
∑
E∈Ereg
h2EφE(x) [tE · ∇q(x)]tE . (4.27)
using 0 ≤ φE ≤ 1 in T ∈ T Γh , we obtain
(v,∇Γq)L2(ΓT ) = (v,P∇q)L2(ΓT )
=
∫
ΓT
∑
E∈Ereg
h2EφE |PtE · ∇q|2 ds+
∫
ΓT
∑
E∈Ereg
h2EφE (P
⊥tE · ∇q)(PtE · ∇q) ds
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PtE · ∇q|2 ds−
1
2
∫
ΓT
∑
E∈Ereg
h2EφE |P⊥tE · ∇q|2 ds
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PtE · ∇q|2 ds−
1
2
∫
ΓT
∑
E∈E(T )
h2E |n · ∇q|2 ds
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PtE · ∇q|2 ds− 3h2T ‖n · ∇q‖2L2(ΓT )
≥ 1
2
∫
ΓT
∑
E∈Ereg
h2EφE |PtE · ∇q|2 ds− c1(hT ‖n · ∇q‖2L2(T ) + h3T ‖∇q‖2L2(T )). (4.28)
For the last bound we used the local trace inequality (4.5) and ∇2q = 0 for the
piecewise linear function q. Hence, for every T ∈ T Γh we have
(v,∇Γq)L2(ΓT ) + c1hT ‖n · ∇q‖2L2(T ) & −h3T ‖∇q‖2L2(T ). (4.29)
We now restrict to T ∈ T Γreg and estimate the first term in (4.28). Take T ∈ T Γreg,
i.e. |ΓT | ≥ cˆT h2T holds. Let Tˆ be the unit tetrahedron and G(xˆ) = A xˆ + b an affine
mapping such that G(Tˆ ) = T . Define ΓˆTˆ := G
−1(ΓT ), and for a function φ : T → R,
φˆ := φ ◦G. We then have∫
ΓT
|φ|ds ≥ c0h2T
∫
ΓˆTˆ
|φˆ|ds, |ΓˆTˆ | ≥ c˜T > 0, (4.30)
with a constant c0 > 0 that depends only on shape regularity properties and c˜T
depending only on shape regularity properties and on cˆT from (4.23).
For the normal vector nˆ on ΓˆTˆ we have nˆ =
An◦G
‖An◦G‖ . Using ‖A‖ = ‖∇G‖ . h
and ‖∇n‖L∞(ΓT ) . 1, we check that ‖∇nˆ‖L∞(ΓˆTˆ ) . h. Normals on faces Fˆ of Tˆ are
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denoted by nFˆ . For these normals we take the orientation the same as that of nˆ on
ΓˆTˆ . For ΓˆTˆ we choose a corresponding base face Fˆb as the one that fits best to ΓˆTˆ in
the following sense:
min
ΓˆTˆ
‖nˆ(·)− nˆFˆb‖ ≤ min
ΓˆTˆ
‖nˆ(·)− nˆFˆ ‖ for all faces Fˆ of Tˆ ,
cf. Figure 4.2 for a 2D illustration. The face Fb = G(Fˆb) is called the base face of T .
We take a fixed  > 0 sufficiently small such that ‖∇nˆ‖L∞(ΓˆTˆ ) ≤  holds. This means
that ΓˆTˆ is sufficiently close to a plane. This and the minimization property imply
that for Fˆ 6= Fˆb the angle between nˆ and nˆFˆ is uniformly bounded below from zero.
To see this, let x0 ∈ ΓˆTˆ be such that ‖nˆ(x0)− nˆFˆb‖ = minΓˆTˆ ‖nˆ(x)− nˆFˆb‖, then
min
ΓˆTˆ
‖nˆ(·)−nˆFˆ ‖ ≥ ‖nˆ(x0)−nˆFˆ ‖−C ≥ ‖nˆFˆb−nˆFˆ ‖−‖nˆ(x0)−nˆFˆb‖−C & 1, (4.31)
for sufficiently small .
For δ > 0 sufficiently small we define the reduced tetrahedron Tˆδ ⊂ Tˆ
δ δ
Fˆb
nˆFˆb
nˆ(y)
y
Tˆδ
ΓˆTˆ
0 1
1
Fig. 4.2: 2D illustration of base
face Fˆb and reduced tetrahe-
dron Tˆδ
Tˆδ := {x ∈ Tˆ : dist(x, ∂Tˆ \ Fˆb) ≥ δ },
cf. Figure 4.2. Note that Tˆδ depends on the base
face Fˆb. Thanks to (4.31) we can estimate∣∣∣ΓˆTˆ ∩ (Tˆ \ Tˆδ0)∣∣∣ . δ.
Therefore, there exists δ0 > 0, sufficiently small,
such that
|ΓˆTˆ ∩ Tˆδ0 | ≥
1
2
c˜T
holds. Let E be one of the edges of the base
face Fb of T and φE the corresponding nodal ba-
sis function defined above. We have φˆE ≥ c1δ0
on Tˆδ0 , with a suitable generic constant c1 > 0.
Using this and (4.30) we obtain∫
ΓT
φE ds =
∫
ΓT
|φE |ds ≥ c0h2T
∫
ΓˆTˆ
|φˆE |ds
≥ c0h2T
∫
ΓˆTˆ∩Tˆδ0
|φˆE |ds ≥ c0h2T |ΓˆTˆ ∩ Tˆδ0 |c1δ0 ≥
1
2
c0c1δ0c˜T h2T =: Ch
2
T ,
(4.32)
where the constant C > 0 is independent of h and of how ΓT intersects T .
Consider x0 ∈ ΓT such that ‖n(x0) − nFb‖ = minx∈ΓT ‖n(x) − nFb‖ and the
corresponding projector denoted by P0 := I−n(x0)n(x0)T . We have ‖P(x)−P0‖ . h
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for x ∈ T . Using this and (4.32) we can estimate the first term in (4.28) as follows:∫
ΓT
∑
E∈Ereg
h2EφE |PtE · ∇q|2 ds & h2T
∑
E⊂Fb
∫
ΓT
φE |PtE · ∇q|2 ds
& h2T
∑
E⊂Fb
|P0tE · ∇q|T |2
∫
ΓT
φE ds− ch2T ‖∇q‖2L2(T )
& h4T
∑
E⊂Fb
|P0tE · ∇q|T |2 − ch2T ‖∇q‖2L2(T ).
Due to the construction of the base face Fb and the choice of x0, we have that
|n(x0) · nFb | is uniformly bounded away from zero. This implies
∑
E⊂Fb |P0tE ·
∇q|T |2 & |P0∇q|T |2. Using this we get∫
ΓT
∑
E∈Ereg
h2EφE |PtE · ∇q|2 ds & hT ‖P0∇q‖2L2(T ) − ch2T ‖∇q‖2L2(T )
& hT ‖P∇q‖2L2(T ) − ch2T ‖∇q‖2L2(T )
& hT ‖∇q‖2L2(T ) − hT ‖n · ∇q‖2L2(T ) − ch2T ‖∇q‖2L2(T ).
(4.33)
With the help of (4.33) in (4.28) we obtain for T ∈ T Γreg:
(v,∇Γq)L2(ΓT ) + c hT ‖n · ∇q‖2L2(T ) & hT ‖∇q‖2L2(T ) − c2h2T ‖∇q‖2L2(T ). (4.34)
Combining this with (4.29) and summing over T ∈ Th yields
bT (v, q) + sh(q, q) & ‖q‖21, reg − ch‖q‖21, h,
and combining this with (4.17) we obtain (for h sufficiently small)
bT (v, q) + sh(q, q) & ‖q‖21, reg. (4.35)
We need the following elementary observation: For positive numbers α, β, δ the in-
equality α+ β2 ≥ c0δ2 implies α+ β(β+ δ) ≥ min{c0, 1}δ(β+ δ) and thus αβ+δ + β ≥
min{c0, 1}δ. Using this, the estimate (4.35) implies
bT (v, q)
‖q‖1, reg + sh(q, q) 12
+ sh(q, q)
1
2 & ‖q‖1, reg. (4.36)
It remains to estimate ‖v‖A. We consider term by term the contributions in ‖v‖2A.
Noting ‖∇φE‖∞,T . h−1T for E ⊂ T and (4.5) we get
‖Es(v)‖2L2(Γ) + ‖v‖2L2(Γ) .
∑
T∈T Γh
‖∇v‖2L2(ΓT ) + ‖v‖2L2(ΓT )
.
∑
T∈T Γh
h2T ‖∇q‖2L2(ΓT ) .
∑
T∈TΓ
hT ‖∇q‖2L2(T ) = ‖q‖21, h.
(4.37)
We also have for τ . h−2 and ρu . h−1 the relations
τ‖vN‖2L2(Γ) ≤ τ‖v‖2L2(Γ) = τ
∑
T∈T Γh
‖v‖2L2(ΓT )
. τ
∑
T∈T Γh
h4T ‖∇q‖2L2(ΓT ) . τ
∑
T∈T Γh
h3T ‖∇q‖2L2(T ) . ‖q‖21, h,
(4.38)
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and
ρu‖(∇v)n‖2L2(ΩΓh) ≤ ρu
∑
T∈T Γh
‖∇v‖2L2(T ) . ρu
∑
T∈T Γh
h2T ‖∇q‖2L2(T ) . ‖q‖21, h. (4.39)
From (4.37), (4.38), and (4.39) we conclude ‖v‖A . ‖q‖1, h, and using (4.17) we get
‖v‖A . ‖q‖1, reg + sh(q, q) 12 .
Combining this with (4.36) completes the proof.
5. Error bounds. We consider k = 1, i.e. the trace Taylor–Hood P2–P1 pair.
Based on the stability result an error analysis for the consistent variant, cf. Re-
mark 3.2, can be derived with standard arguments, which follow the standard line
of combining stability, consistency and interpolation results; see, e.g., [4] for general
treatment of saddle-point problems, and more specific analysis of the surface Stokes
problem in [27]. We outline the arguments below and skip most of the details that
can be found elsewhere. First, we introduce the following bilinear form (with A˜h(·, ·)
as in Remark 3.2):
Ah
(
(u, p), (v, q)
)
:= A˜h(u,v) + bT (v, p) + bT (u, q)− sh(p, q). (5.1)
The discrete problem (3.4), with Ah(·, ·) replaced by A˜h(·, ·), then has the compact
representation: Determine (uh, ph) ∈ Uh ×Qh such that
Ah
(
(uh, pp), (vh, qh)
)
= (f ,vh)− (g, qh) for all (vh, qh) ∈ Uh ×Qh. (5.2)
This discrete problem has a unique solution, which is denoted by (uh, ph). Due to
consistency, the true solution of (2.2)–(2.3) (u∗T , p
∗) satisfies
Ah
(
(u∗T , p
∗), (v, q)
)
= (f ,v)− (g, q).
Thus we obtain the Galerkin orthogonality relation,
Ah
(
(u∗T − uh, p∗ − ph)), (vh, qh)
)
= 0 for all (vh, qh) ∈ Uh ×Qh.
The inf-sup stability (4.3), coercivity of A˜h(·, ·), and the Galerkin orthogonality results
yield the usual bound for the discretization error in terms of an approximation error
in our problem-dependent norms,
‖u∗T − uh‖A + ‖p∗ − ph‖h . inf
(vh,qh)∈Uh×Qh
(‖u∗T − vh‖A + ‖p∗ − qh‖h). (5.3)
Employing standard interpolation estimates for P2 and P1 trace finite elements (see,
e.g., [32, 28]) and assuming the necessary smoothness of (u∗T , p
∗), we get an estimate
for the right-hand side of (5.3):
inf
(vh,qh)∈Uh×Qh
(‖u∗T − vh‖A + ‖p∗ − qh‖h) . h2(‖u∗T ‖H3(Γ) + ‖p∗‖H2(Γ)). (5.4)
For the O(h2) bound in (5.4) to hold, it is sufficient to assume the following bounds for
the parameters entering the definition of ‖ · ‖A and ‖ · ‖h norms: τ . h−2, ρu . h−1,
and ρp . h. Combining these restrictions with those needed for stability, we conclude
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that, for the parameters satisfying (3.5), equations (5.3) and (5.4) yield the optimal
error estimate in the problem-dependent norm
‖u∗T − uh‖A + ‖p∗ − ph‖h . h2(‖u∗T ‖H3(Γ) + ‖p∗‖H2(Γ)). (5.5)
The definition of ‖ · ‖A and ‖ · ‖h norms and (5.5) together give
‖u∗T − (uh)T ‖H1(Γ) + ‖p∗ − ph‖L2(Γ) . h2(‖u∗T ‖H3(Γ) + ‖p∗‖H2(Γ)),
‖uh · n‖L2(Γ) . h3(‖u∗T ‖H3(Γ) + ‖p∗‖H2(Γ)).
A duality argument can be applied, cf. [27]. It results in the optimal error bound in
the surface L2 norm for velocity:
‖u∗T − (uh)T ‖L2(Γ) . h3(‖u∗T ‖H3(Γ) + ‖p∗‖H2(Γ)). (5.6)
6. Numerical experiments. We present several numerical examples, which
illustrate the analysis of this paper. In particular, we calculate the optimal constant
c0 from the key inf-sup condition (4.3) and demonstrate that it is indeed bounded
independent of h and the position of Γ against the background mesh. We show that
our analysis is sharp in the sense that without the normal volume stabilization we
do not have discrete inf-sup stability. Numerical results will be also presented that
demonstrate the optimal convergence of the consistent variant of the method.
6.1. Setup. We choose Γ to be either the unit sphere or a torus, Γ = Γsph or
Γ = Γtor. The corresponding level-set functions are given by
φsph(x) := ‖x‖2 − 1, φtor(x) := (‖x‖2 +R2 − r2)2 − 4R2 (x2 + y2), (6.1)
with R := 1 and r := 0.2. The computational domain is Ω := (−5/3, 5/3)3 such that
Γ ⊂ Ω for both examples. In all the experiments we set α = 1 in (2.2). To build the
initial triangulation Th0 we divide Ω into 23 cubes and further tessellate each cube
into 6 tetrahedra; Thus we have h0 =
5
3 . The mesh is gradually refined towards the
surface, and ` ∈ N denotes the level of refinement, with the mesh size h` = 53 2−`;
see Figure 6.1 for an illustration of the bulk meshes and the induced mesh on the
embedded surface for three consecutive refinement levels.
In the following sections we numerically compute optimal inf-sup stability con-
stants for P2–P1 and P1–P1 trace FEM and show convergence results for P2–P1 trace
FEM.
6.2. Discrete inf-sup stability. Let n := dim(Uh) and m := dim(Qh) be the
number of velocity and pressure degrees of freedom (d.o.f.). The velocity stiffness
matrix A ∈ Rn×n, the divergence matrix B ∈ Rm×n, and pressure stabilization
matrix C? ∈ Rm×m satisfy
v¯TAu¯ =
{
Ah(uh,vh) for inconsistent method,
A˜h(uh,vh) for consistent method,
q¯TBv¯ = bT (qh,vh),
q¯TC?p¯ = s(qh, ph)
for all uh,vh ∈ Uh and all ph, qh ∈ Qh. Here u¯, v¯ ∈ Rn and p¯, q¯ ∈ Rm are the velocity
and pressure vectors of coefficients for the corresponding finite element functions in
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(a) h = 4.17× 10−1 (b) h = 2.08× 10−1 (c) h = 1.04× 10−1
(d) h = 1.04× 10−1 (e) h = 5.21× 10−2 (f) h = 2.6× 10−2
Fig. 6.1: Cross section of the bulk mesh and Γh for Γsph (top) and Γtor (bottom),
` ∈ { 2, 3, 4 } and ` ∈ { 4, 5, 6 }, respectively
a standard nodal basis. The trace finite element method (3.4) results in the linear
system [
A BT
B −C?
] [
u¯
p¯
]
=
[
f¯
−g¯
]
, (6.2)
where f¯ ∈ Rn and g¯ ∈ Rm are load vectors for the momentum and continuity equations
right-hand sides, respectively. The pressure Schur complement matrix of (6.2) is given
by
S? = B A
−1 BT + C?. (6.3)
We consider three different matrices C? corresponding to three different choices
of the stabilization form sh:
1. Volume normal stabilization given in (3.3). We write C? = Cn in this case;
2. The full gradient stabilization given by the bilinear form in (4.4) (Brezzi–
Pitka¨ranta type stabilization). We write C? = Cfull;
3. No stabilization, i.e. C? = C0 := 0.
We recall that the method analyzed in this paper corresponds to C? = Cn.
The surface pressure mass matrix M0 ∈ Rm×m is defined through q¯TM0 p¯ =∫
Γ
ph qh ds. We also need auxiliary matrices
Mn := M0 + Cn, Mfull := M0 + Cfull, (6.4)
which correspond to the natural norms used in the pressure space, e.g., Mn corre-
sponds to ‖ · ‖h from (4.1).
We are interested in the generalized eigenvalue problem
S? y¯ = λM? y¯, (6.5)
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where “?” stands for “0,” “n,” or “full.” We use notation 0 = λ1 < λ2 ≤ · · · ≤ λm =
O(1) for the generalized eigenvalues of (6.5). Straightforward calculations show (cf.,
e.g., [30, Lemma 5.9]) that for S? = Sn, M? = Mn the smallest non-zero eigenvalue
equals c20,
λ2 = c
2
0,
where c0 is the optimal constant from the inf-sup stability condition (4.3).
Assembling the Schur complement matrix S? becomes prohibitively expensive
even for rather small mesh sizes, since one needs to calculate A−1. One possible
solution is to write (6.5) in the mixed form:[
A BT
B −C?
] [
x¯
y¯
]
= −λ
[
0
M?
] [
x¯
y¯
]
,
leading to
[
A BT
B −C?
]
︸ ︷︷ ︸
A?
[
x¯
y¯
]
= −λ
[
A
M?
]
︸ ︷︷ ︸
M?
[
x¯
y¯
]
,
(6.6)
with 0 <   1. Here we introduced an  perturbation to the right-hand matrix
to make it Hermitian positive definite. In this form, the problem is suitable for
any standard generalized eigenvalue solver that operates with sparse Hermitian ma-
trices. The spectrum of the perturbed problem consists of two sets of eigenvalues,
sp([M?]−1A?) = Λ ∪ Λ−1 . The eigenvalues from the first set converge to those of
(6.5):
λ = λ+ o(1) as → 0, with λ ∈ Λ and λ ∈ sp(M−1? S?).
For the eigenvalues in the other set we have −λ = O(−1), λ ∈ Λ−1 . This makes it
straightforward for  1 to identify the eigenvalues we are interested in. To simplify
the computation further, we replace the (1, 1)-block of M? by  I.
To check that our computations are stable with respect to small  and yield
consistent results, we solve (6.6) for  = 10−5 and  = 10−6. It turns out that we
obtain very close results. Furthermore, for the coarse mesh levels, when solving (6.5)
is feasible, we also check that the dense solver for (6.5) and the iterative one for (6.6)
with  = 10−6 give eigenvalues that coincide at least up to the first five significant
digits.
Tables 6.1 and 6.2 report λ2 (i.e. the inf-sup stability constant) and λm (i.e. the
maximum eigenvalue so that λm/λ2 defines the effective condition number) for the
following methods: 1) consistent P2–P1 trace finite element method (studied in this
paper); 2) P1–P1 trace finite element method from [27]. For both discretizations we
solve the eigenvalue problem (6.6) with different matrices C? which correspond to
three choices of pressure stabilization (see above).
For experiments with P2–P1 elements we choose parameters satisfying (3.5). In
particular, we set ρu = h
−1 which is the upper extreme for admissible parameters,
since for smaller ρu, the stability constant c0 from (4.3) can only increase. We oth-
erwise set ρu = h for P1–P1 elements (which was the choice in [27]); if the resulting
method is inf-sup unstable for ρu ' h, it has the same property also for larger ρu.
From Table 6.1, which shows results for P2–P1 trace elements, we see that for C0
(no pressure stabilization) λ2 tends to zero with mesh refinement, which indicates that
the discretization is not inf-sup stable. The normal gradient stabilization matrix Cn is
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Table 6.1: Extreme eigenvalues of (6.5) for consistent P2–P1 trace finite element
method, τ = h−2, ρu = h−1, ρp = h
Γ = Γsph
h n m
S0 Sn Sfull
λ2 λm λ2 λm λ2 λm
8.33× 10−1 789 51 2.33× 10−1 1.07 6.3× 10−1 1. 8.81× 10−1 1.
4.17× 10−1 3276 190 4.72× 10−2 6.97× 10−1 5.29× 10−1 1. 7.64× 10−1 1.
2.08× 10−1 11718 664 7.93× 10−2 6.7× 10−1 5.09× 10−1 1. 6.39× 10−1 1.
1.04× 10−1 48762 2764 3.71× 10−2 6.69× 10−1 5.03× 10−1 1. 5.73× 10−1 1.
5.21× 10−2 193086 10912 1.81× 10−3 6.68× 10−1 4.98× 10−1 1. 5.36× 10−1 1.
2.6× 10−2 775998 43864 6.65× 10−4 6.65× 10−1 4.92× 10−1 1. 5.17× 10−1 1.
Γ = Γtor
h n m
S0 Sn Sfull
λ2 λm λ2 λm λ2 λm
2.08× 10−1 5580 324 2.15× 10−1 9.56× 10−1 3.12× 10−1 1. 3.4× 10−1 1.
1.04× 10−1 28116 1580 1.59× 10−2 7.6× 10−1 3.21× 10−1 1. 3.35× 10−1 1.
5.21× 10−2 116592 6568 1.31× 10−3 7.48× 10−1 3.21× 10−1 1. 3.26× 10−1 1.
2.6× 10−2 477708 26936 1.9× 10−4 7.42× 10−1 3.2× 10−1 1. 3.22× 10−1 1.
Table 6.2: Extreme eigenvalues of (6.5) for P1–P1 trace finite element method, τ =
h−2, ρu = h, ρp = h
Γ = Γsph
h n m
S0 Sn Sfull
λ2 λm λ2 λm λ2 λm
8.33× 10−1 153 51 1.32× 10−2 1.42 7.48× 10−1 1.13 9.58× 10−1 1.06
4.17× 10−1 570 190 5.12× 10−3 1.04 5.77× 10−1 1. 8.54× 10−1 1.
2.08× 10−1 1992 664 4.4× 10−3 7.93× 10−1 3.87× 10−1 1. 6.71× 10−1 1.
1.04× 10−1 8292 2764 2.01× 10−3 7.79× 10−1 2.19× 10−1 1. 5.82× 10−1 1.
5.21× 10−2 32736 10912 6.04× 10−5 9.81× 10−1 1.17× 10−1 1. 5.37× 10−1 1.
2.6× 10−2 131592 43864 3.53× 10−5 8.67× 10−1 5.72× 10−2 1. 5.16× 10−1 1.
1.3× 10−2 525864 175288 2.16× 10−6 7.34× 10−1 2.84× 10−2 1. 5.04× 10−1 1.
Γ = Γtor
h n m
S0 Sn Sfull
λ2 λm λ2 λm λ2 λm
2.08× 10−1 972 324 5.04× 10−2 4.93 2.84× 10−1 1.35 3.64× 10−1 1.19
1.04× 10−1 4740 1580 2.99× 10−3 3.83 1.58× 10−1 1.02 3.35× 10−1 1.01
5.21× 10−2 19704 6568 1.11× 10−3 5.45 7.73× 10−2 1.01 3.25× 10−1 1.
2.6× 10−2 80808 26936 1.2× 10−4 5.42 3.07× 10−2 1.01 3.21× 10−1 1.
1.3× 10−2 327036 109012 1.77× 10−5 5.23 1.18× 10−2 1.01 3.16× 10−1 1.
sufficient for the inf-sup stability, λ2 is uniformly bounded from below, which confirms
the main result of this paper. Of course, including the full pressure gradient term also
leads to a stable method, but in this case, the method has consistency errors that are
suboptimal.
For the two cases Γ = Γsph and Γ = Γtor the behavior is essentially the same.
From Table 6.2 we see that only full gradient stabilization matrix Cfull guarantees inf-
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sup stability of P1–P1 trace elements, which is different to the situation with P2–P1
trace elements.
Next, we illustrate our claim that the optimal inf-sup stability constant c0 in (4.3)
is uniformly bounded with respect to the position of Γ in the background mesh. To
this end, we introduce a set of translated surfaces
Γ 7→ Γ + α s, (6.7)
with some α ∈ R and s ∈ R3, ‖s‖ = 1; see Figure 6.2.
(a) Γsph (b) Γsph + α s
Fig. 6.2: Unit sphere (left) and the shifted unit sphere (right). Here s = (1, 1, 1)T /
√
3,
α = 0.4, and h = 5.21× 10−2
We repeat eigenvalue computations for the consistent P2–P1 trace finite element
method, with a fixed mesh size h = 1.04×10−1 and a varying translation parameter α
in (6.7). Results are reported in Table 6.3.
Table 6.3: Extreme eigenvalues of (6.5) for perturbed surface Γ+α s for consistent P2–
P1 trace finite element method, τ = h
−2, ρu = h−1, ρp = h. Here s = (1, 1, 1)T /
√
3,
h = 1.04× 10−1
Surface
S0 Sn
λ2 λm λ2 λm
Γsph + 0.0 s 3.71× 10−2 6.69× 10−1 5.03× 10−1 1.
Γsph + 0.1 s 1.31× 10−3 6.87× 10−1 5.03× 10−1 1.
Γsph + 0.2 s 1.25× 10−3 6.70× 10−1 5.03× 10−1 1.
Γsph + 0.3 s 1.04× 10−2 6.72× 10−1 5.03× 10−1 1.
Γsph + 0.4 s 5.32× 10−4 6.72× 10−1 5.03× 10−1 1.
Surface
S0 Sn
λ2 λm λ2 λm
Γtor + 0.00 s 1.59× 10−2 7.6× 10−1 3.21× 10−1 1.
Γtor + 0.05 s 9.20× 10−3 1.14 3.21× 10−1 1.
Γtor + 0.10 s 3.00× 10−3 1.91 3.19× 10−1 1.
Γtor + 0.15 s 8.67× 10−3 1.02 3.21× 10−1 1.
Γtor + 0.20 s 6.68× 10−3 3.04 3.21× 10−1 1.
The results in Table 6.3 confirm the robustness of the inf-sup stability constant
with respect to the position of Γ for the method with normal gradient stabilization.
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6.3. Convergence results. We set Γ = Γsph and define
u˜(x, y, z) := (−z2, y, x)T , p˜(x, y, z) := x y2 + z, u := P u˜e, p := p˜e. (6.8)
Thus we have
∫
Γ
p dx = 0, p ≡ pe, u ≡ ue in O(Γ), and u is a tangential vector field.
Note that for our choice of φsph in (6.1) we have n = ∇φsph/‖∇φsph‖ ≡ ne in
O(Γ). We use P2 nodal interpolant I2h(·) defined in T Γh to approximate the level-set
function in our implementation. Note that for the case of the sphere φsph ∈ P2(R3)
implies I2h(φsph) = φsph, and so the normal vector and related operators P, Es, H,
and ∇Γ are computed exactly.
To approximate the domain of integration, we use a sufficiently refined piecewise
planar approximation of Γ,
Γh := {x ∈ R3 :
(
I1h(φ)
)
(x) = 0}. (6.9)
For the integration, we use Γh/m with m ' h−1 so that we have an O(h4)-accurate
approximation of Γ.
Fig. 6.3: Exact velocity solution (left) and pressure solution (right) as in (6.8)
The resulting linear system (6.2) is solved with MINRES as an outer solver and
the block-diagonal preconditioner as defined in [27, p. 19].
We first consider the convergence rates of the (consistent) P2–P1 trace finite el-
ement given by (3.4)–(3.6). This corresponds to the volume normal derivative stabi-
lization matrix Cn. Results are reported in Table 6.4. From the table we see that the
consistent formulation gives optimal convergence rates in all the norms as predicted
by the error analysis in section 5.
Table 6.5 reports results of a further experiment in which the volume normal
derivative stabilization for the pressure is replaced by the full gradient stabilization,
i.e the stabilization matrix Cfull is used. This option was discussed in Remark 4.2. It
is expected that this results in suboptimal convergence rates due to only O(h2) con-
sistency of the added term. This is what we see in Table 6.5, which shows suboptimal
rates in L2 (Γ)-velocity error norm. In both cases reported in Tables 6.4 and 6.5,
the number of MINRES iterations is reasonable and stays uniformly bounded with
respect to the variation of mesh parameter h.
7. Conclusions and outlook. The paper presented the first stability analysis
of a mixed pair of P2–P1 finite elements for the discretization of a surface Stokes prob-
lem. For the finite element discretization of (Navier–)Stokes equations in Euclidean
domains the lowest order stable Taylor–Hood element is one of the most popular
methods. The results of this paper prove stability and optimal order convergence
for the trace variant of the P2–P1 Taylor–Hood element, i.e., this method is a good
candidate for discretization of fluid problems on manifolds.
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Table 6.4: Convergence results for consistent P2–P1 formulation, τ = h
−2, ρu = h−1,
ρp = h, and C? = Cn
h ‖u− uh‖H1 Order ‖u− uh‖L2 Order ‖p− ph‖L2 Order
8.3× 10−1 2.2 6.4× 10−1 7.4× 10−1
4.2× 10−1 3.8× 10−1 2.5 6.1× 10−2 3.4 1.2× 10−1 2.6
2.1× 10−1 9.2× 10−2 2.1 5.8× 10−3 3.4 2.5× 10−2 2.2
1.× 10−1 2.2× 10−2 2.1 5.6× 10−4 3.4 6.1× 10−3 2.1
5.2× 10−2 5.3× 10−3 2. 5.2× 10−5 3.4 1.6× 10−3 1.9
2.6× 10−2 1.3× 10−3 2. 5.2× 10−6 3.3 4.1× 10−4 2.
1.3× 10−2 3.4× 10−4 2. 6.× 10−7 3.1 1.× 10−4 2.
h ‖uh · n‖L2 Order Outer iterations Residual norm
8.33× 10−1 4.5× 10−1 26 2.6× 10−9
4.17× 10−1 5.3× 10−2 3.1 33 5.1× 10−9
2.08× 10−1 4.9× 10−3 3.4 31 6.× 10−9
1.04× 10−1 5.× 10−4 3.3 27 7.3× 10−9
5.21× 10−2 4.9× 10−5 3.4 25 6.4× 10−9
2.6× 10−2 5.× 10−6 3.3 26 4.3× 10−9
1.3× 10−2 5.8× 10−7 3.1 34 7.8× 10−9
Table 6.5: Convergence results for consistent P2–P1 formulation, τ = h
−2, ρu = h−1,
ρp = h, and C? = Cfull
h ‖u− uh‖H1 Order ‖u− uh‖L2 Order ‖p− ph‖L2 Order
8.3× 10−1 1.6 7.8× 10−1 1.3
4.2× 10−1 6.9× 10−1 1.2 3.9× 10−1 1. 8.1× 10−1 6.3× 10−1
2.1× 10−1 2.4× 10−1 1.5 1.3× 10−1 1.6 3.1× 10−1 1.4
1.× 10−1 8.1× 10−2 1.6 3.6× 10−2 1.8 1.1× 10−1 1.5
5.2× 10−2 2.4× 10−2 1.8 9.5× 10−3 1.9 3.2× 10−2 1.7
2.6× 10−2 6.5× 10−3 1.9 2.4× 10−3 2. 8.8× 10−3 1.9
1.3× 10−2 1.8× 10−3 1.8 6.1× 10−4 2. 2.5× 10−3 1.8
h ‖uh · n‖L2 Order Outer iterations Residual norm
8.33× 10−1 3.5× 10−1 15 1.3× 10−9
4.17× 10−1 5.4× 10−2 2.7 21 3.5× 10−9
2.08× 10−1 4.9× 10−3 3.4 27 5.5× 10−9
1.04× 10−1 5.× 10−4 3.3 29 5.8× 10−9
5.21× 10−2 4.9× 10−5 3.4 29 5.1× 10−9
2.6× 10−2 5.× 10−6 3.3 28 8.4× 10−9
1.3× 10−2 5.9× 10−7 3.1 34 9.1× 10−9
Numerical experiments (not shown here) indicate that the higher order trace
Taylor–Hood pairs, combined with the volume normal derivative stabilization, are also
stable. In a companion paper [21] numerical results for higher order trace Taylor–Hood
and a detailed comparison of the consistent and inconsistent variants are presented.
That paper also addresses the issue of geometry approximation (using the parametric
version of trace FEM) and the accuracy of the normal used in the penalty term. The
latter issue was earlier analyzed in [19, 22] for the vector Laplace surface problem. A
rigorous error analysis including geometry errors, using the isoparametric trace FEM,
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will be studied by the authors in a forthcoming paper.
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