In this paper, new periodic fractional trigonometric functions with the period 2p a are presented. We have generalized the Floquet system to the fractional Floquet system. The fractional derivatives are described with the use of modified Riemann-Liouville derivative. Moreover, the stability analysis of fractional Floquet system is introduced.
Introduction
The study of systems governed by ordinary differential equation with period coefficients is of basic importance in many branches such as mathematics, physics, chemistry, biology, mechanics and finance, such systems are known as Floquet systems [1, 2] . The Floquet systems are defined with the n 9 n matrix function A as x 0 ¼ AðtÞx, where the components in matrix A are continuous and periodic function with smallest positive period w, that is, Aðt þ wÞ ¼ AðtÞ for all ts. Although the coefficient matrix in x 0 ¼ AðtÞx is periodic, in general solutions they are not considered as periodic. The idea of Floquet systems has been stated by Gaston Floquet in the early 1880s, and later he established his celebrated theorem on the structure of solutions of periodic differential equations [3] . In this paper, we first focus our attention on fractional Floquet system, and then we consider the stability analysis for this class system.
The fractional order calculus establishes the branch of mathematics dealing with differentiation and integration under an arbitrary order of the operation, that is the order can be any real or even complex number, not only the integer one. Although the history of fractional calculus is more than three centuries old, it only has received much attention and interest in the past 20 years; the reader may refer to [4] [5] [6] for the theory and applications of fractional calculus. The generalization of dynamical equations using fractional derivatives proved to be useful and more accurate in mathematical modeling related to many interdisciplinary areas. Applications of fractional order differential equations include: electrochemistry [7] , porous media [8] and so on [9] [10] [11] . It is worth noting that recently much attention has been paid to the distributed-order differential equations and their applications in engineering fields that both integer-order systems and fractional order systems are special cases of distributed-order systems. The reader may refer to [12] [13] [14] . The analytic results on the existence and uniqueness of solutions to the fractional differential equations have been investigated by many authors [5, 6] .
Preliminaries and notations

Basic definitions
We give some basic definitions and properties of the fractional calculus theory used in this work.
Definition 1 Let f : R ! R, t ! f ðtÞ denote a continuous (but not necessarily differentiable) function and let partition h [ 0 in the interval [0, 1]. The Jumarie'Derivative is defined through the fractional difference [15] :
where FW f ðtÞ ¼ f ðt þ hÞ. Then the fractional derivative is defined as the following limit
This definition is close to the standard definition of derivatives, and as a direct result, the ath derivative of a constant 0 \ a 1 is zero.
Definition 2
The Riemann-Liouville fractional integral operator of order a [ 0 is defined as [16] :
Definition 3 The modified Riemann-Liouville derivative is defined as [16] :
ðtÀeÞ Àa ðf ðeÞÀf ð0ÞÞde;
and D a t f ðtÞ ¼ f ðaÀnÞ ðtÞ ðnÞ ; n a\n þ 1; n ! 1:
The proposed modified Riemann-Liouville derivative as shown in Eq. (4) is strictly equivalent to Eq. (2).
Definition 4
Fractional derivative of compounded functions is defined as [16] :
Definition 5 The integral with respect to ðdtÞ a is defined as the solution of fractional differential equation [17] :
Lemma 1 Let f(t) denotes a continuous function then the solution of the Eq. (6) is defined as [17] :
Definition 6 Function f(t) is ath differentiable then the following equalities holds:
Mittag-Leffler function
The Mittag-Leffler function which plays a very important role in the fractional differential equations was in fact introduced by Mittag-Leffler in 1903 [18] . The Mittag-Leffler function E a ðtÞ is defined by the power series:
As further result of the above formula E a ðkt a ÞE a ðkðAEsÞ a Þ % E a ðkðt AE sÞ a Þ;
The matrix extension of the mentioned Mittag-Liffler function for A 2 M m is defined as in the following representation:
If A; B 2 R nÂn and a [ 0, then it is easy to prove the following nice properties of Mittag-Leffler matrix E a ðAt a Þ:
Corollary 1 [19] If the matrix A is diagonalizable, that is, there exists an invertible matrix T such that
E a ðk 2 t a Þ; . . .; E a ðk n t a ÞÞT À1 :
Next, suppose the matrix A is similar to a Jordan canonical form, that is there exists an invertible matrix T such that
where j i , 1 i r has the following form 
and where C j k , 1 j n i À 1; 1 i r are the binomial coefficients.
Fractional trigonometric functions and Mittag-Leffler logarithm function
The idea of the fractional trigonometric functions has been stated by Jumarie [20] asserting that these functions are not periodic. Now, we introduce new fractional trigonometric functions which are periodic with the period 2p a % 2p. Analogous with the trigonometric function, we can write
and E a ððÀitÞ a Þ ¼ cos a ðt a Þ À i sin a ðt a Þ; ð14Þ D a t ðsin a ðx a t a ÞÞ ¼ x a ðiÞ aÀ1 cos a ðx a t a Þ; D a t ðcos a ðx a t a ÞÞ ¼ x a ðiÞ aþ1 sin a ðx a t a Þ:
The fractional functions sin a ðx a t a Þ and cos a ðx a t a Þ both are periodic functions with the period ð2p a =xÞ.
In addition Eq. (11) provides the equalities cos a ðt þ sÞ a % cos a ðt a Þ cos a ðs a Þ À sin a ðt a Þ sin a ðs a Þ; ð15Þ sin a ðt þ sÞ a % cos a ðt a Þ sin a ðs a Þ þ cos a ðs a Þ sin a ðt a Þ: ð16Þ
There are similar formulas like for cos a ðt À sÞ a and sin a ðt À sÞ a : Substituting h for both t and s in the addition formulas gives cos a 2h a % cos 2 a h a À sin 2 a h a ; sin a 2h a % 2 sin a h a cos a h a :
Additional formulas come from combining the equations sin 2 a h a þ cos 2 a h a % 1; cos a 2h a % cos 2 a h a À sin 2 a h a ;
we add the two equations to get cos a 2h a % 2 cos 2 a h a À 1 and subtract the second from the first to get cos a 2h a % 1 À 2 sin 2 a h a . Definition 7 Ln a t denotes the inverse function of the E a ðtÞ, referred to as Mittag-Leffler logarithm, clearly E a ðLn a tÞ ¼ t and the Mittag-Leffler logarithm function is defined as [20] :
a n a ¼ Ln a ðtÞ: ð17Þ
Fractional linear system and its stability analysis
Here, we will consider the following linear fractional differential system with modified Riemann-Liouville fractional derivative
. . .; x n Þ T , a 2 ð0; 1 and A 2 R nÂn . By implementation of the Laplace transform on the above system and using the initial condition, the general solution can be written as
The stability of the equilibrium of system (18) was first defined and established by Matignon as follows [21] .
Definition 8 The linear fractional differential system (18) is said to be (i) stable if for any initial value x 0 , there exists a e [ 0 such that for all t C 0, (ii) asymptotically stable if at first it is stable and lim t!1 xðt a Þ k k¼ 0.
Theorem 1 The linear fractional differential system (18) is asymptotically stable if all the eigenvalues of A satisfy
We can very easily prove Theorem 1 analogously using Proposition 3.1 in [21] . Now, we state the following important existence-uniqueness theorem for solutions of initial value problems (21) . are continuous matrices in 0; b ½ , then equation
has a unique solution xðt a Þ, continuous in (0, b], such that xðt a 0 Þ ¼ x 0 :
Fractional Floquet system
In this Section, we will consider fractional order linear periodic differential equations involving modified Riemann-Liouville derivative that can be written in the form
where we assume that f a : ða; bÞ ! R is continuous periodic function with smallest positive periodic w a , that is,
Also, the solution of Eq. (22) obtained with respect to the Mittag-Leffler function is as
where C is a constant.
Example 1 Consider the fractional order linear periodic differential equation
Thus, by (23), xðt a Þ % C E a ð 1 i aþ1 cos a ðt a ÞÞ, where for t 2 R is a general solution on R for (24).
Definition 9
We say x is a solution of (22) on an interval L & ð0; bÞ if x is a continuously ath differentiable function on L and for t 2 L, x satisfies (22) .
In the rest of this section, we will generalize linear periodic systems to fractional periodic systems involving modified Riemann-Liouville derivative form 
where a a ij ðt a Þ, ði; j ¼ 1; 2; . . .; nÞ are given continuous periodic functions with smallest positive periodic w a on an interval L. This system can be transformed to a vector-matrix form as where the components in matrix A a are continuous and periodic functions with smallest positive period w a (saying A a ððt þ w a Þ a Þ % A a ðt a Þ).
Consider the matrix fractional differential equation
where X ¼ ; and are n Â n matrix variables and A a is an n 9 n continuous matrix function on L.
Theorem 3 (Existence-Uniqueness Theorem) If the entries of the square matrix A a are continuous on an interval L containing t 0 , then the initial value problem
has one and only one solution X on the whole interval L.
Proof The proof is similar to that of Theorem 2.21 in [2] . h Theorem 4 If U a is a fractional fundamental matrix for D a t x ¼ A a ðt a Þx, then, for an arbitrary n 9 n non-singular constant matrix C,
and also W a is continuously ath differentiable function on L. Thus, W a ¼ U a C is a solution of the matrix fractional equation (3.6) . Since U a is a fractional fundamental matrix solution to (26), Definition 10 implies that det½U a ðt a Þ 6 ¼ 0. As well, since, det½C 6 ¼ 0. Hence, det½W a ðt a Þ ¼ det½U a ðt a ÞC ¼ det½U a ðt a Þ det½C 6 ¼ 0;
for t 2 L, and by Definition 10, W a ¼ U a C is a fractional fundamental matrix of (27). h
Theorem 5 If C is an n 9 n non-singular matrix, then there is a matrix B such that E a ðBÞ ¼ C.
Proof To avoid some tedious calculations, we prove this theorem for a 2 9 2 matrices. For the eigenvalues l 1 ; l 2 6 ¼ 0 of nonsingular matrix C. We consider two special cases:
then, in this case we are looking for a diagonal matrix
so that E a ðBÞ ¼ C. For this purpose, according to the definition of the Mittag-Leffler function, we pick b 1 and b 2 so that
Hence, the matrix B can be taken as
then, we seek a matrix B of the form
so that E a ðBÞ ¼ C. We choose the parameters a 1 and a 2 so that
Hence, in the view of the inverse function derivative, the matrix B can be taken as
Case III When C 2 R 2Â2 is an arbitrary matrix such that det½C 6 ¼ 0. By the Corollary 1, there is a non-singular matrix P such that C ¼ PJP À1 , where
Now, by the previous two cases there is a matrix B 1 so that E a ðB 1 Þ ¼ J.
If we set the matrix B as
then, we see that Here, we know that the solution is in general where P a ðt a Þ, B are n Â n matrices, P a ððt þ w a Þ a Þ % P a ðt a Þ for all t and B is a constant.
Proof Assume that U a ðt a Þ is a fractional fundamental matrix solution of (26). Then U a ððt þ w a Þ a Þ is also a fractional fundamental matrix solution, since A a ðt a Þ is periodic of period w a . Therefore, there is a nonsingular matrix C such that 
we get that
As a result E a ðp a Þ a 2 is the multiplier for this fractional differential equation.
Since the eigenvalues of H are the same as the eigenvalues of C, we take the multipliers l i as l
Since according to the Theorem 7, there is a one-to-one correspondence between solutions of the fractional Floquet system D a t x ¼ A a ðt a Þx and system (30 is a fractional fundamental matrix for the fractional Floquet system D a t x D a t y ¼ À1 0 cos a ðt a Þ À1
x y :
Since C ¼ U À1 a ð0ÞU a ð2p a Þ ¼ E a ðÀð2p a Þ a Þ 0 0 E a ðÀð2p a Þ a Þ ; the multipliers are l 1 ¼ l 2 ¼ E a ðÀð2p a Þ a Þ. When 0\a 1, then the solution system (31) is asymptotically stable, as we always have l i j j\1 for i ¼ 1; 2. Figure 3 indicates that the solution fractional Floquet system (3.10) with parameters a ¼ 1; 0:98; 0:95 is asymptotically stable.
Conclusion
In the present article, we have recalled some properties of the Mittag-Leffler function and Mittag-Leffler logarithm function as described in [20] . Then we have presented fractional trigonometric function and the fractional Floquet system based on the modified Riemann-Liouville derivation. Since, the study of stability for the fractional Floquet system is very important, the asymptotical stability for such systems has been investigated. We have shown the fractional Floquet system is asymptotically stable if all multipliers have real parts between -1 and 1. Finding the stability of nonlinear periodic fractional systems and delay linear periodic fractional systems can be an interesting topic for future research work.
