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1Abstract
Approximation and Control of Skill Based Parallel Service Systems with Homogeneous
Service
by
Dean Israel Grosbard
Doctor of Philosophy in Engineering - Industrial Engineering & Operations Research
University of California, Berkeley
Professor Robert C. Leachman, Chair
A skill base parallel service system is comprised of a set of customers of different classes
that arrive randomly for service, a set of servers that serve those customers and a set of
qualifications that defines which customer classes can be served by which server. Systems of
this kind appear in a wide range of applications from the assignment of jobs to employees
with different skills to network traffic routing. Literature regarding these systems has almost
exclusively been focused on the asymptotic heavy traffic regime. The reason being that such
an asymptotic regime is convenient to analyze and allows the derivation of exact results.
However, although many applications can be well approximated by an asymptotic regime,
many others can not. In this work we are especially concerned with large scale sparse systems
where, despite the system being large of scale, each customer class can only be served by a
small subset of the servers. After laying foundations for the model in Chapter 1 and exploring
structural properties in Chapter 2 we go on to present the two main contributions of this
work. In Chapter 3 we develop a set of approximations that compile to a , first of its kind,
approximation scheme of matching rates of skill based parallel service system operating under
the first-come-first-serve or longest-queue-first policies. The accuracy of the approximation
is verified with extensive simulation experiments where it is shown to provide matching rate
estimates with an absolute error of 3%− 5% for a wide range of traffic intensities. Later, in
Chapter 4 we use insights provided by the new approximation to derive weighted versions of
the first-come-first-serve or longest-queue-first and show, through comprehensive simulation
testing, that these weighted polices dramatically reduce the waiting time of customers in
congested system compared to the original unweighted versions. Finally, we extend the use
of the weighted policies to systems with matching rewards and show that, by appropriate
choice of weights, these policies can be used by a controller to efficiently trade-off between
the rate of reward accumulation and waiting time experienced by the customers
Service Systems; Queuing Theory; Match Rate Approximation; Dynamic Matching.
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1Chapter 1
Introduction
1.1 Skill Based Parallel Service Systems- Literature
Review
The foundations of multi-server queueing systems analysis, starting with the early works of
Erlang on the M/M/c queuing system in the early twentieth century, rely on two core as-
sumptions, the first being that all interarrival and service times are exponentially distributed,
and the second that all servers and all customers are identical. In the basic M/M/c system
an arrival stream of identical customers arrive to the system following a Poisson process at
rate λ and are served by a set of c identical servers with each customer service requiring an
exponentially distributed time period with an average service rate of µ customers per time
unit. Under these basic assumptions, the well-known M/M/c closed-form expressions of the
steady state distributions can be obtained.
A skill-based parallel service system (SBPSS) can be regarded as a multi-server queueing
system in which the assumptions of identical customers and identical servers are relaxed in
three ways. First, the single arrival stream of identical customers is replaced with multiple
arrival streams of different customer classes. Second, each customer class may only be served
by a qualified subset of servers. Third, the time required for a customer to complete service
on a qualified server is an exponential random variable with a mean that depends on both
the customer class and the server.
In an SBPSS with homogeneous service, the mean service time is not a specific function of
the customer-server pair. Instead, the amount of work required depends only on the customer
class, and the rate at which work is rendered depends only on the server. This restriction
to homogeneous service allows one to properly define ρ, the system traffic intensity, which
is the ratio of the rate of work arriving to the system to the cumulative capacity of the
servers to remove work from the system. Systems of this type appear in a wide variety
of applications and at various scales. In semiconductor manufacturing it is often the case
that a set of functionally identical machines perform a set of different operations spread
through the overall production sequence or across various products and yet, due to different
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hardware configurations or temporary quality restrictions, not every machine can perform
every operation. For example, in the case of lithography tools, [51], [18] [33] describe lot-
to-lens dedications and limited mask qualifications that restrict tools from performing all
the mask layers in a given process. Another canonical example are large call centers, in
which streams of incoming calls require agents with different skill sets such as language or
proper training. In [5] the authors discuss the assignment of incoming calls to different agent
pools under a set of constraints that guarantee fair workload distribution across the agent
pools while in [54], the authors discuss the assignment of calls to agents under various trade
offs between performance and fairness criteria. In health care operations, the assignment
of patients to hospital wards has been modeled and studied as an SBPSS [6]. Skill based
parallel service systems are also ubiquitous in modeling the assignment of mobile device
communications to physical base stations, where the model is commonly referred to as the
user association problem. The possible device-to-base assignments are limited by spatial
locations and hardware limitations, [35],[52]. Another emerging application of SBPSS arises
in cloud computing, where requests for virtual machines or containers must be assigned
to physical hardware that meet a given set of requirements,[38],[47], [46], [45]. Finally, the
growth of the ride sharing economy with companies such as Lyft and Uber has introduced an
SBPSS with passengers and drivers assuming the roles of customers and servers, respectively,
and the physical locations, as well as service level requirements, determining the divisions of
passengers into customer classes and servers into server types, as well the customer class -
server type compatibility graph. In [7] the authors use a simplified queuing system framework
to derive optimal pricing statagies for the ride sharing platform. In a related work [8] the
authors model the ride sharing platforms as a closed queuing network where the servers
model drivers and customer arrivals model passenger requests. Server queues represent
drivers aggregated into a spatial partition and each customer service moves a server between
the server queue at the passengers origin and the server queue at the passengers destination.
Passengers finding an empty server queue are dropped. The authors prove that the portion of
dropped customers declines exponentially as the number of servers and customers are scaled
simultaneously and that the rate of decay is maximized by a certain weighted-LQF(weighted
MaxWeight) policy.
A pertinent fact regarding multi-server queues is that the average waiting time experi-
enced by a customer depends both on the traffic intensity of the system and the number of
qualified servers. For example, given an M/M/n queue with service rate µ per server and
an arrival rate of λ < n ·µ, if one simultaneously doubles both the customer arrival rate and
the number of servers, the resulting system will maintain the same traffic intensity, but the
average delay will be reduced. In an SBPSS, the terms ”traffic intensity” and ”number of
servers” can no longer be applied uniformly to every server and every customer class. Some
servers may experience a higher traffic intensity than others, while different customers classes
may be compatible with different numbers of servers. Although the terms traffic intensity
and number of servers can not be applied uniformly to all customer classes and servers in
an SBPSS, it is still an intuitive notion that the greater the access to server capacity that
a customer class has, the lower the delay that customers of that class will experience. The
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impact of the number of servers on the waiting time experienced by a customer class tends
to be ignored in the literature concerning the control of skill-based parallel service systems.
The vast majority of literature on control of large-scale service-based parallel-service queue-
ing systems considers a system under one of three asymptotic scaling regimes: The efficiency
driven (ED) regime, wherein the traffic intensity, the ratio of the workload implied by the
customer assignment rates and the capacity of the servers, asymptotically approaches unity
[39], the quality driven (QD) regime, wherein the number of servers approaches infinity while
the implied traffic intensity is bounded away from 1, and the quality and efficiency driven
(QED) regime [26] [27], where the utilization of servers approaches unity and the number
of servers approaches infinity simultaneously. In any of these three asymptotic regimes the
actual number of available severs becomes irrelevant to determining the control policy. In
the ED and QED regimes the overall traffic intensity asymptotically approaches unity and
hence the only valid control policies are those that balance the utilization across all servers,
regardless of the server counts. This is because any slight imbalance in the utilization of
the servers will render the system unstable and the queue lengths of some customer classes
will diverge. The QD and QED regimes both pertain to systems with flexible server pools
that are each comprised of multiple identical severs having the same set of qualifications,
the number of which is scaled to infinity and hence the actual count of qualified servers does
not directly impact the system performance.
Asymptotic regimes such as these have been demonstrated to be useful for analyzing the
performance of large-scale call centers and communications networks. These systems tend
to be comprised of a small number of server pools each containing multiple identical servers
and are designed for either efficiency or quality or both. The use of such asymptotic regimes
for modeling these systems is therefore natural.
In contrast, herein we are concerned with the waiting times of different customer classes
in a large scale parallel system with a sparse qualification set. Such systems contain many
servers, yet most customer classes are only served by a small subset of qualified servers.
Despite receiving much less attention in the queuing literature, such a system is very common
in practice and often arises when the rendering of service by a server to a customer class
is limited by geographical, technological or skill constraints. In this type of system both
the asymptotic QD and QED regimes are not relevant as there exist customer classes that
have access to only a small set of the servers. An ED regime might seem relevant, but the
long-term average waiting times under such regimes diverge for any customer classes with
a bounded number of servers. The control of an SBPSS outside the context of the ED,
QD and QED regimes has received scant attention in literature, albeit there is a rich line
of literature concerned with the design of flexible service systems. A striking example of
the impact that even a small degree of flexibility has on the performance of an SBPSS was
demonstrated in [50]. The authors consider an SBPSS comprised of n servers with service
rate µ = 1 − p each uniquely serving a single customer class with a Poisson arrival process
of rate λ = ρ, plus a single exponential server with a service rate n · p that can serve all
customer classes and is assigned the customer class with the longest queue. They prove that
when n → ∞, the waiting time for p = 0 scales as (1 − ρ)−1 but for any p > 0 the waiting
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time only scales as log(1−p)−1 ((1− ρ)−1). In another paper [49] the asame uthors consider an
Erdo˝s-Re´nyi bipartite graph and demonstrate that for a graph with n nodes on each set and
an arc probability of ln(n)/n, a vanishing delay may be achieved as n→∞ when customers
are first batched for a time period and then assigned to servers by a maximum cardinality
matching.
1.2 Basic Notation
In this work we will use R+ and R++ to describe the set of all non-negative and strictly
positive real numbers. The bold font notation is reserved for complete vectors and matrices
while a plain font is used for the entries so that a is a vector while ai is the i−th entry of
the vector a. The abbreviation w.p is a shorthand for ”with a probability measure of 1”
1.3 The Skill Based Parallel Service System Model
A Skill-Based Parallel Service System (SBPSS) with homogeneous service (HS) is described
by the following six element tuple F = (I ∪ J , E,λ, s,µ). The first three elements are the
sets of nodes and edges of the undirected bipartite graph that defines the topology of the
system. The set of customer classes are denoted by I = {1, . . . ,m} and a set of servers,
J = {1, . . . , n}. For a given server i ∈ I and customer class j ∈ J we say that ”i is
compatible with j ” or equivalently ”i can be served by j if (i, j) ∈ E where E ⊆ I × J is
the set of all compatible customer-server pairs. For any system, unless otherwise stated the
following assumption is made:
Assumption 1.3.1 (Connected Compatibility Graph). The graph G = (I∪J ) is connected.
For a given set of customer classes I ⊆ I or servers J ⊆ J we denote their set of
compatible servers or customer classes respectively by
∂(I) = {j ∈ J |i ∈ I, (i, j) ∈ E}
∂(J) = {i ∈ I|j ∈ J, (i, j) ∈ E} (1.1)
and with slight abuse of notation we let ∂(x) = ∂({x}). In a general SBPSS the rate at which
server j serves customers of class i is a random variable with a mean denoted by µij. In this
paper we focus on specific type of system which we refer to as an SBPSS with homogeneous
service defined as follows:
Definition 1.3.1 (Homogeneous Service). An SBPSS is said to have homogeneous service
if and only if there exist sets {µj|j ∈ J } and {si|i ∈ I} of strictly positive scalars such that
µi,j =
µj
si
for all (i, j) ∈ E (1.2)
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The values si, µj in definition 1.3.1 can be thought of as the amount of work required by
a customer of class i and the rate of service provided by a server j respectively. Therefore,
in a SBPSS with homogeneous service the portion of the overall workload introduced into
the system by a customer class i is independent of the service policy and is given by
ηi = λisi, i ∈ I (1.3)
where λi, i = 1, . . . , n is the arrival rates customer i = 1, . . . , n. A specific case of a SBPSS
with homogeneous service is the SBPSS with server dependent service times.
Definition 1.3.2 (Server Dependent Service Times). A SBPSS has server dependent service
times if and only if
s = s1m for some s ∈ R+ (1.4)
For the remainder of this paper we will consider only SBPSS with homogeneous service
unless otherwise stated. For sets of customer classes I and servers J we denote
λI =
∑
i∈I
λi , ηI =
∑
i∈I
ηi, ∀I ⊆ I
µJ =
∑
j∈J
µj, ∀J ⊆ J
(1.5)
The matching rates in a SBPSS depend both on the systems structure as described above
and the matching policy used to determine which customer-server matches are made in real
time. In this paper we restrict discussion to non-preemptive, non-idling, head-of-line(HOL)
matching policies. A system operating under a non idling, non preemptive matching HOL
policy behaves as follows:
1. The queue of class i customers is said to be active if there are customers waiting in
the queue and inactive otherwise
2. A server j is considered available if it is idle and unavailable otherwise
3. Upon arrival, a customer of class i finding a set of available qualified servers will
immediately match with an available server and will be served until completion or, if
no qualified idle servers exist, wait in a i class customer queue.
4. Upon completion of service a server j finding a set of active qualified customer class
queues will immediately be matched with a customer and will be served until comple-
tion or, if no qualified active queues exist, go idle and become available.
5. At every match instance the customer matched is the longest waiting customer of his
respective customer class
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(a) No arc between an active
queue and idle server.
(b) customer departure →
server matching policy
(c) ustomer arrival →
customer matching policy
Figure 1.1: An SBPSS under a non-idling, non preemptive, head-of-the-line policy
Note that under a non-preemptive and non-idling policy assignment decisions need only be
made at the instance of either an arrival of a customer or the departure of a customer, which
coincides with a completion of service. Furthermore, we assume both service and interarrival
distributions are continuous and hence at such times, w.p. 1, there will either be a single
active queue with multiple qualified idle servers or a single idle server with multiple qualified
active queues. The matching policy can therefore be regarded as comprised two separate
policies:
Customer Matching Policy: A customer of class i arrives. If a set of compatible idle
severs J ⊆ ∂(i) exists, the customer matching policy ΨI determines which idle server
the customer is assigned to.
Server Matching Policy: A server of type j completes an assignment. If a set of active
compatible customers queues exist, the server assignment policy ΨI determines which
waiting customer is assigned to the server.
A pair of customer and server assignment rules constitute a control policy Ψ = (ΨI ,ΨJ ). In
order to properly describe a matching policy Ψ we must first introduce our object of interest
which is the stochastic process ζF ,Ψ(t) = (A, S,D, Z,X,Q,W, I) the components of which we
will now describe. Let Aˆ = {Aˆi|i ∈ I} be a set of independent renewal counting processes
Aˆi = {Aˆi(t), t ≥ 0} with interarrival-time distribution having mean 1 and finite variance. The
arrival process for class i is the time-scaled renewal process Ai = {Ai(t) = Aˆi(λit), t ≥ 0}
and A = {Ai|i ∈ I} is the set of customer class arrival process. The service duration
for a customer of class i being served by a server j ∈ ∂(i) is a positive valued random
variable with mean µ−1ij . Let Sˆ = {Sˆij|(i, j) ∈ E} be a set of independent renewal counting
processes Sˆij = {Sˆij(t), t ≥ 0} with an identical interarrival-time distribution having mean
1 and finite variance. The service process of a pair (i, j) ∈ E is the time scaled renewal
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process Sij = {Sij(t) = Sˆij(µijt), t ≥} so that Sij(t) counts the number of i class customer
assignments server j has completed after spending t time units serving customers of class i
and S = {Sˆij|(i, j) ∈ E} is the set of qualified customer class-server service processes. For
any (i, j) ∈ E let
Zij(t) =
{
1 , if server j is serving a customer of class i at time t
0 , otherwise
(1.6)
The number of class i customers that have completed service on server j ∈ ∂(i) by time
t ≥ 0 is thus given by:
Dij(t) = Sij
(
µij
∫ t
0
Zij(τ)dτ
)
, for all (i, j) ∈ E (1.7)
and D = {Dij(t), (i, j) ∈ E} is the set of customer class-server specific departure processes.
The count of class i customers in the system at time t, is denoted by Xi(t), i ∈ I where
Xi(t) = Ai(t)−
∑
j∈∂(i)
Dij(t), i ∈ I (1.8)
while the number of class i customer in the queue at time t is given by
Qi(t) = Xi(t)−
∑
j∈∂(i)
Zij(t) (1.9)
with X = {Xi(t),∈ I} and Q = {Qi(t),∈ I}. Due to the assumption of a HOL policy the
waiting time of the longest waiting customer in the queue of class i customers at time t is
given by:
Wi(t) =
{
t−min{τ |Ai(τ) >
∑
j∈∂(i) Dij(t) + Zij(t)} , if Qi(t) > 0
0 , otherwise
(1.10)
The idleness of a server j at time r is the elapsed duration between the last instance when
server j was busy and the current time t and is given by
Ij(t) = t− sup{τ |
∑
i∈∂(j)
Zij(τ) > 0, τ ≤ t} (1.11)
Having defined the stochastic process ζF ,ψ we restrict the discussion to matching policies that
are Markovian with respect to ζF ,ψ. A pair of Markovian matching policies Ψ = (ΨI ,ΨJ )
can now be described by associating with each policy functions ψI , ψJ : Nm × {0, 1}m×n ×
Rm+ × Rn+ → Nm × {0, 1}m×n such that:
ψI(Q(a−k ), Z(a
−
k ),W (a
−
k ), I(a
−
k )) = (Q(ak), Z(ak))
ψJ (Q(d−k ), Z(d
−
k ),W (d
−
k ), I(d
−
k )) = (Q(dk), Z(dk))
(1.12)
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where ak, dkk ∈ N are the instances of customer arrival and service departures given by:
ak = inf{t|
∑
i∈I Ai(t) ≥ k} , a−k = sup{t|
∑
i∈I Ai(t) < k}
dk = inf{t|
∑
(i,j)∈E Dij(t) ≥ k} , d−k = sup{t|
∑
(i,j)∈E Dij(t) < k}. (1.13)
The performance measures of interest for the SBPSS can now be rigorously defined. The
system matching rates are given by the limit
rij = lim
t→∞
Dij(t)
t
, for all (i, j) ∈ E (1.14)
and we define the utilization of a server j ∈ J by
ρj = lim
t→∞
1
t
∑
i∈∂(j)
Zij(t) (1.15)
The long term avg. waiting time and queue length of a customer class i ∈ I are defined as
Wqi = lim
t→∞
1
A(t)
∫ t
0
Qi(τ)dτ and Lqi = lim
t→∞
1
t
∫ t
0
Qi(τ)dτ (1.16)
respectively. The existence of the limits in (1.14),(1.15), (1.16) depends both on the structure
F and the matching policies Ψ. A method for determining the existence of finite limits for
an arbitrary non-idling, non-preemptive policy is not known. However, in the remainder of
this work we will focus on two server matching policies First-Come-First-Served(FCFS) and
Long-Queue-First (LQF) and a single customer matching policy Assign-Longest-Idle-Server
(ALIS) for which the existence of the limits (1.14),(1.15), (1.16) can be proven under certain
conditions to be discussed in Chapter 3. The three aforementioned polices can be formally
defined as:
• FCFS: Server j will match with the longest waiting customer from queue i’ where
i′ = argmax{Wi(t)|i ∈ ∂(j)}
• LQF: Server j will match with the longest waiting customer from queue i’ where
i′ = argmax{Qi(t)|i ∈ ∂(j)
• ALIS: Customer of class i will match with server j’ where
j′ = argmax{Ij(t)|j ∈ ∂(i)}
In Chapter 4 we will also introduce weighted versions of these policies.
CHAPTER 1. INTRODUCTION 9
1.4 Waiting Time in Skill Based Parallel Service
Systems
A M/M/n multi-server queue can be considered as a special case on an SBPSS, where
E = J × I and the service times are homogeneous and exponentially distributed. In an
M/M/c queue, under any non-idling service policy that does not discriminate between servers
(i.e, the assignment decision does not require knowledge of the server identity) the server
utilization must be uniform and will be given by
ρ = min{1,
∑
i∈I ηi∑
j∈J µj
} (1.17)
and hence ρj = ρ for all j ∈ J . Even if different customer classes exist (a ΣM/M/n
queue), the utilization of the servers directly determines the average waiting-time of across
all customer classes and is given by
Wi =
[(
nµ−
∑
i∈I
λi
)
·
(
1 + (1− ρ) ·
(
n!
n · ρn
)
·
(
n∑
k=0
(nρ)k
k!
))]−1
(1.18)
Furthermore, under a FCFS-ALIS or LQF-ALIS policy, by mere symmetry, the workload of
each customer class will be equally distributed across the servers and hence
rij =
λi
n
(1.19)
Clearly, for an SBPSS where E ( I ×J one may expect a higher waiting time compared to
a multi-server queue with full qualifications. To provide some intuition as to why a higher
waiting time may be expected we use the Sakasegawa approximation [42] of the waiting time
in a system with n identical servers, exponential service and interarrival times. The closed
form expression in (1.18) is exact, however the simplicity of the approximation enables us to
gain more insight. In an M/M/n queue, recalling that ρj = ρ for all j ∈ J the avg. waiting
time can be well approximated by:
W˜ q(ρ, n, µ) ≈ ρ
√
2(n+1)−1
n(1− ρ) ·
1
µ
(1.20)
From the approximation of (1.20) it is clear that for a fixed service rate of µ the waiting time
is increasing in ρ and decreasing in n. In an M/M/n queue each customer class has access
to n servers each utilized at the a rate of ρ but in a general SBPSS this may not be the
case. Let us consider the example of the SBPSS depicted in Figure 1.2a. The customer set
I1 = {1, 2} may only be served by servers in server set J1 = {1′, 2′} and the servers in the set
J2 = {3′, 4′, 5′} can only serve customer classes in the set I2 = {3, 4, 5}. However, customer
classes in I2 can be served by servers in J1 as indicated by the dotted arcs in Figure1.2a.
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(a) Over Utilized Subsystem (b) Under Sized Subsystem
Figure 1.2: Two types of sub systems in a flexible service system
The service of I1 customer classes alone requires that the avg. utilization of the servers in J1
be at least .9 = (2 · 0.18)/(2 · 0.2) while the utilization of servers in J2 can be no higher than
.85 = (3 ·0.17)/(3 ·0.2) which can be only achieved by servicing all customers of the classes in
I2. The avg. utilization of the servers in this system is .87 = (0.18 ·2+0.17 ·3)/(5 ·0.2) which
is lower than the minimal avg. utilization of servers in J1 and higher than the maximum
avg utilization of servers in J2. In this specific case we also have both I1 × J1 ⊆ E and
I2 × J2 ⊆ E and so we can obtain both a lower bound on the waiting time of customers
classes in set I1, WqI1 ≥ W˜ q(.9, 2, .2) ≈ 21.46 and an upper bound on the waiting time
of customers classes in set I2, WqI2 ≥ W˜ q(.85, 3, .2) ≈ 8.25. These are upper and lower
bounds because the arcs in E ∩ I2 × J1 can increase the avg. utilization of the servers in J1
beyond .9 while reducing the avg. utilization of servers in J2 below .85 and will inevitably
do so under any non-idling service policy. An idling service policy that avoids assignment
on the arcs in E ∩ I2 × J1 and is otherwise non idling will indeed achieve the lower and
upper bounds and result in an average waiting time of 13.72 time unites. This does not
necessarily imply that the avg. waiting time in the system is minimized. The fact that
5.45 = W˜ q(.87, 5) < W˜q(.85, 3, .2) < W˜q(.9, 2, .2) suggests that the arcs in E ∩ I2 × J1 may
be utilized in a manner that, despite increasing WqI1 beyond the lower bound waiting time
of W˜ q(.85, 2), will reduce the overall avg. waiting time in the system. However results of a
simulation experiment indicate that under a FIFO-ALIS policy the average waiting time in
the system is 14.3 time units, greater than the waiting time when the system is decomposed.
The set I1 ∪ J1 of the SBPSS in Figure 1.2a is an example of an over-utilized subsystem:
a sub-system for which, under any feasible assignment matrix, the average utilization of
the servers will be higher than the average system utilization ρ and the customer classes in
the subsystem can not be served by any other servers outside the subsystem. The average
utilization of an SBPSS under any feasible assignment is fixed at ρ, hence if an over-utilized
subsystem exists there must also exist within the same SBPSS an under utilized subsystem,
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that is, a sub-system such that under any feasible assignment the average utilization of the
servers is lower than ρ and the servers in the system can not serve any customer class outside
the subsystem. In the SBPSS in Figure 1.2a the system I1∪J1 is an over-utilized sub system
and I2 ∪ J2 is an under-utilized subsystem. Both sub-systems have a complete qualification
set and hence we can definitively state that under any non-idling policy, or even a policy that
prevents assignments on E ∩ I2 ∪ J1, we will have WqI1 > WqI2 . However is is not always
the case that the waiting time of an under-utilized subsystem is lower than that of an over-
utilized subsystem. Let us consider the example in Figure 1.2b. The sets I1 = {1, 2, 3, 4}
and J1 = {1′, 2′, 3′, 4′} form an over-utilized subsystem. The customers in I1 can only be
served by the servers in J1 and therefore under any feasible assignment the utilization of the
servers in J1 can be no lower than (0.18 · 4)/(0.2 · 4) = 0.9 while the overall utilization of
the system is ρ = (0.18 · 4 + .17)/(0.2 · 5) = 0.89. The sets I2 = {5} and J2 = {5′} form
an under-utilized sub-system as server 5′ can only serve customer class 5 and by serving all
class 5 customers will achieve a utilization of ρ5 = .85 = .17/.2 < .89. However, despite
subsystem I1 ∪ J1 being over-utilized and J2 ∪ I2 being under utilized it is not necessarily
true that WqI1 > WqI2 . Since both sub-systems have complete qualification sets, if we were
to isolate both subsystems by avoiding all assignments on the arcs in I2 × J1 ∩ E we will
have WqI1 = W˜ q(.9, 4) = 1.99 < WqI2 = W˜ q(.85, 1) = 5.67 and the average waiting time in
the system will be Wq = 4 · 0.18×Wq1 + 0.17 ·Wq2 = 2.396 < Wq2. The customers in the
under-utilized subsystem I2 ∪ J2, if isolated, will experience a longer waiting time than the
system average because despite the low utilization of the J2 servers the subsystem has only a
single server and is thus an under-sized subsystem. Not only is the waiting time of customers
in the under-utilized subsystem higher in isolation compared to the over-utilized systems but
it is also possible to improve the overall average waiting in the system by assigning workload
from the under-utilized system to the over-utilized system. Let us split customer class 5
such that with probability q = 4
5
· 1
17
an arriving customer of class 5 can only be served by
the servers of J1 and with probability 1 − q it can only be served by servers of J2. The
resulting utilization of J1 servers is .91 and of the utilization of the servers in J2 will .81. If
we now apply a FIFO-ALIS service policy, we will have WqI1 = W˜ q(.91, 4) = 2.265,WqI2 =
q ·WqI1 +(1−q) ·W˜ q(.81, 1) = 4.17 and the resulting average waiting time in the system will
be Wq = (4 ·0.18+q ·0.17) ·W˜ q(.91, 4)+(1−q) ·0.17 ·W˜ q(.81, 1) = 2.34, which is lower than
the average waiting time in case we isolate both systems. The system in Figure 1.2b is a
counter example to a common misconception that improved load balancing means improved
system performance. The two systems in Figure 1.2 demonstrate that the average waiting
time experienced by a customer class in an SBPSS is not solely dependent on the number
of servers in the system and average system utilization, and that balancing the system
loading does not necessarily improve the overall system performance. Even accounting for
the number of servers available to a specific customer class and the utilization of those servers
is not enough information to predict the average waiting time of the customer class, as we
can see in the following example. Let us consider the following series of systems indexed
by n ∈ N, as illustrated in Figure 1.3 for n = 4. The system which we will refer to as
the M/M/n − plus 1 is constituted of a customer class set In = I0 ∪ In where I0 = {0}
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and In = {1, . . . , n}, server set J = J0 ∪ Jn where J0 = {0} and Jn = {1′, . . . , n′} and a
qualification set E = E0 ∪ En where E0 = {(0, 0), (0, 1)} and En = In × Jn. Let the arrival
rates of all customers be identical, λi = η/n, i ∈ I and similarly let the service rates be equal
across all servers with µj = 1/n, j ∈ J . Note that regardless of the size of n, customer class
0 has only 2 servers available to it; ∂(0) = {0′, 1′} and that if utilization is balanced across
the servers, both servers, and all other servers in the system, have an equal utilization of
ρ. The neighbourhood of customer class 0 does not change with n, however as illustrated
Figure 1.3: An M/M/n− plus 1 system with n = 4
in Figure 1.4 for the case of η = .99, .95, .9. the average waiting time of class 0 decreases
rapidly as n grows large under the FCFS-ALIS policy. This decline in waiting time can be
explained by the increases in the portion of class 0 customers that are assigned to server 1
as n increases. As the system size increases the average waiting time and queue lengths of
customers in classes 1 to n decrease. These complex dynamics that arise in the rather simple
Figure 1.4: Waiting time 0, i > 0 customer classes in the M/M/n− plus 1 system
examples of this section provide motivation for . The remainder of the thesis is arranged as
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follows: In the remaining section 1.5 of Chapter 1 we will describe several canonical system
structure to be used repeatedly in subsequent chapters. Chapter 2 of the thesis we focus
structural properties of the underlying bipartite graph of the SBPSS, mainly the min-max-
fair decomposition of the graph which we define and use to state the conditions under which
the SBPSS can be stabilized by a non-idling policy. The main contributions of this thesis
appear in Chapters 3 and 4. In Chapter 3 we first re-derive the approximation of [14] for
the infinite FCFS bipartite matching sequence of [3] as a maximum entropy approximation
and demonstrate the advantage of the approximation over others in literature using both
numerical and simulation experiments. In section 3.2 we define the ALIS infinite bipartite
matching and provide a novel fluid dynamics based approximation of the models matching
rates. The FCFS and ALIS infinite bipartite matching sequence approximations of Sections
3.1 and 3.2 are combined in Section 3.3 to produce the key contribution of this work which
is, to the best of our knowledge, the first approximation scheme for the matching rates
for a subcritical SBPSS with homogeneous service under the FCFS-ALIS and LQF-ALIS
service policies. The accuracy of the approximations scheme is demonstrated with extensive
simulation experiments for a wide range of cases. In Chapter 4 we begin by leveraging upon
the approximations derived in Chapter 3 to expose inherent flaws in the FCFS-ALIS and
LQF-ALIS policies. Having exposed these flaws in section 4.4 we propose new weighted
versions of the FCFS-ALIS and LQF-ALIS policies and demonstrate their efficacy with
simulations. In Section 4.6 we extend the weighted policies to accommodate systems with
matching rewards and show, using simulation experiments, that such weighted policies can
be used to effectively trade-off the customer waiting time and matching reward rate. Finally,
in Chapter 5 we conclude with a summary of the contributions of the thesis and review of
existing gaps in the work followed by recommendations for possible future research directions.
1.5 Chains, Grids, Maps and Erdo˝s-Re´nyi Graphs
The main contributions in this paper are in the form of approximations in Chapter 3 and
control heuristics in Chapter 4. That being the case, we find it necessary to investigate results
from applications over a wide range of SBPSS types and at various scales. The compatibility
graphs we are interested in are ones that have the following three properties: First, they
should be scalable so that we may observe both small instances that can be solved analytically
and compared to our heuristics as well as large scale instances for which the analytic methods
are not applicable and the efficacy of our heuristics can be demonstrated. The second desired
property is sparsity; in general, for a large SBPSS with a dense graph, the behaviour of the
SBPSS tends to resemble that of a complete system. Hence we focus on sparse graphs where
the approximation and control of the system is not trivial. Finally, we wish to focus on
feasible cases where the SBPSS has the capacity to process the arriving workload. In order
to meet this final requirement we need to use certain parameters to generate the graphs as
will be discussed.
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Homogeneous bipartite Erdo˝s-Re´nyi
In a Homogeneous Erdo˝s-Re´nyi type SBPSS there is an equal number n = m of customer
classes and servers and the set of edges E ⊆ I×J is generated by drawing a random sample
from a random variable X ∼ Bernoulli(p) for every pair (i, j) ∈ I × J and including the
(i, j) in the set of edges if the sample equals 1 and excluding it if the sample is 0 so that
every pair of nodes i ∈ I and j ∈ J are connected with a probability p. Let ω = ω(n) be
some function of n. We may, without loss of generality, rewrite p as
p =
log(n) + ω(n)
n
(1.21)
The probability that a random bipartite graph ER(n, p) with edge probability p as n→∞
contains a perfect matching is given by(see Theorem 6.1 of [22]):
lim
n→∞
P (ER(n, p) has a perfect matching ) =

0 if ω → −∞
e−2e
−c
if ω → c
1 if ω →∞
(1.22)
Hence we let
p =
2 log(n)
n
(1.23)
This specific probability is chosen as we wish on the one hand to generate a sparse graph
such that w.p. 1 the graph density n−2EX |E| → 0 exponentially fast as n → ∞ while on
the other hand we have a high probability that for a random choice of workload arrival and
service rate unit sum vectors η,µ, the graph would be feasible by Lemma 3.2 of [49].
k-Torus
The graph of a k torus SBPSS of size n denoted by Torus(n× n, k) has n2 customer classes
I = {(i1, i2)|i = 1 . . . , n} and n2 servers J = {(j′1, j′2)|j = 1, . . . , n} that are aligned on
a tours grid such that each pair of customer and server nodes is adjacent if dn(i1, j
′
1) +
dn(i2, j
′
2) ≤ where
dn(i, j) = min(modn(i− j),modn(j − i)) (1.24)
Hence, the topology of the graph is completely symmetrical and the nodes are indistinguish-
able.
Map
The graphs of a Map SBPSS are intended to simulate a geographical distribution resources,
for example, the case of ride-sharing where the passenger requests and driver supply tend
to concentrate in specific regions. For this purpose we generate both customer workload
and service rate surfaces using random mixture of Gaussian distributions. For a grid map
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(a) Torus grid
(b) Map graph with nodes at
grid intersections (c) Homogeneous 2-chain
Figure 1.5: Illustrations of Different Graph Types
of size n × n we choose d√ne centers for both customers and servers by drawing random
points for a uniform distribution on the set [0, n]× [0, n]. Each center is assigned a random
weight from a Uniform[0, 1] and a 2× 2 covariance matrix generated by drawing a random
2× 2 matrix with Uniform[0, 1] entrees multiplying it with its transpose and and averaging
it with a unit matrix. The workload arrival of customers and service rate of servers then
take the values of the p.d.f of the mixture distribution at the node points and values of
both are then normalized so that their sum equals to 1. The initial set of edges is the grid
connecting the grid nodes so that nodes (x, y) and (x′, y′) have an edge between them if
||(x− x′), (y − y′)|| ≤ k for some k ∈ N. However this is likely to lead to system where the
CRP condition does not hold and, as will be explained in section 2.1 the system decomposes
into subsets of varying workload to service capacity ratios, with some subsets having a ratio
greater than 1. As we are interested in feasible systems we divide all workload rates by
the maximum workload to service rate ratio amongst all subsets. Therefore, in contrast
to the other graph types, the utilization level simulated does not reflect the overall system
utilization but rather the utilization of subset of customers classes and servers with the
highest workload to service rate ratio.
The Erdo˝s-Re´nyi, Torus and Map graphs were chosen as each has a different level of
natural flexibility in distributing workload across the servers.The homogeneous bipartite
Erdo˝s-Re´nyi is an expander graph (see [30] for formal definition) which for our purposes
means that any pair of server nodes in the bipartite graph have multiple short paths between
them and hence workload can be naturally transferred between the servers when the system
is congested. The k tours graphs are constructed for the CRP condition to hold, however,
unlike the Erdo˝s-Re´nyi graph they are not expander graphs and the avg. length of the
shortest path from a node to all other nodes scales linearly with the size of the tours. As
a result, even though it is theoretically possible to apply an idling policy that balances
the workload across the servers, it is difficult to transfer workload across servers at time of
congestion. The map are similar to the tours graph in that the avg. distance between nodes
scales with the size of the graph, the difference being that CRP condition is not likely to
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hold for Map graphs and hence not only is difficult to transfer workload across the servers
at times of congestion, but also doing so may render the system unstable.
17
Chapter 2
MinMax Fairness and Complete
Resource Pooling
2.1 MinMax fairness in SBPSS
Three fundamental questions regarding the structure of a system are addressed in this chap-
ter. The first question to be considered is whether or not the system F can be stabilized, i.e.,
does there exist a policy under which the limits in (1.16) exist. A second question of interest
is whether or not there exists a policy Ψ that distributes the workload across the capacity
of the servers so that the server utilization is uniform across all servers and ρj = ρ for some
ρ > 0 for j = 1, . . . , n. Finally, if there is no policy that can balance the utilization evenly
across the servers, how does one define the most balanced server utilization distribution that
can be achieved and how can it be obtained. The answer to all three questions can be an-
swered by means of a min-max-fair set of matching rates. In this section we first introduce
the static allocation problem associated with an SBPSS and use it to define the concept of
a min-max-fair set of matching rates. We then go on to show how a min-max-fair set of
matching rates rf can be used to derive some structural properties of the SBPSS. These
properties will be used later in Chapter 4 to construct improved service policies. Finally, we
provide a method for obtaining the server utilizations under a min-max-fair set matching
rates. The notion of a min-max-fairness is commonly used in communication networks as an
indicator of fairness in the allocation of bandwidth [31]. In order to define min-max-fairness
in the context of an SBPSS we consider an input-queued version of our output-queued system.
In this paper we focus on an SBPSS that operates under an input-queued(IQ) discipline by
which the arriving customers are placed in ”input” based queues by their respective customer
classes. In an output-queued(OQ) system arriving customer are routed to a specific server
queue immediately upon arrival and are placed in an ”output” based queue that belongs
to the assigned server. A policy of interest for the OQ system is the non-idling Markovian
routing policy in which upon arrival a customer of class i is randomly routed to a server
j ∈ ∂(i) with probability rij
λi
. Each server j ∈ J serves the customers in the output queue in
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order of arrival without idling. In contrast to the IQ system where the matching rates and
server utilizations are a consequence of the matching policy, under Markovian routing a fixed
set of matching rates defines the matching policy and the resulting set of server utilizations.
Let ∆λ,µ be the set of admissible matching rates given by:
∆λ,µ =
r ∈ Rm×n+
∣∣∣∣∣∣
∑
j∈∂(i)
rij = λi,∀i ∈ I and
∑
i∈∂(j)
rijηi ≤ µj,∀j ∈ J
 (2.1)
And for a set of admissible matching rates r the resulting server utilizations are given by
ρj(r) =
∑
i∈∂(j)
λisi
µj
(2.2)
Under a Markovian routing policy every individual server and associated queue form a sep-
arate M/M/1 queue. Therefore, the static planning problem associated with the output
queued system with Markovian routing is defined as
min
ρ∈R+,r∈Rm×n+
ρ (2.3)
subject to: ∑
j∈∂(i)
rij = λi, for i = 1, . . . ,m (2.4)∑
i∈∂(j)
rijλisi ≤ µjρ, for j = 1, . . . , n . (2.5)
The solution of the above LP itself can answer the first two questions posed. First, we recall
that µ > 0 and the graph G = (I ∪ J , E) is assumed to be connected so that ∂(i) 6= ∅ and
therefore, since the value of ρ is not restricted, the LP in (2.3),(2.4),(2.5) is feasible and a
finite strictly positive optimal solution exists. If the optimal value is ρ∗ = ρ¯ where ρ¯ is the
average utilization of the system, which is independent of the policy and given by:
ρ¯ =
∑
i∈I λisi∑
j∈J µj
(2.6)
then all the constraints in (2.5) must hold at equality and a Markovian policy defined by
a set of optimal matching rates will induce a uniform utilization across all servers. If in
addition ρ∗ < 1 then the system may be stabilized as employing the Markovian routing
policy with the optimal rates r will cause all queues to operate as independent subcritical
ΣM/M/1 queues. If ρ∗ > ρ¯ than the workload can not be spread equally across the servers,
as doing so will contradict the optimality of ρ∗ and we provide the following definition of
min-max-fairness to characterize the most balanced distribution of server utilizations.
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Definition 2.1.1. A set of admissible matching rates rf ∈ ∆λ,µ is said to be min-max-fair
if and only if for any other set of admissible matching rates r ∈ ∆λ,µ the following holds:
If there exists a server j ∈ J such that ρj(r) < ρj(rf ) then there must also exist a server
j′ ∈ J such that ρj′(rf ) ≥ ρj(rf ) and ρj′(r) > ρj′(rf ).
Simply put, an admissible set of matching rates is considered min-max-fair if the resulting
utilization of any server can not be reduced without increasing the resulting utilization of
another server that already has a higher or equal utilization. In the context of this paper we
do not make direct use of a min-max-fair rates themselves. Instead, we use the unique graph
decomposition that, as we will now show, is induced by a min-max-fair set of matching rates.
Min Max Fair SBPSS Decomposition
Any admissible set of matching rates r, when used to define a Markovian routing policy,
induces a set of `(r) unique utilization values. ρ¯`(r)(r) < · · · < ρ¯1(r) where 1 ≤ `(r) ≤ n. To
avoid cumbersome notation we will let ` = `(r) when there is no concern of ambiguity. These
distinct utilization values imply a partition of the set of servers J into subsets J1(r), . . . , J`(r)
so that all servers in the same subset have the same utilization under matching rates r. That
is, for all j ∈ Jk(r), ρj(r) = ρ¯k(r). For an admissible set of matching rates r, a server j ∈ J
is said to actively serve customer class i ∈ ∂(j) if and only if rij > 0. Hence, the partition
of the servers, J1(r), . . . , J`(r), implies a collection of ` subsets of actively served customer
classes, I1(r), . . . , I`(r), where
Ik(r) = {i ∈ I|rij > 0, j ∈ Jk(r)}, k = 1, . . . , ` (2.7)
is the set of customers that are actively served by a server in Jk(r). Clearly, for an admissible
r, the union of the sets I1(r), . . . , I`(r) includes all the customers so that, ∪`k=1Ik(pi) = I, as
otherwise r could not be admissible. We now state the main theorem of this Chapter.
Theorem 2.1.1. A set of matching rates r is min-max-fair if and only if it is feasible and
(Ip(r)× Jq(r)) ∩ E = ∅ for any pair p, q where 1 ≤ p < q ≤ `(pi)
Before we turn to proving the theorem we first present the following lemma that es-
tablishes the connection between the compatibility graph structure and the min-max-fair
matching rates.
Lemma 2.1.1. Let r be an admissible set of matching rates with a utilization-based partition
of servers, J1(r), . . . , J`(r), and induced subsets of actively served customers, I1(r), . . . , I`(r)
such that (Ip(r)× Jq(r)) ∩ E = ∅ for any pair p, q where 1 ≤ p < q ≤ `. Then:
1. The sets I1(r), . . . , I`(r) are mutually disjoint and form a partition of I.
2. ∂(Ip(r)) ⊆ ∪pk=1Jk(r), r for p = 1, . . . , `
3. ∂(Jp(pi)) ⊆ ∪`k=pIk(r), r for i = k, . . . , `
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Proof. (1). By contradiction, assume that r is admissible and that I1(r), . . . , I`(r) do
not form a partition of I. For any admissible r ∈ ∆λ,µ we know ∪`k=1Ik(r) = I and hence
in order for I1(r), . . . , I`(r) to not form a partition there must exist some 1 ≤ p < q ≤ `
such that Ip(r) ∩ Iq(r) 6= ∅. Let i ∈ Ip(r) ∩ Iq(r) then by definition i is actively served by at
least one server in both Jp(r) and Jq(r) and hence there must exist a qualification between
a customer i ∈ Ip(r) and server j ∈ Jq(r) in contradiction to our initial assumption. (2) Let
r be a feasible . If for some 1 ≤ p ≤ `, J(Ip(r)) 6⊆ ∪pk=1Jk(r) then there must exist some
q > p such that J(Ip(r)) ∩ Jq 6= ∅ and hence there must be an arc from Jq to Ip which is a
contradiction. (3) Similarly, if for some 1 ≤ p < ` we have I(Jp(r)) 6⊆ ∪`k=pIk(r) then there
must exist some q < p such that I(Jp(r))∩ Iq(r) 6= ∅ and hence there is an arc from Iq(r) to
Jp(r) which is a contradiction .
We are now ready to prove theorem 2.1.1
. Proof of Theorem 2.1.1: Let r be an admissible set of matching rates with a utilization-
based partition of servers J1(r), . . . , J`(r), corresponding utilization sequence ρ¯1(r) > · · · >
ρ¯`(r) and induced subsets of actively served customers, I1(r), . . . , I`(r). First, let us assume
that there exists a qualification (i, j) ∈ Ip(r) × Jq(r) ∩ E for some 1 ≤ p < q ≤ `. Since
i ∈ Ip(pi) there must exist some server j′ ∈ Jp(r) such that rij′ > 0 and ρ¯p(r) = ρj′(r) >
ρj(r) = ρ¯q(r). Hence, let
 = min{(ρ¯p(r)− ρ¯q(r)) µjµj′
2(µj + µj′)
, piij′} > 0 (2.8)
and let r′ be an such that
r′uv =

rij′ −  if u = i, v = j′
rij +  if u = i, v = j
ruv otherwise
.
The fact that  > 0 implies that both ρj(r
′) > ρj(r) and ρj′(r′) < ρj′(r) and since r was
assumed feasible we can observe that:
ρj′(r
′)− ρj(r′) = ρj′(r)− 
µj′
− (ρj(r) + 
µj
) =
ρj′(r)− ρj(r)− µj + µj′
µjµj′
≥ ρj′(r)− ρj(r)
2
> 0
and hence 0 < ρj(r
′) < ρj′(r′) < 1 and r′ is feasible as well. Therefore, we have ρj′(r′) < ρj′(r)
and for any server h ∈ ∪pk=1Jk(r) we have ρh(r′) ≤ ρh(r) and hence the matching rates r are
not min-max-fair.
To prove the converse let us now assume that Ip(r)× Jq(r) ∩ E = ∅ for any pair p, q where
1 ≤ p < q ≤ `. Let r′ ∈ ∆λ,µ be a set of matching rates such that there exists some j ∈ J
for which ρj(r
′) < ρj(r). We will now show that there must also exist some j′ for which
ρj(r) ≤ ρj′(r) < ρj′(r′). Let p be such that j ∈ Jp(r) and so ρj(r) = ρ¯p(r). From Lemma
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2.1.1 we know that the sets I1(r), . . . , I`(r) form a partition of I and therefore
p∑
k=1
∑
i∈Ik(r)
λisi =
p∑
k=1
∑
v∈Sk(r)
µvρk(r). (2.9)
Lemma 2.1.1 also states that J(Ip(pi)) ⊆ ∪pk=1Jk(pi) and hence, since r′ is feasible, we have:
p∑
k=1
∑
i∈Ik(r)
λisi ≤
p∑
k=1
∑
v∈Jk(r)
µvρk(r
′) (2.10)
Therefore, since ρj(r
′) < ρj(r) we must have
p∑
k=1
∑
v∈Jk(r)
v 6=j
µvρk(r) <
p∑
k=1
∑
v∈Jk(r)
v 6=j
µvρk(r
′)
and hence there must exist some j′ ∈ ∪pk=1Jk(r) \ {j} such that ρj′(r′) > ρj′(r) and, since
j′ ∈ ∪pk=1Jk(r), ρj′(r) ≥ ρj(r) and therefore r is min-max-fair .
Having proven this property of the server utilizations induced by a set of min-max-fair
matching rates we now wish to characterize the set of all min-max-fair matching rates by
their induced server utilizations.
Theorem 2.1.2. For any given SBPSS there exist unique partitions J1, . . . , J` and I1, . . . , I`
of the server set J and customer set I respectively such that a set of admissible matching
rates r ∈ ∆λ,µ is min-max-fair if and only if Jk(r) = Jk, Ik(r) = Ik for k = 1, . . . , `
Proof Let r, r′ ∈ ∆λ,µ both be min-max-fair. By definition of min-max-fairness both r
and r′ must obtain the minimal maximum utilization of the system, otherwise any other set
of matching rates that does achieve the maximum minimum utilization, which must exist
by definition, would constitute a contradiction to the min-max-fairness of r, r′. Therefore
we can conclude that ρ¯1(r) = ρ¯1(r
′). If we now assume that J1(r) 6= J1(r′) and that,w.l.o.g,
J1(r) \ J1(r′) 6= ∅ then there exists a server j ∈ J1(r) such that ρj(r) 6= ρj(r′). The
utilization of any server in J1(r)\J1(r′) under r′ must, by definition, be strictly smaller than
ρ¯1(r
′) = ρ¯1(r) and hence: ∑
v∈J1(r)
ρv(r
′)µv <
∑
v∈J1(r)
ρj(r)µv
The sets I1(r), . . . , I`(r)(r) are a partition of I by Lemma 2.1.1 and therefore∑
v∈S1(r)
ρv(r)µv =
∑
i∈I1(r)
λi
However, lemma 2.1.1 also states that J(I1(r)) = J1(r) and therefore∑
v∈J(I1(r))
µvρv(r
′) <
∑
i∈I1(r)
λi
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which is a contradiction to the feasibility of r′ and we conclude that J1(r) = J1(r′). The
equality of the sets I1(r) = I1(r
′) follows immediately since by Theorem 2.1.1 these are the
sets of customers who may only be served by servers in J1(r) = J1(r
′). We have therefore,
shown that any pair of min-max-fair matching rates r, r′ share the same maximum utilization
value and the respective set of servers and customers classes, J1(r), I1(r). Lemma 2.1.1
implies that for a set of min-max-fair matching rates the servers in J1(r) can only actively
serve the customers in I1(r) and hence we can remove the sets J1(r), I1(r) with their adjacent
qualifications from the SBPSS. The matching rates on the remaining SBPSS, which remain
unchanged, still meet the conditions of Theorem 2.1.1 and therefore form a set min-max fair
matching rates with respect to the sets I \ I1(r),J \ J1(r), if those are not empty, and the
same argument can be repeated to prove that J2(r) = J2(r
′) and I2(r) = I2(r′). Repeating
the same argument ` times we can conclude that all min-max-fair matching induce the same
sequence ρ1, . . . , ρ` of utilization values and the same set partitions Jk, Ik for k = 1, . . . , `.
.
An immediate corollary of the theorem is:
Corollary 2.1.1. There exists a unique utilization sequence ρ¯1, . . . , ρ¯` such that
ρ¯k =
∑
i∈Ik λi∑
j∈Jk µj
, k = 1, . . . , ` (2.11)
and for any set of min-max-fair matching rates r and 1 ≤ k ≤ `,
ρj(r) = ρ¯k ⇔ j ∈ Jk (2.12)
.
Theorem 2.1.2 and subsequent corollary 2.1.1 provide us with a decomposition of the
SBPSS into ` subsystems that, for any set of min-max-fair matching rates, have equal
utilizations across the subsystem servers. Furthermore, the min-max-fairness implies that
the utilization of any server in a subsystem may not be reduced without increasing the
utilization of a server of similar or possibly higher utilization. In the remainder of the paper,
we will refer to these sets and utilization values as the min-max-fair decomposition of the
system F . Finally, let φ : I ∪J → {1, . . . , `} be a mapping of the system’s customer classes
and servers to their respective min-max-fair utilization sets such that:
∀v ∈ I ∪ J , φ(v) = k ⇔ v ∈ Ik ∪ Jk. (2.13)
Deriving the Min Max Fair Decomposition
Now that the existence of the unique fair decomposition has been established we present an
algorithm for deriving the unique decomposition using a parametric minimum cut procedure
on a flow graph model of the fluid SBPSS. Let us consider a fluid model of a SBPSS repre-
sented by a bipartite parametric flow graph. Let the customer set and server sets I,J be
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represented by the bipartite node sets in the graph and let the set of compatible customer-
server pairs define the edge set E with an infinite flow upper bound. Let us now add two
auxiliary nodes s, t representing a source and terminal for the graph flow. For each customer
class i ∈ I we add an edge with a capacity upper bound of ηi = λisi, the rate at which
customers of class i introduce workload to the systems, connecting node i to the source node
s and we denote by Es = {(s, i)|i ∈ I} the set of source adjacent edges. Similarly, for each
server j ∈ J we add an edge with capacity upper bound of µj · ρ connecting node j to the
destination node t and we denote by Et = {(j, t)|j ∈ J } the set of terminal adjacent edges.
This results in a parametric bipartite flow graph G(ρ) = ({s}∪I ∪J ∪{t}, Es∪E∪Et) such
Figure 2.1: Transformation of the bipartite compatibility graph to a parametric s − t flow
graph with parameter ρ
as the one in Figure 2.1 where the utilization parameter ρ ≥ 0 determines the maximum
server utilization. An s − t flow in graph G(ρ) is a vector f ∈ Rm+n+|E|. A flow in graph
G(ρ) is a feasible flow if the flow across any edge does not exceed the upper bound of the
edge. A flow vector f on G(ρ) is said to be source saturating if and only if,
fsi =
∑
j∈∂(i)
fij = ηi (2.14)
meaning that a flow vector can be translated into an admissible set of matching rates if and
only if it saturates all arcs adjacent to the origin node. Clearly, the set of admissible flow
vectors G(ρ) is bijective to the set of admissible matching rates which induce a maximum
utilization rate of smaller or equal to ρ with the bijection given by
rij =
fij
si
, (i, j) ∈ E. (2.15)
The utilization of a server j ∈ J induced by an flow vector f is given by
ρj(f ) =
1
µj
∑
i∈∂(j)
fij. (2.16)
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A parametric minimum cut algorithm such as the ones descried in Section 4.1 of [23] and
in [29](the latter being the one used for the experiments in this paper see also [16], [21])
takes as input the parametric graph G(ρ) and a range ρ ∈ [0, ρ0] and returns a set of
breakpoints ρ0 ≥ ρ1 ≥ · · · ≥ ρ` ≥ 0 and respective s − t cuts (X1, X¯1), . . . , (X`, X¯`) where
Xk is the minimal source set of the minimum cut in the graph G(ρ) for ρk−1 < ρ ≤ ρk. Let
µ−1minρ0 =
∑
i∈I λisi where µmin = min{µj, j ∈ J } so that all the workload of the system
can be handled by the slowest server when ρ = ρ0 and we are guaranteed that all the source
adjacent arcs are saturated by a maximum flow and the minimal source set of the minimum
cut in G(ρ0) is {s}. To avoid cumbersome notation we denote Xk ∩ J by X(J )k . Let us
now consider the minimum source set at the a break point ρk. First we observe that for
any (i, j) ∈ (X¯(I)k × X(J )k ) ∩ E we must have fij = 0, otherwise for any i′ ∈ ∂(j) ∩ X(I)k ,
which must exist as the arc (j, t) is saturated, the path i′ − j′ − i would be an augmenting
path. Furthermore, we must have (X
(I)
k × X¯(J )k ) ∩ E = ∅ otherwise (Xk, X¯k) would not be
a minimum cut as ubij =∞ for any (i, j) ∈ E. Therefore, at the k − th breakpoint we have
a flow assignment where the flow out of customer nodes of Xk ∩ I is only assigned to server
nodes of Xk ∩ J , the servers of xk ∩ J are assigned no flow from the nodes in X¯k ∩ I and
the arcs of Et ∩ (Xk ∩ J )× {t} are fully saturated. Theorem 2.1.2 implies that
X
(I)
k =
k⋃
q=1
Iq and X
(J )
k =
k⋃
q=1
Jq (2.17)
where Iq, Jq, q = 1, . . . , k are the respective customer and server sets of the unique min-
max-fair decomposition. Therefore, as this applies to any k = 1, . . . `, we can retrieve the
decomposition from the set of source cuts as by applying
Iq = X
(I)
q \X(I)q−1 and X(J )q \X(J )q−1 q = 1, . . . (2.18)
and the min-max-fair utilization sequence is the set of breakpoint values. A full min-max-fair
assignment can then be obtained by setting the following upper bounds
ubfjt = argmax{ρk|j ∈ Xk} (2.19)
on the edges of Et and solving a max-flow problem. The resulting flow vector f
∗ must induce
the set of min-max-fair utilization rates and hence the corresponding set of matching rates
is a min-max-fair
2.2 Complete Resource Pooling
The complete resource pooling condition, first introduced by [28] and [55] defines the con-
ditions under which a general SBPSS, not necessarily with homogeneous service, can be
operated as a single pooled resource. For a general SBPSS the amount of workload required
to serve a customer class i ∈ I depends on the service policy and subsequent matching
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rates. Therefore, the resource pooling condition is defined only for arrival rates that must
utilize the full capacity of the servers in order to process the arriving workload. In an SBPSS
with homogeneous service the rate of workload arrival to the system is independent of the
policy, hence we provide definitions of the complete resource condition for a system with
homogeneous service
Definition 2.2.1 (Complete Resource Pooling). An SBPSS F = (I ∪ J , E,λ, s,µ) is said
to satisfy the complete resource pooling(CRP) condition if and only if∑
i∈I λisi∑
j ∈ ∂(I)µj
≤
∑
i∈mI λisi∑
j∈J µ
, ∀I ( I (2.20)
If (2.20) holds a strict inequality for all I ( I then system is said to satisfy the strong-
CRP condition otherwise, it satisfies the weak -CRP condition. Both the weak and strong
CRP conditions guarantee that utilization can be balanced across the servers and that the
min-max-fair decomposition is trivial with I1 = I. However, if the system satisfies weak -
CRP but not the strong-CRP then for any set of min-max-fair matching rates rf that
balance the utilization the graph restricted to active arcs Erf = {(i, j)|rfij > 0, (i, j) ∈ E} is
disconnected and hence the system can only be balanced if it is decomposed into subsystems
of smaller size and equal utilization.
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Chapter 3
Matching Rate Approximations
3.1 Max. Entropy Approximation of Infinite FCFS
Sequence Matching Rates
Literature Review - Match Rate Approximation
In the FCFS stochastic matching model one is given two random infinite sequences of
customers and servers. As in a SBPSS model, the customers and servers are of classes
I = {1, . . . ,m} and J = {1′, . . . , n′} respectively and a bipartite graph G = (I ∪ J , E)
defines the compatible customer-server pairs. The class of every customer or server in the
respective sequences is an i.i.d random variable that assumes the value i ∈ I with probability
αi in the case of the customer sequence and a value j ∈ J with probability βj in case of the
sever sequence with ||α||1 = ||β ||1 = 1. The FCFS matching procedure works as follows: The
customer of class i ∈ I at the first position in the customer stream scans the server stream
until it finds the first compatible server j ∈ ∂(i), the match is logged as an (i, j) match and
both customer and server are removed from the stream. After the match is executed, all
upstream customers and servers move one position forward. The matching process can be
performed in various ways, for example one can iterate over the servers instead of over the
customers. Let rkij be the count of (i, j) matches after a total of k matches have been made.
The matching rates of the infinite FCFS matching sequence are defined as:
rij = lim
k→∞
rkij
k
. (3.1)
The FCFS infinite matching sequence can be used to model various applications in which
both the supply and demand for a resource arrive randomly to the system and the resource
is allocated to the earliest compatible demand. The model was first introduced in [34] for
the purpose of analyzing the allocation of public housing to applicants in the city of Boston,
MA. In [3] the authors suggest using an FCFS infinite matching sequence to model organ
transplant and adoption procedures and in more recent work [1] the authors show the relation
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between the FCFS infinite matching sequence model and various other queueing models such
as redundancy models [24] wherein multiple copies of a customer are sent to different queues
to reduce latency and arriving servers leave the system when no compatible customers are
in the queue. The connection between the infinite matching model and an SBPSS was first
suggested in [13] where the authors observed that in heavy traffic the matching rates of an
SBPSS operating under a FCFS server policy converges to those of an infinite matching
sequence with corresponding customer and server frequencies. The authors than go on to
propose the first approximation scheme for the infinite matching sequence by means of an
iterative procedure that at each iteration allocates the unmatched portion of arrival/service of
each customer/server node proportionally across its set of neighbors. The matching rates for
an overloaded system where the arrival rates of customers exceed the capacity of the servers
and the customers become impatient was derived by [48] for certain graph topologies. The
quasi-independent approximation of the matching rates is first described in [14] based on a
physical analogy of the system to a network of pipelines conducting a flow of non-Newtonian
fluids with pipes as edges and pressure exerted at nodes. The approximation we will introduce
in Section 3.1 is identical to the approximation of [14]. Closed-form expressions for the exact
matching rates of an infinite FCFS matching sequence were derived using a novel Markov
chain formulation (originally due to [53]) in a seminal paper [3]. Unfortunately, the closed-
form expressions in [3] require calculation of a distinct term for every permutation of the
server set and hence can only used to obtain the matching rates of relatively small systems
( 12 nodes on each side according to [3]). Extending upon the steady state probabilities
derived in [3] the authors derive closed form expressions for the stationary distribution of
an SBPSS operating under the FCFS-ALIS policy, (see the subsequent subsection for a full
description). Recently, in [20] inspired by similarities between the closed-form matching rates
of [3] and Ohm’s Law the authors suggested an approximation of the infinite FCFS bipartite
matching [20] that is based on an analogous electrical circuit. They provide some empirical
results for the approximation, (see the following subsections for a detailed description of
the approximation). However, in an even more recent paper, [4] the authors demonstrate
that the Ohm’s Law based approximation of [20] may produce negative approximations of
the matching rates. They propose an improved approximation based on an electrical circuit
that contains diodes to prevent the negative current flows. The approximation requires the
solution of a quadratic rather than the linear program of [20] and so we shall refer to it as
the the QP approximation. The authors in [4] prove that their suggested QP approximation
coincides with the Ohm’s Law approximation whenever the latter does produce a valid
(i.e positive) approximation. In the remainder of this Chapter we will first introduce the
closed form stationary distribution and matching rates of [3], [2] and then go on to re-derive
the quasi-independent approximation of [14] from basic principles as a Maximum Entropy
approximation. Having introduced the approximation we then describe a surprising and
enlightening counter example. The accuracy of approximations is then tested by repeating
the experiments of [20] which show the Maximum Entropy approximation is more accurate
and robust than the QP and Ohm’s Law approximations, especially for sparse graphs. We
conclude the section by demonstrating the efficacy of the approximation on the large scale
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sparse models of section 1.5
The Adan-Weiss Exact Match Rate Equations
The analysis presented in subsequent subsections relies on the system state representation
and stationary distribution of a SBPSS with server dependent service times operating un-
der the FCFS-ALIS policy presented in [2] and the closely related FCFS infinite matching
sequence in [3]. Therefore, at this point we provide an introduction to the concepts in the
aforementioned works to be referenced in upcoming subsections. Although the work on in-
finite FCFS matching sequences in [3] predates the work on SBPSS under a FCFS-ALIS
policy in [2], the matching process of an SBPSS operating under a FCFS-ALIS, in heavy
traffic, given certain conditions are satisfied, converges to those an infinite FCFS matching
sequence. Hence, we will first introduce the SBPSS model under a FCFS-ALIS policy and
only later introduce the infinite FCFS matching sequence as a limiting case. The first con-
cept we introduce is the system state representation. The state of a system at time t can be
represented by a tuple comprised of three types of elements (s, k,v) where:
1. s = (s1, . . . , sk, sk+1, . . . , sn) ∈ PJ , where is an n-vector representing a permutation of
the server set J and PJ denotes the set off all permutations of the set J . The order
of the busy servers is determined by the order of arrival of the customers being served,
so that for 1 ≤ `1 < `2 ≤ k the customer being served by server s`1 must have arrived
before the customer being served by s`2 . The idle servers are ordered in decreasing
order of the time in which they went idle so that server sn was the first of servers
sk+1, . . . , sn to become idle and sk+1 was the last.
2. k ∈ {0, . . . , n} is an integer specifying the index of the last busy server in the permu-
tation s. In case all servers in the system are idle then k = 0 and when they are all
busy k = n
3. v ∈ Nn×10 is an integer vector counting the number of waiting customers that arrived
between every pair of customers that are currently being served. Hence nk represents
the number of waiting customers that arrived after the customer being served by server
sk, the last busy server in the permutation, and for any ` = 1, . . . , k−1, n` is the number
of customers that arrived between the arrival of the customer currently being served
by server s` and the customer currently being served by server s`+1. We follow the
convention that if k is specified as the last busy server than all entries of v starting
from the k + 1-th position must be 0. We refer to the customers waiting in between
servers s` and s`+1 as customers in the `-th slot.
Note that given an arbitrary state (s, k,v) there are k +
∑k
`=1 n` customers in the system,
out of which k are being served by k busy servers while n− k servers are idle. An important
property of the state space representation of [2] is that it does not maintain a count the
number of customers by class. Instead, the FCFS-ALIS property implies that the customers
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in the `-th slot were skipped by all servers s`+1, . . . , sk and hence can only be served by servers
s1, . . . , s`. Otherwise it would imply that a server had ”skipped” a compatible customer and
violated the FCFS-ALIS policy. This novel opaque representation of the system state was
first suggested by [53] and is the key element that enables the derivation of the steady
state probabilities and exact matching rates. Given a permutation s ∈ PJ and an integer
` ∈ {1, . . . , n} we let s` = {s1, . . . , s`} denote the first ` servers in the permutation s. For a
set J ⊆ J we denote by U(J) the set of all customer classes that are only served by servers
in the set J :
U(J) = I \ ∂(J \ J). (3.2)
Given a permutation s ∈ PJ and an integer ` = 1, . . . , n we define:
λ(`,s) =
∑
i∈U(s`)
λi, λ¯(`,s) =
∑
i∈I\U(s`)
λi, µ(`,s) =
∑
j∈s`
µj. (3.3)
As in [3], we abbreviate notation by removing the indicator of the permutation when there
is no concern of ambiguity. The stationary distribution of the system derived in [2] is given
by:
pi(s, k,v) = B ·
k∏
`=1
λn`(`)
µn`+1(`)
n∏
`=k+1
λ¯−1(`) (3.4)
where B is the normalizing constant obtained by summing over all steady state probabilities.
As was shown by [2], if the CRP condition of (2.20) holds, then under a heavy traffic regime
with ρ → 1 the matching rates of an SBPSS become equivalent to those of an infinite
matching sequence with customer and server frequencies α = λ and β = µ. The steady state
probability of any state with idle servers (k < n) vanishes and the steady state probabilities
can be rewritten as:
pi(s,v) = B ·
n∏
`=1
αn`(`)
βn`+1(`)
. (3.5)
The matching rates of an infinite matching sequence are derived in [3] by conditioning on the
server permutation and summing all matching probabilities given the permutation, which
leads to the following closed-form expression for the matching rates:
rij = αiβj
∑
s∈PJ
n∑
k=1
φi,(k)
k∏
`=1
(
β(`) − χj,(`)
)−1 J−1∏
`=k
(
β(k) − α(k)
)−1
, (3.6)
where
φi,s,(k) =
{
1 if i ∈ U(sk)
0 Otherwise
(3.7)
and
χj,s,(k) =
∑
u∈U(sk)\∂(j)
αu. (3.8)
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Here, φi,s,(k) is an indicator of whether or not server i is uniquely served by the servers of sk
and may be matched by a server at the k-th slot, and χj,s,(`) is the sum of the arrival rates
for all customer classes that are uniquely served by the servers in sk but are not served by
server j. We abbreviate both by writing φi,(k) and χi,(l) where the permutation s is clear
from the context.
The Maximum Entropy Approximation
The Maximum Entropy Approximation of the matching rates is, as we will show, identical
in practice to the Quasi-Independent Approximation suggested in [14]. It is given by the
solution of the following convex optimization problem:
maxH(r) = −
∑
(i,j)∈E
rijlog(rij) (3.9)
subject to: ∑
j∈∂(i)
rij = αi, for i = 1, . . . ,m (3.10)∑
i∈∂(j)
rij = βj, for j = 1, . . . , n (3.11)
where rij, (i, j) ∈ E is the approximated matching rate between customers of class i and
servers of class j. If we assume w.l.o.g that both α1, . . . , αm and β1, . . . , βn sum to 1, the
resulting matching rates are the maximum entropy distribution of the flow across the arcs of
the compatibility graph. The maximum entropy function is 1-strongly concave in the `1 norm
(see [9]) and therefore H(r) has a unique optimal solution and the approximation is thus
well defined. Furthermore, the constraint set is comprised solely of linear constraints and
hence constraint qualification criteria holds and the unique optimal solution is guaranteed
to be the single set of values that satisfies the Karush-Kuhn-Tucker conditions [10]. Note
that the gradient of the objective function, given by:
(∇H(r))ij = −(1 + log(rij)), (3.12)
diverges to −∞ as any of entries approach 0, and hence no strict non-negativity constraints
are required as the optimal solution is guaranteed to be an inner point with rij > 0 for
all (i, j) ∈ E. Let us define dual variables V1, . . . , Vm and W1, . . . ,Wn for the customer
and server flow constraints in Eq.(3.10) and Eq.(3.11) respectively. The KKT conditions
imply that for the optimal solution, constraints (3.10),(3.11) are satisfied and, due to the
stationarity condition, we must have
−(1 + log(r∗ij)) = V ∗i +W ∗j . (3.13)
The constraints in (3.10)(3.11) are equality constraints and hence the dual variables can
assume any sign. As a result, it easy to verify that we may rewrite stationarity condition
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of(3.13) in the more illustrative form of
r∗ij = αiβj · e(V˜
∗
i −W˜ ∗j ). (3.14)
Therefore, the maximum entropy approximation amounts to finding sets V1, . . . , Vm and
W1, . . . ,Wn that satisfy the following m+ n equations:∑
j∈∂(i)
rij =
∑
j∈∂(i)
αiβj · e(Vi−Wj) = αi, for i = 1, . . . ,m (3.15)∑
i∈∂(j)
rij =
∑
i∈∂(j)
αiβj · e(Vi−Wj) = βj, for j = 1, . . . , n (3.16)
which are in essence identical to the conditions of the Quasi-Independent Approximation
suggested in [14]. Note that although the values of rij must be unique due the 1-strong
concavity of the objective function (3.9), the dual variables lie a one-dimensional subspace
of Rm+n since adding a constant to all dual variables does not change the resulting rij values.
The reason for this is that (3.9) is a non-smooth function and hence the dual function is not
strictly convex and the optimal solution is a k-dimensional subspace of the m+n dimensional
dual space with k being the number of connected components in the compatibility graph
which ,due the assumption that CRP holds, is equal to 1. Although this a nonlinear problem
it can be solved efficiently using the matrix scaling algorithm (Sheliekhovskii’s method)
which was shown by [11] to converge to the optimal solution. The method is also known in
a more general form due to [43] as the Sinkhorn-Knopp iterations, described in Algorithm
1 the method was shown in [36] to have a linear convergence rate. The method has gained
popularity in recent years as a method to approximate the optimal transport problem, and
subsequently allow fast computation of Wasserstein distances [19]. For the case in question
the method amounts to taking the m× n adjacency matrix AE where
AEij =
{
1 if (i, j) ∈ E
0 otherwise,
(3.17)
setting A0 = AE, and alternating between rescaling the rows so that the sum of the i’-th
row equals αi and rescaling the columns so that the sum of the j’-th column equals βi at
each iteration For a given  we stop the algorithm if
max
(
max
i=1,...,m
(
|αi −
n∑
j=1
A`ij|
)
, max
j=1,...,n
(
|βj −
m∑
i=1
A`ij|
))
< . (3.18)
Note that at every iteration of the algorithm the row scaling operation is equivalent to a
right multiplication of A` by a strictly positive diagonal matrix D`R and every column scaling
operation is equivalent to a left multiplication of A˜` by a strictly diagonal matrix D`L. Hence,
since the product of diagonal matrices is a diagonal matrix, at every iteration we have
A` = D˜`LA
ED˜`R (3.19)
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Algorithm 1 Iterative Sinkhorn Projections
procedure Sinkhorn(E,α, β)
A(0) ← AE, k ← 0
while max(||α− A(`)1m||∞, ||βT − 1TnA(`)||∞) >  do
for i = 1, . . . ,m do
for j = 1, . . . , n do
A˜`ij = αi(
∑n
k=1A
`
ik)
−1A`ij
end for
end for
for j = 1, . . . , n do
for i = 1, . . . ,m do
A`+1ij = βj(
∑m
k=1A
`
kj)
−1A`ij
end for
end for
`← `+ 1
end while
return A(`)
end procedure
where D˜`L and D˜
`
R are both strictly positive diagonal matrices given by
D˜`L = D
`
L ·D`−1L · . . . D1L, (3.20)
D˜`R = D
1
R ·D2R · . . . D`R. (3.21)
Therefore, assuming the algorithm stops after N  iterations we set
Vi = log
(
(D˜NR )ii
)
, for i = 1, . . . ,m (3.22)
Wj = − log
(
(D˜NL )jj
)
, for j = 1, . . . , n (3.23)
and retrieve an -approximate solution to (3.15) and (3.16). In practice we have found that
a simple code implementation of the method provided results with precision of  = 10−9 at
a time scale of milliseconds, even for matrices with over 105 non-zero entries The resulting
matrix provides us with the maximum entropy approximation by setting rij = A
`
ij. As
we will demonstrate in subsequent sections, these values provide a remarkably accurate
approximation of the FCFS infinite sequence matching rates.
Exact Cases
As a first base example we consider the completely connected compatibility graph with
E = I × J . For the completely connected graph no customers are ever passed by a server,
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as the servers are qualified to serve all customers and hence the probability of a server j
which appears with frequency of βj to match with customer of type i is given by αi and
hence the matching rates are given by
rij = αiβj, for (i, j) ∈ I × J . (3.24)
Note that if we set Vi = c for i = 1, . . . ,m and Wj = c for j = 1, . . . , n the approxi-
mated values of rij in eq. (3.14) are equal to the exact matching rates, and since these
satisfy the conditions of eq.(3.15)(3.16) they must also be the unique optimal solution of
(3.9),(3.10),(3.11). Therefore, in the case of a completely connected compatibility graph the
ME approximation will converge towards the exact matching rates.
Another somewhat trivial example is the case where the bipartite compatibility graph
is a connected tree. A connected bipartite tree compatibility graph contains no loops and
hence must have exactly m + n − 1 edges and will always have at least two leaf nodes,
where a leaf node indicates either a customer class that may only be matched with a single
server class or vice versa. If the compatibility graph is a connected bipartite tree, there is a
single uniqeu solution to the equations (3.10),(3.11). To see this, consider the matching rate
over an edge connecting a leaf node and observe that the matching rate over that edge is
predetermined by the frequency of the leaf node. Therefore, the leaf node may be removed
from the graph and the frequency of a neighbour of the leaf node can be reduced by the
frequency of the leaf node without changing the feasible set of matching rates defined by
constraints (3.10),(3.11). Now observe that after removing a leaf node from a connected
bipartite graph the remaining graph is still a connected bipartite tree graph and hence must
contain at least two leaves. This process can be repeated until all edges are eliminated.
Therefore, the matrix scaling algorithm used to derive the approximation, which converges
to a feasible solution, will converge to the exact matching rates.
Deriving the Maximum Entropy Approximation
Entropy-based approximations of steady state probabilities constrained on moment data
have been shown to yield accurate stationary distribution approximations for a wide range
of queueing systems, [37], [25]. However, in this section we do not apply the maximum
entropy principle to the steady state probabilities, but rather we use it to derive matching
rates based on the so called Gravity Model commonly used in transportation analysis, or
more precisely on the justification underlying the use of the Gravity model in [56], [57]. In
[14] the authors derive the same approximation of (3.15) and (3.16) using an analogous model
with pipelines as the compatibility graph edges and pressures exerted at the nodes. We now
demonstrate how the same approximation may be obtained through the use of a trip matrix
approximation. This should not be surprising, as both the methods for computing flows of
non-Newtonian fluid and the Gravity Model for trip matrix estimation are derived from the
same principles of statistical mechanics. We now present the trip-matrix analogy as we will
use it in a following section as our basis to derive an approximation for the matching rates of
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an SBPSS. A common problem that arises in urban transportation analysis is the following:
There are known to be N travelers from a set of origins I = {1, . . . ,m} to a set of destinations
J = {1, . . . , n}. Given the count of travelers leaving each origin o1, . . . , om, and the count
of travelers arriving at each destination d1, . . . , dn such that N =
∑m
i=1 oi =
∑n
j=1 dj, one
wishes to estimate the entries of a trip matrix T ∈ {T ∈ Nm×n|1TT1 = N} indicating
the number of trips made between every origin-destination pair. The statistical mechanics
based approach of [56] is to regard each individual traveler 1, . . . , N as a distinct particle
and every origin-destination pair (i, j) ∈ I × J as a possible state of the particle. The
micro-state of the system is given by an N -tuple ω ∈ I × J N of origin-destination pairs
describing the origin and destination of every traveler and the macro-state of the system is a
matrix T (ω) ∈ {T ∈ Nm×n|1TT1 = N} which counts the number of particles found in each
state. A micro-state ω ∈ I × J N is said to be feasible if both T (ω)1m×1 = (o1, . . . , om)T
and 1Tn×1T (ω) = (d1 . . . , dn). The set of feasible micro-states is denoted by Ω and the set of
feasible macro states is thus given by T = {T (ω), ω ∈ Ω}. The maximum entropy principle
is applied by assuming that every distinct feasible micro-state ω ∈ Ω is equally likely to
occur and hence the likelihood of a given feasible macro-state is directly proportional to the
number of micro-states that result in it, which we refer to as the multiplicity of the macro-
state. In order to account for the impact of distance and/or travel times, a constraint of the
form
m∑
i=1
n∑
j=1
cijTij(ω) ≤ C (3.25)
is often imposed on the set of feasible micro states, where cij is proportional to the distance
or travel time between origin i and destination j. In the context of an infinite matching
sequence we wish to apply the same principle to derive an approximation of the infinite se-
quence matching rates. Given the customer and sever class frequencies and the compatibility
graph, we construct a series of finite trip matrix estimation analogs of the matching sequence,
replacing the origins, destinations and travelers with customers, servers and matches respec-
tively. For k ∈ N let oi,k = bkαic be the number of customers of class i for i = 1, . . . , n and
let the dj,k = dkβje be the number of servers of type j for j = 1, . . . , n. In the transportation
setting of [56] it is a given that the number of travelers arriving at a destination must equal
the sum of all trips to it, however due to rounding operations this may not hold for our
purpose. To overcome this, we add another customer class numbered 0 with
o0,k =
n∑
j=1
dj,k −
m∑
i=1
oi,k (3.26)
and allow customer class 0 to match with any server type so that E0 = E ∪ {0}×J . Let us
denote by
Nk =
m∑
i=0
oi,k =
n∑
j=1
dj,k (3.27)
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the total number of customer-server matches to be made. The constraint of (3.25) is replaced
by a restriction of possible states of the particle to the set E0 which is equivalent to enforcing
constraint (3.25) with cij values given by
cij =
{
0 if (i, j) ∈ E0
C + 1 if (i, j) /∈ E0
. (3.28)
The assumption of the CRP condition holding along with the fact that customer class 0 may
match with any server, guarantee that the following equivalent conditions∑
i∈I
oi,k <
∑
j∈∂(I)
dj,k, ∀I ( I (3.29)∑
j∈J
dj,k <
∑
i∈∂(J)
oi,k, ∀J ( J (3.30)
(3.31)
are satisfied, and hence by Hall’s Theorem a perfect matching of the Nk customers and Nk
servers is guaranteed to exist. The set of feasible micro states for the k-th system is given
by
Ωk = {ω ∈ ENk0 |T (ω)1m+1 = (o0,k, . . . , om,k)T ,1TnT (ω) = (d1,k, . . . , dn,k)}. (3.32)
The maximum entropy principle is applied and we assume any perfect matching ω ∈ Ωk has
an equal probability |Ωk|−1 of occurring. The probability of a macro state is thus directly
proportional to its multiplicity given by:
wk(T ) =
Nk!∏
(i,j)∈E0 Tij!
, k ∈ N. (3.33)
For any pair of rational matrices r, r′ ∈ Q(m+1)×n there exists an N ∈ N such that both
N · r, N · r′ ∈ N(m+1)×n. Hence, as we are interested in the limiting case we may rewrite
(3.33) as
wk(r) =
Nk!∏
(i,j)∈E0(rijNk)!
, k ∈ N. (3.34)
where it is assumed r ∈ Q(m+1)×n. The most probable macro-state can be derived by
maximizing any monotonically strictly increasing function of wk(r). Hence we define
Hk(r) = 1
Nk
log
(
Nk!∏
(i,j)∈E0(rijNk)!
)
, k ∈ N. (3.35)
Replacing the log-factorials with Stirling’s asymptotic approximation
log(n!) ∼ n log(n)− n+ log
√
2pin+O
(
1
n
)
, (3.36)
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we find that, in the limit, Hk(r) tends to a finite constant value independent of k:
lim
k→∞
Hk(r)→ −
∑
(i,j)∈E
rij log(rij)−
n∑
j=1
r0j log(r0j) (3.37)
Recall that by definition o0,k ≤ m + n is independent of k, and hence as r0j → 0 and as
k →∞ for all j = 1, . . . n, the right-most term on the right hand side of (3.37) vanishes and
we get Hk(r)→ H(r) as k →∞. Furthermore,
oi,k
Nk
→ αi for i = 1, . . . ,m (3.38)
dj,k
Nk
→ βj, for j = 1, . . . , n (3.39)
imply that enforcing T ∈ limk→∞ T can be achieved by enforcing constraints (3.10)(3.11)
on the values rij, (i, j) ∈ E. Therefore, we have shown that for a trip-matrix analog of the
matching-sequence, as the size of the system grows large the set of matching rates that will
yield the most likely trip matrix can be derived by solving the constrained maximum entropy
problem in (3.9),(3.10), (3.11). The fact that T ∗ is the most probable macro state does not
necessarily imply anything about the probability of T ∗ occurring; however in this case as the
size of the system grows, the maximum of wk(·) becomes extremely sharp. Let ri,j, (i, j) ∈ E0
and r′i,j, (i, j) ∈ E0 be sets of matching rates that are realizable in k−th system such that
Hk((r)) > Hk((r
′)). The ratio of their multiplicity is given by:
wk(r)
wk(r′)
= exp{Nk(Hk(r)−Hk(r′))} (3.40)
and hence, as the system grows large the ratio of the probability of the most likely macro
state to any other state with a strictly lesser value of H(·) passes any bound. In conclusion,
our approximation in (3.15) and (3.16) is merely the result of assuming that for any finite
length matching sequence, all matches are equally probable and then taking the limit of the
length of sequence.
A Surprising Counter Example
Given the fundamental nature of the assumptions made in the previous subsection and given
the relative accuracy of the approximation as will demonstrated in next section, one might
expect the approximation scheme in (3.15)(3.16) to provide an accurate or approximately
accurate calculation of the matching rates, with errors being the result of either limited
accuracy of the convex optimization in (3.9), (3.10), and (3.11), or of a second order factor
in the matching rate calculation that may vanish as the system grows large. Unfortunately,
as we now show, this is not always the case. The example given is a surprisingly simple and
counter-intuitive system. Let us define an (n, k) homogeneous chain, which we will denote by
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HC(n, k), for a given n ≥ k, as a system with n customer classes i = 0, . . . , n−1 and n server
classes j = 0, . . . , n − 1, each with an equal frequency of 1/n. The compatibility graph is a
k-chain such that a customer of class i can match with server j only if j ∈ {modn(i+h)|h =
0, 1, ,˙k − 1}. Let us now consider the HC(5, 3) in Figure 3.1, and to simplify the numbers
let us re-scale the frequencies to be 3/4n instead of 1/n so that all ai’s and βj’s are set at 0.15.
It easy to see that both our approximation of (3.15) and (3.16) and the approximations of
Figure 3.1: An HC(5, 3) system
[20] and [4] in (3.43),(3.44) will approximate the matching rate at ri,j = 1/15 for each of the
15 arcs. Given the symmetry of the system one might expect the approximated values to
agree with the exact values. This is not the case. The exact matching rates given by the
Adan-Weiss closed form matching rates (3.6) show that r0,0 = r0,2 = 17/250 while r0,1 = 16/250,
and the same pattern repeats for all customer nodes. Although at first glance it may seem
that the three arcs of every node are indistinguishable, once we delve into the terms in (3.6)
the asymmetry becomes apparent. The following explanation is based on the derivation of
(3.6) from the beautiful state space formulation given in [3]. We now provide only some basic
concepts that are required for the explanation, the interested reader may refer to [3] for an in-
depth description of the state space. The explanation is based on the server-side description
of the matching process described earlier in the section. The nodes of HC(n, k) show a
rotational symmetry: For any state of the system (s, n,v) there exist n−1 symmetric states
that are equivalent to (s, n,v) in the sense that they are indistinguishable from a mere shift in
the numbering of server and customer classes by i→ modn(i+ c) for c = 1, . . . , n− 1. In the
HC(n, k) systems all customer classes are served by exactly k servers and hence customers
may only be waiting in slots k, k + 1, . . . , n. If any customer is waiting in slot k then it
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may only be of a single customer class, the class that is only served by the first k servers.
If a customer is in the k-th slot the probability of it matching to any specific compatible
server class is identical across its compatible server classes as it is merely the probability of
that server class being the first of the customer’s compatible server classes to appear in the
remaining server sequence. The probability that the next match occurring in the n-th slot
(i.e., the next server in the sequence does not find a match after scanning all customers in
the first n − 1 slots) is dependent on the specific state of the system. However, given the
symmetry of the states of the HC(n, k) system, conditioned on having the match occurring
at the the n− th slot, the probability of any one of the possible nk˙ matches occurring must
be equal across all such possible matches. Hence, if we now focus on the example of the
H(5, 3) system we can now conclude that any difference in the matching rates between the
three arcs of every node must be a result of matches occurring in slot 4. Without loss of
generality let us consider customer class 2 and focus on states where a customer of class 2
might match at the 4-th slot. For a match of a customer of class 2 to appear in the 4-th slot
the system must be in a state where the first 4 servers are either in the subset {1, 2, 3, 4}
or {2, 3, 4, 5}. However, by symmetry of the HC(5, 3) system any state in which the servers
{1, 2, 3, 4} appear first has a parallel state in which servers {2, 3, 4, 5} appear first, and hence
we can focus on the first subset {1, 2, 3, 4}. Let us condition on having the first 4 servers in
the subset {1, 2, 3, 4} and observe that the only customer classes that may be found in the
4-th slot are classes 1 and 2. Let us consider the three possible cases:
1. The first three servers are either all in the subset {1, 2, 4} or all in the subset {1, 3, 4}.
2. The first three servers are all in the subset {1, 2, 3}.
3. The first three servers are all in the subset {2, 3, 4}.
In the first case there can not be any customers in the 3-rd slot, as there is no customer
class served only by the first three servers, and hence a 3-rd slot match may not occur and
the probability of matching a customer of class 2 in the 4-th slot is equal for servers 2, 3, 4.
The second and third cases are, by symmetry, both equally likely and in both a 3-rd slot
match may occur. The probabilities of matching a server of class 2, 3 to a customer in the
3-rd slot are equal because due to the rotation symmetry both cases 2 and 3 are equally
likely and the probability of matching a server of class 1 to a customer in the 3-rd slot in
the second case is equal to the probability of matching server of class 4 to a customer in the
3-rd slot in the third case. Hence, conditioned on having the first 4 servers being in the set
{1, 2, 3, 4}, servers 2 and 3 have an equal probability of not matching in the 3-rd slot and
the servers 1 and 4 have an equal probability of not matching in the 3-rd slot. Furthermore,
there is a higher probability of a 3-rd slot match, and hence a lower probability of a 4-th slot
match, if the next server to appear is of either classes 2 or 3, as these may match on the 3-rd
slot in both the second and third cases while servers 1 and 4 may match only in the second
and third case respectively. The next server to appear is equally likely to be of any server
class. If the next server to appear is either server 1 or 5 no match of a class 2 customer can
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occur on the 4-th slot. If the next server to appear is either 2, 3 the probabilities of it not
matching to a customer in the 3-rd slot are equal and so are the probabilities of it matching
to a customer of class 2 in the 4−th slot given that they did not match on the 3-rd slot.
Finally if the next server to appear is server 4, it has a higher probability than servers 2 and
3 of not matching on the 3-rd slot, and given that it did not match on the 3-rd slot it also
has a higher probability of matching with a customer of class 2, as it can not match with
customers of type 1.
We can now see that if the first four servers are in the subset {1, 2, 3, 4}, matches on the
arc (2, 4) are more likely than matches on the arcs (2, 2) and (2, 3). The rotational symmetry
of HC(5, 3) guarantees that the probabilities of matches on the arcs (2, 3), (2, 3), (2, 4) in case
the first four servers are in the set {1, 2, 3, 4} are equal to the probabilities of matches on the
arcs (2, 4), (2, 3), (2, 2) respectively in case the first four servers are in the set {2, 3, 4, 5}. As
we argued before, in case the first four servers are taken from any other subset, customers of
class 2 may only match at the 5−th slot where the sum of probabilities of matching on all
arcs are equal. We conclude that the rates of matching on links (2, 2) and (2, 4) are equal
and greater than the rate of matching on link (2, 3). Therefore, we have found the ”needle
in the haystack,” the asymmetry in a seemingly very symmetric system. In Figure 3.2, we
consider HC(n, k) systems and plot the difference between asymmetric matching rates of the
simulation and the uniform matching rates predicted by the approximations both as function
of n(left) and as a function of k(right). The graphs in Figure 3.2 provide some interesting
Figure 3.2: Sum of Absolute Approximation Error for the HC(n, k)
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insights; the first being that for any length of chain the asymmetry grows as the size of the
system grows. A second insight is that it seems that for a fixed size n the error is increasing
up to k = 5
Comparison with Ohm’s Law and Quadratic Approximations
In [20] the authors suggest an approximation scheme inspired by Ohm’s Law. The bipartite
compatibility graph is modeled as an electronic circuit with the customer class nodes and
server class nodes as voltage sources and the edges as links. The customer class nodes and
server class nodes are assigned voltages V1, . . . Vm and W1, . . . ,Wn, respectively, and the
resistance of each link (i, j) ∈ E is set to (αiβj)−1. The matching rate rij is approximated
by the current on link (i, j) which by Ohm’s Law is
I =
∆V
R
, (3.41)
and thus the matching rate approximation is given by
rij = αiβj (Vi −Wj) for (i, j) ∈ E (3.42)
where the values Vi’s and Wj’s are determined by m+ n balance equations that enforce the
sum of currents out of every customer node i to equal αi and the sum of currents into every
server node j to equal βj:∑
j∈∂(i)
αiβj(Vi −Wj) = αi, i = 1, 2 . . . ,m (3.43)
∑
i∈∂(j)
αiβj(Vi −Wj) = βj, j = 1, 2 . . . , n. (3.44)
The authors note that there is a single redundancy in the equations as
∑m
i=1 αi =
∑n
j=1 βj;
they suggest to arbitrarily set Wn = 0 as a default and remove one of the equations. The
approximated matching rate on link i, j only depends on the differences between Vi and Wj
and hence the choice of value for Wn and the removal of an equation leaves the approxi-
mation unchanged. Approximation (3.43)(3.44) can be easily obtained by solving a set of
linear equations. Experiments in [20] show this approximation method provides reasonably
accurate predictions of the matching rates for small Erdos-Renyi type graphs. However, a
significant drawback of the approximation is that it may, as demonstrated in [4], in some
cases predict negative matching rates. As a solution to this problem [4] suggest approximat-
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ing the heavy traffic matching rates as the solution of the following quadratic program:
minQ(r) =
∑
(i,j)∈E
r2ij
αiβj
(3.45)
subject to: ∑
j∈∂(i)
rij = αi, for i = 1, . . . ,m (3.46)∑
i∈∂(j)
rij = βj, for j = 1, . . . , n (3.47)
rij ≥ 0, for i, j ∈ E. (3.48)
[4] go on to show that, applying the KKT conditions, the unique optimal solution can be
obtained by finding a set of values {V1, . . . Vm, }, {W1, . . . ,Wn} such that:∑
j∈∂(i)
αiβj(Vi −Wj)+, i = 1, 2 . . . ,m (3.49)
∑
j∈∂(j)
αiβj(Vi −Wj)+, i = 1, 2 . . . , n, (3.50)
where x+ = max{X, 0}. It is easy to see that in case the solution of the set of linear equations
in (3.43), (3.44) is positive than the same solution would also satisfy the constraints of (3.49),
(3.50), hence the quadratic program approximation of [4] can be seen as an enhancement
of the Ohm’s Law approximation that is guaranteed to provide a feasible (and positive) set
of matching rates at the cost of requiring the solution of a quadratic rather than a linear
program. The approximation scheme suggested by [20] and [4] resemble the approximation
of (3.15) and (3.16) in that there is a single value Vi for each customer node i = 1, . . . , n and
a single value Wj for every server node j = 1, . . . n and the approximation of every matching
rate rij is given by multiplying the complete graph matching rate αiβj by a function of Vi
and Wj. In the case of the Ohm’s Law Approximation the function is Vi −Wj, but in our
Maximum Entropy Approximation the function is exp(Vi−Wj). In both cases the values of
the Vi’s and Wj’s are determined by enforcing the flow balance constraints.
In the remainder of this section we repeat the experiments in section 3.3 of [20] and com-
pare the accuracy of the Ohm’s Law Approximation (3.43), (3.44), the Quadratic Program
Approximation of ((3.46) ,(3.47), and our maximum entropy approximation as in (3.16)
,(3.15). The simulation experiment in section 3.3 of [20] considers a random bipartite graphs
with m = 10 customer classes and n server classes where n is uniformly distributed between
7 and 10. Each one of the possible m · n edges is either included or not included in the
compatibility graph with a probability of 50%. Any graph where two customer (server)
class are linked to the exact same set of servers (customers) is rejected as the two are in-
distinguishable and can be collapsed into a single class. The graphs are classified into three
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types based on the density of the edges: High Density |E|/m · n ≥ 70%, Medium Den-
sity 40% < |E|/m · n < 70% and Low Density |E|/m · n ≤ 40%, and 15 graphs of each
type are generated. The customer class frequencies α1, . . . , αm and server frequencies are
generated. Both customer and server frequency vectors are generated by drawing m and
n values from a random distribution and than scaling the values so that they sum up to
unity. For every graph 20 pairs of sets α1, . . . , αm and β1, . . . , βm are generated using an
exponential distribution, and 20 are generated using a uniform distribution. In total, 1800
experiments (3 densities ×15 graphs ×40 frequencies) are performed. To fairly compare
the results of approximations, we compute the exact matching rates using equation (3.6)
from [3] and compare performance of the approximations to the exact solutions. In order
to perform the computations we developed a scheme for efficient computation of (3.6) using
the Steinhaus–Johnson–Trotter algorithm [32] to allow us to iterate over all permutations
by only replacing pairs of adjacent servers at every iteration and thus considerably reducing
the number of value retrievals required1. In [20] the authors use Mean Absolute Error Rate
(MAE) (avg. across edges of the absolute approximation error) to estimate the accuracy of
the Ohm’s Law approximation. The use of MAE as a measure of accuracy can be misleading
as the mean rate per edge itself depends on the graph density. Therefore, the same MAE
value can be the result of either a poor approximation of the matching rates in a dense graph,
where the actual match rate on each individual edge is small, or an accurate approximation
of the matching rates in a sparse graph where the individual matching rates are higher. We
provide the MAE in Table 3.2 only to demonstrate that our estimates of the accuracy of the
Ohm’s Law approximation are of the same order of magnitude as those in [20]. However, the
authors [20] do not specify their treatment of the negative values that may arise in the ap-
proximation and we speculate that this is the cause of the differences as the sum of errors we
calculated by excluding all negative rates (SNR) is closer to the values reported in [20]. The
approximation accuracy measures we wish to compare are the sum of absolute errors (SAE)
and the Maximum Absolute Error (MXAE) between the approximated and exact matching
rate on a single edge. The SAE is equivalent to the portion of the matching rate that must
be reassigned in order for the approximation to equal the exact matching rates. The SAE is
merely a rescaling of the MAE for any specific instance, however, as all matching rates sum
to 1 on all instances it allows a comparison of approximation accuracy across systems with a
varying number of edges. Table 3.1 reports the averages of both the sum and the maximum
of the absolute differences between the exact and approximated matching rates.
As shown in [4] the Ohm’s Law approximation produces the same results as the Quadratic
approximations whenever the first provides positive approximations, hence we need only
compare the performance of the Max. Entropy approximation with that of the Quadratic
approximation. As may be seen, in 3.1 the Maximum Entropy Approximation provides a
lower avg sum of absolute error for all graph densities. While for the high density graphs the
performance gap is minor, for the medium and lower density graphs the Maximum Entropy
Approximation is substantially more accurate than the Quadratic Approximation. If we
1we refer the reader to https://github.com/dgrosbar/FSS for code and implementation details
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Density Approximation Avg. SAE Max. SAE Avg. MAXE Avg. MAE
Ohm’s Law .0329 .2049 .0029 .495×10−3
High Quadratic .0314 .1235 .0027 .472×10−3
Max Entropy .0296 .058 .0031 .441×10−3
Ohm’s Law .0896 .3463 .0095 1.989×10−3
Medium Quadratic .0631 .1424 .0064 1.390×10−3
Max Entropy .0345 .0727 .0033 0.756×10−3
Ohm’s Law .1145 .4319 .0132 3.266×10−3
Low Quadratic .0648 .1370 .0071 1.834×10−3
Max Entropy .028 .064 .0029 0.792×10−3
Table 3.1: Infinite FCFS Matching Sequence Match Rate Approximation Errors
Density Avg. MAE Avg. MAE in [20] Avg. SNR
High .495×10−3 .2×10−3 .5×10−3
Medium 1.989×10−3 .8×10−3 7.778×10−3
Low 3.266×10−3 1.6×10−3 12.613×10−3
Table 3.2: MAE comparison with results of[20]
consider the worst result under all densities we can see that in the worst case the Quadratic
approximation mis-allocates 14.24% of the flow, while the worst case error of Maximum En-
tropy Approximation never exceeds 7.2% as shown in Table 3.1. If we count the instances
where one approximation outperforms the other, we can see that the Quadratic Approxima-
tion outperforms the Maximum Entropy Approximation for 61% of the high density graphs
while for the medium and low density graphs the Maximum Entropy Approximation out-
performs the Quadratic approximation 83.1% and 95.5% of the time, respectively. Note
that even for the high density graphs, where the Quadratic approximation outperformed the
Max. Entropy approximation on 61% of the cases it did so by an Avg. margin of .0102 and
a maximum margin of 0.0344 while for the 39% of cases where the Max Entropy approxima-
tion outperformed the Quadratic approximation it did so by an Avg. margin of .0207 and
considerable Max. margin of .1035. In general, table 3.3 shows that for any graph density,
in cases where the Quadratic approximation outperformed the Maximum Entropy Approxi-
mation it does so by a small margin while in cases where the Max. Entropy Approximation
outperforms the Quadratic Approximation it often does so by a substantial margin. Next
we compare the approximations on large scale SBPSSs of two types, a bipartite Erdo˝s-Re´nyi
graph with 1000 nodes on each side and a 2-Tours graph with 900 customer class nodes and
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Density Lower SABSE No. Cases Avg. Margin Max. Margin
High Quadratic 366(61%) .0102 .0344
Max Entropy 234(39%) .0207 .1035
Medium Quadratic 103(17.1%) .0065 .0245
Max Entropy 497(82.9%) .0359 .1081
Low Quadratic 30(5%) .007 .0223
Max Entropy 570(95%) .0389 .1146
Table 3.3: Comparison of the Quadratic and Maximum Entropy approximations across cases
Structure Approximation Avg. SAE Max. SAE Min. SAE
Erdo˝s-Re´nyi Ohm’s Law .131 .221 .081
1000-1000 Quadratic .085 .0966 .068
Max Entropy .0588 .0672 .0508
2-Torus Ohm’s Law .109 .145 .0892
(30x30)-(30x30) Quadratic .109 .145 .0892
Max Entropy .0538 .0546 .0523
Table 3.4: Infinite FCFS Matching Sequence Approximation SAE for large scale SBPSSs
900 server nodes laid out on a 30x30 Torus grid (see Figure. 1.5) with edges connecting
any pair of nodes that are no further than two grid lines apart. For each graph structure
we created 30 random instances and simulated 30 repetitions for every instance with each
repetition consisting of 107 customer arrivals. The results in Table 3.4 show that there is a
slight degradation in the average accuracy of the entropy approximation going from and avg.
SAE of 2.5-3% in the small cases to an SAE of 5.5% larger graphs. However, it also appears
that the Max. Entropy approximation remains robust for large scale graphs with maximum
errors of 6.7% and 5.4% on the instances of Erdo˝s-Re´nyi and 2-Torus graphs respectively,
furthermore the extremely small span of error for the 2-Tours suggests that the accuracy
entropy approximation depends more on the topology of the graph , which is identical across
all 2-Torus instances. Finally we can see that while for small denser graphs the Quadratic
approximation could outperform the entropy approximation for some instances, in the case
of the larger graphs the Max. Entropy approximation dominates as for both structures the
Min. SAE achieved by the QP approximation (6.8%, 8.9%) was larger than the Max. SAE
obtained by the Entropy approximation (6.72%, 5.46%).
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3.2 Fluid Approximation of the Infinite ALIS
Sequence Matching Rates
In an ALIS stochastic matching model we are given a random infinite sequences of customers
and a random initial permutation of the servers. The customers and servers are of classes
I = {1, . . . ,m} and J = {1′, . . . , n′} respectively and a bipartite graph G = (I ∪ J , E)
defines the compatible customer-server pairs. The class of every customer ik, k ∈ N is an
i.i.d random variable that assumes the value i ∈ I with probability αi where ||α||1 = 1. The
ALIS matching procedure works as follows: At the k-th match instance, customer ik ∈ I in
the customer sequence scans the server permutation starting from the first position until it
finds the first compatible server j ∈ ∂(i) and matches with the server, the match is logged as
an (i, j) match and the customer is removed from the sequence. After the match the server
assumes the last position in the permutation and all servers that were behind the matched
server move one position forward. An illustration of the process is given in Figure 3.3. Let
Figure 3.3: The Matching Process in an ALIS Matching Sequence
rkij be the count of (i, j) matches after a total of k matches have been made. The matching
rates of the infinite ALIS matching sequence are defined as:
rij = lim
k→∞
rkij
k
. (3.51)
As was shown in [2] under the a heavy traffic regime the matching rates of an SBPSS
with server dependent service time operating under a FCFS-ALIS policy converge to the
matching rates of the FCFS infinite matching sequence. We now wish to show that under
a light traffic regime the matching rates of of an SBPSS with server dependent service time
operating under a FCFS-ALIS policy converge to the matching rates of the ALIS infinite
matching sequence.
CHAPTER 3. MATCHING RATE APPROXIMATIONS 46
The Light Traffic SBPSS
Consider a series of systems with server dependent service time where µ
(N)
j = N ·µJ operating
under an LQF-ALIS or FCFS-ALIS policy. In such a system as N →∞ the matching rates
and service rates become independent. To see this, consider the steady state probabilities
from [2]. For a state where the first k servers are busy and ordered by the arrival time of
the customers they are currently serving and the integer vk is the count of customers that
have been skipped by servers k + 1, . . . , J due to incompatibility. Then
lim
N→∞
pi(s, k,v) = lim
N→∞
B
k∏
`=1
λn`(`)
(Nµ(`))n`+1
n∏
`=k+1
λ¯−1(`) . (3.52)
For a given permutation of the severs s ∈ PJ and a integer k ∈ {0, . . . , n}, the steady state
probability of finding the system in a state at which the servers are ordered by permutation
s and the first k servers being busy is given by:
lim
M→∞
P (s, k) = lim
N→∞
∑
n1,...,nk
pi(s, k,v) = lim
N→∞
B
k∏
`=1
(N · µ(`) − λ(`))−1
n∏
`=k+1
λ¯−1` (3.53)
and we have that for any k = 1, . . . , n,
lim
N→∞
P (s, k)
P (s, 0)
= lim
N→∞
∏n
`=k+1 λ¯(`)∏k
`=1(N · µ(`) − λ(`))
= 0. (3.54)
Therefore, the proportion of arrivals that find a system with busy servers vanishes as N →∞
and the matching rates are determined only by the stationary probabilities of those state
where all servers are idle. The stationary probability of a state where all servers are idle
depends only on the arrival rates and the normalizing constant B. However under light
traffic we have
B = lim
N→∞
∑
s∈PJ
n∑
k=0
P (s, k) = lim
N→∞
∑
s∈PJ
P (s, 0)
n∑
k=0
P (s, k)
P (s, 0)
=
∑
s∈PJ
P (s, 0) (3.55)
and hence B itself only depends on the arrival rates but not the service rates. In this case
the FCFS priority among the different queues does not play a rule in the decision as the
probability of an event where two customers of different types are waiting simultaneously for
the same server vanishes. As a result, the matching rates in a system under light traffic will
converge to the matching rates of the corresponding infinite ALIS matching sequence. The
matching process under a light traffic regime can be described as follows:
• The servers are stacked in a column with the upper server being the one that has been
idle for the longest time period and the bottom one being the last server to go idle.
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• Upon arrival, a customer will pass through the servers in the stack from the top down
until it encounters the first compatible server, at which point the customer class will
match with the server.
• Under a light traffic regime we assume that customer will always be served and leave the
system before the next customer appears. Hence, we regard the service as instantaneous
and the matched server immediately sinks down to the bottom of the stack.
• all servers below the previous position of the matched server move up one slot to fill
in the vacancy left by the matched server.
The ALIS Markov Chain
The states of the system under light traffic are restricted to the set {pis,0,0n|s ∈ PJ } and
can therefore be represented solely by the permutation s ∈ PJ . Given a system F in light
traffic let Xv ∈ PJ , v ∈ N0 be a discrete Markov chain with states representing the ordering
of the stack with X0 being any initial state and Xv describing the state of the system after
v customer arrivals. We state the following Theorem:
Theorem 3.2.1. Let F = (I ∪ J , E,λ, s,µ) be such that for any j, j′ ∈ J , ∂(j) ⊆ ∂(j′) →
j = j′ then the discrete Markov chain Xv ∈ PJ , v ∈ N0 is Ergodic
Proof. The adjacent permutation graph of the set J denoted by PG(J ) = (PJ , Eadj) con-
sists of a set of n! nodes representing the permutations of J and an edge set Eadj such that
(s, s′) ∈ Eadj if and only if s and s′ differ from one another by a single swap of adjacent values.
For example, in the graph PG({1, 2, 3}) we have that ((1, 2, 3), (2, 1, 3)) ∈ Eadj as one can
swap the adjacent positions of elements 1 and 2 to obtain one from the other, in contrast
((1, 2, 3), (3, 2, 1)) /∈ E as obtaining one from the other requires swapping the positions of
elements 1 and 3 which are not adjacent. The proof of the Theorem is based on the fact that
PG(J ) is known to contain a Hamiltonian cycle (see [32]) and therefore, if we can show that
given a state s one can reach any state s′ such that (s, s′) ∈ Eadj within a finite number of
arrivals and with a strictly positive probability than the irreducibility of the Markov chain
will follow immediately. First, let us observe that, as we assume every server j ∈ J serves
some customer class there is always a strictly positive probability that the server at the top of
the stack will be matched with the next arriving customer. Let us consider the permutation
describing the state of the system as a ring with the server at top of the stack to the right
of the server at the bottom the stack as illustrated in Figure 3.4. A match at the top of the
stack will cause each element in the ring to shift one position to the left. Furthermore, note
that although a matching at the first server changes the permutation it does not change the
relative positions of the servers. Let us refer to a series of k ∈ N consecutive matches of the
customer at the top of the stack as a k-rotation. Let s, s′ ∈ PJ be states of the system such
that (s, s′) ∈ Eadj and s′ can be obtained from s by swapping the serves jk, jk+1 at positions
k, k + 1. We will now describe a finite sequence of arrivals that may occur with a strictly
positive probability and will cause the Markov chain to transition from state s to state s′:
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Figure 3.4: The State of the System as a Ring
1. A v − 1 rotation will have the servers jk+1 and jk at positions 2, 1 respectively
2. An arrival of a customer class i ∈ ∂(jk+1) \ ∂(jk) will send server k + 1 to position n
and leave server jk at position 1. Note that by assumption ∂(jk+1) \ ∂(jk) 6= ∅.
3. An n− k rotation will have servers jk+1 and jk at positions k and k + 1 respectively.
Note that after each arrival in the sequence, any server other than jk+1, jk moved exactly
one position to the left and since there were a total of (k − 1) + 1 + (n − k) = n arrivals
each server other than jk+1, jk has returned to its initial position while jk, jk+1 have swapped
places. Hence, any state of the Markov chain is reachable from any other state and the
Markov chain is irreducible. Given any state of the system an n−rotation will results in the
system returning to the same state. Furthermore, since ∂(j) ⊆ ∂(j′)→ j = j′ we know that
at any state there is a strictly positive probability of the next customer arrival to be of a
class that is compatible with the server at position 2 but incompatible with the server at
position 1 and hence it easy to verify that after n− 1 such arrivals the system will return to
the same state. Any state of the Markov chain can thus be returned to with either n or n−1
transitions and hence the Markov chain is aperiodic. A finite state irreducible, aperiodic
Markov chain is Ergodic.
An Ergodic Markov chain admits a stationary distribution over the state of the chain.
For any permutation matrix s ∈ PJ let pis be the stationary probability of state s. An
n× n permutation matrix is a matrix with a single 1 entry on every column and every row
and 0 at all other entries. The set of n × n permutation matrices has the following one-to-
one correspondence with the set of permutations (see Section 1.1 of [12]): A permutation
s ∈ PJ that has servers 1, 2, 3, . . . , n at positions j1, j2, . . . , jn respectively corresponds to a
permutation matrix that has 1 entries at (1, j1), (2, j2), . . . , (n, jn) and 0 elsewhere. For any
permutation s ∈ PJ we denote by s¯ the correspoding permutation matrix. Let us define
p(pi) =
∑
s∈PJ
piss¯ (3.56)
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and observe that in steady state, the probability that a random arrival finds server j at the
k-th position is given by:
Pr{server j in position k} =
∑
s∈Pn
s¯jk=1
pis = p
(pi)
jk (3.57)
Furthermore, the matrix P (pi) is a convex sum of permutation matrices and hence by the
Birkhoff-von Neumann theorem it must also be a doubly stochastic matrix. Our approxi-
mation of the ALIS matching rates is based on an approximation of the matrix P (pi) using
an analogous fluid system.
The Fluid ALIS model
In order to approximate p(pi) we first replace the single server stack with N stacks and scale
the arrival rate so that λ(N) = N ·λ, we refer to this system as the parallel stack system. In
the parallel system, an arriving customer will go down a given stack with an equal probability
of 1/N. This parallel-stack system itself is not yet an approximation as each identical column
is equivalent to the original. However, we wish to make a few observations regarding the
parallel-stack that will motivate the development of the final approximation scheme. Let
XNv ∈ PNJ , v ∈ N0 be the discrete Markov chain whose states are N -tuples (s1, . . . , sN) ∈ PNJ
of permutations specifying the order of each of the N stacks with XN0 being any initial state
and XNv describing the state of the system after v customer arrivals. We refer to X
N
v as the
micro-state of the system. Let Y Nv =
1
N
∑N
`=1 s¯` be the macro-state of the system. First,
note that at any micro-state of the parallel stack system there are exactly N servers that
are at the k-th position of their stack and exactly N servers of each type j ∈ J . As a result,
at any micro-state, the proportion of servers of type j that are at the k-th position of their
respective stack is equal to the proportion of the servers at the k-th layer of the stack that
are of type j. Therefore, the macro-state Y Nv is a doubly stochastic matrix. In addition, the
long term proportion of time in which each individual stack is at a state s ∈ PJ is given
by pis and hence pis is also the long term avg. proportion of stacks that are at state s and
therefore we have:
Proposition 3.2.1.
lim
N→∞
v→∞
Y Nv =
∑
s∈PJ
piss¯ = p
(pi)
Proposition 3.2.1 implies that an approximation of limv,N→∞ Y Nv is equivalent to an
approximation of ppi. Let us now replace the parallel stack system with a multistack system
in order to obtain an approximation of limv,N→∞ Y Nv . In the multistack system an incoming
customer, instead of going down a specific stack, follows a random downward path across the
stacks so that at any given layer k− 1, . . . , n the customer may encounter the k-th server of
any stack with probability 1
N
. An incoming customer will thus encounter a random server at
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each layer until it encounters a compatible server at some layer k = 1, . . . , n. If the customer
encounters a compatible server at the n-th layer, the system remains unchanged, otherwise,
after encountering a compatible server at layer k < n, the matched server will sink to the
bottom n-th layer and a random server will be displaced and move up from layer n to n− 1
displacing another random server that will move up from layer n − 1 to layer n − 2 and so
forth. The displacement process will continue until a server from layer k + 1 moves up to
layer k and fills the vacant slot caused by the match. In the multistack process there is no
guarantee that an incoming customer will indeed encounter a compatible server as it passes
through the n layers. Therefore, a customer that does not encounter a compatible server at
any of the n-layers will immediately repeat the process again starting from the first layer
until it is eventually matched. Let XNv ∈ {1, . . . , n}n×N , v ∈ N0 be the discrete Markov chain
whose states are n×N matrices describing the server type at each location of the multistack
with XN0 being the initial state and X
N
v describing the state of the system after v customer
arrivals. Let Yˆ Nv ∈ {[0, 1]n×n|, v ∈ N0} be an n × n matrix such that the entry at the k-th
row and j-th column of Yˆ Nv denotes the portion of k-th layer servers that are of type j after
v customer arrivals. Note that, as in the parallel-stack system, there are still N servers of
every type j ∈ J and N servers per stack layer k. For this reason, the portion of k-th layer
servers that are of type j is again equal to the portion of type j servers that are at the k-th
layer and hence Yˆ Nv is also a doubly stochastic matrix. Given a multi-stack system at some
initial macro-state Yˆ N0 = p the probability of a customer of class i ∈ I arriving at the first
layer, possibly after having gone unmatched through all n layers before, to go unmatched at
the first k − 1 layers and arrive at the k = 1, . . . , n layer is given by:
qik(p) =
k−1∏
`=1
(1−
∑
j∈∂(i)
p`,j) (3.58)
The number of times an arriving customer will have to pass through the stack unmatched is
a geometric random variable with mean given by
Ci(p) =
1− n∏
k=1
(1−
∑
j∈∂(i)
pk,j)
−1 (3.59)
If the state of system is held fixed (for example a system where matched servers do not sink),
then the rate at which a customer of type i ∈ I matches with a server of type j ∈ ∂(i) at
layer k is given by
rkij(p) = pkj · qik(p)Ci(p)λi, for (i, j) ∈ E, k = 1, . . . , n (3.60)
Let us denote the rates of all server j matches at layers ` = 1, . . . , k
Mkj (p) =
k∑
`=1
∑
i∈∂(j)
r`ij(p) (3.61)
CHAPTER 3. MATCHING RATE APPROXIMATIONS 51
and denote the rate of all server matches layers ` = 1, . . . , k by
Mk(p) =
k∑
j∈J
Mkj (p) (3.62)
Let us now consider the fluid limit of the multistack system as N →∞. The discrete arrivals
are replaced with a constant volumetric flow rate λi and the macro state of the discrete
Markov chain Y Nv is replaced with the continues time dynamic system p(t) ∈ [0, 1]n×n where
pkj(t) denotes the portion k-th layer servers that are of type j. To abbreviate notation we
let p(t) = p. Figure 3.5 illustrates the transition from the server stack ALIS model to the
approximation using a stack of fluids. The dynamics of p are given by the following set of
Figure 3.5: Transition from a Stack model to the Fluid Stack model
ordinary differential equations
p˙1j = pj2M
1(p)−
∑
i∈∂(j)
r1ij(p) , j ∈ J
p˙kj = pk+1,jM
k(p)−
∑
i∈∂(j)
rkij(p)− pkjMk−1(p) , j ∈ J , k = 2, . . . , n− 1 (3.63)
p˙nj =
n−1∑
`=1
∑
i∈∂(j)
r`ij(p)− pnjMn−1(p) , j ∈ J
Proposition 3.2.2. If p(0) is doubly stochastic then p(t) is doubly stochastic for any t ≥ 0
Proof. If p is doubly stochastic than for any k = 1, . . . , n we have that
∑
j∈J pkj = 1 and
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hence∑
j∈J
p˙kj =
∑
j∈J
pk+1,jM
k(p)−
∑
j∈J
∑
i∈∂(j)
rkij(p)−
∑
j∈J
pkjM
k−1(p) =
Mk(p)
∑
j∈J
pk+1,j −Mk−1(p)
∑
j∈J
pk+1,j −
∑
j∈J
∑
i∈∂(j)
rkij(p) =
Mk(p)−Mk−1(p)−
∑
j∈J
∑
i∈∂(j)
rkij(p) = 0
and it is easy to verify that
∑n
k=1 p˙kj = 0 for any j ∈ J as the terms of the form pkjMk(p)
cancel each other out when summing across the first k − 1 equations and the terms of the
form
∑
i ∈ ∂(j)rij(p) cancel out with the summation at the LHS of the final equation.
Therefore, if p(0) is doubly stochastic it will remain so as the initial row and column sums
of p(t) remain unchanged.
These fluid equations capture the transitions of the multistack system. For a layer k =
1, . . . , n − 1 in the multistack system a server is randomly pushed in from the k + 1 layer
every time a match occurs at a layer ` ≤ k and a random server is pushed out of layer k
every time a match occurs at a layer ` < k. Therefore, the rate at which servers of type j
are pushed into a layer k is the product of the sum of matching rates at layers ` ≤ k given
by Mk(p) and pk+1,j the proportion of layer k + 1 servers that are of type j and similarly,
the rate at which servers are pushed out of a layer k is the product of the sum of matching
rates at layers ` < k given by Mk−1(p) and the proportion of layer k servers that are of
type j given by pkj. The rate at which servers of type j leave layer k is the sum of the rates
at which they match at layer k and the rate at which they are pushed out of layer k. The
rate at which type j servers enter layer k is the rate at which they are pushed in from the
k + 1-th layer. At the n− th layer the servers enter by sinking and hence the rate of entry
of j type servers is the sum of the matching rates of j type servers at layers 1, . . . , n− 1. A
fluid state p is stable if p˙ = 0 which from 3.63 implies that for any layer k = 1, . . . , n and
for any server type j ∈ J the rate at which servers of type j leave layer k is equal to rate at
which they enter. Setting p˙ = 0 in (3.63) yields the following stationarity conditions:
p1j = 1−
n∑
k=2
pkj , j ∈ J (3.64)
pkj =
Mk−1j (p)
Mk−1(p)
, j ∈ J , k = 2, . . . , n (3.65)
Fixed Point Iteration
A general solution procedure for the set of differential equations in (3.63) is not known to us,
nor is a process for the determination of the existence of a unique solution. Nonetheless, we
have found that a simple fixed point iteration procedure performs remarkably well in practice.
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Observe that if the values of p are held fixed the values of rkij(p) are strictly determined
by (3.60). Furthermore, given a set of matching rate values rkij, (i, j) ∈ E, k = 1, . . . , n
there is a unique set of values, p(r) such that (3.65) holds for rows k = 2, . . . , n of p(r)
and (3.60) holds for the first row, albeit with these values p(r) need not necessarily be
doubly stochastic. At the same time, the Sinkhorn-Knopp Theorem states that, since p(r)
is strictly positive, there is a unique n× n doubly stochastic matrix of the from DLp(r)DR
where DL, DR are n×n diagonal matrices2. Hence we propose a fixed point iteration scheme
which alternates between deriving a set of matching rates r from a given proportion matrix
p and deriving a row stochastic matrix p from a set of matching rates r and projecting
it onto the space of doubly stochastic matrices via Sinkhorn-Knopp iterations. A fixed
point of such a procedure would by definition be a doubly stochastic matrix for which
(3.64), (3.65) hold and will thus be a stable point of the dynamic system in (3.63) which we
denote by pˆ(pi) and will constitute our approximation of p(pi). Once p(pi) is approximated the
corresponding matching rates are given by setting pˆpi into (3.60) and summing the matching
rates across the n layers. Let us define fp→r : Dn×n → Rm×n×n+ be the function that, given
a doubly stochastic matrix pˆ ∈ Dn×n returns a set of matching rates r ∈ Rm×n×n+ using
(3.60) and let fr→p : Rm×n×n+ → Rn×n+ be the function that, given a set of matching rates
r ∈ Rm×n×n+ returns a matrix pˆ ∈ Rn×n+ by reversing (3.60) to obtain the first row of pˆ and
using (3.65) to obtain rows k = 2, . . . , n. The detailed light traffic approximation procedure
is given in Algorithm 2 which uses the Sinkhorn(p, α, β) procedure from Algorithm 1 as
a subroutine. The procedure in Algorithm 2 was found to converge for all cases in the
Algorithm 2 Light Traffic Approximation Procedure
procedure ALIS-Approximation(E, λ)
p(k) ← 1
n
1n1
T , k ← 0
while ||p(k) − p(k−1)|| >  do . Condition only checked after first iteration
r(k) ← fp→r(p(k))
pˆ(k+1) ←
[
p
(k)
11 , . . . ,p
(k)
1n
fr→p(r(k))
]
p(k+1) ← Sinkhorn(pˆk+1,1n,1n)
k ← k + 1
end while
r← fp→r(pk)
r =
∑n
`=1 r` . r` is the m× n matrix of matching rates at layer `
return r
end procedure
small scale experiments of Section 3.1 using both a uniform doubly stochastic matrix and
a random strictly positive doubly stochastic matrix as initial values for p. The algorithm
2DL, DR are themselves unique modulo multiplication of one and division of the other by a non-zero
constant
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also converged for the large scale Erdo˝s-Re´nyi and Torus graphs of Section 1.5 however the
algorithm could not converge for Map graph instances for which the CRP condition does not
hold. This leads us to conjecture that the convergence of the fixed point iteration depends
on the CRP condition.
Simulation Results - ALIS approximation
To test the accuracy of the ALIS approximation we repeat the experiment of [20] using the
same randomly generated graphs as in section 3.1 and comparing the approximated matching
rates with the results of simulations of the ALIS stochastic matching models. The results of
the approximations are summarized in table 3.5 Hence we can see that the approximation
Density Avg. SAE Max. SAE Avg. MAXE
High .0142 .0401 .0011
Medium .0432 .0786 .0049
Low .0319 .0703 .0034
Table 3.5: ALIS Matching Rate Approximation Error Rates
performs well for all three graph densities with the lowest error rate of 1.4% for the high
density graphs and the highest error rate of 4.32% on the medium density graphs. The worst
case approximation over 1800 experiments was 7.86% which indicates that approximation is
as robust as the equivalent approximations for the infinite FCFS bipartite matching sequence.
Structure Avg. SAE Max. SAE Min. SAE
Erdo˝s-Re´nyi 1000-1000 .0291 .0465 .021
Torus (30x30)-(30x30) .0422 .0693 .0335
Table 3.6: Infinite ALIS Matching Sequence Approximation SAE for large scale SBPSSs
Next we tested the accuracy on the results on the large scale Erdo˝s-Re´nyi and Torus
graph using the same randomly generated instances as in Section 3.1 and validated that the
approximations accuracy as can be seen in Table 3.6. The convergence of the fixed point
iteration was relatively fast taking on avg. 2.78 seconds to converge for with a worst case
of 4.02 seconds for Torus graph no.7 using a 2.3 GHz Intel Core i5 processor. Improved
code efficiency may still potentially reduce the convergence time. To conclude, the afore-
mentioned results confirm that we thus derived what is, to the best of our knowledge, the
first approximation scheme for the matching rates of the infinite ALIS bipartite matching
sequence.
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3.3 Approximating the FCFS-ALIS Matching Rates
of a Skill SBPSS
Having formulated approximations for the matching rates of the skill based parallel service
system under both heavy-traffic and light-traffic regimes via the FCFS and ALIS infinite
matching sequence approximations we now wish to provide a unified approximation scheme
for the SBPSS under any traffic intensity. As can be expected, our approximation will consist
of a convex combination of the heavy traffic approximation, based on the infinite FCFS
matching sequence and a light traffic approximation based on the infinite ALIS matching
sequence. Nevertheless, direct use of the asymptotic regime approximations may, as we will
demonstrate yield poor approximations or in some cases non-admissible approximations and
therefore, we first we present schemes to adjust the approximations individually for varying
traffic intensities.
The FCFS Approximation
We now describe an approximation scheme suited for sub-critical SBPSSs at high traffic
intensities. By ”high traffic intensity” we are not referring to a heavy traffic regime with
ρ→ 1, but rather to a systems where the probability of a customer finding an idle queue upon
arrival is low, in which case the matching process is dominated by the FCFS component of the
FCFS-ALIS policy. The proposed approximation of the matching rates in a sub-critical skill-
based parallel service system is closely related to the matching rates of an infinite matching
sequence. As demonstrated in [2] a parallel service system with service-dependent service
times operating at critical loading, where the sum of all customer rates approaches the sum
of all service rates, behaves as an infinite matching sequence and the matching rates converge
to those given in [3]. The approximation we propose for the matching rates in a sub-critical
skill based parallel service system with homogeneous service requires two adjustments to the
Max Entropy approximation of (3.9), (3.10) ,(3.11). The first adjustment is to replace the
direct approximation of matching rates rij, (i, j) ∈ E with an approximation of the workload
removal rates ηi,j, (i, j), where ηi,j = rijsi is the rate at which a server j ∈ J removes
workload introduced to the system by a customer class i ∈ ∂(j). The set of admissible
workload removal rates is homeomorphic to the set of admissible matching rates and is
defined by
∆η,µ =
η ∈ R(m+1)×n
∣∣∣∣∣∣
∑
j∈∂(i)
ηij = ηi,∀i ∈ I and
∑
i∈∂(j)
ηij = µj, ∀j ∈ J
 (3.66)
The second adjustment is the addition of another idleness customer class that ”fills” the
gap between the sum of services rates and the sum of workload arrival rates. The idleness
class, given the index 0, has an arrival and service rate of
λ0 =
∑
j∈J
µj −
∑
i∈I
λisi , s0 = 1 (3.67)
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and we refer to the system with the additional customer class as the compacted system. The
workload removal rates of the compacted system are approximated by the matching rates of
an infinite matching sequence with frequencies corresponding to the workload arrival rates
ηi, i ∈ I and service rates µj, j ∈ J . The matching rates of the compacted system provide an
approximation of the workload removal rates in the sub-critical SBPSS. Hence, there are two
levels of approximation, we first approximate the SBPSSs by an appropriate infinite FCFS
bipartite matching sequence and we then continue and approximate the matching rates of
that sequence. The approximated workload removal rates of a subcritical SBPSS with traffic
intensity are thus given by the solution of the following maximum entropy problem:
maxH0(r) +H(r) = −
∑
(i,j)∈E
ηij log(ηij)−
∑
j∈J
η0j log(η0j) (3.68)
subject to: ∑
j∈∂(i)
ηij = ηi, for i = 1, . . . ,m (3.69)∑
i∈∂(j)
ηij + η0j = µj, for j = 1, . . . , n (3.70)
which by applying KKT condition is equivalent to finding values Vi, i = 0, . . . ,m and Wj, j =
1 . . . , n that satisfy the following equations:∑
j∈∂(i)
ηij =
∑
j∈∂(i)
ηiµj · e(Vi−Wj) = ηi, for i = 0, . . . ,m (3.71)∑
i∈∂(j)
ηij =
∑
i∈∂(j)
ηiµj · e(Vi−Wj) = µj, for j = 1, . . . , n (3.72)
Once, the workload removal rates have been approximated the corresponding matching rates
are given by
rij =
ηij
si
(3.73)
The proposed approximation uses the same maximum entropy approach as the heavy traffic
approximation. As such, one may consider using a rescaling of the heavy traffic approxima-
tion as an approximation of the matching rates when the traffic intensity is high. However,
as we now wish to demonstrate, even at a very high traffic intensity the matching rates of a
system can be considerably different from those obtained under a heavy traffic regime. Let
us consider a series of skill-based parallel service systems indexed by n ∈ N. The n-th system
is comprised of a set customer classes I = {1, . . . , n} each arriving at a rate of λi = ρ/n for
some ρ ∈ (0, 1) and a set of servers J = {1′, . . . , n′} each serving any qualified customer
class at a rate of µj = 1/n. A customer of class i ∈ I is qualified to be served by all servers
with a smaller or equal index so that E = {(i, j′)|i ≥ j} is the set of qualified customer-class
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Figure 3.6: Increasing-N system for n = 5
to server assignments. We refer to this system as the Increasing-N system. An illustration
of such a system for n = 5 is given in Figure 3.6. For the increasing-N system with ρ → 1
every customer and server pair (i, i′) form a distinct CRP component. In Section 4 of [4]
the authors prove that the matching rates of arcs connecting different CRP components
approaches 0 as ρ → 1 and hence under a heavy traffic regime the portion of matches oc-
curring on the arcs of E= approaches 1. However, results of simulations in Figure 3.7 show
the heavy traffic regime would produce a poor estimation of the matching rates for a large
sub-critical increasing-N system for any traffic intensity ρ < 1. For any  > 0 and ρ < 1− 
the portion of the matching that occurs on the arcs of E \E= increases with n; for example,
with ρ = .99 and n = 100, over 30% of the matches occur on the edges of E \ E=. The
matching rates on E6= vanish under the heavy traffic regime3 but are very well-approximated
by approximation (3.71), (3.72) which approximate the system with an SAE of less than 2%
compared to simulation for all values of n that were tested.
The ALIS approximation
As established in Section 3.2 , the matching rates of an SBPSS under light traffic converge
to the matching rates of an infinite ALIS matching sequence. A significant property of a
system under light traffic regime is that as the traffic intensity approaches 0 the matching
rates become independent of both the workload requirements {si|i ∈ I} and service rates
{µj|j ∈ J }. Clearly, this property does not hold when the traffic intensity increases. In
3An interesting result of [4] is that while the matching rates vanish on E6=, the presence of E 6= still has
a considerable impact on the scaling of waiting times
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Figure 3.7: Matching rates on the edges of E=, E6= in an increasing-N system as a function
of system size
order for the approximation to accommodate strictly positive traffic intensities we must alter
the approximation. Instead of approximating the matching rates by a doubly stochastic
proportion matrix that satisfies (3.63) we seek a row stochastic proportion matrix where the
rows sum up to 1 as before but the columns sum to a vector µˆ(ρ) given by
µˆ(ρ) = (1− ρ) + nρµ (3.74)
so that µˆ(ρ) → 0n as ρ → 0 and µˆ(ρ) → 1n as ρ → 1. In practice this requires two
adjustments to the fixed point iteration. First, we replace initial uniform proportion matrix
p with the matrix p(0) = 1
n
1N µ˜
T with row sums of 1 and column sums µˆ(ρ). Second, instead
of projecting the set of proportions to the set of doubly stochastic matrices at every iteration
we apply Sinkhorn(p(k),1n, µˆ) and project the set of proportions onto the set of matrices
with row sums of 1 and column sums µˆ(ρ). In essence, if we go back to the derivation of the
approximation illustrated in Figure 3.5 we are adding server particles for those servers with
higher service rates and removing server particles for servers with lower service rates in an
attempt to account for the impact of congestion.
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The FCFS-ALIS approximation
For the light and heavy traffic regimes the ALIS and FCFS approximations coincide the
respective infinite matching sequence approximations the accuracy of which has been estab-
lished empirically. We now propose using a convex combination of the two approximations
as an approximation for the workload removal rates of a subcritical SBPSS under the FCFS-
ALIS. The weights given to the FCFS and ALIS approximations should reflect the ration of
server side, FCFS matches and customer side, ALIS matches. A natural choice is thus to
use the systems traffic intensity ρ as we know that for ρ = 1 all matches will be server side
matches and for ρ = 0 we will only havw customer side matches. Let rˆALIS(ρ), rˆFCFS(ρ) de-
note the FCFS and ALIS match rate approximations for a given system at a traffic intensity
of ρ ∈ [0, 1] the proposed approximation is:
rˆ(ρ) = ρ · rˆFCFS(ρ) + (1− ρ) · rˆALIS(ρ) (3.75)
To the best of our knowledge there is no other approximation schemes for the matching
rates of a sub critical SBPSS under a FCFS-ALIS policy. In order to estimate the accuracy
of our approximation we repeat the experiment of [20] and of Sections 3.1, 3.2 and use
the error rates of the heavy-traffic and light-traffic approximations of the FCFS and ALIS
infinite matching sequences as benchmarks. Let αi, i ∈ I be the customer class frequencies
in the infinite FCFS matching sequence experiments of Section 3.1. In order to test the
approximation for subcritical systems we let ηi = αi × ρ for some ρ ∈ (0, 1) so that the
traffic intensity of the entire system is ρ. We introduce an a additional vector of parameters
θ ∈ Rm+ that distributes the workload of the customer class i between arrival rate and service
requirement such that
si = η
θi
i and λi = η
(1−θi)
i (3.76)
and consider four scenarios: Three scenarios where θ is uniform with θi = 0,
1
2
, 1 and a
scenario where θi ∼ Uniform[.1, .9]. Note that when θ = 0 we have server dependent
service times as in [2]. The graphs in Figures 3.8 -3.11 show the rSAE which is the ratio
of SAE to the overall arrival, i.e the portion of the total arrivals that was misplaced by the
approximation for different traffic intensities. Furthermore, as both the FCFS and ALIS
approximation do not explicitly rely on the FCFS policy we compare the approximated
matching rates to the simulated matching rates of the systems under both FCFS-ALIS and
the LQF-ALIS policies. The results in Figures 3.8 -3.11 display three key contributions of
this work. First and foremost, if the QP and Ohm’s Law approximations of the infinite FCFS
matching sequences are taken as benchmarks for accuracy, the FCFS-ALIS approximation is
thus, to the best of our knowledge, the first valid approximations of SBPSS matching rates
across all utilization levels. The rSAE for the FCFS-ALIS approximation is highest for traffic
intensities in the range of .3− .4 where the error is approximately 11% across all experiments
which is still lower than the Avg. SAE of the Ohm’s law approximation for small low density
graphs. At higher traffic intensity levels of .65− .99 the FCFS-ALIS reaches very low rSAE
levels of approximately 1% − 5%, this is an improvement over the accuracy of the infinite
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Figure 3.8: Error Rate by Traffic intensity for θi = 0, i ∈ I
matching sequence approximations and is also encouraging as this is the desired range of
operation most applications. A second important contribution that arises from these results
is the fact that the accuracy of the FCFS-ALIS approximation does not seem to depend
at all on the workload distribution vector θ, this is an important observation as the exact
matching rates of [2] are only derived for the case of server dependent service times (θ = 0)
and hence the approximation enables us to analyze a wider range of systems.
Finally, the results clearly indicate that the FCFS-ALIS is in fact an FCFS/LQF-ALIS
approximation. In some cases the approximations are closer to the LQF-ALIS matching rates
than those of the system under an FCFS-ALIS policy. This further expands the applicabil-
ity of the approximation. The fact that the matching rates under both the LQF-ALIS and
FCFS-ALIS are similar should not be too surprising as the correlation between the waiting
time of a customer in the queue and the length of the queue that accumulated behind it is
obvious. Next we turn to larger scale graphs for which the calculation of exact matching
rates, even for the heavy traffic case, are not tractable. The three graph structure considered
are Bipartite Erdos-Renyi graphs with 1000 nodes on each side, a 30x30 tours grid graph
with 900 customer class nodes, 900 server nodes and edge distance of 2 and a 30x30 map
graph and a edge distance of 2. The results for both LQF-ALIS and FCFS-ALIS approx-
imation appear in Figure 3.12 Experiments with map graphs indicate that convergence of
ALIS approximation requires that CRP to hold. As such, ALIS approximations could not be
obtained and we present only the results of the FCFS approximation. Nonetheless, despite a
clear deprecation in the accuracy compared to the small instances, the FCFS-ALIS appears
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Figure 3.9: Error Rate by Traffic intensity for θi = .5, i ∈ I
to be a valid approximation for large-scale Erdo˝s-Re´nyi and Torus graphs where CRP holds
with an accuracy of 6% for both FCFS-ALIS and LQF-ALIS at high traffic intensities
(> .75). The error rate is similar to the error rates of the quadratic approximation of [4]
for infinite matching sequences and considerably better than the error rates of the Ohm’s
law approximation of [20]. For the Map graphs where the CRP does not hold valid ap-
proximations could not be obtained for utilizations below .99%, these results suggest that,
when the CRP condition does not hold, the min-max-fair decomposition must be considered
in deriving approximations of the matching rate. In summary, the approximation schemes
developed in Chapter 3 provide the first scalable and robust method for approximating the
matching rates of skill based parallel service systems with homogeneous service under both
the FCFS-ALIS and LQF ALIS policies when the CRP holds. In the following Chapter we
will demonstrate that these approximations also provide an understanding of the dynamics
of the systems and enable the derivation of improved non-idling, non-preemptive policies
policies.
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Figure 3.10: Error Rate by Traffic intensity for θi = 1, i ∈ I
Figure 3.11: Error Rate by Traffic intensity for θi ∼ Uniform[0, 1], i ∈ I
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Figure 3.12: Error Rate by Traffic intensity for large scale SBPSSs
64
Chapter 4
Control Policies for Skill Based
Parallel Service Systems
4.1 Motivation
The servers of an M/M/c queue are assumed to be indistinguishable from one another and
therefore a rule determining which server is chosen from among multiple available servers
need not be specified. However, in the case of an SBPSS the servers are no longer assumed
to be identical and hence one must specify the policy by which, when a single customer
can be assigned to one of multiple servers, a server is chosen. One such common rule is
the assign-longest-idle-server(ALIS) which states that the server that has been idle for the
longest period of time will be chosen. As with any queueing system it is also necessary
to specify how a server should choose a customer when multiple customers are waiting for
service. In conjunction with the ALIS rule, the first-come-first-served (FIFO-ALIS) policy
and longest-queue-first (LQF-ALIS) policy are the most commonly used in practice, and
for good reasons. First, both are guaranteed to maintain finite queue lengths, i.e., to keep
the system stable [2],[40], when doing so is feasible. Second, these methods can be easily
implemented in practice as they do not assume any knowledge of the system parameters such
as arrival and service rates and only require finding the maximum waiting time or queue
length among customer classes or the maximum idle time amongst servers. Finally, each
policy provides a certain sense of fairness from the perspective of the individual customer.
In a system operating under a FIFO-ALIS policy no customer can cut in front of another
when both can be served by the same server while under a LQF-ALIS policy the customer
at the back of the longest queue can see that, even though it has the largest number of
customers ahead of it, the situation is attended to by all servers that are capable of doing
so. From the server perspective, if one equates idleness with rest, the ALIS policy assures
that a resting server will not be assigned work when there is another server that has been
resting for a longer time period and is capable of serving the customer. The question is
therefore: Why, considering these favorable traits, would we wish to replace these methods
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?. The answer is that despite providing a short term sense of fairness such policies may,
in the long run, lead to an unfair distribution of waiting times across the customer classes
and an unfair distribution of workload between the servers. The reason for this is that in
a system operating under one of the aforementioned policies an individual customer, when
afforded the option, will make use of any available server regardless of the impact that use
may have on the other customer classes and similarly, a server will be assigned any job
whenever it is the longest idle server amongst qualified servers regardless of the expected
remaining idle time of other idle servers. In other words, these policies may be fair but
they are not courteous. This can be demonstrated by example of the increasing-N system
descried in Section 3.3 where illustration of such a system for n = 5 is given in Figure 3.6.
Figure 4.1 shows the results of an experiment in which the increasing-N system is simulated
under both the FIFO-ALIS and LQF-ALIS policies for size n = 5, 10, 50, 100 and ρ = .85;
the resulting waiting times by class is plotted aginst the system size. and the utilization rates
Figure 4.1: Waiting time by class in Increasing N system for n = 2, 5, 10, 50, 100
of the servers is similarly plotted in Figure 4.2 From the myopic viewpoint of any individual
customer the system is fair in the sense that under the FIFO-ALIS policy, no customer cuts
in front of another customer. That is, if customer A arrived before customer B but customer
B was served before customer A it is only because the server that took customer B was not
qualified to serve customer A. Similarly, under the LQF-ALIS policy, if the queue of class iA
customers was longer than that of the the iB class customers but a customer of the iB class
was assigned next, it is only because that server that became available was not qualified to
serve class iA. The system is also fair from the myopic viewpoint of the servers, in the sense
that anytime two servers may be chosen from, the server that has been idle for the longest
time period is chosen. Despite satisfying this notion of fairness, as indicated clearly by the
graphs in Figure 4.1, there is a striking imbalance between the waiting times experienced by
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Figure 4.2: Utilization by server in Increasing N system for n = 2, 5, 10, 50, 100
different customer classes. The waiting time of the i = 1 customer class increases as n grows
despite the fact that the average cycle time across all customer classes decreases with n. The
imbalance in waiting time is the direct result of the imbalance in server utilization shown
in Figure 4.2. This imbalance in utilization is caused by the fact the customers of classes
i > 1 will utilize server 1′ whenever the opportunity is afforded to them due to the random
nature of the system. A customer of class 1 will only be served when it is either the longest
waiting customer in the entire system, under the FIFO-ALIS policy, or when it is at the
head of the longest queue in the LQF-ALIS policy. The n customer class on the other hand
has a dedicated server. Similarly, server 1′ can only become idle when there are no waiting
customers in the system while server n′ becomes idle upon completion of service, whenever
the queue of class n customers is empty. An action that may be taken to address the waiting
time imbalance in this SBPSS would be to restrict the service of a customer of class i by a
server j′ whenever i > j, and thus force each server to a utilization equal to the system traffic
intensity ρ. If such a restriction is made the system decomposes into n identical M/M/1
queues and the waiting time of each customer class is given by ρ · (1 − ρ)−1, which for the
case of ρ = .85 given in Figure 4.1 will result in a uniform waiting time of 5.67 time units,
higher than the average waiting time for any n > 1 and yet the lowest average waiting time
possible for customers of class 1. Hence, restricting the assignments produces a perfectly fair
system from a long term perspective, but an unfair system from the short term perspective
and, more importantly, increases the waiting time for most customer classes and the average
waiting time of the system. Note that in the case where ρ → 1 the only way to maintain
system stability is to have the assignment rate between any customer class i > 1 and server
j < i tend to 0 and effectively balance the server utilization. However, as demonstrated by
this example, when the overall system utilization is bounded away from 1, load balancing,
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which is often considered as an objective in and of itself, can lead to poor performance. As
depicted in Figure4.1, operating under either a FIFO-ALIS or LQF-ALIS policy results in
lower average waiting times for most customer classes compared to the restricted system but
also results in an increasingly unfair division of the average waiting time across customer
classes. An improved control policy is thus one that would both reduce the average system
waiting time compared to FIFO-ALIS or LQF-ALIS and result in improved fairness in the
division of the waiting time across customer classes. The notion of improved fairness among
customer classes first requires that we define a metric of fairness, one will be provided in
Section 4.2. Having established a metric for fairness in Section 4.3 we use the Entropy Based
approximation of Chapter 3 to gain insights and reveal a fundamental flaw inherent in the
basic FIFO-ALIS and LQF-ALIS policies. Equipped with the new insight in Section 4.4
we further leverage upon our approximations to develop weighted versions of the standard
policies and show their effectiveness in both balancing and reducing avg. waiting times using
simulation experiments in Section 4.5. Finally, in Section 4.6 we suggest an extension of the
weighted policies to systems with matching rewards and explain how the policies can be used
to efficiently trade-off between long term avg. reward maximization and avg. waiting time
and then go on to demonstrate this with simulation experiments in Section 4.7 .
4.2 The Waiting Time Gini Coefficient
The Gini coefficient [15], named after Italian statistician Corrado Gini (1884-1965), is a
common measure of the inequality of wealth distribution within a population. The coefficient
is usually defined using the Lorenz curve, named after American economist Max Otto Lorenz
(1876-1959). The Lorenz curve plots the total wealth cumulatively owned by the bottom x
percentile of a population. The passing of the Lorenz curve through a point (x, y) indicates
that the bottom x% of the population, in terms of personal wealth, cumulatively posses y
units wealth. In case of a completely equal distribution of wealth across the population the
Lorenz curve is the straight line connecting between the points (0, 0) and (1, Y ), referred to
as the line of equality, where Y is the total communal wealth of the population. The Gini
coefficient is defined as the ratio of the area that lies between the line of equality and the
Lorenz curve (area I in Figure 4.3) over the total area under the line of equality (sum of
areas I and II in Figure 4.3) so that a completely equal distribution of wealth will result
in a Gini coefficient of 0 while a distribution in which a single member of the population
posses the entire wealth will result in a Gini coefficient of 1. In order to use the Gini
coefficient as a measure of the fairness of the waiting time distribution across classes we
plot the Lorenz curve of cumulative waiting time of the population. For a given simulation
experiment, let Ni be the number of class i customers served and let N =
∑
i∈I Ni. We
define λˆi = Ni/N as the proportion of customers served that are of class i; if the system
is stable we can expect that limN→∞ λˆi = λi. Let wtk denote the waiting time of the k-
th customer served and let WTi be the average waiting time of customer class i ∈ I in a
simulation experiment. The indices k1, . . . , kN are an ordering of customers by waiting time
CHAPTER 4. CONTROL POLICIES FOR SKILL BASED PARALLEL SERVICE
SYSTEMS 68
Figure 4.3: Lorenz Curve of Avg. WT contributions
such that wt(k1) ≤ wt(k2) · · · ≤ wt(kN) and similarly the indices i1, . . . , im are an ordering
of customer classes by waiting time such that WT (i1) ≤ WT (i2) · · · ≤ WT (im). We define
the cumulative waiting times on the customer and class levels by
λ¯iq =
q∑
`=1
λi` (4.1)
WT (iq) =
q∑
`=1
λi`WTi` (4.2)
wt(kq) =
1
N
q∑
`=1
wtk` . (4.3)
We define the class level Lorenz curve is as the curve that passes through the points
(0, 0)→ (λ¯i1 ,WT i1)→ · · · → (λ¯im ,WT im). (4.4)
Note that by definition λ¯im = 1 andWT im = wtkN is the average waiting time of all customers
in the system, denoted by Wq. On a side note we mention that while in the typical wealth-
based Lorenz curve of economics the most well-off individuals or groups are the ones in the
right hand side of the curve, in our average waiting time contribution-based Lorenz curve
it is the most unfortunate customers or customer classes with the longest waiting times the
occupy that part of the curve. Based on this Lorenz curves we define a class level Gini index
and we will say one service policy is fairer then the other if it has both lower class level
Gini coefficients. Now that we have defined what constitutes a fairer service policy we can
attempt to define a better matching policy.
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4.3 What is Wrong with FIFO and LQF policies?
The approximations of (3.71) and (3.72) have an additional important and intuitive interpre-
tation. This interpretation is best explained by an example of what may constitute as a bad
approximation of the matching rates. Let us consider the following N-system of figure 4.4,
where I = {1, 2}, J = {1′, 2′}, E = {(1,′ 1), (2,′ 1), (2,′ 2)} with λ = (.4, .4), s = (1, 1) and
µ = (.6, .4). If we approximate the matching by distributing the arrivals of each customer
Figure 4.4: An N-system of size 2
class equally across the qualified servers we would obtain the following set of admissible
matching rates:
r =
[
.4 0
.2 .2
]
Clearly, these matching rates, although admissible, can not be the matching rates of an
SBPSS under any non-idling, non preemptive service policy. In order for such matching
rates to be realized by the SBPSS it is required that customers of class 2 match with server
2’ at the same rate as they match with server 1’ despite the fact that server 1 is critically
utilized and server 2 is idle 50% of the time. The reason why such matching rates are so
clearly impossible is that any non-idling, non-preemptive service policy, merely by the fact
that it is non-idling and non-preemptive, produces a natural load balancing mechanism that
prevents the SBPSS from realizing such matching rates. It is reasonable to expect that
under a non-idling, non-preemptive service policy, the matching rates of customers of type
2 to servers 1’ and 2’ will be approximately proportional to the portion of time each server
spends idle. More generally, for an SBPSS operating under a non-idling, non-preemptive
policy, we would expect that the rate at which the workload of a given customer class is
removed by a qualified server to be approximately proportional to the portion of time the
server is idle. This is exactly what is implied the approximation of (3.71) ,(3.72). For any
i ∈ I and any j, j′ ∈ ∂(i) we have:
ηij
η0j
=
ηiµje
Vi−Wj
η0µjeV0−Wj
=
ηie
Vi
η0eV0
=
ηiµj′e
Vi−Wj′
η0µj′e
V0−Wj′ =
ηij′
η0j′
. (4.5)
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This relation in (4.5) is in fact equivalent to the Max Entropy approximation of (3.71) (3.72).
It is easy to verify that, given an admissible set of workload removal rates for which (4.5)
holds, the values
Vi = log
(
ηij
η0jηi
)
, i ∈ I (4.6)
Wj = − log
(
η0j
µj
)
, j ∈ J (4.7)
satisfy the conditions in (3.71), (3.72). Although (4.6), (4.7) are an approximation and not
an exact result, by shifting our perspective we can now draw insight from the approximation
and use that insight to construct improved service policies. Instead of viewing the relation
in (4.6), (4.7) from the perspective of an Input Queued (IQ) system in which the customers
line up in queues by class (the order of input determines the order of the queue and hence
the term) we may consider this from the perspective of an Output Queued(IO) system. In
an OQ system with Markovian routing (recall that we have used this analogy previously in
Chapter 2), a customer of class i is assigned immediately upon arrival to a server j ∈ ∂(i)
with probability rij/λi and joins a queue of customers waiting to be served by server j (the
order of the queue determines the order of output and hence the term). In such an output
queued system if we assume Poisson arrivals and exponential server dependent service times
then each separate server along with its associated queue behave as an independent M/M/1.
Therefore, the average length of the queue in front of the server j is given by
Lqj =
∑
i∈∂(j)
ηij
r0j
=
µj − r0j
r0j
, j ∈ J (4.8)
and, by Little’s law, the average number of class i customers queued behind server j ∈ ∂(i)
is given by
Lqij =
rij
r0j
, (i, j) ∈ E (4.9)
From the OQ system perspective the result of (4.6), (4.7) states that, if the maximum entropy
assignment rates were used to route the customers, the average number of customers of class
i in any queue j ∈ ∂(i) is the same. Hence we can define, for all j ∈ ∂(i),
Lqij =
rij
r0j
= Lqi, i ∈ I. (4.10)
If we consider this property, still from the OQ system perspective, an inherent flaw becomes
apparent: The customers of a given class i ∈ I are assigned to queues in a such a way
that there is an equal average number of class i waiting customers in each qualified server
queue. This property may cause a severe imbalance in the lengths of the server queues. If
we consider the example of the N-increasing system, the avg. number of waiting class n
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customers is identical in both the n′ server queue, which is completely dedicated to serving
customers of class n, and the server 1′ queue which servers all customer classes in the system
and is the single server qualified to server customers of class 1. The result of maximizing
(3.68) subject to constraints (3.69), (3.70) is that the term Lqij is the same across all j ∈ ∂(i)
despite the fact that the queue lengths themselves Lqj, j ∈ J may be imbalanced. Figure
4.5 demonstrates the Avg. state of an OQ increasing-N system with Markovian and FCFS-
ALIS matching rate routing probabilities. The constraint (3.72) implies that Lqj is strictly
Figure 4.5: An OQ systems with FCFS-ALIS matching rates as routing probabilities
determined by r0j and hence if we obtain a more uniform distribution of {r0j, j ∈ J } across
the capacity of the servers we can obtain a more uniform distribution of {Lqj, j ∈ J }. The
most uniform distribution of idleness {r0j, j ∈ J } across capacity (not across individual
servers) is by definition the one obtained by a min-max-fair assignment. Let us isolate the
RHS of (3.68) and define
H0(r) =
∑
j∈J
rj0 log
(
rj0
µj
)
(4.11)
and make the following observation:
Lemma 4.3.1. Anset of matching rates r is a min-max-fair assignment if and only if r is
an optimal solution of the convex program:
MaxEnt0(G) : H0(r) (4.12)
subject to
∑
j∈∂(i)
rij = λi ,∀i ∈ I (4.13)∑
i∈∂(j)
rij + ri0j = µj ,∀j ∈ J (4.14)
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Proof. Functions of the form g(x) = −αx log(x) are strictly concave when α > 0 and x ∈
(0, 1] since g′′(x) = −α
x
< 0. Hence the objective function is the sum of strictly concave
functions and therefore is itself strictly concave with respect to the variables {r0j, j ∈ J }.
The feasible region is defined by a finite set of linear equality and inequality constraints
and we can therefore conclude that (4.12) has a unique optimal solution in terms of the
{r0j, j ∈ J } variables and that each such solution must be a KKT point (see [10]). We will
now use the structural properties of min-max-fair assignments from Lemma 2.1.1 to define
KKT constants (xi, yj, zij) such that, when paired with any min-max-fair assignment r
f ,the
KKT optimality conditions for (4.12) are met. Primal feasibility follows immediately form
the fact that a min-max-fair assignment is by definition a feasible one. The stationarity
condition for (4.12) is given by
−(1 + log(rf0j)) = −yj, ∀j ∈ J , (4.15)
0 = −yj + xi − zij, ∀(i, j) ∈ E. (4.16)
The two conditions can be reduced using basic operations to:
(1 + log(rf0j)) = xi − zij), ∀(i, j) ∈ E. (4.17)
We now use the function φ defined in (2.13) to define the following values for xi, zi,j:
zi,j =
(
log(rf0φ(i))− log(pi0φ(j))
)
, ∀(i, j) ∈ E, (4.18)
xj =
(
1 + log(rf0φ(i))
)
, ∀i ∈ I. (4.19)
It is easy to verify that in case of a min-max-fair assignment rf , where ρj(r
f ) = ρφ(i) for
all j ∈ J , the stationarity condition holds for this choice of constants. The complementary
slackness condition for (4.12) requires that
zij · rfij = 0, ∀(i, j) ∈ E. (4.20)
To see that this condition holds for any min-max-fair assignment note that by Lemma 2.1.1
for any min-max-fair assignment rfij > 0 ⇒ φ(i) = φ(j) which in turn implies that zij = 0
by (4.19) and hence the condition is met. Finally, the dual feasibility condition requires that
zij ≥ 0, ∀(i, j) ∈ E. (4.21)
Observe that in order for zij defined by (4.19) to be strictly negative we must have ρφ(j) < ρφ(i)
which implies that j ∈ Jk(rf ) and i ∈ I`(rf ) for some k < ` which is a contradiction as
theorem 2.1.2 states that for any min-max-fair assignment there can be no qualifications
between the customers of I` and servers in Jk. We conclude that zij ≥ 0 for all (i, j) ∈ E.
Hence, with constants xi, zij defined by equations (4.18),(4.19) we have proven that any
min-max-fair assignment is an optimal solution to the maximum server entropy problem in
(4.12). The converse follows immediately from theorem (2.1.2) given the strict convexity of
the objective in (4.12) with respect to the variables r0j, j ∈ J .
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An immediate corollary of Lemma 4.3.1 is that an optimal solution of (4.12) will produce,
in an output queued system a min-max-fair distribution of queue lengths. In the case of
homogeneous servers a min-max-fair distribution of queue lengths also implies a minimum
average number of customers in the system, this is not the case for a system with server
with heterogeneous rates. Despite the fact that a min-max-fair assignment minimizes the
average number of customers in the system for a homogeneous server output queued system,
obtaining such assignment rates in the input queued non-idling,non preemptive SBPSS may
be neither optimal nor feasible. As an example let us consider the increasing-N system. A
min-max-fair assignment for the increasing-N system is given by:
rfij =
{
λi, If i = j
0, Otherwise
(4.22)
The min-max-fair assignment in eq.(4.22) indicates a preference for assigning customers of
class i to server i and yet, for any n >2 we have, rn1 = p21 = 0 despite the fact that customers
of class can be served by all servers while customers of class 2 may only be served by server 1
and 2. The dedication of server i to customer class i implied by the min-max-fair assignment
is the only feasible assignment rate matrix for the system when η = 1 and hence any stable
service policy such as LQF-ALIS [40] or FIFO-ALIS [2] will converge to rf as η → 1. However,
for any η << 1 it is clear that these rates are not feasible for the increasing-N system under
any non-idling policy. Regardless of which non-idling policy is used, if the system is stable,
the long term average proportion of the time server 1 spends serving customers of class 1
must be η, leaving a 1 − η > 0 fraction of the time in which server 1 is not serving class 1
customers. If server 1 is not serving customers of class 1 than either it is serving a customer
of a different class i > 1 or it is idle and any otherwise unassigned customer of a class i > 1
must, by the non-idling nature of the service policy, be assigned to server 1. Furthermore,
by the same principle, even if idling service policies are allowed, obtaining the min-max-fair
assignment rates requires that (i, j) assignments be avoided whenever i > j and the system
must thus be divided into n separate single server systems. In such case, as shown in Figure
4.1 for the case η = .85, the average waiting time in the system will increase compared to a
LQF-ALIS or FIFO-ALIS policy for any n ≥ 2. The problem with the LQF-ALIS and FCFS-
ALIS policies as implied by output-queued analogy and by the example of the N-system is
that although these non-idling, non-preemptive policies are asymptotically load balancing,
for sub-critical systems they can still create severe load imbalances across the servers which
may result in a similar imbalances of the waiting times across the customer classes.
4.4 Weighted FCFS-ALIS and LQF-ALIS policies
On the one hand, the approximation provided by (4.6), (4.7) exposes the inherent flaw of
non-preemptive, non-idling policies; on the other hand, as will show in the section, it can also
provide a basis for constructing improved service policies that mitigate those flaws. Recall
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that the approximate matching rates of a system under an FCFS-ALIS or LQF-ALIS policy
may be obtained by solution of the convex program in (3.68),(3.69), (3.70). Let us now
observe the two terms that comprise the objective (3.68) separately. Lemma 4.3.1 implies
that maximizing the right hand term of (3.68):∑
j∈J
r0j log
(
r0j
µj
)
(4.23)
subject to constraints (3.71), (3.72) will result in a min-max-fair workload assignment. If
the CRP condition holds this will imply a uniform distribution of workload across all the
servers. Hence we can view the right side of the objective as striving to balance the loading
across the servers. If we now consider maximizing only left term of (3.68)∑
i∈I
∑
j∈∂(i)
rij log
(
rij
µj
)
(4.24)
it is easy to see that if the solution
rij =
λi
|∂(i)| , ∀i ∈ I, j ∈ ∂(i) (4.25)
is feasible it will be the optimal solution as it is the global optimum of the unconstrained
function. Furthermore, if r∗ is an optimal solution when maximizing only the left side term
then for any customer class i ∈ I and any j, j′ ∈ ∂(i) we have that r∗ij′ > r∗ij → r0j = 0,
otherwise, one can increase r∗ij by some j > 0 and decrease r
∗
ij′ > j′ =  (
µj/µj′) > 0 and thus
increase the objective value. The left side term of (3.68) can thus be viewed as striving the
balance the workload of each customer class evenly across all of its available service capacity.
Recall that in a fully qualified system with E = I ×J the workload of each customer class,
by symmetry, will be proportionally divided across all servers according to their capacity,
therefore, the left hand side can also be thought of as striving to maximize the effective
number of servers each customer class uses. The matching rates of a high utilization SBPSS
under an FCFS/LQF-ALIS policy can thus bee thought of as the result of the balance of
these two terms. As we have shown, this may often result in an imbalanced server workload
distribution. A key observation is that by assigning an increased weight to the right side
term of (3.68) while assigning a lower weight to the left side term one can expect to obtain a
set of admissible matching rates that induces an improved balance of server workloads. To
choose an appropriate set of weights we first note that the impact of server workload balance
on customer class waiting time balance depends upon the loading of the system. In a light
traffic or low traffic intensity system an imbalance in server workload is not likely to cause
an imbalance in waiting times as most arriving customers are still likely to find idle servers
while for a heavy traffic of high traffic intensity system even a small imbalance of server
workloads can cause a large imbalance of the customer class waiting times. Hence, a natural
choice will be to weigh each term by the overall system utilization. However, as we have
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shown in Chapter 2, this utilization value is not necessarily representative of the utilizations
of every server. In case the CRP condition does not hold, some subsets of servers must have
a higher workload under any feasible assignment. Therefore, we argue that each separate
term in the summation on both the right and left side term of (3.68) should be weighted
according to the min-max-fair utilization associated with the server. Consider the convex
optimization
MaxEnt(G, ρ¯) : max
r∈rE ,r0∈R+n
Hρ¯(r) +Hρ¯,0(r0) (4.26)
subject to
∑
j∈∂(i)
rij = λi , ∀i ∈ I (4.27)∑
i∈∂(j)
rij + r0j = µj , ∀j ∈ J (4.28)
where
Hρ¯(r) = −
∑
(i,j)∈E
(1− ρ¯j)rij log(rij) and Hρ¯,0(r) = −
∑
j∈J
ρ¯jr0j log(r0j) (4.29)
and ρ¯j is the min-max-fair utilization of server j ∈ J as defined and in Theorem 2.1.2.
Let rˆ∗ be the optimal solution of (4.26),(4.27),(4.28) and let r∗ be the optimal solution
of (3.68),(3.70),(3.69). Both are admissible matching rates yet the first, if used as routing
probabilities in an output queued system with Markovian routing, would induce an improved
server workload balance compared to the second. The question thus becomes: while the
matching rates r∗ can be approximately obtained by using a FCFS/LQF-ALIS policy how
can the information provided by rˆ∗ be used to create improved non-idling, non-preemptive
policies. The answer we provide is that the distribution of the avg. number of waiting
customers in an OQ system, the same one that we used to demonstrate the flaws of the
FCFS/LQF-ALIS policies can also be used to create improved weighted FCFS/LQF-ALIS
policies. Let Lqj, Lqij and Lˆqj, Lˆqij be the avg. queue length and average number of class i
customers in the queue for queue j of an OQ system as defined in (4.8),(4.9) the first defined
by the routing probabilities r∗ and the second defined using routing probabilities rˆ∗. In order
to derive a weight for an assignment (i, j) ∈ E we consider the relative change in the average
portion of class i customers in the server j queue in the OQ system when going from r∗ to
r∗. This ratio is given by:
wij =
Lˆqij/Lˆqj
Lqij/Lqj
, (i, j) ∈ E (4.30)
These weights can now be applied to create weighted FCFS, LQF and ALIS policies as
follows:
• wFCFS: Server j will take longest waiting customer from queue i’ where
i′ = argmax{wijWi(t)|i ∈ I}
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• wLQF: Server j will take longest waiting customer from queue i’ where
i′ = argmax{wijQi(t)|i ∈ I
• wALIS: Customer j will choose queue j’ where
j′ = argmax{wijIj(t)|j ∈ J }
The basic idea here is that if balancing the workload of the servers implies increasing the
relative portion of class i customers in queue j while decreasing the relative portion of class i′
customers then, when given two possible assignments (i, j), (i′, j) class i should be favoured
by server j. Similarly, if balancing the workload of the servers implies increasing the relative
portion of class i customers at the server j queue while decreasing the relative portion of
class i customers at the server j′ queue, then given two possible assignments (i, j′), (i, j′)
a class i customer should favour server j. As we will show in the following section with
simulation experiments these weighted policies can provide a significant improvement over
the standard FCFS/LQF-ALIS policies.
4.5 Simulation Experiments - Weighted Policies
In this section we use the same randomly generated graphs that were used to estimate
the accuracy of the approximations in Chapter 3. This is only fitting as the weighted
matching schemes in this chapter are based on the approximations of Chapter 3. For a
proper comparison of the weighted polices to the standard ones we observe the systems
only under medium to high traffic intensities. A system with low traffic intensity will not
experience congestion and any improvement of the non-idling matching policy will have
little to no impact on the system performance. In the examples of Map graphs the CRP
condition does not hold and hence the mean traffic intensity across the system can not be
achieved by all servers. Hence the utilization value specifies not the systems utilization
but rather the maximal element of the systems min-max-fair utilization sequence. In all
cases we are interested in two key performance measures, the avg. waiting time in the
system and the distribution of that waiting time across customer classes as measured by
Gini score. Figures 4.6a and 4.6b compare the waiting times under the standard FCFS/LQF
policy against those under the weighted policies as observed in simulations of the randomly
generated systems from the experiments of Section 3.1. Each small simulation consists of
105 customer arrivals and is repeated 30 times. The standard deviation of. the avg. waiting
is less than .5% of the mean for all experiments. The weighted polices do not outperform the
standard policies on all cases, however they do consistently outperform the standard polices
for SBPSS with long waiting time, especially for low density SBPSS. The improvement due of
the use of the weighted policy increases as the waiting time of the system under the standard
policy increases. The two dark line in Figures 4.6a and 4.6b describe the line of equality
and the regression lines fit WqFCFS−ALIS,WqLQF−ALIS to WqwFCFS−wALIS,WqwFCFS−wLQF
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(a)
(b)
Figure 4.6: Avg. Wq for small graphs under weighted and standard police
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(a)
(b)
Figure 4.7: Gini score in small graphs under weighted and standard police
respectively, one can observe that, for utilization levels of .8 and above, the regression line is
discernibly below the line of equality. Similar results can be observed when comparing the
Gini score obtained under both policies in Figures 4.7a and 4.7b. The weighted polices seems
to have a greater impact on those SPBSS that have higher Gini scores and this difference is
most prominent for the low density graphs. The similarity in the impacts of the weighted
polices on both performance measures is not coincidental as plotting the average waiting
times against the Gini Score under both weighted and Unweighted policies in Figure 4.8
shows that the two are correlated. Hence for the small sized SBPSS we can conclude that
the weighted polices are more robust than the standard ones and reduce both the waiting
time and the variance of waiting time amongst customer classes especially under high traffic
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Figure 4.8: Avg. Wq vs Gini score for small graphs under weighted and standard polices
intensities (ρ ≥ .8). Next, we turn to look at the larger scale graphs of section 1.5. For
these experiments the same 30 instances of Chapter 3 we used for every structure. Each
data point represents 30 repetitions of a simulation experiment with 107 customer arrivals.
The Erdos-Renyi graphs are, as discussed in Section 1.5, expander graphs and hence as
the scale of the graph increases the CRP condition is likely to hold and workload can be
efficiently transferred between the servers when the system is congested. As a result, it can
be seen in Figure 4.9 that although the wFCFS-wALIS policy does improve the performance
of the Erdos-Renyi systems it is not a considerable improvement. The reason becomes more
apparent if we observe the Gini score comparison in Figure 4.10 where we can see that for the
Erdos-Renyi graphs as utilization and subsequently waiting times increase the distribution
of the waiting times across customer classes tends to uniform with a low Gini score and the
wFCFS-wALIS policy that is derived for the purpose of balancing the waiting times across
customer classes has little to contribute. However, this is not the case for tours graphs
which, although generated so that the CRP condition will hold, are not expander graphs.
Figure 4.11 shows that the performance of the wFCFS-wALIS policy offers a considerable
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Figure 4.9: Avg. Wq in Erdo˝s-Re´nyi graphs under weighted and standard police
improvement over the standard FCFS-ALIS policy. The cause of this improvement can be
clearly seen in Figure 4.12 where we can see that for any utilization level of .8 and above
the wFCFS-wALIS policy dramatically reduces the variance in the waiting times across
customer classes as expressed by the Gini score. Note that this reduction in customer class
waiting time variance occurs despite the fact that the CRP condition holds and a uniform
assignment of the workload to the servers is feasible in an output queued system. Similar
results can be observed for the of map graphs, here the CRP condition does not hold and
a min-max-fair assignment does not balance the utilizations across the servers, as such the
utilization values specified in the Figures 4.13 and 4.14 pertain to the minimal maximum
utilization of the graph, i.e ρ1 of the min-max-fair utilization sequence of the graph as
defined in Theorem 2.1.1. In Figure 4.13 we can observe that for map graphs with ρ1 = 0.6,
which implies that all other customer/class other than I1, J1 have a utilization lower than
.6, the use of a wFCFS/wLQF-wALIS may degrade the performance of the system, this
can be expected as for system with little congestion there is no need to promote customers
ahead of others that have longer waiting times or are in a larger queue as this will not
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Figure 4.10: Gini score in Erdo˝s-Re´nyi graphs under weighted and standard polices
likely reduce subsequent congestion. Nonetheless, as ρ1 increase it becomes advantageous to
prevent unnecessary congestion at the more utilized servers and the wFCFS/wLQF-wALIS
policies can be seen to considerably improve the performance of the system especially for
system with high waiting times. An interesting aspect is that while the reduction in waiting
time offered by the weighted policies is clear, the Gini Score is less consistent, especially
when comparing the LQF policies. However if we plot the ratio of the waiting times under
weighted and standard polices against the ratios of the Gini scores in Figure 4.15 we can see
that in all cases where the Gini score is lower under the standard policy the waiting time
is considerably higher. This is a known disadvantage of the Gini score which may degrade
even if the waiting times of all customer classes are improved. To conclude, the experiments
clearly indicate the potential of applying the weighted ALIS/LQF polices over the standard
ones for systems under high or heavy traffic intensities with a striking improvement achieved
in SBPSS where the underlying compatibility graph is not an expander graph.
4.6 Weighted Policies for SBPSSs with Matching
Rewards
In the previous section we demonstrated the use of weighted FCFS/LQF polices to reduce
delay and customer class waiting time variance. In this section we wish to extend the use of
weighted polices to cases where a matching of a customer and server incurs a reward/cost.
In such cases a controller may wish to trade-off between maximizing the long term average
reward and minimizing the waiting times of customers in the system. Let us consider a set of
rewards cij, (i, j) ∈ E associated with every compatible pair of customer class and server. In
[44] the authors prove that, given that the SBPSS is feasible, this objective can be obtained
with a ”Greedy Primal Dual” algorithm that at each assignment decision greedily maximizes
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Figure 4.11: Avg. Wq in Torus graphs under weighted and standard polices
a sum of the assignment utility function (Primal) and a penalty on the queue lengths (Dual).
However, maintaining the system stable only implies that waiting times are finite and does
not guarantee any level of service. Furthermore, the method does not provide a means to
efficiently trade-off long term average reward rate and the customer class waiting time and
variance. Let us now consider the problem of maximizing the long term average reward in
the output queued system with Markovian routing. This will result in the following LP:
max
r∈rE ,∈R+n
Zc(r) =
∑
(i,j)∈E
cijrij (4.31)
subject to (3.71), (3.72) (4.32)
nonumber (4.33)
With this linear objective function and linear constraints one may expect an optimal solution
to have r∗0j = 0 for one or more j ∈ J . As an example consider a case where for some j′ ∈ J
we have cij′ > cij for all j 6= j′ and all i ∈ I, clearly the optimal solution will have r0j′ = 0.
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Figure 4.12: Gini Score in Torus graphs under weighted and standard polices
This will result in a system that maximizes the long term average reward by sending all
customers to the same queue but, at the same time the queue lengths and waiting times will
diverge. A way of avoiding such solutions is by adding the entropy function of (3.68) to the
objective and instead solving the following convex optimization using the Sinkhorn-Knopp
algorithm:
MaxUtil(G, ρ¯) : max
r∈rE ,∈R+n
(1− γ) · Zc(r) + γ · (H(r) +H0(r)) (4.34)
subject to (3.71), (3.72)
for some 0 < γ < 1. The gradient of this function is both negative and unbounded as rij → 0
for any (i, j) ∈ R and hence, given that the CRP holds and ρF < 1, the optimal solution
must be an interior point of with r∗ij > 0 for all (i, j) ∈ E and more importantly r∗0j > 0
for all j ∈ J . Therefore, the use of the optimal solution r∗ as assignment probabilities for
an OQ system with Markovian routing will result in a stable system with finite long term
average queue lengths. As descried in the previous section, equations (4.8),(4.9) and (4.30)
can be applied to the set of rates r∗ to produce weights for the set E. Our conjecture is
that, when applied in a weighted-FCFS-ALIS or weighted-LQF-ALIS policy these weights
will translate the trade-off of the avg. waiting time and long term avg. matching reward
rate from the static optimization problem to the dynamic system. This trade-off could also
be improved by instead maximizing the same reward objective but with the min-max-fair
weighted entropy regularization term of (4.26) which was used to derive the weighed policies
of Section 4.4 leading to the convex program:
MaxUtil(G, ρ¯) : max
r∈rE ,∈R+n
(1− γ) · Zc(r) + γ · (Hρ¯(r) +Hρ¯,0(r)) (4.35)
subject to (3.71), (3.72)
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Figure 4.13: Avg. Wq in Map graphs under weighted and standard polices
As we will show in the subsequent section, the use of weights taken from the solution of (4.35)
improves the reward rate to waiting time trade-off curve of the weighted polices compared to
those obtained by the solution of (4.34). This improvement does come with a computational
cost as adding the weights requires that the simple Sinkhorn-Knopp iteration that can be
used to solve (4.34) be replaced with iterations of power sums that can quickly become
numerically unstable. Hence we prefer to solve the optimization of (4.35) using a first order
primal-dual mirror descent method. This is not a straight forward implementation as the
norm of the gradient of the objective function, given by:
∇ijHρ¯(r) = wij(1 + log(rij)) (4.36)
becomes unbounded as rij → 0 for any (i, j) ∈ E and the objective is therefore not a
smooth function. The primal-dual method of [17] relies on the fact that Hρ¯(r) is 1-strongly
convex and hence its dual function is smooth and thus by adding a norm-2 regularization
term the regularized dual becomes a strongly convex, smooth, function and a mirror descant
algorithm can be implemented to derive approximate optimal solutions for both the primal
and dual problem with convergence guarantees.1. The standard uses of entropy terms such
as (4.34),(4.35) in optimization are as barrier function and hence the term γ is usually set to
be as small as possible with numerical considerations alone restricting the size of γ. In this
1we refer the reader to https://github.com/dgrosbar/FSS for details on the implantation
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Figure 4.14: Gini score in Map graphs under weighted and standard polices
application the γ term is used to balance between a system that strives to reduce waiting
times γ → 1 and a system that strives to maximize the long term average rate of matching
reward as γ → 0. In order to use γ as a balancing factor we wish to normalize the two terms
in the objective function so that both have similar contributions to the value of the objective
function. In short, we wish to obtain the same optimal solution regardless of the units of cij
and in order to do so we need to find a constant C˜ such that:
C˜
(Zc −Zc) = H−H (4.37)
where
Zc = maxZc(r) , s.t (3.71),(3.72) (4.38)
Zc = minZc(r) , s.t (3.71),(3.72) (4.39)
H = maxH(r) +H0(r) , s.t (3.71),(3.72) (4.40)
H = minH(r) +H0(r) , s.t (3.71),(3.72) (4.41)
In order to obtain Zc,Zc we can either solve (4.31) or approximate it using a small γ > 0
and the Sinkhorn-Knopp projections. The value of H can also be obtained using Sinkhorn-
Knopp projections. The value of H is not trivial to find however we use a lower bound given
by:
Hˆ = min{H(λ),H(µ)} (4.42)
This is the lower bound as assigning each customer class to a single server class or vice versa
is, if feasible, an entropy minimizing assignment. Having normalized the ranges of both
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Figure 4.15: Ratio of Avg Wq against ratio of Gini score for Map systems
terms in the objective function the value of γ can now serve as a knob for a controller to
trade-off between minimizing delays and maximizing the rate of reward collection.
4.7 Simulation Experiments - Reward Weighted
Policies
Unlike the experiments of previous sections the output of a simulation experiment testing the
performance of the weighted policies is a curve and not a point, as such we can not visually
present the same quantity of results. Nonetheless we still present a rich set of results. First
we take a broad sample of the experiments from the set of small graphs of Section 3.1. We
simulate three traffic intensities with ρ = .6, .8, .95 and only consider the high and low density
graphs. For each graph density we sample 5 graphs per utilization level and for each graph we
sample 20(out of 40) pairs of arrival and service rate vectors. For each such set we randomly
assign edge costs from a Uniform[0, 10] distribution and simulate the system under both
the weighted polices (4.35),(4.34) for γ = .05, .1, .2, ..., .9, .95 to generate the trade-off curves.
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We do this with both the wFCFS-wALIS and wLQF-qALIS polices. For technical reasons
we found it simpler to simulate a system with cost rather than one with rewards, the two are
of course theoretically equivalent. The results of these simulations are presented in Figures
4.16 -4.19 where we plot the avg. waiting time of the system against the avg. rate of incurred
cost, All figures show relatively similar results which lead to the following main conclusion
Figure 4.16: Wq-Cost curves for small low density Erdo˝s-Re´nyi systems under wFCFS-
wALIS
which is that the reward weighted wFCFS-wALIS, wLQF-wALIS with weights derived by
(4.34),(4.35) are indeed a simple and effective tool for trading-off reward maximization and
avg. waiting time reduction for these small scale systems. It is also apparent from the results
that the weighted polices that use weights derived from the solution of (4.35) provide a more
efficient trade-off curve than those based on weights derived from the optimal solution of
(4.34). If the system is set to operate at a given avg. waiting time the policy weighted by
(4.35) will produce lower avg. cost rate than the policy weighted by (4.34) and similarly,
if the system is set to operate at given avg. cost rate, the policy weighted by (4.35) will
produce lower avg. waiting time than the policy weighted by (4.34). However, this improved
efficiency is not as predictable as we would like, for a fixed value γ we know that the (4.35)
policy will either achieve a lower avg. waiting time or the avg. cost rate compared to the
(4.34) yet we can not consistently predict which it will be. The results also indicate that,
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Figure 4.17: Wq-Cost curves for small high density Erdo˝s-Re´nyi systems under wFCFS-
wALIS
as one might expect, at lower traffic intensities a weighted policy can create a substantial
reduction in the cost with only a minor increase of the avg. waiting time while at high traffic
intensities the trade-off curve become much steeper and minor reductions in cost may cause
a substantial increase of the avg. waiting time. For the larger scale graphs the computation
required to replace each data point with a curve of values prevented us from simulating the
entire set of instances, instead for we randomly choose 10 large instance of map systems and
10 large instance of tours systems. The Erdo˝s-Re´nyi systems were not simulated as at that
scale, as can be seen in the results of Section 4.5, the congestion is very low and the a reward
maximizing policy is basically a greedy one. Out of the 10 instance of each type 5 systems
were tested under the wFCFS-wALIS and 5 under the wLQF-wALIS policy. In each test
we simulated the system under weighted policy for γ = .1, .2, . . . , .9 once with the weights
based on (4.34) and again with the weights based on (4.35).For the experiment we used the
distance between the nodes as cost. Note that in the underlying construction the distance
between to adjacent grid nodes is 5 and hence, since graph adjacency is defined by grid
distance, for the 2-Torus instances the edge cots are 0, 5 and 10 and for the Map instances
they are 0, 5, 10 and 15. We also simulate a Greedy policy that every decision assigns on the
closet edge. Figures 4.20 - 4.23 plot the simulated curves. The first thing to observe is
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Figure 4.18: Wq-Cost curves for small low density Erdo˝s-Re´nyi systems under wLQF-wALIS
that the curves are not as smooth as in the small cases and some have kinks for larger values
of γ. Closer inspection revealed these are likely to be a result of numerical issues with the
implementation of the primal-dual algorithm of [17]. Besides the kinks it appear that, in
some cases, for higher values of γ the curve reverses direction and costs begin to increase the
cost with γ. This as not as surprising as we can see that on some cases with traffic intensity
of .6 the weighted policies achieve a lower cost than a lower cost than the a Greedy policy.
This suggests that becoming too greedy at some point becomes counter productive for the
purpose of reducing costs. Furthermore, the weighted policies are based on the optimization
problems in (4.34),(4.35) and account for the arrival rates while a greedy policy is has no
notion of future expected arrivals. Finally, we see that, in some case, for these larger systems
the policies based on (4.34) provided more efficient trade-offs for high values of γ. This is at
least in part due to the additional numerical complexity associated with solving (4.35) over
(4.34) which increases considerably as γ approach’s unity. Nonetheless, in every experiment
conducted the policies based on (4.35) provided a more efficient trade-off for a wide range
of operating points, especially for those points which provide reasonable waiting times.
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Figure 4.19: Wq-Cost curves for small high density Erdo˝s-Re´nyi systems under wLQF-wALIS
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Figure 4.20: Wq-Cost curves for Map systems under wFCFS-wALIS policies
Figure 4.21: Wq-Cost curves for Map systems under wLQF-wALIS policies
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Figure 4.22: Wq-Cost curves for Torus systems under wFCFS-wALIS policies
Figure 4.23: Wq-Cost curves for Torus systems under wLQF-wALIS policies
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Chapter 5
Summary and Future Research
To conclude we first wish to summarize the main contributions of this work. Chapter 1
provides a formulation of the SBPSS model and a review of related literature. In this
Chapter we also motivate the subsequent work by arguing that control and approximation
of sub-critical SBPSS has been relatively neglected in literature despite the prevalence of
such system in applications. In Chapter 2 we define the min-max-fair decomposition of a
SBPSS and discussed related structural properties of the decomposition. In the later part
of section 2.1 we described a procedure that uses a parametric minimum cut algorithm to
obtaining the min-max-fair decomposition of a the SBPSS. The first main contribution of
this work appears in Chapter 3 that is concerned with approximations of the matching rates
of a SBPSS under the FCFS-ALIS and LQF-ALIS policies. First, in section 3.1 we derived
the approximation of [14] as a maximum entropy based approximation and demonstrated by
simulation experiment the advantage it has over the approximations of [20] and [4] achieving
an absolute error ratio of 3% across all test cases. In section 3.2 we defined the infinite ALIS
bipartite matching sequence. We then went on to formulate a novel, fluid dynamic based
scheme for approximating the matching rates of the sequence and presented experiment
results showing the approximation predicts the ALIS matching rates with an absolute error
ratio of 3%-5% for both small and large scale systems. A key practical contribution in the
paper appeared in section 3.3 where, by adjusted and combining both the ALIS and FCFS
matching sequences we provide an approximation scheme for the matching rates of a sub
critical SBPSS under both the FCFS-ALIS and LQF-ALIS policies, achieving error rates
of 3% on small scale graphs and 5%-7% for large scale graphs for either low (< .1) or
high (> .75) traffic intensities. This to the best of our knowledge is the first approximation
of this kind. In Chapter 4 we attempt to leverage upon the approximations and related
insights of Chapter 3 to improve upon the standard FCFS/LQF-ALIS policies. In order
to do so in section 4.3 we observed the relation between the approximate matching rates
of an SBPSS under the FCFS/LQF-ALIS policies and the queue length distribution of an
analogous output-queued system. Through the output-queued system analogy we exposed
the inherent flaws of these commonly used policies. Based on the approximations of Chapter
3 and the output-queued analog in section 4.4 we formulate the min-max-fair weighted max
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entropy convex program. The optimal solution of the program is then used to construct
weighted FCFS-ALIS and LQF-ALIS polices for the dynamic control of an SBPSS. Results
of extensive simulation experiments presented in section 4.5 show these weighted polices
provide a substantial performance improvement over the standard policies reducing both the
avg. waiting times in the system and the variance of avg. waiting times across customer
classes, especially for those instances where the standard polices incurred long avg. waiting
times. Finally, in section 4.6 we extend the weighted scheme to accommodate systems with
matching rewards and allow a controller to systematically trade-off between the avg. waiting
time and long term avg. reward rate. Two methods for deriving the weights are presented,
the first by solving an optimal transport problem with standard entropic regularization
(4.34) and the second by solving the same optimal transport problem with the min-max-fair
entropic regularization (4.35). The trade of curve is explored in section 4.7 through large
scale simulations. The results show the weighted policies using weights derived by solving
(4.35) provide a trade-off curve that dominates the curve obtained by the polices with weights
obtained by solving(4.34). At this points we wish to clearly state two theoretical and practical
gaps in the work. First, the fixed point iteration ALIS approximation does not have any
known convergence guarantees and furthermore, our experiments have shown the algorithm
does not converge for instances where the CRP condition does not hold and hence the
properties of the algorithm should be further explored. Second, although the experiments of
Sections 4.5, 4.7 clearly demonstrate the trade-off between avg. waiting tine and avg. reward
rate we do not yet have any analytical method to estimate the curve and hence application
of the weighted polices for this purpose requires either simulation or real time tuning of
the γ parameter to achieve the desired operating point. The work in this paper suggests
multiple interesting paths for further research in three main branch; approximations, control
policies and system design. The first branch regards further approximations for SBPSSs
and other related matching systems. To this extent, an immediate research work would
be closing the gap in the approximation scheme for systems without CRP. We conjecture
this could be done by a two stage scheme in which the min-max-fair subsystems are first
approximated in isolation and then, based on the isolated approximations, the system is
approximated as a whole. Another obvious approximation of interest is that of the matching
rates obtained by the weighted polices in Chapter 4. Initial investigations indicate that,
despite having at times a significant impact on the waiting time distribution, the weighted
policies have a much smaller impact on the matching rates and hence it may be the case
that those too can be well approximated by a variant of (3.71),(3.72). The approximation
schemes of 3.3 can also be extended to non-bipartite matching systems with abandonment
which have been recently used to model passenger route matching in ride-sharing [41], [8].
Having established the accuracy of the matching rate approximations in section 3.3 one can
use the matching rate approximations to derive waiting time approximations for the SBPSS.
This seems a reasonable goal as methods for obtaining the Laplace-Stieltjes transform of
the waiting time from the matching rates have been described in[53] and may be coupled
with numerical methods for the inverse transform to derive approximations. In this work
we restricted the scope only to non-idling policies, in practice most physical systems operate
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under some batching window. The batching window may be a long one in which many
customers arrive and many servers become available. In such case it may be appropriate use
of optimal matching algorithms such as the one presented in [49], if the batching window
is long enough the expected matching rate will converge to the optimal transport solution
problem of 4.31. However, in many practical applications the batching window is small and,
if we consider a non-idling policy to be an extreme case of a zero length batching window,
we may expect that similar entropy regularized optimal transport weights can be applied
to improve the matching algorithm. In a broader sense, as illustrated in Figure 5.1 we are
interested in exploring how, through entropic regularization, the optimal transport solution
may inform matching policies on much shorter batching windows. The final branch for future
Figure 5.1: Optimal transport with entropic regularization applied to policies with a short
batching windows
research is optimal system design. In a recent paper ([4]) the authors use the quadratic
approximation of (3.50), (3.49) to find an approximated optimal compatibility matrix for an
SBPSS with predefined arrival rates and identical service rates under heavy traffic. If the
approximation of (3.71),(3.72), which has bee shown in Section 3.1 to be more accurate than
the QP approximation used in [4], were to be used instead in the approximation scheme
it would enable the optimal design of a much broader range of systems with sub critical
workload and homogeneous service.
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