We present an explicit expression for the q-difference system of rank n + 1 satisfied by a BC n -type Jackson integral (q-series) as first order simultaneous q-difference equations with a concrete basis. For this purpose we introduce two types of symmetric Laurent polynomials called the interpolation polynomials. Three-term relations between the interpolation polynomials play an essential role in deriving the q-difference system. As an application, we give another proof for the product formula of the q-integral introduced by Gustafson.
Introduction
For an arbitrary c ∈ C, 0 < |c| < 1, we denote the c-shifted factorial for all integers N by BC n -type Jackson integrals are a multi-sum generalization of the basic hypergeometric series in a class of what is called very-well-poised-balanced 2r ψ 2r . A key reason to consider the BC n -type Jackson integrals is to give an explanation and an extension of these hypergeometric series from the view points of the Weyl group symmetry and the q-difference equations satisfied by the BC n -type Jackson integrals. For example, a formula called Slater's transformation for a very-well-poised-balanced 2r ψ 2r series [11, 21] can be regarded as a connection formula for the solutions of q-difference equations of the BC 1 -type Jackson integral. (See [16] for the detail.)
For a point ξ ∈ (C * ) n and a function ϕ(z) on (C * ) n , the BC n -type Jackson integral ϕ, ξ is defined by ϕ, ξ := From this definition the BC 1 -type Jackson integrals are equivalent to most of the very-wellpoised basic hypergeometric series (see [16] for the exact correspondence between them), and via residue calculation the BC n -type Jackson integral with s = 1 is equivalent to the inner product of the Macdonald-Koornwinder orthogonal polynomials. The rank of q-difference system which the BC n -type Jackson integrals satisfy is known to be n+s−1 s−1 , which is given in [4, 5] . If n = 1, an explicit expression for the q-difference system of rank s for the BC 1 -type Jackson integrals is discussed in [15] . (See also [3] for another expression for the system different from [15] .) If s = 1, the q-difference system of rank 1 is well known by the theory of the MacdonaldKoornwinder orthogonal polynomials. The aim of this paper is to present an explicit form for the coefficient matrix of q-difference system for the BC n -Jackson integral for the case s = 2. In this case the rank of the q-difference system is n + 1 and its coefficients are described by an (n + 1) × (n + 1) matrix. We fix a concrete basis for the system and give the coefficient matrix in the form of Gauss matrix decomposition. Precisely speaking, if we denote by T a 1 the shift operator with respect to a 1 → qa 1 and e i (a 2 ), ξ the BC n -type Jackson integral defined by the ith 'elementary' symmetric polynomial e i (a 2 ; z), which is defined later by (1.3) , then the system is described as One of the main results of this paper is to give each entry of the matrices L and U explicitly as product of binomials. (See Theorem 3.6 for the explicit expression of the entries.) The explicit forms of L and U are deduced using three-term relations between the interpolation polynomials defined in Section 4. Before explaining the interpolation polynomials, we should mention the case s = 1. If s = 1, then the rank of the q-difference system is 1. This means that the system is expressed by two-term recurrence relation, which is given explicitly as T a 1 One way to obtain the above equation is known as Aomoto's method [2] (see also [1, 10, 17, 19] for instance), whose idea is to introduce intermediate functions in order to interpolate the difference (or differential) equation. For the BC n -type Jackson integral with s = 1 the method is explained as follows (see [14] for the detail). For the Laurent polynomials e r (a; z) :=
and e 0 (a; z) := 1, where e(x, y) := x + x −1 − y − y −1 , the following recurrence relations hold:
where e i (a), ξ are the BC n -type Jackson integrals defined by the polynomials e i (a; z). We call e i (a; z) the ith 'elementary' symmetric polynomial of type BC n . Since T a 1 1, ξ = e n (a 1 ), ξ and 1, ξ = e 0 (a 1 ), ξ , using (1.4) repeatedly, we immediately obtain (1.2). The important step for the method is to find polynomials possessing elementary relations like (1.4) which are easily calculated using integration by parts, and these relations are used to interpolate the q-difference system. Repeated use of (1.2) leads us to the expression for 1, ξ as an infinite product, which is originally obtained by van Diejen [7] . Since the BC n -type Jackson integral with s = 1 can be rewritten as an inner product of the Macdonald-Koornwinder orthogonal polynomials via residue calculation, for 1 j n, the following is equivalent to (1.4): 5) where T is the n-fold direct product of the unit circle and
(1.6)
Using orthogonality of the Macdonald-Koornwinder polynomials, Eq. (1.5) can be explained using a special case of the Pieri formula (see [6, 8] ), and the polynomials (−a 1 ) j e j (a; z) coincide with the symmetric invariants appearing in the formula. Since T a 1 w(z) = (−a 1 ) n e n (a 1 ; z)w(z), (1.5) with j = n gives the recurrence relation with respect to the shift a 1 → qa 1 . By repeated use of the q-difference equation, the product expression
is eventually obtained. 
where b is some constant, while the polynomials E k,i (z) satisfy
where A, B and C are some constants. (See Lemma 4.5 and Theorem 4.12 for the explicit expression of the coefficients in (1.9) and (1.10).) Here, we give an outline for the proof of (1.8) using Fig. 1 . In the figure the vertices on the upper-left and lower-right edges of the square indicate the integrals E i,0 , ξ = e n (a 1 )e i (a 2 ), ξ , 0 i n, and T i,i , ξ = e i (a 2 ), ξ , 0 i n, respectively. If a vertex E k,i is connected to two vertices E k+1,i and E k,i+1 by arrows, then it indicates that E k,i , ξ is written as a linear combination of E k+1,i , ξ and Lastly we mention an application of the system (1.1). Under the condition a 1 a 2 . . . a 6 t 2n−2 = q, the BC n -type Jackson integral can be rewritten as a contour integral investigated by Gustafson. Gustafson's integral is expressed as a product of q-Gamma functions. This means Gustafson's integral satisfies a q-difference system of rank 1. This fact can be explained from the degeneration of the system (1.1) under the condition a 1 a 2 . . . a 6 t 2n−2 = 1. As a consequence another proof for the product expression of Gustafson's integral can be obtained. See Section 5 for the detail.
Notation
Let W be the Weyl group of type C n , which is isomorphic to (Z/2Z) n S n where S n is the symmetric group on {1, 2, . . . , n}. W is generated by the following reflections of the coordinates z = (z 1 , z 2 , . . . , z n ) ∈ (C * ) n :
For a function f (z) on (C * ) n , we define action of the Weyl group W on f (z) by
We say that a function
We denote by Af (z) the alternating sum over W defined by
which is W -skew-symmetric. Let P be the set of partitions defined by
We define the reverse lexicographic ordering < on P as follows.
. . , μ n ) ∈ P, we denote λ < μ if the following holds for some k ∈ {1, 2, . . . , n}:
. Then the following holds for the specific partition ρ := (n, n − 1, . . . , 2, 1) ∈ P: 
BC n -type Jackson integral and main results

BC n -type Jackson integral
For an arbitrary z = (z 1 , z 2 , . . . , z n ) ∈ (C * ) n , we define a q-shift z → q ν z by a lattice point ν = (ν 1 , ν 2 , . . . , ν n ) ∈ Z n , where
Definition 3.1. For a point ξ ∈ (C * ) n and a function f (z) on (C * ) n , we define the sum over the lattice Z n by
If this integral converges, we call it the Jackson integral.
where q α m = a m and q τ = t. We restrict ourselves to the case s = 2, i.e., the number of a i is 2s + 2 = 6. Set
Using Weyl's denominator formula (2.3), (z) can be written as
Definition 3.2. For a point ξ ∈ (C * ) n and an arbitrary W -symmetric function ϕ(z), the BC n -type Jackson integral is defined by
We also use the symbol ϕ instead of ϕ, ξ if the point ξ is fixed.
We assume the following conditions for a 1 , a 2 , . . . , a 2s+2 , t and ξ :
and
Then the convergence of 1, ξ can be confirmed in the same way as [13, p. 158, Theorem 4] . Throughout the paper we also assume the following condition:
all the parameters a 1 , a 2 , . . . , a 2s+2 and t are generic.
'Elementary' symmetric polynomials
For x, y ∈ C * let e(x, y) be the function defined by
where
The function e(x, y) has the following properties:
In particular, (3.6) is also expressible as
which will be used later. For a ∈ C * and z
and e 0 (a; z) := 1. We call e i (a; z) the ith 'elementary' symmetric polynomial. We also use the symbol e (n) i (a; z) instead of e i (a; z) to specify the number n of variables z j .
Then e i (a; z) satisfies the following recurrence relation:
Proof. This is a direct consequence from the definition (3.8). 2
The W -symmetric polynomial e i (a; z) is characterized by the following vanishing property:
Proof. It is obvious that e i (a; z) is a monic polynomial of degree i. We will prove the vanishing property. By induction on n. Suppose 0 j < i n. If i = n, then 0 j < n, and so e n (a; ζ j ) = 
also vanishes by the inductive hypothesis. In both cases, using (3.9), we therefore obtain
Conversely the W -symmetric polynomial of degree i, 0 i n, satisfying the above condition is uniquely determined using linear algebra. The following lemma will be used later. We also use the symbol (e i (a))(z) instead of e i (a; z) and write e i (a) the BC n -type Jackson integral defined by e i (a; z).
Main results
For functions f (z) and g(z) on (C
. We denote by T a the shift operator with respect to a → qa, i.e., T a h(a) := h(qa) for an arbitrary function h(a) of a ∈ C * . Since we see
for an arbitrary function ϕ(z). The main result is the following expression of a vector-valued system of first order simultaneous q-difference equations of the BC n -type Jackson integral with generic condition on the parameters.
Theorem 3.6.
and all entries in L, U not explicitly shown are zero, while the non-zero entries are written as
Here
Remark. The coefficient matrix LU of the q-difference system does not depend on q, which seems something peculiar.
In other words, multiplying both sides of (3.12) by U −1 on the right, the system (3.12) is also expressible as
where v ij are the entries of the inverse matrix
Proof. See Section 4.2. 2
Corollary 3.8. For the q-difference system (3.12) the determinant of its coefficient matrix is
Proof. Since the determinant is written det LU = l 11 l 22 · · · l nn , we obtain the above equation using
Remark. Though we restrict the number of parameters (i.e., the case s = 2) in this paper, the explicit expression for the determinant is discussed in [5] As we will see in Section 5 this corollary will be used later for Gustafson's contour q-integral.
Interpolation polynomials and three-term relations
This section is devoted to the proof of the main results (Theorems 3.6 and 3.7). Before giving the proof we introduce two types of W -symmetric polynomials which we call the interpolation polynomials, one of which satisfy a three-term recurrence relation (Theorem 4.12). By repeated use of the three-term relation we naturally obtain the main results. We show two lemmas for e i (a; z) before introducing the interpolation polynomials.
For integers k and j satisfying 0 k n, 0 j n − k, we set
We also use the symbol ζ (n) k,j instead of ζ k,j to specify the number n of coordinates of (C * ) n .
Lemma 4.1. For 0 i n, e i (a 2 ; ζ 0,n ) is evaluated as
Proof. By induction on n. For the induction hypothesis we assume
for 0 i n − 1. First we suppose 0 i < n. Using the above hypothesis and the recurrence relation (3.9) in Lemma 3.3, we obtain
Using (3.7) we obtain the identity If
0,n−j ) and the asymptotic behavior of the right-hand side above is equal to c j e j (a 1 ; ζ j,n−j ) ∼ z (1 j ) c j . Using Lemma 4.1, we therefore obtain
Trivial interpolation polynomials
In this subsection we define a family of symmetric polynomials which includes 'elementary' symmetric polynomials as special cases. First we start from the concrete definition of the polynomials. At the end of this subsection we characterize them by a vanishing property.
Definition 4.3. For integers k and
We call T k,i (z) the trivial interpolation polynomials. As we will confirm later, the polynomials 
From Lemma 4.2 the right-hand side of the above equation is equal to e k (a 2 ; z). 2
Lemma 4.5 (Trivial three-term relation). The polynomials T k,i (z) satisfy
where the coefficients b ki are
Remark. Lemma 4.5 implies a generalization of a property of e(x, y). If n = 1 the above equation is only
which is one of basic properties of e(x, y) indicated in (3.6).
Proof. This is a direct consequence from Definition 4.3. 2
By repeated use of the three-term relation in Lemma 4.5 inductively, we have the following:
Proof. By induction on . This is left to the reader. 2
In particular, by setting = k in Lemma 4.6, we have 
Finally we characterize the polynomial T k,i (z) by the following vanishing property: 
which satisfy the vanishing property Proof. Suppose 0 j < i. From Lemma 3.4 we have e (a 2 ; ζ 0,j ) = 0 if i , so that we obtain T k,i (ζ 0,j ) = k =i Q i e (a 2 ; ζ 0,j ) = 0. Next suppose n − k + i < j n, i.e., 0 n − j < k − i.
From Lemma 3.4 we also have e (a
1 ; ζ 0,j ) = 0 if k − i , so that we obtain T k,i (ζ 0,j ) = k =k−i P k i e (a 1 ; ζ 0,j ) = 0. 2
Essential interpolation polynomials
Definition 4.9. For integers k and i satisfying 0 k n, 0 i n − k, we define
which satisfy the following vanishing conditions:
Using linear algebra, all the coefficients c λ in the polynomial E k,i (z) are uniquely determined from the conditions (4.4). We call E k,i (z) the essential interpolation polynomials.
By the definition of E k,i (z), we obviously see that:
1. The set {E k,i (z); 0 k n, 0 i n − k} forms a basis for the linear space spanned by {m λ (z); λ (2 n )}.
[Symmetry] E k,i (z) and E k,n−k−i (z)
are interchanged by the change of parameters a 1 ↔ a 2 .
We also use the symbol E 
Proof. The vanishing condition (4.4) with k = 0 for E 0,i (z) is equivalent to the condition (4.3) with k = n for T n,i (z). This implies E 0,i (z) = T n,i (z). From Definition 4.3 and Corollary 4.7 with k = n, the coefficients α (n) ij and β (n) ij in (4.5) are given by α (n) ij = Q n ij and β (n) ij = P n ij , respectively. Thus we obtain the expressions (4.6) and (4.7). 2
We can also immediately confirm that, for cases i = 0 or i = n − k, E k,i (z) satisfy the vanishing conditions (4.4). They are
for k = 0, 1, . . . , n. We first evaluate E k,i (ζ k,i ) explicitly, which will be used later. 
Lemma 4.11. E k,i (ζ k,i ) is expressed as a product of binomials as follows:
E k,i (ζ k,i ) = γ (n) k,i k =1 e z ,γ (n) k,i = (−1) n−k [t; t] i [t; t] n−k−i [t; t] n−k [a 1 a 2 ; t] n−k t n−k−2i+1 a 2 /a 1 ; t i × t 2i+k−n+1 a 1 /a 2 ; t n−k−i .· · · z k | → +∞ is E k,i (ζ k,j ) = e k (a 2 ; ζ k,j ) n =n−i β (n−k) i, −k e (a 1 ; ζ k,j ) ∼ z (2 k ) n =n−i β (n−k) i, −k e (n−k) −k a 1 ; ζ (n−k) 0,j = z (2 k ) E (n−k) 0,i ζ (n−k) 0,j .
On the other hand E k,i (z) has the expression
E k,i (z) = z (2 k ) E (n−k) 0,i
Therefore the asymptotic behavior of E k,i (ζ k,i ) as |z
(the right-hand side is due to the vanishing property of e i (a; z) in Lemma 3.4), so that the constant γ (n) k,i in (4.9) is given by
which coincides with (4.10). 2
Next we now state three-term relation on the essential interpolation polynomials, which is technically the most important in this paper.
Theorem 4.12 (Essential three-term relation).
A E k
Proof. See Appendix A. 2
Remark. If n = 1 the above is just a contiguity relation for the BC 1 -type Jackson integral discussed in [15] :
By repeated use of the three-term relation inductively, we have the following:
, as follows:
where the coefficient R k ij is
In particular, by setting k = 0 and = j in the above, E 0,j is expanded in terms of E i,0 , 0 i j : 
In particular, by setting j = 0 and = k, we have
Proof of Theorem 3.6. From Lemma 4.14 we have Set the matrices L = (l ij ) 0 i,j n and U = (u ij ) 0 i,j n by 20) respectively. Then LU =LŨ and (4.20) indicates the required expression for l ij and u ij in Theorem 3.6. 2
Application -Gustafson's contour q-integral
The aim of this section is to give another proof of the following proposition:
Proposition 5.1. (See Gustafson [12, Theorem 2.1].) Let T be the n-fold direct product of the unit circle traversed in the positive direction. Assume |t| < 1 and |a
We call the left-hand side of (5.1) Gustafson's q-integral. Gustafson's q-integral is an extension of the integral (1.7), because the integral (1.7) is obtained by taking the limit a 5 → 0 in (5.1). Here we give an outline of the proof. First we divide the limiting process a 5 → 0 into the steps q N a 5 → q N +1 a 5 (N = 0, 1, 2, . . .) , and give a local connection between the integrals corresponding to each step. The recurrence relation for each step a 5 → qa 5 is obtained using n two-term relations between the interpolation polynomials E 0,i−1 (z) and E 0,i (z) (i = 1, . . . , n), which are obtained by the three-term relations (Theorem 4.12) under the condition a 1 a 2 . . . a 6 t 2n−2 = 1. Following each process carefully we eventually obtain the connection between the integrals (1.7) and (5.1), which proves Proposition 5.1.
Remark.
The q-integral (5.1) for the case n = 1 is called Nassrallah-Rahman integral [20] . The proof for the case n = 1 outlined in this paper is written in [15, Proposition 5.1].
Recurrence relation for
In this subsection we will show a recurrence relation for 1, ξ under the condition a 6 = q(a 1 a 2 . . . a 5 t 2n−2 ) −1 for an arbitrary ξ ∈ (C * ) n . First we state a corollary to the three-term relation (Theorem 4.12). a 1 a 2 . . . a 6 t 2n−2 = 1, the relation between E 0,i and E 0,i+1 is
Corollary 5.2 (Two-term relation). Under the condition
.
By repeated use of the above relation, we have the following, which in fact is equivalent to Corollary 3.9. a 1 a 2 . . . a 6 t 2n−2 = 1, the relation between e n (a 1 ) and e n (a 2 ) is e n (a 1 ) = e n (a 2 )
Corollary 5.3 (Reflection equation). Under the condition
Proof. Using Corollary 5.2 repeatedly we have
n , which is the required equation, because E 0,0 (z) = e n (a 1 ; z) and E 0,n (z) = e n (a 2 ; z) by Lemma 4.10. 2 Lemma 5.4. For an arbitrary ξ ∈ (C * ) n the recurrence relation for 1, ξ under the condition
q n a n i a n
Proof. Without loss of generality, it suffices to show the case i = 1. Set 1 , a 2 , a 3 , a 4 , a 5 , qa 6 ) 1 a n 1 a n
We now replace a 6 by q −1 a 6 in the above equation. Then we have the following under the condition a 1 a 2 a 3 a 4 a 5 (q −1 a 6 )t 2n−2 = 1: a 2 , a 3 , a 4 , a 5 , a 6 ) q n a n 1 a n 
Proof of Proposition 5.1
Let θ(x) be the function defined by θ(x) := (x) ∞ (q/x) ∞ . Since θ(qx) = −θ(x)/x, the function
is invariant under the shift z → q ν z, ν ∈ Z n , and satisfies T a i P (z) = P (z)a n i a n 6 /q n for i = 1, 2, . . . , 5, under the condition a 6 = q(a 1 a 2 . . . a 5 t 2n−2 ) −1 . Thus if we set
then R(ξ ) = R(q ν ξ) for ν ∈ Z n , and R(ξ ) also satisfies the following under the condition a 6 = q(a 1 a 2 . . . a 5 t 2n−2 ) −1 :
We start with the evaluation of the following integral whose integral domain is slightly different from that of (5.1):
where T = {z ∈ (C * ) n ; |z i /z i+1 | = 1, 1 i n − 1, and |z n | = 1}. If we put η i := (a i t n−1 , a i t n−2 , . . . , a i ) ∈ (C * ) n , i = 1, 2, . . . , 5, then the set of poles (except for 0) ofw(z) included in the domain {z ∈ (C * ) n ; |z i /z i+1 | < 1, 1 i n − 1, and |z n | < 1} is described as 5 i=1 {q ν η i ∈ (C * ) n ; ν ∈ P}, where P is defined by (2.2). Thus, by residue calculation, the integral I (a 1 , a 2 , a 3 , a 4 , a 5 ) is written as
Applying (5.2) and (5.5) to the above, the q-difference equation for I (a 1 , a 2 , a 3 , a 4 , a 5 ) with respect to a 5 is given by
Using this repeatedly, we obtain the following connection formula: 
Put this into (5.7) taking account of qa
Once we obtain the above expression, using Carlson's lemma, the imposed condition for α 1 , . . . , α 5 and τ can be removed. 2
Remark. Strictly speaking, the residue calculation (5.6) requires that
where T ε := {z ∈ (C * ) n ; |z i /z i+1 | = ε, 1 i n − 1, and |z n | = ε}. This can be confirmed in the following way. We first take ε = q Nε where 0 <ε < 1 and N is a positive integer. The weight functionw(x) is written asw
is the periodic function defined in (5.4) and Q(z) is given by
Since P (z) is a continuous function on the compact set T ε , |P (z)| is bounded on T ε , i.e., there exists C 1 > 0 such that |P (z)| < C 1 for z ∈ T ε . Since P (z) is invariant under the shift z → q ν z, ν ∈ Z n , we have |P (q ν z)| < C 1 for z ∈ T ε . In particular, setting ν = m(n, n − 1, . . . , 2, 1) ∈ Z n where m ∈ Z, we have |P (z)| < C 1 for z ∈ m 0 T q mε . On the other hand |Q(z)| is also bounded on m 0 T q mε , i.e., there exists C 2 > 0 such that |Q(z)| < C 2 for z ∈ m 0 T q mε , because
for z ∈ m 0 T q mε under the condition a 1 a 2 . . . a 6 t 2n−2 = q, i.e., α 1 + α 2 + · · · + α 6 + 2(n − 1)τ = 1. Therefore, if we put z i /z i+1 = ε exp(2π √ −1θ i ), 1 i n − 1, and z n = ε exp(2π √ −1θ n ), then
which proves (5.8).
Let F (z) and G(z) be functions defined as follows:
By definition the functions F (z) and G(z) are related to Φ(z) as follows:
The function F (z) transforms into G(z) by the reflection τ 1 defined in (2.1), i.e.,
We set
where σ i is the permutation defined in (2.1). We first show a vanishing property for the functions F i (z) and G i (z) . Let x be a real positive number. Throughout this section we fix variables in the definition of ζ k,j ∈ (C * ) n as z i = x k−i+1 , 1 i k, i.e., we set
k,j instead of ζ k,j to specify the number n of the coordinates of (C * ) n . Lemma A.2. For the point ζ ,j ∈ (C * ) n the following holds for F i (z) and G i (z):
while, On the other hand, using Lemma A.4, we obtain c j = 0 except for the three cases.
Next we will evaluate the coefficients c ki , c k−1,i and c k−1,i+1 explicitly. Applying this identity to (B.4), the following is indeed confirmed: 
