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Resumen
Uno de los objetivos del proyecto Tacardi (TIN2012-38523-C02-00)
consiste en extraer oraciones paralelas de corpus comparables para en-
riquecer y adaptar traductores automa´ticos. Nosotros consideramos un
subconjunto de Wikipedia como corpus comparable. En este reporte se
describen nuestros avances con respecto a la extraccio´n de fragmentos pa-
ralelos de Wikipedia. Primero, discutimos co´mo hemos definido los tres
dominios de intere´s —ciencia, informa´tica y deporte—, en el marco de la
enciclopedia y co´mo hemos extra´ıdo los textos y dema´s datos necesarios
para la caracterizacio´n de los art´ıculos en las distintas lenguas. Despue´s
discutimos brevemente los modelos que usaremos para identificar oracio-
nes paralelas y damos so´lo una muestra de algunos resultados preliminares.
Los datos obtenidos hasta ahora permiten vislumbrar que sera´ posible ex-
traer oraciones paralelas de los dominios de intere´s a corto plazo, si bien
au´n no contamos con una estimacio´n del volumen de e´stos.
1. Introduccio´n
La traduccio´n automa´tica es una tarea dentro del procesamiento del lenguaje
natural con gran impacto en el uso diario. Servicios web de traduccio´n como el de
Bing1 o Google2 cuentan con numerosos usuarios y son dos ejemplos de motores
de traduccio´n basados en traduccio´n automa´tica estad´ıstica.
El principal recurso necesario para el desarrollo de estos traductores es un
corpus paralelo. Es decir, una coleccio´n de pares de oraciones que son traduccio-
nes una de la otra. Existen diversas colecciones de textos con estas caracter´ısti-
cas; por ejemplo el corpus del Parlamento Europeo, Europarl (Koehn, 2005), el
de las Naciones Unidas, UN (Rafalovitch y Dale, 2009), o el Opus corpus (Tiede-




Tabla 1: Nu´mero de art´ıculos comparables entre ediciones de Wikipedia en dis-
tintas lenguas. La diagonal principal muestra la cantidad total de art´ıculos en
cada lengua.
ca en es eu
ca ∼ 400K 277 836 263 481 95 643
en ∼ 4,5M 631 710 124 401
es ∼ 1,1M 114 673
eu ∼ 166K
y ge´neros espec´ıficos (e.g., pol´ıtica, economı´a o noticias). Dicha desviacio´n pue-
de condicionar la traduccio´n de un texto sobre tema´ticas distintas, por ejemplo
deportes, usando vocabulario inadecuado adquirido en dominios muy distintos.
Por esta razo´n es necesario recurrir a otros recursos para obtener ma´s ejemplos
paralelos.
En nuestra investigacio´n hemos elegidoWikipedia como fuente de potenciales
oraciones paralelas. Wikipedia, o al menos un subconjunto de ella, es uno de
los mejores ejemplos de corpus comparable: una coleccio´n de documentos que
incluye entradas sobre el mismo tema en distintos idiomas. Nuestro principal
objetivo es, dados dos art´ıculos en distintas lenguas sobre un tema comu´n,
extraer aquellos pares de oraciones que conformen un texto paralelo; es decir,
que sean traducciones una de la otra.
Actualmente nos centramos en cuatro lenguas: castellano, catala´n, ingle´s y
euskera. Nos referiremos a ellas como es, ca, en y eu respectivamente. En cuanto
al dominio, estamos interesados en tres: ciencia, informa´tica y deporte (sc, cs y
sp). En este documento nos centramos en los resultados obtenidos para el par
en-es en los tres dominios mencionados.
El objetivo del trabajo es pues extraer oraciones paralelas de un conjunto
de art´ıculos de Wikipedia para enriquecer un traductor automa´tico estad´ıstico
esta´ndard y adaptarlo a los dominios considerados. Para ello, es necesario cons-
truir la coleccio´n de documentos comparables de Wikipedia en las categor´ıas en
cuestio´n y estimar la similitud entre sus frases.
El resto del reporte esta´ distribuido de la siguiente manera. La seccio´n 2
incluye una descripcio´n del corpus que utilizamos. La seccio´n 3 muestra un
experimento real y una explicacio´n de los resultados obtenidos. La seccio´n 4
explica el trabajo que se esta´ llevando a cabo actualmente y concluye el reporte.
2. Corpus
Acceder a los art´ıculos de Wikipedia es relativamente sencillo, gracias a la
disponibilidad de los respaldos realizados perio´dicamente por la fundacio´n Wiki-
media3. La tabla 1 incluye algunas estad´ısticas para los pares de lenguas que nos
atan˜en. U´nicamente consideramos aquellos art´ıculos que pertenecen al espacio
principal de nombres de Wikipedia; es decir, art´ıculos, anexos y listas (hemos
descartado las pa´ginas de desambiguacio´n). Actualmente estamos trabajando
con un conjunto de respaldos de julio de 2013.
3http://dumps.wikimedia.org/
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2.1. Definicio´n de dominios
Dado que nuestra intencio´n es trabajar con los subconjuntos de art´ıculos de
cada dominio por separado, es necesario discriminarlos previamente. Sin embar-
go, la definicio´n de dominios en Wikipedia no es una tarea trivial. La taxonomı´a
de a´reas y dominios de esta enciclopedia se basa principalmente en una coleccio´n
de categor´ıas que, al igual que los propios contenidos de los art´ıculos, pueden
ser creadas y manipuladas por los propios editores voluntarios. Si bien estas
categor´ıas permiten crear una taxonomı´a bastante rica en la cual distribuir los
ma´s diversos art´ıculos, ha provocado que la tarea de obtener todos los art´ıculos
de un cierto dominio sea complicada4.
Formalmente, la decisio´n de que un art´ıculo pertenezca a un dominio o no
puede definirse de la siguiente manera. Sea a un art´ıculo de Wikipedia. Sea Ca el
conjunto de categor´ıas asociadas a a. Sea d el dominio de intere´s. Consideramos
que a pertenece al dominio d si al menos una de las categor´ıas en Ca pertenece
a dicho dominio. Para determinar si una categor´ıa c pertenece a un dominio d,
hemos explorado la taxonomı´a completa de categor´ıas de Wikipedia: un grafo
dirigido relativamente denso y con ciclos5.
El planteamiento consiste en explorar el grafo de categor´ıas a partir de una
ra´ız determinada—las propias categor´ıas ciencia, informa´tica y deporte. Nuestro
me´todo de exploracio´n esta´ inspirado en el de Cui et al. (2008), el cual propone
una bu´squeda en anchura con memorizacio´n de nodos visitados en la que un
art´ıculo se puntu´a para cuantificar cua´l es su relacio´n con el dominio de intere´s.
Sin embargo, nuestro objetivo es definir las categor´ıas que pertenecen a un
dominio, y no directamente los art´ıculos.
Nuestra bu´squeda en anchura de las categor´ıas de un dominio no ha gene-
rado los resultados deseados. En el caso particular del ingle´s, las colecciones de
categor´ıas obtenidas a partir de las tres distintas ra´ıces son ide´nticas (915 619).
Es decir, el grafo era explorado por completo. Para la edicio´n en castellano las
categor´ıas relacionadas con informa´tica (206 546) son un subconjunto de las de
ciencia (206 550), mientras que las de deporte esta´ claramente separado (37 319).
Esto nos ha llevado a definir dos estrategias:
1. Explorar el grafo completo y seleccionar u´nicamente aquellas categor´ıas
cuyos nombres incluyan al menos una palabra del vocabulario del dominio.
2. Explorar el grafo hasta que un porcentaje mı´nimo de las categor´ıas en
cierto nivel incluyan al menos una palabra del vocabulario del dominio y
seleccionar todas las categor´ıas desde dicho nivel hasta la ra´ız.
Para definir el vocabulario de un dominio, hemos procesado todos aquellos
art´ıculos que pertenec´ıan a la categor´ıa ra´ız del mismo. La tabla 2 muestra la
cantidad de art´ıculos asociados a cada categor´ıa ra´ız6. Hemos descartado las
4Por ejemplo, las categor´ıas “Futbolistas del Fu´tbol Club Barcelona ‘C’ ” y “Pato” tendr´ıan
que ser consideradas dentro del dominio deporte. La consideracio´n de la segunda resulta cla-
ramente ma´s dif´ıcil.
5Una taxonomı´a para este tipo de material no deber´ıa tener ciclos. Los propios editores de la
Wikipedia en castellano los consideran una consecuencia de que, a menudo, un editor confunde
los conceptos de categor´ıa y etiqueta e incluyen categor´ıas generales como subcategor´ıas de
otras ma´s espec´ıficas. Llaman a este feno´meno “categorizacio´n circular” (Wikipedia, 2014c).
6Resulta interesante observar que tanto ciencia como informa´tica son consideradas “con-
tenedor general, utilizado para organizar categor´ıas ma´s precisas” (Wikipedia, 2014a,b). Ello
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Tabla 2: Nu´mero de art´ıculos pertenecientes a la categor´ıa ra´ız para cada uno
de los dominios en ingle´s y castellano en julio de 2013.
sc cs sp
en 29 4 3
es 3 130 10
palabras de paro, nu´meros y signos de puntuacio´n de los textos. Adema´s, hemos
aplicado un proceso de stemming (Porter, 1980). Finalmente, hemos seleccio-
nado so´lo aquellos tokens con al menos dos caracteres y los hemos ordenado
con base en su frecuencia (el conocido modelo de frecuencia de te´rmino, tf). El
10% de los tokens con mayor frecuencia ha sido seleccionado para representar
el vocabulario del dominio.
Una exploracio´n visual nos permitio´ ver que la primera estrategia ignoraba
muchas categor´ıas relacionadas con el dominio a la vez que inclu´ıa muchas ca-
tegor´ıas que no lo estaban. Por ejemplo, la categor´ıa Pato7 es ignorada erro´nea-
mente a pesar de que en la Wikipedia en castellano se refiere en realidad a un
deporte y no a un animal. Por otro lado, la categor´ıa Sistema circulatorio8
se inclu´ıa dentro del dominio de informa´tica, al igual que otras estructuras
anato´micas, tambie´n llamadas sistemas, debido a que sistemas es considerada
un te´rmino de este dominio.
Por lo tanto, nos hemos decantado por la segunda estrategia, consideran-
do dos umbrales de decisio´n: 50% y 60%. De nuevo, una exploracio´n visual
nos permitio´ observar que tanto la estrategia como los umbrales resultaban en
una seleccio´n de categor´ıas relativamente satisfactoria. La figura 1 resume los
nu´meros obtenidos con los dos umbrales en las dos lenguas. La relajacio´n en un
10% del umbral de aceptacio´n supone ampliar considerablemente el nu´mero de
art´ıculos recuperados sin recuperar demasiados textos no relacionados (si bien
para el castellano no existe diferencia para las categor´ıas ciencia e informa´ti-
ca). As´ı, con el afa´n de perder la menor cantidad de art´ıculos relevantes, hemos
optado por utilizar el umbral ma´s flexible: 50%.
Los pares de art´ıculos obtenidos de esta manera son: 161 130 para ciencia,
18 168 para informa´tica y 72 315 para deporte.
2.2. Extraccio´n de contenidos
Los modelos de similitud a considerar requieren distintas caracterizaciones.
Por ejemplo, el modelo basado en n-gramas (Mcnamee y Mayfield, 2004) re-
quiere texto plano (cf. seccio´n 3), mientras que un me´todo basado en enlaces
que probaremos en el futuro (Adafre y de Rijke, 2006) requiere wikitexto. Por
lo tanto, hemos extra´ıdo las oraciones de los art´ıculos en esos dos formatos.
El procedimiento de extraccio´n de contenidos de un art´ıculo se resume de la
siguiente forma:
1. Extraccio´n del texto completo del art´ıculo, ya sea en formato plano o
wikitexto, por medio de la biblioteca JWPL (Zesch et al., 2008).
implica que se sugiere no asignar art´ıculos a ellas, sino usar alguna subcategor´ıa. Claramente
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Figura 1: Visio´n general de la seleccio´n de categor´ıas y art´ıculos del dominio.
Incluye la cantidad de categor´ıas, profundidad del a´rbol y cantidad de art´ıculos
con umbral de 60%/50% (barra obscura y clara, respectivamente). Observe
que las barras de deporte correspondientes a categor´ıas y art´ıculos en ingle´s con
umbral=50% van ma´s alla´ de la gra´fica.
2. Eliminacio´n de metadatos de Wikipedia incluyendo infoboxes (tablas con
datos puntuales del art´ıculo en cuestio´n), citas y enlaces a art´ıculos en
otras lenguas.
3. Separacio´n de oraciones por medio de los me´todos disponibles en la bi-
blioteca OpenNLP9.
Este procedimiento genera la entrada a los procesos de ca´lculo de similitudes
y seleccio´n de potenciales oraciones paralelas.
3. Experimentos preliminares
Hemos seleccionado una pequen˜a muestra de art´ıculos comparables para
realizar algunos experimentos preliminares basados en la similitud del coseno
con dos caracterizaciones: 3-gramas de caracteres (Mcnamee y Mayfield, 2004)
y pseudo-cognados (Simard et al., 1992).
La caracterizacio´n basada en 3-gramas de caracteres consiste en eliminar
signos de puntuacio´n y diacr´ıticos para luego romper los textos en secuen-
cias solapadas de 3 caracteres. Por ejemplo, los 3-gramas de cara´cter de “Esta
pequen˜a frase.” son est, sta, ta , a p, pe, peq, equ, que, uen, ena,
na , a f, fr, fra, ras y ase (hemos sustituido los espacios por guiones
bajos a efectos de visualizacio´n). Como puede observarse, los caracteres son
convertidos a minu´scula.
En la caracterizacio´n basada en pseudo-cognados se descartan de nuevo los
signos de puntuacio´n y los diacr´ıticos y, a grandes rasgos, los tokens se conservan
dentro de la caracterizacio´n si (i) su longitud es mayor o igual a 4 caracteres (si
9http://opennlp.apache.org/
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Figura 2: Mapa de calor que representa la matriz de similitudes entre oraciones
del art´ıculo en ingle´s GameSpy Industries (eje y) y su comparable en castellano
GameSpy (eje x); caracterizacio´n basada en n-gramas de cara´cter. El intervalo
de colores va de blanco (sim = 0 o nula) a trave´s de la escala de grises hasta
negro (sim = 1 o identidad).
es mayor, so´lo se conservan los cuatro primeros), (ii) es un nu´mero, o (iii) es
una combinacio´n de letras y nu´meros. Por ejemplo, la representacio´n de “del
virus H1N1” es viru y h1n1. Una vez ma´s, los caracteres son convertidos a
minu´scula.
Dado nuestro afa´n es extraer toda oracio´n paralela dentro del par de docu-
mentos paralelos {aen, aes}, calculamos una matriz de similitud de n×m, donde
n (m) es el nu´mero de oraciones en aen (aes). Suponemos que aquellos pares
con la mayor similitud son aquellos que son buenos candidatos a representar
traducciones. La figura 2 muestra una de las matrices de similitud resultantes
en forma de mapa de calor. Las frases correspondientes a la primer celda, cuya
intensidad es relativamente alta, son:
en GameSpy Industries, Inc., known simply as GameSpy, was a for-
mer division of IGN Entertainment, which operates a network of
game websites and provides online video game-related services and soft-
ware.
es GameSpy Industries, Inc., ma´s conocida simplemente como Ga-
meSpy, es una divisio´n de IGN Entertainment.
las cuales pueden considerarse oraciones paralelas con ruido.
La tabla 3 muestra los pares de oraciones ma´s similares entre los art´ıculos
sobre “Edsger Wybe Dijkstra”. La caracterizacio´n en este ejemplo esta´ tambie´n
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Tabla 3: Pares de oraciones con mayor similitud sobre la caracterizacio´n basada
en n-gramas de los art´ıculos sobre Edsger Wybe Dijkstra en ingle´s y castellano.
La tabla muestra la similitud entre las oraciones en las dos lenguas, en las que
los fragmentos paralelos se destacan en negritas.
0.58 He retired in 2000.
Se retiro´ en 2000.
0.47 One starts with a mathematical specification of what a program is
supposed to do and applies mathematical transformations to the spe-
cification until it is turned into a program that can be executed.
Uno comienza con una especificacio´n matema´tica del programa que
se supone va a hacer y aplica transformaciones matema´ticas a la es-
pecificacio´n hasta que se transforma en un programa que pueda ser
ejecutado.
0.45 Among his contributions to computer science are a shortest path al-
gorithm, known as Dijkstra’s algorithm; the Shunting yard algorithm;
the THE multiprogramming system, an important early example of structu-
ring a system as a set of layers; the Banker’s algorithm; and the semaphore
construct for coordinating multiple processors and programs.
Entre sus contribuciones a las ciencias de la computacio´n esta´ la so-
lucio´n del problema del camino ma´s corto, tambie´n conocido como
el algoritmo de Dijkstra, la notacio´n polaca inversa y el relacionado al-
goritmo shunting yard, THE multiprogramming system, el algoritmo
del banquero y la construccio´n del sema´foro para coordinar mu´ltiples
procesadores y programas.
basada en n-gramas. E´ste es un ejemplo en el que una caracterizacio´n sencilla ha
permitido extraer buenos candidatos: dos oraciones paralelas y una comparable.
Tenemos planeado estudiar cua´l puede ser el impacto de considerar pares como
el tercero para entrenar un traductor. En caso de tener un nu´mero elevado de
frases comparables no paralelas los aliniamentos automa´ticos entre fragmentos
ma´s pequen˜os se podr´ıan ver dan˜ados, obteniendo as´ı ruido en los modelos
de traduccio´n. Utilizar distintos valores l´ımite para seleccionar frases paralelas
permitira´ incluir ma´s o menos pares comparables en el corpus de entrenamiento
y as´ı se podra´ ver que´ efecto tienen en la traduccio´n final.
Como ejemplo de un caso de frases paralelas, el primer par de oraciones,
vemos las caracterizaciones en el vector de 3-gramas:
en { he , e r, re, ret, eti, tir, ire, red, ed , d i, in,
in , n 2, 20, 200, 000 }
es { se e r, re, ret, eti, tir, iro, ro , o e, en, en ,
n 2, 20, 200, 000 }
La interseccio´n es significativa: {e r, re, ret, eti, tir, n 2, 20, 200,
000}; motivo por el cual la similitud es alta.
La tabla 4 muestra los pares de oraciones ma´s similares entre los art´ıculos
comparables sobre “Anto´nio Carlos Silva”, del dominio deporte. Esta vez la
caracterizacio´n se basa en el modelo de pseudo-cognados. Si bien de nueva cuenta
los pares tienden al paralelismo, el segundo incluye algo de ruido en el fragmento
en ingle´s. E´ste es un caso particular en el que el problema no recae en la medida
de similitud, sino en el preproceso: el fragmento en ingle´s esta´ erroneamente
compuesto por dos oraciones.
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Tabla 4: Pares de oraciones con mayor similitud sobre la caracterizacio´n basada
en pseudo-cognados los art´ıculo sobre Anto´nio Carlos Silva en ingle´s y caste-
llano. La tabla muestra la similitud entre las oraciones en las dos lenguas, en
las que los fragmentos paralelos se destacan en negritas.
0.49 Silva next faced Alistair Overeem on February 2, 2013 at UFC 156.
Silva se enfretar´ıa ante Alistair Overeem el 2 de febrero de 2013 en
UFC 156.
0.42 Cormier knocked Silva out with standing punches at 3:56 of round 1. Ulti-
mate Fighting Championship On January 7, 2012, Antoˆnio Rodrigo
Nogueira told ”Portal do Vale Tudo”Silva had signed a UFC con-
tract.
Ultimate Fighting Championship El 7 de enero de 2012, Antonio
Rodrigo Nogueira dijo en el ”Portal do Vale todo”que Silva hab´ıa
firmado un contrato con UFC.
0.38 Silva faced Travis Browne on October 5, 2012 at UFC on FX 5.
Early in the fight Browne injured his hamstring, limiting his mo-
vement.
Silva enfrentar´ıa a Travis Browne el 5 de octubre de 2012 en UFC
on FX 5. A principios de la lucha, Browne se lesiono´ el tendo´n, lo
que limito´ en su movimiento.
Miremos de nuevo la interseccio´n entre las caracterizaciones del primer par
como ilustracio´n. Las caracterizaciones basadas en pseudo-cognados son:
en { silv, next, face, alis, over, febr, 2, 2013, 156 }
es { silv, enfr, ante, alis, over, 2, febr, 2013, 156 }
cuya interseccio´n esta´ compuesta por {silv, alis, over, febr, 2, 2013,
156 }.
Esperamos que la combinacio´n de estos y otros modelos permita filtrar mejor
los fragmentos paralelos de los que no lo son.
4. Observaciones finales
En este reporte hemos descrito nuestro trabajo actual avocado a la extraccio´n
automa´tica de oraciones paralelas de Wikipedia para el enriquecimiento de un
traductor automa´tico estad´ıstico. Dado que estamos interesados en tres domi-
nios —ciencia, informa´tica y deporte—, hemos discutido un me´todo para definir
dominios dentro de la taxonomı´a catego´rica de Wikipedia. Acto seguido, hemos
descrito el proceso de extraccio´n de textos, as´ı como algunos resultados prelimi-
nares relacionados con la estimacio´n translingu¨e de similitudes entre oraciones
con caracterizaciones independientes de la lengua. Los resultados preliminares
son prometedores y muestran la factibilidad de extraer oraciones paralelas desde
la enciclopedia con una calidad aceptable.
Actualmente nuestros esfuerzos esta´n enfocados en la aplicacio´n de medidas
de similitud de cara´cter sema´ntico, le´xico y estructural que permitan identificar
con certeza mayor las oraciones paralelas. Planteamos realizar una combinacio´n
de las diversas medidas basada en una combinacio´n lineal o en un modelo de
clasificacio´n. Para estimar los coeficientes para dicha combinacio´n, requeriremos
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de un conjunto de pares de art´ıculos anotados manualmente. Para ello hemos
desarrollado ya una interfaz gra´fica para facilitar la tarea.
La evaluacio´n global de nuestros desarrollos se realizara´ de manera indirec-
ta. Nuestro objetivo sera´ determinar si los candidatos a pares paralelos me-
joran la calidad de la traduccio´n de un sistema estad´ıstico entrenado previa-
mente con otro corpus paralelo. Dicho traductor estad´ıstico sera´ un sistema
MOSES (Koehn et al., 2007)10. El traductor inicial sera´ entrenado con el cor-
pus Europarl y luego sera´ enriquecido con las oraciones extra´ıdas de Wikipedia.
Nuestra hipo´tesis es que la calidad del traductor enriquecido sera´ mayor, en
particular cuando tenga que procesar textos de alguno de nuestros dominios de
intere´s.
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