Abstract-In this paper we provide faster algorithms for approximately solving ∞ regression, a fundamental problem prevalent in both combinatorial and continuous optimization. In particular we provide an accelerated coordinate descent method which converges in k iterations at a O 1 k rate independent of the dimension of the problem, and whose iterations can be implemented cheaply for many structured matrices. Our algorithm can be viewed as an alternative approach to the recent breakthrough result of Sherman [She17] which achieves a similar running time improvement over classic algorithmic approaches, i.e. smoothing and gradient descent, which either converge at a O 1 √ k rate or have running times with a worse dependence on problem parameters. Our running times match those of [She17] across a broad range of parameters and in certain cases, improves upon it.
1 k rate independent of the dimension of the problem, and whose iterations can be implemented cheaply for many structured matrices. Our algorithm can be viewed as an alternative approach to the recent breakthrough result of Sherman [She17] which achieves a similar running time improvement over classic algorithmic approaches, i.e. smoothing and gradient descent, which either converge at a O 1 √ k rate or have running times with a worse dependence on problem parameters. Our running times match those of [She17] across a broad range of parameters and in certain cases, improves upon it.
We demonstrate the efficacy of our result by providing faster algorithms for the well-studied maximum flow problem. We show how to leverage our algorithm to achieve a runtime of O m + √ ns to compute an -approximate maximum flow, for an undirected graph with m edges, n vertices, and where s is the squared 2 norm of the congestion of any optimal flow. As s = O(m) this yields a running time ofÕ m + √ nm , generically improving upon the previous best known runtime ofÕ m in [She17] whenever the graph is slightly dense. Moreover, we show how to leverage this result to achieve improved exact algorithms for maximum flow on a variety of unit capacity graphs. We achieve these results by providing an accelerated coordinate descent method capable of provably exploiting dynamic measures of coordinate smoothness for smoothed versions of ∞ regression. Our analysis leverages the structure of the Hessian of the smoothed problem via a simple bound on its trace, as well as techniques for exploiting column sparsity of the constraint matrix for faster sampling and improved smoothness estimates. We hope that the work of this paper can serve as an important step towards achieving even faster maximum flow algorithms.
I. INTRODUCTION
The classical problem of ∞ regression corresponds to finding a point x * such that
In this work, we are primarily concerned with developing iterative algorithms for the approximate minimization of ∞ regression. We use OPT to denote Ax * −b ∞ and our goal is to find an -approximate minimizer to the ∞ -regression function, i.e. a point x ∈ R m such that
This regression problem has fundamental implications in many areas of statistics and optimization [She13] , [LS14] , [LS15a] , [SWWY18] . In many of these settings, it is also useful to design iterative method machinery for the following more general problem of box-constrained ∞ regression:
with S = {x ∈ R m : x i ∈ [l i , r j ] ∀j ∈ [m]} for some m pairs of scalar l j ≤ r j (possibly infinite). Note that the constrained optimization problem is strictly more general than the standard one as setting l j ≡ −∞, r j ≡ ∞ recovers the ∞ regression problem. For this work, the domain constraint will only be of the form x ∈ B obtain a randomized algorithm which improves upon the the classic gradient descent based methods across a broad range of parameters and attains an 1 dependence in the runtime. Formally, we show the following: In particular, note that when no column of A has more thanÕ(1) nonzero entries, each iteration can be implemented inÕ(1) time. The only other known algorithm for achieving such a 1 dependence in running time for ∞ regression, that improves upon the classic 1 2 time without paying a running time penalty in terms of dimension or domain size, is the recent breakthrough result of [She17] . Our running times match those of [She17] across a broad range of parameters, and in certain cases improve upon it, due to our algorithm's tighter dependence on the 2 -norm and therefore sparsity of the optimal solution, as well as a more fine-grained dependence on the problem's smoothness parameters. Because of these tighter dependences, in many parameter regimes including the maximum flow problem for even slightly dense graphs, our result improves upon [She17] .
Interestingly, our work provides an alternative approach to [She17] for accelerating ∞ gradient descent for certain highly structured optimization problems, i.e. ∞ regression. Whereas Sherman's work introduced an intriguing notion of area convexity and new regularizations of ∞ regression, our results are achieved by working with the classic smoothing of the ∞ norm and by providing a new variant of accelerated coordinate descent. We achieve our tighter bounds by exploiting local smoothness properties of the problem and dynamically sampling by these changing smoothnesses.
Our algorithm leverages recent advances in non-uniform sampling for accelerated coordinate descent [AQRY16] , [QR16] , [NS17] and is similar in spirit to work on accelerated algorithms for approximately solving packing and covering linear programs [AO15] which too works with nonstandard notions of smoothness. Our paper overturns some conventional wisdom that these techniques do not extend nicely to ∞ regression and the maximum flow problem. Interestingly, our algorithms gain an improved dependence on dimension and sparsity over [She17] in certain cases while losing the parallelism of [She17] . It is an open direction for future work as to see whether or not these approaches can be combined for a more general approach to minimizing ∞ -smooth functions.
B. Maximum Flow Results
The classical problem of maximum flow roughly asks for a graph G with m (capacitated) edges and n vertices, with a specified source node and sink node, how to send as many units of flow from the source to the sink while preserving conservation at all other vertices and without violating edge capacity constraints (i.e. the flow cannot put more units on an edge than the edge's capacity).
The maximum flow problem is known to be easily reducible to the more general problem of minimum congestion flow. Instead of specifying s and t this problem takes as input a vector d ∈ R V such that d 1 = 0, where 1 is the all-ones vector. The goal of minimum congestion flow is to find a flow f ∈ R E which routes d meaning, mean that the imbalance of f at vertex v is given by d v , and subject to this constraint minimizes the congestion,
where f e is the flow on some edge, and c e is the capacity on that edge. We refer to the vector with entries fe ce as the congestion vector.
A recent line of work beginning in [She13] , [KLOS14] solves the maximum flow problem by further reducing to constrained ∞ regression. To give intuition for the reduction used in this work, broadly inspired by [She13] , [KLOS14] , we note that maximum flow in uncapacitated graphs can be rephrased as asking for the smallest congestion of a feasible flow, namely to solve the problem
where the restriction Bf = d for B the edge-vertex incidence matrix of a graph, and d the demands, enforces the flow constraints. This can be solved up to logarithmic factors in the running time by fixing some value F for f ∞ and asking to optimally solve the problem
where we note that the constraint f ∞ ≤ F can be decomposed as the indicator of a box so that this objective matches the form of Equation I. The exact reduction we use has a few modifications: the box constraint is more simply replaced by f ∞ ≤ 1, and the regression objective is in a matrix RB, where R is a combinatoriallyconstructed preconditioner whose goal is to improve the condition number (and convergence rate) of the problem, and the problem is scaled for capacitated graphs (for a more detailed description, see Section IV-B).
In this paper we show how to use our improved algorithms for structured ∞ regression in order to obtain faster algorithms for maximum flow. We do so by leveraging the tighter dependence on the domain size (in the 2 norm rather than ∞ ) and coordinate smoothness properties of the function to be minimized (due to the structure of the regression matrix). In particular we show the following. Our running time improves upon the previous fastest running time of this problem ofÕ( m ). Since s ≤ m we achieve a faster running time whenever the graph is slightly dense, i.e. m = Ω(n 1+δ ) for any constant δ > 0. Interestingly our algorithm achieves even faster running times when there is a sparse optimal flow. Leveraging this we provide several new results on exact undirected and directed maximum flow on uncapacitated graphs as well. [She17] whenever n = o(m) and ofÕ(m + nF ) achievable by [KL02] whenever m = o(nF 2/3 ). We also separately include the following result (which has no dependence on the sparsity s) for finding exact flows in general uncapcitated directed graphs, as it improves upon the running time ofÕ(m · max{m 1/2 , n 2/3 }) achieved by [GR98] whenever m = ω(n) and m = o(n 5/3 ). Author Complexity Weighted Directed it using sophisticated advances in interior point methods, whereas our algorithm operates using a first-order method which only queries gradient information of the objective function, rather than second-order Hessian information. In particular, our algorithm is the first to improve runtimes for directed graphs while relying only on first-order information of the objective function. We find it interesting that our result achieves any running time improvement for unit capacity maximum flow over [GR98] without appealing to interior point machinery and think this may motivate further research in this area, namely designing first-order methods for structured linear programs.
Theorem I.4 (Directed uncapacitated graphs
For a more comprehensive discussion of the histories of ∞ regression, first-order methods for convex optimization, and the maximum flow problem, we refer the reader to the full version of our paper [ST18] .
C. Organization
The rest of this paper is organized as follows.
• Section II: Overview. We introduce the definitions and notation we use throughout the paper, and give a general framework motivating our work.
• Section III: Regression. We give a framework for accelerated randomized algorithms which minimize the constrained ∞ regression function based on nonuniform sampling which assumes access to a coordinate smoothness and sampling oracle, then give efficient implementations for these oracles for structured problems.
• Section IV: Maximum Flow. We show how to attain a faster algorithm for maximum flow by providing implementations for the oracles via exploiting combinatorial structure of the flow regression problem. Furthermore, we give the exact maximum flow runtimes achieved via rounding the resulting approximate flow of our method.
II. OVERVIEW

A. Basic Definitions
General Notations. We useÕ(f (n)) to denote runtimes of the following form:
where c is a constant. With an abuse of notation, we letÕ(1) denote runtimes hiding polynomials in log n when the variable n is clear from context, and refer to such runtimes as "nearly constant."
Generally, we work with functions whose arguments are vector-valued variables in m-dimensional space, and may depend on a linear operator A : R m → R n . Correspondingly we use j ∈ [m] and i ∈ [n] to index into these sets of dimensions, where [m] is the set {1, 2, . . . n}. We use e j to denote the standard basis vector, i.e. the vector in R m which is 1 in dimension j and 0 everywhere else. We use u • v to denote the vector whose j th coordinate is u j v j . Matrices. Generally in this work, we will be dealing with matrices A ∈ R n×m unless otherwise specified. Accordingly, we index into rows of A with i ∈ [n], and into columns with j ∈ [m]. We refer to rows of A via A i: or a i when it is clear from context, and columns via A :j .
We use diag(w) to denote the diagonal matrix whose diagonal entries are the coordinates of a vector w. We call a square symmetric matrix A positive semi-definite if for all vectors x, x Ax ≥ 0 holds. For positive semi-definite matrices A, B we apply the Loewner ordering and write A B if for all vectors x, x Ax ≤ x Bx holds.
Finally, we say that a matrix is d-column-sparse if no column of A has more than d nonzero entries. Norms. We use · to denote an arbitrary norm when one is not specified. For scalar valued p ≥ 1,
j to denote the weighted quadratic norm.
For a norm · , we write the dual norm as · * , defined as x * def = max y ≤1 y x. It is well known that the dual norm of p is q for 1 = Functions. This paper is concerned with minimizing convex functions f (x) subject to a box constraint, where the domain will be x ∈ B c ∞ unless otherwise specified. Whenever the function is clear from context, x * will refer to any minimizing argument of the function. We use the termapproximate minimizer of a function f to mean any point
For differentiable functions f we let ∇f (x) be the gradient and let ∇ 2 f (x) be the Hessian. We let ∇ j f (x) be the value of the j th partial derivative; we also abuse notation and use it to denote the vector ∇ j f (x)e j when it is clear from context. Properties of functions. We say that a function is L-smooth with respect to some norm · if it obeys ∇f (x) − ∇f (y) * ≤ L x − y , the dual norm of the gradient is Lipschitz continuous. It is well known in the optimization literature that when f is convex, this is equivalent to
We say that a function is L j -coordinate smooth in the j th coordinate if the restriction of the function to the coordinate is smooth, i.e.
Graphs. We primarily study capacitated undirected graphs G = (V, E, c) with edge set E ⊆ V × V , edge capacities c : E → R + . When referring to graphs, we let m = |E| and n = |V |. Throughout this paper, we assume that G is strongly connected.
We associate the following matrices with the graph G. The matrix of edge weights C ∈ R E×E is defined as C def = diag(c). Orienting the edges of the graph arbitrarily, the vertex-edge incidence matrix B ∈ R V ×E is defined as
B. Overview of our algorithms
Here, we give an overview of the main ideas used in our algorithms for approximately solving ∞ regression problems. The main ideological contribution of this work is that it uses a new variation of coordinate descent which uses the novel concept of local coordinate smoothness in order to get tighter guarantees for accelerated algorithms. The result for ∞ regression in particular follows from a bound on the local coordinate smoothnesses for an ∞ -smooth function, which is described in full detail in Section III-D. Finally, in order to implement the steps of the accelerated algorithm, it is necessary to efficiently compute overestimates to the square roots of the local coordinate smoothnesses, and furthermore sample coordinates proportional to these overestimates. This procedure is fully described in Lemma III.13. Local coordinate smoothness. In this work, we introduce the concept of local coordinate smoothness at a point x. This generalizes the concept of global coordinate smoothness to a particular point. This definition is crucial to the analysis throughout the rest of the paper.
The proof of this fact is the same as the proof of equivalence for the standard definition of smoothness, restricted to an interval. Note that this says that a coordinate descent step using the local smoothness at a point exhibits essentially the same behavior as a single step of coordinate descent with global smoothnesses. In particular, for the point which the coordinate descent algorithm would step to, the function values exhibit the same quadratic-like upper bound along the coordinate. We will drop the x from the notation L j (x) when the point we are discussing is clear, i.e. a particular iterate of one of our algorithms. Bounding the progress of coordinate descent in ∞ -smooth functions. Here, we sketch the main idea underlying our accelerated methods. Why is it possible to hope to accelerate gradient methods in the ∞ norm via coordinate descent? One immediate reason is that smoothness in this norm is a strong assumption on the sum S of the local coordinate smoothness values of f .
It is well known in the literature that gradient descent for a ∞ -smooth function initialized at x 0 ∈ R m takes roughly
∞ iterations to converge to a solution which has additive error, whereas coordinate descent with appropriate sampling probabilities
iterations to converge to the same quality of solution.
Note that when the norm in the gradient descent method is
∞ , but the iterates can be m times cheaper because they do not require a full gradient computation. Furthermore, the coordinate method can be accelerated. So, if we can demonstrate S ≤ L, we can hope to match and improve the runtime. Of course, there are several caveats: we can only implement such an algorithm if we are able to efficiently update overestimates the local smoothnesses and sample efficiently by them, issues which we will discuss later. To be more concrete, we will demonstrate the following fact. 
Thus, by the probabilistic method, there exists some y such that S ≤ y My ≤ L, as desired.
While this gives a bound on the number of iterations required by a coordinate descent algorithm, it requires being able to compute and sample by the L j (x). Note that as we take coordinate descent steps, it is not clear how the local coordinate smoothnesses L j (x k ) will change, and how to update and compute them. Naively, at each iteration, we could recompute the local smoothnesses, but this requires as much work as a full gradient computation if not more. Furthermore, we need to implement sampling the coordinates in an appropriate way, and show how the algorithm behaves under acceleration. However, a key idea in our work is that if we can take steps within regions where the smoothness values do not change by much, we can still make iterates computationally cheap, which we will show. Implementation of local smoothness estimates. One useful property of coordinate descent is that as long as we implement the algorithm with overestimates to the local smoothness values, the convergence rate is still the same, with a dependence on the overestimates. Our full algorithm for ∞ regression proceeds by showing how to compute and sample proportional to slight overestimates to the local smoothnesses, for regression problems in a columnsparse matrix. We do so by first proving that the smooth approximation to ∞ regression admits local smoothnesses which can be bounded in a structured way, in Section III-B. Further, using a lightweight data structure, we are able to maintain these overestimates and sample by them in nearlyconstant time, yielding a very efficient implementation, which we show in Lemma III.13.
Furthermore, in Section III-C and Section III-D, we use modified algorithms from the literature on accelerated proximal coordinate descent, adapted to our methods of local smoothness coordinate descent. Combining these pieces, we are able to give the full algorithm for ∞ regression.
In Section IV, we study the maximum flow problem as an example of a problem which can be reduced to ∞ regression in a column-sparse matrix. Using a careful analysis of bounds on the local smoothness values, we show that a direct application of our accelerated ∞ regression algorithm yields the fastest currently known approximate maximum flow algorithm.
III. MINIMIZING BOX-CONSTRAINED Ax − b ∞
We will now discuss how to turn the framework presented in the previous section into different specialized algorithms for the problem of box-constrained regression in the ∞ norm, and analyze the rates of convergence depending on the sampling probabilities associated with the (accelerated) coordinate descent method. Recall throughout that our goal is to compute an -approximate minimizer of the constrained In the style of previous approaches to solving ∞ 
A. Smooth approximation to regression
In this section, we define the standard smooth approximation for ∞ regression in the literature used in the paper and provide some technical facts about it. Note that these properties say something about the quality of approximation smax provides on the maximum element of a vector, instead of its ∞ norm. However, we could have simply applied it to the vector in R 2m which has the first m coordinates the same as x and the last m the same as −x. For the regression problem, we could consider the minimization problem applied to f , for f defined with a proxy matrix A = For notational convenience, we will focus on minimizing f (x) defined above, but with A ∈ R n×m and b ∈ R n in the original dimensionalities, which preserves all dependencies on the dimension and structural sparsity assumptions used later in this work up to a constant.
Definition III.2 (Soft-max). For all real valued vectors
Furthermore, note that setting t = 2 log m and asking for an 2 -approximate minimizer of f is sufficient to finding an -approximate minimizer of the original regression problem. Thus, for notational convenience, we will fix t = O( log m ) for the remainder of this work, and concentrate on finding an -approximate minimizer of f , which up to constants approximately solves the original problem.
Next, we state some technical properties of our approximation. We drop the t from many definitions because the t we choose for all our methods is fixed.
We note that as defined, the p j (x) for any x form a probability distribution. Moreover, they are defined in this way because they directly are used in the calculation of the gradient and Hessian of smax.
Fact III.6 (Soft-max Calculus). The gradient and Hessian of smax are as follows: ∇smax t (x) = p(x) and ∇
, for some vector v. These facts about smax can be verified by direct calculation. Now, taking a cue from our earlier naive analysis of coordinate descent, we wish to make steps in regions where the coordinate smoothnesses do not change by much. Thus, we will show the following key stability property in providing estimates to the coordinate smoothnesses. In particular, we demonstrate that within some box around our current iterate, the function exhibits good local coordinate smoothness behavior.
Lemma III.7. For all x, y ∈ R n with y − x ∞ ≤ t, the following upper bound holds:
Proof:
However, based on Fact III.6, we know that t ) by at most a factor of e, and the denominator similarly is an overestimate by at most a factor of e, so the discrepancy is at most a factor of e 2 < 8.
B. Local coordinate smoothness estimates of the approximation
In order to analyze convergence rates of local smoothness coordinate descent algorithms, we need to provide estimates of the progress of a single step. Correspondingly to the classical approach to bounding progress of coordinate descent, we proceed by providing overestimates of the local coordinate smoothnesses at a given iterate. The next couple of lemmas prove, respectively, a lower bound on the progress of a single step via our overestimate of the local smoothness, and an upper bound on the sum of the smoothness overestimates. This allows us to analyze our later algorithm in full.
In particular, we claim that for the function f that we have defined, at a point x, choosing L j (x) = 
Proof: Firstly, we know that ∇f (x) = A p x and ∇ 2 f (x) A diag(p x )A. Furthermore, we have the following upper bound based on the analysis of Lemma III.8:
is the largest step size we can take to stay within the box where given by Equation 2 holds. So if we take a step size of smaller absolute value than − ∇j f (x)
≥ D, certainly we stay within the valid region. Also, note that since L j (x) is an overestimate of C, the quadratic upper bound for f (x + ηe j ),
certainly holds. Consequently, f is L j (x)-locally coordinate smooth at x. The progress bound of the step holds as an immediate corollary of local coordinate smoothness. It will prove to be useful that we can further use any overestimates to the L j (x) defined specifically in the statement of Lemma III.9. Indeed, we show later that using overestimates may yield more efficient sampling and smoothness oracles in implementation, without affecting runtime by more than aÕ(1) factor. The next lemma gives the particular overestimates we use in our paper.
j | is obvious and follows from the triangle inequality.
Second, we show that the sum of these estimates is not too large. Indeed, for any p x , the sum up to scaling by 8 t is upper bounded by the following:
For the remainder of this section, whenever we refer to L j (x), unless otherwise specified, we will mean these particular overestimates L j (x) = 8 t p
x |A :j | · A :j ∞ .
C. Acceleration analysis under local smoothness sampling and dual initializations
We now state the following theorem, adapted from [QR16] , for performing coordinate descent under local smoothness estimates. We note that this adaptation differs from its original presentation in two ways, which may be of independent interest. Firstly, it is specifically stated for the use of local coordinate smoothnesses, a key contribution of this work. Furthermore, the convergence rate depends on two different points, x 0 and z 0 , which are initializations of a primal and dual variable respectively. This allows us to obtain a better dependency on the domain size of the problem, because our new algorithm pays a domain dependence only on the initial dual point, whereas the original algorithm pays a domain dependence with regards to the worst dual point, giving us a better dependence on the sparsity of the solution. The proof is very similar to its original form in [QR16] . We include the proof in the full version of our paper [ST18] . In particular, assuming nearly-constant time solutions to the subproblems (1), (2), (3) and (4), each iteration takes nearly-constant time to implement. In our setting of interval constraints, it is easy to see that there is a constant time implementation for (4). Thus, the bottleneck for a full implementation of this algorithm usually is the efficient sampling / smoothness calculation step. In Lemma III.13, we show that all these steps are implementable in nearlyconstant time for ∞ regression in a column-sparse matrix.
Each iteration of the algorithm requires (1) maintaining the
sum j L j (x), (2) sampling from the distribution {p j ∝ L j (x)},(
D. Accelerated constrained ∞ regression: reducing the iteration count
We are now ready to put the tools we have together to provide runtime guarantees for the constrained regression problem. We assume as an input
, the function distance to OPT from some initial point x 0 , which is polynomially bounded for all our applications, and s
, the squared 2 distance from the minimizer, which we can obtain via a binary search. Recall that per the guarantees in Theorem III.10, we can guarantee that in T iterations of AP-CD initialized at x 0 , z 0 , we can guarantee a point
for some globally computable C 1 , C 2 ∈Õ(1), where S 1/2 is some upper bound on the sum of square roots of the local coordinate smoothnesses of f at any point. The high-level idea is that we will run O(log D ) phases of AP-CD for T iterations. At the end of the k th phase, we will either -approximately minimize the original function, or obtain a point x k,T which has halved the function error with respect to x k,0 . For the next phase, we will set the primal initial point x k+1,0 = x k,T to be the point we obtained, but we will reset the dual point to be z 0,0 , the very first dual point. In this way, the domain dependence we pay is only with respect to the first dual point, but the function error we obtain halves each round.
Theorem III.11. ACCEL-REGRESS initialized at x 0 computes an -approximate minimizer to the regression problem
iterations, using AP-CD as a subroutine.
We prove the correctness of our accelerated algorithm in the full paper [ST18] , but remark that it simply follows from the bounds on S 1/2 via Lemma III.9 and the fact that in each iteration, either the function error is halved or we obtain an -approximate minimizer directly. By re-initializing the dual starting point at every phase, we obtain tighter dependence on the sparsity of the optimal solution.
We remark that the accelerated algorithm always has a better iteration count than the unaccelerated l ∞ gradient descent method, for matrices A with A ∞ ≥ Ω(1) and sufficiently small column sparsity. Disregarding the dependence on −1 , the algorithm from Theorem III.11 has a convergence parameter that behaves at worst like 
We also remark that there is an unaccelerated version of our coordinate descent algorithm which can use uniform sampling and also matches the runtime guarantee of ∞ gradient descent for the regression problem, if efficient smoothness and sampling oracles are not available. We state this result here, and give the proof in the full version of our paper [ST18] .
Theorem III.12 (Uniform sampling regression). There is an algorithm initialized at x 0 which computes an -approximate minimizer restricted to some B c ∞ to the regression problem
iterations.
E. Cheap iterations for ∞ regression
In this section, we show how to attain cheap iterations for A whose columns have bounded sparsity. In particular, suppose A is d-column-sparse. We show how to, for some local smoothness overestimates L u j (x), implement maintenance of the L u j (x) and sampling by the quantities L u j (x) for each iteration, in timeÕ(d 2 ), while not affecting the number of iterations by more than a √ d multiplicative factor. This shows that the runtime of the efficient implementation of our algorithm is, up to aÕ(d 2.5 ) multiplicative factor, the same as the iteration count for the naive algorithm without efficient iterations. In particular, for d =Õ(1), we are able to implement each step inÕ(1) time, without affecting the number of iterations by more than aÕ(1) factor. More formally, in this section we show the following. 
2 throughout the rest of the discussion in this section and of maximum flow, because it is clear they suffice as an overestimate to the L j (x) we defined earlier, but using the L u j (x) simplify sampling and efficient estimate maintenance.
Let d be the maximum number of nonzero elements in any column in the matrix A. We claim first that using our new overestimates suffices for all runtime guarantees. Indeed, that the new estimates are still overestimates but their sum is only off by a factor of at most d results from Cauchy-Schwarz 
. Note that taking a coordinate step from y k to y k+1 can only change at most d coordinate values of Ay k − b in becoming Ay k+1 − b, because of the column sparsity of A. This is because in our accelerated algorithm, only one coordinate of the iterate changes values per iteration. So, only d updates need to be made to numerators, and the sum can also be updated in almost-constant time. Now, we describe how to implement (3) sampling from the distribution proportional to L u j (x). For some iterate x, we will describe how to sample from the distribution propor-
Clearly, it suffices to first sample the rows by a distribution proportional to p x i , and then sample the indices of that row proportional to A :j ∞ |A ij |. To sample the rows, we maintain a complete binary search tree data structure onÕ(n) leaf nodes over the indices, maintaining the values of exp((Ay k − b) i ) at the leaf nodes, and also maintaining the sum of the values of the leaf nodes in the subtree rooted at each internal node. As we already argued, updating these values can be done iñ O(d) time in each coordinate step, because the depth of the tree is O(log m). Finally, the sampling procedure itself simply consists of flipping coins at each layer of the tree, proportional to the weights on the children of the node. To sample the columns within a row, it suffices to pre-compute the values A :j ∞ |A ij |, which can be done inÕ(m) time, because the entire matrix A hasÕ(m) entries.
IV. ACCELERATING MAXIMUM FLOW
A. Maximum flow preliminaries
The maximum flow problem is defined as follows: given a graph, and two of its vertices s and t labeled as source and sink, find a flow f ∈ R m which satisfies the capacity constraints such that the discrete divergence at the sink, (Bf ) t , is as large as possible, and
Following the framework of [She13] , we consider instead the equivalent problem of finding a minimum congestion flow; intuitively, if we route 1 unit of flow from s to t and congest edges as little as possible, we can find the maximum flow by just taking the multiple of the minimum congestion flow which just saturates edges. The congestion incurred by a flow f is C −1 f ∞ , and we say f routes demands d if Bf = d. The problem of finding a minimum congestion flow for a given demand vector can be formulated as follows:
Whenever the flow problem is clear from context, we will refer to any optimal flow by f OPT .
B. From maximum flow to constrained ∞ regression
Our paper uses the fact that the maximum flow problem can be transformed into a constrained regression problem, where the key tool used is the concept of a good congestion approximator, and its associated properties.
Definition IV.1 (Congestion Approximator). An α-congestion approximator for G is a matrix R such that for any demand vector b, Rb
For undirected graphs, it is known thatÕ(1)-congestion approximators can be computed in nearly linear time [Mad10] , [She13] , [KLOS14] , [Pen16] . Furthermore, the congestion approximator has certain nice properties, via the construction in [Pen16] .
Theorem IV.2 (Summary of results in [Pen16] ). There is an algorithm which given an m-edge n-vertex undirected graph runs in timeÕ(m) and with high probability produces an α-congestion approximator R, for α =Õ(1). Furthermore, the matrix A The above theorem is the result of a construction in [Pen16] . Properties 2, 3, and 4 are direct results of the construction given in the paper (where 2 follows from the fact that the congestion approximator comes from routing on a graph which is a tree). Property 1 also results from the way in which the tree is constructed, such that the depth of the congestion-approximating tree is onlyÕ(1), so that each edge in the original graph G is only routed onto a polylogarithmic number of edges in the tree.
For the remainder of this section, we will for simplicity refer to the number of rows of A with O(n). Our analysis of reducing the flow problem to the regression problem follows that of [She13] . In particular, the reduction is given as follows: In particular, we are able to use R from the statement of Theorem IV.2.
C. Implementation details for accelerated maximum flow
Here, we provide a full description of how to implement relevant machinery for applying the tools from Section III for accelerating the minimization of a constrained ∞ function to the regression problem given in Lemma IV.3. it suffices to bound the runtime of approximately solving the initial regression problem. We give a simple proof that shows we can control the runtime in a more fine-grained way via bounding the sum S 1/2 = j L j , where as above,
Proof: Let the largest 1 norm of a row of A be C 1 , the largest number of nonzero entries in a column of A be C 2 , and let the largest absolute value of an entry of the j 
Here, the first line follows from Cauchy-Schwarz and using the fact that the sum i p i |A ij | is C 2 -sparse, the second line follows from Cauchy-Schwarz again, and the third line follows from the bounds we assumed. This shows what we desired as C 1 , C 2 are both bounded byÕ(1).
D. Putting it all together: faster approximate undirected maximum flow
We have all the tools we need to prove the following:
Theorem IV.6. There exists an algorithm which computes an -approximate maximum flow of an m-edge, n-node graph G in timeÕ m +
, where f OPT is any maximum flow.
Proof: The algorithm is straightforward: we simply run the routine FLOW-TO-REGRESS on the demands. Per the guarantees of Lemma IV.3, the runtime isÕ(m) plus the cost of approximately solving the initial regression problem to accuracy. Now, we bound the runtime of the solving the initial regression problem. We run the algorithm ACCEL-REGRESS on the function f (x) subject to x ∈ B , where x * is the optimal value of F . Let us consider the second of these two values. By definition, we have x * 2 ≤ √ s. Per Lemma IV.5, we have S 1/2 ≤ O( √ n). Finally, per Lemma III.13, the time to implement each of these iterations isÕ(1). Putting all these pieces together, we have the desired result.
E. Exact maximum flows in uncapacitated graphs
Here, we describe several corollaries of our approach, for rounding to an exact maximum flow for several types of uncapacitated graphs. In an uncapacitated graph, s = f * 2 2 ≤ F n where F is the maximum flow value, because the maximum flow is a 0-1 flow, and thus can be decomposed into F s − t paths with length at most n. We assume here that all the graphs are simple, and thus m ≤ n 2 ; it is not difficult to generalize these results to non-simple graphs. As preliminaries, we state the following standard techniques for rounding to exact maximum flows.
Lemma IV.7 (Theorem 5 in [LRS13] ). There is a randomized algorithm that runs in expected timeÕ(m) which takes a fractional flow of value F on an uncapacitated graph, and returns an integral flow of value F .
We will thus always assume that we have applied the rounding to an integral flow as a pre-processing step, as it will not affect our asymptotic runtime. Suppose we have a flow with value (1 − )F , where the maximum flow value is F . The two lemmas for rounding and augmenting a flow therefore imply that the additional runtime required to attain an exact maximum flow is O( F m).
We state several corollaries of Theorem IV.6 which apply to finding exact maximum flows in various types of undirected uncapacitated graphs. All of these results only hold with high probability. Corollary IV.11 (Undirected sparse optimal flow). There is an algorithm which finds a maximum flow in an undirected, uncapacitated graph with a maximum flow that uses at most s edges in timeÕ(m + m 1/2 n 1/4 s 3/4 ).
We follow the standard reduction of finding a maximum flow in a directed graph to finding a maximum flow in an undirected graph described in, for example, [Lin09] .
In short, an undirected graph with maximum flow value O(m) is created, such that we can initialize the algorithm in Theorem IV.6 at a flow which is off from the true maximum flow by s in 2 2 distance. We refer the reader to [Lin09] for a more detailed exposition of this reduction.
Thus, after applying this reduction, the only difference compared to the runtimes for exact flows in undirected graphs is that the rounding algorithm will always take time O( m 2 ) instead of O( F m). This immediately yields the following runtimes for exact maximum flows in directed graphs.
Corollary IV.12 (Directed graphs). There is an algorithm which finds a maximum flow in a directed, uncapacitated graph in timeÕ(m 5/4 n 1/4 ).
Corollary IV.13 (Directed sparse optimal flow). There is an algorithm which finds a maximum flow in a directed, uncapacitated graph in timeÕ(mn 1/4 s 1/4 ).
