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Abstract 
We perform a numerical study of solutions near homoclinic orbits for forced symmetry breaking of a PDE with 0(2) 
symmetry to one with SO(2) symmetry. Taking particular care of the consequences of the continuous group action, we 
concentrate on the Kuramoto-Sivashinsky equation with spatially periodic boundary conditions. The breakup of struc- 
turally stable homoclinic ycles is investigated via the introduction of flux term that breaks the reflectional symmetry 
while retaining the translational symmetry. In particular, we note that although Chossat (1993) has proved that generic 
perturbations cause the appearance of quasiperiodic orbits, for the simplest possible flux terms this is not the case. We 
compare these results with numerical simulations of a Galerkin approximation of the equations. 
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1. Introduction 
Consider the (possibly infinite-dimensional) ordinary differential equation with phase space Y" and 
parameter/~ C •: 
£c = f (x ,#)  (1) 
with a hyperbolic fixed point p and a homoclinic cycle q(t) at /~ = 0. We initially consider 0(2)  
symmetric problems; i.e., where 
7f (x ,  I~) = f (Tx ,  kt), for all (x,/~) E £c × ~, 7 C O(2), 
for an appropriate action of 0(2)  on £r. 
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It is well known that periodic and aperiodic solutions occur near homoclinic orbits. Moreover, 
given 0(2) symmetry it is possible that homoclinic orbits between fixed points on a group orbit 
can occur in a structurally stable manner. These orbits are of considerable interest and have been 
associated with the phenomenon f intermittent behaviour in physical systems. Chossat [5] has shown 
for homoclinic orbits in systems with 0(2) symmetry, if the reflectional symmetry is broken then 
such a homoclinic orbit generically bifurcates to a quasiperiodic flow on a 2-torus. In this paper we 
consider a numerical study of this effect. 
2. Symmetry breaking perturbations and Lin's method 
The adaptation and extension of Melnikov's method developed by Lin [13] can give a lot of 
information about solutions of evolution equations near homoclinic orbits; in particular it can predict 
periodic and aperiodic (chaotic shift dynamics) dynamics in a neighbourhood f the homoclinic orbit 
and can also give bifurcation behaviour as a parameter breaking the homoclinic orbit is varied. Thus 
we can perturb away from the codimension one situation of existence of a homoclinic orbit and 
investigate nearby dynamics. The method has been used by Vanderbauwhede and Fiedler [18] to 
show that there are always large period periodic orbits near homoclinic onnections for reversible 
and conservative systems. 
For systems with symmetries, homoclinic orbits can appear in a persistent way due to the fact that 
there are invariant subspaces forced by the symmetries: the stable and unstable manifolds of fixed 
points must respect hese invariant subspaces. For examples of this see Swift [17], Armbruster et al. 
[1, 2], Kevrekedis et al. [11] and Krupa [12]. Since such homoclinic orbits are stable to perturbations 
respectin9 the symmetries of the system they have been called structurally stable homoclinic ycles. 
Upon introducing perturbations that break the symmetry, such homoclinic cycles are generically 
destroyed. We also remark that such cycles have been shown to have unusual properties of attraction; 
see [12] for more details. 
Several researchers [5, 15] have recently noticed that this method can be usefully applied to give 
predictions of breakup for structurally stable homoclinic ycles under perturbations breaking the sym- 
metries. Such a perturbation is called forced symmetry breakin9 or explicit symmetry breakin9 to 
distinguish them from the phenomenon of spontaneous symmetry breaking of solutions in symmetric 
systems. 
In particular, Chossat [5] considers a group orbit of homoclinic ycles in a ODE system on ~4 with 
0(2) symmetry. Introducing symmetry breaking perturbations that preserve the continuous SO(2) 
symmetry but break the discrete reflection symmetry of the equations, he shows that generically the 
homoclinic ycle breaks up to give two-frequency quasiperiodic flow on an invariant orus. Chossat 
notes that there is an exceptional c ass of perturbations which give rise to homoclinic ycles between 
periodic orbits (rather than fixed points) in the perturbed system. 
We shall generalise this approach to investigate such perturbations using numerical tools in a 
parabolic differential equation. Since the method of using invariants of the group action to construct 
the orbit space does not easily generalise to arbitrary representations of the groups, we need to 
remove the degeneracy of the adjoint variational equation on the invariant subspace caused by the 
group action. 
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3. General approaches in a numerical implementation of Lin's method 
In this section we briefly summarise the information ecessary to apply Lin's method to verify 
existence of nearby periodic and aperiodic orbits. 
Associated with solutions of Eq. (1) with symmetry near the homoclinic orbit is the adjoint 
variational equation 
= -(Dxf(q(t) ,  0))Tff, (2) 
which will have n linearly independent bounded solutions ~b(t) if the homoclinic orbit is nondegen- 
erate, where n is one more than the dimension of the group orbit of q(t). 
Firstly, the problem (1) will be approximated in a finite-dimensional space 5(hC 5(: 
2 = fh(x, p) (3) 
with the space y-h being invariant under the action of the group 0(2). This can be achieved using 
the Galerkin method with appropriate basis, for example. Then we find approximations of the steady 
state solutions/3 of (3) close to p using, e.g., Newton's method. We also need to obtain the structure 
of the eigenvalues ofOxfh(p, 0) to determine those which have real part close to zero (cf. [14, 16]). 
Here and in the sequel we use the parameter h to indicate discretizations both in time and space 
directions if no confusions arise, otherwise, ht or hs will be used respectively. 
The advantage of performing an equivariant discretisation (3) means that for a structurally sta- 
ble homoclinic ycle, one effectively perturbs the equation while preserving the symmetry and so 
the cycle will persist in the approximation. In order to calculate the homoclinic orbit we effec- 
tively go to the orbit space 5(/O(2). This is not a trivial task, because in particular the end 
points of the homoclinic lie in a different stratum to the orbit itself (see [5] and the following 
section). 
As a next step, we use two-point boundary value approaches to approximate the homoclinic 
orbit q(t) over the interval [-T, T] (cf. Beyn [3]). Namely, by restricting the problem to a fi- 
nite time interval [-T, T] and postulating that qh(--T) and qh(T) lie in the unstable (resp. stable) 
eigenspaces to ph we derive a boundary value problem for qh, in particular, for partial differen- 
tial equations boundary conditions will be imposed in space and in time. Discretizations in space 
and in time with adaptive numerical methods provide the approximation qh(t) of the homoclinic 
orbit q( t ). 
For the hyperbolic fixed point p and homoclinic orbit q(t), under appropriate discretisations an 
error of the order O(hP) does not destroy the exponential dichotomy property of the linearised 
problem (1). In the orbit space eigenvalues of the linearised operator at q(t) are generically simple 
if a symmetry adapted basis is used in discretisations; the numerical approximations remain of 
order O(hP) (cf. Kato [I0]). Similarly an approximation ~lh(t) of ~(t) will be calculated. The size 
of T influences the computational work and condition number of numerical solutions of (3) for 
qh(t) over [-T,T]. A strong decaying property, e.g., via a strong exponential dichotomy of the 
linearised operator, allows T chosen of reasonable size. Adaptive numerical schemes promise an 
efficient approximation for the homoclinic orbits and solutions of the linearised problem and its 
adjoint problem. 
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Lin's method shows that near the homoclinic orbit there are unique piecewise smooth solutions 
of (1) with jump of the distance 
F G(o9, #) = G(o9, O) + I~ g/(s)D,f(q(s) ,  O) ds + h.o.t. (X )  
in a particular one-dimensional space. In particular, roots of G(o9,/~) = 0 imply the existence of 
periodic solutions with period o9 at parameter value #. 
3.1. Approximation o f  G(o9,0) 
We choose a set of normalising (~},q(O),A) such that 
(@, q(0)) • 0, (@(0), A) = 1. 
For each large enough o9 E R, by Lin [13], the problem 
Yc = f (x ,  0), 
( ~, x(O) - q(O)} = O, 
x(2o9) - x(0) = GA, 
has a unique solution xo,(t), G(o9, 0), which is as smooth as f in x. 
It is possible to approximate the function G(o9, 0) by solving the regular boundary value problem, 
and we are presently working on this. However, it seems that this will unavoidably break down in 
the limit o9 --~ oo, due to the time discretisation near the saddle point generating "homoclinic haos" 
(Fiedler and Scheurle [7]). In this limit we can however apply the theory of Lin to get the following 
asymptotic form 
G(og, O) = Ce 2p°" cos (2flog + q~) + o(e :p°~) 
for constant C and ~b, where p + ifl is the eigenvalue of Dxf (p ,O)  nearest the imaginary axis 
(assumed to be real and simple or a conjugate pair, and with p < 0). 
3.2. Calculating integral term 
The asymptotic form of G(og, 0) coupled with the following approximation of the "Melnikov 
integral" term gives us a first-order approximation to G(og, #). We calculate the approximate solutions 
~lh(t) of the approximate adjoint variational equation 
(k = --(Dxfh(qh(t), 0))T~h (4) 
using a suitable interpolation of qh(t) on the interval [ -T ,  T] with time discretisation. 
Numerical integration will then enable us to calculate the integral 
/? = = (~h(s),D,f(q(s),  0)) ds. 
(X3 
If this quantity is nonzero then one can infer the existence of nearby periodic orbits of arbitrarily 
large period in the orbit space. These give rise to quasiperiodic behaviour in the full system. 
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4. The Kuramoto-Sivashinsky equation 
Consider the initial-boundary value problem for the Kuramoto-Sivashinsky (K-S) equation [1 1] 
on the interval [0,2n) defined by 
Ov 
0 -  0t F(v;~,/~,7) 
Ov 
:= ~ + 4V=xx + o~(v= + VVx) - [3Vx - 7Vxxx (5) 
with ~, fl, 7 E ~ parameters and v(x, t) satisfying periodic boundary conditions 
v(0, t) = v(2rc, t) 
and an initial value 
v(x, O) = Vo. 
This equation is an evolution on a suitable subspace of functions X, see [11], 
~?x~ C L2[0,2r~], i = 1,2, v(x)dx = 0 , 
i.e., 2re periodic and two times weak differentiable functions with zero mean over [0,2rc]. The inner 
product is defined as (u, v)~r 2n = fo u=v= dx. The restriction to zero mean comes from the fact that 
v = ux for the original form of the K-S equation, with u periodic in x. We consider the dual product 
1 /.2~ 
(u,v) = ~Jo  u(x)v(x)dx.  
and perform the analysis in the space L2[0, 2g]. 
The K-S equation has been shown to have an inertial manifold which is forward time invariant 
and contains the global attractor, in particular, we expect hat the homoclinic orbits lie on the inertial 
manifold. Foias et al. [8] show that solutions of K-S equation tend rapidly to the inertial manifold 
and discuss estimations of the dimension of the inertial manifold. 
For fl = ~ = 0 this equation has 0(2) symmetry acting by 
RoU(X) = u(x + 0), lcu(x) = -u(27t - x), (6) 
where Ro is a rotation and x a reflection. Note that unlike Kevrekedis et al. [ 11 ] reflection introduces 
a sign-change in u; this is because we have effectively taken the first derivative with respect o x of 
the functions they consider. 
For/~ and 7 nonzero the equations only have SO(2) symmetry due to the introduction of flux-like 
terms destroying the reflectional symmetry. 
Note that the 0(2) symmetry (6) forces the existence of a hierarchy of subspaces of X invariant 
under the dynamics: we shall consider the following two subspaces in particular 
= {u c X:  u ( -x )  -- -u (x )} ,  
= {u C X :  u ( -x )  = -u (x )  and u(x) = u(x + tO}. 
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Fig. 1. A schematic representation f the invariant subspaces for the dynamics and the location of a structurally stable 
homoclinic ycle (cf. Kevrekedis et al. [11]). There is a one-parameter family of such cycles gained by translating in the 
x-direction. 
Note that 
~c~c.~ 
and all three spaces are linear. Since we take a linear basis for 5f in terms of Fourier modes, these 
subspaces are also linear in the truncated equations. (The space ~¢ corresponds to RIS2 ® R2S2 in 
[11], whereas ~ corresponds to R1S1.) 
As found by Kevrekedis et al. [11] there is a structurally stable homoclinic ycle for fl = 7 = 0 
and ~ in the range (16.1399,22.557). The cycle is found to be attracting for ~ E (16.8,22.557). 1 
The cycle is shown schematically in Fig. 1; a representative cycle connects a point u-(x) E ~ and 
u+(x) = u-(x + ½~) E ~ by a trajectory that remains entirely in ~ and back again by a trajectory 
that remains entirely in R~/2~ ¢. (N.B. R~/2~ = ~;  this rotation is a "hidden symmetry" of ~ . )  Within 
these subspaces, the connecting orbits pass from a saddle point with one positive eigenvalue to a 
linearly stable sink. By considering the group orbit of one such cycle we generate a one parameter 
family of them. 
To investigate this cycle in more detail we perform a spatial discretisation of the PDE via a 
Galerkin projection onto 2N Fourier modes to obtain an ODE on ~2N. We write 
N 
v(x, t) = ~ (yk(t) cos kx + yN+k(t) sin kx) 
k=l 
and note that for any N, the Fourier basis contains its group orbit under 0(2) implying that we 
do not expect the continuous ymmetry to be broken except by roundoff errors. Moreover, these 
invariant subspaces are exactly invariant for this Fourier basis. 
We denote HN : L 2 ~ L 2 the projection onto these 2N Fourier modes and consider the ODE 
y}N) = I-IN o F(y(N)). 
This gives the following spatially discrete, time-continuous approximation to the evolution equation 
Yk =Fk(Y l , ' ' ' ,YzN;~, I~,7) ,  k = 1 , . . . ,2N ,  (7)  
which is an evolution in a linear subspace of Y'. 
1 This homoclinic orbit is not to be confused with homoclinic orbits of travelling wave equations; these can be trivially 
reduced to ODEs which is not the case here. 
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Table 1 
The first eight modes for the bimodal steady state u +~N) C ~ at ~ = 22. Note that 
y2 = y4 = y6 = y8 = 0 and the strong decay of the Fourier coefficients indicates a
convergence to a true solution u+; moreover, as few as eight modes appears to provide a 
good approximation f this state 
N 8 16 32 
yN+2 5.821885 5.821886 5.821886 
yN+4 --1.073589 --1.073590 --1.073590 
YN+6 0.093350 0.093345 0.093345 
yN+8 --0.006580 --0.006566 --0.006566 
4.1. Computin9 the f i xed  points and the connection 
By shooting within the invariant subspace ~ we find a bimodal steady state u -tN) E ~ and, as did 
Kevrekedis et al. [11]. we observe numerically in time-discrete approximations of (7) that almost all 
initial conditions are attracted to a homoclinic cycles between two points on the group orbit (related 
by a shift of ½n). Table 1 gives the first few modes of the steady state; the related fixed point u +tN) 
is given by 
flN+2k = (--  1 )k yN+2k. (8) 
By computing the Jacobian DF = {dFi/Oyj} at u +~u) we find one positive eigenvalue 8.269, a zero 
eigenvalue (corresponding to the group orbit), a negative igenvalue -50.88 and all other eigenvalues 
have real part less than this. We compute the (right) eigenvectors -u°+~u), e +~N) and the corresponding 
eigenvectors e +*(N) and e +*~u) of the adjoint (DF)T; u refers to the unstable direction and n to the 
neutral direction. The related eigenvectors for DF evaluated at u -~N) are found via the symmetry (8). 
In summary, 
E-value ( DF(u ± ))T (DF(u + ))r 
8.269 e~ e~* 
0 e~ e~* 
From now on we shall suppress the superscript (N) denoting the spatial discretisation. 
Given this information, it is possible to solve the boundary value problem for the connecting orbit 
q(t) between u- and u +. We use a shooting method to find the connecting orbit which is well 
adapted to take advantage of the structure of the problem. On the truncated time interval [-T,  T] 
this can be written (el. Beyn [3], Champneys and Kuznetsov [4]) in the form 
Ou 
~t =F(u) '  uEY ' ,  
Ls (u ( - r  ) - u - )  = O, L+~(u(T) - u +) = 0, (9) 
(u(0)  - a (0) ,  a (0) )  = 0, 
where LT, L + are projections onto the stable eigenspace of DF(u- ) ,  resp. the unstable eigenspace 
of DF(u+),  and fi(t) is an initial approximation of q(t). The last condition corresponds to a phase 
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or normalisation condition. Since the unstable igenspace is one-dimensional and the solution lies in 
an invariant subspace orthogonal to eu +, it is a simple matter to approximate the connecting orbit by 
solving 
~u 
~-= F(u), uEY¢, 
u( -  T) = u- + eel, 
(u (0)  - a (0 ) ,  = 0, 
(10) 
where shooting with e is performed such that the normalisation condition is satisfied. (In the invariant 
subspace we are looking for a connection from saddle to sink.) Because of this structure, we note 
that even for time discretisations we do not have to worry about effects such as the "invisible" 
chaos described by Fiedler and Scheurle [7]. This is again due to the fact the connection is from 
a saddle to a sink in the invariant subspace ~.  A variable-step time discretisation using maximum 
stepsize h was performed using the NAG Gear integration routine d02eaf. A secant search was used 
to find e such that the normalisation condition (u(O,x), sin2x) = 0 was satisfied. The time interval 
[-T,T] = [-1.5, 1.5] was found to be ample to catch the homoclinic behaviour; note that because 
the eigenvalues are large, u(t) decays very strongly. 
4.2. Computin9 the adjoint variational equation 
The variational equation for linearised variations z E TY" about the homoclinic connection q(t) 
is 
Oz 
dt = OF(q(t) )z. ( 11 ) 
Due to the nondegenerate nature of the Jacobian at u ± when restricted to the invariant subspace Y¢ 
containing q(t) we have a unique solution z E T~¢ up to scalar multiples: 
zl(t) = ~t(t).  
This is bounded and decays exponentially at both ends. 
We note that there is another bounded solution to the variational equation given by 
z2(t) = Mq(t), 
where M is an infinitesimal rotation generating the group SO(2) acting in ~2N; i.e., Ro = exp(M0). 
Other than linear combinations of these, the linear structure implies that there are no other bounded 
solutions of the variational equation. Note also that Mq(t) does not decay at t -- ±oo; instead it can 
be scaled such that z2(±c~z) = en i .  
The adjoint variational Eq. (4) is given by 
a¢ 
-- (aF(q(t)))T~ = 4~_~ + ~ + ~q(t)~, (12) 
0t 
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where we work with ~ E T& r such that f~(x )dx  = 0. Given any solution z(t) of (11) and O(t) 
of (12) a simple manipulation shows that 
(~(s), z (s ) )= constant (13) 
independent of s (cf. [5]). 
Thus we can find bounded solutions ~l(t) of (12) satisfying 
- *  = Lss  01(+oo)  ~-- 0, Luu O, +* 
(~,(s), qt(s)) = O, (14) 
I lO , (o ) l l  = 1, 
where Lug* projects onto the strong unstable and stable eigenspaces of DF(u +) respectively (i.e., 
ker Lug* = span{e'., e I } etc.) 
Associated to the solution z2 of the variational equation, there is also a solution O2(t) of (12) 
with 
-* = L,s 02(+oo) = 0, (15) Lu, ¢2(-oo) O, +* 
(qz2(s), Mq(s) )= 1 
and as with z2, (13) implies that this limits to bounded but nonzero adjoint vectors; in fact we can 
normalise so that ~2(±cx~) = e~* 
Moreover, we can choose ~Ol(t) such that 
(~b,(s), Mq(s)} = 0 (16) 
for all s C 0¢; this corresponds to choosing ~hl E (M~t) ±, i.e., tangent to the group orbit of points in 
~.  This means that $1(t) decays exponentially as t --* +oo and corresponds to the $ computed by 
Chossat [5]. Note that we do not have to explicitly construct the orbit space; all that is needed is 
the invariant subspace ~/ and the infinitesimal operator M which in our case corresponds to O/~x; 
translation in the x-direction. 
When trying to compute $1 and $2 from (12), (14)-(16), roundoff errors will typically introduce 
a small but nonzero component of $2 in $~ and this will dominate in the limit. Thus, at each time 
step we project 
St(s) ~ ~hl(s) - (~hl(S), Mq(s))$2(s), (17) 
while monitoring that ($l(S),Mq(s)) remains small. Thus, by computing ~hz(t) and $1(t) simultane- 
ously we can ensure that 
(~l(S),Mq(s)) = O. 
We solve the boundary value problems for $i using a shooting method from t = T to t = -T :  
- (DF(q(t)))r~, , $i C T~,  i=  1,2, 
Ol(T) +* +* = ele, , 02(T) = e. , (18) 
(~l(s), qt(s)) = O, (~lll(s), Mq(s)} = O, {¢2(s), Mq(s)) = 1, 
I1  (o)11 = 1. 
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The homoclinic orbit is interpolated using cubic spline functions over its range. Note that (~kl(s), qt(s)) 
= 0 can be automatically satisfied using the invariant subspace structure while (~kl(S), Mq(s)) = 0 is 
ensured by applying the correction (17) at each time step. To check the accuracy of the shooting, 
one can monitor 1[~2(-T)II/IIO2(+T)II and note that this is close to unity. T = 1.5 was used; at both 
ends ~1 has decayed to less than 10 -6 of its maximum value. 
4.3. Computing the Melnikov integral 
and 
We are now in a position to numerically approximate 
/: /: N~ = (Ol(S), D~f(q(s),O)) ds = (¢~(s), qx(S)) ds 
O0 O0 
F ,~ (el(S), Def(q(s), 0)) ds = (~(s), qx~x(S)) ds, O0 013 
where ~kl(t) is the appropriate solution of the adjoint variational equation. In fact, ~ is zero, because 
any solution $ of the adjoint variational equation vanishes at t = +c~. More precisely, 
F F ~ = (¢(s), qx(S)) ds = - (~x(S), q(s)) ds O0 CX) 
f f: ,fo f : = - . , -oo . , , ,=0¢(s 'x )q (s 'x )~ = -~.s_~.sx=0 (¢ -4¢ .= - c<¢.,) ~ ~ (via Eq. (11)) 
1 f2n t =-~:~=0 [0( )]t=-~ dx = 0, 
where we have used the zero-mean property of ~, and the adjoint variational equation. Thus, we can 
use the computation of ~/~ to verify our numerical method. 
As we will detail in Section 4.5, this implies that nonzero fl has the effect of perturbing the 
homoclinic cycle between fixed points to a homoclinic cycle between periodic solutions; although 
Chossat has shown that generic symmetry breaking perturbations do not do this, this particular one 
does! 
We can also compute ~ and give a table of values (see Table 2) of this at various mesh sizes 
in the space hs = 1IN and time ht discretisations. 
Remarks (Genericity of the homoclinic cycle).It is a simple matter to verify that for fl = ~ = 0 the 
connection q(t) from u- to u + in the orbit space is generic [4, 15] in that: 
(i) There are two eigenvalues closest o the imaginary axis with real parts 8.269 and -50.88 at 
the fixed points. 
(ii) The asymptotic approach of u(t) to the fixed points is along the direction of these leading 
eigenvalues; namely 8.269 and -50.88. This is because the eigenvector for DF(u +) corresponding 
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Table 2 
Numerically calculated values of ,~r for various values of the spatial discretisation number 
of modes N and temporal discretisation hr. Note that there is no difference to seven 
significant figures for the cases N = 16 and N = 32; a time interval [ -1.5,  1.5] was used 
for the calculations. 
N=8 N=16 N=32 
6 = 0.4 0.4737229 0.4737123 0.4737123 
6 = 0.2 0.4754023 0.4754037 0.4754037 
6 = 0.1 0.4755644 0.4755658 0.4755658 
to eigenvalue -50.88 is contained in the invariant subspace ~/. This ensures that 
lim Ilq(t) - u-II exp(-8.269t) = Ct ¢ 0, 
l ----+ - - (X~ 
lim IIq(t) - u+ll exp(50.88t) = C2 ¢ 0 
t----+ OO 
at the leading order. This corresponds to not being at a orbit-flip bifurcation. 
(iii) There is a strong stable foliation of the homoclinic orbit, namely 
lim II l(t)ll exp(-50.88t) = C3 ¢ O, 
t ---+ - -  (X )  
which corresponds to not being at an inclination-flip bifurcation (see [4] for details). 
We remark that even if the genericity assumptions (ii) and (iii) are not met we only expect his 
to change the scaling behaviour of periods of nearby periodic orbits for the system with broken 
symmetry. 
4.4. Implications for nonzero 1~ and 7 
Because ~ = 0 we can say that nonzero fl may not break the homoclinic connection. In fact, 
because Mq(t) = qx(t), the perturbation by fl only has an effect along the group orbits and therefore 
no effect in the orbit space. Nonzero fl has the effect of causing the fixed points u ± to drift around 
the group orbit; u±(t)= Ro~t u± at the rate 
- -  Ux+). 
Because E~ ~ 0 we can now apply Lin's result and obtain that for 7 near zero, there is a constant 
C > 0 such that for sufficiently large P satisfying 
0 = Ce  -16'538P q- ~7,  
there is a two frequency quasiperiodic solution near the orbit of q(t) with frequency close to P in 
the orbit space and close to 
, o  = 
along the group orbit. 
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As a consequence of this, one can observe that the frequency ratio of the flow on this torus is 
given by 
o) 
= KTlog~. 
It is interesting to note the nondifferentiable nature of the limit ~ --~ O. 
YN+'~ 
i i 
-7  
V2 
(b) 
i 
YN+I 
(a) 
-7  , -7  
-7  7 
YN+; 
-7  
YN+2 
i i L 
-7  
#2 
(c) 
Fig. 2. Simulations of the Kuramoto-Sivashinsky equation with ~ = 22 and additional flux terms breaking the reflectional 
symmetry. (a) A heteroclinic onnection with fl = ? = 0 shown in the (yN+l,yN+2)-plane. (b) An orbit approaching the 
heteroclinic onnection between periodic solutions for fl = 1, ~, = 0 shown in the (y2, yu+2)-plane. Note how the trajectory 
stays near the group orbit of u + (the circle) for most of the time. (c) A transient starting the group orbit of u ± for fl = 0, 
= 1 asymptotes to a quasiperiodic state evidenced by the "flower pattern". Note that perturbations in the fl direction do 
not affect the flow in the orbit space; only the flow along the group orbits, whereas those with y # 0 affect both. 
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4.5. Numerical simulations 
In this section we report on some numerical simulations of the Galerkin truncated Eq. (7) that 
corroborate the scenarios predicted before. Simulations using the truncated Galerkin approximation 
with 2N = 16 modes were performed using ds too l  [9]. The homoclinic orbits can be found easily; 
some example outputs are shown in Fig. 2(a). Upon including nonzero fl we obtain a homoclinic 
connection to a group orbit of rotating wave as shown in Fig. 2(b), while for ? ~ 0 we have a 
direct bifurcation to nonzero quasiperiodic behaviour shown in part (c) of the same figure. 
5. Discussion 
We have not addressed the question of whether the Galerkin approximation really models the 
dynamics because ven though an inertial manifold is known to exist for the Kuramoto-Sivashinsky 
equation its location is not known! The observed strong convergence of the results with mode 
number is however reassuring. We have verified that the scenario of Chossat [5] for symmetry 
breaking of structurally stable heteroclinic ycles to quasiperiodic motion can be realised in a PDE 
model equation. As reduction to the orbit space is very difficult for a large dimensional system, 
we have taken explicit care of other bounded but not decaying solutions to the adjoint variational 
equations that are associated with the directions of the group orbits. 
These extra bounded solutions represent a new tool for investigating breaking of heteroclinic cycles 
in more complex groups (for example SO(3)) where the invariant heory is so complicated that one 
cannot hope to parameterise the orbit space as done by Chossat [5]; a new approach of Chossat and 
Field [6] uses geometric blowing up near the singular strata and it would be interesting to know 
if this method would be more amenable to numerical study. The efficiency and error estimates of 
numerical methods for homoclinic orbit and solutions of linearised problems and adjoint problems 
will be discussed elsewhere. 
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