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POLYHARMONIC MAASS FORMS FOR PSL(2,Z)
JEFFREY C. LAGARIAS AND ROBERT C. RHOADES
ABSTRACT. We discuss polyharmonic Maass forms of even integer weight on PSL(2,Z)\H, which
are a generalization of classical Maass forms. We explain the role of the real-analytic Eisenstein
series Ek(z, s) and the differential operator ∂∂s in this theory.
Dedicated to the memory of Marvin Knopp
1. INTRODUCTION
Classical Maass forms of even integer weight k ∈ 2Z for PSL(2,Z) are smooth functions on
H := {z = x+ iy ∈ C : ℑ(z) > 0} such that
(1) (modular invariance condition) f(z) = f
∣∣
k
γ(z) for each z ∈ H and γ = ( a bc d ) ∈ PSL2(Z)
where the slash operator of weight k ∈ Z is defined by
g
∣∣
k
γ(z) = (cz + d)−kg
(
az + b
cz + d
)
.
That is, f(z) satisfies
f(
az + b
cz + d
) = (cz + d)kf(z),
for γ ∈ PSL2(Z).
(2) (Laplacian eigenfunction condition) f satisfies (∆k − λ)f = 0 for some λ ∈ C, where
∆k := y
2
(
∂2
∂x2
+
∂2
∂y2
)
− iky
(
∂
∂x
+ i
∂
∂y
)
is the weight k hyperbolic Laplacian. (We follow the convention of Maass [28] for the sign
of the Laplacian. Many authors call −∆k the hyperbolic Laplacian, for example [17].)
(3) (moderate growth condition) There exists an α ∈ R such that f(x + iy) = O(yα) as
y →∞, uniformly in x ∈ R.
Such forms have played an important role in number theory and automorphic forms, see for in-
stance, Section 1.9 of [13]. More generally, we may consider forms of integer weight k ∈ Z, but
nothing is gained since all odd integer weight forms on PSL(2,Z) must vanish identically, due to
the weight k modular invariance condition applied to γ = ± ( 0 −11 0 ).
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In this paper we study the situation where the eigenvalue λ = 0, which is the case corresponding
to holomorphic modular forms, where we relax the Laplacian eigenfunction condition to require
only that the forms satisfy
(∆k)
m f(z) = 0 (1.1)
for some non-negative integer m. We call such f(z) polyharmonic Maass forms, in parallel with
the literature on polyharmonic functions for the Euclidean Laplacian, on which there is an exten-
sive literature, starting around 1900 (see Almansi [2], Aronszajn, Crease and Lipkin [3], Render
[32]). The integer parameter m in (1.1) might be termed the (harmonic) order in parallel with
the literature on polyharmonic functions. We will instead use the term harmonic depth because
the term “order" is used in conflicting ways in the literature1. Moreover we allow the harmonic
depth to take half-integer values, as follows. We assign to any nonzero holomorphic modular form
f(z) the harmonic depth 1
2
, because it is annihilated by the d-bar operator ∂
∂z¯
which is “half" of
the harmonic Laplacian ∆k =
(
y2 ∂
∂z
+ 2iky
)
∂
∂z¯
. In addition, to any weight k Maass form f(z)
such that (∆k)m f(z) = g(z) with g(z) a nonzero holomorphic modular form we assign harmonic
depth m+ 1
2
.
In a companion paper [25] we will treat functions satisfying the more general equation
(∆k − λ)mf(z) = 0 (1.2)
for some non-negative integer m, where λ ∈ C with λ 6= 0. We call functions satisfying (1.2)
shifted polyharmonic functions with eigenvalue shift λ. If they transform as modular forms of
weight k then we call them shifted polyharmonic depth Maass forms. We let V mk (λ) denote the
vector space of all such weight k forms with eigenvalue λ on PSL(2,Z) that have moderate growth
at the cusp. For λ 6= 0 we refer to the minimal m annihilating such a function as its (shifted)
harmonic depth; it is always an integer since holomorphic forms do not occur. From this more
general perspective the case λ = 0 is exceptional in allowing forms having half-integer depth.
In this paper we determine the spaces V mk (0) for all even integer weights k for the full modular
group PSL(2,Z), showing that it is finite-dimensional and explicitly exhibiting a full set of basis
elements. The finite dimensionality of these spaces has entirely to do with the moderate growth
condition; if this is relaxed, then the resulting space of solutions can be infinite dimensional. Our
main observation is that the new members of the vector spaces in the harmonic depth m case aside
from those the harmonic depth 1 case involve derivatives in the s-variable of nonholomorphic
Eisenstein series Ek(z, s), evaluated at s = 0.
Note that modular forms with poles at cusps are never of moderate growth; thus weakly holo-
morphic modular forms are not included in the classes of forms we study. Bruggeman [9] has
recently considered larger classes of weight k Maass forms for the full modular group SL(2,Z),
allowing linear exponential growth at the cusps, for the ∆k-operator.
By the term classical Maass form, we mean that our definition includes classical holomorphic
modular forms for all weights k ∈ 2Z. The original treatment of Maass [27], [28, Chap. IV] and
other later treatments (Bump [13, Sect. 2.1], Duke et al [14, Sect. 4]) use a different (and generally
1The partial differential equations literature assigns order 2m to (∆k)m when treated in terms of the differential
operators ∂
∂x
and ∂
∂y
. A second conflict is that the term p-harmonic Maass form is by Bruggeman [9] with a different
meaning, to refer to a function annihilated by the p-Laplacian, in which p corresponds to the weight parameter k in
our notation.
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inequivalent) definition. They define (original) weight k Maass forms, denoted here f [M ](z), to
require instead of (1), (2), (3) the conditions (1’), (2’) , (3) with
(1’) (modified modular invariance condition) For each z ∈ H and γ = ( a bc d ) ∈ PSL2(Z) there
holds
f [M ](z) = jγ(z)
−kf [M ]
(
az + b
cz + d
)
,
with multiplier system
jγ(z) :=
cz + d
|cz + d| = e
i arg(cz+d).
(2’) (modified Laplacian eigenfunction condition) f [M ] satisfies (∆[M ]k − λ)f [M ] = 0 for some
λ ∈ C, where
∆
[M ]
k := y
2
(
∂2
∂x2
+
∂2
∂y2
)
− iky ∂
∂x
is the modified weight k hyperbolic Laplacian, ∆[M ]k = ∆k − ky ∂∂y .
The two definitions coincide for weight k = 0 but differ otherwise. The multiplier jγ(z) is not
holomorphic, so for k 6= 0 original weight k Maass forms are never holomorphic functions of z.
Given a classical Maass form f(z) of weight k, the associated function f [M ](z) := y k2 f(z) is an
original weight k Maass form and vice versa, so one can easily transfer results between the two
definitions. We use classical weight k Maass forms because holomorphic modular forms of all
weights k ∈ 2Z play a special role in our results.
1.1. Polyharmonic Maass forms. Forms satisfying conditions (1), (3) of our Maass form defini-
tion but with the Laplacian eigenfunction condition (2) relaxed to ∆mk f = 0 are called m-harmonic
Maass forms of weight k for PSL(2,Z). Let V mk := V mk (0) denote the vector space of such func-
tions, where m ∈ 1
2
Z with m ≥ 1/2. It is known that this space is finite dimensional, without
explicitly determining the dimension, see [5, Theorem 8.5]. The object of this paper is to give an
explicit construction of a basis of V mk (0), and to explain the special role of the non-holomorphic
Eisenstein series in this construction.
The non-holomorphic Eisenstein series E0(z, s) of weight 0 for PSL(2,Z), is given by
E0(z, s) :=
1
2
 ∑
(m,n)∈Z2\(0,0)
ys
|mz + n|2s
 = 1
2
ζ(2s)
 ∑
(c,d)∈Z2
(c,d)=1
ys
|cz + d|2s
 . (1.3)
with z = x+ iy ∈ H and ℜ(s) > 1. The completed weight 0 Eisenstein series is
Ê0(z, s) := π
−sΓ(s)E0(z, s).
For each z ∈ H the completed series is known to analytically continue to a meromorphic function
of s that satisfies the functional equation
Ê0(z, s) = Ê0(z, 1− s).
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The singularities of Ê0(z, s) are simple poles at s = 0 and s = 1. For our purposes it is better to
work with the doubly-completed non-holomorphic Eisenstein serieŝ̂
E0(z, s) = s(s− 1)π−sΓ(s)E0(z, s) (1.4)
which removes the two poles and maintains the symmetry between s and 1− s . See Theorem 3.6
for details. We define the Taylor coefficients with respect to s by Fn(z), namelŷ̂
E0(z, s) =
∞∑
n=0
Fn(z)s
n. (1.5)
Theorem 1.1. For integer m ≥ 1 the vector space V m0 (0) of weight 0 m-harmonic Maass forms
has V m0 (0) = V
m−1/2
0 (0) and is m-dimensional. Moreover, the set {F0(z), · · · , Fm−1(z)} is a
basis for V m0 (0).
We call this set the Taylor basis. For example, the space V 1/20 (0) is one-dimensional and is
spanned by the constant functions.
Automorphic forms, including Maass forms, are related to forms of different weights via dif-
ferential operators called the (Maass) weight raising and lowering operators. See, for instance,
Section 2.1 of [13]. In the theory of harmonic Maass forms there is a closely related operator
which moves harmonic forms of weight k to forms of weight 2− k. This operator was introduced
by Bruinier and Funke [11] and is given by
ξk := 2iy
k ∂
∂z
. (1.6)
In other words, if f : H → C is a smooth function then ξk(f) = 2iyk ∂∂zf, using the Wirtinger
derivative ∂
∂z
= 1
2
( ∂
∂x
+ i ∂
∂y
).
Hence, in the context of studying weight 0 harmonic forms it is natural to also introduce and
study weight 2 forms. We define the completed real-analytic weight 2 Eisenstein series forRe(s) >
1 by
Ê2(z, s) = π
−(s+1)Γ(s+1)E2(z, s) = π
−(s+1)Γ(s+1)
1
2
∑
(m,n)∈Z2\(0,0)
ys
(mz + n)2|mz + n|2s
 ,
(1.7)
and the doubly-completed real-analytic weight 2 Eisenstein series by
̂̂
E2(z, s) := (s+ 1)sπ
−(s+1)Γ(s+ 1)ζ(2s+ 2)
1
2
∑
(c,d)
(c,d)=1
ys
(cz + d)2|cz + d|2s
 . (1.8)
Parallel to the case of ̂̂E0(z, s) this series has an analytic continuation to s ∈ C (see Theorem 3.6).
Define its Taylor coefficients by ̂̂
E2(z, s) =:
∞∑
n=0
Gn(z)s
n. (1.9)
In analogy with Theorem 1.1 we have the following.
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Theorem 1.2. For integer m ≥ 0 the vector space V m2 (0) of weight 2, m-harmonic Maass forms
has V m2 (0) = V
m+1/2
2 (0) and ism-dimensional. Moreover, G0(z) ≡ 0 and the set {G1(z), · · · , Gm(z)}
is a basis for V m2 (0).
Again we call this a Taylor basis of V m2 (0). For example, the space V
1/2
2 (0) = {0}.
To explore the relationship between these weight 0 and weight 2 forms it is convenient to in-
troduce symmetrized versions of the Taylor coefficients {Fj} and {Gj}. Define the symmetrized
Taylor basis functions
F˜n(z) :=(−1)n
(
Fn(z) +
n∑
ℓ=1
(
n+ ℓ
n
)
Fn−ℓ(z)
)
(1.10)
G˜n(z) :=Gn(z) +
n∑
ℓ=1
(−1)ℓ
(
n + ℓ
n
)
Gn−ℓ(z). (1.11)
These functions are obtained by a triangular change of basis from the Taylor bases given above.
Theorem 1.3. For the symmetrical basis functions (1.10) and (1.11), we have
(1) ∆0F˜n(z) = F˜n−1(z) and ξ0F˜n(z) = G˜n(z)
(2) ∆2G˜n(z) = G˜n−1(z) and ξ2G˜n(z) = F˜n−1(z).
This theorem can be summarized by the picture in Figure 1.
harmonic depth weight 0 weight 2 harmonic depth
.
.
.
.
.
.
ξ2ւ
5/2 F˜2(z)
y∆2
ξ0ցy∆0 G˜2(z) 2
ξ2
ւ
3/2 F˜1(z)
y∆2
ξ0ցy∆0 G˜1(z) 1
ξ2ւ
1/2 F˜0(z)
y∆2
ξ0ց
G˜0(z) ≡ 0 0
FIGURE 1. Tower and ramp structure for weights 0 and 2
6 JEFFREY C. LAGARIAS AND ROBERT C. RHOADES
One may view this picture as a set of two “towers" interconnected by a set of “ramps" which are
given by the operators ξk and ξ2−k. The “ramp" structure incorporates well-known factorizations
of the unshifted Laplacians
∆k = ξ2−kξk, (1.12)
which themselves move down the towers. The bottom elements of the towers of symmetrized
Taylor bases are well-known. We have
F˜0(z) =
1
2
(1.13)
F˜1(z) =− 1
2
γ + log(4π) + log(
√
y|∆(z)| 112 ), (1.14)
where γ is Euler’s constant. The second of these formulas is essentially equivalent to the “s = 0"
version of Kronecker’s first limit formula for the Eisenstein series E0(z, s). In addition we have
G˜0(z) =0 (1.15)
G˜1(z) =− π
6
− 1
2y
+ 4π
( ∞∑
n=1
σ1(n)e
2πinz
) (1.16)
which is related to the Fourier series expansion2 for E2(z, s). In the above formulas ∆(z) is the
weight 12 cusp form for SL(2,Z) given by ∆(z) = e(z)
∏∞
n=1 (1− e(nz))24, where e(x) := e2πix,
and σ1(n) =
∑
d|n d. See Lemmas 8.1 and 8.2 for details.
Complementing this “tower" structure given by the Laplacians ∆k is the operator ∂∂s , which
allows movement up the “tower”. More precisely, the Taylor coefficients are given by Fn(z) =
1
n!
∂n
∂sn
̂̂
E(z, s) |s=0 . To move up the “tower” one level at a time, set
Ê
(n)
0 (z, s) :=
1
n!
(
∂
∂s
)n ̂̂
E0(z, s).
Then we have Fn(z) = Ê(n)0 (z, 0) and
Fn+1(z) =
1
(n+ 1)
∂
∂s
Ê
(n)
0 (z, s)
∣∣
s=0
.
Hence, there a sort of “switching” between the differential operator d
ds
and the Laplacian operator
∆k moving down the tower.
There are a number of references in the literature where the differentiation with respect to s has
appeared in the context of Eisenstein series and automorphic forms. For instance, the works of
Kudla-Rapoport-Yang [22, 23, 24, 39, 40], Duke-Imamoglu-Toth [15, 16] and Duke and Li [18,
page 2] contain such results.
While harmonic Maass forms have played a significant role in the emerging theory of Ramanu-
jan’s mock theta functions (see [31], for example), there are few examples of m-harmonic Maass
forms form > 1. One exception is the appearance of a 2-harmonic form in the work of Bringmann-
Diamantis-Raum [6]. Their work is related to non-critical modular L-values.
2The calculation here currently differs in the sign of 1
2y
from [17, (3.7) ].
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1.2. Shifted and arbitrary integer weight polyharmonic Maass forms. In Section 2 we state
corresponding results for polyharmonic Maass forms (i.e. λ = 0) for all even integer weights
k and all harmonic depths m ≥ 1
2
. This case is complicated by the presence of holomorphic
cusp forms, which appear at harmonic depth 1/2. We determine the dimension for each (k,m).
An important feature is Proposition 6.6, which implies that any nonzero holomorphic cusp form
is not the image under the operator ξ2−k of any harmonic depth m = 3/2 polyharmonic Maass
form, hence not the image under ∆k of a harmonic depth 2 Maass form. This result shows that
polyharmonic Maass forms are of value in understanding classical modular forms. Namely, for
k ≥ 4 it provides a characterization of holomorphic Eisenstein series viewed inside the vector
space Mk of holomorphic modular forms, as follows.
Proposition 1.4. For even weight k ≥ 4 the one-dimensional space of holomorphic Eisenstein
series E1k(0) ⊂ V 1k (0) is the range of the Laplacian ∆k acting on the space V 2k (0) of depth 2
polyharmonic Maass forms having moderate growth at the cusp.
As already mentioned, a companion paper [25] treats shifted polyharmonic Maass forms satis-
fying (∆k − λ)mf(z) = 0 for a fixed λ 6= 0. The case of general λ includes Maass cusp forms,
and via nonholomorphic Eisenstein series also has a connection with the Riemann zeta zeros, as
observed in 1981 by Zagier [41]. The harmonic depth of such f is always an integer m. The
analogues of Figures 1 and 2 of this paper for λ 6= 0 have “towers" with actions of Laplacians ∆k
and ∆2−k, however the “ramps" are replaced by rungs of a “ladder" at each fixed depth m, with the
depth preserved by the action of the operators ξk and ξ2−k.
1.3. Roadmap. Section 2 states further main results for polyharmonic Maass forms of arbitrary
even integer weight other than 0 or 2. Section 3 contains known results on classical holomorphic
modular forms (Section 3.1), and basic facts on non-holomorphic Eisenstein series, including their
Fourier expansions and functional equations (Section 3.2). Section 4 formulates results on the
Fourier expansions of polyharmonic Maass forms, some based on [25]. Section 5 presents results
about the Bruinier-Funke nonholomorphic differential operator ξk, showing that it preserves spaces
of functions of moderate growth at the cusp. Section 6 establishes for λ = 0 that holomorphic
cusp forms are not the image under ∆k of any bi-harmonic Maass form. Section 7 computes the
action of ξk on non-holomorphic Eisenstein series. Section 8 gives recursions for the Taylor series
coefficients of ̂̂Ek(z; s0) in the s-variable, which are functions of z. It shows these coefficients are
polyharmonic Maass forms, and determine recursion relations they satisfy under the action of ∆k
and ξk. Section 9 constructs modified bases of V mk (0) which satisfies simpler recursion relations
with respect to ∆k and ξk. Section 10 presents proofs of the main theorems of Section 1, namely
Theorems 1.1, 1.2, and 1.3. Section 11 completes the proofs of the main results of Section 2.
1.4. Notation. We define the completed Riemann zeta function by
ζ̂(s) := π−s/2Γ(s/2)ζ(s).
For a fixed γ = ( a bc d ) we write γ · z = az+bcz+d .
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2. GENERAL EVEN INTEGER WEIGHT POLYHARMONIC MAASS FORMS
Section 1 presented results dealing with weight 0 and weight 2 polyharmonic Maass forms.
This section describes the analogous picture for arbitrary even integer weights. The scenario for
arbitrary weight is complicated by the presence of cuspidal holomorphic modular forms.
Definition 2.1. A holomorphic modular form for SL2(Z) of weight k ∈ Z is a holomorphic func-
tion f : H→ C satisfying f |k γ(z) = f(z), i.e.
(cz + d)−kf
(
az + b
cz + d
)
= f(z) for all ( a bc d ) ∈ SL2(Z)
and f(z) = O(yA) as y → ∞ for some A. Moreover, if f(z) = O(y−k/2) as y → ∞ f is
called a cusp form.
The set of all holomorphic modular forms is a vector space, denoted Mk. Moreover, let Sk
denote the space of all such cusp forms. With our convention on half-integer harmonic depth we
have Mk = V
1
2
k .
For z ∈ H, an even integer k, and Re(s) > 1 define for Re(s) > 1 − k the (non-holomorphic)
Eisenstein series
Ek(z, s) :=
1
2
 ∑
γ=( a bc d )∈Γ∞\SL2(Z)
ψs |k γ(z)
 = 1
2
ζ(2s)
 ∑
(c,d)∈Z2
(c,d)=1
ys
(cz + d)k|cz + d|2s
 , (2.1)
where ψs(z) = Im (z)s. For k ≥ 4 an even integer the value s = 0 gives the unnormalized
holomorphic Eisenstein series
Ek(z, 0) :=
1
2
∑
(m,n)∈Z2\(0,0)
1
(mz + n)k
. (2.2)
The Eisenstein series Ek(z, s) meromorphically continues in the s-variable with a functional equa-
tion given in terms of the completed non-holomorphic Eisenstein series
Êk(z, s) := π
−(s+ k
2
)Γ(s+
k
2
+
|k|
2
)Ek(z, s). (2.3)
The functional equation is
Êk(z, s) = Êk(z, 1 − k − s),
which has critical line Re(s) = 1−k
2
. The function Êk(z, s) is an entire function of s for k 6= 0 and
for k = 0 it has simple poles at s = 0, 1, see Theorem 3.6.
Define the doubly completed (non-holomorphic) Eisenstein serieŝ̂
Ek(z, s) := (s+
k
2
)(s+
k
2
− 1)Êk(z, s) (2.4)
which is an entire function of s. By convention we denote the Taylor coefficients at s = 0 for
k ∈ 2Z by ̂̂
Ek(z, s) =
{∑∞
n=0 Fn,k(z)s
n for weights k ≤ 0,∑∞
n=0Gn,k(z)s
n for weights k ≥ 2. (2.5)
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For weights 0 and 2 we have Fn,0(z) = Fn(z) and Gn,2(z) = Gn(z) as given in Section 1. The
cases k = 0, 2 are distinguished by the property that the factor (s + k
2
)(s + k
2
− 1) in ̂̂Ek(z, s)
has a zero at s = 0, leading to different behavior than the general case; this is one reason we have
treated them separately. The “ramp" and “tower" structure is slightly altered in the general case, as
pictured below.
The following two theorems contains results for general even integer weights k 6= 0, 2 which
parallel Theorems 1.1, 1.2, and 1.3.
Theorem 2.2. Let m ≥ 1 be an integer, and k ∈ 2Z an even integer, with k 6= 0 or 2.
(1) For an even integer k ≤ −2, V mk (0) ism-dimensional. Moreover, {F0,k(z), · · · , Fm−1,k(z)}
is a basis for V mk (0). In this case V 1/2k (0) = {0} and dim(V mk (0)) = dim(V m+
1
2
k (0)) for
all m ≥ 0.
(2) For an even integer weight k ≥ 4,
V mk (0) = E
m
k (0) + Sk
where Emk (0) is anm-dimensional subspace spanned by {G0,k(z), · · · , Gm−1,k(z)}. More-
over, Sk consists of cusp forms and has dimension max([k/12]− 1, 0) if k ≡ 2 (mod 12)
and [k/12] if k 6≡ 2 (mod 12) and [x] is the largest integer less than or equal to x. In this
case V
1/2
k (0) = Mk has positive dimension, containing the holomorphic Eisenstein series
G0,k(z), and dim(V mk (0)) = dim(V
m− 1
2
k (0)) for all m ≥ 1.
The next result describes the “ramp" and “tower" structure for weights k ≥ 4 paired with dual
weights 2− k ≤ −2 using modified basis functions.
Theorem 2.3. Let m ≥ 1 be an integer, and k ∈ 2Z an even integer, with k ≥ 4. Then
(1) There are modified basis functions G˜n,k(z) and F˜n,2−k(z) such that the following are true
for each even integer k ≥ 2.
(a) (“Ramp" relations)
ξkG˜n,k(z) = (k − 1)F˜n−1,k(z) and ξ2−kF˜n,2−k(z) = G˜n,2−k(z).
(b) (“Tower" relations)
∆kG˜n,k(z) = (k − 1)G˜n−1,k(z) and ∆2−kF˜n,2−k(z) = (k − 1)F˜n−1,2−k(z).
(2) One choice of modified functions takes the form
G˜n,k(z) = Gn,k(z) +
n∑
ℓ=1
1
(k − 1)ℓ
(
n + ℓ
n
)
Gn−ℓ,k(z)
F˜n,2−k(z) = (−1)n
(
Fn,k(z) + (−1)n
n∑
ℓ=1
(−1)ℓ 1
(k − 1)ℓ
(
n + ℓ
n
)
Fn−ℓ,k(z)
)
.
The modified basis functions are not unique; their form is classified in Theorem 9.1. Figure
2 pictures schematically the “tower" and “ramp" structure for weights k ≥ 4 paired with dual
weights 2− k ≤ −2.
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harmonic depth weight ≤ −2 weight ≥ 4 harmonic depth
.
.
.
.
.
.
ξ2−k
ցy∆2−k G˜2,k(z) 5/2
ξkւ
2 F˜1,2−k(z)
y∆k
ξ2−k
ցy∆2−k G˜1,k(z) 3/2
ξkւ
1 F˜0,2−k(z)
y∆k
ξ2−k
ցy∆2−k G˜0,k(z) 1/2
ξkւ
0
FIGURE 2. Tower and ramp structure for weights k and 2− k for k ≥ 4
For even weights k ≥ 4 the holomorphic Eisenstein series G˜0,k(z) = ckEk(z) occurs at har-
monic depth 1/2. This picture is reversed from the case of weight k = 2, paired with dual weight
0. These results are proved in Section 11.
3. BACKGROUND
This section recalls well known results on holomorphic modular forms for SL2(Z), and presents
results on Maass’s Eisenstein series as discussed in Maass [28], and parallel properties for the
non-holomorphic Eisenstein series Ek(z, s) considered here.
3.1. Classical Holomorphic Modular Forms for SL2(Z). This section collects some well known
results concerned with holomorphic modular forms for SL2(Z). We reference Zagier’s article [42],
however there are many good references for these results.
Theorem 3.1 (Corollary p.15 of [42]). For k < 0 and for k odd, dim(Mk) = 0. For k ≥ 0 even
dim(Mk) =
{[
k
12
]
+ 1 k 6≡ 2 (mod 12)[
k
12
]
k ≡ 2 (mod 12)
where [x] is the largest integer less than or equal to x.
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A source of holomorphic modular forms are the Eisenstein series. For k ∈ 2Z with k ≥ 4 the
(normalized) holomorphic Eisenstein series is
Ek(z) =
1
2
∑
c,d∈Z
(c,d)=1
1
(cz + d)k
. (3.1)
Clearly Ek(z) = 1 + o(1) 6= 0 as y →∞.
Proposition 3.2 (Proposition 4, p.16 of [42]). The ring of holomorphic modular forms M⋆ =⊕
k∈2ZMk for SL(2,Z) is freely generated under multiplication by E4(z) and E6(z). Moreover,
Mk = Ek + Sk with Sk being the space of cusp forms and dim(Ek) = 1 for k = 0 and k ≥ 4 and
is zero otherwise.
To parallel computations in later sections we record the Fourier series of Ek(z).
Proposition 3.3 (Proposition 5, p.16 of [42]). The Fourier expansion of the Eisenstein seriesEk(z)
for an even integer k ≥ 4 is given by
Ek(z) =
(2πi)k
ζ(k)(k − 1)!
(
−Bk
2k
+
∞∑
n=1
σk−1(n)q
n
)
,
where σℓ(n) =
∑
d|n,d>0 d
ℓ
, ζ is the Riemann zeta function, and Bk is the kth Bernoulli number
defined by the generating function∑∞k=0Bk xkk! = xex−1 .
Finally we recall the notion of a weakly holomorphic modular form.
Definition 3.4. A weakly holomorphic modular form f : H → C on SL2(Z) of weight k is a
holomorphic function satisfying f |k γ(z) = f(z) for all γ ∈ SL2(Z) such that f has at most
linear exponential growth as y → ∞ (i.e. f(iy) = O(eAy) for some A as y → ∞). We let M !k
denote the vector space of weakly holomophic modular forms of weight k ∈ 2Z for SL(2,Z).
Such functions may have poles at the cusp. A basic example of a weakly holomorphic modular
form of weight 0 having such a pole is the modular invariant j(z) = 1728 E4(z)
3
E4(z)3−E6(z)2
. The vector
space M !k is infinite-dimensional for all k ≥ 0.
3.2. Properties of Non-holomorphic Eisenstein series. Recall from (2.1) that for 2k ∈ 2Z the
nonholomorphic Eistenstein series Ek(z, s) is
Ek(z, s) :=
1
2
∑
(m,n)∈Z2\(0,0)
ys
|mz + n|2s(mz + n)k . (3.2)
This series converges absolutely for Re(s) > 1 − k. The resulting function transforms under
elements of SL(2,Z) as
Ek
(
az + b
cz + d
, s
)
= (cz + d)2kEk(z, s) when
(
a b
c d
)
∈ SL(2,Z)
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For even weights k ≥ 4 at s = 0 this function specializes to an unnormalized version3 of the
holomorphic Eisenstein series Ek(z), given in Section 3.1, with
Ek(z, 0) =
1
2
∑
(m,n)∈Z2\0
1
(mz + n)2
=
1
2
ζ(k)Ek(z).
Using results on Maass’s nonholomorphic Eisenstein series G(a, z;α, β), as treated in [25],
we obtain for the completed non-holomorphic Eisenstein series Êk(z, s) = π−
s+k
2 Γ(s + k
2
+
|k
2
|)Ek(z, s) the following result.
Proposition 3.5. (Fourier expansion of Ê(z, s)) For k ∈ 2Z, the completed nonholomorphic
Eisenstein series Ê(z, s) has the Fourier expansion
Êk(z, s) = C0(y, s) + (−1) k2 (
√
2π)2s+kπ−s−
k
2Γ
(
s +
k
2
+
|k|
2
)
×
∑
n∈Z\{0}
σ2s+k−1(n)
Γ
(
s + k
2
(1 + sgn(n))
)(2π |n| y)− k2W 1
2
sgn(n)k,s+ k−1
2
(4π |n| y)e2πinx,
in which Wκ,µ(z) denotes the Whittaker W -function and the constant term is
C0(y, s) =
Γ
(
s+ k
2
+ |k|
2
)
Γ
(
s+ k
2
) ζ̂(2s+ k) ys
+(−1) k2
Γ
(
s+ k
2
)
Γ
(
s+ k
2
+ |k|
2
)
Γ(s+ k)Γ(s)
ζ̂(2− 2s− k) y1−s−k
 .
and σs(n) =
∑
d|n,d>0 d
s.
Proof. This result is established in [25]. The Whittaker W -function is described in Whittaker and
Watson [38, Sect. 16.12], and [25], as well as the handbook [1] and its sequel [30]. 
We now collect various analytic properties of the Eisenstein series.
Theorem 3.6. (Properties of Ek(z, s)) Let k ∈ 2Z.
(1) (Analytic Continuation) For fixed z ∈ H, the completed weight k Eisenstein series
Êk(z, s) := π
−(s+ k
2
)Γ(s+
k
2
+
|k|
2
)Ek(z, s)
analytically continues to the s-plane as a meromorphic function. For k = 0 its has two singulari-
ties, which are simple poles at s = 0 and s = 1 with residues −1
2
and 1
2
, respectively. For k 6= 0 it
is an entire function.
(2) (Functional Equation) For fixed z ∈ H, the completed weight k Eisenstein series satisfies the
functional equation
Êk(z, s) = Êk(z, 1− k − s). (3.3)
3With our scaling Ek(z, 0) = 12Gk(z), where Gk(z) is the usual unnormalized holomorphic Eisenstein series in
Serre [33].
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The doubly-completed serieŝ̂
Ek(z, s) := (s+
k
2
)(s+
k
2
− 1)Êk(z, s)
is an entire function of s for all k ∈ 2Z and satisfies the same functional equation̂̂
Ek(z, s) =
̂̂
Ek(z, 1− k − s). (3.4)
The center line of these functional equations is Re(s) = 1−k
2
.
(3) ( ∆k-Eigenfunction ) Ek(z, s) is a (generalized) eigenfunction of the non-Euclidean Lapla-
cian operator ∆k with eigenvalue λ = s(s+ k − 1). That is, for all s ∈ C,
∆kEk(z, s) = s(s+ k − 1)Ek(z, s). (3.5)
This eigenfunction property holds for the completed functions Êk(z, s) and ̂̂Ek(z, s).
Proof. This result is given in [25]. 
We note an interesting consequence: we may obtain the doubly-completed Eisenstein series
from the singly-completed one by applying a differential operator, a shifted Laplacian. This sup-
plies an analytic construction of the “double completion".
Corollary 3.7. For k ∈ 2Z the doubly-completed non-holomorphic Eisenstein series Ê(z, s) is
obtainable from the completed Eisenstein series Ê(z, s) by
(∆k +
k2
4
)Êk(z, s) =
̂̂
Ek(z, s). (3.6)
Proof. By Theorem 3.6 (3) we have
(∆k +
k2
4
)Êk(z, s) =
(
s(s+ k − 1) + k
2
4
)
Ê(z, s) = (s+
k
2
)(s+
k
2
− 1)Ê(z, s) = ̂̂E(z, s).

4. POLYHARMONIC FOURIER SERIES
We formulate results on the form of Fourier series of (shifted) polyharmonic functions, some
taken from [25]. We give results Fourier series for general λ = s(s + k − 1), although this paper
considers only λ = 0, because our results require taking derivatives with respect to s.
4.1. Harmonic Fourier coefficients. The following result gives the allowable functional form of
the Fourier coefficients for periodic functions in the hyperbolic plane that satisfy (∆k−λ)hn(z)e2πinx =
0 and have moderate growth at the cusp, meaning O(yc) for some finite c as y →∞. This result is
due to Maass [27, Hilfssatz 6] and involves Whittaker W -functions, as treated in [38, Sect. 16.12].
Theorem 4.1. (Harmonic Fourier Coefficients of Moderate Growth) Let k ∈ 2Z and suppose that
fn(z) = hn(y)e
2πinx is a shifted-harmonic function for ∆k on H with eigenvalue λ ∈ C, i.e. it
satisfies
(∆k − λ)fn(z) = 0 for all z = x+ iy ∈ H.
Write λ = s0(s0 + k − 1) for some s0 ∈ C (there are generally two choices for s0.) Suppose also
that fn(z) has at most polynomial growth in y at the cusp. Then the complete set of such functions
hn(y), are given in the following list.
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(1) Suppose n 6= 0, and let ǫ = sgn(n) ∈ {±1}. Then
hn(y) = y
− k
2
(
a0(W 1
2
ǫk,s0+
k−1
2
)(4π|n|y)
)
for some constant a0 ∈ C, with Wκ,µ(z) denoting a W -Whittaker function.
(2a) Suppose n = 0 with s0 6= 1−k2 (equivalently, with λ 6= −(1−k2 )2). Then
hn(y) = a
+
0 y
s0 + a−0 y
1−k−s0
for some constants a+0 , a−0 ∈ C.
(2b) Suppose n = 0 with s0 = 1−k2 (equivalently, with λ = −(1−k2 )2). Then
hn(y) =
1∑
j=0
∂j
∂sj
(ys)|s=s0 =
1∑
j=0
aj(log y)
jy
k−1
2 .
for some constants a0, a1 ∈ C.
Proof. For n 6= 0 this follows from Maass [28, Lemma 6, Chap. 4, p. 181]. For n = 0 it is a
simple calculation. 
4.2. Polyharmonic Fourier coefficients. We state a result proved in [25] which specifies the al-
lowable form of individual Fourier coefficients hn(z) which satisfy (∆k−λ)mhn(z)e2πinx = 0 and
have moderate growth at the cusp. This result is based on the fact that polyharmonic functions in
z in the Fourier coefficients are obtainable by repeated partial derivatives ∂
∂s
of the eigenfunctions
with respect to the eigenvalue parameter s. This fact holds because although the operator ∂
∂s
com-
mutes with the Laplacian ∆k, it does not commute with ∆− s(s+ k− 1)I but instead satisfies the
commutator identity
[∆− s(s+ k − 1)I, ∂
∂s
] = (1− k − 2s)I.
of Heisenberg type.
Theorem 4.2. (Polyharmonic Fourier Coefficients) Let k ∈ 2Z and suppose that fn(z) = hn(y)e2πinx
is a shifted-polyharmonic function for ∆k on H with eigenvalue λ ∈ C, i.e. it satisfies
(∆k − λ)mfn(z) = 0 for all z = x+ iy ∈ H.
Write λ = s0(s0 + k − 1) for some s0 ∈ C (there are generally two choices for s0.) Suppose also
that fn(z) has at most polynomial growth in y at the cusp. Then the complete set of such functions
hn(y), are given in the following list.
(1) Suppose n 6= 0, and let ǫ = sgn(n) ∈ {±1}. Then
hn(y) = y
− k
2
(m−1∑
j=0
aj
∂j
∂sj
(W 1
2
ǫk,s+ k−1
2
)
∣∣
s=s0
(4π|n|y)
)
for some constants aj ∈ C, with Wκ,µ(z) denoting the W -Whittaker function.
(2a) Suppose n = 0 with s0 6= 1−k2 (equivalently, with λ 6= −(1−k2 )2). Then
hn(y) =
m−1∑
j=0
a+j
∂j
∂sj
(ys)
∣∣
s=s0
+
m−1∑
j=0
a−j
∂j
∂sj
(y1−k−s)
∣∣
s=s0
=
m−1∑
j=0
a+j (log y)
jys0+
m−1∑
j=0
a−j (− log y)jy1−k−s0
for some constants a+j , a−j ∈ C.
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(2b) Suppose n = 0 with s0 = 1−k2 (equivalently, with λ = −(1−k2 )2). Then
hn(y) =
2m−1∑
j=0
aj
∂j
∂sj
(ys)
∣∣
s=s0
=
2m−1∑
j=0
aj(log y)
jy
k−1
2 .
for some constants aj ∈ C.
Remark. (1) For each λ ∈ C there are two choices of s except λ = −(1−k
2
)2, where there is
a unique choice. These choices of s correspond to the variable switch (κ, µ) to (κ,−µ)
which corresponds to s 7→ 1 − (k + s). Either one of the choices leads to a basis of the
same vector space of functions.
(2) If no growth conditions are imposed on fn(z) at the cusp then, when n 6= 0, additional
terms are allowed in the Fourier expansion, which involve a suitable linearly independent
Whittaker function, call it M˜ ǫk
2
,s+ k−1
2
(y), and its derivatives with respect to s, see [25] for
further discussion. The Whittaker W -functions Wκ,µ(y) have modulus going to 0 expo-
nentially fast as y → ∞, while the indpendent functions M˜κ,µ(y) have modulus growing
exponentially fast in y as the real variable y →∞.
4.3. Polyharmonic Fourier series expansions. Theorem 4.2 implies a Fourier expansion formula
valid for all m-harmonic Maass forms with shifted eigenvalue λ. We introduce a new notation for
these functions. For n 6= 0 set ǫ = n
|n|
∈ {±1}, and for each m ≥ 0 set
u
[m],−
ǫ,k,|n|(y; s0) := y
− k
2
∂m
∂sm
(Wκ,s+ k−1
2
)(4π|n|y)|s=s0. (4.1)
(Here the − superscript refers to this function having rapid decay at the cusp; there is an indepen-
dent solution u[m],+ǫ,k,|n|(y; s0) having rapid growth at the cusp, cf. [25].) For n = 0 with s0 6= 1−k2 , for
each m ≥ 0 set
u
[m],+
k,0 (y; s0) :=
∂m
∂sm
ys
∣∣
s=s0
= (log y)m ys0
u
[m],−
k,0 (y; s0) :=
∂m
∂sm
y1−k−s
∣∣
s=s0
= (−1)m(log y)my1−k−s0.
For n = 0 with s0 = 1−k2 set
u
[m],+
k,0 (z;
1− k
2
) = (log y)2m−2y
1−k
2 , and u[m],−k,0 (z;
1− k
2
) = (log y)2m−1y
1−k
2 .
Then we have the following result.
Theorem 4.3. (Fourier expansion in V mk (λ)) Let f(z) ∈ V mk (λ) for some k ∈ 2Z. Let m ≥ 1, and
fix an s ∈ C with λ = s(s+ k − 1). Then the Fourier expansion of f(z) exists and has the form
f(z) =
m−1∑
j=0
(
c+0,ju
[j],+
k,0 (y) + c
−
0,ju
[j],−
k,0 (y)
)
+
∑
ǫ∈{±1}
( ∞∑
n=1
m−1∑
j=0
c−ǫ,j,nu
[j],−
ǫ,k,n(y)e
2πi(ǫn)x
)
,
in which c±ǫ,j and c−ǫ,j,n are constants. This Fourier expansion converges absolutely and uniformly
to f(z) on compact subsets of H.
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Proof. A weight k modular form on PSL(2,Z) has f(z) = f(z + 1), using γ = ( 1 10 1 ), whence it
has a Fourier expansion of the form f(z) ∼∑n∈Z hn(y)e2πinx with coefficient functions
hn(y) =
∫ 1
0
f(z)e−2πinxdx.
Because f(z) has moderate growth of order O(yK) as y → ∞, for some fixed finite K, we
conclude that each hn(y) separately has moderate growth of the same order. Additionally, the
shifted polyharmonic condition (∆k − λ)mf(z) = 0 implies that each of its Fourier coefficients
separately satisfy
(∆k − λ)m
(
hn(y)e
2πinx
)
= 0.
This fact holds by separation of variables, since the application of (∆k − λ) to any function
f1(y)e
2πinx yields another function f2(y)e2πinx, whence (∆k − λ)m (hn(y)e2πinx) = h˜n(y)e2πinx,
whence
0 = (∆k − λ)m(f(x+ iy)) =
∑
n∈Z
(∆k − λ)m
(
hn(y)e
2πinx
)
=
∑
n∈Z
h˜n(y)e
2πinx.
The uniqueness of Fourier series expansions of a real-analytic function then implies that all h˜n(y) =
0. Finally Theorem 4.2 applies to each fn(z) separately to give an expansion of the given form.
Finally the absolute and uniform convergence on compact subsets follows from the known real-
analyticity of such f(z). 
4.4. 1-harmonic Fourier expansions. We give a second version of the Fourier expansion for the
special case m = 1 and eigenvalue λ = 0, involving incomplete Gamma functions. It is a special
case of a Fourier expansion for 1-harmonic Maass forms that appears in the literature. We relate it
to the Fourier expansion version given above in Theorem 4.3 in terms of Whittaker functions.
Lemma 4.4. For any k ∈ 2Z, if f(z) ∈ V 1k (0), then it has a Fourier expansion of form
f(z) =
∞∑
n=1
b−nΓ(1− k, 4π|n|y)e−2πinz +
(
b0y
1−k + a0
)
+
∞∑
n=1
ane
2πinz (4.2)
in which Γ(κ, y) =
∫∞
y
tκ−1e−tdt denotes the incomplete Gamma function.
Proof. Since f(z) has moderate growth the Fourier expansion of Theorem 4.3 applies, taking m =
1. Thus we have
f(z) = y−
k
2
( ∞∑
n=1
b˜−nW− k
2
, 1−k
2
(4π|n|y)e−2πinx + (b˜0y1−k + a˜0)+ ∞∑
n=1
a˜nW k
2
, 1−k
2
(4π|n|y)e2πinx
)
.
for certain complex constants a˜n, b˜−n for all n ≥ 0.
We assert that for n ≤ −1,
(4π|n|y)− k2W− k
2
, 1−k
2
(4π|n|y) = Γ(1− k, 4π|n|y)e−2πny = Γ(1− k, 4π|n|y)e2π|n|y. (4.3)
To prove the assertion we use the identity [29, (13.18.5)]
z
1
2
−µe
z
2Γ(2µ, z) = Wµ− 1
2
,µ(z),
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in which we take µ = 1−k
2
and z = 4π|n|y to obtain
W− k
2
, 1−k
2
(4π|n|y) = (4π|n|y) k2 e2π|n|yΓ(1− k, 4π|n|y),
from which (4.3) follows.
We next assert that for n ≥ 1 we have
(4πny)−
k
2W k
2
, 1−k
2
(4πny) = e−2πny. (4.4)
To show this we use the identity [29, (13.4.31)]
Wκ,µ(z) = Wκ,−µ(z).
and the identity [29, (13.18.17)] valid for integer n ≥ 0 and integer α that
Wα+1
2
+n,α
2
(z) = (−1)nn!e− z2 z α+12 L(α)n (z),
with L(α)n (z) being a (modified) Laguerre polynomial of degree n. We choose n = 0 to obtain
Wα+1
2
,−α
2
(z) = Wα+1
2
,α
2
(z) = e−
z
2 z
α+1
2 ,
since L(α)0 (z) = 1. We take α = k − 1 and z = 4πny to obtain (4.4).
Combining the two assertions, the coefficients of the new Fourier expansion (4.2) are related to
the old by a0 = a˜0, b0 = b˜0, and for all n ≥ 1,
an = (4πn)
k
2 a˜n and b−n = (4π|n|) k2 b˜−n. (4.5)

Remark. A more general form of this formula for weak Maass forms appears in Bruinier and
Funke [11], see Section 6.1. (Compare also the discussion in the introduction of [17].) Bruinier
and Funke note in their equations (3.2a) and (3.2b) and the sentence before those equations that
any f(z) ∈M !k has a Fourier expansion of the form
f(z) = b0y
1−k +
∑
n≫0
ane
2πinz +
∑
n≪0
bnΓ(1− k, 4π |n| y)e2πinz. (4.6)
The condition of at most polynomial growth made above imposes the strengthened restrictions on
the ranges of summation in the two parts.
5. THE ξ-OPERATOR
5.1. Properties of the differential operators ξk. Bruinier and Funke [11, Proposition 3.2] intro-
duce the operator
ξk(f)(z) = 2iy
k ∂
∂z¯
f(z),
which is related to the Maass raising and lowering operators.
We state basic lemmas concerning the differential operators ξk, mentioned in the introduction to
[17].
Lemma 5.1. Let f : H → C be a C∞-function of two real variables (x, y), and set z = x + iy.
Then for any γ = ( a bc d ) ∈ SL2(R) and for any integer k,
ξk
(
(cz + d)−kf(γ · z)) = (cz + d)k−2(ξkf)(γ · z).
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Proof. This is a calculation, see for example [25]. 
Lemma 5.1 implies that if f(z) is a weight k (holomorphic or non-holomorphic) modular form
for a discrete subgroup Γ of SL(2,Z), with no growth conditions imposed on any cusp, then ξkf
is a weight 2− k modular form for Γ, again imposing no growth conditions at any cusp.
Lemma 5.2. The operator ∆k = y2
(
∂2
∂x2
+ ∂
2
∂y2
)
− iky
(
∂
∂x
+ i ∂
∂y
)
factorizes as
∆k = ξ2−kξk.
Thus ∆2−k = ξkξ2−k.
Proof. This is an easy calculation. 
5.2. Action of ξk on Fourier coefficient functions. One can directly compute ξk-operator action
on the Fourier coefficient functions in Theorem 4.1. The operator ξk maps weight k forms to weight
2 − k forms, takes Fourier coefficient n to Fourier coefficient −n, and converts the holomorphic
parameter s to the anti-holomorphic parameter −s¯.
Lemma 5.3. (1) Let n ≤ −1. Then
ξk
(
y−
k
2W− k
2
,s+ k−1
2
(4π|n|y)e2πinx) = −y−( 2−k2 )W 2−k
2
,−s¯+ 1−k
2
(4π|n|y)e−2πinx.
(2) Let n ≥ 1. Then
ξk
(
y−
k
2W k
2
,s+ k−1
2
(4πny)e2πinx
)
= s(1− k − s)y−( 2−k2 )W−( 2−k
2
),−s¯+ 1−k
2
(4π|n|y)e−2πinx.
(3) There holds
ξk(y
s) = sy−1+k+s and ξk(y1−(s+k)) = (1− k − s)y−s.
Proof. These results follow by a calculation, given in detail in [25]. 
5.3. ξk preserves moderate growth.
Lemma 5.4. The action of the ξ operator on shifted polyharmonic vector spaces preserves the
moderate growth property for all λ. That is,
ξk(V
m
k (0)) ⊆ V m2−k(0).
Proof. Now f(z) ∈ V mk (0) has (∆k)mf(z) = 0. Applying Lemma 5.2 we have
0 = ξk(∆2−k)
mf(z) = ξk(ξ2−kξk)
mf(z) = (ξkξ2−k)
m(ξkf(z)) = (∆2−k)
m(ξkf(z)).
It remains to show that ξkf(z) has moderate growth. We expand the polyharmonic function f(z) in
Fourier series, using Theorem 4.3, noting that the Fourier series coefficients for n 6= 0 only involves
s-derivatives of W -Whittaker functions. We apply ξk term by term to the resulting Fourier series.
By Lemma 5.3, we have for n ≤ −1 that
ξk
(
y−
k
2W− k
2
,s+ k−1
2
(4π|n|y)e2πinx) = −y−( 2−k2 )W 2−k
2
,−s¯+ 1−k
2
(4π|n|y)e−2πinx.
while for n ≥ 1,
ξk
(
y−
k
2W k
2
,s+ k−1
2
(4πny)e2πinx
)
= s(1− k − s)y−( 2−k2 )W−( 2−k
2
),−s¯+ 1−k
2
(4π|n|y)e−2πinx.
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Differentiating repeatedly with respect to s, and noting that
∂
∂s
ξk = ξk
∂
∂s
and ∂
∂s
ξk = ξk
∂
∂s
,
we obtain, for n ≤ −1,
ξk
( ∂j
∂sj
(
y−
k
2W− k
2
,s+ k−1
2
(4π|n|y)e2πinx)) = −y−( 2−k2 ) ∂j
∂s¯j
W 2−k
2
,−s¯+ 1−k
2
(4π|n|y)e−2πinx.
For the case n ≥ 1 the repeated s-derivatives give many more terms, but they all involve poly-
nomials in s¯ times ∂k
∂s¯k
W 2−k
2
,−s¯+ 1−k
2
(4π|n|y) with 0 ≤ k ≤ j. All the resulting s-derivatives of
the Whittaker W-functions have rapid decay at the cusp (uniformly for a fixed value s = s0, in
our case s = 0). This may be shown by differentiating an integral representation of the Whit-
taker W -function with respect to the s-parameter, see [25] for details. The resulting Fourier series
expansion has moderate growth at the cusp, certifying that ξkf(z) ∈ V m2−k(0). 
Remark. (1) This argument is the special case λ = 0 of a result proved in [25].
(2) There exist weight k real-analytic modular forms f(z) not having moderate growth at the
cusp with the property that ξkf(z) has moderate growth at the cusp. The simplest examples are
members of M !k\Mk which have linear exponential growth at the cusp but are annihilated by ξk
since they are holomorphic functions.
6. POLYHARMONIC NON-LIFTABILITY OF HOLOMORPHIC CUSP FORMS
6.1. Weak Maass Forms. We consider the liftability problem in the context of larger spaces of
weak Maass forms, in which lifts do exist. Such spaces were originally introduced in a more
general context in Bruinier and Funke [11], see also Bruggeman [9].
Definition 6.1. For k ∈ 2Z the space Hk(0) of weight k Harmonic weak Maass forms are those
f : H→ C, such that
(1) For all γ ∈ SL(2,Z), f(γz) = (cz + d)kf(z).
(2) ∆kf(z) = 0
(3) ( Linear exponential growth at the cusp) There is a positive constant A = A(f) <∞ such
that |f(z)| ≤ eAy for all y ≥ y0.
The vector space Hk = Hk(0) is infinite dimensional. By definition the holomorphic func-
tions in the space Hk comprise the space M !k of weakly holomorphic weight k modular forms, cf.
Definition 3.4.
Proposition 6.2. (Bruinier and Funke [11, Prop. 3.2]) For λ = 0 and all k ∈ 2Z the map f(z) 7→
ξkf(z) defines a conjugate-linear mapping
ξk : Hk → M !2−k.
Its kernel is M !k.
This mapping was shown to be surjective by Bruggeman [9, Theorem 1.1]. The members of Hk
have a Fourier expansion of shape
f(z) =
∑
n≪∞
c−f (n)Γ(1− k, 4π|n|y)qn +
∑
n≫−∞
c+f (n)q
n,
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with q = e2πiz and z = x + iy. Here n ≫ −∞ means that n is bounded below, n ≪ ∞ means n
is bounded above. We call
f+(z) :=
∑
n≫−∞
c+f (n)q
n
the holomorphic part of f(z), and
f−(z) =
∑
n≪∞
c−f (n)Γ(k − 1, 4π|n|y)qn
the non-holomorphic part of f(z). We also call the finite sum
P (f)(z) :=
∑
n≤0
c+f (n)q
n
the principal part of f(z) (or of f+(z).)
The inclusion V 1k (0) ⊂ Hk immediately follows by considering the Fourier series of members
of V 1k (0) given in Lemma 4.4.
Definition 6.3. For k ∈ 2Z the space H+k of weight k harmonic weak Maass forms4 of eigenvalue
λ = 0 are those f ∈ H+k , whose Fourier expansion has non-holomorphic part of form
f−(z) =
∑
n<0
c−f (n)Γ(k − 1, 4π|n|y)qn,
That is, f−z has rapid decay as y →∞.
The subspaceH+k has an alternate characterization as the set of all f(z) ∈ Hk such that ξkf(z) ∈
Sk is a holomorphic cusp form.
Proposition 6.4. (Bruinier and Funke [11, Theorem 1.1]) For k ∈ 2Z the space H+k contains M !k
and there is an exact sequence (regarded as R-vector spaces)
0→M !k → H+k → S2−k → 0,
in which the third map is ξk (which is conjugate-linear). Moreover, there is a well-defined bilinear
form {·, ·} defined for f(z) ∈ H+k , g(z) ∈ S2−k by
{g, f} := (g, ξk(f))2−k,
in which (·, ·)2−k denotes the Petersson inner product on modular forms of weight 2 − k (at least
one a cusp form). This bilinear form gives a non-degenerate pairing of S2−k with H+k /M !k.
The sequence above is an exact sequence of R-vector spaces but not an exact sequence of C-
vector spaces because the map ξk is conjugate-linear, compare [11, Corollary 3.8].
4The terminology is used in Bruinier, Ono and Rhoades [12], who call this space Hk, omitting the +, see [12,
Remark 6].
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6.2. Regularized Petersson Inner Product. We recall that for weight k holomorphic modular
forms the Petersson inner product is defined on Mk × Sk by
(f, g)k :=
∫
F
f(z)g(z)yk
dxdy
y2
,
in which F = {z : |z| ≥ 1, 0 ≤ x ≤ 1} is the standard fundamental domain for SL(2,Z).
A (regularized) inner product generalizing the Petersson inner product was introduced in Borcherds
[4]. Let FT denote the standard fundamental domain for SL(2,Z) cut off at height T ,
FT = {z : , |z| ≥ 1with 0 ≤ x ≤ 1, y ≤ T}.
Let g ∈ Mk and let h ∈ M !k be a weight k weakly holomorphic modular form of weight k on
SL2(Z). Then for modular forms of weight k, set
(g, h)reg := lim
T→∞
∫
FT
g(z)h(z)yk
dxdy
y2
.
Remark. If h is a cusp form, then (g, h)reg is the usual Petersson inner product.
Lemma 6.5. Let f(z) ∈ H+2−k have ξ2−kf(z) = g(z), where g ∈ Sk is a nonzero weight k
holomorphic cusp form. Then
f(z) =
∑
n≫−∞
c+f (n)q
n +
∑
n<0
c−f (n)Γ(k − 1, 4π |n| y)qn,
with q = e2πiz, and
g(z) = ξ2−kf(z) = −
∞∑
n=1
c−f (−n)(4πn)k−1qn. (6.1)
Moreover, if h(z) ∈Mk with h(z) =
∑∞
n=0 ch(n)
+qn then the Petersson inner product
(h, ξ2−kf)k =
∞∑
n=0
c+h (n)c
+
f (−n). (6.2)
In particular, for h = g, then
(g, g)k = (g, ξ2−kf)k = −
∞∑
n=1
(4πn)k−1c−f (−n) c+f (−n). (6.3)
Proof. The Fourier series (6.1) follows from ξk applied term by term to the Fourier series of f(z),
using Lemma 4.4 and Lemma 5.3 (1). (See also the introduction to [12].) The conversion (4.5) is
applied twice, as
b−n(4π|n|) k2−1 = b˜−n −→ξ2−k −b˜−n = a˜n = an(4πn)−
k
2 ,
yielding an = −b−n(4πn)k−1 The Petersson inner product formula (6.2) is a special case of
Bruinier-Funke [11, Prop. 3.4]. 
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6.3. Non-Liftability of Holomorphic Cusp Forms. We show that there are no preimages under
ξ2−k of holomorphic cusp forms for PSL(2,Z) that have polynomial growth at the cusp.
Proposition 6.6. Let g ∈ Sk be a weight k holomorphic cusp form for SL2(Z).
(1) Let M be a non-holomorphic weight k modular form for SL2(Z) satisfying
∆kM(z) = g(z).
Then M cannot have polynomial growth in y as y →∞.
(2) There is no weight 2− k modular form f(z) ∈ V 12−k(0) such that
ξ2−kf(z) = g(z).
Proof. (1) Assume for a contradiction that such an M(z) exists, in which case M(z) ∈ V 2k (0).
Lemma 5.4 now shows that f(z) := ξkM(z) ∈ V 22−k(0). We now assert f(z) ∈ V 12−k(0). This
holds since f(z) has moderate growth and
ξ2−kf(z) = ξ2−k(ξkM)(z) = ∆k(M)(z) = g(z),
which yields
∆2−k(f)(z) = ξk(ξ2−kf)(z) = ξkg(z) = 0.
because g(z) is a holomorphic form. Thus (1) will follow if we prove (2).
(2) We have f(z) ∈ V 12−k(0) and we f(z) ∈ H2−k since V 12−k(0) ⊂ H2−k. Since ξ2−kf ∈ Sk we
have f(z) ∈ H+2−k. According to Proposition 6.4 there is a unique class of lifts [f ] ∈ H+2−k/M !2−k
whose image is g(z). We need to prove that no member f(z) of this class has moderate growth at
the cusp. Since our given f(z) ∈ V 12−k(0), by Lemma 4.4 it has a Fourier expansion of the form
f(z) =
∞∑
n=1
b−nΓ(k − 1, 4π |n| y)e−2πinz + (b0y1−k + a0) +
∞∑
n=1
ane
2πinz.
By Lemma 6.5 we have
g(z) = ξ2−kf(z) = (k − 1)b0 −
∞∑
n=1
b−n(4πn)
k−1e2πinz.
We see in addition that b0 = 0, since g(z) is a cusp form. We next compute the Petersson inner
product (g, g)k using Lemma 6.5 to be
(g, g)k = (g, ξ2−kf)k = −
∑
n≥1
b−n(4πn)
k−1a−n = 0.
Here we used c+f (−n) = a−n = 0 for all n ≥ 1, because the Fourier terms c+f (−n)q−n are not
of moderate growth. This is a contradiction because the Petersson inner product (g, g)k > 0 since
g(z) 6= 0. We conclude such an f(z) cannot exist, which proves (2). 
Remark. (1) One may explicitly construct harmonic weak Maass forms that do map to holomorphic
cusp forms under ξ2−k using Maass-Poincaré series, see Bringmann and Ono [7], Bruinier et al.
[12], and the discussion in Kent [20, Sec 1.3.2].
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(2) It is interesting to check how the non-holomorphic Eisenstein series f(z) = Ê2−k(z, 0)
evades the contradiction in the proof above. To allow Eisenstein series we must use a regular-
ized inner product. A nonzero value is then permitted in the inner product calculation due to the
presence of the n = 0 term in the inner product (g, g)reg.
7. ACTION OF ξk ON NON-HOLOMORPHIC EISENSTEIN SERIES
For later use we compute the action of the ξk-operator on the non-holomorphic Eisenstein series.
Proposition 7.1. Let k ∈ 2Z. Then
ξkÊk(z, s) =
{
Ê2−k(z,−s) if k ≤ 0,
s(s+ k − 1)Ê2−k(z,−s) if k ≥ 2.
In addition
ξk
̂̂
Ek(z, s) =

̂̂
E2−k(z,−s) if k ≤ 0,
s(s+ k − 1) ̂̂E2−k(z,−s) if k ≥ 2.
We obtain this result by first studying the action of ξk on the uncompleted Eistenstein series
Ek(z, s).
Lemma 7.2. For k ∈ 2Z there holds
ξkEk(z, s) = sE2−k(z, s+ k − 1).
Proof. Using Lemma 5.1 we have, taking ψs(z) = ys, we have ψs(γz) = ys|cz+d|2s . Then, for
Re(s) > 2, and with Γ∞ = {[ 1 n0 1 ] : n ∈ Z}, we have
ξkEk(z, s) =
1
2
∑
γ=[ ∗ ∗c d ]∈Γ∞\SL(2,Z)
ξk
(
(cz + d)−kψs(γz)
)
=
1
2
∑
γ∈Γ∞\SL(2,Z)
(cz + d)k−2 (ξkψs) (γz)
=
1
2
∑
γ∈Γ∞\SL(2,Z)
(cz + d)k−2sψs−1+k(γz)
=sE2−k(z, s− 1 + k)
using the identity 2iyk ∂
∂z
ys = sys−1+k. The identity holds on compact subsets of Re(s) > 2 and
of z ∈ H because the sums on both sides converge absolutely and uniformly on these domains. It
now follows for all s ∈ C and all z ∈ H by analytic continuation, away from poles. 
One can easily deduce from Lemma 7.2 a direct proof of Theorem 3.6(3). Namely since ∆k =
ξ2−k ◦ ξk we obtain
∆kEk(z, s) = ξ2−ksE2−k(z, s− 1 + k) = s(s+ k − 1)Ek(z, s).
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Proof of Proposition 7.1. Lemma 7.2 gives
ξkÊk(z, s) = s
Γ
(
s + k
2
+ |k|
2
)
)
Γ
(
s+ k
2
+ |2−k|
2
)Ê2−k(z, s− 1 + k) = s Γ
(
s+ k
2
+ |k|
2
)
)
Γ
(
s+ k
2
+ |2−k|
2
)Ê2−k(z,−s),
where the functional equation of Êk(z, s) was used to get the rightmost equality. For k ≥ 2, the
Γ-quotient is Γ(s+k)
Γ(s+k−1)
= (s + k − 1). For k ≤ 0, the Γ-quotient is Γ(s)
Γ(s+1)
= 1
s
. The result for
Êk(z, s) follows.
The result for ̂̂E(z, s) = (s+ k
2
)(s+ k
2
− 1)Êk(z, s) follows on noting that
(s+
k
2
)(s+
k
2
− 1) = (−s+ 2− k
2
)(−s+ 2− k
2
− 1).

8. TAYLOR SERIES OF NON-HOLOMORPHIC EISENSTEIN SERIES
We show that the Taylor series coefficients of the doubly completed Eisenstein series ̂̂Ek(z, s)
in the s-variable at s = 0 define polyharmonic Maass forms of eigenvalue λ = s(s + k − 1). We
consider the doubly-completed Eisenstein series ̂̂Ek(z, s) rather than the singly completed Êk(z, s)
because it is an entire function of s for all k. The case λ = 0 has special features compared to the
general λ case, which we treat in [25];
We will use rescaled Taylor coefficients of Ek(z, 0), matching the notation used in Section 2,
namely ̂̂
Ek(z, s) =
{∑∞
n=0 Fn,k(z)s
n for weights k ≤ 0,∑∞
n=0Gn,k(z)s
n for weights k ≥ 2. (8.1)
In consequence the derivatives with respect to s exhibit
∂n
∂sn
̂̂
Ek(z, s)|s=0 =
{
n!Fn,k(z) for weights k ≤ 0,
n!Gn,k(z) for weights k ≥ 2.
(8.2)
8.1. Initial Taylor coefficients at s = 0 of doubly completed weight 0 and 2 Eisenstein series.
In what follows we use the abbreviated notation Fn(z) = Fn,0(z) and Gn(z) = Gn,2(z).
Lemma 8.1. The Taylor series of the doubly completed Eisenstein series ̂̂E0(z, s) =∑∞n=0 Fn(z)sn
at s0 = 0 has
F0(z) =
̂̂
E0(z, 0) =
1
2
.
In addition
F1(z) =
∂
∂s
̂̂
E0(z, s)
∣∣
s=0
= −1
2
γ + log(4π) + log
(√
y |∆(z)| 112
)
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Proof. The first assertion is derived from the Fourier expansion in Proposition 3.5, using ̂̂E0(z, s) =
s(s − 1)Ê0(z, s), after observing that for k = 0 all the Fourier terms with n 6= 0 vanish, and the
constant term becomes
s(s− 1)C0(y, s)|s=0 = s(s− 1)ζ̂(2s)ys)
∣∣
s=0
+ s(s− 1)ζ(2− 2s)y1−s∣∣
s=0
=
1
2
,
coming from the simple pole of ζ̂(2s) at s = 0 having residue −1
2
.
The second assertion is deduced from Kronecker’s first limit formula [34, Chap. 1, Theorem 1]
which states5
2E0(z, s) =
π
s− 1 + 2π(γ − log 2)− log(
√
y |η(z)|2) +O((s− 1)),
where γ is Euler’s constant, and the Dedekind eta function satisfies |η(z)| = |∆(z)|1/24. Using the
functional equation for Ê0(z, s) = Ê0(z, 1 − s) we obtain
E0(z, s) = γ(s)E0(z, 1− s)
with
γ(s) :=
π−(1−s)Γ(1− s)
π−sΓ(s)
= sπ2s−1
Γ(1− s)
Γ(1 + s)
.
Computing Laurent expansions at s = 0 of γ(s) and E0(z, 1 − s) yields analogous Kronecker’s
limit formula to be derived at s = 0. We obtain
E0(z, s) = −1
2
+ (− log(2π)− log√y|∆(z)| 112 |)s+O(s2).
It was given in Stark [37], see also Katayama [19, (3.2.8)]. Another Laurent series calculation
using ̂̂E0(z, s) = s(s− 1)Ê0(z, s) yieldŝ̂
E0(z, s) =
1
2
− (1
2
γ + log(4π) + log(
√
y|∆(z)| 112 ))s+O(s2).

Lemma 8.2. The Taylor series of the doubly completed Eisenstein series ̂̂E2(z, s) =∑∞n=0Gn(z)sn
at s0 = 0 has
G0(z) ≡ 0
and
G1(z) =
∂
∂s
|s=0 ̂̂E2(z, 0) = −π
6
− 1
2y
+ 4π
( ∞∑
n=1
σ1(n)e
2πinz
)
where z = x + iy ∈ H. This function is holomorphic in z after excluding the non-holomorphic
term 1
2y
appearing in the constant term of its Fourier expansion.
Proof. We start from the Fourier series expansion of Ê2(z, s) given in Proposition 3.5. It gives
Ê2(z, 0) = (ζˆ(2) +
1
2y
)− 4π( ∞∑
n=1
σ1(n)e
2πinz
)
,
5Siegel’s definition of the Eisenstein series has an extra factor of 2 compared to (1.3).
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where we use W1, 1
2
(y) = y e−
1
2
y ([29, (13.18.2)]) to get 1
4πny
W1, 1
2
(4πny)e2πinx = e2πinz, and we
also use lims→0(−s)ζˆ(−2s)ys = 12 . It is analytic at s = 0 so that
̂̂
E2(z, s) = s(s + 1)Ê(z, s) has
G0(z) =
̂̂
E2(z, 0) ≡ 0. Furthermore we have G1(z) = ∂∂s
̂̂
E2(z, s)
∣∣
s=0
= −Ê2(z, 0), which with
ζˆ(2) = π
6
gives the result. 
8.2. Recursions for ∆k and ξk action on Taylor coefficients of Eisenstein series. We establish
recursion relations under ∆k and ξk relating the Taylor coefficients Fk(z) and Gk(z).
Proposition 8.3. With the Taylor coefficients of Ek(z, s) defined in (8.1) and setting F−n,k(z) =
(−1)nFn,k(z), we have
(1) For k ≥ 2 an even integer,
∆kGn,k(z) = (k − 1)Gn−1,k(z) +Gn−2,k(z), (8.3)
where we define G−1,k(z) = G−2,k(z) ≡ 0.
(2) For k ≤ 0 an even integer,
∆kF
−
n,k(z) = (1− k)F−n−1,k(z) + F−n−2,k(z), (8.4)
where we define F−−1,k(z) = F−−2,k(z) ≡ 0.
(3) For k ≥ 2 an even integer,
ξkGn,k(z) = (k − 1)F−n−1,2−k(z) + F−n−2,2−k(z). (8.5)
(4) For k ≤ 0 an even integer,
ξkF
−
n,k(z) = Gn,2−k(z). (8.6)
Proof. (1) Let k ≥ 2. Then
∆k(
̂̂
Ek(z, s)) = ∆k
( ∞∑
n=0
Gn,k(z) s
n
)
=
∞∑
n=0
∆kGn,k(z)s
n.
By Theorem 3.6 (3),
∆k(
̂̂
Ek(z, s)) = s(s+ k − 1) ̂̂Ek(z, s)
=
∞∑
n=0
Gn,ks
n+2 + (k − 1)
∞∑
n=0
Gn,ks
n+1
= (k − 1)G0,k(z)s+
∞∑
n=2
(
(k − 1)Gn−1,k(z) +Gn−2,k(z)
)
sn
Term by term comparison establishes ∆kGn,k(z) = (k − 1)Gn−1,k(z) + Gn−2,k(z) for all n ≥ 0,
using the convention that G−1,k(z) = G−2,k(z) ≡ 0.
(2) Let k ≥ 0. An argument similar to (1) yields∆kFn,k(z) = (k−1)Fn−1,k(z)+Fn−2,k(z) for all
n ≥ 0, using the convention that F−1,k(z) = F−2,k(z) ≡ 0. Substituting F−n,k(z) = (−1)nFn,k(z)
yields (8.4).
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(3) We argue similarly to (1) using Proposition 7.1. Suppose k ≥ 2. Then
ξk(
̂̂
Ek(z, s)) = ξk
( ∞∑
n=0
Gn,k(z) s
n
)
=
∞∑
n=0
ξkGn,k(z)(s
n).
By Proposition 7.1,
ξk(
̂̂
Ek(z, s)) = s(s+ k − 1) ̂̂E2−k(z,−s) = s(s+ k − 1)( ∞∑
n=0
F−n,2−k(z)(s)
n
)
= (k − 1)F0,2−k(z)s+
∞∑
n=2
(
(k − 1)F−n−1,2−k(z) + F−n−2,2−k(z)
)
(s)n.
Term by term comparison in sn yields, ξkGn,k(z) = (k − 1)F−n−1,2−k(z) + F−n−2,2−k(z). for all
n ≥ 0.
(4) Let k ≤ 0, so
ξk(
̂̂
Ek(z, s)) =
∞∑
n=0
ξkFn,k(z)(s
n) =
∞∑
n=0
F−n,k(z)(−sn).
By Proposition 7.1,
ξk(
̂̂
Ek(z, s)) =
̂̂
E2−k(z,−s) = s(s+ k − 1)
∞∑
n=0
Gn,2−k(z)(−s)n.
Term by term comparison in (−s)n yields ξkF−n,k(z) = Gn,k(z) for all n ≥ 0. 
8.3. Taylor coefficients of Eisenstein series at s = 0 are polyharmonic Maass forms. Now we
show that these Taylor coefficients are polyharmonic Maass forms.
Theorem 8.4. With the Taylor coefficients of Ek(z, s) defined in (8.1) we have:
(1) For all n ≥ 0 the functions Fn,k(z) (for weights k ≤ 0) and Gn,k(z) (for weights k ≥ 2)
are polyharmonic Maass forms of depth at most n + 1, i.e. they belong to V n+1k (0).
(2) For weights k ≤ 0 and n ≥ 0 the function Fn,k(z) ∈ V n+1k (0) \ V nk (0). For weights k ≥ 4
and n ≥ 0 the function Gn,k(z) ∈ V n+1k (0) \ V nk (0). For weight k = 2 and n ≥ 1 the
function Gn,2(z) ∈ V n2 (0) \ V n−1k (0).
Proof. (1) The (n + 1)-harmonicity of both Fn,k(z) (k ≤ 0) and Gn,k(z) ( k ≥ 2) follows by
induction on n using the recursions (1) and (2) of Proposition 8.3. These recursions establish
the base cases ∆kF0,k(z) = 0, ∆kG0,k(z) = 0 and ∆kF1,k(z) = (k − 1)F0,k(z), ∆kG1,k(z) =
(k − 1)G0,k(z). The induction step for n ≥ 2 uses the two-step recursions (8.3) and (8.4).
The functions Fn,k(z) ( resp. Gn,k(z)) transform as weight k modular forms as a property
inherited from ̂̂Ek(z, s). To show membership of these functions in V n+1k (0) it remains to show
these functions have moderate growth at the cusp. We indicate details for Fn,k(z), the argument
for Gn,k(z) being similar. We use the s-derivative relation
Fm,k(z) =
1
m!
∂m
∂sm
̂̂
E(z, s)
∣∣∣
s=0
.
28 JEFFREY C. LAGARIAS AND ROBERT C. RHOADES
We apply it term by term to the Fourier series for ̂̂E(z, s) and then set s = 0 to obtain the
Fourier series for Fm,k(z). Applying ∂∂s repeatedly to the Fourier coefficients of
̂̂
E(z, s) reveals
that these coefficients involve polynomials in s of degree at most 2m times terms of the form
y−
k
2
∂j
∂sj
W 1
2
ǫk,s+ k−1
2
(4π|n|y)e2πinx times for 0 ≤ j ≤ m − 1 given in Theorem 4.2. When we set
s = 0 it follows that the individual nonconstant Fourier coefficients (n 6= 0) each have rapid decay
at the cusp, while the constant term has at most polynomial growth in y as y → ∞, bounded by
yk+ǫ. Finally uniform decay estimates in n of the W -Whittaker function family and a bounded
number s-derivatives of them implies that the full Fourier series of Fm,k(z) has moderate growth
at the cusp, compare [25].
(2) For k 6= 2 prove the result on membership in V n+1k (0)r V nk (0) by induction on n ≥ 0. By
convention V 0k (0) = {0}, and the base case asserts F0,k(z) 6≡ 0 for weight k ≥ 0 and G0,k(z) 6≡ 0
for weight k ≥ 4. The non-vanishing of F0,k(z) for weights k ≥ −2 and of G0,k(z) for weight
k ≥ 4 are equivalent to non-vanishing of ̂̂Ek(z, 0), which follows from non-vanishing of the
constant term in the Fourier series expansion of Ê(z, 0) in Proposition 3.5, and the fact that (s +
k
2
)(1 − (s + k
2
)|s=0 6= 0. The non-vanishing for weight k = 0 is given by Lemma 8.1. For
the step n = 1 we have for k ≤ 0 that ∆kF1,k(z) = (k − 1)F0,k(z) ∈ V 1k (0) r V 0k (0), which
certifies F1,k(z) ∈ V 2k (0) r V 1k (0). Similarly for k ≥ 4 we have ∆kG1,k(z) = (k − 1)G0,k(z) ∈
V 1k (0) r V
0
k (0), which certifies G1,k(z) ∈ V 2k (0) r V 1k (0). The induction step with n ≥ 2 is
completed for k ≤ 0 using the recursion (8.4) using (k − 1)Fn−1,k(z) ∈ V nk (0) r V n−1k (0) and
Fn−2,k(z) ∈ V n−1k (0) yielding (k − 1)Fn−1,k(z) + Fn−2,k(z) ∈ V nk (0) r V n−1k (0), certifying
Fn,k(z) ∈ V n+1k (0)r V nk (0). The argument for k ≥ 4 is similar.
Weight k = 2 is exceptional, because we have G0,2(z) ≡ 0 by Lemma 8.2. In this case Lemma
8.2 gives G1,2(z) 6≡ 0, and we prove Gn,k(z) ∈ V nk (0)rV n−1k (0) for n ≥ 1 by a similar induction,
using G1,2(z) 6≡ 0 as the base case. 
8.4. Polyharmonic Eisenstein space. Theorem 8.4 motivates the following definition, which is
relevant to Theorem 2.2.
Definition 8.5. The polyharmonic Eisenstein space Emk (0) is the vector space of weight k polyhar-
monic Maass forms of harmonic depth at most m that are spanned by the Taylor series coefficients
of the doubly-completed Eisenstein series ̂̂Ek(z, s).
Corollary 8.6. For each k ∈ 2Z and each m ≥ 1 the polyharmonic Eisenstein space Emk (0) has
dimension m and is contained in V mk (0). For k ≤ 0 a basis is {Fj,k(z) : 0 ≤ j ≤ m − 1}. For
k = 2 a basis is {Gj,2(z) : 1 ≤ j ≤ m}. For k ≥ 4 a basis is {Gj,k(z); 0 ≤ j ≤ m− 1}.
Proof. Theorem 8.4 identifies the given Taylor coefficient functions as being in the space Emk (0)
and being linearly independent. At the same time it identifies each Taylor coefficient functions as
being linearly independent of the full set of lower numbered ones. 
9. MODIFIED TAYLOR COEFFICIENT BASIS
We obtain modified basis functions of the polyharmonic Eisenstein space Emk (0) that simplifies
the action of ∆k and ξk, via a triangular change of basis of the Taylor coefficients of ̂̂Ek(z, s).
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Theorem 9.1. (Modified polyharmonic Eisenstein space basis) Let k ∈ 2Z, with k ≥ 2. Let
{cn,k,ℓ : n ≥ 0; 1 ≤ ℓ ≤ n + 1} be a set of (complex) constants, and define for n ≥ 0 the set of
functions
G˜n,k(z) := Gn,k(z) +
n∑
ℓ=1
(−1)ℓcn,k,ℓGn−ℓ,k(z), (9.1)
F˜n,2−k(z) := (−1)n
(
Fn,k(z) +
n∑
ℓ=1
cn,k,ℓ Fn−ℓ,2−k(z)
)
, (9.2)
in which Gn,k(z) are the Taylor coefficients of ̂̂Ek(z, s) and Fn,k(z) are the Taylor coefficients of̂̂
E2−k(z, s). Then for all sets of constants that obey for all n ≥ 1 the connection equations:
cn,k,ℓ =
1
k − 1cn,k,ℓ−1 + cn−1,k,ℓ, for 0 ≤ ℓ ≤ n, (9.3)
in which we set cn,k,0 = 1 and cn,k,−1 = 0, and which involve the free constants cn,k,n+1 (for n ≥ 0)
these functions will will simultaneously satisfy:
(1) (“Ramp" relations)
ξk G˜n,k(z) = (k − 1) F˜n−1,2−k(z) for n ≥ 1, (9.4)
ξ2−kF˜n,2−k(z) = G˜n,k(z) for n ≥ 1. (9.5)
(2) (“Tower" relations).
∆k G˜n,2−k(z) = (k − 1)G˜n−1,k(z) for n ≥ 1, (9.6)
∆2−kF˜n,2−k(z) = (k − 1)F˜n−1,2−k(z) for n ≥ 1. (9.7)
Remark. The connection equations have infinitely many solutions, since may specify arbitrarily
the values of cn,k,n+1 for all n ≥ 0.
Proof. Suppose k ≥ 2. It suffices to verify the “ramp" relations (1) hold, since the “tower relations"
(2) then follow using ∆k = ξkξ2−k and ∆2− k = ξ2−kξk. Set cn,k,0 = 1 and cn,k,−1 = 0 for all
n ≥ 0. By Proposition 8.3 (3) we obtain
ξkG˜n,k(z) = ξk
( n∑
ℓ=0
(−1)ℓcn,k,ℓGn−ℓ,k(z)
)
=
n∑
ℓ=0
(−1)ℓcn,k,ℓ
(
(k − 1)(−1)n−ℓ−1Fn−ℓ−1,2−k(z) + (−1)n−ℓ−2Fn−ℓ−2,2−k(z)
)
= (−1)n−1
n∑
ℓ=0
cn,k,ℓ
(
(k − 1)Fn−ℓ−1,2−k(z)− Fn−ℓ−2,2−k(z)
)
= (−1)n−1(k − 1)( n−1∑
ℓ=0
Fn−1−ℓ,2−k(z)(cn,k,ℓ − 1
k − 1cn,k,ℓ−1
)
.
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The connection equations, after complex conjugation, state
cn,k,ℓ =
1
k − 1cn,k,ℓ−1 + cn−1,k,ℓ.
Substituting these in the last equation yields
ξkG˜n,k(z) = (−1)n−1(k − 1)
n−1∑
ℓ=0
Fn−1−ℓ,2−k(z)cn−1,k,ℓ = (k − 1)F˜n−1,2−k(z),
which verifies one “ramp" relation.
Using next Proposition 8.3 (4) we obtain
ξkF˜n,2−k(z) = ξ2−k
(
(−1)n
n∑
ℓ=0
cn,k,ℓFn−ℓ,2−k(z)
)
= (−1)n
n∑
ℓ=0
cn,k,ℓ ξ2−k(Fn−ℓ,2−k(z))
= (−1)n
n∑
ℓ=0
cn,k,ℓ(−1)n−ℓGn−ℓ,k(z) =
( n∑
ℓ=0
cn,k,ℓ(−1)ℓGn−ℓ,k(z) = G˜n,k(z),
which verifies the other “ramp" relation. 
Remark. There is freedom of choice in choosing the boundary values cn,k,n+1 for n ≥ 0. We call
the choice cn,j,n+1 = 0 for all n the zero boundary conditions. Table 1 presents value for the case
of weight k = 2. The main diagonal in this table are Catalan numbers cn,2,n = 1n+1
(
2n
n
)
, cf. Stanley
[35], [36]. One gets another elegant solution with the choice cn,k,n+1 =
(
2n+1
n+1
)
which corresponds
to cn,k,n =
(
2n
n
)
; we call these binomial boundary conditions. In the binomial case one obtains
cn,k,ℓ =
1
(k−1)ℓ
(
n+ℓ
n
)
, as we will check when proving Theorem 2.2. Table 2 below gives values for
weight k = 2.
n\ℓ 0 1 2 3 4 5 6 7 8
0 1 0
1 1 1 0
2 1 2 2 0
3 1 3 5 5 0
4 1 4 9 14 14 0
5 1 5 14 28 42 42 0
6 1 6 20 48 90 132 132 0
7 1 7 27 75 165 297 429 429 0
TABLE 1. Values of cn,2,ℓ, with 0 boundary conditions
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n\ℓ 0 1 2 3 4 5 6 7 8
0 1 1
1 1 2 3
2 1 3 6 10
3 1 4 10 20 35
4 1 5 15 35 70 126
5 1 6 21 56 126 252 462
6 1 7 28 84 210 462 924 1716
7 1 8 36 120 330 792 1716 3432 6435
TABLE 2. Values of cn,2,ℓ, with
(
2n+1
n+1
)
boundary conditions
10. PROOFS OF THEOREMS 1.1, 1.2, AND 1.3
In this section we prove the three main theorems of Section 1.
Proposition 10.1. For weight k = 0 the space V 1/20 (0) is one dimensional and consists of con-
stants. The spaces satisfy for all n ≥ 0 the equality
V
n+ 1
2
0 (0) = V
n+1
0 (0).
For integer n ≥ 1 the space V n0 (0) is at most n dimensional.
Proof. We consider the case k = 0. The space V 1/20 (0) = M0 is the space of weight 0 holomorphic
modular forms, which has dimension 1 and is spanned by the constant functions (Theorem 3.1).
We next check that the space V 10 (0) is also generated by the constant functions, so that V 10 (0) =
V
1/2
0 (0). First, we observe that every f(z) ∈ V 10 (0) has a Fourier expansion of the form
f(z) =
∞∑
n=1
b−ne
−2πinz + (b0y + a0) +
∞∑
n=1
ane
2πinz
for some sequences of complex numbers an and bn. This fact follows starting from the Fourier
series given in Lemma 4.4, observing that Γ(1, y) =
∫∞
y
e−tdt = e−y whence
Γ(1, 4π|n|y)e2πinz = Γ(1, 4π|n|y)e−2πnye2πinx = e2πnye2πinx = e2πinz for n ≤ −1.
Applying ξ0 to this form, by Lemma 5.4 we obtain ξ0f(z) ∈ V 12 (0), and computation of ξ0 on
the Fourier expansion above yields
ξ0f(z) = b0 +
( ∞∑
n=1
b−n(4πn)e
2πinz
)
.
This Fourier expansion certifies that ξ0(f(z)) is a weight 2 holomorphic modular form for SL(2,Z).
There are no nonzero holomorphic modular forms by a classical result (Theorem 3.1), whence
ξ0f(z) = 0 and ξ0 (V 10 (0)) = {0}. It follows that f(z) =
∑∞
n=0 ane
2πinz is a holomorphic modu-
lar form, so f(z) ∈ V 1/20 (0), and V 1/20 (0) = V 10 (0).
We next show for all n ≥ 1 the equality of vector spaces
V
n+ 1
2
0 (0) = V
n+1
0 (0).
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Clearly V n+1/20 (0) ⊂ V n+10 (0). Suppose for a contradiction that the inclusion is strict, so there
exists f(z) ∈ V n+10 (0) and f(z) 6∈ V n+1/20 (0). Then g(z) := ∆n(f)(z) ∈ V 10 (0) but g(z) 6∈
V
1/2
0 (0), which contradicts V
1/2
0 (0) = V
1
0 (0). The equality follows.
We now show dim(V n+10 (0)) ≤ dim(V n0 (0)) + 1 by induction on n ≥ 0. The base case n = 0
is established. We prove the induction step by contraction. Let dim(V n0 (0)) = m and suppose to
the contrary that dim(V n+10 (0)) ≥ m+ 2. Since the constants are in V 10 (0) we may choose m+ 2
linearly independent functions f0(z), ..., fm+1(z) in V n+10 (0) with f0(z) = 1 being constant. Now
{∆0(fi)(z) : 1 ≤ i ≤ m+1} all lie in V n0 (0) so must be linearly dependent, say
∑m
i=1 αi∆0(fi) =
0. Thus g(z) :=
∑m
i=1 αifi(z) satisfies ∆0(g(z)) =
∑n
i=1 αi∆0(fi) = 0 whence g(z) ∈ V 10 (0).
This forces g(z) = α0 to be constant, which gives a nontrivial linear relation
∑m+1
i=1 αifi(z) =
α0f0(z) contradicting our assumption of linear independence. The induction step is proved. 
Proposition 10.2. For weight k = 2 the space V
1
2
2 (0) is trivial and the space V 12 (0) is one dimen-
sional, spanned by Ê2(z, 0). The spaces satisfy for all n ≥ 0 the equality
V n2 (0) = V
n+ 1
2
2 (0).
For integer n ≥ 0 the space V n2 (0) is at most n dimensional.
Proof. It is a classical result that the space V 1/22 (0) = M2 of holomorphic weight 2 forms is trivial.
(Theorem 3.1). The space V 12 (0) has dimension at least 1 since ∆2(Ê2(z, 0)) = 0 by Theorem
3.6(3). Furthermore ξ2(Ê2(z, 0)) = 12 is a constant function6.
Now ξ2(V 12 (0)) ⊂ V 10 (0) by Lemma 5.4, and V 10 (0) consists of constant functions. If ξ2(V 12 (0))
were of dimension 2 or greater, then its image under ξ2 would have a linear dependence, which we
could use to produce a nonzero function f(z) ∈ V 12 (0) with g(z) = ξ2f(z) = 0. By Lemma 4.4
every f(z) ∈ V 12 (0) has a Fourier expansion of the form
f(z) =
∞∑
n=1
b−nΓ(−1, 4π|n|y)e−2πinz + (b0
y
+ a0) +
∞∑
n=1
ane
2πinz.
for some sequences of complex numbers an and bn. A calculation using Lemma 4.4 and Lemma
5.3 (1) shows that g(z) = ξ2f(z) has Fourier expansion
g(z) = ξ2f(z) = −
∞∑
n=1
b−n
4πn
e2πinz = 0.
We conclude that all bn = 0, which says that f(z) =
∑∞
n=0 ane
2πinz is a weight 2 holomorphic
modular form, so f(z) = 0. Thus dim(V 12 (0)) = 1 and it is generated by any nonzero scalar
multiple of Ê2(z, 0).
We next show for all n ≥ 1 the equality of vector spaces
V n2 (0) = V
n+ 1
2
2 (0).
6 The constant can be found using Proposition 7.1 as s → 0 in ξ2(Ê2(z, s)) = (s + 1)(sÊ0(z,−s)), using the
simple pole of Ê0(z, s) at s = 0 with residue − 12 .
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Clearly V n2 (0) ⊂ V n+1/22 (0). Suppose for a contradiction that the inclusion is strict, so there exists
f(z) ∈ V n+1/22 (0) and f(z) 6∈ V n2 (0). Then g(z) := ∆n(f)(z) ∈ V 1/22 (0) is nonzero, otherwise it
is in V n2 (0), which contradicts the fact that V
1/2
2 (0) is {0}. The equality follows.
Finally one may show by induction on n that dim(V n+12 (0)) ≤ dim(V n2 (0)) + 1 holds for all
n ≥ 0 exactly as in Proposition 10.1. 
Proof of Theorems 1.1 and 1.2. An upper bound dim(V nk (0)) ≤ n for k = 0 follows from Propo-
sition 10.1, which shows also V n0 (0) = V
n− 1
2
0 (0). An upper bound dim(V nk (0)) ≤ n for k = 2 fol-
lows from Proposition 10.2, which shows V n2 (0) = V
n+ 1
2
2 (0) It remains to show a matching lower
bound dim(V nk (0)) ≥ n for k = 0, 2 and to give a basis. The Eisenstein space Enk (0) ⊂ V nk (0)
for all k ∈ 2Z, so the required lower bound follows from the assertion dim(Enk (0)) = n, given
in Corollary 8.6, which shows V nk (0) = Enk (0). Corollary 8.6 now supplies the asserted bases for
V nk (0) for k = 0, 2. 
Proof of Theorem 1.3. We apply Theorem 9.1 with k = 2. We need only to prove that the particular
choice
cn,2,ℓ =
(
n+ ℓ
ℓ
)
satisfies the hypotheses of that result. We have cn,2,0 =
(
n
0
)
= 1 and cn,2,−1 =
(
n−1
−1
)
= 0. Since
k = 2 the connection equation (9.3) asserts cn,2,ℓ = cn,2,ℓ−1+ cn−1,2,ℓ which is exactly the binomial
coefficient recursion (
n + ℓ
ℓ
)
=
(
n− 1
ℓ− 1
)
+
(
n− 1
ℓ
)
.
The result follows. In this case the other boundary condition states cn,2,n+1 =
(
2n+1
n+1
)
. 
11. PROOF OF THEOREM 2.2 AND THEOREM 2.3
It remains to treat the arbitrary even integer weight case, excluding k = 0 or 2. The proof of
Theorem 2.2 is similar to that of Theorems 1.1, 1.2, and 1.3.
Proof of Theorem 2.2. In following proof we let the weight parameter k ≥ 4, and the case of
weights ≤ −2 are represented as 2− k.
We first establish assertion (2) for harmonic depth m = 1. Suppose we are given a weight k ≥ 4
form f(z) ∈ V 1k (0). It has a Fourier expansion of the form
f(z) =
∞∑
n=1
b−nΓ(1− k, 4π |n| y)e−2πinz + (b0y1−k + a0) +
∞∑
n=1
ane
2πinz,
see Lemma 4.4. Now ξkf(z) ∈ V 12−k(0) by Lemma 5.4, and a calculation as in Lemma 6.6 we
have
ξkf(z) = (1− k) b0 −
∞∑
n=1
b−n(4πn)
k−1e2πinz.
Thus ξkf(z) is a holomorphic modular form, and by Theorem 3.1 it is identically 0. It follows
that its Fourier series has bn = 0 for all n ≥ 0, and we conclude that f(z) is itself holomorphic.
Therefore V 1k (0) = V
1
2
k (0) = Mk. Now by Proposition 3.2 Mk = E1k(0) + Sk, where E1k(0)
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contains the weight holomorphic k Eisenstein series, which by (2.2) which is one dimensional.
Moreover, Sk is the space of weight k cusp forms. This establishes the assertion (2) for m = 1.
i.e. for V 1k (0) for k ≥ 4.
Next we establish the assertion (1) for V 12−k(0) for harmonic depth m = 1. Let f(z) ∈ V 12−k(0).
Then ξ2−kf(z) ∈ V 1k (0) = E1k(0) + Sk, whence we have
ξ2−kf(z) = cEEk(z, 0) + g(z)
where g(z) ∈ Sk is a cusp form. Proposition 7.1 shows that for weights 2−k ≤ 0 that the function
F0,2−k(z) =
̂̂
E2−k(z, 0) has
ξ2−kF0,2−k(z) = ξ2−k
̂̂
E2−k(z, 0) =
̂̂
Ek(z, 0) =
k
2
(
k
2
− 1)π− k2Γ(k)Ek(z, 0).
Now k
2
(k
2
− 1)π− k2Γ(k) 6= 0 since we assumed k ≥ 4. Thus there is a constant C such that
h(z) = f(z)− CF0,2−k(z) has
ξ2−k(h(z)) = ξ2−k(f(z)− CF0,2−k(z)) = g(z).
Now F0,2−k ∈ V 12−k(0) by Proposition 8.3 (5). so h(z) := f(z) − CF0,2−k(z) ∈ V 12−k(0). Since
h(z) is a preimage of a cusp form under ξ2−k Proposition 6.6 implies that g(z) = 0. Therefore, f(z)
is a multiple of F0,2−k(z), and we have established that V 12−k(0) is one-dimensional, spanned by
F0,2−k(z), We know that V 1/22−k(0) = Mk = {0}, because there are no holomorphic modular forms
of negative weight, hence V 1/22−k(0) 6= V 12−k(0). Finally if f(z) ∈ V 3/22−k(0), then ∆2−k(f)(z) ∈
V
1/2
2−k(0) = {0}, so f(z) ∈ V 12−k(0) and V 12−k(0) = V 3/22−k(0). This establishes assertion (1) for
m = 1 for weights 2− k ≤ −2.
We have proved assertions (1) and (2) for m = 1 and complete the proof by induction on m ≥ 1.
For assertion (1), the induction hypothesis says that V m2−k(0) is m-dimensional. Now Lemma 7.2
shows that V m+12−k (0) is at least m+ 1 dimensional, since Fm,k(z) ∈ V m+12−k (0) \ V m2−k(0). Suppose
that there is a form f(z) ∈ V m+12−k (0) linearly independent from the set {F0,2−k(z), . . . , Fm,2−k(z)}.
Then ∆2−kf(z),∆2−kF0,k(z), · · · ,∆2−kFm,k(z) ∈ V m2−k(0) are linearly dependent, so there exist
C, c0, c1, · · · , cm so that
∆2−k (Cf(z) + c0F0,k(z) + · · · cmFm,k) = 0.
It now follows that Cf(z) + c0F0,k(z) + · · · cmFm,k(z) = DF0,k(z) holds for some constant D,
contracting linear independence. Thus V m+12−k (0) has dimension m + 1. It is easy to deduce that
V m+12−k (0) = V
m+ 3
2
2−k (0) by applying (∆k)m+1 to a given f(z) ∈ V
m+ 3
2
2−k (0).
The proof of the induction step for assertion (2) is similar. We must also use the result of
Proposition 6.6 which shows there are no 1-harmonic lifts of cusp forms. 
Proof of Theorem 2.3. This result follows from Theorem 9.1. It remains only to show for k ≥ 4
that
cn,k,ℓ =
1
(k − 1)ℓ
(
n+ ℓ
ℓ
)
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satisfies the connection equations of that result. It is easy to check that cn,k,0 = 1 and cn,k,−1 = 0.
The connection equations (9.3) become the identity
1
(k − 1)ℓ
(
n + ℓ
ℓ
)
=
1
k − 1(
1
(k − 1)ℓ−1
(
n + ℓ− 1
ℓ− 1
)
) +
1
(k − 1)ℓ
(
n + ℓ− 1
ℓ
)
.

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