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Abstract:  
Brain network is remarkably cost-efficient while the fundamental physical mechanisms underlying 
its economical optimization in network structure and dynamics are not clear. Here we study intricate 
cost-efficient interplay between structure and dynamics in biologically plausible spatial modular 
neuronal network models. We find that critical avalanche states from excitation-inhibition balance, 
under modular network topology with less wiring cost, can also achieve less costs in firing, but with 
strongly enhanced response sensitivity to stimuli. We derived mean-field equations that govern the 
macroscopic network dynamics through a novel approximate theory. The mechanism of low firing 
cost and stronger response in the form of critical avalanche is explained as a proximity to a Hopf 
bifurcation of the modules when increasing their connection density. Our work reveals the generic 
mechanism underlying the cost-efficient modular organization and critical dynamics widely observed 
in neural systems, providing insights to brain-inspired efficient computational designs.   
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Introduction 
The interplay between structure and dynamics of complex networked systems is always a long-standing 
topic, covering applications in complex systems from diverse scientific fields. Nowadays, its research 
and applications in brain and neuroscience are experiencing a rapid growth [1,2]. 
Neurons in human brain form a huge complex dynamical network for efficient functional processing 
with remarkable cost-efficiency. The principles underlying its efficiency have been actively studied 
during the past years, either from structure or dynamics aspect.  
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Brain network is globally very sparse (~10 billion neurons with ~104 synaptic connections each so 
that the density is ~10-6). However, the overall low-density connectivity is organized in a hierarchical 
manner from local circuits, cortical sheets to whole brain connectome [3–5]. Thus, a prominent feature 
of brain organization is globally sparse with hierarchical relatively dense modular architectures [6–8], 
which is economical  in network wiring since most of the connections are short-range. There is ample 
evidence for brain networks to achieve local wiring cost minimization from brain structure [9–11] and 
a trade-off between global wiring cost and processing efficiency [12,13].  
Brain activities consume low energy power of only about 20W, remarkably energy-efficient when 
compared to digital computers [14]. Dynamically, the irregular and sparse firing of neurons [15] can be 
collectively organized as oscillations and critical avalanche states across different scales [16–19]. 
Critical states are functionally beneficial to provide a broad dynamical range to stimulations [20,21] 
and thus a sensitive standing-by state to respond to constantly changing environments for the brain [22].  
Functionally meaningful avalanche dynamics in critical states enable neurons to fire with low rate [23]. 
Since cortical metabolic energy usage is dominated by action potentials and synaptic transmission [24–
28], avalanche dynamics is also energy economical to maintain the sustained spontaneous (resting) state 
which consumes the majority of brain metabolic cost [29]. 
    Though it is recognized that metabolic cost is a unifying principle governing neuronal biophysics 
[30], the fundamental physical mechanisms underlying the economical interaction between structures 
and dynamic modes at the neural circuit level have not been well understood. Specifically, how the 
modular network structure and critical dynamics jointly achieve structural and dynamical optimization 
for efficient processing? Deciphering these mechanisms are also important for developing brain-
inspired efficient computing. Here we address these questions with biologically realistic neural 
dynamical model of excitation-inhibition (E-I) balanced [31,32] spiking neuronal networks, clustered 
on two-dimensional (2D) space to represent a cortical sheet composed of micro-columns. Interestingly, 
when rewiring the initial random network into modular networks, the firing rates decreases, and the 
self-sustained dynamics changes from asynchronous state to critical avalanches and the response 
sensitivity to weak transient external stimuli is greatly enhanced. Theoretically, we reveal enhanced 
response of neurons by clustered firing and elucidate dynamic transition via a Hopf bifurcation induced 
by denser connections within modules during rewiring, through macroscopic mean-field equations 
(refer to as field equations in the following) derived from the E-I network. Overall, our integrative study 
of cost-structure-dynamics-function relationships in neural networks elucidates that local dense 
connectivity under E-I balanced dynamics appears to be the key “less-is-more” solutions to achieve 
cost-efficiency organization. 
 
Results 
Dynamic transition from random network to modular network 
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We study a model of 𝑁 neurons (80% excitatory and 20% inhibitory) spread on a 2D plane. Considering 
that other tissue like vessels may separate micro-columns of neurons, neurons are randomly placed on 
𝑁𝑚 square regions (modules) and separated by blank space (Fig. 1(a)). Initially, we construct a random 
network (RN) by randomly connecting each neuron pair with a probability 𝑃𝑐 (𝑃𝑐 = 0.0017 in the main 
text). To build a modular network (MN), inter-modular links between squares are rewired, with a 
probability 𝑃𝑟, into modules to become intra-modular links.  The rewiring method is equivalent to the 
model of  small-world network [33] and the small-world property is an essential feature of brain 
networks [34]. Moreover, the small-world feature in the brain is actually with more sophisticated 
property [35].  Here the essential structural property captured in our model is that the network is coupled 
modules embedded in space [5,7,12]. 
The wiring cost of the MN is defined as the total Euclidian length of all links, normalized by that of 
its initial RN counterpart (see details in Supplementary Notes I. Network Setting). Smaller wiring length 
is desirable as it not only reduces metabolic cost (reduced membrane areas of the fibers), but also 
enhances signal transmission with smaller conduction delays [34,35]. The membrane potential 𝑉 of a 
neuron in the E-I network is described by conductance-based leaky integrate-and-fire (IF) model [36], 
τ
𝑑𝑉
𝑑𝑡
= (𝑉𝑟𝑒𝑠𝑡 − 𝑉) + 𝑔𝑒𝑥(𝑉𝐸
𝑟𝑒𝑣 − 𝑉) + 𝑔𝑖𝑛ℎ(𝑉𝐼
𝑟𝑒𝑣 − 𝑉).   (1) 
with τ, 𝑉𝑟𝑒𝑠𝑡 , 𝑉𝐸
𝑟𝑒𝑣 , 𝑉𝐼
𝑟𝑒𝑣  being membrane time constant, resting (leaky) potential, excitatory and 
inhibitory reversal potential, respectively. When a neuron receives a spike from an E, I neuron, its E, I 
conductance 𝑔𝑒𝑥, 𝑔𝑖𝑛ℎ is changed as 𝑔𝑒𝑥 → 𝑔𝑒𝑥 + ∆𝑔𝑒, 𝑔𝑖𝑛ℎ → 𝑔𝑖𝑛ℎ + ∆𝑔𝑖, respectively, followed by 
exponentially decay, 𝜏𝑑
𝐸 𝑑𝑔𝑒𝑥
𝑑𝑡
= −𝑔𝑒𝑥 and 𝜏𝑑
𝐼 𝑑𝑔𝑖𝑛ℎ
𝑑𝑡
= −𝑔𝑖𝑛ℎ. Biologically plausible model parameters 
are provided in Supplementary Notes II. Neural Dynamics. 
As the initial RN is rewired into MN, it is remarkable to find that the running cost (firing rate) of the 
network is significantly decreased by the MN structure (Fig. 1(b)). Besides, since many links become 
local connections, the wiring cost is decreased by orders of magnitude versus the rewiring probability 
𝑃𝑟 (Fig. 1(b)) and the connection density within modules increases (Fig. 1(c)). The wiring cost reduction 
is more pronounced for larger networks with more modules (see Fig. S1 and detailed analysis in 
Supplementary Notes I. Network Setting). Thus, the modular network structure will reduce both the 
wiring and firing cost of the network.  
The initial large and sparse RN can self-sustain asynchronous activity without external input, giving 
a sustain probability 𝑃𝑠𝑢𝑠 = 1.0 and 𝑃𝑠𝑢𝑠 maintains 100% as the network is rewired into MN (Fig. 1(c)).  
We use 100 realizations of the network in computing the probability of sustained activity 𝑃𝑠𝑢𝑠. The 
network is stimulated by noise and run the simulation for 1 second after the noise has been removed. If 
a realization of network still fires spikes at the end of the simulation, the realization is regarded to 
exhibit self-sustained activity. This self-sustained activity [37] resembles the resting states of brain and 
thus may play functional role. The results are similar when the overall connection density 𝑃𝑐 changes 
(Fig. S2). However, a denser MN (larger 𝑃𝑐) with too weak inter-modular connections (𝑃𝑟 → 1) may 
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not maintain self-sustained activities (Fig. S2 and S3). This breakdown of the self-sustainability can be 
understood later by dynamic analysis of a separate module.  
Very interestingly, the dynamics modes of networks also co-vary with the reduced firing rate and 
wiring cost during rewiring. In RNs, the E-I balance supports asynchronous state with Poisson-like 
neuronal spiking [31]. We measure the balance by the net synaptic input current rescaled by the 
excitatory synaptic current (𝐼/𝐼𝐸) averaged over time and neurons. It maintains around 0 when RN is 
changed into MNs (Fig. 1(c)). While asynchronous state in RN (Fig. 1(g), upper panel) has a noisy 
fluctuation of population firing rate around an equilibrium value, spikes in the MN are clustered and 
interrupted by temporally silent periods (Fig. 1(g), lower panel), exhibiting temporal firing rate 
variability as can be measured from CV (coefficient of variability, standard deviation over mean) of 
activity in each millisecond (Fig. 1(d)). Also refer to Fig. S4 for raster plots of the spiking time in a 
module for different rewiring probability 𝑃𝑟. Importantly, MN supports neuronal avalanches of various 
sizes. Here, the time bin for measuring the avalanches is the average inter-spike interval (ISI) of the 
merged spiking train [16] in a module. 
When rewiring RN into strongly modular network (e.g., 𝑃𝑟=0.995), the avalanche size (number of 
spikes in an avalanche) of a typical module changes from exponential-decay to power-law (Fig. 1(e)), 
suggesting the approach to critical states. The size distribution is fitted into a power-law function [38] 
and its mean square deviation (MSD) from the fitted curve in Fig. 1(f) shows that the module in MN 
with 𝑃𝑟 ≥ 0.99 has small deviation from power law distribution, exhibiting features of criticality. This 
transition from asynchronous spiking to critical avalanches dynamics is the approach to a continuous 
synchronous transition point, as seen from the increase of CV of activity (Fig. 1(d)).  Our simulations 
show that the self-sustained activity of coupled modules in the critical states provides the ideal scheme 
that networks can work with low firing rate. In contrast, in a RN or scale-free network whose activity 
is sustained by external noise, the firing rate was not decreased at the critical states [39]. 
Our model also shows greatly enhanced response sensitivity to transient stimuli as a result of the 
critical states. The stimulus is modeled by raising membrane potential 𝑉 above the firing threshold of 
parts (1%) of the neurons in all modules. As shown by the stimulus-induced average membrane 
potential of a module in RN and MN (Fig. 1(h)), the response of MN is much larger and pronounced 
when compared with RN. Interestingly, MN shows a damped oscillation-like response pattern, which 
is a characteristic of the event-related potential (ERP) in EEG signal of brain’s response to stimuli [40]. 
We quantify the size of response by the area between the ERP and the resting value within a window 
of 250ms, beginning from 20ms after the stimulus onset (colored area in Fig. 1(h), also see Fig. S5 and 
details in Supplementary Notes II. Neural Dynamics). MN with critical avalanches exhibits response 
sensitivity with orders of magnitude higher than RN with asynchronous activity (Fig. 1(d)). Similar to 
results about dynamic range [20,21], response of MN changes with input strength, while RN fails to 
respond to and distinguish weak signals (see Fig. S5(b)). 
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FIG.1. Wiring-economical modular networks support firing-economical avalanches and greatly 
enhance response sensitivity. (a) Illustration of spatial placement of neurons in squares in 2D space. (b) 
Wiring cost (red circles) and firing rate (black squares). (c) Connection density within each module 
(black squares), sustained probability 𝑃𝑠𝑢𝑠 (red circles) and E-I net current 𝐼/𝐼𝑒 (green triangles). (d) 
CV of activity (black circles) and the response size (blue squares) of the averaged evoked activity. (e) 
Distributions of avalanche size in a module, for RN (red) and MN (blue, truncated Kolmogorov–
Smirnov (KS) test [38] with level p = 0.2 passed). (f) MSD of the distribution from a best-fitting 
power-law function. (g) Spiking activity (number of spiking in a module) of the RN (upper panel) and 
MN (lower panel). (h) Trial-averaged mean membrane potential of a module under a transient stimulus 
at 𝑡 = 1 of RN (upper panel) and MN (lower panel). The example of MN in (e,g,h) is with 𝑃𝑟 = 0.995. 
 
The above structure-dynamics relationships are robust with respect to the overall connection density 
𝑃𝑐 (see Fig. S2 and S3) and also hold in an extended modeling procedure where the number of inter-
modular links decay with distance (see Fig. S6). Therefore, our numerous simulation results have shown 
that MN can support cost-efficient resting dynamical modes with greatly enhanced response sensitivity 
to encode variable input strength, whereas randomized sparse networks are both costly in architecture 
and in firing activities, and cannot properly respond to weak input signals.  
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FIG. 2. Effects of correlation on dynamical modes of a separated module for IF model (a-c) and  
simplified model (d-e). (a) The topological correlation (black squares) and spike correlation (red circles) 
versus the density 𝑝𝑐. (b) The raster plot and the excitatory (black), inhibitory (red) spiking time and 
excitatory (black), inhibitory (red) and net synaptic currents (blue) received by one randomly selected 
neuron in the network (upper 𝑝𝑐 = 0.05 and bottom 𝑝𝑐 = 0.17). (c) The distribution of net synaptic 
current to a neuron in the network for 𝑝𝑐=0.05, 0.17, and 0.20. (d) The paradigm illustrating a neuron 
responding to uncorrelated (upper panel) or correlated (lower panel) random spike trains. A Poisson 
train (red) is copied into all input neurons to generate correlated spikes among independent spike trains. 
(e) The distribution of the signal received from 𝐾 = 200 synapses by the two neurons in (d). (f) The 
response curve of the model neuron with uncorrelated (𝐶 = 0) or correlated (𝐶 = 0.05) input spike 
trains. Simulations (symbols) are compared to theoretical predictions. The spiking threshold is 𝜃=20. 
The input rate is 𝑟𝑖𝑛 = 50 𝐻𝑧 in (a)-(e). 
 
Structural correlation and dynamic transition of a single separate module 
 
The key features in the structure-dynamics relationship can be understood from an isolated module 
subjected to a background excitatory Poisson input train with rate 𝑟𝑖𝑛. As the rewiring probability  𝑃𝑟 
increases, local connection within a module become denser (Fig. 1(c)). We can study the changes of the 
response sensitivity from the perspective of correlated firing.  For a separate module, as its connection 
density 𝑝𝑐 increases, neurons tend to have more common neighbors in the module, the common signal 
received by a pair of neurons becomes stronger, and their output spikes can be more correlated, as 
shown in Fig. 2 (a). 
This correlation in spiking changes the internal interactions in the network. Fig. 2(b) shows the 
synaptic current of a randomly selected neuron. For low density, the net input current fluctuates around 
zero due to E-I balance (Fig. 2(b), upper panel), and the distribution is close to a normal distribution 
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(Fig. 2(c)). With higher density where spike correlation becomes prominent (Fig. 2 (a)), correlated 
excitatory spikes induces quick activation of the network, followed by the activation of inhibitory 
neurons after an effective delay (due to slower inhibitory synaptic time) and then the activity is 
depressed. Thus, the net current exhibits oscillations, as shown in Fig. 2(b) lower panel, and its 
distribution has a large tail at the positive side (Fig. 2(c)). The dynamic pattern is an alternation between 
synchronized firing and quiescent state with no spikes.  
To quantitatively illustrate the impact of input correlation under E-I balanced dynamic, we can 
consider a simplified model as follows. A single neuron receives spike inputs from other K Poisson 
spike trains (K=200). The input correlation is introduced by copying a common Poisson spike train into 
each spike trains [41], see Fig. 2(d) for a paradigm illustration. To construct spike trains with the rate 𝑟 
and the correlation 𝐶, the common spike train has a Poisson rate 𝛼 = 𝐶𝑟 and independent spike trains 
have a rate 𝛽 = (1 − 𝐶)𝑟. We assume that a spike arriving at the neuron will generate a unit of post-
synapse current lasting for a time interval 0.01 𝑠 . To mimic the E-I balance, the mean value of the 
signal is subtracted. Assuming a threshold of the input signal (𝜃 = 20) above which the neuron fires a 
spike, we can numerically obtain the input-output rate response curve (Fig. 2(f)). Compared with 
independent input trains (𝐶 = 0), correlation in inputs induces a positive tail in the distribution of input 
signal (Fig. 2(e)), qualitatively capture the distribution obtained from the E-I balanced module (Fig. 
2(c)), which increases the output rate even when the input rate is the same (Fig. 2(f)). This simplified, 
but generic model mimicking E-I balanced input allows an analytic treatment to explain the effect of 
the correlation on the response rate of a single neuron (see Methods for details). The theoretical results 
(black dashed for 𝐶 = 0 and red solid lines (𝐶 = 0.05) in Fig. 2(f)) fit well to the simulation results. 
Thus, the correlation in the input can increase the firing rate of a single neuron when compared to 
uncorrelated input spikes with the same rate.   
Similar generic scenario holds for the IF model that correlation in the spikes injected from different 
recurrent synapses improve the responsiveness of neuron. With input correlation and the response 
sensitivity, each neuron can maintain generating spikes when the overall firing rate is low. Furthermore, 
increased topological correlation induces the change of dynamics mode. Consider again a single 
separate module of the IF model, without the background inputs, i.e. 𝑟𝑖𝑛 = 0 (after initial random 
activation of neurons), as the module becomes denser, its ability of self-sustaining activity decreases 
(Fig. 3 (a)), almost cannot sustain with 𝑝𝑐 > 0.17. Note that density 𝑝𝑐 of a single module in the original 
MN when 𝑃𝑟 → 1 is around 0.17 (Fig. 1(c), also see Eq. (3) below), i.e., in the vicinity of the transition 
point to non-sustainability of a separated module. The weaker sustainable ability of denser network 
results from clustered firing dynamic mode (Fig. 2(b), lower panel). The silent period during which no 
neurons fire spikes increases with 𝑝𝑐  (Fig. 3(a)). If this period is too long, all recurrent inputs drop out 
and the network activity dies out if there is no external driving. Under fixed weak external background 
inputs 𝑟𝑖𝑛 = 50 Hz, network dynamics undergoes a transition from asynchronous firing pattern (Fig. 
3(c) upper panel) to critical avalanches (Fig. 3(c) lower panel) with reduced firing rate (Fig. 3(e)). The 
MSD from the best-fitted power-law function in Fig. 3(b) shows a minimal around 𝑝𝑐 = 0.18, close to 
the transition point of self-sustained activity. Typical avalanche size distributions for subcritical, critical 
and supercritical dynamic modes for 𝑝𝑐 = 0.05, 0.17 and 0.29 are shown in Fig. 3(b) inset. Similar 
phenomena hold for different external input strength 𝑟𝑖𝑛 (Fig. S7 and S8). Thus, the emergence of 
neuronal avalanches can be understood from the large transient fluctuations in the post-synaptic currents 
induced by correlation, leading to intermittent activity with low rate. 
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FIG. 3. Density-dependent dynamic mode of a separate module versus connection density 𝑝𝑐 and its 
mean-field prediction. (a) The sustained probability (black squares) and averaged maximum silent 
period (red circles) from network simulation. (c) The raster plot of spike time in the network. (d) 
Average membrane potential under transient stimulus at 𝑡 = 1 in the field equations. In (c, d), 𝑝𝑐 =
0.05 and 0.17 in the upper and lower panels. (e) The firing rate (black circles: network simulation; 
curves: field equations). (f) The real part of the eigenvalue of the fixed point of the field equations. In 
(e, f), blue, green and red curves are predicted by fixing 𝜎𝛼 = 6,7,8, 𝛼 = 𝐸, 𝐼 , whereas black curves 
are predicted by ‘optimal’ 𝜎𝛼 given in (h). (g) CV of activity (black circles) and response size (blue 
squares) in the field equations. (b) MSD of avalanche size distribution from its best-fitting power-law 
function. Inset: Distributions of avalanche size for 𝑝𝑐 = 0.05 (black), 𝑝𝑐 = 0.17 (red, truncated KS test 
[38] with level 𝑝 = 0.2 passed) and 𝑝𝑐 = 0.29 (blue). (h) Numerically estimated effective parameters 
𝜎𝐸 (red squares), 𝜎𝐼 (blue squares) and the corresponding rewiring probability 𝑃𝑟 in the original whole 
MN vs. connection density 𝑝𝑐. 
 
Mean-field theory of single module dynamics 
 
      To further understand the underlying dynamical mechanism underlying the transition of dynamics 
modes together with the reduction of firing rate, we derive the equations of average neural activity in 
each module and the interaction among the modules by a novel mean-field technique [42] (see Methods 
and Supplementary Notes II. Neural Dynamics for details). The field equations of a single separate 
module with connection density 𝑝𝑐 receiving excitatory Poisson background input train with rate 𝑟𝑖𝑛 
are  
{
 
 
 
 𝑑𝑉𝛼
𝑑𝑡
=
𝑉𝑟𝑒𝑠𝑡−𝑉𝛼
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝛼
 𝜉𝛼(𝑡)) +Φ𝐸] (𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝛼) + Φ𝐼(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝛼))
𝑑Φ𝛼
𝑑𝑡
= −
Φ𝛼
𝜏𝑑
𝛼 + 𝑔𝛼𝑁𝛼𝑝𝑐𝑄𝛼       ,   𝛼 = 𝐸, 𝐼
  ,      (2) 
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where 𝑉𝐸 , 𝑉𝐼 are the average E, I voltages, 𝑄𝛼(𝑡) = 1/[1 + exp (
𝑉𝑡ℎ−𝑉𝛼
𝜎𝛼
𝜋
√3
)]  are the average firing rate 
of  𝛼 neurons, Φ𝐸 , Φ𝐼 are the average excitatory, inhibitory synaptic time course received by the neuron 
and 𝑔𝛼 =
∆𝑔𝛼
𝜏
. 𝜎𝛼 are effective parameters to construct the voltage-dependent mean population firing 
rate (see Methods for more details). The strong complexity of IF conductance-based dynamics 
challenges an analytical (self-consistent) estimation of the effective parameters 𝜎𝛼 [42]. Moreover, the 
finite-size effect in a small module hinders the precision of a mean-field theory. Taking different fixed 
𝜎𝛼, the field equations can qualitatively predict the decay of rate with connection density 𝑝𝑐 (Fig. 3(e)). 
To achieve the best prediction, we numerically estimate the effective parameters 𝜎𝛼 through the formula 
𝜎𝛼 =
𝑉𝑡ℎ−𝑉𝛼
𝑠𝑠
ln ((𝑄𝛼
𝑠𝑠)−1−1)
𝜋
√3
 from simulations of the single module to numerically obtain the steady-state mean 
membrane potential 𝑉𝛼
𝑠𝑠 and mean firing rate 𝑄𝛼
𝑠𝑠 of 𝛼 neurons. The results of 𝜎𝛼 from modules with 
different density 𝑝𝑐 are shown in Fig. 3(h). Under this setting, the field equations can well quantitatively 
predict the decrease of firing rate as 𝑝𝑐 increases (Fig. 3(d)). Importantly, the field equations allow 
revealing that the change of dynamics is associated to a (supercritical) Hope bifurcation. The dominant 
eigenvalue of the equilibrium in Eq. (2) is complex and its real part approaches zero as 𝑝𝑐 increases 
(Fig. 3(f)). Thus, the firing rate oscillation emerges through approaching to the Hopf bifurcation under 
noise-perturbation, which induces the critical avalanches [42]. Note that a Hopf bifurcation indicates a 
periodic motion emerges from zero amplitude, corresponding to continuously increasing synchrony 
(measured by CV of activity here, also predicted by the field equations in Fig. 3(f)). Note that qualitative 
prediction can already be achieved by fixing the effective parameters 𝜎𝛼 value in Eq. (2) (Fig. 3 (e, f)). 
Finally, response size computed from the field equations (Fig. 3 (g)) also qualitatively predicts the 
increase of response sensitivity (examples of 𝑝𝑐 = 0.05  and 𝑝𝑐 = 0.17  are shown in Fig. 3(d), 
compared to Fig. 1(h)). This is because when approaching a bifurcation point, the system will respond 
more sensitively and will take longer time to damp back to the fixed point after perturbation, a 
phenomenon called critical slowing down [43].  
 
Mean-field theory of the modular network 
The above investigation of separated modules with various connection densities under weak external 
background driving provides understanding of the change of dynamics modes and firing rates with 
respect to the rewiring probability 𝑃𝑟  in the original MN (Fig. 1). First, there is a correspondence 
between the density in a module 𝑝𝑐, and the rewiring probability 𝑃𝑟, that 
𝑝𝑐 = 𝑃𝑐(1 + (𝑁𝑚 − 1)𝑃𝑟)                                                            (3) 
(refer to Eq. (S1.5)), as shown in Fig. 3(h). Furthermore, the field equations of the whole MN can be 
written as (see Methods and Supplementary Notes II. Neural Dynamics for details) 
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{
 
 
 
 𝑑𝑉𝛼𝑘
𝑑𝑡
=
𝑉𝑟𝑒𝑠𝑡−𝑉𝛼
𝑘
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝛼
 𝜉𝛼
𝑘(𝑡)) + Φ𝐸
𝑘] (𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝛼
𝑘) + Φ𝐼
𝑘(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝛼
𝑘)
𝑑Φ𝛼
𝑘
𝑑𝑡
= −
Φ𝛼
𝑘
𝜏𝑑
𝛼 + 𝑔𝛼𝑁𝛼𝑃𝑐[(1 + (𝑁𝑚 − 1)𝑃𝑟)𝑄𝛼
𝑘 + ∑ (1 − 𝑃𝑟)𝑄𝛼
𝑙
𝑙≠𝑘 , 𝛼 = 𝐸, 𝐼, 𝑘 = 1,… ,𝑁𝑚
  ,   (4) 
with 𝑉𝐸
𝑘, 𝑉𝐼
𝑘  being the average E, I voltage and 𝑄𝛼
𝑘(𝑡) = 1/[1 + exp (
𝑉𝑡ℎ−𝑉𝛼
𝑘
𝜎𝛼
𝜋
√3
)] being the average 
firing rate of α neurons in the k-th module (see Methods for more details). Thus, the whole MN can be 
considered as 𝑁𝑚  coupled identical neural oscillators. During the rewiring process, the coupling 
strength between different modules ~1− 𝑃𝑟 reduces whereas self-coupling strength ~1+ (𝑁𝑚 − 1)𝑃𝑟  
increases. In this process, although different modules become less affecting each other, the increase of 
their internal density significantly shapes the dynamic properties of each module as revealed in 
separated modules (Fig. 3). Here, the effective parameters 𝜎𝐸 , 𝜎𝐼  in Eq. (4) depend on the rewiring 
probability 𝑃𝑟, through their optimal dependence on 𝑝𝑐 in separated modules shown in Fig. 3(h) and the 
relationship between 𝑃𝑟  and 𝑝𝑐  (Eq. (3)). Numerical results in Fig. 4 show that the coupled field 
equations qualitatively predict the decrease of firing rate, increase of CV of activity and response 
sensitivity to transient stimuli for increasing rewiring probability 𝑃𝑟 as observed in Fig. 1. Furthermore, 
Eq. (4) with 𝑟𝑖𝑛 = 0 also predicts the decrease of nonzero firing rate (Fig. 4(a)), which is a qualitative 
prediction of the ability of self-sustaining activity without external driving during the rewiring process 
from RN to MN (Fig. 1(c)). To conclude, the mean-field theory predicts the dynamical transition 
(approaching to a Hopf bifurcation) of a module with increasing internal density and this emergent 
behavior is maintained for the whole MN with mutually coupled modules when rewiring the inter-
modular links to intra-modular links.   
 
 
FIG. 4. Dynamic prediction of the coupled field equations with optimal effective parameters 𝜎𝛼 
depending on the rewiring probability 𝑃𝑟.  (a) Firing rate with 𝑟𝑖𝑛 = 0 Hz (solid squares) and 𝑟𝑖𝑛 = 50 
Hz (empty squares). (b) CV of activity (black circles) and response size (blue squares) with 𝑟𝑖𝑛 = 50 
Hz.  
 
Conclusion and Discussion 
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In summary, we have unveiled the principle of neural network allowing cost-efficient optimization in 
both structure and dynamics simultaneously. There are many studies on either of the sides, considering 
the optimization of brain neural network structure [9–12], or the energy-efficient neural dynamics  [24–
28]. For example, the energy efficient cortical action potentials is facilitated by body temperature [27], 
and cellular ion channel expression are optimized to achieve function while minimizing metabolic cost 
of action potential [30]. However, most of previous studies considered the efficiency of network 
structure (wiring-cost) or the efficiency of dynamics (running-cost) separately. Here, considering both 
structure and dynamics at the circuit level, we show that wiring-economical modular network can 
support response-sensitive critical dynamics with much lower rate while maintaining the self-
sustainability. This is a notable counterintuitive “less is more” result, because we obtained greatly 
enhanced functional values with the significant decreases of both wiring cost and activity cost rather 
than a trade-off between the functional values and costs.  
 
    In our model, the efficiency of activity is achieved by critical avalanche states, where avalanche size 
exhibits power law distribution. The critical dynamic mode simultaneously achieves greater response 
sensitivity and lower firing rate. Previous studies showed that critical avalanches can appear under 
various network topology, for instance, scale-free networks with small-world features [39]. While 
critical state can achieve spiking in low rate [23,39], it in general requires a relatively high network 
density to support the dynamics, which in turn has a demand on wiring cost. Here we show that locally 
dense while globally sparse MN is the efficient organization of the network structure that enables both 
the low global wiring cost and the response-sensitive critical dynamics with low running cost. 
The origin and mechanism of functionally sensitive critical avalanches dynamic mode in neural 
systems [16–22] is long-standing challenging and controversial topic. Considering the physical 
mechanism that supports such a co-optimization of structure and dynamic, here we reveal that with 
increasing topological correlation in E-I balanced network, the correlation of neuronal firing increases, 
and so does the fluctuation of the inputs received by neurons. In this case, neurons can be activated by 
lower firing rate, which enhances the sensitivity. From the perspective of nonlinear dynamics, these 
features are captured by a novel mean-field analysis, which reduces the whole modular network into 
coupled oscillators describing the macroscopic dynamics of each module. We elucidate the dynamical 
mechanism for producing avalanche as the proximity to a Hopf bifurcation in the mean-field. Close to 
the bifurcation point, the resulting synchronized spiking in each module can be temporally organized 
as critical avalanches, which greatly enhances the response sensitivity of neurons. This stronger 
collective firing rate variability allows greater computation and coding power [44]. In the highly (yet 
not totally) rewired MN, the sparse inter-modular connections can provide weak external input to a 
module from other modules. Meanwhile, as modules are dense enough to be around the response-
sensitive critical dynamic states, the weak input from sparse inter-modular links is enough to maintain 
the whole MN in self-sustained state with low rate without the need of external driving.  
In principle, the analytical theory for treating biological plausible conductance-based IF neuronal 
network is still an open question [45]. Our approximation semi-analytical mean-field technique serves 
as an effective theory to study the macroscopic dynamics of such realistic networks. It is important to 
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stress that our work put several important features of the neural system into an integrated framework. 
Spatial embedding of neural circuits under the wring cost constraint gives rise to local dense connections 
and modular organization [9–12], E-I balance is a fundamental property of the neural circuits [31,32] 
and critical avalanches and oscillations are pronounced dynamical feature of neural activity [16–22]. 
Our modeling and theoretical analysis framework reveals intricate interactions among wiring and 
running costs, modular network topology, firing rate, critical avalanche dynamic modes and sensitive 
response to weak stimulations, Thus, it provides an integrative principle for structure-dynamic cost-
efficiency optimization in neural systems. Our integrative studies with generic network manipulation 
and novel mean-field theory with realistic neural dynamics here can be extended to coupled cortical 
areas to offer understanding of critical state and diverse dynamics across the whole brain [46–48] based 
on a hierarchical modular connectome [49]. The physical principles revealed in our work can guide 
further development of brain-inspired efficient computing [50]. 
   
 
Method 
 
Analysis of the simplified model with correlated inputs 
We measure the topological correlation in random network by the ratio between the number of common 
neighbors and total number of distinct neighbors of a pair of neurons in the network, that is, 𝐶𝑡𝑜𝑝𝑜𝑙𝑜𝑔𝑦 =
(𝑁−2)𝑃𝑐𝑃𝑐
2(𝑁−2)𝑃𝑐−(𝑁−2)𝑃𝑐𝑃𝑐
=
𝑃𝑐
2−𝑃𝑐
. The spiking correlation (shown in Fig. 2(a)) is measured by the average 
Person correlation of the spike trains (constructed with bin window 1 ms) in the network. 
The relationship between input correlation and response firing rate of the simplified model in Fig. 
2(d) can be obtained as follows. First, in the case without correlation (𝐶 = 0), the synaptic signal for 
the target neuron is 𝑠0(𝑡) = ∑ 𝑠𝑖(𝑡)𝑖 − 𝜏𝑟, where 𝑠𝑖(𝑡) is the input of the i-th synapse at the time step 
𝑡 and 𝜏𝑟 is the mean of the signal. We assume the input signal 𝑠0(𝑡) is normally distributed (Fig. 2 (e)) 
with the mean 𝐸 = 0 and the variance 𝜎2(𝑠0(𝑡)) = 𝐾𝜎2(𝑠𝑖(𝑡)). For each synapse, as  𝑠𝑖 = 0 or 1 
randomly, the variance is 𝜎2(𝑠𝑖) = 𝜏𝑟 − (𝜏𝑟)
2. Thus, 𝜎2(𝑠0) = 𝐾[𝜏𝑟 − (𝜏𝑟)2]. The output firing rate 
is determined by the probability that the input signal is above the threshold 𝜃. Using the error function 
the firing rate [41] is obtained as 
𝑟𝑜𝑢𝑡 =
1−erf(
𝜃
√2𝐾𝜏𝑟(1−𝜏𝑟)
)
2𝜏
 ,                                                        (5) 
as shown by the black dashed line (𝐶 = 0) in the Fig. 2 (f).  
As the correlation of spikes is present in the 𝐾 input synapses (𝐶 > 0) when a common spike train is 
added into all spike trains, the correlated spikes at the time t give the input signal 𝑠𝑐(𝑡) = 𝐾 +
∑ 𝑠𝑖(𝑡)𝑖 − 𝜏𝑟  and its mean strength is 𝐾, which can active the neuron at time t with probability 1 
because 𝐾 ≫ θ. As the rate of the correlated spikes is 𝛼 = 𝐶𝑟, the firing rate of the neuron is 
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𝑟𝑜𝑢𝑡
𝑐 ≈ 𝑟𝑜𝑢𝑡 + 𝐶𝑟,                                                                (6) 
since the correlated spikes will always induce spiking of the neuron in this simplified model.  
 
Mean-field theory of IF neural dynamics  
In this section, we present the outline of the mean-field theory for deriving the field equations Eq. (2) 
and Eq. (4). More details should be referred to Supplementary Notes II. Neural Dynamics. In our model, 
for the i-th neuron in k-th module, we denote its spiking train as {𝑡𝑖
𝑘(𝑛), 𝑛 ≥ 1}, its 𝛼 (E or I) neighbors 
in the l-th module as 𝜕𝑘,𝑖
𝑙,𝛼
, its voltage as 𝑉𝑖
𝑘(𝑡), its input conductance received from recurrent excitatory, 
recurrent inhibitory neurons as 𝐺𝐸𝑖
𝑘(𝑡), 𝐺𝐼𝑖
𝑘(𝑡), its external input spike trains (with rate 𝑟𝑖𝑛) and input 
conductance from external as {𝑇𝑖
𝑘(𝑛), 𝑛 ≥ 1} and 𝐺𝑂𝑖
𝑘(𝑡) (if there are external inputs). Then, the 
network dynamic equation Eq. (1) can be written in the following more specific form: 
{
 
 
 
 
 
 
𝑑𝑉𝑖
𝑘
𝑑𝑡
=
𝑉𝑟𝑒𝑠𝑡−𝑉𝑖
𝑘
𝜏
+ [𝐺𝐸𝑖
𝑘(𝑡)+ 𝐺𝑂𝑖
𝑘(𝑡)](𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝑖
𝑘)+ 𝐺𝐼𝑖
𝑘(𝑡)(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝑖
𝑘)
𝑑𝐺𝐸𝑖
𝑘(𝑡)
𝑑𝑡
= −
𝐺𝐸𝑖
𝑘(𝑡)
𝜏𝑑
𝐸 + 𝑔𝑒[∑ ∑ 𝛿 (𝑡 − 𝑡𝑖
𝑘(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑘,𝐸 + ∑ ∑ ∑ 𝛿 (𝑡 − 𝑡𝑖
𝑙(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑙,𝐸𝑙≠𝑘 ]
𝑑𝐺𝐼𝑖
𝑘(𝑡)
𝑑𝑡
= −
𝐺𝐼𝑖
𝑘(𝑡)
𝜏𝑑
𝐼 + 𝑔𝑖[∑ ∑ 𝛿 (𝑡 − 𝑡𝑗
𝑘(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑘,𝐼 + ∑ ∑ ∑ 𝛿 (𝑡 − 𝑡𝑖
𝑙(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑙,𝐼𝑙≠𝑘 ]
𝑑𝐺𝑂𝑖
𝑘(𝑡)
𝑑𝑡
= −
𝐺𝑂𝑖
𝑘(𝑡)
𝜏𝑑
𝐸 + 𝑔𝑒∑ 𝛿(𝑡 − 𝑇𝑖
𝑘(𝑛))𝑛
   ,         (7) 
where 𝑔
𝑒
=
∆𝑔𝑒
𝜏
, 𝑔
𝑖
=
∆𝑔𝑖
𝜏
. 
Denote 𝑉𝐸
𝑘 = 〈𝑉𝑖
𝑘〉𝑖∈𝑘,𝐸  , 𝑉𝐼
𝑘 = 〈𝑉𝑖
𝑘〉𝑖∈𝑘,𝐼 , Φ𝐸
𝑘 = 〈𝐺𝐸𝑖
𝑘〉𝑖∈𝑘,𝐸 𝑜𝑟 𝑘,𝐼  and Φ𝐼
𝑘 = 〈𝐺𝐼𝑖
𝑘〉𝑖∈𝑘,𝐸 𝑜𝑟 𝑘,𝐼  . We first 
adopt a diffusion approximation that 𝐺𝑂𝑖
𝑘(𝑡) ≈ 𝜏𝑑
𝐸
𝑔𝑒 (𝑟𝑖𝑛 +√𝑟𝑖𝑛 𝜉𝑖
𝑘(𝑡)) , with {𝜉𝑖
𝑘(𝑡)}
𝑘,𝑗
being 
independent standard Gaussian white noises. Thus, 〈𝐺𝑂𝑖
𝑘(𝑡)〉𝑖∈𝑘,𝛼 ≈ 𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝛼
𝜉𝛼
𝑘(𝑡)) , with 
{𝜉𝛼
𝑘(𝑡)}
𝑘,𝛼
being independent standard Gaussian white noises. Taking the average 〈 〉𝑖∈𝑘,𝐸 and 〈 〉𝑖∈𝑘,𝐼 
to the first equation of Eq. (7), with the decoupling approximation: 〈[𝐺𝐸𝑖
𝑘 + 𝐺𝐼𝑖
𝑘]𝑉𝑖
𝑘〉𝑖∈𝑘,𝛼 ≈
〈𝐺𝐸𝑖
𝑘 + 𝐺𝐼𝑖
𝑘〉𝑖∈𝑘,𝛼〈𝑉𝑖
𝑘〉𝑖∈𝑘,𝛼 we get the first equation of Eq. (4). Next, the firing rate of the 𝛼 neurons in 
the k-th module can be approximated as 𝑄𝛼
𝑘(𝑡) = 〈∑ 𝛿 (𝑡 − 𝑡𝑗
𝑘(𝑛))𝑛 〉𝑗∈𝑘,𝛼 = 1/[1 + exp (
𝑉𝑡ℎ−𝑉𝛼
𝑘
𝜎𝛼
𝜋
√3
)] . 
This form essentially captures the sub and supra threshold microscopic dynamics of a spiking network, 
that is, 𝑄𝛼
𝑘(𝑡) represents the proportion of 𝛼 type neurons that spike between 𝑡 and 𝑡 + ∆𝑡 (∆𝑡 is an 
infinite small quantity) as well as the mean firing rate of 𝛼 type neurons at time 𝑡 with unit per ms. Here, 
𝜎𝛼 are effective parameters to construct the voltage-dependent mean population firing rate. Note that 
this approximation scheme based only on the first-order statistics neglects several factors that affect the 
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accurate firing rate, including higher order statistics, noise correlation and refractory time. Thus, it does 
not have an analytical form and should be estimated numerically.  
Under mean-field approximation, the term 〈∑ ∑ 𝛿 (𝑡 − 𝑡𝑗
𝑙(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑙,𝛼 〉𝑖∈𝑘,𝐸 𝑜𝑟 𝑘,𝐼 = 𝑛𝛼
𝑘𝑙𝑄𝛼
𝑙 (𝑡), where 
𝑛𝛼
𝑘𝑙 is the average number of 𝛼 neighbors in the l-th module of a neuron in the k-th module. Thus, 𝑛𝛼
𝑘𝑙 =
𝑝𝑘𝑙𝑁𝛼, where 𝑝
𝑘𝑙 is the connection probability from module 𝑙 to module 𝑘 that  
𝑝𝑘𝑙 = {
𝑃𝑖𝑛𝑡𝑟𝑎 = 𝑃𝑐(1 + (𝑁𝑚 − 1)𝑃𝑟), 𝑘 = 𝑙
𝑃𝑖𝑛𝑡𝑒𝑟 = 𝑃𝑐(1 − 𝑃𝑟), 𝑘 ≠ 𝑙
 .                                          (8) 
Taking 〈 〉𝑖∈𝑘,𝐸 or 〈 〉𝑖∈𝑘,𝐼 to the second and third equations of Eq. (7), we get the second equation of 
Eq. (4), which finishes the construction of the coupled field equations. 
In the limit of 𝑃𝑟 → 1  (all rewired), modules are almost separated. Let 𝑃𝑟 = 1 in Eq. (4) and we get 
the field equations corresponding to one separate module with additional external excitatory inputs, i.e. 
Eq. (2), with 𝑝
𝑐
= 𝑃𝑐𝑁𝑚 being the connection density of the module. 
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Supplementary Materials 
 
 
Supplementary Notes I. Network Setting 
 
The whole system consists of 𝑁 neurons, 80% are excitatory neurons and 20% are 
inhibitory neurons. To model a local cortical surface, neurons are placed on square regions 
which are separated by blank space on a two-dimensional (2D) plane, as illustrated in Fig. 1(a) 
in the main text. To measure the distance between different neurons, we first assume the 
length of each square and the width of the blank space are set as 1 (Fig. 1(a)). Each neuron 𝑖, 
with the coordinate of its position (𝑥𝑖, 𝑦𝑖), is randomly distributed in each square. In all cases, 
we assume each module (square) consists of 𝑆𝑚 = 500 neurons and the ratio between 
excitatory and inhibitory neurons in each module is kept as 4:1. The example in Fig. 1(a) 
contains 𝑁𝑚 = 10 × 10 modules and in this case the whole network size is 𝑁 = 𝑁𝑚 ×
𝑆𝑚 = 50,000. Throughout the work, the default setting is 𝑁𝑚 = 100, 𝑆𝑚 = 500 so that 𝑁 =
50,000 and 𝑃𝑐 = 0.0017 unless extra specifying. 
The random network (RN) is built by connecting each possible neuron pair with a 
probability 𝑃𝑐. To build a modular network (MN), links between modules are rewired, with a 
probability 𝑃𝑟, into square to become intra-modular links. For example, for an inter-module 
link 𝑖 → 𝑗 whose source neuron 𝑖 and target neuron 𝑗 are in different square modules, we 
replace the target node 𝑗 with a randomly selected neuron 𝑘 in the same module of 𝑖 
(initially a link between 𝑖 and 𝑘 is absent). This rewiring makes the connection probability 
in a module higher than that between different modules, forming modular structure in the 
network while maintaining connection density of the whole network 𝑃𝑐 unchanged, that is, 
the total number of links on average is 𝑀 = 𝑁𝑃𝑐(𝑁 − 1) ≈ 𝑁
2𝑃𝑐, which is fixed during the 
rewiring process. 
In the initial random network, the number of intra-module links, denoted by 𝑀𝑖𝑛𝑡𝑟𝑎, is  
𝑀𝑖𝑛𝑡𝑟𝑎 = 𝑆𝑚(𝑆𝑚 − 1)𝑃𝑐𝑁𝑚 ≈ 𝑁𝑆𝑚𝑃𝑐.                    (S1.1) 
The number of inter-modular links in RN, denoted by 𝑀𝑖𝑛𝑡𝑒𝑟, is  
𝑀𝑖𝑛𝑡𝑒𝑟 = (𝑁𝑚 − 1)𝑁𝑆𝑚𝑃𝑐.                        (S1.2) 
In this case, both the intra-module and inter-module connection densities are 𝑃𝑐, that is, 
𝑃𝑖𝑛𝑡𝑟𝑎 = 𝑃𝑖𝑛𝑡𝑒𝑟 = 𝑃𝑐.                           (S1.3) 
  In the MN with the rewiring probability 𝑃𝑟, the number of intra-modular links becomes 
𝑀𝑖𝑛𝑡𝑟𝑎
′ = 𝑀𝑖𝑛𝑡𝑟𝑎 +𝑀𝑖𝑛𝑡𝑒𝑟𝑃𝑟 = [1 + (𝑁𝑚 − 1)𝑃𝑟]𝑁𝑆𝑚𝑃𝑐 .          (S1.4) 
Thus the intra-module density is  
𝑃𝑖𝑛𝑡𝑟𝑎 =
𝑀𝑖𝑛𝑡𝑟𝑎
′
𝑁(𝑆𝑚−1)
≈
𝑀𝑖𝑛𝑡𝑟𝑎
′
𝑁𝑆𝑚
= 𝑃𝑐(1 + (𝑁𝑚 − 1)𝑃𝑟).              (S1.5) 
The number of inter-modular links in MN becomes  
𝑀𝑖𝑛𝑡𝑒𝑟
′ = 𝑀𝑖𝑛𝑡𝑒𝑟(1 − 𝑃𝑟) = (𝑁𝑚 − 1)𝑁𝑆𝑚𝑃𝑐(1 − 𝑃𝑟).             (S1.6) 
Thus the inter-module density is  
𝑃𝑖𝑛𝑡𝑒𝑟 =
𝑀𝑖𝑛𝑡𝑒𝑟
′
(𝑁𝑚−1)𝑁𝑆𝑚
= 𝑃𝑐(1 − 𝑃𝑟).                      (S1.7) 
The length of a link from neuron 𝑖 to neuron 𝑗 is the Euclidean distance between the pair 
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of neurons in the 2D plane 𝑙𝑖𝑗 = √(𝑥𝑖 − 𝑥𝑗)
2
+ (𝑦𝑖 − 𝑦𝑗)
2
. The wiring cost of the whole 
network is defined as the summation of the length of all links rescaled by the summation of 
that in initial RN without rewiring. Thus, the wiring cost of initial RN is 1.  
Fig. S1(a) shows the relation between the wiring cost and the rewiring probability 𝑃𝑟. As 
the rewiring probability 𝑃𝑟 increases, the wiring cost decreases. When the value of 𝑃𝑟 is 
larger than 0.99, the wiring cost tends to a constant. The results also hold for different module 
numbers (Fig. S1(a)). This (rescaled) wiring cost in MN is independent of the overall connection 
density 𝑃𝑐, as shown in Fig. S1(b) where costs with connection density 𝑃𝑐 = 0.0010, 0.0011,  
… , 0.0019 are presented. This property can be understood by an analytic treatment as follows. We 
assume that the mean length of the intra-modular links is 𝑙, whereas the mean length of the 
inter-modular links is 𝐿. The rescaled cost is  
cost =
𝑀𝑖𝑛𝑡𝑟𝑎
′ 𝑙+𝑀𝑖𝑛𝑡𝑒𝑟′𝐿
𝑀𝑖𝑛𝑡𝑟𝑎𝑙+𝑀𝑖𝑛𝑡𝑒𝑟𝐿
=
(𝑆𝑚−1)𝑙+𝑆𝑚(𝑁𝑚−1)𝑃𝑟𝑙+𝑆𝑚(𝑁𝑚−1)(1−𝑃𝑟)𝐿
(𝑆𝑚−1)𝑙+𝑆𝑚(𝑁𝑚−1)𝐿
.        (S1.8) 
Thus, it is independent of the connection density 𝑃𝑐 of the network, the same as the results shown 
in Fig. S1(b). As the rewiring probability 𝑃𝑟 tends to 1.0, the rescaled cost is 
cost =
(𝑆𝑚−1)𝑙+𝑆𝑚(𝑁𝑚−1)𝑙
(𝑆𝑚−1)𝑙+𝑆𝑚(𝑁𝑚−1)𝐿
≈
𝑙
𝐿
.                      (S1.9) 
Furthermore, the mean intra-modular link length 𝑙 does not change with the size of the 2D plane, 
while the mean inter-modular link length 𝐿 increases with the size of plane. Therefore, the 
rescaled wiring cost decreases with the size of the system, as shown in Fig. S1(a). 
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Supplementary Notes II. Neural Dynamics 
 
2.1 Spiking dynamics of neurons 
 
  In our model, each module has  𝑁𝐸 = 400 excitatory (E) neurons and 𝑁𝐼 = 100  inhibitory 
(I) neurons (totally 500 in a module). For each module, labels 1~400 referring to E neurons and 
labels 401~500 referring to I neurons. For the i-th neuron in k-th module, we denote its spiking 
train as {𝑡𝑖
𝑘(𝑛), 𝑛 ≥ 1}, its 𝛼 (E or I) neighbors in the l-th module as 𝜕𝑘,𝑖
𝑙,𝛼, its voltage as 𝑉𝑖
𝑘(𝑡), 
its input conductance received from recurrent excitatory, recurrent inhibitory neurons as 
𝐺𝐸𝑖
𝑘(𝑡), 𝐺𝐼𝑖
𝑘(𝑡), its external input spike trains (with rate 𝑟𝑖𝑛) and input conductance from external 
as {𝑇𝑖
𝑘(𝑛), 𝑛 ≥ 1} and 𝐺𝑂𝑖
𝑘(𝑡) (if there are external inputs). Thus, they obey the equations 
{
 
 
 
 
 
 
𝑑𝑉𝑖
𝑘
𝑑𝑡
=
𝑉𝑟𝑒𝑠𝑡−𝑉𝑖
𝑘
𝜏
+ [𝐺𝐸𝑖
𝑘(𝑡) + 𝐺𝑂𝑖
𝑘(𝑡)](𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝑖
𝑘) + 𝐺𝐼𝑖
𝑘(𝑡)(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝑖
𝑘)
𝑑𝐺𝐸𝑖
𝑘(𝑡)
𝑑𝑡
= −
𝐺𝐸𝑖
𝑘(𝑡)
𝜏𝑑
𝐸 + 𝑔𝑒[∑ ∑ 𝛿 (𝑡 − 𝑡𝑖
𝑘(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑘,𝐸 +∑ ∑ ∑ 𝛿 (𝑡 − 𝑡𝑖
𝑙(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑙,𝐸𝑙≠𝑘 ]
𝑑𝐺𝐼𝑖
𝑘(𝑡)
𝑑𝑡
= −
𝐺𝐼𝑖
𝑘(𝑡)
𝜏𝑑
𝐼 + 𝑔𝑖[∑ ∑ 𝛿 (𝑡 − 𝑡𝑗
𝑘(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑘,𝐼 + ∑ ∑ ∑ 𝛿 (𝑡 − 𝑡𝑖
𝑙(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑙,𝐼𝑙≠𝑘 ]
𝑑𝐺𝑂𝑖
𝑘(𝑡)
𝑑𝑡
= −
𝐺𝑂𝑖
𝑘(𝑡)
𝜏𝑑
𝐸 + 𝑔𝑒 ∑ 𝛿(𝑡 − 𝑇𝑖
𝑘(𝑛))𝑛
 ,  (S2.1) 
where 𝑔𝑒 =
∆𝑔𝑒
𝜏
, 𝑔𝑖 =
∆𝑔𝑖
𝜏
. Parameters in simulation are [1]: 𝜏 = 20𝑚𝑠 , 𝜏𝑑
𝐸 = 5𝑚𝑠 ,  𝜏𝑑
𝐼 =
10𝑚𝑠  , 𝑉𝑟𝑒𝑠𝑡 = −60𝑚𝑉 , 𝑉𝐸
𝑟𝑒𝑣 = 0𝑚𝑉 ,  𝑉𝐼
𝑟𝑒𝑣 = −80𝑚𝑉 , ∆𝑔𝑒 = 0.5 , ∆𝑔𝑖 = 5 . {𝑇𝑖
𝑛}  is the 
Poisson spiking trains injected to the i-th neuron from external whose rate is 𝑟𝑖𝑛 Hz. Spiking reset 
threshold is 𝑉𝑡ℎ = −50𝑚𝑉. In simulation, we also apply a refractory period 5ms.  
 
 
2.2 Stimulus-response of a module  
  In experimental studies on the response of the brain to the cognitive events, it is necessary 
to average the measured brain activity over trails of experiments. The brain activity is usually 
measured by EEG and the averaged signal is called as Event-Related Potential (ERP). 
Transient stimulus is applied to all the modules at a given time. The collective behavior of a 
module k  to additional stimulus can be reflected by its mean membrane potential:  
〈𝑉𝑘(𝑡)〉 =
1
𝑠𝑚
∑ 𝑉𝑖
𝑘(𝑡)
𝑠𝑚
𝑖=1 .  A further averaged signal 〈𝑉(𝑡)〉 =
1
𝑁𝑚
∑ 〈𝑉𝑘(𝑡)〉
𝑁𝑚
𝑘=1  (averaged 
over all the modules) is then used. To simulate the response of the brain to cognitive events, 
〈𝑉(𝑡)〉 is also averaged over 100 realizations of the simulation. An example of the simulation 
result of the averaged potential 〈𝑉(𝑡)〉 is shown in Fig. S5. The signal is recorded in MN 
with the rewiring probability 𝑃𝑟 = 0.995 where the additional stimulus is added into the 
modules at 𝑡 = 1.0 s. Here, the stimulus method is that 1% of the randomly selected neurons 
in all modules are activated by increasing their membrane potential just above the threshold in 
one simulation step. We can see that the ongoing spontaneous fluctuation is almost eliminated 
by averaging over realizations, but the response behavior manifests itself in the averaged 
signal (Fig. S5).  
If the response of the network is weak, the network returns to its baseline ongoing activity 
quickly. As the network exhibits strong response to the stimuli, the averaged signal exhibits 
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the waveform as shown in Fig. S5. We measure the response size by the area of the region 
(colored region in Fig. S5) between the signal curve and the baseline of the ongoing activity. 
The first 20 ms after the stimulation is ignored in order to exclude net effect of stimulus and 
the length for recording the response is 200ms.  
We can apply similar analysis in the field equation simulation below. The stimulus for the 
field equation is to raise the E, I membrane potential (𝑉𝐸 and 𝑉𝐼 in the equations below) of a 
module to the threshold. And then measure the corresponding area calculated from the 
average membrane potential of the module 𝑉 = 0.8𝑉𝐸 + 0.2𝑉𝐼.  
  As the random network is rewired into MN, the module becomes denser, and the 
correlation between neuron’s activity increases. As a result, the response of a module 
becomes stronger. The relation between the response and the rewiring probability is shown in 
Fig. 1(d). 
 
 
 
2.3 Mean-field reduction of neuronal network to coupled neural oscillators 
 
  Now we derive the macroscopic field equation corresponding to the spiking network (S2.1). 
Denote 𝑉𝐸
𝑘 = 〈𝑉𝑖
𝑘〉𝑖∈𝑘,𝐸  , 𝑉𝐼
𝑘 = 〈𝑉𝑖
𝑘〉𝑖∈𝑘,𝐼 ,  Φ𝐸
𝑘 = 〈𝐺𝐸𝑖
𝑘〉𝑖∈𝑘,𝐸 𝑜𝑟 𝑘,𝐼  and Φ𝐼
𝑘 = 〈𝐺𝐼𝑖
𝑘〉𝑖∈𝑘,𝐸 𝑜𝑟 𝑘,𝐼 
as the average E , I voltage, E, I input conductance of the k-module. For external inputs of 
neuron 𝑖, we adopt a diffusion approximation that 𝐺𝑂𝑖
𝑘(𝑡) ≈ 𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√𝑟𝑖𝑛 𝜉𝑖
𝑘(𝑡)), with 
{𝜉𝑖
𝑘(𝑡)}
𝑘,𝑗
being independent standard (with zero mean and unit variance) Gaussian white noises. 
Thus, 〈𝐺𝑂𝑖
𝑘(𝑡)〉𝑖∈𝑘,𝛼 ≈ 𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝛼
𝜉𝛼
𝑘(𝑡)) , with {𝜉𝛼
𝑘(𝑡)}𝑘,𝛼being independent Gaussian 
white noises. Taking the average 〈 〉𝑖∈𝑘,𝐸 and 〈 〉𝑖∈𝑘,𝐼 to the first equation of Eq. (S2.1), with 
the decoupling approximation: 〈[𝐺𝐸𝑖
𝑘 + 𝐺𝐼𝑖
𝑘]𝑉𝑖
𝑘〉𝑖∈𝑘,𝛼 ≈ 〈𝐺𝐸𝑖
𝑘 + 𝐺𝐼𝑖
𝑘〉𝑖∈𝑘,𝛼〈𝑉𝑖
𝑘〉𝑖∈𝑘,𝛼 we get  
𝑑𝑉𝛼
𝑘
𝑑𝑡
=
𝑉𝑟𝑒𝑠𝑡−𝑉𝛼
𝑘
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝛼
 𝜉𝛼
𝑘(𝑡)) + Φ𝐸
𝑘] (𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝛼
𝑘) + Φ𝐼
𝑘(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝛼
𝑘).  (S2.2) 
By the assumption [2], we know that the firing rate of the  neurons in the k-th module can be 
approximated as  
𝑄𝛼
𝑘(𝑡) = 〈∑ 𝛿 (𝑡 − 𝑡𝑗
𝑘(𝑛))𝑛 〉𝑗∈𝑘,𝛼 = 1/[1 + exp (
𝑉𝑡ℎ−𝑉𝛼
𝑘
𝜎𝛼
𝑘
𝜋
√3
)] .        (S2.3) 
Eq. (S2.3) essentially captures the sub and supra threshold microscopic dynamics of a spiking 
network, that is, 𝑄𝛼
𝑘(𝑡) represents the proportion of 𝛼 type neurons that spike between 𝑡 
and 𝑡 + ∆𝑡 (∆𝑡 is an infinite small quantity) as well as the mean firing rate of 𝛼 type 
neurons at time 𝑡 with unit per ms [2]. Here, 𝜎𝛼
𝑘  are effective parameters to construct the 
voltage-dependent mean population firing rate. Note that this approximation scheme based only 
on the first-order statistics neglects several factors that affect the accurate firing rate, including 
higher order statistics, noise correlation and refractory time. Thus, it does not have an analytical 
form and should be estimated numerically. A complete analytical approach for conductance-based 
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integrate-and-fire neural network is still an open issue [3,4]. Furthermore, the quality of the 
scheme depends on suitable choices of effective parameters 𝜎𝛼
𝑘  (see Eq. (S2.11) below).  
Under mean-field approximation, we have 〈∑ ∑ 𝛿 (𝑡 − 𝑡𝑗
𝑙(𝑛))𝑛𝑗∈𝜕𝑘,𝑖
𝑙,𝛼 〉𝑖∈𝑘,𝐸 𝑜𝑟 𝑘,𝐼 = 𝑛𝛼
𝑘𝑙𝑄𝛼
𝑙 (𝑡), 
where 𝑛𝛼
𝑘𝑙 is the average number of 𝛼 neighbors in the l-th module of a neuron in the k-th 
module. Thus, 𝑛𝛼
𝑘𝑙 = 𝑝𝑘𝑙𝑁𝛼, where 𝑝
𝑘𝑙 is the connection probability from module 𝑙 to module 
𝑘. In our network, 
𝑝𝑘𝑙 = {
𝑃𝑖𝑛𝑡𝑟𝑎 = 𝑃𝑐(1 + (𝑁𝑚 − 1)𝑃𝑟), 𝑘 = 𝑙
𝑃𝑖𝑛𝑡𝑒𝑟 = 𝑃𝑐(1 − 𝑃𝑟), 𝑘 ≠ 𝑙
 .                  (S2.4) 
Taking 〈 〉𝑖∈𝑘,𝐸 or 〈 〉𝑖∈𝑘,𝐼 to the second and third equations of Eq. (S2.1), we have 
𝑑Φ𝛼
𝑘
𝑑𝑡
= −
Φ𝛼
𝑘
𝜏𝑑
𝛼 + 𝑔𝛼𝑁𝛼𝑃𝑐[(1 + (𝑁𝑚 − 1)𝑃𝑟)𝑄𝛼
𝑘(𝑡) + ∑ (1 − 𝑃𝑟)𝑄𝛼
𝑙 (𝑡)𝑙≠𝑘  .    (S2.5) 
Thus, the field equations of the whole MN are obtained as  
{
 
 
 
 𝑑𝑉𝛼
𝑘
𝑑𝑡
=
𝑉𝑟𝑒𝑠𝑡−𝑉𝛼
𝑘
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝛼
 𝜉𝛼
𝑘(𝑡)) + Φ𝐸
𝑘] (𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝛼
𝑘) + Φ𝐼
𝑘(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝛼
𝑘)
𝑑Φ𝛼
𝑘
𝑑𝑡
= −
Φ𝛼
𝑘
𝜏𝑑
𝛼 + 𝑔𝛼𝑁𝛼𝑃𝑐[
(1+(𝑁𝑚−1)𝑃𝑟)
1+exp(
𝑉𝑡ℎ−𝑉𝛼
𝑘
𝜎𝛼
𝑘
𝜋
√3
)
+ ∑
(1−𝑃𝑟)
1+exp(
𝑉𝑡ℎ−𝑉𝛼
𝑙
𝜎𝛼
𝑙
𝜋
√3
)
𝑙≠𝑘 , 𝛼 = 𝐸, 𝐼, 𝑘 = 1,… , 𝑁𝑚
. (S2.6) 
Since all modules are identical, we have 𝜎𝛼
𝑘 = 𝜎𝛼 for all k. Denote 𝑋
𝑘 = (𝑉𝐸
𝑘 ,𝑉𝐼
𝑘,Φ𝐸
𝑘 ,Φ𝐼
𝑘)
𝑇
, 
we can write the field equations in the vector form as 
𝑑𝑋𝑘
𝑑𝑡
= 𝐹(𝑋𝑘) + ∑ 𝑎𝑘𝑗𝐺(𝑋
𝑗)
𝑁𝑚
𝑗=1  ,                   (S2.7) 
with 
 
𝐹(𝑋𝑘) = {
𝑉𝑟𝑒𝑠𝑡 − 𝑉𝐸
𝑘
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒(𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝐸
 𝜉𝐸
𝑘(𝑡)) +Φ𝐸
𝑘] (𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝐸
𝑘)+ Φ𝐼
𝑘(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝐸
𝑘), 
𝑉𝑟𝑒𝑠𝑡−𝑉𝐼
𝑘
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝐼
 𝜉𝐼
𝑘(𝑡)) + Φ𝐸
𝑘] (𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝐼
𝑘) + Φ𝐼
𝑘(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝐼
𝑘),−
Φ𝐸
𝑘
𝜏𝑑
𝐸 ,−
Φ𝐼
𝑘
𝜏𝑑
𝐼 }
𝑇
 , 
(S2.8a) 
𝐺(𝑋𝑘) = {0,0,
𝑔𝐸𝑁𝐸𝑃𝑐
1+exp(
𝑉𝑡ℎ−𝑉𝐸
𝑘
𝜎𝐸
𝜋
√3
)
,
𝑔𝐼𝑁𝐼𝑃𝑐
1+exp(
𝑉𝑡ℎ−𝑉𝐼
𝑘
𝜎𝐼
𝜋
√3
)
}
T
,             (S2.8b) 
 
𝑎𝑘𝑗 = {
1 + (𝑁𝑚 − 1)𝑃𝑟, 𝑘 = 𝑗
1 − 𝑃𝑟 , 𝑘 ≠ 𝑗
  .                   (S2.8c) 
One should notice that the effective parameters 𝜎𝐸 , 𝜎𝐼 in Eq. (S2.6) should be determined by 
all other parameters (particular by rewiring probability 𝑃𝑟).  
  For example, if 𝜎𝐸 , 𝜎𝐼 are independent of 𝑃𝑟, then at the deterministic steady-state where 
𝑉𝛼
?̇? = 𝑄𝛼
?̇? = 𝜉𝛼
𝑘 = 0, one expect that 𝑉𝛼
𝑘 = 𝑉𝛼
𝑙, Φ𝛼
𝑘 = Φ𝛼
𝑙  , 𝑄𝛼
𝑘 = 𝑄𝛼
𝑙  for all 𝑘 ≠ 𝑙  since the 
6 
 
identity of different modules. Then, these steady values are solved by 
{
𝑉𝑟𝑒𝑠𝑡−𝑉𝛼
𝑠𝑠
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒𝑟𝑖𝑛 + Φ𝐸
𝑠𝑠](𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝛼
𝑠𝑠) +Φ𝐼
𝑠𝑠(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝛼
𝑠𝑠)
Φ𝛼
𝑠𝑠(𝑡) = 𝜏𝑑
𝛼𝑔
𝛼
𝑁𝛼𝑃𝑐𝑁𝑚/[1 + exp (
𝑉𝑡ℎ−𝑉𝛼
𝑠𝑠
𝜎𝛼
𝜋
√3
)]
 .        (S2.9) 
Thus, the steady-state firing rate 𝑄𝛼
𝑠𝑠(𝑡) = 1/[1 + exp (
𝑉𝑡ℎ−𝑉𝛼
𝑠𝑠
𝜎𝛼
𝜋
√3
)] is independent of 𝑃𝑟 if 
𝜎𝐸 , 𝜎𝐼 are independent of 𝑃𝑟, which cannot capture the effect of the firing rate reduction 
during rewiring (Fig. 1 in the main text). 
 
 
2.4 Field equations of a single module 
 
  To understand the overall dynamic principle of the modular network, we can focus on 
analyzing the dynamics of single separate module. In the limit of 𝑃𝑟 → 1  (all rewired), 
modules are almost separated. Let 𝑃𝑟 = 1 in Eq. (S2.6) and we get the field equations 
corresponding to one separate module with additional external excitatory inputs:  
{
 
 
 
 𝑑𝑉𝛼
𝑑𝑡
=
𝑉𝑟𝑒𝑠𝑡−𝑉𝛼
𝜏
+ [𝜏𝑑
𝐸𝑔𝑒 (𝑟𝑖𝑛 +√
𝑟𝑖𝑛
𝑁𝛼
 𝜉𝛼(𝑡)) + Φ𝐸] (𝑉𝐸
𝑟𝑒𝑣 − 𝑉𝛼) + Φ𝐼(𝑉𝐼
𝑟𝑒𝑣 − 𝑉𝛼))
𝑑Φ𝛼
𝑑𝑡
= −
Φ𝛼
𝜏𝑑
𝛼 + 𝑔𝛼𝑁𝛼𝑝𝑐/ [1 + exp(
𝑉𝑡ℎ−𝑉𝛼
𝜎𝛼
𝜋
√3
)]        ,   𝛼 = 𝐸, 𝐼
 , (S2.10) 
where 𝑝𝑐 = 𝑃𝑐𝑁𝑚 in the connection density of this module. From this we can know how the 
dynamic properties of a module depends on its effective connection density 𝑝𝑐. In our study here, 
the effective parameters 𝜎𝐸 , 𝜎𝐼 are estimated by  
 𝜎𝛼 =
𝑉𝑡ℎ−𝑉𝛼
ln ((𝑄𝛼
𝑠𝑠)−1−1)
𝜋
√3
 , 𝛼 = 𝐸, 𝐼 ,                    (S2.11) 
where 𝑉𝛼
𝑠𝑠  and 𝑄𝛼
𝑠𝑠  is the steady-state average membrane potential and firing rate of E, I 
neurons in the single separate module and they are estimated through numerical simulation of 
the module under different connection density 𝑝𝑐 (Fig. 2h). Although qualitative prediction 
may not depend on the exact value of 𝜎𝛼, (see Fig. 2 (e, f) in the main text), we adopt Eq. 
(S2.11) to achieve a better predictive outcome. 
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Supplementary figures 
 
 
 
Fig. S1. (a) The wiring cost (rescaled by the initial RN) of MN versus the rewiring probability 
𝑃𝑟. The number of modules are 𝑁𝑚 = 5 × 5, 10 × 10 and 20 × 20 respectively. (b) The 
(rescaled) wiring cost of MN with 𝑁𝑚 = 10 × 10 changes with the rewiring probability 𝑃𝑟. 
The results for different values of connection density 𝑃𝑐 are plotted and the results overlap.  
 
 
 
 
Fig. S2. The dynamic behavior of MN is robust with respect to the initial connection density 𝑃𝑐. 
(a) The firing rate of neurons in the MN with different 𝑃𝑐 during the rewiring process. All exhibit 
lower firing rate as they are rewired into MNs. Furthermore, MN with smaller connection density 
exhibit higher firing rate. (b) The sustained probability. MN can exhibit self-sustained activity 
unless the rewiring probability is too high so that the modules are effectively disconnected from 
each other (inter-module connections are too sparse). The break-down of the sustainability is 
easier for larger 𝑃𝑐 since the intra-module connection density is higher and the firing rate of the 
module becomes smaller (see Fig. 2 in the main text). The value of 𝑃𝑐 is labeled in the legend.  
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Fig. S3. Comparison of sustain probability and firing rate between RN and MN with 𝑃𝑟 = 0.999 
under different 𝑃𝑐. (a) Sustain probability. RN exhibits self-sustained activity in this parameter 
range whereas MN may not be able to self-sustain when 𝑃𝑐 is larger than a critical value around 
0.0017, corresponding to the single isolated module critical density 𝑝𝑐 = 0.17 (Fig. 2 in the main 
text). (b) The firing rate. In all parameter region, the firing rate of RN is quite higher than that in 
MN. 
 
 
 
Fig. S4. The raster plot of spike times in a module selected from the whole network. From (a) to (d) 
the rewiring probability is 𝑃𝑟 = 0, 0.5, 0.95, 0.995 respectively. As 𝑃𝑟 grows, the dynamic mode 
transitions from asynchronous spiking to intermittent clustered spiking. When these intermittent 
clustered spiking events are measured by avalanches through suitable time bin, the avalanches size 
distribution approaches to power-law as 𝑃𝑟 grows (see Fig. 1 in the main text). 
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Fig. S5. (a) The illustration of computing response of the MN to transient stimulation by 
mean membrane potential averaged over many realizations. The colored area between the 
curve 〈𝑉〉 and its mean value representing the baseline ongoing activities (dashed line) over 
time is used to measure the response. (b) Comparison of the response curve of MN (rewiring 
probability =0.99) and RN to external stimuli. Stimulus strength is the percentage of neurons 
switched on by the stimulus. 
 
 
 
 
 
 
 
Fig. S6.  Results of an extended model setting where the number of inter-modular links 
depends on the distance between modules. Here, the distance between two modules 𝑖 and 𝑗 , 
denoted as 𝐷𝑖𝑗, is defined as the distance between the center position of two modules and the 
number of inter-module links between two modules is proportional to 𝑒
−
𝐷𝑖𝑗
𝐷0
⁄
, where 𝐷0 is a 
parameter which determines the characteristic length. The wiring cost (red circles), the firing rate 
of neurons (blue triangles) and the sustained probability (black squares) as functions of the 
rewiring probability are presented. 𝐷0 = 1 and 𝐷0 = 5 in (a) and (b) respectively. The network 
size is 𝑁 = 50,000, which consists of 𝑁𝑚 = 100 modules with the size 𝑆𝑚 = 500. The overall 
connection density is 𝑃𝑐 = 0.0017. 
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Fig. S7. The raster plot of spikes in the isolated single module with weaker external input rate 
𝑟𝑖𝑛 = 5 Hz. The connection density is 𝑝 = 0.10, 0.17, and 0.20 from (a) to (c). As 𝑝𝑐 grows, the 
dynamic mode transitions from asynchronous spiking to intermittent clustered spiking. 
 
11 
 
 
Fig. S8. Dependence of an isolated single module on external input rates. (a-c) The raster plot of 
spikes in isolated modules with density 𝑝𝑐 = 0.17. The external input rate is 𝑟𝑖𝑛 =5, 50, and 100 
Hz from (a) to (c), respectively. Under fixed density, the dynamic transitions from synchronous 
spiking to asynchronous spiking as the input rate increases, since the external Poisson process 
dominates the firing of the neurons. (d) The firing rate with different density 𝑝𝑐 and input rate 
𝑟𝑖𝑛. The output rate always decreases with the connection density under various input rates. 
 
 
 
 
 
 
