We present an extension of Horn-clause logic which can hypothetically add and delete tuples from a database. Such logics have been discussed in the literature, but their complexities and expressibilities have remained an open question. This paper examines two such logics in the function-free, predicate case. It is shown, in particular, that augmenting Horn-clause logic with hypothetical addition increases its data-complexity from PTIME to PSPACE. When deletions are added as well, complexity increases again, to EXPTIME. To establish expressibility, we augment the logic with negation-byfailure and view it as a query language for relational databases. The logic of hypothetical additions then expresses all database queries which are computable in PSPACE. When deletions are included, the logic expresses all database queries computable in EXPTIME.
Introduction
Several researchers in the logic programming community have pointed out the utility of augmenting Hornclause logic with the ability to hypothetically add facts to a database 13, 12, 22, 26, 19, 4] . Others as much by investigating the intuitionistic semantics of embedded implications 20, 21] . However, the complexity and expressibility of these logics has remained an open question. This paper addresses these issues from a database point of view. In particular, results on data-complexity and expressibility are established for the function-free predicate case.
This paper also examines hypothetical deletion. In contrast to additions, hypothetical deletions have received little attention in the logic-programming literature, one exception being the work of Manchanda and Warren 19] . As in their work, this paper focuses on deletions from the database, and not from the least xpoint. Although relatively simple, such deletions nevertheless increase the complexity and expressibility of the logic from PSPACE to EXPTIME. 1;2 Results are established for two distinct extensions of Horn-clause logic: (i) Horn logic augmented with hypothetical additions (called the restricted logic), and (ii) Horn logic augmented with both hypothetical additions and deletions (called the full logic).
Hypothetical queries are particularly useful in the context of rule-based systems and deductive databases. For example, one might ask, \If I were to take eng423, would I be able to graduate?", or perhaps, \Retrieve those students who could graduate if they took one more course." Gabbay and Reyle have reported a need to augment Prolog with hypothetical rules in order to encode the British Nationality Act. In particular, the act contains rules such as the following: \You are eligible for citizenship if your father would be eligible if he were still alive " 13] . Rules such as these are called embedded implications 20] .
Embedded implications have an intuitionistic semantics. That is, their models are Kripke structures, consisting of many possible substates 11]. McCarty has developed an intuitionistic xpoint-semantics for embedded implications and has shown that they have interesting semantical properties analogous to the unique minimal-model property of Horn clauses 20, 3] . In particular, he has shown that they have a unique maximal Kripke-model, which in turn, has a unique minimal substate. It is also known that in the propositional case, intuitionistic validity is PSPACE-complete 23, 18] . To our knowledge, however, we are the rst to address the questions of the data-complexity and expressibility of intuitionistic reasoning.
In contrast to additions, hypothetical deletions do not appear to have an intuitionistic semantics. The problem is that, like most logics, intuitionistic logic has no concept of database; it sees only the logical closure of the database and the rulebase. Thus, deletions from the database make no sense in intuitionistic logics. One alternative is to view our logic as a dynamic logic of database updates. In fact, our notation for hypothetical updates is reminiscent of dynamic logic, with additions and deletions being the primitive actions 14, 19] . This paper introduces a semantics for hypothetical updates which in some sense is \midway" between that of dynamic and intuitionistic logic.
Semantics are introduced, however, mainly as a vehicle for establishing upper complexity bounds. We dene a notion of rulebase interpretation and introduce a xpoint operator, much like the T-operator of Hornclause logic 3, 24] . A bottom-up, iterative procedure is developed for computing the \least xpoint" of a database and a set of rules. It is easy to show that this procedure runs in exponential time.
For the restricted logic of hypothetical additions, a mixed top-down/bottom-up algorithm is developed. One way to view this algorithm is as a top-down, recursive algorithm in which bottom-up, least-xpoint computations occur at each level of recursion. There are polynomially many levels of recursion and each level takes polynomial time. Thus, we have an algorithm which runs in polynomial space.
In this way, EXPTIME and PSPACE upper-bounds on the data-complexity of query processing are established for the full logic and its restriction, resp. To establish these as lower bounds, we use the logics to encode the computations of alternating Turing-machines 9]. In the full logic, the database represents the machine tape and hypothetical updates represent machine transitions. Hypothetical deletion simulates tape erasure, and hypothetical addition simulates tape writing. In this way, alternating PSPACE machines can be encoded. In the restricted logic, the approach is more familiar: time is represented explicitly and the database encodes an entire computation path. By making time explicit, however, it is possible only to encode alternating PTIME machines. This is why hypothetical additions have a lower complexity than hypothetical additions and deletions combined.
The issue of expressibility is also addressed. In particular, we view the two logics as query languages for relational databases; and we ask, \what class of database queries do these logics express?" Because they are monotonic, there are many simple queries that these logics cannot express; so we rst augment them with negation-by-failure 17]. When augmented in this way, the full logic expresses all database queries which are computable in exponential time; and the restricted logic expresses all database queries computable in polynomial space.
The proofs rely on our simulation of alternating Turing-machines. In this respect they are similar to other expressibility proofs in the literature 16, 25] . One di erence, however, is that we do not require the data domain to be linearly ordered. Linearly-ordered domains are used to simulate counters, which in turn, are used to simulate tape-head movements. Our approach is to start with unordered domains and assert linear orders hypothetically. This, however, involves some novel technical problems.
Examples
This section gives several examples of hypothetical queries and rules. In each example, tuples are hypothetically added or deleted from the database before a least-xpoint query is made. These queries are expressed with modal-like operators; in particular, Q add : P] means, \If P were added to the database, then Q would be true"; and Q del : P] means, \If P were deleted from the database, then Q would be true." The notation R; DB` means that the query is true when applied to the rule-based system R; DB]. The next section will be more precise about this. This section provides examples of hypothetical queries and how they are expressed in our logic.
The examples are centered on a rule-based system which describes university policy. For instance, the atomic formula take(s; c) means that student s has taken course c, and grad(s) means that s is eligible for graduation. Thus, the database DB contains facts such as take(tony; cs250), and the rulebase R contains rules such as grad(s) take(s; his101); take(s; eng201):
In the following examples, each query is described in three ways: (i) informally, in English, (ii) formally, at the meta-level, and (iii) formally, at the object-level with operators of addition and deletion. 3 Example 1. Consider the query, \If Tony took cs452, would he be eligible to graduate?" That is, if take(tony; cs452) were added to the database, could we infer grad(tony)? This query can be formalized at the meta-level as follows: R; DB + take(tony; cs452)`grad(tony)
In our language of hypotheticals, it is represented by the expression grad(tony) add : take(tony; cs452)]. This is an object-level level expression such that R; DB` i the meta-level condition is satis ed.
Example 2. \If Tony had not taken eng101, would he have graduated?" That is, if take(tony; eng101) were deleted from the database, could we infer grad(tony)? This query can be formalized at the meta-level as follows:
R; DB take(tony; eng101)`grad(tony)
At the object-level, it is represented by the expression grad(tony) del : take(tony; eng101)].
Example 3. \Retrieve those students who could graduate if they took (at most) one more course." i.e., at the meta-level, we want those s such that 9c R; DB + take(s; c)`grad(s)]
At the object-level, this query is represented by the expression (s) = 9c; grad(s) add : take(s; c)]. That is, for each value of s, R; DB` (s) i the meta-level condition is satis ed.
Example 4. \Retrieve those students who have taken eng201 but who could have graduated if they had taken eng250 instead." i.e., at the meta-level, R; DB`take(s; eng201) and R; DB + take(s; eng250) take(s; eng201)`grad(s) and at the object-level, 4 take(s; eng201)ĝ rad(s) add : take(s; eng250)] del : take(s; eng201)]
Having introduced hypothetical queries, we can also use them in the premises of rules. These rules have the form A B add : C], meaning, \A is true if adding C to the database causes B to become true." Such rules turn our query language into a logic for building rulebases.
Example 5. Suppose the university wishes to change its policy on nancial aid by enacting the following rule: \If a student is within one course of graduation and is not eligible for primary aid, then he is eligible for secondary aid."
This hypothetical rule can be represented by adding the following two rules to the rulebase: 5 aid2(s) aid1(s); grad1(s).
grad1(s) 9c; grad(s) add : take(s; c)]
Here, aid1(s) and aid2(s) mean that student s is eligible for primary and secondary aid, resp., and grad1(s) means that s is within one course of graduation.
Hypothetical Inference
Having provided examples of hypothetical queries and rules, this section now de nes a logic for expressing them. First its syntax is de ned, and then its meaning is given in terms of an inference system. 6 We use the syntax and terminology of Horn-clause logic augmented with with modal-like operators. In particular, an expression is called atomic i it is an atomic formula of predicate logic. Although the rest of this paper focusses on the function-free case, the de nitions of this section do not require this restriction.
De nition 1 A premise (or query) is an expression having one of the following forms: 5 The rst rule uses negation-by-failure 17]. 6 Semantics are touched upon only brie y in this paper; but see 4] for a proof that the hypothetical logic of additions has an intuitionistic semantics.
A where A is atomic. It is implicit in the above de nition, that all variables in a rule are universally quanti ed; however, variables that appear in the premise, but not the head of a rule admit a special interpretation. For example, in the rule A(x) B(x; y) add : C(x; y)], the variable y does not appear in the head. If this rule were to appear in the rulebase R, then inference rule 1 would imply that for any ground term x, it is the case that R; DB`A(x) if R; DB + fC(x; y)g`B(x; y) for some ground term y. For this reason, this rule can be interpreted in two equivalent ways: 7 8x8y A(x) B(x; y) add : C(x; y)] 7 Similar interpretations also exist in Horn-clause logic. In the next two examples, we assume the database DB includes the following atomic formulas, which dene a nite sequence a 1 ; a 2 ; :::; a n ; a n+1 :
FIRST(a 1 ); NEXT(a 1 ; a 2 ); NEXT(a 2 ; a 3 ); ::: NEXT(a n ; a n+1 ); LAST(a n+1 ): A(x) LAST(x); D: Then R; DB`E if R; DB + fB(a 1 ); B(a 2 ); :::; B(a n )g`D or R; DB + fC(a 1 ); B(a 2 ); :::; B(a n )g`D or R; DB + fB(a 1 ); C(a 2 ); :::; B(a n )g`D or R; DB + fC(a 1 ); C(a 2 ); :::; B(a n )g`D or R; DB + fC(a 1 ); C(a 2 ); :::; C(a n )g`D The last example illustrates that a xed set of hypothetical rules can express O(2 n ) meta-level queries, where n is the database size. Such \blowups" can be viewed as the source of the EXPTIME and PSPACE data-complexity bounds for our hypothetical logics.
Bottom-Up Inference
In this section, hypothetical inference is formulated in terms of a bottom-up, iterative operator, much like the T-operator of Horn-clause logic 3, 24] . This view of inference forms the basis of algorithms developed in the next section, algorithms whose complexities are easily determined. This section develops enough theory to verify that these algorithms are sound and complete with respect to the inference system de ned in the last section.
We rst introduce a rudimentary semantics in which a rulebase is viewed as a mapping M which takes a database DB as input and returns a larger database M(DB) as output. For instance, the identity mapping I corresponds to the empty rulebase, which when given a database DB, does not add any inferences to it. More generally, a set of Horn rules is naturally interpreted as a mapping which takes a database and returns a least xpoint. Justify this semantics on philosophical grounds, however, is not the purpose of this paper. Our motive is purely pragmatic: this semantics is a convenient vehicle for establishing upper complexity-bounds. Given a rulebase R, we de ne an operator T R which represents \one step" inferences. This operator takes a mapping M as input and returns another mapping T R (M) as output. For instance, T R (I) is the mapping which when given a database DB, adds those atomic formulas which can be derived from R and DB in one step. Similarly, T k R (I) is the mapping which when given a database DB, adds those atomic formulas which can be derived from R and DB in k or fewer steps.
The rest of this section makes these ideas precise. We shall assume that the databases DB are built from a universal domain of constant and predicate symbols and that all mappings M are de ned on these databases.
De nition 4 A rulebase interpretation is a mapping M which takes a database DB and returns a larger database M(DB). That is, DB M(DB). In addition, I is the identity interpretation. That is, I(DB) = DB. Loosely speaking, M represents a set of inferences, and T R (M) adds to M those inferences which can be derived from R in one step. Of course, the exact inferences performed depend on the database, which is why M and T R (M) are functions of DB.
Lemma 1 T R is in ationary and monotonic. i.e., Note that A is eventually inferred for all databases; that is, T R (I); DB j = A for all DB. Thus, by theorem 1, it should also be the case that R; DB`A for all DB. Using the inference rules of section 3, it is not hard to see that this is indeed the case.
Complexity: Upper Bounds
This section establishes upper complexity bounds both for the full logic of hypothetical additions and deletions and for the restricted logic of hypothetical additions. In particular, the data complexity for the full logic is in EXPTIME, and for the restricted logic, it is in PSPACE. Data complexity is the complexity of query processing when the database is regarded as input but the arity of all relations is bounded and the rulebase is xed 25]. For purposes of presentation, we restrict the analysis to the propositional case, though the arguments generalize to the function-free predicate case in a straightforward way.
EXPTIME Upper-Bound
Using the analysis of section 4, it is straightforward to show that query processing in the full logic can be done in exponential time. The key points are (i) that a hypothetical interpretation M can be represented in exponential space, (ii) that each application of operator T R requires exponential time, and (iii) that at most exponentially many applications of T R are needed to compute T R (I).
Suppose that R is a set of hypothetical rules and DB is a database. Let L be the set of atoms appearing in R and DB. We represent an interpretation M of R by the set f< DB 0 ; M(DB 0 ) > j DB 0 Lg. Indeed, we shall identify M with this set. To compute T R (I), M is rst initialized to I by the assignment M f< DB 0 ; DB 0 > j DB 0 Lg. Next, the assignment M T R (M) is executed repeatedly until M no longer changes, at which point M = T R (I).
The complexity of this procedure is easily deter- of DB 0 , no more changes will be possible after n 2 n operator applications. Thus T R (I) is computed after exponential time. Given T R (I) and a query , one can then use definition 5 to determine in exponential time whether T R (I); DB j = . Thus, for the full logic of hypothetical additions and deletions, the complexity of query processing is in EXPTIME in the propositional case.
This argument is easily generalized to the functionfree, predicate case. In this case, however, we are interested in data-complexity, in which the arity of all predicates is bounded. The hypothetical databases DB 0 are built from the predicate symbols and constant symbols appearing in DB and R. Because of the bounded arity, the number of possible tuples is polynomial in the size of the data domain; so the number of hypothetical databases DB 0 is still exponential. Hence, the data-complexity of the full logic is in EXPTIME in the function-free, predicate case.
PSPACE Upper-Bound
This section shows that for the restricted logic of hypothetical additions, query processing can be done in polynomial space. In particular, because there are no hypothetical deletions, a query to a rulebase system R; DB] is answered by referring only to hypothetical databases which contain DB. We exploit this fact to write a mixed top-down/bottom-up procedure LFP(R; DB) which computes T R (I)](DB) and which runs in polynomial space. This procedure has a single top-down, recursive phase; and at each level of recursion, a bottom-up, iterative computation is performed. Each bottom-up phase computes LFP(R; DB 0 ) for some database DB 0 containing DB. Because there are no hypothetical deletions, DB 0 grows larger with each level of recursion.
Each bottom-up phase of LFP is analogous to the bottom-up, least-xpoint computations of Horn-clause logic. Starting with S = DB, atoms are added to S by repeatedly applying the rules in R until no more inferences are possible. For each rule, the head of the rule is added to S i the premise of the rule is satis ed.
To test the premise of a hypothetical rule, LFP calls itself recursively, invoking another bottom-up phase. For instance, to apply the rule A B add : C], a new (hypothetical) database DB 0 = DB+fCg is created, and the rules in R are applied to DB 0 in bottomup fashion. If B is inferred during this phase, then R; DB`B add : C], and the premise of the hypothetical rule is satis ed.
At each level of recursion, the bottom-up phase takes polynomial time (as in Horn-clause logic). Furthermore, the depth of recursion is polynomial, since only polynomially-many distinct tuples can be added to DB. The entire computation, therefore, is performed in polynomial space.
This description is made precise by the three procedures given below, which for clarity, are restricted to the propositional case. They implement the following inference system, which is equivalent to the inference system of section 3 in the propositional case without hypothetical deletions.
1. R; DB`A if for some rule A 1 ; :::; n in R, it is the case that R; DB` i for each i. It is straightforward to show that if LFP(R; DB 0 ) are correctly computed for all DB 0 > DB, then LFP(R; DB) will return the correct answer. By induction, therefore, these three procedures are correct.
To check the complexity, suppose that MATCH were an oracle taking constant time. LFP would then return after polynomial time, as in the Horn-clause case. In fact, MATCH calls LFP recursively; but this recursion can go only to depth n, where n is the number of distinct atoms in R. Thus, there are O(n) levels of recursion, each taking polynomial time; so the entire computation is in PSPACE.
Complexity: Lower Bounds
This section establishes lower complexity bounds both for the full logic of hypothetical additions and deletions and for the restricted logic of additions. In particular, the data-complexity for the full logic is EXPTIMEhard, and for the restricted logic, it is PSPACE-hard. Recall that data-complexity is the complexity of query processing when the database is regarded as input but the arity of all relations is bounded and the rulebase is xed 25].
The main idea is to use our logic to encode the computations of an alternating Turing machine. Like nondeterministic machines, an alternating machine may have many possible transitions at any point in the computation. Alternating machines, however, may require that all machine transitions be successful, not just one. This capability gives alternating machines more power than nondeterministic machines 9].
EXPTIME Lower-Bound
We rst show that query processing for the full logic of hypothetical additions and deletions is EXPTIMEhard. Our strategy is to use the logic to encode the computations of an alternating PSPACE machine. Since APSPACE=EXPTIME, the result follows 9]. In addition, these machine encodings are central to the EXPTIME expressiveness result of section 7.
Let M be a one-tape, alternating Turing-machine which runs in polynomial space (an APSPACE machine), and let s be an input string. We encode s as a database DB(s), and M as a rulebase R(M) such that R(M); DB(s)`ACCEPT i M accepts s (1) where ACCEPT is a 0-ary predicate symbol.
The important point is that the rulebase R(M) is independent of the input s. This allows us prove that the data-complexity of query processing is EXPTIMEhard. Indeed, let M be an APSPACE machine which recognizes an EXPTIME-complete language 8 . The result then follows immediately. Combining this with the EXPTIME upper-bound of section 5, we have the following result:
Theorem 2 For the full logic of hypothetical additions and deletions, the data-complexity of query processing is EXPTIME-complete in the function-free, predicate case.
Simulating the Machine
The rest of this section establishes formula (1).
Since M is an APSPACE machine, its computations use n k tape cells for some integer k, where n is the length of the input. A counter is needed to represent these n k positions, which is easily implemented by placing the following entries in the database DB(s):
FIRST ( HEAD(q; j): the control head is in state q and is scanning the cell at position j.
We need to specify the initial id of the machine. This means stating that the control is in state q 0 , that the tape head is scanning the rst tape cell, and that the input is the string s =< s 0 ; s 1 ; :::; s n?1 >. We must, therefore, put the symbol s i in the i th tape cell and blank in the rest. This is done by placing the following entries in the database DB( We must also simulate the read, write and move operations of the machine's control head. This is done by hypothetically adding and deleting entries from the database. That is, we construct a logic program which in moving from one hypothetical database to another, simulates the transition of the machine M from one id to another. In particular, at any point in the inference, the database represents an id of the machine. This is comparable to the use by Abiteboul and Vianu, of a database update language to simulate nondeterministic Turing machines 1].
Every machine id is either accepting or rejecting. Furthermore, since M is an alternating Turing machine, it has three kinds of states: accepting, universal and existential. Whether an id is accepting or not is then determined recursively as follows:
An id is accepting if it has an accepting state.
An id is accepting if it has a universal state and all its successor id's are accepting.
An id is accepting if it has an existential state and at least one of its successor id's is accepting.
This criterion for acceptance can be encoded as a set of hypothetical rules. In particular, we add rules to R(M) so that when DB encodes an id, R(M); DB`ACCEPT i DB encodes an accepting id.
where ACCEPT is a 0-ary predicate.
We de ne three types of rules, one for each type of machine state. The simplest type is for those id's which have an accepting state. Speci cally, for each accepting state, we introduce a constant symbol q a and add the following rule to R(M):
ACCEPT HEAD(q a ; j):
That is, an id is accepting if it contains the accepting state q a . (The variable j signi es that the head position is unimportant.)
The rules for universal and existential states are more complex and depend on the transition relation of the machine M. In particular, for each machine transition, there are three pieces of information that may change: q, the state of the control head; j, the position of the control head; and c, the tape symbol that the control head is reading. This information is encoded in the database by the formulas HEAD(q; j) and CELL(c; j). For each machine transition, we delete these two formulas from the database, and add two new ones. The deletions are taken care of by a single rule:
ACCEPT HEAD(q; j); CELL(c; j); TRANS(c; q; j) del : HEAD(q; j); CELL(c; j)]:
where c, q and j are variables. TRANS(c; q; j) is a predicate which completes the machine transition by adding the new formulas to the database. This depends on the details of the transition relation. Suppose that given c and q, the machine has k possible transitions. Suppose that the i th such transition is given by the triple < c i ; i ; q i >, which means write the symbol c i , move i squares to the right, and go into state q i , where i may be 1, 0 or -1.
If q is a universal state, then a machine id containing q is accepting i each of its k successor id's is accepting. This is expressed by the following rule, which we add to R(M): TRANS(c; q; j) j 1 = j + 1 ; j 2 = j + 2 ; ::: j k = j + k ; ACCEPT add : HEAD(q 1 ; j 1 ); CELL(c 1 ; j)]; ACCEPT add : HEAD(q 2 ; j 2 ); CELL(c 2 ; j)];
ACCEPT add : HEAD(q k ; j k ); CELL(c k ; j)]:
where the c's and q's are constant symbols and the j's are variables. If q is an existential state, then a machine id containing q is accepting i at least one of its successor id's is accepting. This is expressed by the following k rules, which we add to R(M): TRANS(c; q; j) j 1 = j + 1 ;
ACCEPT add : HEAD(q 1 ; j 1 ); CELL(c 1 ; j)]: TRANS(c; q; j) j 2 = j + 2 ;
ACCEPT add : HEAD(q 2 ; j 2 ); CELL(c 2 ; j)]:
TRANS(c; q; j) j k = j + k ; ACCEPT add : HEAD(q k ; j k ); CELL(c k ; j)]:
We can write such rules for each pair of tapesymbols c and control-states q. In this way, we encode both the transition relation of the machine and the criterion for acceptance. That is, we can construct a set of hypothetical rules R(M) such that R(M); DB`ACCEPT i DB encodes an accepting id.
By de nition, the machine M accepts its input i the initial id is accepting. Since the initial id is represented by the database DB(s), it follows that R(M); DB(s)`ACCEPT i M accepts the input s. This establishes formula (1), thereby proving theorem 2.
PSPACE Lower-Bound
This section shows that query processing for the restricted logic of hypothetical additions is PSPACEhard. The proof is similar to that of the previous section except that instead of encoding alternating PSPACE machines, we encode alternating PTIME machines. Since APTIME=PSPACE, the result follows 9]. These machine encodings are also central to the PSPACE expressiveness result of section 7.
The main di erence between the encodings in this section and the last is that we now represent time explicitly. That is, because tape-erasure can no longer be simulated by database deletion, we introduce a time parameter t into many of the predicates. In particular, we represent machine id's as follows: CELL(c; j; t): at time t, the tape cell at position j contains the symbol c. HEAD(q; j; t): at time t, the control head is in state q and is scanning the cell at position j.
As before, we store a successor predicate NEXT(i; j) in the database so that we can count from 0 to n k ? 1, where n is the length of the machine input. This time, however, we count computation steps (time) as well as tape positions (space). Thus we can simulate only those machines which halt in at most n k steps, that is, machines which run in polynomial time.
Let M be a one-tape, alternating Turing-machine which runs in polynomial time (an APTIME machine), and let s be an input string. We encode s as a database DB(s), and M as a rulebase R(M) such that
R(M); DB(s)`ACCEPT i M accepts s (2)
Again, it is important that the rulebase R(M) is independent of the machine input s. This allows us to prove that the data-complexity of query processing is PSPACE-hard. Indeed, let M be an APTIME machine which recognizes a PSPACE-complete language. 9 The result then follows immediately. Combining this with the PSPACE upper-bound of section 5 gives the following result: Theorem 3 For the restricted logic of hypothetical additions, the data-complexity of query processing is PSPACE-complete in the function-free, predicate case.
Simulating the Machine
Because we are representing time explicitly, we can now store more than one machine id in the database. In fact, we can store a sequence of id's, that is, a computation path. In general, an alternating Turing machine has a computation tree, containing many such paths. The rulebase R(M) explores this tree one path at a time, asserting each path hypothetically, and then retracting it.
As before, the transition relation of the machine M is encoded as a set of hypothetical rules. This time, however, there is one set of hypothetical additions for each transition, and no hypothetical deletions. For each transition, the rules add a new machine id to the database, so that the computation path is \grown" one id at a time.
The rules are a simple variation of those in section 6.1 (see 5] for details). They de ne a predicate ACCEPT(t) which determines whether the id at the end of a computation path is accepting. In particular, if DB encodes a computation path ending at time t, then R(M); DB`ACCEPT(t) i the last id in the path is accepting.
As before, we encode the input string s in the database DB(s) as the initial id of the machine. That is, DB(s) represents a computation path of length 1 ending at time 0. Thus, machine M accepts input s i R(M); DB(s)`ACCEPT(0).
We can now establish formula (2) by adding the rule ACCEPT ACCEPT(0) to R(M). This, in turn, proves theorem 3.
Expressibility
We have shown that the data-complexity of the full logic of hypothetical additions and deletions is EXPTIME-complete, and that for the restricted logic of hypothetical additions, it is PSPACE-complete. This is the price we pay in worst-case performance, for the ability to reason about hypothetical database updates. What do we get for this price? In 4] it is shown that there are low-complexity, hypothetical queries that cannot be expressed in classical logic unless one assumes the user has full knowledge of the rulebase. Thus we get the ability to express certain hypothetical queries in a rulebase-independent way. This section, however, treats these logics as query languages for a relational database and establishs the class of queries that they express.
Section 5 showed that any database query expressible in the full logic is computable is EXPTIME. This section establishes a converse: by augmenting the full logic with negation-by-failure 17, 12] , any database query computable in exponential time can be expressed. Similarly, by augmenting the restricted logic with negation-by-failure, any database query computable in polynomial space can be expressed.
The proofs rely on the simulations of Turing machines as developed in the section 6. In this respect, they are similar to other expressibility proofs in the literature (e.g., 16, 25] ). One di erence, however, is that we do not require the domain of the database to be linearly ordered. Linearly-ordered domains are used to simulate counters, which in turn, are used to simulate the movement of the control head. Our approach is to start with unordered domains and assert linear orders hypothetically. This, however, involves some interesting technical problems.
The main problem is that we cannot select and assert a particular linear order. There is no a priori ordering on the domain, and so there is no way for a rulebase to prefer one ordering over another. We can, however, assert all possible linear-orders, one after another, and simulate the Turing machine for each one. This is su cient as long as the Turing machine simulation is insensitive to the particular linear-order being used. To prove this, we exploit the de nition of generic \database queries" as given by Chandra and Harel 6, 7] . This de nition requires that a query satisfy a consistency criterion: if the constants in the database are renamed in a consistent way, then the constants in the answer to a query must be renamed in the same way. In our machine simulations, changing the linear order is equivalent to renaming the database constants. Hence, it does not matter which linear order is used. In this way, the consistency criterion is central to our ability to use unorderd domains.
Before proceeding, we de ne the notions of rela-tional database and of database query. In logical systems such as ours, a relational database is represented as a set of ground atomic formulas. U is a universal set of constant symbols, and for each relation R i there is a predicate symbol P i whose ground atomic formulas represent R i .
De nition 9 A database query of type ! is a partial function which takes a database DB of type and returns a relation (DB) over dom(DB) of arity . must satisfy the following consistency criterion: if DB 0 can be derived from DB by renaming constant symbols, 10 then (DB 0 ) can be derived from (DB) by the same renaming.
Negation by Failure
It is clear that in order to express all EXPTIMEcomputable queries, our logic must be augmented in some way. This is because the logic is monotonic: as entries are added to the database, inferences do not disappear. Clearly many low-complexity queries are non-monotonic, such as relational-algebra queries involving complementation. Adding negation-by-failure to a logic makes it non-monotonic as well.
Let R be a hypothetical rulebase, and let DB be a database. Negation-by-failure is then de ned by adding the following inference rule to those of de nition 3:
Unfortunately, such inferences are not always wellde ned when negation appears in the premise of rules 10 In this case we say that DB and DB 0 are isomorphic. See 6] for a more precise de nition. which are mutually recursive. This is a familiar problem in Horn-clause logic 2]. For example, given the two rules A B and B A and an empty database, it is not clear whether A is to be inferred, or B, or both, or neither. However, as in the Horn-clause case, as long as there is no recursion through negation, there is no ambiguity. In this paper, we restrict our attention to such \strati ed" rulebases.
In the following example, negation-by-failure is used to determine the parity of a monadic relation D. The rst two rules select and remove elements of D from the database one-by-one. As elements are removed, the rulebase \ ips back and forth" between two subqueries, EV EN and ODD, until the relation D is empty. The third rule states that the empty relation has even parity.
It does not matter in which order the elements of D are removed. Every order will give the same answer: either every order will result in a proof of EV EN or every order will result in a proof of ODD. EV EN is clearly a non-monotonic query, since as elements are added to D, the predicate EV EN alternates between true and false. Thus, EV EN cannot be expressed in our hypothetical logic without negationby-failure. It is also known, however, that EV EN cannot be expressed in Horn-clause logic even with negation-by-failure 7, 8] .
Using a slightly more sophisticated use of negationby-failure, EV EN can be implemented in the restricted logic of hypothetical additions. The trick is to notice that the use of deletion above is particularly simple. In fact, it can be simulated by a combination of addition and negation as follows: (i) instead of deleting the element D(x), add the element ND(x); and (ii) instead of selecting an element D(x) which has not been deleted, select an element D(x) for which ND(x) has not been added. In this way, the deletion of D(x) from the database can be simulated. 
PSPACE Expressibility
This section shows that any database query that can be computed in polynomial space can be expressed in our logic of hypothetical additions augmented with negation-by-failure. i.e., Theorem 4 Suppose that is a database query of type ! and that DB is a database of type . Suppose also that DB has a monadic predicate D(x) which denes the data domain. If is computable in polynomial space, then there is a rulebase R( ) of hypothetical additions with negation-by-failure such that
where Q is a predicate symbol of arity .
This theorem assumes that the data domain is accessible via a predicate D. Although this is not necessary, it is a much weaker assumption than that of a linearly ordered domain. Furthermore, for many purposes, the data domain can be de ned as the set of constant symbols appearing in the database. In this case, D can be constructed from the database predicates P 1 ; :::; P m by adding the following rules to R( ) for each i: D(x 1 ) P i (x 1 ; x 2 :::x i ): D(x 2 ) P i (x 1 ; x 2 :::x i ):
D(x i ) P i (x 1 ; x 2 :::x i ): To prove theorem 4, suppose we have a database query which is computable in in polynomial space. Then there is a PSPACE Turing-machine which computes it. That is, if DB is encoded on the input tape, then the machine generates an encoding of (DB) on its output tape after consuming (at most) a polynomial amount of tape.
This machine generates all tuples in (DB); that is, it solves the generation problem for . Related to this is the recognition problem, recognizing whether a particular tuple is in (DB). It is easy to transform the generation problem into the recognition problem: given a tuple x and a database DB, generate the relation (DB), and return true i x 2 (DB). Since the arity of the output relation (DB) is xed, there are polynomially many tuples x that need to be tested (polynomial in jdom(DB)j). Thus, given a PSPACE machine which solves the generation problem for , there is another PSPACE machine which solves the recognition problem. This machine recognizes the language f< x; DB > j x 2 (DB)g.
Since PSPACE=APTIME, there is an alternating PTIME machine M which also recognizes this language 9]. Our main result is to construct a rulebase R(M) which solves the recognition problem for by simulating the computations of M. Speci cally, we construct R(M) so that for all databases DB of type , R(M); DB + fP 0 (x)g`A i M accepts < x; DB >
where P 0 is a predicate symbol of arity . Given this, it is straightforward to augment R(M) with rules so that it can solve the generation problem for . In particular, we add the following rule to R(M) to form R( ): 
Constructing R(M)
The above proof is based on construction of the rulebase R(M), which solves the recognition problem for a query according to formula 3. The rest of this section describes this construction.
Recall that M is an alternating PTIME machine which accepts the language f< x; DB > j x 2 (DB)g. Section 6.2 showed how to simulate APTIME machines in the logic of hypothetical additions. To use this construction, two things must be done: (i) encode the pair < x; DB > onto M's input tape, and (ii) simulate a counter from 0 to n k ? 1, where n is the size of the input and n k is an upper bound on the amount of time consumed during the computation. Actually, it will be convenient to choose n to be the size of the data domain dom(DB). We can do this because the database size is at most a polynomial function of the domain size.
Counting
If there is a total linear order on the data domain, then by using predicates of arity k, one can construct a counter from 0 to n k ? 1, where n = jdom(DB)j. The assumption of a linearly ordered domain is common in the literature 16, 25] , especially when expressiblity results are established in terms of complexity classes, as in theorem 4. For hypothetical logics, however, this assumption is unnecessary; if there is no linear order on the domain, then one can be asserted hypothetically.
The di culty is in choosing which linear order to assert. Since there is nothing special about any ordering, the rules have no way of selecting one over another. The trick is to hypothetically assert every possible ordering, one at a time, and to note that the Turingmachine simulations will return the same answer for each one. A similar trick was used in expressing the query EV EN in examples 10 and 11. In this way, no a priori domain ordering is needed and no distinguished ordering is selected.
The rules below use the techniques of example 11 to assert all possible linear orderings of the data domain. They select and remove domain elements one-by-one, where deletion is simulated using negation-by-failure. After the rst selection, a ground instance of the predicate FIRST 1 (x) is added to the database; after each subsequent selection, an instance of NEXT 1 (x; y) is added; and after the last selection, an instance of LAST 1 (x) is added. After asserting a linear order in this way, the rules try to infer the atom ACCEPT, which invokes a Turing-machine simulation. These simulations are constructed so that either ACCEPT is true for all linear orders, or ACCEPT is false for all linear orders.
During each of these simulations, there is a (hypothetical) linear-order on the data domain dom(DB). In particular, for the ordering < a 1 ; a 2 :::a n >, the following entries have been added to the database: FIRST 1 (a 1 ); NEXT 1 (a 1 ; a 2 ); NEXT 1 (a 2 ; a 3 );
::: NEXT 1 (a n?1 ; a n ); LAST(a n ):
This is in addition to the original database predicates P 1 ; ::: P m . This ordering on dom(DB) provides a way of counting from 0 to n?1. In addition, it induces an ordering on dom(DB)] k , the space of k-tuples of the domain elements. This in turn provides a way of counting from 0 to n k ? 1. In particular, we can write Horn rules to de ne the following three predicates: FIRST(x), NEXT(x; y), and LAST(y), where x and y are ktuples (see 5] for details). FIRST(x) and LAST(y) are true i x and y represent the integers 0 and n k ?1, respectively; and NEXT(x; y) is true i y represents the integer x + 1.
Representing the Machine
With the above counter, we can use k-tuples to represent n k distinct points in time and n k distinct positions on the tape. We can thus simulate APTIME machines much as we did in section 6.2. In particular, we use the following two predicates to represent the machine, where p and t are k-tuples: CELL(c; p; t): at time t, the tape cell at position p contains the symbol c.
HEAD(q; p; t): at time t, the control head is in state q and is scanning the cell at position p.
We must also specify the initial id of the machine, that is, the initial tape contents, the initial head position and the initial state of the control head. The control head is initialized by the following rule, which says that at time 0, the control head is in state q 0 and is scanning the tape cell at position 0:
The next section deals with the tape.
Initializing the Machine Tape
Given a database DB and a tuple x, we must encode them onto the tape of our machine. We are assuming that x is of arity and that DB consists of ground instances of the predicates P 1 ; P 2 ; :::P m , of arities 1 ; :::; m , resp. 11 We are also assuming that DB 11 That is, we are assuming that the database query which we are trying to express is of type ! , where = ( 1 ; :::; m). is augmented by a single instance of a predicate P 0 , to represent the tuple x (see formula 3). Thus, we are given the set DB + fP 0 (x)g, and we must write rules which encode it onto the Turing-machine tape.
Any reasonable encoding will do, and it is convenient to use a bit-map representation. We divide an initial segment of the tape into m+1 blocks and put a bit-map of P i in the i th block. In particular, each tape cell in block i corresponds to a possible database entry P i (x 1 ; :::; x i ); that is, a cell contains a 1 i the corresponding entry P i (x 1 ; :::; x i ) is in the database. The use of negation-by-failure is crucial to setting the tape cell to 0 when P i (x 1 ; :::; x i ) is not in the database.
It is straightforward to construct a set of Horn rules which set the input tape cells to 0 or 1 and which make all other tape cells blank. In particular, one can de ne a predicate INIT(c; p) which is true i the tape cell at position p should be initialized to the symbol c, where 
Order Independence
This machine representation depends on the existence of a total linear order on the data domain. If such an order is not provided a priori, then the rules of section 7.2.2 can assert one hypothetically. These rules assert every possible linear order, one after the other, simulating the machine M for each one. In most respects, the linear order is a mere implementation detail, and the particular ordering used does not e ect the computations which M performs. In one respect, however, this is not true: the initialization of the machine tape depends crucially on the linear order. In particular, di erent linear orders will result in di erent bit-map representations of the database.
Which of these bit maps actually represents the database? They all do. M either accepts all these bit maps, or it rejects all these bit maps. This is because M is a special Turing machine: it solves the recognition problem for a database query . As a database query, satis es the consistency criterion: if the constant symbols in a database DB are renamed in a consistent way, then the constant symbols in the output relation (DB) are renamed in the same way. It is not hard to see that changing the linear order on the data domain is equivalent to renaming the constants symbols in DB, at least as far as the machine M is concerned. Thus, the di erent bit maps that M receives for each linear order represent isomorphic databases.
For example, suppose that is a database query which takes a database of two monadic predicates P and Q, and returns a binary relation. Diagrams 1 and 2 show clearly that changing the linear order changes the input to the machine. Diagrams 1 and 3 show that renaming the constant symbols changes the input in exactly the same way.
In general, a re-ordering of the data domain is equivalent to a renaming of the constant symbols. Thus, either M accepts < x; DB > under all linear orderings, or M rejects < x; DB > under all linear orderings.
EXPTIME Expressibility
This section shows that any database query which is computable in exponential time can be expressed in the hypothetical logic of additions and deletions augmented with negation-by-failure. The proof is almost identical to that of the previous section. There are two main di erences: (i) an APSPACE machine is encoded, not an APTIME machine, and (ii) the process of initializing the machine is more complicated. Section 6.1 showed how to encode APSPACE machines. This section focusses on initializing the machine.
With hypothetical deletions, initializing the machine is less straightforward than with hypothetical additions. If we were to use the technique of section 7.2, we would simply write Horn rules such as the following:
HEAD(q 0 ; p) FIRST(p): CELL(c; p) INIT(c; p): These rules invoke the predicate INIT(c; x), which is true i the cell at position x should be initialized to c. The main point, however, is that with such rules, the atomic formulas HEAD(q 0 ; p) and CELL(c; p) are not part of the database, but are inferred.
The di culty with this is that the rules of hypothetical deletion do not delete inferred facts; they only delete facts that are in the database. Since hypothetical deletion plays a crucial role in our simulation of APSPACE machines, the machine id must be stored in the database. In particular, the initial id cannot be inferred using Horn rules.
The alternative is to add the initial id to the database using hypothetical rules. The rules below do precisely this. In trying to prove the atom ACCEPT, they rst initialize the control head, then they iterate over all k-tuples x, placing the appropriate symbol in the tape cell at position x, and nally they try to infer the atom SIMULATE, which is meant to invoke a machine simulation , as described in section 6.1.
ACCEPT FIRST(x); E(x) add : HEAD(q 0 ; x)] E(x) INIT(c; x); F(x) add : CELL(c; x)] F(x) NEXT(x; y); E(y): F(x) LAST(x); SIMULATE:
Given this, and the techniques of 7.2, the following theorem is straightforward.
Theorem 5 Suppose that is a database query of type ! and DB is a database of type . Suppose also that DB has a monadic predicate D(x) which de nes the data domain. If is computable in exponential time then there is a rulebase R( ) of hypothetical additions and deletions with negation-by-failure such that R( ); DB`Q(x) i x 2 (DB) where Q is a predicate symbol of arity .
Conclusions
Two modal-like operators have been introduced, A add : B] and A del : B], which represent hypothetical addition and deletion, resp. A add : B] means, \adding B to the database allows A to be inferred," and A del : B] means, \deleting B from the database allows A to be inferred." An extension of Horn-clause logic was then de ned in which these operators appear in the premises of rules. Several examples were given of the use of this logic in formulating queries to a rulebase system.
The bulk of the paper was devoted to an analysis of the complexity and expressibility of hypothetical reasoning in the function-free, predicate case. Two cases were examined: (i) the full logic of hypothetical additions and deletions, and (ii) a restricted logic of hypothetical additions only. It was shown that the data-complexity of query processing in the full logic is EXPTIME-complete, and that for the restricted logic, it is PSPACE-complete. The complexity comes from the ability of these logics to encode alternating Turingmachines, APSPACE and APTIME machines in particular.
The form of hypothetical deletion that was considered is relatively simple, in that it deletes entries from the database, not from the least xpoint. Deletions from the least xpoint are potentially more complex, in that they would have to be \back propagated" through the rules in order to maintain consistency. We have completely avoided this complication by considering deletions from the database only. Nevertheless, these relatively simple deletions increase the complexity and expressibility of the logic from PSPACE to EX-PTIME.
Because these two logics are monotonic, there are many queries which they cannot express. Adding negation-by-failure solves this problem. Indeed, with negation, the full logic can express any database query which is computable in exponential time; and the restricted logic can express any database query computable in polynomial space.
