Abstract. We compare two approaches for modelling imperfect information in infinite games on finite-state systems. The standard model represents the observation received by a player in each stage as a sequential Mealy machine. As a new approach, we consider a model based on indistinguishability relations described by synchronous two-tape automata. We point out that the indistinguishability-relation model is strictly more expressive than the one based on observations. Nevertheless, we show that the basic strategy synthesis problem is effectively solvable for games where imperfect information under synchronous perfect recall is described by a regular indistinguishability relation. Further, we give an abstract characterisation of indistinguishablity relations that admit an equivalent representation by a finite-state observation function. Finally, we present an algorithm for constructing an observation function equivalent to a given indistinguishability relation, whenever this is possible.
Introduction
Uncertainty is a main concern in strategic interaction. Decisions are based on the available knowledge about the system state, and that is often limited. The challenge grows in dynamical systems, where the state changes over time, and it becomes severe, when the dynamics unravels over infinitely many stages. In this context, one fundamental question is how to model knowledge and the way it changes as information is acquired along the stages of the system run.
Finite-state automata offer a solid framework for the analysis of systems with infinite behaviour. They allow to reason about infinite state spaces in terms of finite ones -of course, with a certain loss. The connection has proved to be extraordinarily successful in the study of infinite games on finite graphs, in the particular setting of perfect information assuming that players are informed about every move in the play history, which determines the actual state of the system. One key insight is that optimal strategies, in this setting, can be synthesised effectively: for every game described by finite automata, one can describe the set of optimal strategies by an automaton (over infinite trees) and, moreover, construct an automaton (a finite-state Mealy automaton) that implements an optimal strategy.
In this paper, we discuss two approaches for modelling imperfect information, where, in contrast to the perfect-information setting, it is no longer assumed that the decision maker is informed about the moves that occured previously in the play history.
The first, more standard, approach corresponds to viewing information as a result of an observation process that may be imperfect in the sense that different moves can yield the same observation in a stage of the game. Here we propose a second approach, which corresponds to representing information as a state of knowledge, by describing which histories are indistinguishuable to the decision maker.
Concretely, we assume a setting of synchronous games with perfect recall in a partitional information model. Plays proceed in infinitely many stages, each of which results in one move from a finite range. Histories and plays are thus determined as sequences of finite or infinite moves, respectively.
In both approaches, we use finite-state automata to represent information. In the observation-based approach, which is close to the standard model in computing science, the automaton is a sequential machine (of Moore type) that input moves and outputs observations from a finite alphabet. Thus, the machine describes an observation function that maps a history of actual moves into a sequence of observations, on which strategies can be defined: two histories mapped to the same observation sequence must yield the same action.
In the indistinguishability-based approach, we use two-tape automata to describe which pairs of histories are indistinguishable to the decision maker -and hence need to be mapped to the same decision.
Both representations induce equivalence relations on the set of histories. However, as we shall argue, in the finite-state setting, the standard model based on observation functions is strictly less expressive than the one based on indistinguishability relations. Intuitively, observation functions can only yield a bounded amount of information in every round -depending on the size of the observation alphabet, whereas indistuinguishability relations can describe situations where the amount of information received can grow unboundedly as the play proceeds.
In spite of being more expressive, we show that indistinguishability relations are nevertheless algorithmically manageable. Concretely, we consider the basic variant of the strategy synthesis problem: given a finite-state game with imperfect information and a finite-state winning condition, decide whether a designated player has a strategy to enforce a play outcome satisfying a winning condition regardless of the choices of the other agents in the environment. In the classical, observation-based setting, it is known that this problem is decidable. Here, we show an effective solution for the more general setting where imperfect information is represented by a two-tape automaton recognising the indistinguishability relation.
Secondly, we address the question of whether a given indistinguishability relation admits an equivalent representation by an observation function. We give an abstract characterisation for the class of automata on which the answer is positive, and show how to construct an equivalent observation function effectively. However, we do not know yet whether this characterisation is decidable.
Basic Notions

Games with imperfect information
In our analysis, we focus on one player, and view all other participants of the game as one agent called Nature.
We fix a finite set A of actions to describe the choices of the player in a stage game, and a finite set D of directions, for the choices of Nature. The outcome of a stage game is an action-direction pair, which we call a move. Let Γ = A × D be the set of moves.
Intuitively, a game is played in infinitely many stages. In each stage, the player chooses an action a ∈ A and, simultaneously, Nature chooses a direction d ∈ D, which together determine the move (a, d) ∈ Γ as a consequence of the stage game. Then, the game proceeds to the next stage.
Thus, a play is an infinite sequence of moves π = c 1 c 2 dots ∈ Γ ω . A history is a finite prefix τ = c 1 c 2 . . . c ℓ ∈ Γ * of a play; we refer to ℓ as the length of the history, and convene that the empty history ε has length zero. We refer to the tree Γ * consisting of all histories, ordered by the prefix relation, as a game tree. A decision function is a map f : Γ * → A from histories to action profiles. We say that a play, or a history, c 1 c 2 . . . follows f if, in every period t > 0, the move c t = (a, d) has action component a = f (c 1 . . . c t−1 ).
Decisions of the player are based on the information available to him. Abstractly, we model the information of a player by a partition U of the set Γ * of histories; the parts of U are called information sets (of the player). The intended meaning is that if the actual history belongs to an information set U , then the player considers every history in U possible. The particular case where all information sets in the partition are singletons characterises the setting of perfect information.
Our game model is synchronous, which means, intuitively, that the player always knows how many stages have been played. Formally, this amounts to asserting that all histories in an information set have the same length; in particular the empty history forms a singleton information set. Further, we assume that the player has perfect recall -informally, he never forgets what he knew previously, and which actions he took. Formally, if an information set contains nontrivial histories τ c and τ ′ c ′ , then the predecessor history τ is in the same information set as τ ′ and the action in the move c is the same as in c ′ . In different terms, an information partition satisfies synchronous perfect recall if, and only if, for every pair of histories c 1 . . . c ℓ and c ′ t agree, for every stage t ≤ ℓ. As a consequence, if we relate a pair of information sets U, U ′ ∈ U whenever there exists a history τ ∈ U and a successor history τ c ∈ U ′ , we obtain a tree structure on U.
For a decision function f , we say that an information set U ∈ U is f -reachable if there exists a history in U that follows f . A function g : Γ * → Σ is information consistent under f , if it is constant on all information sets that are reachable by f . This implies that, for every information set U ∈ U, there is a value z ∈ Σ, such that all histories τ ∈ U that follow f are mapped to the same value g(τ ) = z. Thus, we can describe g as a function g : U → Σ defined on f -reachable information sets. When we say that a function g is information consistent without referring to a decision function f , we mean that g is constant on all information sets, or equivalently, g is information consistent under every decision function.
A strategy is a decision function that is information consistent under itself. Observe that, for a strategy f , either none or all histories in an information set follow f .
A game form is a game tree Γ * together with an information partition U ⊆ P(Γ * ). The form (Γ * , U) determines, in particular, the set of strategies. A winning condition is a set W ⊆ Γ ω of plays. A strategy f is winning for W if all plays that follow f belong to W . Finally, a game is a game form (Γ * , U) together with a winning condition.
Finite Automata
To reason about infinite games in terms of finite structure, we use deterministic finite-state automata (dfa) of different types. Our notation follows [3] .
As a common underlying model, a semi-automaton is a tuple (Q, Γ, q ε , δ) consisting of a finite set Q of states, a finite input alphabet Γ , a designated initial state q ε ∈ Q, and a transition function δ : Q × Γ → Q. To describe the internal behaviour of a semi-automaton, we extend the transition function from letters to input words, and define δ : Q × Γ * → Q by setting, for every state q ∈ Q, -δ(q, ε) := q for the empty word ε, and -δ(q, τ c) := δ(δ(q, τ ), c), for any word obtained by the concatenation of a word τ ∈ Γ * and a letter c ∈ Γ .
Further, we consider two types of automata with output, also called sequential machines in the literature. An Mealy-automaton (abbreviated dfa-l) is a tuple (Q, Γ, Σ, q ε , δ, λ) where (Q, Γ, q ε , δ) is a semi-automaton, Σ is a finite output alphabet, and λ : Q × Γ → Σ is an output function. The external behaviour of such an automaton is described by extending the output function to words and define λ : Q × Γ * → Σ by setting, for every state q ∈ Q,
-λ(q, ε) := ε, and -λ(q, τ c) := λ(δ(q, τ ), c), for any nonempty word τ c ∈ Γ * .
To describe the sequence of output symbols generated while reading an input word, we define the cumulated output functionλ :
Notice that the defined function is synchronous in the sense that every input word is mapped to an output word of the same length ℓ.
A Moore-automaton (dfa-r) is described similarily, as a tuple (Q, Γ, Σ, q ε , δ, ξ) with the only difference that the output function is defined on the set of states, ξ : Q → Σ. The extended output function is now simply ξ(q, τ ) := ξ(δ(q, τ )), for every τ c ∈ Γ * , and the cumulated output function maps every input word c 1 c 2 . . . c ℓ ∈ Γ * to the output word
Thus, the external behaviour of both types of automata, dfa-r and dfa-l, defines synchronous functions from Γ * to Σ and to Σ * via the output and the cumulated output function, respectively. One can show easily that every dfa-r can be transformed efficiently into a dfa-l with the same behaviour (up to the first, trivial output symbol) and vice versa. Henceforth, we call a function from Γ * to Σ or Σ * regular, if there exists a dfa-r (or, equivalently a dfa-l) that defines it.
We also use automata as acceptors of finite or infinite words. A deterministic finite automaton dfa is described as a tuple A = (Q, Γ, q ε , δ, F ) expanding a semi-automaton by a designated subset F ⊆ Q of accepting states. We say that a finite input word τ ∈ Γ * is accepted by A if δ(q, τ ) ∈ F . The set of words in Γ * that are accepted by A form its language, denoted L(A) ⊆ Γ * . One may view a dfa as an automaton of Moore type with an output function that retuns 1 in every state q ∈ F and 0 in every other state. Then, a word τ ∈ Γ * is accepted by the dfa if, and only if, the associated dfa-r returns 1.
Thus, a dfa recognises a set of words. By considering input alphabets over pairs of letters from a basis alphabet Γ , the model can be used to recognise synchronous relations over Γ , that is, relations between words of the same length. We refer to a dfa over an input alphabet Γ × Γ as a two-tape dfa. The relation recognised by such as automaton consists of all pairs of words
With a slight abuse of notation, we also denote this relation by L(A). We will call a synchronous relation regular, if it is recognised by a dfa.
Finally, we consider parity automata that recognise sets of infinite words. A deterministic parity automaton (dpa) is tuple A = (Q, Γ, q ε , δ, γ) describing a dfa-r with a a particular output function γ : Q → N which we call priority function. The output alphabet is given implicitly as the (finite) range γ(Q) ⊆ N of priorities.
For an infinite input word c 1 c 2 · · · ∈ Γ ω , we consider the sequence of output priorities γ(c 1 )γ(c 1 , c 2 ) . . . . The word is accepted if if the least priority that appears infinitely often in the sequence is even. The language L(A) ⊆ Γ ω recognised by the automaton is the set of accepted words. A language of ininite words in Γ ω is called ω-regular if it is accepted by a dpa. While regular ω-languages are characterised in different forms in the the literature, deterministic parity automata can be viewed as a canonical form [4] .
Finite-state representation
We now have all the ingredients in place to describe games and strategies with imperfect information in terms of finite automata.
Let us fix finite sets A, D of actions and directions, and let Γ := A × D be the set of moves. For a complete description of a game on Γ * , we need to specify the information partition and the winning condition.
We will consider games where the winning condition W ⊆ Γ ω is an ω-regular given by a dpa W over Γ with W = L(W).
To define the information partition, we consider two alternative models.
Observation. The first alternative consists in defining an observation function which returns, at every stage of a play, an observation symbol that represents the information received by the player in that stage. Towards this, we fix a finite set Σ of observations and we specify a dfa-l M = (Q, Γ, Σ, q ε , δ, λ), with input alphabet Γ and output alphabet Σ. Informally, the automaton M runs along with the play, receivingg the played moves as input, and sending in return a new observation symbol to the player, such that at every history τ he observes λ(q ε , τ ). Due to the assumption of perfect recall, the information of the player at history τ is thus described by the cumulated output λ(q ε , τ ), which we call observation history (of τ ).
Formally, we define the observation function from M as a map β :
To every observation sequence η ∈ β(Γ * ) we associate an information set U η := {τ ∈ Γ * | β(τ ) = η}. The information partition U represented by M is the collection of these information sets.
Information partitions described in this way immediatly verify some conditions of synchronous perfect recall. As the functions defined by dfa-l are synchronous, information sets only relate histories of the same length. Since the output is cumulated, we have perfect recall of knowledge: for every pair τ, τ ′ of histories that yield different observations β(τ ) = β(τ ′ ), the observations of the successor histories along any moves c, c ′ ∈ Γ will also differ β(τ c) = β(τ ′ c ′ ). To enforce perfect recall of previous actions, it is sufficient to require that for every pair of actions a = a ′ , we obtain different outputs λ(q, c) = λ(q, c ′ ) for all states q ∈ Q and every pair of moves c, c
′ with action component a, a ′ , respectively.
One advantage of the observation-based model of information, is that it allows a simple representation of strategies in terms of observations. Indeed, every function s : Σ * → A describes a proper strategy s • β on Γ * . In particular, every dfa-r with input alphabet Σ and output alphabet A defines a strategy. Conversely, for every regular strategy s on Γ * we can construct a dfa-r on observations defining a function s
for every history tau that follows s. Accordingly, we call a dfa-r with input Σ and output A an observation-based strategy automaton.
In different terms, every strategy based on observations can be described as a labelling of the finitely branching tree Σ * with actions from A. Moreover, the set of all strategies for a given game forms a regular set of trees. Informally, this allows to search the set of all strategies using tree-automatic mathods.
Indistinguishability. As a second alternative for representing information partitions, we consider equivalence relations defined by two-tape automata A = (Q, Γ × Γ, q ε , δ, F ).
Equivalence relations R ⊆ Γ * × Γ * that correspond to information partitions under the assumption of synchronous perfect recall are characterised by the following properties:
(1) for every pair (τ, τ ′ ) ∈ R, the histories τ, τ ′ are of the same length (2) For every pair of histories (τ, τ ′ ) ∈ R of length ℓ, every pair (ρ, ρ ′ ) of histories of length t ≤ ℓ that occur as prefixes of τ, τ ′ also belongs to R. (3) For every pair of histories (τ, τ ′ ) ∈ R with successor histories (τ c, τ ′ c ′ ) ∈ R, the actions in c and c ′ agree.
Given a two-tape automaton A = (Q, Γ × Γ, q ε , δ, F ), we can use standard automata-theoretic techniqus to verify that the recognised relation is an equivalence and that it satisfies the latter two of the above conditions to describe an information partition with perfect recall. (The first condition holds trivially by the definition of two-tape dfa).
Lemma 1.
It is decidable whether a relation given by a two-tape automaton defines an indistinguishability relation that satisfies perfect recall.
Further, we can easily see that every observation function given by a dfa-r can be transformed into a two-tape automaton defining an equivalence relation that represents the same information partition. It is sufficient to run the dfa-r on the two tapes simultaneously, and let it enter a rejecting sink state whenever the observations output on the first tape differs from the observation on the second tape.
However, the model of imperfect information described by regular indistinguishability relations is strictly more expressive than the one based on regular observation functions.
Lemma 2.
There exist information partitions with synchronous perfect recall that can be represented by a regular indistinguishability relation, but not by a regular observation function.
Proof. As a simple example, consider a move alphabet with three letters Γ := {0, 1, 2}, and let ∼∈ Γ * × Γ relate two histories τ, τ ′ whenever none of them contains the letter 0. This is an equivalence relation of perfect recall, and its information partition induces a tree with unbounded branching. As the branching of the information partition tree induced by an observation function is bounded by the size of the observation alphabet, we can conclude that there exists no regular observation function that describes ∼.
Automated strategy synthesis
We consider the following strategy synthesis problem.
Given a game instance over a finite set of moves, with finite-state descriptions of the information partition and of the winning condition, decide whether there exists a winning strategy for the player.
Our first result presents a solution to this problem for the case of information partitions described by regular indistinguishability relations.
Theorem 3. It is decidable whether a one-player game with indistinguishability relation given by a two-tape automaton ( dfa) admits a winning strategy. If yes, we can effectively construct an automaton ( dfa-r) that defines a winning strategy.
Our solution is based on the construction of a game with perfect information to which winning strategies of the initial game with imperfect information transfer back and forth. The technical vehicle for relating games on different structures relies on the notion of graph fibrations, explained by Boldi and Vigna [1] .
Fibration
We consider graphs G = (V, E, v ε ) described by a set V of nodes, a set of E of edges, and a designated initial node. Edges are directed, every edge has a source and a target node; there may be multiple edges from the same source to the same target. The set of nodes and edges may be finite or infinite. However, we generally assume that the out-degree of a graph is finite, that is, every node has finitely many outgoing edges. For technical convenience, we further assume that every node has at least one outgoing edge, and that the initial node has no incoming edges.
An infinite path π = v 0 e 1 v 1 . . . is an alternating sequence of nodes and edges starting at the initial node v 0 = v ε , such that for every t ∈ {1, . . . ℓ}, the edge e t has source v t−1 and target v t . A finite path is a prefix τ = v 0 e 1 v 1 . . . e t , v t of an infinite path that ends at a node; we call ℓ the length of τ . We generally consider graphs that are connected, that is, for every node v there is a path (from the initial node) that ends at v.
Let G, H be graphs. A morphism from G to H is a function h :
H that maps nodes and edges of G to nodes and edges of H, respectively, by preserving the initial node: h(v G ε ) = v H ε , and the incidence relation: for every edge e ∈ E G ,
-if e has source x, then h(e) has source h(x), and -if e is the target y, then h(e) has target h(y).
Sometimes we consider graphs where nodes and/or edges are labelled by a function ξ : V ∪ E → Z. In that case, we require additionally that a morphism preserves the labelling:
A fibration is a morphism that satisfies the following condition: for each edge e ∈ E H and every node z ∈ V G such that the target of e is h(z), there exists an edge e z ∈ E G with image h(e z ) = e such that the target of e z is z . For a node v ∈ V H , we call the set of nodes x ∈ V G such that h(x) = v the fibre over v, and denote it by h −1 (v). From the assumption that the image H is a connected graph, it follows that any fibration is surjective, that is, every node has a nonempty fibre.
Clearly, for every path
There is a also a converse connection.
Lemma 4. Let h be a fibration from a graph G to a graph H.
(i) For every path τ in H that ends at a node v ∈ V H and every node z ∈ V G in h −1 (v) there exists a unique path τ z in G ending at z such that h(τ z ) = τ . (ii) For every infinite path π in H there exists an infinite path π
We call the path τ z the lifting ofτ (from H) to G at z, and conversely, the path h(τ ) the projection of τ (onto H). Extending the terminology, for a set Ψ of paths on H, we write h −1 (Ψ ) := {τ | h(τ ) ∈ Ψ }, and likewise, for a set Φ of paths on G, we write h(Φ) := {τ | h(τ ) ∈ Φ}.
Lemma 5. Let h : G → H be a fibration, and let Ψ, Ψ ′ be sets of paths in
Observe that for every set Φ of paths in G we have
In case the equality holds, we say that Φ is fiber-closed.
Lemma
Fibrations of game graphs
For the rest of the section, let us fix a finite set A of actions. A game graph G = (V, E, v ε , act) is a rooted graph expanded with an edge labelling act : E → A and possibly additional node or edge labellings. We generally assume that, for each action a ∈ A and every node v ∈ V , there exists an outgoing edge e from v with label act(e) = a. For technical convenience, we require that the initial node v ε has no incoming edges. Game graphs can be used as a representation of game forms. Towards this, we determinise the edge relation by choosing a finite set D of directions and a labelling dir : E → D such that every node has precisely one outgoing edge labelled with (a, d), for every move (a, d) ∈ A × D.
In this way, a game graph with actions A and directions D represents a game form over a set of moves Γ = A × D: finite paths correspond to histories, infinite paths to plays. The information partition may be given exogenously. Yet, we will consider two special cases where it is implicit: the case of perfect informationeach history forms a singleton information set, and that of zero-recall -every information set is associated to a node and consists of all histories that end at that node. Observe that the latter case does not satisfy perfect recall, except when the game graph is a (directed) tree.
Note that, for any fibration h : G → H of a game graph, the image H is again a game graph. If G is equipped with an information partition, we say that h is a game-form fibration, if for any pair τ, τ ′ of histories in the same information set of G, the images in H coincide: h(τ ) = h(τ ′ ). Such fibrations allow to lift strategies between game forms. Given a strategys on H, we define a decision function s by setting s(τ ) =s(h(τ )), for every history τ ∈ G. Since h is information consistent with respect to G, the function s is a strategy, which we call the lifting ofs from H to G (i) For a winning strategys in (H,W ), consider the lifting s := h −1 (s) to G, and let π = v 0 e 1 v 1 . . . be an arbitrary play that follows s. That is, after each history τ t−1 = v 0 e 1 v 1 . . . e t−1 v t−1 for t ≥ 1, the move e t has action component a t = s(τ t−1 ) =s • h(τ t−1 ). Since h is a fibration, the action a t of e t is the same as that of h(e t ). Therefore, the play projection h(π) = h(v 0 )h(e 1 )h(v 1 ) . . . followss, assumed to be a winning strategy in (H,W ). In conclusion, h(π) ∈W and thus π ∈ h −1 (W ) = W , which implies that s is a winning strategy in (G, W ). Conversely, assume that a strategys in (H,W ) lifts to a winning strategy s in (G, W ). To see that the strategys at the outset is winning, consider an arbitrary playπ that followss and pick a play π ∈ h −1 (π) (Exists by lemma). Then, after each history τ t−1 = v 0 e 1 v 1 . . . e t−1 v t−1 of length t ≥ 1 in π, the move e t has the same action component a t as h(e t ), and sinceπ followss, that action is a t =s(h(τ t )) = s(τ t ). Hence π follows the winning strategy s, which means that π ∈ W and, in turn, h(π) ∈ h(W ). Soπ = h(π) belongs to the winning setW and we can conclude thats is a winning strategy in (H,W ).
(ii) Assuming that the game (G, W ) admits a winning strategy s, we define a strategys for H as follows: for each historyτ ending at a node v ∈ V H , pick a node z ∈ V G from the fibre h −1 (v) (nonempty by Lemma lem:surjective). By Lemma lem:back, there exists a history τ z in G such that h(τ z ) =τ : let the new strategys play the action s(τ z ) prescribed by s for that history τ z . Now, fix an arbitrary playπ := v 0 e 1 v 1 . . . in H that follows the defined strategys, and consider the tree of histories τ in G that follow s such that h(τ ) is a prefix ofπ. This is an infinite tree with finite branching, bounded by the number of directions in G. By König's lemma, the tree contains a infinite path, describing a play π, in which all histories follow s -therefore π ∈ W is winning in G. On the other hand, the fibration image is h(π) =π. Henceπ ∈ h(W ), and we can conclude thats is a winning strategy in H. ⊓ ⊔
Synthesis
Our approach is as follows. Given a game tree with imperfect information and a regular winning condition W , we construct a finite game graph H with perfect information, and a regular, information-preserving fibration h : G → tr(H) to the tree unfolding of H such that W = h −1 • h(W ). By the above theorem, the synthesis problem for G is then effectively solvable.
The key step in this construction is the following.
Theorem 8. For a game tree over a move alphabet Γ , with an indistinguishability relation ∼ given by a two-tape automaton ( dfa) and an informationconsistent function ξ : Γ * → Σ given by an automaton ( dfa-r), we can construct an automaton ( dfa-r) that defines a ∼-fibration and preserves ξ.
Proof. For action and direction alphabets A, D, the set of moves Γ := A × D determines the tree Γ * of histories. Let A = (Q, Γ × Γ, q ε , δ, F ) be a two-tape dfa that recognises ∼ and let M = (Q, Γ, Σ, q ε , δ, ξ) be a dfa-r that defines an information-consistent function ξ : Γ * → Σ, as in the statement. We construct a mapping h : Γ * → H from histories to to nodes of a finite game graph H = (V, E, q ε , act, ξ) which we will use to define a regular fibration h : Γ * → tr(H) to the unravelling of H. Towards this we first introduce some terminology.
We call a link, a triple (q, r, q
A linkeage L is a set of links that is symmetric, in the sense that for all (q, r, q ′ ) ∈ L we also have (q ′ , r, q) ∈ L. Given a linkeage L, we denote by dom(L) the set of states q ∈ Q M that appear in a link (q, r, q ′ ) ∈ L. A clique of L is a maximal subset K ⊆ dom(L) such that for each pair q, q ′ ∈ K there exists a state r ∈ F A so that (q, r, q ′ ) ∈ L. For a node q ∈ dom(L), the clique of q in L is the unique clique of L that contains q. We will identify the domain K of a clique and the induced subset of links L ∩ K × F A × K; in particular, we say that L is a clique if dom(L) is a clique. Now, the set V H of nodes consists of all cliques of the form
To define the set of edges in H, we first assign to any link (q, r, q ′ ) and every action a ∈ A the linkeage Succ(q, r, q
Further, we set, for every clique K and every action a,
Now, the set E H contains an edge from K to K ′ labelled with action a precisely if K ′ is a clique of the linkeage Succ(K, a). As an initial state of H, we pick q
To construct the fibration map, we associate to every pair of histories τ ′ , τ ′′ a link given by link(τ ′ , τ
, and then we send every history τ ∈ Γ * to the clique
Finally, we set h(ε) := q H ε and h(τ c) = h(τ )h ′ (τ c), for every history τ ∈ Γ * and every move c ∈ Γ .
To construct a Moore automaton defining h, we simply consider V H as a set of states, and define the transition function by assigning δ(v, c) to the unique state
As an output function, we consider the identity on states.
We claim that the function h :
* is a fibration that preserves the indistinguishability relation ∼ and the node-labelling ξ.
⊓ ⊔
Regular Indistintinguishability vs Observation
As we argued earlier, for every regular observation function given by a Mealy automaton, we can construct a two-tape automaton that recognises an equivalence relation which represents the same information partition. However, we also have seen that the converse does not hold in general.
In the following, we study conditions under which a indistinguishability relation given by a two-tape dfa can be represented by an observation function defined by a Mealy automaton.
Example 9. Firstly, we observe that, even when indistinguishability relations admits admit a observation-based representation, the transformation may require a blow-up in terms of the automata size. Fig. 1(a) shows a synchronous two-tape automaton that compares histories over alphabet {a, b} and remembers whether there was a difference between the two histories. However, it rejects two different histories (i.e., it declares them as distinguishable) only after reading k = 3 symbols (and if the two histories were indeed different). Therefore a Mealy automaton for that indistinguishability relation needs to remember the first k − 1 symbols in order to produce a correct observation on the k-th symbol (a different observation for each prefix of length k), which requires 2 k states (see Fig. 1(b) ).
We present a conceptually simple characterization of the synchronous twotape automata that have an equivalent observation dfa-l. When the condition provided by our characterization holds, we show how to construct an equivalent dfa-l. However, we leave as an open question whether this condition (and thus the decision problem) is decidable.
Before we proceed, let us introduce two notions of automata products. The synchronised product of two semi-automata c) ) for all q 1 ∈ Q 1 , q 2 ∈ Q 2 , and c ∈ Γ .
In the second type of product construction, the two machines run in parallel, on separate input tapes, one for each machine, and no synchronisation other than the number of processed input symbols, which is always the same in the two machines. The parallel product of two semi-automata
where:
(with i = 1, 2).
In this section, we assume that a synchronous two-tape automaton R = (Q, δ, q ε , F ) over alphabet Γ × Γ is given and that it defines an equivalence relation ∼ that is prefix-closed, that is if τ ∼ τ ′ , then τ π ∼ τ ′ π ′ for all continuations π, π ′ (given an automaton, the property of prefix-closedness is easy to decide by checking that no accepting state is reachable from a rejecting state). We also assume that R is a minimal automaton (see [?] ). We recall that in a minimal automaton all states are reachable (from the initial state) and the languages accepted from two different states are different.
Note that by minimality of R, all its states are accepting states except one sink state (called reject and shown as × in figures), reflecting the property that if two histories are distinguishable, then any continuation of them is also distinguishable. Moreover, since indistinguishability relations are symmetric relations, for every state q there exists a symmetric state sym(q) (possibly sym(q) = q) such that for all histories τ, τ
The symmetric state sym(q) accepts the symmetric of the language accepted by q (where the symmetric of a language L is the set { τ τ ′ | τ ′ τ ∈ L}) and therefore by minimality of R it is unique and well-defined. Note that sym(sym(q)) = q.
Example 10. We use the example in Fig. 2 as a running example. It is easy to see that:
We identify key properties of synchronous two-tape automata on which we build our characterization.
Reflexive states are those reachable by reading two identical histories. In the running example (Fig. 2) , the reflexive states are Reflexive = {q 1 , q 2 }. Since indistinguishability relations are symmetric, all reflexive states are accepting states, hence reject ∈ Reflexive. It is also clear that from a reflexive state, by reading identical histories, it is not possible to reach the rejecting state. A stronger (and less obvious) property is that the converse holds: if a state can reach the rejecting state, then it is not reflexive (Lemma 13).
Definition 12. Let Ambiguous = {q ∈ Q | ∃τ ∈ Γ * : δ(q, τ τ ) = reject}.
Lemma 13 (Partition Lemma). We have Q \ Reflexive = Ambiguous.
Proof. The first direction (that Ambiguous ⊆ Q \ Reflexive, or equivalently Ambiguous ∩ Reflexive = ∅) follows from the definitions and the fact that ∼ is a reflexive relation, and thus δ(q ε , τ τ ) = reject for all histories τ . We show the second direction, namely Q \ Reflexive ⊆ Ambiguous, as follows. Consider an arbitrary q ∈ Q \ Reflexive, and show that q ∈ Ambiguous. The state q is reachable from q ε (since
the automaton R is minimal) and therefore there exists histories τ, τ ′ such that δ(q ε , figure) . Note that q τ ∈ Reflexive and thus q τ = q. By minimality of the automaton R, the languages accepted from q and q τ are different. We consider two cases: either there exist histories π, π ′ such that π π ′ is accepted from q and rejected from q τ , or the other way around. We only show how to handle the first case (the second case is handled analogously). In the first case, we have τ π ∼ τ ′ π ′ and τ π ∼ τ π ′ . By transitivity of ∼, it follows that τ π ′ ∼ τ ′ π ′ , hence from state q reading π ′ π ′ leads to reject, showing that q ∈ Ambiguous (by Lemma 13) as announced.
⊓ ⊔
In the running example (Fig. 2) , the ambiguous states are Ambiguous = {q 3 , q 4 , reject}. We call them ambiguous because, if we reach one of them (except reject) by reading two histories τ, τ ′ , then those two histories must have the same observation (they are indistinguishable), and it is possible to extend both histories with the same suffix π such that the extensions become distinguishable. Therefore, if an observation dfa-l exists, then it has to be in two different states after reading τ and τ ′ as otherwise, the continuations by the suffix π would produce the same observation sequence, making τ · π and τ ′ · π wrongly indistinguishable. We may call such histories τ and τ ′ pairwise ambiguous, and note that their existence implies that all observation dfa-l have at least two states. This argument readily generalizes to sets of mutually pairwise ambiguous histories (Lemma 15 below). Definition 14. An ambiguous clique is a set of histories {τ 1 , τ 2 , . . . , τ k } such that δ(q, τi τj ) ∈ Ambiguous \ {reject} for all 1 ≤ i = j ≤ k.
Lemma 15. If there exists an ambiguous clique of size k, then all dfa-l equivalent to R have at least k states.
Proof. The argument is sketched before Definition 14.
We show in our characterization that the condition in Lemma 15 is complete, i.e. the converse holds: if the size of ambiguous cliques is bounded, then there exists an equivalent dfa-l (with finitely many states).
Definition 16 (Strong equivalence). Let ≈ be the binary relation over histories of the same length defined, for all histories τ, τ
∈ Reflexive (we show below that the converse holds) and therefore δ(q ε , τ τ ′ ) = reject, thus τ ∼ τ ′ . It follows that the strong equivalence ≈ is finer than the indistinguishability relation ∼.
Lemma 17. For all histories τ, τ ′ ∈ Γ * , we have δ(q ε ,
follows immediately from the definitions (take π = τ ′ in Definition 16). For the second direction, let δ(q ε , τ τ ′ ) ∈ Reflexive and show, for all histories τ ′′ , that the states q 1 = δ(q ε , τ τ ′′ ) and q 2 = δ(q ε , τ ′ τ ′′ ) accept the same language. It will follow that q 1 = q 2 by minimality of the automaton R.
Consider two arbitrary histories π 1 , π 2 , and show that if π1 π2 is accepted from q 1 , then it is also accepted from q 2 (the converse holds by a symmetric argument). We first show the following:
∈ Reflexive, and from a reflexive state reading π1 π1 does not lead to reject (by Lemma 13).
π2 is accepted from q 1 .
By transitivity of ∼, it follows that
⊓ ⊔ Given a history τ , we denote by [τ ] ∼ (resp. [τ ] ≈ ) the equivalence class of τ by ∼ (resp. by ≈).
Example 18. In the running example (Fig. 2), -the sets {aa, ab, bb} and {ba} are ∼-equivalence classes, and -the sets {aa, bb}, {ab}, and {ba} are ≈-equivalence classes.
For convenience, we consider the lexicographic order ≤ lex on histories of the same length, and lift it to sets of histories of the same length as follows (compare the smallest word of each set): let S ≤ S ′ if min S ≤ lex min S ′ . This allows us to number the ≈-equivalence classes contained in a ∼-equivalence class, in increasing order.
Example 19. Considering the ∼-equivalence class {aa, ab, bb}, {aa, bb} gets number 1, and {ab} gets number 2 because {aa, bb} ≤ {ab}. On the other hand, the set {ba} gets number 1.
We denote by index(τ ) the number of the ≈-equivalence class containing τ . For example, index(bb) = 1 and index(ab) = 2. We denote by matrix(τ ) the square matrix of dimension n = max τ ′ ∈[τ ]∼ index(τ ′ ) where we associate to dimension 1 ≤ i ≤ n the i-th ≈-equivalence class contained in [τ ] ∼ (denoted by C i ). The (i, j)-entry of matrix(τ ) is the state q ij = δ(q ε , τi τj ) where τ i ∈ C i and τ j ∈ C j . Note that the state q ij is is well defined because it does not depend on which words τ i and τ j we use (by Definition 16). matrix(aa) = matrix(ab) = matrix(bb) = q 1 q 3 q 4 q 2 and matrix(ba) = q 2 .
Note that the non-diagonal entries q 3 and q 4 are ambiguous states. This is always true, as shown in Lemma 21.
Lemma 21. For all histories τ , the non-diagonal entries in matrix(τ ) are ambiguous states.
Proof. Non-diagonal entries in matrix(τ ) correspond to histories that are not ≈-equivalent, therefore by Lemma 17 those entries are not reflexive states, hence by the partition lemma (Lemma 13) they are ambiguous states.
We show how to construct, given index(τ ) and matrix(τ ) for some history τ , and a letter a ∈ Γ , the index and matrix index(τ a) and matrix(τ a) (without knowing τ ).
First, given a n × n matrix M with entries in Q, we define transform(M ) the n · |Γ | × n · |Γ | matrix where we substitute each entry q ij in M by the |Γ | × |Γ | matrix in which the (a, b)-entry is δ(q ε , a b ) (for each a, b ∈ Γ taken in alphabetical order). See the example below.
Example 22. In the running example, the |Γ | × |Γ | matrix associated with state q 1 is:
Analogously, the matrices associated with the other states are (where we denote the reject state by ×):
where the matrix M ′ is obtained from transform(M ) as follows:
(i) first consider the position j corresponding to the (a, a)-entry of the matrix with which we substituted the (i, i)-entry of M in transform(M ); (ii) for every 1 ≤ k ≤ 2n, if the (k, j)-entry is the reject state, then we remove from transform(M ) the k-th row and k-th column (note that the j-th row and j-th column are not removed). We update and store the index of the (formerly) j-th row and column. (iii) if two columns are identical, then we remove the column (and corresponding row) at the largest position. If the removed column is at the position of the stored index, we update the index to the identical column at the smaller position. We repeat this step until no two column are identical.
The index m is the stored index at the end of the above procedure.
Example 23. Consider M = q 1 q 3 q 4 q 2 and i = 2, which are the matrix and index of the history τ = b in the running example. We obtain successor a (M, i) (the matrix and index of τ ′ = ba) as follows:
and we obtain successor b (M, i) (the matrix and index of τ ′ = bb) as follows:
Lemma 24. For all histories τ and letter a, if matrix(τ ) = M and index(τ ) = m, and
Proof. The result follows from the following remarks:
-In step (i), since M = matrix(τ ) we can associate to each row/column of M an ≈-equivalence class (contained in [τ ] ∼ ), say C 1 , C 2 , . . . , C n . For b ∈ Γ , and C an ≈-equivalence class, let Cb = [wb] ≈ for w ∈ C (which is independent of the choice of w and thus well-defined -it is easy to prove that w ≈ w ′ implies wb ≈ w ′ b). We can associate to the rows/columns of transform(M ) the ≈-equivalence classes C i b (for each 1 ≤ i ≤ n and b ∈ Γ ) in lexicographic order. The stored index is the index of the ≈-equivalence class of τ a. -In step (ii), we remove the rows/columns associated with an ≈-equivalence class that is not contained in [τ a] ∼ The stored index (pointing to the ≈-equivalence class containing τ a) is updated accordingly. -In step (iii), we merge identical rows/columns which correspond to identical ≈-equivalence classes. Keeping the leftmost class ensures the lexicographic order between ≈-equivalence classes is preserved. At the end, each ≈-equivalence class contained in [τ a] ∼ is indeed associated to some row/column, and the resulting matrix is M ′ = matrix(τ a) with the correct index m ′ = index(τ a).
Construction We present the construction of an observation dfa-l that defines the same indistinguishability relation as the given automaton R = (Q, δ, q ε , F ) over alphabet Γ , if there exists one. If no equivalent dfa-l exists, the construction does not terminate (it defines an infinite-state automaton). We present a simple condition (necessary and sufficient) for the existence of an equivalent dfa-l (whose decidability is open). We define the dfa-l T = (P, δ, p ε , λ) over input alphabet Γ and some output alphabet Σ in two phases: first we define the state space P and the transition structure δ, and then we construct an output alphabet Σ and the output function λ. We define P , p ε , and δ as follows:
-for all (M, m) ∈ P , and a ∈ Γ , let δ((M, m), a) = successor a (M, m).
The set P can be obtained by constructing the closure of {p ε } under the asuccessor operation for all a ∈ Γ (using Lemma 24). The construction terminates if the set P is finite.
Example 25. Fig. 3 shows the result of the dfa-l construction for the synchronous two-tape automaton of Fig. 2(a) . The variables x, y, z, r, s, t, u, v represent the (currently) unknown observation values of the output function. We build a system of constraints over these variables by considering pairs of histories in the automaton, and in the dfal. For example, for τ = a and τ ′ = b, we have τ ∼ τ ′ (according to the automaton), and therefore we derive the constraint x = y in the dfa-l. After Lemma 26, we present a general method to construct the set of constraints corresponding to all pairs of histories.
Lemma 26. The set P is finite if and only if the size of ambiguous cliques is bounded.
Proof. First note the following equivalence: there exists an ambiguous clique of size k if and only if there exists k ≈-equivalence classes contained in some ∼-equivalence class (by Lemma 17). Now by Lemma 21, the dimension k of the largest matrix in P (if it exists) is also the size of the largest ambiguous clique (if it exists), and the result follows immediately.
⊓ ⊔ Assuming the set P is finite, we define the output function as follows. We associate a variable x p,a to each state p ∈ P and letter a ∈ Γ , intended to represent the value λ(p, a). We gather all constraints that those variables need to satisfy to get a valid output function, and we show that the constraints are always satisfiable.
Consider T 0 = (P, δ, p ε ) defined so far as an automaton, and consider the parallel product T 0 T 0 (thus an automaton over alphabet Γ × Γ ), and the synchronized product of T 0 T 0 with R (thus again an automaton over alphabet Γ × Γ ).
The constraints we derive are either equality or negation of equality between two variables. We construct the set ϕ of constraints as follows. For every reachable state ((p 1 , p 2 ), q) with q = reject in the synchronized product, for every letters a, b ∈ Γ (possibly a = b), if δ(q, a b ) = reject, then add the constraint x p1,a = x p2,b in ϕ, otherwise add the constraint x p1,a = x p2,b in ϕ.
Example 27. Following the above procedure, we obtain the following set of constraints for the dfa-l of Fig. 3 (we omit trivial constrains such as x = x): x = y witnessed by a ∼ b s = t witnessed by ba ∼ bb t = z witnessed by aa ∼ bb u = v witnessed by baa ∼ bab r = t witnessed by ab ∼ bb z = s witnessed by aa ∼ ba z = r witnessed by aa ∼ ab r = s witnessed by ab ∼ ba which is equivalent to the constraints {x = y, z = r = t, t = s, u = v} and is satisfiable, e.g. with the following assignment:
Lemma 28. The following holds:
-If the set ϕ of constraints is satisfiable, then there exists a finite output alphabet Σ and an output function λ such that (P, (δ, λ), p ε ) is an observation dfa-l equivalent to R; -The set ϕ of constraints is satisfiable (with variable domain N).
Proof. For the first item, fix a satisfying assignment for the constraints in ϕ. Take the set of values assigned to the variables as the (finite) output alphabet Σ, and define the output function by λ(p, a) = x p,a .
We show that the indistinguishability relation induced by the dfa-l is the same as the one defined by R.
Consider an arbitrary pair of histories τ, τ ′ such that τ ∼ τ ′ (according to the automaton R), and let a, b ∈ Γ be two arbitrary letters.
Let p = δ(p ε , τ ) and p ′ = δ(p ε , τ ′ ) be the states reached in the automaton (future dfa-l) T 0 after reading τ and τ ′ , and let q = δ(q ε , For the second item, it is sufficient to show that no contradiction occurs in ϕ, namely that the following situations are impossible: ϕ contains the constraint x 1 = x k and a chain of equalities between variables x 1 = x 2 , x 2 = x 3 , . . . , x k−1 = x k . Towards contradiction, assume that such a situation holds (assume k = 3 for simplicity of presentation, as the argument straightforwardly generalizes to any k). Assume x p,a = x r,b = x s,γ and x p,a = x s,γ are constraints in ϕ.
It follows that:
1. there exist histories u 1 , u 2 such that -p = δ(p ε , u 1 ), -r = δ(p ε , u 2 ), -u 1 a ∼ u 2 b; 2. there exist histories v 2 , v 3 such that -r = δ(p ε , v 2 ), -s = δ(p ε , v 3 ),
3. there exist histories w 1 , w 3 such that w 1 ∼ w 3 and -p = δ(p ε , w 1 ), -s = δ(p ε , w 3 ), -w 1 a ∼ w 3 γ.
Note that the states p and r differ only by their index, not by their matrix (by Lemma 24 because u 1 ∼ u 2 , and thus matrix(u 1 ) = matrix(u 2 )), analogously for states r and s. Therefore we conclude that no contradiction occurs in ϕ, i.e. ϕ is satisfiable.
The following characterization follows from Lemma 26 and Lemma 28 (sufficient condition), and Lemma 15 (necessary condition).
Theorem 29. There exists an observation dfa-l equivalent to a given synchronous two-tape automaton if and only if the size of ambiguous cliques of R is bounded.
Open problem Is it decidable, given a synchronous two-tape automaton that defines an indistinguishability relation, whether ambiguous cliques have bounded size (i.e., whether there exists a number k such that all ambiguous cliques have size at most k) ?
Our construction does not necessarily give a Mealy automaton with minimal number of states. In the running example, the constructed dfa-l has 4 states (Fig. 3) while there is a dfa-l with 2 states (Fig. 2(b) ). It is also an open question how to construct a dfa-l with minimal number of states efficiently.
