Introduction and main results

This
Our motivation for these results arises in connection with approximation results for traffic and state processes in queueing networks that lack a Markovian structure [13] . In a Markovian context, Anantharam and Konstantopoulos [1], [2] examine similar results for counting processes associated with Markov chains and apply the results to Jacksonian queueing networks.
The paper is organized as follows. In Section 2 we prove the convergence to the ODE, following the martingale method. That is, roughly speaking, we show that the asymptotic behavior of the process x" is the same as the asymptotic behavior of its compensator. That is, the martingale part in the Doob decomposition of x " is negligible in the limit. Next, in Section 3, we prove the convergence to the SDE. It would seem that a natural framework for the proof of this convergence would again be based on a martingale limit theorem; in particular the martingale central limit theorem, as presented, for instance, in Liptser and Shiryayev [1 ] , [12] . This approach works well when one deals with a process with a Markovian structure. For example, for an application to a Markovian class of queueing networks with state-dependent service rates see Kogan et al. [9] . It is natural to ask whether the conditions of the aforementioned theorem can be verified for simple non-Markovian systems, as the controlled renewal process introduced above. However, there seem to be some difficulties with the applicability of the martingale functional central limit theorem. Due to these, we had to resort to a different type of proof (see Section 3). Finally, in the appendix, we give a proof of the functional central limit theorem for a standard renewal process using the martingale method, hoping thus to exemplify the difficulties that may arise in the controlled case. We believe that our method can be extended to more complex systems driven by point processes, e.g. queueing networks.
Functional law of large numbers
In this section we prove Theorem 1. Indeed, it suffices to evaluate both members of (7) A C )= C, nA(Cn -C,).
In the above we made use of the representation (7), and C", C, are given by (5), (6), respectively. We recall the following functional central limit theorem for standard renewal processes. (A martingale proof of this central limit theorem is given in the appendix; as explained there, that proof does not seem to extend directly to the case of controlled renewal processes.) The latter denotes equality in distribution. We will at this stage prove that the sequence {(n, t h 0), is, using the terminology of Jacod and Shiryayev [8], C-tight in D[O, oo), i.e., that it is tight and all its limit points  belong to the space of continuous functions C[O, c0) .
Indeed, from the way we decomposed ?,, cf. (11), (12) The last equation proves that any limit point of "n is a weak solution of SDE (3). Given that the SDE has a unique weak solution, we obtain that the sequence "n converges to this weak solution. Finally, note that, due to C-tightness, we may strengthen the Skorokhod topology to the uniform topology of D [0, co); one then has that ?" converges weakly to r in this stronger topology as well. This concludes the proof of Theorem 1.2.
Conclusions
We considered a renewal process run at a speed that depends on the number of past arrivals. The process obtained in this way has, under suitable scaling and smoothness assumptions on the speed function, a functional deterministic limit described by an ODE. We gave a martingale proof of this convergence. Similarly, the error term between the process and the deterministic limit converges, under the classical central limit theorem scaling, to a diffusion process described by a linear time-varying SDE. We gave a proof of the convergence to the diffusion process, by using a decomposition which manages to isolate the 'drift' and 'diffusion' terms without achieving a martingale decomposition (as is the case in the martingale central limit theorem). In fact, it is observed (see appendix) that such a martingale decomposition may not be obvious (so we think). We expect that the results can be generalized to stochastic systems with more complex structure, like queueing networks. , [11] , [12] , are easily seen to be verified and the conclusion follows. This martingale proof does not seem to directly extend to the controlled case. One would be tempted to try to achieve a similar type of decomposition, say by adding and subtracting the time E[T x+ I It"] (i.e. the first arrival instance after time t for the scaled process Xn). It is easy to see that this, or any other obvious decomposition that tries to isolate a martingale part, does not work. However, if we do not insist that we need to obtain a martingale decomposition, we can use the decomposition (11) that merely isolates the 'drift' and 'diffusion' parts.
