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A Structural Perspective on Disordered Solids
Abstract
Disordered solids are all around us from glass and plastic to sand and grains. However, compared to their
crystalline counterparts, amorphous materials have unusual properties that are relatively poorly understood. A
longstanding question is whether or not the unusual behavior of these systems is structural in origin or
whether it is purely dynamical in nature. Here we investigate tools to probe the structure of disordered
materials and the role that structure plays in determining dynamics. We begin by investigating a particular
class of disordered solids called jammed packings which are composed of finitely repulsive spheres. We show
that the stability of these systems with respect to continuous perturbations of their boundary is controlled by
a structural length scale, known as the transverse length scale, which diverges as the spheres are
decompressed. We then turn to two techniques that are commonly used to measure structural properties of
disordered solids in experiment. The first technique, which computes the phonon spectrum from correlations
of particle fluctuations, we show can be reliably applied in experiment as long as care is taken that enough data
is available for the spectrum to converge. The second technique, which purports to measure local elastic
constants, we show to be fundamentally inapplicable to disordered systems, in contrast to the success of the
method when applied to crystalline systems. The final sections of the thesis are devoted to examining the role
of local structure in determining dynamics in strained glasses and supercooled liquids above the glass
transition temperature. We introduce a novel machine learning method for constructing a continuous field,
that we call softness, as a coarse graining over local density. We show softness to be more strongly correlated
with dynamics than existing methods and demonstrate that it may be applied across a wide range of systems.
We leverage the softness picture to show that low temperature glasses under strain can be meaningfully
understood in terms of the dynamics of a population of ``soft spots'' in analogy to crystalline systems which
are controlled by populations of defects. Finally, we show that the well known heterogeneous dynamics of
supercooled liquids arise from a heterogeneous distribution of energy scales in the system, that are in turn
correlated with softness. This allows us to construct a simple model for the slow relaxation of glassy liquids
that is in excellent agreement with simulation results.
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ABSTRACT
A STRUCTURAL PERSPECTIVE ON DISORDERED SOLIDS
Samuel S. Schoenholz
Andrea J. Liu
Disordered solids are all around us from glass and plastic to sand and grains.
However, compared to their crystalline counterparts, amorphous materials have
unusual properties that are relatively poorly understood. A longstanding question
is whether or not the unusual behavior of these systems is structural in origin or
whether it is purely dynamical in nature. Here we investigate tools to probe the
structure of disordered materials and the role that structure plays in determining
dynamics. We begin by investigating a particular class of disordered solids called
jammed packings which are composed of finitely repulsive spheres. We show that the
stability of these systems with respect to continuous perturbations of their boundary
is controlled by a structural length scale, known as the transverse length scale, which
diverges as the spheres are decompressed. We then turn to two techniques that are
commonly used to measure structural properties of disordered solids in experiment.
The first technique, which computes the phonon spectrum from correlations of
particle fluctuations, we show can be reliably applied in experiment as long as
care is taken that enough data is available for the spectrum to converge. The
second technique, which purports to measure local elastic constants, we show to
vi
be fundamentally inapplicable to disordered systems, in contrast to the success of
the method when applied to crystalline systems. The final sections of the thesis
are devoted to examining the role of local structure in determining dynamics in
strained glasses and supercooled liquids above the glass transition temperature.
We introduce a novel machine learning method for constructing a continuous field,
that we call softness, as a coarse graining over local density. We show softness to
be more strongly correlated with dynamics than existing methods and demonstrate
that it may be applied across a wide range of systems. We leverage the softness
picture to show that low temperature glasses under strain can be meaningfully
understood in terms of the dynamics of a population of “soft spots” in analogy to
crystalline systems which are controlled by populations of defects. Finally, we show
that the well known heterogeneous dynamics of supercooled liquids arise from a
heterogeneous distribution of energy scales in the system, that are in turn correlated
with softness. This allows us to construct a simple model for the slow relaxation of
glassy liquids that is in excellent agreement with simulation results.
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Chapter 1
Introduction
The last century has seen unprecedented progress in our understanding of nature.
The collective behavior of large numbers of particles has been codified into the
fields of statistical physics and condensed matter physics. In turn these subjects
successfully tackled many longstanding mysteries about the world around us. The
ubiquity of phase transitions across many disparate systems was understood first
in terms of Landau’s insight that the nature of critical points depends only on the
symmetries of the system and then later by Kadanoff, Wilson, and Fisher in terms
of renormalization group fixed points and irrelevant operators. A second key insight
has been the realization that the behavior of materials is frequently controlled by a
small population of defects rather than by the bulk. Consequently, theories based on
populations of defects have been used to understand why the yield stress of crystals
is orders of magnitude lower than naive predictions from continuum elasticity, why
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solids harden upon being annealed, and the mechanism for melting in a host of
different systems.
This striking progress in science is inexorably linked to a similarly rapid explo-
sion of technology. While science and technology are not always directly linked
there are countless examples of advances in our understanding of nature that have
far reaching implications for our daily lives. The success of band theory aided the
development of semiconductors that form the backbone of modern electronics. Si-
multaneously, work on the mechanical properties of solids has led to stronger and
lighter materials. Looking to the future, a much sought after theory of high tem-
perature superconductivity offers tantalizing possibilities for transferring power and
data across large distances.
Amidst all of this improvement, our understanding of disordered solids and
glasses has progressed more modestly. The non-equilibrium nature of these sys-
tems coupled with a lack of positional order of the constituent particles has stymied
a theoretical understanding of amorphous materials. To date a slew of fundamental
questions remain about the nature of disordered materials. It is unknown whether
there is a phase transition between a liquid and a glass or whether glasses are very
sluggish fluids. Moreover, the question of whether the behavior of these systems is
controlled by a population of defects - in analogy to the crystalline case - remains
highly contentious. Unlike in the case of crystals, the lack of order amongst the
constituent particles has precluded the convincing identification of locations in the
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material that look different from the bulk. Answering these questions might allow
us to understand many aspects of disordered solids - such as failure, melting, and
the trade off between strength and toughness - that are of broad theoretical and
practical interest. Recall that the recent ubiquity of smartphones and tablets has
relied heavily on the use of stronger scratch resistant glass.
These advances in science and technology have grown hand in hand with new
tools to probe more deeply into the world around us. Chief among these new
advances are a diverse set of methods, leveraging ever more powerful computers,
that allow us to access the trajectories of individual atoms across a diverse set
of systems. Simulations of particles with nearly arbitrary interactions can tackle
increasingly large systems for ever increasing amounts of time. In experiment,
video microscopy and particle tracking allows us to track a similarly large number
of particles in colloidal and granular real atom systems. However, the power of
these techniques also brings about new challenges in analyzing these systems due to
the vast amounts of data they generate. Since much of the machinery of statistical
mechanics is developed to study bulk properties, can access to individual particle
trajectories offer any qualitative advantage over typical scattering experiments?
Moreover, in experimental systems where the Hamiltonian of the system is often
obscured, what kinds of statements can be made from particle trajectories alone?
In the face of questions like these, we notice that since the 1990’s the field of ma-
chine learning has seen burgeoning success on the back of increasingly large datasets.
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Machine learning formalizes statistical methods for regression and classification on
large datasets, and plays a critical role across modern technology in applications
such as predictive searching on google and speech-to-text translation. These tech-
niques have recently found use in physics. At CERN neural networks have been
used to identify and reconstruct interesting events amongst the petabytes of data
produced in particle collisions. In condensed matter physics, Behler and collabo-
rators [12] used similar techniques to find empirical potentials for Silicon systems
that were both extremely fast and accurate. However, the uses of machine learning
in physics have typically been limited to regression and classification. Is it possible
to use these methods to gain conceptual understanding of a complex system or to
formulate an effective theory of a complex phenomenon?
The principal purpose of this thesis will be to argue that the behavior of dis-
ordered solids and glassy liquids can be meaningfully understood in terms of local
structures that are akin to defects in crystals. We use machine learning methods
to identify a coarse graining of local degrees of freedom to a single scalar field -
called softness - that most strongly correlates with dynamics. We then use this
scalar field to show that the mysterious process of relaxation in glassy liquids can
be understood in terms of a theory based on softness. This technique appropriately
leverages the large quantities of data available in experiment and simulations and -
we believe - may be used to tackle many outstanding questions about the behavior
disordered solids. To our knowledge this represents the first use of machine learning
in physics to aid us in gaining novel conceptual understanding of a phenomenon.
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This work draws inspiration from Manning and Liu [93] who showed that a
population of defects, called “soft spots”, could be identified in a special class
of disordered systems called “jammed” solids by considering low-frequency quasi-
localized vibrational modes. We show that this formalism can describe the plasticity
of a strained glass in two-dimensions at relatively low temperatures and high strain
rates. Moreover, we show that the rate of relaxation of defects in the system can be
understood in terms of the dynamics of individual defects. However, the correlation
between plasticity and the soft spots identified in this way is rather weak even at
low temperatures and is expected to deteriorate at higher temperatures and in
three-dimensions.
A secondary goal of this thesis is to investigate what properties of an experimen-
tal system may be determined from particle trajectories alone. In our work using
machine learning to identify defects, we show that our technique may be applied to
wide range of experimental systems. This includes disordered solids composed of
grains where the presence of friction means that a description in terms of a hamil-
tonian might be inappropriate. We also study a commonly used method of using
particle level fluctuations to identify the vibrational spectrum and elastic moduli
of disordered packings of colloids. While these methods generally succeed, we show
that great care must be taken that enough independent data is available since the
modes tend to converge as N/T where N is the number of degrees of freedom and
T is the number of independent frames used in the analysis. Finally, we consider
another commonly used method for finding the elastic moduli based on particle
5
level fluctuations and show that - while other results indicate that the method can
be successfully applied to crystalline systems - this method is fundamentally flawed
when applied to disordered systems.
1.1 The glass transition
All around us liquids freeze to solids upon cooling. In many cases this process is
achieved via a first order phase transition. In this case, at a critical temperature,
Tm, the free energy of the disordered, isotropic, and homogeneous arrangement of
particles in the fluid becomes equal to the free energy of the ordered anisotropy
of the crystalline phase. The ordered phase proceeds to nucleate in the fluid until
- upon further cooling - the crystal dominates the fluid. In the view of Landau
this process is relatively well understood and is described by the breaking of the
continuous rotational and translational symmetries of the fluid down to the discrete
set of crystallographic symmetries.
However, the process of nucleation is frequently slow. Therefore, if the liquid
is cooled quickly enough crystallization can be avoided and the system enters a
long-lived metastable state known as the supercooled liquid. As the temperature
of the supercooled liquid is lowered further it becomes increasingly sluggish. At
some temperature, known as the glass transition temperature Tg, the time required
for the system to equilibrate exceeds any reasonable experimental timescale and it
6
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response to an imposed deformation) can often be described by the
stretched exponential, or Kohlrausch–Williams–Watts (KWW)
function26,27
F(t)!exp["(t/#)$]   ($< 1) (2)
where F(t)![%(t)"%(&)]/[%(0)"%(&)] and % is the measured
quantity (for example, the instantaneous stress following a step
change in deformation). # in equation (2) is a characteristic relax-
ation time, whose temperature dependence is often non-Arrhenius
(exhibiting fragile behaviour). The slowing down of long-time 
relaxation embodied in equation (2) contrasts with the behaviour of
liquids above the melting point, which is characterized by simple
exponential relaxation. Experimental and computational evidence
indicates that this slow-down is related to the growth of distinct
relaxing domains28–39 (spatial heterogeneity). Whether each of these
spatially heterogeneous domains relaxes exponentially or not is a
matter of considerable current interest38,39.
Decouplings
In supercooled liquids below approximately 1.2Tg there occurs a
decoupling between translational diffusion and viscosity, and
between rotational and translational diffusion30,39,40. At higher 
temperatures, both the translational and the rotational diffusion
coefficients are inversely proportional to the viscosity, in agreement
with the Stokes–Einstein and Debye equations, respectively. Below
approximately 1.2Tg, the inverse relationship between translational
motion and viscosity breaks down, whereas that between rotational
motion and viscosity does not. Near Tg, it is found that molecules
translate faster than expected based on their viscosity, by as much as
two orders of magnitude. This therefore means that, as the 
temperature is lowered, molecules on average translate progressively
more for every rotation they execute. Yet another decoupling occurs
in the moderately supercooled range. At sufficiently high 
temperature the liquid shows a single peak relaxation frequency 
(Fig. 3), indicative of one relaxation mechanism. In the moderately
supercooled regime, however, the peak splits into slow (') and fast
($) relaxations41–43. The former exhibit non-Arrhenius behaviour
and disappear at Tg; the latter continue below Tg and display 
Arrhenius behaviour44.
Thermodynamics
The entropy of a liquid at its melting temperature is higher than that
of the corresponding crystal. Because the heat capacity of a liquid is
higher than that of the crystal, this entropy difference decreases upon
supercooling (Box 1). Figure 4 shows the temperature dependence of
the entropy difference between several supercooled liquids and their
stable crystals45. For lactic acid this entropic surplus is consumed so
fast that a modest extrapolation of experimental data predicts its
impending vanishing. In practice, the glass transition intervenes, and
(Sdoes not vanish. If the glass transition did not intervene, the liquid
entropy would equal the crystal’s entropy at a nonzero temperature
TK (the Kauzmann temperature.) Because the entropy of the crystal
approaches zero as T tends to zero, the entropy of the liquid would
eventually become negative upon cooling if this trend were to contin-
ue. Because entropy is an inherently non-negative quantity (Box 1),
the state of affairs to which liquids such as lactic acid are tending when
the glass transition intervenes is an entropy crisis46–48. The extrapola-
tion needed to provoke conflict with the third law is quite modest for
many fragile liquids49, and the imminent crisis is thwarted by a 
kinetic phenomenon, the glass transition. This suggests a connection
between the kinetics and the thermodynamics of glasses47. The 
thermodynamic viewpoint that emerges from this analysis50
considers the laboratory glass transition as a kinetically controlled
manifestation of an underlying thermodynamic transition to an
ideal glass with a unique configuration.
A formula of Adam and Gibbs51 provides a suggestive connection
between kinetics and thermodynamics:
t!Aexp(B/Tsc) (3)
In this equation, t is a relaxation time (or, equivalently, the viscosity)
and Aand Bare constants. sc, the configurational entropy, is related to
the number of minima of the system’s multidimensional potential
energy surface (Box 2). According to the Adam–Gibbs picture, the
origin of viscous slow-down close to Tg is the decrease in the number
of configurations that the system is able to sample. At the Kauzmann
temperature the liquid would have attained a unique, non-crystalline
state of lowest energy, the ideal glass. Because there is no configura-
tional entropy associated with confinement in such a state, the
Adam–Gibbs theory predicts structural arrest to occur at TK. In their
derivation of equation (3), Adam and Gibbs invoked the concept of a
cooperatively rearranging region (CRR)51. A weakness of their 
treatment is the fact that it provides no information on the size of
such regions. The fact that the CRRs are indistinguishable from each
other is also problematic, in light of the heterogeneity that is believed
to underlie stretched exponential behaviour8. 
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Figure 2 Tg-scaled Arrhenius representation of liquid viscosities showing Angell’s
strong–fragile pattern. Strong liquids exhibit approximate linearity (Arrhenius
behaviour), indicative of a temperature-independent activation energy
E!dln*/d(1/T ) ≈ const. Fragile liquids exhibit super-Arrhenius behaviour, their
effective activation energy increasing as temperature decreases. (Adapted from 
refs 9 and 11.)
14
12
10
8
6
4
2
0
-2
-4
Lo
g 
(v
is
co
si
ty
 in
 p
oi
se
)
Fragile
Strongm,o-Fluorotoluene
Chlorobenzene
Toluene
m,o-Xylene
o-Terphenyl
K + Bi3+CI-
SiO2
GeO2
K+Ca2+NO3
-
Tg/T
© 2001 Macmillan Magazines Ltd
insight review articles
NATURE | VOL 410 | 8 MARCH 2001 | www.nature.com 261
response to a  imposed deformation) ca  ofte  be described b  the
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F(t)!exp["(t/#)$]   ($< 1) (2)
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approaches zero as T tends to zero, the entropy of the liquid would
eventually become negative upon cooling if this trend were to contin-
ue. Because entropy is n inherently non-negative quantity (Box 1),
the state of affairs to which liquids such as lactic acid are tending when
the glass transition intervenes is an entropy crisis46–48. The extrapola-
tion needed to provoke conflict with the third law is quite modest for
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In this equation, t is a relaxation time (or, equivalently, the viscosity)
and Aand Bare constants. sc, the configurational entropy, is related to
the number of minima of the system’s multidimensional potential
energy surface (Box 2). According to the Adam–Gibbs picture, the
origin of viscous slow-down close to Tg is the decrease in the number
of configurations that the system is able to sample. At the Kauzmann
temperature the liquid would have attained a unique, non-crystalline
state of lowest energy, the ideal glass. Because there is no configura-
tional entropy associated with confinement in such a state, the
Adam–Gibbs theory predicts structural arrest to occur at TK. In their
derivation of equation (3), Adam and Gibbs invoked the concept of a
cooperatively rearranging region (CRR)51. A weakness of their 
treatment is the fact that it provides no information on the size of
such regions. The fact that the CRRs are indistinguishable from each
other is also problematic, in light of the heterogeneity that is believed
to underlie stretched exponential behaviour8. 
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Figure 1.1: The glass transition. (a) The dependence of volume or enthalpy for a glass forming
liquid. We see at Tm the first-order phase transition to the crystal where the volume changes
discontinuously. We also see the volume continuously ontract upo further cooling in the su-
percooled regime until the system eventually falls out of equilibrium. Ta corresponds to a slowly
cooled liquid and Tb to a more quickly cooled system. (b) The viscosity (which is proportional to
the relaxation time) for several glass forming liquids in the supercooled regime. Here Tg is defined
to be when the viscosity reaches 1013 poise. We see that some glass forming liquids behave as
”strong” glass formers with a viscosity that scales arrheniusly while other ”fragile” glass forming
liquids scale have viscosities that are super-arrhenius. Both figures are taken from Debeneditti
and Stillinger [48].
is said that the liquid has solidified to a glass. However, unlike in the case of the
liquid to crystal transition there are no diverging length scales, critical exponents,
or structural changes that have been associated with this change of state. Moreover,
since the system has fallen out of equilibrium, the usual tools of statistical mechanics
may not be applied once the temperature is lower than Tg. Finally, it is well known
that the specifics of the glass transition depend on the cooling protocol: the slower
the cooling rate the longer the system is able to remain equilibrated and the lower
the glass transition temperature. This process is shown in fig. 1.1 (a) taken from
from Debeneditti and Stillinger [48].
The nature of supercooled liquids as they descend towards the glassy state is
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relatively poorly understood. One of the biggest mysteries associated with these
systems is the extremely rapid increase of the relaxation time (or viscosity) as
temperature is lowered. Fig. 1.1 (b) shows the viscosity as a function of Tg/T for
a number of systems. It is striking that many of these systems feature a viscosity
that increases by nearly ten orders of magnitude as Tg/T varies by only about 10%
and which is accompanied by no obvious structural change.
From fig. 1.1 (b) it is apparent that some glass-formers such as SiO2 - also known
as “strong” glass-formers - feature viscosities that scale exponentially with 1/T as
η ∼ exp(A/T ). However, the many so-called “fragile” glass formers slow down much
more quickly. The form of the viscosity in fragile systems is an open question. If
there is a true glass transition then at some critical temperature, Tc, one should
expect the viscosity to diverge and so a reasonable form might be η ∼ exp(A/(T −
Tc)). This is known as the Vogel-Tammann-Fulcher equation [59, 130, 140] and
fits the data over a wide-range of viscosities. However, the existence of a phase
transition is controversial and a large number of alternative forms for η have been
proposed such as η ∼ exp(A(1/T − 1/T0)2) [80] or η ∼ exp[A(Tg/T )α] [9]. Each
of the many models fits viscosity data approximately equally well. This leads to a
situation where the available data is insufficient to constrain the space of possible
models.
During this critical slowing down other changes occur in the supercooled liquid
that remain mysterious. To understand these changes let us first consider how one
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studies relaxation in glassy liquids. A conventional way to define relaxation in glassy
systems is to say that the system has relaxed when the particles in the system have
each moved some fraction of a particle diameter, σ. With this in mind, let us define
the van Hove function,
G(r, t) =
1
N
〈
N∑
i=1
N∑
j=1
δ(r − (rj(t)− ri(0)))
〉
(1.1.1)
which may be rewritten as,
G(r, t) =
1
N
〈
N∑
i=1
δ(r − (ri(t)− ri(0)))
〉
︸ ︷︷ ︸
Gs(r,t)
+
1
N
〈
N∑
i=1
N∑
i 6=j
δ(r − (ri(t)− ri(0)))
〉
︸ ︷︷ ︸
Gd(r,t)
(1.1.2)
to separate the self part, Gs(r, t), and the distinct part, Gd(r, t). Examining the self
part of the van Hove function we see that it will be related to the probability that a
particle has moved an amount r after a time t. It therefore seems like studying the
van Hove function could be leveraged to understand relaxation in these systems.
It is frequently useful to consider the Fourier transform of the self part of the
van Hove function, known as the self-intermediate scattering function,
Fs(q, t) =
1
N
〈
N∑
i=1
∫
dqe−iq·rδ(r − (ri(t)− ri(0)))
〉
(1.1.3)
=
1
N
〈
N∑
i=1
e−iq·(ri(t)−ri(0))
〉
. (1.1.4)
The self-intermediate scattering function is useful since it can measured in exper-
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imental systems using inelastic neutron scattering [58]. Furthermore, theoretical
frameworks used to study glassy liquids, such as mode-coupling theory, are more
naturally done in Fourier space and in turn make predictions about Fs(q, t) more
easily than Gs(r, t). Examining Fs(q, t) we can see that the fraction of particles
have moved greater than a distance σ will be approximately Fs(qmax, t) where
qmax = 2pi/σ is also close to the peak of the static structure factor.
Dynamic heterogeneity in liquids
• Non-Gaussian distribution of
particle displacements in a su-
percooled liquid.
Gs(r, t) = ⟨δ(r − |ri(t)− ri(0)|)⟩
• Gaussian part for small r, ex-
ponential tails at large distance.
r
G
s
( r
, t
)
876543210
101
10−1
10−3
10−5
10−7
[Chaudhuri, Berthier, Kob, PRL’07]
• Coexistence of fast/slow populations of particles. ‘Historical’ definition of
dynamic heterogeneity: Hundreds of papers, several reviews (Ediger).
• The exponential tail is the analog, in space, of stretched exponential
decay of time correlation functions. Theoretical explanation? MCT?
title – p.17
Non-Gaussian local dynamics
• Comparison of Fs(q, t) and exp(−q2∆(t)/6): non-Gaussian diffusion at
low temperatures. Viscous liquids are ‘different’.
exp(−q2∆(t)2/6)
Fs(q, t)
t
F
s (
q ,
t )
10710510310110−1
1
0.8
0.6
0.4
0.2
0
• Suggests that τα(q0, T ) ≈ η(T ) and Ds(T ) behave differently with
temperature, they ‘decouple’.
title – p.13
Figure 1.2: Relaxation in glassy liquids. (a) The distribution of the van Hove function at increasing
time. We see large exponential tails. Taken from Chaudhuri et al.[28]. (b) In solid lines, the self
intermediate scattering function as a function of decreasing temperature from high (left) to low
(right). In dashed lines we see the naive prediction from simple diffusion. Taken from Berthier
[14].
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Particles in standard liquids diffuse via Brownian motion. The displacement of
a particle after a time t has passed will be a sum of gaussian distributions and so
for each component,
Gs(rα, t) =
1√
4piDst
exp
(
− r
2
α
4Dst
)
(1.1.5)
where Ds is the diffusion constant. In fig. 1.2 (a) we see Gs(r, t) as measured in sim-
ulation at increasing times. Notice, that while very close to r = 0 the distributions
are gaussian, there are very long exponential tails. These tails imply that there are
populations of particles that move much faster than the rest of the system. This
disparity in particle mobility is known as dynamical heterogeneities. The origin of
these heterogeneities is another mystery of glassy liquids.
Taking the Fourier transform it follows that the self-intermediate scattering func-
tion for simple diffusion will be,
Fs(q, t) =
(∫ ∞
−∞
drαe
iqαrαGs(rα, t)
)3
= e−q
2Dst (1.1.6)
where no repeated summation is implied. We compare this prediction for Fs(q, t)
to what is observed in fig. 1.2 (b). We see that as temperature is lowered the
behavior of the self-intermediate scattering function differs more and more from
what is predicted for a simple liquid. Indeed at low temperatures it is observed that
Fs(q, t) ∼ exp((t/τ)β) with β < 1. We therefore notice two things. First, by the
nature of the Fourier transform, the anomalous decay of Fs(q, t), and consequently
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of relaxation in glassy systems, will be related to the deviations of Gs(r, t) from
the diffusive prediction. Thus, the strange relaxation of glassy liquids is intimately
related to the existence of heterogeneous dynamics in these systems. Second, there
is a decoupling between the viscosity and the rate of diffusion in glassy liquids. This
is known as the breakdown of the Stokes-Einstein relationship.
that are long compared to the period of these small-
amplitude soft motions, significant long-lived particle
displacements occur (yellow and red particles). These
motions are associated with what appear to be defects or
excitations in the system. Stringlike patterns of slight
mobility (aqua and green particles) surge outward from,
and retract back toward, the initial excitations [7].
Eventually, rare, strong surges cause local regions to
irreversibly deform on larger length scales and time scales.
These processes, whereby ubiquitous surging excitations
play a significant role in producing rarer structural relax-
ations, are an intrinsic feature of East-like models. Such
surging was noted in Ref. [40], but the connection to the
East model was overlooked. Activation energies grow as
displacement length grows, so that frequencies of dis-
placements decrease as length scales grow. Further
larger-length-scale displacements are built from smaller-
length-scale displacements through facilitation. This is
why in Video 1, it is evident that short-time local-
relaxation processes represent a microcosm of relaxation
on longer length scales and time scales. As time pro-
gresses, larger regions of mobility (red and yellow) grow
outward from the initial relaxed regions, giving rise to
more collective surges that are characterized by broader
strings.
B. Dynamical facilitation, directionality, and
stringlike motion are pronounced, and increasingly
so as temperature is lowered
While movies of particle motions are instructive, we
obtain quantitative measures of hierarchical facilitation
from the calculation of relaxation time presented in the
previous section.We can also estimate facilitation volumes,
vFðtÞ ¼
Z ! !ðr; ta=2; t;aÞ
h"ðrÞi0!ðt$ ta=2Þ $ 1
"
dr: (13)
The denominator dividing into the! function in Eq. (13) is
the value of the ! function in the absence of dynamical
correlations with the initial excitation at the origin. We find
that the integrand in Eq. (13) looks much like the function
t  2tat  ta
t  8ta t  50ta
0.0        0.2        0.4        0.6        0.8 1.0
increasing displacement, |r (t )-r (0)|ISi ISi
VIDEO 1. (a) Time evolution of particle displacements illustrates hierarchical dynamics in the 2D-50:50 system well below its
onset temperature. Specifically, this trajectory runs at a temperature T ¼ 1:1, and the onset temperature is To % 2:0. The video depicts
the displacement of each particle in terms of energy-minimized inherent-structure coordinates jrISi ðtÞ $ rISi ð0Þj, with blue indicating
overlap with initial position and red indicating a displacement of at least one particle diameter. See the key. The video, with frames
separated by a reduced time of 25, which is approximately equal to ta for this system, spans a time of about 5#, where the structural-
relaxation time is # % 500ta. At very early times, nonoscillatory particle motions are sparse and spatially decorrelated, indicating
the appearance of the initial excitations. As time progresses, regions of high mobility (red and yellow) grow outward from the
initial excitations until, eventually, the regions connect on a time scale of about #. Trajectories for the same system at temperatures
above the onset temperature do not exhibit these features of correlated dynamics. (b) The same evolution sequence on a logarithmic
scale.
KEYS et al. PHYS. REV. X 1, 021013 (2011)
021013-10
Figure 1.3: Dynamical heterogeneities. Here we see particles in a two-dimensional glassy liquid
colored according to how far they moved, |ri(t)− ri(0)| from low mobility (blue) to high mobility
(red). Each plot shows the mobility after a different amount of time has passed from ta to 50ta
where ta is a short timescale related to the length of time for particles to complete a rearrangement.
The different populations of particles are apparent. Taken from Keys et al.[80]
In simulation and colloidal experiments where particle trajectories accessed di-
rectly it is possible to visualize the dynamical heterogeneities in real space. In
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fig. 1.3 we see the mobility, represented by |ri(t) − ri(0)| of particles from a two-
dimensional glass forming liquid at different reference times, t. The existence of
different populations of particles is clear with some regions moving significantly
further than others.
sampling radius, which we choose to be the interaction range
2.5aSL . The local strain is then determined by minimizing
the mean-square difference between the actual displacements
of the neighboring molecules relative to the central one and
the relative displacements that they would have if they were
in a region of uniform strain ´ i j . That is, we define
D2~ t ,Dt !5(
n
(
i S rni ~ t !2r0i ~ t !2(j ~d i j1´ i j!
3@rnj ~ t2Dt !2r0j ~ t2Dt !# D 2, ~2.11!
where the indices i and j denote spatial coordinates and the
index n runs over the molecules within the interaction range
of the reference molecule, n50 being the reference mol-
ecule. rni (t) is the ith component of the position of the nth
molecule at time t . We then find the ´ i j that minimizes D2
by calculating
Xi j5(n @rn
i ~ t !2r0i ~ t !#3@rnj ~ t2Dt !2r0j ~ t2Dt !# ,
~2.12!
Y i j5(n @rn
i ~ t2Dt !2r0i ~ t2Dt !#
3@rnj ~ t2Dt !2r0j ~ t2Dt !# , ~2.13!
´ i j5(k XikY jk
212d i j . ~2.14!
The minimum value of D2(t ,Dt) is then the local deviation
from affine deformation during the time interval @ t2Dt , t# .
We shall refer to this quantity as Dmin2 .
We have found that Dmin2 is an excellent diagnostic for
identifying local irreversible shear transformations. Figure 7
contains four different intensity plots of Dmin2 for a particular
system as it is undergoing plastic deformation. The stress has
been ramped up to ussu50.12 in the time interval @0,12# and
then held constant in an experiment analogous to that shown
in Fig. 2. Figure 7~a! shows Dmin2 for t510, Dt510. It dem-
onstrates that the nonaffine deformations occur as isolated
small events. In Fig. 7~b! we observe the same simulation,
but for t530, Dt530; that is, we are looking at a later time,
but again we consider rearrangements relative to the inital
configuration. Now it appears that the regions of rearrange-
ment have a larger scale structure. The pattern seen here
looks like an incipient shear band. However, in Fig. 7~c!,
where t530, Dt51, we again consider this later time but
look only at rearrangements that have occurred in the pre-
ceding short time interval. The events shown in this figure
are small, demonstrating that the pattern shown in Fig. 7~b!
is, in fact, an aggregation of many local events. Finally, in
Fig. 7~d!, we show an experiment similar in all respects to
Fig. 7~a! except that the sign of the stress has been reversed.
As in Fig. 7~a!, t510, Dt510, and again we observe small
isolated events. However, these events occur in different lo-
cations, implying a direction dependence of the local trans-
formation mechanism.
Next we look at these processes in yet more detail. Figure
8 is a closeup of the molecular configurations in the lower
left-hand part of the largest dark cluster seen in Fig. 7~c!,
shown just before and just after a shear transformation. Dur-
ing this event, the cluster of one large and three small mol-
ecules has compressed along the top-left to bottom-right axis
and extended along the bottom-left to top-right axis. This
deformation is consistent with the orientation of the applied
shear, which is in the direction shown by the arrows on the
FIG. 7. Intensity plots of Dmin2 , the deviation from affine defor-
mation, for various intervals during two simulations. ~a!–~c! show
deformation during one simulation in which the stress has been
ramped up quickly to a value less than the yield stress and then held
constant. ~a! shows deformations over the first 10 time units and ~b!
over the first 30 time units. ~c! shows the same state as in ~b!, but
with Dmin2 computed only for deformations that took place during
the preceding 1 time unit. In ~d!, the initial system and the time
interval ~10 units! are the same as in ~a!, but the stress has been
applied in the opposite direction. The gray scale in these figures has
been selected so that the darkest spots identify molecules for which
uDminu'0.5aSL .
FIG. 8. Closeup picture of a shear transformation zone before
and after undergoing transformation. Molecules after transforma-
tion are shaded according to their values of Dmin2 using the same
gray scale as in Fig. 7. The direction of the externally applied shear
stress is shown by the arrows. The ovals are included solely as
guides for the eye.
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Figure 1.4: Shear transformation zones. (a) The motion of particles in a sheared glass as measured
by D2min. We note the localized nature of the rearrangements. (b)-(c) The proposed dynamics of
a shear transformation zone before and after activation. Taken from Falk and Langer [52].
In addition to supercooled liquids, in which rearrangements are driven by thermal
fluctuations, heterogeneous dynamics also arise in low-temperature glasses under
mechanical load where plastic events are induced by an applied strain. In fig. 1.4 (a)
we see the rearrangements in a low-temperature Lennard-Jones glass under simple
shear. We see that the rearrangements are localized, reminiscent of crystalline
systems where plastic deformation occurs at defects in the material. This appealing
hypothesis led to a number of theories, most notably that of shear transformation
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zones of Falk and Langer [52], premised on the existence of structural distinct
defects in amorphous materials that control their response to applied strain. As in
the case of crystalline solids which pre-melt at defects, it is reasonable to assume
that if defects do exist in disordered solids, they should be related to the dynamical
heterogeneities in supercooled liquids.
Despite a considerable amount of effort, no simple structures have been iden-
tified in amorphous solids that correlate strongly enough with rearrangements to
provide a compelling case for the existence of defects. Indeed simple measures that
effectively correlate with dynamics at lower densities, such as free volume, or in
higher density ordered phases, such as Ψ6, have little relation to dynamics. Recent
work by Royall, Tanaka, and collaborators [92, 110] has demonstrated the existence
of motifs, called locally preferred structures, in glassy systems however the nature
of their correlation with dynamics remains obscure. This has left many to wonder
whether the heterogeneous dynamics in supercooled liquids and amorphous solids
are really structural in nature or whether they are purely a result of dynamics.
Indeed as recently as 2011, a review of glassy dynamics by L. Berthier, G. Biroli,
J.-P. Bouchaud and R. L. Jack [16] states that “the distinction between mobile
and immobile particles is mostly dynamical in nature, suggesting that the quest
for a connection between the static and dynamic properties of glass formers at the
particle level is in vain.” The primary purpose of this thesis will be to argue for a
structural origin of dynamics in glassy systems from which effective theories may
be based.
14
1.2 The jamming transition
As we have discussed, no phase transition has yet been convincingly identified that
controls the glass transition. Moreover, no structural signatures have been identi-
fied that mark the transition of a supercooled liquid to a glass. However, it has
recently been shown by Liu, Nagel, and collaborators [65, 97] that a special class of
disordered solids feature a true phase transition known as the jamming transition.
The jamming transition occurs when a collection of balls are placed in a box and
then inflated. As the balls are inflated the fraction of the box occupied by balls
increases. At some critical packing fraction, φc, the balls will jam and become rigid
in the box. While this might sound relatively abstract there are many examples of
the jamming transition that we experience every day. For example when you drink
a milkshake (a suspension of colloids) through a straw it will sometimes clog. This
clogging occurs when density fluctuations drive the packing fraction of colloids to be
higher than φc. These types of jams also frequently occur in industrial applications
when large quantities of grain are transported through pipes.
Formally the jamming transition has been shown to exist in systems composed
of finite repulsive particles at zero temperature and remnants of the transition have
been identified even when longer range attractions [155] or finite temperatures [160]
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Figure 1.5: Jammed packing. Here we show a jammed packing of 512 bidisperse particles with a
size ratio of 1:1.4. This packing is at a pressure of 10−4.
are present. We begin with a collection of N particles that interact via the potential,
U(r) =


α
(
1− r
σ
)α
r < σ
0 otherwise
(1.2.1)
where  is the energy scale in the problem, σ is the particle diameter, and α ≥ 2 is an
exponent that sets the form of the potential. These particles are placed at random
into a three-dimensional periodic box of size L that is chosen to fix the packing
fraction φ. The particles are then moved so that the system is at the nearest energy
minimum.
If φ < φc then this minimum will be trivial and none of the particles in the system
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Onset of Jamming is Onset of Overlap
•Pressures for different
states collapse on a single
curve
•Shear modulus and pressure
vanish at the same φc
•Good ensemble is fixed φ - φc
D=2
D=3
5 4 3 2
log (!- !
c
)
3
2
1
0
6
4
2
0
8
6
4
2
"=2
"=5/2
"=2
"=5/2
3D
2D
(a)
(b)
(c)
p ! p
0
(" #"c)
$ #1
G !G0(" # "c )
$ #1.5
-
-
-
-
-
-
-
-4 -3 -2
log(φ- φc)
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Figure 1.6: Scalings with packing fraction. Here we show numerical results of the scaling of (a)
pressure p and (b) shear modulus G for two different choices of α. Results are shown for packings
in two-dimensions (blue) and in red-dimensions (red).
will overlap so that the energy E, the pressure p, the bulk modulus B, the shear
modulus G, and the contact number Z are all zero. If, however, φ > φc the jammed
solid has a slew of nontrivial properties that are controlled by the jamming critical
point. In particular the following relationships have been observed independent of
dimension,
p ∼ (φ− φc)α−1 Z ∼ Ziso + (φ− φc)1/2 (1.2.2)
B ∼ (φ− φc)α−2 G ∼ (φ− φc)α−3/2 (1.2.3)
where Ziso = 2d is the isostatic contact number. A selection of these scalings
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are shown in fig. 1.6. Of particular interest is the fact that G/B ∼ (φ − φc)1/2
independent of potential. This implies that as the jamming transition is approached
from above the system becomes increasingly unstable to shear until it begins to flow
at the transition itself. This is reminiscent of the fluid phase which supports bulk
compressions but is unstable to shear.
It is already clear that the jamming transition has some unusual properties when
compared with the standard scenario in critical phenomena. First, we notice that
while the critical exponents depend on the specifics of the potential involved, they
are independent of dimension. This is the reverse of what is normally encountered
where diverging length scales imply universal exponents that depend on symme-
try rather than the specifics of the interaction. The independence of the critical
exponents on dimension hints that the jamming transition has an upper critical
dimension of two which is unusual for a nontrivial system. Finally, we notice that
although the pressure and the shear modulus increase continuously from zero at
φc, the contact number Z increases discontinuously to Ziso at the transition even
for finite systems. Thus the jamming transition appears to have some features
that resemble a continuous phase transition and some that resemble a first-order
transition.
In addition to these scaling relationships it has been shown that the transition
is controlled by not one, but two, distinct length scales that diverge as φ → φ+c .
The first length scale is known as `∗ and can be understood by considering the
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requirements for mechanical stability of a jammed packing. To see this we first
follow an argument by Maxwell. In a jammed packing of N particles suppose there
are Z contacts per particle. In this case there will be dN degrees of freedom from
the particles and NZ/2 constraints imposed by the contacts. Thus, for rigidity
a necessary condition is that NZ/2 ≥ dN which implies that Z ≥ 2d = Ziso
constraints are required for a packing of spheres to be rigid. This explains why the
contact number must jump discontinuously at the jamming transition.
We now recount a simplified version of an argument, known as the “cutting
argument”, first introduced by Wyart [66, 148]. Consider a stable jammed packing
with φ > φc and ∆Z = Z − Ziso ∼
√
φ− φc prepared with periodic boundary
conditions in a box of size L. If we cut one side of the box then a number of
contacts ZLd−1 will be removed. In general this will push the system to mechanical
instability (in the linear regime) if the residual contact number is less than the
isostatic contact number, Z(Ld − Ld−1) < LdZiso or if L < Z/∆Z ∼ `∗ where
`∗ ∼ 1/∆Z diverges at the transition. We therefore see that `∗ represents the
minimal size of a jammed packing to be insensitive to cuts at the boundary. The
divergence of `∗ at the transition implies that jammed packings at φc are sensitive to
cuts at the boundary even in the thermodynamic limit. A second, more mysterious,
length scale known as the transverse length scale, `T , has also been identified that
diverges at the transition [121].
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1.3 Linear response and soft spots
We will now introduce an important type of linear response that is used extensively
in the study of solids. In general, the Hamiltonian of a set of N particles interacting
via an isotropic pair potential, U(r), will be,
H =
∑
i
p2i
2m
+
∑
i 6=j
U(Rij) (1.3.1)
where we set Rij = |ri−rj| is the distance between particles i and j. It is impossible
to evaluate the dynamics or statistical mechanics that result from this energy ana-
lytically. At low-densities where each particle interacts rarely with other particles
the Virial expansion may be used to evaluate the partition function in powers of
f(r) = 1 − e−βU(r). Here the f(r) are known as the Meyer functions and they are
nonzero only when two particles are interacting. At the high densities found in the
solid phase the Virial expansion fails to converge even after many terms have been
included [107]. An exception to this is in the limit of large spatial dimension where
the Virial expansion has recently been used to evaluate the partition function for
jammed packings analytically [26].
For solids a different approximation is more useful. At low temperatures, atoms
in a solid will spend a majority of their time near an energy minimum punctuated
by larger rare fluctuations between adjacent minima. Given a particular minimum,
r0i , we can express the fluctuations about this minimum as ui = ri−r0i . Generically,
20
it follows that the energy may be expanded about the minimum as,
H ≈ H0 + uiα ∂
2H
∂riα∂rjβ
∣∣∣∣
r0
ujβ +O(u3) (1.3.2)
where H0 =
∑
i p
2
i /2m is the kinetic energy of the system. Note that we have
neglected an irrelevant constant at zeroth order and have understood the first order
term to be zero as r0i is a minimum of the energy.
The matrix,
Diαjβ =
∂2H
∂riα∂rjβ
∣∣∣∣
r0
(1.3.3)
is known as the dynamical matrix and its diagonalization yields a basis of normal
modes, un, and associated energies, En. It is common to consider the frequency
of modes which are related to the energies by ωn =
√
En. These normal modes,
known as phonons, effectively characterize the low temperature excitations of solids.
Since the phonon spectrum is computed with reference to a minimum of the en-
ergy landscape it is a structural quantity that depends only on particle positions
and the interaction potential. Thus, the dynamical matrix offers the potential to
bridge structure and dynamics in low-temperature solids. An important quantity in
performing analytic calculations on the properties of solids is the density of states
which counts the number of modes at a frequency ω and is written as,
g(ω) =
∑
n
δ(ω − ωn). (1.3.4)
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Historically, phonons were first calculated in crystalline systems [8], whose sym-
metry meant that the dynamical matrix was diagonal in Fourier space parametrized
by a wave vector k. We briefly summarize these results here. In this case, on general
grounds, one finds a set of modes uL(k) and uT (k) that describe the response of the
solid to longitudinal and transverse excitations respectively. At long wavelengths
these modes can be shown to have energy EL(k) = C
2
L|k|2 and ET (k) = C2T |k|2
where CL and CT are the longitudinal and transverse speeds of sound in the solid.
This leads to the so-called Debye approximation in which all the phonons of the
system are replaced by this quadratic approximation. We can use these modes to
evaluate the low-energy density of states, leading to the prediction that for crys-
tals g(ω) ∼ ωd−1. It can further be shown that in the Debye approximation, the
specific heat that should generically scale as T 3 at low temperatures. This scaling
has been observed across a wide range of crystalline systems and marks a success
of the phonon picture. By considering the response of the system to infinitesimal
strains, the speeds of sound can in turn be related to the elastic constants. For a
system that is isotropic at long length scales (such as disordered solids) one finds
that C2L ∼ B + G and C2T ∼ G where B and G and the bulk and shear modulus
respectively.
In disordered systems no such analytic diagonalization is possible. However,
the phonon spectrum of glasses and jammed packings may nonetheless be obtained
numerically in simulation and experiment. The dynamical matrix is an example of
a quantity whose determination is only possible thanks to novel access to the full set
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of individual particle positions and trajectories. In simulations where the potential
is known the dynamical matrix is readily accessible by first taking a thermalized
state and then quenching that state to its nearest energy minimum using one of
a variety of available algorithms [19]. The energy minimized state is known as
the inherent structure. Since the potential is known the dynamical matrix can be
written as,
Diαjβ =
∂2U
∂R2ij
∂Rij
∂riα
∂Rij
∂rjβ
+
∂U
∂Rij
∂2Rij
∂riα∂rjβ
. (1.3.5)
The first term in this expression is related to the spring constant that one might use
if the particles in the system were replaced by a spring network. Considering the
second term we notice that ∂U/∂Rij is proportional to the force between particles.
This term is frequently known as the “stress” term and is equivalent to constructing
a spring network where the springs are not all at their equilibrium length. It is
frequently useful to neglect the effects of stress when working with the phonon
spectrum for jammed systems.
In experiment, the potential between particles is generally unknown. However,
recently [61, 83] it has been shown that the dynamical matrix may nonetheless be
computed. To see this recall that for a system confined to the basin of a particular
energy minimum the energy will be given by eq. 1.3.2. The statistics of fluctua-
tions within this basin will be governed by the Boltzmann distribution so that the
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partition function will be,
Z =
∏
i
∫
duie
−β(uTDu+hTu) (1.3.6)
where we have added a field h noting that h = 0 corresponds to the partition
function we wish to compute. This may be evaluated analytically by completing
the square as,
Z =
(
4pi
β
)dN/2
1√
detD
e−βh
TD−1h. (1.3.7)
The correlation of fluctuations will therefore be given by,
〈uiαujβ〉 = 1
Z
∏
k
∫
dukuiαujβe
−β(uTDu+hTu) (1.3.8)
=
1
β2
1
Z
∂2Z
∂hiα∂hjβ
∣∣∣∣
h=0
(1.3.9)
= D−1iαjβ. (1.3.10)
It follows that by measuring the spatial correlations of fluctuations in an experimen-
tal systems one can access the dynamical matrix for the system. This represents
an interesting use of particle trajectory data to access structural properties of an
experimental system.
The modes identified in jammed packings have led to a number of particularly
clean and interesting results [139, 153, 154] that may be generalized to systems with
longer range interactions perturbatively [155]. Particularly striking is the existence
of a large number of modes in excess of the Debye prediction. This can be seen in
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number of modes in the chunk scales as the volume ‘d. Thus the density of states must
satisfy Z o‘
0
doDðoÞ # N‘
‘d
$ 1
‘
$ o‘: 10:
Clearly, this is satisfied if D(o) $ constant, independent of o.
An important question with many physical consequences concerns the structure of the
normal modes, shown in Figure 4. In the vicinity of o% the modes are highly heterogeneous
and resonant, with large displacements of a few particles superimposed on a plane-wave-
like background. The modes become progressively more heterogeneous and quasi-localized
as the frequency is lowered (Figure 5a and Figure 4b). Moreover, for the system sizes
that we have been able to access, there is no appreciable difference in the magnitude of
the participation ratio for the lowest-frequency modes at the different compressions,
suggesting that quasi-localized modes exist even at the jamming threshold. Similar modes
have been observed in other disordered solids (54–61). We are tempted to think of the
quasi-localization of the low-frequency modes, as in other localization phenomena, as due
to the rapid decrease in the density of states at the bottom of the band of anomalous
modes. However, we must be careful and realize that the systems we are able to study are
so small that there are very few long-wavelength plane waves at low frequencies that can
hybridize with the anomalous modes. The effect of the plane waves on the low-frequency
anomalous modes has not yet been adequately studied.
Above o%, the modes become more extended (Figure 4c) with contributions from a
broad range of wave vectors (20, 62). These are the anomalous modes, presumed to
originate from the soft modes at the isostatic jamming transition. At the highest frequen-
cies, where the density of states drops dramatically, the modes are highly localized
(Figure 4d) as expected.
ω
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10–1
100
101
10–2 10–1 100 101
D
(ω
)
5 × 10−3
5 × 10−4
5 × 10−5
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Figure 3
Density of vibrational states for three-dimensional ideal sphere packings with harmonic repulsions
at various compressions, Df (19). At a given Df, the density of states falls off toward zero
as the frequency is decreased below o%(Df), which marks the lower frequency end of the plateau.
As Df! 0, o%! 0 and the density of states approaches a constant.
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!⇤
A
B
C
V!r" #
!
V0!1$ r=!"2 r < !
0 r % ! :
Here, r is the center-to-center separation between two
particles. The units of length and tim are ! and
!md2=V0"1=2, respectively, for particles of mass m. Our
three dimensional (3D) systems consist of 1024 & N &
10000 spheres in periodic cubic simulation cells. We m-
ploy a compression/expansion algorithm followed by
conjugate-gradient energy minimization to obtain T # 0
configurations [8]. We also studied bidisperse, harmonic
discs in 2D, as well as Hertzian contact potentials in 3D.
Our conclusi ns re the same for all thr e systems.
Figure 1(a) shows the density of states (computed from
the dynamical matrix [19]), D!!", as a function of !
covering eight decades in !"$"c", averaged over 10
configurations for N # 1024. For the small st value of
!"$"c", the low-frequency behavior approaches a flat
spectrum with an intercept of D0 'D!!! 0". Similar
behavior i seen in fractals [15] an ran o networks [17].
Thus, close to the jamming transition there is no longer any
vestige of Debye behavior. As the system is compressed
above threshold, the curves depart from this plateau be-
havior at a frequency !(, which increases with !"$"c".
Below !(,D!!"! 0 as !! 0. Experiments on vitreous
silica [20] and simulations of glasses with three-body
interactions [21] have observed a similar trend with de-
creasing pressure. Figure 1(b) showsD!!"=!2 for all N at
several values of !"$"c". For N > 1024, data is aver-
aged over 3–5 configurations. The peak position shifts to
lower frequencies and the peak height increases as "c is
approached, analogous to the way some glasses behave as
the glass transition temperature is approached [18].
Figure 2 shows the crossover frequency !( versus !"$
"c". We determine !( by finding whereD!!" for a given
!"$"c" departs fromD!!" for the next smallest value of
!"$"c". Over more than 4 decades in !"$"c":
!( / !"$"c"! (1)
with ! # 0:48) 0:03. The scaling is robust, independent
of the precise manner in which we determine !(. It is the
same (with different prefactors) when !( is defined as the
value of ! at whichD!!" reaches D0, 0:9D0, or 0:5D0, as
well as the frequency where D!!"=!2 in Fig. 1(b) levels
off with decreasing !.
Given !(, we define a corresponding length scale, #T ,
that diverges as "! "*c . To extract #T , we examine the
spatial variation of the eigenmode corresponding to the
frequency !(. We take the Fourier transform of the appro-
priate component of the polarization vector Pi!!(", of each
particle i, which for transverse waves is [22],
fT!k;!(" #
"########
X
i
k^^Pi!!(" exp!ik + ri"
########
2
$
;
wh re hi denotes an average over configurations and over
all wave vectors with the same magnitude k. (The longi-
tudinal component, fL!k;!", not shown, is the dynamical
structure factor accessible from inelastic neutron scatter-
ing.) Fig. 3(a) shows these functions at the values of !(
determined for different compressions, !"$"c". The
transverse components exhibit well-defined peaks at small
wave vectors k( (there is a system size cutoff at kmin #
2$=L, where L is the size of the simulation box). Thus,
#T ' 2$=k( is the dominant transverse length scale for
that mode. Figure 3(b) shows #T as a function of !"$"c".
The solid line corresponds to a power-law fit:
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FIG. 1. (a) Density of vibrational states D!!", for N # 1024
monodisperse spheres, interacting via harmonic repulsions. The
curves from right to left are for "$"c # 1, 10$1, 1, 10$2,
5, 10$3, 1, 10$3, 5, 10$4, 1, 10$4, 5, 10$5, 1, 10$6,
and 1, 10$8. (b) D!!"=!2 at "$"c # 1, 10$6, 1, 10$4,
1, 10$3, 1, 10$2, and 1, 10$1, using data from N # 1024,
4096, and 10 000. Error bars are represented by th scat er in th
data.
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FIG. 2. The crossover frequency !(. The line is a fit to Eq. (1)
with ! # 0:48.
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FIG. 3. (a) Transverse spectral functions fT!k;!(" for "$
"c # 1, 10$5, 5, 10$5, 1, 10$4, 5, 10$4, 1, 10$3, and
5, 10$3, with decreasing amplitude, respectively. (b) The cor-
relation length #T ' 2$=k( obtained from the wave vector k( for
the position of the peak in fT at frequency !(. Data obtained
from all system sizes.
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Figure 1.7: (a) The d nsity of states for jammed packi gs from low density of ∆φ ∼ 10−8 (left) to
∆φ ∼ 10−2 (right) adapted from Liu and Nagel [90]. (b) The onset of the plateau in the density
of states as a function of ∆φ. Figure adapted from Silbert et al. [121].
the density of states plotted in fig. 1.7 (a) where a large and constant density of
modes exists and proliferates down to a frequency scale known as ω∗. It has been
shown that ω∗ ∼ 1/`∗ which goes to zero at the jamming transition and can be
seen in fig. ?? (b). This large excess of phonons at low-frequencies is thought to
be related to a number of transport properties of jammed solids and glasses at low
temperatures [139].
The nature of the modes determines their contribution to the thermal conductivity k, as
quantified by the energy diffusivity d(o). The quantity d(o) is defined as follows. A wave
packet peaked at o and localized at r spreads over time and can be characterized by d(o),
given by the square of the width of the wa e packet divided by time at long times. [In a
weakly scattering three-dimensional system, d(o) ¼ c‘(o)/3, where c is the sound speed
and ‘(o) is the phonon mean-free path.]
For sphere packings, the diffusivity was calculated using the Kubo approach (20, 21).
At low frequencies, the diffusivity behaves as for weakly scattered plane waves. Above a
crossover frequency that scales in the same way as o", d(o) is nearly frequency indepen-
dent, consistent with theoretical expectations (11, 20, 22). Such a regime, postulated to
exist in glasses to explain the temperature dependence of the thermal conductivity at
intermediate and high temperatures (63), thus arises from properties of the jamming
transition (20, 21). The scaling of the crossover from weakly scattered plane waves to
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Figure 4
Vibrational modes of a d ¼ 2 packing of N ¼ 2000 particles at Df ¼ 10#4. (a) The density of states,
with vertical lines indicating frequencies of the modes in panels b–d: (b) a quasi-localized mode, (c) an
extended anomalous mode, and (d) a localized mode at high frequency.
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t re f t e des deter ines their contribution to the thermal conductivity k, as
tifi t e e ergy diffusivity d( ). The quantity d(o) is defined as fol ows. A wave
t e t a localized at r spreads over ti e and can be characterized by d(o),
i t e s re f the idth of the ave packet divided by time at long times. [In a
l s tteri t ree-di ensional syste d(o) ¼ c‘(o)/3, where c is the sound spe d
( ) is t e ean-free path.]
r s ere c i gs, the diffusivity as calculated using the Kubo approach (20, 21).
t l fr e cies, t e diffusivity behaves as for eakly scat ered plane waves. Above a
ss r fre e cy t at scales in the sa e ay as o", d(o) is nearly frequency indepen-
t, siste t it t eoretical expectations (11, 20, 22). Such a regime, postulated to
ist i l sses t e lain the te perature dependence of the thermal conductivity at
i t r i te ig te peratures (63), thus arises from properties of the jamming
t siti ( , ). e scaling of the crossover fro weakly scat ered plane waves to
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i re
i r ti l es of a d 2 packing of 2000 particles at Df ¼ 10#4. (a) The density of states,
it ertic l li es indicating frequencies of the odes in panels b–d: (b) a quasi-localized mode, (c) an
t e al us ode, and (d) a localized ode at high frequency.
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The nature of the modes determines their contribution to the thermal conductivity k, as
quantified by the energy diffusivity d(o). The quantity d(o) is defined as follows. A wave
packet peaked at o and localized at r spreads over time and can be characterized by d(o),
given by the square of the width of the wave packet divided by time at long times. [In a
weakly scattering three-dimensional system, d(o) ¼ c‘(o)/3, where c is the sound speed
and ‘(o) is the phonon mean-free path.]
For sphere packings, the diffusivity was calculated using the Kubo approach (20, 21).
At low frequencies, the diffusivity behaves as for weakly scattered plane waves. Above a
crossover frequency that scales in the same way as o", d(o) is nearly frequency indepen-
dent, consistent with theoretical expectations (11, 20, 22). Such a regime, postulated to
exist in glasses to explain the temperature dependence of the thermal conductivity at
intermediate and high temperatures (63), thus arises from properties of the jamming
transition (20, 21). The scaling of the crossover from weakly scattered plane waves to
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Figure 4
Vibrational modes of a d ¼ 2 packing of N ¼ 2000 particles at Df ¼ 10#4. (a) The density of states,
with vertical lines indicating frequencies of the modes in panels b–d: (b) a quasi-localized mode, (c) an
extended anomalous mode, and (d) a localized mode at high frequency.
www.annualreviews.org $ The Jamming Transition and the Marginally Jammed Solid 357
An
nu
. R
ev
. C
on
de
ns
. M
att
er 
Ph
ys
. 2
01
0.1
:34
7-3
69
. D
ow
nlo
ad
ed
 fr
om
 w
ww
.an
nu
alr
ev
iew
s.o
rg
by
 U
niv
ers
ity
 of
 Pe
nn
sy
lva
nia
 on
 07
/11
/12
. F
or 
pe
rso
na
l u
se 
on
ly.
A B C
Figure 1.8: The motion of particle l ng three different vibrational modes from (A) the quasi-
localized, (B) the anomalous, and (C) the Anderson localized parts of the spectrum. This figures
are also adapted from [90].
It is interesting to consider the spatial structure of modes in different parts f the
density of states, labelled A-C in fig. 1.7 (a). In fig. 1.8 (a) we show the direction of
25
particle motion, un, for a phonon from region A. These are called “quasi-localized”
modes since they generically have a small region of particles whose displacement is
high while the remaining particles move have delocalized long-wavelength motion
with smaller displacements. It is hypothesized that the quasi-local nature of these
modes arises from hybridization between truly local modes and plane-waves that
coexist at the same energy. These long wavelength modes necessarily exist in simu-
lated jammed packings where the periodic boundary conditions imply that at long
length scales the packings will resemble a crystal. It is an open question whether
or not these long wavelength phonons exist in the thermodynamic limit. Region
B, shown in fig. 1.8 (b), contains the so-called “anomalous” modes in the boson
peak. These modes are delocalized but lack any discernible spatial structure and it
has been shown that their statistics can be understood in terms of random matrix
theory [93]. Finally, in region C we see highly localized modes that exist at the tail
of the density of states. These modes likely acquire their character from Andersen
localization.
The study of phonons in the quasi-localized regime of the density of states has
proven particularly fruitful. To see why this is the case we trace out an argument
of Xu et al. [? ] and first discuss a quantity known as the participation ratio which
is defined for a mode n as,
p(ωn) =
(
∑
i |uni|2)2
N
∑
i |uni|4
. (1.3.11)
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strong scattering can be understood by assuming continuity of the mean-free path in
conjunction with the scaling laws for the shear and bulk moduli (20, 21).
Recently, dynamical effective medium theory (64, 65) has been used to study the
dynamics of a square lattice with randomly placed next-nearest-neighbor springs (29) and
random isotropic off-lattice systems near the isostatic limit (22). Both calculations yield a
characteristic frequency o! " Z # Zc above which the density of states D(o) exhibits a
plateau. In the isotropic case (22), both the zero-frequency bulk and shear moduli vanish as
Z # Zc in agreement with static effective medium calculations for rigidity percolation (66)
so that their ratio is constant, in contrast to Equation 5. However, d(o) exhibits a plateau
above a frequency o! " D Z, in agreement with numerical results (20, 21). If the starting
point is a periodic isostatic system (29), the frequency-dependent shear modulus C44(o)
satisfies the scaling relation C44(o)/C44(0) ¼ h(o/o!). This model also yields l! " (Dz)#1 in
agreement with the cutting arguments discussed above Equation 4 (11, 14, 15).
2.4. Anharmonic Properties of the Marginally Jammed Solid at T ¼ 0
To consider how a solid disintegrates and loses rigidity, either at high temperature or
under a mechanical load, we must push beyond the harmonic approximation and con-
sider the anharmonic response of the solid. It has not been generally appreciated that on
approaching the unjamming transition, the barriers between nearby configurations shrink
to zero so that anharmonic effects will also diverge.
The existence of low-frequency quasi-localized modes (Figure 5a) suggests that the
structural stability of jammed solids might be quite different from that of ordinary crystals,
according to the following argument. Because such modes have a somewhat localized
character, the same energy input into one of them, as compared with an extended mode,
would drive some particles to have much larger amplitude of oscillation. In addition, the
relative displacement between a particle and its neighbor will also be very large because
such high displacements contain very high wave-vector components.
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of the vibrational modes, where en,i is the displacement of particle n in mode i.
(b) Energy barrier Vmax encountered along each mode before falling into another energy basin. Data are for a configuration of
N ¼ 1000 particles at Df ¼ 0.1. The modes with the smallest participation ratios have the lowest barriers to rearrangements.
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Figure 1.9: The anharmonic r sponse of jammed packings. (a) shows a plot of the participation
ratio for vibrational modes of a jammed packing. We see that modes in the quasi-localized regime
are significantly more localized than for modes with ω > ω∗. (b) shows a plot of the energy
b rrier to rearrangement in the direction of each mode. We see that quasi-localized modes have
anomalously low energy barriers to rearrangement. This figure is also taken from [90].
where uni is the d dimensional displacement vector for particle i in mode n. We
notice that for an extended mode with |uni|2 ∼ 1/N , p(ωn) ∼ 1 while for a mode
localized to a particle j with |uni|2 = δij, p(ωn) ∼ 1/N . Thus, the participation ratio
is a measure of the degree of localization. In fig. 1.9 (a) we show the participation
ratio for all the modes of a jammed packing. We see that the participation ratio
of the anomalous modes is of order unity. At the crossover between the anomalous
regime and the quasi-localized regime we see that the participation ratio drops
significantly. If the system is strained in the d rection a mode by an amount |ui| = γ,
the individual particles will ove more if the mode has low p(ω). We therefore
expect the low-frequency quasi-localized modes to be pushed more easily into their
anharmonic regime.
To test the anharmonic properties of a mode n, Xu et al. perturbed a jammed
packing in the direction the mode, un, in small increments. After each step they
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relaxed the system to its nearest energy minimum. At small strains the system
relaxes back to its original minimum until a critical strain where it ends up in a
new state. The energy of the system at the critical strain, Vmax(ωn), gives an upper
bound on the energy barrier to an adjacent minimum in the direction of the mode
n. The values of Vmax are shown in fig. 1.9 (b) as a function of frequency. We notice
that at the crossover between anomalous and quasi-localized modes, the energy
barriers to rearrangement drops precipitously.
As the system is strained, the packing becomes less stable
and the mode frequencies tend to shift downwards. At a
given strain, onemight expect the lowest-frequencymode to
be the one whose frequency vanishes at the next rearrange-
ment. Figure 1 shows that this is not generally true—the
mode most similar to the critical mode lies at the lowest
frequency only for a small range of strains immediately
preceding the particle rearrangement [13]. Note that most
excitations at low frequencies are weakly scattered sound
waves with a strong plane-wave character. These excita-
tions coexist in the same frequency range as the quasilocal-
ized excitations [8]; as a result, the normal modes exhibit
characteristics of each. We therefore look at the entire
population of low-frequency modes to extract soft spots.
For a granular packing of N ¼ 2500 particles, we first
identify the Nm lowest-frequency modes in the spectrum of
the dynamical matrix and the Np particles in each of these
modes with the largest polarization vectors. The values of
Nm and Np are not chosen arbitrarily. Instead, as we will
show in detail below, we optimize these parameters to
maximize correlation with particle rearrangements and
show that the optimized N"m and N"p have clear physical
significance: They correspond to the energy and length
scales of soft spots.
Figure 2(a) illustrates the locations of the particles iden-
tified by the lowest Nm ¼ 30modes and Np ¼ 20 particles
for a particular configuration. Note that the largest polar-
ization vectors are spatially clustered into regions and that
the same regions appear in several different modes. Each of
the Np particles in each of the Nm modes is then assigned a
value of unity, while the remaining particles are assigned a
value of zero. We separate this binary map into localized
clusters or soft spots, grouping together particles with non-
zero contact forces between them, as shown in Fig. 2(b)
[17]. Thus, the population of soft spots at strain ! is
represented by a binary vector Sð!Þ ¼ fSið!Þ 2 f0; 1gg,
where Si ¼ 1 if particle i is in a soft spot and Si ¼ 0
otherwise. In addition, we construct a binary vector for
each soft spot, indexed by ": s" ¼ fs";ið!Þ 2 f0; 1gg,
with s";i ¼ 1 if particle i is in a soft spot " and s";i ¼ 0
otherwise. Thus, Sð!Þ ¼ P"s"ð!Þ. Note that to calculate
the soft spots we used only structural information (the
particle positions and interactions). As a result, the soft
spots are structural, not dynamical, features.
We now calculate the correlation of each soft spot
s"ð!Þ with the next rearrangement at strain !c, Rð!cÞ ¼
fRið!cÞg, where Ri ¼ 1 if particle i has one of the n"
largest displacement vectors in the critical mode and
Ri ¼ 0 otherwise. Here, n" is the number of particles in
soft spot ". The correlation is [18]
Csr"¼s"ð!Þ%Rð!cÞn" þ
½1(s"ð!Þ)%½1(Rð!cÞ)
ðN(n"Þ (1: (1)
The quantity Csr" is unity if s" and R are perfectly
correlated and zero if they are uncorrelated. The rearrange-
ment shown by the red arrows in Fig. 2 has Csr1 ¼ 0:64with
the blue soft spot (the ‘‘best’’ soft spot with the highest
value of Csr, which we label as " ¼ 1).
The correlation Csr1 depends on the number of modes Nm
and the number of particles per mode Np used to define the
spots. We choose N"p and N"m to maximize the correlation
Csr1 [Eq. (1)] with the best soft spot, averaged over all
strains. We find N"p ¼ 20 particles per mode with
N"m ¼ 30 modes, corresponding to roughly 13 soft spots
in a 2500-particle system.
What is the physical significance of the optimized values
N"m and N"p? To understand why the N"m ¼ 30 lowest-
frequency modes are singled out, we examine the distribu-
tion of polarization vector magnitudes for each mode.
Each normal mode is composed of N d-dimensional po-
larization vectors that specify the displacement of each
particle in the packing. Figure 3 shows polarization vector
distributions for (a) the 15 lowest-frequency modes and
(b) 50 intermediate-frequency modes. The locations of
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FIG. 1 (color online). The lowest ten normal mode frequencies
as a function of applied strain. There are two critical strains at
which a mode frequency approaches zero and particles rear-
range, at !c ’ 0:014 and !c ’ 0:0183. The color of each point
indicates the overlap of that mode with the critical mode at
!c ’ 0:0183. The lowest energy mode does not resemble the
critical mode until just before the particle rearrangement.
FIG. 2 (color online). Soft spots in a system calculated at
3:2* 10(3 units of strain before a particle rearrangement.
(a) Regions of large displacement in the Nm ¼ 30 lowest-
frequency modes. Bold circles highlight the Np ¼ 20 particles
with the largest polarization vectors, and different colors corre-
spond to different modes. (b) Soft spots generated by clustering
the particles highlighted in (a). Inset: Enlargement of the best
spot. Red arrows indicate the displacement of each particle
during the next rearrangement.
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these regimes are indicated on a plot of the density of
states Dð!Þ in the inset in Fig. 3( ).
Figure 3(b) shows that f r modes in the middle of th
spectrum, corresponding to extended anomalous modes of
the type described by Wyart, Nagel, and Witten that con-
stitute the boson peak [7], the distributions appear to be
universal with a form given by a modified Gaussian or-
thogonal random matrix ens mble [solid line in Fig. 3(b)]
[14]. While most of the modes in the spectrum are well-
described by this universal curve, there are clear deviations
at the low- and high-frequency ends of the spectrum. At
the high-frequen y end, the localized modes iffer fr m
the universal curve but play no role in our analysis. At the
opposite end of the spectrum, Fig. 3(a) shows that the
lowest-frequency modes [Oð10Þ for a 2500-particle pack-
ing] also differ significantly from the universal curve [8], as
shown by the L2 distances between the distributions. This
number is consistent with N?m ’ 30 and a different analysis
by Schober and Oligschleger [19]. Thus, N?m measures the
number of low-frequency modes that differ significantly
from the anomalous modes.
To interpretN?p , we estimate the size of an individual spot
by analyzing the number of particles that change neighbors
during ‘‘elementary’’ particle rearrangements. In our quasi-
static simulations, elementary particle rearrangements are
defined as those where the critical mode is at least 80%
correlated with the total displacement of all the particles
after the packing has reached a new mechanically stable
state. The results are not sensitive to the particular threshold
used as long as we exclude avalanches, in which one re-
arrangement triggers another, and so on. We find that the
average number of particles that change neighbors during
an elementary rearrangement is 10. A number of neighbors
of these 10 particles also shift significantly during a re-
arrangement. Thus, we interpret N?p ’ 20 as a measure of
the size of a localized rearrangement.
The fact that N?m and N
?
p are physically meaningful
quantities implies that our method of identifying soft spots
is not arbitrary; it is physically justified. The soft spot
population is not too sensitive to Np and Nm near their
optimal values as long as the fraction of particles in soft
spots is approximately!ss ¼ 0:1. If Nm and Np are chosen
such that !ss differs significantly from 0.1, correlations
between spots and rearrangements are substantially lower.
This suggests that other approaches based on good esti-
mates of the energy scale N?m and size scale N
?
p could also
correctly identify soft spots.
Next, we need to show that the identified soft spots are
good candidates for structural defects that control flow,
analogous to dislocations in crystalline solids. The follow-
ing properties of dislocations ensure that they control
flow: (i) Rearrangements tend to occur at dislocations, (ii)
dislocations are long-lived compared to the time between
rearrangements, and (iii) dislocations are structurally dis-
tinct from the rest of the system. We now show that soft
spots also possess these qualities.
(i) Rearrangements occur at soft spots. Each rearrange-
ment is much more strongly correlated with one soft spot
(the best one) than any of the others [Fig. 4(a)]. Thus, each
rearrangement occurs at one and only one soft spot in the
population. Moreover, the correlation with the best soft
spot is high even when the spots are identified far in
advance of the rearrangement. In Fig. 4(a), the solid
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FIG. 4. (a) Correlation of individual soft spots with the re-
arrangement field Csr as a function of how much additional strain
is required to initiate a particle rearrangement ("c $ ") for
the best spot with greatest overlap (solid circles) and the
second- (open squares) and third-ranked (open triangles) spots.
(b) Correlation of soft spot distributions as a function of the
difference in strain between the distributions, #" [Eq. (2)]. The
vertical dashed line indicates the average strain between particle
rearrangements, showing that the distributions are correlated
across many rearrangements.
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FIG. 3 (color online). Polarization vector magnitude distribu-
tions for normal modes. (a) Solid lines are the 15 lowest-
frequency modes; the dashed line corresponds to a random
matrix ensemble. Inset: Points ar the L2 distances between
the normal mode and random mat ix distributions as a function
of the mode frequency rank. (b) 50 ‘‘extended anomalous’’
modes from the middle of the spectrum. Inset: Density of states
Dð!Þ as a function of frequency showing the frequency ranges of
the modes in (a) and (b).
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Figure 1.10: Soft spots constructed from vibrational modes. (a) shows the population of soft
spots in a 1024 particle packing of harmonic disks at zero temperature. (b) shows the motion of
particles during a rearrangement overlapping well with one of the soft spots identified. (c) plots
the correlation b tween a single soft spot and a rearrangement as a function of strain before the
rearrangement. (d) shows the soft-spot autocorrelation function over time. These figures are taken
from [93].
The realization that the low-frequency quasi-localized modes in jammed pack-
ings have unusually low energy barriers to rearrangement led Manning and Liu in
2011 [29, 93] to propose that these modes might be used to meaningfully extract de-
fect i dis rde ed solids th t they called “soft spots”. Since quasi-localized modes
hybridize with long wavele gth sound modes, soft spots should be constructed using
only the localized region of high displacement. For this reason Manning and Liu
adopted the protocol of taking the Nm lowest frequency phonons and from each
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phonon marking the Np highest displacement particles as “soft”. These parame-
ters are chosen to maximize the correlation between soft spots and rearrangements,
giving Nm ∼ 30 and Np ∼ 20 which are commensurate with the number of quasi-
localized modes and the number of particles typically involved in rearrangements
respectively. An example of a collection of soft spots can be seen in fig. 1.10 (a)
for a jammed solid. To test the correlation between the identified defects and rear-
rangements the jammed packing was sheared quasistatically until rearrangements
took place. In fig. 1.10 (b) we see the the displacement of particles during a rear-
rangement overlapping with one of the soft spots that had been identified.
To make the comparison between rearrangements and soft particles quantitative,
one can spatially cluster the soft particles into a collection of soft spots and define
projection operators Sαi which is one if particle i is a member of soft spot α and
zero otherwise. One can additionally define nα to be the number of soft particles
in a soft spot α. The correlation between a soft spot and a rearrangement may
be computed by considering a vector Ri which is one if particle i is among the nα
largest displacement particles in a rearrangement and zero otherwise. Then,
Csrα =
sα(γ) ·R
nα
+
[1− sα(γ)] · [1−R]
N − nα − 1 (1.3.12)
which is 1 if the soft spot and rearrangement are perfectly correlated and zero if
they are totally uncorrelated. In fig. 1.10 (c) we see the correlation between soft
spots and rearrangements. We see that at most one soft spot is strongly correlated
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with a rearrangement which should be a requirement if soft spots are to play the
role of defects in disordered solids.
Finally, it is useful to consider the autocorrelation function between soft spots
as a function of strain. To do this we define, Si =
∑
α Sα and S˜i = (Si −
〈S〉)/√〈(Si − 〈S〉)2〉 to have zero mean and unit variance. Then, Css(γ) = 〈S˜(γ)S˜(0)〉
will be one if the softness fields are perfectly correlated and zero if they are uncorre-
lated. The decorrelation of the softness field is shown in fig. 1.10 (d) with a dashed
horizontal line showing the typical strain between rearrangement events. Thus, the
softness field is correlated over many rearrangements. Together these results suggest
that soft spots identified with vibrational modes are good candidates for defects in
disordered solids.
While this construction of soft spots provides compelling evidence for the exis-
tence of structural defects in disordered solids, it suffers from a number of problems
due to its reliance on vibrational modes. First, since the low-frequency quasi-
localized modes that are used to define soft spots couple strongly to nonlocal sound
waves which do not correlate strongly with rearrangements this method necessar-
ily includes particles that will not be structurally soft. Efforts have been made to
decouple the two types of modes [147], but it is unclear how successful this has
been. A related problem is that although the vibrational modes offer a means of
identifying soft particles, they totally obscure the what the underlying microscopic
reason for defects. Finally, since this method relies on the dynamical matrix, it is
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difficult to apply to large systems in simulation (since diagonalizing the dynamical
matrix scales as O(N3)) and cumbersome, if not impossible, to apply to experimen-
tal systems. It is therefore appealing to come up with a better way of identifying
defects that relies only on local structure.
1.4 Machine learning and support vector machines
A focus of this thesis is on using the large quantity of data that is generated in
simulation and experiment to identify defects in disordered solids directly. To do
this we turn to the field of machine learning which developed in earnest beginning in
the 1990’s using statistics in combination with large datasets to develop models for
otherwise difficult problems. Two problems that have been marked successes of the
machine learning paradigm are image recognition and speech-to-text translation.
As of 2014 the facial recognition software employed by Facebook is better than
human. In the near future self-driving cars and robots employing machine learning
might automate a wide array of tasks that are currently commonplace. The field
of machine learning is vast and consequently this introduction will be a massive
oversimplification.
In most applications of machine learning the goal is to use some data, xi, (for
example, the pixel representation of a handwritten character) to infer something
about the data, ti (for example, the written character.) Most machine learning
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problems are typically either regression problems (where ti ∈ Rm) or classification
problems where ti ∈ Zn and n is the number of classes. One begins with a model,
that depends on some set of parameters λ, f(xi;λ) as well as a “training set” of
data x˜i about whom the t˜i are already known. The parameters of the model can
then be deduced by minimizing an “energy” that is frequently of the form,
E =
∑
i
(f(x˜i;λ)− t˜i)2 (1.4.1)
with respect to the λ. Depending on the particular model the minimization of E
can be nontrivial since the energy landscape will generally not be convex. The
resulting model can then be applied to new data to make predictions about ti.
Additionally, by investigating the optimal model itself insight can frequently be
gained into the problem at hand. It is frequently useful to construct a model on
some transformation of the raw data φ(xi) that takes into account the symmetries
of the problem at hand or to build those symmetries explicitly into the model.
In fig. 1.12 we show the varying degrees of success of three different models
on classifying three different sets of synthetically generated data so that xi ∈ R2
and ti ∈ {−1, 1} gives the class of each datapoint. We notice that the success of
classification depends strongly on how appropriate the model is for the task at hand.
Thus, model selection is a crucial part of applying the machine learning paradigm
to a problem. In this thesis we almost exclusively use Support Vector Machines
(SVMs) as our model. As can be seen in fig. 1.12 there are several different kinds of
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Figure 1.11: Different machine learning classification models applied to several datasets. We see
that model selection depends strongly on the nature of the data in question. Figure taken from
an example in Scikitlearn [1].
SVMs. Two of the most popular are linear SVMs that attempt to find a hyperplane
to best separate different classes of data and Radial Basis Function (RBF) SVMs
that allow the dividing surface to be curved. While we will introduce the RBF SVM
here, in our work we consistently find that linear SVMs give the highest classification
accuracy.
While machine learning has been employed in physics, its use is still in its infancy.
The vast majority of applications have been limited to constructing approximations
to quantum mechanical potentials using neural networks [12] and data mining to
identify structures with desirable properties [55, 70]. Although these uses have no
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doubt yielded important results in the form of fast and accurate empirical potentials
(that may be generated automatically for a given situation) and novel materials,
they have not generally yielded any new physical insight into a problem. Here
we espouse the view that machine learning methods may be used in conjunction
with classical physical reasoning to offer insight into difficult problems. In this
work we use SVMs to construct a field, that we call softness, as a coarse graining
over local density computed as the distance to the hyperplane identified by the
SVM. The softness field strongly correlates with dynamics and can then be used
to understand the plastic flow in low temperature glasses under strain as well as
dynamical heterogeneities of glassy liquids.
7.1. Maximum Margin Classifiers 327
y = 1
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y = −1
margin
y = 1
y = 0
y = −1
Figure 7.1 The margin is defined as the perpendicular distance between the decision boundary and the closest
of the data points, as shown on the left figure. Maximizing the margin leads to a particular choice of decision
boundary, as shown on the right. The location of this boundary is determined by a subset of the data points,
known as support vectors, which are indicated by the circles.
having a common parameter σ2. Together with the class priors, this defines an opti-
mal misclassification-rate decision boundary. However, instead of using this optimal
boundary, they determine the best hyperplane by minimizing the probability of error
relative to the learned density model. In the limit σ2 → 0, the optimal hyperplane
is shown to be the one having maximum margin. The intuition behind this result is
that as σ2 is reduced, the hyperplane is increasingly dominated by nearby data points
relative to more distant ones. In the limit, the hyperplane becomes independent of
data points that are not support vectors.
We shall see in Figure 10.13 that marginalization with respect to the prior distri-
bution of the parameters in a Bayesian approach for a simple linearly separable data
set leads to a decision boundary that lies in the middle of the region separating the
data points. The large margin solution has similar behaviour.
Recall from Figure 4.1 that the perpendicular distance of a point x from a hyper-
plane defined by y(x) = 0 where y(x) takes the form (7.1) is given by |y(x)|/∥w∥.
Furthermore, we are only interested in solutions for which all data points are cor-
rectly classified, so that tny(xn) > 0 for all n. Thus the distance of a point xn to the
decision surface is given by
tny(xn)
∥w∥ =
tn(w
Tφ(xn) + b)
∥w∥ . (7.2)
The margin is given by the perpendicular distance to the closest point xn from the
data set, and we wish to optimize the parameters w and b in order to maximize this
distance. Thus the maximum margin solution is found by solving
argmax
w,b
{
1
∥w∥ minn
[
tn
(
wTφ(xn) + b
)]} (7.3)
where we have taken the factor 1/∥w∥ outside the optimization over n because w
Figure 1.12: The selectio of an optimal margin by the SVM. Figure taken from Bishop [17].
To understand the method of support vector machines we follow a presentation
given in Bishop [17]. We begin with a set of raw data xi and a set of features φ(x)
as well as set of classes i ∈ {−1, 1}. The gen ral goal w ll be to find a hyperplane
that separates points with ti = 1 from those with ti = −1. We begin by defining
the function,
y(x) = wTφ(x) + b (1.4.2)
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which is related to the distance of the point φ(x) to the hyperplane and implies
that our model depends on λ = (w, b). We begin with the assumption that the
data is linearly separable. In this case instead of choosing an energy function of
the form of eq. 1.4.1 we attempt to find a hyperplane that maximizes the “margin”
which is defined to be the distance of the hyperplane to the nearest datapoint. The
argument for why the margin is an appropriate quantity to maximize is beyond the
scope of this analysis, but a variety of arguments [17] show that this choice increases
the likelihood that future data will be correctly classified.
We will now phrase the problem of finding the maximum margin hyperplane in
terms of a lagrangian that may easily be extremized. Doing this will have the added
bonus of offering an easy way to generalize the problem of finding a hyperplane to
that of finding a surface that may have curvature. We notice that the distance of a
point to the hyperplane will be given by, tiy(xi)/|w| and so the maximum margin
hyperplane will be found by maximizing the function
arg max
w,b
{
1
|w| mini ti(w
Tφ(xi) + b)
}
(1.4.3)
To greatly simplify this analysis, we notice that distances are invariant to the rescal-
ing w → κw and b→ κb. We therefore use this freedom to set ti(wTφ(wi)+ b) = 1
for the point that is closest to the hyperplane. With this choice we have the con-
straints that,
ti(w
Tφ(xi) + b) ≥ 0 n = 1, · · · , N. (1.4.4)
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By construction there will always be at least one point closest to the hyperplane
and so our optimization problem can now be rewritten as simply minimizing
arg min
w,b
1
2
|w|2 (1.4.5)
subject to the constraints of eq 1.4.4.
To solve this equation we introduce N Lagrange multipliers ai ≥ 0 and then
finally arrive at an lagrangian,
L(w, b,a) =
1
2
||w||2 −
N∑
i=1
ai{ti(wTφ(xi) + b)− 1} (1.4.6)
instead of the more common energy of eq. 1.4.1. Minimizing with respect to w and
b this may be expressed in what is known as the dual representation as,
L˜(a) =
N∑
i=1
ai − 1
2
N∑
i=1
N∑
j=1
aiajtitjk(xi,xj) (1.4.7)
with the constraints ai ≥ 0 and
∑N
i=1 aiti = 0. Here k(x,x
′) = φ(x)Tφ(x′) is
known as the kernel. It can be shown that for an optimization problem of this form
at the extremum either ai = 0 or tiy(xi) = 1 which implies that the only points
that contribute to y(xi) are the points on the margin. These points are known as
the support vectors that give this method its name.
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Notice that the equation for y(xi) of the optimal solution can be expressed as,
y(xi) =
∑
m∈S
amtmk(xi, xm) + b (1.4.8)
and so the solution as well as the dual form of the lagrangian depends only on
k(x,x′) and not on the features φ(x) directly. This realization led people in the
machine learning community to the conclusion that the form of the kernel function
could be altered which, in practice, changed the solution from fitting a hyperplane to
fitting curved surfaces to the data while keeping the optimization convex. A popular
choice for the kernel is the so called RBF kernel which has the form k(x,x′) =
exp(−γ|x− x′|2).
Earlier we made the approximation that our dataset was linearly separable, how-
ever this will almost never be the case in practice. In the case that there is no exact
dividing surface we can still use an SVM so long as we adapt our optimization
procedure slightly. We begin by updating our requirement that all of our points be
further away than the margin to tiy(xi) ≥ 1 − ξi where ξi ≥ 0 is called the slack
parameter and is a measure of how badly misclassified the point i is. If ξi = 0 then
the point i lies further from the hyperplane than the margin and we have the same
constraint as before. If 0 < ξ ≤ 1 then the point i is still correctly classified, but it
now resides between the margin and the plane. Finally if ξi > 1 then the point i is
misclassified by the hyperplane. As before we would like to maximize the margin
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while minimizing the ξi’s. To do this we minimize the lagrangian,
L(w, b, ξ,a,µ) =
1
2
|w|2 +C
N∑
i=1
ξi−
N∑
i=1
ai{ti(wTφ(xi) + b)− 1}−
N∑
i=1
µiξi (1.4.9)
where C > 0 controls how strongly we penalize misclassification and µi are lagrange
multipliers to keep ξi ≥ 0. Note that C → ∞ corresponds to the previous classi-
fication problem for exactly separable datasets. As before this lagrangian may be
expressed in dual form in terms of only the kernel, but we will not do so here.
While we will give more detail on our particular application of SVMs later we will
briefly describe a slightly simplified version of our method here as well as an inter-
pretation of y(x). For the moment suppose we take x = (Ri1, · · · , Rij, · · · , RiN) to
be a structure around some particle i at a time t. Here Rij is the distance between
particle i and particle j as before. We will show that when properly trained y(x) is
strongly correlated with the probability that the particle i will rearrange and that
the shift b is relatively unimportant. It is therefore interesting to ask whether there
is a nice interpretation of the softness, S = wTφ(x), that might be amenable to a
phenomenological theory? We use the features,
φ(x; r, σ) =
1√
2pi
∑
j
e−
1
2σ2
(r−Rij)2 (1.4.10)
which measures the number of particles within a distance σ of r. By varying
r we generate an arbitrary number of features so suppose that r = iσ for i ∈
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{1, · · · , Rc/σ} where Rc is some radial cutoff. It follows that we may write,
S =
Rc/σ∑
i=1
φ(x; iσ, σ)w(iσ). (1.4.11)
If we take the σ → 0 limit we find,
S = lim
σ→0
Rc/σ∑
i=1
φ(x; iσ, σ)w(iσ) =
∫
dr
[∑
j
δ(r −Rij)
]
w(r). (1.4.12)
where we have used the facts that limσ→0
∑
i σ =
∫
dr and limσ→0 e−x
2/2σ2/
√
2piσ2 =
δ(x). We therefore see that our use of an SVM really amounts to finding the
functional of local density that is most strongly correlated with dynamics.
1.5 Overview
In chapter 2, which is published in [117], we show that the transverse length scale
in jammed packings can be understood, in analogy with `∗, as a length scale which
controls the stability of these packings to perturbations of their boundary. Unlike
`∗ which dictates whether or not a jammed system will be stable with respect to
the replacement of periodic boundary conditions by free boundary conditions, the
role of `T is more subtle. We show that `T determines whether or not a jammed
system will be stable if particles on its boundary are allowed to deform in a manner
that does not respect the system’s periodic boundary conditions.
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Chapter 3, which is published in [30], discusses to what extent correlations of
fluctuations in particle positions may be used to reliably reconstruct the dynamical
matrix in experiment. To do this we consider a hexagonal colloidal crystal and find
that the density of states identified in this way lacks the Van-Hove singularities
characteristic of crystalline systems. From theory and comparison to simulation
we show that the eigenvalues of the dynamical matrix tend to converge slowly
as N/T where N is the number of degrees of freedom and T is the number of
independent frames used in the analysis. This shows that great care must be taken
when attempting to reconstruct the dynamical matrix from particle fluctuations
to ensure that enough independent frames are acquired. Finally, we show that in
a defected colloidal polycrystal the low frequency vibrational modes can be used
to identify defects in an analogous manner to soft spots in amorphous solids. This
work led to a second paper [127] that used the speeds of sound measured in colloidal
experiments to deduce the elastic constants in these systems.
We then turn to chapter 4, which is published in [129], where we consider a well
known method of measuring elastic moduli from correlations of particle fluctuations
that was first introduced by Schall et al. [113]. Here a local strain tensor, Λαβ
is constructed from particle fluctuations in a small volume. It is assumed that
fluctuations of Λαβ have their origin in an elastic free energy of the form P (Λαβ) ∼
exp(−µΛ2αβ/kBT ) where µ is the elastic constant. While this method has been
proven rigorously to yield accurate elastic constants in crystals we show that it fails
when applied to disordered systems.
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In chapter 5, which may be found in [115], we consider low temperature amor-
phous solids under shear and show that the method of identifying soft spots using
low-frequency quasi-localized modes even at finite temperatures and strain rates as
well as for potentials beyond the standard harmonic disks. Moreover by tracking
individual soft spots in time we show that each soft spot has a well defined lifetime
that may be computed directly from the simulation. By studying the distribution
of single-soft-spot lifetimes we are able to describe the flow of the solid in a sim-
ple mean field picture. This work is related to an additional publication [109] in
which we showed that the low-frequency vibrational modes could be applied to sin-
gle defects in crystals, grain boundaries in polycrystals, and are also related to the
direction of displacement experienced by particles during a rearrangement.
Chapters 6 and 7 both focus on the application of machine learning methods to
identify soft spots. We begin by discussing the methodology, in chapter 6, and then
applying it to the same sheared Lennard-Jones glass as in chapter 5 as well as a
three-dimensional quiescent glass and a two dimensional experimental granular pil-
lar under uniaxial compression. We show that this method yields a more accurate
population of defects than those constructed with vibrational modes. Furthermore,
the success of our method on a granular system shows that machine learning may
be used to find defects even in systems that are not governed by a hamiltonian (and
hence where vibrational modes are fundamentally inapplicable.) In chapter 7 we
extend our method from finding soft spots as a binary classification to constructing
a continuous softness field. We use this softness field to find a simple explanation
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for dynamical heterogeneities in supercooled liquids based on a heterogeneous dis-
tribution of energy barriers to rearrangement in these systems. Finally, we use a
simple model to show that the relaxation of the glass as a whole can be recovered
from the dynamics of the softness field. These results are published in [43, 116].
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Chapter 2
Linear stability to continuous
boundary deformations
2.1 Introduction
At the jamming transition of ideal spheres, the removal of a single contact causes the
rigid system to become mechanically unstable. [65, 91, 97] Thus at the transition,
the replacement of periodic-boundary conditions with free-boundary conditions de-
stroys rigidity even in the thermodynamic limit. [66, 150, 151] Recognizing that
packings at the jamming threshold are susceptible to boundary conditions, Torquato
and Stillinger [136] drew a distinction between collectively jammed packings, which
are stable when the confining box is not allowed to deform, and strictly jammed
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packings, which are stable to arbitrary perturbations of the boundary. Indeed,
Dagois-Bohy et al. [46] have shown that jammed packings with periodic-boundary
conditions can be linearly unstable to shearing the box.
At densities greater than the jamming transition there are more contacts than
the minimum required for stability. [91, 97] In this regime one would expect pack-
ings that are sufficiently large to be stable to changes in the boundary. How does
the characteristic size for a stable system depend on proximity to the jamming tran-
sition? The sensitivity to free- versus periodic-boundary conditions is governed by
a length scale, `∗, that diverges at jamming transition. For L  `∗, the system is
stable even with free boundaries. [66, 150, 151]
Our aim in this chapter is to identify the range of system pressures and sizes
over which the system is likely to be unstable to a more general class of boundary
perturbations in which particle displacements violate periodic boundary conditions.
We will show that stability is governed by a competition between transverse plane
waves and the anomalous modes that are unique to disordered systems. Thus,
we show that stability for a large class of boundary perturbations is governed by a
length scale, `T, that also diverges at the jamming transition. Packings with L `T
are linearly stable with respect to these boundary perturbations. We understand
this as a competition between jamming transition physics at low pressures/system
sizes, and transverse acoustic wave physics at high pressures/system sizes. The
two lengths, `∗ and `T, are the same as the longitudinal and transverse lengths
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associated with the normal modes of jammed sphere packings. [123] We will discuss
the physical meaning of these length scales in more detail in sec. 2.7.
We analyze athermal, frictionless packings with periodic boundary conditions
composed of equal numbers of small and large spheres with diameter ratio 1:1.4 all
with equal mass, m. The particles interact via the repulsive finite-range harmonic
pair potential
V (rij) =
ε
2
(
1− rij
σij
)2
(2.1.1)
if rij < σij and V (rij) = 0 otherwise. Here rij is the distance between particles i
and j, σij is the sum of the particles’ radii, and ε determines the strength of the
potential. Energies are measured in units of ε, distances in units of the average
particle diameter σ, and frequencies in units of
√
ε/mσ2. We varied the total
number of particles from N = 32 to N = 512 at 36 pressures between p = 10−1
and p = 10−8. Particles are initially placed at random in an infinite temperature,
T =∞, configuration and are then quenched to a T = 0 inherent structure using a
combination of linesearch methods, Newton’s method and the FIRE algorithm.[18]
The resulting packing is then compressed or expanded uniformly in small increments
until a target pressure, p, is attained. After each increment of p, the system is again
quenched to T = 0.
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2.2 Symmetry-breaking perturbations
The boundary conditions can be perturbed in a number of ways. The dramatic
change from periodic to free boundaries has been studied in refs. [66, 150, 151].
Dagois-Bohy et al. [46] considered infinitesimal “shear-type” deformations to the
shape of the periodic box, such as uniaxial compression, shear, dilation, etc. Here,
we relax the periodic boundary conditions by considering a third class of perturba-
tions that allow particle displacements that violate periodicity. To do this, we treat
our system with periodic boundary conditions as a tiling of identical copies of the
system over all space (see Fig. 2.1). Thus, an N -particle packing in a box of linear
size L with periodic boundary conditions can be viewed as the N -particle unit cell
of an infinite hypercubic lattice.
Figure 2.1: A 32 particle system with periodic boundary conditions interpreted as a tiling in space.
Here a 4×4 section of the tiling is shown. Shading is used to provide contrast between adjacent
copies of the system.
The normal modes of vibration can be found by solving the equations of motion
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to linear order. To do this, we assume the particles begin in mechanical equilibrium
at positions specified by r0iµ, where i indexes particles in each cell and µ indexes
unit cells, so that r0iµ is the equilibrium position of particle i in cell µ. The energy
of the system to lowest order in particle displacements about its minimum value,
uiµ = riµ − r0iµ, can generically be written as
U =
∑
〈iµ,jν〉
V (riµjν) ∼ U0 +
∑
〈iµ,jν〉
uTiµ
∂2U
∂riµ∂rjν
∣∣∣∣
r=r0
ujν , (2.2.1)
where the sums are over all pairs of particles iµ and jν that are in contact. The
equations of motion resulting from eqn (2.2.1) can be solved by a plane-wave ansatz,
uiµ = Re {i exp [i(k ·Rµ − ωt)]}. Here i is a dN -dimensional polarization vector,
k is a d-dimensional wavevector and Rµ is the d-dimensional vector corresponding
to the position of cell µ. This gives the eigenvalue equation
λn(k)ni(k) =
∑
j
Dij(k)nj(k), (2.2.2)
where
Dij(k) =
∑
µν
∂2U
∂riµ∂rjν
∣∣∣∣
r=r0
eik·(Rµ−Rν) (2.2.3)
is the dynamical matrix of dimension dN × dN , and n labels the eigenvalues and
eigenvectors. From eqn (2.2.1), the frequency of the modes in the nth branch are
ωn(k) =
√
λn(k) with eigenvector ni(k). Fig. 2.2 shows λn(k) as a function of k for
two example systems, as well as as well as examples of uiµ that solve the eigenvalue
equation. The behavior of these examples will be discussed in detail below.
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With k allowed to vary over the first Brillouin zone, the eigenvectors comprise a
complete set of states for the entire tiled system. It follows that any displacement
of particles at the boundary of the unit cell can be written as a Fourier series,
uiµ =
∑
k,n
Ak,nni(k) exp [i(k ·Rµ)] . (2.2.4)
Therefore, the system will be unstable to some collective perturbation of its bound-
ary if and only if there is some k and n for which λn(k) < 0. This procedure allows
us to characterize boundary perturbations by wavevector.3 If we find a wavevec-
tor whose dynamical matrix has a negative eigenvalue, it follows that the system
must be unstable with respect to the boundary perturbation implied by the cor-
responding eigenvector. We will show that stability is governed by a competition
between transverse plane waves and anomalous modes, examples of which are shown
in Fig. 2.2.
The gist of our argument can be understood as follows. The lowest branch of
the normal mode spectrum is composed of transverse plane waves; it is these modes
that are the ones most easily perturbed by disorder to produce a negative eigen-
frequency and therefore a lattice instability. The largest perturbation comes from
an interaction with the higher-frequency anomalous modes which have a charac-
teristic frequency of ω∗. If ω∗ is large, which would occur at high pressure, or if
the highest-frequency transverse mode (i.e., at the zone boundary) is small, which
3Note that shear-type deformations can be considered concurrently by adding the term Λ · r0iµ to eqn (2.2.4),
where Λ is a global deformation tensor. This term represents the affine displacement and is neglected for our
purposes.
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would occur for large systems, then there is unlikely to be a strong perturbation
and all the modes will remain positive and there will be no instability.
To illustrate, we show in Fig. 2.2a the lowest three eigenvalue branches along
the horizontal axis of the Brillouin zone for an example system that is shown in
Fig. 2.2c. At low k, the lowest two branches correspond to transverse and longitu-
dinal plane waves, respectively, and increase quadratically in k. The third branch
corresponds to the lowest anomalous mode in the system. When the longitudinal
branch approaches the anomalous mode, band repulsion pushes the branch down
to lower energies. However, the transverse branch maintains its quadratic behavior
all the way to the zone edge. Near the zone edge, modes of this lowest branch have
very strong plane-wave character, as shown by the displacement vectors in Fig. 2.2c.
Contrast this to the dispersion curves shown in Fig. 2.2b, for a system at much
lower pressure. Here, the lowest anomalous branch is roughly an order of magnitude
lower than in the previous example, and therefore has a more drastic effect on the
lowest two branches. Specifically, the transverse branch experiences band repulsion
about half way to the zone edge, and the quadratic extrapolation (the dashed
black line) is a very poor predictor of the eigenvalue at the edge. In this second
example, modes near the edge have negative eigenvalues, meaning they are unstable.
Furthermore, as illustrated in Fig. 2.2d, these unstable modes do not resemble plane-
waves, but instead appear disordered and closely resemble anomalous modes.
This scenario is generic. We define λT to be the energy of the transverse branch
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extrapolated to the zone boundary and λ0 to be the energy of the lowest anomalous
branch (see Fig. 2.2). When λ0 is much larger than λT, then the lowest mode main-
tains its transverse plane-wave character throughout the Brillouin zone. However,
when λ0 is less than λT, then the lowest mode at the zone edge is anomalous and
is more likely to be unstable. Importantly, plane waves and anomalous modes are
governed by different physics. By understanding the scaling of λ0 and λT, we will
show that stability is controlled by the transverse length scale, `T.
Our strategy will be to first consider the so-called “unstressed system,” which
replaces the original system of spheres with an identical configuration of particles
connected by unstretched springs with stiffness given by the original bonds. In
the unstressed system, eigenvalues can never be negative and so all systems are
stable. We will then construct scaling relations for λ0 and λT of the unstressed
system and conclude that the lowest eigenvalue will be min{λ0, λT}. We then
construct additional scaling relations for the accompanying shift in the eigenvalues
upon reintroducing the stress. By finding the pressures and system sizes where
these two quantities are comparable, we will thus determine the scaling of the
susceptibility of packings to perturbations described by eqn (2.2.4).
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anomalous modes which have a characteristic frequency of
w⇤. If w⇤ is large, which would occur at high pressure, or if
the highest-frequency transverse mode (i.e., at the zone bound-
ary) is small, which would occur for large systems, then there
is unlikely to be a strong perturbation and all the modes will
remain positive and there will be no instability.
To illustrate, we show in Fig. 2a the lowest three eigenvalue
branches along the horizontal axis of the Brillouin zone for an
example system that is shown in Fig. 2c. At low k, the lowest
two branches correspond to transverse and longitudinal plane
waves, respectively, and increase quadratically in k. The third
branch corresponds to the lowest anomalous mode in the sys-
tem. When the longitudinal branch approaches the anomalous
mode, band repulsion pushes the branch down to lower ener-
gies. However, the transverse branch maintains its quadratic
behavior all the way to the zone edge. Near the zone edge,
modes of this lowest branch have very strong plane-wave char-
acter, as shown by the displacement vectors in Fig. 2c.
Contrast this to the dispersion curves shown in Fig. 2b, for
a system at much lower pressure. Here, the lowest anoma-
lous branch is roughly an order of magnitude lower than in
the previous example, and therefore has a more drastic ef-
fect on the lowest two branches. Specifically, the transverse
branch experiences band repulsion about half way to the zone
edge, and the quadratic extrapolation (the dashed black line)
is a very poor predictor of the eigenvalue at the edge. In this
second example, modes near the edge have negative eigen-
values, meaning they are unstable. Furthermore, as illustrated
in Fig. 2d, these unstable modes do not resemble plane-waves,
but instead appear disordered and closely resemble anomalous
modes.
This scenario is generic. We define lT to be the energy
of the transverse branch extrapolated to the zone boundary
and l0 to be the energy of the lowest anomalous branch (see
Fig. 2). When l0 is much larger than lT, then the lowest
mode maintains its transverse plane-wave character through-
out the Brillouin zone. However, when l0 is less than lT, then
the lowest mode at the zone edge is anomalous and is more
likely to be unstable. Importantly, plane waves and anoma-
lous modes are governed by different physics. By understand-
ing the scaling of l0 and lT, we will show that stability is
controlled by the transverse length scale, `T.
Our strategy will be to first consider the so-called “un-
stressed system,” which replaces the original system of
spheres with an identical configuration of particles connected
by unstretched springs with stiffness given by the original
bonds. In the unstressed system, eigenvalues can never be
negative and so all systems are stable. We will then construct
scaling relations for l0 and lT of the unstressed system and
conclude that the lowest eigenvalue will be min{l0,lT}. We
then construct additional scaling relations for the accompa-
nying shift in the eigenvalues upon reintroducing the stress.
By finding the pressures and system sizes where these two
quantities are comparable, we will thus determine the scaling
of the susceptibility of packings to perturbations described by
eqn (5).
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Fig. 2 (a) The dispersion relation for the transverse-acoustic mode
(black), longitudinal-acoustic mode (green), and the lowest
anomalous mode (red) along the horizontal axis for a system of 128
particles in two dimensions at a pressure of p= 10 1. The black
dashed line shows the quadratic approximation to the transverse
branch and has a value of lT at the zone edge. The dashed red line
shows the flat approximation of the lowest anomalous mode and has
a value of l0. The system is stable because the lowest branch is
never negative. (b) Similar dispersion relations for a system at
p= 10 3. This system has a lattice instability because the lowest
mode is negative at large k. (c)-(d) A 2⇥4 section of the
periodically tiled systems from (a)-(b), respectively. Overlaid are the
displacement vectors uiµ for the lowest modes near the zone edge
(k ⇡ 0.9p/Lxˆ, see the blue dot in (a)-(b)). Note that the mode in (c)
is stable (l > 0) and has strong transverse plane-wave character,
while the mode in (d) is unstable (l < 0) and has strong anomalous
character.
3 The unstressed system
The dynamical matrix in eqn (4) is a function of the second
derivative of the pair potentials of eqn (1) with respect to par-
ticle positions. To construct the dynamical matrix of the un-
stressed system, we rewrite this as as
∂ 2V
∂ ra∂ rb
=
∂ 2V
∂ r2
∂ r
∂ ra
∂ r
∂ rb
+
∂V
∂ r
∂ 2r
∂ ra∂ rb
, (6)
where V is the potential between particles iµ and jn , r ⌘
r jn   riµ and a and b are spatial indices. The second term
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values, meaning they are unstable. Furthermore, as illustrated
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and l0 to be the energy of the lowest anomalous branch (see
Fig. 2). When l0 is much larger than lT, then the lowest
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eqn (5).
a: Stable dispersion c: Example stable mode
1.1
0.0
  (center) (edge) K
 
⇥
10
4
 0
 T
|k|
 
b: Unstable dispersion d: Example unstable mode
0.0
  (center) (edge) K
 
⇥
10
4
 0
 T
|k|
0.14  T
 0
Fig. 2 (a) The dispersion relation for the transverse-acoustic mode
(black), longitudinal-acoustic mode (green), and the lowest
anomalous mode (red) along the horizontal axis for a system of 128
particles in two dimensions at a pressure of p= 10 1. The black
dashed line shows the quadratic approximation to the transverse
branch and has a value of lT at the zone edge. The dashed red line
shows the flat approximation of the lowest anomalous mode and has
a value of l0. The system is stable because the lowest branch is
never negative. (b) Similar dispersion relations for a system at
p= 10 3. This system has a lattice instability because the lowest
mode is negative at large k. (c)-(d) A 2⇥4 section of the
periodically tiled systems from (a)-(b), respectively. Overlaid are the
displacement vectors uiµ for the lowest modes near the zone edge
(k ⇡ 0.9p/Lxˆ, see the blue dot in (a)-(b)). Note that the mode in (c)
is stable (l > 0) and has strong transverse plane-wave character,
while the mode in (d) is unstable (l < 0) and has strong anomalous
character.
3 The unstressed system
The dynamical matrix in eqn (4) is a function of the second
derivative of the pair potentials of eqn (1) with respect to par-
ticle positions. To construct the dynamical matrix of the un-
stressed system, we rewrite this as as
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Figure 2.2: (a) The dispersion relation for the transverse-acoustic mode (black), longitudinal-
acoustic mode (green), and the lowest anomalous mode (red) along the horizontal axis for a
system of 128 particles in two dim nsions at a pressure of p = 10−1. The black dashed line shows
the quadrati approximation to the transverse branch and has a value of λT at the zone edge.
The dashed red line shows the flat approximation of the lowest anomalous mode and has a value
of λ0. The system is stable because the lowest branch is never negative. (b) Similar dispersion
relations for a system at p = 10−3. This system has a lattice instability because the lowest mode
is negative at large k. (c)-(d) A 2 × 4 s ction of the periodically tiled systems from (a)-(b),
respectively. Overlaid are the displacement vectors uiµ for the lowest modes near the zone edge
(k ≈ 0.9pi/Lxˆ, see the blue dot in (a)-(b)). Note that the mode in (c) is stable (λ > 0) and has
strong transverse plane-wave character, while the mode in (d) is unstable (λ < 0) and has strong
anomalous character.
2.3 The unstressed system
The dynamical matrix in eqn (2.2.3) is a function of the second derivative of the
pair potentials of eqn (2.1.1) with respect to particle positions. To construct the
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Figure 2.3: Dispersion relations along the Γ −M line for the lowest few branches of 2 different
2-dimensional packings of N = 1024 particles. The Γ point is at the Brillouin zone center (k = 0)
and the M point is at the zone corner where the magnitude of k is greatest. (a) A “shear-unstable”
packing (i.e. a sphere packing that is unstable at low k) at p = 10−4 (black) and the dispersion
relation for the corresponding unstressed system (blue). (b) A “lattice-unstable” sphere packing
(i.e. a packing that is stable near k = 0 but is unstable at higher k) at p = 10−4 (black) and the
dispersion relation for the corresponding unstressed system (blue). (c) Comparison between the
lowest branch in the sphere packing (black) and its unstressed counterpart (blue) for the same
system as in (b). The dashed magenta line is the difference between the two eigenvalue branches.
dynamical matrix of the unstressed system, we rewrite this as as
∂2V
∂rα∂rβ
=
∂2V
∂r2
∂r
∂rα
∂r
∂rβ
+
∂V
∂r
∂2r
∂rα∂rβ
, (2.3.1)
where V is the potential between particles iµ and jν, r ≡ rjν−riµ and α and β are
spatial indices. The second term is proportional to the negative of the force between
particles. If this term is neglected, there are no repulsive forces and the system will
be “unstressed.” [2, 151] The dynamical matrix of the unstressed system, obtained
from just the first term in eqn (2.3.1), has only non-negative eigenvalues . We
will use a subscript “u” (as in, e.g., λu) to refer to quantities corresponding to the
unstressed system.
The black curves in Fig. 2.3a show the six lowest eigenvalue branches, λ(k),
52
for a 2-dimensional packing of N = 1024 disks at a pressure p = 10−4. Also
shown (dashed blue curves) are the lowest eigenvalue branches for the corresponding
unstressed system, λu(k), where the second term in eqn (2.3.1) has been omitted.
Here, the lowest branch of the stressed system has negative curvature at k = 0
implying that the system has a negative shear modulus. Such shear-type instabilities
have been analyzed previously. [46] In the remainder of this chapter, we restrict
our attention to shear-stable packings that are stable near k = 0 but potentially
unstable at higher wave vectors. We refer to this type of instability as a “lattice
instability.”
Fig. 2.3b compares the 6 lowest eigenvalue branches of a sphere packing (black)
with a lattice instability to those of its unstressed counterpart (dashed blue). The
lowest branch for the sphere packing has positive curvature at k = 0, but becomes
negative at higher k. This implies that the system is unstable to boundary per-
turbations corresponding to eqn (2.2.4) over a range of wavevectors. In contrast,
the unstressed system, by construction, can have only positive (or possibly zero)
eigenvalues. In Fig. 2.3c, the dotted magenta line shows the difference between the
lowest eigenvalue branch of the unstressed system (blue) and of the sphere packing
(black).
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2.4 The lowest eigenvalue of the unstressed system
We first evaluate the eigenvalues in the unstressed system and then consider the
effect of the stress term (i.e. the second term in eqn (2.3.1)). In order to obtain
the scaling of the lattice instabilities, we first estimate the eigenvalues at the M
point, which is located at the corner of the Brillouin zone. The wave vector kM
at the corner has the smallest wavelength anywhere in the Brillouin zone and thus
corresponds to the most drastic perturbation. We then extend the argument to the
rest of the Brillouin zone.
For the unstressed system, the lowest eigenvalue at the corner of the Brillouin
zone can be estimated as follows. As Fig. 2.3b suggests, the mode structure is fairly
straightforward. Low-frequency vibrations are dominated by two distinct classes of
modes: plane waves and the so-called “anomalous modes” that are characteristic of
jammed systems. [91, 150] The lowest plane-wave branch is transverse and parabolic
at low k (see Fig. 2.3b): ωT,u ≈ cT,uk or equivalently
λT,u ≈ c2T,uk2 ∼ Guk2, (2.4.1)
where Gu is the shear modulus of the unstressed system.
The eigenvalue of the lowest anomalous mode can be understood as follows.
Wyart et al. [150, 151] showed that the density of vibrational states at k = 0
for unstressed systems, Du(ω), can be approximated by a step function, so that
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Du(ω) ≈ 0 for ω < ω∗u while Du(ω) ≈ const for ω > ω∗u. As suggested by Fig. 2.3,
the anomalous modes are nearly independent of k, so this form for Du(ω) is a
reasonable approximation not only at k = 0 but over the entire Brillouin zone.
Thus, the eigenvalue of the lowest anomalous mode is approximated by ω∗u at any
k.
Note that if ωT,u  ω∗u, the lowest branch will maintain its transverse-acoustic-
wave character and hence will remain parabolic in k all the way to the zone corner.
However, when ωT,u  ω∗u, the lowest mode at the corner no longer has plane-
wave character because the transverse acoustic mode will hybridize with anomalous
modes and will develop the character of those modes. It follows that there is a
crossover between jamming physics and plane-wave physics when ωT,u ≈ ω∗u or,
equivalently, when the system size is
L ≈ `T ≡ cT,u/ω∗u. (2.4.2)
Here `T is the transverse length identified by Silbert et al. [123]
Near the jamming transition, many properties scale as power laws with the excess
contact number above isostaticity, ∆Z ≡ Z − ZNiso, where Z is the average number
of contacts per particle and ZNiso = 2d (1− 1/N) ≈ 2d for large systems. [65] In
particular, for the harmonic potentials we consider here, ω∗u ∼ ∆Z, Gu ∼ ∆Z, and
p ∼ ∆Z2 for dimensions d ≥ 2. (These results are easily generalized to potentials
other than the harmonic interactions used here. [91]) Therefore, eqns (2.4.1) and
55
(2.4.2) predict that, for d ≥ 2, the crossover will occur at
pL4 ∼ const. (2.4.3)
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Figure 2.4: The average eigenvalue of the lowest mode at the corner of the Brillouin zone of the
unstressed system (blue), as well as the average difference between the unstressed system and the
original packing (magenta), in (a) two and (b) three dimensions. The blue and magenta data
exhibit collapse as predicted by eqns (2.4.4) and (2.5.1), with the caveat that we were unable to
reach the low pressure regime in three dimensions where we expect the scaling to be different.
Data is only shown when at least 20 shear stable configurations were obtained.
A second crossover occurs at very low pressures and is due to finite-size effects [65]
that change the scaling of ∆Z to ∆Z ∼ 1/N ∼ L−d in d dimensions, independent
of p. In this regime, ω∗u and Gu remain proportional to ∆Z, and thus also scale
as L−d. We therefore expect the lowest eigenvalue of the unstressed system at the
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corner of the Brillouin zone (kM =
√
dpi/L) to feature three distinct regimes.
low pressure: λu ∼ 1/N2 ∼ L−2d
intermediate pressure: λu ∼ ω∗2u ∼ p
high pressure: λu ∼ c2Tk2M ∼ p1/2L−2.
(2.4.4)
In two dimensions, we expect that λuL
4 will collapse in all three regimes as a
function of pL4.
This prediction is verified in Fig. 2.4. The blue symbols in Fig. 2.4a, corre-
sponding to λuL
4 of the unstressed system in d = 2, exhibit a plateau at low
pressures/system sizes. At intermediate pL4, the blue symbols have a slope of 1
and at high pL4 a slope of 1/2, as predicted by eqn (2.4.4). In three dimensions
(Fig. 2.4b), we observe the two higher pressure regimes, with a crossover between
them that scales with pL4, as expected. We did not reach the low-pressure plateau
regime in three dimensions because it is difficult to generate shear stable configu-
rations at low pressures. Note, however, we do not expect the crossover to the low
pressure regime to collapse in d = 3 with pL4.
2.5 The effect of stress on the lowest eigenvalue
With the behavior of the lowest eigenvalue of the unstressed system in hand, we
now turn to the effects of stress to explore the behavior of actual sphere packings
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Figure 2.5: The fraction of shear-stable systems in two and three dimensions that are also k > 0-
stable. In red we plot the fraction of systems that are unstable at the M point while in black we
plot the fraction of systems that are stable everywhere. We see that both collapse with pL4, or
equivalently L/`T, with the expected exception of the low pressure regime in three dimensions.
at the zone corner, kM =
√
dpi/L. The second term in eqn (2.3.1) shifts the shear
modulus to smaller values without affecting the scaling with pressure [? ], G ∼ √p.
It therefore follows that Gu−G ∼ √p. In the high-pressure regime, where the lowest
mode is the transverse plane wave, we therefore expect that λu−λ ∼ Gu−G ∼ √p.
Likewise, it was shown [66, 149, 152] that the second term in eqn (2.3.1) lowers ω∗u
2
by an amount proportional to p, so at intermediate and low pressures it follows that
λu − λ ≈ ω∗u2 − ω∗2 ∼ p.
The difference in the lowest eigenvalues of the sphere packing and the unstressed
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system will therefore feature two distinct regimes:
low and int. p: (λu − λ) ∼ p
high p: (λu − λ) ∼ p1/2L−2.
(2.5.1)
2.6 The lowest eigenvalue and stability of the original pack-
ing
Comparing these results to eqn (2.4.4), we see that the lowest eigenvalue of the
packing λ should be positive in the low pressure limit where λu − λ λu. At high
and medium pressures, λu and λu − λ are comparable and obey the same scaling.
One would therefore expect instabilities to arise in this regime. At high pressures,
however, we know that λ should be positive since λ ∼ Gk2M and shear stability
implies G > 0. [46] Therefore, fluctuations about the average scaling behavior are
most likely to drive the system unstable at intermediate pressures. Since this regime
collapses with pressure and system size as pL4, we expect the fraction of systems
that are unstable to obey this scaling. This prediction is corroborated in Fig. 2.5,
where we see that the fraction of systems that are stable at the M point (red data)
depends on pressure p and system size L as expected.
We have thus far illustrated our reasoning for wavevectors at a zone corner, which
correspond to the smallest wavelengths and thus the most drastic perturbations.
Systems should therefore be more likely to go unstable at the zone corner than
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anywhere else. However, our arguments apply equally well to any point in the
Brillouin zone.
This argument is confirmed in Fig. 2.5. To investigate the stability over the
entire zone, we computed the dispersion relation over a fine mesh in k space and
looked for negative eigenvalues. Any configuration with a negative eigenvalue at
any value of k was labeled as unstable. The black data in Fig. 2.5 shows the
fraction of systems that are stable over the entire Brillouin zone. It exhibits the
same qualitative features as at just the zone corner (red data), but with fewer stable
configurations overall.
Note that our scaling arguments for the unstressed system apply equally well to
the original packing. However, scaling alone cannot tell us the sign of the lowest
eigenvalue. Treating the unstressed and stressed terms of the dynamical matrix
separately, and exploiting the fact that the unstressed matrix is non-negative, is
thus necessary for understanding the stability of the packing and emphasizes that
“lattice instabilities” are caused by stress, not the geometry of the packing.
2.7 The two length scales
Dagois-Bohy et al. [46] found that in two dimensions, the fraction of states that are
shear stable collapses with pL4 and approaches 1 at large pL4. We have shown that
shear stable packings can be unstable to a class of boundary perturbations that
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correspond to particle motion at non-zero k, and that the susceptibility of packings
to such perturbations also collapses with pL4 (except for the N -dependent finite-
size effects at low pressure). The combination of these two results suggests that
a system should be stable to all infinitesimal boundary perturbations for L  `T,
where `T ∼ p−1/4 is the so-called transverse length scale. This implies that the closer
the system is to the jamming transition the larger the system must be in order to
be insensitive to changes in the boundaries. It also implies that the distinction
between collectively and strictly jammed [136] packings decreases as L  `T and
vanishes in the thermodynamic limit for any nonzero pressure.
While the sensitivity of jammed packings to infinitesimal changes to the bound-
ary is controlled by the diverging length scale `T, Wyart el al. [150, 151] argued that
the stability to a more drastic change of boundary conditions, in which the periodic
boundaries are replaced with free ones, is governed by the larger length `∗ ∼ p−1/2:
jammed packings with free boundaries are stable only for L  `∗. [66, 150, 151]
Goodrich et al. [66] have shown that this length is equivalent, not only in scaling
behavior but also in physical meaning, to the longitudinal length `L = ω
∗/cL.
`L was proposed alongside `T by Silbert et al., [123] and both length scales
can be understood from a competition between plane-wave physics and jamming
physics. Silbert et al. showed that at large wavelengths, there are well defined
transverse and longitudinal sound modes; the Fourier transform fT,L(ω, k) is sharp
in ω at low k. [123? ] However, at small wavelengths, the sound modes mix with
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the anomalous modes and fT,L gets very broad. The crossover between these two
regimes occurs when the frequency of the sound mode is ω∗, the lowest frequency at
which anomalous modes exist. Since the frequency of the sound modes is given by
ω = cT,Lk, the wave length at the crossover is `T,L ∼ cT,L/ω∗. Thus, the two length
scales `T and `
∗ = `L are both related to the wavelength where the the density of
anomalous modes overwhelms the density of plane-wave sound modes. [123] Our
results indicate that they also both control the stability of jammed packings to
different classes of boundary perturbations. The two lengths can therefore be viewed
as equally central to the theory of the jamming transition.
2.8 Discussion
To understand why some boundary perturbations are controlled by `T while others
are controlled by `L, we must understand the nature of the transverse and longitu-
dinal deformations allowed. In the case of systems with free boundaries, the system
size of `L needed to support compression is also sufficient to support shear since
`L > `T. The minimum system size needed to support both is therefore `L. Under
periodic boundary conditions, jammed systems necessarily support compression re-
gardless of system size and the issue is whether the system is stable to shear as
well. Our arguments show that the minimum system size needed to support both
longitudinal and transverse perturbations is `T.
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The same reasoning can be applied to understanding the stability with respect
to a change from periodic to fixed boundary conditions. In that case, neither longi-
tudinal nor transverse deformations are allowed and it follows that jammed systems
of any size will be stable to this change. Mailman and Chakraborty [? ] have stud-
ied systems with fixed boundary conditions to calculate point-to-set correlations.
Their analysis, as well as arguments based on the entropy of mechanically stable
packings, reveal a correlation length that scales like `∗.
The fact that the diverging length scales control the response to boundary
changes but do not enter into the finite-size scaling of quantities such as the contact
number and shear modulus [65] is consistent with the behavior of a system that is at
or above its upper critical dimension. The fact that power-law exponents do not de-
pend on dimensionality for d ≥ 2 is also consistent with this interpretation. [97, 99]
However, critical systems are generally controlled by only one diverging length.
Jamming is thus a rare example of a phase transition that displays two equally
important diverging length scales. It remains to be seen whether other diverging
lengths that have been reported near the jamming transition [50, 97, 98, 138? ] can
also be associated with boundary effects.
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Chapter 3
Phonons in two-dimensional soft
colloidal crystals
3.1 Introduction
Recently, video microscopy has been cleverly employed to extract information about
the dynamical matrix of ordered [78, 108] and disordered [61, 83] colloidal systems
from particle position fluctuations. This technical advance has opened a novel
experimental link between thermal colloids and traditional atomic and molecular
materials [10, 32, 33, 62, 63, 67, 77, 131, 156, 157]. Along these lines, one ubiquitous
feature of atomic glasses, the so-called “boson peak” due to an excess number of
vibrational modes at low frequency [105], has been observed in disordered colloidal
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packings [32, 61, 77]. Furthermore, connections have been established between
the “soft spots” associated with quasi-localized low-frequency vibrational modes
and localized particle rearrangements in disordered colloids [33, 62, 93, 146, 154],
reinforcing the possibility that such phenomena might exist in atomic and molecular
glasses, as well.
The present chapter has two primary themes. First, we use nearly perfect crystals
to measure the phonon density of states. To recover van Hove singularities, arguably
the most prominent feature of phonons in crystals, we introduce error correction
procedures which are applicable even to disordered systems and which reduce the
amount of data needed to reliably perform such analyses by orders of magnitude.
Second, we study imperfect crystals in order to probe directly the effects of defects
on phonon modes. We find that structural defects in the imperfect two-dimensional
colloidal crystals are spatially correlated with quasi-localized low-frequency phonon
modes. Thus, our experiments extend ideas about quasi-localized low-frequency
modes and flow defects in colloidal glasses [33, 62, 93] to the realm of colloidal
crystals and suggest that phonon properties can be used to identify crystal defects
which participate in the material’s response to mechanical stress.
Specifically, we employ video microscopy and covariance matrix analysis to ex-
plore the phonons of various two-dimensional soft colloidal crystals. By studying
two-dimensional crystals [101], we avoid significant complications [86, 114] encoun-
tered by previous experiments which analyzed two-dimensional image slices within
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three-dimensional colloidal crystals to derive phonon properties [63, 77]. Our work is
also complementary to earlier experiments by Keim et al. [78] and Reinke et al. [108]
which studied colloidal crystals stabilized by long-ranged repulsions and found good
quantitative agreement between the dispersion relation measured from particle fluc-
tuations and theoretical expectation. By contrast, the present experiments measure
not only the dispersion relations for crystals of particles with short-range interac-
tions, but also the density of vibrational states, which turns out to be far more
sensitive to statistical error. In addition, we identify a narrow band of modes in
imperfect crystals that are associated with crystal defects.
3.2 Experiment
The experiments employed poly(N -isopropylacrylamide) or PNIPAM microgel par-
ticles, whose diameters decrease with increasing temperature. Particle diameters
are measured to be 1.4 µm at 22 ◦C by dynamic light scattering; the sample polydis-
persity was also determined by light scattering to be approximately 5%. PNIPAM
particles are loaded between two coverslips, and crystalline regions are formed as the
suspension is sheared by capillary forces. The samples are then hermetically sealed
using optical glue (Norland 65) and thermally cycled between 28 ◦C and room tem-
perature for at least 24 hours to anneal away small defects. Particle softness permits
the spheres to pack densely with stable contacts and yet still exhibit measurable
thermal motions. At room temperature, the particles are immobile due to swelling.
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The samples are then slowly heated from room temperature until noticeable motion
is observed at 24.6 ◦C. Before data acquisition, samples equilibrate for 4 hours on
the microscope stage. Bright-field microscopy images are acquired at 60 frames
per second with a total number of frames of 40,000. An image shutter speed of
1/4000 second is used. Care was taken that no structural rearrangements occurred
in during the experimental time window. Each image contains about 3000 particles
in the field of view. The trajectory of each particle in the video was then extracted
using standard particle-tracking techniques [41]. The particle position resolution is
approximately 6 nm. Crystal quality is characterized by Fourier transformation of
the microscopy images, and by spatial correlations of the bond orientational order
parameter, Ψ6. Particle spacing is measured to be 1.19 µm, indicating a small com-
pression of PNIPAM spheres (≈ 70 nm compared to the hydrodynamic diameter).
To obtain intrinsic vibrational modes of the colloidal crystal samples, we employ
covariance matrix analysis. Specifically, a displacement vector ~u(t) that contains
the displacement components of all particles from their equilibrium positions is
extracted for each frame. A covariance matrix C is constructed with Cij = 〈uiuj〉t,
where i and j run through all particles and coordination directions. To quadratic
order, the stiffness matrix K, which contains the effective spring constants between
particles, is proportional to the inverse of C with K = kBTC
−1. Thus, by measuring
the relative displacement of particles, interactions between particle pairs can be
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2light scattering to be approximately 5%. PNIPAM parti-
cles are loaded between two coverslips, and crystalline re-
gions are formed as the suspension is sheared by capillary
forces. The samples are then hermetically sealed using
optical glue (Norland 65) and thermally cycled between
28  C and room temperature for at least 24 hours to
anneal away small defects. Particle softness permits the
spheres to pack densely with stable contacts and yet still
exhibit measurable thermal motions. At room tempera-
ture, the particles are immobile due to swelling. The sam-
ples are then slowly heated from room temperature until
noticeable motion is observed at 24.6  C. Before data
acquisition, samples equilibrate for 4 hours on the micro-
scope stage. Bright-field microscopy images are acquired
at 60 frames per second with a total number of frames
of 40,000. An image shutter speed of 1/4000 second is
used. Care was taken that no structural rearrangements
occurred in during the experimental time window. Each
image contains about 3000 particles in the field of view.
The trajectory of each particle in the video was then ex-
tracted using standard particle-tracking techniques [23].
The particle position resolution is approximately 6 nm.
Crystal quality is characterized by Fourier transforma-
tion of the microscopy images, and by spatial correlations
of the bond orientational order parameter,  6 [24]. Parti-
cle spacing is measured to be 1.19 m, indicating a small
compression of PNIPAM spheres (⇡ 70 nm compared to
the hydrodynamic diameter).
To obtain intrinsic vibrational modes of the colloidal
crystal samples, we employ covariance matrix analysis.
Specifically, a displacement vector u(t) that contains the
displacement components of all particles from their equi-
librium positions is extracted for each frame. A covari-
ance matrix C is constructed with Cij = huiujit, where
i and j run through all particles and coordination direc-
tions. To quadratic order, the sti↵ness matrix K, which
contains the e↵ective spring constants between particles,
is proportional to the inverse of C with K = kBTC
 1.
Thus, by measuring the relative displacement of parti-
cles, interactions between particle pairs can be extracted
and dynamical matrix can be constructed, i.e.,
D =
K
m
=
kBT (C
 1)
m
, (1)
where m is the particle mass. The dynamical ma-
trix yields the eigenfrequencies and eigenvectors of the
shadow system: the system of particles with the exact
same interactions and geometry as the colloidal parti-
cles, but without damping. This approach of measuring
phonons permits direct comparison to theoretical mod-
els, e.g., models that might be used to understand atomic
and molecular crystalline solids.
Displacement covariance analysis assumes that the lo-
cal curvature of the multi-dimensional potential energy
landscape of the system V (u1,u2, ...uN ) is harmonic
near the equilibrium configuration. However, this as-
FIG. 1: (color online) Distribution of instantanous projection
coe cient c!(t) for a. the lowest frequency mode, mode 0;
and b. the 10th lowest frequency mode. Red lines are Gaus-
sian fits to the distributions.
sumption may not be satisfied for some modes obtained
from experiment. To test the harmonicity of individual
modes, we define an instantanous projection coe cient
c!(t) = u(t) · e!, where e! is the eigenvector with fre-
quency !. Consider the instantanous potential energy of
the system
V (u(t)) =
1
2
u(t)Ku(t)
⇤
,
/ (
X
!
c!(t)e!)K(
X
!
c!(t)e
⇤
!),
/
X
!
(!c!(t))
2. (2)
The contribution to the system potential energy from
mode ! is E!(t) / !2c!(t)2. This potential energy com-
ponent is the result of thermal fluctuations, and therefore
it should be characterized by the Boltzman distribution,
i.e.,
P (E!(t)) / e 
!2c!(t)
2
2kT . (3)
A Gaussian distribution of the instantaneous projec-
tion coe cient indicates that the potential energy com-
ponent from mode ! increases parabolically with dis-
placement, i.e., the curvature of the system potential
along the direction of that particular eigenvector is har-
monic. The deviation from a Gaussian distribution is
typically quantified by the kurtosis value. In our experi-
ments, we find that a few of the lowest frequency modes,
typically fewer than 5 modes, have kurtosis values larger
than 0.2 and can even display a multi-modal distribution
of c! as shown in Fig. 1a. Most modes have kurtosis val-
ues less than 0.1, as plotted in Fig. 1b. The harmonic as-
sumption is not valid for modes with high kurtosis values,
so we have excluded modes with kurtosis values greater
than 0.2 from our analysis. The high kurtosis values for
those modes may result from several factors, including
undersampling of the lowest energy basins [26] and tiny
shifts of equilibrium positions during experiment [27].
The local spring constants are measured to be uni-
formly distributed in space. Centrifugal compression ex-
Figure 3.1: Distribution of instantanious projection coefficient cω(t) for a. the lowest frequency
mode, mode 0; and b. the 10th lowest frequency mode. Red lines are Gaussian fits to the
distributions.
extracted and dynamical matrix can be constructed, i.e.,
D =
K
m
=
kBT (C
−1)
m
, (3.2.1)
where m is the particle mass. The dynamical matrix yields the eigenfrequencies
and eigenvectors of the shadow system: the system of particles with the exact same
interactions and geometry as the colloidal particles, but without damping. This
approach of measuring phonons permits direct comparison to theoretical models,
e.g., models that might be used to understand atomic and molecular crystalline
solids.
Displacement covariance analysis assumes that the local curvature of the multi-
dimensional potential energy landscape of the system V (~u1, ~u2, ...~uN) is harmonic
near the equilibrium configuration. However, this assumption may not be satisfied
for some modes obtained from experiment. To test the harmonicity of individual
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3FIG. 2: (color online) Phonon modes in 2D colloidal crystals. a. Accumulated mode number, N(!), as a function of frequency,
for a nearly perfect crystal (blue squares) and an imperfect one (red square); !2 is drawn for comparison (black line), small
arrows points to the modes whose real space vector distributions are plotted in b and c. b, c. Spatial distribution of a
low-frequency mode for the b nearly perfect and c imperfect crystal; the direction and magnitude of polarization vectors are
represented by the direction and size of the arrows.
periments [25] show for PNIPAM, the inter-particle in-
teraction potential is consistent with the Hertzian form.
Vertical fluctuations are primarily due to particle poly-
dispersity and are small; their e↵ects on the modes ob-
tained by the covariance method are calculated to be
negligible (i.e., less than 4%) [7].
PHONON DENSITY OF STATES IN COLLOIDAL
CRYSTALS
At low frequencies, Debye scaling requires that the
phonon density of states D(!) scales with !d 1, where
d is the dimensionality of the system, or that N(!),
the number of modes with frequencies below !, scales
as !d [28]. Debye scaling for two-dimensional crystals
is clearly exhibited by both our perfect and imperfect
monolayer colloidal crystals (see Fig. 2a). For more than
one decade, N(!) follows a power law close to 2, as ex-
pected. The lowest frequency modes typically exhibit
wave-like features as shown in Figs. 2b and c (more real
space vector plots of low frequency modes can be found
in supplementary material [24]). Thus we conclude that
the Debye scaling observed in Fig. 2a is due to wave-like
“acoustic modes.”
At higher frequencies, deviations from Debye behavior
are observed in the phonon density of states, D(!), as
shown in Fig. 3a for the pristine crystal. For triangular
two-dimensional crystals with harmonic interactions, the
density of states has two van Hove singularities, one for
longitudinal modes and one for transverse modes (solid
lines in Fig. 3a); these singularities are expected to arise
at the boundary of the first Brillouin zone. In contrast,
Fig. 3a shows that the experimentally measured D(!)
(black open circles) exhibits a smooth peak at an in-
termediate frequency and a shallow shoulder at higher
frequency.
ERROR ANALYSIS AND CORRECTIONS
We identify the peak and shoulder as vestiges of van
Hove singularities. Several factors may contribute to the
rounding of van Hove singularities in a colloidal crystal.
For example, particle polydispersity may break transla-
tional symmetry for the largest wave vectors, where van
Hove singularities appear. Further, the statistics associ-
ated with the finite number of frames (i.e., finite number
of temporal measurements), as well as uncertainties in
locating particle positions, can introduce noise into the
covariance matrix and thus into its eigenvalues and eigen-
vectors [27]. In the following, we discuss these e↵ects, and
we show how to recover some of the expected behavior
by applying corrections to the experimental data.
We firstly show that in the limit of perfect statistics
(i.e., wherein the covariance matrix is calculated from an
infinite number of time frames), measurement error mod-
ifies the e↵ective interactions between particles but does
not smooth out the peaks. We do this by first studying
the distribution of our original system, and then showing
that the distribution of a system which has been visual-
ized with finite resolution,  , is described by an e↵ective
potential energy which we calculate as an expansion in
 .
Consider a colloidal system with particles interacting
with potential energy V ({ri}), where i labels the 2N co-
ordinates of the particles. The distribution of states at
equilibrium is
⇢({ri}) = e  V ({ri})/Z. (4)
with   = 1/kBT , and Z normalizes the distribution. We
now imagine that the system is observed with indepen-
dent Gaussian errors ⇠i on the positions of each particle.
In this case, we will observe an e↵ective distribution for
the degrees of freedom which is a convolution of the true
Figure 3.2: Phonon modes in 2D colloidal crystals. a. Accumulated mode number, N(ω), as a
function of frequency, for a nearly perfect crystal (blue squares) and an imperfect one (red square);
ω2 is drawn for c mparison (black li e), small arrows points to the modes wh se real space vector
distributions are plotted in b and c. b, c. Spatial distribution of a low-frequency mode for the
b nearly perfect and c imperfect crystal; the direction and magnitude of polarization vectors are
r presented by the direction and size of he arrows.
modes, we define an instantanous projection coefficient cω(t) = ~u(t) · ~eω, where ~eω
is the eigenvector with frequency ω. Consider the instantanous potential energy of
the system
V ( ~u(t)) =
1
2
~u(t)K ~u(t)
∗
,
∝ (
∑
ω
cω(t)~eω)K(
∑
ω
cω(t)~e
∗
ω),
∝
∑
ω
(ωcω(t))
2. (3.2.2)
The contribution to the system potential energy from mode ω is Eω(t) ∝ ω2cω(t)2.
Th s potential energy component is the result of thermal fluctuations, and therefore
i should be charac erized by the Boltzman distribution, i.e.,
P (Eω(t)) ∝ e−
ω2cω(t)
2
2kT . (3.2.3)
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A Gaussian distribution of the instantaneous projection coefficient indicates that
the potential energy component from mode ω increases parabolically with displace-
ment, i.e., the curvature of the system potential along the direction of that particu-
lar eigenvector is harmonic. The deviation from a Gaussian distribution is typically
quantified by the kurtosis value. In our experiments, we find that a few of the lowest
frequency modes, typically fewer than 5 modes, have kurtosis values larger than 0.2
and can even display a multi-modal distribution of cω as shown in Fig. 3.1a. Most
modes have kurtosis values less than 0.1, as plotted in Fig. 3.1b. The harmonic
assumption is not valid for modes with high kurtosis values, so we have excluded
modes with kurtosis values greater than 0.2 from our analysis. The high kurtosis
values for those modes may result from several factors, including undersampling of
the lowest energy basins [72] and tiny shifts of equilibrium positions during experi-
ment [71].
The local spring constants are measured to be uniformly distributed in space.
Centrifugal compression experiments [96] show for PNIPAM, the inter-particle in-
teraction potential is consistent with the Hertzian form. Vertical fluctuations are
primarily due to particle polydispersity and are small; their effects on the modes
obtained by the covariance method are calculated to be negligible (i.e., less than
4%) [? ].
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4FIG. 3: (color online) a. Phonon density of states of two di-
mensional colloidal crystals. DOS obtained from experimen-
tal data (black circles), and DOS after N/T extrapolation(red
squares). Numerically generated DOS for the harmonic tri-
angular lattice (with matched sound speeds) is plotted as a
guide of eye (solid lines). b. Dispersion curves for longi-
tudinal (open symbols) and transverse modes (filled symbols)
along high-symmetry directions, including uncorrected exper-
imental data (black circles), and data after N/T extrapolation
(red squares). Theoretical expectations are plotted in dashed
(longitudinal) and solid (transverse) lines with matched col-
ors. Inset: high symmetry directions in reciprocal space.
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where Vi is the derivative of the potential with respect to
the ith coordinate. Since the variables ⇠i are unknown
we integrate over them to find the distribution of the
observed variables; we expand the result keeping terms
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This is our main result for the e↵ective potential of a
system observed with a finite resolution.
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If we integrate by parts Vii in eq. (8) it cancels the contri-
bution in V 2i so that the probability distribution remains
normalized.
Let us specialize to the case of harmonic nearest neigh-
bour interactions. Then Vii is no more than a shift in the
zero of the energy in the Hamiltonian. The contribution
V 2i however is a quadratic contribution which introduces
new interactions out to second nearest neighbours in the
system. This e↵ective interaction will shift, but cannot
smooth out the van Hove singularities. It is interesting to
note that mathematically similar perturbation series can
be found in quantum mechanics in the Wigner semiclas-
sical expansion [29] as well as in the analysis of integra-
tion errors in the leap-frog integrator [30]. In quantum
mechanics the role of   is replaced by the thermal wave-
length   ⇠ ~p /m, which also renders the position of
particles uncertain.
To understand the smearing/rounding of the van Hove
singularities, we next consider the opposite case, i.e.,
wherein no measurement error exists but an error as-
sociated with the quality of statistics used to calculate
the covariance matrix. A key quantity for this analy-
sis is R = N/T , where N is the number of degrees of
freedom in the sample, and T is the number of indepen-
dent time frames used in construction of the covariance
matrix. R < 1 ensures that the covariance matrix is con-
structed from independent measurements while R ! 0
corresponds to the limit of perfect statistics. In our ex-
periment, R & 0.15.
For nonzero values of R, the noise in the matrix gives
rise to a systematic error in the density of states. In
particular, it smoothes the van-Hove peaks and displaces
the top of the spectrum to higher !. Random matrix
theory suggests that the eigenvalues distribution should
converge linearly to its limiting R = 0 values in disor-
dered systems [31]. We performed molecular dynamics
(MD) simulations of crystalline samples and calculated
eigenfrequencies from constructed displacement covari-
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Figure 3.3: a. Phonon density of states of two dimensional colloidal crystals. DOS obtained from
experimental data (black circles), and DOS after N/T extrapolation(red squares). Numerically
generated DOS for the harmonic triangular lattice (with matched sound speeds) is plotted as a
guide of eye (solid lines). b. Dispersion curves for longitudinal (open symbols) and transverse
modes (filled symbols) along high-symmetry directions, including uncorrected experimental data
(black circles), and data after N/T extrapolation (red squares). Theoretical expectations are
plotted in dashed (longitudinal) and solid (transverse) lines with matched colors. Inset: high
symmetry directions in reciprocal space.
3.3 Phonon Den ity of states in colloidal crystals
At low frequencies, Debye scaling requires that the phonon density of states D(ω)
scales with ωd−1, where d is the dimensionality of the system, or that N(ω), the
number of modes with frequencies below ω, scales as ωd [8]. Debye scaling for
two-dimensional crystals is cl arly exhibited by both our perfect and imperfect
monolayer colloidal crystals (see Fig. 3.2a). For more than one decade, N(ω) follows
a power law close to 2, as expected. The lowest frequency modes typically exhibit
wave-like features as shown in Figs. 3.2b and c. T u we conclude that the Debye
scaling observed in Fig. 3.2a is due to wave-like “acoustic modes.”
At higher frequencies, deviations from Debye behavior are observed in the phonon
density of states, D(ω), as shown in Fig. 3.3a for the pristine crystal. For triangular
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two-dimensional crystals with harmonic interactions, the density of states has two
van Hove singularities, one for longitudinal modes and one for transverse modes
(solid lines in Fig. 3.3a); these singularities are expected to arise at the boundary
of the first Brillouin zone. In contrast, Fig. 3.3a shows that the experimentally
measured D(ω) (black open circles) exhibits a smooth peak at an intermediate
frequency and a shallow shoulder at higher frequency.
3.4 Error analysis and corrections
We identify the peak and shoulder as vestiges of van Hove singularities. Several
factors may contribute to the rounding of van Hove singularities in a colloidal crys-
tal. For example, particle polydispersity may break translational symmetry for the
largest wave vectors, where van Hove singularities appear. Further, the statistics
associated with the finite number of frames (i.e., finite number of temporal mea-
surements), as well as uncertainties in locating particle positions, can introduce
noise into the covariance matrix and thus into its eigenvalues and eigenvectors [71].
In the following, we discuss these effects, and we show how to recover some of the
expected behavior by applying corrections to the experimental data.
We firstly show that in the limit of perfect statistics (i.e., wherein the covariance
matrix is calculated from an infinite number of time frames), measurement error
modifies the effective interactions between particles but does not smooth out the
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peaks. We do this by first studying the distribution of our original system, and
then showing that the distribution of a system which has been visualized with finite
resolution, σ, is described by an effective potential energy which we calculate as an
expansion in σ.
Consider a colloidal system with particles interacting with potential energy
V ({ri}), where i labels the 2N coordinates of the particles. The distribution of
states at equilibrium is
ρ({ri}) = e−βV ({ri})/Z. (3.4.1)
with β = 1/kBT , and Z normalizes the distribution. We now imagine that the
system is observed with independent Gaussian errors ξi on the positions of each
particle. In this case, we will observe an effective distribution for the degrees of
freedom which is a convolution of the true position with the observation error:
ρ({r′i}) =
1
Z
∫
e−βV ({ri})
∏
i
δ(r′i − ri − ξi)
e−ξ
2
i /2σ
2
√
2piσ
dri,
where σ is the width of the distribution of ξ. The integral over r gives an effective
weight in the exponential,
A = βV ({r′i − ξi}) +
∑
i
ξ2i /2σ
2, (3.4.2)
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so that expanding the potential (assumed smooth) to second order gives:
A = βV ({r′i}) + β
∑
i
ξiVi + β
∑
ij
ξiξjVij
2
+
∑
i
ξ2i
2σ2
+ . . . (3.4.3)
where Vi is the derivative of the potential with respect to the ith coordinate. Since
the variables ξi are unknown we integrate over them to find the distribution of the
observed variables; we expand the result keeping terms up to second order in the
resolution σ.
A = βV −
∑
i
β2σ2V 2i
2
+
βσ2
2
∑
i
Vii. (3.4.4)
This is our main result for the effective potential of a system observed with a finite
resolution.
The ratio of the coefficients of the two terms is fixed due to the fact that the
integral of the probability should not change, Thus
∫
e−A
∏
i
dr′i ≈
∫
e−βV (1 +
∑
i
β2σ2V 2i /2− βσ2/2
∑
i
Vii) (3.4.5)
If we integrate by parts Vii in eq. (3.4.5) it cancels the contribution in V
2
i so that
the probability distribution remains normalized.
Let us specialize to the case of harmonic nearest neighbour interactions. Then
Vii is no more than a shift in the zero of the energy in the Hamiltonian. The con-
tribution V 2i however is a quadratic contribution which introduces new interactions
out to second nearest neighbours in the system. This effective interaction will shift,
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5FIG. 4: (color online) Correction for limited number of
frames. a. Linear dependence of eigenfrequencies on N/T
from simulation. n is the mode index that increases from low
to high frequencies. For better visualisation, a constant has
been substracted for each curve. b. Linear convergence of
eigenfrequencies from experimental data with N/T . The fre-
quencies are subtracted by the frequency from the full length
of the video, !full. c. Density of states for di↵erent ratios of
N/T from simulation.
ance matrix. The eigenfrequencies indeed converge lin-
early to the values at perfect statistics with R, as plot-
ted in Fig.4a. Similar convergence of eigenfrequencies is
also observed in our experimental data, when the exper-
iment video is truncated into di↵erent lengths, as shown
in Fig. 4b. The comparison between the raw data (black
circles) and extrapolated data (red squares) in Fig. 3a
shows that the corrections from extrapolation are larger
at higher frequencies, as expected, and that extrapolation
converts the shoulder at the second van Hove singularity
into a small peak. The theoretical curves are di↵erent in
the two cases because extrapolation a↵ects the speed of
sound, which we use to fit to theory.
Our numerical simulations of crystalline particle pack-
ings also show that the density of states obtained from
extrapolating to R ! 0 agrees to within noise with the
result for R = 0.002 as plotted in Fig.4c. Note that
R = 0.002 corresponds to nearly two orders of magnitude
more data than are available experimentally (R & 0.15).
Thus, our simulations indicate that linear extrapolation
to R! 0 makes the covariance matrix technique far more
powerful.
FIG. 5: (color online) Correction for limited field of veiw. a.
Dispersion curves along di↵erent directions from uncorrected
data. Circles represent longitudinal modes and crosses rep-
resent transverse modes. Directions are indexed in the basic
vectors of the reciprocal lattice. b. Dispersion curves along
di↵erent directions after Hann window function correction.
We also studied the e↵ect of errors on the dispersion
relation. For each eigenmode obtained from the covari-
ance matrix, Fourier transformation of the longitudinal
and transverse components of the eigenvector yields two
spectral functions, fL and fT , respectively [32–34].
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Figure 3.4: Correction for limited number of frames. a. Linear depe dence of eigenfrequencies
on N/T from simulation. n is the mode index that increases from low to high frequencies. For
better visualisation, a constant has been substracted for each curve. b. Linear convergence
of eigenfrequencies from experimental data with N/T . The frequencies are subtracted by the
frequency from the full length of the video, ωfull. c. Density of states for different ratios of N/T
from simulation.
but cannot smooth out the van Hove singularities. It is interesting to note that
mathematically similar perturbation seri s can be fou d in quantum mecha ics in
the Wigner semiclassical expansion [? ] as well as in the analysis of integration
errors i th l ap-frog i tegrator. In quantum m cha ics the ro e of σ is replac d by
the th rmal wavelength λ ∼ ~√β/m, which also renders the position of particles
uncertain.
To und rsta d the sm aring/rounding of the van Hove singularities, we next
consider the opposite case, i.e., wherein no measurement error exists but an error
associated with the quality of statistics used to calculate the covariance matrix. A
key quantity for this analysis is R = N/T , where N is the number of degrees of
freedom in the sample, and T is the number of independent time frames used in
construction of the covariance matrix. R < 1 ensures that the covariance matrix is
constructed from independent measurements while R→ 0 corresponds to the limit
of perfect statistics. In our experiment, R & 0.15.
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For nonzero values of R, the noise in the matrix gives rise to a systematic error
in the density of states. In particular, it smoothes the van-Hove peaks and dis-
places the top of the spectrum to higher ω. Random matrix theory suggests that
the eigenvalues distribution should converge linearly to its limiting R = 0 values in
disordered systems [? ]. We performed molecular dynamics (MD) simulations of
crystalline samples and calculated eigenfrequencies from constructed displacement
covariance matrix. The eigenfrequencies indeed converge linearly to the values at
perfect statistics with R, as plotted in Fig.3.4a. Similar convergence of eigenfre-
quencies is also observed in our experimental data, when the experiment video is
truncated into different lengths, as shown in Fig. 3.4b. The comparison between the
raw data (black circles) and extrapolated data (red squares) in Fig. 3.3a shows that
the corrections from extrapolation are larger at higher frequencies, as expected,
and that extrapolation converts the shoulder at the second van Hove singularity
into a small peak. The theoretical curves are different in the two cases because
extrapolation affects the speed of sound, which we use to fit to theory.
Our numerical simulations of crystalline particle packings also show that the
density of states obtained from extrapolating to R→ 0 agrees to within noise with
the result for R = 0.002 as plotted in Fig.3.4c. Note that R = 0.002 corresponds
to nearly two orders of magnitude more data than are available experimentally
(R & 0.15). Thus, our simulations indicate that linear extrapolation to R → 0
makes the covariance matrix technique far more powerful.
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We also studied the e↵ect of errors on the dispersion
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spectral functions, fL and fT , respectively [32–34].
fT (q,!) =
*     X
n
bq⇥ e!,i exp(iq · ri)
     
2+
, (9)
fL(q,!) =
*     X
n
bq · e!,i exp(iq · ri)
     
2+
, (10)
Figure 3.5: Correction for limited field of veiw. a. Dispersion curves along diff rent directions from
uncorrected data. Circles represent longitudinal modes and crosses represent transverse modes.
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FIG. 6: (color online) Low frequency modes in a colloidal crystal with defects. a. A snapshot of an imperfect PNIPAM crystal
with a grain boundary in the middle of the field of view, the scale bar is 10 m. b. Participation ratio for eigenmodes in crystal
with defects. c. Color contour plots indicate polarization magnitudes for each particle, summed over the low frequency modes
with participation ratio less than 0.2. Circles indicate ”defect” particles identified by local structural parameters.
where e!,i is the polarization vector on particle i in mode
!, q is the wavevector, rn is the equilibrium position of
each particle, and the brackets indicate an average of di-
rections bq. We calculated the spectral functions of the
eigenmodes from a colloidal crystal along high-symmetry
directions, and the wavevector corresponding to the max-
imum of the spectral function, kmax(!), is extracted.
Note that this method does not generally require any
underlying periodicity, and was recently applied to col-
loidal glasses [33]. The binned dispersion curves (black
symbols in Fig. 3b) largely follow the theoretical expecta-
tion, obtained by fitting to the low frequency part of the
curve to obtain the longitudinal and transverse speeds
of sound, as shown in Fig. 3b. However, the measured
dispersion relation has a stronger dependence on k, es-
pecially for the longitudinal branch. We extrapolated to
the limit of perfect statistics, where R = N/T ! 0. We
find from simulations that, like the mode frequencies, the
dispersion relation approaches its limiting R = 0 value
linearly in R. Extrapolation of the data (red symbols in
Fig. 3b) leads to excellent agreement with theory. Thus,
the dispersion relation appears far less sensitive than the
density of vibrational states to both of the leading sources
of error in the covariance matrix technique: i.e., mea-
surement error in the positions of particles and limited
statistics.
By extrapolating R to zero, we obtain bulk modulus
of B = 1.5⇥10 5 Pa m, and shear modulus of G = 4.8⇥
10 6 Pa m, respectively. The measured shear modulus
is in line with bulk rheology measurements of PNIPAM
suspensions [35].
The finite spatial observation window in the experi-
ment also introduces errors to the obtained spectrum.
For a crystal, dispersion relation can be derived from
covariance matrix in the reciprocal space. Specifically,
for a given wave vector q, a 2 ⇥ 2 matrix can be con-
structed as Cij(q, q) = hui(q)uj(q))i, where ui(q) =P
r e
iq·rui(r), summed over infinite number of particles
in a crystal lattice. In experiments, the observation win-
dow is limited, and ui(q) is the result of integral over
finite number of particles, thus the dispersion curves ob-
tained su↵er from truncation errors. This error can be
ameliorated by applying Hann window function to the
Fourier transformation as proposed in Ref[21]. Hann
window function correction significantly improves the ob-
tained dispersion curves, particularly for the longitudinal
branch, as shown in Fig.5. We note that Hann window
correction applies only to crystalline samples with nearly
perfect lattices, and can not be used in glasses or crys-
talline samples with significant number of defects.
SOFT MODES IN IMPERFECT CRYSTALS
Finally, we explored phonons in the imperfect two-
dimensional colloidal crystal shown in Fig. 6a. Most
of the low frequency modes are extended and wave-like
(as in Fig. 2c), consistent with the observation of De-
bye scaling in the accumulated number of modes, N(!),
shown in Fig. 2a. To take a closer look at the nature
of the phonon modes in the imperfect crystal, we calcu-
lated the participation ratio, p(!), which measures the
degree of spatial localization of a mode ! and is defined
as p(!) =
 P
i |e!,i|2
 2
/(N
P
i |e!,i|4), where e!,i is the
polarization vector on particle i in mode !. A participa-
tion ratio of 1 indicates collective translational motion; a
perfect plane-wave has a participation ratio of 1/2, and
a mode localized on one particle has a participation ratio
of 1/N , where N is the total number of particles in the
system [36]. Fig. 6b shows that while most of the modes
have participation ratios near 0.5, close to the value ex-
pected for a plane wave, a few of the low-frequency modes
have a significantly smaller participation ratio.
The quasi-localized low-frequency modes observed in
Fig. 6b are reminiscent of those characteristically ob-
served in glasses [7, 10]. In jammed packings, such modes
have unusually low barriers to rearrangements [18] and
have been used to identify regions that serve as flow de-
Figure 3.6: Low frequency modes in a colloidal crystal with defects. a. A snapshot of an imperfect
PNIPAM rystal wi h a grain boundary i the middle of the fi ld of view, the scale bar is 10
µm. b. Participation ratio for eigenmodes in crystal with defects. c. Color contour plots indicate
polarization magnitudes for each particle, summed over the low frequency modes with participation
ratio l ss than 0.2. C rcles indicat ”d fect” particles ident fied by local structura parameters.
We also studied t e effect of errors on the dispersion relation. For each eige mode
obtained from the covariance matrix, Fourier tran formation of he longi udi al a d
transverse compone ts of the eigenvector yi lds two spectral functions, fL and fT ,
respectively [124, 128, 139].
fT (q, ω) =
〈∣∣∣∣∣∑
n
q̂× eω,i exp(iq · ri)
∣∣∣∣∣
2〉
, (3.4.6)
fL(q, ω) =
〈∣∣∣∣∣∑
n
q̂ · eω,i exp(iq · ri)
∣∣∣∣∣
2〉
, (3.4.7)
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where eω,i is the polarization vector on particle i in mode ω, q is the wavevector, rn
is the equilibrium position of each particle, and the brackets indicate an average of
directions q̂. We calculated the spectral functions of the eigenmodes from a colloidal
crystal along high-symmetry directions, and the wavevector corresponding to the
maximum of the spectral function, kmax(ω), is extracted. Note that this method
does not generally require any underlying periodicity, and was recently applied to
colloidal glasses [? ]. The binned dispersion curves (black symbols in Fig. 3.3b)
largely follow the theoretical expectation, obtained by fitting to the low frequency
part of the curve to obtain the longitudinal and transverse speeds of sound, as shown
in Fig. 3.3b. However, the measured dispersion relation has a stronger dependence
on k, especially for the longitudinal branch. We extrapolated to the limit of perfect
statistics, where R = N/T → 0. We find from simulations that, like the mode
frequencies, the dispersion relation approaches its limiting R = 0 value linearly in
R. Extrapolation of the data (red symbols in Fig. 3.3b) leads to excellent agreement
with theory. Thus, the dispersion relation appears far less sensitive than the density
of vibrational states to both of the leading sources of error in the covariance matrix
technique: i.e., measurement error in the positions of particles and limited statistics.
By extrapolating R to zero, we obtain bulk modulus of B = 1.5×10−5 Pa m, and
shear modulus of G = 4.8× 10−6 Pa m, respectively. The measured shear modulus
is in line with bulk rheology measurements of PNIPAM suspensions [118].
The finite spatial observation window in the experiment also introduces er-
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rors to the obtained spectrum. For a crystal, dispersion relation can be derived
from covariance matrix in the reciprocal space. Specifically, for a given wave vec-
tor q, a 2 × 2 matrix can be constructed as Cij(q,−q) = 〈ui(q)uj(q))〉, where
ui(q) =
∑
r e
iq·rui(r), summed over infinite number of particles in a crystal lattice.
In experiments, the observation window is limited, and ui(q) is the result of inte-
gral over finite number of particles, thus the dispersion curves obtained suffer from
truncation errors. This error can be ameliorated by applying Hann window func-
tion to the Fourier transformation as proposed in Ref[114]. Hann window function
correction significantly improves the obtained dispersion curves, particularly for the
longitudinal branch, as shown in Fig.3.5. We note that Hann window correction
applies only to crystalline samples with nearly perfect lattices, and can not be used
in glasses or crystalline samples with significant number of defects.
3.5 Soft modes in imperfect crystals
Finally, we explored phonons in the imperfect two-dimensional colloidal crystal
shown in Fig. 3.6a. Most of the low frequency modes are extended and wave-like
(as in Fig. 3.2c), consistent with the observation of Debye scaling in the accumulated
number of modes, N(ω), shown in Fig. 3.2a. To take a closer look at the nature of
the phonon modes in the imperfect crystal, we calculated the participation ratio,
p(ω), which measures the degree of spatial localization of a mode ω and is defined as
p(ω) = (
∑
i |eω,i|2)2 /(N
∑
i |eω,i|4), where eω,i is the polarization vector on particle
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i in mode ω. A participation ratio of 1 indicates collective translational motion; a
perfect plane-wave has a participation ratio of 1/2, and a mode localized on one
particle has a participation ratio of 1/N , where N is the total number of particles
in the system [13]. Fig. 3.6b shows that while most of the modes have participation
ratios near 0.5, close to the value expected for a plane wave, a few of the low-
frequency modes have a significantly smaller participation ratio.
The quasi-localized low-frequency modes observed in Fig. 3.6b are reminiscent
of those characteristically observed in glasses [33? ]. In jammed packings, such
modes have unusually low barriers to rearrangements [154] and have been used
to identify regions that serve as flow defects when the packings are sheared [93] or
dilated [33]. In crystalline systems, it is known that rearrangements tend to occur at
crystal defects, particularly dislocations. Our observation of quasi-localized modes
in imperfect crystals therefore raises the question of whether the modes are spatially
concentrated near structural defects such as dislocations.
In the colored contour map in Fig. 3.6c, we plot the spatial distribution of the
quasi-localized low-frequency modes with a participation ratio less than 0.2, i.e.,
1
N0.2
∑
pr(ω)<0.2
(eω,i)
2. Some particles contribute significantly to more than one soft
mode, which results in regions with lighter colors. The white circles in Fig. 3.6
indicate structural defects in the crystal sample, identified by local structural pa-
rameters. Here a particle is identified as a “defect” particle when the number of its
nearest neighbors is not 6, or the magnitude of the local bond orientational order
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parameter Ψ6 =
1
Nnn
∑Nnn
k e
6iθjk is less than 0.95.
The spatial correlation between quasi-localized low-frequency modes and struc-
tural defects in colloidal crystals is obvious in Fig. 3.6c. In particular, such modes
in crystals appear to single out structural defects susceptible to external pertur-
bations such as dislocations or interstitials; we note that they are less effective at
picking out vacancies, which are mechanically more stable. Note that the correla-
tion between quasi-localized modes and structural defects is robust to variation of
the participation ratio cutoff between 0.1 and 0.3.
The significance of this result lies in the fact that dislocations are known to be
the defects that dominate the plastic response of crystalline solids [133]. The fact
that quasi-localized modes pick out dislocations indicates that it also picks out re-
gions of the sample that are known to be susceptible to rearrangements. Therefore,
quasi-localized modes are concentrated in regions prone to rearrangements not only
in disordered solids [33, 93], but also in crystalline ones. This suggests that such
modes may be general identifiers of flow defects for systems spanning the entire
gamut from the perfect crystal to the most highly disordered glass. Higher fre-
quency modes may provide a different link between these two extremes; it has been
suggested that the boson peak at somewhat higher frequencies [36] is related to the
transverse acoustic van Hove singularity of crystals. Our observation of the van
Hove singularity, combined with earlier observation of the boson peak [? ] shows
that the covariance matrix method can be used to establish whether this relation
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exists in colloidal systems with tunable amounts of order.
82
Chapter 4
Strain fluctuations and elastic
moduli in disordered solids
4.1 Introduction
Characterizing the elasticity of soft disordered materials is challenging, in part be-
cause these systems often lie at the boundary of where classical theories of elasticity
are applicable [85]. In jammed harmonic sphere packings, for example, a length scale
below which continuum elasticity breaks down has been explicitly identified, and
this length diverges upon the approach to the jamming transition [87]. Another
complication derives from the presence of nonaffine distortions that disordered ma-
terials experience in response to imposed deformations. It has been argued that
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these nonaffinities arise from spatial fluctuations of local elastic moduli [49] and
finite-temperature effects [56, 60].
In the last decade there has been a surge of experiments and simulations that
aim to calculate elastic constants from particle-level fluctuations [34, 35, 112, 113,
158, 159]. One common approach focuses on thermally induced microscopic strain
fluctuations [56, 57, 113, 119]. In these studies, the fluctuations of a locally-defined
strain field are aggregated over time to arrive at a distribution of strains at each
point. It is assumed that these strains are drawn from a Boltzmann distribution
whose weight defines a local elastic modulus. Global elastic properties of the system
are then computed by averaging or coarse graining these local moduli. In the case
of crystalline systems [57, 119] it is relatively straightforward to construct a local
strain field on a per-particle basis by appealing to an undeformed lattice. In the
case of amorphous systems, however, such an identification is no longer possible.
Instead, it has been suggested that one should construct a coarse grained strain
field by computing the best affine approximation to the collective motion that some
neighborhood of particles undergo [113].
In this chapter we argue that thermally induced particle motion in amorphous
solids does not permit the use of local affine strain distributions (computed as
best-fit affine transformations) to compute elastic moduli. To demonstrate this
concept we consider two systems: a simulation of harmonic disks in two- and three-
dimensions and a quasi-two-dimensional experimental colloidal system, studied and
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described in detail in Ref. [127]. We rely, in particular, on simulations of harmonic
disks since their elastic moduli have been very well characterized by independent
measurements and theoretical analyses. Moreover, these systems can be simulated
at arbitrarily low temperatures to ensure that we are truly in the regime where linear
response is valid. One quantification of the degree of structural correlations captured
by the best-fit affine transformation, Λ, are their dependence on the coarse-graining
scale L. If Λ is to relate to linear elasticity then we should expect var[Λαβ] ∼ L−d as
expressed by [113], where α and β specify the indices of the deformation tensor. We
will use this simple scaling relation as a benchmark throughout our analysis, and
we will show that the structural correlations captured by Λαβ are systematically
too weak to relate to the elastic moduli.
We wish to emphasize that defining best-fit local strains in actively deformed
materials can, in conjunction with knowledge of the local stresses, still lead to
meaningful information about the elasticity of disordered materials [137]. Addi-
tionally, tracking particle positional information over a long time can be effectively
used to estimate the covariance matrix of the system [127]. However, we argue that
if there are only thermally induced fluctuations, then the distribution of best-fit
strains does not contain information about the system elasticity.
In Sec. 4.2 we introduce the formalism commonly used to extract affine strains
from thermal fluctuations, and we highlight some problems with interpreting expo-
nential fits of the associated distribution to obtain elastic moduli. In Sec. 4.3 we
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study the simulations in a regime where the correlations between particle positions
and displacements are relatively small, and we show that a simple statistical model
completely describes the distributions of local strains. The statistical model accu-
rately predicts the distriubtions for for all temperatures, coarse-graining sizes, and
pressures, and we show that these measurements are emphatically not connected
to the elastic moduli of the systems. In Sec. 4.4 we discuss simulation and ex-
perimental measurements in a regime with increasingly large particle position and
displacement correlations. While the correlations that enter the calculation of the
best-fit affine deformation tensor in this regime might be expected to enable one
to deduce the elastic moduli, we again find that this is not the case. We discuss
these results and their consequences for interpreting experimental data in Sec. 4.5.
The Appendices present a reformulation of the quantity D2min used to define Λαβ
(Appendix 4.6.1), the statistical model used to understand the data in Sec. 4.3 (Ap-
pendix 4.6.2), and the details of the simulations and experimental systems studied
(Appendix 4.6.3).
4.2 Identifying local strains from thermal fluctuations
We begin by introducing the formalism that has most commonly been used to
extract affine strains from thermal fluctuations. As mentioned above, the most-
studied practical solution to the problem of nonaffinities is to find the best-fit affine
transformation of local particle positions at time t − ∆t onto particle positions
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at time t, and then study distributions associated with this affine component of
particle motion. This scheme is commonly done using a measure of nonaffinity,
D2min, originally introduced by Falk and Langer [51]. One version of this calculation
considers a local square or cubic coarse graining volume of side length L centered
at point ~R. The motion of the particles j in that local volume are tracked between
times t − ∆t, and t and then one computes the deviation of their displacements
from those described by a best-fit affine transformation over that time window [51].
Explicitly,
D2(t,∆t) =
∑
j
∑
α
(
rαj (t)−Rα
−
∑
β
(δαβ + Λαβ)
[
rβj (t−∆t)−Rβ
])2
(4.2.1)
Here the Greek indices run over the Cartesian coordinates, ~rj(t) is the position of
particle j at time t, Λ is an affine transformation tensor, and δαβ is the Kronecker
delta. This quantity is then minimized over all possible affine transformation ten-
sors, Λαβ:
D2min(t,∆t) = min
Λαβ
D2(t,∆t). (4.2.2)
Solving for the minimizing affine transformation is straightforward. Defining
Xαβ =
∑
j
(rαj (t)−Rα)× (rβj (t−∆t)−Rβ), (4.2.3)
Yαβ =
∑
j
(rαj (t−∆t)−Rα)× (rβj (t−∆t)−Rβ), (4.2.4)
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the best-fit tensor can be written as
Λαβ =
∑
γ
XαγY
−1
βγ − δαβ. (4.2.5)
The standard approach [113] has then been to assume that these strains are drawn
from a Boltzmann distribution whose energy is given by the elastic energy E/µ =
Λ2αβL
d where µ is the elastic constant. If this assumption holds, then the probability
distribution of the squared strain components is given by P (Λ2αβ) ∼ exp(−µΛ2αβLd/kT )
and the modulus can be extracted by fitting the logarithm of the probability dis-
tribution to a straight line.
To test this basic claim we plot, in Fig. 4.1, the distributions of Λ2αβ as measured
for small ∆t for both 2D and 3D harmonically repulsive disks, as well as for the
colloidal system at longer ∆t. We find that this distribution has a pronounced
curvature on a log-linear scale, suggesting that a simple exponential decay is a
poor description of the distribution. A similar curvature in this distribution was
reported by Rahmani et al., where it was interpreted to result from a heterogeneous
distribution of local moduli [106]. However, as shown in the figure, we find that
the simulation distributions are accurately described by a simple χ2 distribution
coming from the square of a single Gaussian random variable. Indeed, Ganguly et
al. showed that a perfect hexagonal lattice at low temperatures has a Gaussian
distribution of Λxy [60], implying that there, too, the distribution of Λ
2
xy would
take a χ2 form and not appear as a straight line on a log-linear plot. Given that
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Figure 4.1: Probability distribution of LdΛ2xy for simulations in d = 2 (upper red circles) and
d = 3 (lower blue circles) of harmonic repulsive spheres at T = 10−5. Curves are best-fit χ2
distributions. Inset: Probability distribution of the unscaled Λ2xy for the experimental colloidal
system.
this qualitative signature of a heterogeneous distribution of elastic moduli can be
completely reproduced in the context of a simple statistical model with a single
underlying Gaussian distribution (as discussed in more detail below), our results
for disordered solids reinforce the message that it is hazardous to fit exponential
decays to these distributions and then interpret the result as elastic moduli.
We note that an alternate definition of the best-fit affine deformation tensor that
is commonly used, and is due to Cundall [44], first subtracts rigid body displace-
ments of the local clusters center of mass before computing the affine distortion.
Since amorphous materials can have large low-energy fluctuations compared to crys-
talline systems, these center of mass displacements could, in principle, be important
in our analysis, particularly for relatively small coarse graining lengths. However, we
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have carefully checked that the conclusions here are insensitive to this definitional
choice.
In the following we will systematically study the distributions of Λαβ from our
simulations as a function of initial system pressure p, the time window ∆t, coarse-
graining scale L, and temperature T . We will supplement this with experimental
data for a 2D colloidal sample. By varying the ∆t at which we compute the best-fit
affine deformation tensor between the ballistic regime and the cage regime we can
systematically tune the amount of correlation between displacements of a particle
and its local environment. In no regime do we find a connection between measured
distributions of affine strains and elastic moduli.
4.3 Strain measurements for small ∆t
In the ballistic regime of small ∆t (where time is measured in units of τ , the
Lennard-Jones-like time unit of our simulation) there are only relatively small cor-
relations between the frame-to-frame displacements of particles and their initial
positions. As such, we expect that the measurement of locally coarse-grained Λαβ
can be understood as the result of measuring single-point particle fluctuations and
then averaging over a locally amorphous environment. Although our experimen-
tal data is well out of this regime, it is easily probed in our simulations. Clearly,
in this regime the system lacks the particle-displacement correlations necessary to
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be described as a solid. Nevertheless, our exploration of this regime enables us to
unambiguously identify an existing problem in how strain distributions have been
analyzed in amorphous solids [106, 113]. It also enables us to set up a convenient
metric for how the strain variances must vary with coarse graining scale in order to
be interpreted as moduli.
As we show in Appendix 4.6.1, the calculation of the best-fit affine deformation
tensor in a local coarse-graining volume can be usefully formulated as
Λαβ =
∑
j
∆jα
(∑
γ
Aγrjγ
)
, (4.3.1)
where the first sum is over all particles j in the local coarse-graining volume, ∆jα
is the frame-to-frame displacement of particle j in the α direction, the Aγ are
quantities related to the initial positions of all particles in the local volume, and
rjγ is the γ component of the position of particle j at time t − ∆t. In the limit
of small correlations between displacements and local structure, then, Λαβ can be
approximated as a sum of random variables, where ∆jα is drawn from a Gaussian
distribution whose width, σ∆, is set by the density and temperature of the system
and which is uncorrelated with the structural parameters Aγ.
In Appendix 4.6.2 we combine this idea with the simplest possible model of the
spatial structural parameters Aγ, treating the positions of particles within the local
coarse-graining volume as being uniformly distributed with no excluded volume.
By the central limit theorem this simple statistical model predicts that Λαβ will
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have an approximately Gaussian distribution. Given a measurement of σ∆ and the
particle number density, Appendix 4.6.2 provides a prediction for its variance.
Despite the naivete of this model, we find that the distributions of Λαβ when mea-
sured with a small ∆t are remarkably well described by sums of Gaussian random
variables multiplied by uncorrelated, ideal-gas-like structural parameters. Figure
4.2 demonstrates this, showing that the distributions of Λxx and Λxy collapse when
scaled by the appropriate powers of temperature and coarse-graining scale predicted
by the model. Additionally, as expected by the model, the distributions for every
component of Λαβ is nearly identical. Even more remarkably, the simple statistical
model predicts the variance of the observed Gaussian distributions to within 10%.
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Figure 4.2: Collapsed probability distributions of P (Λxx) (blue points) and P (Λxy) (red points)
as computed for ∆t = 2τ . (A) Scaling collapse of P (Λαβ) for 2D simulations with
√
T for coarse-
graining scale L = 2, p = 10−2 and temperatures of T = 10−5, 2× 10−5, 4× 10−5, 6× 10−5, 8×
10−5, 10−4. Dashed line is the prediction from Appendix 4.6.2. (B) Scaling collapse of P (Λαβ)
for 2D simulations with L2 for T = 10−5, p = 10−2, and L = 2, 4, 6, 8, 10, 12, 14. Dashed line
is the prediction from Appendix 4.6.2 for the L = 6 data set. (C) Scaling collapse of P (Λαβ) for
3D simulations with L2.5 for T = 10−5, p = 10−2, and L = 2, 4, 6, 8, 10, 12, 14.
Given that the variances are so well described by a statistical model with no posi-
tional correlations and no correlations between particle positions and displacements,
any effort to extract elastic moduli from this measurement is doomed to failure. As
92
a simple demonstration of this failure, we follow Ganguly et al. and interpret
var [Λxx + Λyy] as the bulk compliance and var [Λxy + Λyx] as the shear compliance
[60] (given that P (Λ2αβ) is so well-described by a χ
2 distribution it makes little sense
to fit a straight line to it). Explicitly, as a function of coarse-graining volume L
the relationship between the bulk and shear modulus and local strain fluctuations
is given by
var [Λxx + Λyy] =
kBT
L2
(B(L) +G(L))−1 (4.3.2)
var [Λxy + Λyx] =
kBT
4L2
(G(L))−1 . (4.3.3)
We then plot the moduli – the inverse compliances – in Fig. 4.3 as a function of
pressure for our simulated systems. Notably, the ratio of the bulk to the shear
modulus is constant, whereas it is known that these jammed packings have a ratio
that scales with the square root of the pressure, G/B ∼ √p [89]. Both the bulk
and shear moduli scale with the true bulk modulus of the system (the dashed line
in the figure); the overall scale of fluctuations, σ∆, itself tracks the scaling of the
bulk modulus. Thus, this measurement could be used to extract the scaling of the
bulk modulus with, e.g., pressure, but not its absolute magnitude – of course, this
scaling can be more more easily extracted by simply measuring the scale of the
fluctuations directly.
The fact that in the small ∆t regime the Λαβ are single-particle quantities whose
variance scales as L−4 in two dimensions and L−5 in three dimensions is a useful
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Figure 4.3: Inverse variance of Λxx (blue circles) and individual particle displacement magnitude
(red squares) for 2D simulations with T = 10−5 and L = 4 as a function of pressure, normalized
by the value at p = 10−4. Dashed line is the predicted scaling of the bulk modulus with pressure.
Inset: Ratio of the variance of the diagonal to off-diagonal component of Λαβ as a function of
pressure. The corresponding ratio of moduli scales as G/B ∼ √p (dashed line).
reference. Recall that the energy proposed by Schall et al. scales as E/µ = Λ2αβL
d
and moreover that the mean of Λαβ is zero. It follows that if E/µ is to be well-
defined in the limit of large coarse graining sizes the variance of Λαβ must scale as
L−d. Therefore in the regime of small ∆t, where var [Λαβ] ∼ L−d−2, the variance
of Λαβ cannot yield a well defined elastic modulus. Even though Fig. 4.3 already
demonstrated this to be the case, the necessary condition that var [Λαβ] ∼ L−d in
the range of L considered will be useful to keep in mind when we continue to the
cage regime where we can no longer rely on an analytic model.
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4.4 Measurements in the plateau regime of the mean-squared
displacement
The above section is a useful illustration that distributions of Λ2αβ should not always
be interpreted in terms of elastic moduli. However, it is perhaps not surprising that
the relatively uncorrelated nature of particle positions and frame-to-frame displace-
ments in the ballistic or crossover regimes of ∆t can be understood in terms of sums
of Gaussian random variables and not in terms of elastic moduli. By increasing the
∆t we can continuously tune the degree of correlation between the particle dis-
placements and the local structure, and one hypothesis is that it is precisely these
correlations that allow one to probe the elastic moduli of the system in question.
In Fig. 4.4 we show how the distributions P (Λαβ) change as ∆t is continuously
increased from the ballistic regime to deep into the plateau regime. The most appar-
ent change is that the variance of the diagonal and off-diagonal components of Λαβ
begin to separate. However, we also see that the distributions become increasingly
non-Gaussian. Figure 4.4B highlights the change in the tails of these distributions,
showing that as ∆t is increased the distribution of P (Λ2αβ) continuously shifts from
being extremely well-characterized by a χ2 fit to one with an apparent power-law
tail. We note that the experimental data in this plot is much deeper into the plateau
regime of the mean-squared displacement than our simulation data. Nevertheless,
the robust presence of a power-law tail in both the simulations and experiments
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Figure 4.4: (A) P (Λxx) (red-to-orange color scale) and P (Λxy) (dark-to-light blue color scale) for
2D simulation data with p = 10−2, T = 10−5, L = 4 for ∆t/τ = 2, 10, 20, 50, 100, 200. Data
sets with smaller variance correspond to shorter ∆t. (B) P (Λ2xy) normalized by the variance for
the above ∆t (red points correspond to the shortest ∆t, light blue points to the longest ∆t). Dark
blue open circles are experimental data. The solid curve shows a unit-variance χ2 function, which
matches the short-time data very well.
further emphasizes the danger of fitting exponential decays to different parts of
P (Λ2αβ) distributions and of interpreting those fits as elastic moduli.
However, given that there are clearly some increasing correlations being picked up
by the P (Λαβ) distributions, one may wonder if the variances of these distributions
are related to the elastic compliances. In Fig. 4.5 we plot inverse variances as a
function of ∆t and p. Once again we see that the ratio of moduli estimated in
this way is independent of pressure, in stark contrast to the true elastic constants
of these systems. Thus, although there are additional correlations in these data
sets, they are not straightforwardly connected to the appropriate integrals over the
covariance matrix that would allow one to correctly extract elastic constants.
Finally, as in the case of our measurements at short ∆t, we can attempt to
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Figure 4.5: (A) Inverse variance of P (Λxx) as a function of ∆t for pressures between p = 10
−2
(blue, upper curve) and p = 10−4 (red, lower curve). Inset: Ratio of the variance of the diagonal
to the off-diagonal components of Λαβ as a function of ∆t (B) Ratio of variance of diagonal and
off-diagonal components of Λαβ as a function of pressure for ∆t/τ = 2, 20, 200. The corresponding
ratio of moduli scales as G/B ∼ √p.
understand with a finite-size analysis whether Λαβ has the necessary correlations
with local structure to hope to extract elastic moduli from it. To this end, we
once again consider how the variance of the strain tensor scales with the size of the
coarse graining region used to construct it. In Fig. 4.6 we see that the variance of
Λxx + Λyy (which one hopes to interpret as the bulk compliance) scales with L
−3
in two dimensions, again in contrast to the L−d scaling that any sensible definition
of strain must have. We conclude that although Λαβ has more correlation with
structure in the cage regime than in the ballistic regime, it still cannot be used
to give a well-defined elastic moduli. This scaling with L highlights a danger of
fitting limited ranges of data without systematically checking the dependence on
the coarse graining scale. In Appendix C, we explore the unphysical behavior of the
inferred elastic moduli if one attempts to artificially fit small portions of the strain
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Figure 4.6: var[Λxx + Λyy], as a function of coarse graining size L in the simulation of two-
dimensional harmonic disks for pressures from p = 10−2 (blue, bottom lines) to p = 10−3.4 (red,
top lines). Overlaid in black is a line with slope −3. Here Λαβ was calculated with ∆t = 5× 104,
deep into the caged regime. Inset: var[Λxx+ Λyy] as a function of coarse-graining scale (measured
in microns) for area fractions φ = 0.8625, 0.8695, 0.8822 (top to bottom).
distributions to exponential decays.
4.5 Discussion
With a combination of simulation and experimental data, we have demonstrated
that for model disordered solids it is incorrect to connect exponential fits of P (Λ2αβ)
with elastic moduli. In the limit of small ∆t, we have presented an analytic model
for the distributions of squared strain deformation tensor components. The model
makes clear that the curvature of P (Λ2αβ) on a log-linear plot can be completely
explained as a χ2 distribution coming from the square of a single underlying Gaus-
sian distribution, i.e., rather than from heterogeneous distribution of local elastic
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moduli.
Furthermore, we have shown that for any choice of ∆t the ratio of variances of Λxx
and Λxy for these systems is essentially constant, with the ratio depending on the ∆t
window chosen but independent of the pressure of the sphere packings. In contrast,
the global measurement of G/B for these systems scales with the pressure of the
packings, G/B ∼ √p. Thus, the ratio of the variances of these distributions does
not correctly capture G/B, i.e., contrary to assumptions made in the literature [106,
113]. Moreover, we find that the variance of the strain in the cage regime scales
with L−3 in two dimensions in both simulation and experiment. This implies that
the strain, as computed via the best-fit affine transformation, does not have enough
information about local structure to reliably extract elastic moduli. We contrast
this with two-dimensional crystalline systems [158, 159] where a similar protocol
reported variances that scaled with L−2 and elastic moduli consistent with other
measurements were successfully extracted.
Despite the fact that we find the variances of the best-fit affine strain distributions
to be unrelated to the elastic moduli, we note that previous studies in amorphous
materials have found spatial strain-strain correlations with a quadrupolar signature
in the nonlinear response involving particle rearrangements [76]. This hallmark of
continuum elasticity is characterized by a power-law decay in the strain correlations
far from the rearrangement. In the linear response of quiescent systems, by contrast,
we are not aware of any experiment or simulation of amorphous solids that shows
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that the best-fit affine strains arising from thermal motion have detectable power-
law correlations, although such correlations must exist. Indeed, Rahmani et al. find
that, in the absence of external strain, the strain-strain correlation function decays
exponentially (with a length scale on the order of a single particle diameter) [106].
The difference in this respect between crystalline and amorphous materials can
be understood by considering the low-frequency excitations of the respective sys-
tems. In colloidal crystals (e.g., the hexagonal lattices studied in Refs. [158, 159])
the only vibrational modes are longitudinal and transverse sound modes that are
(a) intimately related to the elasticity of the system and (b) spatially extended. We
expect, via the equipartition theorem, that thermal fluctuations will populate these
modes, leading to extended and strongly correlated strain profiles. By contrast,
disordered solids have a large population of vibrational modes that are extended
but disordered (e.g., in the boson peak). These modes span the system but have ex-
ponentially decaying local spatial correlations. Thermal population of these modes
leads to strain profiles whose correlations are similarly exponentially localized and
to another argument for why measuring affine best-fit strains generated entirely by
thermal fluctuations does not lead to meaningful information about the elasticity
of disordered materials. In contrast, measuring these quantities in actively stressed
or strained systems may still lead to meaningful information, as was discussed in a
different context in Ref. [137] (see also below).
The disordered solids whose elasticity we are testing have explicit length scales,
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whose scaling for our model system goes as l∗ ∼ p−1/2 and lc ∼ p−1/4 [87, 122], below
which continuum elasticity fails to describe the response of these solids to imposed
forces and deformations. We can estimate the magnitude of these length scales as
ranging from l∗ ≈ 7.1σ and LT ≈ 2.7σ at p = 10−2 to l∗ ≈ 71σ and LT ≈ 8.4σ at
p = 10−4. The range of coarse-graining length scales considered may be compared
to the characteristic size of structural heterogeneities that lead to fluctuations in
the local elastic moduli. In a jammed solid, these heterogeneities are expected to
be on the scale of `T , or at worst `
∗. At the pressures studied, we have chosen
coarse-graining scales that satisfy both L `∗ and L `∗. In both of these limits,
comparing these lengths with the data in Fig. 4.6 suggests that the measurement
of local affine strains is unable to detect the presence of these length scales, further
undermining the claim that var [Λαβ] is, on its own, intimately related to the local
moduli.
We note that other methods for defining local strain fields and then connecting
these to local elastic moduli have been proposed. Tsamados et al. [137] studied
a linear strain tensor, lin, constructed from a continuous displacement field that
was itself a coarse graining of local particle motion. In contrast the methodology
discussed here, Tsamados et al. also measured a local stress tensor, computed by
a similar coarse graining, and defined the local moduli to be the constant relating
these coarse-grained strains to coarse-grained stresses. Unfortunately for experi-
mental measurements, the computation of the local stress fields requires knowledge
of interparticle forces, which are typically difficult to identify in experimental sys-
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tems. However, it might be interesting to see whether the thermal fluctuations of
this, or other, definitions of local strain can be used in an argument in the spirit of
Schall et al.[113].
Another approach that has proven fruitful is to extract the particle-displacement
covariance matrix from microscopic measurements. The bulk and shear moduli of
the system can then be estimated from the inferred longitudinal and transverse
speeds of sound in the material [127]. However, this method suffers from a few
noted disadvantages. Most significantly, a large amount of data is needed before
the covariance matrix converges; this amount increases linearly with the number
of particles in the system, Ld, where L is the system length and d the dimen-
sionality [31]. Second, disordered systems contain excess vibrational modes at low
frequency that obscure the longitudinal and transverse acoustic branches of the
phonon spectrum in systems that are too small; this effect scales as 1/L. Together,
these issues limit the utility of the covariance-matrix-approach to systems that are
neither too large nor too small. This, then, explicitly limits the use of this tool
when the distributions and spatial organization of elastic moduli are of interest.
In closing, our results highlight the subtlety of measuring the elasticity in soft
disordered systems: a methodology that has been well-validated for two-dimensional
crystalline systems fails spectacularly when applied to numerical simulations of dis-
ordered soft repulsive disks and laboratory experiments on colloidal packings. In
light of this failure, we emphasize the critical importance of validating new meth-
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ods of probing elastic constants by first testing them systematically against model
systems whose properties are known by more conventional elasticity measurements.
4.6 Appendix
4.6.1 Defining local non-affinity
In this appendix and the following we derive a simple statistical model that, for
small ∆t, almost completely captures the behavior of the components of the best-
fit affine deformation tensors discussed above. For convenience, we first review an
equivalent formulation of the D2min language. In Appendix 4.6.2 we will employ this
language to make simple estimates of the variances of Λαβ.
Operator expressions for non-affinity
Here we closely follow the language of Ganguly et al. [60]. In what follows roman
indices will refer to particles and Greek indices to spatial coordinates. We begin
by defining the initial position of particle i, r0iµ. This could be the position of the
particle at time t−∆t as in the D2min definition, or we could take it to be the inherent
structure position of particle i or its time-averaged position. Displacements from
these initial positions will be written as by uiµ(t) = riµ(t) − r0iµ. For computing
the local non-affinity for particle i we additionally define displacements relative to
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that particle as ~∆j(t) = ~uj(t)− ~ui(t). Note that it is common to choose a reference
position about which to define a local coarse graining volume, instead of a reference
particle. In that case r0iµ simply sets the origin of the local coordinate system, which
does not change between time t−∆t and time t. In the following we will drop the
explicit dependence on t in our expressions when it is clear from context.
We next define an intensive measure of the local non-affinity of displacements
relative to a reference particle in an analogous way to D2min:
χi =
1
N
min
Λ
∑
〈ij〉
(~∆j − Λ(~r0j − ~r0i ))2
 , (4.6.1)
where the sum runs over all particles j in the neighborhood considered, and N is the
number of particles in that neighborhood. Without the factor of 1/N and taking ~r0j
to be the particle position at time t−∆t, the nonaffinity χ is exactly equal to the
definition of D2min in the main text. Independent of the presence of the prefactor
1/N the tensor Λαβ here is identical to the best-fit affine deformation tensor defined
in the introduction. Dividing out by the number of neighbors has been previously
used to study thin films and pillars, where particles near the interface have many
fewer neighbors than those in the center of the sample [42, 120]. Nevertheless, since
below we will be exclusively interested in the distribution of the components Λαβ
the choice of an extensive or intensive definition of the total nonaffinity is irrelevant.
In order to express both χ, and especially Λ, in a convenient operator form we
define the following matrices. First, where d is the spatial dimension, we write the
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(1× dN) matrix
∆ = (∆11, . . . ,∆1d,∆21, . . . ,∆2d, . . . ,∆Nd) , (4.6.2)
which compactly writes all of the relative displacements in a convenient order. Next
we define the (d2 × 1) matrix
λ = (Λ11, . . . ,Λ1d, . . . ,Λdd)
T . (4.6.3)
This simply unwraps the components of the best-fit Λ affine-deformation tensor into
a 1 dimensional array. Finally, we define the (dN × d2) matrix
Rjα,γγ′ = δαγ(r
0
jγ′ − r0iγ′). (4.6.4)
This is a particularly convenient matrix with which to describe the initial relative
positions of particles in the neighborhood of the reference particle.
We are now in a position to express the non-affinity in a very compact fashion.
With the above definitions we have
χ =
1
N
minΛ [∆−Rλ]2 (4.6.5)
=
1
N
minΛ
[
∆T∆−∆TRλ− λTRT∆ + λTRTRλ]
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Taking dχ/dλ and solving gives the minimizing affine deformation:
λ =
(
RTR
)−1
RT∆ ≡ Q∆. (4.6.6)
Given this minimizing λ, the non-affinity can be written as
χ =
1
N
(∆−RQ∆)2 (4.6.7)
=
1
N
∆T
[
1− 2R (RTR)−1RT +R (RTR)−1RT]∆
≡ 1
N
∆TP∆.
The above expression defines a projection operator P = 1 − RQ which projects
components of ∆ onto the space of non-affine deformations.
Specialization to two dimensions
For concreteness, we explicitly write down an expression for the components of
Λ for a two-dimensional system. Taking a reference position r0iµ to set the origin
of our local coordinate system, we have Rjα,γγ′ = δαγr
0
jγ′ for each particle j in
the coarse-graining area that we choose. The matrix (RTR)−1 then has a simple
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structure:
(RTR)−1 =

C B 0 0
B A 0 0
0 0 C B
0 0 B A

, (4.6.8)
where
a =
∑
j(r
0
jx)
2; b =
∑
j r
0
jxr
0
jy; c =
∑
j(r
0
jy)
2
A = a
ac−b2 ; B =
−b
ac−b2 ; C =
c
ac−b2 .
(4.6.9)
Thus, in two dimensions the operator Q can be written as a combination of d2×d
blocks, each of which looks like
Q = (RTR)−1RT =

· · ·
Cr0jx +Br
0
jy 0
Br0jx + Ar
0
jy 0
0 Cr0jx +Br
0
jy
0 Br0jx + Ar
0
jy
· · ·

, (4.6.10)
This lets us compactly write any component of Λ using λ = Q∆, e.g.
Λxy =
∑
j
∆jx
(
Br0jx + Ar
0
jy
)
. (4.6.11)
By writing the best-fit affine transformation tensor as a linear operator acting on
the fluctuations it is already clear that one would not in general expect, e.g., an
exponential distribution of Λ2xy for short ∆t. The relative displacements ~∆j can be
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assumed to be normally distributed, after which the algebra of random variables
suggests that Λ2xy has a χ
2 form. In the next section we show that a simple statistical
model reproduces the distributions of Λxy that we observe in our simulations.
4.6.2 Statistical model
Here we show that in a disordered material we can use the algebra of random
variables to accurately predict the distributions associated with Λαβ at short ∆t.
As seen in Fig. 4.2, and as could be anticipated from the functional form of Eq.
4.6.11 in the absence of symmetry constraints and correlations, all of the components
of Λ have nearly identical distributions when averaged over our disordered systems.
Our goal in this section will be to predict the variance of Λαβ as a function of the
typical scale of the fluctuations of ∆ and the size of the coarse-graining volume. To
do so, we start from a simple model for single-particle positional distributions and
build up to the distribution of the best-fit affine deformation tensor.
For simplicity we focus on the two-dimensional case, and our dominant assump-
tion will be a lack of structural order in the square coarse-graining cells. Hence,
for a square coarse-graining square of side length L = 2R we take the r0jα to be
uniformly distributed in (−R,R), i.e. to have a probability distribution given by
Pr0jα(x) =

1
2R
|x| < R
0 |x| > R
. (4.6.12)
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The building blocks of the best-fit affine deformation tensor involve sums of products
of these single-particle distributions. It is straightforward to show that
Pr0jxr0jy(x) =

1
2R2
log
(
R2
|x|
)
|x| < R2
0 |x| > R2
, (4.6.13)
P(r0jα)2(x) =

1
R
√
x
0 < x < R2
0 otherwise
. (4.6.14)
To make further progress we invoke the central limit theorem to describe the
a, b, and c random variables. Let n = ρ(2R)d, where ρ is the number density,
denote the average number of particles in a local coarse-graining volume, and the
symbol N (µ, σ) denote a Gaussian distribution with mean µ and width σ. Then
we approximate
a(x) =
n∑
j=1
P(r0jα)2(x) ≈ N
(
nR2
3
,
2R2
√
n√
45
)
≈ c(x),
b(x) =
n∑
j=1
Pr0jxr0jy(x) ≈ N
(
0,
R2
√
n
3
)
. (4.6.15)
We next approximate the denominators that appear in the random variables
A,B, and C, i.e. (ac− b2). The b2 part is trivial, and is given by
Pb2(x) ≈
3 exp
( −9x
2nR4
)
√
2pinR4x
. (4.6.16)
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The product ac can be written as the sum of two general χ2 distributions:
ac =
(a+ c)2
4
− (a− c)
2
4
(4.6.17)
=
1
4
[
N (2nR
2
3
,
√
8n
45
R2)
]2
− 1
4
[
N (0,
√
8n
45
R2)
]2
.
Note that both the second term in Eq. 4.6.17 and the distribution of the b2 have
their weight centered about zero, whereas the first term in Eq. 4.6.17 has a large
positive mean. For simplicity we thus approximate the expression (ac − b2) by a
single non-central χ2 random variable:
ac− b2 ≈ 1
4
[
N (2nR
2
3
,
√
8n
45
R2)
]2
(4.6.18)
Defining σac = R
2
√
8n/45, the quantity 4(ac− b2)/σ2ac is a non-central χ2 random
variable with non-centrality parameter λ = 5n/2 and number of summed normal
variables k = 1. This allows us to write the first moment and variance of (ac− b2)
as
〈ac− b2〉 ≈ nR
4(2 + 5n)
45
, (4.6.19)
var
[
ac− b2] ≈ 8n2(1 + 5n)R8
2025
. (4.6.20)
We now approximate the mean and variance of, e.g., A and B by the lowest
order terms in the Taylor expansion for the ratio of random variables, neglecting
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any covariance. That is, for random variables X and Y we approximate
〈
X
Y
〉
≈ 〈X〉〈Y 〉
2
〈Y 〉3 +
〈X〉var[Y ]
〈Y 〉3 + · · · (4.6.21)
var
[
X
Y
]
≈ var[X]〈Y 〉
2
〈Y 〉4 +
〈X〉2 var[Y ]
〈Y 〉4 + · · · (4.6.22)
We find
〈A〉 = 15
(2 + 5n)R2
+
120(1 + 5n)
(2 + 5n)3R2
(4.6.23)
var[A] =
180
n(2 + 5n)2R4
+
1800(1 + 5n)
(2 + 5n)4R4
(4.6.24)
〈B〉 = 0 (4.6.25)
var[B] =
225
n(2 + 5n)2R4
(4.6.26)
The penultimate step is to consider the variance of the products ∆jxAr
0
jy and
∆jxBr
0
jx. We again simply assume that the rjα are uniformly distributed and that
the ∆jα are normally distributed with zero mean and width σ∆. Using the relation
that the variance of a product of random variables Xi is
var [X1 ·X2 · · ·Xn] =
∏
i
(
var [Xi] + 〈Xi〉2
)−∏
i
〈Xi〉2 (4.6.27)
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we have that
var
[
∆jxAr
0
jy
]
=
75σ2∆
(2 + 5n)2R2
+
60σ2∆
n(2 + 5n)2R2
+
1800σ2∆(1 + 5n)
(2 + 5n)4R2
+ · · · (4.6.28)
var
[
∆jxBr
0
jx
]
=
75σ2∆
n(2 + 5n)2R2
+ · · · (4.6.29)
We are finally in position to evaluate the variance of the components of the
best-fit affine deformation tensor. Since
Λxy =
∑
j
∆jx
(
Br0jx + Ar
0
jy
)
(4.6.30)
we assume that the variance from each particle in the local coarse-graining volume
contributes identically, and thus have
var[Λxy] ≈ n
(
var
[
∆jxAr
0
jy
]
+ var
[
∆jxBr
0
jx
])
, (4.6.31)
where the variances in this equation are given by Eq. 4.6.28. A comparison between
this equation and the simulation data (using the measured σ∆) is shown in Fig.
4.2, where it is seen to be an excellent estimate of the variance: with no adjustable
parameters, and completely ignoring correlations from excluded volume (or any
other source), this simple model describes the variance measured in the simulations
to within 10%.
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4.6.3 System preparation
Simulation details
Our simulations are of frictionless packings with periodic boundary conditions com-
posed of equal numbers of small and large spheres with a diameter ratio 1:1.4 and
of equal mass, m. The particles interact with a repulsive, finite-ranged potential
V (rij) =


2
(
1− rij
σij
)2
rij < σij
0 rij > σij,
(4.6.32)
where rij is the distance between particles i and j, σij is the sum of the particles’
radii, and  determines the strength of the interaction. We report energies in units
of  and distances in units of the average particle diameter. Time is measured in
units of
√
/(mσ2). We used this model to study 1024-particle systems in 2D and
4096 in 3D, for a range of pressures between p = 10−2 and p = 10−4. The initial
configurations of these systems were set by first placing the particles at random
in an infinite-temperature configuration, and then quenching to T = 0 using a
combination of linesearch methods, Newton’s method, and the FIRE algorithm
[18]. We then perform low-temperature molecular dynamics using the LAMMPS
package [103]. For ease of comparing our timescales with the typical glassy crossover
from ballistic to caged to diffusive behavior, mean-squared displacement curves for
a subset of our 2D simulations are shown in Fig. 4.7.
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Figure 4.7: Mean-squared displacement (in units of particle diameters) for p =
10−3.4, 10−3.0, 10−2.4, 10−2.0 (top to bottom). Inset. Mean-squared displacement in units of
nm for the colloidal system for φ = 0.8625, 0.865, 0.8695, 0.8775, 0.8822 (top to bottom).
In both the simulations and the experiments we compute the local non-affinity
and best-fit affine deformation tensors as described in the text by partitioning the
system into squares (cubes in 3D) of a given side-length. Thus, we compute with
respect to a local origin of a coordinate system, rather than with respect to tagged
reference particles. We have confirmed that this choice does not affect our conclu-
sions.
Experimental details
Our experimental systems are quasi-two-dimensional packings of poly(N-isopropyl
acrylamide) (PNIPAM) microgel particles. The full details of the experimental
setup and data acquisition is reported in Ref. [126]. In brief, the disordered pack-
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ing was prepared using a binary particle suspension with PNIPAM particles of two
diameters: σ1 ≈ 1.0 µm and σ2 ≈ 1.4 µm. The sample was confined between two
cover slips (Fischer Scientific) and then sealed from the edges with optical glue
(Norland 63) [68]. Since PNIPAM is a temperature-sensitive polymer, the particle
diameters can be controlled by changing the temperature. Thus, we tuned the effec-
tive packing fraction of the sample, φ, in situ using an objective heater (BiOptics).
The temperature was set to a narrow range of 26.4 − 27.2◦C so that the packing
was above the jamming point. For each temperature studied, the trajectories of
N ≈ 4500 particles in the field of view were extracted from a total of 30, 000 frames
of video using standard centroid-finding and particle-tracking techniques [40]. D2min
calculations were done by first subtracting the global drift of the sample and then
using ∆t = 0.273 s, a value which is well into the plateau region of the mean-squred
displacement [127], as seen in the inset to Fig. 4.7.
Under experimental conditions, where the full distribution and its heavy tail
may not always be accessible, it may be tempting to try to fit to an exponential
decay to these distributions over some limited dynamic range. Thus, in Fig. 4.8
we briefly mention the results of approximating the observed experimental distribu-
tions of (Λxx+Λyy)
−2 by exponential decays using an artificially restricted dynamic
observation range. In the main plot we show exponential fits to the squared strain
distributions as a function of coarse graining size, and there is little agreement
between these fits. In the inset we plot the bulk modulus that would be inferred
from such fits relative to the bulk modulus as measured in Ref. [127]. There is no
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Figure 4.8: Normalized probability distributions of (Λxx + Λyy)
−2 for the experimental colloidal
system at a fixed volume fraction, truncated to a fixed dynamical range, for several different choices
of the box coarse graining size. The fits are exponential decays, and the curves are calculated
distributions for L = 1, 3, 4, 11, 20 microns. Inset. Inferred modulus from the exponential decay
fits normalized by the measured value by the methods in Ref. [127] as function of L. Data sets
are for φ = 0.8625, 0.865, 0.8695, 0.8775, 0.8822.
systematic trend suggesting that, in the large L limit where the method is ostesibly
most sensible, the inferred modulus is asymptotically approaching the true value.
This behavior could be anticipated from the results shown in Fig. 4.6.
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Chapter 5
Plastic deformation in sheared
thermal glasses
5.1 Introduction
Solids flow under shear via localized rearrangements. In crystals it is known that
this flow is achieved via the propagation of topological defects [132]. In disordered
systems, flow is also achieved via rearrangements that occur at localized regions,
but it has proven difficult to locate the regions in advance of the rearrangements.
One way of identifying them is via their ability to scatter sound waves. Regions
that are particularly effective in scattering sound appear as regions of high polar-
ization in low-frequency quasi localized vibrational modes. The high-polarization
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regions have been shown to be vulnerable to rearrangement under applied stress or
temperature [24, 29, 30, 73, 93, 109, 144, 145]. Manning and Liu [93] therefore used
low-frequency quasi localized modes to construct a population of localized regions,
or “soft spots,” which they showed were highly correlated with rearrangements
induced by quasistatic shear at zero temperature.
One promising theoretical approach to plasticity in glasses has been to construct
a mesoscopic phenomenological theory based on a population of localized structural
flow defects, or regions of enhanced fluidity, that are prone to rearrangement. This
is the approach adopted by shear transformation zone theory [52, 54] and by meso-
scopic kinetic elastoplasticity models [20, 94]. Soft spots are obvious candidates for
the flow defects that lie at the heart of these models. In order for soft spots to
serve as a useful basis for a mesoscopic theory of plastic flow, however, two minimal
conditions must be met.
First, rearrangements must preferentially occur at soft spots, not only at zero
temperature under quasi static shear, but at temperatures extending at least to the
glass transition temperature, and finite shear rates. Here we show that soft spots do
indeed correlate with rearrangements, over a range of shear rates, at temperatures
ranging from well below the glass transition, where rearrangements are driven pri-
marily by shear strain, to above the dynamical glass transition, where shear plays
a smaller role relative to temperature.
Second, soft spots must survive long enough for their dynamics to capture the
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slow relaxation time of a sheared glassy system. In this chapter, we track individual
soft spots with time. We show that the average lifetime of soft spots correlates with
the relaxation time of a driven glass. Surprisingly, most soft spots can withstand
many rearrangements before being destroyed. This longevity leads to a distribution
of soft spot lifetimes that follows a power-law up to the structural relaxation time.
Together, these two main conclusions provide strong support for a mesoscopic
approach to plasticity in glasses that is based on dynamics of the soft spot popula-
tion.
In section II we describe how we study soft spots and their correlation with rear-
rangements in sheared thermal glasses. Section III shows that soft spots obtained
from inherent structures correlate well with rearrangements that follow in a short
interval of time later. The degree of correlation decreases with temperature, but soft
spots remain a valid description of plastic activity in amorphous solids at tempera-
tures ranging from those deep in the glassy phase up through the glass transition.
Section IV describes how the soft spot population decorrelates with time on a time
scale comparable to the relaxation time, obtained from the decay of the interme-
diate scattering function. In Section V, we turn to the dynamics of individual soft
spots and show that the decorrelation of the soft spot population can be understood
in terms of the single soft-spot dynamics. These results demonstrate the deep and
robust connection between soft spots and plasticity in amorphous matter.
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5.2 Methods
To study the effects of temperature and strain rate on the validity of the soft spot
picture, we consider a 10,000-particle, two-dimensional, 65:35 binary Lennard-Jones
mixture. We use a model with the parameters σAA = 1.0, σAB = 0.88, σBB = 0.8,
AA = 1.0, AB = 1.5, and BB = 0.5. The Lennard-Jones potential is cut off
at 2.5σAA and smoothed so that both first and second derivatives go continuously
to zero at the cutoff. The natural units for the simulation are σAA for distances,
AA for energies, and τ =
√
mσ2AA/AA for times. We perform molecular dynamics
simulations of this system using LAMMPS with a timestep of 5× 10−3τ at density
ρ = 1.2. A Nose´-Hoover thermostat with a time constant of 1τ is used to keep the
system at a fixed temperature. We consider temperatures T = 0.1, 0.2, 0.3, and 0.4
as well as strain rates γ˙ = 10−5, 10−4, and 10−3. In all cases data was collected
after allowing the system to reach steady state by shearing up to 20% strain. This
system has been characterized and shown to be a good glass former by Bru¨ning et
al. [23]. Notably, it was shown 1 that the glass transition temperature for this model
is TG = 0.33. Therefore, at the highest temperature we are studying a system well
into the supercooled regime.
To construct the soft spots we begin with a harmonic description of the inherent
structure of the glass and follow the procedure of Manning and Liu [93]. Therefore,
1The glass transition temperature was determined by constructing a fictive temperature [135], Tf (T ), that is
equal to the real temperature of the system in the liquid phase, but approaches a constant as the system falls out
of equilibrium. Thus Tg is defined to be asymptotic value, Tf (0).
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2with time on a time scale comparable to the relaxation
time, obtained from the decay of the intermediate scat-
tering function. In Section V, we turn to the dynamics
of individual soft spots and show that the decorrelation
of the soft spot population can be understood in terms of
the single soft-spot dynamics. These results demonstrate
the deep and robust connection between soft spots and
plasticity in amorphous matter.
II. METHODS
To study the e↵ects of temperature and strain rate on
the validity of the soft spot picture, we consider a 10,000-
particle, two-dimensional, 65:35 binary Lennard-Jones
mixture. We use a model with the parameters  AA = 1.0,
 AB = 0.88,  BB = 0.8, ✏AA = 1.0, ✏AB = 1.5, and
✏BB = 0.5. The Lennard-Jones potential is cut o↵
at 2.5 AA and smoothed so that both first and second
derivatives go continuously to zero at the cuto↵. The
natural units for the simulation are  AA for distances,
✏AA for energies, and ⌧ =
p
m 2AA/✏AA for times. We
perform molecular dynamics simulations of this system
using LAMMPS with a timestep of 5⇥ 10 3⌧ at density
⇢ = 1.2. A Nose´-Hoover thermostat with a time con-
stant of 1⌧ is used to keep the system at a fixed temper-
ature. We consider temperatures T = 0.1, 0.2, 0.3, and
0.4 as well as strain rates  ˙ = 10 5, 10 4, and 10 3. In
all cases data was collected after allowing the system to
reach steady state by shearing up to 20% strain. This sys-
tem has been characterized and shown to be a good glass
former by Bru¨ning et al. [14]. Notably, it was shown [15]
that the glass transition temperature for this model is
TG = 0.33. Therefore, at the highest temperature we are
studying a system well into the supercooled regime.
To construct the soft spots we begin with a harmonic
description of the inherent structure of the glass and fol-
low the procedure of Manning and Liu [6]. Therefore,
every 2⌧ we quench the system to its inherent configura-
tion using a combination of the conjugate gradient and
FIRE algorithms [16]. We then compute the 500 lowest
frequency modes by diagonalizing the dynamical matrix
using ARPACK [17]. The boson peak for this system
occurs, on average, at 270 modes; therefore, this set of
modes captures the low-frequency harmonic behavior of
the system. From this collection we select the Nm most
localized modes ranked by their participation ratios[18].
From these Nm modes we further select the Np parti-
cles with the largest polarization vectors. The param-
eters Nm and Np are not free, but are rather chosen to
maximize the correlation of the soft-spot population with
rearrangements. The details of the selection will be dis-
cussed below. Finally, we remove clusters of fewer than
four particles since at least 4 particles are required for
a T1 rearrangement. An example of the soft spot pop-
ulation is shown in fig. 1. We emphasize that, as found
by Manning and Liu [6], the qualitative results presented
in this paper are remarkably insensitive to the details of
FIG. 1. An example configuration of the system at T = 0.1
and  ˙ = 10 4. Particles are colored according to their D2min
value (see text). Particles outlined in black are members of
the soft-spots for this configuration. The soft-spots have been
generated using Nm = 430 and Np = 20. Inset: a single soft
spot coinciding with a rearrangement.
the protocol used to select the modes, the choices of Nm
and Np, as well as the choice to remove small clusters.
Changes of this sort a↵ect the magnitude of the correla-
tions that we present, but will not a↵ect the existence,
duration, or even functional forms of these correlations.
Given a set of particles comprising our soft spot pop-
ulation, we can then construct an N dimensional projec-
tion operator S(t) so that Si(t) = 1 if particle i is in a
soft spot and Si(t) = 0 otherwise. Additionally, we de-
fine the overall fraction of space covered by a soft spot
to be ⇢SS = hSi(t)i where the average is taken over par-
ticles and times. We measure the plastic rearrangements
of the system using the quantity D2min as introduced by
Falk and Langer [10]. D2min is defined to be the amount
of locally non-a ne displacement that particles undergo
in a time interval  t. A value of D2min can be associated
with each particle,
Di(t, t) =
X
j
⇥
rj(t+ t)  ri(t+ t)
 ⇤i(rj(t)  ri(t))
⇤2
(1)
where the sum is taken over particles in a local neigh-
borhood to particle i and ⇤i is the a ne transformation
that minimizes Di. In our study we use neighborhoods of
2.5 AA to be the same size as the Lennard-Jones cuto↵.
Additionally we use  t = 2⌧ to be the same as the scale
on which we generate soft spot configurations. Our anal-
Figure 5.1: An example configuration of the system at T = 0.1 and γ˙ = 10−4. Particles are colored
according to their D2min value (see text). Particles outlined in black are members of the soft-spots
for this configuration. The soft-spots have been generated using Nm = 430 and Np = 20. Inset: a
single soft spot coinciding with a rearrangem nt.
every 2τ we quench the system to its inherent configuration using a combination
of the conjugate gradient and FIRE algorithms [19]. We then compute the 500
lowest frequency modes by diagonalizing the dynamical matrix using ARPACK 2.
The boson peak for this system occurs, on average, at 270 modes; therefore, this
set of modes captures the low-frequency har onic behavior of the system. From
this collection we select the Nm most localized modes ranked by their participation
ratios[153]. From these Nm modes we further select the Np particles with the largest
polarization vectors. The parameters Nm and Np are not free, but are rather chosen
2ARPACK can be found at www.caam.rice.edu/software/ARPACK.
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to maximize the correlation of the soft-spot population with rearrangements. The
details of the selection will be discussed below. Finally, we remove clusters of fewer
than four particles since at least 4 particles are required for a T1 rearrangement.
An example of the soft spot population is shown in Fig. 6.1. We emphasize that,
as found by Manning and Liu [93], the qualitative results presented in this chapter
are remarkably insensitive to the details of the protocol used to select the modes,
the choices of Nm and Np, as well as the choice to remove small clusters. Changes
of this sort affect the magnitude of the correlations that we present, but will not
affect the existence, duration, or even functional forms of these correlations.
Given a set of particles comprising our soft spot population, we can then con-
struct an N dimensional projection operator S(t) so that Si(t) = 1 if particle i is
in a soft spot and Si(t) = 0 otherwise. Additionally, we define the overall fraction
of space covered by a soft spot to be ρSS = 〈Si(t)〉 where the average is taken over
particles and times. We measure the plastic rearrangements of the system using
the quantity D2min as introduced by Falk and Langer [52]. D
2
min is defined to be the
amount of locally non-affine displacement that particles undergo in a time interval
∆t. A value of D2min can be associated with each particle,
Di(t,∆t) =
∑
j
[
rj(t+ ∆t)− ri(t+ ∆t)−Λi(rj(t)− ri(t))
]2
where the sum is taken over particles in a local neighborhood to particle i and Λi
is the affine transformation that minimizes Di. In our study we use neighborhoods
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of 2.5σAA to be the same size as the Lennard-Jones cutoff. Additionally we use
∆t = 2τ to be the same as the scale on which we generate soft spot configurations.
Our analysis has been repeated for various values of ∆t and has proven to be
insensitive to its value, as long as it is on the same order as the duration of a plastic
event. Fig. 6.1 shows - in addition to the soft spot population - a map of the local
D2min amplitudes. Darker regions indicating higher values of D
2
min tend to lie on top
of soft spots, showing that indeed rearrangements occur preferentially at soft spots.
5.3 Equal-time correlations
In order to quantify the degree of correlation between soft spots and plasticity, we
consider the probability, P (D2min), that a particle with a given D
2
min value in the
interval [t, t+∆t] resides in a soft spot constructed from the inherent structure at a
time t. Thus, we study the correlations of soft spots at time t with rearrangements
characterized during a short time interval ∆t following t. This may be expressed as
P (D2min) =
〈δ(Di(t)−D2min)Si(t)〉
〈δ(Di(t)−D2min)〉
. (5.3.1)
If the soft spot map is uncorrelated with the D2min map, then this quantity simply
reduces to the soft spot density, ρSS, independent of D
2
min. This equal-time proba-
bility is shown in Fig. 5.2 for four temperatures and three strain rates. In all cases,
we see that P (D2min), rises to a plateau value as D
2
min increases. Therefore it is clear
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ysis has been repeated for various values of  t and has
proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of the local D2min amplitudes. Darker regions indicating
higher values of D2min tend to lie on top of soft spots,
showing that indeed rearrangements occur preferentially
at soft spots.
III. EQUAL-TIME CORRELATIONS
In order to quantify the degree of correlation between
soft spots and plasticity, we consider the probability,
P (D2min), that a particle with a given D
2
min value in the
interval [t, t+ t] resides in a soft spot constructed from
the inherent structure at a time t. Thus, we study the
correlations of soft spots at time t with rearrangements
characterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quantity simply reduces to the soft spot density,
⇢SS , independent of D
2
min. This equal-time probability
is shown in fig. 2 for four temperatures and three strain
rates. In all cases, we see that P (D2min), rises to a plateau
value as D2min increases. Therefore it is clear that par-
ticles with higher D2min are more likely to reside in soft
spots. Conversely, particles with very small values of
D2min appear to be anti correlated with soft spots, since
P (D2min) is smaller than ⇢SS .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the soft spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of particles not under-
going rearrangements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢SS ;
conversely, adding particles to the soft spot map that are
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T = 0.1. In all cases we see
that the probability increases with D2min until some threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
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FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as a function of Nm and Np for a temperature of T = 0.1 and
strain rate  ˙ = 10 4. We see a broad plateau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
anti-correlated with the D2min map will increase P
⇤(T,  ˙)
less than ⇢SS . Therefore, a maximum in  P
⇤(T,  ˙) at
some N?m and N
?
p represents the selection of parameters
that yields the maximal correlation. As shown in fig. 3,
we find a broad plateau as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong dependence of  P ⇤ on either temperature
or strain rate, so we use these values at all temperatures
and strain rates studied.
Having identified a population of soft spots, we now
FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as a function of Nm and Np for a temperature of T = 0.1 and
strain rate  ˙ = 10 4. We see a broad plateau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
distribut d in the sys em. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the relax-
ation time. We will further demonstrate that the decor-
relation of these two soft spot configurations is approxi-
mately logarithmic in time. Finally we observe that this
behavior is mirrored in the autocorrelation function of
theD2min field with itself as well as in the cross-correlation
function between the D2min field and the soft spot map.
We conclude that soft spots represent long-lived struc-
tural features of glassy systems that are intimately re-
lated to flow and failure of these materials.
The relaxation time, ⌧↵, is a measure of the amount of
time needed for every particle in the system to experience
a rearrangement. A common method for defining ⌧↵ is
via the decay of the self part of the intermediate scatter-
ing function, Fs(q,  t) = hexp[iq·(ri(t+ t) ri(t))]i. The
relaxation time can be e↵ectively defined to be the time
at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ is
the wave-vector at the first maximum of the static struc-
ture factor. Here we take qmax orthogonal to the axis of
imposed shear to avoid artifacts from the a ne compo-
4
Having identified a population of soft spots, we now
discuss the degree to which soft spots correlate with plas-
tic activity over the temperatures and strain rates stud-
ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
rearrangements are to occur on soft spots than on a ran-
domly distributed set of particles at the same density.
Since there are always more soft spots than rearrang-
ing particles we have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft spot map
and the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 as one of
the central results of this paper. We see the highest cor-
relation at the lowest temperature and rate, where plas-
tic events are more than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As temperature and strain rate are increased,
these correlations decrease slightly. Even at the highest
t mperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
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FIG. 4. The plateau probability, P ⇤, for a particle with high
D2min to reside in a soft spot, normalized by the soft spot
density, PSS . This represents how much more likely rear-
rangements are to be found at soft spots than if the soft spot
map were completely uncorrelated with rearrangements. A
value of 1 (dashed line) represents the uncorrelated value.
The ratio is 0 when the soft spot map is anti-correlated and
so describes no plastic activity. The value of 5.2 represents
maximum possible value of P ⇤, 1/⇢SS , which occurs if all of
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the ↵-
relaxation time. We will further demonstrate that the
decorrelation of these two soft spot configurations is ap-
proximately logarithmic in time. Finally we observe that
this behavior is mirrored in the autocorrelation function
of the D2min field with itself as well as in the crosscorre-
lation function between the D2min field and the soft spot
map. We conclude that soft spots represent long-lived
structural features of glassy systems that are intimately
related to flow and failure of these materials.
The ↵-relaxation time, ⌧↵, is a measure of the amount
of time needed for every particle in the system to experi-
ence a rearrangement. A common method for defining ⌧↵
is via the decay of the self part of the intermediate scat-
tering function, Fs(q,  t) = hexp[iq · (ri(t+  t)  ri(t))]i.
The ↵-relaxation time can be e↵ectively defined to be the
time at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ
is the wave-vector at the first maximum of the static
structure factor. Here we take qmax orthogonal to the
axis of imposed shear to avoid artifacts from the a ne
component of displacement.
A plot of the self-intermediate scattering function for a
range of temperatures, at a strain rate of  ˙ = 10 4, and
shear rates, at a temperature of 0.1, can be seen in fig. ??
(a) and (b) respectively. We see that at short times,
Fs(qmax,  t) falls to some plateau - whose value decreases
with temperature - before dropping precipitously to zero.
The time at which Fs(qmax,  t) first deviates from the
plateau, which we shall denote ⌧⇤, appears to feature only
weak temperature dependence. For this shear rate and
the temperatures shown, ⌧⇤ ⇡ 50⌧ . We further notice
that the self-intermediate scattering function collapses
with  t/⌧ !  ˙ t which indicates that ⌧↵ ⇠  ˙ for the
strain rates considered. We therefore conclude that at
this low temperature, we are in a regime where strain
dominates the plastic flow of the system.
We now quantify the time-dependent correlation func-
tions. As is customary we define the correlation function
for two fields Xi(t) and Yi(t) by,
CXY ( t) = hX˜i(t+  t)Y˜ (t)i. (3)
Here X˜i(t) and Y˜i(t) are fields constructed fromXi(t) and
Yi(t) normalized to have zero mean and unit variance.
The autocorrelation functions, CSS( t) and CDD( t), as
well as the cross correlation function CSD( t) can be seen
in fig. ?? (c)-(h). Examining the figures, we notice first
and foremost that all of the correlation functions decay
to zero with Fs(qmax,  t). We therefore conclude that
the D2min and soft spot fields remain correlated up to
the longest time scale for relaxation in the system, the
↵-relaxation time, at all temperatures and strain rates
considered. We note that the CSD function has a modest
FIG. 4. The plateau probability, P ⇤, for a particle with high
D2min to reside in a soft spot, normalized by the soft spot
density, PSS . This represents how much more likely rear-
rangements are to be found at soft spots than if the soft spot
map were completely uncorrelated with rearrangements. A
value of 1 (dashed line) represents the uncorrelated value.
The ratio is 0 when the soft spot map is anti-correlated and
so describes no plastic activity. The value of 5.2 represents
maximum possib e value of P ⇤, 1/⇢SS , which ccurs if all of
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
nent of displacement.
A plot of the self-intermediate scattering function for
a range of temperatures at a strain rate of  ˙ = 10 4 can
be seen in Fig. 5 (a), and for a range of strain rates at
temperatures of 0.1 and 0.4 can be seen in Fig. 5 (b)
and (c) respectively. We see that Fs(qmax,  t) exhibits
an initial drop at a timescale shorter than our time res-
olution of 2⌧ , followed by a slow decay up until ⌧⇤, at
which point it decreases quickly, dropping to zero at ap-
proximately ⌧↵. The initial drop appears to bring the
correlation function to a value that depends on temper-
ature but not strain rate. From Fig. 5 (a), we see that
at  ˙ = 10 4 and the temperatures shown, ⌧⇤ ⇡ 50⌧ . At
T = 0.1 (Fig. 5 (b)) we notice that the self-intermediate
scattering function collapses with  t/⌧ !  ˙ t, which in-
dicates that ⌧↵ ⇠  ˙ for the strain rates considered. At
this low temperature, thermal fluctuations play a negligi-
ble role and rearrangements are largely driven by strain.
By contrast, at T = 0.4, the highest temperature studied,
we notice that Fs(qmax,  t) (Fig. 5 (c)) does not collapse
with strain   = t ˙, and conclude that we are probing a
crossover where relaxation is driven both by temperature
and strain.
We now introduce several time-dependent correlation
functions for rearrangements and soft spots. As is cus-
tomary we define the correlation function for two fields
3
on which we generate soft spot configurations. Our anal-
ysis has been repeated for various values of  t and has
proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of the local D2min amplitudes. Darker regions indicating
higher values of D2min tend to lie on top of soft spots,
showing that indeed rearrangements occur preferentially
at soft spots.
III. EQUAL-TIME CORRELATIONS
In order to quantify the degree of correlation between
soft spots and plasticity, we consider the probability,
P (D2min), that a particle with a given D
2
min v lue in the
interval [t, t+ t] resides in a soft spot constructed fr m
the inherent structure at a time t. Thus, we study the
correlations of soft spots at time t with rearrangements
characterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quantity simply reduces to the soft spot density,
⇢SS , independent of D
2
min. This equal-time probability
is shown in Fig. 2 for four temperatures and three strain
rates. In all cases, we see t at P (D2min), rises to a plateau
value as D2min increases. Therefore it is clear that par-
ticles with higher D2min are more likely to reside in soft
spots. Conversely, particles with very small values of
D2min appear to be anti correlated with soft spots, since
P (D2min) is smaller than ⇢SS .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the soft spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of particles not under-
going rearrangements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢SS ;
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rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢S , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T = 0.1. In all cases we see
that the probability increases with D2min until some threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , s marked by a horizontal dashed line.
anti-correlated with the D2min map wi l increase P
⇤(T,  ˙)
les than ⇢SS . The fore, a maximu in  P
⇤(T,  ˙) at
some N?m and N
?
p represents the selection of parameter
that yields the maximal co relation. As shown in fig. 3,
we find a broad plateau as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong dependence of  P ⇤ on either temperature
or strain rate, so we use these values at all temperatures
and strain rates studied.
Having identified a population of s, we now
disc ss the degree to which soft spots co relate with plas-
tic activi y over the temperatures and strain ra es stud-
ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This rati measures how much more likely
rearrangements are to occur on soft spots than on a ran-
domly distributed s t of particles at the same density.
Since there are always more soft spots than rearr ng-
ing particles have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft spot map
and the D2min map were uncorrelated we would expect
P ⇤( ,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 s ne of
the ce tral results of this paper. We see the highest cor-
relation at the lowest temperature and rate, where plas-
tic events are more than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As temperature and strain rate are increased,
these correlations decrease slightly. Even at the highest
temperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
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Having identified a population of soft spots, we now
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ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
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Since there are always more soft spots than rearrang-
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T = 0.1. In all cases we see
that the probability increases with D2min until some threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
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is largely independent of Nm and Np with a weak maximum
occurring at N? = 430 and N?p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent temperature and
strain rate.
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Having identified a population of soft spots, we now
FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as function of Nm and Np for a tem erature of T = 0.1 and
str in rate  ˙ = 10 4. We see a broad pla eau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
distribut d in the sys em. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two s ft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the relax-
ation time. We will further demonstrate that the decor-
relation of these two soft spot configurations is approxi-
mately logarithmic in time. Finally we observe that this
behavior is mirrored in the autocorrelation function of
theD2min field with itself as well as in the cross-correlation
function between the D2min field and the soft spot map.
We conclude that soft spots represent long-lived struc-
tural features of glassy systems that are intimately re-
lated to flow and failure of these materials.
The relaxation time, ⌧↵, is a measure of the amount of
time needed for every particle in the system to experience
a rearrangement. A common method for defining ⌧↵ is
via the decay of the self part of the intermediate scatter-
ing function, Fs(q,  t) = hexp[iq·(ri(t+ t) ri(t))]i. The
relaxation time can be e↵ectively defined to be the time
at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ is
the wave-vector at the first maximum of the static struc-
ture factor. Here we take qmax orthogonal to the axis of
imposed shear to avoid artifacts from the a ne compo-
4
Having identified a population of soft spots, we now
discuss the degree to which soft spots correlate with plas-
tic activity over the temperatures and strain rates stud-
ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
rearrangements are to occur on soft spots than on a ran-
domly distributed set of particles at the same density.
Since there are always more soft spots than rearrang-
ing particles we have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft spot map
and the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 as one of
the central results of this paper. We see the highest cor-
relation at the lowest temperature and rate, where plas-
tic events are more than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As temperature and strain rate are increased,
these correlations decrease slightly. Even at the highest
t mperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
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FIG. 4. The plateau probability, P ⇤, for a particle with high
D2min to reside in a soft spot, normalized by the soft spot
density, PSS . This represents how much more likely rear-
rangements are to be found at soft spots than if the soft spot
map were completely uncorrelated with rearrangements. A
value of 1 (dashed line) represents the uncorrelated value.
The ratio is 0 when the soft spot map is anti-correlated and
so describes no plastic activity. The value of 5.2 represents
maximum possible value of P ⇤, 1/⇢SS , which occurs if all of
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the ↵-
relaxation time. We will further demonstrate that the
decorrelation of these two soft spot configurations is ap-
proximately logarithmic in time. Finally we observe that
this behavior is mirrored in the autocorrelation function
of the D2min field with itself as well as in the crosscorre-
lation function between the D2min field and the soft spot
map. We conclude that soft spots represent long-lived
structural features of glassy systems that are intimately
related to flow and failure of these materials.
The ↵-relaxation time, ⌧↵, is a measure of the amount
of time needed for every particle in the system to experi-
ence a rearrangement. A common method for defining ⌧↵
is via the decay of the self part of the intermediate scat-
tering function, Fs(q,  t) = hexp[iq · (ri(t+  t)  ri(t))]i.
The ↵-relaxation time can be e↵ectively defined to be the
time at which Fs(qm x,  t) ⇠ e 1 where q ax ' 2⇡/ AAyˆ
is the wave-vector at the first maximum of the static
structure factor. Here we take qmax orthogonal to the
axis of imposed shear to avoid artifacts from the a ne
component of displacement.
A plot of the self-intermediate scattering function for a
range of temperatures, at a strain rate of  ˙ = 10 4, and
shear rates, at a temperature of 0.1, can be seen in fig. ??
(a) and (b) respectively. We see that at short times,
Fs(qmax,  t) falls to some plateau - whose value decreases
with te perature - before dropping precipitously to zero.
The time at which Fs(qmax,  t) first deviates from the
plateau, which we shall denote ⌧⇤, appears to feature only
weak temperature dependence. For this shear rate and
the temperatures shown, ⌧⇤ ⇡ 50⌧ . We further notice
that the self-intermediate scattering function collapses
with  t/⌧ !  ˙ t which indicates that ⌧↵ ⇠  ˙ for the
strain rates considered. We therefore conclude that at
this low temperature, we are in a regime where strain
dominates the plastic flow of the system.
We now quantify the time-dependent correlation func-
tions. As is customary we define the correlation function
for two fields Xi(t) and Yi(t) by,
CXY ( t) = hX˜i(t+  t)Y˜ (t)i. (3)
Here X˜i(t) and Y˜i(t) are fields constructed fromXi(t) and
Yi(t) normalized to have zero mean and unit variance.
The autocorrelation functions, CSS( t) and CDD( t), as
well as the cross correlation function CSD( t) can be seen
in fig. ?? (c)-(h). Examining the figures, we notice first
and foremost that all of the correlation functions decay
to zero with Fs(qmax,  t). We therefore conclude that
the D2min and soft spot fields remain correlated up to
the longest time scale for relaxation in the system, the
↵-relaxation time, at all temperatures and strain rates
considered. We note that the CSD function has a modest
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value of 1 (dashe li represents the u correlated value.
The ratio i 0 whe ft spot map is anti-correlated and
so describes no pla i tivity. The value of 5.2 epr sents
maximum possib e value of P ⇤, 1/⇢SS , which ccurs if all f
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
nent of displacement.
A plot of the self-intermediate scattering function for
a range of temperatures at a strain rate of  ˙ = 10 4 can
be seen in Fig. 5 (a), and for a range of strain rates at
temperatures of 0.1 and 0.4 can be seen in Fig. 5 (b)
and (c) respectively. We see that Fs(qmax,  t) exhibits
an initial drop at a timescale shorter than our time res-
olution of 2⌧ , followed by a slow decay up until ⌧⇤, at
which point it decreases quickly, dropping to zero at ap-
proximately ⌧↵. The initial drop appears to bring the
correlation function to a value that depends on temper-
ature but not strain rate. From Fig. 5 (a), we see that
at  ˙ = 10 4 and the temperatures shown, ⌧⇤ ⇡ 50⌧ . At
T = 0.1 (Fig. 5 (b)) we notice that the self-intermediate
scattering function collapses with  t/⌧ !  ˙ t, which in-
dicates that ⌧↵ ⇠  ˙ for the strain rates considered. At
this low temperature, thermal fluctuations play a negligi-
ble role and rearrangements are largely driven by strain.
By contrast, at T = 0.4, the highest temperature studied,
e notice that Fs(qmax,  t) (Fig. 5 (c)) does not collapse
with strain   = t ˙, and conclude that we are probing a
crossover where relaxation is driven both by temperature
and strain.
We now introduce several time-dependent correlation
functions for rearrangements and soft spots. As is cus-
tomary we define the correlation function for two fields
3
on which we generate soft spot configurations. Our anal-
ysis has been repeated for various values of  t and has
proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of t e local D2min amplitudes. Darker regions indicating
higher values of D2min t nd to lie on top of soft spots,
showing hat indeed rearrangements occur preferentially
at soft spots.
III. EQUAL-TIME CORRELATIONS
In order to qu ntify the degree of correlation between
soft spots and plasticity, we con ider the probability,
P (D2min), that a particle with a given D
2
min value in the
inte val [t, t+ t] resides in a soft spo const uct d from
the inher nt str cture at a time t. Thus, we study the
correlations of soft spots at time t with rearrangements
characterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quantity simply reduces to the soft spot density,
⇢SS , independent of D
2
min. This equal-time probability
is shown in Fig. 2 for four temperatures and three strain
rates. In all cases, we see that P (D2min), rises to a plateau
value as D2min increases. Therefore it is clear that par-
ticles with higher D2min are more likely to reside in soft
spots. Conversely, particles with very small values of
D2mi appear to be anti correlated with soft spots, since
P (D2m n) is smaller than ⇢SS .
Th plateau value of P (D2min), P
⇤(T,  ˙), decr ases with
inc easing te e ature and strain ra e. Thus, the d -
scriptive power of the sof spot picture is reduce by
increasing temperature or strain rate, s expected. I
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of particles not nder-
going rearrangements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and p. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation betw en e soft spots and the
D2min ma . To his end, we consider the di↵ rence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as function of Nm d Np.
Recall that ⇢SS represents he value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢SS ;
3
ysis has bee repeated for various values of  t and h s
proven to be insensitive to its value, as long as it is on
the ame order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - m p
of t e local D2min amplitudes. Darker regions indicating
higher values of D2mi t nd to lie on top of soft spots,
showing h t inde d rearrangem nts occur preferentially
at soft spot .
III. EQUAL-TIME CORRELATIONS
In order t quant fy the degre f correlatio betwe n
s ft spots d plas ic ty, we consider the probability,
P (D2min), tha a par icle with a given D
2
min value in the
interval [t, t+ t] resides in a soft spot constructed from
the inherent structure at a time t. Thus, we study the
correla ions of soft sp ts at ime t with rearrangements
charact rized during a short time interval  t following t.
This may b expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2 in)i
. (2)
If the soft spot map is uncorrela ed with the D2min map,
then this quantity simply reduc s to the sof spot d nsity,
⇢SS , indepe dent of D
2
min. This equal-time pr bability
is shown in fig. 2 for four temperat s and three strain
rates. In all cases, w se that P (D2min), rises to plateau
value as 2min i creas s. Therefore it is clear that par-
ticles with higher D2min are more likely to reside i soft
spots. Conversely, particles with very small values of
D2min appear to be anti correlated with soft spots, since
P (D2min) is smaller than ⇢SS .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the sof spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of part cles not nder-
going rearrangements is due t thermal fluctuations in
which cas D2min ⇠ hv2i ⇠ T by the equipar ition the -
rem. The probability appears t re ch its plateau value
for D2min & 15T independent of str in rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢S , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢S ;
conversely, adding particles to the soft spot map that are
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied f om  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T .1. In ll c se we see
tha th pr bability inc eases with D2min until so e threshold
D2th ' 15T (vertical d sh d li ) at w ich point th prob -
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
anti-cor elate 2 in ap will incre e P
⇤(T,  ˙)
les han ⇢SS . , a aximum in  P
⇤(T,  ˙) at
some N?m and ts the selection of p ram ters
that yields t e i al correlation. As show in fig. 3,
we find a broa plateau as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong depend nce of  P ⇤ on either temperature
or strain rate, so we us these values at all temperatures
and strain rates stu ied.
Having id ntified a populatio of soft spots, we now
discuss the degree to which soft spo s correlate with plas-
tic ctivity ov r the tempera ures and strain r tes stud-
ied. To understand th s correla ion e consider he ratio
P ⇤(T,  ˙)/⇢SS . This ratio measure how much mo e likely
rearr ngem nts are to occur on soft spot than on a ran-
domly distrib ted set of particles at the same de sity.
Si ce there are always more soft spot than rearrang-
ing particles we hav the b und , 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if very rearranging
p rticle resides on a soft spot. If th s ft spot map
and the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 as one of
the central results of this paper. We see the highest cor-
relation at the lowest temperature a d rate, where plas-
tic events are ore than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As t mperature and t ain rate are increased,
these correlations decrease slightly. Even at the highest
temperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
e rra g ments are twice s likely to occ at soft pots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
I . 2. The probability of a p rt cle residing in a soft-spot
as f its D2min value. ( ) shows comparison of the
empe u es studied from T = 0.1 in blu to 0.4 i red
at strain rate of  ˙ = 10 4 nd (b) shows a comparison of
tr in rates s udied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in g ee at temperatur of T = 0.1. In all cases we see
tha the probability increases with D2min until som threshold
D2h ' 15T (vertical dashed line) at which point the proba-
bility re ches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
conversely, adding particles to the soft spot map that are
anti-correlated with the D2min map will i crease P
⇤(T,  ˙)
less than ⇢SS . Therefore, a maximum in  P
⇤(T,  ˙) at
so e N?m and N
?
p represents the selection of parameters
tha yields he maximal correlation. As shown in Fig. 3,
we find a b oad plateau as a function of Nm and Np with
a m ximum at N?m = 430 and N
?
p = 20. W do ot
see strong depend nce of  P ⇤ on either temperature
or strain rate, so we use these valu s at all temper tures
nd strain rat s studied.
Having identified a population of oft sp ts, we now
discuss the degree to which soft spots correlate with plas-
tic activity over the te peratures and str in rates stud-
ied. To understand his correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measure how much more likely
rearr ngements are to occur on soft spots than on a ran-
domly distributed set of particles at the same de sity.
Since there are always more soft spots than rearrang-
ing particles we have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft po map
a d the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plo this ratio in Fig. 4 as on of
central results of this paper. We see the h ghest cor-
relation at th lo s t mperature and rate, where plas-
tic ev nt are ore th n three ti es as likely to occur
at soft sp ts than if th soft spots wer randomly dis-
tributed. As temperature and strain rate are increased,
ese correlations decr ase sligh ly. Eve t the hig est
temperature nd s rain r e, ell ab ve the glass transi-
tion temperature for t system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
3
ysis has been repeated for various values of  t and has
proven to e ins nsitive t its value, as long as it is on
the same rd r a the duration of a plastic event. Fig. 1
shows - in ad ition to the soft spot population - a map
of the local D2min amplitude . Darker regions i dic ting
higher values of D2min tend to lie on top of oft spots,
showing that indeed rearra gements occur preferentially
at s ft spots.
III. EQUAL-TIME CORRELATIONS
In order to quantify the degree of correlation between
soft spots and pl s city, we consider the probability,
P (D2min), that a particle with a given D
2
min value in the
interval [t, t+ t] resides in a soft spot constructed from
the inherent structure at a time t. Thus, we study the
corr lations of soft spots at time t with rearrangements
cha acterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quanti y simply reduces to the soft spot density,
⇢S , independent of D
2
min. This equal-time probability
is hown in fig. 2 for four temperatures nd thre strain
rates. I all cases, we se that P (D2min), rises to a plateau
valu s D2min increas s. Theref re it is cle r that par-
ticles with higher D2min ar more likely to reside in soft
spots. Con ers ly, particles with very small values of
D2min ap ear to be anti correlat d with soft spots, since
P (D2min) is maller than ⇢S .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the soft spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵er nt temperatures
divide D2min by T , since D
2
min of partic es not und r-
going rearra gements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probabil ty ap ears t reach its plateau value
for D2min & 15T independent of strain rate. We therefor
define the plateau robabil ty, P ⇤(T,  ˙), to be a go d
measure of the equal time correlation betwe n the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the c oice of Nm and Np. Follow-
ing Man ing and Liu [6], we select Nm and Np to max-
imize correlation betwe n the s f sp ts and the
D2min map. To this end, we con ider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a func ion of Nm an Np.
Recall that ⇢SS represents the valu of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding partic es to the soft spo map that are c rrelated
with th D2min ap will i crease P
⇤(T,  ˙) m r than ⇢SS ;
conversely, adding particles to the soft spot map that are
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. ( ) shows a comparison of the
temperatures studied from T = 0.1 in blue t T = 0.4 in red
a a strain ate of  ˙ = 10 4 and (b) shows a co parison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ 10 3
in green at a temperature of T = 0.1. In all cases we see
that th prob bility increases with D2min until so e threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau valu P ⇤. The soft spot density,
⇢S , is m rk d by a horizontal dashed line.
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FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙) ⇢SS ,
as a function of Nm and Np for a temperature of T 0.1 and
str in r te  ˙ = 10 4. We se broad platea over which P ⇤
is l rg ly indep n e t of Nm and Np with a weak axi u
oc ur i g at N?m = 430 and N
?
p = 20 (marked by a star.) he
ehavior of  P ⇤ is largely independe t temperature and
strain rate.
ti- elated with th D2min map will increase P
⇤(T,  ˙)
less than ⇢S . Therefor , a maximu in P
⇤(T,  ˙) at
some N?m and N
?
p represents the selection of para eters
that yields the maximal correlation. As shown in fig. 3,
we find a broa plateau as a function of m nd p ith
a maximum at N?m = 430 and N
?
p = 20. e do not
see a strong dependence of  P ⇤ on either te perature
or strain rate, so we use these values at all te peratures
and strain rates studied.
Having i entified a popul i n f sof spo s, e no
IG. 3. The di↵er nce i proba ility,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as a function of Nm and Np for a temperature of T = 0.1 and
strain rate  ˙ = 10 4. We s a broad platea over which P ⇤
is largely independent of Nm and Np with a weak maxi u
oc ur ing at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
dis ribut d in the sys em. We conclude th t soft spots
are robust in escribing pl stic activity in gl ssy ate-
rials und r shear, not only at low t mperatures but lso
w ll into the superco led r gime.
IV. TIME-DEPENDENT CORRELATIO S
We now characterize the time dependence of various
correlations. We will show that two soft spot aps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation i the system, the relax-
ation time. We will further demo strate th t the decor-
relation of these two soft spot configurations is approxi-
mately lo arithmic in time. Finally observ that this
behavior is mirror d in the utocorrelation function of
theD2min field with itself as well a in the cross-cor elatio
function between the D2min fiel and th s ft spot map.
We onclude that soft sp ts represent long-lived struc-
tural features of glass systems that are intimately e-
lated to flow and f ilure of these materials.
The relaxation time, ⌧↵, is a mea ure of the am unt of
time n ed d for every particle in he sys em to experience
a rearrangement. A co mo metho for defining ⌧↵ is
via th decay of the self part of the int rmediate scatter-
ing function, Fs(q,  t) = hexp[iq·( i(t+ t) ri(t))]i. The
relaxation time can be e↵ectively defined to be the time
at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ is
the wave-vector at the first maximum of he stati struc-
tur fa to . Here we take qmax orthogonal to axis of
impos d shear to avoid artifacts from the a ne compo-
4
Having identified a population of soft spots, we now
discuss the gree to which sof spots c rrelate with plas-
tic activity ove the temperatures and strain rates stud
ied. To understand this cor elation we consider he ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
rearrangements are to occur on soft spots than n a ran-
domly distributed set f particles at the same density.
Since there are always more soft spo s th n rearrang-
ing particl s w have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound ccurs if every rearranging
particle resides on a soft spot. If the soft spot map
and th D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. plot this r io in fig. 4 as one of
the central results of this paper. e see the highest cor-
relatio at the lowest te erature and rate, where plas
tic eve ts are or han th ee ti es as likely to occur
at soft spots than if the soft spots were rando ly dis-
tributed. s te perature and strain rat are increased,
these correlations decrease slightly. ven at the high st
t perature and strain rate, ell above the glass transi-
tion t pe ature fo the syste , e continue to ee that
rearrange en s are t ice as likely to ccur at soft spots
th n they ould be in th rearrange ents ere rando ly
distribute i t e syste . e co cl e t at soft s ots
are o st i escri i l stic cti it i l s te-
rials un er s e r, t l t l te er t re t ls
ell into t e s er l r i .
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IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a tim  t apart, remain correlated up to the
longest timescale for relaxation in th system, he ↵-
relaxa ion time. e wi l further demonstrate that the
decorrelation of these two sof spot configurations is ap-
proximately logarithmic in time. Finally we observe that
this behavior is mirrored in th autocorrelation function
of the D2min field with itself as well as in the crosscorre-
lation function between the D2min field and the soft spot
map. e c clude that soft spots represent long-lived
structural features of glas y syste s that are inti at ly
related to flow and failure of these ateri ls.
The ↵-relaxation ti e, ⌧↵, is a easu e of the a ount
of ti e ne ded for every particle in the syste to experi-
ence a rearrange ent. co on ethod for defining ⌧↵
is via the decay of the self part of the inter ediate scat-
tering function, s(q,  t) hexp[iq · (ri(  t) ri(t))]i.
he -relaxation ti e can be e↵ectively defined to be the
ti e at hich s(q ax,  t)
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the plastic act vity resi es i s ft s ts. t is s f r
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nent of displace ent.
plot of the self-inter ediate scattering function for
a range of te peratures at a strain rate of  ˙ 10 4 can
be seen in ig. 5 (a), and for a range of strain rates at
te peratures of 0.1 and 0.4 can be seen in Fig. 5 (b)
and (c) respectively. e see that Fs(qmax,  t) exhibits
an initial drop at a ti escale shorter than our ti e res-
olution of 2⌧ , followed by a slow decay up until ⌧⇤, at
which point it decreases quickly, dropping to zero at ap-
proxi ately ⌧↵. The initial drop appears to bring the
correlation function to a value that depends on temper-
ature but not strain rate. From Fig. 5 (a), we see that
at  ˙ = 10 4 and the temperatures shown, ⌧⇤ ⇡ 50⌧ . At
T = 0.1 (Fig. 5 (b)) we notice that the self-intermediate
scattering function collapses with  t/⌧  ˙ t, which in-
dicates that ⌧↵ ⇠  ˙ for the strain rates considered. At
this low temperature, thermal fluctuations play a negligi-
ble role and rearrangements are largely driven by strain.
By contrast, at T = 0.4, the highest temperature studied,
we notice that Fs(qmax,  t) (Fig. 5 (c)) does not collapse
with strain   = t ˙, and conclude that we are probing a
crossover where relaxation is driven both by temperature
and strain.
We now introduce several time-dependent correlation
functions for rearrangements and soft spots. As is cus-
tomary we define the correlation function for two fields
Figure 5.2: The probability of a particle residing in a soft-spot as a function of its D2min value. (a)
shows a comparison of the t m eratures studied from T = 0.1 in blue to T = 0.4 in red at a strain
rate of γ˙ = 10−4 nd (b) s ows a c mpariso of str in a es studie from γ˙ = 10−5 in dark blue to
γ˙ = 10−3 in green at a temperatu of T = 0.1. In l cases e see that the probability increases
with D2min until ome threshold D
2
th ' 15T (vertic l dashed line) at which point the probability
reaches some pl te u value P ∗. The soft spot density, ρSS , is ma ked by a horizo tal dashed line.
that particles wi hi her D2min are more likely to reside i soft sp ts. Conv rs l
particles with very s ll values of D2min appe r to be anti correlate with soft spots,
since P (D2min) is smaller than ρSS.
The plateau val e of P (D2min), P
∗(T, γ˙), decreases with increasing temperature
and strain rate. Thus, the descriptive power of the soft spot picture is reduced
by increasing temperature or strain rate, as expected. In order to compare results
for different temperatures we divid D2min by T , since th D
2
min of particles not
underg ing rea rangements is due to hermal fluctuations in which case D2min ∼
〈v2〉 ∼ T by the equipartition the rem. The probabili y appears to reach its p a eau
value for D2min & 15T independent of strain r te. We therefore define the lateau
probability, P ∗(T, γ˙), to be a good measure of the equal time correlation between
the D2min map and the soft spo map at a giv n temperature and st ain rate.
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We now discuss the choice of Nm and Np. Following Manning and Liu [93], we
select Nm and Np to maximize the correlation between the soft spots and the D
2
min
map. To this end, we consider the difference, ∆P ∗ = P ∗(T, γ˙)− ρSS, as a function
of Nm and Np. Recall that ρSS represents the value of P
∗(T, γ˙) if the soft-spot map
is uncorrelated with the D2min map. Thus, adding particles to the soft spot map that
are correlated with the D2min map will increase P
∗(T, γ˙) more than ρSS; conversely,
adding particles to the soft spot map that are anti-correlated with the D2min map will
increase P ∗(T, γ˙) less than ρSS. Therefore, a maximum in ∆P ∗(T, γ˙) at some N?m
and N?p represents the selection of parameters that yields the maximal correlation.
As shown in Fig. 5.3, we find a broad plateau as a function of Nm and Np with a
maximum at N?m = 430 and N
?
p = 20. We do not see a strong dependence of ∆P
∗
on either temperature or strain rate, so we use these values at all temperatures and
strain rates studied.
Having identified a population of soft spots, we now discuss the degree to which
soft spots correlate with plastic activity over the temperatures and strain rates
studied. To understand this correlation we consider the ratio P ∗(T, γ˙)/ρSS. This
ratio measures how much more likely rearrangements are to occur on soft spots
than on a randomly distributed set of particles at the same density. Since there
are always more soft spots than rearranging particles we have the bounds, 0 ≤
P ∗(T, γ˙)/ρSS ≤ 1/ρSS. The upper bound occurs if every rearranging particle resides
on a soft spot. If the soft spot map and the D2min map were uncorrelated we would
expect P ∗(T, γ˙)/ρSS = 1. We plot this ratio in Fig. 5.4 as one of the central results
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3ysis has been repeated for various values of  t and has
proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of the local D2min amplitudes. Darker regions indicating
higher values of D2min tend to lie on top of soft spots,
showing that indeed rearrangements occur preferentially
at soft spots.
III. EQUAL-TIME CORRELATIONS
In order to quantify the degree of correlation between
soft spots and plasticity, we consider the probability,
P (D2min), that a particle with a given D
2
min value in the
interval [t, t+ t] resides in a soft spot constructed from
the inherent structure at a time t. Thus, we study the
correlations of soft spots at time t with rearrangements
characterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quantity simply reduces to the soft spot density,
⇢SS , independent of D
2
min. This equal-time probability
is shown in fig. 2 for four temperatures and three strain
rates. In all cases, we see that P (D2min), rises to a plateau
value as D2min increases. Therefore it is clear that par-
ticles with higher D2min are more likely to reside in soft
spots. Conversely, particles with very small values of
D2min appear to be anti correlated with soft spots, since
P (D2min) is smaller than ⇢SS .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the soft spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of particles not under-
going rearrangements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢SS ;
conversely, adding particles to the soft spot map that are
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T = 0.1. In all cases we see
that the probability increases with D2min until some threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
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FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as a function of Nm and Np for a temperature of T = 0.1 and
strain rate  ˙ = 10 4. We see a broad plateau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
anti-correlated with the D2min map will increase P
⇤(T,  ˙)
less than ⇢SS . Therefore, a maximum in  P
⇤(T,  ˙) at
some N?m and N
?
p represents the selection of parameters
that yields the maximal correlation. As shown in fig. 3,
we find a broad plateau as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong dependence of  P ⇤ on either temperature
or strain rate, so we use these values at all temperatures
and strain rates studied.
Having identified a population of soft spots, we now
Figure 5.3: The difference in pr bability, ∆P ∗ = P ∗(T, γ˙)− ρSS , as a function of Nm and Np for
a temperature of T = 0.1 and strain rate γ˙ = 10−4. We see a broad plateau over which ∆P ∗ is
largely independent of Nm and Np with a weak maximum occurring at N
?
m = 430 and N
?
p = 20
(marked by a star.) The behavior of ∆P ∗ is largely independent of temperature and strain rate.
of this chapter. We see the highest correlation at the lowest temperature and rate,
where plastic events are more than thre times as likely to occur soft spots than
if the soft spots were randomly distributed. As temperature and strain rate are
increased, these correl tions decrease slightly. Even at the highest temperature and
strain rate, well above the glass transition temperature for the system, we continue
to see that rearrangements are twice as likely to occur at soft spots than they would
be in the rearrangements were randomly distributed in the system. We conclude
that soft spots are robust in describing plastic activity in glassy materials under
shear, not only at low temperatures but also well into the supercooled regime.
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proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of the local D2min amplitudes. Darker regions indicating
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scriptive power of the soft spot picture is reduced by
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which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T = 0.1. In all cases we see
that the probability increases with D2min until some threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
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FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as a function of Nm and Np for a temperature of T = 0.1 and
strain rate  ˙ = 10 4. We see a broad plateau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
anti-correlated with the D2min map will increase P
⇤(T,  ˙)
less than ⇢SS . Therefore, a maximum in  P
⇤(T,  ˙) at
some N?m and N
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p represents the selection of parameters
that yields the maximal correlation. As shown in fig. 3,
we find a broad plateau as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong dependence of  P ⇤ on either temperature
or strain rate, so we use these values at all temperatures
and strain rates studied.
Having identified a population of soft spots, we now
FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as a function of Nm and Np for a temperature of T = 0.1 and
strain rate  ˙ = 10 4. We see a broad plateau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
distribut d in the sys em. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the relax-
ation time. We will further demonstrate that the decor-
relation of these two soft spot configurations is approxi-
mately logarithmic in time. Finally we observe that this
behavior is mirrored in the autocorrelation function of
theD2min field with itself as well as in the cross-correlation
function between the D2min field and the soft spot map.
We conclude that soft spots represent long-lived struc-
tural features of glassy systems that are intimately re-
lated to flow and failure of these materials.
The relaxation time, ⌧↵, is a measure of the amount of
time needed for every particle in the system to experience
a rearrangement. A common method for defining ⌧↵ is
via the decay of the self part of the intermediate scatter-
ing function, Fs(q,  t) = hexp[iq·(ri(t+ t) ri(t))]i. The
relaxation time can be e↵ectively defined to be the time
at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ is
the wave-vector at the first maximum of the static struc-
ture factor. Here we take qmax orthogonal to the axis of
imposed shear to avoid artifacts from the a ne compo-
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Having identified a population of soft spots, we now
discuss the degree to which soft spots correlate with plas-
tic activity over the temperatures and strain rates stud-
ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
rearrangements are to occur on soft spots than on a ran-
domly distributed set of particles at the same density.
Since there are always more soft spots than rearrang-
ing particles we have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft spot map
and the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 as one of
the central results of this paper. We see the highest cor-
relation at the lowest temperature and rate, where plas-
tic events are more than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As temperature and strain rate are increased,
these correlations decrease slightly. Even at the highest
t mperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
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FIG. 4. The plateau probability, P ⇤, for a particle with high
D2min to reside in a soft spot, normalized by the soft spot
density, PSS . This represents how much more likely rear-
rangements are to be found at soft spots than if the soft spot
map were completely uncorrelated with rearrangements. A
value of 1 (dashed line) represents the uncorrelated value.
The ratio is 0 when the soft spot map is anti-correlated and
so describes no plastic activity. The value of 5.2 represents
maximum possible value of P ⇤, 1/⇢SS , which occurs if all of
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the ↵-
relaxation time. We will further demonstrate that the
decorrelation of these two soft spot configurations is ap-
proximately logarithmic in time. Finally we observe that
this behavior is mirrored in the autocorrelation function
of the D2min field with itself as well as in the crosscorre-
lation function between the D2min field and the soft spot
map. We conclude that soft spots represent long-lived
structural features of glassy systems that are intimately
related to flow and failure of these materials.
The ↵-relaxation time, ⌧↵, is a measure of the amount
of time needed for every particle in the system to experi-
ence a rearrangement. A common method for defining ⌧↵
is via the decay of the self part of the intermediate scat-
tering function, Fs(q,  t) = hexp[iq · (ri(t+  t)  ri(t))]i.
The ↵-relaxation time can be e↵ectively defined to be the
time at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ
is the wave-vector at the first maximum of the static
structure factor. Here we take qmax orthogonal to the
axis of imposed shear to avoid artifacts from the a ne
component of displacement.
A plot of the self-intermediate scattering function for a
range of temperatures, at a strain rate of  ˙ = 10 4, and
shear rates, at a temperature of 0.1, can be seen in fig. ??
(a) and (b) respectively. We see that at short times,
Fs(qmax,  t) falls to some plateau - whose value decreases
with temperature - before dropping precipitously to zero.
The time at which Fs(qmax,  t) first deviates from the
plateau, which we shall denote ⌧⇤, appears to feature only
weak temperature dependence. For this shear rate and
the temperatures shown, ⌧⇤ ⇡ 50⌧ . We further notice
that the self-intermediate scattering function collapses
with  t/⌧ !  ˙ t which indicates that ⌧↵ ⇠  ˙ for the
strain rates considered. We therefore conclude that at
this low temperature, we are in a regime where strain
dominates the plastic flow of the system.
We now quantify the time-dependent correlation func-
tions. As is customary we define the correlation function
for two fields Xi(t) and Yi(t) by,
CXY ( t) = hX˜i(t+  t)Y˜ (t)i. (3)
Here X˜i(t) and Y˜i(t) are fields constructed fromXi(t) and
Yi(t) normalized to have zero mean and unit variance.
The autocorrelation functions, CSS( t) and CDD( t), as
well as the cross correlation function CSD( t) can be seen
in fig. ?? (c)-(h). Examining the figures, we notice first
and foremost that all of the correlation functions decay
to zero with Fs(qmax,  t). We therefore conclude that
the D2min and soft spot fields remain correlated up to
the longest time scale for relaxation in the system, the
↵-relaxation time, at all temperatures and strain rates
considered. We note that the CSD function has a modest
FIG. 4. The plateau probability, P ⇤, for a particle with high
D2min to reside in a soft spot, normalized by the soft spot
density, PSS . This represents how much more likely rear-
rangements are to be found at soft spots than if the soft spot
map were completely uncorrelated with rearrangements. A
value of 1 (dashed line) represents the uncorrelated value.
The ratio is 0 when the soft spot map is anti-correlated and
so describes no plastic activity. The value of 5.2 represents
maximum possib e value of P ⇤, 1/⇢SS , which ccurs if all of
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
nent of displacement.
A plot of the self-intermediate scattering function for
a range of temperatures at a strain rate of  ˙ = 10 4 can
be seen in Fig. 5 (a), and for a range of strain rates at
temperatures of 0.1 and 0.4 can be seen in Fig. 5 (b)
and (c) respectively. We see that Fs(qmax,  t) exhibits
an initial drop at a timescale shorter than our time res-
olution of 2⌧ , followed by a slow decay up until ⌧⇤, at
which point it decreases quickly, dropping to zero at ap-
proximately ⌧↵. The initial drop appears to bring the
correlation function to a value that depends on temper-
ature but not strain rate. From Fig. 5 (a), we see that
at  ˙ = 10 4 and the temperatures shown, ⌧⇤ ⇡ 50⌧ . At
T = 0.1 (Fig. 5 (b)) we notice that the self-intermediate
scattering function collapses with  t/⌧ !  ˙ t, which in-
dicates that ⌧↵ ⇠  ˙ for the strain rates considered. At
this low temperature, thermal fluctuations play a negligi-
ble role and rearrangements are largely driven by strain.
By contrast, at T = 0.4, the highest temperature studied,
we notice that Fs(qmax,  t) (Fig. 5 (c)) does not collapse
with strain   = t ˙, and conclude that we are probing a
crossover where relaxation is driven both by temperature
and strain.
We now introduce several time-dependent correlation
functions for rearrangements and soft spots. As is cus-
tomary we define the correlation function for two fields
3
on which we generate soft spot configurations. Our anal-
ysis has been repeated for various values of  t and has
proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of the local D2min amplitudes. Darker regions indicating
higher values of D2min tend to lie on top of soft spots,
showing that indeed rearrangements occur preferentially
at soft spots.
III. EQUAL-TIME CORRELATIONS
In order to quantify the degree of correlation between
soft spots and plasticity, we consider the probability,
P (D2min), that a particle with a given D
2
min v lue in the
interval [t, t+ t] resides in a soft spot constructed fr m
the inherent structure at a time t. Thus, we study the
correlations of soft spots at time t with rearrangements
characterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quantity simply reduces to the soft spot density,
⇢SS , independent of D
2
min. This equal-time probability
is shown in Fig. 2 for four temperatures and three strain
rates. In all cases, we see t at P (D2min), rises to a plateau
value as D2min increases. Therefore it is clear that par-
ticles with higher D2min are more likely to reside in soft
spots. Conversely, particles with very small values of
D2min appear to be anti correlated with soft spots, since
P (D2min) is smaller than ⇢SS .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the soft spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of particles not under-
going rearrangements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢SS ;
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spots. Conversely, particles with very small values of
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The plateau value of P (D2min), P
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scriptive power of the soft spot picture is reduced by
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for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
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We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
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conversely, adding particles to the soft spot map that are
0.0
0.2
0.4
0.6
0.8
0 5 10 15 20 25
P
(D
2 m
in
,0
)
D2min/T
a
0 5 10 15 20 25 30
D2min/T
b
FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T = 0.1. In all cases we see
that the probability increases with D2min until some threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , s marked by a horizontal dashed line.
anti-correlated with the D2min map wi l increase P
⇤(T,  ˙)
les than ⇢SS . The fore, a maximu in  P
⇤(T,  ˙) at
some N?m and N
?
p represents the selection of parameter
that yields the maximal co relation. As shown in fig. 3,
we find a broad plateau as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong dependence of  P ⇤ on either temperature
or strain rate, so we use these values at all temperatures
and strain rates studied.
Having identified a population of s, we now
disc ss the degree to which soft spots co relate with plas-
tic activi y over the temperatures and strain ra es stud-
ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This rati measures how much more likely
rearrangements are to occur on soft spots than on a ran-
domly distributed s t of particles at the same density.
Since there are always more soft spots than rearr ng-
ing particles have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft spot map
and the D2min map were uncorrelated we would expect
P ⇤( ,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 s ne of
the ce tral results of this paper. We see the highest cor-
relation at the lowest temperature and rate, where plas-
tic events are more than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As temperature and strain rate are increased,
these correlations decrease slightly. Even at the highest
temperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
FIG. 2. The probability of a p rticle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
emperatu es studied from T = 0.1 in blue to T = 0.4 i red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates s udied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in g e n at tempera ur of T = 0.1. In all cases we see
that the probability incre ses with D2min until some threshold
D2h ' 15T (vertical d sh d li e) at which point the proba-
bility re ches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
conversely, adding pa ticles to the soft spot map that are
anti-correl te with the D2min map wil i crease P
⇤(T,  ˙)
less than ⇢SS . Therefore, a aximum in  P
⇤(T,  ˙) at
some N?m an N
?
p represents the selection of parameters
that yields the maximal correlation. As shown in Fig. 3,
we find a broad plateau as a function of Nm and Np with
a m ximum at N?m = 430 and N
?
p = 20. W do not
see a strong depend nce of  P ⇤ on eith r t mperature
or str in rate, so e use these values at all temperatures
and s rain rates studied.
Having identified a population of soft spots, we now
discuss the degree to which soft spots correlate with plas-
tic activity over the temperatures and strain rates stud-
ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
rearrangements are to occur on soft spots than on a ran-
domly distributed set of particles at the same density.
Since there are always more soft spots than rearrang-
ing particles we have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft spot map
and the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plot this ratio in Fig. 4 as one of
the central results of this paper. We see the highest cor-
relation at the lowest temperature and rate, where plas-
tic events are ore than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As temperature and strain rate are increased,
these correlations decrease slightly. Eve at the hig est
temperature and strain r te, well ab ve the glass transi-
tion temperature for t system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
4
3
ysis has been repeated for various values of  t and has
proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of the local D2min amplitudes. Darker regions indicating
higher values of D2min tend to lie on top of soft spots,
showing that indeed rearrangements occur preferentially
at soft spots.
III. EQUAL-TIME CORRELATIONS
In order to quantify the degree of correlation between
soft spots and plasticity, we consider the probability,
P (D2min), that a particle with a given D
2
min value in the
interval [t, t+ t] resides in a soft spot constructed from
the inherent structure at a ti e t. Thus, we study the
correlations of soft spots at ti e t with rearrangements
characterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quantity simply reduces to the soft spot density,
⇢SS , independ nt of D
2
min. This equal-time prob bility
is shown i fig. 2 for four temperatures nd three strain
rates. In all cases, we see that P (D2min), rises to a plateau
value as D2m n increases. Therefore it is clear that par-
ticles with higher D2min are more likely to reside in soft
spots. Conversely, pa ticles with very small values of
D2min appear o be anti correlated with soft spots, since
P (D2min) is smaller than ⇢SS .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. hus, the de-
scriptive power of the soft spot picture is reduced by
increasing t mperature or strain rate, as expect d. I
order to c mpare results for di↵erent temperatures we
divide 2min by T , since the D
2
min of particles not under-
going rearrangements is ue to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The pr bability ap ears to r ach s pl teau value
for D2min & 15T in ependent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
easure of the equal ti e correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we sel ct Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consid r the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a function of Nm and Np.
Recall that ⇢SS represent the value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢SS ;
conversely, adding particles to the soft spot map that are
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T = 0.1. In all cases we see
that the probability increases with D2min until some threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
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as a f of Nm and Np for a tem erature of T = 0.1 and
strai rate  ˙ 10 4. We see a broad plateau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N? = 430 and N?p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent temperature and
strain rate.
anti-correlate with the D2 in map will increase P
⇤(T,  ˙)
less than ⇢SS . Therefore, a maxi um in  P
⇤(T,  ˙) at
some N?m and N
?
p represents the selecti n of parameters
that yields the maximal correlation. As shown in fig. 3,
we find a broad plate u as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong dependence of  P ⇤ on either temperature
or strain rate, so we use these values at all temperatures
and strain rates studied.
Having identified a population of soft spots, we now
FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as function of Nm and Np for a tem erature of T = 0.1 and
str in rate  ˙ = 10 4. We see a broad pla eau over which  P ⇤
is largely independent of Nm and Np with a weak maximum
occurring at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
distribut d in the sys em. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two s ft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the relax-
ation time. We will further demonstrate that the decor-
relation of these two soft spot configurations is approxi-
mately logarithmic in time. Finally we observe that this
behavior is mirrored in the autocorrelation function of
theD2min field with itself as well as in the cross-correlation
function between the D2min field and the soft spot map.
We conclude that soft spots represent long-lived struc-
tural features of glassy systems that are intimately re-
lated to flow and failure of these materials.
The relaxation time, ⌧↵, is a measure of the amount of
time needed for every particle in the system to experience
a rearrangement. A common method for defining ⌧↵ is
via the decay of the self part of the intermediate scatter-
ing function, Fs(q,  t) = hexp[iq·(ri(t+ t) ri(t))]i. The
relaxation time can be e↵ectively defined to be the time
at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ is
the wave-vector at the first maximum of the static struc-
ture factor. Here we take qmax orthogonal to the axis of
imposed shear to avoid artifacts from the a ne compo-
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Having identified a population of soft spots, we now
discuss the degree to which soft spots correlate with plas-
tic activity over the temperatures and strain rates stud-
ied. To understand this correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
rearrangements are to occur on soft spots than on a ran-
domly distributed set of particles at the same density.
Since there are always more soft spots than rearrang-
ing particles we have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft spot map
and the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 as one of
the central results of this paper. We see the highest cor-
relation at the lowest temperature and rate, where plas-
tic events are more than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As temperature and strain rate are increased,
these correlations decrease slightly. Even at the highest
t mperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
well into the supercooled regime.
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FIG. 4. The plateau probability, P ⇤, for a particle with high
D2min to reside in a soft spot, normalized by the soft spot
density, PSS . This represents how much more likely rear-
rangements are to be found at soft spots than if the soft spot
map were completely uncorrelated with rearrangements. A
value of 1 (dashed line) represents the uncorrelated value.
The ratio is 0 when the soft spot map is anti-correlated and
so describes no plastic activity. The value of 5.2 represents
maximum possible value of P ⇤, 1/⇢SS , which occurs if all of
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation in the system, the ↵-
relaxation time. We will further demonstrate that the
decorrelation of these two soft spot configurations is ap-
proximately logarithmic in time. Finally we observe that
this behavior is mirrored in the autocorrelation function
of the D2min field with itself as well as in the crosscorre-
lation function between the D2min field and the soft spot
map. We conclude that soft spots represent long-lived
structural features of glassy systems that are intimately
related to flow and failure of these materials.
The ↵-relaxation time, ⌧↵, is a measure of the amount
of time needed for every particle in the system to experi-
ence a rearrangement. A common method for defining ⌧↵
is via the decay of the self part of the intermediate scat-
tering function, Fs(q,  t) = hexp[iq · (ri(t+  t)  ri(t))]i.
The ↵-relaxation time can be e↵ectively defined to be the
time at which Fs(qm x,  t) ⇠ e 1 where q ax ' 2⇡/ AAyˆ
is the wave-vector at the first maximum of the static
structure factor. Here we take qmax orthogonal to the
axis of imposed shear to avoid artifacts from the a ne
component of displacement.
A plot of the self-intermediate scattering function for a
range of temperatures, at a strain rate of  ˙ = 10 4, and
shear rates, at a temperature of 0.1, can be seen in fig. ??
(a) and (b) respectively. We see that at short times,
Fs(qmax,  t) falls to some plateau - whose value decreases
with te perature - before dropping precipitously to zero.
The time at which Fs(qmax,  t) first deviates from the
plateau, which we shall denote ⌧⇤, appears to feature only
weak temperature dependence. For this shear rate and
the temperatures shown, ⌧⇤ ⇡ 50⌧ . We further notice
that the self-intermediate scattering function collapses
with  t/⌧ !  ˙ t which indicates that ⌧↵ ⇠  ˙ for the
strain rates considered. We therefore conclude that at
this low temperature, we are in a regime where strain
dominates the plastic flow of the system.
We now quantify the time-dependent correlation func-
tions. As is customary we define the correlation function
for two fields Xi(t) and Yi(t) by,
CXY ( t) = hX˜i(t+  t)Y˜ (t)i. (3)
Here X˜i(t) and Y˜i(t) are fields constructed fromXi(t) and
Yi(t) normalized to have zero mean and unit variance.
The autocorrelation functions, CSS( t) and CDD( t), as
well as the cross correlation function CSD( t) can be seen
in fig. ?? (c)-(h). Examining the figures, we notice first
and foremost that all of the correlation functions decay
to zero with Fs(qmax,  t). We therefore conclude that
the D2min and soft spot fields remain correlated up to
the longest time scale for relaxation in the system, the
↵-relaxation time, at all temperatures and strain rates
considered. We note that the CSD function has a modest
FIG. 4. The plateau probability, P ⇤, for a particl with high
D2min to reside in a soft po , n rmalized by the soft spot
de sity, PSS . This represen s how much more likely rear-
rangements are to be found at soft spo s th n if the sof spot
map were compl tely uncorrelated with rearrangements. A
value of 1 (dashe li represents the u correlated value.
The ratio i 0 whe ft spot map is anti-correlated and
so describes no pla i tivity. The value of 5.2 epr sents
maximum possib e value of P ⇤, 1/⇢SS , which ccurs if all f
the plastic activity resides in soft spots. Data is shown for
strain rates  ˙ = 10 5 in dark blue to  ˙ = 10 3 in green.
nent of displacement.
A plot of the self-intermediate scattering function for
a range of temperatures at a strain rate of  ˙ = 10 4 can
be seen in Fig. 5 (a), and for a range of strain rates at
temperatures of 0.1 and 0.4 can be seen in Fig. 5 (b)
and (c) respectively. We see that Fs(qmax,  t) exhibits
an initial drop at a timescale shorter than our time res-
olution of 2⌧ , followed by a slow decay up until ⌧⇤, at
which point it decreases quickly, dropping to zero at ap-
proximately ⌧↵. The initial drop appears to bring the
correlation function to a value that depends on temper-
ature but not strain rate. From Fig. 5 (a), we see that
at  ˙ = 10 4 and the temperatures shown, ⌧⇤ ⇡ 50⌧ . At
T = 0.1 (Fig. 5 (b)) we notice that the self-intermediate
scattering function collapses with  t/⌧ !  ˙ t, which in-
dicates that ⌧↵ ⇠  ˙ for the strain rates considered. At
this low temperature, thermal fluctuations play a negligi-
ble role and rearrangements are largely driven by strain.
By contrast, at T = 0.4, the highest temperature studied,
e notice that Fs(qmax,  t) (Fig. 5 (c)) does not collapse
with strain   = t ˙, and conclude that we are probing a
crossover where relaxation is driven both by temperature
and strain.
We now introduce several time-dependent correlation
functions for rearrangements and soft spots. As is cus-
tomary we define the correlation function for two fields
3
on which we generate soft spot configurations. Our anal-
ysis has been repeated for various values of  t and has
proven to be insensitive to its value, as long as it is on
the same order as the duration of a plastic event. Fig. 1
shows - in addition to the soft spot population - a map
of t e local D2min amplitudes. Darker regions indicating
higher values of D2min t nd to lie on top of soft spots,
showing hat indeed rearrangements occur preferentially
at soft spots.
III. EQUAL-TIME CORRELATIONS
In order to qu ntify the degree of correlation between
soft spots and plasticity, we con ider the probability,
P (D2min), that a particle with a given D
2
min value in the
inte val [t, t+ t] resides in a soft spo const uct d from
the inher nt str cture at a time t. Thus, we study the
correlations of soft spots at time t with rearrangements
characterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quantity simply reduces to the soft spot density,
⇢SS , independent of D
2
min. This equal-time probability
is shown in Fig. 2 for four temperatures and three strain
rates. In all cases, we see that P (D2min), rises to a plateau
value as D2min increases. Therefore it is clear that par-
ticles with higher D2min are more likely to reside in soft
spots. Conversely, particles with very small values of
D2mi appear to be anti correlated with soft spots, since
P (D2m n) is smaller than ⇢SS .
Th plateau value of P (D2min), P
⇤(T,  ˙), decr ases with
inc easing te e ature and strain ra e. Thus, the d -
scriptive power of the sof spot picture is reduce by
increasing temperature or strain rate, s expected. I
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of particles not nder-
going rearrangements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probability appears to reach its plateau value
for D2min & 15T independent of strain rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and p. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation betw en e soft spots and the
D2min ma . To his end, we consider the di↵ rence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as function of Nm d Np.
Recall that ⇢SS represents he value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢SS ;
3
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of t e local D2min amplitudes. Darker regions indicating
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min value in the
interval [t, t+ t] resides in a soft spot constructed from
the inherent structure at a time t. Thus, we study the
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charact rized during a short time interval  t following t.
This may b expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2 in)i
. (2)
If the soft spot map is uncorrela ed with the D2min map,
then this quantity simply reduc s to the sof spot d nsity,
⇢SS , indepe dent of D
2
min. This equal-time pr bability
is shown in fig. 2 for four temperat s and three strain
rates. In all cases, w se that P (D2min), rises to plateau
value as 2min i creas s. Therefore it is clear that par-
ticles with higher D2min are more likely to reside i soft
spots. Conversely, particles with very small values of
D2min appear to be anti correlated with soft spots, since
P (D2min) is smaller than ⇢SS .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the sof spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵erent temperatures we
divide D2min by T , since the D
2
min of part cles not nder-
going rearrangements is due t thermal fluctuations in
which cas D2min ⇠ hv2i ⇠ T by the equipar ition the -
rem. The probability appears t re ch its plateau value
for D2min & 15T independent of str in rate. We therefore
define the plateau probability, P ⇤(T,  ˙), to be a good
measure of the equal time correlation between the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the choice of Nm and Np. Follow-
ing Manning and Liu [6], we select Nm and Np to max-
imize the correlation between the soft spots and the
D2min map. To this end, we consider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢S , as a function of Nm and Np.
Recall that ⇢SS represents the value of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding particles to the soft spot map that are correlated
with the D2min map will increase P
⇤(T,  ˙) more than ⇢S ;
conversely, adding particles to the soft spot map that are
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. (a) shows a comparison of the
temperatures studied from T = 0.1 in blue to T = 0.4 in red
at a strain rate of  ˙ = 10 4 and (b) shows a comparison of
strain rates studied f om  ˙ = 10 5 in dark blue to  ˙ = 10 3
in green at a temperature of T .1. In ll c se we see
tha th pr bability inc eases with D2min until so e threshold
D2th ' 15T (vertical d sh d li ) at w ich point th prob -
bility reaches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
anti-cor elate 2 in ap will incre e P
⇤(T,  ˙)
les han ⇢SS . , a aximum in  P
⇤(T,  ˙) at
some N?m and ts the selection of p ram ters
that yields t e i al correlation. As show in fig. 3,
we find a broa plateau as a function of Nm and Np with
a maximum at N?m = 430 and N
?
p = 20. We do not
see a strong depend nce of  P ⇤ on either temperature
or strain rate, so we us these values at all temperatures
and strain rates stu ied.
Having id ntified a populatio of soft spots, we now
discuss the degree to which soft spo s correlate with plas-
tic ctivity ov r the tempera ures and strain r tes stud-
ied. To understand th s correla ion e consider he ratio
P ⇤(T,  ˙)/⇢SS . This ratio measure how much mo e likely
rearr ngem nts are to occur on soft spot than on a ran-
domly distrib ted set of particles at the same de sity.
Si ce there are always more soft spot than rearrang-
ing particles we hav the b und , 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if very rearranging
p rticle resides on a soft spot. If th s ft spot map
and the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plot this ratio in fig. 4 as one of
the central results of this paper. We see the highest cor-
relation at the lowest temperature a d rate, where plas-
tic events are ore than three times as likely to occur
at soft spots than if the soft spots were randomly dis-
tributed. As t mperature and t ain rate are increased,
these correlations decrease slightly. Even at the highest
temperature and strain rate, well above the glass transi-
tion temperature for the system, we continue to see that
e rra g ments are twice s likely to occ at soft pots
than they would be in the rearrangements were randomly
distributed in the system. We conclude that soft spots
are robust in describing plastic activity in glassy mate-
rials under shear, not only at low temperatures but also
I . 2. The probability of a p rt cle residing in a soft-spot
as f its D2min value. ( ) shows comparison of the
empe u es studied from T = 0.1 in blu to 0.4 i red
at strain rate of  ˙ = 10 4 nd (b) shows a comparison of
tr in rates s udied from  ˙ = 10 5 in dark blue to  ˙ = 10 3
in g ee at temperatur of T = 0.1. In all cases we see
tha the probability increases with D2min until som threshold
D2h ' 15T (vertical dashed line) at which point the proba-
bility re ches some plateau value P ⇤. The soft spot density,
⇢SS , is marked by a horizontal dashed line.
conversely, adding particles to the soft spot map that are
anti-correlated with the D2min map will i crease P
⇤(T,  ˙)
less than ⇢SS . Therefore, a maximum in  P
⇤(T,  ˙) at
so e N?m and N
?
p represents the selection of parameters
tha yields he maximal correlation. As shown in Fig. 3,
we find a b oad plateau as a function of Nm and Np with
a m ximum at N?m = 430 and N
?
p = 20. W do ot
see strong depend nce of  P ⇤ on either temperature
or strain rate, so we use these valu s at all temper tures
nd strain rat s studied.
Having identified a population of oft sp ts, we now
discuss the degree to which soft spots correlate with plas-
tic activity over the te peratures and str in rates stud-
ied. To understand his correlation we consider the ratio
P ⇤(T,  ˙)/⇢SS . This ratio measure how much more likely
rearr ngements are to occur on soft spots than on a ran-
domly distributed set of particles at the same de sity.
Since there are always more soft spots than rearrang-
ing particles we have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound occurs if every rearranging
particle resides on a soft spot. If the soft po map
a d the D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. We plo this ratio in Fig. 4 as on of
central results of this paper. We see the h ghest cor-
relation at th lo s t mperature and rate, where plas-
tic ev nt are ore th n three ti es as likely to occur
at soft sp ts than if th soft spots wer randomly dis-
tributed. As temperature and strain rate are increased,
ese correlations decr ase sligh ly. Eve t the hig est
temperature nd s rain r e, ell ab ve the glass transi-
tion temperature for t system, we continue to see that
rearrangements are twice as likely to occur at soft spots
than they would be in the rearrangements were randomly
3
ysis has been repeated for various values of  t and has
proven to e ins nsitive t its value, as long as it is on
the same rd r a the duration of a plastic event. Fig. 1
shows - in ad ition to the soft spot population - a map
of the local D2min amplitude . Darker regions i dic ting
higher values of D2min tend to lie on top of oft spots,
showing that indeed rearra gements occur preferentially
at s ft spots.
III. EQUAL-TIME CORRELATIONS
In order to quantify the degree of correlation between
soft spots and pl s city, we consider the probability,
P (D2min), that a particle with a given D
2
min value in the
interval [t, t+ t] resides in a soft spot constructed from
the inherent structure at a time t. Thus, we study the
corr lations of soft spots at time t with rearrangements
cha acterized during a short time interval  t following t.
This may be expressed as
P (D2min) =
h (Di(t) D2min)Si(t)i
h (Di(t) D2min)i
. (2)
If the soft spot map is uncorrelated with the D2min map,
then this quanti y simply reduces to the soft spot density,
⇢S , independent of D
2
min. This equal-time probability
is hown in fig. 2 for four temperatures nd thre strain
rates. I all cases, we se that P (D2min), rises to a plateau
valu s D2min increas s. Theref re it is cle r that par-
ticles with higher D2min ar more likely to reside in soft
spots. Con ers ly, particles with very small values of
D2min ap ear to be anti correlat d with soft spots, since
P (D2min) is maller than ⇢S .
The plateau value of P (D2min), P
⇤(T,  ˙), decreases with
increasing temperature and strain rate. Thus, the de-
scriptive power of the soft spot picture is reduced by
increasing temperature or strain rate, as expected. In
order to compare results for di↵er nt temperatures
divide D2min by T , since D
2
min of partic es not und r-
going rearra gements is due to thermal fluctuations in
which case D2min ⇠ hv2i ⇠ T by the equipartition theo-
rem. The probabil ty ap ears t reach its plateau value
for D2min & 15T independent of strain rate. We therefor
define the plateau robabil ty, P ⇤(T,  ˙), to be a go d
measure of the equal time correlation betwe n the D2min
map and the soft spot map at a given temperature and
strain rate.
We now discuss the c oice of Nm and Np. Follow-
ing Man ing and Liu [6], we select Nm and Np to max-
imize correlation betwe n the s f sp ts and the
D2min map. To this end, we con ider the di↵erence,
 P ⇤ = P ⇤(T,  ˙)   ⇢SS , as a func ion of Nm an Np.
Recall that ⇢SS represents the valu of P
⇤(T,  ˙) if the
soft-spot map is uncorrelated with the D2min map. Thus,
adding partic es to the soft spo map that are c rrelated
with th D2min ap will i crease P
⇤(T,  ˙) m r than ⇢SS ;
conversely, adding particles to the soft spot map that are
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FIG. 2. The probability of a particle residing in a soft-spot
as a function of its D2min value. ( ) shows a comparison of the
temperatures studied from T = 0.1 in blue t T = 0.4 in red
a a strain ate of  ˙ = 10 4 and (b) shows a co parison of
strain rates studied from  ˙ = 10 5 in dark blue to  ˙ 10 3
in green at a temperature of T = 0.1. In all cases we see
that th prob bility increases with D2min until so e threshold
D2th ' 15T (vertical dashed line) at which point the proba-
bility reaches some plateau valu P ⇤. The soft spot density,
⇢S , is m rk d by a horizontal dashed line.
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FIG. 3. The di↵erence in probability,  P ⇤ = P ⇤(T,  ˙) ⇢SS ,
as a function of Nm and Np for a temperature of T 0.1 and
str in r te  ˙ = 10 4. We se broad platea over which P ⇤
is l rg ly indep n e t of Nm and Np with a weak axi u
oc ur i g at N?m = 430 and N
?
p = 20 (marked by a star.) he
ehavior of  P ⇤ is largely independe t temperature and
strain rate.
ti- elated with th D2min map will increase P
⇤(T,  ˙)
less than ⇢S . Therefor , a maximu in P
⇤(T,  ˙) at
some N?m and N
?
p represents the selection of para eters
that yields the maximal correlation. As shown in fig. 3,
we find a broa plateau as a function of m nd p ith
a maximum at N?m = 430 and N
?
p = 20. e do not
see a strong dependence of  P ⇤ on either te perature
or strain rate, so we use these values at all te peratures
and strain rates studied.
Having i entified a popul i n f sof spo s, e no
IG. 3. The di↵er nce i proba ility,  P ⇤ = P ⇤(T,  ˙)  ⇢SS ,
as a function of Nm and Np for a temperature of T = 0.1 and
strain rate  ˙ = 10 4. We s a broad platea over which P ⇤
is largely independent of Nm and Np with a weak maxi u
oc ur ing at N?m = 430 and N
?
p = 20 (marked by a star.) The
behavior of  P ⇤ is largely independent of temperature and
strain rate.
dis ribut d in the sys em. We conclude th t soft spots
are robust in escribing pl stic activity in gl ssy ate-
rials und r shear, not only at low t mperatures but lso
w ll into the superco led r gime.
IV. TIME-DEPENDENT CORRELATIO S
We now characterize the time dependence of various
correlations. We will show that two soft spot aps, con-
structed a time  t apart, remain correlated up to the
longest timescale for relaxation i the system, the relax-
ation time. We will further demo strate th t the decor-
relation of these two soft spot configurations is approxi-
mately lo arithmic in time. Finally observ that this
behavior is mirror d in the utocorrelation function of
theD2min field with itself as well a in the cross-cor elatio
function between the D2min fiel and th s ft spot map.
We onclude that soft sp ts represent long-lived struc-
tural features of glass systems that are intimately e-
lated to flow and f ilure of these materials.
The relaxation time, ⌧↵, is a mea ure of the am unt of
time n ed d for every particle in he sys em to experience
a rearrangement. A co mo metho for defining ⌧↵ is
via th decay of the self part of the int rmediate scatter-
ing function, Fs(q,  t) = hexp[iq·( i(t+ t) ri(t))]i. The
relaxation time can be e↵ectively defined to be the time
at which Fs(qmax,  t) ⇠ e 1 where qmax ' 2⇡/ AAyˆ is
the wave-vector at the first maximum of he stati struc-
tur fa to . Here we take qmax orthogonal to axis of
impos d shear to avoid artifacts from the a ne compo-
4
Having identified a population of soft spots, we now
discuss the gree to which sof spots c rrelate with plas-
tic activity ove the temperatures and strain rates stud
ied. To understand this cor elation we consider he ratio
P ⇤(T,  ˙)/⇢SS . This ratio measures how much more likely
rearrangements are to occur on soft spots than n a ran-
domly distributed set f particles at the same density.
Since there are always more soft spo s th n rearrang-
ing particl s w have the bounds, 0  P ⇤(T,  ˙)/⇢SS 
1/⇢SS . The upper bound ccurs if every rearranging
particle resides on a soft spot. If the soft spot map
and th D2min map were uncorrelated we would expect
P ⇤(T,  ˙)/⇢SS = 1. plot this r io in fig. 4 as one of
the central results of this paper. e see the highest cor-
relatio at the lowest te erature and rate, where plas
tic eve ts are or han th ee ti es as likely to occur
at soft spots than if the soft spots were rando ly dis-
tributed. s te perature and strain rat are increased,
these correlations decrease slightly. ven at the high st
t perature and strain rate, ell above the glass transi-
tion t pe ature fo the syste , e continue to ee that
rearrange en s are t ice as likely to ccur at soft spots
th n they ould be in th rearrange ents ere rando ly
distribute i t e syste . e co cl e t at soft s ots
are o st i escri i l stic cti it i l s te-
rials un er s e r, t l t l te er t re t ls
ell into t e s er l r i .
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IV. TIME-DEPENDENT CORRELATIONS
We now characterize the time dependence of various
correlations. We will show that two soft spot maps, con-
structed a tim  t apart, remain correlated up to the
longest timescale for relaxation in th system, he ↵-
relaxa ion time. e wi l further demonstrate that the
decorrelation of these two sof spot configurations is ap-
proximately logarithmic in time. Finally we observe that
this behavior is mirrored in th autocorrelation function
of the D2min field with itself as well as in the crosscorre-
lation function between the D2min field and the soft spot
map. e c clude that soft spots represent long-lived
structural features of glas y syste s that are inti at ly
related to flow and failure of these ateri ls.
The ↵-relaxation ti e, ⌧↵, is a easu e of the a ount
of ti e ne ded for every particle in the syste to experi-
ence a rearrange ent. co on ethod for defining ⌧↵
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nent of displace ent.
plot of the self-inter ediate scattering function for
a range of te peratures at a strain rate of  ˙ 10 4 can
be seen in ig. 5 (a), and for a range of strain rates at
te peratures of 0.1 and 0.4 can be seen in Fig. 5 (b)
and (c) respectively. e see that Fs(qmax,  t) exhibits
an initial drop at a ti escale shorter than our ti e res-
olution of 2⌧ , followed by a slow decay up until ⌧⇤, at
which point it decreases quickly, dropping to zero at ap-
proxi ately ⌧↵. The initial drop appears to bring the
correlation function to a value that depends on temper-
ature but not strain rate. From Fig. 5 (a), we see that
at  ˙ = 10 4 and the temperatures shown, ⌧⇤ ⇡ 50⌧ . At
T = 0.1 (Fig. 5 (b)) we notice that the self-intermediate
scattering function collapses with  t/⌧  ˙ t, which in-
dicates that ⌧↵ ⇠  ˙ for the strain rates considered. At
this low temperature, thermal fluctuations play a negligi-
ble role and rearrangements are largely driven by strain.
By contrast, at T = 0.4, the highest temperature studied,
we notice that Fs(qmax,  t) (Fig. 5 (c)) does not collapse
with strain   = t ˙, and conclude that we are probing a
crossover where relaxation is driven both by temperature
and strain.
We now introduce several time-dependent correlation
functions for rearrangements and soft spots. As is cus-
tomary we define the correlation function for two fields
Figure 5.4: The plateau probability, P ∗, f r a particle with high D2min to reside in a soft spot,
normalized by the soft spot d nsity, PSS . This represents how mu h more likely rearrangements
to be found at soft pots than if the soft spot map were completely uncorrelated with rear-
range nts. A value of 1 (dashed line) represents the uncorrelated value. The ratio is 0 when the
soft spot map is anti-corr lated and so describes no plastic ctivity. The value of 5.2 represents
maximum ossible value of P ∗, 1/ρSS , which occurs if all of the plastic activity resides in soft
spots. Data is shown for strain rates γ˙ = 10−5 in dark blue to γ˙ = 10−3 in green.
5.4 Time-depe dent correlations
We now cha cterize the time dependence of various correlations. We will show
that two s f spot maps, constructed a time δt apart, remain correlated up to
th longest timescale f r relaxati n in the syst m, the relaxation time. We will
further demonstrate th the decorrel tion of these two soft spot configurations is
appr xi a ely logarithmic in time. Finally we observe that this behavior is mirrored
in t autocorrelation function of the D2min field with itself as well as in the cross-
cor latio function between the D2min field and th soft pot map. We conclude
that soft spo s represent long-lived structural features of glassy systems that are
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intimately related to flow and failure of these materials.
The relaxation time, τα, is a measure of the amount of time needed for ev-
ery particle in the system to experience a rearrangement. A common method for
defining τα is via the decay of the self part of the intermediate scattering function,
Fs(q, δt) = 〈exp[iq · (ri(t + δt) − ri(t))]〉. The relaxation time can be effectively
defined to be the time at which Fs(qmax, δt) ∼ e−1 where qmax ' 2pi/σAAyˆ is the
wave-vector at the first maximum of the static structure factor. Here we take qmax
orthogonal to the axis of imposed shear to avoid artifacts from the affine component
of displacement.
A plot of the self-intermediate scattering function for a range of temperatures at
a strain rate of γ˙ = 10−4 can be seen in Fig. 5.5 (a), and for a range of strain rates
at temperatures of 0.1 and 0.4 can be seen in Fig. 5.5 (b) and (c) respectively. We
see that Fs(qmax, δt) exhibits an initial drop at a timescale shorter than our time
resolution of 2τ , followed by a slow decay up until τ ∗, at which point it decreases
quickly, dropping to zero at approximately τα. The initial drop appears to bring
the correlation function to a value that depends on temperature but not strain
rate. From Fig. 5.5 (a), we see that at γ˙ = 10−4 and the temperatures shown,
τ ∗ ≈ 50τ . At T = 0.1 (Fig. 5.5 (b)) we notice that the self-intermediate scattering
function collapses with δt/τ → γ˙δt, which indicates that τα ∼ γ˙ for the strain rates
considered. At this low temperature, thermal fluctuations play a negligible role and
rearrangements are largely driven by strain. By contrast, at T = 0.4, the highest
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temperature studied, we notice that Fs(qmax, δt) (Fig. 5.5 (c)) does not collapse
with strain γ = tγ˙, and conclude that we are probing a crossover where relaxation
is driven both by temperature and strain.
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FIG. 5. Correlation functions of the D2min field and the soft-spot population. On the left are comparisons of the temperatures
considered from blue for T = 0.1 to red for T = 0.4 at a strain rate of  ˙ = 10 4. In the middle column are comparisons of the
strain rates considered from dark blue for  ˙ = 10 5 to green for  ˙ = 10 3 scaled by the strain rate, t/⌧ !  ˙t at a temperature
T = 0.1. On the right are comparisons of the strain rates considered from brown for  ˙ = 10 5 to yellow for  ˙ = 10 3 scaled by
the strain rate, t/⌧ !  ˙t at a temperature T = 0.4. Figures (a)-(c) show the self-intermediate scattering function, F (qmax, t),
evaluated at q = 2⇡/ AAyˆ. Figures (d)-(f) show the autocorrelation function for D
2
min. Figures (g)-(i) show the autocorrelation
function for the soft spot population. In (g) at each temperature comparisons are made with the cumulative probability density
function for individual soft spot lifetimes, introduced in section V, overlaid in dashed lines. In (h) a single comparison is made
to P (⌧L    t), shown using a dashed black line, for lifetimes aggregated from lifetimes collected at all three di↵erent strain
rates. In (i) predictions from the cumulative probability density function for individual soft spot lifetimes are shown for the two
faster strain rates overlaid in dashed line. Figures (j)-(l) show the cross correlation between D2min and the soft spot population.
On each side there are two vertical dashed lines to serve as guides to the eye. The earlier line occurs at a time, ⌧⇤, when the
self-intermediate scattering function first drops below the plateau. The later line occurs at the relaxation time, ⌧↵, defined so
that F (qmax, ⌧↵) ⇠ e 1.
Xi(t) and Yi(t) by,
CXY ( t) = hX˜i(t+  t)Y˜ (t)i. (3)
Here X˜i(t) and Y˜i(t) are fields constructed from Xi(t)
Figure 5.5: Correlation functions of the D2min field and the soft-spot population. On the left are
comparisons of the te perat res considered from blue for T = 0.1 to red for T = 0.4 at a strain rate
of γ˙ = 10−4. In the middle column are comparisons of the strain rates considered from dark blue
for γ˙ = 10−5 to green for γ˙ = 10−3 scaled by the strain rate, t/τ → γ˙t at a temperature T = 0.1.
On the rig t are com aris s of the strain r es onsidered from brown for γ˙ = 10−5 to y llow
for γ˙ = 10−3 scaled by the strain rate, t/τ → γ˙t at a temperature T = 0.4. Figures (a)-(c) show
the self-intermediate scattering function, F (qmax, t), evaluated at q = 2pi/σAAyˆ. Figures (d)-(f)
show the autocorrelation function for D2min. Figures (g)-(i) show the autocorrelation function for
the soft spot population. In (g) at each temperature comparisons are made with the cumulative
probability density function for individual soft spot lifetimes, introduced in section V, overlaid in
dashed lines. In (h) a single comparison is made to P (τL ≥ δt), shown using a dashed black line,
for lifetimes aggregated from lifetimes collected at all three different st ain rates. In (i) predictions
from the cumulative probability density function for individual soft spot lifetimes are shown for the
two faster strain rates overlaid in dashed line. Figures (j)-(l) show the cross correlation between
D2min and the soft spot population. The plots in both the middle and left columns feature two
vertical dashed lines to serve as guides to the eye. The earlier line occurs at a time, τ∗, when the
self-intermediate scattering function first drops below the plateau. The later line occurs at the
relaxation time, τα, defined so that F (qmax, τα) ∼ e−1.
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We now introduce several time-dependent correlation functions for rearrange-
ments and soft spots. As is customary we define the correlation function for two
fields Xi(t) and Yi(t) by,
CXY (δt) = 〈X˜i(t+ δt)Y˜ (t)〉. (5.4.1)
Here X˜i(t) and Y˜i(t) are fields constructed from Xi(t) and Yi(t) normalized to have
zero mean and unit variance. The autocorrelation function CSS(δt), for example,
corresponds to the autocorrelation of the soft spot map (where Si = 0 if particle i
is not in a soft spot and Si = 1 otherwise) at two times separated by δt. Similarly,
CDD(δt) corresponds to the autocorrelation of D
2
min. CSS(δt), CDD(δt) and the
cross correlation function CSD(δt) are shown in Fig. 5.5 (d)-(l). Examining the
figures, we notice first and foremost that all of the correlation functions decay to
zero with Fs(qmax, δt). We therefore conclude that the D
2
min and soft spot fields
remain correlated up to the longest time scale for relaxation in the system, τα, at
all temperatures and strain rates considered. We note that the CSD function has a
modest equal time correlation CSD(0) ∼ 0.14 due to the fact that there are far more
soft spots than rearranging particles. This is a problem that we circumvented in
the preceding section by using the quantity P ∗ to quantify equal-time correlations.
Examining Fig. 5.5 further, we notice that the correlation functions are all quali-
tatively similar. In each case the functions experience an initial drop at a timescale
shorter than our time resolution of 2τ , followed by a slow decay up until τ ∗, at which
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point they decrease quickly, dropping to zero at approximately τα. At T = 0.1 the
correlation functions appear to collapse as δt→ γ˙δt which reinforces our conclusion
that at low temperatures the system is in a regime where the dynamics is domi-
nated by external shear rather than thermal effects. The exception to this collapse
is in the short-time behavior of the D2min autocorrelation function. The short-time
behavior of D2min does not collapse because D
2
min itself is a two-time quantity in-
volving the displacements of particles in a time interval of 2τ , so that correlations
on this time scale depend on time and not strain. The overall behavior at high
temperature, T = 0.4, is quite different from that at T = 0.1 in that none of the
correlation functions collapse with tγ˙, supporting our interpretation that there is a
strong thermal contribution to relaxation at this temperature.
We conclude that two soft spot maps, constructed a time δt apart, remain cor-
related until almost every particle in the system has experienced a rearrangement.
This remarkable stability of the soft spot configuration appears to be robust to
increasing temperatures and strain rates even as the origin of relaxation becomes
increasingly thermal. Furthermore, the extremely slow decorrelation is mirrored in
the dynamics of the system, suggesting that plastic activity in glassy systems is
intimately tied to structural soft spots. Finally, note that the correlation functions
are qualitatively similar, not only to one another, but also to the self-intermediate
scattering function itself. Therefore an improved understanding of the decorrela-
tion of the soft spot configuration might shed more light on structural relaxations
in glassy systems.
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5.5 Single-soft-spot dynamics
We now decompose the behavior of the soft spot field as a whole in terms of the
dynamics of individual soft spots. In particular we will show that the form of
the soft spot autocorrelation function seen in Fig. 5.5 (g)-(i) can be explained by
understanding the lifetime of individual soft spots in the configuration. To do this
we will first construct upper bounds on single-soft-spot lifetimes. We will then
introduce distributions of single-soft-spot lifetimes over a range of temperatures
and strain rates. Finally, we will argue that the CSS(δt) function arises naturally
from the distribution of these lifetimes. We will conclude by considering the number
of rearrangements necessary to destroy an individual soft spot. By introducing a
simple model with no correlations, we show that the distribution of single-soft-spot
lifetimes can be estimated directly from this latter quantity.
We construct an upper bound on single-soft-spot lifetimes by considering the
autocorrelation function of individual soft spots. To do this we first consider the
fields Sα(t), for an individual soft spot labelled α, defined so that Sα,i(t) = 1 if
particle i is in soft spot α and Sα,i(t) = 0 otherwise. To determine how a soft spot,
α, constructed at a time t evolves at a time t + δt, we define an autocorrelation
function,
CSαSα(δt) = max
β
〈S˜β(t+ δt)S˜α(t)〉. (5.5.1)
Eq. (5.5.1) associates a soft spot at time t with the “best” soft spot at a time
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t + δt. We then average CSαSα(δt) over a moving window of width ∆t = 16τ to
remove some of the fluctuations. The lifetime of a soft spot, denoted τL, is then
defined as the first time at which the averaged autocorrelation function dips below
its asymptotic, uncorrelated, value,
ε = lim
δt→∞
〈CSαSα(δt)〉S ≈ 0.2 (5.5.2)
where 〈·〉S denotes an average over soft spots. We have found the results to be
qualitatively insensitive to the choice of either ∆t or ε. Note that since we have
used the maximum function in eq. 5.5.1, τL represents an upper bound on the actual
soft spot lifetime.
We plot the distribution of soft spot lifetimes, P (τL), in Fig. 5.6 (a) at different
temperatures and in Fig. 5.6 (b)-(c) at different strain rates at T = 0.1 and T = 0.4
respectively. In each case we see that lifetimes appear to be power-law distributed up
to timescales commensurate with the relaxation time of the system; at longer time
scales, the distribution of lifetimes decays exponentially. Referring to Fig. 5.6 (a)
we see that the crossover from power-law to exponential in the lifetime distribution
shifts to shorter times as a function of increasing temperature, as expected for the
relaxation time. This shift is reflected in the shift of the decay of the CSS(δt)
function. Considering Fig. 5.6 (b) we see that the distribution P (τL) appears to
collapse under the mapping τL → τLγ˙ and P (τL)→ P (τL)/γ˙ which is again seen in
the collapse of the time-dependent correlation functions. Referring to Fig. 5.5 (b)
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FIG. 6. (a)-(c) Probability distributions for single-soft-spot lifetimes at di↵erent temperatures and strain rates respectively. In
(a) temperatures of T = 0.1 (blue) to T = 0.4 (red) are shown at a strain rate of  ˙ = 10 4. Overlaid in dashed lines are the
predictions of the discrete model. In (b) we show lifetime distributions at strain rates of  ˙ = 10 5 (dark blue) to  ˙ = 10 3
(green) at a temperature of T = 0.1. Again, predictions from the discrete model are shown in dashed lines using for strain rates
of  ˙ = 10 4 and  ˙ = 10 3. In (c) we show lifetime distributions at strain rates of  ˙ = 10 5 (brown) to  ˙ = 10 3 (yellow) at a
temperature of T = 0.4. Predictions from the discrete model are overlaid in dashed lines. Figures (e)-(f) show the probability
distributions for the number of rearrangements needed to destroy a single soft spot using the same color scheme as in (a)-(c).
In all cases we see that the number of rearrangements appears to be power-law distributed with an exponential tail. For each
distribution the mean number of rearrangements needed to destroy a soft spot is overlaid in dashed line.
P (⌧L) ! P (⌧L)/ ˙ which is again seen in the collapse of
the time-dependent correlation functions. Referring to
Fig. 5 (b) we also see that at the lowest strain rate of
 ˙ = 10 5, our simulation timescale is significantly less
than ⌧↵. This is reflected in distribution of single-soft-
spot lifetimes in Fig. 6 (b) where we see no crossover of
the lifetime distribution. In Fig. 6 (c) we see that at the
highest temperature of T = 0.4, the distribution P (⌧L)
does not collapse with ⌧L ! ⌧L ˙ and P (⌧L) ! P (⌧L)/ ˙
which reflects the lack of collapse of the time dependent
correlation functions arising from the fact that we are not
in a strain-dominated regime.
We now argue that the soft spot autocorrelation func-
tion follows from the soft spot lifetime distribution intro-
duced above. To do this we assume that when a soft spot
is destroyed it is replaced at random somewhere in the
system. It follows that the CSS( t) function measures
the fraction of soft spots that have not yet decayed after
a time  t. If we additionally assume that soft spots are
destroyed at a rate that is independent of their size then
this implies that
CSS( t) ⇠ P (⌧L    t) = 1 
Z  t
0
P (⌧L)d⌧L. (6)
We test this relationship by comparing the measured
CSS( t) function (drawn using solid lines) with P (⌧L  
 t) (drawn using dashed lines) in Fig. 5 (h)-(i) for di↵er-
ent temperatures and strain rates. A di↵erent constant
of proportionality is used to scale each set of data. In
Fig. 5 (h), motivated by the collapsed of P (⌧L) in Fig. 6
(b), a single cumulative distribution of soft spot lifetimes
was constructed by aggregating soft spot lifetimes from
all three strain rates.
The agreement between CSS( t) and P (⌧L    t) is ex-
cellent. In each case, P (⌧L    t) decays slightly more
slowly than the CSS( t) function. This slower decay
Figure 5.6: (a)-(c) Probability distributions for single-soft-spot lifetimes at different temperatures
an s rain rat s resp ctively. In (a) temperatur s of T = 0.1 (blue) to T = 0.4 (red) are shown at
a strain rate of γ˙ = 10−4. Overlaid in dashed lines are the predictions of the discrete model. In
(b) we show lifetime distributions at strain rates of γ˙ = 10−5 (dark blue) to γ˙ = 10−3 (green) at
a temperatu e of T = 0.1. Ag in, predictions from the discrete model are shown in das d lines
using for strain rates of γ˙ = 10−4 and γ˙ = 10−3. In (c) we sho lifetime distributions at strain
rates of γ˙ = 10−5 (brown) to γ˙ = 10−3 (yellow) at a temperature of T = 0.4. Predictions from the
discrete model are overlaid in dashed lines. Figures (e)-(f) show the probability distributions for
the number of rearrangements needed to destroy a single soft spot using the same color scheme
as in (a)-(c). I all cases we see that th number of rearrangements appears to b p wer-law
distributed with an exponential tail. For each distribution the mean number of rearrangements
needed to destroy a soft spot is overlaid in dashed line.
we also see that at the lowest strain rate of γ˙ = 10−5, our simulation timescale is
significantly less than τα. This is reflected in distribution of si gle-soft-spot lifetimes
in Fig. 5.6 (b) where we see n cross ver of the lifetime distribution. In Fig. 5.6 (c)
we see that at the highest temperature of T = 0.4, the distribution P (τL) does not
collapse with τL → τLγ˙ and P (τL)→ P (τL)/γ˙ which reflects the lack of collapse of
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the time dependent correlation functions arising from the fact that we are not in a
strain-dominated regime.
We now argue that the soft spot autocorrelation function follows from the soft
spot lifetime distribution introduced above. To do this we assume that when a soft
spot is destroyed it is replaced at random somewhere in the system. It follows that
the CSS(δt) function measures the fraction of soft spots that have not yet decayed
after a time δt. If we additionally assume that soft spots are destroyed at a rate
that is independent of their size then this implies that
CSS(δt) ∼ P (τL ≥ δt) = 1−
∫ δt
0
P (τL)dτL. (5.5.3)
We test this relationship by comparing the measured CSS(δt) function (drawn using
solid lines) with P (τL ≥ δt) (drawn using dashed lines) in Fig. 5.5 (h)-(i) for different
temperatures and strain rates. A different constant of proportionality is used to
scale each set of data. In Fig. 5.5 (h), motivated by the collapsed of P (τL) in
Fig. 5.6 (b), a single cumulative distribution of soft spot lifetimes was constructed
by aggregating soft spot lifetimes from all three strain rates.
The agreement between CSS(δt) and P (τL ≥ δt) is excellent. In each case,
P (τL ≥ δt) decays slightly more slowly than the CSS(δt) function. This slower decay
is consistent with the fact that τL represents an upper bound on the actual lifetime
of soft spots in the configuration. Overall this agreement has several interesting
implications for the soft spot picture. First, the behavior of the entire soft spot
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field can be accurately reduced to the dynamics of individual soft spots. This is
the second key result of the chapter. Furthermore, the validity of the relationship,
CSS(δt) ∼ P (τL ≥ δt), means that correlations between successive rearrangements
are relatively unimportant for the overall decorrelation of the soft spot field. In
addition, the degree of agreement suggests that our assumption that the lifetime of
individual soft spots is independent of soft spot size is reasonably accurate. Were
either of these two assumptions strongly violated, the soft spot autocorrelation
function would not be so simply related to the cumulative distribution of soft spot
lifetimes.
To gain more insight into the dynamics of individual soft spots, we now consider
the number of rearrangements that must occur near a soft spot to destroy it. To this
end, we calculate an upper bound on the number of rearrangements that overlap
with a soft spot using the CSαSα(δt) function defined in eq. 5.5.1. In particular,
recall that we associate a soft spot α, constructed at a time t, with a soft spot
β at a time t + δt that maximizes the function 〈S˜α,i(t)S˜β,i(t + δt)〉. Thus, we say
that a soft spot α has experienced a rearrangement at a time t + δt if at least one
particle in the associated soft spot β has D2min & 15T . Here the threshold in D2min
was chosen from the onset of the plateau in Fig. 5.2. By summing the total number
of rearrangements associated with a soft spot before it is destroyed we arrive at an
upper bound for the number of rearrangements, NR, to destroy a soft spot.
A plot of the distribution of the number of rearrangements needed to eliminate
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a soft spot, P (NR), can be seen in Fig. 5.6 (d) for varying temperatures and in
Fig. 5.6 (e)-(f) for varying strain rates at T = 0.1 and T = 0.4 respectively. The
most striking feature of P (NR) is that soft spots appear to be able to survive
many rearrangements before being destroyed. This seems to suggest that the slow
decorrelation of the soft spot field as a whole might be related to this high resilience
of soft spots to structural rearrangements. Furthermore, in all cases - as with the
distribution of soft spot lifetimes - we see distributions that feature broad power-
laws with exponential tails. In Fig. 5.6 (d) we see that the crossover shifts to
smaller NR as temperature increases. This leads to the appealing hypothesis that
the decrease in relaxation time is related to the fact that rearrangements at higher
temperatures are more effective at destroying soft spots than are rearrangements at
lower temperatures. We additionally find that soft spots can survive, on average,
from 4.5 rearrangements at the highest temperature to 13 rearrangements at the
lowest temperature.
In Fig. 5.6 (e) and (f) we see that the crossover of NR likewise shifts between
strain rates of γ˙ = 10−3 and γ˙ = 10−4, however this trend does not continue to the
lowest strain rate. To understand this trend we note that disordered solids typically
exhibit a quasistatic regime at low strain rates in which stress and other quantities
are relatively independent of strain rate. It is therefore not surprising that P (NR)
is independent of strain rate at sufficiently low γ˙. Similarly, the average number
of rearrangements per 2τ shifts from 22 at γ˙ = 10−3 to 7.2 and 4.6 at γ˙ = 10−4
and γ˙ = 10−5 respectively at T = 0.1. At this temperature the average number of
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rearrangements that a soft spot can survive increases from 3 at the highest strain
rate to 17 at the lowest.
To understand the role of P (NR) in determining soft spot lifetimes we introduce
a simple model. Consider a system of NS “soft spots” that each require ri rear-
rangements to be destroyed. The ri are to be drawn random from the measured
distribution of NR at some temperature and strain rate. The model proceeds in
discrete steps. At each step the system experiences a rearrangement that is ran-
domly distributed across the NS soft spots. If - at a given step - a soft spot has
experienced ri rearrangements, it is destroyed and replaced by a new soft spot with
ri drawn at random from the distribution of NR. We solve this model analytically
in the appendix, and show that it relates the distribution of soft spot lifetimes to
the distribution of NR in absence of any spatial correlations. In order to convert the
timescale in the model to the timescale in our simulations, we measure the average
number of rearrangements, R, that occur in every interval of 2τ as a function of
temperature and strain rate. Thus, a single step in the model is rescaled to a time
of 2τ/R in our simulations.
The distribution of τL predicted from this model is shown in dashed overlay in
Fig. 5.6 (a)-(b). In all cases we see fairly good agreement between the measured
lifetime distributions and the distribution extracted from the model; in particular we
see that the model correctly predicts the initial power-law behavior, the location of
the crossover and the exponential tail of the distribution. In Fig. 5.6 (a) we see that
139
the model correctly predicts the shift in the crossover as a function of temperature.
In Fig. 5.6 (b) we show the model predictions only for the two faster strain rates
as the distribution of NR is incomplete for the slowest strain rate. In both cases
we see that the analytic lifetime distributions approximately collapse as expected.
The success of this model suggests that the number of rearrangements needed to
destroy a soft spot is the single most important parameter in reconstructing soft
spot lifetimes and hence the entire soft spot autocorrelation function.
It follows that the soft spot lifetimes, and in turn the behavior of the soft spot
field as a whole, can be derived from the distribution of the number of rearrange-
ments necessary to destroy a soft spot. This suggests that the shift in the relaxation
time of the system as a function of temperature is related to the shift in the crossover
in the distribution of NR. Thus, at higher temperatures it appears that rearrange-
ments that destroy soft spots become more common. Furthermore, it is apparent
that spatial correlations between rearrangements, soft spots, and soft spot sizes
appear to be unimportant in predicting the dynamics of the soft spot field as a
whole.
5.6 Discussion
We have shown that soft spots correlate with rearrangements in sheared glasses over
a range of temperatures and strain rates. By exploring temperatures ranging from
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those deep in the glassy state to those well within the supercooled liquid regime
we have shown that these correlations are robust; even at the highest temperature
considered, we find that rearrangements are about twice as likely to occur at soft
spots than they would be if the soft spots were uncorrelated with rearrangements.
Moreover, since soft spots continue to describe plasticity in the supercooled liquid
regime, our results suggest that soft spots correlate with dynamical heterogeneities
in sheared supercooled liquids. It is important to note that while we have probed
systems whose relaxation has a significant thermal contribution, in all cases we
have studied systems under shear. It is important to consider thermal relaxation
of an unsheared system as well. In particular, it would be very interesting to study
the correlation between soft spots and the enduring displacements that have been
observed in the supercooled and glassy regimes [80], and to see if configurations
created using the s-ensemble have a lower density of soft spots [81].
The decorrelation of the soft spot field has been shown to be extremely slow,
featuring correlations lasting as long as the longest timescale for structural relax-
ation in the system. This slow decay in the correlation function is mirrored in
the decorrelation of plastic activity in the system. The strong correlation of soft
spots with plasticity in glasses along with the exceptionally long lifetimes of these
correlations implies that soft spots are deeply ingrained, long lived structural prop-
erties of glassy materials that are in many ways analogous to topological defects
in crystalline solids. Finally, we have demonstrated that the behavior of the soft
spot field as a whole can be successfully understood in terms of a population of
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individual soft spots. In particular, we obtained the surprising result that the soft
spot field - and hence plasticity in glassy systems - decorrelates so slowly because
many rearrangements are generally required to destroy a single soft spot.
This result leads us to speculate that soft spots are robust features within a
metabasin [5, 95, 141]. Earlier we showed that the distribution of soft spot life-
times features a power law tail, and argued that this feature implies that a single
rearrangement does not suffice to destroy a single soft spot. Since soft spots are
constructed from quasi-localized low-frequency vibrational modes, which have low
energy barriers to rearrangement [153], this suggests that most adjacent minima
might feature not only similar soft spots, but similar low barriers to rearrangement.
These minima might correspond to inherent structures within the same metabasin.
If the above characterization of intra-metabasin rearrangements is correct, tran-
sitions between the largest metabasins would be marked by the most significant
changes to the soft spot field of the inherent structure. This picture would suggest
that transitions between the largest metabasins correspond to the annihilation and
creation of soft spots. This would imply a relation between the distribution of soft
spot lifetimes and the distribution of inter-metabasin barrier heights in the poten-
tial energy landscape. Testing these speculations would be an interesting avenue
for further work.
The correlation between the low-frequency vibrational modes used to construct
soft spots and the correspondingly low energy barriers to rearrangements along
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those modes [153] may also explain why not all rearrangements occur at soft spots.
In particular, this correlation suggests that rearrangements at soft spots surmount
energy barriers that are preferentially lower than the barriers to rearrangements
that occur elsewhere. One would therefore expect rearrangements at soft spots to
be favored by an amount related to the Boltzmann weight of the energy difference
between the corresponding energy barriers. This may explain why not all rearrange-
ments occur at soft spots, and why the probability that a rearrangement occurs at
a soft spot decreases with increasing temperature.
The success of soft spots in describing rearrangements in sheared systems at
nonzero temperatures provides strong support for the hypothesis that soft spots
are flow defects in amorphous materials, analogous to topological defects such as
dislocations in crystals. They appear to have some (though not necessarily all) of the
properties that have been assumed for shear transformation zones [52, 54] or regions
of fluidity [20, 94]. In particular, they are localized, they control rearrangements,
and their dynamics are correlated with the relaxation time of the system. Now
that we can track individual soft spots as a function of time, it is important to
explore their migration statistics and creation and annihilation rates to put such
phenomenological theories on a more solid microscopic footing.
143
5.7 Appendix
We present an analytic solution to the mean field model outlined in section V. We
consider a set of NS soft spots, each described by a number, ri, of rearrangements
that a soft spot i may sustain before it is destroyed. The ri are independently and
identically distributed according to some distribution R with probability density
function PR(ri). The model proceeds in discrete steps, and at each step a soft
spot is randomly selected to experience a rearrangement. Once a soft spot has
experienced ri rearrangements then it is destroyed and replaced with a new soft
spot with ri drawn again at random. As each soft spot is identical, we discard the
index i and consider, without a loss of generality, soft spot 0.
We calculate the probability density function for the distribution of soft spot
lifetimes, PT (τ). Consider a soft spot in this model that requires r rearrangements
to be destroyed. If this soft spot is to have a lifetime τ then after τ steps the
soft spot must have experienced exactly r rearrangements. At least one of these
rearrangements must occur on step τ , but there are no constraints on how the rest of
the rearrangements are to be distributed among the remain τ − 1 steps. Therefore,
the total number of ways that the r rearrangements might be distributed among
the τ steps is
(
τ−1
r−1
)
where
(
a
b
)
are the binomial coefficients. Since the probability of
a soft spot rearranging is 1/NS it follows that the probability of a soft spot having
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a lifetime τ given that it requires r rearrangements to be destroyed is,
PT (τ |r) =
(
τ − 1
r − 1
)(
1− 1
NS
)τ−r (
1
NS
)r
. (5.7.1)
From standard arguments of conditional probability it therefore follows that,
PT (τ) =
∞∑
r=1
(
τ − 1
r − 1
)(
1− 1
NS
)τ−r (
1
NS
)r
PR(r). (5.7.2)
Therefore, in the absence of correlations, we are able to relate a distribution of the
number of rearrangements required to destroy a soft spot with a distribution of soft
spot lifetimes.
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Chapter 6
Identifying soft spots in
disordered solids using machine
learning methods
6.1 Introduction
All solids flow at high enough applied stress and melt at high enough temperature.
Crystalline solids flow [134] and premelt [3] via localized particle rearrangements
that occur preferentially at structural defects known as dislocations. The population
of dislocations therefore controls both how crystalline solids flow and how they
melt. In disordered solids, it has long been hypothesized that localized particle
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rearrangements [7] induced by stress or temperature also occur at localized flow
defects [6, 21, 53]. Like dislocations in crystals [109], flow defects in disordered solids
are particularly effective in scattering sound waves, so analyses of the low-frequency
vibrational modes [22] have been used successfully to demonstrate the existence
of localized flow defects [24, 29, 30, 73, 75, 93, 109, 115, 144, 145]. However,
all attempts to identify flow defects [27, 64] directly from the structure, without
using knowledge of the inter-particle interactions, have failed [27, 64]. Likewise, in
supercooled liquids, purely structural measures correlate only weakly with kinetic
heterogeneities [75], although correlations between structure and dynamics have
been established indirectly [38, 39, 92, 142, 143].
Here we introduce a novel application of machine learning (ML) methods to
identify “soft” particles that are susceptible to rearrangement or, equivalently, that
belong to flow defects, from the local structural geometry alone. Note that our
goal is not to identify particles that undergo rearrangements–this requires studying
their dynamics. Rather, our goal is to identify the structural characteristics that
distinguish particles that are susceptible to rearrangement from those that are not.
We apply the method to two very different systems–an experimental frictional gran-
ular packing under uniaxial compression and a model thermal Lennard-Jones glass
in both two and three dimensions. The analysis of granular packing shows that
our method succeeds even when previous methods based on vibrational modes [93]
are inapplicable. The results for Lennard-Jones systems show that the correlation
between structure and irreversible rearrangements does not degrade with increasing
147
temperature, even above the dynamical glass transition, and is equally strong in two
and three dimensions. Finally, we exploit the method to discover which structural
properties distinguish soft particles from the rest of the system, and to understand
why previous attempts to identify them by structural analysis have failed.
6.2 Methods
Physically-motivated quantities such as free volume or bond orientational order
correlate with flow defects [93], but are insufficient to identify them a priori. We
introduce a large set of quantities that are each less descriptive, but when used as a
group provide a more complete and unbiased description of local structure. These
quantities have been used to represent the potential energy landscape of complex
materials from quantum mechanical calculations [12]. For a system composed of
multiple species of particles, we define two families of structure functions for each
particle i,
GXY (i;µ) =
∑
j
e−(Rij−µ)
2/L2 (6.2.1)
ΨXY Z(i; ξ, λ, ζ) =
∑
j
∑
k
e−(R
2
ij+R
2
ik+R
2
jk)/ξ
2
(1 + λ cos θijk)
ζ (6.2.2)
where Rij is the distance between particles i and j; θijk is the angle between particles
i, j and k; L, µ, ξ, λ, and ζ are constants; X,Y ,Z are labels that identify the different
species of particles in the system, with the correspondence i↔ X, j ↔ Y , k ↔ Z.
148
By using many different values of the constants µ, ξ, λ, and ζ we generate many
structure functions in each family that characterize different aspects of a particle’s
local configuration; for a list, see appendix. The first family of structure functions G
characterizes radial density properties of the neighborhood, while the second family,
Ψ, characterizes bond orientation properties. The sums are taken over particle pairs
whose distance is within a large cutoff RSc . Our results are qualitatively insensitive
to the choice of RSc as long as it includes several neighbor shells.
Having characterized local structure through GXY (i;µ) and Ψ
X
Y Z(i; ξ, λ, ζ), we
introduce a method to infer from this information the location of flow defects in
disordered solids. Generically, we begin with a set of N particles to be classified as
“soft” or “hard.” Each particle is described by a set of M variables derived from
the two families of functions GXY and Ψ
X
Y Z by varying the constants µ, ξ, λ, and ζ
(here M = 160); this is represented by the set of vectors {F1, · · · ,FN}, where Fi
constitutes an embedding of the local environment of a particle i, constructed at a
time ti, in RM . We select at random a subset of n of these particles (the “training
set”) and label the particles with an index r = 0, 1. A particle i is labelled as ri = 1
if it rearranges (the details of which will be discussed below) between a time ti,
when the structure is characterized, and a time ti + ∆t, and with ri = 0 if it does
not rearrange in this time interval.
The next step is to use the particles in the training set, along with their labels ri,
to classify a particle as soft or hard based on the structure of its neighborhood. We
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use the support vector machine (SVM) method [37], which constructs a hyperplane
in RM that best separates particles with ri = 1 from those with ri = 0 in the high-
dimensional space characterizing local structure. Once this hyperplane has been
established for the training set, we classify particles not in the training set (either
from the same configuration or from other configurations at the same conditions)
as soft if they fall on the r = 1 side of the hyperplane, and as hard if they fall on
the r = 0 side. Generically, no exact separation is possible so the SVM method is
adapted to penalize particles whose classification is incorrect; the degree of penalty
is controlled by a parameter C where larger values of C allow for fewer incorrect
classifications. We find that the quality of our classifications is insensitive to C for
C > 0.1 [? ]. The SVM algorithm was implemented using the LIBSVM package [25].
Note that although we are using the dynamics of particles in the training set
to construct the hyperplane, the hyperplane is not a dynamical quantity but a
structural one. It identifies which aspects of the structural environment are different
for particles that rearrange and for those that do not. Once the hyperplane is
constructed, it can therefore be used to classify particles by their local structure as
soft (susceptible to rearrangement) or hard.
To identify rearrangements we calculate, for each particle i, the widely-used
quantity [53]
D2min(i) ≡ min
Λ
{
1
z
∑
j
(Rij(t+ ∆t)− ΛRij(t))2
}
, (6.2.3)
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which characterizes the magnitude of non-affine displacement during a time interval
∆t. Here the sum runs over neighbors j within a distance of RDc of particle i, Rij
is the center-center displacement between particles i and j, z is the number of
neighbors within RDc . The quantity is minimized over choices of the local strain
tensor Λ. We find D2min is insensitive to the choice of R
D
c and ∆t so long as R
D
c
is large enough to capture the particles local neighborhood and ∆t is longer than
the ballistic timescale. A particle is said to have undergone a rearrangement if
D2min ≥ D2min,0. We choose D2min,0 such that approximately 0.15% of the particles
from each species in each system has gone through a rearrangement although the
results depend little on the specific choice of D2min,0 [? ].
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this information the location of flow defects in disordered
solids. Generically, we begin with a set of N particles to
be classified as “soft” or “hard.” Each particle is de-
scribed by a set of M variables derived from the two
families of functions GXY and  
X
Y Z by varying the con-
stants µ, ⇠,  , and ⇣ (here M = 160); this is represented
by the set of vectors {F1, · · · ,FN}, where Fi constitutes
an embedding of the local environment of a particle i,
constructed at a time ti, in RM . We select at random a
subset of n of these particles (the “training set”) and cat-
egorize them a posteriori as being soft if they rearrange
(the details of which will be discussed below) between
time ti, when the structure is characterized, and time
ti + t. Otherwise the particles are labeled as hard.
The next step is to use the particles in the training set,
already classified as soft or hard, to construct a scheme
to identify other particles as soft or hard. We use the
support vector machine (SVM) method [27], which con-
structs a hyperplane in RM that best separates soft par-
ticles from hard ones. Once this hyperplane has been
established for the training set, the rest of the particles
(and any particles from similar systems) may be classified
according to whether their local structures place them on
soft or hard sides of the hyperplane. Generically, no ex-
act separation is possible so the SVM method is adapted
to penalize particles whose classification is incorrect; the
degree of penalty is controlled by a parameter C where
larger values of C allow for fewer incorrect classifications.
We find that the quality of our classifications is insensi-
tive to C for C > 0.1 [26]. The SVM algorithm was
implemented using the LIBSVM package [28].
To identify rearrangements we calculate, for each par-
ticle i, the widely-used quantity [5]
D2min(i) ⌘ min
⇤
8<:1zX
j
(Rij(t+ t)  ⇤Rij(t))2
9=; , (3)
which characterizes the magnitude of non-a ne displace-
ment during a time interval  t. Here the sum runs over
neighbors j within a distance of RDc of particle i, Rij is
the center-center displacement between particles i and j,
z is the number of neighbors within RDc . The quantity is
minimized over choices of the local strain tensor ⇤. We
findD2min is insensitive to the choice of R
D
c and t so long
as RDc is large enough to capture the particles local neigh-
borhood and  t is longer than the ballistic timescale.
A particle is said to have undergone a rearrangement if
D2min   D2min,0. We choose D2min,0 such that approxi-
mately 0.15% of the particles from each species in each
system has gone through a rearrangement although the
results depend little on the specific choice of D2min,0 [26].
We first test our approach on an experimental system
of two-dimensional (d = 2) “pillars” of particles. A bidis-
perse pillar made up of grains (plastic cylinders resting
upright on a horizontal substrate) is situated between
two plates in a custom-built apparatus. The bottom
FIG. 1. (color online) Snapshot configurations of the two
systems studied. Particles are colored gray to red according
to their D2min value. Particles identified as soft by the SVM
are outlined in black. (a) A snapshot of the pillar system.
Compression occurs in the direction indicated. (b) A snapshot
of the d = 2 sheared, thermal Lennard-Jones system.
plate is fixed and the top plate is driven into the pil-
lar at a constant speed of v0 = 0.085 mm/s. The pillars
are composed of a bidisperse mixture of approximately
1500 rigid grains with size ratio 3:4 and the large parti-
cles having a radius of dAA = 0.3175cm. These particles
have elastic and frictional interactions with each other, as
well as frictional interactions with the substrate, making
the identification of flow defects using vibrational modes
impossible. A camera is mounted above and captures
images at 7 Hz throughout the compression.
We construct our training set from compression ex-
periments performed on ten di↵erent pillars. We select
6,000 particles at random from the entire duration of the
experiments that undergo a rearrangement in the next
1.43 seconds and an equal number of particles that do
not. To identify rearrangements we calculate D2min with
RDc = 1.5 · dAA and D2min,0 = 0.25d2AA. Compression of
the mechanical pillar from the top only a↵ects particles
above a certain “front” that starts at the top and ad-
vances towards the bottom with time. Our training set
contains only particles within this activated front. Par-
ticles in a horizontal slice between y and y +  y are said
to be within the activated front if the average speed of
particles in the slice exceeds vthresh ⇠ 0.04 mm/s.
As a second test, we apply our approach to a model
glass in both d = 2 and d = 3. We study a 65:35
binary Lennard-Jones (LJ) mixture with  AA = 1.0,
 AB = 0.88,  BB = 0.8, ✏AA = 1.0, ✏AB = 1.5, and
✏BB = 0.5 [29]. The LJ potential is cut o↵ at 2.5 AA
and smoothed so that both first and second derivatives
go continuously to zero at the cuto↵. The natural units
for the simulation are  AA for distances, ✏AA for energies,
and ⌧ =
p
m 2AA/✏AA for times. We perform molecular
dynamics simulations using LAMMPS [30] with a time
step of 5⇥10 3⌧ at density ⇢ = 1.2, using a Nose´-Hoover
thermostat with a time constant of ⌧ . Here, temperature
is in units of ✏AA/kB , where kB is the Boltzmann con-
stant. In d = 2, we consider a system of 10,000 parti-
Figure 6.1: Snapshot configurations of the two systems studied. Particles are colored gray to red
according to their D2min value. Particles identified as soft by the SVM are utlined in black. (a)
A snapshot of the pillar system. Compression occurs in the direction indicated. (b) A snapshot
of the d = 2 sheared, thermal Lennard-Jones system.
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6.3 Systems
We first test our approach on an experimental system of two-dimensional (d = 2)
“pillars” of particles. A bidisperse pillar made up of grains (plastic cylinders resting
upright on a horizontal substrate) is situated between two plates in a custom-built
apparatus. The bottom plate is fixed and the top plate is driven into the pillar
at a constant speed of v0 = 0.085 mm/s. The pillars are composed of a bidisperse
mixture of approximately 1500 rigid grains with size ratio 3:4 and the large particles
having a radius of dAA = 0.3175cm. These particles have elastic and frictional
interactions with each other, as well as frictional interactions with the substrate,
making the identification of flow defects using vibrational modes impossible. A
camera is mounted above and captures images at 7 Hz throughout the compression.
We construct our training set from compression experiments performed on ten
different pillars. We select 6,000 particles at random from the entire duration of the
experiments that undergo a rearrangement in the next 1.43 seconds and an equal
number of particles that do not. To identify rearrangements we calculate D2min with
RDc = 1.5 · dAA and D2min,0 = 0.25d2AA. Compression of the mechanical pillar from
the top only affects particles above a certain “front” that starts at the top and
advances towards the bottom with time. Our training set contains only particles
within this activated front. Particles in a horizontal slice between y and y + δy are
said to be within the activated front if the average speed of particles in the slice
exceeds vthresh ∼ 0.04 mm/s.
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As a second test, we apply our approach to a model glass in both d = 2 and d = 3.
We study a 65:35 binary Lennard-Jones (LJ) mixture with σAA = 1.0, σAB = 0.88,
σBB = 0.8, AA = 1.0, AB = 1.5, and BB = 0.5 [23]. The LJ potential is cut off
at 2.5σAA and smoothed so that both first and second derivatives go continuously
to zero at the cutoff. The natural units for the simulation are σAA for distances,
AA for energies, and τ =
√
mσ2AA/AA for times. We perform molecular dynamics
simulations using LAMMPS [103] with a time step of 5× 10−3τ at density ρ = 1.2,
using a Nose´-Hoover thermostat with a time constant of τ . Here, temperature is
in units of AA/kB, where kB is the Boltzmann constant. In d = 2, we consider
a system of 10,000 particles at temperatures T = 0.1, 0.2, 0.3, and 0.4 at a single
strain rate, γ˙ = 10−4/τ . In all cases data was collected after allowing the system
to reach steady state by shearing up to 20% strain. In d = 3, we use a collection
of 30,000 particles at temperatures T = 0.4, 0.5, 0.6 with no strain. The quiescent
system has a glass transition at TG = 0.33 in d = 2 and TG = 0.58 in d = 3 [23].
Therefore, in both dimensions we study the system both above and below its glass
transition temperature.
At each temperature we construct training sets of 6,000 and 10,000 particles,
in d = 2 and 3, respectively, selected at random from the entire run that undergo
a rearrangement in the following ∆t = 2τ units of time, and an equal number of
particles that do not undergo a rearrangement. To identify rearrangements, we
calculate D2min with R
D
c = 2.5σAA to be the same as the range of the truncated
LJ potential and ∆t = 2τ . In d = 3 the D2min distributions of the species A and
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species B particles differ significantly and so are treated separately throughout the
analysis. 3
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FIG. 2. (color online) Probability that a particle of a given
D2min value is soft. The vertical dashed lines are correspond-
ing D2min,0 values. (a) The result for the pillar system, where
dAA refers to the large grain diameter (since this is a granu-
lar system with macroscopic grains, thermal fluctuations are
negligible). (b) The result of using an SVM trained at a tem-
perature T (T = 0.1, 0.2, 0.3 and 0.4 shown in di↵erent colors
) to classify data at the same temperature for the d = 2 LJ
glass. (c,d) Results for species A and B, respectively, for the
d = 3 system at T = 0.4, 0.5 and 0.6.
cles at temperatures T = 0.1, 0.2, 0.3, and 0.4 at a single
strain rate,  ˙ = 10 4/⌧ . In all cases data was collected
after allowing the system to reach steady state by shear-
ing up to 20% strain. In d = 3, we use a collection of
30,000 particles at temperatures T = 0.4, 0.5, 0.6 with no
strain. The quiescent system has a glass transition at
TG = 0.33 in d = 2 and TG = 0.58 in d = 3 [29]. There-
fore, in both dimensions we study the system both above
and below its glass transition temperature.
At each temperature we construct training sets of 6,000
and 10,000 particles, in d = 2 and 3, respectively, se-
lected at random from the entire run that undergo a re-
arrangement in the following  t = 2⌧ units of time, and
an equal number of particles that do not undergo a re-
arrangement. To identify rearrangements, we calculate
D2min with R
D
c = 2.5 AA to be the same as the range
of the truncated LJ potential and  t = 2⌧ . In d = 3
the D2min distributions of the species A and species B
particles di↵er significantly and so are treated separately
throughout the analysis.
We now test our classifying hyperplane on the three
systems outlined above. For each system we construct
a test set of particles that were not used in training the
SVM; for the pillar this test set consists of 100,000 parti-
cle environments from ten additional compression exper-
iments. For the d = 2 and d = 3 LJ glasses we use 2⇥107
and 75 ⇥ 107 unseen particle environments respectively.
Fig. 2 (a)-(d) shows the probability, P (D2min), that a par-
ticle with an observed value of D2min was identified as
soft by our classification a priori for each system. Fig 2
(c)-(d) treat the particles of species A and species B sep-
arately for the d = 3 LJ glass. In all cases we see that
P (D2min) rises with increasing plastic activity, D
2
min. This
implies that the particles identified as soft by the SVM
are more likely to be involved in plastic flow. For the
granular pillar, 21% of the particles are classified as soft,
and these particles capture 80% of the rearrangements.
For the d = 2 and d = 3 LJ systems, these numbers are
26% and 73%, and 24% and 72%, respectively, at the
highest temperatures studied. Thus, we consistently find
rearrangements to occur at soft particles about 3-4 times
more frequently than if the soft particles were randomly
chosen. Finally, Fig. 2(b,c,d) show that P (D2min) col-
lapses for di↵erent T both for 2D and 3D systems, when
D2min is scaled by T 
2
AA; this scaling arises since for par-
ticles not undergoing rearrangement, D2min ⇠ hv2i ⇠ T
by the equipartition theorem [16].
Remarkably, our ability to identify soft particles does
not decrease with increasing temperature or dimension.
For the d = 2 LJ system over the same temperature
range, the accuracy of the vibrational mode method de-
creases by over 50% [16]. The key di↵erence between
the two methods is that we construct local environ-
ments from the actual particle positions in snapshots of
the thermal system, while soft particles from vibrational
modes are extracted from particle positions in the inher-
ent structures obtained by quenching to T = 0 [26].
The hyperplane that divides soft from hard particles
tells us which features of the local structural environ-
ment are important in distinguishing between the hard
and soft particles. To illustrate this, we focus on the
sheared d = 2 LJ glass at T = 0.1. The first set of struc-
ture functions, GXY (i;µ) defined in Eq. (1), has a familiar
physical interpretation in terms of the radial distribution
function: gXY (r) = limL!0hGXY (i; r)i/2⇡r. This family
of structure functions is essentially a parameterization of
a particle’s local contribution to g(r). In Fig. 3 we show
the approximations to various g(r) constructed in this
way, using L = 0.1 AA, for particles identified as hard
(black lines) and soft (red lines).
In all cases, we see that soft particles feature slightly
lower peaks and higher troughs in g(r). To see whether
this di↵erence is su cient to identify soft particles, we
expand our analysis beyond average values of GXY (i;µ),
to the distributions of the di↵erent structure functions.
In Fig. 4(a) we show the distribution of values of
GBA(i; r
AB
peak) where r
AB
peak is the location of the first peak
of gBA(r), for soft particles (red) and hard particles
(blue/green). While the distribution for soft particles
3
0 0.4 0.8 1.2
D2min/(T 
2
AA)
(b)
0.0
0.2
0.4
0.6
0.8
1.0
0 0.4 0.8
P
D2min/(d
2
AA)
(a)
0.0
0.2
0.4
0.6
0.8
1.0
0 0.4
P
D2min/(T 
2
AA)
(c)
0 0.4 0.8 1.2
D2min/(T 
2
AA)
(d)
FIG. 2. (color onlin ) Probabilit hat a particl of a given
D2min value is soft. The vertical dashed lines are correspond-
ing D2min,0 values. (a) The result for the pillar system, where
dAA refers to the large grain diameter (since this is a granu-
lar system with macroscopic grains, thermal fluctuations are
negligible). (b) The result of using an SVM trained at a tem-
perature T (T = 0.1, 0.2, 0.3 and 0.4 shown in di↵erent colors
) to classify data at the same temperature for the d = 2 LJ
glass. (c,d) Results for sp cies A and B, respectively, for th
d = 3 system at T = 0.4, 0.5 a d 0.6.
cles at temperatures T = 0.1, 0.2, 0.3, and 0.4 at a single
strain rate,  ˙ = 10 4/⌧ . In all cases data was collected
after allowing the system to reach steady state by shear-
ing up to 20% strain. In d = 3, we use a collection of
30,000 particles at temperatures T = 0.4, 0.5, 0.6 with no
strain. The quiescent system has a glass transition at
TG = 0.33 in d = 2 and TG = 0.58 in d = 3 [29]. There-
fore, in both dimensions we study the system both above
and below its glass transition temperature.
At each temperature we construct training sets of 6,000
and 10,000 particles, in d = 2 and 3, respectively, se-
lected at random from the entire run that undergo a re-
arrangement in the following  t = 2⌧ units of time, and
n equal number of particles that do not undergo a re-
arrangement. To identify rearrangements, we calculate
D2min with R
D
c = 2.5 AA to be the same as the range
of the truncated LJ potential and  t = 2⌧ . In d = 3
the D2min distributions of the species A and species B
particles di↵er significantly and so are treated separately
throughout the analysis.
We now test our classifying hyperplane o the three
systems outlined above. For each system we construct
a test set of particles that were not used in training the
SVM; for the pillar this test set consists of 100,000 parti-
cle environments from ten additional compression exper-
iments. For the d = 2 and d = 3 LJ glasses we use 2⇥107
and 75 ⇥ 107 unseen particle environments respectively.
Fig. 2 (a)-(d) shows the probability, P (D2min), that a par-
ticle with an observed value of D2min was identified as
soft by our classification a priori for each system. Fig 2
(c)-(d) treat the particles of species A and species B sep-
arately for the d = 3 LJ glass. In all cases we see that
P (D2min) rises with increasing plastic activity, D
2
min. This
implies that the particles identified as soft by the SVM
are more likely to be involved in plastic flow. For the
granular pillar, 21% of the particles are classified as soft,
and these particles capture 80% of the rearrangements.
For the d = 2 and d = 3 LJ systems, these numbers are
26% and 73%, and 24% and 72%, respectively, at the
highest temperatures studied. Thus, we consistently find
rearrangements to occur at soft particles about 3-4 times
more frequently than if the soft particles were randomly
chosen. Finally, Fig. 2(b,c,d) show that P (D2min) col-
lapses for di↵erent T both for 2D and 3D systems, when
D2min is scaled by T 
2
AA; this scaling arises since for par-
ticles not undergoing rearrangement, D2min ⇠ hv2i ⇠ T
by the equipartition theorem [16].
Remarkably, our ability to identify soft particles does
ot decrease with increasing temperature or dimension.
For the d = 2 LJ system over the same temperature
range, the accuracy of the vibrational mode method de-
creases by over 50% [16]. The key di↵erence between
the two methods is that we construct local environ-
ments from the actual particle positions in snapshots of
the thermal system, while soft particles from vibrational
modes are extracted from particle positions in the inher-
ent structures obtained by quenching to T = 0 [26].
The hyperplane that divides soft from hard particles
tells us which features of the local structural environ-
ment are important in distinguishing between the hard
and soft particles. To illustrate this, we focus on the
sheared d = 2 LJ glass at T = 0.1. The first set of struc-
ture functions, GXY (i;µ) defined in Eq. (1), has a familiar
physical interpretation in terms of the radial distribution
function: gXY (r) = limL!0hGXY (i; r)i/2⇡r. This family
of structure functions is essentially a parameterization of
a particle’s local contribution to g(r). In Fig. 3 we show
the approximations to various g(r) constructed in this
way, using L = 0.1 AA, for particles identified as hard
(black lines) and soft (red lines).
In all cases, we see that soft particles feature slightly
lower peaks and higher troughs in g(r). To see whether
this di↵erence is su cient to identify soft particles, we
expand our analysis beyond average values of GXY (i;µ),
to the distributions of the di↵erent structure functions.
In Fig. 4(a) we show the distribution of values of
GBA(i; r
AB
peak) where r
AB
peak is the location of the first peak
of gBA(r), for soft particles (red) and hard particles
(blue/green). While the distribution for soft particles
Figure 6.2: Probability that a particle of a given 2min value is soft. Th ve ti al dashed lines are
corresponding D2min,0 values. (a) The result for the pillar system, where dAA refers to the large
grain diameter (since this is a granular system with macroscopic grains, thermal fluctuations are
negligible). (b) The result of using an SVM trained at a temperature T (T = 0.1, 0.2, 0.3 and 0.4
shown in different colors ) to classify data at the same temperature for the d = 2 LJ glass. (c,d)
Results for species A and B, respectively, for the d = 3 system at T = 0.4, 0.5 and 0.6.
6.4 Results
W now test o classifying hyperplane on the three sys ems outlined above. For
each system we construct a test set of particles that were not used in training the
SVM; for the pillar this test set consists of 100,000 particle environments from many
snapshots of ten additional compression experiments. For the = 2 and d = 3
LJ glasses we use 2 × 107 and 75 × 107 unseen particle environments (composed
of each particle’s environment aggregated over every snapshot of the simulation)
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respectively. Fig. 6.8 (a)-(d) shows the probability, P (D2min), that a particle with
an observed value of D2min was identified as soft by our classification a priori for
each system. Fig 6.8 (c)-(d) treat the particles of species A and species B separately
for the d = 3 LJ glass. In all cases we see that P (D2min) rises with increasing plastic
activity, D2min. This implies that the particles identified as soft by the SVM are more
likely to be involved in plastic flow. For the granular pillar, 21% of the particles
are classified as soft, and these particles capture 80% of the rearrangements. For
the d = 2 and d = 3 LJ systems, these numbers are 26% and 73%, and 24% and
72%, respectively, at the highest temperatures studied. Thus, we consistently find
rearrangements to occur at soft particles about 3-4 times more frequently than if
the soft particles were randomly chosen. Finally, Fig. 6.8(b,c,d) show that P (D2min)
collapses for different T both for 2D and 3D systems, when D2min is scaled by Tσ
2
AA;
this scaling arises since for particles not undergoing rearrangement, D2min ∼ 〈v2〉 ∼ T
by the equipartition theorem [115].
Remarkably, our ability to identify soft particles does not decrease with increas-
ing temperature or dimension. For the d = 2 LJ system over the same temperature
range, the accuracy of the vibrational mode method decreases by over 50% [115].
The key difference between the two methods is that we construct local environ-
ments from the actual particle positions in snapshots of the thermal system, while
soft particles from vibrational modes are extracted from particle positions in the
inherent structures obtained by quenching to T = 0 [? ].
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FIG. 3. (color online) Radial distribution functions averaged
over hard (black lines) or soft (red lines) particles. gAB and
gBA of soft particles are not equal to each other since they
refer to di↵erent kinds of regions: neighbors of soft particles
from species A and neighbors of soft particles from species B,
respectively.
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FIG. 4. (color online) (a) Distribution of GAB(i; r
AB
peak), propor-
tional to the gaussian weighted density at rABpeak, for soft (red)
and hard (blue/green) particles. rABpeak corresponds to the first
peak of gAB or gBA. (b) Distribution of  
B
AB(i; 2.07 AA, 1, 2),
proportional to the density of neighbors with small bond an-
gles near a particle i, for soft (red) and hard (blue/green)
particles. The inset shows examples of configurations with
corresponding radial and bond orientation properties, where
dark (light) gray neighbors are of species A (B).
features a single peak, that for hard particles is bimodal.
This indicates the existence of (at least) two distinct
populations of hard particles which we divide into two
groups: one with GBA(i; r
AB
peak)/r < 1/2 (blue) that we will
call H0-type, and one with G
B
A(i; r
AB
peak)/r > 1/2 (green)
that we will call H1-type. Radial information therefore
distinguishes between soft particles andH1 hard particles
but not between soft and H0 hard particles.
We now consider the distribution of
 BAB(i; 2.07 AA, 1, 2) for soft particles (red), H0
hard particles (blue), and H1 hard particles (green),
shown in Fig. 3(c). Physically,  BAB(i; 2.07r
BA
peak, 1, 2)
is large when there are many pairs of neighbors of
the central particle that lie within a distance ⇠ with
small angles between them, such that one is of species
A and one is of species B. The soft particles fall into
a single category (one peak, red) while H0-type and
H1-type hard particles–defined from radial information
above–have very di↵erent distributions (blue and green
peaks). Unlike before, here the soft particles and the
H0 hard particles have very di↵erent distributions while
soft particles and H1 hard particles have similar distri-
butions. Bond-angle information therefore distinguishes
between soft particles and H0-type hard particles but
not between soft particles and H1-type hard particles.
To fully distinguish between soft and hard particles,
both radial and bond-angle information is needed. Soft
particles have environments that–at a minimum–have
fewer particles in their nearest neighbor shell and larger
angles between adjacent particles.
In summary, we have presented a novel ML method for
identifying flow defects in disordered solids. We note that
we have focused on the short-time correlation of struc-
ture with particle rearrangements. However, our method
should shed light on the connection between local struc-
tural evolution and the correlation of rearrangements in
time and space [31] over longer time scales in glassform-
ing liquids. We also note that we cannot predict the
specific particles that will participate in rearrangements
at a later time; rather, we identify a population of par-
ticles that are likely to rearrange. The latter quantity
is more useful in thermal and/or sheared systems, since
fluctuations lead to stochasticity in rearrangements.
Our method relies on local structure alone, and can
be applied directly to snapshots of experimental sys-
tems, in contrast to previous methods [12]. Our ap-
proach also scales linearly with the number of particles,
N , while vibrational mode approaches scale as N3. The
e cient identification of flow defects is critical to test-
ing phenomenological approaches to plasticity based on
flow defects [6, 32–34]. Previous applications of machine
learning methods in physics have focused on approxima-
tion [25, 35, 36] or on optimization and design tools [37–
40]. Our approach shows that such methods–designed for
detecting subtle correlations–can also be used directly to
gain conceptual understanding not achieved with conven-
tional approaches.
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Figure 6.3: Radial distributi n func on av raged over hard (black line ) or soft (red lines) parti-
cles. gAB and gBA of soft particles are not equal to each other since they refer to different kinds
of regions: neighbors of soft particles from species A and neighbors of soft particles from species
B, respectively.
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FIG. 3. (color online) Radial distribution functions averaged
over hard (black lines) or soft (red lines) particles. gAB and
gBA of soft particles are not equal to each other since they
refer to di↵erent kinds of regions: neighbors of soft particles
from species A and neighbors of soft particles from species B,
respectively.
0.0
0.25
0.5
0.75
1.0
4 8 12 16
P
GBA(i; rpeak)
0 0.2 0.4 0.6 0.8 1
 BBA(i; 2.07 AA, 1, 2)
FIG. 4. (color online) (a) Distribution of GAB(i; r
AB
peak), propor-
tional to the gaussian weighted density at rABpeak, for soft (red)
and hard (blue/green) particles. rABpeak corresponds to the first
peak of gAB or gBA. (b) Distribution of  
B
AB(i; 2.07 AA, 1, 2),
proportional to the density of neighbors with small bond an-
gles near a particle i, for soft (red) and hard (blue/green)
particles. The inset shows examples of configurations with
corresponding radial and bond orientation properties, where
dark (light) gray neighbors are of species A (B).
features a single peak, that for hard particles is bimodal.
This indicates the existence of (at least) two distinct
populations of hard particles which we divide into two
groups: one with GBA(i; r
AB
peak)/r < 1/2 (blue) that we will
call H0-type, and one with G
B
A(i; r
AB
peak)/r > 1/2 (green)
that we will call H1-type. Radial information therefore
distinguishes between soft particles andH1 hard particles
but not between soft and H0 hard particles.
We now consider the distribution of
 BAB(i; 2.07 AA, 1, 2) for soft particles (red), H0
hard particles (blue), and H1 hard particles (green),
shown in Fig. 3(c). Physically,  BAB(i; 2.07r
BA
peak, 1, 2)
is large when there are many pairs of neighbors of
the central particle that lie within a distance ⇠ with
small angles between them, such that one is of species
A and one is of species B. The soft particles fall into
a single category (one peak, red) while H0-type and
H1-type hard particles–defined from radial information
above–have very di↵erent distributions (blue and green
peaks). Unlike before, here the soft particles and the
H0 hard particles have very di↵erent distributions while
soft particles and H1 hard particles have similar distri-
butions. Bond-angle information therefore distinguishes
between soft particles and H0-type hard particles but
not between soft particles and H1-type hard particles.
To fully distinguish between soft and hard particles,
both radial and bond-angle information is needed. Soft
particles have environments that–at a minimum–have
fewer particles in their nearest neighbor shell and larger
angles between adjacent particles.
In summary, we have presented a novel ML method for
identifying flow defects in disordered solids. We note that
we have focused on the short-time correlation of struc-
ture with particle rearrangements. However, our method
should shed light on the connection between local struc-
tural evolution and the correlation of rearrangements in
time and space [31] over longer time scales in glassform-
ing liquids. We also note that we cannot predict the
specific particles that will participate in rearrangements
at a later time; rather, we identify a population of par-
ticles that are likely to rearrange. The latter quantity
is more useful in thermal and/or sheared systems, since
fluctuations lead to stochasticity in rearrangements.
Our method relies on local structure alone, and can
be applied directly to snapshots of experimental sys-
tems, in contrast to previous methods [12]. Our ap-
proach also scales linearly with the number of particles,
N , while vibrational mode approaches scale as N3. The
e cient identification of flow defects is critical to test-
ing phenomenological approaches to plasticity based on
flow defects [6, 32–34]. Previous applications of machine
learning methods in physics have focused on approxima-
tion [25, 35, 36] or on optimization and design tools [37–
40]. Our approach shows that such methods–designed for
detecting subtle correlations–can also be used directly to
gain conceptual understanding not achieved with conven-
tional approaches.
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Figure 6.4: (a) Distribution of GAB(i; r
AB
peak), proportional to the gaussian weighted density at r
AB
peak,
for soft (red) and hard (blue/green) particles. rABpeak corresponds to the first peak of gAB or gBA.
(b) Distribution of ΨBAB(i; 2.07σAA, 1, 2), proportional to the density of neighbors with small bond
angles near a particle i, for soft (red) and ha d (blue/gr en) particles. The inset shows examples
of configurations with corresponding radial and bond orientation properties, where dark (light)
gray neighbors are of species A (B).
6.5 Physical interpretation
The hyperplane that divides soft from hard particles tells us which features of
the local structural environment are important in distinguishing between the hard
and soft particles. To illustrate this, we focus on the sheared d = 2 LJ glass
at T = 0.1. The first set of structure functions, GXY (i;µ) defined in Eq. (6.2.1),
has a familiar physical interpretation in terms of the radial distribution function:
gXY (r) = limL→0〈GXY (i; r)〉/2pir. This family of structure functions is essentially
a parameterization of a particle’s local contribution to g(r). In Fig. 6.3 we show
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the approximations to various g(r) constructed in this way, using L = 0.1σAA, for
particles identified as hard (black lines) and soft (red lines).
In all cases, we see that soft particles feature slightly lower peaks and higher
troughs in g(r). To see whether this difference is sufficient to identify soft particles,
we expand our analysis beyond average values of GXY (i;µ), to the distributions
of the different structure functions. In Fig. 6.4(a) we show the distribution of
values of GBA(i; r
AB
peak) where r
AB
peak is the location of the first peak of gBA(r), for
soft particles (red) and hard particles (blue/green). While the distribution for soft
particles features a single peak, that for hard particles is bimodal. This indicates
the existence of (at least) two distinct populations of hard particles which we divide
into two groups: one with GBA(i; r
AB
peak)/r < 1/2 (blue) that we will call H0-type, and
one with GBA(i; r
AB
peak)/r > 1/2 (green) that we will call H1-type. Radial information
therefore distinguishes between soft particles and H1 hard particles but not between
soft and H0 hard particles.
We now consider the distribution of ΨBAB(i; 2.07σAA, 1, 2) for soft particles (red),
H0 hard particles (blue), and H1 hard particles (green), shown in Fig. 6.4(c).
Physically, ΨBAB(i; 2.07r
BA
peak, 1, 2) is large when there are many pairs of neighbors of
the central particle that lie within a distance ξ with small angles between them, such
that one is of species A and one is of species B. The soft particles fall into a single
category (one peak, red) while H0-type and H1-type hard particles–defined from
radial information above–have very different distributions (blue and green peaks).
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Unlike before, here the soft particles and the H0 hard particles have very different
distributions while soft particles and H1 hard particles have similar distributions.
Bond-angle information therefore distinguishes between soft particles and H0-type
hard particles but not between soft particles and H1-type hard particles. To fully
distinguish between soft and hard particles, both radial and bond-angle information
is needed. Soft particles have environments that–at a minimum–have fewer particles
in their nearest neighbor shell and larger angles between adjacent particles.
6.6 Discussion
In summary, we have presented a novel ML method for identifying flow defects in
disordered solids. We note that we have focused on the short-time correlation of
structure with particle rearrangements. However, our method should shed light on
the connection between local structural evolution and the correlation of rearrange-
ments in time and space [80] over longer time scales in glassforming liquids. We
also note that we cannot predict the specific particles that will participate in re-
arrangements at a later time; rather, we identify a population of particles that are
likely to rearrange. The latter quantity is more useful in thermal and/or sheared
systems, since fluctuations lead to stochasticity in rearrangements.
Our method relies on local structure alone, and can be applied directly to snap-
shots of experimental systems, in contrast to previous methods [93]. Our approach
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also scales linearly with the number of particles, N , while vibrational mode ap-
proaches scale as N3. The efficient identification of flow defects is critical to testing
phenomenological approaches to plasticity based on flow defects [21, 54, 88, 94].
Previous applications of machine learning methods in physics have focused on ap-
proximation [12, 69, 82] or on optimization and design tools [45, 55, 74, 102]. Our
approach shows that such methods–designed for detecting subtle correlations–can
also be used directly to gain conceptual understanding not achieved with conven-
tional approaches.
6.7 Appendix
6.7.1 Parameter selection
In this study we use a range of parameters µ, ξ, ζ, and λ to represent local structures.
For a particle of species X (where X is A or B) there will be two radial functions
GXA and G
X
B for each value of µ and three angular functions Ψ
X
AA, Ψ
X
AB, and Ψ
X
BB for
each triple (ξ, λ, ζ). We take µ between 0.3σAA and 5.0σAA in increments of 0.1σAA,
which gives a total of 94 radial structure functions per particle. For the angular
structure functions, the parameters ξ, ζ, and λ are shown in Table 6.1. We use a
total of 66 angular structure functions per particle. The classification accuracy is
not very sensitive to the number of structure functions, as long as enough structure
functions are included to describe the local neighborhood of particles.
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ξ"(σAA) ζ λ
1 14.633 1 .1
2 14.633 1 1
3 14.638 2 .1
4 14.638 2 1
5 2.554 1 .1
6 2.554 1 1
7 2.554 2 .1
8 2.554 2 1
9 1.648 1 1
10 1.648 2 1
11 1.204 1 1
12 1.204 2 1
13 1.204 4 1
14 1.204 16 1
15 0.933 1 1
16 0.933 2 1
17 0.933 4 1
18 0.933 16 1
19 0.695 1 1
20 0.695 2 1
21 0.695 4 1
22 0.695 16 1
Structure"function"parameters"for"ΨYZ
Table S1: Angular structure function parameters.
which is one if a particle i at time t is soft according to the QLM method and zero otherwise. We can
then consider the time-correlation functions CSS( t) = hS˜i(t)S˜i(t +  t)i, CSQ( t) = hS˜i(t)Q˜i(t +  t)i,
CQQ( t) = hQ˜i(t)Q˜i(t +  t)i, as well as the self-intermediate scattering functions Fs(q,  t). Here S˜i(t) =
(Si(t)   hSii)/
phS2i i   hSii2 and Q˜i(t) = (Qi(t)   hQii)/phQ2i i   hQii2 are constructed from Si(t) and
Qi(t) respectively to have zero mean and unit variance. We show a plot of these time correlation functions
in Fig. S3 and show that both the SVM and QVM soft particles remain correlated with themselves and one
another up until the timescale for structural relaxation in the system (as evidenced by the corresponding
decay of Fs(q, t).) We therefore conclude that both populations of soft particles typically pick out the same
structures.
We notice, however, that the absolute value of the cross-correlation function is quite low, where even at
the lowest temperature CSQ(2⌧) ' 0.17. We attribute this low value of the cross correlation to two primary
e↵ects: the first is the fact that the SVM method identifies a higher overall density of soft particles than
the QLM method with ⇢SS = 0.26 vs ⇢QQ = 0.18 which implies an upper bound on the cross correlation
of CSQ < 0.79. The second e↵ect is the presence of quadrupole tails in the QLM soft spots that arise from
the fact that in the harmonic approximation the system is an elastic medium. Thus, even though we expect
the two populations of soft particles to identify similar structures, we should not expect them to pick out
identical particles.
Finally, we notice that at very short times, t < 10⌧ , soft particles identified from the vibrational modes
feature higher autocorrelation those constructed from local structures, while at later times the latter struc-
tures are significantly more robust. To explain this phenomenon we note that QLM soft particles are derived
from the inherent structure positions while SVM soft particles are obtained from the thermal configuration
2
Table 6.1: Angular structure function parameters.
6.7.2 The selection of D2min,0
To justify our choice of D2min,0, we consider how the accuracy of the classification
depends on D2min,0 at T = 0.4 for the d = 2 LJ system. Fig. 6.5 shows that the
accuracy increases with D2min,0 until about D
2
min,0 = 0.3σ
2
AA, after which it appears
to level off. This is consistent with our choice of D2min,0 = 0.28σ
2
AA, which is also
consistent with the D2min threshold used to define rearrangements in Ref. [115].
This threshold value of D2min,0 = 0.28σ
2
AA corresponds to a non-affine displacement
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of order
√
D2min,0 = 0.53σAA. The D
2
min,0 for other temperatures were scaled linearly
with temperature, to give D2min,0(T ) ≡ 0.7Tσ2AA.
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Figure 6.5: Identification accuracy over all hard and soft particles in the test set, as a function of
D2min,0 in units of σAA.
6.7.3 Comparison with soft particles identified using low-frequency quasi-
localized vibrational modes
Here we compare the soft particles identified from local structures using the SVM
method presented here (which we will refer to as SVM soft particles), with particles
in soft spots identified from the low-frequency quasi-localized vibrational modes
(QLM soft particles). The latter have already been shown to correlate with plas-
ticity in amorphous solids [29, 30, 93, 109, 115]. To compare SVM and QLM soft
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particles, we obtain inherent structures for the sheared Lennard-Jones system by
minimizing the energy from thermal snapshots taken every 2τ . Following the pro-
cedure in [115], we construct a population of soft particles from the quasi-localized
low-frequency vibrational modes about its inherent structure. A comparison of the
two soft-particle populations is shown in Fig. 6.6.
To compare the two soft-particle populations quantitatively, we construct two
projection operators: Si(t) which is one if a particle i at time t is soft accord-
ing to the SVM approach and zero otherwise, and Qi(t) which is one if a particle
i at time t is soft according to the QLM method and zero otherwise. We can
then consider the time-correlation functions CSS(δt) = 〈S˜i(t)S˜i(t+ δt)〉, CSQ(δt) =
〈S˜i(t)Q˜i(t+ δt)〉, CQQ(δt) = 〈Q˜i(t)Q˜i(t+ δt)〉, as well as the self-intermediate scat-
tering functions Fs(q, δt). Here S˜i(t) = (Si(t) − 〈Si〉)/
√〈S2i 〉 − 〈Si〉2 and Q˜i(t) =
(Qi(t) − 〈Qi〉)/
√〈Q2i 〉 − 〈Qi〉2 are constructed from Si(t) and Qi(t) respectively
to have zero mean and unit variance. We show a plot of these time correlation
functions in Fig. 6.7 and show that both the SVM and QVM soft particles remain
correlated with themselves and one another up until the timescale for structural
relaxation in the system (as evidenced by the corresponding decay of Fs(q, t).) We
therefore conclude that both populations of soft particles typically pick out the
same structures.
We notice, however, that the absolute value of the cross-correlation function is
quite low, where even at the lowest temperature CSQ(2τ) ' 0.17. We attribute this
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low value of the cross correlation to two primary effects: the first is the fact that
the SVM method identifies a higher overall density of soft particles than the QLM
method with ρSS = 0.26 vs ρQQ = 0.18. This implies an upper bound on the cross
correlation of CSQ < 0.79. The second effect is the presence of quadrupole tails in
the QLM soft spots that arise from the fact that in the harmonic approximation
the system is an elastic medium. Thus, even though we expect the two populations
of soft particles to identify similar structures, we should not expect them to pick
out identical particles.
Finally, we notice that at very short times, t < 10τ , soft particles identified from
the vibrational modes feature higher autocorrelation those constructed from local
structures, while at later times the latter structures are significantly more robust.
To explain this phenomenon we note that QLM soft particles are derived from the
inherent structure positions while SVM soft particles are obtained from the thermal
configuration of the system. Therefore, we attribute the initial decorrelation of the
structural soft particles to thermal fluctuations of the local structures.
6.7.4 Prediction accuracy at different temperatures
The probability that a rearranging particle is soft is independent of temperature
from T = 0.1 to T = 0.4. However, the corresponding probability decreases by more
than a half when the soft particles are identified from the quasi localized vibrational
modes (QLM method) [115]. Part of this difference arises the fact that QLM soft
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Figure 6.6: Comparison of soft particles computed using local structures (black) and low-frequency
vibrational modes (red) for the Lennard-Jones system at T = 0.1.
particles are extracted from the inherent structures of the system, whereas SVM
soft particles are identified from thermal configurations.
To study the effect of this difference, we constructed a classification using the
SVM method based on particle positions in the inherent structures (the same struc-
tures used to find the soft spots from the QLM method). We find that the ability
to predict rearranging particles was reduced by 14% at higher temperatures (the
probability that a rearranging particle is soft drops from 76% to 62%) as seen in
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Figure 6.7: A quantitative comparison of soft particles identified using the SVM method with those
identified using the low-frequency vibrational modes of the inherent structure (QLM method). In
all plots the color indicates temperature with blue at T = 0.1 and red at T = 0.4. (a) shows the self
intermediate scattering function, Fs(q, t) as a function of time where q = qmax is the wavevector
at the first peak of S(q). (b) shows the autocorrelation of QLM soft particles, identified from low-
frequency vibrational modes. (c) shows the cross-correlation between soft particles identified using
the QLM and SVM methods. (d) shows the autocorrelation of SVM soft particles identified from
local structures. We see that all curves are qualitatively similar and decay to zero at approximately
the same time.
Fig. 6.8. This implies that there is important structural information in snapshots
of the thermal system that is lost in the inherent structures.
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Figure S4: Probability that a particle of a given D2min value is soft. Here the soft particles are classified (in
other words, the SVM is trained) using the inherent structures of the configuration. The vertical dashed line
is D2min,0. Here we show that as temperature increases the predictive power of the SVM degrades. This is
contrasted with an SVM trained on thermal configurations, whose prediction accuracy does not depend on
temperature (Fig. 2(a)).
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Figure 6.8: Probability that a particle of a given D2min value is soft. Here the soft particles are
classified (in other ords, t e SVM is trained) using the inherent structures of the configuration.
The vertical dashed line is D2min,0. Here we show that as temperat re increases the predictive
power of the SVM degrades. This is contrasted with an SVM trained on thermal configurations,
whose prediction accuracy does not depend on temperature.
6.7.5 Generalizability of classification to different temperatures
It is interesting to ask if the local environments characterizing soft particles change
as a function of temperature, or equivalently, whether the dividing hyperplane de-
pends on temperature. We tested the temperature sensitivity of the hyperplane that
divides soft from hard particles by using the hyperplane constructed at T = 0.4 to
classify particles at the other three temperatures studied. The results of this proce-
dure are shown in Fig. 6.9 (a). First, we notice that at all temperatures considered,
P is once again an increasing function of D2min. This implies that a hyperplane
constructed at one temperature can be applied successfully over a range of temper-
atures. However, the correlation (and thus the accuracy of our method) decreases
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at temperatures farther away from the training temperature Fig. 6.9 (b). Thus,
structural similarities in the environment of soft particles persist over a wide range
of temperatures, but decrease with increasing temperature difference.
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Figure 6.9: (a) Probability that a particle of a given D2min value is soft. The vertical dashed line
is D2min,0. Here we show the result of using an SVM trained at T = 0.4 to classify data at all
temperatures. (b) Same as (a) but with D2min is scaled by corresponding T .
6.7.6 Optimization of SVM parameters
The training set is given by {(F1, y1) , ..., (FN , yN)}, where Fi =
{
F 1i , ..., F
M
i
}
are
the values of the structure functions that describe the local neighborhood of particle
i. yi = 1 if the neighborhood i rearranges within time ∆t, and yi = −1 otherwise.
We aim to find a hyperplane w ·F − b = 0 that separates the points with different
yi.
The SVM algorithm was implemented using the LIBSVM package [25]. Due to
the stochastic nature of rearrangements (i.e. not all soft particles rearrange at every
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time interval) there does not exist a hyperplane that perfectly separates the two
different classes. For this reason, a penalty parameter C is introduced, and we find
the optimal hyperplane equation by minimizing
1
2
wT ·w + C
N∑
i=1
ξi, (6.7.1)
subject to the constraint that yi ·
(
wT · φ(Fi) + b
) ≥ 1 − ξi and ξi ≥ 0. When
solved in the dual form, φ(Fi) is not explicitly needed. Instead, the kernel func-
tion defined by K(Fi,Fj) = φ(Fi) · φ(Fj) is sufficient. In this study, we tried
the linear (K(Fi,Fj) = Fi · Fj) and radial basis function kernels (K(Fi,Fj) =
exp {−γ||Fi − Fj||2}). The tunable parameters for both the linear and the RBF
kernels were optimized through cross-validation in order to obtain the best gener-
alizability. Through exhaustive search, we found that for the optimal parameters γ
and C, the linear kernel performed as well as the RBF kernel. For this reason we
use the linear kernel for all of the results presented here. For the linear kernel, we
find that the results are not very sensitive to the tuning parameter for sufficiently
large C (C > 0.1), for both the LJ glass and pillar systems. In all cases, we used
C = 1 in our calculations. Fig. 6.10 shows that the fraction of misclassified soft and
hard particles decreases with increasing C, as expected.
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Figure 6.10: Fraction of misclassified soft and hard particles at different C values.
6.7.7 Optimization of training set size
To determine the size of the training set needed to achieve a good classifier, we
trained SVMs on sets of different sizes and applied the SVM to a test set of 10,000
points, for the d = 3 LJ glass. Fig. 6.11 shows that for training sets with fewer
than 12,000 points, the accuracy of classification on the training set is higher than
for the test set, which indicates overfitting. However, for training sets with more
than 12,000 points, the test set accuracy is maximized. Furthermore, the test set
accuracy is equal to the training set accuracy, which is optimal.
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Figure 6.11: Classification accuracy on the training and the test set as a function of training set
size.
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Chapter 7
A structural approach to
relaxation in glassy liquids
7.1 Introduction
When a liquid freezes, a change in the local atomic structure marks the transition to
the crystal. When a liquid is cooled to form a glass, however, no noticeable struc-
tural change marks the glass transition. Indeed, characteristic features of glassy
dynamics that appear below an onset temperature, T0, [4, 47, 111] are qualitatively
captured by mean field theory [16, 26, 100], which assumes uniform local structure
at all temperatures. Even studies of more realistic systems have found only weak
correlations between structure and dynamics [15, 64, 75, 93, 110]. This begs the
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question: is structure important to glassy dynamics in three dimensions? Here, we
answer this question affirmatively by using machine learning methods to identify a
new field, that we call softness, which characterizes local structure and is strongly
correlated with rearrangement dynamics. We find that the onset of glassy dynamics
at T0 is marked by the onset of correlations between softness (i.e. structure) and
dynamics. Moreover, we use softness to construct a simple model of slow glassy
relaxation that is in excellent agreement with our simulation results, showing that
a theory of the evolution of softness in time would constitute a theory of glassy
dynamics.
7.2 Results and Discussion
To look for correlations between structure and dynamics, one typically tries to find a
quantity that encapsulates the important physics, such as free volume, bond orien-
tational order, locally preferred structure, etc. In contrast to this approach, we use
a machine learning method designed to find a structural quantity that is strongly
correlated with dynamics. Earlier, we applied this approach to the simpler problem
of classifying particles as being “soft” if they are likely to rearrange or “hard” other-
wise [43]. We describe a particle’s local structural environment with M “structure
functions” [11] that respect the overall isotropic symmetry of the system and in-
clude radial density and bond angle information. We then define an M -dimensional
space, RM , with an orthogonal axis for each structure function. The local structural
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environment of a particle i is thus encoded as a point in M -dimensional space. We
assemble a “training set” from molecular dynamics simulations consisting of equal
numbers of “soft” particles that are about to rearrange and “hard” particles have
not rearranged in a time τα preceding their structural characterization, and find
the best hyperplane separating the two groups using the support vector machines
(SVM) method [25, 37]. Finally, we define the softness Si, of particle i as the short-
est distance between its position in RM and the hyperplane, where Si > 0 if i lies on
the soft side of the hyperplane and Si < 0 otherwise. Note that we can deduce the
most important structural features contributing to softness by training on fewer
structure functions and examining the projection of the hyperplane normal onto
each orthogonal structure function axis. Both analyses yield a consistent picture
(see the appendix): the most important features are the first peaks of the radial
distribution functions, and angular structure functions can be neglected with little
cost to prediction accuracy.
We study a 10,000-particle 80:20 bidisperse Kob-Andersen Lennard-Jones glass [84]
in d = 3 at different densities ρ and temperatures T above its dynamical glass tran-
sition temperature. All results are for particles of species A only. However, the
results are qualitatively the same for particles of both species. At each density we
select a training set of 6, 000 particles, taken from a molecular dynamics trajec-
tory at the lowest T studied, to construct a hyperplane in RM . We then use this
hyperplane to calculate Si(t) for each particle i at each time t during an interval
of 30, 000τ at each ρ and T . Fig. 7.2 (a) is a snapshot with particles colored ac-
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Figure 7.1: The characteristics of the softness field. a, A snapshot of the system at T = 0.47 and
ρ = 1.20 with particles colored according to their softness from red (soft) to blue (hard). b, The
distribution of softness of all particles in the system (black) and of those particles that are about
rearrange (red). 90% of the particles that are about to rearrange have S > 0 (shaded region).
None of the data included in this plot were in the training set.
cording to their softness. Evidently, S has strong spatial correlations. Fig. 7.2 (b)
shows the distribution of softness, P (S), and the distribution of softness for parti-
cles just before they go through a rearrangement, P (S|R). We see that 90% of the
particles that undergo rearrangements have S > 0. Softness is therefore a highly
accurate predictor of rearrangements. We have also tested other sets of structure
functions (see appendix) and found nearly identical accuracy. Softness is therefore
a highly accurate predictor of rearrangements that is reasonably robust to the set
of structure functions chosen
We next show that the probability that particles rearrange is a function of their
softness. This probability is calculated as the fraction of particles of a softness, S,
that are rearranging at a given time, PR(S). We plot PR(S) in Fig. 7.2 (a) in solid
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lines at temperatures ranging from T = 0.47 (blue) to T = 0.58 (red). At each T we
see that PR(S) is a strong function of softness, increasing by several orders of mag-
nitude, especially at the lower temperatures, in the range S = −3 to S = 3. When
PR(S) is plotted as a function of 1/T for several values of softness, Fig. 7.2 (b),
the probability that a particle of softness S will rearrange has Arrhenius behavior,
PR(S) = P0(S) exp(−∆E(S)/T ) where P0(S) and ∆E(S) depend on S. Confirm-
ing this observation, PR(S)/P0(S) collapses over many orders of magnitude for all
temperatures when plotted against ∆E(S)/T , as shown in the inset of Fig. 7.2(b).
An Arrhenius form emerges when a kinetic process depends on a single energy
scale ∆E(S). In Fig. 7.2 (c) we plot ∆E(S) and Σ(S) ≡ lnP0(S) vs. S. Both
terms depend nearly linearly on S: ∆E = e0 − e1S and Σ = Σ0 − Σ1S where all
four coefficients are positive and independent of T .. Our results are consistent with
the interpretation that at low temperatures, harder regions of the glassy liquid with
higher energy barriers are frozen out while softer regions are not, leading to hetero-
geneous dynamics. These heterogeneities smooth out with increasing temperature,
and vanish altogether once PR(S) no longer depends on softness. This occurs at the
temperature T0 where the softness dependence of Σ exactly cancels that of ∆E/T0
and so T0 = e1/Σ1. By definition, T0 is the onset temperature. This result can
also be seen visually in Fig. 7.2 (b) where the different Arrhenius predictions for
PR(S) all intersect at a single temperature, T0, where the probability of rearrange-
ment will be independent of softness. In Fig. 7.2 (d) we compare our prediction for
the onset temperature T0 to values of T
m
0 measured by Keys et al. [80] at different
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Figure 7.2: The relationship between softness and dynamics. (a) The probability that parti-
cles rearrange as a function of their softness, PR(S), for temperatures T =0.47, 0.53, and 0.58
plotted in blue to red. Solid lines are measurements from molecular dynamics trajectories (solid
lines). Dashed lines present the probability computed using the Arrhenius form for PR(S) (dashed
lines). Points represent the probabilities calculated from the zero-time derivative of the overlap,
−dq(S, t)/dt at T = 0.47 and T = 0.58. (b) PR(S) as a function of 1/T for 5 different softness
values from S ∼ −3 (blue) to S ∼ 3 (red). The inset shows the collapse of these probabilities when
PR/P0 is plotted against ∆E/T . (c) ∆E and Σ, where PR(S) = exp(Σ−∆E/T ), vs. softness S.
(d) predicted onset temperature T0 vs. T
m
0 , onset temperature measured by Keys, et al. [80], for
densities ρ = 1.15, 1.20, 1.25, 1.30. The straight line corresponds to T0 = T
m
0 .
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Figure 7.3: Overlap calculated from softness a, Solids lines are the measured overlap function,
for temperatures T = 0.45, 0.47, 0.53, 0.58, 0.63, and 0.70, from blue to red, respectively. The
dashed lines in the insets show predictions assuming each Arrhenius process is independent of one
another. (b), The solid lines in the insets are the same as in (a). Dashed lines are predictions
for the overlap function from PR(S) including changes in the softness field induced by spatial
correlation between rearranging particles.
densities. The excellent agreement between our predicted onset temperatures and
the measured values implies that the onset of glassy dynamics at T = T0 coincides
with the onset of correlations between structure (softness) and dynamics.
We explore next the relationship between softness and the nonexponential decay
of the overlap function
q(t) =
1
N
∑
i
Θ(|ri(t)− ri(0)| − a)
where N is the number of particles in the system, ri is the position of particle i, and
Θ is the Heaviside function. We take a = 0.5 [79]. In Fig. 7.3 (a)-(b) we plot the
overlap function for different temperatures at ρ = 1.20. Our aim is to understand
the form of the decay of q(t) from the behavior of the rearrangement probability,
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PR(S). To begin, we define the contribution to the overlap from particles whose
softness was initially S at t = 0, q(S, t). The total overlap is q(t) =
∫
dSq(S, t)P (S).
Because q(S, t) is the fraction of particles with initial softness S that have not
rearranged after a time t, we expect dq(S,t)
dt
|t=0 = −caPR(S) (see appendix for details)
where ca is the fraction of rearrangements that displace particles by more than a.
This is indeed the case, as is evident from the data in Fig. 7.2 (a), when dq(S,t)
dt
|t=0
(points) is overlaid with PR(S) (solid lines).
If we now assume that each particle rearranges with probability PR(S) as an
independent Arrhenius process according to Fig. 7.2, then we can predict the decay
of q(S, t) using a simple discrete model: it can be written in terms of the prob-
ability that a particle of softness S does not rearrange for t − 1 timesteps before
finally rearranging at time t, (1 − PR(S))t−1PR(S). The resulting prediction for
q(t) (dashed) is shown in Fig. 7.3 (a) for several different temperatures. While the
prediction is not poor, its accuracy decreases at longer times, particularly at lower
temperatures.
We now show that the discrepancy between our naive theory and the decay of
q(t) primarily results from a crucial neglected feature: even if a given particle does
not rearrange, its local structural environment –and therefore its softness– can be
altered if nearby particles rearrange. This physics is reminiscent of facilitation.
To take this facilitation into account, we calculate the “softness propagator”,
G(S, S0, t), that is, the distribution of softness at time t for particles that start
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Figure 7.4: Time evolution of softness. (a) The stochastic evolution of softness in time as seen in
through the evolution of the Gaussian approximation to the distribution of softness. (b) The time
evolution of the softness distribution for a collection of particles with initial softness S0 ∼ −3 from
t = 0 (blue) to t = 1000τ (pink). Points are the measured histogram values, and the dashed lines
are Gaussian approximations to the distribution. (c) The time evolution of the average softness
for particles that start from several softness values ranging from S0 ∼ −3 (blue) to S0 ∼ 3 (red).
with a softness S0 at t = 0 and move less than a distance a after a time t (i.e.
that do not rearrange in a time t). Fig. 7.4 (a) shows a Gaussian approximation
to G(S, S0 = −3, t). We see that G(S, S0, t) is sharply peaked around S0 at small
t but widens and shifts with increasing t reminiscent of directed diffusion. Fig. 7.4
(b) shows G(S, S0 = −3, t) at several different times, where points are measured
probabilities and dashed lines are their Gaussian approximations. In Fig. 7.4 (c) we
plot the mean softness evaluated as 〈S(t)〉S0 =
∫
dSSG(S, S0, t) for several different
values of S0. For each S0 the average softness of particles evolves towards the mean
of the equilibrium softness distribution over a time period of approximately τα.
The softness propagator is evaluated only for particles that have not rearranged, so
Fig. 7.4 shows that rearrangements of nearby particles affect a particle’s softness
significantly.
Our first naive prediction based on the assumption that particles rearrange in-
dependently corresponds to G(S, S0, t) = δ(S − S0). We refine our theory by using
180
the actual softness propagator in connecting the probability of rearranging, PR(S),
with the overlap q(S, t) (see appedix). For ease of calculation, we approximate
G(S, S0, t) as a Gaussian distribution in S and calculate its mean and variance as
functions of S0 and t from simulated data. The resulting prediction for the overlap
is shown in Fig. 7.3 (b). The agreement with the actual q(t) is excellent, suggesting
that an understanding of the time evolution of the softness field, or equivalently of
the softness propagator, would suffice to understand the non-exponential decay of
the overlap function.
Our results show that there is structure hidden in the disorder of glassy liquids.
This structure can be quantified by softness, which controls glassy dynamics at
temperatures below T0. According to our analysis, simple Arrhenius relaxation for
each softness, coupled with the time evolution of softness, leads to the observed
slow, non-exponential relaxation dynamics of glassy liquids below T0. Thus, our
results suggest that the challenge of understanding glass transition dynamics can
be reframed as the challenge of understanding the evolution of softness.
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Table 7.1: Number densities and temperatures studied. Each column contains the temperatures
studied for a given number density ρ.
ρ 1.15 1.20 1.25 1.30
T 0.37 0.47 0.58 0.70
0.42 0.51 0.61 0.75
0.45 0.53 0.69 0.84
0.52 0.56 0.76 0.92
0.58 0.97 1.12
0.70 0.97
7.3 Methods
7.3.1 System information
We study a 10,000-particle Kob-Andersen model, a 80:20 binary LJ mixture [84]
with parameters: σAA = 1.0, σAB = 0.8, σBB = 0.88, AA = 1.0, AB = 1.5,
BB = 0.5. Time is measured in units of τ =
√
AA/σ2AA and the Boltzmann con-
stant is kB = 1. We cut off the LJ potential at 2.5σAA and smooth the potential so
that force varies continuously. This mixture has been characterized extensively. In
particular, we compare our predictions to the measurements of the onset temper-
ature in Keys et al. [80]. Simulations were done using LAMMPS [104] in an NVT
ensemble with a Nose´-Hoover thermostat and a timestep of 0.0025τ . We output
states every τ and quench them to their nearest inherent structure using a combi-
nation of conjugate gradient and FIRE algorithms. Throughout this study we use
inherent structure positions. However, qualitatively similar results can be obtained
using time averaged positions. We study this system over the temperatures and
number densities listed in Table 7.1.
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7.3.2 Identifying rearrangements
We adapt a method first proposed by Candelier et al.[24, 125]. A timescale tR = 10τ
is chosen to be commensurate with the amount of time the system takes to complete
a rearrangement. Then two time intervals are defined as A = [t − tR/2, t] and
B = [t, t+ tR/2]. An indicator function can then be written as,
phop(t) =
√
〈(~ri − 〈~ri〉B)2〉A〈(~ri − 〈~ri〉A)2〉B (7.3.1)
where 〈〉A and 〈〉B are averages over the intervals A and B respectively. phop is large
when the mean position of a particle changes appreciably. Otherwise, it is similar
in magnitude to the variance in particle positions due to noise from the inherent
structure calculation.
To find rearrangements we restrict our attention to events in which phop exceeds
a threshold of 0.05, that is large compared to the scale of fluctuations in particle
positions but small compared to the typical value of phop during a rearrangement.
As discussed in the appendix, we define rearrangements to be those events with
p∗hop > pc = 0.2. Changing this cutoff affects the results only quantitatively and
manifests itself primarily as a shift in the energy scale, ∆E that is approximately
logarithmic in the cutoff. This agrees with the observations of Keys et al. [80] who
saw a similar logarithmic shift in the energy scale governing rearrangements with
the size of the rearrangements.
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Note that rearrangements defined using phop result in particle displacements that
follow a distribution that depends on the cutoff pc used. This pc dependence needs
to be addressed when comparing the probability of rearrangement to the overlap
function and its derivative, which are defined in terms of a length scale a. To do
this, we multiply PR by a temperature-independent constant ca, namely the fraction
of rearrangements that displace particles by more than a.
7.3.3 Computing softness
We have made two improvements that greatly increased the prediction accuracy
for rearrangements compared to Ref. [43]. First, we identified rearrangements more
carefully, as detailed above. Second, we defined our training sets more carefully.
Each training set contains 6000 particles that rearrange in the next time step, each
labeled with ri = 1, as well as 6000 particles that have not rearranged for a time
τα before the structure was calculated, each labeled with ri = 0. These particles
were chosen randomly from the set of all particles satisfying these conditions from
MD simulations at a low temperature. Then, a training set of N particles can be
written as {(F1, r1) , ..., (FN , rN)}, where Fi =
{
F 1i , ..., F
M
i
}
are the the M structure
functions that describe the local neighborhood of particle i [43]. We then use an
SVM to find the hyperplane w · F − b = 0 that separates the points with ri = 1
from those with ri = 0. This hyperplane is used on the rest of the data to reach
the results reported.
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The SVM is trained, that is, the hyperplane is constructed, on the binary variable
r using the LIBSVM package [25]. It is not possible to find a hyperplane that
perfectly separates the two different classes. We use a penalty parameter C and
find the optimal hyperplane equation by minimizing
1
2
wT ·w + C
N∑
i=1
ξi, (7.3.2)
with the constraint yi ·
(
wT · Fi + b
) ≥ 1 − ξi and ξi ≥ 0. The C parameter was
chosen through cross-validation [43]. The hyperplane obtained from this training
can be used to classify a new particle neighborhood, Fn, as soft or hard. Fn is soft
if w · Fn − b > 0, and hard otherwise. The continuous variable softness is defined
by Sn = w · Fn − b. Training a neural network to classify soft and hard particles,
and using the output from the hidden layer of the neural network as softness, yields
similar results. Here we use only the SVM approach.
7.4 Appendix
7.4.1 A characterization of rearrangements through phop
As discussed in the main text, we identify rearrangements using the quantity phop.
To define phop we first introduce a timescale tR = 10τ that is chosen to be commen-
surate with the amount of time the system takes to complete a rearrangement. Two
time intervals are defined as A = [t − tR/2, t] and B = [t, t + tR/2]. An indicator
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function can then be written as,
phop(t) =
√
〈(~ri − 〈~ri〉B)2〉A〈(~ri − 〈~ri〉A)2〉B (7.4.1)
where 〈〉A and 〈〉B are averages over the intervals A and B respectively.
When a particle is caged, phop is comparable in magnitude to the variance of
a particle’s position in its cage. If phop exceeds a threshold value we say that an
event (a potential rearrangement) has occurred. We take this threshold to be 0.05,
which is large compared to typical fluctuations of the particle in its cage. During an
event, phop rises above the threshold at some time t1 (the start of the event), attains
some maximum value p∗hop, then drops below the threshold at a time t2 (the end of
the event). For each event we calculate the displacement of the particle during the
event, |∆r| = |rt(t2) − ri(t1)|, as well as the duration of the event, ∆t = t2 − t1.
The latter quantity is related to the instanton time identified by Keys et al. [80].
Some typical events are shown in fig. 7.5.
At each temperature, events corresponding to a particular value of p∗hop are char-
acterized by distributions of ∆t and |∆r|. These are shown for several values of
p∗hop at T = 0.47 in fig. 7.6. Generically, we see that the displacements and dura-
tion of events grow with increasing p∗hop. We refer to the average displacement and
timescale at a specific phop as 〈|∆r|〉 and 〈∆t〉 respectively.
The fact that events of a particular value of p∗hop have a distribution of displace-
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Figure 7.5: The typical trajectory of a particle at T = 0.47 and ρ = 1.20. (a) The values of phop
over the course of the timeseries that contains three events. (b) The distance the particle has
moved from its initial position over time. In green and red dashed lines indicate the beginning
and end, respectively, of the events that we identify. Notice the clear separation of scales between
events and the rest of the trajectory.
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Figure 7.6: The characteristic size and timescale of events (potential rearrangements). (a) The
distribution of displacements experienced by particles during rearrangements with p∗hop ≈ 0.05,
0.15, 0.25, and 0.35 at T = 0.47 from black to red respectively. (b) The distribution of durations
of displacements observed at the same values of p∗hop as in (a).
ments is relevant when we compare the probability of rearrangement, PR(S), with
the derivative of the overlap dq/dt. Since the former is defined in terms of p∗hop
and the latter in terms of a distance a we must multiply PR(S) by the fraction of
rearrangements in which particles move at least a distance a.
We now consider the dependence of 〈|∆r|〉 and 〈∆t〉 on temperature. In fig. 7.7
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(a) we show the dependence of 〈|∆r|〉 on both p∗hop and temperature. We see that at
all temperatures 〈|∆r|〉 increases nearly linearly with p∗hop. This dependence allows
us to use p∗hop as a proxy for the scale of events. We note that the average size of
events depends only weakly on temperature.
In fig. 7.7 (b) we show how 〈∆t〉 depends on temperature and p∗hop. We see
that there is a relatively strong dependence of the duration of events on p∗hop until
p∗hop reaches approximately 0.2, at which point (especially at low temperatures) it
saturates at a time scale that we call τR(T ). We note that τR(T ) is the average
duration of rearrangements at a temperature T (or the average instanton time of
Keys et al. [80].) At low temperatures, τR(T ) depends only weakly on temperature,
but it increases with temperature. This time scale is important to the calculation
of the evolution of the overlap parameter, as we will explain below.
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Figure 7.7: The average size and timescale of events. (a) The average size of events as a function of
p∗hop at temperatures T = 0.45, 0.47, 0.51, 0.53, 0.56, 0.58, 0.63, 0.70 from blue to red respectively.
The average durations of events for the same temperatures as in (a).
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7.4.2 Selection of the rearrangement cutoff
In the main text only those events with p∗hop > pc = 0.2 are considered to be rear-
rangements. Here we motivate this choice and explore how the Arrhenius processes
that we identified in the text are affected by the cutoff. Fig. 7.8 shows the fraction
of rearranging particles as a function of the cutoff pc that are correctly identified as
soft (i.e. that have S > 0) by the SVM at T = 0.47. We see that this prediction
accuracy increases with pc, saturating at pc ≈ 0.2, where the fraction of correctly
identified particles reaches a plateau of about 90%. This is reminiscent of the be-
havior of the duration of an event, which also becomes independent of p∗hop ≈ 0.2
(fig. 7.7 (b)). It therefore seems reasonable to consider as rearrangements only those
events that exceed pc ≈ 0.2.
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Figure 7.8: The fraction of rearranging particles that were correctly identified as soft as a function
of pc at T = 0.47 and ρ = 1.20. A line guiding the eye is drawn at p
∗
hop = 0.2.
We now explore the relationship between the cutoff pc and the energy and en-
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tropy scales extracted from the Arrhenius form. Fig. 7.9 (a) shows the energy scale
as a function of softness for several different cutoffs. We see that the energy scales
extracted from rearrangements at different cutoffs all have the same slope but ex-
perience a shift that is cutoff dependent. By contrast if we consider fig. 7.9 (b)
we notice that the entropy scale is virtually independent of softness in both its
slope and shift. The fact that both the entropy and the energy scale identically
with softness regardless of cutoff implies that the onset temperature is the same for
rearrangements of all scales.
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Figure 7.9: The dependence of the energy and entropy scales on the cutoff pc. (a) The energy
scale as extracted from the Arrhenius form for rearrangements with cutoffs pc =0.05, 0.08, 0.11,
0.14, 0.17, 0.20, 0.23, 0.26, 0.29, 0.32 from black (lowest) to red (highest). (b) The entropy scale
for the same cutoffs as in (a).
The fact that the energy experiences a shift that depends on the size of rear-
rangements is reminiscent of a similar shift in the energy of excitations, as a function
of their size, that has previously been observed in glassy liquids [80]. In fig. 7.10
we show that the dependence of the shift in the energy on the the cutoff is approx-
imately logarithmic, in agreement with Ref. [80]. We therefore conclude that our
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choice of cutoff affects our results only through a shift of the the energy scale that
can be accounted for by the fact that the rearrangement size depends linearly on
the cutoff.
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Figure 7.10: The shift in the energy scale as a function of the logarithm of the cutoff.
7.4.3 Directional Correlation:
We compute the directional correlation between the gradient of the softness field,
∇S defined by,
∇Si =
∑
j
(Sj − Si)Rij
|Rij|
and particle displacements during a rearrangement ∆ri. Here the sum runs of
particles within a cutoff volume. We define ∆ri for a rearrangement occurring at
tpeak by
∆ri = ri(tpeak + ∆t)− ri(tpeak −∆t).
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We then consider cos θ = ∇Si · ∆ri/|∇Si||∆ri|. In fig. 7.11 we plot 〈cos θ〉 as a
function of the normalization constant in the denominator. Thus we see that larger
rearrangements in an region of high gradient tend to move in the direction of the
gradient of the softness field.
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Figure 7.11: (a) The degree of directional correlation between displacements during a rearrange-
ment and the gradient of the softness field. (b) The PDF of cos θ for increasing values of |∆r||∇S|
from low (blue) to high (red).
7.4.4 Nonlinear softness dependence of ∆E and logP0
In the main text we show that the energy scale and the entropy depend nearly
linearly on softness. At large values of S, however, both the energy and the en-
tropy deviate slightly from the linear prediction. This effect is shown in fig. 7.12.
Intuitively, this must be the case as there must be a lowest energy barrier in the
system and this energy barrier must be positive by construction. Mathematically,
this must also be the case since the probability of a rearrangement can never exceed
192
one. This effect becomes important, in particular, when we compute the average
probability of rearrangement by integrating the product of PR(S) and a Gaussian
distribution. In this case, if the deviation from linear scaling is neglected, the in-
tegral can become dominated by the unphysical regime where the distribution is
small but PR(S)  1. To correct this problem we do not make any assumptions
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Figure 7.12: The deviation of the energy scale ∆E(S) from linear behavior in S at T = 0.47 and
ρ = 1.20.
about the functional form of ∆E(S) and logP0(S) at large S. We instead fit the
data including a quadratic term, E(S) = E0 + E1S + E2S
2 to ensure convergence
of integrals. Typically E2 is about an order of magnitude smaller than E1.
7.4.5 The fraction of irreversible rearrangements
Here we examine how the fraction of irreversible rearrangements changes with tem-
perature. To compute the fraction of rearrangements of a scale a = 0.5 that are
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irreversible we begin by computing a running average of particle displacements from
their t = 0 positions. We choose the averaging window such that it is large com-
pared to τR(T ) but its size has a very weak impact on the results. We then count
what fraction of particles’ average displacements exceed a and then return to within
a distance b = 0.2 of their starting position. Again, the results depend very weakly
on the choice of b. These are the reversible rearrangements.
In fig. 7.13 (a) we show the fraction of rearrangements that are irreversible, firrev
as a function of softness at different temperatures. We see that at all temperatures
firrev is approximately independent of softness. Fig. 7.13 (b) shows that as tem-
perature is lowered towards the glass, firrev decreases markedly. These results are
consistent with the observations of Vollmayr-Lee [? ] who saw a similar decrease
in firrev upon cooling.
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Figure 7.13: The fraction of rearrangements that are irreversible, firrev (a) as a function of softness
for temperatures from T = 0.47 (blue) to T = 0.63 (red); (b) as a function of temperature.
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7.4.6 The relationship between PR and the overlap
We construct a model to relate the probability of rearrangement PR(S) to the
softness-dependent overlap function
q(S, t) =
1
NS
∑
i
Θ(|ri(t)− ri(0)| − a)δ(Si(0)− S) (7.4.2)
where NS is the number of particles of softness S at t = 0. As noted in the main text,
if all rearrangements are irreversible, this overlap will be identically equal to the
fraction of particles that have not rearranged after a time t. We consider a discrete
model where time advances in units of τR(T ) so that at each timestep particles
may either rearrange or not rearrange and each rearrangement is completed in
approximately one timestep. Since PR(S) potentially includes rearrangements that
are reversible or result in particle displacements whose magnitudes are less than a,
we use a rescaling PR(S) → c(T )PR(S). Here c(T ) is a function that represents
the fraction of rearrangements that contribute productively to relaxation at the
lengthscale a and is given by approximately c(T ) = cafirrev(T ) where ca is the
fraction of rearrangements that result in displacements greater in magnitude than
a and firrev(T ) is the fraction of irreversible rearrangements discussed above.
Using the softness propagator G(S, S0, t), we write the fraction of particles that
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start with a softness S0 at t = 0 and rearrange after a time t as
ft =
∫
dSG(S, S0, t)PR(S). (7.4.3)
It follows that the fraction of particles that have not rearranged up to a time t− 1
before finally rearranging after a time t will be,
P (t|S0) =
t−1∏
t′=0
(1−ft′)ft =
t−1∏
t′=0
[∫
dSG(S, S0, t
′)(1− PR(S))
] ∫
dSG(S, S0, t)PR(S)
(7.4.4)
The fraction of particles that have not rearranged after a time t – and hence the
value of the overlap function – will be given by,
q(S0, t) = 1−
t∑
t′=0
t′−1∏
t′′=0
[∫
dSG(S, S0, t
′′)(1− PR(S))
] ∫
dSG(S, S0, t
′)PR(S).
(7.4.5)
This gives a softness dependent prediction for the overlap that can be computed
analytically once PR(S) and G(S, S0, t) are known. The overall overlap is related
to q(S, t) by
q(t) =
∫
dSq(S, t)P (S). (7.4.6)
In fig. 7.14 (a) we see the overlap as a function of time for different softnesses at
two representative temperatures. In both cases we see good agreement between
the predicted and measured values of q(S, t). Similarly in fig. 7.14 (b) we see the
average overlap for all temperatures considered and find similarly good agreement.
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Figure 7.14: The non-exponential decay of overlap. (a) the softness-dependent overlap q(S, t) for
two representative temperatures T = 0.47 (long time) and T = 0.58 (short time) at four softnesses
from −4 (blue) to 4 (red). (b) the average overlap at all temperatures from T = 0.45 (blue) to
T = 0.70 (red).
When computing q(S, t) we approximate G(S, S0, t) by a Gaussian because it
allows us to convolve the probability of rearrangement, PR(S), with the propagator
analytically. This is important given that it can be difficult to get enough data to
numerically integrate G(S, S0, t) against PR(S) since G(S, S0, t) is defined only for
those particles that have not yet rearranged.
However, instead of computing the softness dependent overlap, q(S, t), and then
integrating over P (S) to find the total overlap q(t), one can alternatively compute
the total overlap directly:
q(t) = 1−
t∑
t′=0
[
t′−1∏
t′′=0
∫
dS(1− PR(S))P (S, t′′)
]∫
dSPR(S)P (S, t
′)
where we define P (S, t) =
∫
dS0G(S, S0, t)P (S0). Here P (S, t) is full softness distri-
bution for particles that have not rearranged after a time t. While this formulation
obscures the dynamics of the softness field, we have sufficient data to reconstruct
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the full distribution of P (S, t) from simulation, thus avoiding the Gaussian approxi-
mation. The results of this direct calculation agree well with those calculated using
the Gaussian approximation, so we conclude that the Gaussian approximation does
not skew dynamics of the average overlap substantially. However, individual over-
laps, q(S, t), might be under- or over-estimated by the Gaussian approximation if
the true propagator has a substantial amount of skew.
7.4.7 Structural changes in glassy liquids on cooling
It is interesting to consider the structural changes in glassy liquids, as measured by
softness, as they are cooled towards the glass transition. Our results are generally
consistent with previous findings in the literature that the overall change in struc-
tural is small when compared to the rather large change in dynamics. In fig. ??
(a) we show how the distribution of softness changes with decreasing temperature.
We see that although the distribution remains gaussian and the variance essentially
stays constant, the mean softness changes substantially with decreasing tempera-
ture. The mean is plotted as a function of 1/T in fig. ?? (b) and we that a mean
of the form µS(T ) ∼ 1/T 2 fits the data over the available range reasonably well.
We can also investigate the correlation length of our softness field by considering
quantities of the form CSS(r) = 〈S˜(r)S˜(0)〉 where S˜ is the softness field normalized
to have zero mean and unit variance. We see in fig. 7.16 the correlation function
as a function of distance. We see that CSS(r) is well fit by an exponential of the
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Figure 7.15: The changing softness distribution with temperature. (a) The distribution of softness
at different temperatures from T = 0.47 (blue) to T = 0.70 (red). (b) The changes in the mean
softness over this range as a function of 1/T . Overlaid in dashed line is a fit to µS(T ) ∼ 1/T 2.
form CSS(r) ∼ exp(−r/ξ) with ξ ≈ 1.3. This length scale is commensurate with
structural length scales previously identified in glassy systems.
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Figure 7.16: The non-exponential decay of overlap. (a) the softness-dependent overlap q(S, t) for
two representative temperatures T = 0.47 (long time) and T = 0.58 (short time) at four softnesses
from −4 (blue) to 4 (red). (b) the average overlap at all temperatures from T = 0.45 (blue) to
T = 0.70 (red).
7.4.8 The qualitative relationship between directed diffusion and the
dynamics of softness
We begin with the simple approximation that particles of a softness S behave as
independent degrees of freedom in a potential U(S) = K
2
(S − µ)2 subject to a
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gaussian noise term ξ(t) such that,
P (ξ(t)) ∼ exp
(
− 1
4D
ξ2(t)
)
and 〈ξ〉 = 0 and 〈ξ(t1)ξ(t2)〉 = 2Dδ(t1 − t2). This process will be described by the
Langevin equation,
mS¨ + γS˙ +K(S − µ) + ξ = 0.
We take the over damped limit where γ  m and so the acceleration term may be
neglected and we let µ = 0. In this case we may find an explicit form for S(t) by
first rewriting the equation for S as,
d
dt
(eKt/γS) =
K
γ
µeKt/γ − 1
γ
ξeKt/γ
and then integrating to find
S(t) = S(0)e−Kt/γ + µ(1− e−Kt/γ) + 1
γ
∫
dτeK(τ−t)/γξ(τ).
Since S(t) is the sum of gaussian random variables it will itself be gaussian. The
moments of S(t) can be computed as,
〈S(t)〉 = (S(0)− µ)e−Kt/γ + µ
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and
〈(S(t)− 〈S(t)〉)2〉 = 1
γ2
∫
dτdτ ′eK(τ+τ
′−2t)/γ〈ξ(τ)ξ(τ ′)〉
=
2D
γ2
∫
dτe2K(τ−t)/γ
=
D
γK
(1− e−2Kt/γ).
We may simplify these equations somewhat if we consider the long time limit of
the two moments and compare them to the known moments of the equilibrium
distribution for softness (we take µS to be the mean of the equilibrium softness
distribution and σ2S to be the variance.) We find that,
lim
t→∞
〈S(t)〉 = µ→ µ = µS
and
lim
t→∞
〈(S(t)− 〈S(t)〉)2〉 = D
γK
→ D
γK
= σ2S.
The latter relationship is the version of the Stokes-Einstein equation for this system.
Substituting these relationships back into the moments that we calculated we find,
〈S(t)〉 = (S(0)− µS)e−t/θ + µS
〈(S(t)− 〈S(t)〉)2〉 = σ2S(1− e−2t/θ)
where we have set θ = γ/K is the only free parameter for the system and gives the
timescale for relaxation. In general we will allow θ to feature softness dependence.
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Finally, given all of this and the fact that the probability distribution for S(t) will
b gaussian we find that the “softness propagator” in this model will be
G(S, S0, t) =
1√
2piσ2S(1− e−2t/θ)
exp
[
−(S − (S0 − µS)e
−t/θ + µS)2
2σ2S(1− e−2t/θ)
]
.
We will now explore the relationship between G(S, S0, t) and the observed behavior
of softness through the moments of the measured softness propagator.
Given the gaussian nature of the propagator, we first plot in fig. 7.17 we see the
propagator evaluated at different times for S0 = 1 and µS = 0. We see that the
-4 -2 0 2 4
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
S
G
HS,S
0,
tL
Figure 7.17: The propagator for the directed diffusion process at different times from t = e−6
(blue) to t = e (red). The parameters used here are S0 = 1, µS = 0, and θ = 1.
evolution of the propagator qualitatively resembles what we see in the evolution of
softness.
In fig. 7.18 we compare the measured variance of the softness propagator (blue)
to the prediction given in this simple model (red). We notice that the agreement
is quite poor and the predicted variance is far to small at short times. This dis-
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crepancy at short times only worsens with increasing temperature. We attribute
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Figure 7.18: The measured variance of the softness propagator at T = 0.45 (blue) vs the result of
directional diffusion with θ fit.
the anomalously large variance at short times to fluctuations of particles in their
cage that occur at a timescale shorter than we are measuring. These fluctuations
increase the variance of the softness propagator. We therefore - remaining agnostic
about the timescale involved for thermal fluctuations - modify the expression for
the variance to be,
〈δS2(t)〉S0 = (σ2S − σ2Th)(1− e−2t/θ) + σ2Th
where σ2Th is the scale of softness fluctuations due to thermal effects in the cage.
We allow the thermal variance to again be softness dependent since we know that
propensity is related to probability of rearrangement. We define σ2Th to be the
measured variance, 〈δS2(t)〉S0 , evaluated at t/τ = 1.
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Using this modification, we again compare the measured variance with the vari-
ance of the propagator from directed diffusion including this thermal contribution.
This is shown in fig. 7.19 at three different temperatures and several different soft-
nesses. It is hard to make generic statements about the quality of the fit. However,
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Figure 7.19: The measured variance of the softness propagator (blue) against the result of direc-
tional diffusion with θ fit (dashed black) including the thermal fluctuation term. From top left
in a ”z” shape we have T = 0.45 at low softness, T = 0.58 at medium softness, T = 0.51 at low
softness, and T = 0.51 at high softness.
the simple directed diffusion model with a harmonic potential does appear to fit the
variance reasonably well at a variety of softnesses. The fits arguably get worse at
low temperatures and high softness. However, this could also just be the procedure
that we use to fit θ.
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We can use the values of θ obtained from fitting the variance to predict the
evolution of the average softness 〈S(t)〉S0 . This result is shown in fig. 7.20. We see
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Figure 7.20: The measured mean of the softness propagator (colored) against the result of direc-
tional diffusion with θ fit (dashed black) from low softness (blue) to high softness (red). From top
left in a ”z” shape we have T = 0.45, 0.47, 0.51, 0.56.
that at short times and high temperatures the directional diffusion model fits the
data quite well (note that θ here is found from the variance and so this provides a
somewhat independent check of the model.) At longer times we see that the mean of
the softness field regresses to that of the equilibrium distribution more slowly than
would be predicted from directional diffusion. This is reminiscent of the stretched
exponential behavior of the intermediate scattering function (which gives slower
overall relaxation than would be predicted by simple diffusion.
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It’s not entirely clear whether one could add to the directional diffusion model to
get better agreement. It seems as though adding interactions and/or a gradient term
to the model can slow down relaxation considerably. This is especially true if we
assume that softness is conserved which might not be such a terrible approximation
if we believe that when a frustrated local region relaxes it in turn frustrates nearby
local neighborhoods.
7.4.9 Other classification schemes
The results of this chapter were obtained using a linear SVM kernel. However, we
also trained SVM classifiers using the radial basis function (RBF) kernel. There
are two parameters associated with this kernel, γ and C. We search over the
optimal parameters over a fine grid, using a training set of 10,000 points. All of the
structure functions were used as features (100 radial and 66 angular). The features
are standardized before training.
The cross-validation accuracy using the optimal parameters was 90.4% (Fig. 7.21),
which is equal to the cross-validation accuracy achieved using the linear kernel. For
this reason, we use the linear kernel for its simplicity.
In addition, we trained neural network classifiers for softness. Using a training
set of 10,000 points, we trained networks with one or two hidden layers and one
to fifty hidden nodes in each layer. All of the networks had a validation accuracy
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Figure 7.21: Cross-validation accuracy as a function of γ and C.
below 90%, below the accuracy obtained with the simple linear SVM kernel.
7.4.10 Feature selection and physical interpretation
The structure functions in the main text are inspired by the symmetry functions
proposed by Behler and Parrinello [11]. Our angular structure functions are same
as the angular symmetry functions of Ref. [11]. Our radial structure functions are
different: we use functions that reduce to rd−1g(r) in the limit of δ → 0 in Eq. 7.4.7,
while they consider cumulative functions related to integrals of g(r) from 0 to some
distance R. We use 100 radial structure functions to describe a binary mixture of
spheres, whereas as few as 16 radial symmetry functions have been used for such a
system [11].
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As discussed in the main text, our radial structure functions are
GX(i; r, δ) =
∑
j∈X
e−
1
2δ2
(r−Rij)2 (7.4.7)
where Rij is the distance between particles i and j and X denotes the particle
species whose density we wish to probe. We take r to be between 0 and 5.0 σAA
in increments of 0.1σAA, which gives a total of 50 radial structure functions per
species. Our angular structure functions are
ΨXY (i; ξ, λ, ζ) =
∑
j∈X
∑
k∈Y
e−(R
2
ij+R
2
jk+R
2
ik)/ξ
2
(1 + λ cos θijk)
ζ (7.4.8)
where θijk is the angle betweenRij andRik, λ = ±1 determines whether we consider
small or large bond angles, ζ determines the angular resolution, and X and Y denote
the particle species. Table 7.2 includes the angular parameters we have used in our
work.
We now consider the physical meaning of softness. Using only the radial structure
functions, a linear SVM with 88% cross-validation accuracy can be trained, as
opposed to the 90% accuracy achieved by using both radial and angular structure
functions. Despite the 2% loss in accuracy, we focus the remaining analysis in
this section on only the radial functions, since their physical interpretation is more
straightforward (i.e. GX(i; r, δ) counts the number of particles of species X within δ
of r.) We begin by computing softness using various subsets of the radial functions
to determine which are most important. We will support these results by considering
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ξ"(σAA) ζ λ
1 14.633 1 .1
2 14.633 1 1
3 14.638 2 .1
4 14.638 2 1
5 2.554 1 .1
6 2.554 1 1
7 2.554 2 .1
8 2.554 2 1
9 1.648 1 1
10 1.648 2 1
11 1.204 1 1
12 1.204 2 1
13 1.204 4 1
14 1.204 16 1
15 0.933 1 1
16 0.933 2 1
17 0.933 4 1
18 0.933 16 1
19 0.695 1 1
20 0.695 2 1
21 0.695 4 1
22 0.695 16 1
Structure"function"parameters"for"ΨYZ
Table S1: Angular structure function parameters.
which is one if a particle i at time t is soft according to the QLM method and zero otherwise. We can
then consider the time-correlation functions CSS( t) = hS˜i(t)S˜i(t +  t)i, CSQ( t) = hS˜i(t)Q˜i(t +  t)i,
CQQ( t) = hQ˜i(t)Q˜i(t +  t)i, as well as the self-intermediate scattering functions Fs(q,  t). Here S˜i(t) =
(Si(t)   hSii)/
phS2i i   hSii2 and Q˜i(t) = (Qi(t)   hQii)/phQ2i i   hQii2 are constructed from Si(t) and
Qi(t) respectively to have zero mean and unit variance. We show a plot of these time correlation functions
in Fig. S3 and show that both the SVM and QVM soft particles remain correlated with themselves and one
another up until the timescale for structural relaxation in the system (as evidenced by the corresponding
decay of Fs(q, t).) We therefore conclude that both populations of soft particles typically pick out the same
structures.
We notice, however, that the absolute value of the cross-correlation function is quite low, where even at
the lowest temperature CSQ(2⌧) ' 0.17. We attribute this low value of the cross correlation to two primary
e↵ects: the first is the fact that the SVM method identifies a higher overall density of soft particles than
the QLM method with ⇢SS = 0.26 vs ⇢QQ = 0.18 which implies an upper bound on the cross correlation
of CSQ < 0.79. The second e↵ect is the presence of quadrupole tails in the QLM soft spots that arise from
the fact that in the harmonic approximation the system is an elastic medium. Thus, even though we expect
the two populations of soft particles to identify similar structures, we should not expect them to pick out
identical particles.
Finally, we notice that at very short times, t < 10⌧ , soft particles identified from the vibrational modes
feature higher autocorrelation those constructed from local structures, while at later times the latter struc-
tures are significantly more robust. To explain this phenomenon we note that QLM soft particles are derived
from the inherent structure positions while SVM soft particles are obtained from the thermal configuration
2
Table 7.2: Angular re function param ters.
the weights identified by the SVM trained on all of the radial functions. Overall, we
show that fluctuations in local density at the peaks of g(r) have the most influence
on softness.
Using a single radial structure function
We train a linear SVM on each of the 100 radial functions separately for a training
set of type A par icles. In Fig. 7.22, we plot he accuracy f ese classifiers,
along with the radial distribution function. For SVMs trained on type B structure
functions (corresponding to gAB(r)), the highest accuracy is at the first peak of
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Figure 7.22: Black curves represent the classification accuracy of the SVM trained on a radial
structure function at r. Red curves are the radial distribution function of neighbors of the given
type.
the radial distribution function. The accuracy of the classifier roughly follows the
normalized density of type A neighbors at the distance the structure function is
calculated. For classifiers trained on type A structure functions (corresponding to
gAA(r), the results are harder to interpret. The highest accuracy is achieved at the
first peak of the radial distribution function, as was the case for type A. However,
a similarly sized peak is seen at the first trough, and the accuracies do not seem to
follow the normalized density of the neighbors.
The radial structure functions around the first peak of the radial distribution
function seem to be most important, based on the results of single structure function
trainings. No single structure function can achieve a classification accuracy higher
than 64%.
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Figure 7.23: The accuracy of an SVM trained on a pair of radial structure functions. The axes
denote type / distance of the structure functions used and the color denotes the resulting cross-
validation accuracy.
7.4.11 Using two radial structure functions
Next, we train a linear SVM on each pair of radial structure functions using a
training set of type A particles. In Fig. 7.23, the accuracy for each pair is presented.
The highest accuracy (77%) is achieved by using the type B function at 0.9σAA and
the type A function at 1.1σAA, both of which correspond to the first peaks of their
respective radial distribution functions. Thus, an accuracy of 77% is obtained if
2 quantities are considered, the height of the first peak of the AB and of the AA
radial density functions.
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Figure 7.24: Black curves denote the number of high accuracy triplets a radial structure function
was in. Red curves denote the radial distribution function in arbitrary units.
7.4.12 Using three radial structure functions
We trained a linear SVM on all triplets of radial structure functions and recorded
their accuracy. The triplet with the best accuracy (78%) has the two structure
functions from the best pair (from the previous subsection), corresponding to the
first peaks of the AB and AA radial distributions, in addition to the type B function
at 1.9σAA, which is at the second peak of the AB radial distribution function.
Out of 161,700 triplets of radial structure functions, only 296 of them can be
used to achieve an accuracy above 75%. 294 of these 296 triplets include the first
peak of the AA radial distribution (type A function at 1.1σAA), and 291 of the 296
triplets have one of the type B functions at 0.8, 0.9, or 1.0σAA (the first peak of the
AB radial distribution). These results are summarized in Fig. 7.24.
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Figure 7.25: Best accuracy achieved for a given number of radial structure functions. The dashed
lines represent the accuracy achieved by using all 100 radial structure functions.
Using more than three radial structure functions
It is prohibitively time-consuming to calculate the accuracy of all combinations with
more than five structure functions. For combinations of up to Ns = 15 structure
functions, we used evolutionary algorithms to find the optimal set of structure
functions. At least 2 million combinations were evaluated for the optimization for
each value of Ns. The results are summarized in Fig. 7.25. There is a large accuracy
gain from using two radial structure functions rather than one. When Ns = 15
structure functions are used, the accuracy is 86%, very close to the accuracy of 88%
that is obtained when all 100 radial structure functions are used.
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Weight analysis from training with all radial structure functions
Recall that,
GX(r; i, σ) =
1√
2pi
∑
j∈X
e−(Rij−r)
2/2σ2
where σ is the width of the symmetry functions. To find the softness let us choose
the spacing ∆r = σ and a number of symmetry functions N∆ = Rc/∆r with Rc the
radial cutoff. It follows that,
S(i) =
N∆∑
n=1
GX(nσ; i, σ)w(nσ)
where w(i) are the weights from the SVM. In the limit of zero width we find that,
S(i) = lim
σ→0
Rc/σ∑
n=1
GX(nσ; i, σ)wX(nσ)
= lim
σ→0
Rc/σ∑
n=1
σ
[
1√
2piσ2
∑
j∈X
e−(Rij−nσ)
2/2σ2
]
wX(nσ)
=
∫
dr
[∑
j∈X
δ(r −Rij)
]
wX(r)
where we have made the assignments limσ→0
∑Rc/σ
n=1 σ →
∫ Rc
0
dr, nσ → r, and
limσ→0 1√2piσ2 e
−x2/2σ2 → √2piδ(x).
We can use this formula to understand the softness in two different but equivalent
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ways. We define the “local density” operator ,
ρX(r|i) = 1
rd−1
∑
j∈X
δ(r −Rij)
that measures the density of particles a distance r away from a tagged particle i.
In this case, the softness can be written as,
S(i) =
∫
drρX(r|i)w˜X(r)
where we have defined w˜X(r) = r
d−1wX(r). Here we think of S(i) as the func-
tional that integrates the local density weighted by some weight function w˜(r). The
purpose of the SVM is to then find an appropriate weight function over the local
density.
However, we can also write,
S(i) =
∑
j∈X
[∫
drδ(r −Rij)wX(r)
]
=
∑
j∈X
wX(Rij).
Here we think of S(i) as a sum of some function w of particle separations. We can
also consider particles ordered so that Ri1 is the closest neighbor to particle i and
Rij is the jth closest particle to particle i. We define the average 〈Rij〉 to be the
average of the jth nearest neighbor distance. We can then define δRij = Rij−〈Rij〉
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and rewrite,
S(i) =
∑
j∈X
w(Rij) =
∑
j∈X
w(〈Rij〉+ δRij) =
∑
j∈X
∂w
∂x
∣∣∣∣
〈Rij〉
Rij + C +O(δR2ij)
where C contains all of the terms that do not depend explicitly on Rij. Therefore
in the limit of relatively small fluctuations of the distance of the jth neighbor it
follows that the softness can be expressed in terms of a linear combination of ordered
particle separations.
Alternative structure functions
As noted above, our original choice of structure functions was inspired by the sym-
metry functions proposed by Behler and Parrinello [11], and we viewed these struc-
ture functions as capturing generic two- and three-point correlations in the local
environment of a given particle. One could ask whether this is the correct view, or
if instead the Behler-Parrinello functions give a privileged or optimal representation
of the local structure. To gain some insight, we have constructed alternate choices
for the both the radial and angular structure functions.
An alternate representation of the radial environment is a local version of the
cumulative radial distribution. We define the associated structure functions for
particle i to be
GYcdf (i;µ) =
∑
j
1, Rij < µ. (7.4.9)
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That is, GYcdf (i;µ) simply counts the number of particles of species Y that are within
µ of particle i. As before we vary Y over both species of particles, and we choose
the µ to be evenly spaced distances between 0 and 3.5σAA with a spacing of 0.1σAA.
For the angular functions we switched to structure functions based on the spher-
ical harmonics, Ylm(~r). Following Steinhardt et al. [? ] we define the following
angular functions:
Ql(i; rmin, rmax) =
(
4pi
2l + 1
l∑
m=−l
|〈Qlm(~r)〉|2
)1/2
, (7.4.10)
where
〈Qlm(~r)〉 = 1
Nj
∑
j
Ylm(~Rij), rmin < Rij < rmax. (7.4.11)
〈Qlm(~r)〉 is thus the average value of the Ylm(~r) for every particle j in a shell near
particle i, and Ql(i; rmin, rmax) forms a rotationally invariant combination of the
Qlm’s. For our structure functions we chose rmin and rmax to be shells of width
0.5σAA where the inner radius started at 1.0, 1.5, 2.0, 2.5, and 3.0 (all in units of
σAA). We chose l parameters in the set l ∈ {2, 4, 6, 8, 10, 12, 14}.
To test these alternate structure functions, we chose a 10000-particle training
set at ρ = 1.15, T = 0.37 and a 6000-particle training set at ρ = 1.2, T = 0.47. We
applied each pairwise combination for the radial (g(r)-like or CDF-like) and angu-
lar (Behler-Parrinello or Ql) structure functions and measured the cross-validation
accuracy obtained by subdividing the training sets into six smaller sets. In all cases
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we found cross-validation accuracies that were within 2% of those found using the
choice of structure functions in the main text. Thus, our original set of structure
functions is complete enough to provide high accuracy. It is not optimal, because
alternate sets of structure functions work equally well.
Choosing a larger spacing for the GYcdf modestly degrades the cross-validation
accuracy, but we found no gains by going to a finer resolution. We also investigated
the effects of separately defining the Ql functions for A-type and B-type particles,
but found no substantial improvement in our accuracy. For the angular functions
we also tried including the third-order invariants
Wˆl = Wl
(
l∑
m=−l
|〈Qlm(~r)〉|2
)−3/2
, (7.4.12)
where
Wl =
∑
m1,m2,m3
 l l l
m1 m2 m3
 (〈Qlm1(~r)〉〈Qlm2(~r)〉〈Qlm3(~r)〉) (7.4.13)
and the coefficients  l l l
m1 m2 m3
 (7.4.14)
are the Wigner 3j symbols. However, we again found that for our training sets
including the Wl’s (over the same range of l as in the Ql’s) did not measurably
change our cross-validation accuracy.
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In addition, we tried switching or augmenting our radial structure functions with
the original radial symmetry functions [11]. Furthermore, we tried augmenting our
features with ordered distances of the nearest 160 neighbors of a particle. None of
these alternate features measurably improved the cross-validation accuracy, which
leads us to believe that our set of structure functions provides a reasonably complete
description of the local structural environment.
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Chapter 8
Conclusion
In this work we have developed tools to investigate disordered solids and supercooled
liquids from a structural perspective. We have additionally used these tools to gain
some insight into the behavior of these complex systems.
We began in chapter 2 with a formal result about jamming physics wherein
we demonstrated that the stability of packings of jammed particles to continuous
deformations of their boundary was governed by the transverse length scale, `T .
To reach this conclusion we leveraged a competition between transverse plane-wave
physics and the anomalous modes that proliferate at ω∗. This work gives insight
into the physical interpretation of a somewhat subtle structural length scale that
diverges at the jamming transition.
In chapters 3 and 4 we investigated some widely used methods for extracting
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vibrational and elastic properties from experimental systems. The overall message
of these two chapters is that great care must be taken when applying formally
correct results from statistical mechanics to experimental systems. In the case of
the dynamical matrix, limited amounts of data coupled with slow convergence of
the correlation functions can obscure the correct phonon spectra. We showed that
this problem can be somewhat circumvented by extrapolating in 1/T where T is
the number of samples available. We then demonstrated that in disordered systems
strain tensors computed from D2min fundamentally lack sufficient information to
reconstruct elastic moduli. This is in contrast to crystalline systems where this
technique was rigorously shown to be sound.
The major results of this thesis concern chapters 5 through 7. Here we provide a
powerful tool using machine learning methods to identify defects in a broad range
of disordered solids. However, the utility of this technique depends strongly on
the degree to which the dynamics and response of disordered solids is governed by
structure. To this end we showed that in two very different regimes the behavior of
glasses and supercooled liquids can indeed be understood in terms of the constituent
defects. First, in a sheared glass at low temperatures the deformation of the mate-
rial may be profitably expressed by considering single-soft-spot dynamics. This may
be directly compared to the role that topological defects play in crystalline systems
in response to applied strain. We then demonstrated that dynamical heterogeneities
and the super-arrhenius growth of relaxation times in supercooled liquids on their
approach to the glass transition arise from a heterogeneous distribution of energy
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scales to rearrangement in the material. Together these results show that the behav-
ior of amorphous materials is robustly controlled by local structure. This directly
contradicts the widely held belief that the behavior of disordered systems is largely
dynamical in nature.
While we are excited by the results demonstrated here, we are also hopeful about
the possibilities these techniques hold for the future. From a theoretical standpoint,
deriving a stochastic equation of motion for the softness field seems to be an im-
portant goal if we wish to understand the glass transition on the basis of softness.
Relatedly, we note that the fact that softness follows a gaussian distribution with
exponential correlations should imply - if we are to believe that the distribution
of softness follows from equilibrium statistical mechanics - that the energy of local
structures goes like E(S) = aS2 + bS + K(∇S)2. It would be very interesting to
see to what extent this analogy can be made precise.
On the more speculative side, we believe that a host of different disparate phe-
nomena might be profitably understood by studying softness. Understanding aging
in glasses seems like relatively low hanging fruit wherein we could measure the
behavior of softness over time to see whether phenomenology such as the grow-
ing relaxation time can be linked to a corresponding increasing in softness. The
crossover from brittle to ductile failure that has been seen across an array of sys-
tems including polymeric pillars constructed by Shavit and Riggleman [? ]. It
would be interesting to track the evolution of softness in this systems under ap-
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plied strain to see whether there is a qualitative difference between the two cases
that we might be able to describe. Tracking softness during other modes of fail-
ure such as crack propagation and shear banding could similarly yield insight into
these somewhat mysterious phenomena. Our understanding of crystalline defects
fundamentally changed the way in which we think about ordered solids and how we
explain a vast array of systems; it will be exciting to see where an understanding
of softness takes us.
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