The E × B configuration of various low temperature plasma devices is often responsible for the formation of rotating structures and instabilities leading to anomalous electron transport across the magnetic field. In these devices, electrons are strongly magnetized while ions are weakly or not magnetized and this leads to specific physical phenomena that are not present in fusion plasmas where both electrons and ions are strongly magnetized. In this paper we describe basic phenomena involving rotating plasma structures in simple configurations of low temperature E × B plasma devices on the basis of PIC-MCC (Particle-In-Cell Monte Carlo Collisions) simulations. We focus on three examples: rotating electron vortices and rotating spokes in cylindrical magnetrons, and azimuthal electron-cyclotron drift instability in Hall thrusters. The simulations are not intended to give definite answers to the many physics issues related to low temperature E × B plasma devices but are used to illustrate and discuss some of the basic questions that need further studies.
INTRODUCTION
In discharges devices operating at low pressure, the electron mean free path is longer than the discharge dimensions and plasma sustainment by electron impact ionization is possible only if the electrons are confined. This can be achieved by using an external magnetic field with a proper space distribution. In a dc discharge, the presence of an external magnetic field B perpendicular to the electron path from cathode to anode (i.e., perpendicular to the applied electric field E) can significantly increase the residence time of electrons in the discharge because electron trajectories tend to be trapped along the magnetic field lines. The magnetic field acts as a barrier to electron transport from cathode to anode. Such E × B configuration is common to a large variety of low pressure discharge devices, from Penning discharges (Penning ionization gage) to cylindrical and planar magnetrons, and to End-Hall ion sources, anode layer thrusters, and Hall thrusters. In the presence of crossed electric and magnetic fields electrons are also subject to a drift in the E × B direction and an essential feature of all E × B devices is that efficient electron confinement is achieved only if the E × B direction does not intercept a wall, i.e., the E × B direction must close on itself ("closed drift" devices). Typical E × B devices are therefore based on a cylindrical geometry with the E × B drift in the azimuthal direction.
The E × B configuration is in principle efficient for electron confinement but the large E × B electron current (Hall current) can also be very favorable to the development of instabilities leading to "anomalous transport" across the magnetic field. These instabilities can generate azimuthal plasma non-uniformities and polarization, leading to the formation of an azimuthal electric field which may break the electron confinement by inducing electron drift across the magnetic field. Although the possible existence of such instabilities is well known, a qualitative and quantitative description of them is missing in most practical situations and design is still largely empirical.
In this paper we discuss, on the basis of results from ParticleIn-Cell Monte Carlo Collisions (PIC-MCC) simulations, the formation of plasma non-uniformities perpendicular to the magnetic field in cylindrical magnetrons and Hall thrusters that can be responsible for anomalous transport across the magnetic field. The goal of the paper is not to provide a complete review of instabilities and anomalous transport in low temperature E × B devices (this would be a formidable task), but to address these questions on a few specific examples that are of interest because they correspond to very basic situations or to important applications. The references to works by other groups on this topic are therefore far from being exhaustive. We also restrict ourselves to relatively low current conditions where the magnetic field induced by the plasma current is negligible with respect to the external magnetic field.
CROSSED-FIELD DISCHARGE DEVICES AND INSTABILITIES CLASSICAL ELECTRON TRANSPORT IN E × B CONFIGURATIONS
Before describing the principles of typical low temperature E × B plasma devices, we briefly recall here the elementary and classical transport properties of charged particles in perpendicular electric and magnetic fields in the presence of collisions. In the presence of a magnetic field perpendicular to the electric field the electron drift velocity parallel to E, v ⊥ , is reduced by a factor 1 + 2 e ν 2 with respect to the unmagnetized case, where e = eB m is the electron cyclotron angular frequency and ν the electron collision frequency. Introducing the Hall parameter h = e ν the mean velocity parallel to the electric field E and to the E × B direction, can be written respectively as: In the absence of collisions the h parameter becomes infinite, and the drift parallel to the electric field tends to zero (electrons are trapped around the magnetic field) and the amplitude of the E × B drift velocity tends to the collisionless limit E B. When the Hall parameter h is small but not zero one can write, to the first order in h : v ⊥ ≈ −E Bh and v E×B ≈ E B. The electron mobility in the direction of the electric field is therefore μ e⊥ = μ * e 1 1 + h 2 where μ * e = e/mν is the mobility without magnetic field, and tends to μ e⊥ ≈ μ * e h 2 = 1 Bh for h 1. The equations above are in principle also valid for ions. However, in a number of practical low temperature E × B plasma devices, the Larmor radius of ions is not small with respect to the dimensions of the system and the ions can be considered as unmagnetized.
In this classical theory, the Hall parameter h controls electron confinement. In typical applications (magnetron sputtering, ion sources) the pressure is in the 1-10 mtorr range and the magnetic field in in the 10-100 mT range. Therefore, the Hall parameter is between 10 and 10 4 (h can be much larger in Penning discharges or magnetrons used as pressure gages, see below).
E × B PLASMA DEVICES
As said in the introduction, efficient electron confinement is obtained only if the Hall current is closed. This can be achieved if E × B is in the azimuthal direction of a cylindrically symmetric geometry. B can be axial and E radial as in the Penning cell and cylindrical magnetron geometry of Figures 1A-C, or, inversely, E can be axial and B radial as in the planar magnetron and Hall ion sources of Figures 1D,E. We briefly summarize here the principles and properties of these crossed-field discharges. More details and references can be found in the early review of low pressure magnetically confined discharges by Hooper [1] , in the paper on instabilities in low pressure crossed-field devices by Redhead [2] and in the more recent reviews on E × B devices by Keidar and Billis [3] , and Abolmasov [4] . Depending on pressure, magnetic field, and applied voltage, different regimes of the discharges in the E × B configurations of Figure 1 can be observed and Abolmassov [4] proposed a classification of these regimes based on the categories defined by Schuurman [5] for Penning discharges. We will not go in the details of this classification here, but we will distinguish two important regimes where the physics and applications are quite different:
(1) The low pressure regime (typically below 10 −4 torr) where the electron confinement time is much longer than the ion transit time in the device and the "plasma" is non-neutral. The main applications of this regime correspond to pressure gages and sputter-ion pumps [2] . (2) The "high-pressure" regime (above 10 −4 torr, typically 1-10 mtorr in the applications) where the plasma is quasi-neutral and the main applications are in surface processing and ion sources.
The operation of a low pressure (below 10 −4 torr) magnetically confined cold-cathode discharge was demonstrated by Phillips [6] in 1898, and Penning [7] , Penning [8] showed in the 1930s that such sources could be used as pressure gages. The Penning gage also called Phillips Ionization Gauge (PIG) has been improved over the years and can now operate at pressure as low as 10 −10 torr. Penning also observed that the gage was exhibiting a pumping effect and the sputter-ion pump was invented in the 1950s (Redhead [2] and references therein). A sputter-ion pump uses a Penning cell discharge to sputter titanium atoms from a target; the gas is pumped by chemisorption on the titanium film deposited on the anode. In the 1-10 mtorr pressure range E × B discharges are used in important and different applications such as surface treatment (magnetron sputtering and deposition of thin films) and satellite propulsion (gridless ion sources, lower end of this pressure range). Magnetron discharges can efficiently combine sputtering and deposition. Ions are accelerated to high energy in the cathode sheath and sputter the cathode target, and because of the low pressure, sputtered atoms can be easily and efficiently deposited on a remote substrate. In reactive magnetron sputtering compound films, such as nitrides, oxides, carbides or their combinations can be obtained by the sputtering of metallic targets in the presence of reactive gasses [9] . There has been a considerable literature [9] [10] [11] [12] [13] on magnetron sputtering in the last 30 years, with an increasing number of publications on high power impulse magnetron sputtering (HiPIMS). In HiPIMS, the peak power can be very high, leading to a high plasma density and a high ionization fraction of the sputtered vapor and thus to a better control of the energy and direction of the deposition species [12, 13] . In some applications, high-current low-energy ion beams are used in conjunction with thin-film deposition to increase adhesion, modify stress, increase density or hardness of the film. Specific ion sources such as the End-Hall ion source have been designed for these applications [14] (see also the modeling of End-Hall ion sources in Oudini et al. [15] , Oudini et al. [16] ). The End-Hall ion sources are part of a larger class of Hall ion sources whose principle is shown on Figure 1D . A magnetic barrier is placed between the anode and an emitting cathode. In the example of Figure 1D , the applied electric field is axial and the magnetic field, perpendicular to the electric field, must be radial to allow closed drift electron current. Because the cathode is emitting electrons the ion sheath around the cathode is neutralized and the electric field associated with the applied voltage distributes in the plasma volume, in the region where the electron conductivity is lowered by the magnetic field, i.e., in the magnetic barrier. Ions are practically insensitive to the magnetic field and are collisionless; they are accelerated by this electric field out of the device. This gridless extraction and acceleration of ions is the basis of Hall thrusters [17] .
INSTABILITIES, ROTATION OF SPATIAL STRUCTURES AND ANOMALOUS TRANSPORT IN E × B DEVICES
Instabilities are often present in low temperature magnetized plasmas as well as in fusion or space plasmas. They can lead to waves and field fluctuations that can play a role similar to the role of collisions and enhance electron transport across the magnetic field ("anomalous transport"). Another feature which is specific to E × B configurations such as those described above is the fact that the large electron drift in the E × B direction (Hall current) can also lead to instabilities and to charge separation and the formation of plasma non-uniformities and a non-zero component, E H , of the space charge field along this direction. Such an azimuthal component of the electric field can in turn generate an axial E H × B current, i.e., an electron current across the magnetic barrier. Because of the E × B configuration the plasma non-uniformities or plasma structures formed in the azimuthal direction are rotating around the symmetry axis.
For pressure below 10 −4 torr and typical device dimensions (few centimeters) and magnetic field intensity (in the 0.01-0.1 T range), the electron confinement time in Penning or magnetron discharges is much larger than the ion transit time. Therefore, the electron density is larger than the ion density and the plasma is not quasineutral or a large region of the electrode gap is not quasineutral (such region is sometimes termed as "electron sheath" [18] but we see below that this "electron sheath" often evolves into electron vortices). In this regime it is suspected that diocotron type instabilities play an important role (there is no consensus on this [18] ). The diocotron instability [19] is known to occur in low density (ω 2 pe << 2 e , where ω pe is the electron plasma frequency and e the electron cyclotron frequency) non-neutral electron plasma columns radially confined by a uniform axial magnetic field and is driven by a strong shear in the azimuthal rotation velocity E × B (analog to a Kelvin-Helmhotlz instability in fluid mechanics). The diocotron instability was first investigated theoretically by McFarlane and Hay [20] , Levy [21] , Levy [22] , and observed in experiments by Webster [23] . An interesting feature of the diocotron instability is that it leads to the formation of two-dimensional (2D) electron vortices parallel to the magnetic field and that interact through the space charge potential. The diocotron instability in non-neutral plasmas has been thoroughly studied in dedicated experiments where pure electron columns are confined in a Penning-Malmberg trap by an axial magnetic field and electrostatically trapped in the axial direction [24] . Such systems are excellent for the study of 2D fluid vortices, turbulence, and self-organization since the 2D drift-Poisson equations governing a magnetized electron column are isomorphic to the Euler equation governing a constant density inviscid fluid [25, 26] . We will see below [Section Electron Vortices at Low Pressure (<10 −4 torr)] that PICC MCC simulations predict that electron vortices also form in self-sustained low pressure magnetized discharges under conditions where these discharges are used in applications as pressure gages.
For applications of low temperature magnetized plasmas to surface processing or ion sources, the operating pressure is above 10 −4 torr, typically in the 1-10 mtorr range, and most of the discharge volume is filled with a quasi-neutral plasma.
Fluctuations of the discharge current and of the plasma density in a large frequency range have been measured in a number of studies in simple cylindrical or planar magnetron configurations [27] [28] [29] . In the more complex configuration of planar magnetrons it is generally admitted that instabilities and anomalous transport across the magnetic field are present but there is no real quantification of these effects. In high power magnetrons (HiPIMS), researchers have recently reported the presence of rotating structures, termed as "rotating spokes" [30] [31] [32] . These rotating spokes are described as rotating regions of enhanced ionization associated with an electric potential structure with an azimuthally directed electric field. The role of plasma-electrode interactions (secondary electron emission, sputtering) or of phenomena induced by particle and energy balance in the volume of the magnetized plasma in the formation of these rotating spokes is still to be clarified. Some authors of the studies of rotating spokes in HiPIMS mention a possible analogy with the rotating spokes reported in pulsed high-power homopolar E × B discharges studied in the 1970s-1980s in the context of fusion and of the Critical Ionization Velocity (CIV) concept introduced by Alfven [33] , Piel [34] . We show in Section Rotating Spokes at Higher Pressure (>10 −3 torr) recent PIC MCC simulation results in a cylindrical magnetron geometry, that appear to be very consistent with some theoretical interpretation of rotating spokes in homopolar discharges.
Azimuthally rotating spokes have also been observed in Hall thrusters and were described in the 1960s by Janes and Lowder [35] who suggested that the rotation of the spoke could be due to a coupling between the density non-uniformities and the ionization process. More recent papers also describe the observation of rotating spokes in Hall thrusters [36] [37] [38] . The group at PPPL [37] showed evidence, in a cylindrical Hall thruster, of the presence of spokes rotating at about 10% of the local E × B speed, and deduced from measurements on a segmented anode that on the average 50% of the total current was conducted by the spoke. The physical mechanism responsible for the spoke was not clearly identified although the authors mention that the mechanism could be ionization related. Many other types of oscillations and azimuthal instabilities are present in Hall thrusters [39] and some of them certainly play a role in cross-field electron transport. Among those, the azimuthal electron-cyclotron drift instabilities evidenced in the work of Adam et al. [40] , Ducrocq et al. [41] , Adam et al. [42] is discussed in Section Electron Cyclotron Drift Instability in a Hall Thruster Type Magnetic Barrier.
PARTICLE-IN-CELL SIMULATION
The principles of Particle-In-Cell Monte Carlo simulations applied to low temperature plasmas have been described in a number of papers and the model we use [43, 44] is standard. We only mention here the features that are specific to our problem. Although three-dimensional PIC MCC simulations are possible they are still quite cumbersome even for low temperature plasmas and need massively parallel computing. We restrict ourselves here to 2D simulations. The difficulty of using PIC MCC simulations to model self-consistent discharges is that the time to reach steady state can be very long with respect to the inverse of the plasma frequency and to the collision time. The discharge must be simulated on time scales much longer than the charged particle transit time between the electrodes, which can be quite large in magnetized plasmas. So even 2D simulations are time consuming and it is difficult to simulate large devices or large plasma densities. In order to grasp the possible formation of instabilities related to the E × B drift it is essential that the 2D simulation domain be perpendicular to the external magnetic field. Using 2D models obviously limits the parameter domain where the simulations represent a reality but 2D simulations may be appropriate in a number of practical situations where the 3rd dimension does not play an essential role in the physics or can be taken into account in a simplified way. This is the case in magnetized plasma columns operating in a flute mode where the plasma can be considered homogenous along the magnetic field and if plasma waves in the axial direction are negligible. The plasma is however generally bounded at the end of the column and it may be important to take into account possible charged particle losses at these boundaries. In pure electron plasmas electrons are electrostatically trapped along the column axis and the 2D approximation is very good provided that the length of the column is much larger than its radius. In cylindrical magnetrons, the ends of the column (see Figures 1B,C) are metallic plates that are generally at the cathode potential and can collect positive ions and (possibly) electrons.
To account for the charged particle losses at the end walls, we proceed as follows. We assume that the electric potential along the magnetic field (in the direction parallel to the magnetic field) is constant (zero axial electric field). The electron trajectories are followed in the three directions (the electric field is calculated only in 2D, i.e., in the plane perpendicular to the magnetic field). When an electron reaches one of the end plate the electron is lost if its energy in the direction parallel to the magnetic field is larger than the potential drop between the plasma and the end plate (sheath voltage), otherwise it is reflected back in the plasma. The ion losses are estimated by defining a loss frequency equal to 2u B L where u B = kT e m 1/2 is the Bohm velocity deduced from the local electron temperature T e . At each time step, a Monte Carlo technique is used to choose, according to this frequency, the ions that will be lost to the end walls assuming that the ions are distributed uniformly along the plasma column. The approximation of a uniform density along the plasma column could certainly be improved and this would lead to a correcting factor in the ion loss frequency 2u B L. We consider that this approximation is sufficient for the purpose of this paper. Most of the results presented below have been obtained in argon using the electron-neutral cross-section of Phelps database [45] and a constant ion-neutral charge-exchange collision crosssection of 8 × 10 −19 m 2 , as in Boeuf and Chaudhury [46] . The simulation of electron-cyclotron drift instabilities of section Electron Cyclotron Drift Instability in a Hall Thruster Type Magnetic Barrier have been performed in xenon using the electron-neutral cross-sections of Siglo database [47] . Finally we note that the 2D simulations presented in this paper have be performed in Cartesian (rectangular) coordinates.
ELECTRON VORTICES AND ROTATING SPOKES IN CYLINDRICAL MAGNETRONS
In this section we present PIC MCC simulations results for conditions corresponding to a cylindrical magnetron discharge. The discharge is sustained by electron impact ionization combined with secondary electron emission due to ion impact on the cathode (constant secondary electron emission, equal to 0.1). We consider the "low pressure" and "high pressure" regimes defined in Section E × B Plasma Devices.
ELECTRON VORTICES AT LOW PRESSURE (<10 −4 torr)
We consider a discharge in argon at 0.05 mtorr with a cathodeanode gap of 2 or 2.5 cm. The magnetic field is between 50 and 150 mT, and the applied voltage is on the order of 1 kV or more. In these conditions electrons are trapped by the magnetic field, ions are not sensitive to the magnetic field and are practically collisionless, and the electron gyroradius is smaller than the electron Debye length. The residence time of electrons is much larger than that of ions and the electron density can be large with respect to the ion density in some regions of the discharge (non-neutral regime). It is difficult at this stage to predict the pressure at which the transition between the non-neutral regime described in this section and the higher pressure quasineutral regime [Section Rotating Spokes at Higher Pressure (>10 −3 torr)] takes place because, as we will see below, electron transport (and thus the electron residence time) cannot be simply described by classical collisional transport coefficients. In the conditions of gap length, magnetic field intensity and applied voltages considered here the transition between the two regimes occurs between 0.1 and 1 mtorr. The formation of a non-neutral "electron sheath" in the anode region in the low pressure regime has been speculated in different papers [18, 48] .
1D PIC MCC simulations results are displayed in Figure 2 for three values of the magnetic and predict the formation of an electron sheath region next to the anode. For low values of the magnetic field the non-neutral anode sheath region can be as large as the electrode gap (50 mT case). When the magnetic field increases, the width of the anode sheath decreases. At 100 mT, the width of the electron sheath is a little more than half the gap length while at 150 mT, the sheath width is smaller and is about 5 mm, i.e., 1/4 of the gap length, the rest of the gap being filled with a quasi-neutral plasma.
The results of Figure 2 are steady state results i.e., the charged particle densities and electric field no longer evolve in time after a transient period whose duration depends on the initial conditions.
An order of magnitude of the sheath width can be obtained from a simple analytical treatment first derived by Kervalishvili and Zharinov [48] (see also Abolmassov et al. [18] ). Neglecting the ion density in the anode sheath, assuming that the electron density in the sheath, n es , is constant and noting d s the sheath width, Poisson's equation gives an estimation of the electric field on the anode, E a d s = −en es ε 0 = −2V a d 2 s (V a is the anode voltage). Using the classical collisional mobility and neglecting diffusion, the electron current density at the anode is:
This current must be equal to the ion current density on the cathode j ic (neglecting the secondary electron current at the cathode). Assuming that most of the electron impact ionization takes place in the electron sheath with a constant ionization frequency ν i , we can write (d is the gap length):
The numerical values obtained with this expression of the electron sheath width are smaller than those obtained from the numerical simulations of Figure 2 because the assumption of a constant electron density in the sheath is not very good. Nevertheless, the analytical expression gives a good order of magnitude and provides a reasonable scaling. We see also that for a given applied voltage, the sheath width increases with decreasing magnetic field and that there is a critical value of the magnetic field below which d s ≥ d, i.e., the discharge plasma is non-neutral over the whole gap length. Note that the expressions above assume classical collisional electron transport, which is reasonable in the frame of this 1D model, but doubtful in a more realistic 2D situation (see below).
The 1D PIC MCC results above are steady state i.e., the space distributions of the plasma properties predicted by the simulations and plotted in Figure 2 no longer evolve on time scales much larger than the time constants of the problem. This is in contradiction with the recent theory developed by Abolmasov et al. [18] . This theory states that the instabilities observed in low pressure magnetron discharges are not of the diocotron type but are the results of periodic travel of the electron sheath through the discharge gap. The 1D PIC MCC simulations do not reproduce such oscillations. 1D simulations cannot describe the possible formation of nonuniformities in the azimuthal direction, so simulations in a 2D cylindrical geometry were performed. In the 2D simulations the electron sheath next to the anode was not stable and the sheath transformed into rotating electron vortices (see Figure 3) . The vortices evolved in time on a time scale much longer than the rotation period.
The three vortices of Figure 3 are relatively large and easily interact through their space charge potential. In the conditions of the figure, the self-organized structure of three electron vortices is stable for duration on the order of 10 μs only (the electron collision time in these conditions is on the order of 2 μs and the ionization time is about 5 μs). The number of electron vortices evolves in time and their size depend on the magnetic field intensity and on the electrode gap. At the instant represented in the figure, the size of the electron vortices is on the order of 1 cm. The ion density is azimuthally symmetric and is about 10 times smaller than the electron density in the vortices. The space charge of the electron vortices creates large potential perturbations (potential drop in the vortices) as can be seen on Figure 3 .
Electrons rotate inside the vortices and in the azimuthal direction due to E × B drift. The electron mean energy displayed in Figure 3 is rather large in these conditions due to the very large value of the reduced "effective field" [49] [50] [51] [52] (reduced field that would give the same electron energy gain per unit time in the direction of the electric field, without magnetic field), which is on the order of E p eff ≈ E p ν e ≈ 1 kV/cm/torr). Electron vortices are also present for lower values of the effective field and electron mean energy. The orbits of the vortices are not perfectly stable and evolve in time. In the example of Figure 3 , the three vortices rotate for a long time (10 μs) compared with the period of rotation (70 ns) before destabilization. Abrupt changes in the structure happen periodically and are associated with abrupt losses of electrons from the system. This can be seen on the sequence of Figure 4 which shows the electron density distribution in the gap at different times during the evolution of the vortex structure. The right part of Figure 4 shows the time evolution of the number of electrons in the system, during this sequence. Figure 5 also shows (but on a longer time scale) the time evolution of the number of electrons in the device, together with the variations of the electron current to the anode and to the end plates as a function of time. We see on Figure 4 at time indicated 2, that one of the electron vortices reaches the anode. This leads to an abrupt decrease of the number of electrons in the system, associated with an electron current pulse on the anode and followed by a complete redistribution of the electron density in the gap.
The two other vortices are first pushed toward the cathode (time 2), then the outer vortex, close to the anode, merges with one of the two others (times 2-3). The two remaining vortex then continue to evolve and grow (times 3-5) until each one touches one of the electrodes (time 6). They incompletely merge at time 7 and then the system evolves toward a more chaotic distribution of electron density (times 8-11). After some time the density reorganizes and a new system of well-defined electron vortices will emerge.
We see in Figure 5 that the electron current to the anode is composed of large pulses superimposed on a quasi-continuum. The continuum corresponds to the background density of electrons outside the vortices (typically 10 times smaller than in the vortices). These electrons slowly flow to the anode through collisional transport across the magnetic field. The pulses correspond to events such as those described above and apparent on Figure 4 . The charged particle losses to the end plates in the direction of the magnetic field play an important role in the overall particle balance. An interesting feature is that although the end plates are biased at −100 V with respect to the cathode, there is a non-zero electron current to the end plates and electrons are also ejected in bursts to the end plates. It appears on Figure 5 that there is a clear correlation between the bursts of electron current to the end plates and the electron current pulses to the anode. This is because each event (e.g., vortex reaching one electrode) induces a complete reorganization of the potential and an abrupt drop of the potential in the vortex leads to the ejection of electrons to the end plates (the minimum potential in the vortices in −60 V at the time of Figure 3 , but this minimum evolves in time). We have also observed situations where the potential in a small region in a vortex or close to a vortex drops below the end plate potential, leading to a large and short electron current pulse to the end plates.
The presence of electron vortices in low pressure cylindrical magnetrons and Penning cells has been discussed in the literature mainly by N.A. Kervalishvili and his group on the basis of current and probe measurements [53] [54] [55] [56] . Kervalishvili and his group inferred from their current and probe measurements the presence of the electron vortices and proposed a qualitative description of the formation, interaction, and dynamics of these vortices that is remarkably and strikingly consistent with the PICC MCC simulation results described above. Kervalishvili et al. suggested some possible mechanisms to explain the formation and stability of long-lived solitary vortices in these discharges [57] , and discuss, in a more recent paper, the comparative properties of vortex structures in gas discharges and pure electron plasmas [58] . They also deduce from the measurements that the electron current measured on the end plates is due to the presence of "anomalously high energy electrons" that escape to the end plate when two vortices approach each other (the electrons are supposed to be able to accumulate energy in the direction parallel to the magnetic field because of collisions). The explanation provided by the model is slightly different but not inconsistent with Kervalishvili's interpretation: during the interaction and merging of two vortices, the potential can drop locally close or even below the end plate potential, leading to a short current pulse.
ROTATING SPOKES AT HIGHER PRESSURE (>10 −3 torr)
If the pressure is raised to around 1 mtorr and above in cylindrical magnetrons of diameter of a few cm, the ion density increases because of collisions while electron trapping by the magnetic field becomes less efficient, and a quasi-neutral plasma forms. The magnetron discharge is a glow discharge that can operate at much smaller pressure that non-magnetized glow discharges because of the electron confinement. In a non-magnetized glow discharge without positive column, part of the electrons and ions produced in the negative glow adjacent to the cathode sheath diffuse together toward the anode.
This ambipolar diffusion is associated with a potential maximum and a field reversal in the glow (see, e.g., Boeuf and Pitchford [59] ). In a magnetized glow discharge the collisional electron mobility is smaller than the ion mobility and the sign of the electric field cannot reverse, at least in the context of a simple 1D model of the discharge. As illustrated in Figure 6 , 1D PIC MCC simulations of a cylindrical magnetron (see also van der Straaten et al. [60] , van der Straaten et al. [61] , Boeuf and Chaudhury. [46] ) predict that the electric field in the plasma is negative in the whole gap and increases to allow the generation of ions through ionization to ensure plasma quasineutrality and current continuity (note that small amplitude oscillations may develop in the 1D solutions as discussed in van der Straaten et al. [60] , van der Straaten et al. [61] and the results of Figure 6 are integrated in time). The 1D PIC MCC solution of Figure 6 is actually not stable in a 2D geometry and a 2D PIC MCC simulation gives a very different picture of the discharge as shown by Boeuf and Chaudhury [46] and discussed below. The large radial plasma electric field seen in Figure 6 , which is necessary to draw the electron current to the anode in the 1D solution, does not form in the 2D solution and the system finds another way to carry the electron current to the anode. The fact that solutions of 1D models of the cylindrical magnetron may not be stable had been discussed by van der Straaten and Cramer [62] following their publications on 1D PIC MCC simulations [60, 61] . The work of Straaten and Cramer was a generalization of the theory of Simon [63] , Hoh [64] who showed that in an E × B plasma, a situation where the plasma density gradient and electric field are in the same direction (as in Figure 6 ) is unstable. This instability (Simon-Hoh instability) is related to the fact that due to collisions, the E × B velocity of ions is lower than that of electrons. This causes a charge separation between electrons and ions and therefore the formation of a perturbed azimuthal electric field. It was shown later by Sakawa et al. [65] , Sakawa and Joshi [66] that a similar type of instability (the modified Simon-Hoh instability) is also present in a collisionless plasma under conditions were the electrons are magnetized while the ions are not or are less magnetized (this also results in a lower E × B velocity of ions). Figure 7 illustrates the 2D PICC MCC solutions for a magnetron discharge in the same conditions as the 1D solution of . We see on this figure that the plasma properties are not azimuthally symmetric. The electric potential in the plasma presents an abrupt azimuthal drop which defines a sharp separation (that we call below the front of the instability, or the spoke) between two plasma regions. Ahead of the front in the azimuthal direction, the plasma potential is close to the anode potential (400 V). Behind the front the potential drops abruptly (about 10 V over 1-2 mm) and reaches a minimum 20 V below the anode potential. The potential then goes up slowly (over about 1/3 of the azimuthal direction) to values close to the anode potential.
The region of lower potential behind the spoke is termed below as the "plasma structure." The spoke and the whole plasma structure rotate around the cylindrical axis in about 16 μs. The potential drop in the front is associated with the formation of a double layer. Ions are accelerated azimuthally across the potential drop as can be seen on the distribution of the ion mean energy in Figure 7 . Note that the maximum plasma density in these simulations is on the order of 3 × 10 15 m −3 , i.e., 10 times lower than in the 1D simulations because of the completely different electron transport from cathode to anode (note that there are typing errors in the units of the electron density and ionization rates in the captions to Figures 2,3 of Boeuf and Chaudhury [46] ; the units should be 10 times lower than indicated in the captions).
The formation of the spoke allows a complete redistribution of the electron current in the plasma, very different from the simple radial current flow predicted by the 1D model of Figure 6 . The abrupt potential drop in the front of the spoke generates a large, quasi-azimuthal electric field as can be inferred from the potential distribution of Figure 7 and is illustrated in Figure 8 . This electric field (on the order of 5-10 kV/m) induces a large radial E × B velocity and associated E × B electron flux. It is interesting to note that the sheath associated with the electric field in the front is directly connected to the anode sheath as can be seen on Figure 8 . The lower plasma potential region is surrounded by large electric field layers (large electric field in the anode sheath and in the spoke front, lower electric field in the back of the structure). This generates an E × B electron flow illustrated by the blue arrows of Figure 8 . Note that the E × B flow is perpendicular to E and therefore parallel to the equipotential contours. We see that electrons flow from the end of the cathode sheath to the anode in the back of the plasma structure. The potential variations are much less abrupt in this region than in the front so the electron flux from cathode to anode is less intense than in the front but is distributed over a large region. When they reach the anode sheath, the electrons flow in the E × B direction along the sheath, some of them being captured by the anode due to collisional drift across it or because their Larmor radius is larger than the sheath. The electron flow along the anode sheath turns radially toward the cathode, following the equipotential lines at the location of the spoke, reaches the cathode sheath, follows the cathode sheath edge etc. . . In term of electron transport from cathode to anode Figure 7 . The equipotential lines in the plasma (between 380 V and the anode potential at 400 V) are also shown. The electron flux is mainly in the E × B direction, i.e., parallel to the equipotential lines (with a small component due to collisional drift in the direction opposite toE), i.e., parallel to the front in the spoke while the direction of the ion flux is close to the electric field direction, i.e., perpendicular to the spoke front in the spoke region.
these results can be summarized by saying that there is a large, localized electron flux from anode to cathode at the spoke front, and a smaller but more distributed electron flux from cathode to anode at the back of the cathode. To have a net flux from cathode to anode, the total electron flow in the back of the structure must be larger than in the front.
To better understand the cross-field electron transport from cathode to anode we can measure, in the simulation, the electron current collected by a particular section of the anode as could be done in an experiment with a segmented anode. This current is shown in Figure 9 . We see that the current collected by the anode segment is modulated in time, with a period equal to the period of rotation of the spoke. This current increases when the spoke reaches the anode segment and decreases as the spoke moves away from it. On the ionization rate displayed at three different times in Figure 9 , one can see the larger ionization rate in the spoke region. The collected current passes through a maximum just after the spoke has reached the azimuthal position of the collector. This confirms that electrons flow to the anode due to the radial E × B transport induced by the azimuthal potential gradient in the back of the structure.
We now focus on the properties of the plasma in the spoke. Figure 10 shows the distribution of charged particle densities and electric field in a direction perpendicular to the front, at a particular radial position. The plasma is strongly inhomogeneous and we see the formation of a double layer with a larger density of ions in the front (left of the figure) and a larger density of electrons in the back. The maximum electric field associated with the double layer is between 5 and 10 kV/m, corresponding to E B drift velocities of a few 10 5 m/s. The ionization rate presents a maximum in the spoke front (as can be seen also in Figure 9 ). The large E × B electron flow is in the back of the double layer, i.e., in the negative space charge region. Instabilities form in the spoke front, in the region of low electron density and are associated with the large E × B electron velocity along the azimuthal sheath. These instabilities, visible in Figures 7, 9, 11 , travel at the E × B velocity and are likely to be two-stream instabilities. The decrease of the ion density from the front to the back is due to ion acceleration by the double layer electric field. The ion mean energy in the front reaches values on the order of 5 eV (Figure 7) , about half of the potential in the front because of charge exchange collisions and of the fact that some ions are created by ionization in the front and do not see the whole potential drop. The velocity of argon ions at this energy is about V i ≈ 5 × 10 3 m/s and is consistent with the velocity of the rotating spoke (2π R T with R ≈ 1 cmand T ≈ 15 μs), i.e., the rotation of the spoke is directly related to the ion acceleration through the double layer.
The properties of the rotating spoke as predicted by the PIC MCC simulations present striking similarities with the model proposed by Piel et al. [67] to explain the rotating spokes observed in the 1970s-1980s (see the reviews by Piel [34] , Brennings [33] ) in pulsed high-power homopolar E × B discharges studied in the context of fusion and also in relation with the concept of CIV. The CIV concept was introduced by Alfven in a model of the formation of the solar system. This model states that when a neutral gas cloud falls, due to the sun gravity, on a magnetized plasma, rapid ionization occurs and an ionization front (and a double layer) forms when the gas velocity reaches a critical value called the CIV. The falling gas is therefore ionized, is trapped by the magnetic field and is prevented from falling further in the gravitational field of the sun. It has been suggested that this mechanism can explain the formation of planets of different mass compositions at different distances from the sun. In our problem or in the studies of homopolar discharges, the gas is at rest and the ionization front is moving but the physics is similar. The basic idea of the CIV concept is that the double layer is sustained by ionization in the front. Electrons are trapped by the magnetic field and drift along the E × B direction while ions are accelerated by the double layer field, just as in Figure 10 . To sustain ionization in the double layer, the potential drop must be on the order of the ionization potential of the gas, U i , and a physical mechanism must transfer this energy to the electrons to allow ionization. The velocity of the ions accelerated by the double layer is therefore on the order of the CIV defined by V i = 2eU i M where M is the ion mass. The mechanism by which the electrons gain energy from the double layer field has been the subject of a number of papers and theories summarized by Piel et al. [67] . One mechanism that was invoked to explain this energy transfer to the electrons was a two-stream instabilities due to the large E × B velocity of the electrons. This instability was supposed to provide the electron heating necessary for ionization in the front. In our 2D PIC MCC simulations an instability of the E × B electron flow in the front is clearly present (see the electron density and electric potential in the spoke front in Figure 7 , and the enlargement of the region of instability at three different times in Figure 11 ) but the role of this instability in the collisionless heating of the electrons in the front is not easy to quantify.
As shown in Figure 8 the electron transport is complex and electrons flowing in the spoke front could equally well have gained energy by collisional transport across the cathode sheath, anode sheath, or even in the double layer field itself (as discussed in Boeuf and Chaudhury [46] ). It is therefore difficult to conclude in our conditions that the potential drop in the spoke front should be equal to the ionization potential or that collisionless electron heating plays an important role. Nevertheless, the numerical results show that the potential drop in the front is not far from the ionization potential and the ion velocity and rotating spoke velocity are smaller but close to the CIV. Moreover, calculations performed with different ion masses (keeping the same electron and ion cross sections and changing artificially the ion mass) showed that the spoke velocity was directly related to the ion mass and varied roughly as M −1/2 .
To conclude this section we can say that the 2D PIC MCC in this simple magnetron configuration provide very interesting results that seem closely related to the concepts of rotating spokes and CIV which were thoroughly discussed in the 1970s-1980s in the context of more complex homopolar discharge experiments or of Alfven theory of the solar system formation. We have however to keep in mind that these results are only two-dimensional and correspond to flute modes where the plasma is supposed to be uniform along the magnetic field. Numerical results not mentioned here also show that the spoke rotation is not always very regular, that the system can sometimes exhibit a m = 2 mode (two spokes) or transition between a m = 1 and m = 2 mode, or present a much less organized or more chaotic behavior. Due to computational limitations, the numerical results presented here have been obtained at relatively low plasma densities (less than 10 10 m −3 ). It is not clear if the global physical picture of the rotating spoke provided by the simulations at these low densities would hold at much higher plasma densities (although we note that plasma density in the rotating spokes observed in homopolar discharges was two or three orders of magnitudes larger than in the present simulations). Further work is also needed to quantify clearly the role of the instability on the average electron transit time from cathode to anode, and to compare more systematically the "anomalous electron transport" predicted by the 2D simulations with the classical, collisional transport results provided by the 1D model (both in the neutral regime of section Electron Vortices at Low Pressure (<10 −4 torr) and in the quasineutral regime described in this section).
Finally we must mention that a magnetron discharge is just one of many different ways of sustaining a magnetized plasma column. Many experiments and theoretical works have been devoted to the study of low temperature magnetized plasma columns sustained by electron beams [68, 69] , by filaments, or by inductive sources or helicons [70] . Reports of the presence of rotating structures in these devices are numerous (see, e.g., evidence of rotating structures in the MISTRAL plasma column, shown by Laser Induced Fluorescence measurements [71] ) but very little self-consistent modeling of these structures has been published.
ELECTRON CYCLOTRON DRIFT INSTABILITY IN A HALL THRUSTER TYPE MAGNETIC BARRIER
We have seen in the section above on the "high pressure" regime of cylindrical magnetrons, that 1D PIC MCC simulations predict a large value of the electric field in the plasma to compensate for the low electron conductivity and ensure continuity of the current across the discharge. In a 2D treatment of the same problem, the radial electric field in the plasma collapses because the 1D solution is not stable and the plasma "organizes itself " in such a way that the electron current can flow to the anode without the presence of a large radial field. This shows that establishing a large electric field in the plasma by lowering the electron conductivity with a magnetic field barrier is not straightforward to achieve because "anomalous" transport across the magnetic field can be easily driven by instabilities or non-uniformities of the plasma and enhance the plasma conductivity.
Hall thrusters ( Figure 12A ) are very interesting examples of E × B devices where a large electric field can indeed be generated in the plasma due to the lowering of the plasma conductivity by a magnetic barrier ( Figure 12B) . The large electric field in the plasma is used to accelerate ions toward the outside of the thruster. The operating conditions are very sensitive to a number of parameters such as the dimensions of the plasma channel, the length of the magnetic barrier, the intensity of the magnetic field, the applied voltage, the gas flow rate etc. . . Moreover, Hall thrusters operate in a regime where the gas injected on the anode side is almost completely ionized by the electrons flowing from cathode to anode through the magnetic barrier. The gas density is therefore not constant but decreases from the anode to FIGURE 12 | (A) Schematic of a Hall thruster. The plasma is generated between two concentric dielectric cylinders. The magnetic barrier is generated in the exhaust plane by a system of coils and a magnetic circuit; (B) axial profiles of the external radial magnetic field and of the calculated axial electric field (2D PIC MCC simulation, adapted from Adam et al. [42] ) along the middle of the channel. The axial electric field is generated by the drop of electron conductivity in the magnetic barrier.
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December 2014 | Volume 2 | Article 74 | 11 the exhaust plane and the plasma conductivity is not controlled simply by the magnetic field distribution, but also by the gas density distribution which is not imposed but is the self-consistent result of ionization. The electric field distribution in the plasma is thus related to the magnetic field distribution, plasma density profile, gas density profile and ionization rate distribution. Another important aspect of the strongly non-linear physics of a Hall thruster is that although a large electric field can be established in the plasma, meaning that the electron conductivity is successfully and significantly reduced in the magnetic barrier, models based on the classical theory of collisional conductivity fail to quantitatively reproduce the experimental observations. The classical conductivity associated with electron-neutral and electron-ion collisions is too low by one order of magnitude or more (see, e.g., Meezan et al. [72] , Adam et al. [42] and references therein) to describe the electron current in the exhaust region of the thruster. This is the reason why Hall thruster models are still not predictive and the detailed design of these thrusters is still empirical.
A considerable research effort has been devoted to the study of the physical mechanisms that could be responsible for anomalous electron transport across the magnetic barrier in a Hall thruster. The identified possible mechanisms are: electron interaction with the walls (scattering, secondary electron emission), instabilities and turbulence (e.g., "rotating spokes," high frequency drift instabilities, resistive instabilities, sheath instabilities coupled with the E × B drift, . . . ). In the configuration of a Hall thruster, it seems natural to look for pure plasma instabilities but the experiments show that the electron current and plasma conductivity are also dependent on the wall material. Therefore, the role of electron-wall interactions on electron transport across the magnetic barrier cannot be neglected. Recent studies propose some combined effect of plasma instabilities and plasma-wall interaction [73, 74] . Reviewing the instabilities that could be responsible for anomalous electron transport in a Hall thruster is far beyond the scope of this paper. Oscillations in the 1 kHz-60 MHz frequency range are discussed by Choueiri [39] in a 2001 paper. A more recent review of the low frequency azimuthal instabilities can be found in the paper by Escobar and Ahedo [75] while the paper by Frias et al. [76] discusses and re-visits the fluid theory of long wavelength gradient drift instability. The effect of secondary electron emission from the channel walls of a thruster on electron transport and instabilities have been studied using particle simulations in a series of recent papers [77] [78] [79] [80] [81] .
Since one of the purposes of this paper is to illustrate how PIC MCC simulation can help identify and understand instabilities in E × B devices, we focus below on a particular micro-turbulence in the mm scale that has been predicted by PIC MCC simulations [40] [41] [42] 73] , observed by collective scattering experiments [28, 42, [82] [83] [84] and leads to an increase of electron conductivity consistent with the measurements. This instability is termed as "electron-cyclotron drift instability" and results from the resonant coupling between Bernstein electron modes and ion acoustic waves. This is a kinetic instability that had been studied theoretically [85] and simulated [86, 87] in the 1970s in the context of the propagation of shock waves perpendicular to a magnetic field and more recently in the context of Hall thrusters.
The dispersion relation for the electron-cyclotron drift instability [41, 84] predicts a wave vector k y in the direction E × B close to:
where V d = E B is the electron drift velocity and n is an integer. This corresponds to very short wavelengths close to or below the electron gyroradius. The Bernstein waves at frequencies multiple of e are Doppler-shifted toward low frequency by the high drift velocity V d and can couple with the ion acoustic wave, which gives rise to the instability.
The presence of electron-cyclotron drift instabilities has been predicted by 2D PIC MCC simulations in the axial-azimuthal plane [40, 42] or in the radial-azimuthal plane [73] (these 2D simulations were limited to a relatively short length in the azimuthal direction and assuming periodic boundary conditions). The 2D PIC MCC simulations in the conditions of a Hall thruster are very cumbersome because of the large plasma density and the computation time is large even with implicit and parallelized codes. It seems therefore natural to try to use simpler kinetic simulations of the electron-cyclotron drift instability to infer quantitative information on cross-field electron transport that could be used in simpler fluid or hybrid models. This can be done with 1D particle models.
The goal of the results presented and discussed below is twofold:
(1) To illustrate the fact that the electron-cyclotron drift instability is present under the large E × B drift velocities of Hall thrusters and appear very easily in 1D PIC MCC simulations. (2) To stimulate critical thinking and discussions regarding the feasibility or relevance of using such kinetic simulations to deduce macroscopic parameters to be used in fluid models of electron transport in Hall thrusters.
Ducrocq et al. [41] developed a 1D Particle-In-Cell simulation in the E × B direction to study the effect of the distortion of the electron velocity distribution function on the instability predicted by the theoretical dispersion relation (the theoretical dispersion of the electron-cyclotron drift instability is based on the assumption of a Maxwellian electron distribution function.). The accelerating electric field, the magnetic field and the plasma density were given and the 1D PIC simulation was used to study the collisionless development of the instability in the direction perpendicular to the electric and magnetic fields. Ducrocq et al. showed that the instability evolves into a comb of unstable modes developing for each k y V d = n e with a maximum growth rate shifting to decreasing values of k y as the distribution function is deformed by the instability. The instability was saturated in these simulations only because of the finite length of the simulation domain in the azimuthal direction. One can understand that there is no real (i.e., not due to the limited size of the simulation domain) saturation of the instability in such simulation since the electrons only gain energy in the applied field E 0 during their transport across the magnetic field (this transport being made possible by the instability). Therefore, such simulation cannot provide any information on macroscopic transport properties of the electrons such as a cross-field mobility. In order to try to define and quantify the anomalous mobility associated with the electron-cyclotron drift instability, we performed 1D PIC simulations similar to those of Ducrocq et al. [41] but including some physical effects that lead to a saturation of the instability. In a real device, the saturation of the instability can occur because of the finite length of the acceleration channel, because of electron collisions with neutral atoms or interaction with the walls. The PIC MCC simulations described below include electron-atom collisions and assume a finite length of the acceleration channel.
We consider an initially uniform neutral plasma of density n 0 in a given, constant electric field E 0 (the axial electric field of a Hall thruster parallel to the x direction) and with a given, constant gas density n g , considered as a parameter of the simulation. A magnetic field B 0 is applied perpendicularly to the electric field, in the z direction. The plasma is supposed to be uniform in the directions parallel to the electric and magnetic fields, and we look for the development of instabilities in the E 0 × B 0 direction (the "azimuthal direction," y). Electrons and ions are subject to the imposed field E 0 and B 0 and to the selfconsistent space charge field E y associated with the instability (if any) in the E 0 × B 0 direction and deduced from the solution of Poisson's equation in this direction. The trajectories of electrons and ions under the effect of these fields and of collisions with neutrals are integrated during each time step. At the end of each time step, the charged particle densities along the E 0 × B 0 direction can be deduced from the charged particle positions, and the electric field E y is re-calculated, as in standard PIC MCC simulations. We consider a simulation length L y in the y direction, with periodic boundary conditions (this is a way to account for the fact that the E 0 × B 0 direction is closed-the total azimuthal length of a real thruster is too long to be taken into account in the simulation). To keep the average plasma density n 0 constant, ionizing collisions are treated as excitation (the number of charged particles in the simulation stays constant). Finally the charged particles are followed over a finite acceleration length, L x , supposed to be equal to 1 cm (this is consistent with the 2D simulation of Figure 12B ). When the charged particles reach the end of the acceleration region, a new particle is injected at the other end according to a Maxwellian distribution of temperature 2 eV for electrons and 0.1 eV for ions, and at a random position along the y direction. Figure 13A shows an example of distribution of the azimuthal electric field and charged particle density profiles obtained at steady state under conditions where the instability saturates (the system reached steady state in about 1 μs). The amplitude of the azimuthal electric field oscillations is very large, on the same order as the imposed axial electric field E 0 . The wave is associated with a large plasma polarization and with large fluctuations of the plasma density whose amplitude is more than 10% of the average plasma density. The ion phase space of Figure 13B shows the ion trapping in the azimuthal wave potential and the high velocity ions traveling with the wave (Landau effect). The wave in Figure 13A exhibits a well-defined period with a wavelength on the order of 1 mm. The wave velocity is about 5-10 km/s which gives, with a wavelength of 1 mm, a wave frequency in the 10 MHz range.
During the time evolution to steady state, the instability actually first forms (in about 100 ns) with a smaller wavelength. As the electron energy distribution function (EEDF) is modified by the instability and by collisions (the electron-neutral collision frequency is on the order of 3 × 10 7 s −1 for the conditions of Figure 13 ) the wave number shifts to lower values. This is illustrated in Figure 14A and is consistent with the results of Ducrocq et al. [41] . Figure 14B shows the deformation of the EEDF which is coupled to the development of the instability. The calculated electron temperature at steady state is 25 eV. The electron mobility can also be deduced from these calculations and is equal to 3 m 2 /V/s, to be compared with the classical collisional mobility which is about 0.9 m 2 /V/s in these conditions. From simulations such as those described in Figures 13, 14 and provided that a steady state is reached, different macroscopic parameters (e.g., the cross-field electron mobility) can be deduced for the set of parameters used in the simulation: accelerating electric field E 0 , external magnetic field B 0 , gas density n g , plasma density n 0 .
The results of the simulations can be summarized as follows. For very low plasma densities or in the limit of zero plasma density no significant azimuthal wave develops and the electron mobility tends to the classical, collisional mobility (circle symbols of Figure 15 ). For a non-zero plasma density and for given E 0 and B 0 , if the gas density is large (pressure above about 0.1 torr) a steady state solution is reached, with no instability and with an electron mobility also close to the classical, collisional mobility. When the gas density decreases but is still sufficiently large, instabilities develop but the space averaged electron distribution function reaches a steady state corresponding to a global balance between energy gain due to the applied electric field E 0 , and losses due to collisions.
From the simulation results we can try to infer a qualitative understanding of the mechanisms leading to cross-field electron transport in the instability. Adam et al. suggested [40] that the stochastic motion of electrons in the wave field is responsible for the non-collisional electron transport. Some electrons trajectories can be resonant with the wave, leading to sudden jumps in the electron velocities that can have the same effect as collisions. Similar effects had been described by Karney [88, 89] in the context of ion heating by a monochromatic lower hybrid wave.
The observation of electron trajectories in our 1D PIC MCC simulations lead to a simpler conclusion. We find that resonant effects are not dominant and are not needed to explain electron transport across the magnetic field. The electrons trajectories are strongly deformed by the wave field and elongated in the direction parallel to E 0 . This is globally equivalent to a significant increase of the electron Larmor radius, i.e., to a lowering of the magnetic field and therefore to an increase of the electron mobility. Note that with this interpretation, collisions (or scattering with FIGURE 15 | Calculated steady state cross-field mobility as a function of xenon gas density for different values of the average plasma density n 0 , and for E 0 = 2 × 10 4 V/m and B 0 = 2 × 10 −2 T. The circle symbols corresponds to the classical cross-field electron mobility (no instability), obtained for low plasma densities, and the triangle symbols correspond to the electron mobility enhanced by the instability for n 0 = 2 × 10 16 m −3 and n 0 = 10 17 m −3 . These results show that the anomalous mobility due to the electron-cyclotron drift instability is a strong function of the plasma density.
the walls) are still necessary to explain transport. The effect of the wave is just to increase the mobility by modifying the electron trajectories.
The description above of electron transport in a magnetic barrier under conditions close to those of a Hall thruster is clearly oversimplified since it neglects any effect of gradients (of electron density, magnetic field, gas density) in the axial direction and assumes a constant axial electric field E 0 . The concept of local mobility is of course questionable in the conditions of Hall thrusters: the acceleration region may be too short to reach an equilibrium between momentum or energy gain and losses, the gas density can be very low in this region at the moment of peak current [40, 90] , etc. . . Nevertheless, this description may be useful because it provides approximate quantitative information on how the electroncyclotron drift instability modifies the electron mobility under conditions where such a mobility can be defined, and on how this mobility depends on parameters such as gas density and plasma density. For example, the strong dependence of the anomalous mobility on the plasma density is clearly shown by the simulations of Figure 15 . Engineering models of Hall thrusters cannot be based on PIC MCC simulations and even though, strictly speaking, the concept of mobility may be not fully relevant, simpler models using this concept can be useful if the anomalous mobility can be scaled with relevant parameters (gas density, magnetic field, plasma density) and is not only a simple adjustable parameter [90] [91] [92] . We conclude from the simulations that if the concept of anomalous mobility is to be used in a fluid model of electron transport in Hall thrusters, and if the dominant source of anomalous transport is the electron-cyclotron drift instability, this anomalous electron mobility should be strongly dependent on the plasma density. The results above or some improved versions of these results (e.g., including the effect of wall scattering etc. . . ) could provide a scaling of the anomalous mobility with the parameters (electric and magnetic fields, gas density, plasma density) that is more satisfactory than a simple empirical adjustment of the mobility.
Although the simulations show that the electron cyclotron drift instability easily forms and has a large growth rate, it is very likely (as the formidable literature on this topic indicates) that it co-exists with other types of instabilities that can also contribute to anomalous transport. The difficulty in Hall thruster research is to assess what is the dominant mechanism and how particular properties of the thruster (magnetic field distribution and gradients, channel dimensions etc. . . ) can affect or change the dominant mechanism of cross-field transport.
CONCLUDING REMARKS
We have illustrated in this paper the question of electron transport in three typical but simplified E × B configurations of low temperature plasma sources on the basis of results from PIC-MCC simulations. With the help of the simulations, we have shown evidence of the formation of electron vortices in the conditions of low pressure magnetron discharges (typical of Penning or magnetron gages), we have reported and described the formation of rotating spokes and its contribution to electron transport in cylindrical magnetron discharges in the 10 mtorr range, and we have discussed the possible role of an azimuthal electroncyclotron drift instability in the anomalous transport of electrons through a magnetic barrier in the presence of a large perpendicular electric field (and large Hall current). The physics involved in these devices is extremely rich and complex, and it clear from the discussions of the results that despite decades of research effort our understanding of this physics is still poor. The examples shown in this paper prove that particle simulations can be an extremely powerful tool to unravel some of the mysteries of electron transport in low temperature E × B devices. The simulations of steady state discharge devices is still difficult even in two-dimensions and for plasma densities larger than 10 16 m −3 and dimensions of a few cm. Two approaches are equally valuable and should be developed more extensively in the future: (1) use of PIC MCC simulations under simplified conditions to get a better insight in the physics and to help building simpler models, (2) high performance computing with the development of massively parallel PICC MCC simulation tools that can address more realistic problems in term of plasma density and device geometry.
