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17. SOME NONCONVOLUTION EQUATIONS 
Our assumption on A(t, .$) in Theorems 9a and 9b is 
For each t E (-CO, CO), A(t, 5) E NBV(--oo, co) US afkzction 
H,(A): of 5. There exists A,(t) E NBV(-co, co) such that 
j$ q-qt, 6) - A,(f), a) = 0. 
THEOREM 9a. In Theorem la equations (EJ and (E,*) may be replaced by 
(2.81) and (2.81*) respectively and hypothesis H,(A) by H,(A), and all the 
conclusions remain valid. 
The proof follows from the observation that if 
x(t) ELAC(-a2, co) nI,y--co, co) 
satisfies (2.81) ax., then it also satisfies 
a.e., where 
f(t) =f(t) + s, &(t - EN d&%(0 - 4~ 01 (-a < t -=c ~1. (17.2) 
Hence 
f(t) ELy -co, co) and limf(t, = f(a3). (17.3) 
Theorem 1 a applied to (17.1) now yields the result. 
* Parts I, II, and III of this paper appear in three consecutive issues of this journal. 
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(It is not difficult to extend Theorem 9a so that it covers the equation 
x’(t) -1~ j= g(x(t - [), t, 6) d,A(t, () = f(t) (-cc < t < co), 
--Jo 
where H,(A) and Hr( f  ) hold, if suitable assumptions are placed on g(x, t, l) 
including one of the form lim,,, g(x, t, 6) = g*(x, [). The appropriate 
limit equation is then 
r’(t) + jm g”(y(t - 5)s 5) d463 = f(a) (--co < t < co), -* 
which is not of type (E,) if g*(x, 5) d e en p d s on .$. However, equations of this 
type are considered in Section 21. Also, “periodic” variants of Theorem 9a 
will be apparent after the considerations of Section 20.) 
If  A(& 5) in (2.81) is absolutely continuous in 5, it is convenient to rewrite 
both it and H,(A). Thus, for the Eq. 
x’(t) + jr &(t - Ob(t, E)dS =f(t) (--co < t < to), (17.4) 
-cc 
suppose that 
For each t E (-00, oo), a(t, E) is a measurable function 
H,(~): of 5. There exist functions a,([), u,(t) EU( -CO, 00) such that 
fl+E a(4 Lf) = a,(5), 146 5)l < 45) (-a < ‘$7 t < 00). 
Define 
A(t, 6) x jl, a(t> 4 ds, 4(0 = jl, al(s) ds (-co < t, t < a). 
Clearly, H,(a) implies A(t, E) + A,(t) and 
V(&> 8 - A,(t), a> = jm I a(4 6) - al(E)1 d[ --j 0 
-cc 
as t ---j co, so that H,(A) is satisfied. The limit equation for (17.4) is, of course, 
y’(t) + jm g(y(t - tM5) dt = f(a) (-03 < t < co). (17.4*) 
--m 
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As an application of Theorem 9a, as it relates to (17.4) under hypothesis 
H,(a), we consider the Volterra equation 
x’(t) + j:g(sML(t~ 8) dt = f(t) (0 < t < co) 
or, equivalently, 
x'(t) + j" g@(t - t))cl(t, t - 5) d5 = f(t) (0 < t < co). (17.5) 
0 
If x(t) satisfies (17.5) a.e. on [0, co), if a(& 6) is defined by 
a(& 5) = &, t - 0 if 0 < f < t, a(t, .$) = 0 otherwise, (17.6) 
and if the domains of x(t) andf(t) are extended to (-co, 0) by 
x(t) = x(O), f(t)=0 (--co<t<O), (17.7) 
then x(t) satisfies (17.4) a.e. on (-CO, co). If 
For each t E [0, oo), p(t, 6) is a measurable function of .$ on 
[0, t]. There exist functions pL1(l), ~~(6) EP(O, a) such that 
kil p(t, t - c$) = p&g (0 < 6 ==I co), 
I CL(t9 t - 511 G Pm (0 < 5, t < @J>, 
and if a(t, 5) is defined by (17.6), then a(& 5) is readily seen to satisfy H,(u). 
Thus Theorem 9a applies to (17.5) under hypothesis H&L) (Hs( f ) replaces 
Hr( f  ), of course). The limit equation for (17.5) is 
r’(t) + j)(Y@ - SMS) a = f  (00) (--co < t < co). (17.5*) 
A class of kernels satisfying HI(p) is given by (17.13) below. 
Theorem 91 below will be shown to follow from Theorem 2 of Levin [24]. 
It is a result for real equations of the form (17.5) which is of the second type 
mentioned in Section 2, i.e., the existence of a limit kernel is not assumed. 
Thus, for example, if 1 E 1 is sufficiently small, direct calculations show that 
P(t, 0 = [I + E sin(log(t + l))] exp{-(t - 5)[1 + E sin(log(t + l))]} (17.8) 
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satisfies H&A), an hypothesis of Theorem 9%. Since lim,,, f*(t, t - 6) clear11 
does not exist for (17.8), it does not satisfy H,(p). 
p(t, 5) E c3 for 0 < f  < t < co, 
I& 6) 2 0, FLt(t, 5) < 0, Ptt(4 6) 3 0, 
CL&, 47 3 0, CL,@, 0 G 0, Ptte(4 E) 3 0, 
sup p(t, 4 < a, 
O<t<m 
sup (F-1) jt A(4 5) df < 03, 
o<t<m 0 
H2(P)’ ’ li%$f(-1) St (t - Q&(t, 0 dt > 0 for every 6 > 0, 
t--6 
I 
t 
lim 
t-a, o &, 5)&C = P < ~0, 
,,j, 1 P - jh E)@ j dt < ~0 
0 
HG(f 1: 
1 
f(t) E W, 4 n-W% ~4, ;cf (9 = f(m), 
I 
m 
liyp If’(t)1 < a, If(t) -f(a>l dt < ~0 o 
a@ + 4 - &)I > 0 
n(c)p( =;‘by) for SOme 6 
x , 
G(x) = jx [g(( + c) -g(c)] dl+ co, 
0 
g(x) = O(GW (I x I - ~1 
THEOREM 99. Let H,(g), H,(p), and HB( f ) be satis$ed. Then for each x0 
there exists a unique solution x(t) of (17.5) on 0 < t < co such that x(0) = x0 . 
Moreover, 
Define 
‘,1&l x(t) = c, pi x’(t) = 0. (17.9) 
44 = dx + 4 - g(c) (-co < x < co), 
7)(t) = x(t) - c (0 < t < co). 
Then (17.5) implies 
(17.10) 
r]‘(t) + jt &&3)&~ I) dt = f(t) (0 < t < m), 
0 
where 
(17.11) 
f(t) = f 0) - f (00) + A4 [P - j:, dt, 6') dt]. (17.12) 
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fM4 and f&(f) imply .&I -+ 0 (t -+ oz) and f(t) ED(O, co). A careful 
inspection of the present hypothesis shows that Theorem 2 of Ref. [24] 
applied to (17.11) yields q(t) + 0, 7’(t) + 0 as t + oc), which together with 
(17.10) implies (17.9). 
The kernels defined by (17.13) may b e s h own by direct computation to 
satisfy H,(p). (Th is example is an appropriate modification of one which 
appears in Ref. [24]; less restrictive smoothness assumptions would suffice.) 
/-a E) = r(aw(t - 0, 
y(t) E w, co), (-1)“y’k’(t) 3 0 (K = 0, 1, 2), 0 < y(a), 
5(e) E cw, co>, 5fk)(5) b 0 (k = 0, I), 0 < C(m) < 03, 
b(t) E cw, aJ), (-l)%(*)(t) >, 0 (k = 0, 1,2, 3), 0 < b(a), 
y(m) - y(t), I(a) - t-(t), tb(t) EJqO, a>- 
(17.13) 
It is interesting to observe that (17.13) implies 
Hence (17.13) also satisfies HI(p) with 
Pi(f) = r(~N~)w, CL‘&!) = rw(~)w). (17.15) 
We turn now to (2.82). The discussion parallels the preceding one for 
(2.81). 
THEOREM 9b. In Theorem lb equations (Eb) and (E8*) may be replaced by 
(2.82) and (2.82*), respectiwely, and hypothesis H,(A) by H,(A), with no 
further changes. 
If  x(t) E a(-co, co) nLm(--oo, co) satisfies (2.82), then it also satisfies 
49 + j-Irn g(@ - 0) d48 = fW (-co < t < co), (17.16) 
where/2(t) is given by (17.2) and (17.3) ’ 1s a g ain valid. Theorem lb applied to 
(17.16) yields Theorem 9b. 
As already noted, H,(a) implies H,(A). Hence Theorem 9b applies to 
x(t) + Irn g(@ - O)& 0 df = f  (4 (-03 < t < co), (17.17) 
-02 
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if a(t, 5) satisfies Hr(u). (In this case (T) is automatically satisfied.) The limit 
equation for (17.17) is 
y(t) f j-m g(y(t - tM5) d5 =f(a) (-co < t < co). (17.17”) --m 
The Volterra equation 
or, equivalently, 
~(4 + I” d-4 - iW4 t - E) &f = f(t) (0 9 t < co), (17.18) 
0 
may be written in the form (17.17) by defining a(t, 5) by (17.6) and 
extending the domains of x(t) andf(t) to (- co, 0) by setting x(t) -f(t) -f(O) 
on (-00, 0). As already noted, HI(p) implies H,(a). Hence Theorem 9b 
applies to (17.18) if ~(t, E) satisfies HI(p). The limit equation for (17.18) is 
Theorem 9b below treats real equations of the form (17.18) under an 
hypothesis, H&), which does not guarantee the existence of a limit kernel. 
The proof is a fairly straightforward modification of the proofs of Theorems 1 
and 2 of Levin [23], which dealt with the convolution case ~(t, 8) = a(t - [). 
For brevity, we give only the reduction required to begin this modification 
and a few key lines of the proof. 
H3(11.)’ lirninf(--I) 111:’ pt(t, E) df > 0 zy o<c,<c,<co, 
2 
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Roughly speaking, the last few assertions of H&A) state that, as t + CO, 
most of the variation of p(t, 5) occurs near t = 8. 
Wf ): f’(t) E WA a) n Jw, co), li$f’(t) = 0. 
From H,(f) it follows, of course, that f(t) +f(co) # &cc as t + co. 
H,(g): g(x) E C(- co, co) is strictly increasing. 
From H,(g) it follows that there exists a unique c such that 
c + id+ =f(m)* (17.19) 
THEOREM 96. Let H,(g), l&(p), and H,(f) be satisfied. Then any solution 
x(t) of (17.18) on 0 < t < 00 (and a solution on this interwal exists) satisfies 
(17.9), where c is determined by (17.19). 
Proof. Define h(x) and T(t) by (17.10). Then 
44 E ‘7-00, m>, h(0) = 0, h(x) is strictly increasing (17.20) 
rl(t) + j-1 WOMt, El dt = f(t) (0 < t < a), (17.21) 
where f*(t) is given by (17.12). The hypothesis implies 
Jl(t)E C[O, CO) nLl(0, CO), li+if(t) = I,+?f’(t) = 0. (17.22) 
Equation (17.21), because of (17.12), (17.20), (17.22) and the hypothesis may 
now be studied by the methods of Ref. [23]. 
Thus, as in Ref. [23], one defines 
9 = {t IT(t) > 0, 7’(t) > 0, rl(t) -=c 77(t) for 0 < E < t3 
and shows that t E 9 implies T’(t) < 1 f’(t)l. This leads to SUP,,~~<~ T(t) < co. 
Similarly, info<iCm v(t) > ---co. 
In order to show that ~(00) = 0, which completes the proof, one shows 
that the converse assumption 
-co < +j = lizinf q(t) < lim+%up q(t) = Gj < cc 
leads to a contradiction. The key point here is to define the sequences {tn}, 
{tn*}, and {en} exactly as in Ref. [23], to which we refer for additional details. 
If 1 E ( is sufficiently small the kernel p(t, .$ of (17.8) may be shown to 
satisfy Ha(p); however, as already noted, it does not satisfy H,(p). 
544 LEVIN AND SHEA 
A rather different example of a kernel which satisfies H.&u) but not H,(p) is 
1 
[3 + E sin t][E - t + I]2+Esint + 1 (0 < E < t -< I) 
p(t, ,f) zzz e-w+w (O<!t<t-1) 
[3 + E sin t][E - t + 1]2+Esint + 1 (0 < t - 1 < 8 < t). 
It is not hard to show that the following class of kernels satisfies Ha(p). 
p(t, 67 = y(q&tyo - 8); y(t), t;(t), b(t) E cm m>, 
y(t) b 0, y’(t) G 0, $rir y’(t) = 0, 0 < Y(cQ) < 00, 
C(t) >, 0, t;‘(t) > 0, SUP 5'(t) < 00, 0 < 5(a) < a, 
oq<m 
W) 2 0, b'(t) < 0, b(t) Eqo, =)I, 
b(t) not constant on any interval, -$17(t) 1; b(f) d[l > 0 (17.23) 
Since (17.23) implies (17.14), it follows that (17.23) satisfies Z&(p) with 
~~(5) and ~~(5) defined by (17.15). 
18. SOME EXTENSIONS TO SYSTEMS 
Many of the methods of Sections 3-17 apply just as well to systems of 
integral equations. We demonstrate this below for analogs of Theorems la4a; 
similar extensions can be made for some of the remaining theorems of this 
paper. For various problems concerning systems see, e.g., Hale [11, 
pp. 467-4721 and Nohel [33, p. 2581. 
Let CN denote complex N-space, and for x = (a1 ,..,, zN) E CN let 
1 z 1 = Cj”=, 1 zi 1. We consider the system (2.84), i.e., 
(-co < t < co), (18.1) 
where f  : R -+ CN, g : CN -+ CN and A(t) = [A,(t)] is an N by iV matrix 
defined on R. By a solution x(t) of (18. l), we mean a row vector 
with each xj(t) ELAC(-cc, CO), such that (18.1) holds a.e. Our basic 
hypotheses on f, A and g are Hr( f ), H,(A) and H,(g), interpreted now to 
mean that each component off, A and g satisfies the corresponding scalar 
hypothesis (thus, e.g., H,(A) means H,(A,) is satisfied for each 1 < i, i < N). 
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The generalization of Theorem la to systems, Theorem 10a below, 
relates the asymptotic behavior of bounded solutions of (18.1) to those 
solutions of the limit system 
r’(t) +jym dY@ - 0) MS) =f(m) (-cc < t < co) (18.1*) 
in 
r, = {y(t) 1 y E Cul(-co, a>, II y IL < II x IL , Y satisfies W*)h 
Here we denote 
II x ]lm = ess sup 1 x(t)1 = ess sup 2 ] xi(t)]. 
-cQ<t<m --co<t<m j=1 
THEOREM 10a. Let H,(g), H,(A) and HI(f) hold and let 
x(t) ELAC(-a~, co) nL"(-co, CO) 
satisfy (18.1) a.e. on (-co, co). Then there exist ym(t) E I’, , sequences {tm}, 
(cm} of real numbers satisjying (2.5), and a #-sequence {#,Jt)> such that 
(2.6)-(2.10) all hold. 
To prove Theorem lOa, one simply notes that each step of the proof of 
Lemma 3.1 and Theorem la remains valid for vectors, provided one interprets 
Similarly, the statement and proof of Theorem 2a remain valid for systems. 
When g(x) = x, so that (18.1) is a linear system, harmonic analysis methods 
again can be used to obtain analogs of Theorems 3a and 4a. For an N by N 
matrix A(t) E NBV( - co, co), denote 
44 = s”, ewiht dA(t) = [&(A)], 
E = [S,], the N by N identity matrix, 
and define 
S,(A) = {A 1 det[iAE + A(A)] = 0, -co < h < co>. 
We shall prove 
THEOREM lla. Let HI(f) and H,(A) be satisjied, let g(x) = x, and let 
x(t) ELAC(-CO, CO) be a bounded solution of (18.1). 
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(i) If S,(A) = 0, then 
x(t) =.f(~M~Y + 77(t) (-cc <t<co) 
where T(t) satisjies 
5iI 7(t) = 0, ~$ef~Ty-f I T’(+> = 0. 
(ii) I f  S,(A) = {II, ,..., h,} and h, # 0 (1 < k < n), then 
x(t) =f(co)A(oo)-l + f c,(t)eiAkt + q(t) (-m<t 
k=l 
where q(t) satisjies (18.2), and ck(t) = (ckl(t),..., c&t)) satisfies 
< 
(18.2) 
Ck(t) E P(-CO, CO) nLm(--co, CO), KiI Ck’(t) = 0 (1 < R < n). 
(18.3) 
(iii) I f  S,(A) = {X, ,..., h,} 3 0, then 
x(t) = f ck(t)eiAkt + rl(t) (--co<t<co) 
k=l 
where q(t) and the ck(t) satisfy (18.2) and (18.3). 
It should be noted, for N > 1, thatf(co) need not vanish when 0 E S,(A). 
The ck(t) of (ii) and (iii) h ave more structure than stated above. This is 
discussed after the proof of Theorem 1 la. 
When S,(A) is countable, a result analogous to Theorem 4a holds for the 
linear case of (18.1); one proves this by combining the methods used below 
for Theorem 1 la with those in Section 9. 
Also, it is not difficult to see that Theorems lb and lc remain valid for 
systems, and, by using Lemmas 18.3 and 18.2 below, it is clear that Theorems 
3b and 3c generalize as well. For these theorems one must, of course, assume 
that the vector x(t) satisfies (T). The appropriate spectral sets S,(A) and 
S,(A), for systems 
xi(t) + 5 xi * 4&> = h(t) (1 <j <N; ---co < t < co) (18.4) 
i=l 
and 
&4ij(t) =fs(t) (1 <j <N; ---co < t < oo), (18.5) 
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respectively, are 
S,(A) = (A 1 det[E + &I)] = 0, --co < A < 001, 
S,(A) = (A 1 det a(X) = 0, ---co < h < co>. 
The key step in the proof of Theorem 1 la requires 
LEMMA 18.1. Let A(t) E NBV(-co, 00) and let 
r(t) = (Y&>,..vY,(t)) ELY-=J, a> A Czr1(-cf4 a> 
satzl-fy 
r’(t) + Y * 44 = f(a) (--co < t < co). 
ThfX 
g 4Yd = Sa(4 if f(m) = 0, 
i 4Yd c zz(4 ” {Ol if f(a) f 0. 
We also need 
LEMMA 18.2. Let A(t) E NBV(--co, co) and let 
r(t) = (Yl(t>,...,Y&)) ELCO(--03, a> n G(-a, 00) 
satisfy 
Y * 4) =f(a) (-co <t < co). 
Then 
il 4Yd = SO) if f(a) = 01 
i 4Yi) c SOW ” PI if f(m) f 0. 
Lemma 18.2 is obviously equivalent to 
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(18.6) 
(18.7) 
(18.8) 
(18.5*) 
(18.9) 
(18.10) 
LEMMA 18.3. Let A(t), y(t) satisfy the hypotheses of Lemma 18.2, with 
(18.5*) replaced by 
r(t) + Y * 4) =f (co) (-cc <t<co). (18.4*) 
Then (18.9) md (18.10) hold with S,(A) replaced by S,(A). 
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We complete this section by proving in turn Lemma 18.2, Lemma 18.1 and 
Theorem 1 la. 
Proof of Lemma 18.2. When N = 1, (18.9) follows from Proposition 
8.l(iii). When N = 1 and f (co) # 0, Lemma 8.2 implies that 0 6 S,(A) and 
so A(a) # 0. Then y(t) = y(t) - f (co)/A(co) satisfies 9 t A(t) G 0, and so 
u(9) C S,(A). Thus (18.10) f o 11 ows from the fact that a(y) C u(y) u (0). 
Let N > 2 be given, and assume the lemma true when N is replaced by 
N - 1. Let i,, be given (1 < i,, < N), and let 
ho E 6 U(Yi>. 
i=l 
i#i, 
Since is is arbitrary, we need only prove that 
&ES,(A) if f(m) =O; A,,ES,(A)U (0) if f(m) # 0. (18.11) 
If A&is) = 0 forj = l,..., N, then A,, E S,(A) and (18.11) is true. Otherwise, 
there is aj, such that ~i,r,(h,) # 0, and then (18.5*) implies 
i;, i ij Y * A * 4&(t) + Ya, * Aioi * 4&) = f~w40,0<o>~ 
z, i 
Y * Atjo * Ai&) + Yi, * Ai& * Ai&) = fj,@)&(O) 
for eachj = l,..., N, j # js . Subtraction yields 
if$ Yi * [Aij * Aiojo - A * AiJt) = h(~)&,(O> -.h,,(~o)&,.40)* i30
cl (18.12) 
Set 
B,(t) = Ai.j * Aio,(t) - A, * AiJt) (1 d 6-i < N, i f &, , j # h), 
ci = fi( co)Aio~o(o) - &( coPiol(o) (1 < j  d N,j #jd, 
so that (18.12) is 
&Yi * &At) = cj (1 d i < N j # A,). 
By the induction hypothesis, 
if cj=Oforallj#j,, 
4Yi) = KP) u w if q#Oforsomej#j,, 
(18.13) 
0 
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where B denotes the (N - I)-di mensional matrix of elements Bij (1 < i, 
j < N, i # i, , j # j,), and S,(B) denotes the set of real zeros of det B(A). 
Iff(co) # 0 and A, = 0, then (18.11) is trivial; otherwise, f( co) = 0 (so 
that cj = 0 for all j # jO), orf(co) # 0 and A, # 0, and then (18.13) implies 
det &,) = 0. (18.14) 
But the definition of B implies 
(&j,,(X))“-1 det &A) = (- I)i~+‘~&Or,(A) det B(h), 
and so by (18.14), A, E S,(A). Thus (18.11) is true, and the lemma is proved. 
Proof of Lemma 18.1. Let 
G(t) = ST, e-6” df (--a~ < t < m), 
so that G(t) E NBV(-a, co), G’(t) EL~(--03, co) n NBV(-a~, a), and 
m z 0, (G’)^(h) = iXG(A) (--co < h < co). (18.15) 
Then (18.6) implies 
y; * G’(7) + 5 yi * A,j * G’(T) = fj(CO)G(CX)) = 0 (1 ,cj < q 
i=l (18.16) 
Integrating (18.16) from 0 to t ,  
where 
yj + G’(t) + 5 yi * AiP * G(t) = c, (1 <j <IV), (18.17) 
i=l 
cj = yj * G’(0) + ; yi * Adj * G(0). 
i=l 
Put B = [Bdj], where 
Bit(t) = S&‘(t) + A, * G(t) (1 < i,i < N) (18.18) 
Then (18.17) implies 
LYE * Bdt> = cj (- al < t < 03; 1 ,< j < N), 
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and so by Lemma 18.2, 
(18.19) 
Now by (18.15) and (18.18), 
S,(B) = {A / det[(G’)^(X)E + G(;\)A(h)] = 0) 
= {A 1 det[G(h)(iXE + A(x))] = 0} = S,(A), 
and hence (18.19) implies (18.8). 
(18.20) 
Now let f(co) = 0. To prove (18.7), notice first that we may as well 
assume 0 4 S,(A); otherwise (18.7) is an immediate consequence of (18.19) 
and (18.20). Since S,(A) is closed, there exists 7 > 0 with 
U4 n h, 71 = 0. (18.21) 
If (18.7) is false, 0 E a(yk) for some k (1 < k < N). It follows that there 
exist vn E L1(- oc), co) with 
ylc * vJt) ---f 1 narrowly (n -+ co) 
(cf., e.g., [19, p. 1221). Let p EL~(--00, co) have $(A) = 0 ([ h 1 > 7) and 
e(O) = 1; then there is an n, large enough so that # = v~, * 9) satisfies 
Yk * # + O* (18.22) 
Define zj = yj JF 4; then 
4%) = 4Yi) n [?I,111 = PI (1 <j < N), 
by (18.19)-(18.21); and hence 
s(t) = Yj , zj’p) = yj’ * l)(t) = 0 (1 <j < N). 
Also, yk # 0 by (18.22). Convolving (18.6) with $ yields, whenf(c.o) = 0, 
yi’ * I&) + 2 xi * A&) = 0 
i=l 
and thus 
5 y,&(O) = 0 (1 <j < N). 
i=l 
Since yk # 0, we deduce that 0 E S,(A), a contradiction. Hence (18.7) is true. 
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Proof of Theorem 1 la. By Theorem lOa, we can write 
44 = fl tw)YmW + ?I@) (--co < t < co), (18.23) 
Wkl 
where yn E I’, , {#m} is a #-sequence, and q(t) satisfies (18.2). If S,(A) = 0, 
each ym(t) = (y&t),..., y&t)) satisfies 
4Ymi> c m (1 <j < NJ, 
by Lemma 18.1, and so by Proposition 8.l(ii) 
Ym@) = cm (--co<t<oo) 
for some constants c, E CN. By (18.Q 
cm * A(t) = f  (co), i.e. c?n =f (a)4a)-l, 
and part (i) of Theorem 1 la follows from (18.23). 
If S,(A) = {A, ,...) A,) and no A, = 0, then A(co) is invertible and we can 
define 
Then (18.6) implies 
Y(t) = r(t) - f  (aY(=)Y. 
y”‘(t) + 3 * A(t) = 0 (--oo<t<co), 
and so, by Lemma 18.1 and Proposition 8.l(ii), 
y,(t) - f  (co)A( ca)-l = 2 &$eiALt (--co < t < co; m 3 1) (18.24) 
k=l 
for suitable /3Lm’ = (BLT’,..., BjlnN)) ECN. Hence (18.23) implies 
f  (cO)A(co)-l + 2 /3j$eiAkt 
I 
+ rl(t) 
k=l 
= f(co)A(=~)-l + C ck(tPt + rl(t), 
k=l 
where 
Ck(t) = f i@%& 
WI=1 
(18.25) 
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By the same calculation that led to (9.4), 
Hence, for all ----co < t < co, 
All the assertions of part (ii) of Theorem 1 la now follow from these estimates 
and properties (2.1)-(2.3) of ($m}. 
Similarly, if S,(A) = {XI ,..., h,} contains 0, then (18.8) and Proposition 8.1 
yield that each ym(t) in (18.23) has the form 
and part (iii) of Theorem 1 la follows by the above arguments. 
As mentioned after the statement of Theorem lla, the c*(t) have more 
structure than is explicitly stated. Thus, parts (ii) and (iii) may be combined as 
x(t) = p + i Ck(t)P + -v(t) (-co < t < co), (18.26) 
k=l 
where p EV’ is a constant (with p =f(co)A(oo)-l in case (ii)), the ck(t) 
satisfy (l&3), and q(t) satisfies (18.2). Moreover, if (@),..., pi:} is a basis for 
the solutions of 
p[ih,E + A&)] = 0 (k = I,..., n), (18.27) 
then there exist scalar functions 0?‘(t),..., e;)(t), each of which satisfies (l&3), 
such that 
&Jt) = 2 p(t)pp) (K = l,..., n). 
S=l 
Substituting (18.28) into (18.26) yields 
x(t) = p + i 
k=l 
+ v(t), (18.29) 
BOUNDED SOLUTIONS OF SOME INTEGRAL EQUATIONS, III 553 
where 
&k’(t) = pfdeW (1 < R < n, 1 < s < rJJ. (18.30) 
It is evident that (18.27) implies that each of the y:‘)(t) is a solution of (18.6) 
with f(co) = 0. 
We indicate the proof of (18.28) in case (ii); the modifications required 
for (iii) will be evident. Recall that the cK(t) are defined by (18.25), where the 
/Illn) are given in (18.24). Substituting (18.24) into (18.1*) (with g(y) = y) 
and invoking the independence of eiArt,..., eaAnt easily implies that the /3Lmn’ 
satisfy (18.27). Hence there exist unique scalars v~~*~’ E C such that 
pim) = 2 vF’“)pF) (k = l,..., n; m = 1, 2 ,... ). (18.31) 
a=1 
Moreover, supk,nz,s / vjk*m) 1 < Co follows from SUP~,,,,~ 1 PLY”’ 1 < co already 
shown. Substituting (18.31) into (18.25) readily yields (18.28) together with 
the asserted properties for the e:“‘(t). 
The special case of (18.1) in which g(x) = x and A(t) is a constant matrix 
except for a jump, A*, at t = 0 is the linear system of ordinary differential 
equations 
x’(t) + x(+4* =f(t) (18.32) 
on (-00, co). Similarly, one is led to (18.32) on [0, 00) from the linear 
Volterra system analogous to (18.1). I n either case the associated limit system 
is 
r’(t) + Yw* = f(a) (--co<t<co). (18.33) 
Since, as is well known, all solutions of (18.33) are of the form 
y(t) = cl + csectR*, where cr and ca are constant vectors, the proof of 
Lemma 18.1 is immediate in this case and does not require the results from 
harmonic analysis given in Section 8. In particular, in this case formula 
(18.30) is obvious. 
19. SOME HIGHER ORDER EQUATIONS 
Consider (2.85), its linear special case 
~‘“‘(4 + ;; /ym qt - 6) &4,(f) = f(t) (---co < t < co), (19.1) 
409/37/3-z 
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and also 
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m 
.$,‘(t) -1. 
I 
h(x(r - E),..., d-yt -- 6)) dA([) = f(t) 
-m 
(--co < t < Go), (19.2) 
which reduces to a general ordinary differential equation if A(.$) is constant 
except for a jump at the origin. Here we may as well regard (2.85), (19.1) and 
(19.2) as systems, with x(t) : R --f CN, gi : CN + P, h : CVN ---f CN and the 
matrices A,(f), A(e) N-dimensional. 
The standard change of variable 
(19.3) 
reduces (19.2) to the first-order system 
3’(t) = %+1(t) (1 <j d v - l), 
z,‘(t) = -,‘“, h@,(t - &.., z,(t - 5)) dA(5) +f(q. 
I f  we write w(t) = (zi(t),..., x,(t)), then (19.2) is seen to reduce to 
w’(t) + j” q(w(t - 0) d&c) = 4(t) (-co < t < co), (19.4) 
-a 
where 4 : CVN --f CYN and 4 : R + CYN are defined by 
q(w) = !I(% ,.**, 4 = (3 ,*.., x, 7 +1 ,..., 5)), 
b(t) = WV %fW), 
and the VN-dimensional matrix B is defined in terms of IV-dimensional blocks 
B,, by B(E) = [B&-)1 (1 G r> 5 < 4 
B&Y = --H(cW (1 < r < V - l), 
B”“(5) = 437 445) = 0 (y f  4; 
here H(t) is the unit step function defined in (2.13), and E is the N-dimensional 
unit matrix. Thus when 
.(j)(t) ELm(-co, co) (0 <j < v - 11, (19.5) 
the solution w(t) = (x(t),..., x@-n(t)) of (19.4) is bounded and Theorem 10a 
relates the asymptotic behavior of w(t) and w’(f) to that of certain solutions of 
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the associated limit system. Translating this information back into terms 
relating x(t),..., &)(t) to the associated solutions r(t) of 
y’“‘(t) + ,‘I, h(YQ - ~)Y., yyt - 6)) d&7 = f(m) 
(-03 < t < 03) (19.2*) 
and their first v  derivatives, we obtain an extension of Theorem 1Oa to 
systems having higher order derivatives. We omit the explicit statement 
(but compare Theorem 12 below). 
Now consider system (2.85), and notice that the change of variable (19.3) 
does not, in general, reduce (2.85) to a previously studied system of equations. 
Nevertheless, a modification of the methods in Sections 3 and 4 will be seen 
to yield the proper relation between the solutions of (2.85) and those of its 
limit system 
y'"'(t) + "2 Srn &(Y’V - 5)) d-%(S) =f(m) (--co <t < co). (2.85*) 
j-0 --m 
Define 
r, = {y(t) I Y E G”(- 009 co>, II Y l/m d II x IL 3 II Y’j’ l/m < m 
for 1 < j < V, y  satisfies (2.85*)}. 
We have 
THEOREM 12. Let H,(f), H,(A,) and H,(g,) holdfor 0 < j < v - 1. Let 
x(t) E L”(- co, a~) have (V - l)-st derivative xfv-l)(t) E LAC(- 63, co) and 
satisfy (2.85) a.e. on (-co, 0~)). Assume also that 
.(j)(t) E L”(- co, 03) (1 <j < v  - 1). (19.6) 
Then there exist ym(t) E I’, , Q sequence {tm} satigying (2.5) and Q #-sequence 
{#m} associated with {tm} such that 
x(t) = 2 hn(t)Y?n(t) + r](t) (--a <t < a), (19.7) 
nz=l 
lim @j(t) = 0 (0 <j < v), lim(ess sup ] $)(T)I} = 0, (19.8) 
t-x0 t-xc t<r<m 
22 II s? Ilm = 0 (j = 1, 2,...). (19.9) 
The boundedness hypothesis (19.6) on the derivatives of x(t) is sometimes 
automatically satisfied. In Lemma 19.1, we employ a classical argument 
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(due to Landau) to give one set of conditions guaranteeing boundedness of 
~(j)(t) on [0, co) when x(t) EL”(O, co) is a solution of the system of Volterra 
equations 
x(")(t) f 1:; j;g&dyt - E)) dA,(() = f(t) (0 < t < co). (19.10) 
That (19.10) may be regarded as a special case of (2.85) is made precise in 
Lemma 19.2. We shall use 
f&k,): &> E C(CNh I g&l G Kl x I + k; (1x1 -=I 00) 
for some constants K, Kl . 
LEMMA 19.1. Let H,(A,) and H,(gj) hold for 0 < j < v - 1, and let 
f(t) E Lm(O, co). Let x(t) EL~(O, CO) have x(Y-l)(t) E LAC[O, CO) and satisfy 
(19.10) a.e. on [0, co). Then 
sup I .(yt)l < co (0 < j < V), ess sup 1 &)(t)l < 00. (19.11) 
n<t<m o<t<m 
The next lemma shows that Theorem 12 can be applied to equation (19.10); 
it is analogous to Lemma 2.2. 
LEMMA 19.2. Let H,( f ), H,(A,) and H,(g,) hold for 0 < j < v - 1; Zet 
x(t) EL”(O, co) have x @-l)(t) ELAC[O, a) and satisfy (19.11) as weZZ as 
(19.10). 
Then there existf”(t), k&(t), Z(t) with 
f(t) ELCO(--co, co), fw = f(a), 
A,(t) = A,(t) (0 < t < co), A,(t) = 0 (--co < t < O), 
2(t) = x(t) (0 < t < oo), P-l’(t) E LAC( - co, CD), 
W(t) ELrn(-cq c0) (0 <j -=l 4, (19.12) 
and such that 
W(t) + “g jm g&W(t - 6)) d&$) = f(t) a.e. on (-00, co). (19.13) 
j=o -m 
Combining Theorem 12 with Lemmas 19.1, 19.2 and the harmonic 
analysis results established earlier yields information on the linear system 
.(“)(t) + 1:; j;x(jl(f - t) d&(5) = f(t) (0 < t < co). (19.14) 
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THEOREM 13. Let H,(f) and &(A,) (0 < j < u - 1) hold, and let 
x(t) ELm(O, 00) (with x+1)(t) ELAC[O, co)) sutisfr (19.14) a.e. on [0, co). 
Dejne 
v-1 
(iX)YE+~(i;\)j&h) =O,--oo<A<co 
i=O I I 
(where E and i$(X) = $z e-inC dA,(f) are N-dimensional). 
(i) If S, = D, then 
44 = f(a)Ao(a)-” + T(t) (0 < t < co) 
where v(t) satisfies (19.8). 
(ii) If S, = (h, ,..., X,}andh,#O(l <k<n),then 
(19.15) 
x(t) = f(co)A,(czz:,)-l + i c,(t)eiAkt + 7(t) (0 < t < co) (19.16) 
k=l 
where v(t) satis$es (19.8) and the ck(t) satisfy 
c,(t) E Cm[O, CO) n Lm(O, a), Vii C’(t) = 0 (j = 1, 2 )... ). (19.17) 
As in Theorem lla, if S, is finite and 0 E S, , then (19.16), (19.17) remain 
valid provided the first term on the right side of (19.16) is deleted. (And 
when N = 1, it is not difficult to see that Lemma 8.1 can be generalized to 
yield that f(oo) = 0 when 0 E S, .) Also as in Theorem 1 la, the ck(t) of 
(19.16) have some algebraic structure not given in (19.17); this will be evident 
from the proof. 
The analogous theorem holds for Eq. (19.1), on -co < t < co, provided 
one assumes also (19.5). 
It may be remarked that, when S, is countably infinite, the analogue of 
Theorem 4a is also true; this follows at once from (19.34) below, Theorem 12, 
and the methods of Section 9. 
Theorem 13 yields information on the scalar delay equation 
x”(t) + px(t) - /I x(t - 5)&f) d4 = f(t) (0 < t < co), (19.18) 
studied by Volterra in Ref. [40] under hypotheses implying H,(f) and 
b(t) is 20, nonincreasing, b(t) + b(0) (0 < 5 <L) (19.19) 
P f ,I b(f) d5. (19.20) 
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Let w(t) (-L r< t < 0) denote the prescribed initial function for x(t) in 
(19.18), and put A,(O) = 0, 
A,(t) = p - jt b(t) d5 (0 < t <Is), do(t) = A,(L) (L < t < 00). 
0 
Iff(t) in (19.14) is replaced by 
f(t) - s,,,, 4 - 5) dAo(5) (0 < t <L) 
for t < L, then (19.18) is a special case of (19.14) and Theorem 13 applies. 
Here h E S, if and only if 
A2 = p - j: cos A&( 5) d6 + i 11 sin A@( 6) de (- cg < h < co). (19.21) 
Since (19.19) implies Ji ’ sm A&([) de # 0 (A # 0), (19.20) implies S, = m, 
and thus by Theorem 13 the bounded solutions x(t) of (19.18) satisfy 
$y x(t) = f(a) 
P - I L W3 dE . 0 
Theorem 13 may be regarded as a generalization of a classical tauberian 
theorem of Hardy and Littlewood [14, Theorem 1; 4, pp. 139-1411. 
If x(t) EL~(O, 00) and lim,,, d”)(t) = 0 for some v > 2, then 
;n-J xqt) = 0 (1 <j < v  - 1). 
If we writef(t) = d”)(t) (0 < t < CD), then we have the degenerate form of 
(19.14) corresponding to A,(t) = 0 (0 < t < c~; 0 <j < v - 1). Since in 
this case S, = {0}, we have (see the above remark concerning 0 E S,) as a 
very special case of Theorem 13 that 
44 = 4) + rlw (0 < t -=I co), 
where (19.8) and (19.17) hold, and this is clearly equivalent to the Hardy- 
Littlewood result. 
For an interesting study of Eq. (19.1) u n d er substantially different hypo- 
theses than those used here (e.g., the growth condition cm &I 1 dA,([)j < 03, 
for some OL > 0, is imposed), see Pitt [36]. 
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Proof of Lemma 19.1. Let T > 2 be given, and let 
cx = SUP I @)I, B = Tlt”,“iP I X(“V)l, y  = max(1, OL, /3). 
O<t<m 
Writing x(t) = (x1(t),..., +(t)), and using a method due to Landau [21] (see 
[4, p. 1401 for an especially convenient formulation), we deduce for each 
l<k~Nand1~j~v-l, 
( &)I < p,,l-ilvy~lu 
(0 < t < 4, 
where p = 22y-2. Hence 
I .(j)(t)\ < jjlp&Wy~/~ (O<t<7,1 <j<V-1). (19.22) 
By (19.10), 
(19.23) 
holds a.e. on [0, co), where Mr = ess supoGtGm If(t Using H&g,), 
(19.22), and (19.23), 
v-l 
1 &‘(t)l < 1 [KNpc+~vy~~” + K,]V(& , [0, co)) + Ml 
j=o 
a.e. on 0 < t < r, and thus 
p < By’“-1)/v (19.24) 
where B is a constant independent of T and y. If  
ess sup ] x(“)(t)1 < max(1, LY) 
o<t<m 
(19.25) 
does not hold, then for all large 7 we must have p = y  and so, by (19.24), 
/!I < By. Since B is independent of 7, 
ess sup 1 &J(t)l < By. 
O<t<co 
(19.26) 
Combining (19.25) and (19.26) yields the second assertion in (19.11); the 
first follows from the second together with (19.22). 
(It is not difficult to see by these methods that the conclusions (19.11) 
remain valid for any solution x(t) E L”( - co, co) of 
x(V)(t) + “2 xytplj + Jymg(x(t - 5)) d&t) = f (4 (--oo<t<co) 
j=l 
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(here x +l)(t) ELAC(--co, co), and the Ai are N by N constant matrices 
for 1 < j < v  - l), when H,(A), H,(g) and f(t) ~L~(---co, oo) hold. We 
omit the details.) 
Proof of Lemma 19.2. Let Z(t) E P(-co, 0] be any function satisfying 
f’O(O) = x(y)) (0 <j<v- 11, 2(t) E 0 (t < -I>, 
and extend Z(t) to (0, co) by Z(t) = z(t) (0 < t < co). Then g(t) has the 
properties stated in (19.12). 
Defining A(t) by (19.12) andj(t) by (19.13), it is clear that all the assertions 
of the lemma are satisfied. 
Proof of Theorem 12. In view of Theorem 10a we can assume v  > 2. We 
first establish 
v-1 
c sup j X(j)(,) - y’j’(t)l = 0 II for all d > 0. j-0 It-Sldd (19.27) 
If  not, there exist 6 > 0, d, > 0, 0 < 1 < v  - 1 and s, -+ co such that 
sup 
It-S,l<d, 
1 x(l)(t) -y(l)(t)/ >/ s (y E I’,; n = 1,2 ,... ). (19.28) 
As in Section 4, x(t) E CU(-co, co) n L”(- 00, 00) implies the existence of a 
subsequence {s,J and a function y(t) E C,( - 00, co) with 
uniformly on bounded sets; in particular, I/y jlrn < ]I x Ilrn . Similarly, since 
~(i)(r) E CJ-00, 00) n LoD(--co, oo), by (19.6) and (2.85), there exists a 
further subsequence {s,~) = {uk} and functions y,(t),..., y,-r(t) E C,(- 03, 00) 
with 
p$ x(j)@ + UK) = y&) (--CO<t<CO;1 <j<v-1) (19.29) 
and ]]yi Ilrn < ]I x(j) jlo3 (1 < j < Y - l), the limit being uniform on bounded 
intervals. It follows that yg(t) = y(j)(t) (1 < j < v  - l), and hence (2.85) 
implies 
2% dY’(t + uk) = f (ax) - “s f=g,(y(j)(t - 0’)) d/l,(f) 
i-0 0 
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a.e. on (--co, co). Since the right side is continuous, and 11 xlY)(t + uk)jjo? is 
finite and independent of k, we deduce 
p+z cd”)@ + Uk) = y’“‘(t) a.e. on (-00, co). (19.30) 
Hence y(t) satisfies (2.85*) and is in r1 . But also y(t - uk) E r, and, by 
(19.29), 
rt-w)d, I ~‘V) - YW - %)I < 6 (k 3 ko) 
for some k, large enough. This contradicts (19.28), and hence (19.27) is 
true. (As in the proof of Theorem la, r, # o is also established by essentially 
the same argument.) 
A slight modification in the proof of Lemma 3.1 now yields all the assertions 
of Theorem 12 concerning the behavior of @J(t) for 0 < j < v - 1. One 
notes that when (3.1) is replaced by (19.27), when the sequence E$ defined in 
the proof of Lemma 3.1 is replaced by 
r 
v-1 
E(j) = j”rfi c m k=O ,t-“ntt$zj I X(kYt) - Y’“‘Wl 
I 
(j 3 1; m 2 2j), 
and when (19.6) is true, then the same arguments that proved Lemma 3.1 
yield also (19.7) and the first part of (19.8). (For the latter one needs also to 
observe that (19.9) holds; this fact is an immediate consequence of our 
construction of {I,&}.) To prove the remaining assertion in (19.8), concerning 
+)(t), one adapts in an obvious way the argument given for the case v = 1 
at the end of Section 4. 
Proof of Theorem 13. In view of Theorem 12, (19.9) and the methods of 
Theorems 3a and lla, to prove Theorem 13 we need only characterize the 
solutions in r, of 
Y”‘W + ;g /;Y’i’(t - 5) dA,(.$ = f(m) (--a < t < 00) (19.14”) 
as trigonometric polynomials of the form 
y(t) = f(~0)Ll~(m)-~ + i ykeiAkt 
k=l 
(Yk E C”) (19.31) 
(the sum being empty in case (i) of the theorem). This could be shown 
562 LEVIN AND SHEA 
directly by generalizing the arguments of Lemma 8.1; it is perhaps more 
efficient to make the change of variable 
q(t) = y”-“(t) (1 + j .‘, V) 
(cf. (19.3)), and thus reduce system (19.14*) to the first-order (vN-dimensional) 
system 
(19.32) 
Writing w(t) = (zr(t),..., z,(t)), as in (19.4), (19.32) becomes 
w’(t) + jm w(t - 5) dC(5) = (O,..., O,f(co)) (--co < t< co) 
0 
with C(f) = [C,,(5)] (1 < r, s < y), 
c,,T&) = --H(f)E (2 G r G 4 
C,,(5) = 4-l(5) (1 < r < 4 C,,(t) = 0 otherwise, 
where E is the N-dimensional unit matrix and H(f) is defined in (2.13). 
A computation shows that 
v-1 
det[ihE + C(X)] = det (iX)VE + c (iA)j&A) (-co <A < ax), (19.33) 
j=O 1 
and thus S,(C) = S, . Applying Lemma 18.1, and using 
w(t) = (y&> ,..., y&) ,..., y:-“(q ,... 9 Y;-“(t)), 
we deduce 
v-l N 
,Ifi p1 4Ylj’) = Sl ” w (19.34) 
- 
When S, = O, we see from Proposition 8.l(ii) that 
r(t) = Y (-co <t < co;yECN). 
Since (19.14*) implies yA,(co) =f(Oo), T, consists of the unique element 
y(t) = f(oz)Ao(a)-l. Similarly, when S, = {/\r ,..., X,) and 0 4 S, , Proposi- 
tion 8.l(ii) together with (19.14*) yields (19.31). 
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We remark that Theorems 12 and 13 may be extended to equations of 
nonconvolution type in the same way that Theorem la was extended to 
Theorem 9a. One obtains results like Theorems 12 and 13 which, e.g., 
describe the behavior of the bounded solutions of the system of differential 
equations 
v-1 
x(v)(t) + 1 x'yt)Bj(t) = f(t) (0 d t < a>, 
j=o 
where the Bj are matrices and the limits 
B,(a) = kit B,(t) 
exist. 
20. PERIODIC SYSTEMS 
Consider the perturbed periodic system 
x’(t) + Jrn g(x(t - 0, q&q4 5) =f(t> + w(t) (-00 -==c t < a>, (20.1) --m 
where 
x = (Xl ,**-, x&T), g(x, t) = @1(x, %., g&G a, 
f  = (fi Y*,fN), * = (WI >**-, UN), 4, 5) = [4(t, 4)l. 
We assume 
g E C(CN x 
HIO(g): ieuhm? 0 <
R), g(x, t + p) = g(x, t) for (x, t) EC?’ x R, 
p < 00 is a constant. 
\ 
Foreacht~(--CO, co)andi,j= I,..., N,A,(t, [)ENBV(-co, 0~)) 
as a function of I. A(t + p, J$) = A(t, 6) (-03 < t, t -=L Co). 
H*(A): sup 
I 
s m I Qqt, [)I < @J, o<t<p -a 
!i!z cs:“, + ,I) / d,A(t, .$I = 0 uniformZy in t. 
f&( f  ): f  ELrn(-% co), l&lf(t) = 0 
H,(w): w E C(-co, co), w(t + p) = w(t) (-co < t < co) 
The limit system associated with (20.1) is 
r’(t) + Jrn g(y(t - 0, q 44, 5) = 4) (-co <t < co). (20.1*) --m 
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Define 
ra = {y(t) I Y E c;l(- a, a), :qy Ilrn -r, Ii x ,/= ( 
y satisfies (20.1*) on (-co, co)). (20.2) 
THEOREM 14a. Let H,,(g), H,(A), W,(f), and H,(W) hold and let 
x(t) ELAC(--co, 00) nL”(-a, co) satisfy (20.1) a.e. on (-co, co). Then the 
conclusion of Theorem 10a holds (with r, de$ned by (20.2)). 
Observe that Theorem 10a is the special case of Theorem 14a in which 
g(x, t) and 4, 5) d o not depend on t and w(t) is a constant. 
Inspection of the proof shows that the conclusion of Theorem 14a still 
holds if H,(W) is replaced by 
H&J): fJJ E L1(O, P), 4 + P) = 44 (-cc < t < co), 
if at the same time (20.2) is replaced by 
ra = {r(t) I Y EJ-q--co, a), II Y /la < II x llm 9 
y satisfies (20.1*) a.e. on (--co, 00)). 
Analogs of Theorem 14a which treat systems of the (Eb) or (E,) type are 
easily formulated and proven using the present discussion and Sections 5 and 
18 as a guide. Similarly, Theorem 12 of Section 19 can be extended to systems 
of the form 
x’“‘(t) + “2 j-m g&v’j’(t - f), t) d&Q, E) = f (t) + w(t) (--oo<t<ca), 
j-0 --m 
if the gj(x, t), Aj(t, 0, and w(t) are all periodic in t of the same period. 
Theorem 1 la together with Theorem 14a may be applied to the particular 
linear special case of (20. l), (20.1*) given by 
x’(t) + Srn 4t - 0 d45) = f (9 + 4) (-co < t < co) (20.3) 
-02 
r’(t) +so: r(t - 5) d4f) = 4) 
--m 
(-co < t < co). (20.3*) 
Suppose, e.g., that the appropriate hypotheses of Theorem 14a hold for 
(20.3) and also that S,(A) = {A1 ,..., h,}. Then they,(t) of 
(20.4) 
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given by Theorem 14a, obviously have 
any two of them satisfy 
INTEGRAL EQUATIONS, 
the property that the 
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difference of 
r’(t) + J r(t - 6) d45) = 0 (--co<t<co). (20.5) 
--m 
Comparing (20.5) with Lemma 18.1, it follows that 
(-co < t < co, m > I), (20.6) 
where z(t) E C,l(- co, co) n I,“(- co, co) is a fixed solution of (20.3*) and 
the ,kIp) are constant vectors. Substituting (20.6) into (20.4) implies 
x(t) = z(t) + i ck(t)efAkt + rl(t), 
k=l 
where as usual the ck(t) satisfy (18.3). 
The following slight modification of Lemma 3.1 is required in the proof of 
Theorem 14a. The important distinction between it and Lemma 3.1 is that the 
s in (20.7) below may only assume positive integral values whereas the s in 
(3.1) assumes all real values. As has already been noted in Section 18, the 
generalization from scalars to vectors causes no change in the proof of 
Lemma 3.1. 
LEMMA 20.1. Let x(t) = (q(t),..., +(t)), defked on (--co, oo), satisfy 
lim qbm I 401 < a0 and let I’ be a collection of functions dejned on (- co, co) 
such that SUP-~~~<~ Iv(t)1 < co f or each y(t) = (yI(t),..., yN(t)) E r. Let 
~~hJ[,t~syp,d I 44 -r(t)ll> = 0 for every d > 0, (20.7) 
where s = 1, 2,... and 0 < p < co is a constant. 
Then the conclusions of Lemma 3.1 all hold. 
Proof. Only the necessary modifications in the proof of Section 3 will be 
indicated. Replace the definition of E$ of Section 3 by 
&’ = inf[ SUP I x(t) - Y(4ll (j = 1, 2,...; m = 2j, 2j + l,...). 
UEl- lt--mD1<23P 
The next change occurs in the line 
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Formula (3.6) is replaced by 
sup ~ x(t) - jn‘(t): < E,, (m > ml). 
It-rnd<d,u 
The function P(t) and the sequence B are chosen as before. The definition 
of kLW~~=m, requires some slight changes which are illustrated by noting 
that fori > 1 one now has 
+%(t) = 1 -B 1 (j _I l)p (t - [rnj -j + llp)l 
There are no further changes. 
Proof of Theorem 14a. Here we only indicate some of the necessary 
modifications of the proof of Theorem la given in Section 4. Lemma 20.1 
replaces Lemma 3.1. Formulas (4. I), (4.2), and (4.3) are replaced, respectively, 
bY 
lim{ inf [ sup 
s-%z wr, It--lpl<d 
1 x(t) - y(t)l]> = 0 for every d > 0, 
sup I x(t) - y(t)1 b 6 forj= 1,2,...andally~I’,, 
It-SjPlidi) 
w;Jd I 4t + %“P) - r(t)l> = 0 for every d > 0, 
where s, sj , si are all positive integers. A key change occurs in the equation 
following (4.4>‘which now becomes 
x'(t + Sj,P) = -Sm g(x(t + SjyP - 0, t + SjvP) dJ(t + Sj,P, 5) 
-02 
if(t + S&P) + 4 + S&P) 
= -I 
m 
-mg(4t + G,P - 0, t) 44, 0 + f(t + si,p) + 4. 
(20.8) 
From (20.8) and the preceding, the remaining alterations in the proof are 
obvious. The justification of the remark concerning H,(w) follows from the 
formula 
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The preceding discussion suggests extensions to almost periodic systems, 
for which, however, the results necessarily lose some precision. In particular, 
the limit system must be replaced by a class of limit systems. We formulate 
below a set of conditions, which include almost periodic systems as a special 
case, that yield a typical result of this type. Consider the N-dimensional 
system 
x’(t) + Jrn g(x(t - 0, t, 5) dA(5) = f(t) (--co <t < co), (20.9) 
--m 
where A, f, g satisfy H,(A) and 
I&(f): fELm(-co, co), f  satisfies (T) 
I 
g E C(CN x R2); for each compact K C CN, I C R, 
II,,(g): g E C,(K x R x I) and 
Ie~~I)ER/&I t* a < co* 
. I 
Clearly, Ha( f ) is satisfied if f(t) is asymptotically almost periodic (see the 
remarks concerning (2.43)). Also, H,,(g) is obviously satisfied if g(q t, 5) = 
g(x, t) is u.a.p. in t uniformly with respect to X, for x in compact subsets of CN. 
Define 
9 = {F 1 F(t) E C,(R), there exists a, -+ 03 (v -+ co) such that 
f(t + uj) -+ F(t) (v + co) uniformly on compact subsets of R}, 
3 = {G 1 G(x, t, .$) E C(CN x R2) n C,(K x R x I) for compact K 
and I; there exists (J, -+ co (v + co) such that 
g(x, t + 0” , 5) + G(x, t, [) (V -+ m) uniformly for (x, t, 6) 
in compact subsets of CN x R2}. 
Associated with (20.9) are the limit systems 
y’(t) + j-m G(y(f - E), t, 6) dA(t) =F(t) (t ER;FEF, GE%). (20.9*) 
-cc 
Define 
r, = {Y I Y E G~(--w a), II y IL < II x Ilm , there exist GE 9, 
FE 9 such that (20.9”) holds}. 
The following extension of Theorem 10a may be established by suitably 
modifying the argument of Section 4. Lemmas 3.1 and 3.2 are used (the latter 
in connection with f  ), as well as the Ascoli-Arzela lemma and the translation 
invariance of F and 3. 
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Under H,(A), Hg(f), and H,,(g), a solution 
x(t) ELAC(- 03, Go) n L”(- Co, CQ) 
of (20.9) satisfies 
40 = f  hnWYm(t) + dt) (tER;y,Era) 
Wl=l 
for a suitable #-sequence {&J, where T(t) satisfies (2.9) and (2.10). 
For a discussion of related problems see Miller [30] and Yoshizawa [44]. 
21. SYSTEMS OF FUNCTIONAL EQUATIONS 
Let 
Da = W) I z = (~1 ,..., +), XE CJ-co, co) nLy--co, co)} 
and let z, denote the translate of z E D, by T, so that z,(t) = z(t + T). We 
consider first the system 
w + Q(W = f(t) (--oo<t<co), (21.1) 
where x = (x1 ,..., xN), f  = cfi ,..., fN), Hr( f) holds, and where Q is a 
transformation satisfying 
Q:D,+D,. 
Q(q)(t) = Q(x)(t + T) for each x E D, and t, 7 E (-co, co). 
H (Q). i 
1 - 
I f  % Y E D, > lim t, = a), yz 1,;y,4, I +,(t) - r(t)l> = 0 
n-m= 
for each d > 0, then :+i {,;;-‘,p, I Q&,)(t) - Q(r)(t)l> = 0 
for each d > 0. 
Thus Q satisfies both a translation invariance property and a continuity 
property. The limit system associated with (21.1) is 
r’(t) + Q(r)(t) = f  (a) (--oo<t<m). (21.1*) 
If  
QW> = jm d4t - 8) d40, 
--m 
(21.2) 
where g E C(C) and A E NBV(- co, CO), then it is readily checked that 
H,(Q) is satisfied and that (21.1) re d uces to (18.1). This observation shows 
that Theorem 15a below contains Theorem 10a as a special case. 
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Another example in which HI(Q) holds is given by 
(21.3) 
where A E NBV(- cc, co) and whereg E C(CN x R) satisfies 
for all 0 < b < co. (21.4) 
This example shows that it is the translation invariance of Q rather than the 
convolution nature of (18.1) which is the essential ingredient in Theorem 15a. 
Sums, even infinite ones under suitable hypothesis, of Qs of type (21.3) are 
readily seen to satisfy H,(Q). 
THEOREM 15a. Let H,(Q) and HI(f) hold and let 
x(t) ELAC(--03, CO) nL”(--co, CO) 
satisfy (21.1) a.e. 07t (--CO, CO). DeJine 
r, = {r(t) I Y E GY- =4 a>, II Y II00 d II x IL > 
y satis$es (21.1*) on (-00, Co)}. (21.5) 
Then the conclusion of Theorem 10a holds (with r, defined by (21.5)). 
Lemma 21 .l, a variant of Lemma 3.1, below is employed in the proof of 
Theorem 15a. It is not hard to change the continuity assumption of H,(Q) 
so that the vector form of Lemma 3.1 (used in Section 18) is sufficient for 
the proof of (an altered form of) Theorem 15a. The present procedure has 
two advantages: (i) The stated continuity assumption of H,(Q) seems most 
natural. (ii) An alternate proof of Theorem la is afforded by the special case 
of Theorem 15a in which Q is defined by (21.2). 
LEMMA 21.1. Let x(t) = (q(t) ,..., c+(t)) ELAC(-CO, CO) n Lrn(--co, co), 
and let I’be a collection of functions such that y E LAC(- CO, CO) n L”( - CO, ~0) 
for each y(t) = (yI(t),..., yN(t)) E I’. Let 
~~@$,,~yp,, I x(t) - r(t>l + 7~ ;:“dp I x’(t) - Y’@>ll> = 0 for mev d > 0. s. (21.6) 
Then the conclusions of Lemma 3.1 all hold as well as 
ess sup ] x’(t) - ym’(t)l < cnz (m = 3, 4,...), lim[ess sup 1 q’(7)]] = 0. 
t7f&-Zdt<t,+8 t-m t<7<m 
40913713-3 
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I f  the l lk, of Section 3 are replaced by 
where j == 1, 2 ,...; m = 2j, 2j + l,..., and a few obviously required changes 
made, the proof of Lemma 3.1 is readily seen to also yield the present result. 
Proof of Theorem 15a. We need only indicate how the argument of 
Section 4 is modified to establish (21.6), with r replaced by the r, of (21.5). 
Suppose the contrary. Then there exists d, > 0, 6 > 0, and sj ---) co as 
j -+ 00 such that 
sup 
I t--sjl <do 
I x(t) -y(t)/ + ess sup j x’(t) - y’(t)1 3 6 (21.7) 
I t--sjl <do 
forj = 1, 2,... and for all y  E r, . 
Exactly as in Section 4, it now follows that there is a subsequence {sjy} 
and a function y  E D, such that I/y ~jm < jl x !loc and 
~+~{,y& I “%Jt> -YW = 0 for every d > 0. (21.8) 
Again as in Section 4, one shows that the present hypothesis implies 
y  E C,l(- co, GO) and that y  satisfies (21.1*). Thus y  and yps, are in r, . 
From (21.1) and (21.1”) one has a.e. on (-co, co) ” 
4,,(t) -r’(t) = -!&Sjy)(t) + !2(YW +fsj,w -f(=J), 
which together with (21.8) and HI(Q) implies 
for every d > 0. (21.9) 
It follows immediately from (21.8) and (21.9) that 
sup 
I t-Sj, I &de 
I 49 -Y-,,(f)1 + ,t”-“s,s:: I x’(t) - yr_,Jt)l < 6 (21.10) 
Sly’ 0 
for all Y sufficiently large. Since yes3 E r, , (21.10) contradicts (21.7) and 
establishes (21.6) (with I’ replaced b”y the r, of (21.5)) as asserted. 
With Section 20 as a guide, the preceding considerations are easily extended 
to the periodic system of functional equations given by 
x’(t) + QW) = fW + 4) (--co <t < co). (21.11) 
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Here Ha(f) and HI(w) hold with 0 < p < co a given constant. HI(Q) is 
replaced by 
i 
Q : D, -+ D, 
Q(x,)(t) = Q(x)(t + ,o) for each x E D, and t E (-co, 00). 
H(Q). ~fx,YtD,,It,}C{1,2,...},limt,=~,~~~{,~~~~lXt,p(t)-Y(t)l}=O 
2 . 
i 
n-tm 
for each d > 0, then F-y {,;y:d I Q(qJ(t) - Q?Y)(W = 0 
for each d > 0. 
The limit system associated with (21.11) is 
r’(t) + Q(r)(t) = 4 (-co < t < co). (21.11”) 
With these changes, Theorem 15a applies to (21.1 l), (21.11”). The proof of 
this assertion involves an obvious modification of Lemma 21.1 along the 
lines of Lemma 20.1. 
If  
Q(x)@) = /;mcd4t - 0, 4 44, 41, (21.12) 
where H,,(g) and H,(A) hold, then it follows that H,(Q) is satisfied and that 
(21.11) reduces to (20.1). 
Let 
(21.13) 
where H,(A) holds and where 
g E C(CN x R2), L?(% t + f, f) = g(% t, f) for (x, t, 5) E CN x R2, 
sup I g(x, t, E)I < aJ for all 0 < b < co. 
lda(tAER2 
Then it is a straightforward calculation to show that H,(Q) holds. 
We now briefly consider the system 
SW) = f  (4 (-a < t < m>, (21.14) 
where x = (x1 ,..., xN), f  = ( fi ,..., fN), Hr( f  ) holds, andQ is a transformation 
satisfying 
where D, = {z(t) / z = (x1 ,..., I~), 
nL”(--co, CD)}. 
H&Q): = Q(x)(t + T) for each x E D, and t, T E (-co, 03). 
I f  x, Y E 4 , lim t, = ~0, i+.im+ i,;yd I x&> - r(t)l> = 0 n-Pm 
each d > 0, then liymQ(x,)(t)- Q(y)(t)for each t E (-co, 00). 
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A consequence of the absence of a derivative in (21.14) is the less severe 
continuity requirement of Ha(Q), as compared with H,(Q). In fact, the 
analysis of (21.14) is simpler than that of (21.1). The limit system for (21.14) is 
Q(Y)@) = f(a) (-co < f < co). (21.14”) 
If  
Q(x)(t) = x(t) + 1“ gw - 6)) d&f), (21.15) 
--m 
where g E C(CN) and A E NBV(- co, co), then Hs(Q) is satisfied and (21.14) 
reduces to the vector form of Theorem lb mentioned in Section 18. Thus 
Theorem 15b below contains the vector form of Theorem 1 b as a special case. 
Similarly, if g(x) = x and Q is defined by (21.2), then (21.4) reduces to the 
vector form of (EJ. 
THEOREM 15b. Let l&(Q) and HI(f) hold and let 
x(t) EL&Y-co, co) n LW(-CO, CO) 
satisfy (21.14) and (T). Dejne 
r?J = {y(t) I Y 6 u---co, a), II Y I/m < II x IL 3 
y  satisJies (21.14*) on (-co, co)}. (21.16) 
Then the conclusion of the vector form of Theorem lb holds (with r,, defined by 
(21.16)). 
The proof is an easy modification of the one given in Section 5. 
The special (scalar) case of Theorem 15b in which r, has only one element 
is related to a result of Korevaar [20], who gives an interesting discussion 
relating this case to Wiener’s tauberian theorem. 
A periodic variant of Theorem 15b is easily formulated, using Ha(Q) and 
the above discussion as a guide. 
Added In Proof: 
1. Somewhat sharper forms of Theorems la, lb, lc hold. We illustrate with 
Theorem la. Define 
r,* = {y(t) 1 There exists sj --f cc (j --f 00) such that 
lim [sup 1 x(t + sj) - y(t)]] = 0 for every d > 0). 
j*m jti<n 
Then r,,* C r, (where r, is defined by (2.4)) and Theorem la holds with I’, replaced 
by I’,*. These assertions are obvious from the proof of Theorem la given in Section 4. 
Sometimes the inclusion r, * C r, is proper, a fact which can be useful. 
BOUNDED SOLUTIONS OF SOME INTEGRAL EQUATIONS, III 573 
2. From the proof given in Section 3 it is easily seen that Lemma 3.1 remains valid 
if, in the definition of a #-sequence, property (2.2) is replaced by the more stringent 
requirement 
m  
lim /I &I’) Ilm = 0, lim Z I &(j)(t)1 = 0 (j = 1, 2,...). 
m+co t+m m-1 
This fact has already been alluded to in connection with (19.9). Thus, e.g., similar 
to (19.17), the conclusion of Theorem 3a can be strengthened by relating (2.28) with 
lim c,(‘)(t) = 0 (1 < K < n; j = 1, 2,...). 
t-so 
3. A partial summary of the present work which stresses and extends the functional 
equation material of Section 21 and also improves, e.g., Theorems 7a and 8a is: 
J. J. Levin and D. F. Shea, Asymptotic behavior of the bounded solutions of 
some functional equations. Proceedings of a Symposium on Nonlinear Functional 
Analysis, Madison, Mathematics Research Center, 1971 (to appear). 
Another partial summary is: 
J. J. Levin and D. F. Shea, Tauberian theorems and functional equations. 
Proceedings of a Conference on Ordinary Differential Equations, Washington, 
D. C., Academic Press, 1971 (to appear). 
4. In the special case of systems of ordinary differential equations, the methods 
of topological dynamics have been used to study the relationship between (&) and 
(I&*) and, more generally, between (20.9) and (20.9*). Recent work in this direction 
and a bibliography of earlier studies appears in 
G. R. Sell, Nonautonomous differential equations and topological dynamics, 
I and II. Trans. Amer. Math. Sot. 127 (1967), 241-262 and 263-283. 
These methods have recently been extended to systems of Volterra equations 
of type (1.2) in 
R. K. Miller and G. R. Sell, Volterra integral equations and topological dynamics, 
Memoir 102 Amer. Math. Sot. (1970). 
5. Although they do not use limit equations, the following recent studies are related 
to aspects of the present work. A generalization of Theorem 88 is obtained in the 
first paper. The second and third papers obtain different generalizations, by different 
means, of Theorem 8b. 
S-O. Londen, The qualitative behavior of the solutions of a nonlinear Volterra 
equation, Michigan Math. J. (to appear). 
S-O. Londen, On the solutions of a nonlinear Volterra equation, J. Math. Anal. 
Appl. (to appear). 
J. J. Levin, On a nonlinear Volterra equation, j. Math. Anal. Appl. (to appear). 
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