Abstract. We study weighted approximation and integration of Gaussian stochastic processes X de ned over R + whose rth derivatives satisfy a H older condition with exponent in the quadratic mean. We assume that the algorithms use samples of X at a nite number of points. We study the average case (information) complexity, i.e., the minimal number of samples that are su cient to approximate/integrate X with the expected error not exceeding ". We provide su cient conditions in terms of the weight and the parameters r and for the weighted approximation and weighted integration problems to have nite complexity. For approximation, these conditions are necessary as well. We also provide su cient conditions for these complexities to be proportional to the complexities of the corresponding problems de ned over 0; 1], i.e., proportional to " ?1= where = r + for the approximation and = r + +1=2 for the integration.
Introduction
Complexity of approximating or integrating a function de ned over a bounded domain has already been a well established area. We mention only Traub, Wasilkowski, and Wo zniakowski (1988) , Ritter (2000) , and the references therein. Complexity results include various settings such as the worst case and the average case settings. There are, however, very few results that address these problems for functions de ned over unbounded domains such as R d .
Some progress has recently been made in the worst case setting for the approximation and integration problems over R and R d ; see, respectively, Wasilkowski and Wo zniakowski (2000) and (2001) . See also Sikorski (1982) , Traub, Wasilkowski, and Wo zniakowski (1983) , Curbera (1998) and (2000), and Math e (1998) . In the present paper we study complexity of approximating functions f : R + ! R and their integrals over R + = 0; 1) in the average case setting, assuming that the class of functions is equipped with a probability measure. (Of course, we consider R + instead of R as the domain of the functions f for simplicity only.) Equivalently, we assume that f is a trajectory of a stochastic process X on R + , and we measure the errors by the quadratic mean. These problems seem not to have been studied yet.
In contrast to processes de ned on a compact interval, say 0; 1], the expected squared L 2 -norm of typical processes de ned on R + (including the fractional Brownian motion) is in nite. Furthermore, the integral over R + does not exist with probability one. Hence the complexity analysis of those problems is of interest only in a weighted sense.
More speci cally, let : R + ! R + be a measurable weight function. For a given zero mean Gaussian stochastic process X(t), t 2 R + , we want to approximate X or its (weighted) integral Int X = Z 1 0 X(t) (t) We assume that any method, i.e., any approximation A or quadrature Q, can use only samples (or observations) of X at a nite number of points t i 2 R + . We call this number the cardinality and denote it by card(A) or card(Q), respectively 1 . We are interested in the (information) complexity of weighted approximation and integration, which is the minimal number of samples needed to construct an approximation (algorithm) with error not exceeding a given error demand " > 0. That is, for the approximation, comp("; App ) = minf card(A) : A s.t. e(A; App ) " g; and for integration comp("; Int ) is de ned correspondingly.
We present results that do not depend on the particular process X but hold for classes of processes. These classes are de ned by quadratic mean properties, see Section 2 for details and examples. In particular, we assume that for some r 2 N 0 the derivative X (r) is H older continuous in quadratic mean with exponent 2 (0; 1].
It is clear that for some weight functions the complexity of approximation is in nite, and the integration problem is not even well de ned. Therefore, one of our rst results provides a necessary and su cient condition for the complexity of approximation to be nite for every " > 0. We also provide a necessary and su cient condition for the weighted integral to exist with probability one. This condition simultaneously gives nite complexity for the integration problem. Approximation over R + cannot have smaller complexity than the corresponding problem restricted to a compact interval. The same usually (but not always) holds for integration. Typically, the complexity on compact subintervals is (" ?1= ) with = r + for approximation and = r + + 1=2 for integration. We provide su cient conditions for the complexity of weighted problems on R + to be proportional to " ?1= as well.
To give a avor of the results, let (x) = (x ? ) as x ! 1. Then + 1=2 implies the complexity (" ?1= ) for both problems. On the other hand, if < + 1=2 then the complexity of approximation is in nite, and the integration problem is not well de ned.
Finally, we state that in cases where comp("; ) = (" ?1= ), the upper bounds are provided by the cost of speci c algorithms. For the approximation problem, these algorithms are deterministic and enjoy certain robustness properties. Indeed, they are based on a simple piecewise polynomial interpolation, and they do not require any speci c information about X other than an upper bound for the parameter r + . For the integration, similar deterministic algorithms are constructed only in special cases. In general case, the upper bound is given by Monte Carlo arguments.
Assumptions and Examples
We consider a measurable Gaussian stochastic process X(t), t 2 R + , with zero mean, i.e., E (X(t)) = 0 for every t. The This upper bound is obviously valid in the case r = 0, too. We will use H older conditions to derive upper bounds for the complexity. These conditions do not imply nontrivial lower bounds neither for approximation nor for integration. To derive nontrivial lower bounds for approximation we require the following additional property.
For a < b and t 2 (a; b) let e X a;b (t) denote the conditional expectation of X(t) given X(s), s 2 0; a] b; 1). Thus e X a;b (t) has minimal mean squared error among all estimators for X(t) that are based on complete knowledge of X outside of (a; b). We assume that E X(t) ? e Since X has independent increments, we get
, and C 2 = 1. This is generalized to the r-fold integrated Brownian motion in the following way. The conditional expectation e X a;b (t) is given by the polynomial of degree at most 2r +1 that interpolates the boundary values X ), see Speckman (1979) . Note that e X a;b (t) only depends on the boundary values of the r-fold integrated Brownian motion. This is due to the fact that (X (0) ; : : : ; X (r) ) is a Markov process in this case. 
In a similar way, one can verify (6) for the r-fold integrated fractional Brownian motion.
Example 7. Consider a stationary process X on the real line, whose spectral density 3. Weighted Approximation on R + In this section we assume that X satis es (2) and (5) n ?2(r+ ) with a constant c > 0 that only depends on r, , and C 2 . Hence the lower bound for the complexity follows.
From Theorem 1 we conclude that comp("; App ) is at least of order " ?1=(r+ ) , if is an arbitrary weight function on R + that is bounded away from zero on an interval of positive length.
3.2. Finite Complexity. We give a necessary and su cient condition for the complexity of approximating X to be nite for any " > 0.
De ne the function L :
Lemma 4. We have 8 " > 0 : comp("; App ) < 1; Suppose that (7) holds. Then, of course, (9) holds as well, and we only need to show (8). For a given " > 0, let A " be a method such that e(A " ; App ) ". Let t 1;" < < t n;" denote the knots used by A " , and put R " = t n;" . Recall the de nition of e X a;b (t) from Section 2. For every b > R " we have
Using (5) 
Then we have nite complexity (7) i 
Proof. We use Lemma 3 to conclude that (10) implies (9). Moreover, given (10), we have equivalence of (8) and (11). It remains to apply Lemma 4.
3.3. Upper Bounds. We already know that the complexity of approximating X is at least of order " ?1=(r+ ) if the weight is bounded away from zero on a subinterval of positive length. In the following, we provide a method which, under some assumptions on , has error " and cardinality proportional to " ?1=(r+ ) . We also give a necessary condition for the complexity to be of that order. The particular choice of k; n 1 ; : : : ; n k depends on ", r, , and in the following way. Observe that k is well-de ned for every " because of (12). Moreover, n k+1 = 1.
Theorem 3. Suppose that (12) and (13) Thus we already get nite complexity (7) from (12) by Theorem 2.
Verifying (13) may be more complicated. The following simple observation can ease this task in some cases. Suppose L(1) < 1 and 8 x; y 1 : (xy) A 5 (x) (y): (14) Then (13) :
We now illustrate assumptions (12) and (13) Remark 2. There are weight functions for which the complexity is nite and (12) holds; however, (13) is uniformly bounded in " and the corresponding step functions converge to 1=(r+ +1=2) at every point of continuity of , i.e., at least almost everywhere. It remains to apply Fatou's Lemma.
4. Weighted Integration on R + In this section we assume that X satis es (2) with r + > 0 and, for simplicity, that C 1 = 1: The approximation problem is well de ned for every measurable Gaussian process X with zero mean and every measurable weight function . However, the complexity may be in nite. For the integration problem, the situation di ers signi cantly. Hence (17) implies that the weighted integral Int X is well de ned for almost every trajectory of X.
Conversely, assume that the latter holds true. Then X may be considered as a random element with values in L 1 (R + ; ), where is the Borel measure with Lebesgue density . We claim that X is a Gaussian random element, i.e., the weighted integrals Int g (X)
are normally distributed for every g 2 L 1 (R + ; ).
In the compact case supp g 0; m], there exists a sequence of quadrature formulas Q n X such that Q n X tends to Int g (X) stochastically, see Doob (1953, Thm. II.2.8).
In fact, since X is Gaussian, Int g (X) is normally distributed, and we even have lim n!1 e(Q n ; Int g ) = 0: (19)
In the general case, we approximate g by g 1 0;m] with m tending to in nity to see that Int g (X) is normally distributed, too. By Fernique's inequality, see Vakhania, Tarieladze, and Chobanyan (1988, p. 330 
which together with (18) implies (17). We add that
is a su cient condition for (17) to hold, see Lemma 2. Moreover, for processes that satisfy (5), the condition (20) is only slightly stronger than (17), since K(t; t) c t 2(r+ ) for t 2 R + in this case.
We use the general technique from Wasilkowski (1994) to derive upper bounds for the complexity of the integration problem. In this approach one analyzes suitable randomized (Monte Carlo) methods. By a mean value argument, a Monte Carlo method with average error at most " yields the existence of a deterministic method with the same error bound and the same number of samples. 4.1. Preliminary Results. First, we consider the case of a bounded weight function with compact support. Of course, this includes the classical case of unweighted integration on a compact interval. The following theorem can be found in, e.g., Ritter, Wasilkowski and Wo zniakowki (1993) and Ritter (2000) . For completeness, we present its proof.
Theorem 5. Let 
where t 0 ; : : : ; t nr 0 are independent and uniformly distributed in a; b]. We use E t to denote the expectation with respect to the joint distribution of the points t j . For every xed trajectory of X, E t (MCX) = Int X and The rest of the proof is very similar to the proof of Theorem 3, and we omit it.
Note that (22) is in general a stronger assumption than (12). For instance, (t) = (t + 1) ? satis es (12) i > r + + 1=2, whereas must be greater than r + + 1 for (22) to hold. Hence, although the complexity of weighted integration is smaller than the complexity of weighted approximation, we need a stronger assumption on the weight for the complexity to be of minimal order.
In a second approach, we apply randomization directly to the half-line R + .
Theorem 8. Suppose there exists 2 (0; 2) such that Proof. Given ", let A " be the method from Theorem 3 for the weight function replaced by . Let n = n(") be the cardinality of A " . Consider the following randomized method
where the points t i are chosen independently according to the probability distribution whose density equals =a with a = R 1 0 (t) dt. Note that the cardinality of MC n equals 2n. It is easy to check that for every trajectory of X,
where E t denotes the expectation with respect to the points t i . Finally we use Theorem 3 and proceed as in the proof of Theorem 5. We illustrate the assumptions of Theorem 8 for (t) = (t+1) ? as before. For to be integrable, we need > 1. For the other assumptions, we need (1? =2) > r+ +1=2.
Equivalently, we need 1= < < 2 ?2(r + + 1=2)= . This means that such a exists i > r + + 1 which is exactly the same condition as the condition for satisfying the assumptions of Theorem 7.
For every monotonic function , (22) is equivalent to the existence of 2 (0; 2) with (24) and (25). Furthermore, one can show that (26) is not needed in this case. On the other hand, there exist nonmonotonic weight functions such that Theorem 8 yields the upper bound, while Theorem 7 is not applicable. 4.4. A Special Case: Sacks-Ylvisaker conditions. We now discuss a special case. We assume that X satis es the Sacks-Ylvisaker conditions of order r 2 N 0 . As shown in Ritter, Wasilkowski, and Wo zniakowski (1995) , the corresponding reproducing kernel Hilbert space is, essentially, equal to the Sobolev space W r+1 2 (R + ). It is also well known, see, e.g., Traub, Wasilkowski and Wo zniakowski (1988) , Ritter (2000) , that for integration the average case complexity is equal to the worst case complexity with respect to the unit ball in the reproducing kernel Hilbert space. Moreover, (almost) optimal methods in one of the setting are also (almost) optimal in the other. Thus, for X satisfying Sacks-Ylvisaker conditions, the average complexity of the weighted integration reduces to the worst case complexity with respect to the unit ball in W r+1 2 (R + ). The latter problem, among others, was considered in Wasilkowski and Wo zniakowski (2000) .
If (22) and (23) hold with = 1=2 also in the de nition of c i , then there are constructions of simple methods Q " whose errors do not exceed " and cardinalities are proportional to " ?1=(r+1) . Hence they are almost optimal since the complexity of the problem also equals comp("; Int ) = ? " ?1=(r+1) : For speci cs concerning these methods see Wasilkowski and Wo zniakowski (2000) and Han and Wasilkowski (2000) .
We sketch a possible construction. With the choice of k and n i from Theorem 7, take
where U i is the piecewise linear interpolation from Lemma 3 on a i?1 ; a i ] with 1 + n i r 0 knots. Then Q = Moreover, note that these random variables are independent for i = 1; : : : k, if X is the r-fold integrated Brownian motion.
Concluding Remarks
We discuss possible improvements to the proposed methods. We will do this only for the approximation problem; however, the same comments pertain to the integration problem. Due to the lower bounds the improvements can only lead to better constants in the estimates for the error or the cardinality.
Remark 3. The method A is based on piecewise polynomial interpolation. Instead one could use error-optimal algorithms. The latter are given by the means of the corresponding conditional process, or, equivalently, by interpolating K-splines. In view of the lower bounds we have decided to work with piecewise polynomials, since they are easy to implement and do not depend on speci c type of the process X.
Recall that A X(t) vanishes for t > a k . Alternatively, we could de ne A Xj a k ;1) by extrapolation, using a few values X in a neighbourhood of a k .
Remark 4. In the de nition of A , the parameters k and n i are chosen based on an upper bound on error of an interpolating piecewise polynomial. Remark 5. The method A uses the values of the suprema i . This could result in a very high combinatorial cost for a number of weights . Of course, this does not concern monotonic weights since then the numbers i are given explicitly by i = (a i?1 ).
Remark 6. The sample points used by A are equally spaced in each subinterval a i?1 ; a i ]. Instead, one could use the sampling similar to the one proposed in Han and Wasilkowski (2000) , a paper that deals with the worst case setting.
Remark 7. Suppose we only know an upper bound for the H older smoothness r+ of X. Then we can also achieve an error of order " at cost of order " ?1= ( ; and take k and n i as previously.
