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SUMMARY
In this paper, we present a novel nodal integration scheme for meshfree Galerkin methods that draws
on the mathematical framework of the virtual element method. We adopt the linear maximum-entropy
basis functions for discretization of the field variables, although the proposed scheme is applicable to any
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linear meshfree approximant. In our approach, the weak form integrals are nodally integrated using nodal
representative cells that carry the nodal displacements and state variables such as strains and stresses.
The nodal integration is performed using the virtual element decomposition, wherein the bilinear form is
decomposed into a consistency part and a stability part that ensure consistency and stability of the method.
The performance of the proposed nodal integration scheme is assessed through various examples in linear
elastostatics and linear elastodynamics. We demonstrate that the proposed nodally integrated meshfree
method is accurate, converges optimally, and is more efficient than a standard cell-based Gauss integrated
meshfree method.
key words: nodal integration, meshfree Galerkin methods, maximum-entropy approximants, virtual
element method, patch test, stability
1. INTRODUCTION
Meshfree Galerkin methods are based on the weak form where the field variables are discretized using
basis functions associated with a set of scattered nodes that partition the domain of analysis. Since
the inception of the element-free Galerkin method [1], efficient and accurate numerical integration of
the weak form integrals has attracted broad attention in meshfree Galerkin methods. The different
numerical integration techniques that exist for meshfree Galerkin methods can be grouped into two
main approaches: cell integration and nodal integration techniques. Nodal integration in meshfree
methods is attractive since state variables (strains, stresses, and internal variables) can be stored
at the nodes and this avoids the need for remapping algorithms in Lagrangian large deformation
simulations. Towards this long-term goal, in this paper we use the virtual element decomposition [2]
and follow Reference [3] to devise an accurate and stable nodally integrated meshfree method for
linear elastostatics and linear elastodynamics.
The most simple cell integration technique requires the construction of nonoverlapping cells on
2
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which standard Gauss integration is performed. However, this integration scheme is inexact due to
the following two properties of meshfree basis functions [4]: (1) They are nonpolynomial functions;
and (2) in general, the region that is defined by the intersecting supports of two overlapping nodal
basis functions does not coincide with the integration cell. These are two issues that often lead
to consistency errors (patch test is not passed) and stability problems due to underintegration.
Various approaches have been put forth in meshfree Galerkin methods to address integration errors
on cells. For instance, higher-order tensor-product Gauss quadrature is adopted in the element-free
Galerkin method [1, 4], whereas the support of the nodal basis functions is used as the domain
of integration in the meshless local Petrov-Galerkin method [5] and also in the method of finite
spheres [6]. More details on cell-based integration schemes in meshfree Galerkin methods can be
found in Ortiz-Bernardin et al. [3].
Nodal integration techniques perform the integration of the weak form integrals by sampling them
at the nodes. This approach requires the construction of nodal cells that represent the volume of
the integrals being sampled at the nodes. Nodal integration techniques are also prone to integration
errors and require to be stabilized. A direct nodal integration (1-point) scheme leads to rank
instabilities because meshfree basis functions have zero or nearly zero derivatives at the nodes. In an
effort to stabilize the rank instability, Beissel and Belytschko [7] introduced a least-squares residual-
based method where the second-order derivatives stabilize the rank instability. With the aim of
computing nodal derivatives away from the nodes to avoid rank instabilities, Chen et al. [8] devised
a strain smoothing procedure known as stabilized conforming nodal integration (SCNI) approach,
which is the cornerstone of various meshfree nodal-based [9, 10, 11] and cell-based [12, 13, 14]
integration methods, and even smoothed finite element methods [15]. Another method to compute
derivatives away from the nodes is the stress-point method, which was first introduced in the
3
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smoothed particle hydrodynamics (SPH) meshfree method [16]. Although the SCNI approach [8]
suppresses the rank instability and provides patch test satisfaction, instabilities due to nonzero low-
energy modes are still encountered [10]. Puso et al. [10] proposed a penalty stabilization to stabilize
the SCNI method. Hillman and Chen [17] combined the arbitrary order variationally consistent
meshfree nodal integration framework [11] with a stabilization method devised from an implicit
gradient expansion of the strains at the nodes. The resulting method is first-order variationally
consistent and stable, and unlike the stabilization method of Puso et al. [10], it is devoid of tunable
parameters.
Recently, the virtual element method [2, 18] (VEM) has been proposed, where an exact algebraic
construction of the stiffness matrix is realized without the explicit construction of basis functions
(basis functions are deemed as virtual). In the VEM, the stiffness matrix is decomposed into two
parts: a consistent term that reproduces a given polynomial space and a correction term that
provides stability. Such a decomposition (herein referred to as the virtual element decomposition)
is formulated in the spirit of the Lax equivalence theorem (consistency + stability → convergence)
for finite-difference schemes and is sufficient for the method to pass the patch test. In polygonal
and polyhedral finite elements, Talischi and Paulino [19], Gain et al. [20] and Manzini et al. [21]
have used the virtual element decomposition to pass the patch test. The VEM can be viewed as
a stabilized Galerkin method on polytopal meshes [22]. For meshfree Galerkin methods with cell-
based integration, Ortiz-Bernardin et al. [3] used the virtual element decomposition to develop a
method for linear elastostatics that is consistent and stable.
In this paper, on using the virtual element decomposition, a novel meshfree nodal integration
technique for linear elastostatics and linear elastodynamics is presented. We use the acronymNIVED
to refer to this method. Distinct from the stabilization used in the cell integration approach for
4
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meshfree methods in Reference [3], in the development of our meshfree nodal integration scheme,
the stabilization is performed without tunable parameters. We consider maximum-entropy basis
functions (Section 2), although the formulation is applicable to any linear meshfree approximant.
The governing equations for linear elastostatics are described in Section 3. The main ingredients of
the virtual element framework and the development of our proposed nodal integration technique
are presented in Section 4. The accuracy and convergence of the devised nodal integration method
are assessed in Section 5 through several examples in linear elastostatics and linear elastodynamics.
Some final remarks conclude the paper in Section 6.
2. MAXIMUM-ENTROPY BASIS FUNCTIONS
Consider a convex domain represented by a set of N scattered nodes and a prior (weight) function
wa(x) associated with each node a. We can write down the approximation for a vector-valued
function v(x) in the form:
vh(x) =
m∑
a=1
φa(x)va, (1)
where va := v(xa) are nodal coefficients, φa(x) is the meshfree basis function associated with node
a and m ≤ N represents the number of nodes whose basis functions take a nonzero value at the
point x.
On using the Shannon-Jaynes (or relative) entropy functional, the maximum-entropy basis
functions {φa(x) ≥ 0}ma=1 are obtained via the solution of the following convex optimization
problem [23]:
min
φ∈IRm
+
m∑
a=1
φa(x) ln
(
φa(x)
wa(x)
)
(2a)
5
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subject to the linear reproducing conditions:
m∑
a=1
φa(x) = 1
m∑
a=1
φa(x) ca = 0, (2b)
where ca = xa−x are shifted nodal coordinates and IR
m
+ is the nonnegative orthant. In this paper,
we use as the prior weight function either the Gaussian radial basis function given by [24]
wa(x) = exp
(
−
γ
h2a
‖ca‖
2
)
,
where γ is a parameter that controls the support size of the basis function and ha is a characteristic
nodal spacing associated with node a, or the C2 quartic polynomials given by [25]
wa(q) =

 1− 6q
2 + 8q3 − 3q4 0 ≤ q ≤ 1
0 q > 1
, (3)
where q = ‖ca‖/(γha).
On using the method of Lagrange multipliers, the solution to (2) is given by [23]
φa(x,λ) =
wa(x) exp(−λ(x) · ca(x))
Z(x,λ(x))
, Z(x,λ(x)) =
m∑
b=1
wb(x) exp(−λ(x) · cb(x)), (4)
where the Lagrange multiplier vector λ(x) is obtained as the minimizer of the dual optimization
problem (x is fixed):
λ∗(x) = arg min
λ∈IRd
lnZ(x,λ),
where λ∗ is the converged solution that gives the basis functions as φa(x) = φa(x,λ
∗) for
a = 1, . . . ,m.
3. GOVERNING EQUATIONS
3.1. Strong form
Consider an elastic body that occupies the open domain Ω ⊂ IR2 and is bounded by the one-
dimensional surface Γ whose unit outward normal is nΓ . The boundary is assumed to admit
6
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decompositions Γ = Γu ∪ Γt and ∅ = Γu ∩ Γt, where Γu is the Dirichlet boundary and Γt is
the Neumann boundary. The closure of the domain is Ω = Ω ∪ Γ . Let u(x) : Ω → IR2 be
the displacement field at a point x of the elastic body when the body is subjected to external
tractions t¯(x) : Γt → IR
2 and body forces b(x) : Ω → IR2. The imposed Dirichlet (essential)
boundary conditions are u¯(x) : Γu → IR
2. The boundary-value problem for linear elastostatics is:
find u(x) : Ω → IR2 such that
∇ · σ + b = 0 in Ω, (5a)
u = u¯ on Γu, (5b)
σ · nΓ = t¯ on Γt, (5c)
where σ is the Cauchy stress tensor.
3.2. Weak form
The Galerkin weak formulation, with v being the arbitrary displacement test field, gives the
following expression for the bilinear form:
a(u,v) =
∫
Ω
σ(u) : ∇v dx, (6)
where σ is the Cauchy stress tensor and∇ is the gradient operator. The gradient of the displacement
test field can be decomposed into its symmetric (ε(v)) and skew-symmetric (ω(v)) parts, as follows:
∇v = ε(v) + ω(v), (7a)
where
ε(v) =
1
2
(
∇v +∇Tv
)
, (7b)
ω(v) =
1
2
(
∇v −∇Tv
)
. (7c)
7
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Noting that σ(u) : ω(v) = 0 because of the symmetry of the stress tensor, results in the following
simplification of the bilinear form:
a(u,v) =
∫
Ω
σ(u) : ε(v) dx, (8)
which leads to the usual form of presenting the weak formulation: find u(x) ∈ U such that
a(u,v) = ℓ(v) ∀v(x) ∈ V , a(u,v) =
∫
Ω
σ(u) : ε(v) dx, ℓ(v) =
∫
Ω
b · v dx+
∫
Γt
t¯ · v ds, (9)
where U and V are the continuous displacement trial and test spaces:
U :=
{
u(x) : u ∈ [W(Ω)]2 ⊆ [H1(Ω)]2, u = u¯ on Γu
}
,
V :=
{
v(x) : v ∈ [W(Ω)]2 ⊆ [H1(Ω)]2, v = 0 on Γu
}
,
where the space [W(Ω)]2 includes linear fields.
We consider vector-valued trial and test functions of the form (1) on a set of scattered nodes
in the domain Ω and on its boundary Γ . Using these nodes, the domain Ω is partitioned into
nonoverlapping nodal representative polygonal cells. This can be achieved using a Voronoi diagram
(Figure 1(a)) or a triangular mesh where the centroids of triangles surrounding a given node are
connected to form a polygon (Figure 1(b)). We denote by E a node and its associated cell. The
node E has coordinates xE in the Cartesian coordinate system and the area of its associated cell
is |E|. A node on Γt is denoted by S and its coordinates in the Cartesian coordinate system by xS .
The length of influence of the node S is represented by |S|. Figure 2 presents two typical cases of a
node located on Γt. The partition formed by all the nodes and their associated cells lying on Ω is
denoted by T h, where h is the maximum diameter of any cell in the partition. The one-dimensional
partition formed by all the nodes and their associated lengths of influence lying on Γt is denoted
by Eh. Using basis functions that ensure satisfaction of the Dirichlet boundary conditions, we now
8
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Figure 1: Construction of a nodal representative domain (shaded area) using (a) a Voronoi diagram
and (b) a triangular mesh. The node and its representative cell are denoted by E and xE are the
nodal coordinates.
PSfrag replacements
Γt
|S|
xS
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Γt
|S|
xS
(b)
Figure 2: Schematic representation of a node located on Γt with coordinate xS and associated length
of influence |S|. (a) A node located inside a boundary edge and (b) a node located at a boundary
corner.
define the following discrete local spaces:
U
h|E :=
{
uh(x) : uh ∈ [W(E)]2 ⊆ [H1(E)]2
}
,
V
h|E :=
{
vh(x) : vh ∈ [W(E)]2 ⊆ [H1(E)]2
}
.
9
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The discrete global spaces U h ⊆ U and V h ⊆ V are built by assembling the local spaces, as
follows:
U
h :=
{
u(x) ∈ U : u|E ∈ U
h|E ∀E ∈ T
h
}
,
V
h :=
{
v(x) ∈ V : v|E ∈ V
h|E ∀E ∈ T
h
}
,
where the notation u|E is introduced to indicate that the field uh is represented with meshfree
basis functions whose supports intersect the nodal cell E and thus we use their restrictions to E.
Owing to the definition of the global spaces, we can evaluate the weak form (9) by sampling it
locally at each node and summing through all of them, as follows:
a(uh,vh) =
∑
E∈T h
aE(u
h,vh) =
∑
E∈T h
|E| εE(v
h) : D : εE(u
h) ∀uh ∈ U h, ∀vh ∈ V h, (10a)
ℓ(vh) =
∑
E∈T h
ℓb,E(v
h) +
∑
S∈Eh
ℓt,S(v
h) =
∑
E∈T h
|E| bE · v
h +
∑
S∈Eh
|S| t¯S · v
h ∀vh ∈ V h, (10b)
where D is the material moduli tensor that defines the constitutive relation σ = D : ε(u);
εE := ε(xE), bE := b(xE) and t¯S := t¯(xS) are nodal quantities. Equation (10) is the result
of direct nodal integration (1-point) of the weak form integrals.
4. NODAL INTEGRATION USING THE VIRTUAL ELEMENT DECOMPOSITION
As discussed in Section 1, the direct nodal integration of the bilinear form as given in (10a) is
not viable due to stability issues. As a remedy, nodal integration techniques add a stabilization
term to the bilinear form [10]. Here, we take a different route and develop a nodal integration
scheme for meshfree methods using the mathematical framework of the virtual element method. In
this approach, the consistency and stability of the nodally integrated meshfree Galerkin method is
ensured by construction.
10
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4.1. Nodal integration cell
The sampling of the weak form at an integration node in the partition T h, where the partition
is constructed by means of one of the methods shown in Figure 1, is performed using 1-point
Gauss rule over the edges of its nodal cell. It is stressed that in the nodal integration scheme, the
integration node and its associated nodal cell are interchangeable. This means that any quantity
that is evaluated on the nodal cell is also a quantity evaluated at the node. Considering the Cartesian
coordinate system, xE are the coordinates of the integration node and n is the unit outward normal
to the nodal cell’s boundary. A sample nodal integration cell is shown in Figure 3.
▼
▼
▼▼
▼
▼
PSfrag replacements
n
E
xE
Figure 3: Schematic representation of a nodal integration cell. The integration node and its
associated nodal cell is denoted by E, and the area of the nodal cell by |E|. The coordinates
of the integration node are xE and the unit outward normal to the nodal cell’s boundary is n. The
N stands for the 1-point Gauss rule over an edge of the nodal cell.
4.2. Nodal contribution
Since the NIVED method uses meshfree basis functions for the discretization of the field variables,
we have to consider the contributions from the neighbor nodes when performing Gauss integration
over the edges of the nodal cell. The global nodal contribution list at an integration point is defined
11
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as the global indices of the nodes whose basis functions take a nonzero value at the integration
point. We label these global indices from 1 to m and construct a local nodal contribution list with
them. We always keep track of the correspondence between the local and global nodal contribution
lists as this correspondence is used later in the assembly of the global stiffness matrix and global
force vector. The construction of the local nodal contribution list is schematically shown in Figure 4
for the evaluation of meshfree basis functions at an integration point on the edge of a nodal cell.
4.3. Virtual element decomposition
Due to the nonpolynomial nature of the linearly precise meshfree basis functions, the approximation
of the displacement field using these functions contains a linear polynomial part plus some additional
nonpolynomial terms. We define [P(E)]2 as the space of linear displacements over the nodal cell E
and [H(E)]2 as the space of the additional nonpolynomial terms over the nodal cell E. Therefore,
for the meshfree approximation of the fields, we have uh,vh ∈ [W(E)]2 = [P(E)]2 ⊕ [H(E)]2.
Following the standard VEM literature (see for instance, Reference [26]) the following projection
operator onto the linear displacement space is defined:
Π : [W(E)]2 → [P(E)]2, Πp = p ∀p ∈ [P(E)]2, (11)
which allows the splitting of the meshfree approximation of the fields into their linear polynomial
part and their nonpolynomial terms, respectively, as follows:
uh = Πuh + (uh −Πuh), (12a)
vh = Πvh + (vh −Πvh). (12b)
The projection Π is required to satisfy the following orthogonality condition:
aE(p,v
h −Πvh) = 0 ∀p ∈ [P(E)]2, vh ∈ [W(E)]2. (13)
12
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▼
5
1
4
2
3
Figure 4: Schematic representation of the construction of the local nodal contribution list. Meshfree
nodal basis functions are evaluated at the integration point represented by N. The support of a
nodal basis function is represented by a circle centered at the node. The dashed circles, whose
associated nodes are filled, correspond to the nodal basis functions that take a nonzero value at the
integration point (i.e., nodal basis functions whose supports contain the integration point). These
nodes are labeled from 1 to 5 (m = 5) and define the local nodal contribution list in this example.
The dotted circles, whose associated nodes are open circles, correspond to the nodal basis functions
that take the value zero at the integration point and thus their nodal indices do not form part of
the nodal contribution list.
Substituting (12) into the bilinear form (6), and using the orthogonality condition (13), leads to
aE(u
h,vh) = aE(Πu
h, Πvh) + aE(u
h −Πuh,vh −Πvh). (14)
13
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The first term on the right-hand side of (14) is computable as it depends on the linear fields.
However, the second term is noncomputable as it depends on the nonpolynomial terms. In the
framework of the VEM, the second term is approximated by a bilinear form that can be conveniently
computed adopting the form of a stabilization term. We denote this stability bilinear form by sE
and rewrite (14) as follows:
ahE(u
h,vh) = aE(Πu
h, Πvh) + sE(u
h −Πuh,vh −Πvh). (15)
We refer to (15) as the virtual element decomposition.
The virtual element decomposition is endowed with the following crucial properties for
establishing the convergence of the VEM [2, 18]:
For all h and for all E in T h
• Consistency: For all p ∈ [P(E)]2 and for all vh ∈ V h|E
ahE(p,v
h) = aE(p,v
h). (16)
• Stability: There exists two constants α∗ > 0 and α∗ > 0, independent of h and of E, such
that
∀vh ∈ V h|E , α∗aE(v
h,vh) ≤ ahE(v
h,vh) ≤ α∗aE(v
h,vh). (17)
In view of the preceding properties, it is straightforward to recognize that the first term on the
right-hand side of (15) provides consistency (i.e., ensures patch test satisfaction) and the second
term lends stability. The stability property (17) reveals the necessary conditions that sE must
possess: it must be symmetric and positive definite on the kernel of Π so that property (17) holds
without violating (16).
14
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4.4. Projection operator
The explicit form of the projection operator Π is obtained from the orthogonality condition (13).
To this end, observe that σ(p) and ∇Πvh are both constant fields over E since p, Πvh ∈ [P(E)]2.
Then, use the preceding observation and the bilinear form given in (6) to obtain
aE(p,v
h −Πvh) =
∫
E
σ(p) :∇(vh −Πvh) dx
= σ(p) :
[∫
E
∇vh dx−∇Πvh
∫
E
dx
]
= σ(p) :
[∫
E
∇vh dx− |E|∇Πvh
]
. (18)
And since (18) is required to be exactly zero by (13), it leads to
∇Πvh =
1
|E|
∫
E
∇vh dx. (19)
Note that (19) defines ∇Πvh as the average value of ∇vh over the cell E. On using (7a), (19)
can be rewritten as
∇Πvh = ε(Πvh) + ω(Πvh) =
1
|E|
∫
E
ε(vh) dx+
1
|E|
∫
E
ω(vh) dx, (20)
which on integrating yields
Πvh =
(
1
|E|
∫
E
ε(vh) dx
)
· x+
(
1
|E|
∫
E
ω(vh) dx
)
· x+ a0. (21)
To determine a0 we need a projection operator onto constants P0 : [W(E)]2 → IR
2 such that
P0(Πv
h) = P0v
h. (22)
Given that the field variables computed at the integration node become the representative field
variables of the cell, we define the projection operator onto constant as
P0v
h = vh(xE) = vE , (23)
15
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where xE are the coordinates of the integration node (see Figure 3).
Applying (22) to (21) gives
P0(Πv
h) =
(
1
|E|
∫
E
ε(vh) dx
)
· P0x+
(
1
|E|
∫
E
ω(vh) dx
)
· P0x+ P0a0 = P0v
h
=
(
1
|E|
∫
E
ε(vh) dx
)
· xE +
(
1
|E|
∫
E
ω(vh) dx
)
· xE + a0 = vE . (24)
And solving for a0 in (24) leads to
a0 = vE −
(
1
|E|
∫
E
ε(vh) dx
)
· xE −
(
1
|E|
∫
E
ω(vh) dx
)
· xE. (25)
We now define the notations εE(v
h) = 1|E|
∫
E
ε(vh) dx and ωE(v
h) = 1|E|
∫
E
ω(vh) dx since both
are constant tensors over the cell and thus they can be associated with the integration node. Finally,
substituting (25) into (21) yields the projection operator onto the linear displacements, as follows:
Πvh = εE(v
h) · (x− xE) + ωE(v
h) · (x− xE) + vE . (26)
In (26), the cell averages εE(v
h) and ωE(v
h) are evaluated on the boundary of E by invoking
the divergence theorem, which gives
εE(v
h) =
1
|E|
∫
E
ε(vh) dx =
1
2|E|
∫
∂E
(
vh ⊗ n+ n⊗ vh
)
ds (27)
and
ωE(v
h) =
1
|E|
∫
E
ω(vh) dx =
1
2|E|
∫
∂E
(
vh ⊗ n− n⊗ vh
)
ds, (28)
respectively.
4.5. Projection matrix
After some algebraic manipulations, (26) can be written as
Πvh = h(x)εE(v
h) + g(x)rE(v
h), (29)
16
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where
h(x) =

 (x1 − x1E) 0 12 (x2 − x2E)
0 (x2 − x2E)
1
2 (x1 − x1E)

 , g(x) =

 1 0 12 (x2 − x2E)
0 1 − 12 (x1 − x1E)

 , (30)
εE(v
h) =
[
(εE)11 (εE)22 2(εE)12
]T
, rE(v
h) =
[
v1E v2E 2(ωE)12
]T
. (31)
Using meshfree basis functions leads to the following discrete representation of (30):
hh(x) =
m∑
a=1
φa(x)h(xa) =NH , g
h(x) =
m∑
a=1
φa(x)g(xa) =NG, (32)
where
H =


H1
...
Ha
...
Hm


, Ha =

 (x1a − x1E) 0 12 (x2a − x2E)
0 (x2a − x2E)
1
2 (x1a − x1E)

 , (33)
G =


G1
...
Ga
...
Gm


, Ga =

 1 0 12 (x2a − x2E)
0 1 − 12 (x1a − x1E)

 , (34)
N =
[
N1 · · · Na · · · Nm
]
, Na =

 φa 0
0 φa

 , (35)
and explicitly replacing vh in the form (1) into (31) gives
ε
h
E = εE
(
m∑
a=1
φa(x)va
)
=W Tq, rhE = rE
(
m∑
a=1
φa(x)va
)
= RTq, (36)
where
q =
[
vT1 · · · v
T
a · · · v
T
m
]T
, va =
[
v1a v2a
]T
, (37)
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W =


W1
...
Wa
...
Wm


, Wa =

 q1a 0 q2a
0 q2a q1a

 , qia = 1
|E|
∫
∂E
φa(x)ni ds, i = 1, 2 (38)
and
R =


R1
...
Ra
...
Rm


, Ra =

 φEa 0 q2a
0 φEa −q1a

 , (39)
where φEa := φa(xE) is the value of the a-th basis function at the integration node E. To evaluate
qia in (38), a 1-point Gauss rule is used on each edge of the nodal cell (see Figure 3).
Finally, substituting (32) and (36) into (29) yields the following discrete version of the projection
operator:
Πvh =NHW Tq +NGRTq =N(HW T +GRT)q, (40)
which defines the projection matrix (the matrix form of Π) as
P =HW T +GRT. (41)
4.6. Nodally integrated stiffness matrix
The nodally integrated local stiffness matrix is obtained by discretizing the virtual element
decomposition (15). We start by working on the consistency term (i.e., the first term on the
right-hand side of (15)). On using (26) to obtain ∇Πvh = εE(v
h) + ωE(v
h) and considering
the constitutive relation σ(Πuh) = D : εE(uh), we can write
aE(Πu
h, Πvh) = |E|σ(Πuh) :∇Πvh
= |E| εE(v
h) : D : εE(u
h). (42)
18
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Using the symmetry of tensors εE and D, (42) can be written in Voigt notation as
aE(Πu
h, Πvh) = |E| εTE(v
h)D εE(u
h), (43)
where D is the constitutive matrix for an isotropic linear elastic material given by
D =
EY
(1 + ν)(1 − 2ν)


1− ν ν 0
ν 1− ν 0
0 0 1−2ν2

 , D = EY1− ν2


1 ν 0
ν 1 0
0 0 1−ν2

 (44)
for plane strain and plane stress conditions, respectively, where EY is the Young’s modulus and ν
is the Poisson’s ratio; εE(v
h) is defined in (31).
Now, substituting the discrete version of εE(v
h) as given in (36) into (43) leads to the following
discrete local consistency bilinear form:
aE(Πu
h, Πvh) = qT|E|W DW Td, (45)
where d is a column vector similar to q given in (37) that contains the nodal coefficients that are
associated with the displacement trial functions.
The discrete local stability bilinear form is obtained by replacing the field discretizations
uh = Nd and vh = Nq, where N is defined in (35), along with (40) into the second term on
the right-hand side of (15). This yields
sE(u
h −Πuh,vh −Πvh) = sE(Nd −NPd,Nq −NPq)
= qT(I2m − P )
T SE (I2m − P )d, (46)
where I2m is the identity (2m × 2m) matrix and SE = sE(NT,N). Thus, substituting (45) and
(46) into the first and second terms on the right-hand side of (15), respectively, gives
ahE(u
h,vh) = qT
(
|E|W DW T + (I2m − P )
T SE (I2m − P )
)
d, (47)
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which defines the nodally integrated local stiffness matrix as the sum of the consistency stiffness
matrix Kc and the stability stiffness matrix Ks, as follows:
KE =Kc +Ks, Kc = |E|W DW
T, Ks = (I2m − P )
T SE (I2m − P ). (48)
Regarding the stability stiffness, we make the following choice for SE :
SE = I2m ⊙ (12m ⊗ γ) , (49)
where 12m is the unit (2m × 1) column vector, γ = diag(Kc) is a column vector containing the
diagonal of the matrix Kc and ⊙ is the element-wise product. This means that SE is a diagonal
matrix whose diagonal entries are those of the diagonal of the nodally integrated local consistency
stiffness matrix, which is in the spirit of the “D-recipe” studied in References [27, 28]. The advantage
in using this particular choice for SE over the one used in our earlier work [3] is that the stabilization
is performed without tunable parameters.
4.7. Nodally integrated force vector
For linear fields, the simplest approximation for the body force vector is constructed by projecting
both the body force vector b and the test displacements vh onto constants, as follows [2, 18, 29]:
ℓhb,E(v
h) =
∫
E
P0b
h · P0v
h dx = P0b
h · P0v
h
∫
E
dx = |E| bE · vE = q
T|E|NTEbE , (50)
where we have used P0 as defined in (23), and
NE = [(NE)1 · · · (NE)a · · · (NE)m] , (NE)a =

 φEa 0
0 φEa

 , (51)
where φEa is defined below (39). Hence, the nodal body force vector is given by
fb,E = |E|N
T
EbE , (52)
which coincides with the direct integration of the body force vector at the node with coordinates
xE .
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The integral that defines the traction force vector is similar to the integral that defines the body
force vector, but it is one dimension lower. This means that we can simply apply a direct nodal
integration on the Neumann edges. Proceeding likewise leads to the following nodal traction force
vector:
ft,S = |S|N
T
S t¯S , (53)
where
NS = [(NS)1 · · · (NS)a · · · (NS)m] , (NS)a =

 φSa 0
0 φSa

 (54)
with φSa := φa(xS).
5. NUMERICAL EXPERIMENTS
In this section, numerical experiments are presented to demonstrate the accuracy and convergence of
the NIVED approach. Results are compared with a meshfree Galerkin method that uses maximum-
entropy basis functions and standard Gauss quadrature with integration points defined in the
interior of the cells of a background mesh of 3-node triangles. We denote this method by the
acronym MEM. The construction of the nodal representative polygonal cells for the NIVED method
is carried out using the same background mesh of 3-node triangles used for the MEM method, that
is, the construction method depicted in Figure 1(b) is considered. This allows a direct comparison
of the NIVED and MEM methods since the number of degrees of freedom remains the same in both
methods.
Regarding the integration rules, the NIVED approach uses a 1-point Gauss rule per edge of
the polygonal cell and at these points only the evaluation of basis functions is required. In the
MEM approach, we consider 1-point, 3-point, 6-point and 12-point Gauss rules in the interior of
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the 3-node triangular cell. In contrast to the NIVED method, at these interior integration points
the evaluation of both the basis functions and their derivatives is required.
Regarding the evaluation of the maximum-entropy basis functions in the NIVED and MEM
methods, we use γ = 2.0 in all the numerical experiments that follow.
5.1. Patch test
We solve the boundary-value problem (5) for the patch test that is schematically depicted in
Figure 5. Plane stress condition is assumed with the following material parameters: EY = 3×10
7 psi
and ν = 0.3. The exact solution for this problem is the linear field u =
[
ν(1− x1)/EY x2/EY
]T
.
The Dirichlet boundary conditions are imposed as follows: on the bottom boundary, the vertical
displacement is fixed, and at its right corner, the displacement is additionally fixed in the horizontal
direction. The Neumann boundary conditions are t¯ =
[
0 0
]T
on the left and right boundaries,
and t¯ =
[
0 σ
]T
on the top boundary. The Gaussian prior weight function is used for the
maximum-entropy basis functions. The background meshes used in this study are depicted in
Figure 6. Numerical results for the relative error in the L2 norm and the H1 seminorm are presented
in Tables I and II, respectively, for the MEM and NIVED approaches. Numerical results confirm
that the patch test is met to machine precision only for the NIVED method.
5.2. Numerical stability
To assess the stability of the NIVED method, eigenvalue analyses are performed on a unit square
domain. As a reference for comparison, we include the MEM approach in the analyses. The quartic
polynomials and the Gaussian radial basis function are considered as the prior weight function in
the evaluation of the maximum-entropy basis functions in these analyses. Three zero eigenvalues,
which correspond to the three normal rigid body modes, are obtained for both methods. The
22
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1 in
σ = 1 psi
x1
x2
1
in
Figure 5: Patch test problem.
Table I: Relative error in the L2 norm for the patch test.
Method Gauss rule Regular Distorted Unstructured
MEM 1-pt (interior of the cell) 1.0× 10−2 2.0× 10−2 1.7× 10−2
MEM 3-pt (interior of the cell) 2.3× 10−3 1.6× 10−3 1.6× 10−3
MEM 6-pt (interior of the cell) 5.0× 10−5 8.0× 10−4 1.2× 10−3
MEM 12-pt (interior of the cell) 2.2× 10−7 3.0× 10−4 5.0× 10−4
NIVED 1-pt (per edge of the cell) 3.6× 10−15 4.1 × 10−15 2.5× 10−15
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(a) (b) (c)
(d) (e) (f)
Figure 6: Background meshes used for the patch test. (a) Regular mesh, (b) distorted mesh and
(c) unstructured mesh for the MEM approach; (d) regular mesh, (d) distorted mesh and (e)
unstructured mesh for the NIVED approach.
three mode shapes that follow the three rigid body modes are depicted in Figure 7 for the MEM
and NIVED methods using the quartic polynomials as the prior weight function. For the quartic
prior, instabilities are observed for the MEM with a 1-point Gauss rule since it exhibits nonsmooth
mode shapes (Figures 7(a)–(c)) and even a 12-point Gauss rule is not sufficient for removing the
instabilities (Figures 7(d)–(f)). In stark contrast, Figures 7(g)–(i) show the smooth mode shapes
that are obtained in the NIVED approach when using the quartic prior.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 7: Eigenvalue analyses for the MEM and NIVED methods with the maximum-entropy basis
functions computed using the quartic prior. Depiction of the three mode shapes that follow the
three rigid body modes. (a)-(c) MEM (1-pt), (d)-(f) MEM (12-pt), (g)-(i) NIVED. Instabilities in
the MEM method are evidenced by the presence of nonsmooth mode shapes.
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Table II: Relative error in the H1 seminorm for the patch test.
Method Gauss rule Regular Distorted Unstructured
MEM 1-pt (interior of the cell) 1.4× 10−2 5.4× 10−2 2.5× 10−2
MEM 3-pt (interior of the cell) 2.6× 10−3 5.3× 10−3 4.8× 10−3
MEM 6-pt (interior of the cell) 5.4× 10−5 1.9× 10−3 1.3× 10−3
MEM 12-pt (interior of the cell) 2.3× 10−7 7.7× 10−4 4.5× 10−4
NIVED 1-pt (per edge of the cell) 3.6× 10−15 5.2 × 10−15 7.8× 10−15
Similarly, the three mode shapes that follow the three rigid body modes are depicted in Figure 8
for the MEM and NIVED methods using the Gaussian radial basis function as the prior weight
function. For the Gaussian prior, instabilities are observed for the MEM with a 1-point Gauss rule
since it exhibits nonsmooth mode shapes (Figures 8(a)–(c)), but a 6-point Gauss rule can effectively
remove the instabilities (Figures 8(d)–(f)). The NIVED approach using the Gaussian prior is also
free of instabilities as revealed by the smooth mode shapes depicted in Figures 8(g)–(i).
5.3. Cantilever beam
We conduct a convergence study for the problem of a cantilever beam of unit thickness subjected to
a parabolic end load P = −1000 lbf. A schematic representation of the problem is shown in Figure 9.
Plane strain condition is assumed with material parameters given by EY = 10
7 psi and ν = 0.3. The
essential boundary conditions on the clamped edge are applied according to the analytical solution
26
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 8: Eigenvalue analyses for the MEM and NIVED methods with the maximum-entropy basis
functions computed using the Gaussian prior. Depiction of the three mode shapes that follow the
three rigid body modes. (a)-(c) MEM (1-pt), (d)-(f) MEM (6-pt), (g)-(i) NIVED. Instabilities in
the MEM method are evidenced by the presence of nonsmooth mode shapes.
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given by Timoshenko and Goodier [30]:
u =

 − Px26E¯YI
(
(6L− 3x1)x1 + (2 + ν¯)x
2
2 −
3D2
2 (1 + ν¯)
)
P
6E¯YI
(
3ν¯x22(L − x1) + (3L− x1)x
2
1
)

 ,
where E¯Y = EY/
(
1− ν2
)
and ν¯ = ν/ (1− ν); L = 8 in. is the length of the beam, D = 4 in. is
the height of the beam, and I = D3/12 is the second-area moment of the beam section. The exact
stress field is: 

σ11
σ22
σ12

 =


−P (L−x1)x2
I
0
P
2I
(
D2
4 − x
2
2
)

 .
The Neumann boundary conditions are applied using the exact stress field, which gives t¯ =[
0 0
]T
on the top and bottom boundaries, and t¯ =
[
0 σ12
]T
on the right boundary. For the
evaluation of the maximum-entropy basis functions, the Gaussian prior is used. The sequence of
background integration meshes used in the study are shown in Figure 10.
x2
P
L
D
x1
Figure 9: Cantilever beam problem.
The convergence of the MEM and NIVED methods in the L2 norm and the H1 seminorm of the
error are shown in Figure 11. The MEM approach needs a 3-point Gauss rule to deliver the optimal
28
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 10: Sequence of background integration meshes used for the cantilever beam problem. (a)-(f)
Meshes for the MEM method and (g)-(l) meshes for the NIVED method.
rate in the L2 norm. Regarding the H1 seminorm, the convergence of the MEM method behaves
erratically for 1-point and 3-point Gauss rules due to integration errors, and a 6-point Gauss rule is
needed to recover the optimal rate. In contrast, the proposed NIVED method delivers the optimal
rate of convergence in both the L2 norm and the H1 seminorm of the error.
5.4. Infinite plate with a circular hole
The rates of convergence are studied for the problem of an infinite plate with a circular hole that is
loaded at infinity according to the tractions σ11 = T and σ22 = σ12 = 0 (Figure 12(a)). Due to the
symmetry of the geometry and boundary conditions, we consider the domain of analysis shown in
Figure 12(b). Plane stress condition is assumed with EY = 10
3 psi and ν = 0.3. The exact solution
on the domain of analysis is given by [30]
u =


T
4G
(
κ+1
2 r cos θ +
r20
r
(
(κ+ 1) cos θ + cos 3θ
)
−
r40
r3
cos 3θ
)
T
4G
(
κ−3
2 r sin θ +
r20
r
(
(κ− 1) sin θ + sin 3θ
)
−
r40
r3
sin 3θ
)

 ,
29
30 SILVA-VALENZUELA ET AL.
MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(a)
MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(b)
Figure 11: Convergence rates for the cantilever beam problem. Optimal rate of 2 in the L2 norm is
delivered by the MEM method using a 3-point Gauss rule, but its convergence in the H1 seminorm
behaves erratically for 1-point and 3-point Gauss rules due to integration errors; a 6-point Gauss
rule is needed to recover the optimal rate of 1. Optimal rates of 2 and 1 in the L2 norm and the
H1 seminorm, respectively, are delivered by the NIVED approach.
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where G = EY/(2(1 + ν)) and κ = (3 − ν)/(1 + ν). The exact stress field is:


σ11
σ22
σ12

 =


T
(
1−
r20
r2
(
3
2 cos 2θ + cos 4θ
)
+
3r40
2r4 cos 4θ
)
−T
(
r20
r2
(
1
2 cos 2θ − cos 4θ
)
+
3r40
2r4 cos 4θ
)
−T
(
r20
r2
(
1
2 sin 2θ + sin 4θ
)
− 3r
4
0
2r4 sin 4θ
)


,
where r is the radial distance from the center (x1 = 0, x2 = 0) to a point (x1, x2) in the domain of
analysis. In the computations, the following data is used: T = 100 psi, r0 = 1 in and a = 5 in. The
Dirichlet boundary conditions on the domain of analysis are imposed as follows: u¯1 = 0 on the left
side and u¯2 = 0 on the bottom side. The Neumann boundary conditions are prescribed using the
exact stresses, as follows: t¯ =
[
σ12 σ22
]T
on the top side and t¯ =
[
σ11 σ12
]T
on the right
side. The sequence of background integration meshes used in the study are shown in Figure 13. The
Gaussian prior is used for the evaluation of the maximum-entropy basis functions.
x1
x2
r0
σ11|∞ = T
(a)
a
x1
x2
t¯1
t¯2
t¯1
t¯2
r0
a
θ
(b)
Figure 12: Infinite plate with a circular hole. (a) Infinite plate and (b) domain of analysis.
The convergence rates that are delivered by the MEM and NIVED approaches in the L2 norm
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figure 13: Sequence of background integration meshes used for the infinite plate with a circular
hole problem. (a)-(f) Meshes for the MEM method and (g)-(l) meshes for the NIVED method.
and the H1 seminorm of the error are compared in Figure 14. We observe that the convergence of
the MEM using a 1-point Gauss rule behaves erratically in the L2 norm and that the optimal rate
of 2 is recovered using a 3-point Gauss rule. Regarding its convergence in the H1 seminorm, we
observe that it is optimal when using at least a 6-point Gauss rule. On the other hand, the NIVED
approach delivers the optimal rates of 2 and 1 in the L2 norm and the H1 seminorm, respectively.
5.5. Manufactured elastostatic problem
In this example, the manufactured elastostatic problem found in Reference [13] is used to assess
the performance of the NIVED method. The analysis is conducted on a 2× 2 square domain. Plane
stress condition is considered with EY = 10
5 psi and ν = 0.3. The entire domain boundary is
prescribed with the following Dirichlet boundary conditions:
u1(x) = sinx1 cosx2, u2(x) = e
x1ex2 ,
32
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MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(a)
MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(b)
Figure 14: Rates of convergence for the infinite plate with a circular hole problem. For the MEM
approach, an erratic convergence in the L2 norm is obtained using a 1-point Gauss rule and the
optimal rate of 2 is recovered using a 3-point Gauss rule. Its convergence in the H1 seminorm is
optimal when using at least a 6-point Gauss rule. The optimal rates of 2 and 1 are obtained in the
L2 norm and the H1 seminorm, respectively, for the NIVED method.
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which correspond to the exact solutions of the linear elastostatic problem (5) manufactured with a
body force given by
b =

 (sinx1 cosx2)D(1, 1)− (ex1ex2)D(1, 2)− (ex1ex2 − sinx1 cosx2)D(3, 3)
(cos x1 sinx2)D(2, 1)− (ex1ex2)D(2, 2)− (ex1ex2 − cosx1 sinx2)D(3, 3)

 .
The exact stress field is

σ11
σ22
σ12

 =


D(1, 1) cosx1 cosx2 +D(1, 2)e
x1ex2
D(2, 1) cosx1 cosx2 +D(2, 2)e
x1ex2
D(3, 3)(ex1ex2 − sinx1 sinx2).

 .
Figure 15 depicts the background integration meshes used in the study. The Gaussian prior is used
for the evaluation of the maximum-entropy basis functions.
(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figure 15: Sequence of background integration meshes used for the manufactured elastostatic
problem. (a)-(f) Meshes for the MEM method and (g)-(l) meshes for the NIVED method.
The convergence in the L2 norm and the H1 seminorm for the MEM and NIVED methods are
compared in Figure 16. The L2 norm is not convergent for the MEM approach using a 1-point
Gauss rule, but the optimal rate of 2 is recovered using a 3-point Gauss rule. The convergence
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of the MEM method in the H1 seminorm is not good for 1-, 3- and 6-point Gauss rules, but the
optimal rate of 1 is recovered when using a 12-point Gauss rule. The plots show that the NIVED
approach delivers the optimal rates of 2 and 1 in the L2 norm and the H1 seminorm, respectively.
The computational cost of the MEM and NIVED methods are compared in Figure 17. The
methods are assessed in terms of accuracy and cell refinement using the normalized CPU time,
which is defined as the ratio of the CPU time of a particular model analyzed to the maximum CPU
time of any of the models analyzed. It is observed that the computational cost of the NIVED method
is similar to the computational cost of the MEM method with a 3-point Gauss rule (Figure 17(c)).
However, the MEM with a 3-point Gauss rule does not converge in the H1 seminorm, which means
that the computational cost of a convergent MEM approach is greater than the computational
cost of the NIVED method. In fact, from Figure 16 we know that a 12-point Gauss rule is needed
for optimal H1-convergence of the MEM method, but this rule is the most expensive as shown in
Figure 17(c).
5.6. Manufactured elastodynamic problem
This section concludes with a manufactured elastodynamic problem that is found in Reference [31].
The domain of analysis is a 2 × 2 square domain and the background meshes considered are the
same used for the manufactured elastostatic problem (Figure 15). The material parameters are
EY = 1× 105 psi, ν = 0.3 and ρ = 800 lb/in
3, and plane stress condition is assumed. The Gaussian
prior is used for the evaluation of the maximum-entropy basis functions.
The problem is manufactured with the following body force:
b =


x1
(
− 2EYg(t) + ρg¨(t)
(
− (1 + ν)L2 + νx22 +
1
3x
2
1
))
x2
(
2EYg(t) + ρg¨(t)
(
(1 + ν)L2 − νx21 −
1
3x
2
2
))

 ,
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MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(a)
MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(b)
Figure 16: Rates of convergence for the manufactured static problem. The MEM approach does not
convergence in the L2 norm with a 1-point Gauss rule, but the optimal rate of 2 is recovered using
a 3-point Gauss rule. Its convergence in the H1 seminorm is optimal when using at least a 12-point
Gauss rule. The optimal rates of 2 and 1 are obtained in the L2 norm and the H1 seminorm,
respectively, for the NIVED method.
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MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(a)
MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(b)
MEM (1-pt)
MEM (3-pt)
MEM (6-pt)
MEM (12-pt)
NIVED
(c)
Figure 17: Computational cost of the MEM and NIVED methods for the manufactured elastostatic
problem. (a)-(b) Computational cost of the accuracy and (c) computational cost of the cell
refinement. The computational cost of the NIVED method is similar to the computational cost
of the MEM method with a 3-point Gauss rule.
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where L is the side length of the domain of analysis and
g(t) = α
(
1− e−
βt2
2
)
.
The exact displacement field solution is
u =

 x1g(t)
(
− (1 + ν)L2 + νx22 +
1
3x
2
1
)
x2g(t)
(
(1 + ν)L2 − νx21 −
1
3x
2
2
)

 ,
and the exact stress field is 

σ11
σ22
σ12

 =


EYg(t)
(
x21 − L
2
)
EYg(t)
(
L2 − x22
)
0

 .
At the initial condition t = 0 seconds, the body is at rest. The exact displacement field solution
is used to impose the Dirichlet boundary conditions along the entire boundary of the domain.
The following values for the parameters are used in the computations: α = 0.001, β = 0.001. The
Newmark method with a time step ∆t = 0.01 seconds is used as the time integration algorithm.
The mass matrix for the dynamic analysis is constructed along the same lines of the stiffness
matrix, that is, the mass matrix is split into a consistency part and a stability part. However,
this construction is done using an L2-projection on [P(E)]2 of any function vh ∈ [W(E)]2.
For linear and quadratic fields, the L2-projection coincides with the projection Π [32, 26]. This
means,
∫
E
φaφbdx =
∫
E
ΠφaΠφbdx+
∫
E
(φa −Πφa)(φb −Πφb). The stability part is needed only
for reaction-dominated problems [26]. Thus, generally we only work with the consistency term
∫
E
ΠφaΠφbdx. Using the latter observation yields the nodally integrated mass matrix, as follows:
ME = ρ|E|
∫
E
P TNTNP dx = ρ|E|P T
(∫
E
NTN dx
)
P = ρ|E|P TNTENEP ,
where the integral has been nodally integrated at xE leading to NE as defined in (51).
The convergence of the MEM and NIVED methods in the L2 norm and the H1 seminorm after
100 time steps (i.e., t = 1 s) are compared in Figure 18. The MEM approach exhibits suboptimal
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convergence in the L2 norm with a 1-point Gauss rule, but the optimal rate of 2 is recovered using
a 3-point Gauss rule. Its convergence in the H1 seminorm is optimal when using at least a 12-point
Gauss rule. The optimal rates of 2 and 1 are obtained in the L2 norm and the H1 seminorm,
respectively, for the NIVED method.
Similar to the static case, Figure 18 (also obtained at t = 1 s) reveals that the computational
cost of a convergent MEM approach is greater than the NIVED counterpart thereby making the
NIVED approach superior in performance. Moreover, in the dynamic regime the outperformance of
the NIVED over the MEM is more pronounced as the computational cost of the NIVED approach
is about the same as the computational cost of the MEM using a 1-point Gauss rule (Figure 19(c)).
6. CONCLUDING REMARKS
In this paper, we proposed a novel nodal integration scheme for meshfree Galerkin methods that is
devised from the virtual element decomposition [2], wherein the bilinear form is decomposed into a
consistency part and a stability part that ensure that the method is consistent and stable. Linear
maximum-entropy meshfree basis functions were adopted, but the formulation is applicable to any
other linear meshfree approximant. We referred to this new nodal integration scheme as NIVED. As
in any nodal integration method, a nodal representative cell is needed in the NIVED approach. The
nodal cell can be constructed from a Voronoi diagram or a Delaunay triangulation by connecting
the centroids of triangles surrounding a node.
Our focus was on solving linear elastostatic and linear elastodynamic boundary-value problems,
where the numerical tests were tailored to compare the performance of the NIVED method and
the maximum-entropy meshfree method (MEM) using standard Gauss integration. In the NIVED
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Figure 18: Rates of convergence for the manufactured dynamic problem. The MEM approach needs
a 3-point Gauss rule to converge with an optimal rate of 2 in the L2 norm, and at least a 12-point
Gauss rule to converge with an optimal rate of 1 in the H1 seminorm. The optimal rates of 2 and
1 are obtained in the L2 norm and the H1 seminorm, respectively, for the NIVED method.
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Figure 19: Computational cost of the MEM and NIVED methods for the manufactured dynamic
problem. (a)-(b) Computational cost of the accuracy and (c) computational cost of the cell
refinement. The computational cost of the NIVED method is similar to the computational cost
of the MEM method using a 1-point Gauss rule.
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approach, the weak form integrals are integrated by sampling them at the nodes and the integration
at a node is performed using a 1-point Gauss rule over the edges of its nodal representative cell.
This task only involves the evaluation of basis functions (no derivatives are needed). In the MEM
approach, the integration of the weak form integrals is performed using standard Gauss integration
on the interior of triangular cells, which requires the evaluation of basis functions derivatives.
Our findings through the numerical tests performed are as follows. The NIVED scheme passes
the patch test to machine precision, whereas the MEM does not achieve this level of accuracy
due to integration errors. The numerical stability test showed that both the NIVED and MEM
methods deliver the three normal rigid body modes, but instability is exhibited only by the MEM
method as evidenced by the presence of the nonsmooth eigenmodes that follow the three normal
ones. The convergence assessed through several numerical experiments, which included a cantilever
beam subjected to a parabolic end load, an infinite plate with a circular hole and manufactured
(elastostatic and elastodynamic) problems, revealed that the NIVED method delivers the optimal
rate of convergence in the L2 norm and the H1 seminorm. On the other hand, the convergence of
the MEM is dependent on the number of Gauss points used inside the triangular integration cell.
In the tests that were conducted, the MEM required a 3-point Gauss rule for optimal convergence
in the L2 norm and, depending on the problem, a 6-point or a 12-point Gauss rule for optimal
convergence in the H1 seminorm. In terms of computational cost, it was shown that the proposed
NIVED approach outperforms the MEM method.
In closing, we mention that a desirable feature offered by the (nodally integrated) NIVED
approach is that state variables such as strains and stresses can be stored at the nodes, which
is attractive for Lagrangian large deformation simulations since this avoids the need for material
state remapping algorithms. Hence, the extension of the NIVED method to the nonlinear regime is
42
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appealing and is planned as part of future work.
ACKNOWLEDGEMENTS
RSV and AOB acknowledge the support provided by the Chilean National Fund for Scientific and
Technological Development (FONDECYT) through grant CONICYT/FONDECYT No. 1181192.
NHK is grateful for the support provided by the Chilean National Fund for Scientific and
Technological Development (FONDECYT) through grant CONICYT/FONDECYT No. 1181506.
EA gratefully acknowledges the partial financial support of the University of Rome Tor Vergata
Mission Sustainability Programme through project SPY-E81I18000540005; and the partial financial
support of PRIN 2017 project “3D PRINTING: A BRIDGE TO THE FUTURE (3DP Future).
Computational methods, innovative applications, experimental validations of new materials and
technologies,” grant 2017L7X3CS 004.
REFERENCES
1. T. Belytschko, Y. Y. Lu, and L. Gu. Element-free Galerkin methods. International Journal for Numerical
Methods in Engineering, 37(2):229–256, 1994.
2. L. Beira˜o da Veiga, F. Brezzi, A. Cangiani, G. Manzini, L. D. Marini, and A. Russo. Basic principles of virtual
element methods. Mathematical Models and Methods in Applied Sciences, 23(1):199–214, 2013.
3. A. Ortiz-Bernardin, A. Russo, and N. Sukumar. Consistent and stable meshfree Galerkin methods using the
virtual element decomposition. International Journal for Numerical Methods in Engineering, 112(7):655–684,
2017.
4. J. Dolbow and T. Belytschko. Numerical integration of Galerkin weak form in meshfree methods. Computational
Mechanics, 23(3):219–230, 1999.
5. S. N. Atluri, H. G. Kim, and J. Y. Cho. A critical assessment of the truly Meshless Local Petrov-Galerkin
43
44 SILVA-VALENZUELA ET AL.
(MLPG), and Local Boundary Integral equation (LBIE) methods. Computational Mechanics, 24(5):348–372,
1999.
6. S. De and K. J. Bathe. The method of finite spheres with improved numerical integration. Computers and
Structures, 79(22–25):2183–2196, 2001.
7. S. Beissel and T. Belytschko. Nodal integration of the element-free Galerkin method. Computer Methods in
Applied Mechanics and Engineering, 139(1):49–74, 1996.
8. J. S. Chen, C. T. Wu, S. Yoon, and Y. You. A stabilized conforming nodal integration for Galerkin mesh-free
methods. International Journal for Numerical Methods in Engineering, 50(2):435–466, 2001.
9. J. S. Chen, S. Yoon, and C. T. Wu. Non-linear version of stabilized conforming nodal integration for Galerkin
mesh-free methods. International Journal for Numerical Methods in Engineering, 53(12):2587–2615, 2002.
10. M. A. Puso, J. S. Chen, E. Zywicz, and W. Elmer. Meshfree and finite element nodal integration methods.
International Journal for Numerical Methods in Engineering, 74(3):416–446, 2008.
11. J.-S. Chen, M. Hillman, and M. Ru¨ter. An arbitrary order variationally consistent integration for Galerkin
meshfree methods. International Journal for Numerical Methods in Engineering, 95(5):387–418, 2013.
12. Q. Duan, X. Li, H. Zhang, and T. Belytschko. Second-order accurate derivatives and integration schemes for
meshfree methods. International Journal for Numerical Methods in Engineering, 92(4):399–424, 2012.
13. Q. Duan, X. Gao, B. Wang, , X. Li, H. Zhang, T. Belytschko, and Y. Shao. Consistent element-free Galerkin
method. International Journal for Numerical Methods in Engineering, 99(2):79–101, 2014.
14. Q. Duan, X. Gao, B. Wang, X. Li, and H. Zhang. A four-point integration scheme with quadratic exactness
for three-dimensional element-free Galerkin method based on variationally consistent formulation. Computer
Methods in Applied Mechanics and Engineering, 280:84–116, 2014.
15. G. R. Liu, K. Y. Dai, and T. T. Nguyen. A smoothed finite element method for mechanics problems.
Computational Mechanics, 39(6):859–877, 2007.
16. C. T. Dyka, P. W. Randles, and R. P. Ingel. Stress points for tension instability in SPH. International Journal
for Numerical Methods in Engineering, 40(13):2325–2341, 1997.
17. M. Hillman and J.-S. Chen. An accelerated, convergent, and stable nodal integration in Galerkin meshfree
methods for linear and nonlinear mechanics. International Journal for Numerical Methods in Engineering,
107(7):603–630, 2016.
18. L. Beira˜o da Veiga, F. Brezzi, and L. D. Marini. Virtual elements for linear elasticity problems. SIAM Journal
on Numerical Analysis, 51(2):794–812, 2013.
19. C. Talischi and G. H. Paulino. Addressing integration error for polygonal finite elements through polynomial
44
A NODAL INTEGRATION SCHEME FOR MESHFREE GALERKIN METHODS 45
projections: A patch test connection. Mathematical Models and Methods in Applied Sciences, 24(08):1701–1727,
2014.
20. A. L. Gain, C. Talischi, and G. H. Paulino. On the virtual element method for three-dimensional linear
elasticity problems on arbitrary polyhedral meshes. Computer Methods in Applied Mechanics and Engineering,
282(0):132–160, 2014.
21. G. Manzini, A. Russo, and N. Sukumar. New perspectives on polygonal and polyhedral finite element methods.
Mathematical Models and Methods in Applied Sciences, 24(08):1665–1699, 2014.
22. A. Cangiani, G. Manzini, A. Russo, and N. Sukumar. Hourglass stabilization and the virtual element method.
International Journal for Numerical Methods in Engineering, 102(3–4):404–436, 2015.
23. N. Sukumar and R. W. Wright. Overview and construction of meshfree basis functions: from moving least
squares to entropy approximants. International Journal for Numerical Methods in Engineering, 70(2):181–205,
2007.
24. M. Arroyo and M. Ortiz. Local maximum-entropy approximation schemes: a seamless bridge between finite
elements and meshfree methods. International Journal for Numerical Methods in Engineering, 65(13):2167–
2202, 2006.
25. L. L. Yaw, N. Sukumar, and S. K. Kunnath. Meshfree co-rotational formulation for two-dimensional continua.
International Journal for Numerical Methods in Engineering, 79(8):979–1003, 2009.
26. L. Beira˜o da Veiga, F. Brezzi, L. D. Marini, and A. Russo. The Hitchhiker’s Guide to the Virtual Element
Method. Mathematical Models and Methods in Applied Sciences, 24(08):1541–1573, 2014.
27. L. Beira˜o da Veiga, F. Dassi, and A. Russo. High-order virtual element method on polyhedral meshes.
Computers & Mathematics with Applications, 74(5):1110–1122, 2017.
28. F. Dassi and L. Mascotto. Exploring high-order three dimensional virtual elements: Bases and stabilizations.
Computers & Mathematics with Applications, 75(9):3379–3401, 2018.
29. E. Artioli, L. Beira˜o da Veiga, C. Lovadina, and E. Sacco. Arbitrary order 2D virtual elements for polygonal
meshes: part I, elastic problem. Computational Mechanics, 60(3):355–377, 2017.
30. S. P. Timoshenko and J. N. Goodier. Theory of Elasticity. McGraw-Hill, NY, third edition, 1970.
31. Q. Duan, B. Wang, X. Gao, and X. Li. Quadratically consistent nodal integration for second order meshfree
Galerkin methods. Computational Mechanics, 54(2):353–368, 2014.
32. B. Ahmad, A. Alsaedi, F. Brezzi, L.D. Marini, and A. Russo. Equivalent projectors for virtual element methods.
Computers & Mathematics with Applications, 66(3):376–391, 2013.
45
