Figure 1. BIG BLUE inflatable/rigidizable wings.
stations were used to track BIG BLUE I as it moved beyond the horizon. In BIG BLUE II and BIG BLUE 3, a mobile station was added for in-flight communication with the aircraft throughout the mission. All telemetry data was stored in non-volatile memory on the vehicle to prevent the loss of data if radio contact was lost. Finally, the ACC systems were designed to provide autonomous operation and thus ensure mission completion in the case of complete radio link failure.
To reach a target altitude of 100,000 feet, larger balloons are needed as the weight of the vehicle increases. This restriction limits the amount of energy available, as additional batteries constituted a significant weight penalty. As a result, the ACC system designs tried to minimize both weight and power consumption. This paper presents the design evolution of the BIG BLUE ACC system, resulting from the changing mission requirements of each phase of the project.
II. Background
The BIG BLUE project was initiated in January of 2003 with funds from the NASA Workforce Development Program and involves strong partnerships with the aerospace industry and NASA. This program was developed expressly to expose students to aerospace technology and stimulate their interest in such careers. During the past three years of the BIG BLUE project, over 150 students have worked on the design and testing of the three generations: BIG BLUE I, II and 3 1 . During the course of this time, students have visited several NASA facilities, such as NASA Langley, NASA Ames, and NASA Wallops, where they had a chance to present their ideas and receive feedback from NASA engineers. The design for all generations of the aircraft and their accompanying systems were presented by student team leaders during a critical design review to professional engineers working in the aerospace industry. Students also had the chance to travel to Colorado and participate in the mission preparations and launch with Edge of Space Sciences (EOSS), the group that launched all three BIG BLUE experiments.
The purpose of the BIG BLUE I and II flight experiments was to demonstrate the feasibility of inflatable/rigidizable wings for flight in the lowdensity atmosphere of Mars 2 . BIG BLUE 3 deployed improved inflatable-only wings. The environment of Mars and high Mach number flight characteristics establish a flight regime in which the aerodynamics are not well understood. Initial stages of wing design focused on the selection of a candidate airfoil with a low Reynolds number to develop into an inflatable/rigidizable wing. Analyses of lift, drag, and pressure profiles were paired with manufacturing considerations to develop the wing design. In addition, wind tunnel tests showed that a rough wing surface enhanced the airfoil characteristics in low Reynolds number regimes and was not detrimental to high Reynolds number regimes 3, 4 . The wings, seen in Figure 1 , were manufactured by ILC Dover, Inc. of Frederica, Delaware, the project's primary industrial partner. With experience in highly engineered soft goods and UV sensitive resins, their contributions to the project were essential.
III. BIG BLUE ACC System Designs
The following section describes the evolution of the BIG BLUE ACC system. Each phase of the project had similar base mission requirements; however, unique considerations had to be made in each design. For example, the BIG BLUE II ACC system included autopilot functions, and emphasis of BIG BLUE 3 was wing inflation testing, not high-altitude flight. Lessons learned on each successive launch were applied to the next design iteration.
A. BIG BLUE I
The BIG BLUE I project goal was to develop and verify technologies for inflatable, UV-rigidizable wings and concluded with a successful demonstration flight on May 3, 2003 . To test the feasibility of the wings the temperature and pressure experienced throughout the experiment needed to be measured. To complete the mission requirements of inflating the wings at altitude and controlling the craft, the vehicle needed several navigational , and digital I/O pins that were 5V tolerant. The primary functions of the ACC system included gathering scientific data from various sensors, recording this data in nonvolatile memory, and autonomously executing the mission sequence. The ACC system was also responsible for formatting and sending of telemetry and processing ground station commands.
Mission Controller microprocessor
The BIG BLUE I ACC system, shown in Figure 3 , used two temperature sensor ICs. They were Texas Instruments TMP100s, which had a range of -55°C to 125°C and interfaced via an Inter-Integrated Circuit (I 2 C) bus. One measured the temperature inside the aircraft and one measured the external temperature. Redundant 15PSI-A4v analog pressure sensors, made by All Sensors, measured the air pressure inside the inflation system. These sensors had a pressure range of 0 to 15 PSI and an output of 0 to 4V. A Motorola MPX4250 analog pressure sensor measured the absolute air pressure, which was used to calculate altitude. The MPX4250 could only calculate altitudes below 50,000 feet; therefore a Motorola MPX2102 pressure sensor was designated to measure the altitude above 50,000 feet, but its power requirements were too much for the ACC system so they were not included. Navigation data was provided by a Motorola M12 Oncore GPS receiver on a UART bus and a SPIinterfaced Precision Navigation Vector 2X Magnetometer. The M12 was used because it still functioned above 60,000 ft, which was very important for accurately measuring peak altitude during the test flight. The Vector 2X served as the compass for navigation and had an accuracy of +/-2°. Flight data sensors were included in the final implementation because the decision to remove flight capabilities from the airframe was made after the design of the ACC system had been finalized. A Motorola MPX5050 analog differential pressure sensor was used to measure airspeed and to determine pitch. The MPX5050 operated on a 5V output, and could measure speeds from 0 to 450 MPH. Two Murata ENC-03M solid state analog gyroscopes were aligned on the roll and yaw axes, which measured angular velocities of +/-300°/s. Analog Devices ADXL202 dual axis accelerometers were used measure the forces along the X, Y, and Z axes to +/-2g. This accelerometer output a pulsewidth modulated signal that was measured using a general purpose I/O input and the program counter array. The gyroscopes and accelerometers were used to calculate the attitude of the aircraft. All data was stored on array of Microchip 24LC512 serial EEPROMs. Eight of these chips were combined to create a total of 4 Mbit of storage. In addition to collecting and storing data, the ACC system ensured the completion of the mission sequence by controlling several actuators. Principal among these were the solenoids used to open the wing doors and open the inflation valves. The ACC system was given the autonomy to fire these solenoids at a predetermined altitude if communication with the ground was lost. The ACC system also provided signals used to control cameras that documented the mission. Photographic records were made with a BENQ DC300 mini digital still camera oriented to capture images of the wings along their spars and an onboard video camera looking forward from the tail. Figure 4 shows a sequence of digital images taken through ascent and decent.
B. BIG BLUE II
BIG BLUE II, the second phase of the BIG BLUE project, was tasked with deploying wings at altitude and returning to the ground in autonomous free flight. This required an ACC system that retained the functionality of the BIG BLUE I ACC system with the addition of a complete flight control subsystem. Work on BIG BLUE II started in January of 2004 and culminated with a successful launch on May 1 of the same year. A photograph of the aircraft after having completed the mission is shown in Figure 5 .
During the flight experiment the wings inflated and ridigized successfully. Prior to launch, the FAA granted the BIG BLUE II field test team clearance to operate the vehicle under conditions meeting the FAA Visual Flight Rules (VFR). The most important of these was that a visual inspection for other aircraft in the immediate airspace must be preformed by ground observers. This was not possible at 100,000 feet, but was possible as the aircraft and decent parachute neared the ground. The mobile ground station was positioned at the predicted touchdown location but a premature balloon burst at 66,000 feet meant that the aircraft never reached the site. The mobile unit was not able to reach the revised touchdown location before the aircraft on the descent parachute reached the ground and therefore never met the VFR requirements to allow free flight.
The ACC system onboard BIG BLUE II consisted of a mission controller, flight controller, parachute controller, global variable storage area, and a data bus that interconnected those components 5 . This control network monitored and utilized an array of sensors and actuators, a graphical depiction of which is shown in Figure 6 . The final physical implementation of the ACC system is shown in Figure 7 .
A distributed network was built using the three processors and a common data bus. The Inter-Integrated Circuit (I2C) bus was chosen to serve as the as the foundation of the network and the global variable storage area was implemented using a 64 Kilobyte non-volatile EEPROM device, the Microchip 24FC512. In the global variable storage area, each networked processor was assigned an array of mailboxes, defined by starting and ending memory locations. Through these mailboxes, data and commands were relayed among the processing units using an atomic read-write protocol. 
Mission Control
The mission control unit, implemented on a SiLabs C8051F120 8-bit microcontroller, coordinated the execution of the mission sequence by utilizing its sensor array and commanding the other processing units in the system. In addition, the mission control collected science data, handled the ground communication, made computations necessary for navigation, and provided an extra layer of safety logic for some actuator signals. The C8051F120 is a more advanced version of the C8051F020 that was used in BIG BLUE I. It was capable of running four times faster and had nearly twice the RAM space of its predecessor.
Mission control used the shared memory system to send commands to the flight control and parachute control processors. This command set included the initialization of the flight system, the start of autonomous flight, a request for a change in course heading, use of the still camera, the start and stop of amateur television (ATV) broadcasting, inflation of the wings, the severance of the balloon tether, and the deployment of the parachute.
Scientific data was collected by sensors and stored in nonvolatile flash memory by the mission controller. Many of the sensors on BIG BLUE II were the same as, or slight variations of, BIG BLUE I sensors. A Motorola MPX5100 differential pressure sensor was used to measure the wing pressure. It had a range of 0 to 14 PSI and an output of 0 to 5V. Absolute air pressure was measured with an All Sensors 15PSI-A-4V, which is the same sensor used to measure wing pressure in BIG BLUE I. Analog Devices ADXL210 10G-force accelerometers were placed on the lateral, longitudinal and normal axes for acceleration measurement and attitude calculation. The ADXL210 are 10 g versions of the accelerometers used on BIG BLUE I. A Texas Instruments TMP100 temperature sensor was interfaced through the I2C bus. New to this mission were UV-light intensity measurements for post analysis on the wing hardening process. This was done with an Electro Optical Components JEC 0.3S photodiode. Mission control processed these sensor readings into telemetry strings and for storage in an Atmel AT45DCB004, 4 Megabyte nonvolatile FLASH memory card that was interfaced by the mission control's Serial Peripheral Interface (SPI) bus. This card served as the "black box" data recorder and collected information throughout the mission. By switching to FLASH storage, one component instead of eight could be used, however the drivers required to operate this part increased the processing overhead in comparison to BIG BLUE I.
Location and heading were found with a GPS receiver and compass. The initial GPS choice, the Motorola FS Oncore, was not used because National Marine Electronics Association (NMEA) standard firmware support was not yet available. Instead, the same unit that was used in BIG BLUE I, a Motorola M12 Oncore, was included in the ACC system interfaced through a UART. A Honeywell HMR3300 magnetic compass was interfaced via the SPI bus. This new compass was a 3-Axis, Tilt compensated (+/-60°) digital compass with an accuracy of +/-1° and 0.1° resolution. It was a costly improvement from BIG BLUE I. The signals for wing inflation and parachute deployment were driven by the parachute controller; however, an inhibit signal to prevent premature release from the balloon was generated by mission control. The communications subsystem radio was interfaced through a second UART on the mission controller. When necessary, portions of the incoming messages were routed by way of the data bus and global variable storage to the other processing units.
Flight Control
The flight control processor was capable of handling commands from mission control to begin flight mode, change headings, and report back the glider's airspeed. The air data acquired by flight control's sensor array was used as input to proportional-integral-derivative (PID) control loops. These loops adjusted the two servos connected to the rudder and elevator. The flight control was implemented on a SiLabs C8051F310. The C8051F310 was smaller and lighter, but with fewer features than the C8051F120.
To stabilize the glider, the flight controller used data collected by an accelerometer, angular rate sensor, and a differential pressure sensor. The dual-axis accelerometer, an Analog Devices ADXL202, a 2G-force version of the same component used by the mission control and same as BIG BLUE I, was mounted to measure the forces along the normal and longitudinal axes. A solid state gyroscope, the NEC-Tokin CG-L43, was used to measure angular rates at up to +/-90°/s. To help correct the temperature sensitivity of these parts, analog averaging circuitry was used to bias the sensor readings. A Motorola MPXV5004 differential pressure sensor was used to measure the airspeed up to around 30 MPH. By using the MPXV5004 instead of the MPX5050, the airspeed was obtained with much greater resolution.
Because the flight controller needed to be lightweight, simple, and reliable, it was decided that tracking only yaw rates and indicated airspeed would be sufficient to control pitch and heading. Also, because of the sensor output drift caused by the temperature extremes encountered during the mission, over-sampling and averaging was used to enhance the sensor readings. Simulation and pre-launch verification testing showed that this simple flight control was sufficient.
Parachute Control
The SiLabs C8051F310 based parachute control unit was responsible for inflating the wings, severing the tether to the balloon, deploying the parachute, and controlling the ATV and digital cameras. As implemented, the mission controller or the parachute controller could independently deploy the parachute. Redundant channels of actuation enhanced the availability of this safety-critical function in the case that one processor failed. To provide redundant altitude information to the parachute controller, a dedicated All Sensors 15PSI-A-4V pressure sensor altimeter was included on this unit. If the aircraft was determined to be descending at a rate greater than 80 feet per second or was within 3,000 feet of the ground, the parachute was immediately deployed.
A layer of hardware safety logic was implemented to restrict the separation of the glider from the ascent package to when both the mission control and parachute control were capable of handling all failure conditions. As the backup for many potential failures was the parachute, both the parachute controller and the mission controller had to agree that they were capable of deploying it before the tether was cut. To implement this, the actuator logic combined the signals from both processing elements into a single logic state. A layer of Schmitt-triggered hardware was placed between the combinational logic and actuators to protect against false actuation of the fight tether cutter and parachute deployment system due to noise on the logic signals. The safety logic implemented on the processor helped ensure a high level of reliability in this safetycritical subsystem.
The actuators that the parachute controller used were the wing inflation solenoid, the Holex 5801-1 ballistic guillotine cutters (used both to cut the balloon tether and to open the parachute pod), and the ATV transmitter. These all required high currents to operate. An array of International Rectifier IPS031 power MOSFETS and a bank of capacitors were used to supply this demand.
The digital camera used included its own processing and storage controller, offloading this requirement from the ACC system. For this reason the camera driver was not implemented as was in the original design, and the responsibility of the much simpler camera logic control given to the parachute controller. A modified Aiptek PenCam SD 1.3 digital camera took 1. mounted at the nose of the fuselage pointing back to the tail. Images and videos were stored on a 128 Megabyte Secure Digital (SD) flash card. The images in Figure 8 were taken by the camera during the BIG BLUE II mission.
C. BIG BLUE 3
The goal of the BIG BLUE 3 project was to explore the possibility of inflatable-only wings and continue phased flight testing. Since the project goal was to simply verify that inflatable-only wings can be deployed and maintain pressure at altitude, a decision was made early in defining the mission profile that the aircraft would not attempt free flight. Therefore, the ACC system was only required to collect data, control the inflation of the wings, and communicate telemetry to a ground station. BIG BLUE 3 was launched on April 30, 2005 and achieved a successful wing deployment at an altitude of 96,000 feet. The BIG BLUE 3 ACC system was implemented on a single SiLabs C8051F120 processor as in BIG BLUE II. The sensors suite included two Texas Instruments TMP100s interface via an I2C bus, one measured the temperature inside the aircraft and one measured the external temperature. There were redundant analog pressure sensors, Omega PX40-100G5V, for measuring the pressure inside the inflation system. The PX40-100G5V sensors had a range of 0 to 100 PSI and an output of 0 to 4V. The new sensors were required because the range of pressures inside the inflation system was much higher than those of BIG BLUE I and II. A Motorola MPX6101A analog pressure sensor measured the absolute air pressure, which was used to calculate altitude. The MPX6101A was similar to the sensors used on the other experiments, but had a much smaller and lighter package. The microcontroller's analog to digital converters were used to monitor the voltage output of three solar cells that were mounted on the wings. Data collected was stored on two Atmel AT24C1024 1 Megabit serial EEPROMs. The switch was made back to EEPROMs because of the overhead required to implement FLASH storage. Along with measuring and storing data, the ACC system used two IPS031 power MOSFETs, the same as BIG BLUE II, to control the ATV video transmitter and Sony Cyber-shot U (DSC-U30) digital still camera. A picture from the still camera is shown in Figure 10 .
The major advancements made in the design of BIG BLUE 3 were the utilization of a real-time operating system (RTOS) and the first in-house fabrication of our own custom printed circuit boards. The RTOS chosen for the design was MicroC/OS-II 6 . MicroC/OS-II is a portable, ROMable, scalable, preemptive, real-time, multi-tasking, priority-based kernel (OS) and is free for academic use. Creating and using PCB's removes a significant source of failures from the physical system. Only one complete ACC system was built for BIG BLUE I and II, each with wire wrap and hand soldering. This limited the amount of preflight testing for the first two phases of the project. With the PCB fabricating multiple boards can be produced cheaply with less effort, and allows for simultaneous testing of multiple subsystems.
D. Communications
The bi-directional communications link implemented on all three phases of BIG BLUE was done with amateur radios. All three BIG BLUE projects had two onboard Kenwood TH-D7As with built-in TNC. Both BIG BLUE I and II used one of the radios for transmitting telemetry and the other for transmitting Automatic Position Reporting System (APRS) packets. BIG BLUE 3 used redundant radios for telemetry because there was no GPS receiver. Telemetry that was transmitted consisted of all sensor data as well as the state of the aircraft. As an example, the BIG BLUE II telemetry string consisted of the following: GPS location (latitude, longitude, speed, heading, tracking, and number of visible satellites), the ACC system state and health (processor flags, processor states, bus voltages, camera and video status, and received commands execution status), flight sensors (absolute pressure, accelerometers, and compass), and science sensors (UV intensity, wing pressure, chip temperature, internal temperature, and external temperature). The radios were only capable of sending 45 characters in one packet; therefore the telemetry string had to be encoded. On BIG BLUE II it was encoded using base64, and was converted into hex on BIG BLUE I and 3. Also onboard each experiment was a 1 Watt ATV transmitter. The composition of the ground stations are shown in Figure 11 . All three phases of BIG BLUE used the same ground station setup. One ground station was located at the launch site and was duplicated downrange at the approximate landing site. On BIG BLUE II and 3, a third ground station, setup within an automobile, was assigned the task of visually sighting the glider on descent On BIG BLUE I and II the vehicle telemetry data and APRS data strings were transferred through a pair of amateur radio transceivers, each dedicated to one of the two data streams. On BIG BLUE 3 a redundant radio was used as backup to the telemetry radio. The telemetry was routed to a redundant pair of notebook computers at each ground station. At each ground station only one notebook was allowed to send commands, however all ground stations were able to send commands. On each of the computer terminals a custom written application allowed operators to easily view the decoded telemetry data as it arrived from the craft, and to send commands to the ACC system. During BIG BLUE I and II the computers used at the ground stations ran a custom Java application called the BIG BLUE Control Program, shown in Figure 12 . The application decoded telemetry packets, then parsed, logged, and displayed the data. During the BIG BLUE 3 project the switch was made to a custom Visual C++ application called BB3 Ground, also shown in Figure 12 . All ground stations had the capability of transmitting commands for manual wing deployment, digital picture capture, ATV transmission, and the reset of subsystems through the control application. The ATV signal was received by an independent system that allowed it to be simultaneously viewed and recorded.
IV. BIG BLUE 4
The ACC system design of BIG BLUE 4 will be based on the Automatically Reconfiguring Distributed Embedded Architecture (Ardea) framework currently being developed at the University of Kentucky 7 . The application software is developed in a modular fashion and the dependencies between modules are captured graphically in Figure 13 . Ardea framework block diagram.
dependency graphs 8 . The hardware architecture, shown in Figure 13 , consists of multiple processing elements managed by a system manager. The system manager is an independent, redundant, processing group that provides automatic reconfiguration of the system in response to hardware and/or software faults. The processing elements and the system manager will be networked via the Controller Area Network (CAN) bus. Each processing element runs a light RTOS which manages schedules, processes, and resources for that processor. As processors fail, modules can be rescheduled on other processing elements to allow the system to continue operation. We are considering a commercial autopilot to control the plane during free flight. Cloudcap Technologies Piccolo Plus with a CAN interface is being considered.
The ACC communication subsystem will be enhanced to include research developments at the University of Kentucky into wireless system bus extension 9 . This transparent link layer will allow for rapid prototyping of new hardware and software components that may not yet be adapted to meet the weight, space, and power restrictions imposed on BIG BLUE 4 or any light-weight UAV. The redesigned communication system will still require the amateur radios for their range but higher bandwidth radios, such as 900MHz and 2.4GHz serial modems, or modified 802.11b devices could be used for low altitude test flights.
V. Conclusion
This paper has described the development and evolution of a low-cost avionics, control and communications system for a high-altitude UAV. This system has evolved from a simple single processor implementation to a multiprocessor design for increased capabilities and fault tolerance. The design and testing of the BIG BLUE ACC systems has produced significant research experience that future research projects at the University of Kentucky will build on. In addition, the development of the ACC system has resulted in active research efforts to adapt the ACC system design to various UAV platforms and to further advance the fault tolerance of the design.
