A Nyström method for the discretization of thermal layer potentials is proposed and analyzed. The method is based on considering the potentials as generalized Abel integral operators in time, where the kernel is a time dependent surface integral operator. The time discretization is the trapezoidal rule with a corrected weight at the endpoint to compensate for singularities of the integrand. The spatial discretization is a standard quadrature rule for surface integrals of smooth functions. We will discuss stability and convergence results of this discretization scheme for secondkind boundary integral equations of the heat equation. The method is explicit, does not require the computation of influence coefficients, and can be combined easily with recently developed fast heat solvers.
Introduction
It is well known that solutions of the heat equation can be expressed in terms of thermal layer potentials. The boundary element method consists of discretizing the potentials and solving the resulting linear system. As in the case of elliptic problems, there are unknowns only on the boundary surface of the domain, hence the dimension of the problem is reduced by one. However, thermal potentials involve the 'history' of the solution in terms of a time convolution, which greatly increases the computational cost. Popular methods that avoid evaluating the time convolution include restarts or transplanting the problem into the Laplace domain. Only recently, fast methods for computing for the history part have become available, which has made the boundary element method with time convolution feasible even for large-scale problems [4, 12] . These methods depend on stable and convergent discretization methods for thermal potentials.
The thermal single layer operator is coercive in an appropriate anisotropic Sobolev space [1, 3] . Likewise, the thermal double layer operator is compact in the proper setting [3, 5] . This result is the background for the analysis of the Galerkin method in both space and time. Spline collocation methods for two dimensional domains have been discussed as well, see [3] Another discretization approach is the convolution quadrature method for the time discretization [8, 10] . This method is combined with a Galerkin or collocation method for the space discretization of the Laplace transformed integral operators. All the above methods involve the computation of multi-dimensional and possibly weakly singular influence coefficients.
In this paper we consider a Nyström method for the discretization of thermal layer potentials. The method was first introduced in [12] , where it was combined with a Chebyshev interpolation scheme to evaluate the history part in nearly optimal complexity. In the present paper we investigate the approximation and stability properties of this discretization scheme.
The basis of our approach is to regard the single and the double layer potential as generalized Abel integral operators in time where the order of the singularity is O(t −   1 2 ) and the kernel contains the spatial dependence in form of a smooth surface integral operator. The time discretization is the composite trapezoidal rule with a correction at the endpoints to account for the singularities of the kernel and the solution. The spatial discretization is a standard quadrature rule for surface integrals of smooth functions.
We study the operators in the space of continuous functions where we use the compactness of the double layer operator [9] . Therefore the results are shown only for smooth surfaces and equations of the second kind.
Despite this limitation of the analysis, the method has practical merits. Unlike Galerkin discretizations we do not have to compute influence coefficients. Furthermore, the weights of the time discretization scheme are, with the exception of the endpoints, constant. This feature is important for the design of fast methods [12] . Finally, we note that our methods do not rely on the timeconvolutional form of thermal potentials. Therefore the discretization method can be extended to problems with moving surfaces.
Heat Potentials as Abel Integral Operators
We consider the Neumann problem of the heat equation for vanishing initial data. If u t = ∆u in the exterior of a domain with boundary S where the Neumann boundary condition ∂u ∂n = g is specified, then the unknown u on S can be obtained from Green's formula
In three spatial variables, the single-and double layer potentials are given by
respectively. The Green's function of the heat equation is
We write the single layer potential as generalized Abel integral operator in time of order − 1 2
Here and in the following we write g(t) := g(·, t) to denote the function of the spatial variable with frozen time variable. The kernel V (·) is a time-dependent surface integral operator, given by
The double layer potential can be treated in an analogous manner
where
The kernel of (3) is the Green's function of the two-dimensional heat equation. Thus the operators (3) and (5) may be regarded as a Poisson-Weierstrass integral which is defined on a surface instead of the usual plane. As in the planar case, the operators have an expansion for t = 0.
Theorem 2.1 If S is smooth and ϕ ∈ C 2p (S), then the functions V ϕ and Kϕ are infinitely differentiable functions in S ×(0, ∞). Furthermore, the derivatives ∂ m t V ϕ and ∂ m t Kϕ have continuous extensions into S × [0, ∞) for m ≤ p. For x ∈ S and q ≤ p the expansions
hold, where H(x) is the mean curvature of the surface,
We will present the proof of the theorem in the appendix. The solvability of integral equation (1) in the space C 0 (S × [0, T ]) is well known, see e.g. [7] . Unfortunately the time derivatives of the solution may be singular at t = 0, even if the function g is smooth. The nature of the singularity can be seen from the resolvent kernel. To that end, write (1) in the form
where f = Vg. Using the method of successive approximations the solution can be expanded in a series of iterated kernels
where K 0 f = f , and
By Theorem 2.1 there is a κ > 0 with Kϕ(t) C(S) ≤ κ ϕ C(S) for all ϕ ∈ C(S) and t ∈ [0, T ]. Hence we find, using Euler integrals,
and by induction
It follows that the series (6) satisfies the Cauchy condition for any t ∈ [0, T ] and hence the convergence is uniform in
. Then there are functions g n ∈ C ∞ (S) and
holds for any p > 0. Then from Theorem 2.1 f = Vg has an expansion
with infinitely differentiable functions. By induction, there are functions f
and thus it follows from (6) that the solution has the expansion
where u n ∈ C ∞ (S). Since p is arbitrary, we can summarize these considerations as follows.
such that the solution u of (1) has the representation
Discretization
The Nyström method replaces integrals by quadrature rules and enforces the equation on the quadrature nodes. In the case of thermal potentials both space and time integrals have to be replaced by suitable quadrature rules. We start with a quadrature rule for the time variable that exploits the Abel integral operator form in (2) and (4). The resulting quadrature rule involves surface integral operators with smooth kernels, which are then replaced by a simple quadrature for surface integrals.
Temporal discretization.
To discretize the time variable we apply the composite trapezoidal rule of meshwidth h t and quadrature nodes t j = jh t . If this rule is applied directly to a thermal potential, the convergence will be poor because of the singularities at the endpoints. To improve the convergence we subtract the singularity. We begin with the single layer operator which is only singular at the right endpoint.
where in the last term we use V (0)g(t) = g(t). Now the integrand has a weaker O((t−τ ) 1 2 )-singularity which implies that the error of the composite trapezoidal rule will converge faster. The desingularized trapezoidal rule leads to the timediscretized operator
Here, indicates that the first term in the sum is multiplied by the factor 1 2 . Because of the behavior of the solution in (9) the double layer potential must be treated in a slightly different manner.
Here we used K(0)u(t) = Hu(t), where H is the pointwise multiplication with the mean curvature. The resulting time discretization is
The desingularized rules differ from the regular trapezoidal rule only by the weight at the endpoint. The asymptotic behavior of the weights µ m andμ m can be determined from the generalized Euler-Maclaurin expansion, see, e.g. [6] . Using the methodology of this paper it can be determined that
where ζ(·) is the Riemann zeta function. Note that −ζ
Spatial Discretization
Since the surface integral operators in (11) and (13) have smooth kernels standard quadrature rules can be used. The setting in which we consider the spatial discretization is fairly general and commonly used, see, e.g., Atkinson [2] . The surface S is assumed to be the union of patches S m with disjoint interiors, which are the parametric images of polygonal regions in the plane. We create a triangulation on S by first triangulating each polygon into triangles and mapping them on S. We denote by∆ l a triangle in one of the polygons, by ∆ l the triangular patch on the surface and by F m the parameter map of S m . Letv 0 ,v 1 ,v 2 be the vertices of∆ l then
defines a parameterization from the standard simplex σ to ∆ l . We denote by Diam∆ l the diameter of the smallest disk that contains∆ l , diam∆ l the diameter of the largest disk that is contained in∆ l and set
As usual, we consider a sequence of triangulations where the spatial meshwidth h s converges to zero. We also assume that the triangulations are quasiuniform, that is, there is a constant c > 0 such that
The kernels of the surface integral operators in (11) and (13) are smooth whenever a spatial discretization is applied. However, the kernels become increasingly peaked when h t is decreased. To resolve this behavior the meshwidth of the surface triangulation must be decreased as well. In the discussion below it will become clear that the relationship between h t and h s should be
A quadrature rule for ∆ l can be constructed by considering the integral on the standard simplex. If the integrand is replaced by an interpolating polynomial of degree p, one obtains nodes η l and weights w l,l such that
Error bounds for this type of quadrature are well known, see [2] . There is a constant C > 0 such that
In applications the surface is often only given by the nodes and thus the surface must be approximated by some interpolation. In this case one can still derive quadrature rules with similar error estimates, see [2] . For the subsequent error analysis it is only important that (16) holds for some p > 0. Adding up all the triangles ∆ l leads to the composite rule
where N s is the total number of nodes, x l ∈ S are the images of the nodes and w l are the combined weights.
Combining (11) and (17) leads to the quadrature rule
The double layer operator can be treated in an analogous manner
This rule defines the Nyström discretization of (1)
Here, u hs,ht denotes the approximate solution at the temporal and spatial node points. In this scheme the approximations of the solution in time step n are computed explicitly from the solution in time steps m = 0, . . . , n − 1.
Convergence Analysis
The analysis of the error follows the usual pattern. Subtracting (1) and (18) shows the relationship between the error and the quadrature error
where e = u − u hs,ht is the error at the node points and
is the quadrature error. We begin by estimating the quadrature error, then we apply a generalization of the discrete Gronwall lemma to obtain a bound for the error.
Temporal Quadrature Error
We estimate the contribution of the temporal and spatial discretization separately. That is, we write
The error of the trapezoidal rule is most conveniently expressed with the Peano kernel, which is given by
and extended periodically to all of R. The analysis of the time discretization error relies on the following technical result.
Lemma 4.1 For t = nh and α, β > −2, there is a constant C > 0 such that
Proof. First note that the integral is in the worst case weakly singular, because the Peano kernel vanishes at the endpoints. Changing variables τ = t x and some algebraic manipulations lead to
In the worst case, the first integrand on the right hand side is a weakly singular function multiplied by a function which is uniformly bounded in n. Likewise, the fourth integrand is uniformly bounded in n. Thus these two integrals are bounded by a constant, independent of n. The second and third integral represent the error of the composite trapezoidal rule applied to the function
(γ+1)(γ+2) , γ ∈ α, β. From the theory in the paper [6] it follows that
Thus the assertion follows.
Proof. We have to estimate the error of the composite trapezoidal rule applied to the integrand in (10)
Note that the function Φ V also depends on the spatial variable. The nature of the singularity at t = τ can be obtained from Theorem 2.1 and the Taylor theorem: Let σ T = {(t, τ ) : 0 ≤ t, τ ≤ T, τ ≤ t}, then there are functions g 1 , g 2 and g 3 ∈ C ∞ (S × σ T ) such that
Thus Φ V (t, τ ) = (t − τ ) 1 2 g 3 (t, τ ) and by the product rule there is a functioñ
The remainder of the composite trapezoidal rule can be represented with the Peano kernel. SinceΦ V is a bounded function we can estimate the remainder by setting α = − 3 2 and β = 0 in Lemma 4.1. Thus we have
which proves the assertion.
Proof. Under the assumption on g the solution is of the form
. Proceeding in a similar manner as for the single layer operator, one can find functions (12) is of the form
In σ T the expression (1 + τ t ) −1 is a smooth function of √ τ , hence we have a smooth function u 3 such that
By the product rule, there are continuous functionsΦ k,l such that
Now the assertion can be derived using the Peano kernel and Lemma 4.1, as in the proof for the single layer operator.
Spatial Quadrature Error
We estimate the error of the spatial quadrature, beginning with the local error of one triangle and one time step. Specifically, we write
where A ∈ {V, K} and
Estimates of A,l depend on δ and the distance of the triangular patch and the evaluation point r l := dist(x, ∆ l ).
Lemma 4.4
There is a constant C > 0 such that
Proof. In view of (16) we must bound the derivatives of the integrand in terms of δ. To that end, recall that the m-th derivative of the Gaussian involves the m-th order Hermite polynomial H m ∂ ∂r
A repeated application of the chain and product rule shows that there is a constant C > 0, which only depends on the derivatives of the parameterization, such that
From the product rule it then follows that for |α| = p + 1
where the constant involves derivatives of g and the parameterization. Thus the first assertion can be derived from estimate (16). For the double layer note first that there are polynomialsH m of degree m such that
Hence,
and therefore, when |α| = p + 1,
Thus the second assertion can be derived from (16). We now turn to the global error of one time step
To estimate A it is helpful to work with the index sets
Since the triangulation is quasiuniform there is a constant C > 0 such that
We set ρ = hs √ δ , then, because of (15) it follows that ρ → 0 as h t → 0. Furthermore, for l ∈ L m we have
The sum may be considered as the composite right-point quadrature rule of an integral where the stepsize is ρ. Since ρ → 0, the sum converges to the integral, therefore
Since the integral converges, we obtain the bound
The same calculation applied to the double layer potential shows that
Finally, adding up all time steps
.
A similar computation for the double layer leads to
Comparing this last result with the estimate of the temporal quadrature in Lemma 4.2 and 4.3 proves the following result.
Note that q > 1 2 , so the assumption (15) is satisfied.
Discretization Error
We now turn to the stability of scheme (18). To simplify notations we introduce the matrix K(δ) ∈ R Ns×Ns whose coefficients are
Lemma 4.6 Under the assumption (15) the matrix norms K(4h t n) ∞ are uniformly bounded in N s and n ≥ 1.
Proof. For g ∈ R Ns set f = K(δ)g where δ = 4h t n. The k − th component is
. Thus the vector norm f ∞ can be estimated with similar arguments as in the previous section
The assertion follows because the integral converges. . The next result is a generalization of the discrete Gronwall inequality. Its proof follows immediately from Theorem 1 in [11] .
Lemma 4.7 If the sequences {d n } n and {e n } n satisfy the inequality
for some κ > 0 and N t = T /h t , then there is a C > 0, independent of h t such that max
Our main result is a simple application of Lemmas 4.5, 4.6 and 4.7. 
Proof. With the matrix defined in (21) equation(19) appears in the form
where e n ∈ R Ns is the vector that contains the errors of all spatial quadrature nodes for time step t n and d n ∈ R Ns is the corresponding vector with quadrature errors. Thus
Because of (14) and the result of Lemma 4.6 quantities have uniform bounds, thus the assertion follows from Lemmas 4.5 and 4.7. .
Numerical Example
We solve the Neumann problem of the heat equation in the exterior of the unit sphere. The boundary condition is such that the solution is given by u(x, t) = G(x − x 0 , t), where x 0 = [ Table 1 : Relative L 2 -errors for t = 1 for different numbers of panels and time steps.
6 Appendix: Proof of Theorem 2.1
When t > 0, the heat kernel is smooth and hence the functions V g and Kg are smooth. We only have to investigate the limits as t → 0. The argument is based on a suitable change of variables in a parameter space of the surface. To that end, we consider an atlas {S k , x k } 0≤k≤K of S with associated partition of unity {χ k } k and parameterizations
is the Jacobian of x k . Note that ϕ k andφ k can be trivially extended to all of R 2 . Now consider a fixed point x ∈ S, which will be in the image of a certain number of charts. Thus the single layer potential can be written in the form
where the summation is taken over the charts that contain the point x. The double layer operator has an additional term that comes from the normal derivative of the heat kernel.
[ (22) and (23). To simplify notations, we will omit the subscript k in the following discussion.
Since the point x is on the same chart as y, there is a ξ with x = x(ξ). We introduce the new variables τ = √ t and η = ξ + τ ζ.
Lemma 6.1 There are smooth functions d, n, D α and N α such that
and
Here we use the usual multi-index notation α = (α 1 , α 2 ), |α|
2 . Proof. In the new variables the distance of the points x and y is
which is indeed a smooth function in both variables. To show the second assertion we begin with the Taylor expansion of y − x with the remainder in integral form
Since n y J = ∂ 1 × ∂ 2 x is orthogonal to the linear term it follows that
hence we see that
which is a smooth function. With these notations the integrals in (22) and (23) are
Since d and n are smooth functions in the variables ξ, τ and ζ, the integrands of (29) and (30) are in
. By the well known properties of parameter dependent integrals the functions Φ and Ψ are in
holds. The function Ψ has a similar expansion. Because of τ 2 = t it remains to show that the odd terms in the above expansion cancel. To demonstrate this the following results will be necessary.
Lemma 6.2 There are smooth functions E
Furthermore, there are smooth functions
The significance of this lemma is that every odd derivative of any of the three functions involves only odd-degree monomials ζ α . Proof. We begin by differentiating the expression of the distance function in equation (25) . By the chain rule there are smooth functions E The point is that when τ = 0 the sum is a polynomial in ζ that only involves monomials of odd degree. Differentiating again, we see that there are smooth functions E 
α (ξ, τ ζ)ζ α which is an expression that only involves even-degree monomials of ζ when τ = 0. If we differentiate this expression again to obtain the third derivative, we get an expression that involves only odd monomials. Inductively, we see that the m-th derivative consists of monomials whose degrees have the parity as m. This shows the first assertion.
The result for the function n follows from (26) and the chain rule. Likewise, the derivatives of g can be obtained with the chain rule.
. The m-th derivative of the integrands in (29) and (30) can be obtained with the product rule. From Lemma 6.2 one finds that the resulting expression contains only even-order monomials of ζ when m is even and only odd order monomials if n is odd. Hence there are functions F α and P α such that 
These integrals can be computed by elementary means, we obtain Φ(ξ, 0) = g(0) and Ψ(ξ, 0) = 1 2 (κ 1 + κ 2 ) g(0).
From this the assertion of Theorem 2.1 follows because H(x) = 1 2 (κ 1 + κ 2 ) is by definition the mean curvature of the surface.
