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ABSTRACT Energy density of current generation battery packs is insufficient for next generation electric
vehicles nor the electrification of the aerospace industry. Currently, approximately a third of energy density
is lost due to ancillary demands (e.g., cooling and instrumentation) within a pack, relative to cell energy
density. Smart cells, instrumented cells with sensors and circuitry, offer a means to monitor cell performance
(e.g. temperature, voltage, current data). Uniquely here we demonstrate our 21700 cells instrumented with
internal thermistor sensing arrays with custom miniature interface circuitry including data acquisition and
communication components. This circuitry including a power line communication (PLC) system, enables
sensor data to be collected and transmitted to a master controller without requiring additional wiring, and
can achieve an excellent <0.005 % message error rate. The control and communication system includes
the use of adaptive sampling algorithms (during identified periods of low demand, through temperature and
current measurements) the cells transmit data at 0.2 Hz, increasing to 5 Hz (normal operation) or 10 Hz
(beyond operating limits). This method was demonstrated via drive cycling and external heating to alert the
master controller to abnormal operating conditions (rapidly, to avoid missing key features) while saving 65%
volume of data during a 90 minute experiment.
INDEX TERMS Power line communication (PLC), cell instrumentation, cell sensing, temperature monitor-
ing, cell cycling.
I. INTRODUCTION
Battery cells currently deployed in automotive and aerospace
applications, when considering monitoring and instrumenta-
tion, are essentially passive devices. A standard automotive
pack, containing 100s of cells [1], usually includes less than
20 temperature sensors to record operating conditions [2].
The additional cost, complexity and weight associated with
installing sensors post cell manufacture [3], as well as the cur-
rent generation Battery Management Systems (BMS) offer-
ing limited sensor inputs, prohibit vehicle manufacturers
thoroughly instrumenting packs. Current basic BMS may
be limited to perhaps total <20 auxiliary inputs [4], [5]).
Understanding performance both during development and
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in-situ operation is vital. We are targeting a distributed BMS
arrangement, where traditionally the BMS communicates to
gateways placed on the modules in the pack, which then
report on the module voltage, and sensor readings etc [6].
A distributed BMS is preferred for improved manageability,
avoiding long cables between modules as well as provid-
ing a safe and reliable (without a single point of failure),
although is noted as more costly compared to a central-
ized counterpart [7]. In this work we expand this concept
so each cell is instrumented and can independently report
to a master controller. This proof-of-concept work demon-
strates our communication system with a small module of
cells and a single master controller. Equally, we envisage a
flexible approach to system architecture. We aim to prove
our system can operate at an individual cell level; here our
instrumented cells individually report to a central controller;
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in later work, we will expand this to an instrumented module
utilizing perhaps two PLC networks, where first a collection
of cells (fitted with sensors) report to a central gateway,
that then further transmits via a secondary PLC network to
the BMS.
A. CELL INSTRUMENTATION
Installation of sensors within a pack is not only limited by
physical size of the devices, but also the wiring loom required
to interface the sensor with the BMS. Sensors, such as ther-
mocouples, are commonly placed in a handful of locations
around a pack (typically less than 20 total sensors), which
is likely to be insufficient to detect the failure of a single
cell [8]. Inside the pack, the communication loom currently
requires isolation from the high voltage bus bars as well as
robust shielding (to prevent both physical damage for exam-
ple during vibration, and noise immunity from the power
electronics) [9], [10]. This necessary wiring and the cooling
system components, reduce the energy density of battery
packs. The advantages of high energy density for lithium ion
(li-ion) cells (250Wh/kg,>500Wh/l) are reduced to between
150 and 170 Wh/kg at pack level [11].
These energy density levels limit the useful driving range
of electric vehicles in the automotive sector, and particularly
the penetration of electric aircraft in the aerospace industry -
current battery technology does not meet demands in terms of
weight, seat capacity, speed and range [12]. To satisfy these
demands, the pack energy density needs to double (around
500Wh/kg), as well as a vast reduction in charging time, to fit
typical turnaround times and enable multiple flights per day.
Furthermore, the cell life-time must be sufficient to require
infrequent servicing or replacement - it is estimated a li-ion
battery with a 1,000 cycle life would last for several years
of automobile use, but perhaps only 200 days if used in an
aircraft making 5 flights per day [11].
To ensure pack longevity and safe operation, the thermal
management system must be designed alongside the pack
monitoring system, as well as ensuring all cells operate at the
required temperature. Non-uniform degradation across cell
energy capacity has been found when individual cells are not
adequately managed, thereby leading to a greater decay in
performance over a shorter period [13].
In this work we demonstrate our solutions to instrument
cells, leading towards aiding pack development or poten-
tially in-situ experimentation. We define these as smart cells,
formed by equipping cells with sensors and electronic readout
circuitry. This article will focus on the need for a com-
munication system with signal processing capability at an
individual cell or module level, lessening the load on a cen-
tral BMS. In our previous work we have shown a proof-
of-concept communication and data acquisition system for
use with externally instrumented cells [14]. We extend upon
this work by showing internally instrumented cells, with pro-
cessing and data acquisition performed at an individual cell
level.
B. POWER LINE COMMUNICATION (PLC)
In environments where dedicated communication wiring is
not desired (perhaps in remote locations, or space constrained
applications), PLC offers an excellent solution to provide
communications via existing power line infrastructure. Our
previous studies have successfully shown that PLC is suitable
for use with li-ion cells in a small module configuration
[14], [15]. PLC is of particular interest inside a vehicle battery
pack, as it does not suffer from environmental challenges
affecting wireless networks, for example: signal attenua-
tion due to objects blocking the signal path; performance
degradation due to the need for the system to be contained
within a structure consisting of a material with poor signal
penetration properties [16]. Utilizing only a physical wired
connection removes the possibility of remote access to the
network (unauthorized access poses a security risk), an area
of concern for vehicle manufacturers, where the network
could be carrying safety critical data [17].
PLC has already been identified as a potential solution
to reduce the size of vehicle wiring looms, for example in
the automotive and maritime industries [18], citing clear
cost and weight saving. For automotive use, peripherals
in the vehicle may need locating at the extremities of the
chassis. This could include items such as a sunroof, elec-
tric mirrors or cameras (reversing, side view etc.) [19]–[21].
Video streaming has been demonstrated for in-vehicle use via
PLC, highlighting the flexible nature of the protocol, com-
pared to existing low-speed and high reliability serial buses
(e.g. LIN–local interconnect network - or CAN – controller
area network) [20], [21].
PLC has also been tested at small module levels, involving
less than 30 cells in parallel and series configurations of cells
(li-ion, of similar format to those integrated in automotive
packs) [22]–[24]. These tests, summarized in Table 1, only
report over a short term, and perhaps only the order of only
a few 1000s of bytes. Sometimes they are also limited to
only a single transmission-direction. Such tests fail to demon-
strate real-time data acquisition and signal processing, ready
for transmission over a period of at least 10s of hours of
operation.
In our work we demonstrate the process of sampling instru-
mented cells, processing the data in preparation for PLC,
and then transmitting the data. We demonstrate this can be
performed with a collection of 4 slave modems (4 cells) and
1 master receiver, expanding upon the previous work in the
literature, testing only a single slave board [22], [24], which
avoids the complexity of managing multiple slave devices.
In our work these slave devices can generate priority-based
interrupts upon the occurrence of designated conditions.
Table 1 further includes other practical experiments found
in the literature regarding low voltage PLC towards in-vehicle
applications. Li-ion 18650 cells have previously been studied
with PLC, although in limited module sizes (6 cells [22], and
30 cells [24]). These studies do not address the challenge
of the varying voltage range of the module as the cells are
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TABLE 1. Comparable in-vehicle PLC network previous works.
charged and discharged (cycled). Other studies have also
included limited 12 V or lower battery cells, [19] and [25],
without providing sufficient details on the type of cells tested,
nor voltage range. Vehicular PLC can also include replacing
wiring outside of the battery pack, although these systems
operate at a stable low voltage (12 V DC [26]) network, and
avoid the variable voltage found when cycling the battery
pack, and need for scalability (to include tens of nodes).
From the studies listed in Table 1, none collect instru-
mented cell data, and instead collect data from simulated
instruments or basic external sensor data (voltage or poten-
tiometer readings). This avoids the complexities involved
with sampling sensor data at an adaptable rate, and powering
the sensors from individual nodes.
The impedance of a given li-ion cell across the frequency
range of interest for PLC is not well understood. The fun-
damental operation and construction of cylindrical Li-ion
cells has been well documented, for example [27]. However,
without standard pack layouts (i.e. the configuration of
series/parallel cells) and proprietary manufacturing processes
and materials used in current commercial batteries, has led
to variation in their impedance characteristics. In general,
frequency spectrum data is used to understand cell perfor-
mance, however impedance data is not routinely reported
above 10 kHz (for example for use in EIS, Electrochemical
Impedance Spectroscopy) [28]. Several studies have been
performed analyzing frequencies for PLC, starting at the low
MHz range [29]–[32]. The channels available to transmit
data via vehicular bus bars were studied by Sabir et al. [30].
The cells were mathematically constructed through software
modelling packages (e.g. High Frequency Simulation Soft-
ware. Ansys). It was noted the results were inconclusive,
as in some cases modelling does not accurately reassemble
practical experiments. In this research field, there is general
agreement that frequencies in the range of 1 to 300 MHz will
be suitable for PLC (perhaps in the range of 2 to 30 MHz for
low-bandwidth [33]) [31], [34], [35]. These studies explain
the fundamentals of PLC with cells, although impedance
profiles are noted to vary, depending on the construction
of the cells tested. In this work, we selected 5 MHz, the
highest frequency available with our selected PLC modem,
which provides a balanced solution for channel availability;
this frequency avoids attenuation due to the cell impedances
(low kHz), and switching frequencies of transistors etc. in the
100s of kHz to 3 MHz range [36]. Operating in the low
MHz minimizes power consumption compared to higher-
bandwidth, higher-frequency alternative modems. In future
work we aim to analyze the frequency impedance spectrum
for the 2S2P module under test, and to better understand the
operation of our PLC network.
Vehicular PLC is not a mature technology, and thus
standards for use in vehicles are in their infancy [37].
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This provides an opportunity for vehicle manufacturers to
develop custom protocols/firmware to meet their pack con-
figuration, where it is already common for manufacturers to
define their own modules configurations and instrumenta-
tion [38]. In this work the benefits of smart cells are high-
lighted, where our PLC network can be adapted to handle
a near unrestricted number of nodes. Sampling procedures
are implemented to optimize the use of available bandwidth
(using low bandwidth, less than 1 mbit/s system, but also
considering expansion to hundreds of cells). This is achieved
while maintaining the benefits of gathering data in high res-
olution and high spatial detail at an individual cell level, but
without the need to burden the BMSwith intensive processing
tasks.
This also demonstrates the reliable bi-directional commu-
nication possible with our PLC network, while permitting
interrupt signals to be generated by the slave nodes to send
a command to the master BMS, or vice versa.
In this article we detail the results of our practical PLC
experiments, demonstrating operation with a 2S2P -2 series,
2 parallel - module (21700 cells); we have structured our
article as follows. In the next section we discuss the moti-
vation for instrumentation to be added to passive cells
(e.g. in ourworkwe have adapted commercial cells to become
smart cells, while maintaining their existing high energy den-
sity). In the Methodology section we show our experimental
setup and highlight our instrumentation process. Here we
concentrate on the practical experimentation to verify our
PLC network, and aim to further investigate the operation of
our communication system via a model to be developed in
further work.
We then present the successful results of our PLC trials,
verifying smart cell operation during normal operation and
under abnormal conditions (i.e. heated environment to 45 ◦C,
limit of cell recommended operation). This work forms a
further proof of concept for PLC equipped smart cells; in
the Conclusion we summarize our findings, and then briefly
introduce the next stages of our work.
II. MOTIVATION
It has been acknowledged that the current generation BMS
lack sufficient measurement parameters to provide advanced
warning of a failure modes such as thermal runaway [39].
Blanket measurements of temperature and voltage (i.e. sin-
gle sensors collect data from a group of cells) reduce the
capability of the BMS to monitor abnormal events; in the
worst case this is highlightedwhen the cause or individual cell
responsible for triggering a thermal runaway event cannot be
identified, even after the event [40].
This issue raises two factors, (i) firstly the lack of sen-
sors to acquire the data, and secondly (ii) the need to cap-
ture and store sufficient data within the BMS for analysis
(during or post-operation). Gaining detailed information from
a cell, addressing (i), has previously been studied; particularly
capturing the location of hot spots via thorough tempera-
ture sensing (e.g. distributed fiber optics [41], or miniature
thermocouples [42]). Also in our previous work, we have
shown thermistors along with miniature current and voltage
sensors can create datasets to aid understanding of cell oper-
ation and future pack development [14].
The handling of these datasets, i.e., addressing point (ii),
is not usually studied in the literature. Typically acquiring
temperature data at high resolution and frequency can create
datasets with file sizes that are unrealistic to process dur-
ing real-time operation, for example file sizes >1 GB can
be expected when capturing distributed fiber optic temper-
ature data at 10 Hz, 0.65 mm spatial resolution, over just
a 30 minute period [43]. This problem is lessened at lower
spatial resolutions, although we aim to reduce the trade-off
between data resolution and available processing time.
We propose our smart cells can capture and pre-process
data at an individual cell level. Full resolution (i.e. in the
case of our thermistor arrays, 10 mm spatial data with 16-bit
ADC readout) can be captured by an interface circuit (sam-
pling frequency limited only by ADC capability). This data
ensures detailed analysis can be performed rapidly, without
imposing unrealistic loading conditions on the BMS. To con-
struct an overview of the pack performance, key data points
(e.g. coolest and hottest temperatures and their locations) can
be transmitted back to the BMS.
In previous work our PLC solution, reported with 8 cells
4S2P [14], relied upon polling cells for data, thereby limiting
scalability without sacrificing polling rate. The trade-off is
between the volume of data collected and the time between
sampling sensors for a given cell – assuming the system polls
cells in a set order via a loop. This delay is not discussed
in existing vehicular PLC articles in the literature, nor is the
typical polling methodology discussed [23], [31], [44].
FIGURE 1. Block diagram comparing operation of polling system with our
interrupt based network.
In this work we demonstrate a lower polling rate can be
implemented during cell resting (idle, no current demand
or temperature increase). Immediate higher sampling rates
can be reinstated by generation of an interrupt (block dia-
gram shown in Fig. 1). This demonstrates the effective
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TABLE 2. Overview of study objectives.
bi-directional communication; during rest operation, the
polling signal is sent from the master to each slave modem;
however, upon occurrence of an alert condition (current
demand or temperature increase), the interrupt command is
sent from triggered slave board to master.
To enable the system to function correctly in this
work, when utilizing only a single communication channel/
frequency, the master dictates the sampling rate for each
individual cell (selected via status report or alert from cell).
The slave cells must be aware of the usage of the PLC
channel, where in our current system, data is discriminated
only by the time domain (frequency division is an option con-
sidered for future work) – data transmissions must currently
not overlap or risk corruption.
PLC also offers benefits regarding a fully integrated and
connected pack. Signal integrity and strength in this work was
maintained regardless of cell location, mitigating concerns of
wireless technologies and reception strength dependent on
path between transmitter and receiver (the channel is likely
to be blocked and signal attenuated over short distance by
metallic materials used in construction of pack, i.e. not least
aluminum cell cans) [16]. In additional to security risk, minia-
turization of antennas suitable for communication within a
pack, whilst maintaining signal integrity, is still a challenge
for a wireless BMS [45].
Furthermore, with bi-directional modems, messages can
be received between slave devices. Inter-slave messages are
discarded in this work, but in the future could be used to
verify operation of neighboring cells, without requiring the
intervention of the BMS.
III. METHODOLOGY
The PLC system developed in this work is demonstrated
with li-ion cells (21700 format, 5 Ah capacity, model and
manufacturer are not disclosed). Due to the business confi-
dential nature of our work we are not able to provide raw
data files, and can only present the plots shown in this work.
FIGURE 2. Schematic of instrumented cell configuration.
To demonstrate the functionality of the PLC system, a 2S2P
arrangement of cells was selected (4 cells total); this demon-
strates functionality with a 5 node network (4 slaves,
1 master), which could form a building block for expansion
into larger module concepts. The interface PCB, with a com-
pact design, can currently fit on top of a 21700 cell can. It is
proposed this system can be adapted to fit other cell types,
and integrated into modules. The following objectives were
targeted, as summarized in Table 2.
A. SYSTEM OUTLINE
The 2S2P arrangement results in a 10 Ah module with a max-
imum voltage 8.4 V. Each cell is instrumented with internal
VOLUME 9, 2021 161777
T. A. Vincent et al.: Smart Cell Monitoring System Based on PLC—Optimization of Instrumentation and Acquisition
temperature, voltage and current (bus bar mounted) sensors,
as shown in Fig. 2. All experimentation was performedwithin
a climatic chamber, maintained at 25 ◦C. During each cycling
experiment, sensor data were transmitted over PLC (i.e. at the
10 Hz standard configuration, from each cell or at a variable
rate, shown in Table 3). To provide reference data, messages
were also sent via USB and CAN, connected via dedicated
wired connections.
The implementation of our PLC network enables each cell
to communicate via its existing terminals, without additional
wiring. The CAN bus requires cabling for power and com-
munication, which increases the necessary wiring harness
around the module and interconnections. In this design the
PLC boards are configured to minimize wiring between cells
(1 modem per cell), although this design could be recon-
figured for a group of cells to share an interface board,
as demonstrated in our previous work [14]. The interface
board acquires data from the sensors; firmware then transmits
the data by the three medium (USB, PLC and CAN).
B. PLC AND INTERFACE BOARD DESIGN
A small, 20 mm diameter, PCB was designed and man-
ufactured to contain the interface acquisition components
and data transmission (PLC and USB, with expansion
wiring for external CAN interface) circuitry. Photographs,
Fig. 3 (a) and (b) label key components. In its current form,
the PCB can be fitted on top of a 21700 aluminum can; con-
cept photographs with rapid prototyped enclosure are shown
in Fig. 3 (c) and (d). The enclosure housed the circuitry in
the correct location, but later designs need to be constructed
using a flexible and less-brittle plasticmaterial. The enclosure
screws into a standard M2.5 thread in the can, formed as
described in our instrumentation process below, and a flexible
thermistor PCB is inserted into the cavity at the core of the
cell. In this initial study, the PCB is mounted separately away
from the cell, with alternative fittings installed.
We have previously demonstrated PLC enables reliable
networks to be formed in a small module using low bandwidth
modems [14].
The PLC modem (i) employed was a Texas Instru-
ments (TI, USA) THVD8000DDFR [46]. The small out-
line transistor (SOT23, 8 pin) package offered a small size
(2.9 × 1.6 mm), and the modem was available at low cost
(<$3, even at relative low volume of 1,000 pieces) and
operates at low voltage (3.0 to 5.5 V). This modem offers
an order of magnitude improvement in bandwidth beyond
our previous iteration (now permitted up to 500 kbit/s),
although this is generally still classed as a low bandwidth
modem (less than 1 mbit/s). This class is preferred for our
work, where the devices are solely battery powered. Thus,
capability must be balanced with power consumption. This
IC required few external components (only needing typical
capacitors to extract high frequency component, and a resistor
to set operation frequency).
ADC (iii) – TI ADS114S08 was selected to offer high
resolution (16 bit) and high precision (buffered inputs,
FIGURE 3. Photographs of interface and PLC PCB; (a) top view of 20 mm
PCB, key components labelled, (b) bottom view of PCB, headers
implemented for laboratory experimentation (USB, CAN breakout). PCB
compact size enables installation on 21700 cell, top view (c) and side
view (d).
FIGURE 4. Block diagram of major components on interface and PLC PCB,
general flow and input and outputs shown.
to compensate for variation in thermistor resistance, i.e. this
variation, their measurement principle, can load ADC inputs
with a nominal input impedance of 10 k). This IC is avail-
able in a compact package (QFN32), enabling up to 12 input
channels (9 required, 7x thermistor inputs, 1x voltage read-
ing, 1x current reading). There is additional capacity to enable
a larger array of thermistors to be constructed or expansion for
other sensors (e.g. pressure or gas).
Microcontroller (ii) – ATSAMD21E18A (Microchip,
USA). A compact IC was required (QFN32), without limiting
connectivity nor capability (48 MHz clock speed, enabling
real-time calculations and basic signal processing to be per-
formed without needing transmission to the master). In terms
of input and output requirements, SPI and UART are needed
for sensor and PLC modem connectivity, respectively. I2C is
desirable for future work, where many miniature sensors may
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offer I2C connection options. This microcontroller requires
minimal external components (an external crystal is not
required).
LDOVoltage Regulator (iv) (low-dropout) – TI TPS73133.
A LDO regulator is preferred, offering a very stable out-
put voltage (this model found to be reliable, with minimal
approximately 0.010 V dropout) and low noise (considering
analogue circuitry for thermistors). A buck boost regulator
was trialed, but found to increase switching noise in the
circuit, and reduce regulation efficiency. This limits our oper-
ation range in this work (around 3.3 to 4.2 V only).
Total power consumption was noted to be less than
100 mW (4.0 V power supply), during normal operation but
including a power indicator LED (as tested); power con-
sumption without this LED is approximately 48 mW. Total
peak power consumption during experiment transmission
was around 150 mW.
The TI PLC modem selected also offers flexible data
input; data is transmitted over the power line via on-off
keying (OOK) modulation and demodulation. The modem
accepts a digital signal encoded via OOK; typically RS-485
would be suitable, offering data transfer speeds up to
500 kbit/s, considering operating at 5 MHz, 10 cycles per
bit recommended for robustness [46]. In this work, the
RS-232 protocol was selected for simple integration with the
ATSAMD21E18A microcontroller, without requiring further
ICs; however its speed was limited to the maximum baud rate
on the microcontroller (115.2 kbps). It is proposed this rate
could be increase via software and in future work we aim to
test the maximum bit rate at 5MHz, and attempt multiplexing
via a separate frequency transmission.
For these experiments, precise temperature data at key
points during testing is desired, thus full ADC resolution
(16-bit) was selected from all 4 cells, for all sensors. With
the board ID (2 bytes), status indicator (1 byte), 9 channels
of sensor data (18 bytes together), timestamp (4 bytes) – in
total each board will send up to a 25 byte reply to each data
request.
The operation of the LDO is limited to 3.3 V, thus in this
work the state of charge (SoC) of the cells is maintained
above 50 %. In preliminary tests, a buck boost regulator was
trialed, however potentially increased power consumption by
around 50 %. In future work we aim utilize a LDO (operating
at around 2.5 V) to enable limited operation at lowest SoC
(2.5 V) – where the microcontroller is listed by the manu-
facturer, as functional to 1.62 V- offering a standby mode.
By triggering the device awake, a buck boost regulator would
be suitable to power remaining components (to permit full
operation) needing a 3.3 V supply.
C. REFERENCE COMMUNICATION
The PLC system relies only on the bus bars for data trans-
fer – to verify the system’s operation, the received data was
compared to reference values transmitted via USB (micro-
controller equipped with USB interface) and CAN (an exter-
nal CAN modem was installed via an SPI link. Unlike the
PLC system used here, CAN buses are designed to operate
with a common ground connection. As each smart cell powers
a dedicated interface board, ‘ground’ here is relative to the
negative terminal on the cell. Isolation circuitry is needed to
separate the signal grounds (SPI ground separate from CAN
bus). A CAN controller (MCP2518FD,Microchip, USA) was
selected, for flexible data rate (FD) capability. This enables
longer messages to be transmitted via the bus (64 byte limit,
compared to 8 bytes) [47]. Therefore, identical messages can
be transmitted via both PLC, USB and CAN bus which are
up to 25 bytes length.
It is noted CAN-FD offers improved message handling,
but not necessarily higher transmission rates; sometimes to
require backwards compatibility 500 kbps is utilized (ring-
ing can occur at higher data transfer rates); however newer
devices (with ringing suppression) have enabled CAN-FD to
be specified for data transfer up to 5 mbps [47]. In this exper-
imental setup, power is required separately for the CAN bus
and controller circuitry. In total this circuitry alone required
220 mW per board (operated at 5.0 V).
Reference data was also gathered via a standard USB con-
nection. In this work these data were not needed for compari-
son, although could be utilized in the future to better analyze
PLC performance (e.g. potential time delay via PLC). The
typical maximum baud rate for microcontroller USB (UART)
to computer is 115.2 kbps. The maximum message length
(reportedly 64 bytes [48]) was not found to be exceed in this
work.
D. SENSOR DEVELOPMENT
The ADC was directly used to measure cell voltage, although
in future work this could be extended to provide a refer-
ence electrode capability in which the individual anode and
cathode voltages are measured within a modified cell, thus
offering insight into the individual cathode and anode poten-
tials. In terms of current and temperature sensing, custom cir-
cuitry was developed to optimize a Hall Effect current sensor
(ACS37612, Allegro Microsystems, USA) and an array of
thermistors (NCP03WF104F05RL, Murata Manufacturing,
Japan) to operate with each cylindrical cell.
Cell internal resistance should beminimized during design,
to reduce self-heating and reducing power capability, as well
as kept consistent between cells, to minimize aging through
mismatched parallel cells [49]. To sense current, through each
individual cell a Hall Effect sensor was chosen to detect the
magnetic field changes from a conductor, without requiring
a series connection. In this work the sensor was mounted
to the bus bars, Fig. 5 (a), but did not interrupt the cell-to-
module connection, thus cell resistance was not affected (not
increased nor consistency altered). A shunt resistor current
sensor was similarly disregarded.
To sense current, through each individual cell a Hall Effect
sensor was chosen to detect the magnetic field changes from
a conductor, without requiring a series connection. In this
work the sensor was mounted to the bus bars, Fig. 5 (a),
but did not interrupt the cell-to-module connection, thus cell
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resistance was not affected (not increased nor consistency
altered). A shunt resistor current sensor was similarly
disregarded.
To optimize the sensitivity of the sensor (generally capa-
ble of range of 100+ A), a notch (4 mm minimum width)
was cut into the bus bars, Fig. 5 (b). The top of the sensor
was mounted onto the bus bars for best sensitivity. Prior
to measurements, the sensor was calibrated using a bench
top power supply, with resistive loads connected in series
(1, 2 and 5) to pass various currents through the bus bar. The
bus bar was flipped during calibration, to test current flow in
either charge or discharge direction.
To ensure the current sensor was not affected by bus bar
voltage, the supply voltage was varied (3.3 to 4.2 V), which
was also used to calibrate the ADC readings.
Temperature gradients are likely to be formed along cylin-
drical cells due to non-uniform cooling (such as tab vs radial)
and variations in thermal conductivity from the cell core to the
tabs and surface [50]. These gradients should be minimized,
else risk premature aging of the cells. To aid cooling system
design by providing data of core temperatures along the
length of the cylindrical cells, an array of thermistors was
designed, mounted on a flexible PCB. Each PCB contains
7 sensors, spaced at 10 mm distances; the schematic is shown
in Fig. 6 (a). This array is then inserted into the core of
the cell.
In this work, the internal thermistor sensors will be referred
to via the notation ‘S#’ where ‘#’ will be their identification
number marked on the figure. Similarly, external sensors will
be labelled as ‘Ext_S#’. The NCP03WF104F05RL thermis-
tor was selected to offer 100 k nominal (25 ◦C) resistance,
thus reducing self-heating inside the cell and minimizing cur-
rent demand. The miniature size (0201 imperial size, 0.6 mm
length) was suitable for insertion into a cell with minimal
impact on consuming volume inside the cell, and minimal
height (0.3 mm) prevented contacting with the jelly roll.
The sensor calibration process will be detailed in an
upcoming article and will therefore not be repeated here; the
sensors are calibrated against reference thermocouples in a
climatic chamber, with temperature varied between 20 and
50 ◦C (5 ◦C steps, 2 hours per step).
The flexible PCBs, Fig. 6 (b), required preparation (protec-
tion and rigidity) prior to installation inside the 21700 cells.
Previous works have inserted polymer coated PCBs without
further coatings into cylindrical cells [51], and although in
general these are resilient to the corrosive electrolyte, the
sensor positioning inside the cell is not repeatable.
In our process, the sensor arrays are fully prepared prior
to installation in the cells (i.e. which must be performed in
an oxygen and moisture free environment), which entails a
repeatable sensor array layout. Our sensor arrays are covered
with chemical resistive heat shrinkable tubing, which com-
pletely protects the components from chemical and physical
damage (i.e. polymer coatings could easily be removed or
breached due to friction during insertion into the cells). The
protective tube further aids the rigidity of the boards, which
FIGURE 5. Photographs of bus bar mounted current sensor, (a) top view
of bus bar prior to installation in rig, (b) bottom view, showing notch cut
into bar.
FIGURE 6. Instrumented cell formation, (a) schematic of proposed
7 thermistor temperature sensing array, (b) flexible PCB prepared for
instrumentation, (c) completed instrumented cell ready for
experimentation.
ensures the sensors are not twisted or bowed when inserted
into the cell, while forming a circular shape to equally fit
inside the center of the empty mandrel of a cell.
To ensure reproducible insertion and avoid use of adhesives
near the cell (i.e. viscous glue used to seal gaps/holes in the
can could penetrate into the cell and react with the electrolyte)
we have developed a friction drilling process to create an
opening in the can for instrumentation. We will detail this
process further in a dedicated upcoming article. Briefly, a fric-
tion drill bit is used with a mini milling machine to form a
1.6 mm hole in the negative terminal of the can. This process
avoids cutting material (potentially creating swarf and metal
fragments which could enter the cell), only pushes material
to create a hole (thereby maintaining the integrity of the cell
and minimizing damage to the negative current collector).
The methodology employed for cell preparation and sensor
insertion is presented in a dedicated upcoming article and
will therefore not be repeated here. The cell modification
procedure was performed in an argon glove box, with less
than 0.1 ppm moisture and less than 10 ppm O2.
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TABLE 3. Summary of sampling rates and states during adaptive sampling.
This hole is sufficient to permit M2.5 thread tapping via a
thread forming bit (again avoiding cutting material). We have
developed sensor fittings based on this M2.5 opening, in the
case of this work for thermistor arrays, although potentially
a wealth of sensors, provided they could fit through a hole of
less than 1.8 mm diameter, could be inserted via this process
(variety of temperature sensors, pressure, gas etc.).
By using a thread-based insertion method, this ensures
the sensors are securely fixed into the cells. This relates to
our target to instrument cells fit for all types of operation
(i.e. normal and perhaps abuse operation). The thread enables,
if necessary, the sensors to be removed (again, an oxygen free
etc., sterile environment is required).
A brass fitting, Fig. 6 (b) with enlarged views, was
designed to secure the thermistor array a total of 70 mm
into the cell core. Adhesive heat shrink tubing was applied
external to the cell (approximately 30 mm length) to affix
the fitting to the flexible PCB assembly, and enables accurate
positioning of the sensors (z direction) into the can. This seal
also prevents electrolyte from penetrating through any gaps
the internal opening in the fitting (between the brass material
and the flexible PCB).
In this instrumentation procedure, only the cell drilling and
the sensor insertion is performed inside this environment. The
majority of the sensor assembly detailed above, is performed
in a standard laboratory (all component dried for 8 hours
in vacuum oven at 40 ◦C prior to insertion). The completed
instrumented cell is shown in Fig. 6 (c).
E. ADAPTIVE SAMPLING
In previous instrumented cell work, such as [42], [52], [53],
to the authors’ knowledge there have not been reports of
adaptable or variable sampling rates according to cell oper-
ation. Where standard laboratory equipment is used to log
data when independent of a cell cycler (which could correlate
i.e. temperature data collection and cycling operation mode),
standard fixed data acquisition rates are typically employed.
In terms of instrumented cells, equipment separate from
the potentiostat is often required. Potentiostats are usually
equipped only to sense thermocouples, and are not suitable
for interfacing to non-standard sensors (and typically are lim-
ited to perhaps 1 sensor per cell). Furthermore, experiments
such as testing abuse conditions, may not require a cell
cycler. In these scenarios logging data at a fixed rate ensures
capturing of every event, but is inefficient, and entails huge
(order of several gigabytes of data) can be collected for short
experiments (under 24 hours) if high acquisition rates and
many sensors (greater than 10) are required.
In this work we demonstrate the ability of our interface
circuitry to adapt the transmission rate of data to the master
controller. Pre-processing the data at the cell level, ensures
features of interest in the data are not lost (due to down sam-
pling or resolution reduction) and removes this processing
load from the BMS. Furthermore, this reduces the PLC band-
width required per cell in the system, enabling faster response
to abnormal conditions via cell interrupts (outline of program
operation shown in Fig. 1). The sensor acquisition rate within
the interface circuitry itself is not reduced (10 Hz), however
this can be averaged when required, to reduce the volume
of data transmitted over the bus bars. The resolution (16 bit
ADC) is also not reduced internally, however lower resolution
(8 bit) data is transmitted at the lowest transmission rate. Only
2 temperature readings (hottest and coolest, from the array of
7 sensors) are transmitted (along with their location within
the array). This greatly reduces the length of the data content
of each message string (now needing only 5 bytes compared
to the standard 18).
We have previously reported data logged between 5 and
10 Hz continuously (upcoming article and [14]). In this
section of experiments, data are transmitted at a low rate
(0.2 Hz), standard rate (5 Hz) or high rate (10 Hz), dependent
on the status of each individual cell. During cell rest or
low demand conditions (defined current <0.5 A charge or
discharge, cell temperature close to ambient defined as a
range of 20 to 30 ◦C) the (default) low rate is employed. Dur-
ing periods of standard operation (cell temperature <40 ◦C
and >10 ◦C, current >0.5 A, either charge or discharge)
data are transmitted at 5 Hz per cell. When the cell tem-
perature exceeds manufacturer recommendations or operates
at higher current charge-rates or within more diverse tem-
perature regions (here set at above 40 ◦C) the higher rate,
10 Hz, is initiated. The three states above and an error state
(e.g. faulty sensor or disconnected – not observed in this
work) are summarized in Table 3.
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To allow correlation between the network of cells, the
master controller defines the data transmission rate from each
cell. Initially 0.2 Hz sampling rate is set for each cell, but
then adapted according to a status value (sent with every cell’s
data transmission) or an interrupt transmission. This interrupt
is sent independently from an individual cell when abnor-
mal conditions detected (immediately once the PLC channel
is available). An interrupt is set to only be sent when the
channel is available, to avoid corrupting messages via their
overlapping (thus a lower nominal-sampling-rate is preferred
to ensure maximum availability). To ensure an interrupt is
received successfully, and as quickly as possible, the master
will prioritize sending a response to the appropriate slave cell.
If the slave cell does not receive an acknowledgment to the
interrupt within a short period (set here to 100 ms), further
interrupts will be generated. This procedure was sufficient for
handling the 4 cells in this configuration, although it could be
adapted as necessary, to allow scalability.
The parameters defining each status categorywere selected
according to laboratory conditions (climatic chamber 25 ◦C
ambient) and manufacture datasheet recommendation. It is
proposed these could be adapted (with voltage, temperature
and current sensor data) to be used to refine data transmission
rates accordingly. By utilizing an adaptive sampling rate,
this demonstrates the development path to a scalable PLC
network (reducing time delay introduced by circular polling
of cells) and vastly reducing unnecessary data collection and
logging by the master (or BMS) during typical cell operation.
F. EXPERIMENTAL SETUP
A cell test rig was designed to safely house the 2S2P instru-
mented cell layout, with current sensors and reference data
collection hardware, Fig. 7 (a). Each cell was fitted with
an external thermistor array (USB data logged) and a refer-
ence thermocouple (centrally located, SE001, Picolog, UK).
An enlarged view of cell 4, Fig. 7 (b), shows the connection
to the bus bars/CAN reference interface hardware. The rig is
the final assembly of the schematic in Fig. 2.
This test rig was used for the comparative experiments
with CAN configuration and drive cycle testing. Reference
performance tests (RPTs) were performed on the cells, during
which the cells were connected singularly in a test rig, without
parallel connections (and without PLC nor CAN connec-
tions). Following the RPTs, three types of experiment were
performed. Firstly, standard cycling to verify functionality
of the PLC network, secondly a transient current profile –
devised to analyze sample-rate adaptation via current sensor
sampling, and finally external heating of the cell – thereby
initiating adaptive sampling rates through temperature sen-
sors readings exceeding standard operating conditions.
G. RPT
To validate the integrity of our instrumented cells a RPT
was performed during each stage of the instrumentation pro-
cess (this process will be discussed in a second dedicated
upcoming article). Additionally, after the significant cycling
FIGURE 7. Cell experimental rig, (a) photograph of 2S2P layout with
current bus bar sensors (CAN bus not connected), (b) enlarged view of
instrumented cell showing internal and external sensors.
performed to characterize the PLC network (experiments
detailed below, required to assess objectives listed in Table 1),
a post-cycling RPT was performed to quantify performance
loss over this period. In further work, this will be extended to
age the cells over a greater number of cycles.
Full details of the characterization process involved in
the RPT will again be discussed in a detailed upcoming
article. For complements, the RPT is summarized as fol-
lows: the study consists of a full charge and discharge cycle
(2.5 to 4.2 V) to observe the energy capacity of the cell. The
cell is also characterized via pulse discharge steps. Each RPT
lasts just over 24 hrs. These RPTs were performed via a cell
cycler (VSP-300, Biologic, France), configured with maxi-
mum charge/discharge 10 A (2C), compliance voltage 5 V.
Prior to running the RPT, the cell impedance is measured
(1 kHz AC analyzer, BT3564, Hioki E.E. Corporation, Japan)
to ensure the integral condition of the cell (i.e. no short-
circuit risk). The initial RPT studies have been reported in
a dedicated article; in this work the fourth RPT (post PLC
study) is shown. During this RPT the temperature and current
are monitored. PLC is not utilized (to avoid influencing the
measurement).
H. PLC VERIFICATION EXPERIMENT
Wepropose that our PLC network is suitable for communicat-
ing with instrumented cells, and can be adapted to meet the
specific needs (sampling rate, reliability, message integrity,
data resolution etc.) for laboratory and in-situ testing.
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TABLE 4. Capacity of cells measured via RPT.
To verify our setup at minimum performs adequately com-
pared to a known standard, a CANwas formed, as commonly
used in automotive applications). A test at the maximum
sampling rate (10 Hz maximum, defined in Table 2) for all
4 cells was initiated for a period of nearly 100 hours.
A cycle was constructed to vary the cell SoC between
50% and 100 %, consisting of three phases: (i) Pulse dis-
charge stages (similar to RPT, verify operation with transient
pulses of current demand); (ii) 10 cycles of C/2 discharge,
then C/3 charge (verify PLC operation, monitor cell core tem-
perature during prolonged discharge), (iii) pulse discharge
stage repeated. This program was performed on a module
cycler (FTV 200-60, Bitrode, USA).
I. DRIVE CYCLE
Following the verification of our PLC configuration, the
adaptive sampling routine, implemented via the current sen-
sor measurements detailed in Table 2 ‘Current Condition’,
was tested via a drive cycle profile. This transient test, includ-
ing abrupt periods of charge and discharge pulses, was based
on a profile derived from a real vehicle driving within the
urban environment in Coventry City, UK [54]. The profile
extracted from the EV containing a complete battery system,
was scaled by a factor of 10, to conform to the lower capa-
bilities of this single module. Similarly, the Bitrode module
cycler was used in this experiment. Periods of reduced and
then intense current drawwere used to demonstrate the option
of lowering sample rates during periods of reduced demand
from the cells, and rapidly re-instating faster sampling rates
when required (previous work demonstrated this drive profile
has minimal impact on cell temperature [14]).
J. CELL TEMPERATURE ADAPTIVE SAMPLING
To demonstrate the ability of the system to respond to tem-
perature changes at an individual cell level, in this trial the
external cell temperature is heated to just over 45 ◦C. In our
work we have noted cell temperature is a factor of rate of
charge/discharge as well as its duration. Additionally, cell
temperature could rise or fall suddenly due to inappropriate
cooling or external (or ambient) heating factors. Therefore
the cell temperature must also be able to trigger faster data
transmission rate when operation exceeds safe limits. Here,
the limit of low demand operation is defined as 30 ◦C, and
40 ◦C internal temperature to trigger the maximum (10 Hz)
sampling rate, defined in Table 2.
To initiate a temperature rise, regardless of current demand,
an external heater pad was wrapped around the cell, located
towards the positive terminal of the cell. A temperature con-
troller was used to maintain a constant heater pad tempera-
ture of 45 ◦C. In this configuration the external sensors will
record higher temperatures throughout, with internal sensors
reaching a lower peak temperature. This procedure demon-
strates heating the cell above 30 ◦C (triggering 5 Hz data
transmission) and up to approximately 40 ◦C internal temper-
ature (triggering 10 Hz data transmission), before returning to
ambient temperature (25 ◦C). The experiment was performed
on a single cell in open circuit condition, for safety reasons,
while inside a climatic chamber, but without a cell cycler
required.
IV. RESULTS AND DISCUSSION
A. RPT
A RPT was performed at each stage of the instrumentation
process (pristine, post-drilling, post-instrumentation) and
finally after post-cycling. The final values (‘post-cycling’)
were measured following 4x RPT studies, around 50x cycles
(C/2 discharge, C/3 charge, to 50 % SoC, over approximately
a 1 month period) and 5x drive cycle profiles.
The capacity variation, Table 4, and impedance varia-
tion, Table 5, are summarized below. The impedance mea-
surements were performed manually (BT3563), with probe
attachments. For capacity measurements, a variation of
nearly 2 % could be expected as measured in preliminary
experiments, due to tolerances (VSP-300 measurement error,
variation in connection quality to cycler, etc.).
Capacity fade refers to the degradation found between
pristine condition and final post-cycling measurements.
Similarly, impedance rise refers to the change in impedance
observed over the same period.
Tables 4 and 5 show approximately 3 % degradation
(average 3.33 %) is found for cells 1, 2 and 4 during the
complete experimental stage. This loss is greater (4.26 %)
for cell 3, which correspondingly has a higher resistance
measured, greater than 25 m, post cycling, as well as lower
initial capacity (4.811 Ah) and higher resistance (initially
24.18 m, all others less than 24 m). This cell data demon-
strates the cell is weaker compared to counterpart cells,
which could influence longer-term aging of the module [49].
The RPT data (current, voltage, external and internal tem-
perature) is shown for cells 3 and 4 during the final test
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TABLE 5. Impedance of cells measured via analyser.
FIGURE 8. RPT performed post-cycling, plots showing voltage (cycler data), current (cycler and cell sensor data), surface temperature and
internal temperature (cell sensor data), for (a) cell 3 and (b) cell 4. Notation ‘S’ refers to sensor, ‘Ex’ to external/surface measurement.
in Figs. 8 (a) and (b), respectively. The inset current plots
demonstrate the current sensors have the ability to measure
peaks in current charge/discharge and provide comparable
data to the reference cycler measurement.
The rapid degradation of a cell during the early stages
of its life is consistent with data published in the litera-
ture [55]–[57]. It has been reported that aging can be cate-
gorized into three stages: Solid Electrolyte Interphase (SEI)
161784 VOLUME 9, 2021
T. A. Vincent et al.: Smart Cell Monitoring System Based on PLC—Optimization of Instrumentation and Acquisition
FIGURE 9. Cell Cycling experiment sensor data Cell 4, (a) voltage (logged via PLC), (b) current (PLC), (c) external temperature (USB) and (d) internal
temperature (PLC).
formation (initial rapid), continuous growth of SEI, continu-
ous loss of electrolyte (longest, middle stage of aging, during
most of cell’s life) and finally, past the knee point – where
lithium plating, loss of active material occurs [58]. During
this early stage of the cells life (the first 100 cycles, compared
to long cycling experiments in the order of multiple 100s
of cycles [56]) the cell performance is likely to degrade
at a faster rate. In future work, instrumented cells will be
compared to pristine cells over a longer period of cycles and
potentially cell storage, to analyze if, or by how much, our
instrumentation effects performance.
B. PLC VERIFICATION (CAN DATA COMPARISON)
To confirm the reliability and consistency of the PLC data,
this experiment was constructed to transmit data at the max-
imum desired sampling rate (10 Hz) from all 4 cells for
comparison against an automotive standard CAN bus. The
controller was configured to operate in CAN-FD mode, thus
enabling longer message lengths, so identical resolution of
data could be sent via CAN, USB and PLC - however, as well
as identical message lengths, completely identical sensor data
was desired, thus the interface board must handle all data
processing.
It is noted this entails extra load on the microcontroller,
where a not-insignificant period of microcontroller process-
ing time (found to be at least 5ms) is required to prepare and
send the data to the CAN interface hardware. This compounds
delay into themicrocontroller program (i.e. each transmission
method requiring in the order of a fewmilliseconds to prepare
and send data), which would normally be avoided if only
transmitting via PLC. Thus, performance here is considered
worst-case.
A typical data plot acquired from the PLC sensor output
for a cell is shown in Fig. 9, where (a) voltage, (b) current
and (d) internal temperature are logged for cell 4 (10 Hz
continuous). Plot (c) demonstrates external surface temper-
ature measurements (logged via USB), along with a refer-
ence thermocouple (attached to the center, external of cell).
Temperature data is displayed relative to the ambient environ-
mental temperature (25 ◦C). Minimal increase in temperature
is experienced during the 10 C/2 discharge and C/3 charge
cycles (2 ◦C peak after charge, above ambient) from each
cycle. The maximum increase in temperature (S7, nearest
positive terminal records 8.0 ◦C above ambient), during the
30 min 1C discharge events, occurring at circa 250 min and
4750 min into the experiment time.
Hottest regions near the positive tab have previously been
reported [59], where the high thermal resistivity of the pos-
itive tab and electrode architecture has been noted to cause
increased heat generation [41].
Comparable internal temperature data is shown for
Cells 1, 2 and 3 in Fig. 10, (a), (b) and (c), respectively.
The inset plots demonstrate the need for internal temperature
sensing. Compared to external temperature data, the internal
sensors record around 2.3 ◦C lower on average, at the end
of the first 1C discharge step (circa 300 min time in experi-
ment). Typically, greater fluctuations in internal temperature
are observed, highlighting the need to understand internal
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FIGURE 10. Internal temperature data for cells 1, 2 & 3, (a), (b) and (c), respectively, logged via PLC.
FIGURE 11. Current (a) and voltage (b) data logged via PLC, compared to reference data from module cycler for all 4 cells (summed in
parallel for voltage, in series for current).
operation of the cells, with regard to predicting cell lifetime
(and potentially end of life or the possible onset of thermal
runaway events [3]).
For these four cells tested, the temperature gradient in
general trends hottest at positive terminal (S7) and coolest
at negative terminal (S1), typically 1.2 ◦C peak variation
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FIGURE 12. Status value calculated via cell microcontroller and transmitted to master via PLC, (a) cell 1, (b) cell 2, (c) cell 3 and (d) cell 4. Status value is
predominately determined in this experiment via current measurements. All data logged at 10 Hz; status 0 indicates low current demand (<0.5 A), while
status 1 indicates higher demand.
noted, for example at second 1C discharge at approximately
4700 min experiment time.
To verify the operation of the current and voltage sensors,
data were summed for the current and voltage for comparison
against the module cycler reference. For the 2S2P configura-
tion, current was summed for each of the two pairs (Cell 1
and Cell 2; Cell 3 and Cell 4), shown in Fig. 11 (a). Voltage
was summed for each of the series strings (Cell 1 and Cell 3;
Cell 2 and Cell 4), Fig. 11 (b), for comparison against the
total module values recorded by the cycler. The inset plots
demonstrate the sensors show excellent correspondence to
the cycler values, in terms of quantity measured and response
time.
During the experiment, the status from each cell was
recorded and categorized according to the three states defined
in Table 3, i.e. either low demand operation (nominal,<0.5 A
current demand, status value 0), standard operation (>0.5 A
current, status value 1) or high demand (>40 ◦C, not reached
during this experiment, status value 2). In this experiment, the
status was not used to determine data transmission frequency;
it was only used to verify state identification and reporting.
Fig. 12 shows the cell status values for cells 1, 2, 3 and 4,
in plots (a), (b), (c) and (d), respectively, on the right-hand
y axis. The current measurements, plotted on the left-hand y
axis, were the predominate information used on an individual
cell interface board level, to determine the necessary logging
status reported to the master controller. The status calculation
was successfully reported for all the cells, where during rest
conditions in the cycle, low demand was correctly reported.
To verify the reliability of the PLC system, in terms of
message loss or bit errors, a comparison was performed
between the data received by the CAN and PLC systems.
Fig. 13 plots (a) to (d) show cells 1 to 4 data respectively.
Here, temperature data for sensors S1, S3, S5 and S7 is shown
for each cell (both CAN and PLC transmitted data shown) –
dashed lines indicate PLC data, dotted lines indicate CAN
data. The inset plots show the success of the PLC setup, where
the dashed and dotted lines overlap. Error points are indicated
with crosses; in the majority of cases it was found two sets of
cell data had collided in the PLC channel, thus half of the
first cell’s data was missing. In all these cases, this line was
all marked as an error. Due to the large dataset (>3.4 million
lines in total), the partial data could be recovered for each line,
thus it was marked entirely as an error.
Overall, during the nearly 100 hour experiment, logged
at 10 Hz, for cells 1, 2, 3 and 4, a total of 89, 22, 29 and
28 errors were identified per cell, respectively. The greatest
error rate was observed for cell 1 (0.025 %), and lowest for
cell 2 (0.003%). It is likely these are worst case error rates,
considering the extra processing load discussed above, due to
handling and transmitting data on the single microcontroller
(per cell) on the three different channels. In preliminary
experiments, without requiring CAN transmission, 0 bit or
line errors were identified, albeit in shorter experiments (less
than 50 hours). CAN bit error rates in the order of 3.1 × 10-9
have been reported ([60], although these were reported in
a ‘normal’ environment. It is noted this is a best-case error
rate, and it is not related to cell cycling or a possible future
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FIGURE 13. Error comparison CAN reference compared to PLC data, cells 1, 2, 3 and 4 shown in plots (a), (b), (c) and (d), respectively.
BMS application. In our experiment, in the locations where
errors are detected, they are in-general widely distributed
across the duration of the experiment. For Cells 2, 3 and 4
two error never occur within a 1 min period. The data pro-
cessing algorithms appear to impact the first cell sampled
in the program greater (i.e. cell 1), which as well as having
the higher error rate, around a quarter of the errors repeat
within the same 1 min period, noted by the overlapping error
markers on Fig. 13 (a). The success of these experiments
verified the ability of our PLC system to provide compara-
ble results to a known communication standard, satisfying
objective (i).
C. DRIVE CYCLE ADAPTIVE SAMPLING
We have previously demonstrated an iteration of our PLC
network with the drive cycle profile (results shown in [14] for
comparison), and here we perform the same current profile
on our 2S2P cell arrangement, with PLC data acquisition.
However, in this case, the data transmitted via the power
line is sampled at an adaptive rate, depending predominately
on the current demand from the cell (temperature deviation
around ambient is minimal for this profile with 2S2P cell
layout).
The output data recorded for cell 4 is shown in Fig. 14, with
(a) voltage, (b) current and (d) internal temperature recorded
via PLC (adaptive sampling). The surface temperature (c) was
recorded via a dedicated wired USB connection. In the PLC
adaptive plots, all data points are identified with markers (no
lines, as points may not be contiguous). On plots (a) and (b),
the lighter colored points indicate 0.2 Hz sampling rate and
darker colored points indicate 5 Hz sampling rate; in (d) only
single colors were used (this is for simplicity, as during 5 Hz
sampling condition, all 7 sensors are shown together). The
current sensor data is constantly logged at 16 bit resolution
(this is due to only experiencing minimal current changes,
relative to the full scale range of the sensor). Voltage data is
logged at both 8 bit (low sampling rate) and 16 bit resolutions.
Periods of lower current draw during the cycle (i.e. circa
between 20 min and 38 min) demonstrate lower demand from
the cell causing the status to fall to nominal (and thereby
reducing the sampling rate to 0.2 Hz, with corresponding
minimal sensor data transmitted via PLC).
Plot (d) indicates the adaptive sampling rate where the
abrupt steps in delta temperature (relative to ambient, 25 ◦C)
are due to the lower resolution (8 bit when sampling 0.2 Hz,
opposed to 16 bit when faster sampling employed). This
causes a minor digitization error, indicated by the step
changes in temperature (noticeable in the results, when
switching from a period of intense data logging with all
7 sensors to short periods of logging only 2 sensors at lower
resolution. During the experiment sampling at the highest
rate (i.e. experiment time from around 25 to 57 min), the
temperature gradient observed above (S7 hottest, S1 coolest)
is maintained. In this period, data from all 7 thermistors is
recorded. Post drive cycle (30 min period of rest allowed at
the end of experiment), the coolest sensor recorded switched
to S5, although previous data during rest periods, e.g. Fig. 10,
indicates there is minimal difference between sensor readings
(less than 0.5 ◦C). 8-bit resolution temperature readings cor-
respond to approximately 0.5 ◦C step in temperature change
(thermistors produce logarithmic response to temperature,
thus this step size varies).
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FIGURE 14. Drive cycle (a) voltage, (b) current, (c) external temperature
and (d) internal temperature for cell 4. Plots (a), (b) and (d) logged via
adaptive sampling rate PLC.
FIGURE 15. Drive cycle internal cell temperature logged at 0.2 Hz (rest
periods, notably initial 10 min, final 30 min) and 5 Hz (during the period
between 10 to 60 min) data rate, for cells 1, 2 and 3 in
plots (a), (b) and (c), respectively.
These step changes are visible in the internal temperature
Fig. 15 plots (a), (b) and (c) for cells 1, 2 and 3, respectively,
where during cooling (in the period beyond 60 min in exper-
iment time) there are large (0.5 ◦C) steps visible.
The regular switching between coolest sensor, cell 2 (b) at
around 65 min, is due to the minimal difference between
sensors S5 and S1.
FIGURE 16. Current (a) and voltage (b) summed for cells 1 to 4, in 2S2P
arrangement during adaptive sampling drive cycle profile.
The initial phase of the drive cycle causes the current
demand from each cell to be greater than 0.5 A, triggering
the 5Hz logging period. Fig. 16 (a), inset enlarged view of this
period, shows the increase in sampling rate. This sampling
rate shows excellent correspondence to the cycler data, during
the transient current variation. Data is summed in Fig. 16 for
current and voltage, as detailed in Fig. 11. The initial summed
data for cells 2 and 4, Fig. 16 (b), demonstrate a lower voltage
is initially reported for this cell pair. However, this error is due
to lower sampling resolution (8 bit), causing a visible offset
(nearly 0.05 V) compared to the cycler data (similarly, cell
pair 1 and 3 voltage lie around 0.02 V below cycler). The inset
plot demonstrates this offset is alleviated at 16 bit resolution.
The adaptive sampling method of data collection reduces
bandwidth requirements for the PLC system, allowing scala-
bility to a larger number of cells, without sacrificing individ-
ual cell reporting speed when urgent messages are needed.
In the microcontroller the 16 bit value is decimated to 8 bit
before transmission (therefore coolest and hottest values are
determined with complete 16 bit resolution). E.g., graphing
post-processing, an increment from decimal 84 to 83 equals
rise of temperature from 25.2 to 25.7 ◦C. The volume of
data collected is reduced by around 65 % by implementing
this strategy (complete 5 Hz dataset logged via CAN circa
11.7 mb, compared to 4.1 mb, logged via adaptive PLC).
Minimal key features of the data are lost by reducing the
sampling rate and sensor reported resolution during the low
activity periods. The high performance of our sensor system,
notably current sensor, in this experiment (ability to detect
currents less than 1 A to above 10 A) has satisfactorily
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demonstrated objective (ii), showing the transient profile does
not interfere with PLC nor show flaws in sensor performance.
D. EXTERNAL HEATING ADAPTIVE SAMPLING
The drive cycle profile demonstrated current sensor measure-
ments can indicate periods of rest. To demonstrate temper-
ature sensing may also be required to trigger key logging
periods, an external silicon heater was used to increase the
internal cell temperature from ambient (25 ◦C, inside a con-
troller climatic chamber) to a maximum of 40 ◦C. A single
cell was used, with the heater pad wrapped around the cell
towards the positive end of the can.
FIGURE 17. Temperature data for one cell when external heating pad
applied, (a) external temperature and (b) PLC adaptive internal
temperature data.
Fig. 17 demonstrates the (a) external thermistor array data
plot and (b) internal thermistor plot (logging at 0.2, 5 and
10 Hz, dependent on temperature recorded). The tempera-
ture level to transmit data at 10 Hz was lowered to 39 ◦C
(to prevent heating the external temperature measured by the
reference thermocouple to above 45 ◦C for safety reasons).
The internal compared to external temperature plots (see
vertical dashed lines in plot (a)) indicate the time delay (order
of 5 to 8 min) for the temperature to propagate from the
surface to core of the cell.
The reduced sampling rate (temperature less than 30 ◦C)
and reduced sensors sampled (hottest and coolest only),
Fig. 17 (b), do not lose significant information from the plot.
At higher temperatures (i.e. circa 70 min) there is a larger
temperature gradient (S7 hottest, around 40.5 ◦C, S1 coolest –
furthest from the heater nearly 37.9 ◦C) demonstrate the need
to record the temperature along the core of the cell, when
a hot spot affects only a portion of the cell. The aluminum
construction and jelly roll layers have a relatively low cross-
plane thermal conductivity in this direction [42]. This exper-
iment has demonstrated objective (iii) is complete, where an
interrupt can be generated during firstly high current demand
and secondly abnormal temperature detection. Bi-directional
communication is essential for this purpose (where sampling
rate and resolution of data transmitted) is dictated by the
master.
In addition to external heating sources, hot spots can form
as manufacturing tolerances propagate over the life of a
cell [61]; these flaws can initially effect a small region of
the cell [62], before eventually potentially leading to thermal
runway. Early detection of these events is desired [39], thus
leading our drive to thorough cell instrumentation.
V. CONCLUSION
In this work we have demonstrated the functionality of our
PLC system with 4 instrumented cells, arranged in a 2S2P
configuration. This system demonstrates the path towards
smart cells, where sensors and communication circuitry can
be embedded directly within a cell. This could lead to the
direct replacement of passive cells (without circuitry or sen-
sors) with smart cells, enabling next generation EVs and air-
craft to be safely equipped with high-capacity battery packs
for improved range and longer vehicle life time.
In this work we instrumented the four 21700 cells (5 Ah
capacity), with arrays of thermistor sensors (10 mm spatial
resolution through core of cell). Additionally, the voltage of
the cell was logged (analogue data logged at 16 bit resolution,
via dedicated ADC) and current data (Hall Effect sensor,
uniquely mounted on cell bus bar).
We determined the sensor instrumentation process had
minimal effect on the performance of our cells during our
testing. Measurements of the cell impedance (1 kHz) demon-
strated minimal variance during the instrumentation process
(average increase, around 0.4 m, verified from pristine,
post-drilling to post-instrumentation). Cell capacity, mea-
sured via our RPT, also demonstrated minimal variation,
beyond that expected from equipment and connection toler-
ances (loss of 0.03 Ah, approximately 0.63 %).
We defined three objectives to verify the operation of our
PLC system. Firstly, to verify operation against a known
standard (CAN). We chose a data rate of 10 Hz for our 4 cells
(perhaps limited by the low bandwidthUART, 115.2 kbps link
from the microcontroller to PLC modem) to be transmitted
over the power-line. We verified our system was able to
successfully transmit almost 3.4 million messages, with a
low error rate (0.005 % overall), throughout an experiment
involving cycling cells up to 2C discharge rate. It was noted
the extra burden on the system, where to allow identical data
to be transmitted, a single microcontroller per cell was used
to initiate transfers via PLC, USB and CAN for each mes-
sage. The PLC network required substantially lower power
consumption (150 mW, including LED indicators, compared
to CAN 220 mW) during experimentation.
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Secondly, we tested the communication network with a
transient drive cycle profile, with adaptive data logging. This
verified the system could log data at a reduced sampling rate
(0.2 Hz) and resolution (reduced to 8 bit from full ADC
16 bit) during periods of inactivity (less than 0.5 A current
demand, temperature ±5 ◦C ambient). The sensors demon-
strated excellent performance, with the current sensor able
to accurately record the drive cycle profile. No abnormal
responses (transient spikes or erroneous data) were logged
during the experiment. A reduction of recorded data file size
of 65%was achieved over the 90min experiment (comparing
logging constant 5 Hz to adaptive).
Finally we tested the ability of each individual cell being
able to generate an interrupt, to sample faster when a key
feature (increase current or temperature) was detected. This
aims to show the scalability of the system, where multiple
cells can be sampled at different rates. The drive cycle pro-
file demonstrated sampling at 0.2 Hz (rest) or 5 Hz (active
current profile); an external heater was employed to demon-
strate abnormal temperatures (above 40 ◦C) cause the maxi-
mum defined data transmission rate (10 Hz) to be requested.
The heating profile (capturing regions from ambient, 25 ◦C,
through active between 30 to 40 ◦C and high, above 40 ◦C)
demonstrated the three desired sampling rates were correctly
assigned.
These tests further our goal to create a smart cell with
internally embedded circuitry. The reliable operation of these
cells over 100s of hours of testing has demonstrated their
potential for the applications of cell modelling and battery
cooling system development. Additionally, we believe smart




In this work, as a first study of PLC with an instrumented
cell, we reduced the voltage operation range of the module
to greater than 3.3 V per cell, enabling each cell to maintain
sufficient voltage to operate a LDO regulator. Preliminary
studies using a buck-boost regulator have demonstrated PLC
performance remains excellent across full SoC (2.5 to 4.2 V),
however the lower efficiency of the regulator causes increased
power demand (+50 %). Future work will aim to overcome
this limitation; proposals include reducing power consump-
tion (i.e. removal of indicator LEDs, etc.); or combined buck-
boost and LDO at lower voltage (microcontroller can operate
at 2.5 V, thus only enable 3.3 V buck-boost regulator when
operation of 3.3 V components is required).
A single 5MHz transmission frequencywas selected in this
work for the PLC. Themodem enables selectable frequencies,
thus potentially enabling frequency division multiplexing,
to be tested. The current communication bandwidth was
reduced to the baud rate accessible on the microcontroller
UART interface pins (115.2 kbps). The maximum recom-
mended rate for this TI PLC modem is 500 kbps, using
the RS-485 protocol. Higher baud rates should be trialed
to optimize the bandwidth of the PLC system and enable
scalability to larger modules. Furthermore, improvement of
redundancy checks on PLC messages could further decrease
error rates.
This study has demonstrated the low bit errors achieved
with a single frequency, and OOK protocol. We aim to inves-
tigate the impedance spectrum of these cells and module
configuration to optimize the transmission frequency and
encoding protocol. This could be supported via modelling
work, to understand the operation of our PLC network.
In future work we aim to trial the system with a larger
module size, to help understand the performance (bit error
rates, transmission speed and reliability) when operating with
a larger number of cells. This will also lead to assessing cell to
cell communication, and avoiding the need for a singlemaster
(point of failure) in the system. This will help demonstrate
the improved safety, robustness and redundancy of our dis-
tributed BMS.
B. CELL INSTRUMENTATION
These prototype smart cells incorporated sensors for tempera-
ture, voltage and current. Further parameters are of interest to
cell modelling, such as pressure or gas composition. Via our
M2.5 thread inlet into the cell, further sensor types can be
connected or other components inserted (such as a reference
electrode). These sensors must be tested inside the cylindrical
cells for a greater number of cycles (at least 100 cycles) to
demonstrate their long-term reliability, and ability to monitor
cell performance during its lifetime and aging processes.
Independently, the longevity of the sensor components will
be quantified. For example, the sensors with flexible coating,
can be emerged in a chemical bath of electrolyte (potentially
heated above ambient), for a period of several weeks to
demonstrate their resilience to the harsh environment.
To fully utilize instrumented cells with self-powered sen-
sors, a memory chip should be installed within the interface
circuitry, thus enabling self-logging of events over the life
time of the cell. This would aid pack servicing and help select
cells for second life applications. To interface with these
additional ICs, and perhaps a wider range of digital sensors,
further break-out capabilities, such as I2C will be considered
for future PCB revisions.
In this work the RPT was not performed with the PLC
system in operation, due to concerns of influencing capac-
ity readings. In future work, following the reference data
collected here, these RPTs could be repeated with logging
via PLC. The RPT or cycler operation would need adapting
(to avoid triggering the safety cut-off of the cycler, if the volt-
age were to drop below 2.5 V, due to the cell also powering
the sensors at 0 % SoC).
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