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Radionuclide detection and identification are important tasks for deterring a potentially
catastrophic nuclear event. Due to high levels of background radiation from both
terrestrial and extraterrestrial sources, some form of noise reduction pre-processing
is required for a gamma-ray spectrum prior to being analyzed by an identification
algorithm so as to determine the identity of anomalous sources. This research focuses on
the use of neuromorphic algorithms for the purpose of developing low power, accurate
radionuclide identification devices that can filter out non-anomalous background
radiation and other artifacts created by gamma-ray detector measurement equipment,
along with identifying clandestine, radioactive material.
A sparse coding optimization solver, the Simple Spiking Locally Competitive
Algorithm, is investigated and simulated for the tasks of radionuclide detection and
identification. A convolutional neural network is used to filter the input signal
to the identification algorithm to remove background radiation and detector noise.
Both algorithms are designed to be neuromorphic, implemented in hardware using
memristive devices, thus significantly reducing their necessary power consumption
compared to software implementations.
The radionuclide identification algorithm is compared to Gamma Detector Re-
sponse and Analysis Software, an industry standard package that is developed by
Sandia National Laboratories. Our neuromorphic algorithm achieves a 91% accuracy
with a high resolution detector and an 89% accuracy with a low resolution detector
i
on the corresponding measured gamma-ray spectra test sets, both less than 2% below
the benchmark, state of the art algorithm’s performance on the same spectra. To
determine the efficacy of using a neural network for background and noise reduction,
identification results are compared between gamma-ray spectra with no noise reduction,
the traditional standard of background subtraction, and using the presented convolu-
tional neural network for denoising. Finally, the power consumption of the proposed
neuromorphic algorithms is estimated and compared to the empirically determined
power consumption of the Gamma Detector Response and Analysis Software, showing
that they can achieve the same task with over a 99% reduction in power.
ii
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Due to the rapid increase in nuclear proliferation over the past several decades,
asymmetric warfare has become a significant threat across the globe. Radionuclide
detection and identification algorithms are paramount tools for the prevention of a
preemptive strike. Radiation is commonplace, from both manufactured and Naturally
Occurring Radioactive Material (NORM), with wide ranging uses from building
materials to medical devices and treatments, even some healthy foods contain traceable
amounts. Thus, radiation identification algorithms suffer due to the high amount of
background radiation present in a measured gamma-ray spectrum. Therefore, it is
desirable to have an efficient method for the removal of background so that unwanted
Special Nuclear Material (SNM), used to create dangerous radiological devices, can be
identified in low signal to noise gamma-ray spectra.
As the number of ports of entry and thus the number of people traversing these
points has increased, there has been a significant increase in the demand for portal
monitoring devices to dissuade and stop foreign terrorists from the smuggling of
radioactive material across borders. Inspired by successful attacks such as 9/11,
domestic terrorism and homegrown violent extremism have also become a major
concern and focus for law enforcement agencies such as the FBI and Defense Threat
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Reduction Administration (DTRA). For these types of threats, portal monitoring
devices are no longer adequate since targets are often large outdoor gatherings.
Additionally, the technology used for radiation detection and identification devices
consume large amounts of power and thus need frequent charging or a constant power
supply. So a low power, portable Radiation Identification Device (RID) is critical for
long-term, independent monitoring.
Recent advances in neural network research have provided for the development of
new, more efficient algorithms for the detection and identification of radionuclides.
However, while these algorithms are significantly less computationally expensive then
traditional methods, they have large numbers of parameters and require computation-
ally complex matrix operations. Therefore, they still consume notable amounts of
computational resources and thus power.
In 1971 Leon Chua described a potential fourth classical circuit element: the
Memristor [2], a variable resistive nano-device which was theorized to have unique
mathematical properties. Advances in manufacturing techniques over the last decade
have allowed for the development of these devices into crossbar arrays [3], giving
researchers the chance to empirically test and prove their computation and power
efficiency [4]. More recently, artificial neural networks and convolutional neural
networks have been built and tested using memristors [5, 6] due to their ability to
emulate synaptic behavior, resulting in significantly faster and more power efficient
versions of these traditionally software-based algorithms.
1.2 Overview of this Document
The focus of this thesis is low-power radiation detection for threat reduction. There are
two main algorithms that are researched and referenced throughout this manuscript
2
to achieve this task: radionuclide identification and gamma-ray spectrum denoising.
This chapter provides background on the gamma-ray spectrum and radionuclide
identification. It also lists the contributions of this manuscript. Chapter 2 covers
a neuromorphic radionuclide identification algorithm using traditional background
removal, and quantifies its accuracy and power consumption in relationship to an
industry standard tool. Chapter 3 covers a neuromorphic gamma-ray spectrum
denoising algorithm and quantifies the model’s training and evaluation metrics along
with its power consumption. Chapter 4 compares the performance of the neuromorphic
radionuclide identification algorithm using various denoising algorithms. The final
chapter, Chapter 5, discusses major takeaways from this research and future work.
1.2.1 Gamma-Rays and the Photoelectric Effect Background
Radio Microwave Infrared Visible Ultraviolet X-ray Gamma ray






Figure 1.1: Electromagnetic radiation spectrum.
The electromagnetic spectrum describes the frequency of a wide range of electro-
magnetic radiation waves emitted by charged particles undergoing acceleration. On
the low end, with long wavelengths, there are radio-waves. On the high end, with
short wavelengths, there are gamma-rays. A variety of these types of waves and their
wavelengths can be seen in Fig. 1.1. From just above visible light and below, these
waves create what is known as non-ionizing radiation, which has high enough energy to
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transfer some to an electron when passing through it, but not high enough to remove
it from its orbit around a nucleus. Increasing above non-ionizing radiation are types
of electromagnetic waves that have higher frequencies and thus have enough energy to
detach electrons for atoms and molecules. This is known as ionizing radiation which
can results in drastic changes to physical material. In high enough doses, this type
of radiation causes cell damage, radiation burns, and sickness. Even small exposures
over a long period of time can lead to the growth of cancerous tissue.
Radioactive material consists of radionuclides, unstable atoms that emit high
energy electromagnetic waves as the material decays. The most common energy
emitted from this type of material are gamma-rays, discovered by French chemist and
physicist Paul Ulrich Villard in 1900 while studying the radiation emanating from
radium [7]. Gamma-rays occur in the photon energy range of 104 to 107 eV, or more
specifically a few keV to ∼8 MeV. With this much energy, a gamma-ray incident with
an electron can knock it out of its orbit around a nucleus, as depicted in Fig. 1.2,






Figure 1.2: Photoelectric effect, where decaying nuclear material releases a gamma-ray that knocks
an electron from the orbit of a nucleus, transferring all its energy to the electron.
4
1.2.2 Radionuclide Identification Background
Each type of radionuclide produces gamma-rays at multiple, specific energy levels, and
thus creates a different spectrum of energy. However, the gamma-rays emitted from
a decaying radionuclide are considered Poisson distributed, and thus a theoretical
spectrum for a specific type of radionuclide consists of the probability of a gamma-ray
at a specific energy level given some number of emissions, often referred to as hits or
counts. Additionally, while as a whole each radionuclide type has a unique set of energy
levels and associated probabilities, many radionuclides have common energy levels at
which gamma-rays are emitted. So radionuclide identification cannot be determined by
a specific measured energy level, and instead must consider measurements at several
energy levels within the spectrum.
The photoelectric effect can be measured using a gamma-ray detector, and there
are a variety of detector types which use different unique materials or compounds that
have intrinsic properties that allow them to collect and measure photoelectric energy.
However, each of these types of detectors have their own characteristic properties,
such as energy resolution, which determines how accurately a specific energy level is
detected, and detector efficiency, which determines how efficient the detector is at
collecting energy at different levels. Therefore, radionuclide identification algorithms
must be customized or tuned to work with the specific type of detector that will be
used for gamma-ray measurements.
In addition to the above mentioned difficulty in identifying radionuclides based
on shared energy levels and characteristic properties of the measurement devices,
there is also an issue with noise that must be considered. First and foremost, there is
background radiation all around us. Building materials such as sandstone, concrete,
brick, natural stone, gypsum, and granite all contain naturally-occurring radioactive
5
elements like radium, uranium, and thorium. Healthy foods such as Brazilian nuts and
bananas contain traceable amounts of radium and potassium-40 absorbed from below
the soil through plant roots. A variety of radionuclides are used in medical diagnostics
and therapeutics. Radiation is even coming from the sky in the form of cosmic-rays
from the sun and outside our solar system, some as old as the universe itself created
during the Big Bang. There is also some amount of inherent noise in gamma-ray
detectors themselves, especially at low keV levels where detector efficiency is high and
there is overlap between X-rays and gamma-rays. Therefore, it is imperative that
some form of noise reduction and background radiation removal is performed to a
gamma-ray spectrum in order to determine the presence of anomalous and dangerous
radionuclides so they are not masked by noise and background.
1.3 Contributions
This research focuses on two major tasks, radionuclide identification and gamma-ray
spectrum denoising. The radionuclide identification is an application of the Simple
Spiking Locally Competitive Algorithm (SSLCA) [1], developed by Portland State
University alumnus Walt Woods. All research related to applying the SSLCA to
radionuclide identification appears in Carson et al. [8] which was published on March
16th of 2021 in the journal IEEE Transactions on Nuclear Science. The gamma-ray
spectrum denoising algorithm is my original idea and solely developed by myself using
convolutional neural networks, inspired by past research projects I have worked on
related to audio and image denoising.
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1.3.1 Radionuclide Identification using Gamma-Ray Spectra
There exist a variety of methods for identifying radionuclides from gamma-ray spectrum.
However, this research presents the first published work on using neuromorphic
computing for the task. For my part in this research, I will present the development of
a radionuclide template dictionary to prepare the SSLCA for this type of classification.
I compare the power consumption of the neuromorphic implementation of the SSLCA
to that of an industry standard, State of the Art (SOTA) identification tool Gamma
Detector Response and Analysis Software (GADRAS), showing that the SSLCA
consumes significantly less power. Finally, I present empirical results for both the
SSLCA and GADRAS, showing that the SSLCA is capable of near SOTA performance
identifying radionuclides from gamma-ray spectrum.
1.3.2 Gamm-Ray Spectrum Denoising for Radionuclide Identification
To my knowledge there is no published work or application of using neural networks
for gamma-ray spectrum denoising. Therefore, I discuss past uses of convolutional
neural networks for other types of signal denoising tasks and why they are a natural
choice for this application. I also discuss why gamma-ray spectrum denoising is a
critical procedure and the advantages and disadvantages to both this approach and the
traditional approach of background subtraction. I go over the training data generation
procedure that I have developed. I cover the model hyperparameters that I have
chosen, along with the tuning and training process that I have implemented. And
finally, I test the model by comparing the identification results with no noise reduction,





2.1 Simple Spiking Locally Competitive Algorithm Overview
The Simple Spiking Locally Competitive Algorithm (SSLCA) [1] is an extension of
the Locally Competitive Algorithm (LCA) proposed by Rozell et al. in 2008 [9]. The
algorithms are optimal solvers for sparse coding problems, linearly decomposing a
composite input signal into its constituent parts, based on a set of templates. It is
a neuromorphic algorithm that processes data in a fashion inspired by the spiking
of neurons that occurs in biological brains. Memristors are used as a compact,
energy-efficient representation of synapses [10], attenuating the spiking signal that is
passed through the system. Memristors are nanodevices that change their resistance
based on the amount and direction of voltage passed through them over time, and
maintain their state when no power is present [11]. Inhibitory forces are used to create
competition in the system, preventing nodes from firing that are already represented
by the combination of active nodes. This results in sparse data representation and a
reduction in power consumption.
Fig. 2.1 shows the proposed architecture for a RID which uses the SSLCA as a
classifier. Energy from a radionuclide source is collected with a gamma-ray detector.
The pulses of the gamma-ray detector are histogrammed as a spectrum by a Multi-

























Figure 2.1: The proposed architecture for a RID utilizing the SSLCA as a classifier. Energy from
a radionuclide source is collected within a gamma-ray detector. The pulses from the detector are
passed to a multichannel analyzer. The output channels of the MCA are fed to the input of the
SSLCA. The signal is compared to a dictionary of radionuclides. A separate output is triggered for
each radionuclide identified in the signal.
to a spike train, only triggering the inputs when a signal that is not represented by
an activated output is present. The signal is passed through a memristive crossbar,
performing an approximation of a dot product with the entries in a radionuclide
template dictionary. When a strong enough signal is reached at an output, representing
a high similarity between the incoming signal and an entry in the radionuclide
dictionary, a unique output is triggered for each radionuclide that has a high likelihood
of being present in the signal.
Fig. 2.2 shows the signal flow through the SSLCA. Input spikes are handled by
Row and Column Headers attached directly to a nanowire crossbar with memristors
at each junction. The Row Headers allow these input spikes during encoding and set
appropriate voltages to change memristor states. The Column Headers, the neurons,
fire when sufficiently stimulated. Output neuron spikes pass current back through
the nanowire crossbar, charging capacitors in the Row Headers. This inhibitory force











































Figure 2.2: Simple Spiking implementation of the LCA, reproduced from [1], with permission.
Input spikes are fed into the Row Headers. Voltage passes through the Row Headers to a nanowire
crossbar with memristors at each junction. Current is used to charge and discharge neurons in each
Column Header.
the output spike. The circuitry within the Row and Column Headers that exhibit this
behavior can be seen in Fig. 2.3.
The SSLCA uses sparse coding optimization to minimize a weighted combination
of coefficients. Sparse coding achieves low average activity levels by forcing many of
the coefficients in the system to be zero through regularization and thresholding. This
results in dimensionality reduction, creating a new basis that represents the original
input, thus reducing the complexity and power consumption of the system. Unlike
algorithms that optimize sparsity at each time step, resulting in dramatic changes
to small variations in stimuli, the SSLCA creates inertia by optimizing over a time
window. This inertia promotes more proportional changes to outputs when presented
with smooth, time-varying changes to the input.
The SSLCA is based on the time-varying ODE derived as part of Rozell et al.’s


























Figure 2.3: Row and Column Header circuit design to achieve inhibition in the SSLCA, reproduced
from [1], with permission. The Row Headers keep input spikes from reaching the crossbar when
inhibited and track the state of inhibitory forces. The CHARGE port is used for current sinking from
the crossbar during output spikes. A capacitor in the Inhibition Logic Module prevents subsequent
spikes from sending voltage to the crossbar. The Column Header has a transmission gate to send
current to and from capacitors that represents each neuron’s state. After a neuron fires, its capacitor
is drained. An RC circuit with several NOT gates is used to amplify and digitize the output spikes.









The ODE specifies dynamics for the coefficients um to evolve as a dynamic system
with respect to time. The vector b(t) is the inner product of the input to the system
and the dictionary elements, approximated by the memristors. The vector u(t)
contains the internal state variables, the charge on each column’s header due to the
spiking input. The vector a(t) is the set of time-varying active coefficients, a sparse
approximation resulting from a soft threshold on each node’s internal state. The term
Gm,n is the inhibition signal from active node m to any other node n. Finally, the
term 1
τ
is a normalization factor, where τ represents the time scale. For additional
theory relating to the underlying sparse coding work, refer to [9], and for more SSLCA
implementation details, refer to [1].
The ODE amplifies the convex sections of the signal, increasing the probability
of finding correlations between the input signal and a corresponding radionuclide
template in the dictionary. Sparse coding optimization squashes the uninformative
parts, reducing the significance of background noise and anomalies on predictions.
These computations can be reduced to primitives that are implementable with analog
devices, making hardware implementation possible. The use of memristors allow for
low complexity scaling and results in a significant power reduction compared to the
LCA.
2.2 Radionuclide Spectrum Template Preprocessing
The National Nuclear Data Center (NNDC), a part of the US Nuclear Data Program
[12], collects data related to nuclear science from several national laboratories and
universities. The data is evaluated, archived, and disseminated for the purpose of basic
research and applied nuclear technology. The ANSI N42.34 standard [13] has identified
a subset of the NNDC Nuclear Wallet Cards [14], lists of radionuclides and their
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associated gamma-ray energy levels, for testing RIDs due to common use in industrial,
medical, NORM, and SNM categories. Many of these radionuclides may be diverted to
a dirty bomb or used for other clandestine activity, while others are used to mask the
presence of those used for nefarious purposes. For the purpose of threat reduction, and
to avoid false alarms, the following radionuclides have been included: Sodium-22 (22Na),
Chromium-51 (51Cr), Manganese-56 (56Mn), Cobalt-57 (57Co), Iron-59 (59Fe), Cobalt-
60 (60Co), Copper-64 (64Cu), Gallium-66 (66Ga), Gallium-67 (67Ga), Gallium-68
(68Ga), Selenium-75 (75Se), Strontium-86 (85Sr), Ruthenium-103 (103Ru), Indium-111
(111In), Iodine-123 (123I), Iodine-131 (131I), Barium-133 (133Ba), Cesium-137 (137Cs),
Cerium-144 (144Ce), Europium-152 (152Eu), Samarium-153 (153Sm), Holmium-166
(166Ho), Ytterbium-169 (169Yb), Iridium-192 (192Ir), Thallium-201 (201Tl), Bismuth-
207 (207Bi), Thorium-231 (231Th), Uranium-235 (235U), Plutonium-239 (239Pu), and
Americium-241 (241Am). The data for these radionuclides was scraped from the
NNDC radionuclide gamma-ray tables, which is then used to build the radionuclide
templates for the SSLCA dictionary.
2.2.1 Template Tuning
The truth values for the photoelectric peaks present in the NNDC scraped gamma-ray
tables are idealized values based on the probabilities of photoelectric interaction by
photon energy resulting from a specific radionuclide’s emissions. Due to the physics
of photon interaction in a gamma-ray detector, the probability of energy deposited
within a detector for a given photon is dependent on the energy of the source photon.
To account for this phenomenon, calibration spectra are used to approximate the
energy dependent efficiency curve for the detector that will be used as input to the
SSLCA. The values from the NNDC tables are then scaled according to the efficiency
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curve to match the probability the detector material will absorb a photon given its
incident energy. An example of the raw gamma-ray table for 152Eu and the same table
scaled to match the efficiency of a Sodium Iodide (NaI) gamma-ray detector can been
seen in Fig. 2.4.
















152Eu NNDC gamma-ray table
152Eu table scaled for efficiency
Figure 2.4: Comparison of an ideal 152Eu spectrum and the same spectrum scaled to match a NaI
gamma-ray detector’s energy efficiency.
Another key characteristic of a gamma-ray detector’s response is it’s resolution.
Detector resolution affects how accurately a gamma-ray at a specific energy level is
binned. The NNDC tables list the photons emitted at exact energies, however, the
measured photoelectric for most detectors follows closely to a Gaussian distribution
with a mean at the specific energy level and a standard deviation dependent on the
resolution of the detector. High resolution detectors have small variances and thus
thinner, taller photopeaks. Low resolution detectors have much broader photopeaks.
Similarly to detector efficiency, resolution is much better at lower keV values and
decreases non-linearly at higher energy levels within the spectrum. Therefore, to match
radionuclide spectrum templates to the shapes of peaks generated from measurements
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from a specific detector, a calibration spectrum is used to experimentally determine
the Full Width Half Max (FWHM), the width of a photopeak at half its maximum
intensity, of several photopeaks throughout the energy range of the spectrum. A
non-linear fit is approximated using the centroid energy levels and their associated
FWHM to determine an equation for standard deviation given an energy level. Using
these parameters, energy dependent Gaussian broadening is applied to the detector
efficiency scaled photopeaks from the NNDC tables. An example of the broadening
effect can be seen applied to the efficiency scaled gamma-ray table for 152Eu in Fig. 2.5.
















152Eu table scaled for efficiency
152Eu with Gaussian broadening
Figure 2.5: Comparison of efficiency scaled 152Eu spectrum and the same spectrum after applying
Gaussian broadening to match a NaI gamma-ray detector’s energy resolution.
2.2.2 Compton Scatter Predictions
At low photon energies the photoelectric effect dominates. However, at higher energies,
above approximately 100 keV, another form of quantum interaction begins to occur
known as the Compton effect. As opposed to the photoelectric effect where all energy
of an incident gamma-ray is transferred to an electron, the Compton effect is the result
of a relativistic, elastic collision. Therefore, only part of the energy of the incident
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gamma-ray is absorbed by the particle, while the rest of the photon energy ricochets
of it. This type of effect, more commonly known as Compton scatter, was discovered
in 1922 by Arthur H. Compton while experimenting with scattering X-rays off light









Figure 2.6: Compton effect, where an incident gamma-ray scatters off an electron splitting its
energy between a recoiled electron and the scattered photon.
Below 100 keV, virtually all photon energy is deposited in the detector. This
interaction probability goes roughly as Z3/E3, where Z is the atomic number of
the material and E is the energy level of the photon, so it strongly dominates at
lower gamma-ray energies but drops sharply with increasing energy. At energies
above approximately 100 keV, depending on the particular material, Compton scatter
dominates, going roughly as Z/E, and the incident photon scatters, depositing only
part of its energy in the detector via a recoil electron. The probabilities of these
interactions are modeled by the Klein-Nishina formula, Eq. (2.2), for the differential
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where r0 is the classical radius of the electron, E is the incident photon energy and E ′
is the scattered photon energy, given through the angular relation in Eq. (2.3):





Integrating over all solid angle gives the total Compton cross section for a given inci-
dent photon energy. Multiplying by the atom density gives the interaction probability
for a given detector material. This probability is distributed over a range of possible
outgoing photon energies, and thus recoil electron energies which give the signal in the
detector. To understand the detector energy distribution, the Klein-Nishina formula









The total amount of Compton scatter is proportional to both the energy of the
incident photon and the atomic number of the detector material. Therefore, for each
photoelectric peak found in the NNDC tables, the ratio of photoelectric to Compton
scatter is determined based on the Z value of the detector material and the energy of
the incident photon, which is recorded in the photoelectric peak. Using the magnitude
of the photoelectric peak, the total amount of Compton scatter due to the specific
peak is estimated. This predicted Compton scatter is than spread out across the
distribution created from Eq. (2.4), thus predicting the Compton continuum associated
with a given photoelectric peak. An example of a predicted continuum for a single
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photopeak can be seen in Fig. 2.7.
Figure 2.7: Compton continuum created from a photopeak at 411 keV. The Compton continuum
is the prediction of detected energy after photons Compton scatter off electrons in the detector.
These predictions are added to the template dictionary to assist in identifying radionuclides from
gamma-ray spectra that have hit counts at energy levels produced due to Compton scatter.
For all radionuclides selected from the NNDC Nuclear Wallet Cards, the associated
Compton continuum is approximated for each possible photoelectric peak within the
given detector’s efficiency range. These continua are aggregated and added to the
detector efficiency-scaled photoelectric peaks prior to the Gaussian broadening. An
example of a final 152Eu spectrum template can be seen in Fig. 2.8.
These key features create the radionuclide templates used for the SSLCA’s dictio-
nary, transforming the theoretical properties of a radionuclide emission into a more
realistic representation of the data based on a detector’s properties. Thus, maximiz-
ing the likelihood for true positive identifications based on the similarity between a
measured gamma-ray spectrum and a radionuclide template.
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152Eu SSLCA template without Compton
152Eu SSLCA template with Compton
Figure 2.8: Comparison of SSLCA 152Eu spectrum template with and without Compton scatter
predictions.
2.3 Gamma-Ray Spectrum Test Set
An initial training set of spectra was created in the University of New Mexico (UNM)
Nuclear Laboratory to develop and tune the algorithm. This dataset consists of sources
of 22Na, 137Cs, 152Eu, 57Co, 60Co, and a tri-nuclear Am-Cm-Pu source, measured with
NaI, and Cadmium Zinc Telluride (CZT) detectors. These spectra are meant to
vary in difficulty of identification, so their Signal To Noise (SNR) and counting time
intentionally have large variations.
A larger, more balanced test set of spectra was created specifically using 137Cs,
57Co, and 152Eu with High Purity Germanium (HPGe), NaI and CZT detectors to
determine the effect of detector resolution and energy efficiency on the algorithm’s
performance. These spectra were collected with varying distances from the detector,
ranging from 0 to 24 inches, and with variable counting times ranging from 10 to 300
seconds.
Additionally, uranium and plutonium SNM sources 235U and 239Pu were collected
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with HPGe, NaI, and CZT detectors along with 60Co which has medical and industrial
uses. The 235U is in equilibrium with its decay daughter 231Th. No other decay products
are identified in the 235U or 239Pu sources. These spectra were also collected using
the same timing and distance variations mentioned above for the test sets. Fig. 2.9
shows two 235U spectrum from the test set. One of the spectrum was measured for 60
seconds with the source 24" from the detector, resulting in a low SNR (-13.18 dB). The
other was measured for 300 seconds with the source 2" from the detector, resulting in
a higher SNR (10.76 dB).












235U spectrum (-13.18 dB)













235U spectrum (10.76 dB)
Figure 2.9: Two 235U spectrum from the test set, one with a low SNR (top) and one with a higher
SNR (bottom).
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2.4 Power Consumption and Efficiency
Since the goal of this research is to create a power-efficient RID, it is important to
determine a baseline for the power consumption of the benchmark radionuclide identifi-
cation algorithm. To quantify the power consumption of an algorithm the algorithm’s
CPU usage by the processor’s thermal design power [16] must be determined. Using
Microsoft Visual Studio Performance Profiling Tools [17], it is possible to see the
percent of CPU usage during the wall-clock time of all the processes associated with
an application, which only accounts for the time a specific process spends in the CPU
and not all other concurrent tasks that are moved in and out of the processor during
the total elapsed time.
With the statistics provided by the profiling tool, I calculated the area under the
curve for CPU usage by time for all processes specifically related to the radiation
identification algorithm. This results in an approximation of the total CPU usage for
the complete identification process. Since the tool samples the CPU usage in discrete
time slices, calculating the slope of the slice and using the y-intercept at its start, it is
possible to determine the approximate CPU usage of the interval by integrating over
it with respect to time. The summation of each of these areas, Eq. (2.5), determines







Multiplying the total CPU usage by the processor’s thermal design power [16]
results in an approximation of the total power used by the process. Determining the
total processing time of the identification process in seconds and dividing that out of
the total power used determines the power consumption of the algorithm by unit time
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or watts. Using the results of profiling GADRAS, I determined the average power
consumption of its radionuclide identification algorithm to be ∼ 1.76 W.
The SSLCA architecture was chosen as a low-power alternative for radionuclide
identification. However, since the SSLCA is intended to be a hardware-based algorithm,
a different methodology is required to evaluate its power consumption. Once built,
the actual power consumption can be directly measured, but for simulation purposes
the power consumption can be estimated based on the hardware required for the
system. Assuming 8,192 inputs, the maximum number of channels produced by the
MCA, and 30 outputs, the size of the radionuclide dictionary, the system produces
an average activity of 1% duty cycle per second. That allows for up to 100 decays
detected per channel per second. With an RF average of 0.4 W, 53 kΩ resistance
memristive devices, and a 2.2 µW CMOS for headers, the total power consumption of
the SSLCA is estimated to be approximately 8 mW. Thus, the SSLCA is ∼ 99.5%
more power-efficient than the GADRAS radionuclide identification algorithm.
In addition to power efficiency, the SSLCA also has the advantage of time efficiency.
It is capable of real-time identification as decays are detected. The spiking signal
moves through the circuit at a much faster rate than the processing needed for a
traditional software approach that requires large numbers of mathematical operations.
2.5 Radionuclide Identification Experiments
The input to the SSCLA are the histogrammed pulses from a gamma-ray detector,
as depicted in Fig. 2.1. The raw counts by channel are converted to keV bins using
the detector’s calibration values, aligning the data with the templates. Counts below
50 keV are discarded, since they contain a significant amount of detector noise and
background. The signal is normalized by acquisition time, resulting in counts per
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second as seen in Fig. 2.10a for a 239Pu spectrum with a high level of background.
The background is then subtracted using an average of time normalized spectra from
the location of the gamma-ray detector when no active source is present. Finally,
the resulting background subtracted spectrum is normalized by its magnitude, which
is the square root of the sum of squares of each channel’s count, resulting in a unit
vector. The final pre-processed version of a 239Pu spectrum can be seen in Fig. 2.10b.
The cleaned and normalized data from the spectrum is linearly decomposed into
its constituent parts. It is then reconstructed using sparse coding optimization based
on each of the templates in the dictionary. The SSLCA determines a confidence in its
prediction based on the similarity between the reconstructions and their associated
template. A threshold is used to determine the top radionuclide candidates, or if there
is none present in the signal. A visualization of the process and results can be seen in
Fig. 2.10. Fig. 2.11 shows the results of the same process on a 235U spectrum with its
decay daughter 231Th.
2.5.1 Special Nuclear Material Masking
For the purpose of threat reduction it is important that any radionuclide identification
algorithm can detect SNM when masked with medical, industrial or NORM sources.
To determine the SSLCA’s ability to identify SNM material in a masking configuration,
an additional test set was generated for both the high resolution HPGe detector and
the low resolution NaI. Noisy 235U and 239Pu spectra were chosen from the original test
set. Monte Carlo N-Particle (MCNP) [18] simulations of the industrial radionuclide
57Co and NORM 152Eu was generated for each detector. For each of the SNM
spectra, background is subtracted to determine the number of counts due to the SNM
radionuclide. The mask radionuclide is then scaled in relation to the background
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239Pu Background Subtracted Spectrum
SSLCA Reconstruction
239Pu Template(0.35)
Figure 2.10: Visualization of the SSLCA radionuclide identification on a low SNR 239Pu gamma-ray
spectrum, resulting from a 30 second collection time using the NaI detector, with a source activity
level of 1.1 × 105 Bq. (a) The time normalized spectrum with 586 counts per second, 498 from
background, and 88 from photoelectric. (b) The same spectrum after background subtraction and
normalization, shown along with the SSLCA reconstruction using the correctly predicted 239Pu
template, resulting in a 35% similarity between the two.
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Figure 2.11: Visualization of the SSLCA radionuclide identification algorithm. The solid line is
a gamma-ray spectrum collected from a 235U radionuclide with its 231Th daughter using the NaI
detector. The dash-dot line is the reconstruction of the spectrum using the 235U template, resulting
in an 88% similarity between the two. The dash line is the reconstruction of the spectrum using the
231Th template, resulting in an 28% similarity between the two.
subtracted SNM spectrum and then added to the original, noisy SNM spectrum. For
each of the SNM radionuclides and each of the masking radionuclides, spectra were
created from 10% mask to SNM up to 10X mask to SNM in 10% increments. This
allows for determining the tolerance of mask to SNM ratio at which the SSLCA can
no longer identify the SNM in each of the masked configurations tested. An example
of a generated SNM masking configuration can be seen in Fig. 2.12 with a ratio of 1
between the mask, 152Eu, and the SNM, 239Pu, signifying an equal number of counts
from both radionuclides.
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Figure 2.12: Visualization of the SSLCA radionuclide identification algorithm on a spectrum
composed of SNM 239Pu masked with 152Eu. This spectrum is the result of the addition of an MCNP
simulated 152Eu spectrum and a real 239Pu spectrum collected using the NaI detector with a ratio of
1 between the counts of the two radionuclides.
2.6 Radionuclide Identification Results
Experiments by detector type were performed on the gamma-ray spectra test sets
resulting from measurements of 57Co, 137Cs, 152Eu, 60Co, 239Pu, and 235U radionuclides.
These spectra were generated in a UNM laboratory representing a large range of signal
to noise ratios by varying collection durations, distances, and source activities. The
gamma-ray spectra were collected with three different detector types: HPGe, NaI and
CZT. Identifications were performed with and without the Compton scatter predictions
added to the templates in the SSLCA’s dictionary. The accuracy is determined by
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the fraction of correct, rank-1 identifications of a radionuclide in a test set of spectra.
For comparison, the test sets for all three detectors were run through the GADRAS-
DRF single regression analysis tool [19]. To make the comparisons fair, the same 152Eu
spectra that were used to calibrate the SSLCA were also used to tune the detector
response functions in GADRAS. The weight range lower and upper limits were set to
50 keV and 1450 keV respectively so that the GADRAS analysis tool fits the same
region of a spectrum that the SSLCA analyzes. The same 30 radionuclides were used in
the library for both GADRAS and SSLCA analysis on all spectra. For each spectrum
analyzed, the same calibration values were used for each of the two algorithms, along
with the same background spectrum used for background subtraction.
2.6.1 Results by Detector Type
Table 2.1: Numerical comparison of radionuclide identification accuracy results between SSLCA
and GADRAS by detector type on measured sources. The SSLCA accuracy for each detector is
reported both with and without the predicted Compton scatter.
Accuracy
Detector Type
GADRAS SSLCA SSLCA Compton
HPGe 92.64% 80.88% 91.18%
NaI 90.57% 69.81% 88.68%
CZT 78.26% 66.67% 76.20 %
Table 2.1 and Fig. 2.13 compare the accuracy results for the radionuclide identifi-
cation task between GADRAS, the SSLCA without the Compton scatter predictions,
and the SSLCA with the Compton scatter predictions. Adding the Compton scatter
predictions to the radionuclide templates increased the identification accuracy by an
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average of 12.9% across the three detectors. The performance of GADRAS compared
to the SSLCA using the Compton scatter predictions is approximately 1.8% better on























Figure 2.13: Visual comparison of radionuclide identification accuracy results between SSLCA and
GADRAS by detector type on measured sources. The SSLCA accuracy for each detector is reported
both with and without the predicted Compton scatter.
The CZT detector performed the worst, achieving an accuracy of only 76.2%. Due
to its poor efficiency very little energy above approximately 800 keV is absorbed by
the detector, making identifications of radionuclides that primarily consist of higher
energy photoelectric difficult. The high resolution HPGe detector performed the best,
resulting in an accuracy of 91.18%. However, its germanium crystal needs to be
maintained at cryogenic temperatures and must be cooled either electrically or with
liquid nitrogen, which makes it a poor choice for a low-power, portable device. The
NaI and CZT detectors have no such requirement, however, despite the CZT having a
higher energy resolution than the NaI, its low efficiency would only make it viable
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for identifying radionuclides with strong photopeaks at lower energy levels. The NaI
detector, which achieved an 88.68% accuracy, has the best energy efficiency of the
three detectors, and despite having the worst energy resolution of the three, it only
performed 2.5% worse than the HPGe, but performed 12.48% better than the CZT.
Due to its relatively high accuracy and no cooling requirements, the NaI detector
seems to be the optimal choice for a low-power RID.
2.6.2 Results by Radionuclide






















Figure 2.14: Comparison of radionuclide identification accuracy results by radionuclide between
GADRAS and the SSLCA with predicted Compton scatter.
Fig. 2.14 compares the radionuclide identification accuracy results by radionuclide
across the three detectors between GADRAS and the SSLCA using the Compton
scatter predictions. Despite all of the detectors having a slightly lower overall accuracy
as compared to GADRAS, for three of the six radionuclides tested the SSLCA performs
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as well or better. For 137Cs and 235U the SSLCA only performed a few percentage
points lower. 57Co is the only radionuclide that the SSLCA performed significantly
worse on, with a nearly 30% lower identification accuracy. 57Co shares its one and only
significant photopeak around 122 keV with 152Eu, making 57Co difficult to differentiate
from 152Eu. However, 152Eu has many strong photoelectric peaks throughout the
energy range making it one of the most recognizable radionuclides.

















SSLCA (NaI) correct classifications
SSLCA (NaI) incorrect classifications
SSLCA (HPGe) correct classifications
SSLCA (HPGe) incorrect classifications
SSLCA (CZT) correct classifications
SSLCA (CZT) incorrect classifications
Figure 2.15: Lower bounds in dashed line, dash-dotted line, and dotted line of SNRs for the
spectra in the NaI, HPGe, and CZT test sets, respectively, with correct classifications above the
corresponding styled horizontal line (blue) and incorrect below (red). This shows how sensitive the
SSLCA predictions are in relation to noise for each detector type.
The SNR for each spectrum in each test set was calculated, where the signal is
determined to be the sum of counts for the time normalized background subtracted
spectrum and the noise is the sum of the time normalized background itself. The
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signal and noise summations do not include energy levels below 50 keV, since the
SSLCA does not use channels containing those energy levels in its analysis, therefore
most inherent detector noise is not part of either term. A plot of SNRs for the noisiest
spectra in relation to their correct or incorrect classification can be seen in Fig. 2.15,
showing the lower bound of signal strength to background that the SSLCA tolerated
and still correctly classified radionuclides in the test sets.
The gamma-ray spectra measured with the HPGe detector resulted in the best
performance, correctly identifying radionuclides in gamma-ray spectra with SNRs
below -20 dB. Spectra measured with the CZT detector performed the worst, with
a lower bound of correct identifications around -5 dB. Using the spectra measured
with the NaI detector, the SSLCA had an SNR tolerance for correctly identifying
radionuclides around -14 dB. Despite slightly worse results than the HPGe, -14 dB
SNR results from nearly 25X more background than source in a signal, thus the
SSLCA is still capable of performing well on very noisy spectra measured with the
NaI detector.
2.6.4 Special Nuclear Material Masking Results
Fig. 2.16 compares identification of HPGe and NaI measured SNM uranium and
plutonium spectra masked by 152Eu and 57Co. The masking radionuclide is added
in 10% increments to the SNM to determine the threshold at which the SSLCA can
correctly identify just the SNM, the SNM and mask, and at what ratio the mask has
successfully obscured the identification of the SNM.
The HPGe preformed the best for all masking configurations, identifying the SNM
235U when masked by nearly 10X its intensity with 152Eu, and 239Pu with nearly
9X the same mask. The NaI performed nearly as well on the 235U 152Eu masking
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Figure 2.16: Results of the SSLCA identification on masked SNM. For each masking configuration
a range of ratio of mask to SNM is shown representing the ratio of mask counts to SNM counts. The
‘x’ hatched (green) area is the ideal range where both the SNM and mask radionuclides are properly
identified. The ‘/’ hatched (yellow) area is where just the SNM material is identified, while not ideal
it is still good for threat reduction. The ‘\’ hatched (red) area is where the masking radionuclide has
successfully masked the SNM material, thus allowing for a potential threat to go undetected.
configuration, identifying the SNM when masked by nearly 8X its intensity. However,
it was only able to identify the SNM 239Pu when masked by slightly over 2X its
intensity with 152Eu due to some overlap of photoelectric energy between the two
radionuclides caused by the NaI detector’s lower energy resolution.
Both detectors performed notably worse on the 57Co masking configurations due to
the masking agent having only one prominent photoelectric peak while both SNM have
many strong peaks. Because of this, when mixing the SNM and mask, an imblance in
magnitude was created between the 57Co photopeak and SNM photopeaks since the
SNM photoelectric is spread out across a broader range of energies. Using the HPGe,
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the SSLCA was still able to correctly identify 235U when masked by nearly 4X the
amount of 57Co, and 239Pu when masked by nearly 3X of it. Due to the imbalance
in the radionuclides’ photopeak magnitudes and the overlap of photoelectric energy
due to the NaI’s poor energy resolution, it was only able to correctly identify the
235U SNM when masked by approximately 1.7X the amount of 57Co, and 239Pu when




3.1 Denoising with Convolutional Neural Networks Overview
One of the most common signal processing techniques is known as the convolution
operation. A convolution operation centers a kernel on a datum element and performs
a dot product with the kernel coefficients and the overlapping, adjacent data. This
is performed as the kernel is slid over the signal at some step known as the stride.
The resulting output is the correlation between the kernel and the signal at each step.
This operation has applications from signal smoothing to finding features within a
signal. By chaining multiple convolution operations, more complex filtering or abstract
feature extraction is possible.
In 2008 Jain et al. [20] found that simple Convolutional Neural Networks (CNNs)
provided comparable results to Markov Random Fields (MRF) [21], a spatial appli-
cation of a Markov process which has been successfully used for image processing
and denoising. However, MRF is a non-convex optimization algorithm which requires
finely tuning a ρ-function to approximate convex optimization and avoid poor local
minimum using a process called graduated non-convexity. While Neural Networks
(NNs) also have non-convex loss landscapes due to stacks of layers with non-linearities
and a large parameter space, they use the optimization process stochastic gradient
descent that works well for both convex and non-convex optimization problems. Well
34
tuned NNs trained using stochastic gradient descent tend towards falling into similarly
performing local minima that are preferable to the theoretical global minimum that
would most likely lead to overfitting [22]. CNN, unlike traditional NNs, use shared
parameters since the learned coefficients are the real values of a kernel matrix, which
not only makes them more time and space efficient, but also helps regularize large
models by reducing the number of parameters in deep networks.
In 2016 Zhang et al. [23] demonstrated SOTA results for image denoising with
CNNs using a technique they referred to as residual learning. Residual learning refers
to using a model to estimate the noise in the input signal and then removing it from
the input during post-processing. For training and test purposes they used Additive
White Gaussian Noise (AWGN), a process that simulates many naturally occurring
random processes. There are two key elements to their model which helped it perform
exceptionally well for this task. First, other than the first and last, each convolution
layer is followed by a batch normalization process which contains learnable parameters
that shift the output to have a mean of zero and unit variance, increasing the model’s
capability to learn Gaussian distributed data. Second, their best model consists of
nineteen layers, which not only extends model capacity and expressiveness due to
a sufficient number of parameters and non-linearties, but also increases the model’s
receptive field, allowing each element of the network output to be informed by a larger
area of the input signal.
CNNs for image processing use 2-D convolution operations since they consist of
two or three dimensional data, depending on if the images are color or grayscale. A
gamma-spectrum, while visualized in 2-D space, is more appropriately handled as 1-D
data, a list of intensity values with the energy levels implicitly defined. Since both the
convolution operation and the Gaussian distribution are defined for 1-D space, CNNs
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are also a natural choice for signal processing 1-D spatial data.
3.2 The Model
For this research I have created a variant of Zhang et al.’s CNN model which I will refer
to as the Gamma-Spectrum Denoising Convolutional Neural Network (GS-DnCNN),
















Figure 3.1: Comparison of convolution operation with no dilation and dilated convolution operation
with a dilation rate of three, both with a kernel size of three. The output features are padded to
keep the dimensionality of the input and output the same.
Traditional convolution operations are considered to have a dilation rate of one,
meaning that each adjacent element of the kernel is applied to each adjacent element
of the signal. Therefore, the receptive field of each output element is the size of
the kernel itself, since that is number of elements of the signal that are required to
calculate a single output. Dilated convolutions have what are known as holes in the
kernel, zero padded spaces that when applied to the signal do not contribute to the
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output. For instance, with a dilation rate of three, every third element of the signal
contributes to the output of the operation. This increases the receptive field which
can be calculated using Eq. (3.1):
ReceptiveF ield = (KernelSize− 1)×DilationRate+ 1, (3.1)
thus, with a dilation rate of three and a kernel size of three, the receptive field would
be seven. A comparison between a traditional convolution operation and one with a
dilation rate of three, both with a kernel size of three at a stride of one, can be seen in









3.2.2 Gamma-Spectrum Denoising Convolutional Neural Network
The GS-DnCNN is a fully CNN. The first layer consists of a single convolution layer
with 16 1×3 kernels applied to the input signal at a stride of one. The layer contains
no bias term and the output is passed through the non-linearity activation function
Leaky Rectified Linear Units (LReLU) [24] defined in Eq. (3.5). This layer is used to
encode the input signal into a new feature space. Following the encoder layer are some
number of denoising blocks. Each denoising block consists of a dilated convolution
layer with 16 1×3 kernels using a dilation rate of three and a stride of one, also with
no bias term. The output of the dilated convolution layer is passed through a batch
normalization layer with a LReLU activation for its output. The final layer consists of
a non-dilated convolution layer with a single 1×3 kernel, no bias, and a linear output,
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used for decoding the denoised features back to the gamma-ray spectrum feature space.
All convolution layers produce what is known as same-padding, the minimal number
of zero-padded outputs along the edges such that the input dimensionality is the same
as the output dimensionality. This is required so that the output reconstruction exists















































Figure 3.2: Model architecture for the GS-DnCNN. The model’s input is a noisy gamma-ray
spectrum. After the spectrum is encoded into a new feature space using a single convolution layer,
the signal is passed through k denoising blocks consisting of a dilated convolution layer and a batch
normalization layer. The denoised signal is converted back to the gamma-ray spectrum feature space
with a single convolution layer resulting in a denoised version of the input spectrum. The encoder
layer and all denoising blocks use Leaky ReLU activations while the output of the decoder layer is
linear.
The input to the model is a noisy gamma-ray spectrum and the output is a denoised
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version of the input as seen in Fig. 3.2. In total the baseline model has 18 denoising
blocks and thus 20 convolution layers, the maximal number before the gradient descent
algorithm begins to produce vanishing gradients near the input layer due to the
multiplicative property of the chain rule used for propagating small errors backward
through the network [25]. Using Eq. (3.2) with the above described parameters, 20
layers, 2 with a dilation rate of 1 and 18 with a dilation rate of 3, all with a filter size
of 3, the receptive field for the model is 113 input features for each output element.
Therefore, this model uses a neighborhood of 113 channels of a gamma-ray spectrum
to determine the amount of noise reduction required for each channel of the spectrum.
3.3 Training Data Preparation
Training a denoising model requires building a dataset of clean and noisy input vectors.
Since the function of this model is to denoise gamma-ray spectrum for the purpose of
radionuclide identification, a select set of radionuclide gamma-ray spectrum templates
is required that is representative of the desired output for the task. Additionally, a
set of realistic background noise spectra is required to mix with the templates for
the noisy training vectors. Using the noisy mixes as input vectors and the clean
templates as the target for an objective loss function, the model can determine an
error between a denoised output spectrum and the desired output, a noiseless version
of the noisy input. Using the gradients of these errors the model is able to move in
the opposite direction of the gradient, thus minimizing the objective function. This
therefore results in the model learning to differentiate between photoelectric peaks
from the clean spectra and the additive noise.
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3.3.1 MCNP Radionuclide Simulations
Since a gamma-ray detector is a measurement device which will always result in some
about of noise and error, real gamma-ray spectra are not desirable for creating perfectly
clean theoretical spectra. However, since different types of detectors have different
characteristics, to train a network to model and learn the distribution of photoelectric
generated by the detector that will be used as its input, a close approximation of
these spectra is required. Therefore, MCNP is used to simulate the properties of the
material for a desired detector type for the purpose of measuring photoelectric energy,
generating spectra for a variety radionuclides with a variety of photoelectric peak
distributions.
The MCNP is a particle simulator that models the physical interactions of the
described material, therefore it not only generates photoelectric but also the Compton
effect based on the material type and size for the gamma-ray detector that is being
simulated. However, since Compton scatter is not representative of the true energy
that is being emitted from a radioactive source, for the purpose of this algorithm
it is considered noise. This allows the model to generate spectra that are closer
to a radionuclide’s theoretical spectrum, thus making identification more feasible.
Therefore, the first step in generating clean target spectra is to remove all Compton
scatter present in the simulations. Using the energy levels described in the NNDC
gamma-ray tables, the photoelectric energy for the specific simulated radionuclide can
be identified, thus all remaining energy is considered Compton as seen in Fig. 3.3.
After the two types of energy are separated, Gaussian broadening is applied to
each signal separately, as seen in Fig. 3.4, to model the energy resolution of the type
of gamma-ray detector that will be used as input to the algorithm. This allows for
using the photoelectric to create clean spectra and the Compton can later be added
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Figure 3.3: Normalized MCNP simulation of a 152Eu spectrum with 100 total counts for a 3”× 3”
NaI gamma-ray detector. Since MCNP simulates physical interactions, both photoelectric and
Compton scatter are generated. To create clean target spectra that only contain photoelectric the
two must be identified and separated.
back as noise when generating the noisy input spectra.




















Figure 3.4: Separated Compton and Photoelectric from MCNP simulation after applying Gaussian
broadening. The photoelectric forms the clean target spectra while the Compton is added back as
noise for the training vectors.
This preprocessing step of seperating and broadening photoelectric and Compton
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is done for 57Co, 60Co, 137Cs, 152Eu, 235U, and 239Pu radionuclide simulations with
10, 100, 1 thousand, 10 thousand, 100 thousand, and 1 million total counts. These
radionuclides consist of a variety of photoelectric distributions from only low, medium,
or high, to a broad range. Since photon emissions and Compton scatter are modeled
by a Poisson distribution, the larger the intensity of the source, the closer it will
model a theoretical spectrum for a radionuclide. However, at lower counts, there will
be variations in the ratios between photoelectric peaks and the location of Compton
scatter, thus using simulations with varying number of counts is more representative
of measured gamma-ray spectrum with different source activity levels.
3.3.2 Noisy Mixtures
For background and noise, a variety of measurements were taken at the UNM labs
between different source measurements for different durations. Taking the background
measurements between source measurements results in small amounts of different
sources being present in the spectra other than just those present in the construction
materials of the lab. Measuring for different durations increases the the variance
between each measurement due to the probabilistic nature of photoelectric and
Compton scatter interactions. Using measurements from the detector type that will
be used not only models the expected distribution of real background but also includes
any inherit noise and error that exists for the detector.
To generate the noisy input spectra for the training and validation set, a cleaned
simulation has its Compton scatter and a background added to it at some SNR,
as seen for a 152Eu simulation at -15 dB in Fig. 3.5. This is done for each of the
simulations and each of the backgrounds at SNRS from -25 dB, where the signal is
mostly obfuscated by the noise, to 50 DB, where almost no noise is present, in 5 dB
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152Eu noisy spectrum (-15 dB)
Figure 3.5: Top graph is the photoelectric for 152Eu simulated by MCNP. The middle graph is a
measured background spectrum using a NaI gamma-ray detector. The bottom graph is a mixture of
the two signals at an SNR of -15 dB used as a training vector.
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increments. This creates training data with a variety of noise and intensity levels.
3.3.3 Data Augmentation
Gamma-ray detectors are prone to calibration drift over time, ultimately resulting in
measured energy levels shifting to neighboring channels. To model this behavior, for
each of the generated training examples, with a 23 probability an additional version of
the same spectra is shifted left or right 1 to 10 channels chosen uniformly with a 50%
probability. An example of this data augmentation can be seen in Fig. 3.6.



















Figure 3.6: Mixture of a 152Eu MCNP simulated spectrum and a measured background at 0 dB
SNR with left and right shift data augmentations.
These steps used for generating training and validation data are intended to
capture a variety of potential conditions that can occur and affect the measurement
of radionuclides using gamma-ray detectors, thus forming a well-disciplined data set
for training a gamma-ray spectrum denoising model.
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3.4 Model Training
NNs are known as universal function approximators, meaning that given appropriate
weights they can model complex transformations, mapping an input vector to an
output vector within some upper error bound ε. They are especially adept at learning
weights for well-behaved, constrained distributions, which can result in a small ε. This
process is made easier with normalization techniques such as data standardization,
which shifts and scales the data to have a mean of zero and unit variance. However,
this primarily benefits the first layer of a model, since weight updates during training
result in a phenomenon known as internal covariate shift, where the output of one
layer shifts the distribution of data that becomes the input to the subsequent layer.
This is especially problematic for deep networks, since small shifts between several
layers can result in a large shift at the output layer.
In 2015, Ioffe et al. [26] introduced a technique called Batch Normalization (BN).
BN consists of 2 operations and only requires 2 learnable parameters, γ and β. The
first operation normalizes the output of the previous layer which is the input xi to the
BN layer, where i is the ith input. This is performed by subtracting the mean of the
batch µB, and dividing by the square root of the sum of the variance of the batch σ2B
and ε, a small constant for numerical stability, as seen in Eq. (3.3). The next operation
is to scale the normalized input by γ and shift it by β, as seen in Eq. (3.4). This
process is performed on the linear output of a layer prior to the non-linear activation,
thus reducing the chance of saturating the function which can result in erratic outputs
and poor gradients. Ioffe et al. found that not only does this increase the accuracy of
CNNs, but also results in quicker model convergence by allowing for the use of higher







yi = γx̂i + β. (3.4)
The shifting and scaling operations performed by the BN process helps maintain
the Gaussian distribution of the standardized data from one layer to the next, enabling
models to be more adept at learning and recognizing Gaussian distributed data. This
was the motivation for Zhang et al. to choose to have their image denoising model learn
to predict the AWGN and remove it in postprocessing, instead of directly predicting a
denoised output. However, since the distribution of photoelectric energy measurments
collected by gamma-ray detectors is Gaussian in shape, and the background and
detector noise is more erratic, for this research I have chosen the opposite approach.
Thus, the input to the GS-DnCNN is a noisy gamma-ray spectrum and the target for
the output is a denoised version of the noisy input.
3.4.1 Optimization and Regularization
The objective function used to calculate the error for each batch, often referred to
as the loss, is the traditional Mean Squared Error (MSE). This is the average of the
squared difference between the denoised output of the model and the target clean
spectra that was used to create the noisy input spectra for the training and validation
sets. This objective function is minimized using the Stochastic Gradient Descent
(SGD) variant Adaptive Moment Estimation (ADAM) presented by Kingma et al.
[27] in 2014. This optimization technique produces an adaptive learning rate for each
parameter based on a running estimation of the first and second order moments of
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their gradient updates. It has been found to be suitable for both noisy and sparse
gradients by naturally annealing each parameter’s weight updates based on a global
learning rate. This results in much quicker training than traditional SGD and pairs
well with BN and LReLU to produce robust, fast convergence.
The original ADAM optimizer contains a term known as weight decay. Weight
decay for NNs is analogous to L2-regularization, also known as Ridge Regression, a
penalty term added to the loss that uses the 2-Norm of the weights to reduce overfitting
in models with a large number of parameters. Weight decay in NNs encourages weights
to be small, which produces more stable and proportional output changes with respect
to the input. However, the weight decay term for the ADAM optimizer is scaled by
the adaptive estimate, therefore it is not true L2-regularization. In 2019 Loshchilov et
al. [28] presented ADAMW, a modified version of ADAM which decoupled the weight
decay from its adaptive elements, thus correctly calculating true L2-regularization
which results in more effective weight decay. Therefore, for this research I have chosen
to use the ADAMW optimizer.
In addition to the L2-regularization provided by the ADAMW optimizer I have
also implemented L1-regularization for the GS-DnCNN to use during training. L1-
regularization, also known as Lasso Regression, uses the L1-norm of the model’s
weights as a penalty to avoid overfitting for overly complex models. The L1-norm
encourages the weights for the less impactful features to be zero. This creates a
more sparse representation throughout the network and leads to lower activity levels,
reducing power consumption in neuromorphic models. Since the GS-DnCNN is a
denoising model for gamma-ray spectrum, which theoretically should have a sparse
representation with signal only present where photoelectric exists for the measured
radionuclide, L1-regularization helps squash the noise floor to be near or at zero for
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all areas where it does not identify the Gaussian shape of photoelectric measurements.
3.4.2 Activations
LReLU is a variant of the max function ReLU [29] which is defined as f(x) = max(0, x).
ReLU is a non-linear activation function originally applied to image recognition CNN
models. It now has become the most commonly used activation for deep NNs due to
its low complexity computation and a strong gradient of 1.0 for all positive values.
Traditional activations like the logistic function have a maximum gradient of 0.25,
which results in slow learning. Tanh has a maximum gradient of 1.0, but like the
logistic function the gradients quickly decline on either side of this global maxima.
Both activations quickly lead to vanishing gradients if either of them are saturated.
The ReLU activation is linear and unbounded for all positive values and therefore
does not lead to vanishing gradients or saturation issues.
Models trained with ReLU have shown a significant decrease in convergence time,
and good local minima can still be found despite the strong gradient when paired
with an adaptive learning rate optimizer. However, the gradient of the activation is
undefined for non-positive values and thus leads to a condition known as dead neurons.
Since SGD optimization algorithms use the derivative of the activation with respect
to the error to determine a gradient, when the signal to the activation is not positive
it produces zero gradient and therefore the backpropagated weight update for the
neuron is zero and no learning occurs. Due to this, models that use ReLU activations
have a tendency to contain a significant number of neurons that do not contribute to
the output signal for the network. For classification networks this is not a major issue
since other paths through the network learn to compensate, however, it is a waste of
computational resources.
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LReLU, defined in Eq. (3.5), has the similarity to ReLU in the fact that it is linear
for all non-negative numbers and thus has the same strong gradient for these values.
However, for all other values instead of being 0 it has a very small gradient of 0.01.
This produces a very similar activation shape as ReLU, and allows for weight updates
when the signal to it is not positive. Therefore, models using LReLU not only have








BN helps keep the flow of data through the model Gaussian and L2-regularization
encourages the weights to be small, but both of these processes are directly affected
by the weight space. If weights in a layer are skewed then BN must learn parameters
to overcome this, and the optimal range of weight values must be proportional to
the number of inputs to the layer or else the output of the layer can end up being
exponentially amplified. Therefore, to address these issues, proper weight initialization
is key to avoiding poor local minima in the weight space and for fast convergence. In
2010 Glorot et al. [30] introduced Xavier initialization, which samples weights from a
uniform distribution proportional to the number of inputs to the layer, nl, and the















This weight initialization scheme has become default across most deep learning
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APIs. The derivations and conclusion in the paper assume that the activations have
a zero mean for the outputs of each layer to maintain a near Gaussian distribution,
since E[x2] 6= V ar(x) unless E[x] = 0. This works well for linear outputs and Tanh
activations which are symmetric across the origin, and the logistic function which
has a small mean of 0.5. However, the ReLU and LReLU activations are unbounded
functions with a significantly different slope for positive and negative values, thus
are not symmetric. Therefore, in 2015 He et al. [31] introduced Kaiming Normal







They showed that using ReLU resulted in E[x2] = 12V ar(y), and thus the variance of





2 V ar(Wl) = 1,∀l. (3.8)





, near unit variance is achieved. This not only results in sufficiently small
weights being generated that do not exponentially amplify the signal from layer to
layer and produce large L2 penalties, but also assists in keeping the signal closer to
a Gaussian distribution so BN layers does not have to overcompensate for a skewed
distribution. Since the GS-DnCNN uses BN, L2-regularization, and the ReLU variant
LReLU, which the He et al. paper also showed was ameliorated using Kaiming Normal
initialization, for this research I have switched all convolution layers from the PyTorch
default of the uniformly distributed Xaviar Initialization Eq. (3.6) to the normal
distribution described in Eq. (3.7).
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3.4.4 Model Validation
Deep NNs are prone to overfitting, where the model learns the distribution of the
training set too precisely and therefore cannot properly approximate the desired
function on out-of-sample data, inputs that were not used to train the model. Therefore,
during training a subset of the training set is used as a validation set to test the model
between epochs, one cycle through the entire training set. The validation set is not
used for weight updates and therefore is well suited for evaluating how well the model
generalizes the learned function on data that it is not used during the learning phase
of training.
In addition to monitoring the validation loss, the MSE of the validation set, it is
also helpful to determine the perceptual quality of the denoising that is occurring on
the validation set. For the generation of training data, traditional SNR is used to
build examples, which is the ratio of signal power to noise power. Due to the high
dynamic range of many signals, the ratio is converted to a log space known as Decibels
(dB) to approximate human perception. However, this requires knowledge of the clean
signal and the noise, so once a noisy signal has been enhanced by a model it is difficult
to approximate. Therefore, for image denoising it is common to use the metric Peak
Signal to Noise Ratio (PSNR) to quantifying the effect of the enhancement. PSNR
determines the quality of a signal based on the maximum intensity, MAXI , and the
MSE between a target signal and a predicted signal, as seen in Eq. (3.9). Thus it is a
good indicator of how well high-intensity regions of a signal present over noise:
PSNR = 10 log10
MAX2I
MSE(target, prediction) . (3.9)
Low values represent reconstructions where noise obfuscates high-intensity regions,
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while high values represent higher quality enhancements with lower noise floors. Since
the purpose of the GS-DnCNN is to reconstruct strong photoelectric peaks while
suppressing as much noisy signal as possible, it is a good metric to determine the
quality of a gamma-ray spectrum which ideally should be mostly sparse. Therefore,
during training the MSE and the PSNR is calculated for the validation set between
each epoch to show how well the model is learning the denoising task.
During training, the desired results from epoch to epoch is to see both the training
loss and the validation loss decreasing. However, at some point overfitting will most
likely occur, signaled by the training loss continuing to decrease while the validation
loss plateaus or begins to increase. Two other forms of regularization are used to
minimize the validation loss as much as possible before this begins to occur. First, any
time the validation loss begins to plateau the learning rate is decayed by a factor of
10. This forces the model to take smaller descent steps after each of these occurrences,
allowing for a more thorough exploration of the weight space in search of a narrow
escape path out of a potential saddle point. Second, early stopping is used to identify
and save the weights of the epoch with the lowest validation loss. Thus, after signs of
overfitting begin to show and decaying the learning rate no longer results in better
performance, training can be halted. The weights of the model after the epoch that
produced the lowest validation loss is considered convergence. This is the point at
which the model can approximate the learned function at the lowest ε given a set of




Training a deep NN is a computationally complex task. Traditional deep models
consisted of a few layers and had anywhere from a few hundred to a few thousand
learnable parameters. Some of the most recent SOTA models have as many as a
trillion parameters and have been successfully trained with over a thousand layers. The
number of training examples required for a deep NN is generally proportional to the
number of their parameters, therefore requiring anywhere from megabytes to terabytes
of data. Training these models is assisted by Graphical Processing Units (GPU), which
are able to perform large amounts of floating point operations per-second. Significant
research and development of these over the past several years has resulted in GPUs
capable of performing trillions of operations per-second, without which would have
made the most recent and complex models’ training computationally prohibitive. Deep
NNs have many hyperparameters, some of which must be tuned independently or
in conjunction with others during subsequent trainings, thus compounding the time
required to achieve ideal results.
For the first set of training experiments I conducted with the GS-DnCNN I needed
to determine the ideal size of the model. If the model has too few parameters it will
not have the expressiveness to approximate the denoising function well. If the model
has too many parameters it will be overly complex and thus not generalize well to the
variations present in the out-of-sample data. Therefore, I began by tuning the number
of convolution kernels there should be in each layer, how wide the model is, and the
number of convolution layers, how deep the model is. The combination of which should
determine the ideal size required for the model to efficiently perform the denoising
task. I setup up a grid search of the two parameters with the number of kernels in
a typical range found in other CNNs, {16, 32, 48, 64}, and the number of layers in
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increments of 5 up to the maximum of 20 that can properly be trained given the fairly
simple architecture, {5, 10, 15, 20}. Results of these training experiments can be
seen in Fig. 3.7 which shows an ideal size for the model to contain 20 convolution
layers with 32 kernel filters per-layer, resulting in a validation loss of approximately

















































































Figure 3.7: Hyperparameter tuning for network size: number of kernels per-convolution layer and
number convolution layers. The grid search of these two hyperparameters resulted in finding the
ideal depth for the GS-DnCNN to be 20 convolution layers each with 32 kernels.
Once I had determined the ideal size for the GS-DnCNN to approximate the
gamma-ray spectrum denoising function, I needed to know how much I can penalize
the model’s weights during training, allowing it to learn a more generalized function,
not just a close fit to the training data. Therefore, I experimented with different scalar
values for the L1 and L2-regularization. Regularization creates less precises gradients
with respect to the training data, but still in the correct direction, significantly slowing
down training from approximately 30 mins (∼ 50 epochs) to 1.5 hrs (∼ 130 epochs)
using 4 Nvidia RTX 2080Ti GPUs. Due to the sensitivity of the model to regularization,
several grid searches were performed starting with increments in powers of 10 from
1.0× 10−8 up to 0.1, and with increments of 0.1 from 0.1 up to 2.0, {1e-8, 1e-7, ...,
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0.1, 0.2, ..., 1.9, 2.0}. These scalar values are used to determine the amount of each
regularization to apply. Eventually my grid searches led to determine a value in [1e-7,
1e-6] for the L1-regularization and in [0.5, 1.5] for L2-regularization, as seen in Fig. 3.8.
This resulted in a model that achieved a validation loss of 9.168× 10−4 and a PSNR







































































Figure 3.8: Hyperparameter tuning for weight regularization: L1 and L2. The grid search of these
two hyperparameters resulted in finding ideal regularization scaling coefficients for the GS-DnCNN,
7.75× 10−7 for L1 and 1.0 for L2.
Finally, I needed to know the ideal speed at which training can occur given the size
of the network and the amount of regularization. The two main hyperparameters that
judge this are learning rate, how large weight updates are, and batch size, how many
training examples the gradient is averaged over before a weight update occurs. For
this I started with a wide sweep of commonly used values for training deep learning
models, {1e-5, 1e-4, 1e-3, 1e-2, 1e-1} for learning rates, and {16, 32, 64, 128, 256}
for batch sizes (due to memory architectures in parallel systems, powers of 2 are
more efficient for batch processing in GPUs). This led to fine tuning my search for
learning rate from the range of [5e-4, 5e-3] and batch sizes of {16, 32, 48, 64}, as seen
in Fig. 3.9. Ultimately I found a learning rate of 5.0× 10−4 and batch size of 32 to
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Figure 3.9: Hyperparameter tuning for learning parameters: learning rate and training batch size.
The grid search for these two hyperparameters resulted in determining an optimal starting learning
rate of 5.0× 10−4 and averaging the gradient across a batch size of 32 examples per-weight update
when training the GS-DnCNN.
In addition to finding good hyperparameters for the GS-DnCNN model, the tuning
experiments also showed the strong inverse correlation between MSE and PSNR,
validating that minimizing MSE between a clean and noisy gamma-ray spectrum
optimizes the model to perform well on a perceptual metric used for evaluating noise
reduction in a variety of domains.
3.4.6 Model Training Results
The training statistic for the version of the GS-DnCNN with the best determined set
of hyperparameters can be seen in Fig. 3.10. The top graph shows the training and
validation loss curves over the course of training, while the bottom graph shows the
PSNR on the validation set during the same process. In total the model trained for
over 180 epochs. The vertical lines at epochs 1, 23, 84, 153, and 164 show the learning
rate adjustments from 5.0 × 10−4 to 5.0 × 10−8 due to plateaus of 5 epochs in the
validation loss.
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Figure 3.10: Top figure shows training and validation loss curves for best the GS-DnCNN model.
Bottom figure shows the validation PSNR for the best GS-DnCNN model. Both figures show the
learning rate decay on validation loss plateaus.
In early epochs the training loss drops quickly, showing the model is learning the
denoising function well for the training set. However, the validation loss and PSNR
are erratic due to the relatively high learning rate and running average of gradient
change, resulting in large jumps in and out of areas of the weight space where there is
a significant effect on generalization. Still, the validation PSNR trended towards good
improvements. After a local minimum in validation loss around epoch 17, resulting in
a PSNR around 78, the learning rate is annealed by a magnitude starting at epoch 23.
With this smaller learning rate finer steps are taken in the weight space leading to a
more stable descent of the loss function and therefore a less erratic, upward trend in
PSNR. After epoch 84 the loss is annealed again and the increase in metrics becomes
much more stable yet slower due to the very small learning rate and running average of
the gradient. At epoch 181 the model has reached the point known as convergence. At
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epoch 186 the learning rate is annealed again and at epoch 192 training is stopped (not
shown in figure) due to the fact that the validation loss has not decreased for 10 epochs.
Due to early stopping, where the weights from the epoch that resulted in the lowest
validation loss are saved, the final model produces an average PSNR enhancement of
22.01 dB on the validation set of examples with a uniformly distributed SNR from -25
dB to 50 dB.
Fig. 3.11 shows an application of the GS-DnCNN on a noisy gamma-ray spectrum
from the validation set. The ‘-.-’ line (green) shows the noisy input spectrum, the
solid line (blue) shows the clean target spectrum that was used to build the noisy
spectrum, and the ‘..’ line (red) shows the resulting denoised spectrum produced by
the model. As can be seen from the figure, despite an extremely low SNR, the model
suppresses virtually all noise and recreates the clean target with high fidelity, resulting
in a PSNR enhancment of 53.26 dB.





















GS-DnCNN Denoised (+53.26 dB)
Figure 3.11: GS-DnCNN denoised, low SNR spectrum from validation set with 53.26 dB enhance-
ment.
Fig. 3.12 shows the GS-DnCNN’s performance on a high SNR example from the
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validation set. Due to the extremely low level of noise, the small reconstruction
errors in the photoelectric peaks outweight the enhancement due to the surpressed
noise, resulting in a 10.08 dB corruption in the signal. However, the reconstructed
photoelectric is still a very close approximation to the desired clean target spectrum.





















GS-DnCNN Denoised (-10.08 dB)
Figure 3.12: GS-DnCNN denoised, high SNR spectrum from validation set with 10.08 dB of
corruption.
The quality of reconstruction for the validation set is a good proof of concept for
the model, however, due to the validation examples being from the same distribution
as the training examples, it is not a good evaluation of the efficacy for using the
model to denoise non-synthetic gamma-ray spectrum. Real, measured gamma-ray
spectrum contain background radiation, detector noise, and measurement error, so
there is no clean target that can be compared to a denoised measured spectrum to use
as an objective measurement. Therefore, subjective measurement is required to get a
rough idea for the quality of the learned denoising function. For testing the model,
gamma-ray spectrum from the measured platform, in this case a NaI gamma-ray
detector, are used as a test set. Fig. 3.13 shows a 300 second measurement of 235U at a
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distance of 2" from the detector and the reconstruction of the spectrum’s photoelectric
after processing it through the GS-DnCNN for denoising. As can be seen from the
figure, the model reproduces well proportioned, near Gaussian shaped photoelectric
peaks. The areas between these peaks and for energy levels above approximately 250
keV, where no photoelectric is generated by the radionuclide, is mostly or entirely
suppressed.



















Figure 3.13: GS-DnCNN denoised, 300 second measurement of 235U at a distance of 2" from the
NaI gamma-ray detector. The reconstructed photopeaks due to the denoising are near Gaussian in
shape and most of the background and noise has been suppressed.
Fig. 3.14 shows a comparison between the GS-DnCNN denoising algorithm and
the traditional noise reduction approch of background subtraction for a measured
239Pu spectrum. The top-left figure shows the raw spectrum along with the resulting
spectrum after subtracting its corresponding background spectrum. The top-right
figure shows the same raw spectrum and the resulting spectrum after being processed
by the GS-DnCNN. The bottom-left figure shows a comparison between the two
types of noise reduction, background subtraction and GS-DnCNN denoising, showing
that the GS-DnCNN successfully recreates a large mass of the key photoelectric
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energy required to identify the radionuclide without the knowledge of the background
statistics that are contained in the background spectrum that is used for background
subtraction. Finally, the bottom-right corner shows both spectra normalized by their
magnitude, showing that the GS-DnCNN denoised spectrum produced very similar
results for the strong photoelectric peaks with a significantly larger reduction in noise
between them and at energy levels above the maximum photoelectric that is generated
by the radionuclide.















































































Figure 3.14: Comparison of background subtraction vs. GS-DnCNN denoising on a 239Pu measured
spectrum from the test set. The top-left figure shows the spectrum both before and after background
subtraction. The top-right figure shows the spectrum both before and after GS-DnCNN denoising.
The bottom-left figure shows a comparison of the two versions of denoised spectrum. The bottom-right
figure shows normalized versions of both denoised spectrum. The final version of the GS-DnCNN
denoised spectrum results in very similar photoelectric distributions as the background subtraction
produced but with significantly less noise.
The above shown plutonium and uranium examples demonstrate that the GS-
DnCNN is capable of filtering out nearly all background and detector noise while
recreating Gaussian shaped photoelectric peaks with good fidelity. While it is possible
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some amount of photoelectric will be suppressed or removed during this process, it is
most likely near or below the noise floor and thus is indistinguishable. Additionally,
for radionuclide identification only a subset of the photoelectric energy produced by a
radionuclide is required to properly identify it, so visual inspection by domain experts
or automated identification algorithms should still be capable of correct classification
despite some amount of information loss.
3.5 Neuromorphic Architecture
Traditional neuromorphic implementations of NNs have been prohibitive for complex
models due to high synaptic density. Recent advances in the manufacturing of
memristors and memristive crossbars, memristors architectured in a 2D-grid layout,
have led to a significant amount of research for their use in designing and building more
complex neuromorphic models. This stems from a crossbar’s nano-size, low-power
consumption, and ability to approximate the dot-product of the input and a column
of memristors, and thus perform a vector-matrix product in parallel using the entire
crossbar.







where Vini is the ith row input voltage, Voutj is the output voltage of the jth column,
and Ci,j is the capacitance of the memristor for the ith row and the jth column of the
crossbar. However, due to the fact that capacitance cannot take on negative values,
each column of the weight matrix must be duplicated and negative values must be
represented as their absolute value. Therefore, to perform this operation there must
be one column for the positive weights, with the negative entries set to zero, and one
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column for the absolute values of the negative weights, with the positive weight entries
set to zero. The dot-product of the positive side V + is summed with the inversion of
the dot-product of the negative side V − using an op-amp, thus resulting in an output




























Figure 3.15: Neuromorphic implementation of a convolution kernel using memristors. Two dot
products are performed using a memristive crossbar, one between the input and the postive weights,
and one between the input and the absolute value of the negative weights. The output is the sum of
the first with the inversion of the second.
An example of a using memristive crossbar as described above for convolution
operations was presented by Gao et al. [32] in 2016. Their work revolved around image
classification and used 2D inputs and 2D kernels, therefore requiring dimensionality
reduction for efficient processing using crossbars. For a single 1D-convolution operation
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the output is the dot product between an input vector x and the weights of the
convolution kernel W , 〈x,W 〉, therefore no dimensionality reduction is required. A
comparison between a traditional 1D-convolution kernel used by the GS-DnCNN and a
memristive implementation where the positive and negative weights are split between
two columns can be seen in Fig. 3.15, where the input voltage Vin is represented by x,
the capacitance of the memristors is represented by the weights of the kernel W , and
the output voltage Vout is represented by y.
3.5.2 Memristive Batch Normalization and Leaky ReLU
In 2021 Ran et al. [33] presented a memristor-based implementation of GoogleLeNet,
a 22-layer deep CNN that won the 2014 ImageNet Large-Scale Visual Recognition
Challenge. GoogleLeNet utilized the newly introduced NN feature batch normalization.
Once training is complete, this operation only requires a static scaling and shifting
parameter for each output kernel in a convolution layer, operations that are often fused
into the activation function for efficiency when optimizing NNs prior to deployment.
Ran et al. shows a derivation of the final static BN operation and how it has the same
form as the convolution operation where the scaler value is represented by a diagonal
weight matrix and the shift value is a bias term. Therefore, it can also be performed
on a memristive crossbar with the output of the previous convolution as its input.
In 2018 Bala et al. [34] introduced a memristive circuit that uses a comparator
and a memristive MIN function, presented by Yang et al. [35], to perform a ReLU
activation. With the slight modification of removing the memristors and using the
comparator to trigger a single pole double throw style switch, a LReLU activation is
approximated. When the negative input to the comparator is larger than the positive
input, 0 V is passed through and the switch stays in the up position attenuating the
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summed output of the BN stage. When the positive signal at the comparator is larger
the switch moves to the lower position and the BN output is passed through.
A diagram of the two circuits can be seen in Fig. 3.16, where the input is the
positive and negative voltage outputs for a single convolution operation. The BN
additionally requires a static voltage for the bias term. Considering the scalar value γ
and offset β, and with the splitting of positive and negative weights, the BN process















Figure 3.16: Neuromorphic implementation of batch normalization and leaky ReLU using memris-
tors. The batch normalization stage scales (γ) and shifts (β) the signal. A comparator is used to
determine if the output should be linear (if positive) or attenuated (if negative) for the non-linearity.
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3.5.3 Memristive Convolutional Neural Network
In 2019 Sun et al. [36] proposed building a GoogleLeNet style CNN using memristive
crossbars, their architecture reduced the number of parameters from the original
model’s 6.8 M to 4.15 M, thus requiring 8.3M million memristors to handle both
positive and negative valued weights. The Ran et al. model used a more sophisticated
weight pruning technique reducing to 0.64 M parameters, 1.28 M memristors, increasing
the accuracy by ∼ 3% from the Sun model on the CIFAR-10 dataset to 89.83%. The
maximum power consumption of the Ran et al. model was estimated to be 11.7959







where U is the voltage across the memristor, Gt is the conductance of the memristor
at time t, and tr − ti is the off on switching time of the memristor required for a single
computation.
By applying the input to a memristive crossbar a single element for all kernels in
a layer can be computed in a single computation period. Sun et al. [37] proposed
stacking memristive crossbars with duplicate weights so as to perform all computations
for a single layer in parallel. Yao et al. [6] built and experimented with a 5-layer deep
memristive CNN and found that the parallelization technique was problematic due
to slight inconsistencies between memristor characteristics from the manufacturing
process. They proposed a method of processing three of the computations in parallel
instead of parallelizing all computation, thus reducing the amount of error. This also
assisted with the amount of latency that is produced between the calculations of the
convolution layers and the fully-connected classification layer at the end of the model
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that can be performed in a single computation period.
The GS-DnCNN model is a fully CNN, no full-connected layers, and all layers
are the same size. Therefore, all operations can be done in series which adds to the
overal latency of the system, but does not create problems within the model that
could present between different sized or types of layers. A diagram of an application
of the GS-DnCNN layer operations to a memristive crossbar is shown in Fig. 3.17.
The figure shows how the memristive crossbar can accommodate both dilated and
non-dilated convolution layers with no architecture differences, just a change in input
routing.
The tuned GS-DnCNN with 20 layers and 32 kernels per-layer contains a total of
56,640 parameters, thus would require 113,280 memristors to build using the proposed
architecture. Assuming a maximum of 5.0 V for input, a switching time of ∼ 30 ns for
HfOx metal oxide memristors as empirically determined from those manufactured for
the SSLCA by UNM, and a total capacitance for all memristors equal to the absolute
value of all the weights in the model, the estimated maximum power consumption for







BN + LReLU BN + LReLU
Figure 3.17: Neuromorphic implementation of convolution and dilated convolution layers using
memristive crossbars. For each convolution layer, the output is passed through a leaky ReLU
activation. For each dilated convolution layer, the output is passed through a batch normalization
and leaky ReLU activation. The circuitry for the batch normalization and leaky ReLU functions are
described in Fig. 3.16.
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Chapter 4
Radionuclide Identification Results Using
Gamma-Ray Spectrum Denoising
4.1 Test Set Identification and Denoising Models
The purpose of this research is to develop an efficient, neuromorphic RID, therefore
the final stage of testing consisted of seeing how well the GS-DnCNN denoising
and SSLCA worked in concert. To minimize power consumption and to maximize
the quality of match between a radionuclide template and a measured gamma-ray
spectrum, the Compton scatter predictions were not used in the SSLCA templates
for these experiments. The GS-DnCNN model was trained to remove energy due to
this phenomena and thus their addition would not assist in identification and could
actually match with photopeaks from incorrect templates where leakage occurs in
the denoising process. The removal of these predictions also results in sparse SSLCA
dictionary elements for the radionuclide templates, which drastically lowers the overall
required capacitance of the model’s memristors and therefore power consumption.
I tested several of the top performing GS-DnCNN models trained during the
tuning procedure using the SSLCA to classify radionuclides in the test set spectra
after denoising. I discovered that the previously discussed best model, with 32 kernels
per-convolution layer, was slightly overfitting to the validation set since it came from
the same distribution as the training set, and therefore did not generalize as well to
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measured spectra as a narrower, 16 kernels per-convolution layer model. Additionally,
I found a slightly higher L2-regularization of 1.3 along with no L1-regularization
also resulted in slightly better generalization. The reduction in kernels per-layer
significantly reduced the number of parameters in the model from 56,640 to 14,496,
requiring only 28,992 memristors to build. However, despite a slight increase in L2-
regularization, the removal of L1-regularization resulted in a higher overall magnitude
for the model’s weight values, which in turn would require a larger capacitance for
many of the memristors. So despite a nearly 34 reduction in the number of memristors,
there is only a slight drop in the estimated power consumption from ∼2.03 µW to ∼1.9
µW. All results shown and discussed in this chapter use this smaller, more efficient
GS-DnCNN model which is tested using the NaI measured gamma-ray spectra test
set.
4.2 Test Set Identification Results
Fig. 4.1 shows the overall SSLCA accuracy for the test set spectra using no noise-
reduction, background subtraction, and GS-DnCNN denoising. The accuracy is
calculated by the total number of correct, rank-1 predictions, the radionuclide template
that matches the spectrum the closest as determined by the SSLCA after applying
its sparse coding optimization. With no noise-reduction, the SSLCA’s identification
accuracy was approximately 39.62%. Using GS-DnCNN denoising the accuracy
increased by nearly 20% to 58.49%. Due to the knowledge of a close approximation of
the background statistics, since the background is sampled from the same location
prior to introducing the source radionuclide, the background subtraction performed
approximately 11% better, 69.81%, than the GS-DnCNN which has no inherent


























Figure 4.1: Comparison between SSLCA radionuclide identification results for spectra in the test set
with no noise-reduction, background subtraction, and GS-DnCNN denoising. Identification accuracy
increases by nearly 20% when the spectra are denoised using the GS-DnCNN. When the background
statistics are known and subtracted from the spectra, identification accuracy is 11% better than
when denoised with GS-DnCNN which does not require knowledge of the background.
4.3 Test Set Identification Results by Radionuclide
Fig. 4.2 shows a comparison of the SSLCA accuracy by radionuclide for the test set
spectra using no noise-reduction, background subtraction, and GS-DnCNN denoising.
For radionuclides 152Eu, 235U, and 57Co, the performance using GS-DnCNN denoising
is as good or better than when using background subtraction. For the other three
its performance was worse, however, it was still as good or better than when no
noise-reduction was used. This shows that despite any potential corruption or loss of
information in the reconstruction of a spectrum output from the GS-DnCNN, there is
no reduction in overall performance compared to the baseline of the raw, measured
spectrum.
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Figure 4.2: Comparison between SSLCA radionuclide identification results by radionuclide for
spectra in the test set with no noise-reduction, background subtraction, and GS-DnCNN denoising.
For half of the six radionuclides tested, SSLCA identifcation results are the same or better using
GS-DnCNN denoising compared to background subtraction. For radionuclides that the GS-DnCNN
performed worse than background subtraction, results are as good or better than no denoising.
4.4 Test Set Identification Results by Signal to Noise Ratio
Fig. 4.3 shows for each of the spectrum in the test set its SNR and whether or not
the SSLCA resulted in a correct prediction. These results are also reported for no
noise-reduction, background subtraction, and GS-DnCNN denoising. The SNR values
are approximated by using the time-normalized background subtracted spectrum as
the source and the time-normalized background as the noise. As can be seen from the
figure there is a fairly uniform distribution of SNRs from 0 dB to -25 dB along with
several between 0 dB and 25 dB. Unfortunately the SNRs are highly dependent on
the nuclear material source intensity and decay rate and therefore the radionuclides
are not uniformly distributed across the SNRs.
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Figure 4.3: Correct and incorrect identifications by SNR for spectra in the test set with no noise-
reduction, background subtraction, and GS-DnCNN denoising. The GS-DnCNN has a lower SNR
tolerance for correctly identifying radionuclides compared to no-noise reduction, -2 dB vs. 3 dB
respectively. Background subtraction performs better throughout the range of SNRs, however, the
GS-DnCNN has a 24% increase in accuracy for classifications below 0 dB than prior to denoising.
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Comparing the top graph of the figure (no noise-reduction) with the bottom
graph of the figure (GS-DnCNN denoising), it can be seen that the first incorrectly
classified spectrum has a significantly lower SNR when applying GS-DnCNN denoising
compared with no noise-reduction. The SSLCA begins incorrectly classifying spectra
without noise-reduction around 3 dB SNR, while with GS-DnCNN denosing the upper
bound for incorrect identifications is slightly below -2 dB. Despite a single outlier,
with background subtraction the upper bound for incorrect classifications is around
-7 dB. Below these upper bounds the increase in incorrect classifications increases as
the SNR levels decrease. This is most notable for the raw, no noise-reduced spectra
which are almost entirely incorrect below the stated upper bound. The GS-DnCNN
denoised spectra produce over twice the number of correct predictions below 0 dB
than with no noise-reduction, increasing the accuracy in this range by 24%. However,
it still incorrectly classifies more than it correctly classifies in the same region. The
background subtraction on the other hand while still incorrectly classifying several
below its upper bound, correctly identifies more. Both the background subtraction
and GS-DnCNN denoising both result in the same lowest correctly classified spectrum
with an SNR of -19.83 dB.
It is important to note that for all but one spectrum that was correctly classified
with no noise-reduction, the GS-DnCNN denoised versions were also correctly classified,
once again showing that despite any reconstruction error that results due to this
denoising process the identification results are almost always superior to no noise-
reduction.
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4.5 Analysis of Test Set Results
Fig. 4.4 shows a visualization of the SSLCA’s analysis of the lowest SNR spectrum
(-19.83 dB) that resulted in a correct identification. While the SSLCA did make a
rank-2 match with the correct 235U template using the raw spectrum, it is not the top
match and therefore is not counted as a correct identification for the accuracy results.
Using background subtraction the match increased by 17% compared to the raw
spectrum, resulting in a top match and thus a correct identification. The background
subtraction (middle graph), notably reduced the background compared to the raw
spectrum (top graph), but a significant amount of noise is still present which can
be seen comparing it with the 235U template in the figure, the ‘-.-‘ hatched line
(red). Due to this, much of the photoelectric is obscured by the relatively high noise
floor, therefore a significant amount of the matching with the templates comes from
background not source.
Using GS-DnCNN denoising the match was 33% higher than with the raw spectrum,
also producing a correct identification. The GS-DnCNN denoised spectrum (bottom
graph) resulted in a significantly larger suppression of background and noise, as noted
by the majority of the spectrum having an intensity near or equal to zero. The recon-
struction of the major 235U photopeak at 185 keV fits nicely with the corresponding
template. The smaller 89, 93, and 142 keV photopeaks are not reconstructed as well,
but there is still enough area to assist in increasing the match by 18% compared to the
background subtraction. Large clustering of background above the local average in the
model’s receptive field around 80 and 110 keV generated false peaks that result in small
but notable rank-2 and rank-3 matches. However, the rank-1 match is 43% higher
than the rank-2 match and therefore is clearly a much more confident prediction.
Fig. 4.5 shows a visualization of the SSLCA’s analysis of the highest SNR spectrum
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(-2.27 dB) that resulted in an incorrect identification using GS-DnCNN denoising.
With the raw spectrum the SSLCA did not successfully identify the 137Cs in any of the
top 3 ranked matches. While the one and only notable photopeak for the radionuclide
at 661 keV is clearly visible to the eye, the noise floor at lower energy levels is much
larger and completely matches several photopeaks from other radionuclide templates
that produce energy in that range.
Using background subtraction the lower energy background is reduced enough to
make the 661 keV photopeak the dominant energy in the spectrum. Therefore, the
SSLCA correctly identifies the 137Cs as a rank-1 match. However, the noise floor at
the lower energies is still relatively high resulting in rank-2 and rank-3 matches that
are only 19% and 26% lower respectively.
The GS-DnCNN once again does a very good job squashing the noise floor to at or
near zero through most of the spectrum. However, it does a poor job of reconstructing
the 661 keV photopeak. Additionally, large false photopeaks are generated at 60 and
185 keV which partial match photopeaks in other templates. Therefore, the correct
137Cs radionuclide is not present in the top 3 ranked matches.
Fig. 4.6 shows a visualization of the SSLCA’s analysis of another 137Cs spectrum
that resulted in an incorrect identification for both the raw spectrum and the GS-
DnCNN denoising, but correct using background subtraction. With GS-DnCNN
denoising the 661 keV photopeak is reconstructed with a sufficiently large magnitude,
however the width and height of the photopeak does not match well with the expected
shape from the template and therefore only results in a rank-2 match of 39%. Due to
several large spikes in background at lower energies, false peaks are generated at 70
and 185 keV that match well to photopeaks from other radionuclide templates. The
top ranked 201Ti has a decent but not high match of 53% while the correct 137Cs match
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is only 14% lower. In this case the rank-1 match could represent a low confidence
prediction and rank-2 and or rank-3 matches might be considered.
For the purpose of threat reduction it is more tolerable to allow false alarms,
incorrectly predicting the presence of a dangerous material, vs. false rejections,
not predicting a present dangerous material. Therefore, confidence levels could be
determined from the magnitude of a match and the relative differences between
subsequent matches, allowing for the use of rank-2 and rank-3 matches as alternate
predictions when the top match is not large enough or is close to the rank-2 or 3
match. This type of prediction scheme could be used to correctly identify a spectrum
like this where the rank-1 match is not sufficiently high and the correct match is not
significantly below it, leading to a much lower false rejection rate and thus a higher
probability of detecting and identifying clandestine material.
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Figure 4.4: Visualization of the lowest SNR (-19.83 dB) spectrum which the SSLCA corectly iden-
tified using both background subtraction and GS-DnCNN denoising. After background subtraction
the SSLCA determined a 52% match with the correct 235U template. Using GS-DnCNN denoising
the match was 18% higher compared with the background subtraction resulting from a good fit with
the reconstruction of the prominent 185 keV photopeak and since most of the noise floor has been
suppressed.
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Figure 4.5: Visualization of the highest SNR (-2.27 dB) spectrum which the SSLCA correctly
identified using background subtraction but incorrectly identified using GS-DnCNN denoising. With
background subtraction lower energy level noise is reduced while the correct radionuclide’s (137Cs)
main photopeak at 661 keV is not notably affected. After GS-DnCNN denoising the reconstruction
of 661 keV photopeak is significantly smaller, resulting in an incorrect identification.
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Figure 4.6: Visualization of a 137Cs spectrum which the SSLCA correctly identified using background
subtraction, but is not the top match using GS-DnCNN denoising. After GS-DnCNN denoising the
reconstruction of the 661 keV photopeak has approximately the correct magnitude, but is about 10
keV narrower at FWHM compared to the template, resulting in a rank-2 identification.
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Chapter 5
Conclusion & Future Work
5.1 Conclusions
First, this research has shown that the SSLCA achieves a near 89% accuracy on the
radionuclide identification task using a test set of gamma-ray spectra measured with
a low-resolution detector, within 2% of the performance achieved on the same test set
using an industry standard, SOTA algorithm. Next, that the GS-DnCNN produces
desirably sparse gamma-ray spectra due to the suppression of nearly all background
radiation and detector noise, along with producing well defined photoelectric peaks.
Finally, that the SSLCA’s radionuclide identification accuracy increases by nearly
20% when using the two neuromorphic algorithms together compared with no noise-
reduction.
It is estimated that the two neuromorphic algorithms together consume approxi-
mately 8 mW, over 99% less than the benchmark radionuclide identification algorithm
GADRAS. Due to the GS-DnCNN’s ability to suppress nearly all background and
noise, not only does the input to the SSLCA become sparse, but the SSLCA’s radionu-
clide dictionary elements can be sparsely represented since they no longer have to
compensate for physical interactions due to non-photoelectric effect. This sparseness
reduces power consumption due to less voltage being passed through the input of
the SSLCA along with many of the dictionary elements’ memristors not requiring a
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capacitance.
Clearly, in an ideal scenario, knowing the ground truth of the background statistics
and performing background subtraction produces notably higher identification accura-
cies. However, background subtraction is not always a reliable or efficient process. As
seen and discussed in Section 4.5, background subtraction does not suppress all noise
since even if the background is static, collection is Poisson distributed and thus is
different between each measurement. Due to this, gamma-ray spectra will not be sparse
and therefore the use of background subtraction requires more power consumption
than GS-DnCNN denoising for the SSLCA or any other radionuclide identification
algorithm. Background radiation can also change over time, so an RID would have
to continuously sample and average background and an anomaly detection algorithm
would be required to determine when to stop sampling due to the presence of new,
strong sources. Both of these are computationally expensive and power consuming
tasks.
The GS-DnCNN allows for the denoising of static, measured spectrum from any
location, without the need for a current background measurement of the area which may
not be available. Additionally, since the purpose of these algorithms is to be deployed
in an automated or handheld device, if entering a new location like a battle field or
near a nuclear reactor where there is the potential for already existing dangerous levels
of radioactivity, there is no way to sample the background and perform background
subtraction.
The GS-DnCNN and SSLCA together have been shown to perform radionuclide
identification well, but are far from the required SOTA needed to perform such a critical
task as preventing a nuclear incident due to domestic or foreign terrorism. However,
the algorithms have important properties, such as low power consumption, needed
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for long-term, independent monitoring, and the ability to increase the probability
of identifications when background levels are unknown. Due to these high value
properties, more research and further development of the GS-DnCNN and SSLCA
could lead to improvements that would make them indispensable tools for radiation
threat reduction.
5.2 Future Work
In the last few years there has been a significant amount of research devoted toward
using unsupervised learning for generative and denoising tasks. Unsupervised learning
uncovers high level structure in data and learns latent representations of it without an
explicit objective. In 1985 Rumelhart et al. [38] introduced a novel NN architecture that
performs this task exceptionally well which has now become known as an Autoencoder
(AE).
The model consisted of N inputs units, log2N hidden units, and N output units.
It was trained to learn bit encodings by objectively learning to reproduce the inputs
at the output units. Due to the bottleneck created by the smaller number of hidden
units, the dimensionality of the data is decreased, forcing the model to learn a code
that can be encoded and decoded similar to a type of compression. When no non-liner
activations are used for the units, the model performs a generalization of Principal
Component Analysis (PCA), where a signal is decomposed into orthognal vectors
ordered by direction of greatest variance. In 2006 Hinton et al. [39] showed that
adding non-linearities to the model resulted in a generalization of non-linear PCA,
and that using the equivalent number of hidden units as PCA components resulted in
a significantly lower reconstruction error.
PCA is a traditional approach to signal denoising, but since gamma-ray spectra
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are implicitly one-dimensional, dimensionality reduction is not possible. However,
AEs learn latent codes from the high level structure of data, discarding low level
information like noise, and can be used to reconstruct sparse, yet informative sections
of an input signal. Therefore, they are a natural choice for denoising signals of any
dimensionality. Additionally, unsupervised learning does not require labeled data, and
therefore synthetic data would not have to be used to train a model since clean targets
are not required.
For future work I would like to investigate the use of unsupervised learning and
AEs for the task of gamma-spectrum denoising. With the use NNs, a non-linear
encoding of a gamma-ray spectrum’s high level features (photopeaks) could be learned.
Using a deep model, where the number of hidden units is gradually decreased and
then increased back to the input size over several layers, a multiple step encoding and
decoding can be learned. This deep representation would allow a model to have the
capacity to learn a complex transformation that reconstructs the most informative
sections of a noisy gamma-ray spectrum. By training an unsupervised model using
measured gamma-ray spectra, latent features could be learned that are not reproducible
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A.1 Gamma-Spectrum Denoising Code Repository
All code relating to the gamma-ray spectrum denoising algorithm, the GS-DnCNN,
and the GS-DnCNN AE is publicly available through Github under the MIT open
source license at: https://github.com/mpc6/gamma-spectra_denoising. The simulated
radionuclides and measured background are included which are required to build the
training and validation sets. The NaI measured radionuclides are also included
for testing purposes. The GS-DnCNN was developed using the PyTorch machine
learning framework. The dataset generation, training, and testing scripts are fully
parameterized with default values set to reproduce the results presented in this
document. Script descriptions and usage are presented in the readme file associated
with the repository.
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