Abstract Automatic summarization techniques allow to reduce the impact of the exponential growth of multimedia data creation by cutting down the content of a media item to its essential parts. However, novel approaches for summarization should be developed since existing methods cannot offer a general and unobtrusive solution. Considering that the consumption of multimedia data is more and more social, we propose to use a physiological index of social interaction, namely physiological linkage, to determine general highlights of videos. The proposed method allows the detection of highlights which are relevant to the majority of viewers without requiring them any conscious effort. Experimental testing has demonstrated the validity of the proposed system which obtained a classification accuracy of up to 78.2%.
Introduction
The rapid rate of multimedia creation motivates the development of novel multimedia management and indexing methods. These methods are facing many challenges such as the semantic gap and the complexity of multimedia data. In this context, tagging can be used as an effective indexing method for wide multimedia data. In addition, since tags are usually given by users, this approach is likely to reduce the semantic gap. Summarization techniques are fundamental to manage the very large amount of video data since they allow to reduce the content to its essential parts. Summarization can thus be considered as a form of tagging with video sequences being "tagged" as an highlight (i.e. a relevant and essential part of the video) or non highlight.
Major improvements have been made in the multimedia indexing and retrieval field over the last years thanks to different tagging techniques, such as usergenerated tags and social networks. Some of these tagging methods have brought a new approach, human-centered tagging, by which the data are tagged by the users. An improvement to these methods is presented in the previous chapter with the use of implicit tagging which aims at reliably extracting tags from non-verbal behaviors of users who are confronted to multimedia data [1] . These new tags, such as emotional keywords, are supposed to be more robust, more useful and more convenient for content recommendation or retrieval as they are unobtrusive and uncontrollable.
In the perspective of highlights detection in movie scenes, emotions are essential. The movie structure, the plot and the narrative are carefully designed by directors to elicit strong emotions from the spectators. This is the reason why movies have often been used for emotion elicitation studies [2] . The emotional moments of movies can then be considered as strong highlights. As a consequence the spectators' emotional responses are reliable indicators for highlights detection. Moreover, as emotions enhance the memory [3] , highlights corresponding to the spectators' emotional response peaks are potentially the most memorable ones, which is also a desirable property of detected highlights.
Automatically detecting emotions is one of the main aim of affective computing [4] . This field of research is thus of high interest for implicit tagging and emotional highlight detection. Researchers have proposed to use several modalities to automatically detect human emotions [5, 6] . This include facial expressions, speech and also physiological signals. Although it is clear that a multi-modal approach should be favored for accurate emotion assessment [5, 7] , the physiological signals can be considered as very reliable since, when measured with the appropriate sensors, they are difficult to hide or fake. So far, affective computing has mostly focused on the detection of a single person emotional experience. However, emotions often emerge during social interactions and it would thus be valuable to switch the unit of analysis from the person to the group. This can for instance be achieved by computing physiological linkage which measures the extent to which the physiological signals of two people are dependent from each other [8] .
Physiological linkage can occur during any social interaction, but also due to the common interpretation and perception of a stimuli. For example, the spectators, feeling empathy with the movie characters, having similar emotional reactions to the movie content and experiencing social emotional contagion in the case of multi viewers' show, are expected to have synchronized, similar physiological reactions. It is expected that this form of linkage should increase during moments of the movie when most spectators are strongly moved and engaged in the movie. Physiological linkage can then be considered as a reliable indicator of highlights where most spectators were emotionally and similarly impacted [9] . Based on the above observations this chapter proposes a new approach for highlights detection in videos. The proposed approach is based on the analysis of several spectators' physiological signals. It is thus a social approach that provides a userindependent or general (as opposed to personnalized) summarization of the videos by aggregating the subjective experiences of all spectators. The use of physiological measures also has the advantage of not obstructing the watching of the video in comparison with methods that request users to explicitly give information. One of the central ideas of the proposed work, linked with the social media, is thus to record several spectators' physiological responses and to consider high physiological linkage sequences [10] as highlights. This technique enables to obtain an accurate and general summary of the video. It is important to clarify that this method does not require to recognize emotions since it is sufficient to compute linkage directly between spectators' physiological signals. However, it is expected that linkage results from the synchronization of spectator's emotional states.
In the folowwing, the implementation of the proposed new method for video highlight detection will be detailed and the obtained results on a collected database of physiological responses will be discussed. The detection of highlights in video can be seen as a binary tagging process. Therefore, this human-centered method uses the viewers' physiological responses to tag a video sequence either as a highlight (the positive class) or not (the negative class). Based on the literature, we expect that movies elicit strong and synchronous emotional responses in spectators that can be perceived by measuring their physiological signals. In consequence, the system we propose for highlight detection is based on the following hypothesis: the moments when viewers' physiological responses are highly linked correspond to the highlight sequences of the scene.
To answer this hypothesis the chapter is structured as follows. Firstly, a summary of the work related to the proposed method is given. It focuses on the importance of social considerations for affective tagging in index-retrieval processes and also describes physiological linkage. It then thoroughly explains the existing video summarization techniques, both internal and external with a particular focus on the closest techniques to the proposed work. Secondly, the user-independent system developed is described. This includes explanations of the concept, the signals processing, the physiological linkage method applied, the classification methods used and the stimuli-reaction delay management. Thirdly, the proposed system is evaluated based on the physiological data collected in a previous experiment. In this phase particular attention was given to the collection of a reliable ground-truth. The results validating the proposed approached are then presented and discussed. Finally, the chapter ends with a summary of the work done, the issues that remains and the associated future works.
Related work

Social and affective tagging
The act of tagging is a well-known and largely applied method which has been used very often to simplify the description of complex data by experts in their domain. With the development of the web 2.0, this method has become collaborative [11] . The action of associating a tag to a data is no more done by a single expert but by a large number of users. Users who are free to use their own terms to describe the content of the data they are rating. When there is a very large amount of data to process, such as on the web, the collaborative tagging process is the most useful [12] . However, since any user is free to tag data as they want this approach is not fully reliable. Users tend to tag data for personal reasons (selfishness) and social reasons (reputation) [13, 14] . Therefore, applications based on this process suffer from lack of objectivity and reliability. These limitations also demonstrate the importance of social factors in tagging processes.
A solution to improve tagging reliability is to rely on the implicit cues given by multimedia consumers rather than on their explicit evaluation of the multimedia material. This human-centered method is known as implicit tagging [1] and is discussed in the previous chapter. Most of the work on implicit tagging have focused on affective tags since affect is a highly relevant criterion for multimedia indexing and retrieval based on preferences. Affective tags are also useful to partially bridge the semantic gap. The tags used in this method are linked with spontaneous reactions of the users to the multimedia content they are experiencing, they can be based on the user's facial expression [15] but several studies have also successfully investigated the use of physiological reactions [16, 17, 18] .
Affective implicit tagging is possible thanks to the work carried out in the field of affective computing [4] . This field has mainly two aims :
1. the detection and recognition of emotions : computers should be able to detect users' emotional changes based on different signals recorded through specific sensors; they should also be able to recognize users' emotions; 2. computer affective reactions : computers should be able to simulate emotions and empathetic reactions, mainly to improve the human-computer interaction; this branch is motivated by the Turing test [19] .
The research in this innovative field has lead to several models for the detection and recognition of emotions. It has also described three main channels for affective expression : visual, audio and physiological. Within the human-computer in-teraction (HCI) development, affective computing applications range from e-health service [20] to affective game [21, 22] . Whatever the topic, every work in affective computing has helped to better understand the user's experience, including those employing physiological signals [23, 24, 25] . Different physiological signals from both the central and the peripheral nervous system have been used for the purpose of emotion assessment [6, 26, 27] . This includes electroencephalography (EEG) which measures brain electrical potentials, electrodermal activity (EDA), which measures the resistance of the skin (an index of perspiration), blood pressure (BP), heart rate (HR), respiration, temperature and electromyography (EMG), which measures the electrical activity produced to control muscles.
Affective computing allows to infer the emotional experience of one person. However, various media are produced and consumed socially, in a maner involving more than one person. This is for instance the case of music and movies which are very often produced by bands and teams that interact during the whole creation phase. This social aspect of creation has for instance encouraged the creation of social musical instruments [28] . Furthermore, people enjoy sharing and exchanging media as well as the experiences they felt during their consumption. Finally, they also gather together in theatres and festivals to watch movies and listen to music. There is now clear evidence that the emotional expression of a person can shape the emotions of their neighbors [29, 30] . The experience of users should thus not be considered independently of each other and some measures of joint mediated social interactions should be determined. This is in line with the work done in the field of social signal processing [31] which aims at improving the social abilities and social intelligence [32] of computers. In this context, a measure of social interaction can help to better understand and quantify social processes [33] but can also be used to provide new multimedia tags.
Social interaction and physiological linkage
Social interactions are lead by signals given by the communicators; they inform on the best behavior to adopt within the interaction. The signals given from one communicator to another are mainly gesture, posture, facial expression and voice prosody. However, physiological signals also carry relevant social information since they are modulated by affective reactions [34] . Social effects do not only occur in a classical one-to-one communication, interactions also happen when experiencing shared material, such as music and movies [28] . Participants are socially linked when experiencing such multimedia content together, they feel the others presence as well as they share similar emotions, such as joy through smiling and fear through screaming. This social context induces emotional contagion [29] which is the emotional convergence of participants who are influenced by others reactions. This fact represents the importance of social context on physiological responses since it emphasizes the linkage between participants' reactions. From another perspective, in the case of movies, viewers can feel in empathy with a character. Depending on their involvement in the movie, they can experience social presence by feeling to be linked with a movie character or imagining themselves in the character's situation [35, 33] .
As proposed in [33] physiological linkage is an interesting measure to study mediated social interactions. Physiological linkage has been originally proposed by Gottman [8] and measures the extent to which physiological signals of two people are dependent from each other. The most straightforward method to infer physiological linkage is to compute correlation between two physiological signals. However, several other methods can be used [33] : coherence measures allow to determine if signals oscillate at the same frequency by switching from the temporal to the frequency domain; Granger causality and similar methods based on linear autoregressive models accounts for non-independence of time-series samples; and methods from non-linear dynamical systems, such as synchronization measures [36] , enable to deal with non-linear signals.
Physiological linkage have been shown to be related to several social processes. In [37] the authors observed a higher level of physiological linkage during conflicting interactions compared to low intensity non-conflicting interactions of married couples. Levenson et al. [38] also demonstrated that physiological linkage is related to accuracy of rating others feelings which can be considered as an indicator of empathy. More recently Henning et al. [39, 40] have analyzed physiological linkage in the context of collaborative processes. They discovered that linkage is associated to team performance [39] when playing on a collaborative video game. However this results were contradicted by a later study [40] that concluded physiological linkage was inversely proportional to self-reported team productivity, quality of communication and ability to work together. While the studies cited above focus on the use of peripheral physiological signals, it is also possible to compute linkage and synchronization between a pair of brain signals. For instance it has been demonstrated that inter-person brain signals synchronization occurs during imitation of the other [41] . Concerning movies, it has been shown in [42] that synchronization can also occur during natural visualization of films and it is argued that inter-brains synchronization can be understood as supporting the coordination of actions and the common understanding of the environment [43] . Finally, the analysis of synchronicity and linkage is not limited to physiological signals but can also be used to measure synchronous social behaviors has done in [28] for musicians. All these results clearly demonstrate that physiological linkage is associated to several types of measurements and situations involving social interactions.
Automatic highlights detection in videos
The automation of highlights detection or extraction from video is a far-reaching subject. With the exponential growth of video media, it becomes essential to have some algorithms able to summarize video content. The aim of video abstraction is, in general, to put together the highlights of the video. The first step of video summarization techniques is then the detection of user-independant highlight sequences which are considered as relevant by the majority of viewers. The second step of a complete summarization method includes the cut of the highlight sequences from the video stream, respecting the video structure (scenes, clusters, shots) [44, 45] and the reconstruction of the summary with the selected highlights.
The vast quantity of videos induces a huge variation of genres. The differences between genres can be significant and, most important, the definition of highlights can be extremely diverging. For example, a soccer match video summary will be mainly composed by goal actions while the highlight of a drama scene will be a wave of sadness. It is then obvious that the goal of a general method raises great difficulties.
In the current literature, two categories of video abstract methods are reported [46, 47] as well as the combination of these two categories.
Internal summarization techniques are based on the analysis of low-level features present within the video stream, such as color or speech. Many interesting techniques have been developed with promising results. For example, a method based on the grass proportion in the video, the slow-motion effect and the cinematic of the scene was implemented for soccer match summarization to detect goals, slowmotions and referee actions [48] . Its global correct classification rate reaches 89%. The recall of the method is impressive, more than 90%, but the precision is about 40%. However, internal techniques face a certain number of remaining challenges, in particular the semantic gap and their highly domain-specific design which makes the goal of a general method utopian. Though, they appear to be very popular and effective techniques for the sport videos [48, 49, 50] due to the structures of sport games and the interferences of the spectators.
External summarization techniques are based on features entirely external to the video, such as user's description of the video. The information used by these techniques to summarize the video can be of two types :
1. user-based, sourced directly from the user, such as from the facial expression of the user [51]; 2. contextual, sourced from the context of the user but not the user himself, such as the video recording GPS position [52] .
These techniques try to summarize videos with a higher level of abstraction. They reflect better the comprehension of the user and thus reduce the semantic gap. In spite of this huge advantage over the internal summarization techniques, implementations of such techniques are rarer [46, 47] .
In survey written by Money et al. [46] , three key external techniques are reviewed. The first one is contextual and unobtrusive as it does not require the user to give any information consciously. It consists in fixed-position video cameras and integrated pressure-based floor sensors tracking the location of user activity in the home during the capture stage. The video can then be summarized according to the characters' positions in the house and their footsteps analysis. The two other reported studies are both obtrusive since based on manual annotations of the users [53, 54] . These descriptions are detailed and domain specific, in this case for baseball and soccer. Moreover, two out of the three techniques reported produce personal summary and are therefore user-dependant. Although external summarization techniques might reach a general method, existing approach are too costly to the end user.
Another existing external technique is the detection of personal highlights through facial activity [51] . This method tracks motion vector of 12 points on the participant's face. An experiment on ten participants was conducted. The participants watched eight video clips of different genres and reported highlights annotations at the end of the clip. The best precision result is 40% and the authors reported that the best point on the face varies for each participant. Consequently, this method cannot be extended to a user-independant technique.
In the perspective of what has been done, the analysis of user's physiological responses for video summarization, a new user-based external summarization technique, can dramatically reduce the user conscious implication and improve the external summarization techniques. This is an almost unexplored branch. The most and only advanced work, to our best knowledge, is ELVIS [47] . It is a full system of personal video summarization based on five physiological signals (electro-dermal activity, heart rate, blood volume pulse, respiration rate and respiration amplitude). It is motivated almost by the same reasons than this project : video content elicits strong physiological responses from the user, highlight sequences elicit stronger responses and these responses can be detected by recording physiological signals. The authors explore whether user's physiological responses can serve as new information to produce personalized video summaries. The result is a user personalized video summary corresponding to the favourite segments of the user. The signals from a single-user are processed to obtain high and low values and are then combined to form a physiological significance index. Highlights are identified as the most significant segments. The system is precisely evaluated thanks to a large-scale experiment conducted over 60 participants. Not only physiological signals were recorded during these sessions but participants also reported what was the highlight sequences for them. This allowed at thorough analysis of their system (cf. Table  1) . ELVIS has showed the usability of users' physiological responses as information for video summarization. However, they use single-user signals in order to compute personalized summary and therefore cannot propose a general approach.
As a summary, most of the reported internal techniques focus on sports highlights which reduce their interest since they are not extendible to other genre of videos. One of the disadvantages of existing summarization techniques is their lack of users' self-reported highlights for ground-truth construction. The evaluation of the techniques is then not based on the opinion of media consumers but on the evaluations of a unique experimenter. Finally, the few external summarization techniques reported are designed to produce personalized summarization for a single-user. This lack of generalization both for the type of videos (sports, drama, horror, comedy, etc) and for the majority of users opinion is the main drawback of existing techniques. In order to achieve a general video summarization technique, it is necessary to compute the summary based on the information gathered from several users and to evaluate such a system on a strong reference obtained through users' self-reports.
System definition
The new general, unobtrusive external video summarization technique proposed in this chapter is defined in the following section.
Concept
The system aims to provide a novel highlights detection method in order to compute user-independant summaries of videos. The major challenges are the difficulty to reach a general method -that is a method which detects sequences considered as relevant for a majority of viewers and content-independent -and the difficulty to have an unobtrusive approach -that is an approach which will not require any effort to the end user. Considering all the facts reported in the previous section about tagging, the right way forward seems to be a human-centered implicit-tagging. This approach is the most likely to bridge the semantic gap since it relies on the user's comprehension of the multimedia content.
With the evolution of affective computing, recording of emotional reactions through physiological signals allows to detect user's affective changes. Using modern sensor, these parameters can be obtain without any conscious effort from the user. It represents therefore an unobtrusive technique able to provide reliable tags. Since emotional reactions are common to everyone, they can lead to general tags. The system is designed as a user-based external summarization technique which tags every instant of the video as highlight or non-highlight on the basis of the par-ticipants' physiological responses.
Though emotions make sense to everyone, not everyone has exactly the same reactions to movies; thus, to guarantee a user independant method, it is necessary to combine the physiological signals of several participants together to obtain the general highlight sequence. This is the main difference with existing summarization technique based on single-user physiological responses and which produces personalized summary [47] .
Due to the structure of movies and the definition of highlights, highlight sequences are the most emotional and therefore elicit the strongest emotional reactions. Consequently, the detection method is the following : the moments when participants' physiological signals are highly linked correspond to highlight sequences of the video. The concept of the system is to compute inter-users physiological linkage to detect general highlight sequences without any effort required from users.
With this design, the system is likely to detect general highlights. Moreover, with its social approach, it allows to detect social interaction, such as emotional contagion, which should enhance the generality of the algorithm. As the emotions improve the memory [3] , the highlights detected with this system should be the most memorable ones. The method belongs to the category of external summarization techniques but only concerns the detection of highlights and do not include the summary reconstruction.
Physiological linkage
The system concept is based on the linkage between several participants' emotional responses. These responses are represented by participants' physiological signals which are recorded during the viewing of the videos and stored as time-series. Figure 1 presents the scheme of the physiological linkage concept with two participants (user 1 and user 2). One of their physiological signals is recorded while they are watching video V, the corresponding time-series is presented for each participant. These two signals are then given to the physiological linkage (P.L.) unit which computes the physiological linkage and gives a metric vector of the linkage as a result. Highlight sequences can then be extracted from this metric as the highest values. On the figure, two periods can be identified. The x period corresponds to the signals randomly oscillating around their mean and corresponding to a low physiological linkage (non-highlight). The y period corresponds to an event in video V inducing some coupling in the physiological activity and resulting in high physiological linkage (highlight).
The physiological linkage computation is realized with a sliding-window correlation between every possible pairs of participants. When more than two participants physiological signals are available it results in as many linkage metric vectors as 
Sequences classification
Once the global linkage metric vector obtained for a video, the highlights are extracted by classification using the best limit on the metric. This is performed by a support vector machine (SVM) classfier, which was previously trained with the datasets presented in the system evaluation section. Two approaches are experimented, the first one uses only a single-signal to extract the highlights and the second one combines multi-signals to extract the highlights. This second method aims to obtain better results by increasing the system dimensions and by taking advantage of physiological signals combination.
System evaluation
The parameters of the system specified, this setup had to be tested and its results thoroughly analyzed to determine whether the user-independant and unobtrusive system goal is reached.
Physiological signals recording and preprocessing
The physiological signals used to test the proposed system were recorded in an experiment previously conducted for the purpose of emotional implicit tagging [55] . This dataset is composed of 64 scenes extracted from eight movies at the rate of eight scenes by movie. A subset of 26 scenes out of the 64 was created by experimentators for this work. The selection is distributed among four major genres :
This representative genre distribution is necessary to test the generality of the system. Each scene lasts about two minutes and, based on the experimentators' judgment, contains an emotional event.
The physiological signals were recorded for 8 healthy participants, three females and five males from 22 to 40 years old. Six physiological signals were recorded but only five are used in this work :
• electromyogram (EMG) from right Zygomaticus major : measure of the activation of this muscle, involved in smile and laughter; • electromyogram (EMG) from right Frontalis : measure of the activation of this muscle, involved in attention and surprise; • blood volume pulse (BVP), using a plethysmograph: measure the relative change of blood pressure on the top of the thumb; • electrodermal activity (EDA) : measure of the skin resistance between the index and the middle fingers; • skin temperature : measure of the skin temperature with a temperature sensor placed on the top of the little finger.
The preprocessing of each kind of signal was done according to the guidelines found in the literature [56, 57, 58 ] (see Table 2 ). For all the signal a high-pass filter was applied to remove drifts. Some signals were also corrected by computing their logarithm in order to normalized their range across participants. The envelope of the EMG signals was computed by taking the absolute value of the filtered EMG and applying a running average window. Heart beats were detected from the BVP signals by identification of local maximums.
EMG high-pass 10 Hz, absolute value, running average window of size 0.5 s, logarithm BPM (from BVP) low-pass 5 Hz, beat detection, beat correction EDA low-pass 3 Hz, logarithm Skin temperature low-pass 1 Hz Table 2 Physiological signals preprocessing
Highlights in scenes reference
The demonstration of the system generality goes through a thorough evaluation which requires a highlights ground truth in the used scenes. This information is compulsory to train and test the classifier and to compute statistical results. It was obtained during another experiment, conducted on 18 participants who did not participated in the first experiment. The large number of participants enabled to obtain the user-independant definition of highlights in the selected scenes.
Participants had to watch a scene once entirely and then were asked to mark the sequences they judged as highlights through a simple, original interface. The whole process was repeatedly done for each scene. The scenes were randomly submitted to each participant. From these experiments, a vector containing the sum of highlights marked at each instant by the 18 participants was obtained for each scene. An instant was finally judged as a highlight when 70% of the participants marked it. Figure 2 shows an example of result for a scene of The Pianist for which participants agreed on the highlight. The marked moment corresponds to a bombing near the main character after a peaceful sequence of piano. The horizontal thin lines represent each participant's marks, the curve is the sum and the thick line is the final highlight definition used for the system evaluation.
As participants did not agreed about highlight annotations for each scene, the coherence among participants' annotations was computed with the Fleiss'es Kappa. This metric, ranging from 0 to 1, informs on the coherence, and thus the generality, of the highlights marked by the participants. Figure 3 shows the coherence distribution for the 26 scenes. It appeared clearly that the distribution was bimodal which conducted to the creation of a subset of scenes. This second dataset contains 13 scenes for which the kappa was over the median of the distribution and the highlights are general. The system was evaluated on both datasets.
Specifications for system parameters
The physiological linkage unit of the system is based on a sliding-window correlation, which has two main parameters : the window-length and the overlap between two consecutive windows. Considering that the scenes lasts about two minutes a This sliding window can artificially create a delay, moreover some signals have a long reaction time, especially the skin temperature. These constraints induce a delay between the stimuli -that is the event in the video -and the reaction -that is the change of the physiological linkage index. Figure 4 presents an example of clear delay between the stimuli -the plain curve -and the reaction -the dashed curve. This figure also demonstrates that highlights can be detected in the physiological response. Indeed, the two highlight sequences ground truth reported on the figure correspond in the video (a 28 Days Later scene), respectively, the first, very short movement of a dead character after a distressing period of calm which is surprising but not extremely relevant and then the assault of the main character by a zombie which is an emotionally intense moment and therefore induces a strong physiological linkage. Several delays were then tested depending on the signal to realign the curves. Their choice is discussed in the next section. 
Results
The system was evaluated on two setups, a single-signal analysis in which only one kind of signal at a time was used and an all-signals analysis in which every signals were combined together. The results were analyzed through the receiver operating characteristic (ROC) curve, characterized by the area under the curve, the accuracy and the precision-recall (P-R), characterized by the F1-score.
The single signal analysis allowed to identify the best signal for the highlight detection process as the skin temperature signal and also proved the significant, positive influence of the stimuli-reaction delay on the results. Highlights detection results for the skin temperature are presented in Table 3 in which the delay influence is clearly visible and the best delay results are displayed in bold. The ROC and P-R curves are displayed on Figure 5 for the skin temperature signal with the best delay of 8 seconds. In this configuration, the system returned a correct classification rate of 77%. In comparison, a random classifier obtains 50% and a classifier returning always the majority class (in this case non-highlight) obtains 72% of accuracy. The first and foremost observation is thus that the proposed system is able to identify user-independent highlights in video scenes. The second analysis which combined all the signals together aimed to improve the results by increasing the number of dimensions, which could lead to a better separation between the two classes, and by disclosing physiological dependencies among the signals. The classification was performed by a support vector machine (SVM) using its quadratic mode. The training/testing phases were conducted using (a) ROC curve (b) P-R curve a leave-one-out cross-validation technique. This second method did improve the results, obtaining 78.2% of correct classification, but had only a limited influence. Nevertheless, it was proven that the system works even better by increasing the number of physiological signals involved in the highlights detection process.
What is surprising about the single-signal result is that it is the skin temperature signal which returned the best correct classification rate whereas this signal was not expected to be the most informative for the detection process because of its very slow response time. On the contrary, the EDA signal was considered as the most promising signal because of its correlation with felt arousal and finally returned results inferior to the skin temperature signal, that is 75% of correct classification. Even more surprisingly, the two EMG signals turned out to be totally uninformative, their results were not even better than what a random classifier would obtain. What the single-signal approach teaches is that using only one simple to record and to process signal allows to obtain a satisfactory general highlights detection method. The original system which is proposed in this chapter has then been proved to be workable.
Even though it has been shown that the multi-signals approach improved the results in comparison to the single-signal approach, does this approach really improve the system ? Considering that four additional signals were necessary to obtain 1.2% of better classification, it may represent too much work for such a small benefit. If the design was applied on a larger scale, such as at home through the web for online video summarization, the single-signal method, even more with the skin temperature signal, is clearly advantageous since it only requires a cheap, simple sensor to record it.
As the viewing of a movie should elicit smiles and frowns, reactions driven by EMGs should be informative. This lack of emotional reaction demonstrated through the obtained results could be explained by the context of the physiological recording experiment : the participants were alone in front of a monitor in a laboratory environment and short scenes were randomly submitted to their viewing. This is extremely different from a multi-person ecological situation in a theatre or at home. The emotional contagion occurring when watching a film surrounded by several people in a theatre was missing and the participants could feel not very at ease in the laboratory and thus could limit their facial expressions. In addition, as there was no narrative context and the scenes duration were short, the participants were not allowed to be in the mood of the scene and the randomly submitted scenes from very various genres could induce residual affective states : a participant's emotional reaction to a funny scene differs depending on whether the previous scene was an horror scene or a comedy scene [2] . Consequently, the context of the physiological recording experiment appears to be a key point.
The system provides better results than the closest work, ELVIS, which only atteigns between 40 and 45% of correct classification on three genres of videos [47] and than the work using facial expressions which obtains a F-score of only 0.150 for highlights detection [59] . In addition, though many internal summarization techniques obtain better result in their own context, for example 86.4% of accuracy for sports highlights correctly detected in [49] , they are certainly not capable to detect highlights for other kinds of videos. However, the proposed system still suffers from two drawbacks: too many false positives were retrieved and the delay were chosen without cross-validation. These issues must be resolved through future work.
Conclusion
This project aimed to provide a user-independant video highlights detection method based on inter-users physiological linkage. Confidence was granted to this approach on the basis of its novel use of unobtrusive human-centered implicit-tagging able to take advantage of the social interaction occurring between spectators and their common emotional interpretation of a movie. The system uses correlation on interusers physiological signals to compute the physiological linkage during the scene. It then tags the video sequences as highlight or non-highlight depending on the physiological linkage metric. The very interesting results obtained, 77% of correct classification with only the skin temperature signal and 78.2% of correct classification with all the signals combined together, demonstrate that the system works better than existing external summarization techniques and is context-independent.
However, several limitations have been identified, that is the physiological recording context, the low precision and the empirical choice of the delays. The following future work is thus necessary. Firstly, the ecological physiological recording should be conducted on complete movies with several participants at the same time in an actual cinema. Of course, this raises many difficulties, but the results and the hypothetical improvements obtained will be extremely interesting. Secondly, the system precision as long as the system results could benefit from the use of another physiological linkage unit. Since the correlation is a very simple, linear method, a more complex, non-linear mathematical tool, such as the synchronization likelihood, is likely to improve the results. Finally, the delay choice must be asserted through cross-validation.
The implemented system led to results which enabled the verification of the research hypothesis : the moments when viewers' physiological responses are highly linked correspond to highlight sequences of the video. The feasibility of an userindependent, unobtrusive method for highlights detection in videos using inter-users physiological linkage have then been demonstrated. Even if a great amount of work should still be accomplished to reach a complete summarization tool, it represents a progress in external video summarization method, which could be, in a near future, widely used.
