Abstract. In this paper, through a direct computation with subintervals partitioning [0, 1], we compute better a posteriori bounds for the average case error of the difference between the true value of I(f ) = 1 0 f (x)dx with f ∈ C r [0, 1] minus the composite trapezoidal rule and the composite trapezoidal rule minus the basic trapezoidal rule for r ≥ 3 by using zero mean-Gaussian.
Introduction
The numerical integration is one of numerical topics that have been widely studied by many researchers in science and engineering [2, 3, 4, 12] . Under a few function values of f such as f (x 0 ), f (x 1 ), . . . , f (x n ), the true solution is approximated by an algorithm. Therefore the error between the true and the approximate solutions must occur.
It is well known that a problem setting gives the different error between the true solution and the approximation. A typical one called the worst case setting gives the error measured by the worst performance with respect to the given class of functions.
In this paper, we consider another problem setting called the average case setting. In this average case setting, we assume that the class C r [0, 1] of input functions is equipped with a probability measure. The general references are [1, 6, 7, 10] . In [4] , we already computed better a posteriori bounds for the average case error of the difference between the true value of I(f ) = 1 0 f (x)dx with f ∈ C r [0, 1] minus the composite trapezoidal rule and the composite trapezoidal rule minus the basic trapezoidal rule for r ≤ 2. In this paper, we compute the case of r ≥ 3.
Preliminaries
From now on, we use the same notations as in [4] . We choose a probability measure µ r which is a variant of an r-fold Wiener measure ω r because the average case setting requires the space of functions to be equipped with a probability measure. The probability measure ω r is a Gaussian measure with zero mean and correlation function defined by
Since ω r is focused on functions with initial conditions f (0) = f (0) = · · · = f (r) (0) = 0, we use a slightly modified measure µ r having basic properties of ω r , but not needing any initial conditions. Therefore, as a stochastic process, we assume that a function f on [0, 1] is given by f (x) = f 1 (x)+f 2 (1−x) where f 1 and f 2 are independent and distributed according to ω r . Then by [5, 8, 9, 11] , the corresponding probability measure µ r becomes a zero mean Gaussian with the correlation function defined by
In this paper, we investigate an approximation of I(f ) = 1 0 f (x) dx with f ∈ C r [0, 1] under the assumption that the class of integrands is equipped with the probability measure µ r .
Assume that we have n subintervals [x i , x i+1 ] (not necessarily equal length) for i = 0, . . . , n where 0 = x 0 < x 1 < · · · < x n−1 < x n = 1. But for simplicity, we let x i = ih, for i = 0, . . . , n where h = 1 n . With this indexing, we get
where T i is the basic trapezoidal rule using f (x i−1 ) and f (x i+1 ) while
Main results
Since the true value of I(f ) is unknown, |Y i (f )| is often used as an a posteriori error bound for |X i (f )|. However, Wasikowski [12] proved that |Y i (f )| is not a good bound if f ∈ C 3 [0, 1]. As a result, in order to find a new and better a posteriori error bound in the sense of probability, we need to know the distributions not only X i and Y i , but also X i − Y i that is also Gaussian with zero-mean and covariances like X i and Y i . In fact, the distributions of X i and Y i , and error bounds for M µr (X i X j ) and M µr (Y i Y j ) were already studied in [2, 3] .
In this section, we compute error bounds of
for r ≤ 2 were already given in the following Theorem 3.1.
Theorem 3.1. For a non-negative integer r ≤ 2 and i ≤ j,
where δ ij is the Kronecker delta, and c 0 = Proof. See [4] .
The next theorem that is the main result of this paper gives new error
Theorem 3.2. For r ≥ 3 and i ≤ j,
where δ ij is the Kronecker delta, and C ij is bounded below by
and C ij is bounded above by
where
To prove Theorem 3.2, we prepare the following two lemmas.
Lemma 3.3. For r = 3 and i ≤ j,
Proof. Suppose that r = 3 and
and due to the independence of f 1 and f 2 , we have
If we set h = (x i+1 −x i−1 )/2, then it is easy to see that
Similarly, we have
Because of (3.5) and (3.6), the equation (3.4) becomes
First we compute an error bound of
for i < j. In the case of i = j, if we set z =
x−x i−1 2h
. Thus,
(3.9)
Hence, combining (3.8) and (3.9) gives
for i ≤ j. Similarly, we can easily end up with
From (3.4), (3.10) and (3.11), we have
where both upper and lower bounds of C ij are given in Theorem 3.2.
Proof. Suppose that r > 3. Since
where 
We compute the first part in (3.17) . Since r > 3, by the equations (3.5), (3.14) and (3.16), we have (r−4)! , then by (3.13), we have
where g(t) = r−4 p=0
. Since g(0) = 0, a simple calculation shows that A ijr ≥a 1 
We have just found a lower bound of A ijr . Let us find an upper bound of A ijr . We can easily find an upper bound in the same manner. Hence we omit the computation since it is tedious. In fact, A ijr is bounded above by
Therefore, from (3.18), (3.21) and (3.23), we have (3.24)
and (3.26)
We now compute the second part
Then, combining (3.27) and (3.28) gives
where a 2h , then we have
Therefore, by (3.27), (3.29) and (3.30), we have (3.31)
From (3.17), (3.25), (3.26), (3.32) and (3.33), we get 
