Major advancements in building general-purpose and customized hardware have been one of the key enablers of versatility and pervasiveness of machine learning models such as deep neural networks. To sustain this ubiquitous deployment of machine learning models and cope with their computational and storage complexity, several solutions such as low-precision representation of model parameters using fixed-point representation and deploying approximate arithmetic operations have been employed. Studying the potency of such solutions in different applications requires integrating them into existing machine learning frameworks for high-level simulations as well as implementing them in hardware to analyze their effects on power/energy dissipation, throughput, and chip area. Lop is a library for design space exploration that bridges the gap between machine learning and efficient hardware realization. It comprises a Python module, which can be integrated with some of the existing machine learning frameworks and implements various customizable data representations including fixed-point and floating-point as well as approximate arithmetic operations. Furthermore, it includes a highly-parameterized Scala module, which allows synthesizing hardware based on the said data representations and arithmetic operations. Lop allows researchers and designers to quickly compare quality of their models using various data representations and arithmetic operations in Python and contrast the hardware cost of viable representations by synthesizing them on their target platforms (e.g., FPGA or ASIC). To the best of our knowledge, Lop is the first library that allows both software simulation and hardware realization using customized data representations and approximate computing techniques.
INTRODUCTION
Advancements in developing high-performance hardware platforms like GPUs have been a significant enabler for shifting machine learning (ML) models, such as neural networks, from rather theoretical concepts to practical solutions to a wide variety of problems. However, computational and storage complexity of these models has forced the majority of computations to be performed on high-end servers or on the cloud. Meanwhile, the inherent tolerance of many machine learning models to error and approximation has allowed Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. researchers to design systems that benefit from low-precision and approximate computing. This not only reduces computation and storage cost on existing systems, but also enables efficient deployment of such models on resource-constrained platforms such as smartphones and embedded systems.
While the majority of machine learning frameworks are widely used in Python, low-precision and approximate computing techniques are typically implemented in Verilog, VHDL, or C. This has prevented these techniques from being deployed extensively, especially in large-scale models such as deep neural networks (DNNs). Furthermore, training and deployment of complicated machine learning models using hardware simulation tools is extremely burdensome if not impossible. This necessitates redefining approximate computing techniques at a higher level of abstraction for integration with machine learning frameworks. Besides, some of the high-level ideas for reducing storage and computational complexity of deep learning models may not be as effective when implemented in hardware. This motivates introducing new flows for mapping high-level ideas into synthesizable hardware for understanding their actual impact on power, throughput, and area.
Lop is a library that bridges the gap between machine learning and efficient hardware realization. It allows users to choose from a variety of data representations and customize the number of bits used for representing model parameters, intermediate values, etc. Furthermore, it allows them to choose how arithmetic operations should be performed on each variable, i.e. the standard for a specific data representation or an approximate implementation available in the library. In other words, Lop introduces a new set of tunable hyperparameters in addition to what machine learning libraries provide, e.g. number of layers, types of layers, number of units per layer, and so on. Lop can be used to answer questions such as the following:
• Using fixed-point representation, how many bits are required to represent weights, biases, and activations in a deep neural network to reach a target prediction or classification accuracy [1] [2] [3] ? How many bits should be used to represent integral and fractional parts? Can a floating-point representation with fewer number of bits reach the same level of accuracy? How many bits should be used to represent exponent and mantissa? How does fixed-point representation compare with floating-point representation in terms of power/energy consumption, throughput, and area? • In a deep neural network, can a layer with lower range of activation values use fewer bits compared to a layer with a higher range of activation values [4] ? If so, how many bits are required to represent activations at each layer? • During training of a deep neural network, will representing weights and biases with low bit-width during forward pass and high bit-width during backward pass affect the quality of model [5, 6] ? • How would converting some pre-trained floating-point weights to fixed-point numbers with a predefined bit-width affect prediction accuracy in a deep neural network? Would retraining using the new representation improve the accuracy loss due to conversion?
• How would replacing some/all multipliers with an approximate multiplier affect prediction or classification accuracy? How much power/energy will be saved by using the approximate multiplier? The remainder of this paper is organized as follows. Section 2 reviews some of the related work in low-precision computing in deep neural networks and approximate arithmetic. Next, Section 3 explains some preliminaries and Section 4 details the framework. After that, Section 5 presents experimental results and finally, Section 6 concludes the paper.
RELATED WORK
Designing machine learning models that are efficient in terms of power/energy consumption, area, and/or memory has been widely studied in the past few years [7] [8] [9] . Having such efficient models is particularly important for energy-and/or thermal-constrained devices such as smartphones [10] . Among different methods for efficient implementation of machine learning models, there has been a considerable amount of work on using various representations such as fixed-point or low bit-width numbers for deep learning applications. This includes using low bit-width floating-point representation for weights and fixed-point representation for activations [11] , dynamic fixed-point representation [12, 13] , fixed-point quantization of clustered weights [14] , binary or ternary weights and activations [1-3, 5, 6] , and logarithmic representation [15] , to name but a few.
Looking at this problem from a hardware design point of view, many researchers have proposed approximate computing techniques for machine learning applications or general-purpose approximate arithmetic units like multipliers and adders that can potentially be used in machine learning applications. Gysel et al.
[16] present a framework that can condense a convolutional neural network by using fixed-point representation for weights and activations. Zhang et al. [17] introduce a framework that can approximate computation and memory accesses in an artificial neural network by characterizing the impact of different neurons on output quality. Shafique et al. [18] introduce an open-source library of accurate and approximate arithmetic modules and accelerators, however, their modules are implemented in C and VHDL, which prevents their seamless integration into existing machine learning frameworks.
Despite the fact that a lot of work has been done in this area, there are no libraries that allow design space exploration using various customizable data representations and approximate arithmetic operations. Additionally, most of the prior work only compare different representations in terms of storage requirement for saving weights, not power/energy efficiency, throughput, and area of their hardware realizations. Lop addresses these issues by integrating various customizable data representations and arithmetic operations into some of the machine learning frameworks for high-level simulations and by providing parameterized hardware implementation of the same data representations and arithmetic operations to compare designs based on power/energy dissipation, throughput, and area figures.
PRELIMINARIES
In a typical DNN, there are neurons and activation connections (activations for short) among nodes. A neuron is simply a node in the underlying graph of the DNN whereas a synaptic connection is an edge in that graph. Activations carry the output value of a neuron after the dot product calculation, and application of the nonlinear activation function. A neuron also receives hidden variable inputs as weights and biases. These weights and biases are assigned fixed values after the DNN training is completed and remain fixed during the inference. On the other hand, activations carry a range of values [min, max] over time as a function of the data that is presented to the inputs of the DNN. Therefore, each weight, bias, or activation in a trained DNN has either a fixed scalar value assignment or a value range assignment. To avoid using too many different data representations (which can result in a very high implementation cost due to the need to convert back and forth among these representations as we do a forward propagation of input values of the DNN through the network in order to get the classification or recognition result at the output), one should preferably partition the set of nodes, connections, weights, and biases into a small number of different domains where within each domain the choice of data representation and exact vs. approximate arithmetic operation is fixed. In this case, since we need to convert data representation only when we move data across different parts and since the number of parts is small, the said implementation cost overhead can be managed. During training of a DNN, weights and biases will also carry a value range and there are gradients that contain updates to model parameters during backward propagation. We will refer to the set of weights, biases, activations, and gradients as the WBAG set from here on. LopPy, implements various data representations, including fixedpoint and floating-point numbers as well as different low-precision and approximate computing methods, including some of the stateof-the-art approximate adders, multipliers, and dividers. LopPy allows these data representations and approximate computing methods to be integrated into some of the existing machine learning frameworks in order to study quality of various ML models under these customized computations. ScaLop is LopPy's counterpart, which is implemented in Scala and interacts closely with Chisel [19] . It includes implementation of all data representations and approximate computing methods available in LopPy, which can be used to synthesize customized computations on target platforms such as FPGAs or ASICs. The use of Python and Scala interfaces in Lop enables a high degree of reconfigurability, platform-independence, and programmability. To illustrate different features of Lop throughout the paper, we train a deep convolutional neural network (DCNN) using singleprecision floating-point values and use different data representations and arithmetic operations to find an efficient inference engine. Fig. 2 details the architecture of this DCNN, along with the shape of different layers. The objective of this network is to classify handwritten digits of the MNIST dataset [20] into one of ten classes.
PROPOSED FRAMEWORK

Data Representation & Arithmetic Operations
This section describes details of different data representations and approximate arithmetic operations implemented in Lop. Various choices of data representations and arithmetic operations may be used with different granularity levels in a machine learning model. Indeed one may use a custom data representation and a corresponding approximate multiplier for the whole DNN or alternatively, use different data representations and mixtures of exact and approximate computing blocks for different parts of the DNN. As an example of the latter scheme, an 8-bit floating-point representation and exact multipliers are employed in the first layer of a DNN, a 12-bit floating-point and truncation-based approximate multipliers are utilized in the second layer, and so on. Similarly, one may use 8-bit fixed-point representation during forward pass and 16-bit fixed-point representation during backward pass of training.
Fixed-Point and Integer Data
Representations. Fixed-point representation breaks down bits into an integral part and a fractional part. A fixed-point number can be thought of as an integer number that is multiplied by a scaling factor. Therefore, basic operations on fixed-point numbers like addition and multiplication are similar to integer operations, but take scaling factor into account. This is the main reason that fixed-point arithmetic operations are very efficient in terms of hardware implementation. Integer representation is a special case of fixed-point where the number of fractional bits is set to zero.
Floating-Point Data Representation.
Floating-point representation uses an exponent and a mantissa to define a number according to n = mantissa * base exponent . This allows floating-point numbers to have a large dynamic range, but introduces complications for hardware implementation.
Arithmetic Operations.
On top of standard operations for each data representation, Lop implements approximate arithmetic operations inspired by some of the existing methods such as the ones introduced in [21] [22] [23] [24] . These operations can be combined with one of the representations described earlier, assuming that the approximate computing method is compatible with the representation. In cases where the work in literature is limited to a specific bit-width, we have generalized the reported work to account for arbitrary bit-widths.
Exploration Strategy
The tunable hyperparameters introduced in Lop include choice of data representation, number of bits allocated to each field of data representation, and choice of arithmetic operations. Among these hyperparameters, number of bits allocated to the field that determines value range of WBAG in the DNN under study (i.e. integral part in fixed-point and exponent in floating-point representation) can easily be determined based on network simulations. In practice, the range is usually small, which means only a few bits of the data representation are needed to precisely capture the range of said values.
Because customized data representations and approximate arithmetic methods may be used with different granularity levels, values in a network are partitioned into parts where data representation and arithmetic operations within each part are the same. For example, if a network is being optimized layer-wise, each part will include the WBAG set of exactly one layer. Evidently, when there is no need to use different representations and arithmetic operations within two adjacent layers, they can be combined into the same part. Note that when doing DNN training, each element of the WBAG set assumes a range of values that must be determined by doing value dumps of this element as the network is being trained. On the other hand, the weight and bias elements in the WBAG set assume predetermined and fixed values during the inference and only the activations exhibit a non-scalar value range, which is itself determined by dumping activation values for the complete set of training data (note that gradients do not matter and are ignored during the inference; so in fact we are only interested in the WBA set). Table 1 summarizes value ranges for the network of Fig. 2 assuming layer-wise optimization. Given the value range of each part, one can calculate the number of bits that are required for representing that range. For example, to support the value range of the first fully-connected layer (FC1), a fixed-point representation requires four bits in the integral part (in a sign-magnitude format). However, because the value range of partial sums may be greater than the value ranges mentioned in Table 1 , we extend the number of bits to a larger interval to ensure correct arithmetic operations. As a result, instead of setting the number of bits for representing the integral part of values in FC1 to four, the number of bits will be chosen from an interval that is lower bounded by four, e.g. [4, 7] . We must add to this bit count another bit to represent the sign. A similar analysis may be performed for representing the exponent in a floating-point representation.
Unfortunately, the value ranges do not help us determine lower or upper bounds on the number of bits needed for the part of data representation that determines the computational accuracy (i.e. fractional part in the fixed-point and mantissa in the floating-point representation). Therefore, here we resort to enumerating the bit count of this part of the data representation in some predefined interval, e.g., [4, 12] . We refer to the intervals for different parts of the data representation as bit count intervals or BCIs for short. It should be noted that using exact or approximate arithmetic operations affects BCIs. For example, an approximate floating-point multiplier may need a higher number of bits in mantissa to achieve acceptable classification or prediction accuracy.
To find the best data representation and arithmetic operation for each part of the partition, the parts in the DNN are sorted topologically, starting from the input layer and moving towards the output layer. After that, the data representation and arithmetic operation for each part is found according to its BCI such that it minimizes hardware cost subject to bounded loss in classification or prediction accuracy. Throughout this process, the parts that come before the part under study are implemented with their optimized data representation and arithmetic operation while the parts that come after the part under study are implemented with full precision and exact operations to ensure they do not introduce additional loss in classification or prediction accuracy. This process continues till all parts are optimized. Optionally, a second pass of optimization can be performed for quality recovery. During this pass, the objective is to maximize classification or prediction accuracy subject to bounded increase in hardware cost. Throughout this process, the parts are optimized in the same order that they were processed during the first pass of optimization. The difference, though, is that the parts that come after the part under study are implemented with their optimized representation that was found during the first pass of optimization. The bounded increase in hardware cost can be translated to some constraints on BCIs. For example, the representation for each part may only use one additional bit compared to the representation that was found during the first pass of optimization.
LopPy
LopPy implements a Numeric class in Python for each of the data representations described earlier. These representations can be customized by user in terms of number of bits that are allocated to a specific representation, e.g. number of bits to represent exponent and mantissa in a floating-point number. The implementation also includes arithmetic operations such as multiplication/division, addition/subtraction, exponentiation, comparison, etc. and is compatible with both Python 2 and Python 3. Additionally, there are behavioral implementations of approximate arithmetic modules that can be combined with one of the data representations. For example, a user may choose an 8-bit floating-point representation that allocates one bit to sign, four bits to exponent, and three bits to mantissa. Furthermore, he/she may replace the standard multiplication and division with an approximate method that is compatible with floating-point representation, but keep other arithmetic operations untouched.
All implemented Numeric classes accept strings, floating-point numbers, and integers in their constructors. This enables using different configurations for representing numbers across layers of a deep neural network, during forward and backward passes of training, etc. For example, when two related layers of a deep neural network are not compatible in terms of data representation or number of bits per field, values in the input layer will be converted to an intermediate floating-point representation and later, to a representation that is compatible with the output layer.
The following code snippet demonstrates an example of inference on the network of Fig. 2 with 12-bit and 16-bit fixed-point values for convolutional and fully-connected layers, respectively. For each representation, the number of integral and fractional bits is set separately. There are a few optimizations in LopPy that increase performance and reduce memory usage. The first one is a result of LopPy's compatibility with Cython. Cython produces a standard Python module that can be imported in other modules. However, the original Cython-compatible Python module is translated into C, which is further compiled to machine code, resulting in faster code. Cython programs usually consume fewer computing resources such as processing cycles and memory. On our benchmarks, we achieved 2x performance improvement by using Cython-generated modules of our Numeric classes. As a result, a user may use the Python variant of LopPy for quick and easy development and testing and use the Cython variant in production code.
Another performance advantage comes from the use of __slots__ for defining instance variables. This restricts the valid set of attributes to the ones listed in __slots__ and therefore, allows efficient storage of attributes in an array. It has been shown that using __slots__ can increase performance by 15-30% [25] . Additionally, using __slots__ leads to a low, predictable memory usage, which is in contrast to using a __dict__ that is the default way of storing instance variables in Python. It has been shown that using __slots__ can improve memory footprint by around 70% compared to using __dict__ [26] .
It is worth mentioning that application of LopPy goes beyond machine learning. For example, a user that has used SciPy to solve a problem in signal processing, image processing, or linear algebra may use LopPy to see how an objective is affected when a different data representation or an approximate computing technique is applied.
ScaLop
ScaLop has a similar implementation to LopPy, but is used for hardware design and analysis. It defines the same data representations and approximate computing methods in such a way that is compatible with Chisel. While the majority of prior work compare various data representations in terms of memory requirement for storing weights, ScaLop allows full comparison of various configurations in terms of power consumption, throughput, and area due to its seamless integration into existing systems implemented in Chisel. One of the advantages of Chisel that makes it suitable for our framework is its automatic width inference. Automatic width inference allows users to modify bit-width of data representation without needing to manually modify other dependent modules. Furthermore, FIR-RTL, the intermediate representation that is generated during RTL generation, can introduce a great degree of compile-time reconfigurability. Additionally, Chisel can generate both synthesizable Verilog files for synthesis on target platforms and C++ representation of circuits for fast simulations using Verilator [27] .
The following code snippet illustrates an example of defining a processing element (PE) that consists of a multiplier and an adder in which inputs and outputs are fixed-point numbers with six bits in integral part and eight bits in fractional part. These arithmetic operations may be replaced with another data representation or approximate arithmetic unit that is available in the library. It should be noted that one may integrate ScaLop modules into an existing Verilog design without having the design implemented in Chisel. Verilog files for standard and approximate operations can be generated using Chisel and replaced with corresponding modules in Verilog design. As a result, ScaLop may be used directly in existing Chisel projects or indirectly, through generation of Verilog modules, into existing Verilog designs.
It is worth mentioning that Chisel is a high-level language that may not create the most efficient Verilog implementation. As a result, the estimated hardware cost is an upper bound and the user may need to fine tune the Verilog code to achieve higher power/energy efficiency, increased throughput, and lower area.
Extending Lop
Lop allows users to easily define new data representations and arithmetic operations. For example, suppose that a user wants to implement a neural network where weights and activations are 0/1 binary values and multiply operations are replaced with XNOR, e.g. a network similar to [1] . Because existing libraries implement operations such as two-dimensional convolutions using multiply and add operations, the user needs to define convolutions from scratch to use XNOR instead of multiplication. This includes transforming inputs into a Teoplitz matrix, implementing different strides and paddings, etc.
Lop provides a simple solution to this problem where the user can define a new data representation based on fixed-point representation in which the number of integral bits is one and there are no fractional bits, hence achieving binary values. Furthermore, the multiply operation is overridden to implement XNOR instead of multiplication. As a result, when a machine learning library applies a multiplication within convolution operation, XNOR is called under the hood. Therefore, the user may use functionalities of the machine learning library without redefining basic operations. The following code snippet illustrates one such implementation. 
EXPERIMENTAL RESULTS
Software Simulation
The trained model of Fig. 2 is able to classify test data with 99.1% accuracy using single-precision floating-point values. This classification accuracy is considered as baseline and all other accuracies are normalized to this value for easier comparison. This section explains how other data representations and approximate arithmetic operations may be used to design an efficient inference engine for this network. Table 2 summarizes data representations and approximate computing methods used in this section. Table 3 summarizes normalized classification accuracy for some of the explored customized computations based on floating-point representation. It includes representations with different bit-widths in each layer of the network and other configurations where some or all multiply operations are replaced with approximate multipliers. Those customized computations that achieve the same classification accuracy as baseline, i.e. 100% relative accuracy, are selected for hardware realization in the next step. Similarly, Table 4 summarizes normalized classification accuracy for some of the explored customized computations based on fixed-point representation. Among customized computations that meet baseline classification accuracy, FI (6, 8) has the lowest number of bits and does not have complications such as leading-one detector and barrel shifter that is used in [21] . As a result, this data representation is selected for hardware realization in the next step. 
Hardware Realization
To compare hardware cost of various implementations using different data representations and arithmetic operations, we take a similar approach to [28] where the deep neural network is mapped to a set of processing elements (i.e. the datapath) and proper control signals are generated to schedule computations on PEs. The difference, though, is that our implementation consists of 500 PEs where the multiplier and adder inside the PE operate on customized data representations and may be exact or approximate. The target FPGA is part of Arria 10 family, which includes 427,200 adaptive logic modules (ALMs), 55,562,240 bits of block RAM, and 1518 DSP blocks. Table 5 compares hardware cost of implementing this datapath using different data representations and approximate arithmetic operations that were found viable in the previous section (Tables 3 and 4 ). The representation shown in the table is used for all layers of the network. The table also includes two baseline implementations using single-precision and half-precision floating-point representations, respectively (float32 and float16). There are a few interesting conclusions that can be made from Table 5 . First of all, it shows the potential of Lop in integrating approximate computing techniques into large-scale systems. The I(5, 10)-based realization of the said datapath achieves the baseline accuracy without using any DSP blocks from the FPGA and consumes 50% and 14% less power compared to single-precision and half-precision floating-point baselines, respectively. While reference [22] shows the effectiveness of this approximate computing method in smaller benchmarks, Lop allows using it in a convolutional neural network, which has a much more complicated design. Moreover, the I(5, 10)-based realization has a peak clock speed that is 24% and 3% higher than the said baselines, respectively. The reported data shows that the I(5, 10)-based realization achieves an overall energy efficiency (e.g., MIPS/Watt or ops/Joule) increase of 144.09% and 19.23% over the baseline implementations, respectively. Second, it can be observed that the fixed-point representation FI (6, 8) consumes about half to one third power compared to baseline implementations, can operate twice as fast, and utilizes considerably fewer ALMs. Additionally, it improves energy efficiency by 438.58% and 163.08% compared to the baselines. However, compared to I(5, 10), it requires 500 DSP blocks, which may be considered as a disadvantage. Finally, FL(4, 9) can improve power consumption by 46% and 9% compared to single-precision and half-precision floating-point, respectively, while it achieves the same prediction accuracy. Additionally, for this representation, the number of ALMs and clock frequency is slightly better than those of half-precision floating-point representation.
This information can be used to decide the appropriate data representation and approximate computing methods based on a platform's available resources. For example, if a platform has a limited number of DSP blocks, then I(5, 10) is a good choice because it is a multiplier-free implementation. On the other hand, if power consumption, throughput, and consumed ALMs are of higher importance, a fixed-point representation is preferred. Finally, if floating-point representation is desired, then FL(4, 9) has the lowest number of bits that can achieve baseline classification accuracy.
CONCLUSION
In this work, we presented Lop, a library for cross-dimensional comparison of deploying different customized data representation and approximate computing techniques. Lop consists of a Python module, called LopPy, that allows design space exploration by using various data representations and approximate computing techniques. The counterpart of LopPy for hardware analysis, called ScaLop, is compatible with Chisel and allows designers to compare the hardware cost of their designs for configurations that are found viable by using LopPy. The use of Python and Scala interfaces in this framework enables a high degree of reconfigurability, platformindependence and programmability. While Lop is mainly targeted at machine learning applications, it can be used in a wide variety of applications that involve low-precision and approximate computing such as near-sensor computing.
