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Introduction
Over the past few decades of the last century and the first decade of the present one, the growing amount of scientific literature in genomics and related biomedical disciplines has led to an increase in research and development of effective methods for searching and accessing biomedical literature and full-text journal articles [1] [2] [3] [4] [5] [6] . A lot of research in the field of information retrieval (IR) aims at improving the quality of search results. However, traditional IR systems are facing new challenges due to the large amount of information and the special language usage in biomedical literature, such as the frequent occurrences of synonyms, acronyms, abbreviations, gene symbols, . . . in citations or full-text articles.
It is well known that in domain-specific IR, concepts predefined in ontologies constitute a relevant source of knowledge for indexing documents by alleviating the term mismatch problem faced by IR systems [7, 8, 6] . The indexing task can be based on one terminology (mono-terminology indexing) or several terminologies (multi-terminology indexing). While the former is usually based on MeSH, the latter is based on different terminologies (e.g., ICD-10, SNOMED-CT, GO [8, 6, 9] , CCAM, TUV [10, 11] ). In general, indexing can be done manually or automatically. Manual indexing is undertaken by human experts with specialized knowledge of terminologies and many years of experience. Automatic indexing is less likely to be expensive in terms of costs and time and thus could be an alternative for helping the manual task. For example, MTI (Medical Text Indexer) is a program for producing MeSH indexing recommendations. It is the major product of NLM's Indexing Initiative and has been used in both semi-automated and fully automated concept-based indexing [2] . Concept-based indexing and retrieval are mainly supported by the task of concept extraction, which is one of the important techniques in natural language processing for identifying concepts in controlled terminologies [12] .
Although the MeSH thesaurus has been widely accepted as the main controlled vocabulary to index biomedical documents, it is so far unable to cover all medical terms in all the domains of medicine [13] . For instance, a growing interest has arisen in the use of SNOMED as a standard for the electronic health record and content coverage [14, 9] . This problem has been faced so far by adopting two main approaches. The first one aims at building (semi)-automatic mappings between terminologies [15, 16] . The second one, most related to our work, attempts to extract concepts from different terminologies in order to better cover the subject matter(s) of the document and so to improve the recall of concept extraction [17, 10, 11, 9] .
In this paper, we consider a different and novel multiterminology based concept extraction approach to indexing and retrieving biomedical information. More specifically, our approach is inspired by the principle of poly-representation in IR [18] making simultaneous combination of evidences that are cognitively different in order to increase the information value of documents via concept extraction using several terminologies. In particular, we consider concept extraction as a voting problem taking into account both the scores and ranks of identified concepts predefined in different terminologies (viewed as sources of evidence). More specifically, using the list of concepts extracted from each document when applying an approximate concept extraction on each terminology, we propose first to weight concepts using a particular term weighting model. Second, we propose to merge the candidate concept lists by means of a voting process [19] . We focus in this paper, on the study of the impact of several sources of evidence, such as concept weighting schema, document relevance model on the retrieval effectiveness.
The remainder of the paper is organized as follows: Section 2 introduces keyword and concept based indexing in IR general domain. Section 3 provides an overview of related work in biomedical IR dealing with concept extraction and conceptbased indexing and retrieval. Section 4 gives a brief overview of our contribution to evaluate the utility of multi-terminologybased indexing and retrieval. Section 5 presents our concept-based IR framework taking into account several domain knowledge sources or terminologies. Sections 6 and 7 describe our experimental methodology and results. We then discuss several aspects of our multi-terminology IR approach in Section 8. Finally, we conclude the paper and outline research directions for future work.
Word based vs. semantic based document indexing and retrieval
Information retrieval (IR) is concerned with selecting, from a collection of documents, those that are likely to be relevant to a user information need expressed using a query [20] . Three basic tasks are carried out in an IR system: document representation, query representation and matching of these representations. Document representation is usually called indexing. The main objective of indexing is to assign to each document a descriptor represented with a set of features automatically or manually derived from the document content. Representing the query involves a one step or a multi-step query formulation by means of prior terms expressed by the user and/or additive information driven by iterative query improvements like relevance feedback [21] . The main goal of document-query matching is to estimate the relevance of documents to the given query. Most of IR models handle during this step, an approximate matching process using the frequency distribution of query terms over the documents to compute a relevance score called Relevance Status Value (RSV). This latter is used as a criterion to rank the list of documents returned to the user in response to his query. Regarding information representation, we mainly distinguish between word-based and concept-based IR approaches.
Word based document indexing and retrieval
Traditional IR systems are based on the bag of words expressing the fact that both documents and queries are represented using basic words commonly called keywords or terms. A keyword may be a simple word (as in "computer") or a multi-word (as in "computer science"). Weights assigned to document and/or query terms express their importance in the considered information unit. The weighting model is generally based on the well-known TF*IDF schema [20] .
A key characteristic of traditional IR systems is that the degree of document-query matching depends on the number of the shared keywords. Indeed, in such IR systems, a relevant document will not be retrieved in response to a query if the document and query representations do not share at least one word. However, it is well known that the query is usually an incomplete and vague description of the user information need and authors of documents use a very wide vocabulary to express the same concepts. This leads to the critical issue called keyword-barrier [22] mainly due to term ambiguity [23] and term disparity [24] .
• Ambiguity refers to the existence of multiple interpretations of the specific meaning that a word assumes in context at the syntactic or semantic levels [25] . Syntactic ambiguity refers to differences in syntactic categories (e.g., noun, verb, adjective, etc. • Disparity refers to term mismatch [24] . Term mismatch means that document terms do not match query terms, even if the document is relevant to the query. This problem is due to linguistic variations that could be either morphological, lexical, syntactic or semantic between terms used to express the query, and those used in the documents. Synonymy is one of the main origins of term mismatch. For instance, a document on "universe", nevertheless relevant for a query on "cosmos", will not be retrieved if the word "cosmos" does not occur in this document.
The keyword barrier problem has serious drawbacks at both document representation and query formulation levels, which are likely to dramatically decrease the IR effectiveness [22] . To cope with this problem, several works have focused on enhancing both query and document representations by means of word sense notion. This latter is the in-context usage meaning used to tag the index as outlined below.
Semantic based indexing and retrieval
Attempts in document representation improvements are related to the use of semantics in both indexing and retrieval steps. It is well known that word senses can not be easily discretized, that is, reduced to finite senses [26] . The main challenge in semantic indexing is therefore to identify the sense ground truth in order to assign the accurate meaning within the accurate context in the document. Regarding this issue, semantic based indexing and retrieval approaches are ranged into corpus-based and knowledge based ones.
Corpus-based semantic indexing and retrieval
According to this approach, senses are extracted from the semantic structure of the documents in the corpus as a whole or learned using prior patterns. We distinguish statistical based approach to machine learning approach. The statistical approach generally relies on co-occurrence analysis and linear algebra theory in order to discover and extract implicit senses from document contents. The most popular statistical approach for semantic indexing is Latent Semantic Indexing (LSI) [27] that computes semantic aggregated dimensions by semantically clustering close words via Singular Value Decomposition (SVD) based dimensional reduction of the term-document matrix. Each term cluster represents a sense within the document context. Machine learning (ML) [28] uses manually labelled corpus for training classifiers, which basically try to learn several features for binding terms from text to predefined classes. Each class represents a semantic entity (the implicit sense) assigned to words within the document.
Knowledge-based semantic indexing and retrieval
Knowledge-based indexing makes use of external resources in order to identify explicit senses [29, 30] . A description of all the resources used for semantic indexing is out of the scope of this paper. Here, we focus on structured linguistic resources such as machine readable dictionaries, thesauri and ontologies. Such resources are likely to provide almost a wide range of meanings assigned to words in different usage contexts as well as a set of semantic relations between them. A specific meaning covers an entry of the resource through the basic notions of concept, synset, term (or multi-term) . . . In general domain, a very popular used resource is WordNet lexicon [31] that encodes concepts in terms of sets of synonyms (called synsets). For each synset, WordNet provides several lexical and semantic relations (e.g. Antonymy, Hypernymy). In the biomedical domain, several terminologies such as MeSH, UMLS and SNOMED have been provided as a description of domain knowledge and used for assigning senses to flat textual descriptions. Each concept in these knowledge sources is represented by one "concept identifier" to which are linked one preferred term and several non-preferred terms.
Knowledge based indexing task runs in two main steps: concept extraction and concept weighting.
• Concept extraction. The objective of this step is to link terms in documents to accurate entries (or concepts) in the resource. For this aim, representative terms are first identified in the document using classical indexing techniques (tokenization, lemmatization) and then mapped to the accurate resource entries. Ambiguity occurs also in knowledge-based semantic approaches, when a polysemic term is mapped to several entries (senses) of the resource. Word sense disambiguation techniques generally exploit local contexts and definitions from the resource [32, 33] . The underlying idea is to estimate the semantic relatedness between each sense associated with the target word to other senses from its local context. Formally, the disambiguation process relies on the computation of a score assigned to each concept (entry)considering the semantic distance to other concepts (entries) in the document context. The best scored concept is selected retained as the accurate sense of the term within the document.
• Concept weighting. Concept weighting aims at evaluating the importance of concepts in a document content. The importance score can either be estimated statistically, through the estimation of its frequency distribution within a document using an extended version of the classical TF*IDF schema [34] or a more elaborated variant one based on structure based importance [35] .
Our work is in this context, and mainly consists in evaluating multiple knowledge-based (also called terminology-based) semantic indexing strategies on textual documents from the biomedical literature. An overview of biomedical literature knowledge-based indexing and retrieval is introduced in the following section.
Terminology-based biomedical indexing and retrieval
In a specific domain, e.g., biomedical IR, the idea of using concepts from controlled vocabularies comes from the fact that they are able to cover different instances related to a given idea in a domain such as synonyms, abbreviations, etc. Indeed, the great majority of journals reporting significant research work in biomedicine are selected for indexing in MEDLINE 1 after careful review based on several issues such as the journal's scope and coverage as well as the quality of its scientific content and editorial work. A distinctive feature of MEDLINE is that documents are indexed with MeSH terms denoting domain concepts. The purpose of performing a MEDLINE search (retrieval) through the NLM's PubMed portal is to identify relevant articles for the question of interest (the user query). PubMed translates the user's initial query and automatically adds field names, relevant MeSH terms, synonyms, Boolean operators, and 'nests' the resulting terms appropriately to construct a boolean query. However, most boolean IR systems represent a major disadvantage that there is no weighting of index or query terms, which constitutes a ranking strategy of an IR system.
The limitations of the boolean search systems have led to the research and development of several IR ranking strategies by exploiting the collection statistics such as within-document term frequency, document frequency . . . leading to a substantial improvement in retrieval quality [20] . Early IR approaches incorporating document and query features into a ranking function include Salton's SMART system [36] and the NLM's IRX Project [37] . As stated above, traditional IR systems use indexing and retrieval based only on individual keywords, causing the term mismatch problem in IR since biomedical information is organized at the level of concepts and not in separated words [6, 38, 39] .
To cope with the limitations of word-based indexing and retrieval approaches, within a specific domain, e.g., biomedical IR, works on conceptual indexing have been extensively studied in literature [40] [41] [42] 2, 3, [43] [44] [45] . One of the first attempts to automatically index and retrieve biomedical information at the level of full medical concepts was undertaken in the SAPHIRE system [40, 41] . Similar to the manual indexing of MEDLINE database undertaken by human indexers, the principle goal of the system is to automatically assign MeSH terms to MEDLINE citations by reducing or completely replacing human efforts in terms of costs and time to manually index documents. Furthermore, the output of retrieved documents in response to a user query is ranked by its relevance.
Conceptual indexing and retrieval approaches, i.e. the use of concepts in controlled vocabularies for IR, relies on the key component of concept extraction or concept mapping to find relevant concepts from documents and/or users' queries. State-of-the-art concept extraction methods can be subdivided into three categories: (1) rule-based methods, (2) dictionary-based methods and (3) statistical methods. In what follows, we describe the dictionarybased method, which will be used as the baseline method in our experiments. For a more detailed categorization of these methods, we refer to the work in [42] .
One of the first work on concept extraction from biomedical text by exploiting external terminological resources viewed as a dictionary of terms denoting concepts was the concept finding algorithm implemented in the SAPHIRE system [46] . The concept finding algorithm tries to look up all synonyms of each word in a text and map all possible combinations of synonymous words to create a multiword term that must be compared with entries in a dictionary of terms. Inspired by this idea, MetaMap is a program developed at the NLM to map biomedical text to concepts in the UMLS Metathesaurus [47] . For each phrase (group of consecutive words), variants are generated using the knowledge in the SPECIALIST lexicon in UMLS and a supplementary database of synonyms. A variant of a word phrase consists of its acronyms, abbreviations, synonyms, derivational variants, meaningful combinations of these, and finally inflectional and spelling variants [47] . Candidate terms denoting UMLS concepts are retrieved if they contain at least one of the generated variants. MetaMap becomes later the main component of the MTI tool [2] , which consists of several methods for creating a list of recommended indexing terms: MetaMap Indexing, Trigrams and PubMed Related Citations. MTI provides in the first stage several lists of UMLS concepts and then restricts to MeSH concepts using the mappings between UMLS and MeSH. The work in [42] suggested a method based on an approximate string matching to recognize gene and protein names. In their approach, both protein dictionaries and target text are encoded using the nucleotide code (A, C, G, T). Then, the alignment techniques of DNA and protein sequences in databases are applied to the converted text in order to identify character sequences that are similar to existing gene and protein names. Authors in [48] proposed an approximate dictionary lookup, namely MaxMatcher, to cope with term variations. The basic idea of their approach is to capture the significant words instead of all words of a particular concept. For example, the token "gyrb" is obviously important to the concept "gyrb protein"; MaxMatcher is able to recognize it as a concept name even if the token "protein" is not present. In a comparative study, their approximate extraction method reached a 71.60% precision and a 75.18% recall while exact matching only reached a 54.97% precision and a 57.73% recall.
Our contribution within terminology-based indexing and retrieval for biomedical IR
The main contribution of our work relies on the following key points:
• First, we evaluate the utility of integrating terminologies as domain knowledge sources into the process of biomedical indexing and retrieval. We compare the IR performance when using only one terminology (mono-terminology indexing) to the baseline without using any terminology. Then, we evaluate and discuss the IR performance of our conceptual indexing and retrieval method when using multiple terminologies (multiterminology indexing) compared to the one which is solely based on one terminology. The mono-terminology indexing is based on a dictionary-based concept extraction while the multiterminology indexing is based on a multi-terminology concept extraction, which employs several voting techniques for fusing concepts issued from several terminologies into a single list of unique concepts. In addition, we propose to weight concepts using a particular weighting model. • Second, we conduct a series of indexing and retrieval scenarios to evaluate the utility of taking into account the following sources of evidence: (1) the knowledge about the document, i.e., extracted concepts that are predefined in domain knowledge sources, which we refer to as "global context", (2) the knowledge about the user query, i.e., extracted terms from top-ranked documents, which we refer to as "local context". By "context", we mean the source of information where terms are extracted to expand the document content or the original query. "Global context" is independent from document/query while "local context" is dependant on the document/query.
For the first contribution, to the best of our knowledge, there are two main categories of works in the biomedical domain dealing with multiple terminologies: the one focuses on the use of multiple terminologies only for indexing biomedical documents [10, 11] , while the other only focuses on expanding the user query via a process of termino-ontological query expansion [49, 6, 38] . However, there is so far no work investigating the evaluation of the multi-terminology document indexing for biomedical information retrieval.
Concerning the multi-terminology indexing, the work in [10] proposed a multi-terminology indexing approach based on the bagof-words concept extraction. In their approach, each sentence in the document is represented as multiple bags of words independently of the word order correlation between words in the sentence and the ones in concept names. Similarly, authors in [11] presented a multi-terminology approach to indexing documents in the CISMeF portal but the concept extraction between free text and terminologies is based on the simple bag-of-words representation. Indeed, in their concept extraction method, the "bag of words" representing each candidate term is matched independently of the word order against all the MeSH, ICD10, SNOMED, CCAM and TUV terms that have been processed in the same way. Such a method could not give a high precision since it is not able to capture the order or words in both terms in documents and candidate concept names. In the context of data mining, the work in [9] presented a multiview approach based on multiple terminologies (GO, MeSH, eVOC, OMIM, LDDB, KO, MPO, SNOMED CT, and UniprotKB) to investigate the effect of using multi-source algorithms (kernel fusion for clustering) [50] to undertake two fundamental computational disease gene identification tasks: gene prioritization and gene clustering. They concluded that in practice research the relevance of specific vocabulary pertaining to these tasks is usually unknown. In such case, multi-view text mining is a superior and promising strategy for text-based disease gene identification.
Concerning works dealing only with query expansion using multiple domain knowledge sources, the work in [49] identified unique concepts issued from several terminologies such as MeSH, Entrez Gene and ADAM for expanding the original query with the synonyms, hypernyms, hyponyms, lexical variants and implicitly related concepts. MeSH terms denoting concepts are identified using the Pubmed's Automatic Term Mapping (ATM) service, which basically maps untagged terms from the user query to lists of preindexed terms in Pubmed's translation tables (MeSH, journal and author). Gene symbols are identified using a set of manually handcrafted heuristics relating to the lexical variation of gene names [51] or a statistical learning algorithm logistic regression to score abbreviations based on their resemblance to previously identified ones [52] . Similarly, authors in [6] exploited several medical knowledge sources such MeSH, Entrez gene, SNOMED, UMLS, etc. for query expansion by expanding the original user query with synonyms, abbreviations and hierarchically related terms identified using PubMed. For this task, they have submitted the natural language query to PubMed and used information presented in the details tab, to obtain a parsed version of the query which they used to extract concepts to expand the original query. Furthermore, they defined several (hand-coded) rules for filtering the candidate terms according to each knowledge source.
Motivated by recent work on concept extraction and information retrieval, especially in the biomedical domain, in this paper, we study the impact of several factors on biomedical multi terminology based document retrieval effectiveness. In particular, in order to index documents with conceptual information, we propose a novel multi-terminology based concept extraction from each document: first, we use an approximate concept extraction method to identify concepts in each document using a mono terminology. Candidate concepts are weighted to measure their relevance to the document using a particular term weighting model (e.g., probabilistic model); second, we apply the concept extraction algorithm on several terminologies and combine several concept lists using several voting techniques. We see each concept identified from each document using multiple terminologies as an implicit vote for the document. Therefore, the multi-terminology based concept extraction can be modelled as a voting problem.
The second point of our contribution concerns the evaluation of IR performance using domain knowledge sources for document expansion and query expansion. Here, we study the impact of using several different terminologies or a combination of multiple terminologies within a biomedical IR framework integrating several state-of-the-art term weighting models and query expansion models. Unlike previous work which focused only on query expansion using different knowledge sources, we aim to point out that the combination of the document's global context (domain knowledge sources or termino-ontological resources) and the query's local context (the elite set of top-ranked documents of the query) may be a source evidence to improve the biomedical IR effectiveness. The difference between the global context and local context is that the former is independent from the query while the latter is dependent on the query.
A biomedical IR framework based on multiple terminologies
Our general indexing and retrieval framework is made up of two main components detailed below: (1) Multi-terminology Indexing and (2) Document Retrieval (cf. Fig. 1 ). We integrate them into a conceptual IR process as the combination of the global and local semantic contexts for improving the biomedical IR effectiveness. The global context is referred to as domain knowledge sources (multiple biomedical terminologies) and the local context is referred to as the top-ranked documents returned from the previous retrieval stage.
During the indexing stage, documents are first expanded with all words as part of the preferred terms denoting concepts that are extracted using termino-ontological resources. For concept extraction, we adopt MaxMatcher [43] , which is an approximate dictionary-based lookup for concept extraction [43] . Given a document, MaxMatcher splits the document into sentences. For each sentence, a set of terms or phrases denoting concepts as well as their corresponding concept unique identifiers are extracted for this document. However, MaxMatcher does not measure the importance of each concept for describing the semantics of the document. To achieve this, we use the BM25 term weighting model [53] to measure the degree of description of a concept c j in terminology T i :
where v p is the pth term variant, also called as entry term for concept c j ; t k is the kth word constituent 2 of entry term e p of length ℓ in terminology T i ; tf(t k ) is the number of occurrences of word t k in document D; N is the total number of documents in the collection; n k is the number of documents containing word t k ; dl is the document length, avg dl is the average document length; k 1 , and b are the tuning parameters of the BM25 model. Let R(D, T i ) be the set of concepts extracted from document D using terminology T i . Then the list of concepts extracted from D using several terminologies T = {T 1 , T 2 , . . ., T n }, can be defined as:
where n is the number of terminologies used for concept extraction. For each document, a list of a limited number of candidate concepts are extracted using each terminology separately. Afterwards, they are merged together thanks to their Concept Unique Identifier (CUI) from UMLS.
During the retrieval, the query is splitted into single word terms delimited by white spaces and punctuations for matching document terms. We first submit the query to obtain the top-ranked documents. Afterwards, the best candidate terms extracted from top-ranked expanded documents returned by the first retrieval stage are used to expand the original query. We then detail our IR framework of two components: (1) Multi-terminology indexing and (2) Context Sensitive IR.
Multi-terminology document expansion (DE): a voting problem
Suppose we have n terminologies used for indexing biomedical documents. We first extract concepts from each document D using a particular terminology T i , i.e., we will obtain n lists of concepts for document D. We need to fuse n concept lists to obtain a final list of unique concepts of the document. Inspired by the principle of poly-representation in IR [18] making simultaneous combination of evidences that are cognitively different in order to increase the information value of documents, our concept extraction method is typically based on well known voting-based data fusion techniques (e.g., CombMAX, CombMIN, CombSUM, etc.) that have been used to combine data from different information sources [19] . Our purpose here is to select the best multi-terminological concepts as a fusion of mono-terminological concepts by means of voting scores assigned to candidate concepts. For this purpose, we propose to combine rankings of the extracted concepts for each document using their scores and/or their ranks from the extraction stage. Intuitively speaking, the concept fusion can be seen as the voting problem described as follows. We compute the combined score of the candidate concept c j voting for document D, given its score w D ji and rank r D ji when using terminology T i , as the aggregation of votes of all identified concepts. We consider two sources of evidence when aggregating the votes to each candidate concept: (E1) Scores of the identified concept voting for each document; (E2) Ranks of the identified concept voting for each document.
We evaluate 8 voting techniques based on known data fusion methods [19] , which aggregate the votes from several rankings of concepts into a single ranking, using both the ranks and/or scores of candidate concepts. The lists of extracted concepts from each document using several terminologies are merged together to obtain a final single concept list representing the document's subject matter(s). An appropriate number of extracted concepts will be chosen in order to expand the document content. Table 1 depicts all the voting techniques that we use and evaluate in this work. They are grouped into two categories according to the source of evidence used. The . operator indicates the number of concepts having non-zero score in the described set; r D ji is the rank of concept c j defined in terminology T i and extracted from document D; and w D ji is the score of concept c j , defined in T i and extracted from document D, computed using the probabilistic BM25 scheme [53] . 
Biomedical document retrieval based on a multi-terminology based indexing approach
The document retrieval component aims at matching the user's query representation to the documents' representation by taking into account the subject matters of both queries and documents in the collection. As stated in Section 5.1, the subject matters of documents can be detected via concepts extracted from documents using one or many terminologies (namely document's global context). For gathering more information of the user query, we use a local context query expansion method for expanding the original user query with relevant terms extracted from the topranked expanded documents (namely query's local context). The top-ranked expanded documents are obtained by matching the original user query to expanded documents in the collection. We detail in what follows the process of document-query matching (first retrieval stage) and query expansion (used for the second retrieval stage). The second retrieval stage is similar to the first retrieval stage except that in the second stage, the user query is expanded with more terms.
Document-query matching
The aim of an IR system is to retrieve documents that respond to a particular user query. To reach this goal, each candidate document is assigned a Relevance Status Value (RSV). Afterwards, documents are ranked using a particular term weighting model, which we describe below, in a descending order according to this value. In IR, the fact that each document is assigned by an RSV value is referred to as document weighting. In order to have a general vision of our IR approach, we use three different state-of-the-art weighting scheme: BM25 [53] and two other DFR models namely In expB2 [54] and LGD [55] .
The BM25 weighting schema: in this model, the RSV of a document D for a given query Q is computed as follows:
where tfn is the normalized within-document term frequency given by:
where tf is the within-document term frequency, dl and avg dl are respectively the document length and average document length,
• k 1 , k 3 and b are tuning parameters, 
• qtf is the within-query term frequency, • w (1) is the idf (inverse document frequency) factor computed as:
where N is the total number of documents (or cardinality) in the collection, and N t is the number of documents containing term t (also called as document frequency).
The In expB2 weighting schema: in this model, query terms are weighted using the Inverse Expected Document Frequency model with Bernoulli after-effect and term frequency normalisation [54] . Formally, the RSV of a document D for a query Q is:
where t is a query term occurring in document D, N t is the document frequency, N is the total number of documents in the collection, qtf is the query term frequency, tf is the within-document term frequency, tfn 2 is the normalised within-document term frequency, given by:
The LGD weighting model: in this model, query terms are weighted using the log logistic distribution [55] . Formally, the RSV of a document D for a query Q is:
where t is a query term occurring in document D; N t is the document frequency (i.e., number of documents containing term t); N is the total number of documents in the collection; qtf is the query term frequency; tf n is the normalised within-document term frequency, given by:
where avg dl is the average document length (in tokens), dl is the document length (in tokens) and c is a multiplying factor or tuning parameter.
Query expansion
Query expansion (QE) aims at enriching the original user's query in order to retrieve more relevant documents or modify the document rankings so to optimize the IR performance. Two main QE approaches can be distinguished: global context vs. local context analysis approach.
The global context QE tries to extract concepts from multiple terminologies (global context) and automatically expand to the original user query with the most appropriate terms denoting concepts. The local context QE applies a blind feedback technique to select the best terms from the top-ranked expanded documents in the first retrieval stage. In this expansion process, terms in the top-returned documents are weighted using a particular Divergence From Randomness (DFR) term weighting model [54] . In our work, two statistical measures namely Bose-Einstein (Bo) and Kullback-Leibler (KL) statistics [54] are used to weight terms in the expanded query Q e derived from the original query Q. The DFR framework employs a QE mechanism that is a generalization of Rocchio's method [21] : terms in the top-ranked documents retrieved in the first stage are weighted using a particular DFR term weighting model. In general, the weight of a term of the expanded query Q * derived from the original query Q is obtained as follows:
qtfn is the normalised within-query term frequency,ˇis a decay factor for which the default value is 0.4; Info DFR is the term frequency in the expanded query induced by using a DFR model:
where Prob is the probability of obtaining a given within-query term frequency from the top-ranked documents retrieved in the first stage; and Freq(w|K) (resp. Freq(w|C)) is the term frequency within the top-ranked documents (resp. the collection).
• MaxInfo = arg t∈Q * max Info DFR is the value that maximizes Info DFR [56] .
In the DFR framework, several measures are used to compute this probability such as: Bose-Einstein (Bo) and Kullback-Leibler (KL) measures [54] . Each of the measures is described below.
The Bose-Einstein measure gives the following term frequency normalisation computed by a geometric distribution with probability p = 1/(1 + ), that is:
where
The Kullback-Leibler measure gives the following term frequency normalisation, which is non-symmetric measure of the difference between two probability distributions, i.e., the set of topmost documents satisfying the query (also known as the elite set of the query) and the whole collection, computed as follows:
6. Experimental evaluation
Evaluation objectives
Within the context of biomedical IR, the TREC Genomics Track aims at creating test collections for evaluating biomedical IR systems and related tasks in the Genomics domain. The Genomics Track differs from other TREC tracks in that it is focused on retrieval in a specific domain as opposed to general retrieval tasks, such as Web searching or question answering. The TREC Genomics collections have changed over years according to the task defined by TREC organizers. For example, TREC Genomics 2004 and 2005 focused on ad hoc document retrieval and text categorization. A copy of a small subset of the MEDLINE database has been used for creating the test collections. Each document in the collection consists of a title and/or an abstract which constitute the main content of the document. Since 2006, the focus of TREC Genomics Track was the development of test collections for evaluating IR methods that return passages (from part to sentence or paragraphs in length). Therefore, the ad hoc document retrieval task is only supported in TREC Genomics 2004 and 2005.
In this large context, we conducted several series of experiments to achieve the following objectives: • Evaluate the IR effectiveness of the combination of document and query expansion for improving biomedical IR effectiveness.
• Study the impact of using domain knowledge sources (terminologies) for biomedical IR, especially for Genomics ad hoc retrieval. We compare our terminology based IR approach to state-of-theart IR models.
Data sets
By focusing on an ad hoc IR task at the level of document (which is mainly constituted of title and/or abstract), we validate our multi-terminology based IR approach using two 
P). The MeSH field (.M) corresponds to
MeSH main headings/subheadings assigned by human experts to each document. We only used title and abstract for indexing documents. According to the conventional pooling method of TREC, human relevance judgments were merely made to a relative small pool, which were built from the top-precedence run from each of the participants. Since extracting concepts for each document in the huge TREC Genomics collection is quite expensive (e.g., human MeSH-based indexing has been done through many years), it is practically impossible to train and test a series of experiments that integrate document expansion and query expansion. Therefore, like authors in [48] Table 2 for some examples of TREC Genomics queries). The topics for the ad hoc retrieval task were developed from the information needs of real biologists and modified as little as possible to create needs statements with a reasonable estimated amount of relevant articles [57, 58] . The relevance judges were instructed according to several criteria, e.g., the relevant article must describe how to conduct, adjust, or improve a standard, a new method, or a protocol for doing some sort of experiment or procedure.
Evaluation protocol
In order to achieve the objectives mentioned above, we designed an evaluation protocol with three series of experiments:
• the first one concerns the classical indexing and retrieval of MEDLINE citations without using neither domain knowledge sources nor MeSH terms which are manually assigned by human indexers: at the indexing stage, stop-words are removed from documents and queries; terms are stemmed before indexing and searching. At the retrieval stage, documents are ranked by using the three term weighting models described in Section 5.2.1; • the second series of experiments concerns a mono-terminology indexing and retrieval based on four different terminologies: MeSH, SNOMED, ICD-10 and GO. Here, we used a modified version of MaxMatcher 4 (MM) [43] , which is basically a term/concept extractor from biomedical documents. In order to quantify the extracted concepts from each document, we extract preferred terms denoting concepts which are weighted by the BM25 model. Finally, extracted terms are used for document expansion (DE).
Since our previous experiments presented in [59] have demonstrated the utility of combining document and query expansion using a limited number of terms from the top-ranked expanded documents returned from the first retrieval stage, we then applied this technique on all of our terminology-based IR runs; • the third series of experiments concerns a multi-terminology based indexing and retrieval. Similar to the second experiment, we applied DE and QE but with the exception that the extracted concepts from each document are combined together using several voting techniques to obtain a final single list of unique concepts for document expansion. Finally, like the previous scenario, we combine QE and DE.
Since our terminology-based IR approaches are based on QE and DE, we need to learn a ranking function incorporating three main parameters: (1) the number of terms extracted from (2) top k documents for QE and (3) the number of extracted terms denoting domain concepts for DE. We train the ranking function on TREC Genomics 2004 and apply the best configurations on TREC Genomics 2005 for testing.
For measuring the IR effectiveness, we used the MAP metrics representing the Mean Average Precision calculated over all queries. The average precision of a query is computed by averaging the precision values computed for each relevant retrieved document of rank x ∈ (1 . . . 1000). Our MAP results are generated by the trec eval tool, 5 which has been widely used by the TREC community for evaluating ad hoc retrieval runs.
Experimental results
The results presented in what follows are related to the three series of experiments described earlier. Firstly, we compare the performance of query expansion models for IR to the classical IR models. We then investigate the IR effectiveness of our terminology-based IR using document expansion (DE) based on four different terminologies and query expansion (QE) based on the collection statistics related to the original query. We further demonstrate the utility of using voting techniques for combining concepts issued from several terminologies to provide a coherent list of concepts representing the semantics of the document.
Comparing baseline IR models to QE models
The objective of this experiment is to show the stability of the strong baseline model that we use for evaluating our terminologybased IR approach. Fig. 2 shows the MAP results obtained on the TREC Genomics 2004 collection that we use for training QE parameters, i.e., the number of terms extracted (# terms) from the top-ranked documents (# docs). We can see that among three weighting models, the In expB2 model (without QE) performs slightly better than two other weighting models. The MAP value obtained by the In expB2 model is 0.4117 compared to 0.3997 and 0.4018 for the BM25 and LGD models respectively. When applying query expansion on the query set, almost all of the QE models outperform each of the term weighting models. For example, the combination of the LGD term weighting model and the Bo 1 QE model (namely LGD Bo 1 ) gives the best MAP of 0.4637 by using 40 terms extracted from 15 top-ranked documents, which yields an improvement up to +15.41% compared to the LGD model. The combination of LGD model with the Bo 2 QE model (namely LGD Bo 2 ) results in a MAP of 0.4464 (# terms = 20, # docs = 10) in the best case and a MAP of 0.3937 (# terms = 5, # docs = 50) in the worst case. This is probably because the top 5 extracted terms from the top 50 documents are not relevant to the query causing the document-query term mismatch. Fig. 3 depicts the distribution of the kernel density, which is a non-parametric method to estimate the probability density function of a random variable [60] , related to MAP values obtained by each retrieval model combined with all QE models and viceversa. We can see that the LGD model (with an average MAP of 0.4411) performs better than the two other term weighting models. Concerning QE models, although the three QE models have a very competitive performance in terms of MAP, the average MAP of the Bo1 QE model (0.4389) has a strongest confidence than the two other models.
Consequently, all subsequent runs reported in the next experiments use the LGD model for term scoring and the Bo1 model for query expansion using 40 terms extracted from the top 15 documents (our strong baseline). In the next experiments, we aim to study the impact of our mono vs. multi terminology based IR approaches on the TREC Genomics 2005 collection using this configuration.
Effectiveness of the mono-terminology indexing and retrieval
In this subsection, we consider expanding original documents (titles and/or abstracts) with preferred terms denoting concepts extracted from each document using a mono-terminology (MESH, SNOMED, ICD-10 and GO). Our DE method is inspired by the work of human indexers providing a dozen of MeSH terms in MEDLINE citations [5] . In this experiment, we extract a limited number of terms denoting concepts (from 5 to 50) in each terminology separately to expand the document contents using MaxMatcher++, implemented in the cxtractor software. 6 The difference between the original version of MaxMatcher and our modified version concerns the term scoring function that we introduced to take into account the importance of the extracted concepts. Table 3 depicts the MAP results of our runs based on the monoterminology document expansion for biomedical IR on the TREC Genomics 2005 test set as well as the results obtained by the selected baseline run (described in Section 7.1). As we can see, most of the MAP results obtained by our mono-terminology IR approach outperform the baseline with an improvement rate from +0.90 % to +5.26 %. We also notice that expanding the document content with a number of 15 concepts yields the best results for the mono-terminology IR. This number is equivalent to the number of MeSH indexing terms selected by human indexers. In general, MeSH terms are relevant for indexing documents because they allow to optimize the MAP results over all terminologies for most of the numbers of extracted concepts. However, the choice of terminology used for concept extraction and document expansion for IR among the first three terminologies (MeSH, SNOMED and ICD-10) is not important since the MAP values obtained by using each terminology are not significantly different. For GO, we see that document expansion using top 5 concepts yields an improvement rate of +1.99 % in terms of MAP. However, the performance tends to decrease when the number of expanded concepts is greater than or equal to 10. This could be probably due to the fact that the concept extractor could not find best GO terms for each document or the extracted terms are useless for representing the subject matters of the document. We conclude that document expansion using a dozen of terms denoting concepts issued from domain knowledge sources could improve the retrieval performance. However, the expanded terms must represent well the subject matters of the document, which help to find best results in response to the user query. Although GO terms are not relevant for indexing documents, we aim to integrate them into our multi-terminology IR approach in order to study the influence of using concepts predefined in several terminologies on the biomedical IR performance. N is the number of extracted terms denoting concepts used for document expansion; the bold (resp. underlined) numbers indicate the optimal MAP value within particular terminology (resp. the optimal MAP over all terminologies at N concepts); the numbers in parentheses indicate the improvement compared to the baseline. 
Effectiveness of our multi-terminology based indexing and retrieval
In this subsection, we evaluate the effect of using multiple terminologies for biomedical IR. We discuss the results obtained by our multi-terminology based indexing and retrieval by comparing to the baseline performance as well as the mono-terminology approach. Here, biomedical concepts predefined in four terminologies (MeSH, SNOMED, ICD-10 and GO) are extracted from the document content using a modified version of MaxMatcher, for which we introduce the concept scoring using the BM25 weighting schema (cf. formula 1). The extracted concepts obtained in several rankings of concepts are combined together into a single pool of unique concepts for each document using eight voting techniques (described in Section 5.1). All words as part of the preferred terms issued from the top 15 concepts are retained for document expansion. As shown in the previous experiments, query expansion using 40 terms from the top-ranked documents helps to improve the IR effectiveness. In order to assess the quality of the top 40 extracted terms from the top ranked documents for our multi-terminology IR approach, we calculate the MAP results for each voting model used for combining the extracted concepts from each document using multiple terminologies. The number of top documents involved in the selection of terms for query expansion is among the following values {10, 12, 15, 18, 20}. Table 4 shows the retrieval performance in terms of MAP on the TREC Genomics 2005 selected test set obtained by using 8 voting techniques for combining concepts issued from multiple terminologies. First, we compare the MAP results of each voting model to the strong baseline, i.e., the LGD Bo 1 model). Afterwards, we discuss the added value of our voting models compared to the mono-terminology based scenario.
As we can see in Table 4 , most of the voting models outperform the baseline when terms are extracted from no more than 20 top-ranked expanded documents. Globally, the CombSUM technique, which selects candidate concepts by the sum of their scores, gives the best performance compared to other voting models. However, the overall best results are only obtained by the CombRank method at # docs = 12. This proves that concepts with high scores or ranks voted by each terminology in the list of extracted concepts are important to describe the semantic content or the subject matters of the document. Indeed, such concepts are assigned a TF-IDF weight (i.e., the BM25 score in our concept fusion algorithm), which is a good way to model the relevance of candidate concepts.
In order to show how our multi-terminology IR approach is statistically significant, we computed the paired-sample T-tests (using R [61] When comparing the IR performance of the multi-terminology to the mono-terminology IR method, we observe that the MAP results obtained by both of them are slightly different (see Table 5 ). We further look at the precision values at top 10 and 20 returned documents and the recall obtained by each single terminology and the CombSUM method, which is the best voting model of concept fusion for biomedical IR. As shown in Table 5 , the Comb-SUM method gives best results in terms of MAP at 12 top-ranked expanded documents used for QE and best performance in terms of P@10 and P@20 at 15 top documents used for QE. This proves that our multi-terminology approach combining concepts from several terminologies provides a more stable performance than using a mono-terminology. Indeed, in general, the mono-terminology based IR approach yields a significant improvement rate from +2.70% to +5.26 %; but in the worst case, the IR performance can be decreased because of irrelevant terms added to the document content. With our multi-terminology IR approach based on voting models, we are able to select more relevant concepts which are the results obtained by several votes. Such mechanism allows to extract relevant terms by removing irrelevant terms from the final 
Discussion
Our research work is mainly related to the exploitation of conceptual information in domain knowledge sources as well as statistical characteristics of the collection in order to provide suitable rankings of documents that are potentially relevant to a given user query. Through the experiments reported in this paper, it was hoped to determine the relevant factors affecting the effectiveness of biomedical IR that are: (1) term weighting using a particular model, (2) QE using an appropriate number of terms extracted from a relevant elite set and (3) DE using a dozen of terms denoting domain concepts issued from either a mono-terminology or multiple terminologies.
We claim that the combination of an appropriate term weighting model with a relevant query expansion model could help to improve the biomedical IR performance. We have trained the combination of term weighting and query expansion models to learn a ranking function that takes into account two main parameters, i.e., the number of extracted terms and the elite set size. We obtained the best performance of query expansion which constitutes our strong baseline for evaluating our terminology-based IR approach. We further introduced the third parameter, which is the number of terms denoting concepts extracted from each document. We integrated concepts that are extracted from the document content using either a mono-terminology or multiple terminologies into the biomedical IR process via DE. Our intuition for DE was typically based on the assumption that relevant concepts extracted from the document content are able to capture the semantics of documents so to bring the user query closer to relevant documents in the collection. The results obtained by our mono-terminology IR approach demonstrated that DE in combination with QE is useful for improving the performance in terms of MAP in comparison to the results obtained only by QE. In addition, we have evaluated several voting models for combining concepts issued from multiple domain knowledge sources. According to the results trained and tested on the TREC Genomics collections, on one hand, our mono-terminology IR approach (which is based on either DE and QE) consistently outperforms the baseline approach (which is solely based on QE). On the other hand, when introducing voting techniques for selecting best concepts extracted from each document using multiple terminologies, the results of our multi-terminology based approach demonstrate the utility to take into account the scores and ranks of candidate concepts extracted from a document. Indeed, it has been shown in Section 7.3 that our multi-terminology IR approach consistently and significantly outperforms the baseline and provides a stable performance compared to the mono-terminology IR approach either in terms of MAP and precision at top 10 and 20 returned documents. We could explain the difference in terms of performance of our multi-terminology as follows: since the distribution of concepts in each terminology is different from one to another, the extracted concepts can have different ranks in each list of candidate concepts and a particular concept can be present in one but not in another as well. On the other hand, if a particular concept appears in N terminologies, its total score will be the sum of all component scores, which is also the product of the BM25 score in the document and the number of terminologies where it appears. So, the combination or voting has an impact on different concepts in several terminologies rather on the same concept in our voting methods for concept extraction.
According to the results in Table 4 , since the CombSUM and CombRank voting techniques allow to optimise the MAP results, we conclude that "concepts with high scores or ranks voted by each terminology in the list of extracted concepts are important to describe the semantic content or the subject matters of the document". We also noticed that there is no significant difference in terms of MAP between voting techniques for multi-terminology concept extraction. We should investigate further on the frequency of the words in each terminology, i.e., the number of concepts containing the word. If it is more frequent in the terminology, it is likely that this word is less important than those that appear in a smaller number of concepts.
It is also interesting to notice that many research works in the biomedical domain have repeatedly demonstrated the added value of using MeSH terms which are manually or semiautomatically expanded to the MEDLINE citations [1, 2, 62, 59] . In a completely automatic setting, we demonstrate that automatic concept extraction whether based on a mono-terminology or multiple terminologies could be an effective way to improve the IR performance in comparison to the state-of-the-art IR models.
Conclusion
We have presented in this research a novel IR approach to combining the global context DE and the local context QE in order to improve the biomedical IR effectiveness. The global context DE is typically based on the use of voting techniques for combining concepts issued from several terminologies. The local context QE is based on statistical properties of a sub-collection (top-ranked documents returned from the first retrieval stage). The results demonstrate that our multi-terminology based IR approach provides a significant improvement over a state-of-the-art IR baseline approach. We argued that concept extraction using multiple terminologies can be regarded as a voting problem taking into account the score of identified concepts. The extracted concepts are used for DE and QE in an attempt to close the semantic gap between the user's query and documents in the collection. The results demonstrate that our multi-terminology IR approach shows a significant improvement over the baseline and is more stable than the mono-terminology based IR approach by maintaining a significant improvement in terms of MAP and furthermore it allows to improve the search precision at top 10 and 20 returned documents.
Our future work aims at incorporating our multi-terminology IR into a semantic model taking into account several concept features such as the concept centrality and specificity, which we believe to be able to overcome the limits of the bag-of-words based models. In addition, we also plan to combine several state-of-the-art concept extraction methods by leveraging their advantages. We believe that concepts extracted from several methods could be able to enhance the concept extraction accuracy, so to improve the conceptual indexing and retrieval performance. Another point could be interesting concerns the application of concept extraction on the query side by incorporating the extracted concepts from the original query into the ranking function which computes the "Relevant Status Value" between documents and the query. To do this, we must be sure that the extracted concepts fit "perfectly" the semantics of the query and do not cause the query drift problem.
