We study Cauchy's problem for a second order linear parabolic stochastic PDE driven by a cylindrical Brownian motion. Existence and uniqueness of a generalized (soft) solution is established in Sobolev, H older and Lipschitz classes. We make only minimal assumptions, virtually identical to those common for similar deterministic problems. A stochastic Feynman-Kac formula for the soft solution is also derived. It is shown that the soft solution allows a Wiener Chaos expansion and that the coe cients of this expansion can be computed recursively by solving a simple system of parabolic PDE's.
Introduction
In this paper we study second order linear SPDE's of the type du(t; x) = (Lu(t; x) + f(t; x))dt + (Mu(t; x) + g(t; where Lu(t; x) = a ij (t; x)u x i ;x j +b i (t; x)u x i +c(t; x)u, Mu(t; x) = i (t; x)u x i + h(t; x)u and W is a cylindrical Brownian motion in some Hilbert space Y .
The coe cients of the operator L and f(t; x) are real valued functions while the coe cients of M and g(t; x) are Y -valued. Equation (0.1) is assumed to 1 be parabolic, i.e., the matrix (a ij ) is symmetric, and A = (2a ij ? ( i ; j ) Y )
is nonnegatively de nite.
To motivate the study, we recall two important examples of equation (0.1).
1 o Backward di usion equation ( 11] , 17], 29]). Let X t;x (s) be a di usion process de ned by the Ito equation dX t;x (s) = b(X t;x (s))ds + (X t;x (s))dw s ; s 2 (t; 1] X t;x (t) = x; x 2 R 1 and w s is a one-dimensional Brownian motion It is well known (see e.g . 32] ) that assuming some smoothness of b(x) and (x) (which will be discussed later) one can show that the function u(t; x) = X 1?t;x (1) is a solution of the equation du(t; x) = where w andŵ are one-dimensional Brownian motions and X 0 is a random variable with density function p(x). The Brownian motions w andŵ and the random variable X 0 are de ned on the probability space ( ; F; P) and are assumed to be independent. The observation, process is given by y t = Z t 0 h(X s )ds + w t :
It is a standard fact that for every function such that Ej (x t )j 2 < 1, the optimal mean square estimate for (X t ), given the past of the observations The Cauchy problem (0.1) has been studied by many authors 27], 14], 2], etc. In the superparabolic case (the matrix A is uniformly nondegenerate) there exists a quite complete theory for this problem in Sobolev spaces W n;2 (R d ) (see 29] and references therein), and in the spaces of Bessel potentials H s p (R d ) (see 13] ). On the other hand, the existent theory for this problem in H older spaces, as well as the W n;2 (R d )-theory in the degenerate case (A 0) is not completely satisfactory. For example, in the latter case the existence of solutions to (0.1) in W 1;2 (R d ) is known only if a ij 2 C 2 b (IR d ) and the remaining coecients are assumed to have bounded derivatives of the rst order (in x). By applying this result to the backward di usion equation (0.2) one can see that the assumptions needed to make these equations meaningful are substantially stronger than those that ensure the existence of the di usion process itself. The same applies to the Zakai equation. Indeed, the conditional expectation in the left hand part of (0.3) is well de ned if the coe cients b; ;^ and h are continuous and bounded and 2 +^ 2 > 0 (see 9] , 30]), while in order to ensure the existence of a W 1;2 -solution to the Zakai equation, one needs to assume additionally that b and h are twice di erentiable and that all the derivatives are bounded. Even in the superparabolic case, the Zakai equation has a solution in W 1;p (R d ); p 2, only if has bounded derivatives in x (see 13] ).
The objective of this article is to study the Cauchy problem (0.1) with nonsmooth coe cients. In particular, we would like to avoid the assumption on di erentiability of the coe cients of the operator M and the function g, and simultaneously relax the superparabolicity assumption (A ij i j j j 2 for some > 0, where A ij = 2a ij ? ( i ; j ) y ).
These goals are hardly achievable within the scope of the standard (variational or semigroup) approaches to SPDE's. This is why we extend the notion of a solution to (0.1) by using the Cameron-Martin-Ito theory of (homogeneous) Wiener We prove (see Theorem 1) existence and uniqueness of a soft solution to (0.1) in Sobolev spaces W 2;p , H older spaces C 2+ , and the Lipschitz space L under minimal assumptions on the coe cients and free forces. In particular, in the case of Sobolev spaces, we do not require any di erentiability of the coe cients. In the case of H older and Lipschitz spaces the coe cients are H older and Lipschitz-continuous (respectively). In the rst two cases the matrix a is assumed to be uniformly nondegenerate and continous. The superparabolic assumption is not required at any point in our exposition.
Of course, if the coe cients and the free forces are smooth enough the soft solution coincides with the generalized (variational) solution in the sense of 29]. In the non-smooth case the soft solution can be approximated by solutions of similar equations with smooth coe cients (Theorem 2).
It turns out (see Theorem 1) that the S-transform is invertible under the same assumptions that guarantee the existence and uniqueness of the soft solution, and the inverse is none other than the stochastic \Feynman-Kac" formula (in the terminology of 29], averaging over characteristic formula) for a solution of (0.1). In particular, this result eliminates the aforementioned gap between the assumptions which ensure the existence of a solution to (0.1) and those needed just to de ne the Feynman-Kac functional.
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The Feynman-Kac formula is not always a convenient representation for a solution of problem (0.1). For example, the whole purpose of the Zakai equation is to provide a convenient recursive way to \compute" the unnormalized lter in the left hand side of (0.3). It is readily checked that the Feynman-Kac formula for the Zakai equation is equivalent to this functional. So in this case, the Feynman-Kac interpretation of a soft solution does not serve the same purpose as the Zakai equation.
With this in mind, we developed another representation for a soft solution of (0. complete orthonormal systems in L 2 (0; 1) and Y respectively, and ' (t; x) are the deterministic coe cients in the Cameron-Martin orthogonal decomposition of u(t; x). In Section 3 we prove that f' g 2I is a solution of a simple recursive parabolic system of Kolmogorov-like deterministic equations (see 24]), referred to below as the S-system. We prove (Theorem 3) that the S-system has a unique solution in Sobolev, H older and Lipschitz classes and the expansion (0.5) holds under essentially the same minimal assumptions which were used to prove the existence of the soft solution. In some sense, the Wiener Chaos expansion (0.5) could serve as another de nition of the soft solution.
Of course, using Ito's decomposition theorem 7], one could rewrite the expansion (0.5) in terms of multiple Wiener integrals (Proposition 6). This expansion, while formally equivalent to (0.5), is not as exible as the former (see 25] ).
The Wiener Chaos expansion is of special importance in nonlinear ltering. For one, the expansion (0.5) and the associated S-system are well de ned and functional in many cases where the Zakai equation for the nonnormalized ltering density is not. Even in the case of smooth coe cients, when the Zakai equation is also well de ned, the Wiener Chaos expansion has some computational advantages. For example, an important feature of expansion (0.5) is that it separates observations and parameters, in that the Wick polynomials are completely de ned by the observations process y t , while the coe cients ' (t; x) are determined only by the coe cients of the signal process and the observation function h. This allows one to shift o -line the time consuming computation related to solving PDE's (for more detail see 20]). We would like to remark that the method of soft solutions has clear-cut limitations. For example, it is not applicable if the coe cients of the equations are functions of W.
We conclude this introduction with some historical remarks. Below we consider three di erent sets of assumptions on the coe cients of equation (1): ' 
Throughout what follows, we assume that at least one of the assumptions (L), (C) S l u(t; x) = Eu(t; x)q t (l) = Eu(t; x)q 1 (l) : 3 Here and below B denotes the Borel -algebra.
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Simple (informal) computations yield that u l (t; x) = S l u(t; x) veri es the skeleton equation.
This equation is central for our construction. It will be studied below in Holder, Sobolev and Lipschitz classes. The notion of a solution for the former two classes is well known (see e. De nition 2 Let (C) (resp. (W) or (L)) be satis ed. AnF-measurable F t -adapted function u is a C 2+ -soft (resp. W 2;p -soft, L-soft) solution for (1) if for each l 2 D. u l (t; x) = S l u(t; x) is a solution in the class C 2+ (H) (resp. W 2;p (H) or L(H)) of the equation (2).
To formulate the main result of this section we shall introduce some additional notation.
LetŴ be a cylindrical Wiener process in L 2 (U; U; ) independent of W. Let 
Proof: The proof will be carried out by induction. Obviously (7) Let (s n ; x n ) ! (s; x); P n 2 S(s n ; x n ; n ; n ; b n ). In the rst part ((A) is satised) we proved already that for every n, P n exists and is unique. Obviously, the set of measures n P n X ?1 ; n 1 o on X is relatively compact. Thus the set n P n ; n 1 o is also relatively compact in M 1 mc ( ). In fact, it is shown in 8] that the former is necessary and su cient for the latter.
We can assume that P n ! P in M 1 mc ( ). For r < t, let f be a C rmeasurable bounded continuous function and H 2 G r . Then Similarly, using the characterization given in Remark 1 we derive in a standard way that P 2 S(s; x; ;^ ; b). Since we have already proved that P is unique, the statement follows. Now we shall discuss basic properties of L(H)-solutions to (4).
Set ( 
By the standard imbedding theorem (see e.g. 18]), (4) and (11) (14) Owing to the boundness of the coe cients a; b; c and their rst derivatives (for a:a:x), we derive from (13) and (14) (15) Again integrating by parts we get (17) Estimates (16) and (17) (19) Combining (18) and (19) 
where the constant C does not depend on .
Thus we can nd a sequence k # 0 such that (u k )(u k ) converges to u 2 L(H) uniformly on compact subsets of H and (23) holds for u as well.
So ju x j C; ju x j C : Since u k = u k is a classical solution of (20) (26) we pass to the limit, as k ! 1, in (24) and arrive at (4) for u, and (12) follows from (21) . This completes the proof.
Proof of Theorem 1. 1 0 . The uniqueness is an immediate consequence of Lemma 1 and the corresponding uniqueness theorem for (2) . For the class L(H) the latter result follows from Proposition 1. Uniqueness of (2) (r; X r )dr ; (27) wherec(t; x) = c(t; x) + R U l(t; )h(t; x; )d and P B l s;x 2 S(s; x; ;^ ; B l ).
Since the right hand side of (27) solves equation (2) The following Corollary is an obvious implication of (5) and the uniqueness property of soft solutions.
Corollary 1If g = 0, f 0 and ' 0 then the S-solution of equation (1) is non-negative.
Remark 3 Let the assumption (L) be satis ed. Then we can rewrite (5) Now we will show that an S-solution can be obtained as a limit of strong solutions. (29) Owing to Lemma 2 we can pass to the limit in (32) . Indeed, let n ! 0. Then by 8] the set fP n l ; n 1g is relatively compact. Assume that for some subsequence n k , P n k l = P k ! P l as k ! 1. Now we drop the latter assumption and assume (W) in its original form. De ne f n = f1 fjfj ng , g n = g1 f R g 2 d ng and take a sequence ' n 2 C 1 0 (IR d ) converging to ' in W 2;p (IR d ). Let u n; be a solution to problem (1) with f; g; ' replaced by f n ; g n ; ' n . Then by Lemma 2 lim n!1 sup Eju n; (s; x) ? u (s; x)j 2 = 0 :
Let u n be a solution of (1) with f; g; ' replaced by f n ; g n ; ' n . Then we know already that for each n, u n; ! u n weakly in L 2 ( ; F W ; P). (32) Our objective is to expand a soft solution of (1) with respect to ( ). In order to determine the coe cients of this expansion, we consider the recursive system of PDE's where u = 1 p ! ' . Proof: Assume (L). In this case, the uniqueness follows from Proposition 1 by induction, and we only have to prove the existence.
Let u be a soft solution of (1) given by (5) or (28) . We claim that ' = @ z S mz uj z=0 = E u@ z p 1 (z)j z=0 ], 2 J , is a solution to (33) . It is readily checked now that by applying the di erentiation operator @ z ]j z=0 to both sides of (34) we arrive at an integral equation equivalent to (33) . This of course completes the proof of a) in the class L(H).
Since u (s; x) = 1 p ! @ z E u(s; x)p s (z)]j z=0 , part b) of the Theorem follows from Corollary 2. Proof of the existence is also analogous to the one in 1 0 . Only two steps require special justi cation. Speci cally, one has to demonstrate that in this case, too, ' = @ z S mz uj z=0 , and also ' 2 W 2;p (H) \ W 2;2p (H) (resp. ' 2 C 2+ (H)) for each 2 J . These two issues are addressed below. where the lth component of e l is 1 and the remaining components are zeros. Then using assumed estimates we can pass to the limit and obtain the equation ( Remark 5 If (L) is assumed, the existence of L(H)-solutions of (33) can be proved in a more analytic way by approximating smoothly the \free forces" and the coe cients.
The rest of this section is dedicated to derivation of a multiple Wiener integral version of the Wiener Chaos expansion of Theorem 4.
Firstly, we will demonstrate that a solution of the S-system (32) e (s n ; n )W(ds 1 ; d 1 ) : : :W(ds n ; d n ) (e was de ned in Remark 7). Since G n is a symmetric function on ( 0; 1] U) n we have the L 2 ( 0; 1] U) n ; ds n d n ) expansion for G n :
G n = P j j=n e R 0;1] U n G n (s n ; n )e (s n ; n )ds n d n = = P j j=n c e : thus ! follows from the latter in a simple way.
