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Re´sume´
Soit X une varie´te´ de Poisson et C une sous-varie´te´ co¨ısotrope par rap-
port au crochet de Poisson. Soient A = C∞(X,K) et I l’ide´al des fonctions
nulles sur C. Dans ce travail, nous construisons des star-produits ⋆ sur X qui
sont adapte´s a` C, i.e. pour lesquels I[[h]] est un ide´al a` gauche de l’alge`bre
de´forme´e (A[[h]], ⋆). Nous obtenons ainsi une repre´sentation de (A[[h]], ⋆) sur
C∞(C,K)[[h]] =: B[[h]] = A[[h]]/I[[h]], de´formant la repre´sentation naturelle
de A sur C∞(C) pour la situation ‘locale’ X = Rn et C = Rn−l. Ce re´sultat
se de´duit d’une ge´ne´ralisation de la conjecture de formalite´ de Tamarkin ap-
plique´e aux cochaˆınes adapte´es a` C : nous de´montrons d’abord un the´ore`me
a` la Hochschild-Kostant-Rosenberg entre l’espace gI des champs de multi-
vecteurs adapte´s a` C et GI , un espace naturel d’ope´rateurs multidiffe´rentiels
adapte´s a` C. Ensuite nous mettons en e´vidence l’existence d’une structure G∞
sur GI et montrons enfin que les obstructions a` l’existence d’une formalite´
sont controˆle´es par des groupes de cohomologie. Dans le cas ou` X = Rn et
C = Rn−l, l ≥ 2 nous montrons que ces obstructions sont nulles.
Keywords : Deformation quantization, star-product, homology
AMS Classification : Primary 16E40, 53D55, Secondary 18D50, 16S80
Table des matie`res
Introduction 1
1 Ope´rateurs multidiffe´rentiels lie´s a` une sous-varie´te´ 5
2 The´ore`mes de Hochschild-Kostant-Rosenberg 7
2.1 Proprie´te´s alge´briques de G, GI et G˜ . . . . . . . . . . . . . . 7
2.2 Proprie´te´s alge´briques de g, gI et g˜ . . . . . . . . . . . . . . . 10
2.3 Simplification du complexe bar . . . . . . . . . . . . . . . . . 13
2.4 Calcul de la cohomologie . . . . . . . . . . . . . . . . . . . . . 17
2.5 (Co)homologie de Hochschild de g et de g˜ . . . . . . . . . . . 22
2.6 Les applications HKR . . . . . . . . . . . . . . . . . . . . . . 23
3 Formalite´, star-produits adapte´s et une structure G∞ sur GI 25
3.1 Formalite´ et star-produits . . . . . . . . . . . . . . . . . . . . 26
3.2 Structures G∞ sur GI . . . . . . . . . . . . . . . . . . . . . . 27
4 Calcul des obstructions 30
4.1 Premie`re re´duction du cocomplexe d’obstructions a` l’aide de l’homologie de Harrison 31
4.2 Acyclicite´ du cocomplexe d’obstructions re´duit . . . . . . . . 33
A Appendice 36
A.1 Quelques coge`bres colibres pour des espaces gradue´s . . . . . 36
A.2 Un aperc¸u des structures a` homotopie pre`s . . . . . . . . . . 44
A.3 Accolades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
A.4 Morphismes de formalite´ . . . . . . . . . . . . . . . . . . . . . 49
Introduction
La the´orie de quantification par de´formation, conc¸ue en 1978 par Bayen,
Flato, Frønsdal, Lichnerowicz et Sternheimer [2], est maintenant tre`s bien
e´tablie, surtout depuis l’article de Kontsevitch [30] : pour de´crire l’alge`bre
des observables quantiques, on cherche a` construire une de´formation formelle
associative ∗, dite star-produit, de l’alge`bre A = C∞(X,K) des fonctions de
classe C∞ a` valeurs dans K = R ou K = C de´finie sur une varie´te´ de
Poisson (X,P ). On exige que le commutateur d’ordre 1 dans le parame`tre
de de´formation h soit proportionnel au crochet de Poisson de´fini par P .
Plus pre´cise´ment, un star-produit ⋆ est une multiplication associative K[[h]]-
biline´aire sur le K[[h]]-module A[[h]] telle que pour tous f, g ∈ A,
(i) f ⋆ g = fg + hC1(f, g) +
∑
k≥2 h
kCk(f, g),
(ii) C1(f, g)− C1(g, f) = P (df,dg),
(iii) Les (Cr)r≥1 sont des ope´rateurs bidiffe´rentiels.
(iv) Cr(f, 1) = 0 = Cr(1, f) quel que soit r ≥ 1.
L’existence d’un star-produit s’e´tait ave´re´e tre`s difficile : pour les varie´te´s
symplectiques le the´ore`me ge´ne´ral a e´te´ montre´ par DeWilde et Lecomte en
1983 [18] et pour les varie´te´s de Poisson par Kontsevitch [30]. La classifica-
tion a` e´quivalence pre`s a e´te´ faite par Deligne, Nest-Tsygan et Bertelsson-
Cahen-Gutt pour le cas symplectique et par Kontsevitch [30] pour le cas
ge´ne´ral.
Une des racines historiques de la quantification par de´formation e´tait
sans doute le calcul symbolique des ope´rateurs diffe´rentiels sur une varie´te´
diffe´rentielle Q auquel correspond le fibre´ cotangent T ∗Q comme varie´te´
symplectique. Dans ce contexte, l’alge`bre de´forme´e C∞(T ∗Q,K)[[h]] venait
toujours avec un module a` gauche, a` savoir l’espace des fonctions C∞(Q,K)[[h]]
sur lequel elle agit comme ope´rateurs diffe´rentiels. En ge´ne´ral, la question
alge´brique d’e´tudier les modules ou les repre´sentations ρ : A[[h]]⊗M[[h]] →
M[[h]] d’une alge`bre de´forme´e est tre`s inte´ressante et –en toute ge´ne´ralite´–
toujours ouverte. Quelques cas particuliers ont e´te´ e´tudie´s par Fedosov (mod-
ules projectifs, voir [21]), M.Bordemann et S.Waldmann (de´finition de la
construction de Gel’fand-Naimark-Segal (GNS) dans le cadre de la quan-
tification par de´formation, voir [6]), H.Bursztyn et S.Waldmann (e´tude de
Morita, voir [7], [8], [9], [10], [11] et le review [42]). Pour une e´tude ge´ne´rale
des modules, des morphismes et la re´duction des star-produits et quelques
re´sultats dans le cas symplectique, voir [3].
Une classe de repre´sentations diffe´rentielles importante est donne´e par
l’espace B = C∞(C,K) pour une varie´te´ diffe´rentielle C quelconque : on peut
montrer qu’une condition ne´cessaire a` l’existence d’une repre´sentation de
(C∞(X,K)[[h]], ∗) sur B[[h]] en tant qu’ope´rateurs diffe´rentiels est la donne´e
d’une application de classe C∞ i : C → X, co¨ısotrope par rapport a` la struc-
ture de Poisson P sur X : ceci veut dire que l’ide´al annulateur I := Ker i∗
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est une sous-alge`bre de Poisson de A. Les sous-varie´te´s co¨ısotropes d’une
varie´te´ de Poisson ont la particularite´ d’eˆtre toujours munies d’un feuil-
letage (en ge´ne´ral singulier), et l’espace des feuilles peut eˆtre conside´re´
comme varie´te´ de Poisson (re´duction symplectique). Nous e´tudions ici le
proble`me re´ciproque : la quantification des sous-varie´te´s co¨ısotropes, c’est-a`-
dire la construction d’une structure de module a` gauche B[[h]] pour l’alge`bre
de´forme´e A[[h]]. Un star-produit ⋆ sera alors dit repre´sentable sur une sous-
varie´te´ C de X lorsqu’il existe une repre´sentation de l’alge`bre de´forme´e
sur B[[h]]. L’existence de tels star-produits, une fois e´tablie, nous procure
d’un bon candidat pour l’alge`bre re´duite, a` savoir le commutant ou l’es-
pace de tous les homomorphismes de A[[h]]-modules B[[h]]→ B[[h]] (voir [3]
pour des de´tails). Ceci correspond e´galement au “coisotropic creed” prononce´
par Jiang-Hua Lu [33] et de´crit en partie dans le cadre BRST dans [5]. Le
proble`me que nous regardons est aussi intimement lie´ a` celui de la quantifi-
cation des morphismes de Poisson (voir [3] pour des de´tails).
Au lieu de fixer la varie´te´ de Poisson (X,P ) et de chercher des sous-
varie´te´s co¨ısotropes par rapport a` P , on peut fixer la sous-varie´te´ C de X et
chercher toutes les structures de Poisson P telles que C est co¨ısotrope par
rapport a` P . Dans ce cas, on parle des structures de Poisson adapte´es a` la
sous-varie´te´ C.
Dans le meˆme esprit, on dit qu’un star-produit ⋆ est adapte´ a` une sous-
varie´te´ C de X lorsque tous les ope´rateurs bidiffe´rentiels Cr son tels que
Cr(f, g) ∈ I quel que soit g ∈ I. Il s’ensuit imme´diatement que dans ce cas
l’espace I[[h]] est un ide´al a` gauche de l’alge`bre de´forme´e, et par conse´quent
B[[h]] ∼= A[[h]]/I[[h]] est un module a` gauche pour A[[h], donc ⋆ est toujours
repre´sentable. Re´ciproquement, on peut montrer (voir [3]) que tout star-
produit repre´sentable est e´quivalent a` un star-produit adapte´.
Les deux dernie`res de´finitions se ge´ne´ralisent facilement dans un cadre
utilise´ pour la formalite´ :
– Dans l’espace g := Γ∞(X,ΛTX) des champs de multivecteurs, on
conside`re le sous-espace gI des champs de multivecteurs adapte´s a` la
sous-varie´te´ C : ξ de rang k appartient a` gI s’il envoie –vu comme
ope´rateur k-diffe´rentiel– tout choix de k e´le´ments de I dans I.
– De la meˆme fac¸on, un ope´rateur k-diffe´rentiel dans G, (l’espace des
ope´rateurs multi-diffe´rentiels sur X) est dit adapte´ a` C lorsqu’il envoie
tout choix f1, . . . , fk−1, g ∈ A avec g ∈ I dans I. On note GI le sous-
espace de tous les ope´rateurs multidiffe´rentiels adapte´s a` C.
De´sormais X = Rn et C = Rn−l
Le premier re´sultat de ce travail est de montrer, dans le paragraphe 2, que
gI et GI he´ritent de toutes les structures alge´briques de g et G, notamment
le crochet de Schouten, le crochet de Gerstenhaber, et la codiffe´rentielle de
Hochschild. De plus, nous de´montrons un analogue du the´ore`me de Hochschild,
Kostant, Rosenberg : gI est l’espace de cohomologie de GI , et nous constru-
isons une application HKR ψ[1] : gI → GI diffe´rente de l’application uselle
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a` cause de l’asyme´trie dans la de´finition de GI .
Ensuite, nous de´montrons l’existence d’un L∞-morphisme diffe´rentiel
entre gI et GI en suivant le sche´ma de la preuve de Tamarkin ([41], [26])
qui a e´tabli et utilise´ les structures G∞ pour traiter la conjecture de Deligne
[17]. Nous avons ajoute´ un appendice A pour expliciter, dans un cadre non-
ope´radique, quelques de´tails et conventions de signe. Dans le paragraphe 3,
nous de´montrons que toutes les e´tapes de ce sche´ma peuvent eˆtre reproduites
pour gI et GI et nous re´duisons le travail au calcul de la cohomologie du
cocomplexe d’obstructions dans le paragraphe 4. Nous de´montrons que les
obstructions s’annulent, et nous obtenons ainsi le re´sultat principal de cet
article d’une formalite´ G∞ adapte´e –qui a e´te´ annonce´ sans preuve de´taille´e
pendant l’Euroconfe´rence PQR en 2003 a` Bruxelles :
The´ore`me 0.1 Soit X = Rn et C = Rn−l vue comme sous-varie´te´ de la
manie`re usuelle.
1. gI ∼= HGI .
2. Pour l ≥ 2 : il existe un G∞-morphisme entre gI et GI .
3. Pour l ≥ 2 : il existe un L∞-morphisme entre gI et GI .
4. Soit P une structure de Poisson adapte´e a` C. Alors il existe un star-
produit ⋆ adapte´ sur X tel que le commutateur d’ordre 1 en h est e´gal
a` P .
Les ide´es principales de cet article se sont de´ja` trouve´es dans notre
pre´publication [4] ; ici on a ajoute´ beaucoup de de´tails et notamment la
preuve du the´ore`me 4.2.
Nous conjecturons que l’on a la fomalite´ e´galement pour le cas l = 1 :
une indication forte est le fait qu’il est toujours possible de repre´senter un
star-produit, ce qui a e´te´ montre´ par Glo¨ßner (voir [28, Lemma 1], [3]) :
The´ore`me 0.2 (Glo¨ßner 1998) Si C est une sous-varie´te´ co¨ısotrope de
codimension 1 dans X et ∗ un star-produit sur X. Alors on peut construire
une star-repre´sentation.
Ce re´sultat suit de´ja` d’un calcul des obstructions re´currentes pour construire
une repre´sentation ordre par ordre : ces obstructions se trouvent dans le
groupe HH2
(
A,D(B,B)
)
, qui se calcule (voir le the´ore`me 2.3, e´nonce´ 2)
comme
HH
(
A,D(B,B)
)
∼= Γ∞
(
C,Λ(TX/TC)
)
.
En codimension 1 le deuxie`me groupe de cohomologie de Hochschild s’an-
nule.
Enfin, ce travail nous donne e´galement un sche´ma pour de´crire les ob-
structions a` la formalite´ qui peuvent apparaˆıtre pour la situation globale
d’une sous-varie´te´ C dans une varie´te´ X quelconque : dans ce cas-la`, nous
conjecturons que tous les e´nonce´s du type HKR en paragraphe 2 ainsi que le
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premier the´ore`me 4.1 pour re´duire le cocomplexe des obstructions se glob-
alisent facilement, tandis que le deuxie`me the´ore`me 4.2 ne sera plus vrai et
pre´sentera des ve´ritables obstructions globales. Dans ce cas-la`, il faudrait
modifier la codiffe´rentielle dL (co-induite par le crochet de Schouten sur les
champs de multivecteurs adapte´s) dans le the´ore`me de formalite´ par une
codiffe´rentielle d′L contenant des termes d’ordre supe´rieur ou e´gal a` 3 (voir
le the´ore`me A.3) : on peut donc imaginer que ces ope´rateurs k-diffe´rentiels
(k ≥ 3) pre´sentent des conditions additionnels a` une structure de Poisson
formelle adapte´e a` une sous-varie´te´. Ceci semble possible, aux vues des ob-
structions ne´cessaires jusqu’a` l’ordre 3 a` la repre´sentabilite´ d’un star-produit
symplectique lie´es aux classes d’Atiyah-Molino du feuilletage de C (voir [3]).
Un cadre de globalisation a` la [15] ou [19] serait dans doute prometteur.
Signalons une autre approche propose´e dans [14]. Le point de vue est de
quantifier directement le crochet de Poisson sur la varie´te´ re´duite C, c’est-
a`-dire de contruire un star-produit sur C∞(C) = N(I)/I, ou` N(I) = {f ∈
A, {f,I} ⊂ I}. Pour cela, les auteurs montrent d’abord qu’un crochet de
Poisson surX pour lequel C est co¨ısotrope s’e´tend en une structure P∞ plate
sur g˜ = Γ
(
C,Λ(TCX/TC)
)
. Une structure P∞ veut dire qu’on se donne une
famille (Pi)i≥0 : A
⊗i → A de multi-de´rivations faisant de A une alge`bre L∞
et “plate” veut dire que P0 = 0. Dans le cas “plat”, P1 est une diffe´rentielle et
P2 induit une structure de Poisson sur la cohomologie H
0(Γ, P1) ∼= C
∞(C).
Ils construisent ensuite un morphisme de formalite´ pour g˜, vu comme
alge`bre de fonctions sur une super-varie´te´, en de´finissant des analogues pour
les champs de tenseurs et ope´rateurs multi-diffe´rentiels. Ce morphisme est
un “super” analogue de celui de Kontsevitch. Une structure P∞ est alors en-
voye´e sur une structure A∞ (c’est-a`-dire la donne´e d’une famillie (ai)i≥0 de
lois ve´rifiant des relations d’associativite´ a` homotopie pre`s). Une telle struc-
ture permet d’obtenir une de´formation associative de C∞(C)[[h]] a` deux
conditions
– que a0 = 0. Dans ce cas a1 de´finit une diffe´rentielle et a2 induit une
structure associative sur H0(Γ(C,N∗C), a1).
– que dans ce cas H0(Γ(C,N∗C), a1) ∼= C
∞(C)[[h]].
Les obstructions pour ces deux conditions sont respectivement dans les
groupes H2π(N
∗C) et H1π(N
∗C) qui sont ge´ne´ralement non nulles meˆme dans
le cas plat line´aire. Dans ce dernier cas, les auteurs retrouvent cependant
“a` la main” une bonne de´formation ([13]) (dans ce travail, ils proposaient
une construction pour laquelle, moyennant certaines obstructions, il existe
une de´formation de X adapte´e a` la sous-varie´te´ co¨ısotrope C). La premie`re
condition (envoyer une strcture P∞ avec P0 = 0 sur une structure A∞ avec
a0 = 0) est similaire a` la condition que nous demandons a` notre morphisme :
envoyer gI sur GI . Dans notre cas, cette condition est re´alise´e dans le cas
plat.
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Notations : Pour deux varie´te´s diffe´rentiables X et X ′, C∞(X,X ′) de´signe
l’ensemble de toutes les applications de classe C∞ de X dans X ′. Pour un
fibre´ vectoriel E sur une varie´te´ diffe´rentiable X, on e´crira Γ(X,E) pour
l’espace de toutes les sections de classe C∞ du fibre´ E. On e´crira les symboles
∧ et Λ pour le produit exte´rieur point-par-point dans un cadre de ge´ome´trie
diffe´rentielle, tandis qu’on va utiliser Λ and Λ dans un cadre alge`brique, i.e.
le produit exte´rieur (gradue´) des modules gradue´s.
Remerciements : Nous remercions EUCOR pour des aides financie`res qui
ont rendu possible ce travail entre Freiburg, Strasbourg et Mulhouse, et
Alberto Cattaneo et Giovanni Felder pour de nombreuses discussions et la
concurrence sympathique.
1 Ope´rateurs multidiffe´rentiels lie´s a` une sous-va-
rie´te´
Soit X une varie´te´ diffe´rentiable de dimension n et i : C → X une sous-
varie´te´ ferme´e de codimension l ≤ n. Soit A = C∞(X,K), B = C∞(C,K) et
I = {f ∈ A | f(c) = 0 ∀c ∈ C} (1.1)
l’ide´al annulateur de C. En utilisant un voisinage tubulaire autour de C et
une partition de l’unite´ on voit que la suite d’alge`bres commutatives
{0} −→ I −→ A
i∗
−→ B −→ {0} (1.2)
est exacte. Soit c ∈ C et
TcC
ann = {β ∈ TcX
∗ | β(v) = 0 ∀v ∈ TcC}.
Soit P ∈ Γ(X,Λ2TX) une structure de Poisson. La sous-varie´te´ C est dite
co¨ısotrope par rapport a` P si
Pc(β, γ) = 0 quels que soient c ∈ C;β, γ ∈ TcC
ann. (1.3)
Une condition alge´brique e´quivalente est
I est une sous-alge`bre de Poisson de A.
De manie`re ge´ne´rale, on de´finit
De´finition 1.1 Un champ de multivecteurs P ∈ Γ(X,ΛkTX) est dit com-
patible avec C (ou adapte´ a` C) si
Pc(β1, . . . , βk) = 0 quels que soient c ∈ C;β1, . . . , βk ∈ TcC
ann. (1.4)
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Lorsque P ∈ A = Γ(X,Λ0TX), cette condition e´quivaut a` P ∈ I.
Soit k un entier strictement positif et soient M1, . . . ,Mk,M des A-A-
bimodules. De´finissons
Dk(M1, . . . ,Mk;M) = {φ :M1 ⊗K · · · ⊗KMk →M |
φ est k-multidiffe´rentielle}
L’expression ‘k-multidiffe´rentiel’ correspond a` la de´finition alge´brique de
Grothendieck. Dans la suite, on ne recontrera que des bimodules plus ge´ome´-
triques comme par exemple C∞(N,K) pour une varie´te´ N ou` l’on a l’e´quiva-
lence avec la de´finition analytique des ope´rateurs multidiffe´rentiels. On e´crira
Dk(M1;M) au lieu de l’expression ci-dessus lorsque tous les modules M1,
. . . ,Mk sont e´gaux a`M1. Pour k = 1 on e´crit parfois D au lieu deD
1. Pour
k = 0 on pose D0( ;M) =M, et on convient que Dk s’annule lorsque k ≤
−1.D1(M1;M) est muni d’une structure deA-A-bimodule avec (fφg)(η) =
fφ(gη) pour f, g ∈ A, η ∈ M1 et φ ∈ D
1(M1;M). Soit G = ⊕k∈ZG
k
l’espace des cochaˆınes de Gerstenhaber ou`
Gk = Dk(A;A).
Par analogie avec les champs de multivecteurs, de´finissons maintenant
les cochaˆınes compatibles dont le roˆle sera tre`s important pour la suite de
notre e´tude :
De´finition 1.2 Le sous-espace GI = ⊕k∈ZG
k
I de G des cochaˆınes compat-
ibles est de´fini comme suit :
GkI = {φ ∈ G
k|φ(f1, . . . , fk−1, g) ∈ I,
∀f1, . . . , fk−1 ∈ A, g ∈ I} (pour k ≥ 1),
G0I = I,
GkI = {0} pour k ≤ −1.
Pour la suite de notre travail, nous de´finissons G˜ = ⊕k∈ZG˜
k ou`
G˜k = Dk−1
(
A;D1(I;B)
)
(pour k ≥ 1),
G˜0 = A/I = B,
G˜k = {0} pour k ≤ −1.
Remarquons que D1(A;B) est l’espace des ope´rateurs diffe´rentiels le long de
l’application i : C →M , voir [3] pour une de´finition analytique, et D1(I;B)
est la restriction deD1(A;B) a` I. En outre, l’espace des ope´rateurs D1(B,B)
s’injecte dansD1(A;B) par l’application D 7→
(
f 7→ D(i∗f)
)
. Un petit calcul
en coordonne´es de sous-varie´te´s montre que la suite de A-A-bimodules
{0} ← D1(I;B)← D1(A;B)← D1(B,B)← {0}
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est exacte (voir aussi le lemme 2.5). En utilisant que Dk−1
(
A;D1(A,B)
)
est
e´gal a` Dk(A;B) (on travaille avec des morphismes de K-modules filtre´s) on
de´finit Dk−1
(
A;D1(I;B)
)
par la restriction du k-ie`me argument a` I.
D’autre part, on peut de´finir des analogues des espaces GI et G˜ dans
l’espace des champs de multivecteurs g = ⊕k∈Zg
k ou`
gk = Γ(X,ΛkTX) (pour k ≥ 0),
gk = {0} pour k ≤ −1.
L’analogue de GI est gI = ⊕k∈Zg
k
I le sous-espace de g ou`
gkI = {P ∈ Γ(X,Λ
kTX)|Pc(β1, . . . , βk) = 0,
∀c ∈ C;β1, . . . , βk ∈ TcC
ann} (pour k ≥ 1),
g0I = I
gkI = {0} pour k ≤ −1.
L’analogue de G˜ est l’espace g˜ = ⊕k∈Zg˜
k ou`
g˜k = Γ
(
C,Λk(TCX/TC)
)
(pour k ≥ 1),
g˜0 = B = A/I
g˜k = {0} pour k ≤ −1.
2 The´ore`mes de Hochschild-Kostant-Rosenberg
Dans cette section nous allons montrer un analogue du the´ore`me de
Hochschild-Kostant-Rosenberg dans le cas ou` X = Rn et C = Rn−l. Dans
les deux premie`res sous-sections nous rappellerons les proprie´te´s alge´briques
de G, GI , et G˜, puis de g, gI et g˜. Puis dans la troisie`me nous donnerons
des homotopies explicites entres les re´solutions bar et de Koszul qui nous
permettrons de prouver notre re´sultat principal dans la quatrie`me sous-
section.
2.1 Proprie´te´s alge´briques de G, GI et G˜
Rappelons quelques ope´rations de´finies sur l’espace des cochaˆınes de Ger-
stenhaber : pour k, l ≥ 1 entiers, φ ∈ Gk, ψ ∈ Gl et 1 ≤ i ≤ k on pose
(φ ◦i ψ)
(
f1, . . . , fk+l−1
)
= φ
(
f1, . . . , fi−1, ψ(fi, . . . , fl+i−1), fl+i, . . . , fk+l−1
)
, (2.1)
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et l’on de´finit
φ ◦G ψ =
k∑
i=1
(−1)(i−1)(l−1)φ ◦i ψ, (2.2)
(on pose φ ◦G ψ = 0 lorsque φ ∈ G
k, k ≤ 0), et le crochet de Gerstenhaber :
[φ,ψ]G = φ ◦G ψ − (−1)
(k−1)(l−1)ψ ◦G φ. (2.3)
Gerstenhaber a montre´ [22] que (G[1], [ , ]G) est une alge`bre de Lie gradue´e
(ou` on a utilise´ le de´calage (h[j])k := hj+k pour j ∈ Z et un K-espace gradue´
h := ⊕k∈Zh
k). Soit µ la multiplication point par point dans A. On de´finit
alors l’ope´rateur cobord de Hochschild par :
bφ = −[φ, µ]G (2.4)
Enfin, on de´finit la multiplication ∪ par :
(φ ∪ ψ)
(
f1, . . . , fk+l
)
= µ
(
φ(f1, . . . , fk), ψ(fk+1, . . . , fk+l)
)
(2.5)
et il est clair que (G,∪) est une alge`bre associative gradue´e.
Proposition 2.1 L’espace GI a les proprie´te´s suivantes :
1. µ ∈ G2I .
2. GI est un ide´al a` gauche de (G,∪).
3. GI [1] et une sous-alge`bre de Lie gradue´e de (G[1], [ , ]G).
4. (GI , b) est un sous-complex de (G, b).
De´monstration:
1. C’est e´vident car I est un ide´al de A.
2. Soit φ ∈ Gk, ψ ∈ GlI et fk+l ∈ I. On a ψ(fk+1, . . . , fk+l) ∈ I donc
(φ ∪ ψ)(f1, . . . , fk+l) ∈ I car I est un ide´al de A.
3. Soient φ ∈ GkI et ψ ∈ G
l
I . Regardons φ ◦i ψ (si k ≤ 0 il n’y a rien
a` montrer) pour 1 ≤ i ≤ k. Soit fk+l−1 ∈ I. Si 1 ≤ i ≤ k − 1, alors
fk+l−1 est le dernier argument de φ, donc le membre droit de (2.1)
appartient a` I par de´finition de φ, et φ ◦i ψ ∈ G
k+l−1
I . Si i = k, alors
fk+l−1 est le dernier argument de ψ et la valeur de ψ (qui appartient
a` I par de´finition de ψ) est le dernier argument de φ. Par de´finition
de φ, il vient que sa valeur appartient a` I, donc φ ◦k ψ ∈ G
k+l−1
I .
4. C’est une conse´quence de 1., 3. et de la de´finition de b (2.4). ✷
L’espace G˜ est muni de l’ope´rateur de Hochschild b˜ usuel : soient φ ∈ G˜k,
f1, . . . , fk ∈ A et g ∈ I, alors
(b˜φ)(f1, . . . , fk)(g) = f1 φ(f2, . . . , fk)(g)
+
k−1∑
r=1
(−1)rφ(f1, . . . , frfr+1, . . . , fk)(g)
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+(−1)kφ(f1, . . . , fk−1)(fkg). (2.6)
Pour un entier k conside´rons les projections canoniques Ξk : Gk → G˜k
suivantes ou` f1, . . . , fk−1 ∈ A et g ∈ I :(
Ξk(φ)
)(
f1, . . . , fk−1
)
(g) = i∗
(
φ(f1, . . . , fk−1, g)
)
pour k ≥ 1, Ξ0 = i∗ et Ξk = 0 quel que soit k ≤ −1.
Proposition 2.2 On a les proprie´te´s suivantes :
1. Le diagramme suivant est une suite exacte de complexes :
{0} −→ (GI , b) −→ (G, b)
Ξ
−→ (G˜, b˜) −→ {0}.
En particulier, G˜ ∼= G/GI .
2. G˜ est un module a` gauche gradue´ de (G,∪).
3. G˜[1] est un module de Lie gradue´ de (GI [1], [ , ]G).
De´monstration:
1. Il est clair que le noyau de Ξ est e´gal a` GI et que Ξ est surjective.
Montrons que Ξ est un morphisme de complexes : soient φ ∈ Gk,
f1, . . . , fk ∈ A, g ∈ I, on a(
Ξk+1(bφ)
)(
f1, . . . , fk
)
(g) =i∗
(
(bφ)(f1, . . . , fk, g)
)
= i∗
(
f1φ(f2, . . . , fk, g)
)
+ (−1)k+1i∗
(
φ(f1, . . . , fk)g
)
+
k−1∑
r=1
(−1)ri∗
(
φ(f1, . . . , frfr+1, . . . , fk, g)
)
+ (−1)ki∗
(
φ(f1, . . . , fk−1, fkg)
)
= i∗f1
(
Ξkφ
)
(f2, . . . , fk)(g) + 0 (car i
∗g = 0)
+
k−1∑
r=1
(−1)r
(
Ξkφ
)
(f1, . . . , frfr+1, . . . , fk)(g)
+ (−1)k
(
Ξkφ
)
(f1, . . . , fk−1)(fkg)
= (b˜Ξkφ)(f1, . . . , fk)(g).
2. C’est une conse´quence du fait que GI est un ide´al a` gauche de G
(Proposition 2.1, 2.).
3. Puisque GI [1] est une sous-alge`bre de Lie gradue´e de G[1] d’apre`s la
Proposition 2.1 3., il vient que G[1] et GI [1] sont des modules de Lie
gradue´s de GI [1], donc il en est le meˆme pour leur quotient G˜[1]. ✷
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2.2 Proprie´te´s alge´briques de g, gI et g˜
E´tudions maintenant les espaces g, gI et g˜. Rappelons la de´finition du cro-
chet de Schouten [−,−]S surG : soient f, g ∈ A, k, l ∈ N,X = X1∧· · ·∧Xk ∈
gk et Y = Y1 ∧ · · · ∧ Yl ∈ g
l (X1, . . . ,Xk, Y1, . . . , Yl ∈ Γ(X,TX)), alors le
crochet est de´fini par :
[fX, gY ]S = fg
k∑
i=1
l∑
j=1
(−1)i+j [Xi, Yj ] ∧X1 ∧ · · · ∧Xi−1 ∧Xi+1 ∧ · · · ∧Xk
∧Y1 ∧ · · · ∧ Yj−1 ∧ Yj+1 ∧ · · · ∧ Yl
+f
k∑
i=1
(−1)k−iXi(g)X1 ∧ · · · ∧Xi−1 ∧Xi+1 ∧ · · · ∧Xk ∧ Y
+gX ∧
l∑
j=1
(−1)jYj(g)Y1 ∧ · · · ∧ Yj−1 ∧Xj+1 ∧ · · · ∧ Yl. (2.7)
Il est bien connu que ce crochet ne de´pend pas de la de´composition de X
et de Y en produit de champs de vecteurs. En outre (g[1], [−,−]S) est une
alge`bre de Lie gradue´e ; de plus, (g,∧) est une alge`bre associative commu-
tative gradue´e. Enfin, pour tous X ∈ gk, Y ∈ gl, Z ∈ gl, on a la re`gle de
Leibniz gradue´e :
[X,Y ∧ Z]S = [X,Y ]S ∧ Z + (−1)
(k−1)lY ∧ [X,Z]S
et donc (g, [−,−]S ,∧) est une alge`bre de Gerstenhaber, voir e´galement (A.9).
Le produit inte´rieur i peut s’e´tendre en une action (toujours note´e i)
de (g,∧) sur l’espace Γ(X,ΛT ∗X) : soit x = x1 ∧ · · · ∧ xk ∈ g
k, f ∈ A et
α ∈ Γ(X,ΛT ∗X), alors
i(x)α = i(x1) · · · i(xk)α et i(f)α = fα.
De meˆme, la de´rive´e de Lie des champs de vecteurs s’e´tend en une action L
de (g[1], [−,−]S) sur Γ(X,ΛT
∗X) de´finie par
L(x)α = [i(x),d]α. (2.8)
Par re´currence sur le degre´ de y, on montre aise´ment que
[L(x), i(y)] = i([x, y]), ∀x, y ∈ g (2.9)
Enfin, puisque d2 = 0 on a
[L(x),d] = 0 et [L(x), L(y)] = L([x, y]), ∀x, y ∈ g
Conside´rons maintenant les applications Ψ0 = i∗ : A → A/I = B et
pour k ≥ 1, Ψk : gk −→ g˜k de´finie par
x1 ∧ · · · ∧ xk 7→
(
c 7→ (x1
c
mod TcC) ∧ · · · ∧ (xk
c
mod TcC)
)
.
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Proposition 2.3 La suite d’espaces vectoriels sur R
{0} −→ gkI −→ g
k Ψ
k
−→ g˜k −→ {0} (2.10)
est exacte. En particulier g˜k ∼= gk/gkI .
De´monstration: Il est clair que Ψk est bien de´finie. Le cas k = 0 est une
conse´quence de la suite exacte (1.2).
Montrons la surjectivite´ de Ψk : soit Y˜ ∈ g˜k. Soit E ⊂ TCX un sous-
fibre´ tel que TCX = TC ⊕ E, soit C ⊂ V ⊂ E un voisinage ouvert de la
section nulle de E, soit C ⊂ U ⊂ X un voisinage ouvert de C dans X et
soit Φ : V → U un diffe´omorphisme tel que Φ|C est l’application identique
(le tout est dit un voisinage tubulaire de C). E est visiblement isomorphe
a` TCX/TC. Pour c ∈ C on rappelle le rele`vement vertical de Y ∈ Ec a`
y ∈ Ec : on a Y
rlvty = ddt(y + tY )|t=0, donc Y
rlvty ∈ TyE. Ceci induit une
injection ( )rlvtΦ(y) : Λk(TcX/TcC)→ Λ
kTΦ(y)U , donc un rele`vement vertical
des sections Y˜ 7→ Y ′ = (Y˜ )rlvt ∈ Γ(X,ΛkTU) de´fini par Y ′Φ(y) = (Y˜c)
rlvty .
Soit (ψU , 1 − ψU ) une partition de l’unite´ subordonne´e au re´couvrement
ouvert (U,X \C) de X. Alors le champ de vecteurs Y de´fini par Y = ψUY
′
sur U et Y = 0 sur X \ U est un e´le´ment de gk tel que ΨkY = Y˜ .
Finalement, montrons que gkI est e´gal au noyau de Ψ
k : pour c ∈ C soit
Ψkc : Λ
kTcX → Λ
k(TcX/TcC). Puisque TcC
ann ∼= (TcX/TcC)
∗ alors
Λk(TcC
ann) ∼=
(
Λk(TcX/TcC)
)∗
.
Soit Y ∈ gk. Alors Y ∈ KerΨk si et seulement si Ψkc (Yc) = 0 quel que soit
c ∈ C. Il s’ensuit :
Ψkc (Yc) = 0 ⇐⇒ ξc
(
Ψkc (Yc)
)
= 0 ∀ξc ∈ Λ
k(TcX/TcC)
∗
⇐⇒ ξc(Yc) = 0 ∀ξc ∈ Λ
k(TcC)
ann
⇐⇒ Yc(ξc) = 0 ∀ξc ∈ Λ
k(TcC)
ann,
et donc gkI = KerΨ
k. ✷
On obtient alors une autre caracte´risation de gI :
Proposition 2.4 Soit k un entier strictement positif. Un e´le´ment X ∈ gk
appartient a` gkI si et seulement si
i(X)(dg1 ∧ · · · ∧ dgk) ∈ I quels que soient g1, · · · , gk ∈ I
De´monstration: Il est clair que dcg ∈ TcC
ann quel que soit c ∈ C et quel
que soit g ∈ I, donc la condition ci-dessus est ne´cessaire.
D’autre part, soit α ∈ TcC
ann et soit
(
U, (x1, . . . , xn−l, y1, . . . , yl)
)
une carte
de sous-varie´te´ de C autour de c (c’est-a`-dire U ∩ C = {u ∈ U | y1(u) =
0, . . . , yl(u) = 0}). Alors on trouve α1, . . . , αl ∈ R tels que α =
∑l
i=1 αidy
i.
Soit (ψU , 1 − ψU ) une partition de l’unite´ subordonne´e au re´couvrement
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ouvert (U,X \ {c}) de X. On de´finit g = ψU
∑l
i=1 αiy
i sur U et g = 0 sur
X \ U . Visiblement g ∈ I et dcg = α. Alors tout e´le´ment de TcC
ann se
repre´sente comme dcg pour un g ∈ I, d’ou` la suffisance de la condition. ✷
Proposition 2.5 L’espace gI a les proprie´te´s suivantes :
1. Toute structure de Poisson P sur X compatible avec C est dans g2I.
2. (gI ,∧) est un ide´al de (g,∧).
3. (gI [1],[−,−]S) est une sous-alge`bre de Lie gradue´e de (g[1],[−,−]S).
De´monstration:
1. Ceci est une conse´quence directe de la de´finition (1.3).
2. Ψc =
∑n
k=0Ψ
k
c : ΛTcX → Λ(TcX/TcC) est un homomorphisme d’alge`-
bres de Grassmann, alors Ψ : g → g˜ aussi, donc le noyau de Ψ, alors
gI , est un ide´al par rapport a` la multiplication exte´rieure ∧.
3. Soient x ∈ gkI et y ∈ g
l
I . Si k = l = 0 alors [x, y]S = 0 ∈ g
−1
I . Si k = 1
et l = 0, alors y ∈ I et [x, y]S = x(dy) ∈ I = g
0
I d’apre`s la proposition
2.4. On peut supposer que k + l ≥ 2. Soient g1, . . . , gk+l−1 ∈ I et
γ = dg1 ∧ · · · ∧ dgk+l−1. Puisque x ∧ y ∈ g
k+l
I , alors i(x)i(y)γ = 0.
De plus, dγ = 0. Il s’ensuit, d’apre`s l’e´quation (2.9), que i([x, y])γ =
[L(x), i(y)]γ = i(x)di(y)γ+(−1)kli(y)di(x)γ. La k− 1 forme i(y)γ est
une somme finie d’expressions de la forme : ±(i(y)γ′)γ′′ ou` γ′ est une
l-forme constitue´e de l e´le´ments parmi dg1, . . . ,dgk+l−1 et γ
′′ est le
reste. D’apre`s la proposition 2.4 la fonction g′ = ±i(y)γ′ est dans I,
alors i(x)di(y)γ = i(x)(dg′ ∧ γ′′) car dγ′′ = 0 et la k-forme dg′ ∧ γ′′
est le produit exte´rieur de k diffe´rentielles d’e´le´ments de l’ide´al, donc
i(x)(dg′ ∧ γ′′) ∈ I. Le terme (−1)kli(y)di(x)γ appartient e´galement a`
I par un raisonnement entie`rement analogue. Alors [x, y]S ∈ g
k+l−1
I .✷
Proposition 2.6 L’espace g˜ a les proprie´te´s suivantes :
1. (g˜,∧) est une alge`bre commutative associative gradue´e.
2. (g˜,∧) est un module a` gauche gradue´ de (g,∧).
3. g˜[1] est un module d’alge`bre de Lie gradue´e pour (gI [1], [−,−]S). De
plus, on a
X.(α ∧ β) = (X.α) ∧ β + (−1)(k−1)lα ∧ (X.β)
quels que soient X ∈ gkI , α ∈ g˜
l, β ∈ g˜.
De´monstration:
1. Ceci est e´vident.
2. Puisque gI est un ide´al de (g,∧) et g˜ ∼= g/gI , l’e´nonce´ est e´vident.
3. g[1] et gI [1] sont e´videmment des modules de (gI , [ , ]S), et il en est
de meˆme pour le quotient g˜[1]. ✷
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Proposition 2.7 Si C a un voisinage tubulaire global dans M il existe une
injection g˜→ g avec
1. g = gI ⊕ g˜ (somme directe d’espaces vectoriels).
2. (g˜,∧) est une sous-alge`bre gradue´e de (g,∧).
3. g˜[1] muni du crochet de Schouten est une sous-alge`bre de Lie gradue´e
abe´lienne de (g[1], [ , ]S).
De´monstration: M est diffe´omorphe a` l’espace total d’un fibre´ vectoriel
τ : E → C et g˜ ∼= Γ∞(C,ΛE). En utilisant le rele`vement vertical Ec → TǫE
pour ǫ ∈ E et τ(ǫ) = c donne´ par f 7→ ∂(f+tǫ)∂t |t=0 on obtient l’injection avec
toutes les proprie´te´s e´nonce´es.
Remarque 2.1 Soit P ∈ g2I une structure de Poisson compatible avec C.
Alors a` l’aide de l’action de P l’espace g˜ devient une alge`bre associative com-
mutative diffe´rentielle gradue´e. La cohomologie de g˜ est dite la cohomologie
BRST de C par rapport a` P . Cette cohomologie est munie d’une structure
d’alge`bre de Poisson.
2.3 Simplification du complexe bar
Dans ce paragraphe X = Rn.
Commenc¸ons par rappeler la re´solution ‘topologique’ bar de l’alge`bre
A = C∞(Rn,K) : Soit Ae = C∞(R2n,K) et pour tout entier positif k
CHk = C∞(R(k+2)n,K).
Nous noterons (a, x1, . . . , xk, b) (ou` a, x1, . . . , xk, b ∈ R
n) pour un point de
R(k+2)n. L’espace CHk est un Ae-module :
Ae× CHk→ CHk : (f,Φ) 7→
(
(a, x1, . . . , xk, b) 7→ f(a, b)Φ(a, x1, . . . , xk, b)
)
Pour k ≥ 1, rappelons que l’ope´rateur bord de Hochschild ∂kH : CH
k →
CHk−1 est de´fini par
(∂kHΦ)(a, x1, . . . , xk−1, b) = Φ(a, a, x1, . . . , xk−1, b)
+
k−1∑
r=1
(−1)rΦ(a, x1, . . . , xr, xr, . . . , xk−1, b)
(−1)kΦ(a, x1, . . . , xk−1, b, b) (2.11)
Il est clair que ∂kH est un morphisme de A
e-modules et ∂kH∂
k+1
H = 0. L’aug-
mentation ǫ : CH0 = Ae → A est de´finie par le morphisme de Ae-modules
suivant
(ǫΦ)(a) = Φ(a, a) ∀a ∈ Rn. (2.12)
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Il est bien connu que le complexe bar
{0} ←− A
ǫ
←− CH0
∂1
H←− CH1
∂2
H←− CH2
∂3
H←− · · ·
∂k
H←− CHk
∂k+1
H←− · · · (2.13)
est acyclique : en fait, soit h−1H : A→ CH
0 le prolongement K-line´aire
(h−1H f)(a, b) := f(a)
et, pour k ≥ 0, hkH : CH
k → CHk+1 l’application K-line´aire
(hkHΦ)(a, x1, . . . , xk+1, b) = (−1)
k+1Φ(a, x1, . . . , xk, xk+1).
En e´crivant id−1H pour l’application identique A→ A et id
k
H pour l’applica-
tion identique CHk → CHk on montre que
ǫh−1H = id
−1
H
h−1H ǫ+ ∂
1
Hh
0
H = id
0
H
hk−1H ∂
k
H + ∂
k+1
H h
k
H = id
k
H ∀k ≥ 1
ce qui entraˆıne l’acyclicite´ du complexe bar (2.13).
Nous allons maintenant de´finir un autre complexe (de Koszul) acyclique
pour A en tant que Ae-module : soit E = Kn
CKk = Ae ⊗K Λ
kE∗ quel que soit k ∈ Z.
E´videmment, chaque CKk est un Ae-module libre. Soit ξ : R2n → E de´fini
par
ξ(a, b) = a− b
Pour tout entier k strictement positif, on de´finit l’ope´rateur bord de Koszul
∂kK : CK
k → CKk−1 par
∂kKω = i(ξ)ω quel que soit ω ∈ CK
k.
Autrement dit, pour e1, . . . , ek ∈ E et a, b ∈ R
n on a
(∂kKω)(a, b)
(
e2, . . . , ek
)
= ω(a, b)
(
a− b, e2, . . . , ek
)
.
Il est clair que les ∂kK sont des morphismes deA
e-modules et que ∂kK∂
k+1
K = 0
quel que soit l’entier strictement positif k. Soit ǫ : CK0 = Ae → A l’aug-
mentation de´finie comme dans (2.12). Il en re´sulte le complexe de Koszul :
{0} ←− A
ǫ
←− CK0
∂1
K←− CK1
∂2
K←− CK2
∂3
K←− · · ·
∂k
K←− CKk
∂k+1
K←− · · · (2.14)
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Ce complexe est acyclique : en effet, soit h−1K = h
−1
H : A → CK
0 = Ae =
CH0 le prolongement K-line´aire
(h−1K f)(a, b) = f(a).
Soit e1, . . . , en une base de E et e
1, . . . , en la base duale de E∗. Pour k ≥ 0
soit hkK : CK
k → CKk+1 l’application K-line´aire
(hkKω)(a, b) = −
n∑
j=1
ej ∧
∫ 1
0
dt tk
∂ω
∂bj
(a, tb+ (1− t)a).
En e´crivant id−1K pour l’application identique A → A et id
k
K pour l’applica-
tion identique CKk → CKk on montre que
ǫh−1K = id
−1
K
h−1K ǫ+ ∂
1
Kh
0
K = id
0
K
hk−1K ∂
k
K + ∂
k+1
K h
k
K = id
k
K ∀k ≥ 1 (2.15)
ce qui entraˆıne l’acyclicite´ du complexe de Koszul (2.14).
De´finissons enfin les applications F k : CKk → CHk (voir e.g. [16,
p. 211]) par F 0 = id0H = id
0
K et pour tout ω ∈ CK
k :
(F kω)(a, x1, . . . , xk, b) = ω(a, b)
(
x1 − a, . . . , xk − a
)
quels que soient k ∈ Z avec k ≥ 1 et a, x1, . . . , xk, b ∈ R
n. Il est clair que
les F k sont des morphismes de Ae-modules, et on montre qu’ils sont des
morphismes de complexes, c’est-a`-dire, quel que soit k ∈ Z,
F k∂k+1K = ∂
k+1
H F
k+1.
Il existe e´galement des applications Gk : CHk → CKk qui sont des mor-
phismes de Ae-modules et des morphismes de complexes : on de´finit G0 =
id0H = id
0
K et pour tout Φ ∈ CH
k :
(GkΦ)(a, b) =
n∑
i1,...,ik=1
ei1 ∧ · · · ∧ eik
∫ 1
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 · · ·
∫ tk−1
0
dtk
∂kΦ
∂xi11 · · · ∂x
ik
k
(
a, t1a+ (1− t1)b, . . . , tka+ (1− tk)b, b
)
(2.16)
pour tout entier k ≥ 1. Il est e´vident que chaque Gk est un homomorphisme
de Ae-modules, et a` l’aide d’un calcul long mais direct on montre que quel
que soit k ∈ Z,
Gk∂k+1H = ∂
k+1
K G
k+1.
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On peut repre´senter les deux applications (F k)k∈Z et (G
k)k∈Z dans le dia-
gramme commutatif suivant :
· · ·
∂k
H←− CHk
∂k+1
H←− CHk+1
∂k+2
H←− · · ·
· · · F k ↑ ↓ Gk F k+1 ↑ ↓ Gk+1 · · ·
· · ·
∂k
K←− CKk
∂k+1
K←− CKk+1
∂k+2
K←− · · ·
Lemme 2.1 Avec les notations ci-dessus on a :
1. GkF k = idkK quel que soit l’entier positif k.
2. L’ope´rateur Θk = F kGk : CHk → CHk est une projection, c’est-a`-dire
ΘkΘk = Θk quel que soit l’entier positif k.
De´monstration: Les deux e´nonce´s sont montre´s a` l’aide d’un calcul direct.
✷
Nous allons maintenant montrer l’existence d’homotopies skH : CH
k →
CHk+1 : ce sont des homomorphismes de Ae-modules tels que
idkH −Θ
k = ∂k+1H s
k
H + s
k−1
H ∂
k
H (2.17)
ou` s−1H = 0 et s
0
H = 0. Ceci se repre´sente de la fac¸on suivante :
· · ·
∂k−1
H←− CHk−1
∂kH←− CHk
∂k+1
H←− CHk+1
∂k+2
H←− · · ·
· · · ց ↓ ց ↓ ց ↓ ց · · ·
· · · sk−2
H
idk−1
H
−Θk−1 sk−1
H
idkH−Θ
k skH id
k+1
H
−Θk+1 sk+1
H
· · ·
· · · ց ↓ ց ↓ ց ↓ ց · · ·
· · ·
∂k−1
H←− CHk−1
∂kH←− CHk
∂k+1
H←− CHk+1
∂k+2
H←− · · ·
Puisque id0H−Θ
0 = 0 et (idkH−Θ
k)∂k+1H = ∂
k+1
H (id
k+1
H −Θ
k+1) on a ∂1H(id
1
H−
Θ1) = 0. On construit s1H “sur les ge´ne´rateurs” de la manie`re suivante : soit
F ∈ CH1. On conside`re F˜ dans C˜H1 = C∞(R5n,K) comme F˜ (a′, a, x, b, b′) =
F (a′, x, b′). On prolonge h1H et id
1
H −Θ
1 de CH1 a` tout e´le´ment T de C˜H1
par (h1HT )(a
′, a, x1, x2, b, b
′) = T (a′, a, x1, x2, b
′) (“les variables a′, b′ ne sont
pas affecte´es”) et on fait de meˆme avec id1H −Θ
1. Ensuite on de´finit
(s1HΦ)(a, x1, x2, b)= (h
1
H(id
1
H −Θ
1)Φ˜)(a′, a, x1, x2, b, b
′)|a′=a,b′=b
= Φ(a, x1, b)−
n∑
i=1
(xi1 − a
i)
∫ 1
0
∂Φ
∂xi1
(a, ta+ (1− t)x2, b)dt
Par construction, s1H est un homomorphisme de A
e-modules. A` l’aide de
(2.15) on voit que
id1H −Θ
1 = ∂2Hs
1
H .
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On continue par re´currence : soient 0 = s0H , s
1
H , . . . , s
k
H de´ja` construits tels
que (2.17) soit satisfaite jusqu’a` l’ordre k. Alors on a
∂k+1H
(
idk+1H −Θ
k+1 − skH∂
k+1
H
)
= 0,
et l’expression suivante (pour Φ ∈ CHk+1)
(sk+1H Φ)(a, x1, . . . , xk+2, b) =
(hk+1H (id
k+1
H −Θ
k+1 − skH∂
k+1
H )Φ˜)
(
a′, a, x1, . . . , xk+2, b, b
′
)
)|a′=a,b′=b.
est bien de´finie. On a alors montre´ le
Lemme 2.2 On peut construire des homotopies skH : CH
k → CHk+1 quel
que soit l’entier positif k telles que
1. Toute skH est un homomorphisme de A
e-modules.
2. Toute skH est construite par une ‘suite d’ope´rations qui consistent en
des inte´grales, des de´rive´es et des e´valuations’.
3. s0H = 0.
4. idkH −Θ
k = ∂k+1H s
k
H + s
k−1
H ∂
k
H quel que soit k ∈ N.
2.4 Calcul de la cohomologie
On conside`re toujours le casX = Rn. Soient x = (x1, . . . , xn) les coordonne´es
canoniques de X et on va e´crire x′ pour (x1, . . . , xn−l) et x′′ pour x′′1 =
xn−l+1, . . . , x′′l = xn. On note x = (x′, x′′). Il vient que
C = {x ∈ Rn | x′′ = 0}.
On e´crira parfois E := Rn, E′ := Rn−l et E′′ := Rl.
Soit M un A-bimodule ou` A = C∞(Rn,K). On cherche a` calculer la
cohomologie de Hochschild a` valeurs dans M. Afin d’utiliser le complexe
de Koszul du paragraphe pre´ce´dent il faut faire quelques hypothe´ses de
re´gularite´ concernant le bimodule ainsi que quelques restrictions pour les
cochaˆınes. On suppose que M est muni de manie`re canonique de la struc-
ture d’un C∞(R2n,K)-module a` gauche tel que (f ⊗ g) · ξ = f · ξ · g pour tous
f, g ∈ C∞(Rn,K) et ξ ∈ M. Dans tous nos exemples ceci est visiblement le
cas, et en ge´ne´ral le proce´de´ marchera pour un bimodule topologique (par
rapport a` la topologie de Fre´chet habituelle de C∞(Rn,K)) par continuite´.
Pour les cochaˆınes, on se restreint aux cochaˆınes multidiffe´rentielles de´fi-
nies comme suit : une application k-line´aire φ : A × · · · × A −→ M est
dite k-diffe´rentielle (par rapport a` la multiplication de module a` gauche)
lorsqu’elle s’exprime comme
φ(f1, . . . , fk) =
∑
I1,...,Ik
(
∂|I1|f1
∂xI1
· · ·
∂|Ik|fk
∂xIk
)
· ξI1···Ik (2.18)
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en conside´rant une somme finie sur des multi-indices I = (i1, . . . , in) et des
e´le´ments du modules ξI1···Ik ∈ M. De plus, on demande pendant toute cette
discussion que la multiplication de module a` droite f 7→ ξ · f (pour ξ ∈ M
fixe´) soit un ope´rateur diffe´rentiel dans le sens de (2.18).
Remarque 2.2 Pour les bimodules M = A, B ainsi que M = D(A,A),
D(A,B) and D(B,B) la de´finition ci-dessus donne la de´finition usuelle des
cochaˆınes multidiffe´rentielles et la condition concernant la multiplication a`
droite est e´videmment satisfaite.
Dans cette situation, on conside`re les morphismes de C∞(R2n,K)-modu-
les A ∈ HomC∞(R2n,K)(CH
k,M) tels que l’application induite a(f1, . . . , fk) =
A(1⊗ f1 ⊗ · · · fk ⊗ 1) est une cochaˆıne multidiffe´rentielle dans le sens men-
tionne´ ci-dessus. On note HomdiffC∞(R2n,K)(CH
•,M) le K-espace engendre´ par
ces cochaˆınes. Evidemment, la diffe´rentielle du complexe bar pre´serve cet
espace des cochaˆınes multidiffe´rentielles, et l’on obtient un isomorphisme
de complexes entre l’espace des cochaˆınes diffe´rentielles de Hochschild note´
HD•(A,M) et l’espace des cochaˆınes HomdiffC∞(R2n,K)(CH
•,M).
On conside`re e´galement l’espace des morphismes de C∞(R2n,K)-modules,
HomC∞(R2n,K)(CK
•,M), muni de la diffe´rentielle ∂K du complexe de Koszul.
Alors les applications F , G et les homotopies chaˆınes s induisent des appli-
cations (encore note´es par F , G et s) entre les cochaˆınes correpondantes.
L’e´nonce´ important suivant est moins e´vident :
Lemme 2.3 L’application induite
G : HomC∞(R2n,K)(CK
•,M) −→ HomdiffC∞(R2n,K)(CH
•,M) (2.19)
prend ses valeurs dans l’espace des cochaˆınes diffe´rentielles. De plus, l’ap-
plication induite s pre´serve les cochaˆınes diffe´rentielles
s : HomdiffC∞(R2n,K)(CH
•,M) −→ HomdiffC∞(R2n,K)(CH
•−1,M). (2.20)
De´monstration: Pour G, c’est tre`s facile a` montrer en utilisant la forme
explicite (2.16) car on n’a qu’a` l’e´valuer a` la fin en a = x1 = · · · xk = b. Pour
s, c’est le´ge`rement plus complique´ puisqu’a` premie`re vue s est ‘non-locale’.
Cependant, par re´currence on montre qu’apre`s l’e´valuation a = x1 = · · · =
xk = b seuls les termes ‘locaux’ survivent et ceux-ci sont donne´s par des
de´rive´es. ✷
De ce lemme, on de´duit imme´diatement l’e´nonce´ ge´ne´ral suivant :
The´ore`me 2.1 Avec les hypothe`ses sur le bimodule M faites ci-dessus, les
groupes de cohomologie de Hochschild diffe´rentiels de A a` valeurs dans M
sont isomorphes aux groupes de cohomologie du complexe
HD•(A,M) ∼= H
(
HomdiffC∞(R2n,K)(CK
•,M), ∂K
)
(2.21)
via les applications induites F et G, qui sont des re´ciproques.
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Remarque 2.3 On remarque que le raisonnement usuel pour montrer cet
e´nonce´, a` sa voir l’inde´pendence des Ext-groupes vis-a`-vis du choix de la
re´solution projective, ne s’applique pas puisqu’on utilise une classe restreinte
de cochaˆınes et puisque le complexe bar n’est pas du tout forme´ de modules
projectifs sur l’anneau C∞(R2n,K).
Remarque 2.4 Le meˆme e´nonce´ reste toujours vrai quand on remplace la
cohomologie de Hochschild diffe´rentielle par la cohomologie de Hochschild
continue (ou` l’on utilise des cochaˆınes continues par rapport a` la topologie
de Fre´chet de A = C∞(Rn,K) et un bimodule topologique M). Dans ce cas
la`, la de´monstration du lemme 2.3 est beaucoup plus facile comme G et s
sont des applications continues de´ja` sur le plan des chaˆınes.
Par conse´quent, il faut calculer la cohomologie du complexe de Koszul
HomC∞(R2n,K)(CK
•,M) pour la diffe´rentielle induite ∂K . Cette dernie`re est
tre`s facile a` simplifier car la diffe´rentielle se calcule de fac¸on explicite :
Lemme 2.4 On a l’isomorphisme de C∞(R2n,K)-modules
HomC∞(R2n,K)(CK
•,M) ∼=M⊗K Λ
•(Rn), (2.22)
et la diffe´rentielle est donne´e par
∂KX = ei ∧ (x
i ·X −X · xi), (2.23)
ou` x1, . . . , xn ∈ C∞(Rn) sont des coordonne´es usuelles par rapport a` la base
e1, . . . , en de R
n.
De´monstration: L’e´nonce´ (2.22) est e´vident car CK• est un C∞(R2n,K)-
module libre. En dualisant le produit inte´rieur i(ξ) avec le champ de vecteurs
ξ(a, b) = a−b on obtient la multiplication exte´rieure ∧ avec ξ dans le sens de
la multiplication de C∞(R2n,K)-modules. C’est exactement la diffe´rentielle
(2.23). ✷
En particulier, si le bimodule M est syme´trique, i.e. les multiplications
a` gauche et a` droite de A sur M co¨ıncident, il vient que la diffe´rentielle
ci-dessus s’annule de sorte que la cohomologie de Hochschild est donne´e par
HD(A,M) ∼=M⊗K Λ
•(Rn), (2.24)
ou` les isomorphismes sont donne´s par F et G. Ceci implique de´ja` les re´sultats
suivants :
The´ore`me 2.2 Avec les notations mentionne´es ci-dessus :
1. HDk(A,A) = HGk ∼= Γ∞(ΛkTX) = gk (Hochschild-Kostant-Rosen-
berg).
2. HDk(A,B) ∼= B ⊗K Λ
kRn = Γ∞(ΛkTX|C).
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On aura besoin du re´sultat technique suivant bien connu concernant l’ho-
mologie de Hochschild continue de A, voir e´galement [38, p.51] et [36] : on
regarde le complexe qui est la somme directe des tous les espaces Ck(A,A) :=
C∞(R(k+1)n,K) dont les e´le´ments sont des chaˆınes de Hochschild ‘topologiques’,
i.e. des fonctions lisses φ : (a, x1, . . . , xk) 7→ φ(a, x1, . . . , xk) a` k + 1 argu-
ments dans Rn. Soit pk : CH
k → Ck(A,A) la surjection line´aire continue
donne´e par (pkΦ)(a, x1, . . . , xk) = Φ(a, x1, . . . , xk, a). L’ope´rateur bord de
Hochschild b′ de degre´ −1 dans Ck(A,A) est de´fini comme dans l’e´quation
(2.11) ‘en enlevant le dernier argument et mettant b = a’ de sorte que l’on
obtienne une version topologique de la diffe´rentielle [32, 1.1.1, p.9]. Il s’en-
suit que les applications pk de´finissent des morphismes de complexes. Soit
Ω• = A⊗ Λ
•Rn∗ vu comme complexe avec la diffe´rentielle 0. L’application
p˜k : CK
k → Ωk de´finie par (p˜kω)(a) := ω(a, a) est e´galement un morphisme
des complexes. On trouve des uniques applications F ′k : Ωk → Ck(A,A) et
G′k : Ck(A,A) → Ωk induites par les applications Fk et Gk entre les com-
plexes bar et de Koszul (i.e. F ′k ◦ p˜k = pk ◦ Fk et G
′
k ◦ pk = p˜k ◦ Gk) ainsi
que des homotopies induites s
′′k
H . Il vient que les complexes
(
(C(A,A), b′
)
et
(
Ω, 0
)
sont quasi-isomorphes, donc on a
Proposition 2.8 L’homologie de Hochschild continue de A est donne´e par
HHk cont(A,A) ∼= A⊗ ΛR
n∗ (Hochschild −Kostant−Rosenberg).
Pour les autres bimodules dont on a besoin dans cet article, on rappelle
le fait suivant :
Lemme 2.5 La suite exacte de Ae-modules
{0} −→ I −→ A −→ B −→ {0}
entraˆıne la suite exacte de Ae-modules
{0} ←− D(I,B)←− D(A,B)←− D(B,B)←− {0}
et finalement, la suite exacte de complexes
{0} ←− Dk
(
A,D(I,B)
)
←− Dk
(
A,D(A,B)
)
←− Dk
(
A,D(B,B)
)
←− {0}
De´monstration: Il est clair qu’un ope´rateur diffe´rentiel de A dans B s’annule
sur I si et seulement s’il ne contient que des de´rive´es partielles des variables
x′, et est donc un prolongement d’un ope´rateur diffe´rentiel de B dans B. ✷
Pour la cohomologie de Hochschild a` valeurs dans des espaces d’ope´rateurs
diffe´rentiels comme ceux mentionne´s dans le lemme pre´ce´dent 2.5, on ne
peut plus utiliser (2.24) puisque la structure de bimodule n’est pas syme´tri-
que. On utilise la de´composition Rn = E′ ⊕ E′′ mentionne´e ci-dessus. On a
le
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The´ore`me 2.3 Les groupes de cohomologie des complexes suivants se sim-
plifient comme suit :
1. HDk(A,D(A,B)) ∼= {0} si k ≥ 1 et HD0(A,D(A,B)) ∼= B.
2. HDk(A,D(B,B)) ∼= B ⊗K Λ
kE′′ quel que soit l’entier k ≥ 0.
3. HG˜k = HDk−1(A,D(I,B)) ∼= HDk(A,D(B,B)) ∼= B ⊗K Λ
kE′′ = g˜k
quel que soit l’entier k 6= 0.
4. HG˜0 ∼= B.
De´monstration: On esquisse la preuve du deuxie`me e´nonce´, celle des autres
e´tant entie`rement analogue. Soit Φ ∈ D(B,B), i.e.
(Φf)(x′) =
∑
I
ΦI(x′)
∂|I|f
∂(x′)I
(x′)
avec des fonctions lisses ΦI ∈ C∞(E′,K) = B. De manie`re e´quivalente, on
peut de´crire Φ par son symbole Φ˜(x′, p′) =
∑
I Φ
I(x′)p′I ou` p
′
I = (p
′
1)
i1 · · ·
(p′n−l)
in−l , alors Φ˜ ∈ C∞(T ∗E′,K) est une application polynoˆmiale en les
variables d’impulsion p′1, . . . , p
′
n−l. Il vient que l’application Φ ↔ Φ˜ est
e´videmment une bijection K-line´aire. on utilise la de´composition
D(B,B)⊗K Λ
•(Rn) ∼= D(B,B)⊗K Λ(E
′)⊗K Λ(E
′′)
pour identifier Φ ∈ D(B, Bl)⊗KΛ
•(Rn) avec son symbole
∑
Φ˜ = 1k!Φ˜
i1···ikei1
∧ · · · ∧ eik ou` Φ˜
i1··· ,ik ∈ C∞(E′,K) ⊗ SRn comme avant. La diffe´rentielle de
Koszul (2.23) s’exprime comme suit
∂KΦ˜ =
n∑
i=1
ei ∧ {x
i, Φ˜} =
n−l∑
i=1
ei ∧ {xi, Φ˜} = d
′
pΦ˜
ou` { , } de´signe le crochet de Poisson usuel dans T ∗E′ = E′ × E′∗, d′p
de´signe la diffe´rentielle de deRham dans la direction des impulsions p′ ∈
E′∗ et les e1, . . . , en−l s’identifient de manie`re canonique avec les 1-formes
dp′1, . . . , dp
′
n−l. Graˆce au lemme de Poincare´, on en de´duit le re´sultat. ✷
En utilisant la suite exacte longue de cohomologie re´sultant de la suite
exacte courte des complexes GI → G → G˜ et le fait que l’homomorphisme
connectant s’annule, on obtient finalement le re´sultat souhaite´ :
The´ore`me 2.4 Quel que soit l’entier k :
1. HGk ∼= A⊗K Λ
kE = g (the´ore`me HKR classique).
2. HG˜k ∼= B ⊗K Λ
kE′′ = g˜k.
3. HGkI
∼= gkI .
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2.5 (Co)homologie de Hochschild de g et de g˜
On aura besoin de calculer plus tard la cohomologie (diffe´rentielle) et
l’homologie continue gradue´es des alge`bres commutatives gradue´es g = A⊗
ΛE et g˜ = B ⊗ ΛE′′. On rappelle le cobord de Hochschild gradue´ pour une
alge`bre associative gradue´e G = ⊕i∈ZG
i :
(bφ)(f1, . . . , fk+1) = (−1)
|f1| |φ|f1 φ(f2, . . . , fk+1)
+
k∑
r=1
(−1)rφ(f1, . . . , frfr+1, . . . , fk+1)
+(−1)k+1φ(f1, . . . , fk, fk+1). (2.25)
pour une cochaˆıne φ ∈ Hom(G⊗k, G) de degre´ |φ| et f1, . . . , fk+1 ∈ G.
The´ore`me 2.5 On a les re´sultats HKR suivants pour la cohomologie diffe´-
rentielle gradue´e et l’homologie continue pour les alge`bres associatives com-
mutatives gradue´es g et g˜ pour tout entier positif k :
1. HHk(g, g) ∼= g⊗⊕kp=0
(
ΛpE ⊗ Sk−pE∗
)
.
2. HHk(g˜, g˜) ∼= g˜⊗⊕kp=0
(
ΛpE′ ⊗ Sk−pE′′∗
)
.
3. HHk(g, g) ∼= g⊗⊕
k
p=0
(
ΛpE∗ ⊗ Sk−pE
)
.
4. HHk(g˜, g˜) ∼= g˜⊗⊕
k
p=0
(
ΛpE′∗ ⊗ Sk−pE′′
)
.
De´monstration: A et B sont des espaces des fonctions C∞(RN,K) pourN = n
et N = n − l. On va calculer les cohomologies pour A ⊗ ΛW pour un K-
espace vectoriel de dimension finie et donc obtenir les e´nonce´s comme cas
particuliers.
Puisque W et donc G := ΛW sont de dimension finie, on peut utiliser
les re´solutions libres de Ge-modules ou` Ge est l’alge`bre G ⊗ Gopp avec la
multiplication e´vidente (g1⊗g2)(g
′
1⊗g
′
2) := (−1)
|g2|(|g′1|+|g
′
2|)g1g
′
1⊗g
′
2g2 et G
est conside´re´ comme Ge-module gradue´ de fac¸on usuelle, i.e. (g1 ⊗ g2)g :=
(−1)|g2| |g|g1gg2. Dans la cate´gorie des G
e-modules gradue´s, la cohomologie
de Hochschild gradue´e de G a` valeurs dans G est donne´e par les groupes
ExtkGe(G,G) et l’homologie de Hochschild gradue´e de G a` valeurs dans G
est donne´e par les groupes TorG
e
k (G,G), voir e.g. [12, p.169] pour le cas non
gradue´ qui se ge´ne´ralise sans proble`me. La premie`re re´solution libre de G
comme Ge-module est donne´e par le complexe bar usuel (voir [12, p.174])
de´fini par la famille CH(G)k := (G ⊗ G⊗k ⊗ G)k∈N dont l’ope´rateur bord
est
∂ˆkH(g ⊗ g1 ⊗ · · · ⊗ gk ⊗ g
′) := gg1 ⊗ g2 ⊗ · · · ⊗ gk ⊗ g
′
+
k−1∑
r=1
(−1)rg ⊗ g1 ⊗ · · · ⊗ grgr+1 ⊗ · · · ⊗ gk ⊗ g
′
+(−1)kg ⊗ g1 ⊗ · · · ⊗ gk−1 ⊗ gkg
′ (2.26)
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sans modification de signe. La re´solution de Koszul gradue´e est de´finie par
la famille de Ge-modules gradue´s libres Ge ⊗ SkW , et l’ope´rateur bord ∂kK :
Ge ⊗ SkW → Ge ⊗ Sk−1W suivant
∂kK(g ⊗ L⊗ g
′) :=
(−1)|g
′|
dimW∑
i=1
(
g ∧ ei ⊗ i(e
i)(L)⊗ g′ − g ⊗ i(ei)(L)⊗ ei ∧ g
′
)
.
On voit que –avec cette re´solution– les homomorphismes de Ge-modules
gradue´s a` valeurs dans G annulent ∂kK , ainsi que les produits tensoriels
gradue´s sur Ge avec le Ge-module G, alors
HHk(G,G) ∼= ExtkGe(G,G)
∼= ΛW ⊗ SW ∗
et
HHk(G,G) ∼= Tor
Ge
k (G,G)
∼= ΛW ⊗ SW.
Pour finalement calculer les (co)homologies de Hochschild pour l’alge`bre
produit tensoriel A ⊗ ΛW on regarde d’abord la re´solution ‘topologique’
donne´e par le complexe acyclique de´fini par la famille (CHk ⊗CH(G)k)k∈N
et les ope´rateurs bord ∂kH ⊗ ∂ˆ
k
H . Puisque les deux complexes (CH
k)k∈N
et (CH(G)k)k∈N sont des modules simpliciaux gradue´s (voir [32, p.44]), le
the´ore`me d’Eilenberg-Zilber (voir e.g. [34, p.238]) nous permet de remplacer
le complexe acyclique (CHk⊗CH(G)k)k∈N (dont l’homologie est e´gale a` A⊗
G) par le produit tensoriel des complexes acycliques
(
(CHk)k∈N, (∂
k
H)k∈N
)
et(
(CH(G)k)k∈N, (∂ˆ
k
H)k∈N
)
(dont l’homologie est aussi e´gale a`A⊗G graˆce a` un
argument simple de bicomplexes, voir la proposition 4.1) comme re´solution
‘topologique’ de A⊗ΛW . Le quasi-isomorphisme d’Alexander-Whitney (voir
e.g. [34, p.241]) entre ces deux complexes est e´galement un morphisme de
Ae ⊗ Ge-modules. En conside´rant les homomorphismes diffe´rentiels dans
A ⊗ G et les produits tensoriels topologiques avec A ⊗ G, respectivement,
avec cette dernie`re re´solution, il re´sulte du the´ore`me de Ku¨nneth (voir e.g.
[34, p.166]) que la (co)homologie de A⊗ ΛW est le produit tensoriel sur K
de la (co)homologie de A et de celle de G = ΛW , d’ou` le re´sultat d’apre`s ce
qui pre´ce`de, d’apre`s la proposition 2.8 et d’apre`s le the´ore`me 2.2. ✷
2.6 Les applications HKR
Dans cette sous-section nous allons construire des quasi-isomorphismes entre
les alge`bres de Lie diffe´rentielles gradue´es (GI , b) et (gI , 0). Nous verrons que
l’application HKR usuelle correspondant a` l’antisyme´trisation ne convient
pas et doit eˆtre modifie´e.
Pour un entier positif k soit αk : ΛkE → E⊗k l’application d’antisyme´trisa-
tion usuelle : v1∧· · ·∧vk 7→
1
k!
∑
σ∈Sk
ǫ(σ)vσ(1)⊗· · ·⊗v(σ(k)). Soit aussi P
1 :
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SE → E la projection canonique. En utilisant le fait que Gk ∼= A⊗K (SE)
⊗k
(a` l’aide du calcul symbolique) nous de´finissons les deux applications suiv-
antes
ψkHKR : g
k → Gk : f ⊗ T 7→ f ⊗ αk(T ), (2.27)
et
πkHKR : G
k → gk : f ⊗ L1 ⊗ · · · ⊗ Lk 7→ f ⊗ P
1(L1) ∧ · · · ∧ P
1(Lk). (2.28)
Nous e´crirons ψHKR (resp. πHKR) pour la somme de tous les ψ
k
HKR (resp.
πkHKR) ou` ψ
k
HKR et π
k
HKR s’annulent pour k ≤ −1 et k > dimE. Le the´ore`me
de Hochschild, Kostant et Rosenberg (HKR), 2.4, permet de de´duire le suiv-
ant
The´ore`me 2.6 Quel que soit l’entier positif k, les applications ψkHKR et
πkHKR ont les proprie´te´s suivantes :
1. πk
HKR
ψk
HKR
= idgk .
2. bψkHKR = 0.
3. Soit φ ∈ Gk. Si bφ = 0 et πk
HKR
φ = 0, alors φ est un cobord, i.e. il
existe φ′ ∈ Gk−1 tel que φ = bφ′.
4. Soient X,Y ∈ g, alors il existe ξ ∈ G tel que
[ψHKRX,ψHKRY ]G − ψHKR[X,Y ]S = bξ.
5. Soient X ∈ gk et Y ∈ gl, alors il existe ξ ∈ G tel que
ψHKRX ∪ ψHKRY − (−1)
klψHKRY ∪ ψHKRX − ψHKR(X ∧ Y ) = bξ.
Malheureusement, l’application HKR ψHKR n’envoie pas le sous-espace gI
de g dans le sous-espace GI de G : en utilisant la de´composition
gI = A⊗K ΛE
′′ ⊗K Λ
+E′ ⊕ I ⊗K ΛE
′′ (2.29)
on voit que l’image de ψHKR contiendrait des e´le´ments provenant du premier
terme de la somme ci-dessus dont le facteur le plus a` droite est dans E′′ sans
que le coefficient soit dans l’ide´al, et un tel ope´rateur multidiffe´rentiel ne
serait plus dans GI .
Il faut alors modifier les applications αk : il est bien connu que la multi-
plication exte´rieure induit un isomorphisme d’espaces vectoriels
Φ : ΛE′′ ⊗K ΛE
′ → Λ(E′ ⊕ E′′) = ΛE : T2 ⊗ T1 7→ T2 ∧ T1. (2.30)
Soit ι(l,k−l) : E′′⊗l⊗KE
′⊗(k−l) → E⊗k l’injection induite par des sous-espaces
E′, E′′. L’application αˆk :=
∑k
l=0 ι
(l,k−l)αl⊗αk−l envoie
(
ΛE′′⊗KΛE
′
)
k
dans
E⊗k. Nous de´finissons l’application HKR modifie´e par
ψ1
k
HKR
: gk → Gk : f ⊗ T 7→ f ⊗ αˆk
(
Φ−1(T )
)
, (2.31)
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et ψ1
HKR
comme e´tant la somme des tous les ψ1
k
HKR
. Ainsi le facteur le plus
a` droite est toujours dans E′ dans le cas ou` son coefficient est dans A, et
n’est dans E′′ que si son coefficient est dans I. Par conse´quent, ψ1
HKR
envoie
bien gI dans GI . En e´crivant ψ
[1] pour la restriction de ψ1HKR a` gI on a
l’analogue suivant du the´ore`me 2.6 :
The´ore`me 2.7 Quel que soit l’entier positif k, les applications ψ[1]
k
et
πkHKR ont les proprie´te´s suivantes :
1. πkHKRψ
[1]k = idgk
I
.
2. bψ[1]
k
= 0.
3. Soit φ ∈ GkI . Si bφ = 0 et π
k
HKRφ = 0, alors φ est un cobord, i.e. il
existe φ′ ∈ Gk−1I tel que φ = bφ
′.
4. Soient X,Y ∈ gI , alors il existe φ ∈ GI tel que
[ψ[1]X,ψ[1]Y ]G − ψ
[1][X,Y ]S = bφ.
5. Soient X ∈ gk et Y ∈ gl, alors il existe ξ ∈ G tel que
ψ[1]X ∪ ψ[1]Y − (−1)klψ[1]Y ∪ ψ[1]X − ψ[1](X ∧ Y ) = bξ.
De´monstration: 1. Le premier e´nonce´ est e´vident.
2. Puisque l’image de ψ[1] consiste en des ope´rateurs multidiffe´rentiels
1-diffe´rentiels, cet espace ne contient que des cocycles, d’ou` le deuxie`me
e´nonce´.
3. D’apre`s le troisie`me e´nonce´ du the´ore`me 2.6, φ est un cobord dans G, mais
puisque le morphisme connectant de la suite exacte longue correpondant a`
la suite exacte courte GI → G → G˜ s’annule, il s’ensuit que φ est aussi un
cobord dans GI .
4. D’apre`s 1. et le premier e´nonce´ de 2.6, on trouve φ1, φ2, φ
′ ∈ G tels que
ψ[1]X = ψHKRX + bφ1, ψ
[1]Y = ψHKRY + bφ2 et ψ
[1][X,Y ] = ψHKR[X,Y ] +
bφ′. A l’aide de l’e´nonce´ 4. de 2.6, on voit que le membre de gauche de 4. est
un e´le´ment de GI et un cobord dans G, donc –a` l’aide du meˆme argument
que pour 3.– un cobord dans GI .
5. Raisonnement analogue a` celui pour 4. ✷
3 Formalite´, star-produits adapte´s et une struc-
ture G∞ sur GI
Dans cette section, on rappelle d’abord la construction d’un star-produit
(adapte´) a` l’aide d’n L∞-morphisme due a` Kontsevitch. Puis, dans la deuxi-
e`me sous-section, nous donnons les e´tapes de la construction d’un tel mor-
phisme en utilisant des structures G∞. Nous nous adapterons, au cas ou`
l’espace est GI , la preuve de Tamarkin de la conjecture de Deligne [17] (il
existe une stucture G∞ sur G).
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3.1 Formalite´ et star-produits
Dans ce paragraphe, h est ou bien l’espace gradue´ g = Γ∞(X,ΛTX) ou
son sous-espace gradue´ gI et H est ou bien l’espace gradue´ des ope´rateurs
multidiffe´rentiels G ou son sous-espace GI .
D’apre`s les sections pre´ce´dentes, l’espace h[1] est muni de la structure
d’alge`bre de Lie gradue´e [ , ]S (le crochet de Schouten (2.7)) et H[1] est muni
de la structure d’alge`bre de Lie diffe´rentielle gradue´e
(
[ , ]G, b
)
(crochet de
Gerstenhaber (2.3) et diffe´rentielle de Hochschild (2.4)). Il s’ensuit que h[1]
est muni d’une structure L∞, qu’on note dL et H[1] est muni d’une structure
L∞ qu’on note DL, voir l’appendice A.2 pour des de´tails. Un morphisme de
formalite´ est une somme ψ =
∑∞
k=1 ψ
[k] d’applications ψ[k] : Sk(h[2])→ H[2]
qui sont de degre´ 0 et des ope´rateurs k-diffe´rentiels dans Dk
(
h;H) et qui
satisfont a` la condition suivante : le morphisme de coge`bres cocommutatives
gradue´es ψ : S(h[2])→ S(H[2]) co-induit par ψ pre´serve les code´rivations dL
sur S(h[2]) et DL sur S(H[2]), i.e. ψ ◦ dL = DL ◦ ψ.
La construction suivante est un re´sultat ce´le`bre de Kontsevitch [30] :
The´ore`me 3.1 Soit ψ un morphisme de formalite´ entre les alge`bres L∞ h
et H. Il existe un star-produit ⋆ sur X (dans le cas h = g) qui est adapte´ a`
la sous-varie´te´ C (dans le cas h = gI).
De´monstration: Soit P ∈ g[2][[h]] une structure de Poisson formelle, i.e.
[P,P ]S = 0. Dans la coge`bre topologique S(h[2])[[h]] la structure P est de
degre´ 0 et la se´rie eh•P (ou` • de´signe la multiplication shuffle, voir l’ap-
pendice A.1) est un e´le´ment de genre groupe. Le morphisme de coge`bres
cocommutatives ψ envoie eh•P sur un autre e´le´ment de genre groupe dans
la coge`bre topologique S(H[2])[[h]]. Graˆce a` la coliberte´ de S(H[2]) il vient
que l’image ψ
(
eh•P
)
est ne´cessairement de la forme exponentielle eh•m⋆ avec
m∗ de degre´ 0 dans H[2], donc une se´rie d’ope´rateurs bidiffe´rentiels. Puisque
P est une structure de Poisson, il vient dL
(
eh•P
)
= 0. Par conse´quent,
DL
(
eh•m⋆
)
= 0 car ψ pre´serve les code´rivations. La composante par rapport
a` H[2] de cette dernie`re e´quation donne
0 = D
[1]
L (hm⋆) +
1
2
D
[2]
L (h
2m⋆ •m⋆) = b(hm⋆) +
1
2
[hm⋆, hm⋆]G
qui est appe´le´e ‘l’e´quation Maurer-Cartan’ et e´quivaut a` l’associativite´ de
la se´rie ⋆ := m+ hm⋆ d’ope´rateurs bidiffe´rentiels ou` m est la multiplication
point-par-point dans C∞(M,K) : en effet, ⋆◦G⋆ = [m,hm⋆]G+
1
2 [hm⋆, hm⋆]G
et l’ope´rateur cobord de Hochschild b est donne´ par le crochet de Gersten-
haber avec m. ✷
Le but de notre e´tude est donc de trouver un tel morphisme de formalite´ ψ
entre les L∞-alge`bres gI et GI . Un argument de perturbation homologique
montre que l’on peut toujours trouver un tel morphisme ψ si on admet
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une modification d′L de la structure L∞, dL, sur h avec des termes d’or-
dre supe´rieur, voir la proposition A.3. Mais l’apparition de d′L changerait
drastiquement l’argument de Kontsevitch ci-dessus. Pour retransformer d′L
en dL par un L∞-morphisme, les obstructions se trouvent dans le cocom-
plexe
(
D(S+(h[2]), h[2]), [dL , ]NR
)
, voir la proposition A.4. Malheureuse-
ment, cette cohomologie de Chevalley-Eilenberg de (h[1], [ , ]S) n’est pas
concentre´ en 0, et il faut alors construire ψ par d’autres moyens. Dans
le cas h = g, Kontsevitch a de´veloppe´ une me´thode ge´ome´trique a` l’aide
de graphes, voir [30]. A cause de l’asyme´trie des ope´rateurs bidiffe´rentiels
adapte´s dans GI , la restriction du morphisme de formalite´ de Kontsevitch
a` gI ne prend pas ses valeurs dans GI . On suivra la me´thode de Tamarkin
[41], [26] : ceci explique le de´tour par des structures G∞.
3.2 Structures G∞ sur GI
Le lecteur peut trouver les de´tails et conventions de signe pre´cises pour
les structures a` homotopie pre`s dans l’appendice A.2.
Soit a un espace vectoriel gradue´, par exemple g, gI ,G ou GI . La coge`bre
de Gerstenhaber colibre sur a[2], est la ‘coge`bre syme´trique colibre en la
coge`bre de Lie colibre avec un certain de´calage’, plus pre´cise´ment, l’espace
gradue´ S
(
(a[1]⊗)[1]
)
avec deux structures alge`briques compatibles : une co-
multiplication coassociative cocommutative gradue´e et un cocrochet de Lie
gradue´ sur S
(
(a[1]⊗)[1]
)
[−1].
1. Structures G∞ : une structure G∞ sur h := a[1] est de´finie par
une code´rivation d (pour les deux structures alge`briques de de S
(
(h⊗)[1]
)
de degre´ 1 et de carre´ 0 co-induite par d ∈ Hom
(
S
(
(h⊗)[1]
)
, h[1]
)
(voir l’ap-
pendice A.2 pour plus de de´tails). Pour simplifier la notation, on va l’e´crire
dans sa version de´cale´e m := d[−1] =
∑∞
r,p1,...,pr=1
mp1,...,pr ou` les applica-
tions mp1,...,pr de degre´ 2− r sont des ope´rateurs p1+ · · ·+pr-diffe´rentiels de
h⊗p1Λ · · ·Λh⊗pn dans h. Ici, m1 est une codiffe´rentielle, m1,1 est une struc-
ture d’alge´bre de Lie a` homotopie pre`s sur h, et m2[−1] est une structure
d’alge`bre commutative associative a` homotopie pre`s sur a = h[−1].
2. Structures G∞ sur les multivecteurs : puisque toute alge`bre de
Gerstenhaber est muni d’une structure G∞ ou` m = m
1 +m1,1 +m2, les es-
paces des multivecteurs (adapte´s), g[1] et gI [1] sont automatiquement munis
d’une structure G∞ donne´e par m
1 = 0, m1,1 = [ , ]S et m
2[−1] = ∧.
Il n’est pas aussi facile de trouver une structure G∞ sur les espaces
d’ope´rateurs multidiffe´rentiels G[1] ou GI [1] car les lois b, [ , ]G et ∪[1] n’en
font pas des alge`bres de Gerstenhaber : la re`gle de Leibniz entre [ , ]G et ∪
n’est satisfaite qu’a` un cobord de Hochschild pre`s, voir [22, p.285, Theorem
5]. Tamarkin proce`de de fac¸on suivante :
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3. Structure de bige`bre de Lie codiffe´rentielle sur la coge`bre de
Lie colibre implique structure G∞ : c’est la proposition A.1 (montre´
dans [41] et [26]) : soit h un espace gradue´ et soit ([ , ], b) la structure d’une
bige`bre de Lie gradue´e codiffe´rentielle sur la coge`bre de Lie libre h⊗ (voir
l’appendice A.2 pour des de´finitions), co-induite par une somme d’applica-
tions lp1,p2 : h⊗p1 ⊗ h⊗p1 → h et lp : h⊗p → h. Alors cette structure se
prolonge en une structure G∞ sur h avec m
p1,p2 = lp1,p2 et mp = lp, les
autres composantes e´tant ze´ro.
4. Les accolades de´finissent la structure d’une bige`bre codiffe´-
rentielle sur les coge`bres colibres G[1]⊗ et GI [1]
⊗ : les deux espaces
d’ope´rateurs multidiffe´rentiels G et GI sont des sous-espaces des K-homo-
morphismes A⊗ → A avec A = A0 = C∞(X,K), alors G[1],GI [1] sont
des sous-espaces gradue´s de Hom(A[1]⊗,A[1]). De plus, G[1] et GI [1] sont
ferme´s pour les ope´rations ◦i (A.15) graˆce a` la proposition 2.1. Dans cette
situation ge´ne´rale, il existe une structure canonique de bige`bre sur la coge`bre
colibre H⊗ (ou` par exemple H = G[1] ou H = GI [1]) de´finie par des accolades
(braces), voir l’appendice A.3 pour des de´tails. Ici la comultiplication reste la
comultiplication de de´concate´nation, tandis que la multiplication •K (A.16)
se pre´sente comme une certaine ‘de´formation de la multiplication shuffle •’
si l’on prend le degre´ tensoriel comme filtration. La multiplication est co-
induite par certaines applications mK =
∑∞
p1,p2=1
ap1,p2 avec ap1,p2 : H⊗p1 ⊗
H⊗p2 → H. Le commutateur gradue´ (par rapport a` •K) avec la de´cale´e
m[1] de la multiplication associative m sur A de´finit une codiffe´rentielle bK
(A.17) de la bige`bre qui est co-induite par des applications ap : H⊗p → H)
avec p = 1, 2 : a1 est e´gale au cobord de Hochschild b sur H et a2 est e´gal a`
la de´cale´e ∪[1] de la multiplication ∪.
5. Le the´ore`me de de´quantification d’Etingof-Kazhdan implique
la structure de bige`bre de Lie sur la coge`bre de Lie colibre : la fil-
tration par degre´ tensoriel de la bige`bre accolades mentionne´e dans 4. n’est
pas bonne : en passant a` la bige`bre gradue´e associe´e, on obtiendrait –en
divisant par les shuffles H⊗+ •H⊗+, voir l’appendice A.1– la structure d’une
bige`bre de Lie gradue´e sur la coge`bre de Lie colibre, mais la composante m2
serait nulle, donc on n’aurait pas inclus la multiplication ∪. Ce n’est qu’une
application du the´ore`me de de´quantification d’Etingof-Kazhdan (voir l’ap-
pendice de l’article [26]) qui permet de passer de la bige`bre codiffe´rentielle
accolades (ou` la codiffe´rentielle est le commutateur gradue´ avec la multipli-
cation point-par-point m) a` la structure d’une bige`bre de Lie sur la coge`bre
de Lie colibre qui inclut la multiplication cup co-induite par a2 :
Proposition 3.1 Soit H un espace vectoriel gradue´. Supposons donne´e une
structure de bige`bre diffe´rentielle sur la coge`bre tensorielle colibre H⊗ =
⊕n≥0 H
⊗n dont la diffe´rentielle et la multiplication sont donne´es respective-
28
ment par des applications an : H⊗n → H et ap1,p2 : H⊗p1 ⊗ H⊗p2 → H.
Alors on a une structure de bige`bre de Lie diffe´rentielle sur la coge`bre de
Lie H⊗ = ⊕n≥1 H
⊗n, dont la diffe´rentielle et le crochet de Lie sont donne´s
respectivement par les applications ln et lp1,p2 ou` l1 = a1, l2 est l’anti-
syme´trise´e de a2 et l1,1 est l’anti-symmetrise´e de a1,1.
6. Bonne structure G∞ sur G[1] et GI [1] : c’est une conse´quence
directe des trois e´tapes pre´ce´dentes 3., 4., 5.. On note la structure G∞ sur
H = G[1] ou H = GI [1] par D.
7. Morphisme de formalite´ (diffe´rentiel) G∞ entre (gI [1], d
′) et
(GI [1], D) : un raisonnement ge´ne´ral de perturbation homologique (voir
la proposition A.3) permet de construire une structure G∞ diffe´rentielle d
′
sur h = g[1] ou h = gI [1] et un G∞-morphisme diffe´rentiel de formalite´
ψ : (h, d′) → (H,D) a` partir de l’application HKR ψHKR (pour G) ou
l’application HKR modifie´e ψ[1] (pour GI). Les proprie´te´s de ψ
[1] dans le
the´ore`me 2.7 permettent de conclure que la structure G∞ d
′ est donne´e par
une modification de la structure usuelle m = d[−1] = [ , ]S + ∧[1] par des
termes de rang supe´rieur dp1,...,pr avec p1 + · · ·+ pr ≥ 3.
8. Le cocomplexe d’obstructions pour transformer d′ en d : en-
core une fois, il faut transformer la structure G∞ d
′ sur h en la structure
usuelle d par un morphisme G∞ diffe´rentiel ψ
′ de la coge`bre de Gersten-
haber colibre de h dans elle-meˆme. La proposition A.4 de´crit le cocomplexe
d’obstructions a` cette transformation comme l’espace(
D(Λ·gI [1]
⊗·, gI [1]),
[
[−,−]S + ∧[1],−
])
,
pour le cas h = gI [1]. On va montrer dans la section suivante 4 que la
cohomologie de ce cocomplexe est concentre´ en 0 donc cette transformation
sera toujours possible.
9. Morphisme de formalite´ G∞ entre (gI [1], d) et (GI [1],D) : la
composition ψ ◦ ψ′ des deux G∞-morphismes diffe´rentiels ψ (7.) et ψ′ (8.)
donne le re´sultat.
10. L∞-morphisme de formalite´ diffe´rentiel gI [1]→ GI [1] a` par-
tir de la restriction du G∞-morphisme : afin d’appliquer le the´ore`me
de Kontsevitch 3.1 pour la construction d’un star-produit adapte´ (dont les
ope´rateurs bidiffe´rentiels re´sident dans GI), il faut obtenir le morphisme L∞
diffe´rentiel a` partir du morphisme G∞ diffe´rentiel : c’est toujours possible
graˆce a` la proposition A.2. On obtient les structures L∞ et le L∞-morphisme
de formalite´ par restriction aux coge`bres syme´triques vues comme sous-
coge`bres de Gerstenhaber, voir l’appendice A.2. Ainsi la restriction de d =
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d1,1 + d2 nous donne le crochet de Schouten d2L = d
1,1 = [ , ]S [1], et la re-
striction de D =
∑
p≥1D
p+
∑
p1,p2≥1
Dp1,p2 donne D1+D1,1 = b+[ , ]G[1].
La restriction du G∞-morphisme diffe´rentiel de formalite´ de´finit donc le
L∞-morphisme diffe´rentiel de formalite´ souhaite´.
11. La preuve du the´ore`me principal 0.1 est termine´e apre`s le
the´ore`me 2.4, les e´tapes 1. a` 10. et l’acyclicite´ du cocomplexe d’obstructions
dans le paragraphe 4.
4 Calcul des obstructions
Nous avons vu que les obstructions a` la construction de star-repre´senta-
tions re´sidaient dans le groupe de cohomologie du cocomplexe d’obstructions(
D(Λ·gI [1]
⊗·, gI [1]),
[
[−,−]S + ∧[1],−
])
, (4.1)
voir la proposition A.4. Dans cette section, nous nous proposons de calculer
ces groupes d’obstructions et de montrer qu’ils s’annulent.
Cette taˆche sera divise´e en deux parties : le cocomplexe d’obstructions
(4.1) est un bicomplexe quand on munit un e´le´ment x de gI [1]
⊗p1
Λ · · ·ΛgI [1]
⊗pn
du bidegre´ additionnel (
∑n
i=1 pi − 1, n − 1) : la codiffe´rentielle DCE :=
[d1,1, ]T provenant du crochet de Schouten [ , ]S est de bidegre´ (0, 1) et
anticommute avec la codiffe´rentielle DHar := [d
2, ]T provenant de la mul-
tiplication ∧ qui est de bidegre´ (1, 0) (voir [41], [26], [27]). Le the´ore`me
e´le´mentaire d’alge`bre homologique suivant (voir par exemple [1, p.25, Cor.
37]) sera tre`s utile pour la suite :
Proposition 4.1 La cohomologie d’un bicomplexe par rapport a` la deuxi-
e`me codiffe´rentielle est toujours un cocomplexe induit pour la premie`re cod-
iffe´rentielle. Si cette cohomologie par rapport a` la deuxie`me codiffe´rentielle
est concentre´e en degre´ 0, alors la cohomologie totale du bicomplexe est iso-
morphe a` la cohomologie du cocomplexe induit.
Dans la premie`re sous-section, nous montrerons que l’homologie de Har-
rison de gI est concentre´e en degre´ 1 (apre`s de´calage), et que ce re´sultat
implique que le bicomplexe d’obstructions (4.1) pour la codiffe´rentielle
DHar est acyclique. Ceci entraˆıne une premie`re re´duction du bicomplexe
d’obstructions au cocomplexe induit(
Homg(Λ
·
g
(
g⊗gI+ ΩgI+
)
, gI), δ
1,1
)
, (4.2)
ou` δ1,1 est la codiffe´rentielle induite de la codiffe´rentielle DCE , l’alge`bre gI+
est K1⊕gI et g⊗gI+ΩgI+ de´signe le g-module des diffe´rentielles de Ka¨hler de
gI+. En fait, cette cohomologie est une version gradue´e de la cohomologie de
Chevalley-Eilenberg de l’alge`bre de Lie gradue´e des diffe´rentielles de Ka¨hler.
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Dans la deuxie`me sous-section, nous montrerons que si X = Rn et C =
Rn−l la cohomologie du cocomplexe induit (4.2) est concentre´ en degre´ 0.
On dira parfois abusivement qu’un complexe est acyclique pour dire qu’il
est concentre´ en degre´ 0 (ou bidegre´ (0, 0)).
4.1 Premie`re re´duction du cocomplexe d’obstructions a` l’ai-
de de l’homologie de Harrison
Dans cette partie on s’attache a` de´montrer
The´ore`me 4.1 Avec les notations introduites ci-dessus :
1. L’homologie de Harrison Har·(gI+|K, g) est isomorphe a` l’espace des
diffe´rentielles de Ka¨hler g⊗gI+ Ω
1
gI+
.
2. Le cocomplexe d’obstructions (4.1) se re´duit au cocomplexe induit (4.2)
donne´ par
(
Homg(Λ
·
g
(
g⊗gI+ ΩgI+
)
, gI), δ
1,1
)
De´monstration: L’astuce principale est de faire apparaˆıtre les g-modules :
pour tout espace vectoriel gradue´ V , le produit tensoriel g ⊗K V est un g-
module a` gauche libre engendre´ par V (par multiplication sur le premier
facteur). On a e´videmment un isomorphisme d’espace vectoriels complexes :
HomK(Λ
·g⊗·I , gI)
∼= Homg(Λ
·
g
(
g⊗ g⊗·I
)
, gI)
que l’on peut prolonger au produits tensoriels topologiques car on ne consi-
de`re que les cochaˆınes multidiffe´rentiels, donc continues. La codiffe´rentielle
induite sur le dernier complexe par [m2,−] est la duale d’une diffe´rentielle
induite par δ2 surΛ·g
(
g⊗g⊗·I
)
qui n’est autre que la diffe´rentielle de Harrison
β sur chaque facteur g ⊗ g⊗·I . En effet, pour ϕ : Λ
·
g
(
g ⊗ g⊗·I
)
→ gI et
x⊗ x1 ⊗ · · · ⊗ xn ∈ Λ
·
g
(
g⊗ g⊗·I
)
, on a
[m2, ϕ](x ⊗ x1 ⊗ · · · ⊗ xn)
= ±m2(x1, ϕ(x⊗ x2 · · · ))±m
2(ϕ(x ⊗ x1 · · · ), xn)
+
∑
±ϕ(x⊗ x1 · · ·m
2(xi, xi+1) · · · )
= ϕ(m2(x, x1)⊗ x2 · · · ) +
∑
±ϕ(x⊗ · · ·m2(xi, xi+1) · · · )
= ϕ(β(x ⊗ x1 ⊗ · · · ⊗ xn)).
Une ite´ration du the´ore`me des bicomplexes 4.1 assure que si l’homologie du
complexe (tronque´, i.e. k ≥ 1) de Harrison
(
g⊗ gI
⊗·
+ , β
)
de gI a` coefficients
dans g est concentre´e en degre´ 1 (dans notre cas e´gale a` g ⊗gI+ Ω
1
gI+
),
alors l’homologie du complexe
(
Λkg
(
g ⊗ g⊗I
)
, β
)
est acyclique ∀k ≥ 1, et
finalement, la cohomologie du cocomplexe d’obstructions (4.1) par rapport
a` la codiffe´rentielle DHar est acyclique (voir e´galement [41], [26]).
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Rappelons que gI+ = K⊕ gI . Montrons maintenant que l’homologie de
Harrison est e´gale a` g⊗gI+Ω
1
gI+
. On a une suite d’inclusions de sous-alge`bres
gradue´es commutatives et unitaires
K →֒ gI+ →֒ g
Comme K est de caracte´ristique 0, pour tout g-module M , on peut e´crire la
version gradue´e topologique de la suite exacte de Jacobi-Zariski associe´e (ou`
la notation B|A signifie que l’anneau commutatif gradue´ B est vu comme
alge`bre sur le sous-anneau gradue´ A), voir par exemple [1, p.61-p.74] pour
des de´monstrations :
· · ·Har·+1(g|gI+,M)→ Har·(gI+|K,M)
→ Har·(g|K,M)→ Har·(g|gI+,M)→ · · · .
Rappelons que cette proprie´te´ provient du fait que lorsque A ⊃ Q, l’ho-
mologie de Harrison Har·(B|A,M) d’une A-alge`bre B a` valeurs dans un
B-module M est e´gale a` l’homologie d’Andre´-Quillen AQ·(B|A,M) (a` un
de´calage du degre´ pre`s) qui admet toujours une telle suite exacte. De plus,
elle s’identifie aussi avec la partie de poids 1 de la de´composition de Hodge
de l’homologie de Hochschild HH·(B|A,M), voir [32, p.145, Prop. 4.5.13].
On s’inte´resse au cas M = g. Graˆce a` la version gradue´e du the´ore`me
de Hochschild-Kostant-Rosenberg pour l’homologie continue de l’alge`bre
gradue´e g = C∞(Rn,K)⊗ ΛE (voir le the´ore`me 2.5), on a un isomorphisme
HH·(g|K, g) ∼= Λ
.HH1(g|K, g) =: Λ
·Ω1g|K
donc, d’apre`s la de´composition de Hodge mentionne´e ci-dessus, il vient
Hark(g|K, g) ∼=
{
Ω1
g|K si k = 1
{0} si k ≥ 2
ce qui rame`ne le calcul de Har·(gI+|K, g) a` celui de Har·+1(g|gI+, g) d’apre`s
la suite exacte de Jacobi-Zariski. Calculons donc HH·(g|gI+, g).
Il est bien connu que l’homologie de Hochschild HH·(B|A,M) d’une A-
alge`bre unitaire B a` valeurs dans un B-module M est e´gale a` l’homologie
du complexe de Hochschild normalise´ Ck(B|A,M) de´fini, en notant B/A le
module quotient de B par A, pour tout k ≥ 0, par Ck(B|A,M) = M ⊗A
(B/A)
⊗Ak muni de la diffe´rentielle de Hochschild b. Il nous suffit donc de
calculer l’homologie de C·(g/gI+ , g) = g⊗gI+ (g/gI+)⊗gI+ · · · ⊗gI+ (g/gI+).
Comme gI+ = K ⊕ gI la projection g → g˜ induit un isomorphisme
g/gI+ = g˜/K. Puisque gI est un ide´al, si on munit g/gI+ ⊗K g/gI+ de la
structure de gI+ module induit par le morphisme d’anneaux gI+ → K, on
voit que la projection canonique g/gI+ × g/gI+ → g/gI+ ⊗K g/gI+ est gI+-
biline´aire. Comme toute application gI+-biline´aire est aussi K-biline´aire,
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on en de´duit que toute application gI+-biline´aire de g/gI+ × g/gI+ dans
un module V se factorise au travers de g/gI+ ⊗K g/gI+ et on obtient un
isomorphisme
g˜/K ⊗K g˜/K ∼= g/gI+ ⊗K g/gI+
∼= g/gI+ ⊗gI+ g/gI+ .
En ite´rant ce raisonnement et en utilisant que la projection g → g˜ est un
morphisme d’alge`bres on obtient un isomorphisme de complexes
g⊗gI+
(
g/gI+
)
⊗gI+ · · · ⊗gI+
(
g/gI+
)
∼= (g/gI)⊗K
(
g˜/K
)
⊗K · · · ⊗K
(
g˜/K
)
∼= g˜⊗K
(
g˜/K
)
⊗K · · · ⊗K
(
g˜/K
)
.
Le dernier complexe n’est autre que le complexe de Hochschild normalise´
C·(g˜|K, g˜) de g˜. La version gradue´e du the´ore`me de Hochschild-Kostant-
Rosenberg pour l’homologie de Hochschild continue gradue´e de l’alge`bre
gradue´e g˜ = C∞(C,K)⊗KΛE
′′ (voir le the´ore`me 2.5) donne un isomorphisme
H·(C·
K
(g˜, g˜)) ∼= HH·(g˜, g˜) ∼= Λ
·Ω1g˜
dont la composante de poids 1 est Ω1
g˜
, voir [32, p.145, Prop. 4.5.13], donc
les groupes d’homologie de Harrison s’annulent a` partir de k ≥ 2. La suite
exacte de Jacobi-Zariski se re´duit alors a` la suite exacte de g-modules
{0} → g⊗gI+ Ω
1
gI+
→֒ Ω1g։ Ω
1
g˜→ {0}
(ou` la structure de g-module de Ω1
g˜
est induite par la projection g։ g˜) qui
donne l’isomorphisme cherche´ Har·(gI+|K, g)
∼= g⊗gI+ Ω
1
gI+
. ✷
4.2 Acyclicite´ du cocomplexe d’obstructions re´duit
On rappelle
x′α := xα 1 ≤ α ≤ n− l coordonne´es le long de C,
x′′µ := xn−l+µ 1 ≤ µ ≤ l coordonne´es transversales a` C.
et l’on pose
y′α 1 ≤ α ≤ n− l base de l
′espace E′,
y′′µ 1 ≤ µ ≤ l base de l
′espace E′′.
D’apre`s le the´ore`me HKR 2.5, il vient que les modules des diffe´rentielles de
Ka¨hler continues de g = C∞(Rn,K)⊗ΛE et de g˜ = C∞(Rn−l,K)⊗ΛE′′ sont
donne´s par des modules libres Ω1g := HH1(g|K, g) = g⊗ (E
∗ ⊕E) (sur g) et
Ω1
g˜
:= HH1(g˜|K, g˜) = g˜⊗ (E
′∗⊕E′′) (sur g˜). On e´crira les bases de Ω1g et de
Ω1
g˜
comme des diffe´rentielles des ‘coordonne´es’ (x, y) comme suit :
Pour Ω1g : dx
′
α = dx
′
α,dx
′′
µ = dx
′′
µ,dy
′
β,dy
′′
ν
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quels que soient 1 ≤ α, β ≤ n− l et 1 ≤ µ, ν ≤ l, et
pour Ω1g˜ : dx
′
α = dx
′
α,dy
′′
ν
quels que soient 1 ≤ α,≤ n − l et 1 ≤ ν ≤ l. Le morphisme de g-modules
Ω1g։ Ω
1
g˜
est donc donne´ par∑
α
ξαdx
′
α +
∑
µ
ξ′′µdx
′′
µ +
∑
β
η′βdy
′
β +
∑
ν
η′′νdy
′′
ν
7→
∑
α
pg˜(ξα)dx
′
α +
∑
ν
pg˜(η
′′
ν )dy
′′
ν
ou` pg˜ de´signe le morphisme d’alge`bres g → g˜. Puisqu’on peut identifier le
g-module g ⊗gI+ Ω
1
gI+
avec Ker(Ω1g ։ Ω
1
g˜
) et gI = Ker(g → g˜) est l’ide´al
engendre´ par x′′µ et y
′
α en tant que g-module, alors g⊗gI+ Ω
1
gI+
est engendre´
par les diffe´rentielles de Ka¨hler
dx′′µ, dy
′
α, x
′′
νdx
′
β, y
′
γdx
′
γ′ , x
′′
ρdy
′′
σ, y
′
γ′′dy
′′
τ (4.3)
quel que soient 1 ≤ α, β, γ, γ′, γ′′ ≤ n− l et 1 ≤ µ, ν, ρ, σ, τ ≤ l. Remarquons
que le crochet de Schouten de´finit la structure d’une alge`bre de Lie gradue´e
sur Ω1g de´finit par [dξ,dη] := d[ξ, η]S et dξ.η := [dξ, η] := [ξ, η]S pour
ξ, η ∈ g.
Voici le re´sultat central de ce paragraphe :
The´ore`me 4.2 Si X = Rn et C = Rn−l avec l ≥ 2, la cohomologie du
complexe
(
Homg(Λ
·
g
(
g⊗gI+ ΩgI+
)
, gI), δ
1,1
)
est concentre´e en degre´ 0.
De´monstration: Montrons d’abord que tout morphisme de Homg(Λ
·
g
(
g⊗gI+
ΩgI+
)
, gI) peut se relever en un morphisme de Homg(Λ
·
gΩg, g). Reprenons
les notations pre´de´dentes : le g-module g ⊗gI+ Ω
1
gI+
est engendre´ par les
diffe´rentielles de Ka¨hler (4.3).
Soit ϕ dans Homg(g ⊗gI+ ΩgI+ , gI). Montrons que pour tout 1 ≤ α ≤
n− l, il existe un unique cα dans g tel que pour tous 1 ≤ µ ≤ l et pour tous
1 ≤ β ≤ n− l on ait :
ϕ
(
x′′µdx
′
α
)
= x′′µcα, et ϕ
(
y′βdx
′
α
)
= (−1)|ϕ|y′βcα.
En effet, par g-line´arite´, x′′l−1ϕ(x
′′
l dx
′
α) = x
′′
l ϕ(x
′′
l−1dx
′
α) quel que soit 1 ≤
α ≤ n − l. Par conse´quent, x′′l−1ϕ(x
′′
l dx
′
α) et donc ϕ(x
′′
l dx
′
α) s’annule sur
l’hyperplan Hl := {x ∈ R
n | x′′l = 0}. L’ide´al annulateur de Hl est e´gal a`
x′′l C
∞(R,K) d’apre`s le lemme d’Hadamard : si g ∈ C∞(Rn,K) s’annule sur
Hl, alors
g(x) =
∫ 1
0
∂g
∂xl
(x1, . . . , xn−1, txn)dt xn
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avec xn = x
′′
l . Donc il existe un unique cα dans g tel que ϕ(x
′′
l dx
′
α) = x
′′
l cα
et ϕ(x′′l−1dx
′
α) = x
′′
l−1cα. Soit 1 ≤ µ ≤ l − 2, on a encore x
′′
l ϕ(x
′′
µdx
′
α) =
x′′µϕ(x
′′
l dx
′
α) = x
′′
µx
′′
l cα et donc ϕ(x
′′
µdx
′
α) = x
′′
µcα. De meˆme, pour 1 ≤
β ≤ n − l, x′′l ϕ(y
′
βdx
′
α) = (−1)
|ϕ|y′βϕ(x
′′
l dx
′
α) = (−1)
|ϕ|y′βx
′′
l cα et donc
ϕ(y′βdx
′
α) = (−1)
|ϕ|y′βcα.
Il est clair que l’on peut montrer de la meˆme manie`re le re´sultat analogue
que pour tout 1 ≤ µ ≤ l, il existe un unique cˆµ dans g tel que pour tous
1 ≤ ν ≤ l et pour tous 1 ≤ β ≤ n− l on ait :
ϕ
(
x′′νdy
′′
µ
)
= x′′ν cˆµ, et ϕ
(
y′βdy
′′
µ
)
= (−1)|ϕ|y′β cˆµ.
Graˆce au fait que Ω1g est un g-module libre, il s’ensuit que la prescrip-
tion ϕ˜(dx′α) := cα et ϕ˜(dy
′′
µ) := cˆµ avec ϕ˜(dx
′′
µ) := ϕ(dx
′′
µ) et ϕ˜(dy
′
β) :=
ϕ(dy′β) de´finit un g-homomorphisme ϕ˜ : Ωg → g qui co¨ıncide avec ϕ sur les
ge´ne´rateurs de g⊗gI+ ΩgI+ .
On montre ensuite, par re´currence, que tout morphisme de Homg(Λ
·
g
(
g⊗gI+
ΩgI+
)
, gI) peut se prolonger en un unique morphisme de Homg(Λ
·
gΩg, g).
Conside´rons maintenant un morphisme ϕ, k-cocycle dans le complexe(
Homg(Λ
·
g
(
g⊗gI+ ΩgI+
)
, gI), δ
1,1
)
avec k ≥ 2. Relevons ϕ en un morphisme
ϕ˜ de Homg(Λ
·
gΩg, g). Il est clair que ϕ˜ est aussi un cocycle dans ce dernier
complexe. D’apre`s [41] (voir aussi [26]), le complexe Homg(Λ
·
gΩg, g) est acy-
clique et donc ϕ˜ est un cobord dans ce complexe : ϕ˜ = δ1,1(ξ). Le morphisme
ξ est comple`tement de´fini sur les ge´ne´rateurs de Ωg : dx1, . . . ,dxn,dy1, . . . ,
dyn. De´finissons le morphisme ξgI sur ces meˆmes ge´ne´rateurs du module
libre (A1, . . . , Ak ∈ {dx1, . . . ,dxn,dy1, . . . ,dyn}) :
ξgI (A1Λ · · ·ΛAk) := pgI (ξ(A1Λ · · ·ΛAk)) si
∀i,
(
Ai = dy
′
α ou Ai = dx
′′
µ
)
ξgI (A1Λ · · ·ΛAk) := ξ(A1Λ · · ·ΛAk) sinon
ou` pgI (resp. pg˜) est la projection g → gI (resp. g → g˜) paralle`lement
a` g˜, conside´re´e comme sous-alge`bre abe´lienne de (g[1], [ , ]S) (resp. gI).
En utilisant les ge´ne´rateurs du sous-module g ⊗gI+ Ω
1
gI+
, on voit que la
restriction de ξgI a` Λ
·
g
(
g⊗gI+ ΩgI+
)
prend ses valeurs dans gI . On a, pour
A1, ...Ak ∈ {dx1, . . . ,dxn,dy1, . . . ,dyn} la formule gradue´e de Chevalley-
Eilenberg pour la codiffe´rentielle δ1,1 :
ϕ˜(A0Λ · · ·ΛAk) = (δ
1,1ξ)(A0Λ · · ·ΛAk)
=
k∑
i=0
±(−1)iAi.
(
ξ(A0Λ · · ·ΛAi−1ΛAi+1Λ · · ·ΛAk
)
(4.4)
car les crochets de Lie [Ai, Aj ] s’annulent. Montrons que cette e´quation est
encore vraie si l’on remplace ξ par ξgI :
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1. Si au moins deux Ai sont e´gaux a` un dy
′′
µ ou a` un dx
′
α, ceci est
imme´diat par de´finition de ξgI .
2. Si tous les Ai sont e´gaux a` un dy
′
α ou a` un dx
′′
µ, ceci est encore vrai
car ϕ˜(A1Λ · · ·ΛAn) = ϕ(A1Λ · · ·ΛAn) est dans gI , le crochet [y
′
α, g˜] ⊂ g˜ et
[x′′µ, g˜] ⊂ g˜.
3. Si maintenant un seul des Ai, notons le B, est e´gal a` un dy
′′
µ ou
a` un dx′α, on peut encore une fois remplacer ξ par ξgI car B.
(
ξ(· · · )
)
=
B.
(
ξgI (· · · )
)
car B ∈ dg˜ et g˜ est une sous-alge´bre abe´lienne de g par rapport
a` [ , ]S , voir la proposition 2.7.
En conclusion, on a trouve´ un ξgI qui se restreint bien en un morphisme
de Homg(Λ
·
g
(
g⊗gI+ ΩgI+
)
, gI) tel que ϕ = δ
1,1(ξgI ). ✷
Dans le cas ou` X = R1 et C = R0, un calcul simple nous donne :
Proposition 4.2 La cohomologie du complexe
(
Homg(Λ
·
g
(
g⊗gI+ ΩgI+
)
,
gI), δ
1,1
)
est concentre´ en degre´ 0.
A Appendice
Dans ce paragraphe, on rappellera –sans utiliser les ope´rades– quelques
notions autour des structures A∞, C∞, L∞ et G∞ –qui se trouvent dans
la litte´rature de fac¸on disperse´e– pour fixer nos notations et conventions de
signe, voir e´galement [34], [31], et pour un cadre ope´radique [26] et [35]. On
fixe un corps K de caracte´ristique 0.
A.1 Quelques coge`bres colibres pour des espaces gradue´s
On rappelle d’abord la cate´gorie des K-espaces vectoriels gradue´s : les
objets sont des K-espaces vectoriels gradue´s h = ⊕k∈Zh
k (ou` ‘gradue´’ veut
toujours dire Z-gradue´). On e´crira |x| ∈ Z pour le degre´ d’un e´le´ment ho-
moge`ne x ∈ h. Par la suite, on n’utilisera que des e´le´ments homoge`nes si rien
d’autre n’est dit. Pour un autre K-espace gradue´ hˆ = ⊕k∈Zhˆ
k et un entier
j on note Hom(h, hˆ)j l’espace vectoriel de toutes les applications line´aires
h → hˆ de degre´ j (i.e f(hk) ⊂ hˆk+l). L’espace Hom(h, hˆ) est de´fini par l’es-
pace gradue´ ⊕j∈ZHom(h, hˆ)
j . De plus, le produit tensoriel h⊗ hˆ est gradue´
par
(
h ⊗ hˆ
)k
= ⊕j∈Zh
j ⊗ hˆk−j, voir e.g. [34, p.175]. Le produit tensoriel de
deux morphismes φ : h → h′ et ψ : hˆ → hˆ′ est de´fini en appliquant la re`gle
de signe de Koszul(
φ⊗ ψ
)
(a⊗ b) = (−1)|ψ| |a|φ(a)⊗ ψ(b) (A.1)
pour a ∈ h|a| et ψ de degre´ |ψ|, voir e.g. [34, p.176]. On rappelle e´galement
la transposition gradue´e τ : h ⊗ hˆ → hˆ ⊗ h par τ(x ⊗ y) := (−1)|x| |y|y ⊗ x.
Les deux re`gles pre´ce´dentes de´termineront tous les signes qui apparaˆıtront.
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Pour un entier j, l’espace gradue´ de´cale´ h[j] et de´fini par h[j]k := hk+j . ,
L’application identique h → h de´finit une application sn : h[j] → h[j − n]
pour tout n ∈ Z qui est de degre´ n car sn(h[j]k) = hj+k = h[j − n]k+n. On
regarde sn comme la ne`me ite´ration de la suspension s := s1 : h[j]→ h[j−1].
La suspension sera ‘visible’ pour des applications multiline´aires de´cale´es :
soit φ : h⊗k → hˆ⊗l une application line´aire de degre´ i. On de´finit sa de´cale´e
φ[j] : h[j]⊗k → hˆ[j]⊗l par φ[j] := (s⊗l)−j ◦ φ ◦ (s⊗k)j . Son degre´ est e´gal
a` j(k − l) + i et on a e´videmment (φ[j])[j′] = φ[j + j′]. On remarque que
(s⊗k)j = (−1)
k(k−1)
2
j(j−1)
2 (sj)⊗k. Pour calculer la de´cale´e, on e´crit d’abord
pour ξ := x1 ⊗ · · · ⊗ xk ∈ h
⊗k la valeur φ(ξ) avec la convention de Sweedler
comme
∑
φ(1)(ξ) ⊗ · · · ⊗ φ(l)(ξ) avec φ(i)(ξ) ∈ hˆ. D’apre`s la re`gle de signe
(A.1), la valeur de la de´cale´e φ[j] sur η := y1 ⊗ · · · ⊗ yk ∈ h[j]
⊗k se calcule
de la manie`re suivante avec η˜ := sj(y1)⊗ · · · ⊗ s
j(yk) :
φ[j](y1 ⊗ · · · ⊗ yk) =
(−1)
k(k−1)
2
j(j−1)
2
+
l(l−1)
2
−j(−j−1)
2 (−1)j
(
(k−1)|y1|+(k−2)|y2|+···+(k−(k−1))|yk−1|
)
∑
(−1)j
(
(l−1)|φ(1)(η˜)|+(l−2)|φ(2)(η˜)|+···+(l−(l−1))|φ(l−1)(η˜)|
)
φ(1)(y1 ⊗ · · · ⊗ yk)⊗ · · · ⊗ φ(l)(y1 ⊗ · · · ⊗ yk). (A.2)
L’alge`bre libre sur h, h⊗alg := ⊕k∈Nh
⊗k, est une K-alge`bre associative
gradue´e avec e´le´ment neutre 1, voir e.g. [34, p.179]. Pour e´viter des confu-
sions, on n’utilise pas le symbole ⊗ pour la multiplication µ = µ
h
⊗
alg
dans
l’alge`bre libre. De plus, c’est une bige`bre gradue´e : soit h⊗+ := ⊕k>0h
⊗k
l’ide´al d’augmentation. La co-unite´ ǫ = ǫh⊗ : h
⊗
alg → K est de´finie par la con-
dition que Kerǫ := h⊗+ et ǫ(1) := 1 ; et la comultiplication shuffle gradue´e
∆sh est l’homomorphisme d’alge`bres associatives h
⊗
alg → h
⊗
alg ⊗ h
⊗
alg induit
par sa valeur ∆sh(x) := x ⊗ 1 + 1 ⊗ x sur les ge´ne´rateurs x ∈ h. Puisque
la multiplication µ[2] sur h⊗alg ⊗ h
⊗
alg est donne´e par (µ ⊗ µ) ◦ (id ⊗ τ ⊗ id)
avec la transposition gradue´e, il y a donc des signes dans les formules pour
∆sh, par exemple ∆sh(xy) = xy ⊗ 1 + x⊗ y+ (−1)
|x| |y|y⊗ x+1⊗ xy pour
x ∈ h|x| et y ∈ h|y|. Cette comultiplication est cocommutative gradue´e (i.e.
τ∆sh = ∆sh) et de degre´ 0.
On peut dualiser cette structure de bige`bre gradue´e pour obtenir sur l’espace
gradue´ h⊗alg une deuxie`me structure de bige`bre gradue´e, plus importante pour
nos fins, donne´e par la comultiplication (non cocommutative gradue´e) de
de´concate´nation, ∆ = ∆h⊗ (qui dualise la multiplication libre et est de´finie
par ∆(x1 · · · xk) = 1⊗x1 · · · xk +
∑k
r=2 x1 · · · xr−1⊗xr · · · xk+x1 · · · xk⊗ 1)
et la multiplication shuffle µsh gradue´e commutative, parfois e´crite •, (qui
dualise la comultiplication ∆sh). Pour une formule explicite de µsh, voir
(A.7). Les deux ope´rations ∆ et µsh sont de degre´ 0. Ici 1 reste l’e´le´ment
neutre et ǫ la co-unite´. On note cette bige`bre gradue´e par h⊗ et la projection
canonique sur h⊗1 = h par prh.
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En ge´ne´ral, une coge`bre gradue´e (C, ǫC ,∆C) est dite augmente´e lorsqu’il
existe un unique e´le´ment de genre groupe, note´ 1, alors C = K1 ⊕ KerǫC .
Le sous-espace C+ := KerǫC est isomorphe a` la coge`bre gradue´e quotient
C/K1 sans co-unite´ (K1 est une sous-coge`bre, donc un co-ide´al de h⊗). Une
coge`bre gradue´e sans co-unite´ est dite nilpotente (voir [35, 166-168]) lorsque
pour tout e´le´ment x il existe un entier positif N tel que la N e`me ite´ration
de la comultipliciation sur x s’annule. Les coge`bres gradue´es augmente´es
telles que C+ (vu comme coge`bre quotient) est nilpotente forment une sous-
cate´gorie CAN de la cate´gorie des coge`bres gradue´es. La cate´gorie CAN est
ferme´e pour les produits tensoriels et contient h⊗ et toutes les coge`bres
conside´re´es dans cet appendice. La coge`bre h⊗ est colibre dans CAN , i.e.
pour toute coge`bre C dans CAN et toute application line´aire φ : C → h de
degre´ 0 s’annulant sur 1 il existe un unique morphisme de coge`bres gradue´es
φ : C → h⊗ (i.e. φ⊗ φ ◦∆C = ∆ ◦ φ) tel que prh ◦ φ = φ :
h⊗
φ
←− C
prh
ց
φ
ւ
h
(A.3)
On dit que φ est co-induit par φ. Evidemment, deux morphismes de coge`bres
Φ,Ψ : h⊗ ← C co¨ıncident si et seulement si leurs composantes prh ◦ Φ et
prh ◦Ψ co¨ıncident. On calcule par exemple que la multiplication µsh est co-
induite par l’application h⊗ ⊗ h⊗ → h donne´e par prh⊗ ǫ+ ǫ⊗ prh.
L’alge`bre colibre dans la cate´gorie de toutes les coge`bres coassociatives
gradue´es n’est pas donne´e par h⊗, mais par un espace ‘plus grand’ entre
h⊗ et son comple´te´ par rapport a` la filtration donne´e par degre´ tensoriel,
voir [40, pp.124-135] et [35, 166-168].
Pour deux applications line´aires ψ1, ψ2 d’une coge`bre coassociative gradue´e
(C,∆C) dans une alge`bre associative gradue´e (A,µA) on rappelle la convo-
lution ψ1 ⋆ ψ2 de ψ1 et de ψ2 par rapport a` µA et ∆C donne´e par ψ1 ⋆ ψ2 :=
µA ◦ (ψ1 ⊗ ψ2) ◦ ∆C , qui est une multiplication associative gradue´e dans
Hom(C,A). Le morphisme de coge`bres φ co¨ınduit par φ : C+ → h se calcule
comme se´rie ge´ome´trique φ =
∑∞
r=0 φ
⋆r avec φ⋆0 := 1ǫC a` l’aide de la con-
volution ⋆ par rapport a` la multiplication libre µ et ∆C .
Soit d : C+ → h une application line´aire de degre´ j ∈ Z. On peut mon-
trer qu’il existe une unique code´rivation gradue´e de degre´ j le long de φ,
d : C → h⊗, (i.e. ∆ ◦ d = (d ⊗ φ + φ ⊗ d) ◦ ∆C) avec pr1 ◦ d = d. Cette
code´rivation d, dite co-induite par d, se calcule comme φ⋆d⋆φ. En particulier,
pour d1, d2 : h
⊗+ → h et φ = idh⊗ on note
d1 ◦G d2 := d1 ◦ d2 =
∞∑
i,j=0
d1 ◦
(
id⊗ih ⊗ d2 ⊗ id
⊗j
h
)
: h⊗+ → h (A.4)
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la multiplication de Gerstenhaber gradue´e. Il s’en suit que le commutateur
gradue´ [d1, d2] = d1 ◦ d2 − (−1)
|d1| |d2|d2 ◦ d1 des deux code´rivations le long
de idh⊗ est une code´rivation de h
⊗ le long de idh⊗ , alors [d1, d2] est co-induit
par sa composante prh[d1, d2] = d1 ◦G d2 − (−1)
|d1| |d2|d2 ◦G d1 =: [d1, d2]G,
le crochet de Gerstenhaber gradue´ de d1 et d2. On en de´duit l’identite´ de
Gerstenhaber suivante
(d ◦G d1) ◦G d2 − (−1)
|d1| |d2|(d ◦G d2) ◦G d1 = d ◦G [d1, d2]G. (A.5)
Ainsi Hom(h⊗+, h) muni du crochet de Gerstenhaber est une alge`bre de
Lie gradue´e. Les structures ◦G et [ , ]G e´taient de´finies dans [22] pour la
situation h = V [1] ou` l’espace gradue´ e´tait V = V 0. Soit m : h ⊗ h →
h une multiplication associative gradue´e (de degre´ 0). Alors l’application
de´cale´e d := m[1] : h[1] ⊗ h[1] → h[1] est de degre´ 1, et l’associativite´
de m est e´quivalente a` d ◦G d = 0. L’application b : Hom(h[1]
⊗+, h[1]) →
Hom(h[1]⊗+, h[1]) de´finie par bφ := [φ, d]G co¨ıncide avec l’ope´rateur cobord
de Hochschild gradue´. Les formules (2.2) et (2.3) de la premie`re partie sont
des cas particuliers h = h0 = C∞(Rn,K). On observe que m[1] = −m dans ce
cas. Alternativement, on peut de´finir le cobord de Hochschild directement
sur Hom(h⊗+, h) sans de´calage par la formule e´quivalente et plus simple
bφ =
[
φ[1],m[1]
]
G
[−1], voir par exemple l’e´quation (2.26).
La bige`bre syme´trique gradue´e sur h, Sh = ⊕r∈NS
rh, est de´finie par le
quotient de l’alge`bre libre h⊗alg modulo l’ide´al bilate`re gradue´ I+(h) engendre´
par tous les e´le´ments de la forme xy− (−1)|x| |y|yx quels que soient x ∈ h|x|
et y ∈ h|y|. Le quotient Sh est une alge`bre associative commutative gradue´e.
De plus, la premie`re comultiplication ∆sh passe au quotient et de´finit sur Sh
la structure d’une comultiplication cocommutative gradue´e, note´e e´galement
∆sh. L’espace Sh est donc une bige`bre commutative cocommutative gradue´e.
Il est connu que Sh est l’alge`bre commutative gradue´e libre engendre´e par h.
Pour un entier n, une permutation σ du groupe syme´trique Sn et ξ =
x1 · · · xn ∈ h
⊗n, on note ξσ := xσ(1) · · · xσ(n) l’action a` droite usuelle de Sn
sur h⊗n. On de´finit la signature gradue´e de σ par rapport a` ξ par
e(x1 · · · xn, σ) :=
∏
1≤i<j≤n
σ(i) + (−1)|xσ(i)| |xσ(j)| σ(j)
i+ (−1)|xi| |xj | j
=
∏
i<j et σ(i)>σ(j)
(−1)|xσ(i)| |xσ(j)| (A.6)
et on en de´duit l’action a` droite gradue´e ξ.σ := e(ξ, σ)ξσ de Sn sur h
⊗n
car e(ξ, στ) = e(ξ, σ)e(ξσ , τ). A l’aide de cette action, on peut donner une
formule plus explicite de la multiplication shuffle : on note Sh(k, n − k)
l’ensemble des permutations de battage ou shuffle, i.e. pour lesquelles σ(1) <
· · · < σ(k) et σ(k + 1) < . . . < σ(n) :
(x1 · · · xk) • (xk+1 · · · xn) =
∑
σ−1∈Sh(k,n−k)
e(x1 · · · xn, σ)xσ(1) · · · xσ(n) (A.7)
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Pour tout entier positif n soit S(n) : h⊗n → h⊗n la syme´trisation ξ 7→∑
σ∈Sn
e(ξ, σ)ξσ . On de´finit S : h⊗alg → h
⊗ par S :=
∑∞
n=0 S
(n). On voit
que S est un morphisme de la bige`bre h⊗alg dans la bige`bre (duale) h
⊗ et
l’image de S est la sous-bige`bre commutative et cocommutative Sh. L’ap-
plication S est co-induite par l’application de la coge`bre cocommutative
gradue´e (h⊗alg,∆sh) dans h donne´e par prh. Encore une fois, la coge`bre co-
commutative gradue´e Sh est colibre dans la cate´gorie CSAN des coge`bres
cocommutatives augmente´es gradue´es a` C+ nilpotent, et la co-induction des
morphismes et code´rivations dans le sens du diagramme (A.3) se fait comme
pour h⊗, ou` les applications co-induites pour la coge`bre h⊗, φ et d, prennent
leurs valeurs automatiquement dans la sous-coge`bre Sh. On peut e´galement
utiliser la multiplication shuffle µsh de Sh au lieu de µ de h
⊗ pour une
deuxie`me convolution ⋆˜ pour obtenir φ = e⋆˜φ au lieu de la se´rie ge´ome´trique,
et d = e⋆˜φ⋆˜d au lieu de φ ⋆ d ⋆ φ. Exactement de la meˆme fac¸on qu’en (A.4)
pour h⊗ on de´finit la multiplication de Nijenhuis-Richardson ◦NR sur l’es-
pace Hom(S+h, h) qui satisfait la meˆme identite´ (A.5) avec ◦G remplace´ par
◦NR. L’espace Hom(S
+h, h) est une alge`bre de Lie gradue´e par le crochet
de Nijenhuis-Richardson [d1, d2]NR := d1 ◦NR d2− (−1)
|d1| |d2|d2 ◦NR d1. Les
structures ◦NR et [ , ]NR e´taient de´finies dans [37] pour la situation h = V [1]
ou` l’espace gradue´ e´tait V = V 0.
Si l’on regarde dans h⊗alg l’ide´al bilate`re gradue´ I−(h) engendre´ par tous les
e´le´ments de la forme xy + (−1)|x| |y|yx pour x ∈ h|x| et y ∈ h|y|, on ob-
tient comme quotient l’alge`bre de Grassmann Λh := ⊕r∈NΛ
rh : ceci est une
alge`bre associative Z×Z-gradue´e par le degre´ usuel et le degre´ tensoriel qui
est donc bigradue´e commutative (et non pas gradue´e commutative). Soit j
un entier, τh⊗h la transposition dans h⊗ h et τh[j]⊗h[j] la transposition dans
h[j] ⊗ h[j]. Graˆce a` l’identite´
(τh⊗h)[j] = (−1)
jτh[j]⊗h[j] (A.8)
ou sj ⊗ sj ◦ τh[j]⊗h[j] = (−1)
jτh⊗h◦ s
j⊗ sj, on voit sans peine que si j est im-
pair, la bijection line´aire
∑∞
r=0(s
⊗r)j : h[j]⊗alg → h
⊗
alg envoie l’ide´al I+(h[j])
sur l’ide´al I−(h), et l’on obtient l’isomorphisme line´aire (pas d’alge`bres as-
sociatives)
∀ r ∈ N : Sr
(
h[j]
)
∼=
(
Λrh
)
[jr] pour j impair.
Pour h = h0 = V on constate que S
(
V [−1]
)
= ΛV comme alge`bres com-
mutatives gradue´es. En ge´ne´ral, une application line´aire φ : h⊗k → hˆ est
dite antisyme´trique lorsque φ ◦ (idi ⊗ τ ◦ ⊗idk−2−i) = −φ quel que soit
0 ≤ i ≤ k − 2. D’apre`s ce qui pre´ce`de, sa de´cale´e φ[j] est syme´trique pour j
impair :
φ ∈ Hom(Λh, hˆ) ⇔ φ[j] ∈ Hom(S(h[j]), hˆ[j]) pour j impair.
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En particulier, soit (l, [ , ]) une alge`bre de Lie gradue´e, i.e. pour le crochet
[ , ] ∈ Hom(Λ2l, l) de degre´ 0 on a l’identite´ de Jacobi gradue´e [ , ]([ , ] ⊗
id)(id⊗3 + τ12τ23 + τ23τ12) = 0. Sur l’espace de´cale´ l[j] (j impair), le cro-
chet de´cale´ [ , ][j] est de degre´ j, se trouve dans Hom(S2(l[j], l[j]), est donc
syme´trique gradue´ et satisfait [ , ][j]◦([ , ][j]⊗id)◦(id⊗3+τ ′12τ
′
23+τ
′
23τ
′
12) avec
τ ′ := τl[j]⊗l[j]. De plus, la de´cale´e d = [ , ][1] du crochet de Lie satisfait d◦NR
d = 0 et de´finit par φ 7→ [φ, d]NR l’ope´rateur cobord de Chevalley-Eilenberg
sur Hom(S+(h[1]), h[1]). Comme dans le cas d’une alge`bre associative, on
peut alternativement de´finir le cobord de Chevalley-Eilenberg directement
sur Hom(Λl, l) par la formule isomorphe ψ 7→
[
ψ[1], [ , ][1]
]
NR
[−1].
L’ide´al d’augmentation h⊗+ = ⊕k≥1h
⊗k est e´galement un ide´al bilate`re
de la multiplication shuffle, ainsi que son carre´ h⊗+ • h⊗+ ⊂ h⊗+. L’espace
gradue´
h⊗ :=
⊕
k≥1
h⊗k := h⊗+/(h⊗+ • h⊗+)
est muni de la structure d’une coge`bre de Lie gradue´e δ : h⊗ → h⊗ ⊗ h⊗
de degre´ 0 (i.e. τδ = −δ et l’identite´ de Jacobi gradue´e (id⊗3 + τ12τ23 +
τ23τ12)(δ ⊗ id) δ = 0 avec τ12 := τ ⊗ id et τ23 := id ⊗ τ) provenant de
l’antisyme´trisation gradue´e ∆ − τ∆ de la comultiplication ∆ qui passe au
quotient. Une coge`bre de Lie gradue´e (c, δc) est dite nilpotente lorsque pour
tout x ∈ c il existe un entier N tel que tous les N e`mes ite´re´s de δc s’annu-
lent sur x. Dans la cate´gorie CLN de ces coge`bres de Lie, l’espace (h
⊗, δ) est
une coge`bre de Lie gradue´e colibre dans le sens du diagramme A.3, en rem-
plac¸ant coge`bres par coge`bres de Lie. De la meˆme fac¸on, on peut co-induire
des code´rivations des coge`bres de Lie de degre´ j le long d’un morphisme
de coge`bres de Lie gradue´es ou` l’on remplace ∆ par δ dans les de´finitions.
Les applications line´aires d de Hom(h⊗, h) s’identifient avec les applications
line´aires d′ de Hom(h⊗, h) s’annulant sur h⊗+ • h⊗+ et sont connues comme
des cochaˆınes de Harrison gradue´es. On montre que la code´rivation gradue´e
d′ est e´galement une de´rivation gradue´e de la multiplication shuffle •, donc
la multiplication de Gerstenhaber d′1 ◦G d
′
2 s’annule toujours sur h
⊗+ • h⊗+,
ce qui prouve que ◦G pre´serve le sous-espace et de´finit sur Hom(h
⊗, h)
une multiplication ◦H satisfaisant (A.5) avec ◦G remplace´ par ◦H . L’espace
Hom(h⊗, h) muni du crochet [ , ]H (l’antisyme´trise´ gradue´ de ◦H) est donc
une alge`bre de Lie gradue´e. Soit m : h⊗h→ h une multiplication associative
commutative gradue´e (de degre´ 0) sur h. Alors sa de´cale´e m[1] s’annule sur
h[1] • h[1], et l’application induite d ∈ Hom(h[1]⊗2, h[1]) satisfait d ◦H d = 0.
La formule β : φ 7→ [φ, d]H de´finit le cobord de Harrison gradue´ sur l’espace
Hom(h[1]⊗, h[1]) des cochaˆınes de Harrison. On peut regarder le cocomplexe
de Harrison comme un sous-cocomplexe du cocomplexe de Hochschild.
La structure d’une alge`bre de Gerstenhaber (voir aussi [27, p.104] sur
un espace vectoriel gradue´ g est la donne´e de la structure d’une alge`bre
associative commutative gradue´e mg : g ⊗ g → g avec e´le´ment neutre 1
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et de la structure [ , ] d’une alge`bre de Lie gradue´e sur l’espace de´cale´
g[1] satisfaisant la re`gle de Leibniz gradue´e suivante : soit λg : g ⊗ g → g
le crochet de´cale´ λg := [ , ][−1] (qui est donc de degre´ −1, commutative
gradue´e (λg ◦ τ = λg) et satisfait l’identite´ de Jacobi gradue´e), alors
λg ◦ (id⊗mg) = mg ◦ (λg⊗ id) +mg ◦ (id ⊗ λg) ◦ τ12. (A.9)
Dans la suite, on note une alge`bre de Gerstenhaber soit par (g,mg, 1, λg)
avec le crochet de´cale´ λg, soit par (g[1],mg[1], 1, [ , ]) avec la multiplication
de´cale´e mg[1].
L’exemple principal est construit de manie`re suivante : soit (l, [ , ]l) une
alge`bre de Lie gradue´e, soit h = l[−1] et soit λl le crochet de´cale´ [ , ][−1]
donne´ par s ◦ [ , ]l ◦ (s ⊗ s)
−1 qui est de degre´ −1. On pose g := Sh =
S
(
l[−1]
)
. L’application h ← Sh ⊗ Sh donne´e par λl ◦ (prh ⊗ prh) co-induit
une code´rivation λl =: λg : Sh⊗ Sh→ Sh le long de la multiplication shuffle
µsh, et on voit sans peine que (S
(
l[−1]
)
, µsh, 1, λg) est une alge`bre de Ger-
stenhaber gradue´e.
Un exemple ge´ome´trique est donne´ par l’espace de tous les champs de mul-
tivecteurs sur une varie´te´ diffe´rentielle M , g = Γ∞(M,ΛTM), muni de la
multiplication exte´rieure point-par-point ∧ =: m et du crochet de Schouten
[ , ]S sur g[1], voir le paragraphe 2.2.
Plus ge´ne´ralement, soit V = V 0 un espace vectoriel, m : V ⊗ V → V
une multiplication associative, G := Hom(V [1]⊗, V [1]) muni du cobord de
Hochschild b et h la cohomologie du co-complexe (G, b). D’apre`s un re´sultat
classique de Gerstenhaber [22], h[−1] est une alge`bre de Gerstenhaber ou` le
crochet de Lie sur h est induit par le crochet de Gerstenhaber surG et la mul-
tiplication sur h[−1] provient de la multiplication ‘cup’ ∪ sur Hom(V ⊗, V )
de´finie par la convolution de deux e´le´ments de Hom(V ⊗, V ) par rapport a`
l’alge`bre associative (V,m) et la coge`bre (V ⊗,∆).
De manie`re analogue, la structure d’une coge`bre de Gerstenhaber gradue´e
sur g est la donne´e de la structure d’une coge`bre coassociative cocommu-
tative gradue´e ∆g : g → g ⊗ g avec co-unite´ ǫg et de la structure δg d’une
coge`bre de Lie gradue´e sur l’espace de´cale´ g[−1] satisfaisant la re`gle de co-
Leibniz gradue´e suivante : soit κg : g→ g⊗ g le cocrochet de´cale´ κg := δg[1]
(qui est donc de degre´ −1, cocommutative gradue´e (τ ◦ κg = κg) et satisfait
l’identite´ de co-Jacobi gradue´e), alors
(id⊗∆g) ◦ κg = (κg⊗ id) ◦∆g+ τ12 ◦ (id⊗ κg) ◦∆g. (A.10)
ou (∆g ⊗ id) ◦ κg = τ23 ◦ (κg ⊗ id) ◦ ∆g + (id ⊗ κg) ◦ ∆g comme condi-
tion e´quivalente. Dans la suite, on notera une coge`bre de Gerstenhaber
(g,∆g, ǫg, κg) avec le cocrochet de´cale´ κg. On retrouve δg par κg[−1]. Un
morphisme de coge`bres de Gerstenhaber φ : (g,∆g, ǫg, κg)→ (g
′,∆g′ , ǫg′ , κg′)
est un morphisme de coge`bres qui est en meˆme temps un morphisme de
coge`bres de Lie, i.e. (φ ⊗ φ) ◦ ∆g = ∆g′ ◦ φ et (φ ⊗ φ) ◦ κg = κg′ ◦ φ.
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De plus, une code´rivation de coge`bres de Gerstenhaber d : (g,∆g, ǫg, κg) →
(g′,∆g′ , ǫg′ , κg′) de degre´ j le long d’un morphisme de coge`bres de Gersten-
haber φ est une application line´aire de degre´ j telle que (φ⊗d+d⊗φ)◦∆g =
∆g′ ◦ d et (φ⊗ d+ d⊗ φ) ◦ κg = (−1)
jκg′ ◦ d.
Soit (c, δc) une coge`bre de Lie gradue´e. Soit h := c[1] donc c = h[−1], et
δc[1] : h → h ⊗ h le cocrochet de´cale´. L’application h
δc [1]
→ h ⊗ h → Sh ⊗ Sh
se prolonge de manie`re unique comme une de´rivation gradue´e κδ de degre´
−1 de l’alge`bre commutative gradue´e libre (Sh, µsh) dans l’alge`bre commu-
tative gradue´e Sh ⊗ Sh le long de l’homomorphisme ∆sh. On calcule sans
peine que (S
(
c[1]
)
,∆sh, ǫ, κδ) est toujours une coge`bre de Gerstenhaber. De
plus, e´tant donne´ un morphisme φ : (c1, δc1 → (c2, δc1) de coge`bres de Lie,
il vient que l’unique morphisme de coge`bres coassociatives cocommutatives
gradue´es φ[1] : S(c1[1]) → S(c2[1]) co-induit par φ[1] est un morphisme de
coge`bres de Gerstenhaber.
Soit CGAN la cate´gorie des coge`bres de Gerstenhaber telles que la coge`bre
associative est dans CAN , le cocrochet de´cale´ s’annule sur 1 et la coge`bre
de Gerstenhaber quotient par K1 est nilpotente dans le sens que pour tout
e´le´ment il existe un entier positif N tel que toutes les N e`mes ite´rations de la
comultiplication et du cocrochet de´cale´ s’annulent. Soit h un espace vectoriel
gradue´. En prenant la coge`bre de Lie colibre c = h[−1]⊗ on voit sans peine
que la coge`bre de Gerstenhaber S
(
c[1]
)
, qui est e´gale a`
Gh := S
((
h[−1]⊗
)
[1]
)
(A.11)
est une coge`bre de Gerstenhaber colibre dans la cate´gorie CGAN : en fait,
e´tant donne´e une application line´aire φ : C → h de degre´ 0 dans le dia-
gramme (A.3) on utilise d’abord la structure de coge`bre de Lie de C[−1]
pour construire de φ[−1] := s ◦ φ ◦ s−1 un morphisme de coge`bres de Lie
gradue´es ψ := φ[−1] : C[−1] → h[−1]⊗. Ensuite, le morphisme de coge`bres
ψ[1] : C → S
((
h[−1]⊗
)
[1]
)
co-induit par ψ[1] pre´serve aussi les structures
de coge`bres de Lie gradue´es sur C et Gh.
De la meˆme fac¸on, on peut co-induire des applications line´aires d : C+ → h
de degre´ k comme code´rivations gradue´es d de degre´ k de C → Gh le long
d’un morphisme φ : C → Gh de coge`bres de Gerstenhaber gradue´es co-induit
par φ : C+ → h. Le cas particulier C = Gh et φ = idGh est inte´ressant :
puisque d est uniquement de´termine´e par sa composante prh(d) = d, on
introduit une multiplication d1 ◦T d2 := d1 ◦ d2 sur l’espace Hom(G
+h, h)
d’apre`s le moule (A.4). Cette multiplication satisfait (A.5) (avec ◦G rem-
place´ par ◦T ), et le commutateur gradue´ [ , ]T (l’antisyme´trise´ gradue´ de
◦T ) est la structure d’une alge`bre de Lie gradue´e sur Hom(G
+h, h).
43
A.2 Un aperc¸u des structures a` homotopie pre`s
Pour de´finir des structures F∞ (pour F = A,L,C,G) sur un espace
vectoriel gradue´ h, on conside`re d’abord l’espace de´cale´ h[1] :
A∞ : on regarde la coge`bre colibre gradue´e A∞h := h[1]
⊗. Une structure
A∞ sur h est un e´le´ment d ∈ Hom(h[1]
⊗+, h[1]) de degre´ 1 avec
d ◦G d = 0. (A.12)
De manie`re e´quivalente, on parle d’une code´rivation gradue´e d (co-induite
par d) de degre´ 1 et de carre´ nul, i.e. d ◦ d = 0. Alors le couple (h[1]⊗, d)
est appele´ une coge`bre codiffe´rentielle gradue´e. Puisque l’espace vectoriel
h[1]⊗ a une deuxie`me graduation h[1]⊗ = ⊕r∈Nh[1]
⊗r (on e´crira parfois
h[1]⊗r =: h[1][r]), l’application d se de´compose comme d =
∑∞
r=1 d
r ou` les
dr se trouvent dans Hom(h[1]⊗r , h[1])1 quel que soit r ∈ N. Les de´cale´s
mr := dr[−1] = s ◦ dr ◦ (s⊗r)−1 ∈ Hom(h⊗r, h)2−r (A.13)
sont donc des morphismes de degre´ 2−r. En particulier, m1 est de degre´ 1 et
m2 est de degre´ 0. L’identite´ (A.12) pour r = 1 est e´quivalente a` dire quem1
est une codiffe´rentielle sur h (m1m1 = 0). Pour α ∈ Hom(h⊗k, h) soit (m1.α)
l’action usuelle d’une codiffe´rentielle, i.e. (m1.α) = m1 ◦α−(−1)|α|
∑k−1
i=0 α◦(
id⊗i⊗m1⊗id⊗k−1−i
)
. Au rang r = 2 (A.12) exprime la compatibilite´ dem1
avec m2, i.e. m1.m2 = 0. Au rang 3 de (A.12) on voit que l’associateur de
m2,m2◦(m2⊗idh)−m
2◦(idh⊗m
2) est un cobord, i.e. proportionnel a`m1.m3
ce qui explique le nom structure associative a` homotopie pre`s. La structure
d’une alge`bre associative codiffe´rentielle gradue´e sur h est un exemple d’une
structure A∞ avec m
r = 0 pour r ≥ 3. Les signes pre´cis pour les identite´s des
quantite´s de´cale´es mr se calculent a` l’aide de la re`gle de signe (A.1), (A.2) et
co¨ıncident avec ceux de Stasheff, 1963, voir [39, p.294, Def. 2.1]. Soient (h, d)
et (hˆ, dˆ) des structures A∞ sur h et sur hˆ. Un morphisme d’alge`bres A∞ est
un morphisme de coge`bres codiffe´rentielles gradue´es Φ : h[1]⊗ → hˆ[1]⊗, i.e.
Φ pre´serve les comultiplications et les codiffe´rentielles dans le sens
(Φ⊗ Φ) ◦∆ = ∆ˆ ◦Φ et Φ ◦ d = dˆ ◦ Φ. (A.14)
Toutes les autres structures F∞ sont conc¸ues exactement d’apre`s le meˆme
moule :
L∞ : on regarde la coge`bre colibre cocommutative gradue´e L∞h :=
S
(
h[1]
)
qui est isomorphe en tant qu’espace vectoriel a` Λh. Une struc-
ture L∞ sur h est un e´le´ment dL ∈ Hom(S
+h[1], h[1]) de degre´ 1 avec
dL ◦NR dL = 0. A l’aide de la code´rivation dL de S
(
h[1]
)
co-induite par d, le
couple
(
S
(
h[1]
)
, dL
)
est une coge`bre cocommutative codiffe´rentielle gradue´e.
En utilisant la deuxie`me graduation de S(h[1]) = ⊕r∈NS
r(h[1]) =: ⊕r∈Nh[1]
[r]
on de´finit comme avant les applications drL, et les structures de´cale´es m
r
L :=
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drL[−1] comme dans (A.13) sont des applications de degre´ 2−r dans l’espace
Hom
(
h⊗r, h
)
qui sont automatiquement antisyme´triques gradue´es. L’appli-
cation m1L est une codiffe´rentielle, on a m
1
L.m
2
L = 0, et le jacobiateur de
m2L, m
2
L ◦ (m
2
L ⊗ id) ◦
(
id⊗3 + τ12τ23 + τ23τ12
)
, est proportionnel a` m1L.m
3
L,
d’ou` le nom structure d’alge`bre de Lie a` homotopie pre`s. Les signes dans les
identite´s des mrL sont induits par ceux qu’on obtient a` l’aide de la re`gle de
signe, voir [31]. Les morphismes L∞ sont des morphismes de coge`bres cod-
iffe´rentielles gradue´es comme dans (A.14). Un cas particulier est la structure
d’une alge´bre de Lie codiffe´rentielle gradue´e sur h, i.e. mL = m
1
L +m
2
L.
C∞ : on regarde la coge`bre de Lie colibre gradue´e C∞h := h[1]
⊗. Une
structure C∞ sur h est la donne´e d’un e´le´ment d ∈ Hom(h[1]
⊗, h[1]) de degre´
1 avec d◦H d = 0. Tout ce qui a e´te´ dit pour le cas A∞ se traduit de manie`re
analogue, par exemple la composante de´cale´e m2 := d2[−1] est une multi-
plication associative commutative gradue´e a` homotopie pre´s. Pour r ∈ N, on
e´crira parfois la notation ge´ne´rale h[1][r] pour h[1]⊗r . Un cas particulier est
la structure d’une alge´bre associative commutative codiffe´rentielle gradue´e
sur h, i.e. m = m1 +m2.
G∞ : on regarde la coge`bre de Gerstenhaber colibre gradue´e G∞h :=
G
(
h[1]
)
= S
(
(h⊗)[1]
)
qui est isomorphe en tant qu’espace vectoriel a` Λh⊗,
notation plus simple qu’on utilisera souvent. Une structure G∞ sur h est la
donne´e d’un e´le´ment d ∈ Hom(G+(h[1]), h[1]) de degre´ 1 avec d ◦T d = 0. La
famille des sous-espaces h[1][p1,...,pr] de G
(
h[1]
)
pour r, p1, . . . , pr ∈ N de´finis
par (h⊗p1)[1] • · · · • (h⊗pr)[1] de´termine une de´composition de G
(
h[1]
)
, et
les sommes h[1][n]:= ⊕r,p1+···+pr=nh[1]
[p1,...,pr] donnent une deuxie`me gradu-
ation sur G
(
h[1]
)
dont la filtration correspondante, h[≤n] := ⊕nk=1h[1]
[k], est
pre´serve´e par les structures alge´briques ∆, l et d. On note dp1,...,pr la restric-
tion de d a` h[1][p1,...,pr]. Les composantes d1, d1,1 et d2 sont particulie`rement
importantes : la de´cale´e m1 := d1[−1] est une codiffe´rentielle sur h. De plus,
la de´cale´e m1,1 := d1,1[−1] se restreint a` la structure d’une alge`bre de Lie
gradue´e a` homotopie pre`s sur h. Finalement, la restriction de la de´cale´e
m2 := d2[−1] a` h est e´gale a` la de´cale´e mh[−1][1] d’une structure d’alge`bre
commutative gradue´e associative a` homotopie pre`s sur h[−1].
Si (h,mh[−1][1], 1, [ , ], b) est une alge`bre de Gerstenhaber codiffe´rentielle
(i.e. la codiffe´rentielle b pre´serve la multiplication mh[−1] et le crochet de Lie
gradue´ [ , ], il s’ensuit que ceci induit une structure G∞ sur G(h[1]) avec
d = d1 + d1,1 + d2.
Une ge´ne´ralisation importante de ce cas d’une structure G∞ s’obtient de la
fac¸on suivante : soit (b, [ , ]b, δb, b) une bige`bre de Lie codiffe´rentielle gradue´e,
i.e. [ , ]b est une structure d’alge`bre de Lie gradue´e, δb est une structure de
coge`bre de Lie gradue´e, b : b→ b est une application line´aire de degre´ 1 et
de carre´ nul telles que b pre´serve [ , ]b et δb, i.e.
b ◦ [ , ]b = [ , ]b ◦
(
b⊗ id + id⊗ b
)
, δb ◦ b =
(
b⊗ id + id⊗ b
)
◦ δb,
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et [ , ]b et δb sont compatibles, i.e.
δb ◦ [ , ]b = ([ , ]b⊗ id) ◦
(
τ23 ◦ (δb⊗ id) + id⊗ δb
)
+(id⊗ [ , ]b) ◦
(
δb⊗ id + τ12 ◦ (id ⊗ δb)
)
.
Dans le cas particulier ou` b est la coge`bre de Lie gradue´e colibre h⊗ munie du
cocrochet δ canonique, il est clair que la codiffe´rentielle b est co-induite par
sa composante prh◦b =
∑∞
p=1 b
p. De plus, on peut montrer que tout crochet
antisyme´trique gradue´ [ , ] qui est compatible avec δ est e´galement de´termine´
par sa composante prh ◦ [ , ] =
∑∞
p1,p2=1
lp1,p2 ou` lp1,p2 : h⊗p1 ⊗ h⊗p2 → h.
Pour revenir au cas d’une bige`bre de Lie gradue´e codiffe´rentielle ge´ne´rale,
on construit d’abord la coge`bre de Gerstenhaber
(
S
(
b[1]
)
,∆sh, ǫ, lδb
)
a` l’aide
de la coge`bre de Lie gradue´e (b, δb), comme de´ja` mentionne´ ci-dessus. La
de´cale´e d1 de b est une application line´aire de degre´ 1 de b[1] dans b[1], et
la de´cale´e d2 de [ , ]b est une application line´aire de degre´ 1 de S
2
(
b[1]
)
dans b[1]. La code´rivation d de la coge`bre
(
S
(
b[1]
)
,∆sh, ǫ
)
co-induite par la
somme d := d1 + d2 pre´serve lδb (graˆce a` la deuxie`me et troisie`me e´quation
de compatibilite´ ci-dessus) et est de carre´ 0 car b l’est, [ , ]b satisfait l’i-
dentite´ de Jacobi gradue´e et b pre´serve [ , ]b. Alors
(
S
(
b[1]
)
,∆sh, ǫ, lδb , d
)
est une coge`bre de Gerstenhaber codiffe´rentielle gradue´e. Ceci implique la
proposition suivante montre´e dans [26, p.43, Lemma 2.1] :
Proposition A.1 Supposons donne´e une structure de bige`bre de Lie cod-
iffe´rentielle sur la coge`bre de Lie gradue´e colibre h⊗ dont la diffe´rentielle
et le crochet de Lie sont co-induits respectivement par les applications bp :
h⊗p → h et lp1,p2 : h⊗p1 ⊗ h⊗p2 → h. Alors h a une structure G∞ d donne´e
sur G
(
h[1]
)
, pour tous entiers p, p1, p2, . . . , pr, . . . ≥ 1, par les de´cale´es
dp := s−1 ◦ bp ◦ sh⊗ , d
p1,p2 := s−1 ◦ lp1,p2 ◦
(
sh⊗ ⊗ sh⊗
)
ou` dp1,...,pr = 0 pour r ≥ 3.
Pour e´noncer une liaison entre structures G∞ et L∞, on remarque que l’es-
pace vectoriel gradue´ h munie du cocrochet trivial est une sous-coge`bre de
Lie de la coge`bre de Lie colibre h⊗ via l’injection canonique de h sur h⊗1 :
en effet, δ(x) = ∆(x)− τ∆(x) = 0 pour tout x ∈ h. L’application co-induite
i : S(h[1])→ S
(
(h⊗)[1]
)
est donc un morphisme de coge`bres de Gerstenhaber
injectif.
Proposition A.2 Soient h et H deux espaces vectoriels gradue´s.
1. Soit d =
∑∞
r=1
∑∞
p1,...,pr=1
dp1,...,pr une structure G∞ sur h. Alors la
restriction dL de d a` la sous-coge`bre de Gerstenhaber S(h[1]) de G(h[1])
de´finit une unique structure L∞ sur h dont les composantes sont don-
ne´es par drL := d
1,...,1.
2. Soient d et D des structures G∞ sur h et H, respectivement, et soit
Φ : (G(h[1]), d) → (G(H[1]),D) un morphisme G∞ co-induit par l’ap-
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plication Φ : G(h[1]) → H[1]. Alors la restriction φ de Φ a` la sous-
coge`bre S(h[1]) prend ses valeurs dans S(H[1]) et de´finit un morphisme
L∞ entre (S(h[1]), dL) et (S(H[1]),DL)
De´monstration: On e´crit prGh : G(h[1])→ h[1] pour la projection canonique.
1. L’application d ◦ i est une code´rivation de S(h[1]) dans G(h[1]) le long du
morphisme i. Elle est donc co-induite par sa projection dL := pr
G
h[1] ◦ d ◦ i.
Soit dL la code´rivation de la coge`bre S(h[1]) co-induite par dL. Alors i◦dL est
e´galement une code´rivation de S(h[1]) dans G(h[1]) le long du morphisme i.
Puisque prG
h[1]◦d◦i est e´gal a` dL = prh[1]◦dL = pr
G
h[1]◦i◦dL on peut conclure
que d ◦ i = i ◦ dL, et i est donc un morphisme de coge`bres de Gerstenhaber
gradue´es codiffe´rentielles. Graˆce a` cette e´quation et l’injectivite´ de i, il vient
que dL ◦dL = 0, et dL est donc une structure L∞ sur h dont les composantes
sont des restrictions de d a` S(h[1]), a` savoir d1,...,1.
2. D’apre`s ce qui pre´ce`de, l’application Φ ◦ iS(h[1]) : S(h[1])→ G(H[1]) est un
morphisme de coge`bres de Gerstenhaber codiffe´rentielles, et donc co-induit
par sa projection φ := prG
H[1] ◦ Φ ◦ iS(h[1]). Soit φ : S(h[1]) → S(H[1]) le
morphisme de coge`bres cocommutatives gradue´es co-induit par φ. Il vient
que les deux morphismes de coge`bres de Gerstenhaber Φ◦iS(h[1]) et iS(H[1])◦φ
ont la meˆme composante dans H[1], et sont donc e´gaux. Ensuite,
iS(H[1]) ◦ φ ◦ dL = Φ ◦ iS(h[1]) ◦ dL = Φ ◦ d ◦ iS(h[1]) = D ◦Φ ◦ iS(h[1])
= D ◦ iS(H[1]) ◦ φ = iS(H[1]) ◦DL ◦ φ,
donc graˆce a` l’injectivite´ de iS(H[1]), l’application φ est un morphisme L∞.
✷
A.3 Accolades
Soit h un espace vectoriel gradue´. Pour chaque entier j on choisit un
sous-espace Hj de l’espace HomK(h
⊗+, h)j satisfaisant la condition que pour
tous φ ∈ Hj , ψ ∈ Hk et pour tout i ∈ N la ‘i-e`me composition’
φ ◦i ψ :=
∑
j∈N
φ ◦
(
id⊗(i−1) ⊗ ψ ⊗ id⊗j
)
(A.15)
soit un e´le´ment de Hj+k. Soit H l’espace gradue´ ⊕j∈ZH
j . On conside`re l’ap-
plication
r : H⊗ ⊗ h⊗ → h : ξ ⊗ x 7→ prH(ξ)
(
x
)
+ ǫH(ξ)prh(x).
Puisque la coge´bre gradue´e produit tensoriel H⊗ ⊗ h⊗ est de classe CAN et
la coge`bre (h⊗,∆h⊗ , ǫh⊗) est colibre dans cette cate´gorie, il existe un unique
morphisme de coge`bres gradue´es ρ′ : h⊗ ← H⊗ ⊗ h⊗ avec prh ◦ ρ
′ = r. On
e´crira toujours ρ′(ξ ⊗ x) = ρ(ξ)(x) et l’on conside`re ρ comme application
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line´aire H⊗ → Hom(h⊗, h⊗). Comme ρ′ est un morphisme de coge`bres, il
vient que pour tous φ1, · · · , φk ∈ H
∆h⊗ ◦ ρ(φ1 · · ·φk) =
k+1∑
i=1
(
ρ(φ1 · · ·φi−1)⊗ ρ(φi · · ·φk)
)
◦∆h⊗ .
En particulier, ρ(φ1) est une code´rivation de (h
⊗,∆h⊗), alors ρ(φ1) = idh⊗ ⋆
φ1⋆idh⊗ (ou` l’on utilise la convolution ⋆ par rapport a` µh⊗ et ∆h⊗ mentionne´e
ci-dessus). On montre par re´currence que
ρ(φ1 · · · φk) = idh⊗ ⋆ φ1 ⋆ idh⊗ ⋆ φ2 ⋆ idh⊗ ⋆ · · · ⋆ idh⊗ ⋆ φk ⋆ idh⊗
=
∞∑
i1···ik+1=0
id⊗i1
h
⊗ φ1 ⊗ id
⊗i2
h
⊗ φ2 ⊗ · · · ⊗ id
⊗ik
h
⊗ φk ⊗ id
⊗ik+1
h
quels que soient φ1, · · · , φk ∈ H, et l’on de´finit les accolades (braces) (voir
[29], [24] [25]) par
φ{φ1, · · · , φk} := φ ◦ ρ(φ1 · · ·φk).
Soit mK l’application H
⊗⊗H⊗ → H de´finie par mK(ξ⊗η) := prH(ξ)◦ρ(η)+
ǫH(ξ)prH(η). L’unique morphisme µK : H
⊗⊗H⊗ → H⊗ de coge`bres gradue´es
de classe CAN co-induit par mK (i.e. tel que prH ◦ µK = mK) satisfait
ρ′ ◦
(
idH⊗ ⊗ ρ
′) = ρ′ ◦
(
µK ⊗ idh⊗)
µK ◦
(
µK ⊗ idH⊗
)
= µK ◦
(
idH⊗ ⊗ µK
)
µK(e⊗ idH⊗) = idH⊗ = µK(idH⊗ ⊗ e).
ou` e est l’e´le´ment genre groupe dans H⊗ : puisque les membres de droite
et de gauches des e´quations pre´ce´dentes sont des morphismes de coge`bres il
suffit de ve´rifier leurs projections sur h et sur H. Alors (H⊗, µK , 1,∆H⊗ , ǫH⊗)
est une bige`bre gradue´e, et ρ′ de´finit sur (h⊗,∆h⊗) la structure d’unemodule-
coge`bre gradue´e a` gauche par rapport a` H⊗. On a la formule suivante pour
µK , par fois e´crit •K :
φ1 · · · φk •K ψ1 · · ·ψl =∑
0≤s1≤···≤s2k≤l
k∏
r=1
(−1)(|φr |+···+|φk|)(|ψs2r−3+1|+···+|ψs2r−1 |)
ψ1 · · ·ψs1(φ1{ψs1+1, . . . , ψs2})ψs2+1 · · ·ψs3
· · · (φk{ψs2k−1+1, . . . , ψs2k})ψs2k+1 · · ·ψl (A.16)
ou` s−1 := 0. La multiplication de Gerstenhaber (gradue´e) (A.4) φ ◦G ψ est
donc donne´e par φ{ψ} = φ ◦ ρ(ψ) pour φ,ψ ∈ H. Soit m[1] ∈ H1 la de´cale´e
d’une multiplication associative gradue´e m : h[−1]⊗ h[−1]→ h[−1]. Il vient
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que le commutateur gradue´ bK := [m[1], ]K par rapport a` µK de´finit une
de´rivation gradue´e de degre´ 1 de µK qui est de carre´ 0 graˆce a` l’associativite´
dem. Puisque tous les e´le´ments de H sont des e´le´ments primitifs par rapport
a` ∆H⊗, i.e. ∆H⊗(φ) = φ ⊗ 1 + 1 ⊗ φ il vient que bK est e´galement une
code´rivation de la coge`bre H⊗. Pour φ1, . . . , φk ∈ H on calcule
bK(φ1 · · ·φk) =∑
0≤s≤k−1
(−1)|φ1|+···+|φs|φ1 · · ·φs
(
bφs+1
)
φs+2 · · ·φk
+
∑
0≤s≤k−2
(−1)|φ1|+···+|φs+1|φ1 · · ·φs(φs+1 ∪ φs+2)φs+3 · · · φk(A.17)
ou` b = [m, ]G est le cobord de Hochschild (a` un signe global pre`s) et ∪ est
la multiplication cup de´finie avant.
La construction pre´ce´dente se traduit litte´ralement au cas ou` on remplace
h⊗ par la coge`bre colibre cocommutative gradue´e Sh : ici HS ⊂ Hom(Sh, h),
ρ′S : SHS ⊗ Sh → Sh et µS : SHS ⊗ SHS → SHS de´finies par des accolades
syme´triques.
A.4 Morphismes de formalite´
La proposition suivante est un exemple de la the´orie de perturbation ho-
mologique et e´tait montre´e pour le cas G∞ dans [26, p.45, Prop. 3.1].
Proposition A.3 Soit H un espace vectoriel gradue´, soit D =
∑∞
r=1D
[r]
une structure F∞ sur H et soit h la cohomologie de la codiffe´rentielle D1
de´cale´e. Soit ψ[1] : h → H une application HKR, i.e. une injection line´aire
de degre´ 0 avec KerD[1] = Imψ[1] ⊕ ImD[1].
Alors pour tout entier positif n ≥ 2 il existe une application line´aire ψ[n] :
h[1][n] → H[1] de degre´ 0 et une application d′[n] : h[1][n] → h[1] de degre´ 1
telles que
1. d′ :=
∑∞
n=2 d
′[n] de´finit une structure F∞ sur h.
2. L’application line´aire ψ : F∞h→ F∞H co-induite par ψ :=
∑∞
n=1 ψ
[k]
en tant que morphisme de coge`bres gradue´es est un morphisme de
structures F∞, i.e. D ψ = ψ d′.
De plus d′ est uniquement de´termine´ par le choix de ψ.
De´monstration: Afin de simplifier la notation, on enle`vera le symbol ◦ pour
la composition des applications line´aires dans cette de´monstration et dans
la suivante. Pour un choix arbitraire des ψ[n] (n ≥ 2) et des d′[n] (n ≥ 2) on
de´finit
P (ψ, d′) := D ψ − ψ d′ et Q(d′) := d′ d′.
Alors puisque D et d′ sont des F -code´rivations gradue´es et ψ est un mor-
phisme de F -coge`bres il vient que P (ψ, d′) est une F -code´rivation le long de
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ψ. De plus, l’e´quation D D = 0 entraˆıne l’identite´ suivante :
D P (ψ, d′) + P (ψ, d′) d′ + ψ Q(d′) = 0. (∗)
On va construire par re´currence ψ et d′ telles que P (ψ, d′) et Q(d′) s’annu-
lent. D’abord on note h[1][≤n] la filtration ⊕nk=0h[1]
[k] de F∞h et les applica-
tions tronque´es ψ[≤n] := ψ[1] + · · · + ψ[n] et d′[≤n] := d′[2] + · · ·+ d′[n]. De la
construction des morphismes et code´rivations co-induites l’on constate les
faits ge´ne´raux suivants : 1. ψ[k] et d′[k] s’annulent sur h[1][l] si k > l, donc
D, d′ et ψ pre´servent les filtrations. 2. Pour les restrictions il vient(
ψ = ψ[≤n] =
(
ψ[≤n−1] + ψ[n]
))∣∣∣
h[1][≤n]
et
(
d′ = d′[≤n]
)∣∣∣
h[1][≤n]
,
bien que la de´pendence de ψ de ψ ne soit pas line´aire contrairement aux
code´rivations. 3. On a d′
(
h[1][≤n+1]
)
⊂ h[1][≤n] car d′[1] = 0. 4. Si une
code´rivation p : F∞h→ F∞H le long d’un morphisme s’annule sur h[1]
[≤n],
alors p(h[1][n+1]) = p[n+1](h[1][n+1]) ⊂ H = H[1] car elle est de´termine´e par
ses projections sur H.
Pour n = 1 on trouve P (ψ, d′)|h[1][1] = D
[1]ψ[1] = 0 par la de´finition de ψ[1]
et le fait que d′[1] = 0. Puisque tout d′[2] envoie h[1][≤2] sur h[1][1] = h[1], sur
lequel tout d′ s’annule, il vient que Q(d′) s’annule sur h[1][≤2].
Supposons, par re´currence, qu’il y ait ψ[≤n] et d′[≤n] tel que P (ψ[≤n], d′[≤n])
s’annule sur h[1][≤n] et Q(d′[≤n]) s’annule sur h[1][≤n+1]. Alors pour tout
choix ψ[n+1] : h[1][n+1] → H[1] et d′[n+1] : h[1][n+1] → h[1] il vient que (graˆce
aux faits 2. et 3. ci-dessus)
P (ψ[≤n+1], d′[≤n+1])|h[1][n+1]
= P (ψ[≤n], d′[≤n])|h[1][n+1] +D
[1]ψ[n+1] − ψ[1]d′[n+1]. (∗∗)
D’un autre coˆte´, regardons l’identite´ (∗) pour ψ = ψ[n] et d′ = d′[n] restreinte
a` h[1][n+1] : le terme ψ[≤n] Q(d′[≤n]) s’y annule par hypothe`se de re´currence,
ainsi que le terme P (ψ[≤n], d′[≤n])d′[≤n] graˆce au fait 3. ci-dessus et l’hy-
pothe`se de re´currence. Finalement, graˆce au fait 4. ci-dessus, La restriction
P (ψ[≤n], d′[≤n])|h[1][n+1] prend ses valeurs dans H[1], et donc (∗) se re´duit a`
0 = D P (ψ[≤n], d′[≤n])|h[1][n+1] = D
[1]P (ψ[≤n], d′[≤n])|h[1][n+1].
Par conse´quent, P (ψ[≤n], d′[≤n])|h[1][n+1] prend ses valeurs dans Ker D
[1] =
Im ψ[1] ⊕ Im D[1], et on peut donc trouver un unique d′[n+1] et un ψ[n+1]
tels que le membre de gauche de l’e´quation (∗∗) s’annule.
De plus, Q(d′[≤n+1]) restreinte a` h[1][≤n+1] s’annule, car Q(d′[≤n]) s’y annule
et d′[≤n]d′[n+1] = 0 (car d′[1] = 0) et d′[n+1]d′[≤n](h[1][≤n+1]) = 0 (graˆce au fait
3.). Finalement, regardons l’identite´ (∗) pour ψ = ψ[≤n+1] et d′ = d′[≤n+1]
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restreinte a` h[1][n+2] : d’apre`s ce qui pre´ce`de P (ψ[≤n+1], d′[≤n+1]) s’annule sur
h[1][≤n+1] ⊃ d′(h[1][n+2]), donc le terme P (ψ[≤n+1], d′[≤n+1]) d′[≤n+1] s’annule
sur h[1][n+2]. De plus, graˆce au fait 4. les restrictions de P (ψ[≤n+1], d′[≤n+1])
et de ψ[≤n+1] Q(d′[≤n+1]) a` h[1][n+2] prennent leurs valeurs dans H. Alors,
l’identite´ (∗) a la forme
0 = D[1]P (ψ[≤n+1], d′[≤n+1])|h[1][n+2] + ψ
[1]Q(d′[≤n+1])|h[1][n+2] ,
et puisque Im ψ[1] ∩ Im D[1] = {0} il vient que Q(d′[≤n+1]) s’annule sur
h[1][n+2], ce qui termine la re´currence. ✷
On remarque que la code´rivation d de F∞h co-induite par d
′[2] =: d :
h[1][2] → h[1] est de carre´ 0. D’apre`s le cas n = 2 de la de´monstration
pre´ce´dente elle est donne´e par la formule
ψ[1]d = ψ[1]d′[2] = D[2]ψ[1].
Evidemment, d de´finit e´galement une structure F∞ sur h.
Pour la construction des star-produits, il est souhaitable de transformer
d′ re´sultant de la proposition A.3 en son premier terme d : on constate
d’abord que l’espace Hom(F∞h, h[1]) est cofiltre´ par la filtration de F∞h,
i.e.
Hom(F∞h, h[1])
[≥n+1] :=
{
φ ∈ Hom(F∞h, h[1]) | φ(h
[≤n]) = {0}
}
A l’aide du crochet [ , ]F (ou` F = G, NR, H, T ), on voit que l’appli-
cation φ 7→ [φ, d]F est une codiffe´rentielle (i.e. de carre´ 0) sur tout espace
Hom(F∞h, h[1])
[≥n+1]. On en de´duit le crite`re suffisant pour transformer d′
en d (montre´ dans [41] et [26, p.48, Prop. 4.1] pour le cas G∞) :
Proposition A.4 Soit h un espace vectoriel gradue´ et d′ =
∑∞
r=2 d
′[r] une
structure F∞ sur h. Si la cohomologie de
(
Hom(F∞h, h[1])
[≥2], [ , d]
)
s’an-
nule, alors pour tout entier positif n ≥ 2 il existe des applications ψ′[n] :
h[1][n] → h[1] de degre´ 0 telles que le morphisme ψ′ : F∞h → F∞h de F -
coge`bres co-induit par ψ′ :=
∑
n=1 ψ
′[n] (avec ψ′[1] = idh[1]) est un morphisme
F∞, i.e.
ψ′ d = d′ ψ′.
De´monstration: On utilisera les abbre´viations h[1][n] et h[1][≤n] de la de´mon-
stration de la proposition A.3 pre´ce´dente et ψ′[≤n] := ψ′[1]+ · · ·+ψ′[n]. Pour
un choix arbitraire des ψ′[n] on de´finit
R(ψ′) := ψ′ d− d′ ψ′,
qui est une F -code´rivation gradue´e : F∞h→ F∞h de degre´ 1 le long de ψ′.
Puisque d d = 0 et d′ d′ = 0 on obtient l’identite´
d′ R(ψ′) +R(ψ′) d = 0. (∗)
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Puisque d′[1] = 0 = d[1] il vient que R(ψ′)(h[1][≤n+1]) ⊂ h[1][≤n] et donc
R(ψ′)|h[1][≤n+1] co¨ıncide avec R(ψ
′[≤n])|h[1][≤n+1] . Le but est de construire les
ψ[n] par re´currence telle que R(ψ′[≤n])|h[1][≤n+1] = 0.
Puisque d et d′ s’annulent sur h[1] et d = d′[2] il vient que R(ψ′[≤1]) s’annule
sur h[≤2].
Supposons que l’on a choisi ψ′[2], . . . , ψ′[n] telles que R(ψ′[≤n])|h[1][≤n+1] = 0.
Il vient que
R(ψ′[≤n+1])|h[1][n+2] =
R(ψ′[≤n])|h[1][n+2] + ψ
′[n+1] d|h[1][n+2] − d ◦F ψ
′[n+1]|h[1][n+2]
= R(ψ′[≤n])|h[1][n+2] + [ψ
′[n+1], d]F |h[1][n+2], (∗∗)
car les monoˆmes en ψ′[1], . . . , ψ′[n+1] de ψ′[≤n+1]|h[1][n+2] qui contiennent ψ
′[n+1]
ne contiennent que ψ′[n+1] et ψ′[1] = id, d’ou` l’apparition du terme −d ◦F
ψ′[n+1]|h[1][n+2] dans (∗∗). Comme dans la de´monstration pre´ce´dente, on cons-
tate que R(ψ′[≤n])|h[1][n+2] prend ses valeurs dans h[1]. On regarde la restric-
tion de l’identite´ (∗) pour ψ′[≤n] a` l’espace h[1][n+3]. Puisque d′ s’annule sur
h[1], la composition d′ R(ψ′[≤n])|h[1][n+3] ne de´pend que de la restriction de
R(ψ′[≤n]) a` h[1][n+2], et comme d′ envoie h[1][n+3] dans h[1][≤n+2] il vient
0 = d ◦F
(
R(ψ′[≤n])|h[1][n+2]
)
+
(
R(ψ′[≤n])|h[1][n+2]
)
◦F d.
Il vient que
(
R(ψ′[≤n])|h[1][n+2]
)
se trouve dans Hom(F∞h, h[1])
[≥2] et dans
le noyau de la codiffe´rentielle [ , d]F , et puisque la cohomologie e´tait nulle,
on trouve ψ′[n+1] pour annuler le membre de gauche dans l’e´quation (∗∗).
✷
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