For the sense of taste, experiments by Borg, Diamant, Strom, and Zotterman (1967) show that magnitude estimates of stimulus intensity are directly proportional to neural responses. Therefore, we are at liberty to express the psychological magnitude estimate by the variable F, and relate F to the entropy H by Equation I, where k is now determined by the arbitrary scale units of the experimenter. Throughout this paper, F will refer to the magnitude estimate of a stimulus.
When a stimulus is applied to a sensory receptor, information is transmitted to the receptor. If the acquisition of information by the receptor were instantaneous, the graph of information receipt with time would have the appearance of a sudden step, as shown in Figure I . But information is never transmitted instantaneously. The receptor samples its stimulus progressively, and the acquisition of inforFundamentally, the entropy conjecture (and the term "entropy" will always be used here in the information theoretical sense, not in the thermodynamic sense) states that perception can occur only when a state of uncertainty exists concerning some feature of the stimulus. In this paper, as in most of the preceding ones, we consider only the perception of intensity of steady or constant stimuli. Uncertainty about the stimulus will result from fluctuations in the intensity of the stimulus about its mean value. Since stimuli of greater intensity exhibit greater fluctuations about the mean, the resolvable uncertainty (or transmissible information, or entropy), H (bits), as well as the neural response, F (impulses/second), will also be greater. The fundamental hypothesis of the entropy view of perception (Norwich, 1977 (Norwich, , 1981a is that neural response is related to stimulus entropy by means of the equation
The science of psychophysics is replete with empirical equations and experimentally established rulesFechner's logarithmic law, Stevens's power law, Weber's fraction, Miller's channel capacity and many others. In the author's previous publications (Norwich, 1~77, 1981a (Norwich, 1~77, , 1982 , it was shown that many of these seemingly disjoint, empirical rules could be demonstrated to be specific instances of one general principle, that of reduction of uncertainty during the process of perceiving a steady stimulus. A single equation, the equation of entropy, was derived to govern the progressive acquisition of information during the process of perception, and many of the fundamental empirical equations and rules of psychophysics emerged from it. In this paper, we shall show, by way of example, that one can go a long way toward elaboration of the complete psychophysics of taste (involving single, not multiple, stimuli) using only this single equation of entropy and the physical properties of the solutions being tasted. The primary reason for confining this paper to the sense of taste is that the chemical physics of solutions, at least of dilute solutions, is fairly well understood. Moreover, for the modality of taste, physical, neural, and psychophysical events have been correlated in the same subject, a correlation which we shall draw upon.
In the remainder of this introduction, the entropy theory will be summarized. But for more complete understanding, the reader is referred to the three earlier publications cited above. (4) Equation 8 is expected to govern the perception of taste for only very dilute solutions. For more concentrated solutions (larger values of Il). we can retain the first two terms of the Taylor expansion:
For dilute solutions, Equation 5 may be expanded in a Taylor series, For this standardized case. magnitude estimate is proportional to concentration to the first power. That is. in experiments involving magnitude estimation of concentrations of dilute solutions. where the solution is kept stationary in the mouth. the exponent in Stevens's law is expected to be 1.0. This result is largely independent of any mechanism of action of the sensory papillae. and depends only on the entropy conjecture and the physics of solutions. This will be examined in greater detail in the "Discussion" section below.
Equation 7 is recognizable as Stevens's law, which may be written more concisely:
DEVIATIONS FROM STEVENS'S LAW
For quite dilute solutions, we may retain just the first term of the expansion. n, may be calculated theoretically for experiments in magnitude estimation that are conducted under certain standardized conditions. If the solution being tasted is dilute, and if the tasting process consists of holding the solution on the tongue without flow, then fluctuations in the composition of the solution, 0 2 , are related to the mean or expected composition (concentration), u, by the equation (Landau & Lifshitz, 1969; Tolman, 1938) :
That is, the value of the exponent, n, is 1.0 from the statistical mechanisms of the dilute, stationary solution. Equation 4 is derived in the Discussion section below.
In Ffaure 1. A stimulus is appUecl to allelllloryreceptor and is maintained. If information about the intensity of the stimulus were reeeived completely and iustantaneouly by the receptor, the process would be described by tbe upper step function. But the aequlsition of information is gradual, .. represented by the lower curve. The difference between tbe ampUtudes of the step and the curve defines the decline in uncertainty dlll'ing the process of perception, and so represents adaptation to the stimulus. matiori is gradual, as shown by the curve in Figure 1 . The difference between the amplitudes of the step and the curve in the graph in Figure 1 is a declining curve, which traces the progressive reduction in uncertainty and describes the process of adaptation to the stimulus (Norwich, 1981a) . When the entropy function, H, is evaluated for a steady stimulus of mean intensity, Il, applied to a sensory receptor for a time duration, t, and this function is introduced into Equation 1, we obtain (Norwich, 1977 (Norwich, , 1981a (for "oc" read "varies as" or "is proportional to"). Since the stimulus magnitude, in this case, is the concentration of a solution, the value of the exponent, The factor Il n entered Equation 2 from the physical relationship between the mean and variance of a stimulus (Norwich 1977 (Norwich , 1981a , Replacing (YzknA) "l by the single constant, 0, we have If we associate AF with the small change in magnitude estimate corresponding to one just noticeable difference in perceived intensity, Equation 10 will be a general expression for the Weber fraction.
If Fechner's supposition is valid for the sense of taste-that is, that AF is the same for all F-we may then set AF equal to a constant (say AF=1, since it depends only on the arbitrary scale of measurement of subjective magnitudes). Taking Tbe dllSbed Une depicts the simple power law for tllSte (a =1).
Tbe curve, wbleb deviates progressively from tbe Une for IlU'Ier II, Is predicted from tbe entropy fanction, and bas been observed experimentally. 
The second term on the right-hand side will become prominent only for larger values of the concentration, 1-1. Therefore, a graph of magnitude estimate, F, against concentration, 1-1, is expected to deviate progressively more from linearity with increasing concentration, as shown in Figure 2 . This deviation from linearity is seen very clearly in most of the experimental graphs for taste given by Stevens (1969) . Equation 9 was derived by Norwich (1977 Norwich ( , 1981a with reference to electrical activity in sensory neurons.
This form of the equation for the Weber fraction has been proposed empirically by Fechner and for auditory noise by Miller (1947) . Equations lla and 11b explain the familiar shape of the graph of~/I-I, as shown in the upper curve in Figure 3 . It is instructive that Ekman (1959) , beginning with a form of Stevens's law, and relating AF to F from experiments on weight lifting, derived Equation 11 in a manner very similar to the one given above.
Fechner's supposition may not be valid for taste. Stevens (1936; pure tones) and Miller (1947; white 
WEBER FRACTIONS
The ratio of change in stimulus intensity to mean stimulus intensity, falJ/l-I, required to produce one just noticeable change in perceived intensity, AF, is known as the Weber fraction. Various empirical equations describing the relationship between Weber fraction and stimulus intensity have been proposed. We can, however, derive such a relationship directly from the entropy equation (2) with A = fJlt. Replacing the differentials by finite differences, dividing by 1-1, and rearranging the equation, Fllure 3. Weber fraction, All/II, for tllSte lIS a fanction of slimulns concentratioa, II. Fecbner's conjecture (see text) IntrodDCed into tbe entropy eqaation produces the function described by the upper, dllSbed curve, "bleb approacbed a constaDt asymptote. Relaxation of Feebller'. conjecture (see AppeDdh) &ives rile to tbe lo"er, lOUd curve, "ble" reaelles a miaimlllD and theD rises. Figure 3 . This curve is of the type actually observed by Holway and Hurvich (1937) . The mathematical derivation of its equation is given in the Appendix. Again, the various empirical equations for a psychophysical function have been derived in a meaningful way from the equation of entropy for a constant stimulus. Only one principle is invoked (although some constraint on AF is required).
That is, k=7.4O. We read from the data, F max= 11.5, Fmin = 1.0. Using Equation 13, we calculate that the information transmitted in the perception of a sucrose stimulus may be at least as great as 11.5 -1.0 2 04 bi , 1 7.40 In2 =.
Its per stimu us.
The corresponding value of channel capacity for sucrose measured by Beebe-Center, Rogers, and O'Connell (1955) 13 describes the progressive fall in magnitude estimate, F, with time, t. By curve-fitting the data from experimental adaptation curves to the function given by Equation 13, we can evaluate the constants k and B, and hence, by the method described earlier (Norwich, 1981a) , measure the information transmitted per taste stimulus.
Very briefly, let us review the procedure: (1) Curvefit, and thus evaluate k and B. (2) Measure the maximum and minimum magnitude estimates made by subject, F max and Fmin. The value measured by Beebe-Center et al. for NaCI from categorical judgment experiments is 1.70 bits per stimulus, differing by 15% from the former estimate. We see that adaptation effects and limitations on categorical judgments are phenomena that are unified and cohere within the entropy view of perception. .
F =Y2k In(1+ Bit).
For F = F D = some arbitrary, low level of sensation, t=to, where
That is, decay time for taste sensation is proportional to the magnitude (concentration) of the stimulus.
AH= (Fmax -Fmin)/(kln2) bits per stimulus. (14)
If we make our calculation from Equation 14 for a relatively strong stimulus, AH will approach the channel capacity for taste-a quantity usually measured by means of a test of categorical judgments.
Consider, for example, the experimental data on taste adaptation obtained by Gent and McBurney (15) (18) Thus, we have derived the result found experimentally by Krakauer and Dallenbach (1937) and by Abrahams, Krakauer, and Dallenbach (1937) .
Let us now proceed with a more detailed analysis of the examples given above.
( 8 ji)
= RT + RTdy. . An electrolyte that is completely dissociated will lead to a similar result.
Since Equation 2 has been derived making use of the relationship 0 2 a: I.fI (Norwich, 1977) , we can now set n = 1. When Equation 2 was expanded in a Taylor series, we were able to identify n with the exponent in Stevens's law.
We see, therefore, that, to a first approximation, the Stevens index for the sense of taste is 1.0. This emerges from considerations of thermodynamics and statistical mechanics. It does not involve any particular mechanism that may operate within the sensory receptor.
For larger concentrations, the final term in Equation 18 may not remain negligible, which may produce a change in the theoretical value of the Stevens index from 1.0. For an electrolyte, y, and hence the final term, may be evaluated from the Debye-Huckel theory. This may explain in part the variation in the value of the index found experimentally. However, we shall not pursue the matter further here.
One should not attempt to equate 0
in Equation 3
with the variance of a sinusoidal stimulus, for example, a tone of varying intensity. This is not the correct sense. 0 2 is associated with microscopic, not macroscopic, fluctuations.
We have considered theoretically only the case where subjects sampled solutions that were at rest (zero flow) on their tongues. This restriction was made because the derivation of Equation 4 was for thermodynamic equilibrium. Perhaps the best method for achieving this state experimentally is that of Gent and McBurney (1978) , who apply a pledget of filter paper to the surface of the tongue. The "sip" technique and the "flow" technique will obviously not produce zero flow. This, too, may contribute to a deviation between theoretical and experimental values of Stevens's index. Meiselrnan, Bose, and Nykvist (1972) have compiled a table of power-law exponents measured by various investigators between 1960 and 1971. For magnitude estimation, the geometric means of these exponents were reported as: NaCl, It has been argued here that at the core of psychophysics lies a single theme: Magnitude estimates of simple, constant stimuli are equal to the entropy of these stimuli as perceived by the receptor. The entropy is a function of the two variables, stimulus magnitude and time. The expression for entropy is derived from a model of the perceptual process, and is given by Equation 2. This expression contains three parameters-k, /3, and n. The first parameter, k, is determined by the experimenter's arbitrary scale for magnitude estimates. The second, /3, involving noise within the sensory receptor, cannot yet be predicted. The third parameter, n, which emerges as the exponent in Stevens's power law, can be predicted ot evaluated a priori for the sense of taste.
However, this equation can be rearranged (Beidler, 1971 ) into the form .91; quinine hydrochloride, .85; sucrose, .93; and hydrochloric acid, .99. These values are quite close to the value of 1.0 suggested by Equation 4. Although there is a good deal of variation in the values reported for these exponents, the results are not inconsistent with the theoretical value of 1.0. For example, the arithmetic mean of the values reported for sodium chloride is 1.04± .10, and the arithmetic mean for hydrochloric acid is 0.98± .13. Neither exponent is significantly different from 1.0.
sive deviation from Stevens's law for larger concentrations.
As discussed above, the entropy approach to sensory perception does not provide a molecular mechanism for the transduction of sensory events, such as that suggested by Beidler. The entropy approach is akin to a thermodynamic law: it places constraints upon the nature of events, but does not posit the physical form that these constraints may assume. For example, in applying the entropy equation to calculate the maximum information transmissible to a sensory receptor perceiving a steady stimulus, we made use of a conservation of information constraint for the receptor-stimulus system: maximum information transmissible to the receptor = total uncertainty (entropy) associated with fluctuations of the stimulus. No mechanism, just a constraint.
But when the stimulus is weaker (IJsmaller), the first term on the right-hand side of Equation 10, D,eD, gains prominence and the Weber fraction is far from constant. The exponent -n is, curiously enough, the negative of Stevens's exponent. So we see that the Weber fraction is equal to the sum of two terms, one that issued from Weber's intuition and one that issued from Stevens's power law.
The informational approach permits us to discern relationships between psychophysical variables that were not otherwise evident, such as the following relationship between Weber's constant and the channel capacity for taste information. From Equation 1 Weber Fractions
The derivation of the mathematical form of Weber's fraction from entropy considerations is interesting from various points of view. It permits us to understand why the function takes on its characteristic form, and, moreover, it demonstrates graphically the merging of Weber's with Stevens's law.
Weber's original thesis stated that A,.f11J = a constant (see, e.g., the clear historical account by Baird & Noma, 1978) . This is the situation that prevails ex 
Deviations from Stevens's Law
Deviations from Stevens's simple power law have recently been studied in some depth by Atkinson (1982) . He has demonstrated in this carefully documented study that deviations can be observed not only for taste, but for other modalities, such as vision and audition, as well. Atkinson has shown that F vs, IJ curves (where F may be impulse frequency or magnitude estimate) may be better described by multiplying the simple power function by a modulating exponential function, which he terms internal masking. In our current symbols, is Atkinson's equation governing taste.
In the present study, we acknowledge the same type of systematic deviation from a simple power law, but we attribute it to the natural form of the entropy function, tending with greater IJ from linear to logarithmic dependence on IJ, rather than to a specific masking process.
Deviations from the simple power law for the sense of taste were, in retrospect, predicted even in 1954 by Beidler's well-known equation relating stimulus concentration, c, to response, R. Beidler's equation is usually written in the form
For small values of Kc, the right-hand side may be expanded using the binomial theorem, so that
If we retain only terms of the first and second degree, Beidler's Equation 23 is identical in form to Equation 9 of the entropy theory, and predicts a progresFrom Equations 24 and 26,
Information per stimulus (bits) = 21~2 (Weber's constant) (Total jnds) (28)
If H is taken to be the information transmitted by a large stimulus, then F/ AFis the total number of jnds in this stimulus (since AF is taken to be constant here). Therefore, from Equation 27, Figure 4 . Surface of perception for a steady stimulus. 1.1 is the stimulus maaultnde and t is the stimulus duration. H (or F) represents the maaultnde estimate. Planes parallel to the j.iH plane Intersect the surface of perception to define ClU'Ves of magaltnde estimation. Planes parallel to the tH-plane Intersect the surface to 4eftne adaptation curves. The nwdmum ampUtnde of these adaptation carves is equal to the Information transmitted per stimulus.
the curve between the limits IJo =.025 M tou, =4.00 M. We can now assemble the measured data and test Equation 28. For taste, let us take the Stevens index, n, equal to 1.0. Weber's constant from Holway and Hurvich's (1937) Figure 8 is approximately equal to 0.28. TotaljndsmeasuredfromHolwayandHurvich's Figure 9 by the method described above is equal to 9.66. Therefore, the right-hand side of Equation 28 is equal to (1.0)(.28)(9.66) = 1 95 bi 21n2
. ItS.
The left-hand side of Equation 28 has been calculated before from the data of Gent and McBurney (1978) and is equal to 2.00 bits per stimulus (or by Beebe-Center et al. as 1.70), so that the two sides of the equation are very nearly equal, as required.
Adaptation Gent and McBurney (1978) have fitted their adaptation data to a single exponential function, and the data are fitted quite well. These authors do not presuppose a model of the adaptation process. Equation 13 has been derived from the entropy principle using a model in which a sensory receptor samples its stimulus at regular intervals. This assumption may not be completely valid, but it permits us to make reasonably accurate calculations of the amount of information transmitted per stimulus. It is quite interesting to observe that merging the two approaches to the adaptation curve permits rapid approximation of the amount of transmitted information. As shown in a previous paper (Norwich, 1981a) , this quantity may be approximated by calculating the quantity 10gN'Tz/TIo where TI is the time of the highest magnitude estimate of a given stimulus and Tz is a measure of the time of decline of the adaptation curve. If we take TI to be Gent and McBurney's first sample time of 5 sec (somewhat less than the shortest reaction time measured by Holway & Hurvich, 1938 , but in keeping with the data of Corso, 1967) , and Tz to be estimated by their exponential time constant, we may then make the following calculations:
Sucrose: TI =5. sec, Tz =60. sec, 10gN'Tz!TI = 1.8 bits per stimulus.
NaCI: TI =5. sec, Tz =71. sec, 10gN'Tz!TI = 1.9 bits per stimulus.
These results are quite close to the other, more exact estimates. The factor of In2 is required to give the information in bits. We can now evaluate the right-hand side of Equation 28 using the data of Holway and Hurvich (1937) , and compare the result to the known information transmitted by a large, saline, taste stimulus.
The method for measuring the total number of jnds making up a stimulus was devised by Miller (1947) . Let /1j.l be the change in stimulus intensity corresponding to one jnd. /1,., will, in general, change with ,.,. The total number of jnds in a large signal of intensity "' 1 is given by the integral (Miller, 1947, Equation 7) ·p.
where IJo is the intensity of the smallest perceptible taste stimulus. This integral is numerically equal to the area under the curve obtained by plotting 1//1j.l against u, Such a graph was plotted by Holway and Hurvich (1937, Figure 9) , and their data are also given in tabular form. It is, therefore, a simple matter to replot their graph and measure the area under (4) When fl is constant, we obtain the adaptation curve. which defines two constants, 1"1 and 1"1. The information transmitted per taste stimulus is approximately equal to Y2 the logarithm of their quotient. (5) When fl is constant and t is large, we find that the decay time of taste adaptation is proportional to the stimulus magnitude.
"Oneness" is the fundamental theme of this paper. Many apparently dissociated phenomena of psychophysics are seen to be linked together into one organic whole. The principle that provides unity to the whole is the principle of the relativity of perception: perception is relative to the expectation of the perceiver. To perceive is to be uncertain, to entertain multiple expectations. The psychophysical laws we have treated deal with the resolution of uncertainty (by which is meant the gain of information), a process that has been modeled for a steady stimulus by Equations 1 and 2. The manner by which this uncertainty may be set up. or "doubt" established, and some of its unanticipated consequences are discussed by the author elsewhere (Norwich, 1982 (Norwich, , 1983 .
The mechanism of a sensory receptor cannot be inferred from considerations of entropy alone. However, an interesting model involving energy detection by organic superconductive microregions has been postulated by Cope (1981) ; it leads to some of the same conclusions as the entropy approach (Norwich, 1981b) .
Finally, it must be recalled that the introduction of information theory as an integral part of psycho-
General
The use of the entropy equation 5, 13 to govern both the neural and psychophysical adaptation processes is justified by the work of Borg et aI. (1967) , who showed that the two operated in parallel during the process of magnitude estimation of taste stimuli. The universality of this principle has, however, been properly questioned by Sato (1971) . In this paper, we have taken the position that the same equation will hold for both neural and psychophysical processes, with different values for the constant, k.
Implicit in this study, and in other modern studies of perception, is the importance of regarding the magnitude of sensation as a function of the two independent variables, stimulus magnitude and stimulus duration. That is, F or H should be regarded as a function of both fl and t. Graphically, this gives rise to a surface of perception. Such a surface is drawn in Figure 4 for a steady stimulus. The intersections of the surface with planes parallel to the tH plane are adaptation curves, each curve corresponding to a different, constant stimulus magnitude. The intersections of the surface with planes parallel to the 1lH-plane are curves of magnitude estimation, each curve corresponding to a different degree of adaptation (stimulus duration).
The surface of perception has been drawn with reference to Equation 2. Fundamentally, in this paper, we have tried to show that the sense of taste is governed by a particular surface with n= 1, a constraint derived from chemical physics, and that, from the geometry of this surface, can be derived, in principle, all psychophysical relationships involving the variables F (== kH), fl, and t, Mixtures or comparisons of different qualities of stimuli, cross-modality matching, thresholds, esthetics, and temperature effects have not been treated here. Receptors are unadapted to their stimulus at t = O.
Rather a large number of predictions emerge from Equation 2. For example, if an experiment involving magnitude estimation is conducted by applying stimuli of varying intensities, each for the same time duration, and then, on the same subject. an experiment involving adaptation is conducted by applying stimuli of the same magnitude for varying durations, the same Equation 2 is expected to account for the results of both experiments. The expected values of the parameters k and f3 are the same for both experiments. Remember. though, that the receptors must be completely unadapted to their stimuli at zero time. Figure 5 summarizes what has been derived from the entropy equation (2). (1) When fl is small and t is constant, Stevens's power law for taste results from a Taylor expansion. (2) When fl is less small and t is constant, the observed deviation from Stevens's simple power law for taste results from a Taylor expansion. (3) Differentiating Equation 2, we obtain the observed form of the Weber fraction for taste. physics was suggested by Baird (1970a Baird ( , 1970b . While many people have made calculations on the information capacity of neurons, etc., Baird was among the first to weave information theoretical concepts into the fabric of perceptual theory. The work of Moles (1958 Moles ( /1966 may also be seen to anticipate the relationship explored in the present work between stimulus entropy and Fechner's law.
The latter equation is just the analog of Miller's statement for audition:~'A just noticeable difference at a low intensity produces a much smaller change in the apparent loudness than does a just noticeable difference at a high intensity" (Miller, 1947, p. 609 The Weber fraction, AIJ./IJ., as described by Equation 11c, is very large for small values of concentration, IJ., dips to a minimum value, and then rises gently. This is the shape of the lower curve shown in Figure 3 , and corresponds to the shape obtained experimentally by Holway and Hurvich (1937) .
The assumptions involved in deriving Equation llc are those of the entropy equation (2) plus the varying subjective magnitude to the difference limen, F exND' • (Manuscript received January 17, 1983; revision accepted for publication January 18, 1984.) 
