Abstract. In this paper, by use of matrix inversions, we establish a general q-expansion formula of arbitrary formal power series F (z) with respect to the base
Introduction
Throughout the present paper, we adopt the standard notation and terminology for q-series from the book [7] . As customary, the q-shifted factorials of complex variable z with the base q : |q| < 1 are given by (z; q) ∞ := ∞ n=0
(1 − zq n ) and (z; q) n := (z; q) ∞ (zq n ; q) ∞ (1.1) for all integers n. For integer m ≥ 1, we use the multi-parameter compact notation (a 1 , a 2 , . . . , a m ; q) n := (a 1 ; q) ∞ (a 2 ; q) n . . . (a m ; q) n .
Also, the r+1 φ r series with the base q and the argument z is defined to be (a 1 , a 2 , . . . , a r+1 ; q) n (q, b 1 , b 2 , . . . , b r ; q) n z n .
For any f (z) = n≥0 a n z n ∈ C[[z]], C [[z] ] denotes the ring of formal power series in variable z, we shall employ the coefficient functional [z n ]{f (z)} := a n and a 0 = f (0).
We also follow the summation convention that for any integers m and n, In their paper [4] , G.H. Coogan and K. Ono presented the following identity which leads to the generating functions for values of certain expressions of Hurwitz zeta functions at non-positive integers. (1 − azq 2n+1 )(bz) n q n 2 (aq, azq/b; q) n (bq, zq; q) n .
(1.3)
In fact, Identity (1.2) can be easily deduced from (1.3) via setting aq = z = −b. Moreover, by setting a = z = −b in (1.3), we obtain another similar identity. It is these identities, once treated as formal power series in z, that make us be aware of investigating in a full generality the problem of representations of formal power series in terms of the sequences
which is just a base of the ring C [[z] ]. This fact asserts that for any
there exists the series expansion 5) where the coefficients c n must be independent of z but may depend on the parameters a and b. In this respect, particularly noteworthy is that in [10] , X.R. Ma established a (formal) generalized Lagrange-Bürmann inversion formula. We record it for direct reference. 
where the coefficients
For further information on Lemma 1.4, we refer the reader to [10] . As for the classical Lagrange-Bürmann inversion formula the reader might consult the book [2, p. 629] by G.E. Andrews, R. Askey, and R. Roy. For its various q-analogues, we refer the reader to the paper [1] by G.E. Andrews, [3] by L. Carlitz, [8] by I. Gessel and D. Stanton, and [9] by Ch. Krattenthaler, especially to the good survey [13] of D. Stanton for a more comprehensive information.
A simple expression of the coefficients c n seems unlikely under the case (1.6a). Without doubt, such an explicit formula is the key step to successful use of this expansion formula. But in contrast, as far as (1.5) is concerned, we are able to establish the following explicit expression of c n via the use of matrix inversions (see Definition 2.1 below). It is just the theme of the present paper.
, there exists the series expansion
with the coefficients
where B n,1 (a, b) are given by
As a direct application of this expansion formula, we further set up a general transformation concerning the Rogers-Fine identity (1.3).
The rest of this paper is organized as follows. In Section 2, we shall prove Theorem 1.5. For this purpose, a series of preliminary results will be established. Section 3 is devoted to the proof of Theorem1.6. Some applications of these two theorems to q-series are further discussed. Among these applications, there is a new partial theta function identity and a coefficient identity of Ramanujan's 1 ψ 1 summation formula.
2. The proof of Theorem 1.5
In this section, we proceed to show Theorem 1.5 which amounts to finding the coefficients c n . For this purpose, we need the concept of matrix inversions and a series of preliminary lemmas. 
where A n,k = B n,k = 0 if n < k. As usual, we also say that A and B are invertible and write A −1 for B.
Consider now a particular matrix A = (A n,k ) with the entries A n,k given by
It is easy to check that A = (A n,k ) is invertible. In what follows, let us assume its inverse
As such, we see that (2.2) is equivalent to
Next, we shall focus on two kinds of generating functions of the entries B n,k (a, b) of the matrix A −1 .
Lemma 2.2. Let B n,k (a, b) be the same as above. Then we have
Proof. At first, by replacing z by zq in (2.3), we have
Multiplying both sides with z(1 − az)/(1 − bz) and shifting n to n − 1, we obtain
Viewing (2.5) from the definition of (2.3), we find that (2.5) can be recast as
Thus, by the uniqueness of the coefficients under the base {z
After slight simplification, we obtain
Hence (2.4) follows.
By use of Lemma 2.2, it is easy to set up a bivariate generating function of
where
Proof. It suffices to multiply both sides of (2.4) with b. Then we get
Shifting k to k − 1 in (2.4) gives rise to
By abstracting (2.10) from (2.11), we come up with
After multiplying (2.12) by z n and summing over n for n ≥ k, then we have
In terms of G k (z) defined by (2.9), this relation can be expressed as
Then, by multiplying y k+1 and then summing over k for k ≥ 1 on both sides of (2.13), we further obtain
where G(y, z) is given by (2.8). Observe that G 0 (z) = 1. Then
where, for clarity, we define
Setting (y, z) → (y/q n , zq n ) in (2.14), we obtain its equivalent version as below
Iterating (2.15) m times, we find
Regarding the solution of this recurrence relation, we may guess and then show by induction on m (set n = 0) that
So the lemma is proved.
There also exists a finite univariate generating function of {B n,k (a,
Proof. It is an immediate consequence of Lemma 2.3. To be precise, by Lemma 2.3, we see
By equating the coefficients of z n on both sides, it is easy to calculate that for n ≥ 1,
The corollary is thus proved.
Remark 2.5. Evidently, the left-hand side of (2.16) is a polynomial in y while the right-hand side doesn't seem that case. In fact, the coefficients B n−k,1 (a, b) given by (1.7c), i.e.,
where S n (y) is given by
This fact guarantees that the right-hand side of (2.16) is really a polynomial in y.
Corollary 2.4 leads us to a general matrix inversion, which will play a very crucial role in our main result, i.e., Theorem 1.5.
Theorem 2.6 (Matrix inversion).
Let A = (A n,k ) be the infinitely lower-triangular matrix with the entries
.
(2.19)
Proof. It is clear that (2.19) is valid for n = k = 0 or k = 0. Thus we only need to show (2.19) for n ≥ 1. To that end, we first set y → 1/t in (2.16) and then multiply both sides with t n . All that we obtained is
A comparison of the coefficients of t n−k yields
Thus (2.19) is confirmed.
As byproducts of our analysis, we find two interesting properties for {B n,k (a, b)} n≥k≥0 as follows.
Proposition 2.7. Let B n,k (a, b) be given by (2.3). Then for integer n ≥ 1 and t ∈ C, we have
Proof. To establish (2.21), it only needs to take (a, b) → (at, bt) in (2.3). Then it follows
On the other hand, on setting z → t z in (2.3), we have
By the uniqueness of series expansion, we obtain (2.21). Identity (2.22) is a special case k = 0 of (2.19), noting that for n ≥ 1, B n,0 = 0.
After these preliminaries we are prepared to show Theorem 1.5.
Proof. The existence of (1.7a) is evident, because
. Thus it only needs to evaluate the coefficients c n in (1.7a). To do this, by Theorem 2.6, we have
The conclusion is proved.
Remark 2.8. It is worth mentioning that in [6] A.M. Garsia and J. Remmel set up a q-Lagrange inversion formula, which asserts that for any formal power series
holds if and only if
However, to the author's knowledge, it is still hard to find out explicit expressions of f n := B n,1 (a, b) from (2.23) even if F (z) = z(1 − az)/(1 − bz).
In the following, we shall examine a few specific formal expansion formulas covered by Theorem 1.5. As a first consequence, when a = 0 we recover Carlitz's q-expansion formula [3, p. 206 
We remark that Carlitz's q-expansion formula is a useful q-analogue of the Lagrange-Bürmann inversion formula. The reader may consult the survey [13] of D. Stanton concerning this topic.
A second interesting consequence occurs when b = 0. Corollary 2.10. Let B n,1 (a, 0) be given by (1.7c). Then
As a third consequence, the special case b = aq leads us to Corollary 2.11. Let F (z) = ∞ n=0 a n z n and F k (z) = k i=0 a i z i , being the ktruncated series of F (z). Suppose that
Then c 0 = a 0 and n ≥ 1,
where g n (q) are polynomials in q given recursively by
Proof. In such case, we first solve the recurrence relation (2.19) with k = 1 for B n,1 (a, aq), viz.
The solution is recursively given by
By virtue of (2.28), we are now able to calculate c n . To do this, by Theorem 1.5 we have
In the penultimate equality we have used the fact that
and in the last equality, we have invoked (2.28) again. The conclusion is proved.
It is also of interest to note that if F (z) is a polynomial of degree m + 1, say
(1 − t n z), (
where c 0 = 1 and n ≥ 1,
Applications to q-series theory
Unlike the preceding section, we now focus our attention on applications of Theorem 1.5 to the q-series theory. In this sense, we assume that all results are subject to appropriate convergent conditions of rigorous analytic theory, unless otherwise stated.
Let us begin with the proof of Theorem 1.6.
Proof. We only need to make use of Theorem 1.5 as well as the q-binomial theorem [7, (II. 3)] to get
After a mere series rearrangement, we get
Hereafter, as given by (1.8b),
In a similar way, it is easily found that
The last equality is based on (1.7c). Therefore,
Finally, we achieve
This gives the complete proof of the theorem.
With regard to applications of Theorem 1.6 to q-series, it is necessary to set up Proof. It suffices to set in Theorem 1.6
. . , B r ; q, cz , which means
In the sequel, it is routine to compute 
Finally, using the basic relations
we derive (3.1) from (3.2) directly.
The following are two special instances of Theorem 1.6.
Example 3.2. The following transformation formulas are valid.
Proof. Identity (3.3) comes from G(z) = 1 in Theorem 1.6 and (3.4) does by taking G(z) = (ABz; q) ∞ /(Bz; q) ∞ , i.e., t k = (A; q) k /(q; q) k B k in Theorem 1.6 or r = 0 in Corollary 3.1.
The next conclusion shows how Theorem 1.6 can be applied to known transformation formulas for finding new results. Corollary 3.3. For |z| < 1, we have (aq/b, az; q) n (q, bz; q) n (bz) n q n(n−1) (1 − azq 2n )H n (z; a, b).
In this form, taking a = AB/C and b = 1, we obtain The conclusion is proved.
Perhaps, the most interesting case is the following partial theta function identity. It can be derived from Theorem 1.6 with the help of two Coogan-Ono type identities (1.2) and (1.4). (−1, z; q) n (q, −zq; q) n 1 + q n + zq n − zq 2n (−z) n q n 2 θ(z 2 q 2n+1 ; q 2 ).
Proof. Recall that Lemma 1.1 gives 
