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Abstract
Purpose To investigate the statistical fit of alternative
higher order models for summarizing the health-related
quality of life profile generated by the EORTC QLQ-C30
questionnaire.
Methods A 50% random sample was drawn from a data-
set of more than 9,000 pre-treatment QLQ-C30 v 3.0
questionnaires completed by cancer patients from 48 coun-
tries, differing in primary tumor site and disease stage.
Building on a ‘‘standard’’ 14-dimensional QLQ-C30 model,
confirmatory factor analysis was used to compare 6 higher
order models, including a 1-dimensional (1D) model, a 2D
‘‘symptom burden and function’’ model, two 2D ‘‘mental/
physical’’ models, and two models with a ‘‘formative’’ (or
‘‘causal’’) formulation of ‘‘symptom burden,’’ and ‘‘function.’’
Results All of the models considered had at least an
‘‘adequate’’ fit to the data: the less restricted the model, the
better the fit. The RMSEA fit indices for the various models
ranged from 0.042 to 0.061, CFI’s 0.90–0.96, and TLI’s
from 0.96 to 0.98. All chi-square tests were significant.
One of the Physical/Mental models had fit indices superior
to the other models considered.
Conclusions The Physical/Mental health model had the
best fit of the higher order models considered, and enjoys
empirical and theoretical support in comparable instru-
ments and applications.
Keywords Health-related quality of life  Confirmatory
factor analysis  Higher order factor  EORTC QLQ-C30
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Introduction
Since its release in 1993, the EORTC QLQ-C30 has
become a widely used ‘‘core’’ instrument for the study
of cancer-specific health-related quality of life (HRQoL)
[1–4]. It comprises 9 multi-item scales and 6 single-item
measures. While the multidimensional profile generated by
the QLQ-C30 is invaluable in providing a detailed picture
of the impact of cancer and its treatment on patients’
HRQoL, there is also interest in developing ‘‘summary’’
scores that can simplify analyses and minimize the chance
of Type I errors due to multiple comparisons. In addition, it
might sometimes be more useful, particularly in clinical
trials, to employ a composite variable measured with
greater precision [5], as opposed to many variables, each
measured with less precision. This interest in summarizing
data generated from multidimensional HRQoL profiles is
reflected in the development of so-called ‘‘higher order
models,’’ such as those available for the SF-36 Health
Survey and other instruments [6–8].
To date, there have been a limited number of analyses of
the structure of the QLQ-C30, all of which relied on either
relatively small sample sizes (e.g., N \ 200), a subset of
the QLQ-C30 items, and/or exploratory techniques [9–15].
The aim of the present study was to fill this gap, by
examining empirically and comparing the statistical ‘‘fit’’
of a number of alternative ‘‘higher order’’ measurement
models for the QLQ-C30, using confirmatory factor anal-
ysis in a large sample of patients [16]. The results of this
study may be used to identify one or more, higher order
measurement models that could be used for the computa-
tion of simpler, summary scores for this questionnaire. The
results are also of interest from a theoretical perspective,
hopefully allowing us to place the pragmatically oriented




The data used in this study were originally collated for the
Cross-Cultural Assessment Project of the EORTC Quality
of Life Group, and have been described elsewhere [17, 18].
Briefly, a total of 124 individual datasets were received: 54
from the EORTC Data Center, with permission from the
relevant EORTC Clinical Groups, and an additional 70
datasets from other individuals and organizations from
around the world. Included were datasets from 48 countries
and for 33 translations of the QLQ-C30. The resulting
dataset consisted of 38,000 respondents, of whom more
than 30,000 completed baseline (pre-treatment) question-
naires. Of these 30,000 respondents, 9,044 completed the
most recent version (3.0) of the QLQ-C30. We selected a
50% random sample for the present investigation. The
remaining observations were retained for future analyses.
Relevant information from each dataset was extracted,
recoded into a standard format, and combined into one
large project database. In addition to the QLQ-C30, other
data collected included age, gender, country, language of
administration, primary disease site, and stage of disease.
The QLQ-C30
The EORTC QLQ-C30 version 3.0 [1–4] includes 30 items
comprising 5 multi-item functional scales (physical (PF),
role (RF), cognitive (CF), emotional (EF), and social (SF)),
3 multi-item symptom scales (fatigue (FA), nausea and
vomiting (NV), and pain (PA)), 6 single-item symptom
scales (dyspnea (DY), insomnia (SL), appetite loss (AP),
constipation (CO), diarrhea (DI), and financial difficulties
(FI)), and a two-item global quality of life scale (QL). The
FI item was excluded from all of the present analyses, as it
may be considered peripheral to the other scales in the
instrument, and often is left unreported in the literature The
questionnaire uses a 1-week time frame and 4-point Likert-
type response scales (‘‘not at all,’’ ‘‘a little,’’ ‘‘quite a bit,’’
and ‘‘very much’’), with the exception of the two items of
the overall QL scale which use a 7-point response scale.
The QLQ-C30 has been shown to be reliable and valid
in a range of patient populations and treatment settings.
Across a number of studies, internal consistency estimates
(Cronbach’s coefficient a) for the scores of the multi-item
scales exceeded 0.70 [3]. Test–retest reliability coefficients
range between 0.80 and 0.90 for most multi-item scales
and single items [19]. Tests of validity have shown the
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QLQ-C30 to be responsive to meaningful between-group
differences (e.g., local vs. metastatic disease, active treat-
ment vs. follow-up) and changes in clinical status over time
[1, 3].
Measurement models
Seven HRQoL measurement models [20–22] were fit to the
data. The models were chosen on the basis of a review of
recent HRQoL literature, general knowledge of psycho-
metric literature, discussions among the co-authors, and
suggestions made by external experts. Analyses were
conducted by means of confirmatory factor analysis. The fit
of each model was considered separately, and in relation-
ship to the other models when possible.
The models to be compared in this study were organized
in 3 branches of nested models, each branch beginning with
the same Standard model in the root node. The first branch
consists of the Standard model, followed by a two-
dimensional Physical health–Mental health model, a two-
dimensional Physical burden–Mental function model, and
culminating in a one-dimensional HRQL model. The sec-
ond branch begins with the Standard model, followed by a
two-dimensional Burden and Function model, and again
culminating in the—same—one-dimensional HRQL model
just mentioned. Finally, the third group of models utilizes a
different, so-called ‘‘formative’’—or ‘‘causal’’—approach
to measurement. Two variants, a fixed weight and a free
weight, of these formative models are included in this
branch. These two models are nested within a third
‘‘branch’’ emanating from the Standard model mentioned
above.
These 7 models are described in more detail below. (See
Fig. 1 for a graphical representation of the models.
(Straight lines, with one-sided arrows, represent regression
coefficients; arced lines, with two-sided arrows, represent
correlation coefficients.)
(1) The Standard 14-dimensional QLQ-C30 model cor-
responding to the original 13 QLQ-C30 scales and
one overall QL scale, with each scale modeled as a
first-order latent variable. All first-order factors were
allowed to correlate with each other. Here we also
assumed that the single-item symptom scales were
manifestations of latent variables (the so-called
‘‘spurious’’ model [23]). This Standard model formed
a fundamental ‘‘building block,’’ used as the basis for
all of the other models described here.
(2) The two-dimensional, Physical health and Mental
health model, which has been used for the SF-36
[6, 7], has been considered in a large, multi-instrument
study [24] and is consistent with the PROMIS domain
mapping project and the WHO framework [25–27].
Unfortunately, it is difficult to map the QLQ-C30
a priori to the physical-mental distinction in only
one,unambiguous manner (see, e.g., [24] for an alter-
native mapping). In the current case, implementation
of the Physical–Mental model requires that some
symptom-related first-order latent variables map to the
Mental as well as the Physical higher order factors.
Specifically, PF, NV, DY, AP, CO, and DI were
allowed to load only on the Physical higher order
factor; EF and CF were allowed to load only on the
Mental factor; while RF and SF, and the symptoms
FA, PA, and SL were allowed to load on both the
Mental health and Physical health factors. We assumed
that QL was not subsumed by either higher order
component.
(3) This variant of the previous model, labeled the
Physical burden and Mental function model, requires
all symptom first-order latent variables to load onto
only one higher order factor. Thus, PF, FA, NV, PA,
DY, SL, AP, CO, and DI were allowed to load only
on the Physical burden factor; EF and CF were
allowed to load only on the Mental function factor;
and RF and SF were allowed to load on both factors.
Again, QL was not subsumed by either higher order
component.
(4) The Wilson and Cleary model [28] describes HRQoL
as consisting of (a sequence of causal effects
between) 5 groups of latent variables: physiological
states, symptom status, functional status, general
health perception, and overall HRQoL. This model
was recently tested in a structural equation model
[29], using a number of different instruments in a
sample of HIV/AIDS patients. This model also seems
to have a natural correspondence with the content of
the QLQ-C30, which emphasizes symptom burden,
functional health, and overall QoL. Thus, paralleling
this approach, PF, SF, RF, CF, and EF were only
allowed to load on Function; and FA, NV, PA, DY,
SL, AP, CO, and DI were only allowed to load on
Burden. Again, QL was not subsumed by either
higher order component.
(5) The parsimonious, and highly restrictive, one-dimen-
sional HRQL model has recently been considered
using the QLQ-C30 in a multicultural sample of
cancer patients [13, 14]. It assumes that all first-order
latent variables (with the exception of QL) load on
only one underlying HRQL dimension. Again, QL
remained unsubsumed.
(6) &
(7) Boehmer and Luszczynska [9] published a study of
a model inspired by the work of Fayers et al. (e.g., [30,
31],). It is somewhat similar to the Burden-Function
model presented above, yet allows the symptom items
Qual Life Res (2012) 21:1607–1617 1609
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to simultaneously play the role of reflective indicators
for Burden (or ‘‘symptomatology’’) and formative
indicators for Function. This model illustrates the
potentially important distinction between formative
and reflective scales, and the on-going controversy
concerning their use and interpretability [23, 32–36].
Formative scales, when mis-specified as being reflec-
tive, will generally lead to bias and poorer model fit
[37]. We therefore include a formative variant of
Burden, to be used in the Burden-Function model
mentioned above. As formative scales can have either
equal, fixed weights, or freely estimated weights for
their components, we consider both types of weight-
ing, forming models (6) and (7). This model architec-
ture is also closely related to the ‘‘multiple indicator,
multiple cause’’ (MIMIC) model [38].
Statistical analysis
The 7 models described above were fitted to the QLQ-C30
version 3.0 item scores. All of these models were fitted
under the following assumptions and methods:
Basic model architecture
The original QLQ-C30 multi- and single-item measures
were modeled as first-order latent variables. The QL scale
was also included in the models as a latent variable, and
was allowed to covary with all other (higher order) latent
variables, yet remained distinct from other higher order
latent variables. Only those items originally associated with
a specific scale were associated with the corresponding
latent variable. All items were treated as being ordinal.
In order to identify latent variable models, it is customary
to fix one of the item loadings to a value of 1.0. (Both
loadings of items corresponding to the QL latent variable
were also fixed.) This problem of model identification is
especially critical for latent variables having only one item/
indicator, and requires one to also fix the error variances for
the five latent variables with only a single indicator. We
therefore estimated the reliability of the one item latent
variables on the basis of test–retest correlations reported
elsewhere [19], and accordingly fixed the latent error vari-
ances to be equal, at 20% of the total variance for these
latent variables [39]. This assumption is tantamount to
assuming that the single-item scales perform satisfactorily,
even though they are not perfect. Preliminary analyses
indicated that model-fit statistics were only slightly affected
by varying this assumption within reasonable bounds. This
architecture corresponds to the Standard model mentioned
above. It may also be viewed as a liberalization of the ori-
ginal QLQ-C30 scales, for it allows unequal item weights,
assumes an ordinal measurement level for each item, and
estimates error variances where possible.
Estimators
As all items were treated as being ordinal, polychoric
correlations were estimated and a (robust) weighted least
squares estimator with adjustment for means and variance
(WLSMV)—with MPLUS’ default ‘‘delta’’ parameteriza-
tion—was used [40]. This estimator is robust for small
sample sizes and deviations from normality [41] and is
nearly optimal for multi-level models [42]. The WLSMV
estimator utilizes pair-wise deletion of missing observa-
tions as default. Alternative, (robust) maximum likelihood
estimators would have required numerical integration—or
Monte Carlo simulations—in more than 14 dimensions,
which would present a computational burden straining the
capacity of modern, desktop computers.
Tests of model fit and other fit indices
The v2 test of model fit was examined. The v2 test is
sensitive to sample size, leading easily to rejection of the
null hypothesis in models with a large number of obser-
vations. Approximate goodness-of-fit indices (AGFI) are
less sensitive to sample size: the CFI/TLI (Comparative Fit
Index/Tucker–Lewis Index) and the RMSEA (Root Mean
Square Error of Approximation). There is a great deal of
controversy concerning the proper use of the chi-square
and AGFI (e.g., [43–48]), and since we foresee no con-
sensus on this matter in the near future, we will report both
[49, 50]. A commonly used rule of thumb is that a
RMSEA \ 0.05 indicates close approximate fit, while
values between 0.05 and 0.08 indicate acceptable fit, and
values [0.10 indicate poor approximate fit [51]. Another
rule of thumb is that a value of CFI or TLI [ 0.95 indicates
good fit and a value [ 0.90 indicates acceptable fit [50].
Differences C 0.01 between (pairs of) TLIs/CFIs and
RMSEAs are considered to be substantial enough to merit
attention [52]. In the case of inadequate model fit, modi-
fication indices and residuals were examined, in order to
detect possible causes.
Direct comparisons of models by computing the differ-
ences between their respective chi-squares are not appro-
priate when using WLSMV estimators, and requires some
Fig. 1 Seven hypothesized modelsa: a standard model, b physical
health, mental health and QL, c physical burden, mental function and
QL, d symptom burden, function and QL, e HRQL and QL, f formative
symptom burden (free weights), function and QL, g formative
symptom burden (fixed weights) function and QL. aModels are
described in text. Item thresholds, means, (error) variances, and
correlations between first-order latent variables (in the standard
model) are not represented, for clarity’s sake
c
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additional computations [53, 54]. Direct comparisons
between model chi-squares can only be made when one
model is nested within the other model.
Correction for cluster sampling
The dataset was composed of data collected from dozens of
different studies of various populations. It was suspected
that this heterogeneity in populations and procedures could
lead to biased parameter estimates and fit statistics. For this
reason, a correction was made to the estimation procedure
to take cluster sampling into account, and to adjust the
standard errors and chi-square statistics [42, 55, 56].
Additional techniques, such as utilizing sampling weights
[57, 58], other (i.e., maximum likelihood) estimators, or
attempting to explicitly model the sampling process, may
also have added value, but were not utilized in the current
analysis. In the present case, a cluster was defined as a
dataset from a source with a unique study identifier code,
possibly extended with the treatment group as coded in the
original dataset.
Software
Analyses were conducted using the Mplus v.5.2 program
[59].
Statistical significance
Unless otherwise indicated, a significant result is defined as
P \ 0.01.
Results
The characteristics of the patients included in the study are
presented in Table 1. The average age of the patients was
60 years, with slightly more males than females, and more
early than advanced cancer. A number of study types
(clinical trials, non-randomized comparative studies, and
observational studies), a wide variety of (primarily Euro-
pean) countries, and a range of disease sites were also
represented.
No item had more than 2.6% missing observations; for
most items this was less than 1%. However, all items, with
the exception of the two items of the QL scale, were highly
skewed; approximately half of the items had 50% or more
of the responses in the lowest category (data not shown).
The polychoric correlations between the 29 items were
generally moderate (i.e.,[0.30) to strong ([0.50) (data not
shown).
The fit indices for the various models are presented in
Table 2. As might be anticipated given the large sample
size, no model passed the stringent v2 test of model fit.
However, all models were deemed to be at least ‘‘ade-
quate’’ approximations to the data, as determined by the
previously noted rules of thumb applied to the CFI/TLI and
RMSEA indices. As expected [20], the less restricted the
model, the better the model fit, with the Standard model
even achieving a ‘‘good’’ fit. The Mental–Physical models
had approximate fit indices slightly superior to all of the
other higher order models. The correlations between higher
order factors (in the multi-factor models) were generally
Table 1 Respondent characteristics (N = 4,541)
Mean (SD) % Missing
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quite high, often exceeding 0.95 (see Table 2). This indi-
cates that these higher order factors were virtually indis-
tinguishable, thus implying that additional factors were of
limited explanatory value. Exceptions are the models
positing Mental and Physical factors, which have lower
correlations between these higher order factors.
The results of (corrected) chi-squared difference tests
between pairs of models within each branch of nested
models [53] are presented in Table 3. Differences
between each successive pair of nested models in each
branch were significant, indicating that each successive
tightening of restrictions resulted in a significant decre-
ment in model fit.
The standardized regression weights (for the first-order
factors on the higher order factors) for the best fitting
models for each of the three branches are presented in
Table 4. The percentage of variance for each first-order
factor explained by their corresponding higher order factor
is presented as well. All postulated factor regression
weights for the Burden/Function and the Mental health/
Physical health model were significant, with the exception
of SL on the Physical health factor. However, the per-
centages of explained variance for PF, EF, CF, and SL are
markedly inferior for the Burden/Function model.
Only the hypothesized regression weights for the FA,
SL, and PA symptom scales for the formative Burden/
Function model (in the third branch of nested models) were
statistically significant. FA was the only symptom with a
substantial loading on the formative Burden variable,
which more or less ignored the other symptoms. The
amount of explained variance was again inferior for the PF,
SF, and CF scales, as compared to the Mental health/
Physical health model.
Examination of the modification indices and residuals
indicated that item q22 (‘‘worry’’) was a source of ill-fit for
all models. There also appeared to be some relationships
between EF and the other scales not fully captured by the
higher order factors (data not shown).
Table 2 Testsa and approximate goodness-of-fit indices for various models
Model v2* df CFI/TLI RMSEA Remarks
1. ‘‘Standard’’ model 134 15 0.96/0.98 0.042 14 Latent variables, excluding FI
2. Physical health, mental health and QL 234 19 0.92/0.98 0.050 Correlation physical health and mental health = 0.74
3. Physical burden, mental function and QL 248 18 0.92/0.97 0.053 Correlation physical burden and mental function = 0.81
4. Symptom burden, function and QL 294 18 0.90/0.97 0.058 Correlation burden and function = 0.97
5. HRQL and QL 297 18 0.90/0.97 0.058
6. Formative symptom burden (free weights),
function and QL
277 17 0.91/0.97 0.058 Correlation formative burden and function = 0.96
7. Formative symptom burden (fixed weights),
function and QL
300 17 0.90/0.96 0.061 Correlation formative burden and function = 0.95
* All v2 tests of model fit were significant at P \ 0.001
a WLSMV estimator on matrix of polychoric correlations, assuming ordinal items, with adjustment for cluster sampling. All latent error
variances were free, with exception of single-item scales. Only one item loading was fixed for each scale, with the exception of the QL scale (in
which both item loadings were fixed, equal to each other)
Table 3 v2 Difference testing between 3 branches of nested models
Model Dv2 wrt previous
model in Branch 1
df Dv2 wrt previous
model in Branch 2
df Dv2 wrt previous
model in Branch 3
df
1. Standard model (14 latents), incl. QL Root node Root node Root node
2. Physical health, mental health and QL 293 17 – – – –
3. Physical burden, mental function and QL 77 2 – – – –
4. Symptom burden, function and QL – – 377 15 – –
5. HRQL and QL 241 3 47 2 – –
6. Formative symptom burden (free weights),
function, and QL
– – – – 336 12
7. Formative symptom burden (fixed weights),
function, and QL
– – – – 241 5
All v2 difference tests of model comparisons were significant at P \ 0.01
v2 difference testing—when using the WLSMV estimator—is not a simple difference between two model v2s. In addition, a model can only be
directly compared—using v2 difference testing—with other models in the same branch of (nested) models
Qual Life Res (2012) 21:1607–1617 1613
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Discussion and conclusions
The present study tested the statistical fit of seven alter-
native measurement models for the QLQ-C30. This was
done by using confirmatory factor analysis to compare
empirically their adequacy in representing the EORTC
QLQ-C30 in a sample of 4,541 cancer patients. The point
of reference was the Standard model, a latent variable
model which employed the architecture of the standard,
14-dimensional QLQ-C30 model (excluding the FI item).
As mentioned previously, the models studied here were
organized into three independent branches of nested mod-
els: three models in the so-called Mental–Physical branch,
two in the Burden-Function branch, and two in the ‘‘for-
mative’’ Burden-Function branch. The Standard model
stands at the apex of each of the three branches.
None of the models examined passed the stringent v2
test of model fit, indicating that none of these models
captured all of the systematic variation in the data. It
should be noted, however, that with 4541 observations, a
chi-square test is quite sensitive to detecting small devia-
tions. Importantly, all models demonstrated at least an
‘‘adequate’’ approximation to the data [50]. The Standard
QLQ-C30 model actually demonstrated a ‘‘good’’ fit to the
data. Moreover, v2 ‘‘difference testing’’ demonstrated that
each addition of restrictions in each of the successively
nested models in each branch led to a statistically signifi-
cant deterioration in model fit.
The MentalHealth/ PhysicalHealth model, the least
restricted higher order model in the first branch studied, is
significantly better than its nested alternatives, and gives an
adequate, albeit imperfect, approximation to the data.
The Burden/Function model was the best approximation
to the Standard model in the second branch. We note that
the Burden/Function model is only slightly superior to the
simpler one-dimensional HRQL model, for its two dimen-
sions are almost indistinguishable.
Unfortunately, we cannot use the chi-square test to
directly test the fit of the models nested in these two, dif-
ferent branches. However, we did use the approximate fit
indices to compare those models, with the results indicating
that the Mental Health/PhysicalHealth model is slightly
superior to the Burden/Function model. Additionally, the
MentalHealth/PhysicalHealth model achieves better
explanatory power for the CF, PF, EF, and SL scales than
does the Burden/Function model. For these reasons, the
MentalHealth/PhysicalHealth model is preferable.
A third branch of nested models, consisting of ‘‘causal’’
or ‘‘formative’’ latent variables, represents an alternative
approach for the modeling of HRQL questionnaires. The
model with free weights was a statistically better fit to
the data than the fixed (equally weighted) model. However,
the potential improvements in fit indices, which are to be
expected if the formative conceptualization was more
appropriate than the reflective one [37], were not observed
in the current analysis. Additionally, the only symptom that
Table 4 (Standardized) Regression weights for first-order factors and percentage variance explained by best fitting higher order model for each
of three branches of (nested) models
First-order
factors
Physical/mental health (model # 2) Burden/function (model #4) (free wgt.) Formative burden/function (model #6)
Physical Mental R2 Burden Function R2 (free) Formative
burden
Function R2
PF 0.80a 0.64 0.76* 0.58 0.76a 0.59
RF 0.89* 0.04 0.84 0.89a 0.79 0.89* 0.80
EF 0.72a 0.52 0.62* 0.38 0.62* 0.38
CF 0.90* 0.82 0.80* 0.63 0.80* 0.62
SF 0.42* 0.46* 0.68 0.82* 0.67 0.82* 0.67
FA 0.82* 0.19* 0.93 0.97a 0.95 0.83a NA
NV 0.66* 0.43 0.65* 0.42 0.04 NA
PA 0.60* 0.23* 0.62 0.79* 0.63 0.16* NA
DY 0.80* 0.65 0.80* 0.64 0.03 NA
SL 0.05 0.77* 0.64 0.77* 0.59 0.08* NA
AP 0.85* 0.72 0.84* 0.71 -0.08 NA
CO 0.75* 0.56 0.73* 0.54 0.04 NA
DI 0.62* 0.39 0.62* 0.38 -0.02 NA
PF physical function, RF role function, CF cognitive function, EF emotional function, SF social function, FA fatigue, NV nausea and vomiting,
PA pain, DY dyspnea, SL insomnia, AP appetite loss, CO constipation, DI diarrhea
* P \ 0.01
a Unstandardized weights were fixed to a value of 1.0, for purposes of model identification
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appears to strongly predict Function is fatigue, a result also
reported previously [9]. This indicates that the other
symptoms may be regarded as largely irrelevant as pre-
dictors of Function for this group of patients, which may be
an overly zealous simplification of the Standard model.
One could argue that this result disqualifies this branch of
models.
It is interesting to note that question 22 (i.e., ‘‘did you
worry?’’) of the QLQ-C30 emotional function scale was
frequently flagged as being a source of ill-fit. This may
have to do with possible ambiguity in the meaning of
‘‘worry,’’ either as an indication of healthy concern in a
difficult situation, or as an indication of psychological
distress.
Several possible limitations of this study should be
noted. First, the use of pair-wise deletion for (the relatively
sparse) missing data in the computation of the polychoric
correlations resulted in some loss of data. A second limi-
tation concerns the possible bias introduced from the
clustered sampling of data from various data sources.
While we did apply a correction to the chi-square statistics
and standard errors, additional corrections for parameter
estimates, possibly based on sampling weights, would
arguably have been even better. Third, it would have been
useful to have access to Akaike Information Criterion
(AIC), and other related statistics [60] in order to compare
non-nested models across the various branches. The use of
full information maximum likelihood estimation procedure
could have provided a solution for all three problems
simultaneously; however, the computational burden for
such an estimation procedure is prohibitive.
A fourth limitation concerns the choice of models,
which was neither exhaustive for all plausible, theoretical
models, nor sufficient for capturing all of the systematic
variation in the data. On the other hand, the ‘‘alternative
models’’ approach used here is methodologically stronger
than a purely exploratory approach [16]. For this reason,
we refrained from ‘‘tweaking’’ either the standard or any of
the other alternative models in order to achieve some
improvement in fit, a practice frowned upon as potentially
capitalizing on chance. Nevertheless, we recognize that
there are other, more exploratory approaches that might be
used. For example, causal discovery techniques and soft-
ware (e.g., TETRAD) employ rigorous algorithms to locate
all well-fitting models for a set of observed data, to which
theory can then be applied to choose the most suitable or
plausible model(s). While beyond the scope of the current
paper, the utility of such approaches could be the subject of
future studies [61, 62].
Summarizing, we believe that the PhysicalHealth/Men-
talHealth model is the most appropriate conceptualization
for our goal of offering a simplified form of QLQ-C30
outcomes. This model was found to provide an ‘‘adequate’’
fit to the data, slightly superior to the alternative, higher
order models examined here. We believe that it is the best
of the approximations to the Standard model considered in
this study. The Physical Health/MentalHealth conceptual
model has also been utilized and successfully tested for
other HRQoL instruments [6, 7], has been considered in a
large, multi-instrument study [24], and is consistent with
the PROMIS domain mapping project and the WHO
framework [25–27]. For these reasons, we consider it to be
the most promising of the models considered here.
Nevertheless, the ‘‘superiority’’ of this PhysicalHealth/
MentalHealth model is modest, and it remains to be seen
whether its extra complexity—as compared to e.g., the
simple HRQL model—provides tangible (clinical) benefits.
We therefore intend to further examine the suitability of
the PhysicalHealth/MentalHealth model by testing its
measurement equivalence across sub-populations and over
time. We will also attempt to use this model to predict
external criteria and outcomes, as well as comparing it to
other instruments purporting to measure similar concepts.
These efforts will culminate in an algorithm for the com-
putation of higher order factors for the QLQ-C30.
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