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Abstract. Let Θ be an inner function in the upper half-plane C+ and let KΘ denote the model
subspace H2 ΘH2 of the Hardy space H2 = H2(C+). A nonnegative function w on the real line
is said to be an admissible majorant for KΘ if there exists a nonzero function f ∈ KΘ such that
|f |  w a.e. on R. We prove a reﬁned version of the parametrization formula for KΘ -admissible
majorants and simplify the admissibility criterion (in terms of argΘ) obtained in [8]. We show
that, for every inner function Θ, there exist minimal KΘ-admissible majorants. The relationship
between admissibility and some weighted approximation problems is considered.
Key words: Hardy space, inner function, model subspace, entire function, Beurling–Malliavin
theorem.
1. Introduction and Main Results
1.1. Let Θ be an inner function in the upper half-plane C+ , that is, a bounded analytic function
in C+ such that limy→0+ |Θ(x+ iy)| = 1 for almost all x ∈ R with respect to the Lebesgue measure
on the real line R.
With an inner function Θ, we associate the model subspace
KΘ = H2 ΘH2
of the Hardy space H2 = H2(C+) in the upper half-plane. These subspaces (and their analogs for
the unit disk) play an outstanding role in both function and operator theories (see [6], [16]), in
particular, in the Sz.-Nagy–Foias model for contractions of a Hilbert space.
Let us mention some concrete examples of model subspaces. If Θ(z) = exp(iaz), a > 0, then
KΘ = exp(iaz/2)PWa/2 , where PWa stands for the Paley–Wiener space of entire functions of
exponential type not exceeding a that are square summable on R.










(here αn ∈ R and the factors eiαn ensure the convergence of the product), then KB coincides with
the closure in L2(R) of the linear span of the fractions (z − zn)−l , 1  l  mn , n = 1, 2, . . . .
Another important example is connected with de Branges’ Hilbert spaces of entire functions
(see [5]). Let the inner function Θ be meromorphic throughout the complex plane and let zn be the
zeros of Θ, counting multiplicities. Then there exists an entire function E with zeros at zn such
that Θ = E∗/E and, consequently,
|E(z)| > |E(z)|
for z ∈ C+ . Here E∗(z) = E(z)). An entire function satisfying the above inequality is said to belong
to the Hermite–Biehler class (we write E ∈ HB).
∗The work is partially supported by RFBR grants No. 03-01-00377 and No. 06-01-00313.
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With every function E ∈ HB , we associate the de Branges space H (E) consisting of all entire
functions F such that F/E and F ∗/E (restricted to C+) belong to the Hardy class H2 = H2(C+).
It is easy to see that the mapping F → F/E is a unitary operator from H (E) onto KE∗/E , that
is, KE∗/E = H (E)/E (e.g., see [8, Theorem 3.1]).
1.2. We call a nonnegative function w on R a majorant. A majorant w is said to be admissible
for KΘ if there exists a nonzero function f ∈ KΘ such that |f(x)|  w(x) a.e. on R. We denote the
set of all admissible majorants for KΘ by Adm(Θ). An obvious necessary admissibility condition




log+ w−1 dΠ < ∞,
where log+ t = max(log t, 0) and Π denotes the Poisson measure on R, dΠ(t) = π−1(1 + t2)−1 dt.
Indeed, as is well known,
∫
R
log |f | dΠ > −∞ for any nonzero f ∈ H2 . In Subsec. 5.1, we show that
this necessary condition is never (i.e. for no Θ) suﬃcient.
This fact is especially interesting for Θ(z) = exp(iaz), a > 0. It gives rise to the well-known
problem of describing admissible majorants for the Paley–Wiener space. In this important particular
case, a wide class of admissible majorants is given by the famous Beurling–Malliavin theorem [4]
asserting that if L (w) < ∞ and
Ω = − logw
is a Lipschitz function on R, then w is an admissible majorant for any space PWa , a > 0. This is
one of the deepest results of harmonic analysis, and a number of its diﬀerent proofs is known (see
[7], [12], [13] and the references therein).
Admissible majorants for general model subspaces of H2 were studied for the ﬁrst time by
V. P. Havin and J. Mashreghi [8], [9]. Their approach is based on the study of the Hilbert transform
of the function Ω. Later this approach (in paper [14] by the same authors and F. L. Nazarov)
led to a new (and, probably, the shortest) proof of the Beurling–Malliavin theorem. In [8], [9], a
parametrization of Adm(Θ) was found and a number of suﬃcient conditions for admissibility were
obtained.
1.3. In the present paper, we obtain an essential reﬁnement in the results of [8] and [9] and,
in particular, give a new and simpliﬁed parametrization formula for Adm(Θ). As a consequence,
we show that, for any Θ, there exist minimal admissible majorants (the deﬁnition of a minimal
majorant is given in Subsec. 1.4).
We start with the general admissibility criterion [8]. Recall that the Hilbert transform of a













In what follows, we denote by argΘ the principal branch of the argument of the inner function
Θ, that is, argΘ ∈ (−π, π]. Thus, argΘ is a measurable function deﬁned a.e. on R. If Θ is
meromorphic, then it is more convenient to deal with a continuous branch of the argument. Note
that each meromorphic inner function Θ is of the form
Θ(z) = exp(iaz)B(z),
where a  0 and B is a Blaschke product with zeros tending to inﬁnity. In this case, there exists
an increasing C∞-function ϕ such that Θ(t) = exp(iϕ(t)), t ∈ R; ϕ is unique up to an additive
constant 2πk, k ∈ Z, and





where zn are the zeros of B with multiplicities mn . We shall keep the notation ϕ for the continuous
argument of a meromorphic inner function Θ.
We now state the admissibility criterion of Havin and Mashreghi [8], [9]. (Recall that Ω =
− logw.)
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Theorem 1.1. A nonnegative function w with Ω ∈ L1(Π) belongs to Adm(Θ) if and only if
there exists a nonnegative function m ∈ L∞(R), mw ∈ L2(R) and logm ∈ L1(Π), and an inner
function I such that
argΘ + 2Ω˜ = 2 l˜ogm + arg I + 2πk a.e. on R, (1)
where k is a measurable integer-valued function on R.
For a given Θ, (1) can be regarded as a parametrization of Adm(Θ). The parameters are the
functions m, k, and I .
In Sec. 2, we shall show that the functional parameter I can be replaced by a parameter γ ∈ R,
and get simpliﬁed parametrization formula for Adm(Θ)
Theorem 1.2. Let w  0 and Ω ∈ L1(Π). Then w ∈ Adm(Θ) if and only if
argΘ + 2Ω˜ = 2 l˜ogm + 2πk + γ a.e. on R, (2)
for some m and k with the same properties as above and for some constant γ ∈ R.
This simpliﬁed parametrization follows immediately from (1) and from the fact that the argu-
ment of an arbitrary inner function can be represented as
arg I = 2 l˜ogm1 + 2πk1 + γ a.e. on R, (3)
where γ ∈ R, m1 ∈ L∞(R)∩L2(R), m1  0, logm1 ∈ L1(Π), and k1 is a measurable integer-valued
function.
In what follows, it will be meant that representations of the form (1)–(3) are true a.e. on R.
1.4. Representation (3) has another interesting consequence. A KΘ-admissible majorant w is
said to be minimal if, for any w ∈ Adm(Θ) such that w1  Cw a.e. on R, we have w1  w, that
is, cw  w1  Cw a.e., where c and C are positive constants.
Corollary 1.3. For each inner function Θ, there is a minimal majorant w ∈ Adm(Θ).
We prove this result in Sec. 5 and compare it with the results in [8] on the existence of minimal
majorants (and, in particular, nonvanishing majorants; see Theorem 5.6). We obtain two diﬀerent
criteria for minimality (Propositions 5.4 and 5.6).
1.5. To apply Theorem 1.2, we need a description of functions f which admit representation
f = 2 l˜ogm + 2πk for some functions m and k with the above properties (see Theorem 1.1). We
shall use the notion of a mainly increasing function introduced in [9].
Let {dn} be an increasing sequence of real numbers. We assume that either n ∈ Z and
lim|n|→∞ |dn| = ∞ or n ∈ N and limn→∞ dn = ∞; in the latter case we set d0 = −∞. Let
In = (dn, dn+1). We denote by Osc(f, I) the oscillation of a function f on the set I , that is,
Osc(f, I) = sups,t∈I(f(s)− f(t)).
An absolutely continuous function f on R is said to be mainly increasing if there exists an
increasing sequence {dn} as above such that f(dn+1) − f(dn)  1, n ∈ Z (n ∈ N), and there is a
constant C > 0 such that






|f ′(x)− f ′(t)| dt  C (5)
for almost all x ∈ In and for all n ∈ Z (or n ∈ N). By |I|, we denote the length of the interval I . In
the case of one-sided sequences {dn}, we assume that f is a Lipschitz function on (−∞, d1). Note
that if f ∈ C1(R), then the integral condition (5) is implied by
Osc(f ′, In)  C, n ∈ Z (or n ∈ Z+).
The following theorem gives a suﬃcient condition for a function f to be representable modulo
2π as a Hilbert transform of the logarithm of a bounded function.
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Theorem 1.4. Let f be a mainly increasing function. Then f admits the representation f =
2 l˜ogm+2πk + γ a.e on R, where m ∈ L∞(R)∩L2(R), m  0, logm ∈ L1(Π), γ ∈ R, and k is a
measurable integer-valued function.







(it holds, e.g., if supn |In|  ∞). Our Theorem 1.4 shows that this condition can be dropped.
1.6. Let us mention a corollary of Theorem 1.4, which is useful for applications (see [3] where
Adm(B) with a meromorphic Blaschke product B is studied in terms of the distribution of zeros).
Corollary 1.5. Let Θ1 and Θ2 be meromorphic inner functions with continuous arguments ϕ1
and ϕ2 respectively. If ϕ1 − ϕ2 is mainly increasing, then Adm(Θ2) ⊂ Adm(Θ1).
The following corollary of Theorem 1.4 shows that if two inner functions (not necessarily mero-
morphic) are suﬃciently close (in some sense), then the corresponding classes of admissible majo-
rants coincide (see also Proposition 4.2 and Example after it).
Corollary 1.6. Let Θ1 and Θ2 be inner functions and let ψ1 and ψ2 be some branches of the
arguments of Θ1 and Θ2 , respectively. If ψ1 − ψ2 ∈ L1(Π) and
(ψ1 − ψ2)˜ ∈ L∞(R),
then Adm(Θ1) = Adm(Θ2).
In [8] and [9], Adm(Θ) is studied mainly for meromorphic functions Θ. The structure of the
class Adm(Θ) is especially well understood in two model situations. The ﬁrst one concerns almost
linear growth of the argument ϕ of Θ, that is, ϕ′(t)  1, t ∈ R (see [9]). In this case, the class
of admissible majorants coincides essentially with the class of admissible majorants for a Paley–
Wiener space, namely, it follows from Corollary 1.5 that Adm(eiaz) ⊂ Adm(Θ) ⊂ Adm(eibz) for
some b > a > 0 (see Sec. 4). The other case concerns the Blaschke products with zeros suﬃciently
sparse near the real axis (e.g., with pure imaginary zeros). In this situation, there exists a positive
and continuous minimal majorant in Adm(Θ), which, in a sense, is unique (see the discussion in
Sec. 5).
In Sec. 6, we establish a relationship between admissibility problems for majorants and some
problems of weighted approximation (see Proposition 6.1).
2. Parametrization of Admissible Majorants
We shall need an equivalent deﬁnition of the space KΘ , namely, a function f belongs to KΘ if
and only if both f and Θf are in H2 . (We consider Θf as a function on R and identify H2-functions
with their nontangential boundary traces on R.)






is the reproducing kernel of KΘ corresponding to the point z ∈ C+ , that is, Kz ∈ KΘ and
f(z) = 〈f,Kz〉L2(R), f ∈ KΘ.
This remains true if z = x ∈ R and Θ is analytic in a neighborhood of x.
With a nonnegative function h such that log h ∈ L1(Π), we associate the outer function Oh















, z ∈ C+.
Note that Oh = h exp(i l˜og h) a.e. on R.
The following result on arguments of inner functions immediately implies Theorem 1.2.
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Theorem 2.1. Let Θ be an arbitrary inner function. Then there exists a function m ∈ L∞(R)∩
L2(R) with m  0 and logm ∈ L1(Π), γ ∈ R, and an integer-valued function k such that
argΘ = 2 l˜ogm + 2πk + γ a.e. on R. (6)




a.e. on R. (7)
Representations of the form (7) appear in many problems of function theory (see [15]–[17] and the
references therein; in [15], the right side of (7) is even said to be “ubiquitous”). A standard way to
represent an inner function Θ in the form (7) is to write
Θ = −α α−Θ
α−Θ a.e. on R,
where α ∈ C, |α| = 1. However, the bounded outer function α−Θ is not necessarily in H2 , whereas,
in what follows, we shall need a bounded and square summable m.
Proof of Theorem 2.1. It suﬃces to construct a bounded outer function f in KΘ such that
fΘ is also an outer function. Then fΘ = eiγO|f | , whence
argΘ = 2 l˜og |f |+ 2πk + γ. (8)
It remains to set m = |f |.
We now construct a function f with the desired properties. Let us assume that there is an
x0 ∈ R such that Θ is analytic in the disk |z − x0| < 1. We set
f(z) = −2πiKx0(z) =
1−Θ(x0)Θ(z)
z − x0 , z ∈ C
+.
Then f ∈ KΘ∩L∞(R). Note that Re(1−Θ(x0)Θ) > 0 in C+ . As is known, in this case, 1−Θ(x0)Θ
is an outer function, and therefore f is also an outer function. Finally,
f(t)Θ(t) =
1−Θ(x0)Θ(t)
t− x0 Θ(t) = −Θ(x0)f(t)
a.e. on R. Hence fΘ is an outer function. Thus, the theorem is proved whenever there is a real
point x0 with the above property.
In the general case, we can represent the function Θ as a product of two inner functions Θ1
and Θ2 with singular spectra in (−∞, 0] and [0,∞) and zeros in {Re z  0} and {Re z  0},
respectively. Hence, Θ1 is analytic in {Re z < 0}, whereas Θ2 is analytic in {Re z > 0}. Applying
the above argument to Θ1 and Θ2 , we get
argΘj = 2 l˜ogmj + 2πkj + γj
with mj ∈ L∞(R)∩L2(R), mj  0, logmj ∈ L1(Π), j = 1, 2. Adding these two relations together,
we arrive at (6).
Proof of Theorem 1.2. By Theorem 1.1, representation (2) implies the relation w ∈ Adm(Θ).
To prove the necessity, note that, by the same theorem, each w ∈ Adm(Θ) satisﬁes
argΘ + 2Ω˜ = 2 l˜ogm + arg I + 2πk
for some m, k, and I . By Theorem 2.1,
arg I = 2 l˜ogm1 + 2πk1 + γ,
where m1 ∈ L∞(R) ∩ L2(R), logm1 ∈ L1(Π), k1 is an integer-valued function, and γ ∈ R. Hence,
argΘ + 2Ω˜ = 2 ˜log(mm1) + 2π(k + k1) + γ,
where mm1 ∈ L∞(R), mm1w ∈ L2(R), and logmm1 ∈ L1(Π).
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3. Mainly Increasing Functions. Proof of Theorem 1.4
3.1. We start the proof of Theorem 1.4 with the following elementary lemma (giving a somewhat
diﬀerent deﬁnition of mainly increasing functions, which is needed for Theorem 1.4). We omit the
proof.
Lemma 3.1. Let f be a mainly increasing function. Then there exists an increasing sequence
{dn}, n ∈ Z or n ∈ N, satisfying conditions (4), (5), and f(dn) ≡ 2πn.
In what follows we can assume without loss of generality that d1 > 0, whereas d0 < 0. We
set In = (dn, dn+1), ln = (dn+1 − dn)/2, and cn = (dn + dn+1)/2, n ∈ Z or n ∈ N in the case of
one-sided sequences.
First note that if a function g ∈ L1(Π) is suﬃciently smooth in a neighborhood of the origin and













And if g vanishes identically outside a bounded interval, then gˇ coincides with C (g) up to an
additive constant, where







In the proof of Theorem 1.4, we shall use an auxiliary “saw-tooth” function U with jumps at
the points dn . To deﬁne it, we start with a solitary “tooth” u, i.e. we set u(x) = πxχ(−1,1)(x) (χE
is the characteristic function of the set E). Consider the function




∣∣∣∣, x = ±1.
It is easy to see that F is even, bounded below by −2, and F (x) = ∑∞k=1 1(2k+1)x2k for |x| > 1, so
that F |(1,+∞) and F |(−∞,−1) are, respectively, decreasing and increasing.

































un = u0 + U1.
For a one-sided sequence {dn}, we set U(x) = 0, x < d1 . Clearly, U is bounded on R, whence U˜
exists, and we have
U˜ = u˜0 + U˜1 = u˜0 + Uˇ1 + C1 = C (u0) + Uˇ1 + C2 = C (u0) +
∑
n=0
uˇn + C2 (9)
(the last relation follows from the Lebesgue dominated convergence theorem).
3.2. The following lemma plays the key role in the proof of Theorem 1.4.
Lemma 3.2. There exist positive constants A and B such that
U˜(x)  −A−B log(|x|+ 1), x ∈ R. (10)
255
Proof. We consider in detail the case of two-sided sequences. The proof for one-sided sequences
is analogous. Without loss of generality, we assume that x > 0.
The series in (9) converges uniformly on every compact interval in In , n ∈ Z, whence U˜ is
continuous on
⋃
n∈Z In , and limx→dn U˜(x) = +∞ for any n ∈ Z. Thus, U˜ is bounded below on any
bounded interval, and it only remains to estimate U˜(x) for suﬃciently large x. Fix x > d1 , x = dn ,
n ∈ N, and assume that x ∈ Ik . We can also assume that dk > e. Then














= uˇk(x) + σ1 + σ2 + σ3 + C2.
We estimate uˇk(x) and σj , j = 1, 2, 3, separately; but we begin with an estimate for F (cn/ln).






































since cn < dn+1 .









< log dk+1 < log 2x











> −2− log 2− log x
since F > −2 everywhere. Suppose that x ∈ Ik is to the left of ck , that is, dk < x < ck . In this
case, we consider two possibilities, (a) ck/lk > 2 and (b) ck/lk  2. Recall that F is decreasing on











> −2− F (2).
Case (b) is more subtle. If (b) holds, then ck  lk  dk+1 , or, more precisely, lk < ck < 2lk and




















log dk − x
lk
log(dk+1 − x)− ck − x
lk
log(x− dk). (12)
Let us estimate the expression in (12) term by term. Since dk+1 − x > lk and dk+1 < 3lk , the ﬁrst
term is no less than −2 log 3; the second term is positive; the third is greater than
− x
lk
log dk+1 > − x3dk+1 log dk+1 > −
x
3x
log x = − log x
3
(recall that the function t → t−1 log t decreases on [e,+∞)); and, ﬁnally, the fourth term is no less
than − log x. Combining all these estimates, we see that, in case (b),
uˇk(x) > −A−B log x (13)
with certain absolute positive constants A and B .
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Estimate for σ1. We are going to show that all terms in the sum σ1 are just positive. Indeed,
if n = k (as is the case with σ1), then x /∈ In , and |x− cn| > ln . And if cn  x/2 and cn  x, then
























(recall that F is even).




























(log dn+1 − log dn) = −(log dm+1 − log d1) > − log x + log d1, (14)
since 2cm = dm + dm+1 < x.
Estimate for σ3. We have
σ3 = C (u0)(x) +
∑
n−1





















The ﬁrst term is no less than −2 and the second admits a two-sided estimate (recall that |U |  π),





|t|(x− t)  log x + C, (15)
where C depends only on d0 .
Adding estimates (13), (14), and (15) together, we get the desired result.
3.3. We now are able to prove Theorem 1.4. Clearly, (9) implies the following assertion.
Lemma 3.3. U˜(x) = −2 log |x − dn| + ψn(x), where ψn is a continuous function in a neigh-
borhood of dn .
Proof of Theorem 1.4. Now let f be a mainly increasing function. By Lemma 3.1, there
exists a sequence {dn}, n ∈ Z or n ∈ N, such that f(dn) = 2πn.
As above, let U be the function associated with the sequence {dn}. Set
g = f −
∑
n
(2n + 1)πχIn and τ = g − U.
We deﬁne τ at the points dn as τ(dn) = 0. Then τ is a bounded continuous function on R.
Moreover, by Lemma 2.7 in [9], τ is a Lipschitz function on R. Hence, by the well-known properties
of the Hilbert transform, τ˜ is continuous, and we have
τ˜(x) = O(log |x|), |x| → ∞
(e.g., see [9, Lemma 2.8]).
The above estimate and Lemma 3.2 imply the existence of positive constants A and B such
that





j=1 |x− dnj |
, (16)
where dnj are diﬀerent elements of the sequence {dn} and K ∈ N. Let us show that m has
the desired properties for a suﬃciently large K . By Lemma 3.3, m is continuous. Moreover, if
2K > B/2, then m(x) = O(|x|−1), x →∞. Thus, m ∈ L∞(R)∩L2(R). Also, logm ∈ L1(Π), since
g ∈ L∞(R).
Let us evaluate the Hilbert transform of logm. It is easy to see that ˜(log |t|)(x) = −π2 signx +
const, and, consequently,
(log |t− dnj |)˜(x) = −
π
2
sign(x− dnj ) + γj
for a real constant γj . We have
2 l˜ogm(x) = −˜˜g(x) + π
2K+1∑
j=1




We have ˜˜g = −g + γ0 for a constant γ0 , since g ∈ L∞(R). Hence
2 l˜ogm(x) = g(x) + π
2K+1∑
j=1
(1 + sign(x− dnj ))− (2K + 1)π + γ,
where γ = −γ0 − 2
∑2K+1
j=1 γj . Consequently, for x = dn ,




= 2 l˜ogm(x)− π
2K+1∑
j=1
(1 + sign(x− dnj )) + π
(∑
n
(2n + 1)χIn(x)− (2K + 1)
)
+ γ.
Thus, f = 2 l˜ogm + 2πk + γ , where k is an integer-valued function.
4. Corollaries of Theorem 1.4. Majorization in the Mean
4.1. In this section we prove Corollaries 1.5 and 1.6. We also consider a somewhat diﬀerent
majorization problem, namely, the admissibility with respect to Lp-norms.
Proof of Corollary 1.5. Let w ∈ Adm(Θ2). By Theorem 1.2,
ϕ2 + 2Ω˜ = 2 l˜ogm1 + 2πk1 + γ1,
where m1  0, m1 ∈ L∞(R), logm1 ∈ L1(Π), m1w ∈ L2(R), k1 is an integer-valued function, and
γ1 ∈ R. On the other hand, by Theorem 1.4, the mainly increasing function ϕ1 − ϕ2 admits the
representation
ϕ1 − ϕ2 = 2 l˜ogm2 + 2πk2 + γ2.
Adding these two relations together, we get the desired representation for the function ϕ1 + 2Ω˜
(note that m1m2w ∈ L2(R)).
We immediately get the following corollary concerning the inner functions with “almost linear”
growth of the argument.
Corollary 4.1. Let Θ be a meromorphic inner function such that ϕ′  1. Then there exist
positive numbers a and b such that Adm(eiaz) ⊂ Adm(Θ) ⊂ Adm(eibz).
Proof. Note that ψ(t) = bt is the continuous argument of the inner function eibz . Let c 
ϕ′(t)  C , t ∈ R, for some positive constants c and C . If b > C , then bt−ϕ(t) is an increasing Lip-
schitz function and, consequently, it is mainly increasing. By Corollary 1.5, Adm(Θ) ⊂ Adm(eibz).
The proof of the second inclusion is analogous.
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Proof of Corollary 1.6. We use the following property of the Hilbert transform: if g and g˜
are in L1(Π), then ˜˜g = −g + const. Now set g = (ψ2 − ψ1)˜/2 and m1 = e−g . We have
ψ2 − ψ1 = 2 l˜ogm1 + γ1,
and m1  1, since, by the hypothesis, g ∈ L∞(R).
Let w ∈ Adm(Θ1). Then, by Theorem 1.2,
ψ1 + 2Ω˜ = 2 l˜ogm + 2πk + γ,
where m ∈ L∞(R), m  0, mw ∈ L2(R), logm ∈ L1(Π), γ ∈ R, and k is an integer-valued
function. Hence,
ψ2 + 2Ω˜ = 2 ˜log(mm1) + 2πk + γ + γ1,
and therefore w ∈ Adm(Θ2). The opposite inclusion is analogous.
The following proposition explains why the classes of admissible majorants in Corollary 1.6
coincide (for the proof, see [2]).
Proposition 4.2. Let Θ1 and Θ2 be meromorphic inner functions with continuous increasing
branches of the arguments ϕ1 and ϕ2 . Assume that ϕ1 − ϕ2 ∈ L1(Π) and (ϕ1 − ϕ2)˜ ∈ L∞(R).
Then there exist entire functions E1, E2 ∈ HB such that Θ1 = E∗1/E1 , Θ2 = E∗2/E2 and |E1(z)| 
|E2(z)|, z ∈ C+ . In particular, H (E1) = H (E2), and the respective norms are equivalent.
Examples. 1. Let Θ1(z) = e2πiz and let Θ2 be the Blaschke product with the zeros zn = n+ i,
n ∈ Z. Then Θl = E∗l/El , l = 1, 2, where E1(z) = exp(−iπz) and E2(z) = sinπ(z + i). Clearly,
|E1(z)|  |E2(z)|, z ∈ C+ , and so Adm(Θ1) = Adm(Θ2).















a.e. on R, where h = 1 − ζΘ1 is an outer function in H∞ and |h|  1. Thus, ψ1 − ψ2 =
2 l˜og |h| for some choice of the arguments ψ1 and ψ2 for Θ1 and Θ2 . By Corollary 1.6, Adm(Θ1) =
Adm(Θ2).
4.2. We now consider a slightly diﬀerent majorization problem, which can be called “majoriza-
tion in the mean”. We say that w is an Lp-admissible majorant for KΘ , p > 0, if there exists
a nonzero f ∈ KΘ such that f/w ∈ Lp(R). In these terms, our “old” admissible majorants (see
Subsec. 1.2) become L∞-admissible. It follows from the construction of m in the proof of Theorem
1.4 (see (16)) that if K is suﬃciently large, then m ∈ Lp(R) for any given p > 0. Thus, we have
Theorem 4.3. If f is mainly increasing, then, for any p > 0, there exists an m  0 with
logm ∈ L1(Π) and m ∈ L∞(R) ∩ Lp(R), γ ∈ R, and an integer-valued k such that
f = 2 l˜ogm + 2πk + γ a.e. on R.
Corollary 4.4. Let Θ be a meromorphic inner function. If w ∈ L∞(R) and the function ϕ+2Ω˜
is mainly increasing, then w is an Lp-admissible majorant for KΘ and for any p > 0.
5. Minimal Majorants
5.1. In this section, we prove, as a consequence of Theorem 2.1, the existence of minimal
admissible majorants. Recall that a majorant w ∈ Adm(Θ) is said to be minimal if, for any
w1 ∈ Adm(Θ) such that w1  Cw, we have w1  w a.e. on R.
We say that an inner function Θ is the circular part of a function g in the Hardy space H1 if
g = Θ|g| a.e. on R. We shall need the following result in [8].
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Theorem 5.1. If Θ is the circular part of an outer function g ∈ H1 , then w = |g|1/2 is a
minimal majorant for KΘ .
In [8], Theorem 5.1 was obtained as a consequence of a stronger result on minimality. Namely,
if g is an outer function (not necessarily in H1) and the inner function Θ is its circular part, then
any w1 ∈ Adm(Θ) such that ∫
R
w1|g|−1/2 dΠ < ∞
satisﬁes |g|1/2  Cw1 a.e. for some constant C > 0 [8, Theorem 5.2]. Here we give a new and direct
proof of Theorem 5.1 based on the following lemma.
Lemma 5.2. Let m  0, m ∈ L∞(R), and logm ∈ L1(Π). If
2 l˜ogm + 2πk + γ = 0 a.e. on R, (17)
where γ ∈ R and k is an integer-valued function, then ess infR m > 0.
Proof. It follows from (17) and parametrization formula (2) that mw ∈ Adm(Θ) for each inner
function Θ and each w ∈ Adm(Θ). Indeed, if
argΘ− 2 l˜ogw = 2 l˜ogm1 + 2πk1 + γ1,
then
argΘ− 2 ˜logmw = 2 l˜ogm1 + 2π(k + k1) + γ + γ1
and therefore mw ∈ Adm(Θ).
Set Θ(z) = (z − i)/(z + i). In this case, KΘ is the one-dimensional space generated by the
function f(z) = (z + i)−1 . Thus, the majorant w(t) = |t+ i|−1 is admissible. Since mw ∈ Adm(Θ),
we have m(t)/|t + i|  δ/|t + i| a.e. for a δ > 0, whence ess infR m  δ .
Proof of Theorem 5.1. Let g be an outer function in H1 such that Θ|g| = g, and, conse-
quently, argΘ = l˜og |g| + 2πk + γ for an integer-valued function k. Put h = |g|1/2 and let Oh be
the outer function with modulus h on R. Then
ΘOh = h exp(i(argΘ− l˜og h)) = h exp(i(l˜og h + 2πk + γ)) = eiγOh a.e. on R,
and, thus, Oh ∈ KΘ . In particular, h ∈ Adm(Θ).
Now let mh ∈ Adm(Θ) where m ∈ L∞(R), m  0, and logm ∈ L1(Π). Then, by (2),
argΘ− 2 ˜logmh = 2 l˜ogm1 + 2πk1 + γ1.
Since argΘ = 2 l˜og h + 2πk + γ , we have
2 l˜ogm + 2 l˜ogm1 + 2π(k + k1) + γ + γ1 = 0.
By Lemma 5.2, mm1  δ a.e. for some δ > 0. It follows that m  δ1 > 0 a.e. on R for some δ1 > 0,
since m1 ∈ L∞ .
Proof of Corollary 1.3. We now show that each inner function Θ is the circular part of
some outer H1-function. Therefore, Adm(Θ) contains minimal majorants for an arbitrary inner
function Θ.
By Theorem 2.1, there is a nonnegative m in m ∈ L∞(R) ∩ L2(R) with logm ∈ L1(Π) such
that
argΘ = 2 l˜ogm + 2πk + γ.
Set g = eiγOm2 . Then g is an outer function in H1 and Θ|g| = g. Thus, the conditions of Theorem
5.1 are fulﬁlled.




is a minimal majorant for KΘ (see the proof of Theorem 2.1).
It follows from Corollary 1.3 that, for each inner function Θ, the class Adm(Θ) is essentially
smaller than the class of all H2-majorants (that is, nonnegative L2-functions with a ﬁnite logarith-
mic integral).
260
Corollary 5.3. Let Θ be an inner function. Then there exists a function w ∈ L2(R) such that
L (w) < ∞ and w /∈ Adm(Θ).
Proof. By Corollary 1.3, there exists a minimal majorant m0 for KΘ . Set w0(t) = (|t|+ 1)−1
and w = w0m0 . Clearly, L (w) < ∞, but w /∈ Adm(Θ). Indeed, w  m0 , but the inequality
m0  Cw does not hold, although m0 is a minimal majorant in Adm(Θ).
5.2. The following proposition gives a parametrization formula for minimal majorants.
Proposition 5.4. Let w  0 and let logw ∈ L1(Π). Then w is a minimal KΘ-admissible




a.e. on R. (18)
Proof. Clearly, (18) implies O2w1 = e
−iγΘ|O2w1 | and, therefore, e−iγΘ is the circular part of the
H1-function O2w1 . The minimality of w1 (and of w) now follows from Theorem 5.1.
Conversely, assume that w is a minimal majorant for KΘ . Then there exists a nonzero f ∈ KΘ
such that |f |  w a.e. on R. We have w  |f |, since w is minimal, and therefore w ∈ L2(R). By
the admissibility criterion, we have
argΘ− 2 ˜logmw = 2πk + γ
for some m ∈ L∞(R), m  0, logm ∈ L1(Π). We have m  1, since mw  Cw and w is minimal.
Set w1 = mw. Then
argΘ = 2 l˜ogw1 + 2πk + γ,
which is equivalent to (18).
Theorem 5.1 and Proposition 5.4 yield a parametrization for the set Adm∗(Θ) of all minimal
majorants in Adm(Θ),
Adm∗(Θ) = {w  0 on R : w  w1, logw1 ∈ L1(Π) and l˜ogw1 = 12 argΘ + πk + γ}, (19)
where k is an integer-valued function and γ ∈ R. Note that, for the whole class Adm(Θ), we have
an analogous description with one more parameter l˜ogm. Unfortunately, the parameter k in (19)
is not quite “free”, namely, it must be of the form g˜ for a g ∈ L1(Π), since argΘ is bounded, and
thus is of this form. For example, an integer-valued k can only appear in (19) if
Π({|k| > a}) = o(1/a), a →∞
(according to the Kolmogorov theorem, see [11]).
5.3. We now discuss another approach to admissible majorants applicable to the case of mero-
morphic Blaschke products with sparse zeros. In this case the model subspaces are closely related
to the de Branges spaces H (E) (see Introduction).
By Corollary 1.3, minimal majorants exist in any Adm(Θ). However, such majorants can have
zeros on the real axis (the majorants constructed in the proof of Theorem 2.1 vanish at some real
points where Θ = 1). One can ask the following natural question: for what model subspaces are
there “strictly positive” (i.e. separated from zero on any bounded interval) minimal majorants? It
turns out that the relation 1 ∈ H (E) is crucial for the existence of a positive minimal majorant.
Namely, we have the following criterion.
Theorem 5.5. Let E be an entire function of zero exponential type in the Hermite–Biehler
class HB and let Θ = E∗/E . Then the following assertions are equivalent :
(1) 1/E ∈ L2(R);
(2) there exists a positive and continuous minimal majorant for KΘ .
In this case, w = 1/|E| is a positive minimal majorant, and it is the unique continuous positive
minimal majorant for KΘ up to multiplication by a function m  1.
This theorem was proved in [8] under the additional assumption that the series
∑
n |zn|−1 log |zn|
converges and in [1] under the weaker condition
∑
n|zn|−1 < ∞. Here we give a new and very short
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proof of the implication 1 =⇒ 2 (for the proof of 2 =⇒ 1 and of the uniqueness of a positive and
continuous minimal majorant, see [8]).
Proof of Theorem 5.5. Let 1/E ∈ L2(R). Since E is a Hermite–Biehler function of order  1,
it belongs to the Polya class (see [5, Chap. 1, Sec. 7]), that is, |E(x+ iy)| is an increasing function
of y  0 for any x ∈ R. Therefore the relation 1/E ∈ L2(R) implies the relation 1/E ∈ H2 . Also
note that Θ/E = 1/E on R. Hence, 1/E ∈ KΘ (for the related discussion, see the beginning of
Sec. 2).
The function 1/E can now be written for C+ as eiγeiazO1/|E| with some γ ∈ R and a  0,







Hence, a = 0, and, consequently, 1/E and 1/E2 are outer functions. The minimality of 1/|E| now
follows from Theorem 5.1, since Θ/|E|2 = 1/E2 on R.
Remark. For a number of conditions stated in terms of zeros of E and ensuring the relation
1/E ∈ L2(R), see [1] and [10].
5.4. We conclude with another description of minimal majorants in somewhat diﬀerent terms.
For a majorant w ∈ Adm(Θ), we consider the set
Ew(Θ) = {f ∈ KΘ : |f |  Cw a.e. on R for some C > 0}.
Clearly, Ew(Θ) is a (generally, nonclosed) linear subspace of KΘ .
Proposition 5.6. Let w ∈ Adm(Θ). Then w is a minimal majorant for KΘ if and only if the
space Ew(Θ) is one-dimensional and w  |f | for a nonzero f ∈ Ew(Θ).
Proof. Let Ew(Θ) be a one-dimensional subspace of KΘ and let w  |f |, where f is a nonzero
function in Ew(Θ). If w1  Cw a.e. and w1 ∈ Adm(Θ), then there is a nonzero g ∈ Ew(Θ) such
that |g|  w1 . Hence, w  |g|, and thus, w  C1w1 a.e. on R.
Now let w be a minimal majorant. Then w  |f | for any nonzero f ∈ KΘ such that |f |  Cw
a.e. on R. Assume that dimEw(Θ)  2. Then there exist linearly independent elements f1 and f2
in KΘ such that |fj |  w a.e., j = 1, 2. We can choose constants α1 and α2 , |α1|+ |α2| > 0, such




is a nonzero function in KΘ and |f(t)|  C(1+|t|)−1w(t) a.e. on R, which contradicts the minimality
of w.
Remarks. 1. We have in fact proved the following assertion on “exact” elements of Adm(Θ),
i.e. majorants |f | with f a non-zero element of KΘ : |f | is minimal if and only if w /∈ Adm(Θ),
where w(t) = |f(t)|/(1 + |t|), t ∈ R. This follows from the fact that either |f | is minimal or
dimE|f |(Θ)  2.
2. The assumptions w ∈ Adm(Θ) and dimEw(Θ) = 1 do not imply the minimality of w. For
example, let Θ(z) = E∗(z)/E(z), where E(z) = (z + i)2 . Then 1/E ∈ L2(R) and, by Theorem 5.5,
w = 1/|E| is a minimal majorant for KΘ . Now set w1(t) =
√|t|+ 1/|E(t)|. Each element of KΘ is of
the form P/E where P is a polynomial of at most degree 1. Hence, Ew(Θ) = Ew1(Θ) = Span{1/E}.
However, the majorant w1 is not minimal.
The following criterion for minimality is an immediate consequence of Proposition 5.6
Corollary 5.7. A majorant w ∈ Adm(Θ) is minimal for KΘ if and only if there exists a
function hw ∈ KΘ such that |hw|  w and, for any f ∈ KΘ satisfying |f |  Cw a.e., we have
f = αhw for some constant α ∈ C.
Examples. 1. Let Θ be a meromorphic inner function. For this case, we have already considered
two examples of minimal majorants. If E is of zero exponential type and 1/E ∈ KΘ , then |E|−1 is
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the unique positive minimal majorant. On the other hand, we have seen in the proof of Theorem
2.1 that w(t) = |Ks(t)|, s ∈ R, is a minimal majorant for KΘ (this assertion also follows from the
de Branges theory; see [5, Theorem 22]).
These two situations are in a sense “extremal”. The majorant |E|−1 has the fastest possible
decay and no real zeros. On the other hand, a majorant of the form |Ks| has many real zeros
and slow decay. Between these two cases, there is a wide class of minimal majorants, where the
slower decay is compensated for by a greater number of real zeros. The following two examples will
illustrate what has been said.
2. Let Θ = Θ1Θ2 . If wj is a minimal majorant for KΘj , j = 1, 2, and w1w2 ∈ L2(R), then,
by Proposition 5.4, w1w2 is a minimal majorant for KΘ . Now let Θj be Blaschke product with
imaginary zeros, let Ej be the corresponding Hermite–Biehler entire function, and let K
(j)
s denote
the reproducing kernel of the space KΘj . Then the majorants |E1|−1|K (2)s | and |E2|−1|K (1)s | are
minimal for KΘ .
3. Let B be a ﬁnite Blaschke product of degree N . Then w is a minimal majorant for KB if
and only if there is a polynomial P of degree n, 0  n  N − 1, having real zeros and satisfying
the relation
w(t)  |P (t)|(1 + |t|)−N ,
and thus, w(t)  |t|n−N , |t| → ∞.
6. Admissibility and Approximation
In this section, we show that admissibility is equivalent to a certain approximation property




|f |qu < ∞, and we set H2− = L2(R) H2 . Note that the space H2− ⊕ ΘH2 is the
orthogonal complement of KΘ in L2(R).
Proposition 6.1. Let 2  p  ∞, let q = p/(p − 1), and let w ∈ L2p/(p−2)(R) (w ∈ L∞(R)
for p = 2 and w ∈ L2(R) for p = ∞). Then w is an Lp-admissible majorant for KΘ if and only if
H2− ⊕ΘH2 is not dense in Lq(wq).
Let us single out the special case corresponding to the usual (i.e. L∞-) admissibility: a nonneg-
ative L2-function w is in Adm(Θ) if and only if H2− ⊕ΘH2 is not dense in L1(w).
The condition w ∈ L2(R) is not very restrictive, since it is clear that, for any majorant w ∈
Adm(Θ), there exists an admissible majorant w1  w a.e. on R such that w1 ∈ L2(R) (we set
w1 = |f |, where f ∈ KΘ is a nonzero function such that |f |  w).
Proof of Proposition 6.1. Consider the spaces X = L2(R)×Lp(R) and Y = L2(R)×Lq(R).
Then X = Y ∗ according to the usual identiﬁcation with respect to the standard pairing





M = {(f, f/w) : f ∈ KΘ, f/w ∈ Lp(R)}.
Clearly, the majorant w is not Lp-admissible if and only if M = {0}.
Consider now two subspaces of Y ,
S1 = {(ψ,−ψw) : ψ ∈ L2(R)},
S2 = (L2(R)KΘ)× {0} = (H2− ⊕ΘH2)× {0}.
The inclusion S1 ⊂ Y follows from the relation wψ ∈ Lq(R) for any ψ ∈ L2(R), which, in turn,
follows from the Ho¨lder inequality with exponents 2/q and 2/(2 − q) and the condition w ∈
L2p/(p−2)(R). The set M can now be identiﬁed with the polar set (in Y ∗) of S = S1 + S2 , and,
by the Hahn–Banach theorem, M = {0} if and only if S is dense in Y . In other words, w is not
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an Lp-admissible majorant for KΘ if and only if, for any f ∈ L2(R), g ∈ Lq(R), and ε > 0, there
exists a ψ ∈ L2(R) and an h ∈ H2− ⊕ΘH2 such that
‖f − ψ − h‖2 + ‖g + wψ‖q < ε. (20)
First, assume that w is not Lp-admissible. Then, applying (20) to f = 0 and g ∈ Lq(R), we
see that ‖g + wψ‖q < ε for some ψ ∈ H2− ⊕ΘH2 . Hence, H2− ⊕ΘH2 is dense in Lq(wq).
Conversely, assume that H2− ⊕ ΘH2 is dense in Lq(wq). Let f ∈ L2(R) and let f = f1 + f2 ,
where f1 ∈ KΘ and f2 ∈ H2− ⊕ ΘH2 . Set ψ = f1 + ξ and h = f2 − ξ , where ξ ∈ H2− ⊕ ΘH2 will
be chosen below. Then the ﬁrst norm in (20) is zero. Since H2− ⊕ΘH2 is dense in Lq(wq), we can
choose a ξ ∈ H2− ⊕ΘH2 such that
‖g + wf1 + wξ‖q < ε
for given g ∈ Lq(R) and ε > 0. Hence, w is not an Lp-admissible majorant.
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