Abstract-The cognitive radar (CR) vision has been recently applied to various radar applications. The cognitive property assumes the radar to be able to dynamically adapt to environment changes. In this work, we propose to exploit SAR sub-Nyquist sampling methods, that have been originally proposed to reduce the sampling rate at the receiver, in order to dynamically adapt the transmitted waveform energy to vacant spectral bands. We extend the original sub-Nyquist approach by only transmitting the spectral bands that are to be sampled and processed on the receiver side, paving the way to cognitive SAR. In addition, we investigate several subsampling schemes of a chirp signal with a linear frequency modulation (LFM), which enables the best selection of the spectral bands within the vacant holes for SAR and show that randomness, which does not limit dynamic changes, is best fit to SAR. Both software and hardware simulations demonstrate dynamic transmitted signal support, while still allowing for SAR image recovery.
I. INTRODUCTION
Synthetic Aperture Radar (SAR) is a radar based remote sensing imaging system widely used for both military and civilian purposes. In a conventional SAR system, the radar is installed on an airborne or spaceborne platform which travels in a well-defined path at constant velocity. In spite of its wide aperture, the geometrical and physical properties of the entire setup combined with signal processing techniques enable high spatial resolutions compared to electro-optic sensors.
Due to recent technological development, satellite launches have become dramatically cheaper and more accessible to various customers. As a result, many new satellite providers offer imaging services using various satellite constellations which promise high coverage, frequent revisit times and more. In particular, the popularity of radar imaging from space is increasing, a fact which raises the topic of spectrum sharing in the new space era, when many satellites and communication systems share the same spectrum. Although surrounded by other active radiating devices, today's conventional SAR systems are neither feeded by the environment nor consider dynamic changes during their operation. Moreover, classic SAR [1] transmits signals over a wide spectral band in order to achieve high resolution in the range direction. On the transmitter side, this traditional approach requires an available continuous large bandwidth for transmission. This renders coexistence with existing communication systems difficult, especially in the new space era.
In [2] , Haykin presented the concept of cognitive radar (CR) as a future possibility for radar, which is feasible using todays technology. He defined CR as a radar system with adaptive transmission and reception capabilities, namely both the transmitter and receiver are able to dynamically adjust to the environment conditions. In general, This project has received funding from the European Union's Horizon 2020 research and innovation program under grant agreement No. 646804-ERC-COG-BNYQ, and from the Israel Science Foundation under Grant no. 335/14. the adaptive ability is gained by waveform design according to priorknowledge and feedback optimization.
In this work, following the idea in [3] , we focus on adaptive transmission and reception of SAR signals in the frequency domain according to the behavior of the spectrum at the system's geographic location. We exploit the relationship between SAR and Xampling ("compressed sampling") [?], [4] methodology, that has been proposed in [5] in order to break the link between sampling rate and resolution. While in [5] , the image is recovered from a small set of Fourier coefficients, we capitalize on the simple observation that if only these narrow spectral bands are sampled and processed at the receiver, then only these bands need to be transmitted. We can therefore change the emitted signal to transmit only over a small number of narrow frequency bands and use the exact same reconstruction scheme as in [5] .
Complying with CR requirements, the bands support vary with time to allow for dynamic and flexible adaptation to the environment. Moreover, such a system allows to cope with overloaded spectrum by using a smaller portion of it. The resolution obtained by our multiband approach is identical to that of a wideband traditional radar. By concentrating all the available power in the transmitted narrow bands rather than over a wide spectral band, we increase the signal to noise ratio (SNR). As illustrated in the simulations, with the same amount of overall power, our system outperforms traditional SAR, while using only a small portion of the bandwidth, and sampling at a low rate. Finally, we demonstrate a real CR hardware prototype that fits the Xampling prototype of [6] and paves the way to cognitive SAR.
II. FREQUENCY ADAPTIVE RECEIVER: FOURIER DOMAIN
SUB-NYQUIST SAR In this section we describe the Fourier domain Range-Doppler Algorithm (RDA) that was introduced in [5] , and explain how, using this method combined with CS, a SAR image can be reconstructed while considering, in reception, only a fraction of the bandwidth of the received signal, without degrading image quality. Due to the flexibility in the selection of the subsampled bands, this approach is equivalent to a frequency adaptive receiver.
Consider a radar which travels along a path with velocity v and transmits a time-limited pulse, h(t), every pulse repetition interval (PRI), T . The pulse has negligible energy at frequencies beyond B h /2. The transmitted pulses are sent from M different locations, {xm}
, where x0 is the origin and xm − x0 = m | v| T . The pulses are transmitted into a scene with reflectivity σ(r).
The pulse h(t) is modulated by a pure tone with carrier frequency fc, so that the transmitted signal is h(t)e j2πfct . The received signal, after coherent demodulation, is given by
wa(xm, r)e −j4πfc r−xm /c dr,
where r − xm is the distance from the radar to a scatter point and wa(xm, r) is the antenna beam pattern which varies depending on the SAR operation mode [1] . The main goal of SAR data processing is to construct the scene reflectivity map, σ(r), from the raw data.
978-1-4673-8823-8/17/$31.00 ©2017 IEEEAccording to the Nyquist theorem, the returned signal at every position m, dm(t), should be sampled at least at B h , creating d[n, m] = dm(nTs), with 0 ≤ n < N = T fs , where fs = 1/Ts is the sampling rate at the receiver.
Various signal processing algorithms have been developed in order to approximate the scene reflectivity while taking advantage of fast frequency operations. The RDA is the most preferred algorithm in most SAR operations thanks to its high precision and generality. However, the complication of the processing due to the extra interpolation in the range cell migration correction (RCMC) is its main disadvantage. We next summarize Fourier domain RDA from [5] . This method is equivalent to the conventional RDA, but avoids the necessary interpolation that the RCMC stage requires in the conventional processing.
Given the Fourier series coefficients of the raw data, dm[l] we can perform range compression through the Fourier domain,
where
is the nth Fourier series coefficient of the transmitted pulse, h(t). Next, we perform azimuth DFT on the range Fourier samples, to get,
The next stage is RCMC which is calculated via
where (5) and ν(k, l) is the set of indices which is dictated by the decay property of (5) . Following RCMC, we use (4) to apply RCMC and calculate the Fourier coefficients of the corrected signals. Applying an inverse Fourier transform on {c k [l]} we can reconstructS[n, k], the corrected sampled signal after RCMC.
The final stage is compression in the azimuth direction, by using a matched filter:
where Ka[n] is the range dependent azimuth chirp rate
. An IDFT in the azimuth direction results in the focused data:
where the resulting image is an approximation of the reflectivity,
B×M the Fourier coefficients matrix of the corrected signals in (4). Having C, and using the processing stages (6), (7), the relationship between the image and the processed Fourier coefficients can be formulated as
Ka [n] ∈ C N ×M is the azimuth compression matrix from (6), F ∈ C M ×M is the DFT matrix, • is the Hadamard product and
N ×M is the desired image. In case that there exists some basis in which I can be sparsely represented, (8) becomes a CS problem that can be solved using a smaller amount of rows in C. The resulting optimization problem is: where Ψ is an appropriate sparsifying transform, Cp and F s p are rows under-sampled version of C and F s , respectively. Due to the linearity of the operators the fast iterative shrinkage thresholding algorithm (FISTA) [7] , may be extended using the gradient of the error function.
Due to the relationship between C and the raw data samples Dm [l] , it was shown in [5] that solving the problem with reduced number of rows enables to reconstruct the scene with a smaller amount of Fourier coefficients than the Nyquist criterion requires. Note that in practice, sampling is performed in time, while our goal is to extract the samples in the Fourier domain. Using the Xampling methodology [4] , [8] , this result can be implemented as a SAR system which samples at sub-Nyquist rate. The Xampling scheme allows to obtain K coefficients from K point-wise samples of the detected signal filtered with an appropriate kernel, designed according to the transmitted pulse-shape and the chosen set of coefficients.
III. FREQUENCY ADAPTIVE TRANSMITTER
We now show how to exploit our sub-Nyquist processing at the SAR receiver to allow for dynamic adaptation of both the transmitted and received signal spectrum, paving the way to cognitive SAR. In particular, similarly to [3] we modify the transmitter of the radar prototype presented in [6] to adapt it to CR.
A. Fourier Coefficients Selection
Conventional SAR processing methods result in images with degraded resolution when the radar transmits pulses with narrow bandwidth. Choosing a subset of Fourier coefficients within the entire Nyquist bandwidth set is governed by theoretical trade-offs and has practical implications. Unfortunately, random frequency sampling is not practical in hardware. Some guidelines for choosing the frequencies, were suggested in [9] in order to solve the trade-off between noise robustness, which is increased by highly distributed frequency samples and practical hardware implementation. This trade-off is also between high resolution, which requires a wide aperture, and avoiding ambiguities, which calls for close frequencies.
In order to demonstrate this trade-off, we consider a one dimensional scene with a single target and transmit four different waveforms. All of the waveforms are subsampled (in frequency) versions of an LFM chirp with a chirp rate of 40 [Hz/sec] and a pulse duration of 1 [sec] . Using matched filtering operation, which is equivalent to conventional processing, we can analyze the resulting signal by measuring its main lobe width (resolution) and side-lobes level (noise robustness and ambiguity) to determine the reconstruction quality. The autocorrelation function of the chirp signal for each such selection, which represents the signal after matched filtering, is shown in Fig. 1 . The series marked as "Full response" includes all of the frequency samples, "Low-pass filtered signal" includes the lower half of the frequency samples, "Rand. dilution" is a random selection of frequency samples (half of the original samples count), and "Rand. dilution (low freq.)" is similar to the latter, but with a greater probability of selecting low-frequency samples. The respective main lobe width and side-lobe level measurements are listed in Table I . As can be seen, randomness increases the aperture and thus the resolution (main lobe width) while decreasing the noise robustness in terms of higher sidelobes.
Coping with the practical limitation, similarly to [6] , a multiple bandpass sampling approach was chosen, where four groups of consecutive coefficients are selected. However, using the method in 978-1-4673-8823-8/17/$31.00 ©2017 IEEE Section II we may improve the results while considering sub-Nyquist processing.
Aiming at multiple bandpass sampling, where consecutive coefficients are selected, we next consider three practical frequency sample selections, and apply them to a synthesized received one dimensional signal, where 30% of the synthesized signal samples are zero in the time domain, as well as in the Wavelets domain, under the Daubechies 4 basis, namely, they are equally sparse in time and in the Wavelet domain. The first frequency samples selection (marked as "PDF #1") includes the lower half of the frequency samples, the second selection ("PDF #2") includes randomly selected 4 bands of frequency samples and the third selection ("PDF #3") includes a lowpass and two bandpasses, with a greater probability of selecting low-frequency samples. The reconstruction of the signal is performed using three methods: direct reconstruction using match filtering with the subsampled chirp signal, reconstruction with a fast iterative shrinkage thresholding algorithm (FISTA) [7] using Daubechies-4 wavelets as the sparsifying transform, and reconstruction with FISTA using a canonical (unit) transform.
As seen in Fig. 2 , the reconstruction quality using FISTA surpasses direct reconstruction both qualitatively (the signals recovered with FISTA show less ripple), and well as numerically: with PDF #3, the error norm for direct reconstruction is around 0.2283 while it is 0.0842 for reconstruction with FISTA under Wavelets, and 0.0700 for reconstruction with FISTA under a canonical transform. Using random bands selection, combining with FISTA as the reconstruction method (with a Wavelets or a canonical transform as the sparsifying operator Ψ), the performance for the synthesized received signal is largely the same. The randomness property which best copes with the mentioned trade-offs, encourages dynamic changes which are not limited to certain bands. We will use this result in Section IV.
B. Adaptive Transmission
We now describe how our system can be modified to fit cognitive SAR requirements and allow for dynamic transmission and reception of several narrow frequency bands. Combining the transmission of a few narrow bands as mentioned in Section III-A and using the reconstruction method described in Section II, we propose to enable dynamic spectrum changes of the transmitted SAR waveform. This will not affect any aspect of our sub-Nyquist processing since the received signal is preserved in the bands of interest. LetH(ω, t) be the CTFT of the new transmitted radar pulse,
where is the dynamic support of filtered N bands, B i x (t) and f i x (t) are the bandwidth and the carrier frequency of ith band at time t, respectively. Obviously, the computation of the relevant Fourier coefficients Dm[l] will not change.
To comply with CR requirements, the band parameters B i x (t) and f i x (t) vary with time allowing dynamic adaptation to the environment. This approach leads to three main advantages. First, CS reconstruction achieves the same resolution as the traditional Nyquist processing using a significantly smaller bandwidth. Second, since we only use the received bands to transmit, the whole power is concentrated in them. Therefore, the SNR in the sampled bands is improved. Last, this technique allows for a dynamic form of the transmitted signal spectrum, where only a small portion of the whole bandwidth is used at each transmission.
IV. SOFTWARE AND HARDWARE SIMULATIONS Relying on the preferable sampling strategy in Section III we next perform our simulations. To examine our suggested algorithm, we divided our simulations into two parts. In the first simulation we used a scene in which 6 vessels are sparsely distributed in the sea. The data was generated from real SAR images, using the model in (2) where the reflectivity map was taken as the original image, namely, each pixel in the image is treated as a point reflector, σ(r) = I(r). No noise was simulated. We processed the image using only 75 Fourier coefficients from each received signal and used a canonical sparsifying transform, Ψ is the unit transform. In the simulation we compared the resulting images to the classic RDA, using partial amount of 75 coefficients per returned signal and using full 300 samples. The results are shown in Fig. 3 . It can be seen that our CS algorithm outperforms the conventional RDA using 25% of the original samples and has the same quality when comparing to RDA reconstruction with full samples. Our prototype is similar to [8] and includes a custom made subNyquist SAR receiver board in Fig. 4 composed of four parallel channels which sample distinct bands of the radar signal spectral content. In each channel, the desired band of bandwidth Bx is filtered, demodulated to baseband and sampled at its Nyquist rate. This way, four sets of consecutive Fourier coefficients are acquired. This analog front-end is fed a synthesized RF signal with Nyquist rate 20 MHz using National Instruments (NI) hardware. Each channel samples a band with bandwidth Bx = 80 KHz at 250 KHz, resulting in an overall sampling rate of 1 MHz, namely 5% of the Nyquist rate. More details on the hardware design can be found in [6] . After sampling, the spectrum of each channel output is computed via fast Fourier transform (FFT) and the 320 Fourier coefficients are used for digital recovery of the SAR image.
To demonstrate the advantage of our cognitive system in terms of SNR using hardware, we compared the quality of two images: the output of a traditional processing and the resulting image from our cognitive system. The image includes a few single point reflectors which were randomly located in the scene. The quality was measured using a state of the art image quality assessment index call FSIM [10] for different SNR levels. At each measurement each of the resulting images was compared to a ground truth noiseless image which was processed using conventional RDA. The received signals were corrupted with additive white Gaussian noise (AWGN) n(t) with power spectral density N 0/2, bandlimited to B h . The SNR for a single reflector located in r0 is defined as SNR = Figure 5 shows the FSIM as a function of the SNR, while the index values are at the range of 0 to 1, when 1 indicates a perfect similarity it can be seen that our cognitive system outperforms traditional wideband radar transmission and processing.
