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ABSTRACT
Artificial Intelligence based Approach for Rapid Material Discovery: From Chemical Synthesis
to Quantum Materials
Robert Sean Tempke
With the advent of machine learning (ML) in the field of Materials Science, it has become
obvious that trained models are limited by the amount and quality of the data used for training.
Where researchers do not have access to the breadth and depth of labeled data that fields like image
processing and natural language processing enjoy. In the specific application of materials
discovery, there is the issue of continuity in atomistic datasets. Often if one relies on experimental
data mined from literature and patents this data is only available for the most favorable of atomistic
data. This ultimately leads to bias in the training dataset. In providing a solution, this research
focuses on investigating the deployment of ML models trained on synthetic data and the
development of a language-based approach for synthetically generating training datasets. It has
been applied to three material science-related problems to prove these approaches work. The first
problem was the prediction of dielectric properties, the second problem was the synthetic
generation of chemical reaction datasets, and the third problem was the synthetic generation of
quantum material datasets. All three applications proved successful and demonstrated the ability
to generate continuous datasets that resolve the issue of dataset bias.
This first study investigated the synthetic generation of complex dielectric properties of
granular powders and their ability to train a ML network. The neural network was trained using a
supervised learning approach and a common backpropagation. The network was double-validated
using experimental data collected from a coaxial airline experiment.
The second study demonstrated the synthetic generation of a chemical reaction database.
An artiﬁcial intelligence model based on a Variational Autoencoder (VAE) has been developed
and investigated to synthetically generate continuous datasets. The approach involves sampling
the latent space to generate new chemical reactions that were assembled into the synthetic dataset.
This developed technique is demonstrated by generating over 7,000,000 new reactions from a
training dataset containing only 7,000 reactions. The generated reactions include molecular species
that are larger and more diverse than the training set.
The third study investigated a similar variational autoencoder approach to the second study
but with the application of generating a synthetic dataset for quantum materials focusing on
quantum sensing applications. The specific quantum sensors of interest are two-level quantum
molecules that exhibit dipole blockade. This study offers an improved sampling algorithm by
continuously feeding newly generated materials into a sampling algorithm to help generate a more
normally distributed dataset. This technique was able to generate over 1,000,000 new quantum
materials from a small dataset of only 8,000 materials. From the generated dataset it was identified
that several iodine-containing molecules are candidate quantum sensor materials for future studies.
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Introduction
Every day, at almost any given moment most humans are interacting with something that
is powered by artificial intelligence (AI) in some capacity. It is one of the most powerful tools of
our age and has helped to facilitate some of the greatest advancements of this century1–3. As it has
become more widely accessible it has worked its way into almost every field of research. Where
researchers in fields such as material science are hoping it can help them make evermore advanced
breakthroughs in material synthesis. AI.
The study of material synthesis has been around for decades, yet despite talented
researchers and strong theory, most material discovery is due to experience-guided trial and error
methodologies4. Even with tools such as density functional theory material discovery is typically
a high manpower and timely cost of resources. Researchers have been attempting to automate the
material discovery processes for many years. They have used tools like rapid structural phase
identification, combinatorial materials synthesis, and high throughput experimentation5,6. While
these methods have helped immensely, they all have the same flaw of requiring human oversight
for the design and execution of experiments.
One of the areas that AI can have a large impact on the field of material science is in the
prediction of material properties. Historically these properties have been simulated using things
like Monte Carlo methods and Molecular Dynamics7–9. Unfortunately, these simulations are often
heavy on assumptions and require a lot of computational time and complexity. AI however while
training can be costly once a model is trained it is typically very fast to predict properties at a low
computational cost. AI has already had major success predicting electrical properties for materials
such as band gaps, superconductivity, and topological states10,11.
The major problem holding back AI in its pursuit of material predictions is the lack of
available datasets. Unlike other fields that have seen wide adoption of AI, material science has a
distinct lack of available data. The available data is typically taken from journal publications which
leads to a strongly biased dataset that is curated only with the “best” materials. Despite great work
being done by the materials genome project and others like it, these small and biased datasets are
still holding back AI in material research12,13. To make the same breakthroughs in materials
research that other fields have enjoyed, the paramount problem to solve is the creation of large and
diverse datasets.
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Study 1: Dielectric Properties Prediction
Study one investigates and implements a machine learning (ml) algorithm for the use of
calculating the dielectric properties of solid materials in a coaxial airline using the observable
parameters S11 and S21. This approach like Tuck and Coad’s will allow for the calculation of the
dielectric material to take place directly from the measured S-parameters without the need to deembed the air in the coaxial airline. Thus, simplifying the mathematics and intrinsic error. The
approach is to use supervised learning to teach and validate an algorithm using simulated Sparameters and dielectric data. The advances in modern computational power allow for highfidelity simulated data for almost all feasible combinations of this observable-property
relationship.
Once trained the CNN model is validated on experimentally collected S-parameters for
known dielectric materials. This approach was selected because of the precise control of the input
and outputs being used in training the system and its reproducibility as well as its ability to capture
a large portion of the solution space. The system attempts to achieve increased accuracy over
previous models by utilizing the additional input parameters available when testing in the coaxial
airline. The previous studies were only able to utilize the reflected coefficient of the S-parameters
(S11) because of the limitations of the coaxial probe method. The coaxial airline method provides
both the forward and reflected coefficients of the S-parameters (S11 and S21).
The methodology for this study is to generate simulation solutions for a wide variety of
dielectrics. In addition to varying the dielectric properties in the simulation, the specimen length
within the coaxial line was also varied. It is postulated that for any sample length and dielectric
constant there exists a unique set of inputs (S-parameters) that generate that solution for a given
testing geometry. This would allow the ANN method to be length invariant, a considerable
advantage over the precise length measurements needed by some of the classical measuring
techniques. By teaching a machine learning algorithm these relationships based on multiple
conversion methods a more robust and accurate solution can be obtained than previously existed.
Utilizing the simulation results with machine learning can potentially result in a much faster and
less computationally intensive solution methodology. Together these techniques can provide a new
solution method for converting S-parameters to dielectric properties.
Study one differs from the next two studies in that it serves as proof that ANN can be
trained on synthetic data in order to make real-world predictions. It utilizes widely accepted and
tested software to generate the synthetic data so that the focus of the paper can remain on the ANN
predictions and not on the synthetic data production. In the following studies, the focus is instead
shifted to dataset creation using machine learning. While utilizing the results of this study to prove
that synthetic data can be used to extend what is currently possible in machine learning.
1.1 Study 1 Significance
With the increased rise of machine learning throughout the field of material science it has
become increasingly important to make advancements with this new tool to increase the fidelity
of models being created. This will allow for a more accurate predictive machine learning model
2

especially for high dimensional problems, over traditional mathematical models. Allowing the
field of material science to keep pace with other fields such as the medical and image recognition
fields. This can be exemplified in the area of dielectrics and their synthesis techniques. Where
there has been a growing need to increase inverse models to predict dielectric properties of
materials based on measurable observables. For the case of dielectrics, this observable is scattering
parameters recorded using a coaxial transmission line testing method for dielectrics. Traditional
mathematical solutions for solving scattering parameters to dielectric solutions are often iterative
or unstable at one-half wavelengths14. Also, two measurements taken minutes apart can return
varying results. This leads to uncertainty in the calculated values of these dielectric values. The
fundamental design of devices in the field of microwave engineering needs to have confidence in
the measurements of a material's dielectric properties. It was hypothesized that a machine learning
approach could be designed that transformed scattering parameters into dielectric property
predictions.
1.2 Study 1 Background
Artificial Intelligence has rapidly become one of the most important tools in the scientific
community used for everything from fundamental characterization to real-world applications. This
is especially true in the field of chemistry and chemical engineering where machine learning has
been used in conjunction with density functional theory (DFT) as well as on its own to produce
unique insight and provide rapid results15,16. Machine Learning has also been used in the chemical
engineering field to help search the solution space of possible reactions to help save both time and
resources17–22. It has also shown great promise in the field of catalyst development, where it has
demonstrated help in the creation of state-of-the-art catalyst23–25. This study focuses on three main
areas where artificial intelligence (AI) can help to advance the field of materials research and
engineering. The first is using machine learning to overcome traditional mathematical obstacles in
the characterization of dielectric materials which is key when developing materials for us in EM
fields.
Study one focuses on the prediction of dielectric properties, where it is shown that the use of
AI can produce highly accurate and stable predictions over that of traditional mathematically
derived techniques. This research will rely on the use of electromagnetic computational solutions
to generate synthetic data to train the ML model.
At GHz frequencies, the electromagnetic (EM) interactions are quantized by a material’s
dielectric properties or the dynamics of dipole interactions. The dielectric constant of a material is
the ability of the material to store electrical energy. While the loss tangent of a material is a
quantification of the energy loss. The complex dielectric is defined as εr= ε’-iε”, where ε’ is the
real portion and ε” is the imaginary portion. For microwave material engineering, the
characterization of material dielectrics as a function of frequency and temperature are critical to
understanding the response. Dielectric properties can often be difficult to ascertain for granular
materials as the shape and distribution influence the polarizability and subsequently the dielectric
response26–28.
To date, the characterization of these properties has been done using a multitude of inverse
mathematical techniques. Many of the techniques require initial guesses to avoid discontinuities
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arising from the resonance of the system29–31. Schwab et al. have recently shown what a powerful
tool machine learning can be for solving inverse problems using latent information in high
dimensions32. Recent computational advancements in the ability to conduct large numbers of
permutations of solutions with high accuracy have ushered in the potential to revisit many of these
inverse methods using a machine learning approach. By utilizing the inverse space of a problem
Sahoo et al. showed that machine learning could be used to understand functional relationships
between data to extract underlying equations showing great agreement with the paper published
by Schwab et al33. Moreover, Zhao et al. showed that machine learning methods could be applied
to a wide variety of microwave device modeling techniques, both active and passive devices
achieving efficient and fast characterization34.
The complexity of many dielectric materials such as in the case of microwave chemistry and
the use of heterogeneous (multi-component, macroscopic, granular) catalysts leads to inaccuracies
in dielectric constant calculations, steaming from non-standard synthesis procedural approach and
therefore high dimensionality of inverse space. In Mueller et al.’s review of current machine
learning approaches in materials, they establish how supervised learning techniques like the one
used in this paper have achieved excellent structure-property predictions35. The most direct method
of determining an observable-property relationship, in the case of this study for the complex
dielectric properties, is from calculations based on scattering parameters (S-parameters). Multiple
measurement techniques utilize S-parameters, such as a rectangular free-space waveguide, openended probe, free space, resonant cavity, parallel plate, and coaxial precision airline26,36–38;
Zangwill 2013). These different methods utilize different inverse techniques such as NicholsonRoss-Weir (NRW), NRW polynomial, The National Institute of Standards and Technology (NIST)
Iterative, NIST non-iterative, and the short circuit line (SCL) methods29,31,39. All these techniques
suffer from intrinsic errors such as the need to de-embed the void space within each testing
apparatus as well as mathematical discontinuities that must be eliminated or ignored.
Artificial neural networks (ANNs) and convolutional neural networks (CNN) are a subset of
machine learning that lend themselves well to material science problems. The usage of these
networks has been steadily on the rise over the past decade, with more and more studies
investigating the possibilities of ANNs to map non-linear relationships40–46. ANNs are part of the
biologically inspired computational techniques used in different artificial intelligence
applications47–49. ANNs have been used in many applications of chemistry, material science, and
microwave engineering19,21,35,50. In Li et al.’s paper, they proved that machine learning models are
more accurate than traditional linear and non-linear statistical regression methods when dealing
with high dimensional inputs51. This advantage of machine learning algorithms only increases as
the dimensionality and non-linearity of the relationships increases52–54.
Machine learning models and ANNs, in particular, have recently been used in the literature
to try and relate complex geometric parameters or certain material characteristics to dielectric
constants48,55–57. However, Tuck and Coad58 showed that ANNs can be used to calculate the
dielectric properties of liquids directly from the S-parameters using a coaxial probe method
without the need for de-embedding the data first. By calculating the dielectric properties directly
from the recorded S-parameters without needing to de-embed the data in the time domain Tuck
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and Coad were able to achieve a significant reduction in the intrinsic error. This was because the
ANN was able to capture the realities of the non-ideal system by training the ANN on vectors of
reflected coefficient data and correlating that to the permittivities of the substance being studied.
This method avoided the need for any parametric models of the cable such as those used by Stuchly
et al. in their attempt to solve the inverse problem59,60.
Chen et al. demonstrated that this same de-embedding approach was suited for different
geometries61. More importantly, Chen et al. were able to show that finite different time-domain
(FDTD) simulation data can be used to accurately train an ANN for prediction on experimental
data. They even postulate that this method would work for granular materials and at high
temperatures. These ANNs however, were limited in scope to only liquids due to both the
computational restrictions of the time and the method chosen to solve the inverse problem. The
probe method that Tuck et al and Chen et al utilized only looks at the non-linear and complex
relationships between a single observable, reflected coefficient of the scattering parameters (S11)
and the dielectric properties. In more advanced measurement techniques utilizing different
methods such as the coaxial airline, in which two observables, S11 and S22 are utilized it is
believed more accurate results are possible. Regardless the results of both studies were fast and
extremely accurate calculations of the dielectric properties of a combination of different liquids.
These studies have been followed up and expanded upon in different directions all to use machine
learning to replace traditional mathematical models for the perdition of dielectric properties6,14,62–
64
.
1.2.1 Microwaves
Microwaves are a form of electromagnetic radiation with a varying range of wavelengths
from 3 m to 3 mm possessing frequencies of 1 GHz to 100 GHz. Microwaves unlike radio
frequencies travel by line of sight rather than as ground waves or as reflections from the
ionosphere65. Microwaves fall within the inferred and radio waves in the electromagnetic spectrum
which is shown in subfigure 3A66.
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Figure 1: Subfigure A: Electromagnetic spectrum with a visualization of the visible spectrum
shown as a subset of electromagnetic radiation66. Subfigure B: An electromagnetic wave
propagating in the +z direction through a homogenous, isotropic, dissipationless medium. The
wave is linearly polarized, where the electric field is shown in blue and the magnetic field is shown
in red. The electric field oscillates in the ±x direction while the magnetic field oscillates in the ±y
direction66.
Microwaves are used in a wide variety of applications such as point-to-point
communication links, wireless networks, microwave radio relay networks, radar, medical
diathermy, cancer treatments, remote sensing, satellite communication, spacecraft communication,
radio astronomy, spectroscopy, industrial heating, collision avoidance systems, particle
accelerators, garage door openers and keyless entry systems, and for cooking food in microwave
ovens67.
Microwaves consist of electromagnetic waves made up of two components, an electric
field, and a magnetic field. Microwaves are synchronized oscillations of the electric and magnetic
fields both of which propagate at the speed of light. These two waves are commonly perpendicular
to one another and the direction of the energy, with this perpendicular wave propagation forming
a transverse wave, this is shown in subfigure 1B66.
Microwaves possess several unique characteristics and advantages over what can be seen
at other wavelengths. These electromagnetic waves drastically reduce the time of heat conduction
in a sample by directly heating the material68. These quick heating rates have been used in a variety
6

of applications used in everyday life. Especially important for this study is the use of microwaves
in the fields of organic chemistry, catalytic chemistry, inorganic material chemistry, and analytical
chemistry. Microwaves are especially useful in these fields over conventional heating as they drive
regioselectivity, regular radical reaction, molecule orientation, high crystallization, anisotropic
crystal, specific solid-phase diffusion, and strong reducing reaction 68. The formation of
temperature gradients at the microscale when using microwaves for catalyzed reactions if
controlled would allow for huge advances in the field of catalytic chemistry. Microwaves are a
type of non-ionizing radiation meaning that they do not contain enough energy to ionize or change
substances.
1.2.2 Microwave Material Interactions
High-frequency electromagnetic waves affect solid materials in a multitude of ways
depending on their different material classifications. Most materials used in microwave
applications are designed to either pass a conduction current or prevent its flow as completely as
possible. Conductors reflect microwaves from their surface without being effectively heated by
the microwave. The electric field generated moves electrons freely from the surface of the material
thereby heating the material via the resistivity of the heating material 69,70. The conductive material
can be regarded as a nonconducting dielectric with resistance in parallel.
Dielectric materials are characterized as materials that have changeable dipole interactions
which result in heat generation70. The passage of microwave radiation through the medium
generates absorption and heat generation throughout.16,69. Electromagnetic waves can be applied
to heat dielectric materials by applying the electric field to induce polarization of the charges
within the material being heated. The polarization cannot match the rapid reversals of the electric
field and thus induces the heating of the irradiated media. It can also result in dipolar moments,
which are merely localized reorganization of polar molecules. The magnetic component of
electromagnetic waves introduces magnetic moments into the material. This local reorganization
of bonded and free charges is what is commonly known as the polarization phenomenon. The
polarization phenomena have two main points, the storage of electromagnetic energy within the
irradiated medium and the conversation of thermal energy in relation to the frequency of the
electromagnetic stimulation26,71,69.
The reorganization of linked and free charges is the physical origin of polarization
phenomena which is clearly explained using quantum theory. The interaction between an electric
and or magnetic field and a dipole can be explained using quantum theory. Weak coupling between
dipole and electric field leads to no quantified orientations existing. Dipoles are typically
associated with chemical bonds, and the movement of the dipole induces a correlative motion in
the molecular bonds. The motion of the magnetic moment is independent of this molecular
motion2669.
The physical orientation of polarization can be expressed by the quantity ⃑P which gives the
contribution of matter with regard to that of a vacuum. The electric field and the polarization are
linked with Maxwell’s equations. The displacement and the electric field can be expressed as ⃑D
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and ⃑E respectively, their relationship can be seen in Equation 1. The dielectric permittivity is the
ratio of the electric displacement to the electric field26,69.

Eq. 1

⃑ = ⃑⃑⃑⃑⃑
𝐷
𝜀̅ 𝐸

The contribution of matter to polarization can be given as ⃑P and the dielectric medium can
⃑ describes a polarization process relating to the response of dipoles and
be characterized by ε̅. P
charges applied to the field. The relationships between these different fields are expressed in
Equation 272.
⃑ = ⃑⃑⃑⃑⃑
𝐷
𝜀̅ 𝐸 = 𝜀0 𝐸⃑ + 𝑃⃑

Eq. 2

Insulating materials allow microwaves to penetrate the material without absorption, losses,
or heat generation. The electronic reorientation or distortions of the induced and/or permanent
dipole can result in heat generation within the material69,70,73. The material can polarize within the
electric field generated by the microwave.
1.2.3 Permittivity
The capacitance encountered in the formation of an electric field of a medium is denoted
as the absolute permittivity. This can be expressed as the amount of charge needed to generate one
unit of electric flux in the medium being studied. Permittivity in essence is a material's ability to
store an electric field in the polarization of the medium26. A material’s dielectric medium usually
is expressed as the relative permittivity of the material, this term is commonly called the dielectric
constant in literature39,74. It can be expressed as kappa κ which is the ratio of the absolute
permittivity to the electric constant. The dielectric constant is not typically constant, it varies with
position in the medium, the frequency of the field applied, humidity, temperature, and other
parameters. In a nonlinear medium, the dielectric constant can vary with the strength of the applied
electric field as shown in Equation 326.
κ = 𝜀𝑟 =

𝜀

Eq. 3

𝜀0

The dielectric constant is directly proportional to the electric susceptibility χ, which is a
measurement of how easily a dielectric polarizes in response to an electric field. The relation of
these terms is given in Equations 4 and 5.
χ=κ-1
𝜀 = 𝜀𝑟 𝜀0 = (1+ χ) 𝜀0

Eq. 4
Eq. 5

The two main points of wave-matter interactions can be expressed by the two components
of the dielectric constant as seen in Equation 6.
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𝜀 = 𝜀 ′ − 𝑗𝜀 ′′ = 𝜀0 𝜀𝑟′ − 𝑗𝜀0 𝜀𝑟′′

Eq. 6

Where ε′ , ε′′ , ε′r , and ε′′
r are the real and imaginary parts of the complex dielectric
permittivity and the real and imaginary parts of the relative complex dielectric permittivity. The
ability of a material to store electromagnetic energy is expressed as the real part and the thermal
conversion potential is proportional to the imaginary part75.

The electric loss of a material can be expressed in terms of the real and imaginary parts of
the relative complex dielectric permittivity. This term is commonly referred to in the literature as
the loss tangent of a material. The most important aspect of the loss tangent is that it is proportional
to a material’s ability to absorb heat26,75,76. The loss tangent is illustrated below in Equation 7.
tan 𝛿𝑒 =

𝜀 ′′

Eq. 7

𝜀′

1.2.4 Measurement Models for Material Properties
The characterization of microwave material interactions can be defined as a mathematical
model, where the waves that are reflected and transmitted through the material at a certain
frequency are measured. In a transmission/reflection (TR) measurement, a material is placed into
a waveguide or coaxial line and subjected to microwave with a known frequency38. The material
reflects part of that wave while allowing for some of it to pass through. The study of this effect
reveals the specimen’s dielectric properties. The reflection and transmission data are known as
scattering data. The scattering data must be solved using the electromagnetic boundary-value
problem to determine the material's properties38.
1.2.5 Scattering Parameters
Scattering parameters (S-parameters) are a type of small-signal AC commonly used to
characterize RF components. S-parameters establish small-signal characteristics of a device at a
specific bias and temperature77. They are measured by making the measuring device impeded
between a 50-ohm load and a source, drastically reducing the chance of oscillations to occur. Sparameters have the distinct advantage of not varying in magnitude at points along a lossless
transmission line because they are traveling waves, not terminal voltages 77. A signal wave for a
two-port electrical element is represented in figure 2, where a1 is the wave into port 1, a2 is the
wave into port 2, b1 is the wave out of port 1, and b2 is the wave out of port 2.
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Figure 2: Single wave in a two-port electrical-element. Simple representation of a standard 2 port
measurement for S-parameters.
A conventional element S-parameters for microwaves can be defined as in Equations 8 and
9 . Where S11 is the port-1 reflection coefficient, S22 is the port-2 reflection coefficient, S21 is the
forward transmission coefficient, and S12 is the reverse transmission coefficient. For a 50-ohm
system with the two-port setup, each port is terminated at 50 ohms and the S21 parameter represents
the voltage gain of the element from port 1 to port 278. S-parameters are commonly displayed as
the magnitude plus phase of the wave being measured or as a real plus imaginary number converted
from the magnitude and phase. Where Equations 8 and 9 show the general scattering parameter
equations.
71

𝑏1 = 𝑎1 𝑠11 + 𝑎2 𝑎12

Eq. 8

𝑏2 = 𝑎1 𝑠21 + 𝑎2 𝑎22

Eq. 9

1.2.6 Instrumentation
There are several methods used in literature to measure the above-mentioned material
properties each with different strengths and weaknesses. No one technique can characterize every
material for every frequency leading to a need for a plethora of techniques based on several key
factors. The selection of measuring techniques depends on several significant factors such as
frequency, accuracy, temperature, material nature, sample size and or thickness, containing or noncontacting, destructive or non-destructive, and cost. Most dielectric property measurement
techniques can be broken into two categories; resonant and non-resonant79,80. Resonant methods
characterize materials at discreet frequency points where the dielectric material is used as a
resonant element79. The drawbacks to this method are that the sample must be a low-loss material.
The resonant method technique also known as the perturbation method requires samples to be
placed into a resonant cavity79. The resonant cavity causes perturbations that result in resonant
frequency shifts. This form of the resonant method is used for low to moderate-loss samples79,80.
The non-resonant method is used to measure frequencies over a broad range. This
technique is the more prevalent one in literature as it utilized the transmission and reflection
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coefficients discussed in Section 2.3.279. Some of the most common non-resonant techniques in
literature are the coaxial airline method, waveguide method, free space method, and coaxial probe
method79,80.
1.2.7 Coaxial Line
The coaxial airline is part of the transmission line method, utilizing the measurement of a
reflected signal and the transmitted signal. A coaxial transmission line is a cylindrical test cell with
a center conductor running concentric, cut to the exact length as the test cell, a schematic is shown
in subfigure 3A. The coaxial line is characterized by the material filling the entire cross-section
with no air gaps existing at the walls79. The coaxial line technique can measure magnetic materials,
it is however limited at its lower frequencies based on the sample lengths. The coaxial airline
technique can cover a broad frequency range and is best for lossy machinable solids77.
The coaxial airline method is one of the transmission line methods commonly used in
literature and has its associated advantages and disadvantages. These advantages include the ability
to cover a wide frequency range from 50 MHz to more than 100 GHz as well as to measure
anisotropic materials. Coaxial airlines are used to measure solid and powdery materials with low
to medium loss79,31. It is one of the most accurate measuring techniques available for the testing of
material properties. This is because the bandwidth of the coaxial airline is smaller than that of
some of the other techniques discussed in this study. The presence of a center conductor in the
coaxial airline method avoids the creation of any higher-order modes that would cause increased
error79,31.
The disadvantages of the transmission/reflection line methods include the air-gap effects
and the difficulties of discontinuities associated with samples that are multiples of one-half
wavelengths79,35. The presence of the center conductor makes the creation of testing samples
slightly more difficult than other methods as well as reduces the amount of power that the testing
cell can handle79,31.
1.2.8 Network Analyzers
Network analyzers are the preferred method for the collection of data on the
electromagnetic wave and material interactions. Network analyzers work by measuring the
scattering parameters to characterize a material. Vector network analyzers (VNA) measure both
amplitude and phase, allowing for more detailed information to be gathered about the material
being measured, an example is shown in subfigure 3B. Network analyzers are subject to various
sources of error such as nonlinearity of mixers, gain and phase drifts in amplifiers, noise introduced
by the analog to digital converter, imperfect tracking in dual channel systems, imperfect matching
at connectors, and imperfect calibration standards38,81.
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Composite Plug

Coaxial Air Line
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B
Figure 3: Subfigure A Keysight Network high-precision coaxial airline81. Used to measure the
scattering parameters and calculate the associated material properties. An example of a testable
material is shown as composite69. Subfigure B: Keysight Network Analyzer is part of the vector
network analyzer family of machinery. Used primarily to measure the scattering parameters and
calculate the associated material properties.
1.2.9 Random Uncertainties and Error
In transmission/reflection measurement techniques there are several different types of
error, one of them being random uncertainties of the calibration and from the specimen itself. The
three main types of random uncertainties and error sources typically related to
transmission/reflection measurements are errors in measuring the magnitude and phase of the
scattering parameters, errors in specimen length, and errors in reference plane positions38. To
counteract this problem a differential uncertainty analysis can be applied to both S11 and S21
separately. For both S11 and S21, the dominant uncertainty is the phase, with longer specimens
having less uncertainty. It has been found in the literature that at higher frequencies S-parameters
have larger uncertainties in phase38.
1.2.10 Systematic Uncertainties
The other type of error associated with transmission/reflection measurements is systematic
uncertainties. These uncertainties can be broken down into several main types, gaps between the
specimen and specimen holder and specimen holder dimensional variations and line losses, and
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connector mismatch38. There are standard equations in the literature that are made to handle the
first type of uncertainties for gaps around the specimen27,28. Along with airgaps, other systematic
uncertainties include short-circuit and waveguide wall imperfections and losses38. Waveguide
losses can be corrected by taking a measurement of an empty waveguide and calculating the
appropriate correction factor or attenuation coefficient. For air gaps, additional measurements
using a resonator of the same material in the frequency band being measured will determine the
required gap in the correction formula.
1.2.11 Corrections to Data
With the many possible errors associated with dielectric measurement testing and the
difficulty of data collection, corrections must be made once a measurement has been obtained. The
corrections must account for the systematic uncertainties and if possible the random uncertainties
and errors. Known uncertainties associated with transmission/reflection measurements are air gaps
around the sample, wall imperfections, and losses. Airgap corrections are most important when
considering the coaxial method of testing with particular emphasis on the center conductor38. For
both coaxial and waveguide methods, airgap correction is particularly important in whichever
region has the strongest electromagnetic field 27,28. Both waveguides and coaxial lines at ambient
temperature will experience some power loss because they are not perfectly conducting. The
different propagation modes will be attenuated to some degree because of this power loss 38.
1.2.12 Nicolson-Ross-Weir
The most widely used method for calculating permittivity and permeability from Sparameters is the Nicolson, Ross, Weir method (NRW)29,30. This method applies over the range of
100 MHz to 18 GHz when using a computer-controlled network analyzer. However, it is subject
to singularities when the specimen length is a multiple of one-half wavelength in the material38.
This is especially prevalent for low-loss materials as it is impossible to measure the phase of S11
accurately. NRW takes measurements in the frequency domain rather than the time domain75,76
which avoids the need of using a Fourier transform to calculate permittivity and permeability. The
NRW method works for both waveguides and coaxial lines using discrete frequencies in less than
20 kHz steps30.
1.2.13 Finite Difference Frequency Domain
There are several advantages of the finite element frequency domain (FEFD) method over
a finite difference time domain (FDTD) method, the advantage is two-fold. First, the FE approach
is an implicit technique that relies on an energy minimization method while the FD involves an
explicit stability criterion dependent on the mesh characteristics82,83. Second, by solving in the
frequency domain the computational time is significantly reduced by eliminating time-stepping
criteria. While these advantages do not apply to all problems, especially large (time and spatial)
non-linear problems, the frequency domain was appropriate for the following 2D axis-symmetric
linear (steady-state, non-temperature dependent properties) study74.
Finite difference frequency domain is typically describing all frequency-domain finite
methods. Where the methodology applied is the numerical solution of a finite-difference
approximation of the derivative operations of the targeted differential being solved. This
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methodology works by applying a partial differential equation such as Maxwell’s equations. There
are at least two categories of recognized frequency-domain problems in electromagnetism26,68,84.
One category is to find the response to a current density J with a constant frequency ω, or
a similar time-harmonic source which can be described in Equation 10. This frequency-domain
response problem lends itself to a simple matrix system of linear equations described by Equation
11. The second category of problems is to find the normal modes of a structure in the absence of
sources. This can be applied to waveguides, coaxial lines, and many other common
electromagnetic structures83,85,86. To solve this problem the frequency is treated as a variable and
the eigenvalues and vectors are calculated. This can be described by the mathematical equation
seen in Equation 12. Where lambda is the eigenvalues of the matrices.
𝐽(𝑥) = 𝑒 𝑖𝜔𝑡

Eq. 10

𝐴𝑥 = 𝑏

Eq. 11

𝐴𝑥 = 𝜆𝑏

Eq. 12

1.2.14 Multilayer Perceptron
Multilayer perceptron (MLP) was one of the first conceived neural networks in the field of
artificial intelligence. MLPs are a class of feedforward artificial neural networks (ANN) that
comprise layers of perceptions. In the field of machine learning, perceptrons are any neuron that
can employ an activation function that allows it to perform a regression or classification task.
Neurons take in a weighted input and produce an output signal based on these activation functions.
MLP consists of at least 3 layers, an input layer, a hidden layer, and an output layer. Hidden layers
are where neural networks get their strength. The hidden layers are not directly exposed to the
system input, and they can be chained together to create deep networks. The only limit on the
number of neurons and layers possible in a network is the computational power of the machine
being used for the network.
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Figure 4: General example of a multilayer perceptron neural network. Where the blue circles
represent input nodes, the red circles represent the hidden layer nodes, and the green circle is the
output node.
Once a network has been created the weights of the neurons need to be adjusted and fitted
to allow for the network to produce usable results. Typically, data is split into three categories,
training data, validation data, and test data. These 3 subsets should be randomly distributed from
the same source of data. Training data is usually the largest of the 3 subsets followed by validation
data and then testing data. ANN work by taking training data in from the input layer and adjusting
the weights of the neurons to try and predict the correct output. After each neuron's weight
correction, the ANN is then scored using the validation data. Where the input data is fed through
the network without any correction of weights and the result is scored against the ground truth.
After some threshold has been reached, either a metric achieved or a number of iterations the
network is considered trained. Typically, the test set is then utilized to score how the network
would do in a real-life example. The test inputs are fed into the network without the correct outputs.
The ANN predictions are then compared against the actual results, this is the last step to validating
an ANN’s performance and is done by a human.
1.2.15 Deep Leaning
Deep learning is a machine learning method that stems from ANNs and utilizes
representation learning. Deep learning networks can be deep neural networks, deep belief
networks, deep reinforcement learning, recurrent neural networks, and convolutional neural
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networks. The term “deep” comes from the usage of multiple hidden layers within a network. The
strength of these networks is that they can model very complex non-linear relationships. This is
accomplished by each subsequent layer of the network attempting to exact features from lowerlevel representations of the input data. Theoretically, this allows for complex data to be represented
using fewer input parameters than for a shallower network. Like ANNs, Deep networks are
typically feedforward networks with data only going in one direction.
1.2.16 Convolutional Neural Network
Convolutional neural networks (CNN) are a class of deep learning networks that is a
regularized version of an MLP. CNN uses a shared weight architecture of convolution filters to
create a feature map of the input data. They achieve this by using a sliding window technique that
looks at a smaller subsection of the input data at a given time to provide a translationally
equivariant response. CNN uses this feature map to create a hierarchical pattern of the data. By
using the smaller and simpler subsections of the input data and assembling patterns of increasing
complexity CNNs can achieve create generalizations. Without the computation cost typically
associated with MLPs.

Figure 5: General example of a convolutional neural network. Where the first several layers
depicted by the squares are the convolutional layers. The last two layers depicted by the circles are
fully connected layers. Similar in nature to the MLP described in Section 1.2.14

1.3 Study 1 Methodology
1.3.1 Material Dataset Generation
The calculations from S-parameters for varying dielectric properties were determined using
a finite element (FE) EM wave modeling software COMSOL Multiphysics® 87. All solutions were
solved in the frequency domain, using the FEFD approach. Using the FEFD model a series of
parametric sweeps of both the real and imaginary portions of the dielectric properties was
performed to encompass the most naturally occurring dielectric materials. Properties were swept
from a real dielectric constant of 1 to 100 in increments of 0.5 while the imaginary portion of the
dielectric properties was varied from 0 to 2 in increments of 0.05. These parametric sweeps were
done in conjunction with a gradually increasing sample length. The length of the sample was
increased from an initial 10 mm to 50 mm in 1 mm increments. These dielectric properties were
evaluated in correspondence with a frequency range of 0.1 to 13.5 GHz at 51 equally spaced points.
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The computational model was set up to represent a real-world two-port vector network analyzer
utilizing a high-precision coaxial airline of length 150 mm. The airline is modeled based on the
experimental airline used for validation. The coaxial airline is an HP model no. 85051-60010 with
a 0.70 cm diameter81.

Figure 6: Illustration of the axis-symmetric coaxial airline model with a 10mm dielectric sample
embedded within the airline. Subfigure A is an illustration of the geometry of the 150mm coaxial
airline. Subfigure B is a contour plot of the radial electric field (Er) at 13.0 GHz@1W with a 3:2
CeO2:Parafin 10mm plug. Contours visually confirm a TEM standing wave within a coaxial
transmission line.
A 2D axis-symmetric FE model was constructed, which represented the 150mm coaxial
airline that is used in the experimental measurement setup. Figure 6 is an illustration of the coaxial
airline modeled with the FE solver software. The walls of the airline, as well as the center electrode,
were assumed to be perfect electrical conductors. Due to the axis-symmetric assumption, it is
assumed only a 2D representation of a slice in the +r and +z directions needed to be constructed.
The plane was partitioned at an initial z=10 mm to form material regions increasing after each full
parametric sweep. The region between z=0 mm and z=10-50 mm will be defined as the sample
region. The remaining will be assigned air (vacuum, εr=µr=1). Two ports were defined at extremes
in the z-dir. Port 1 was defined at z=150 mm and Port 2 was defined at z=0 mm. A coaxial boundary
condition (TEM mode) was specified for both ports. The scattering parameter was measured at
both port planes without the de-embedding of the void air space, as would be representative of
experimental measurement where de-embedding has taken place during the calculation of the
dielectric properties from the S-parameters observed at the ports. Subfigure 6B is a contour plot of
the radial electric field (Er) at 13 GHz and 1W of input power at Port 1. For the remainder of the
study, 0.1W will be used as the input power with the understanding that 1) material properties are
linear and are not changed by field strength or temperature, 2) scattering parameters are a function
of normalized power, and 3) the experimental network analyzer will utilize much lower port power.
The color contours of subfigure 6B and the inset image confirm the radial electric field is
synonymous with a TEM mode.
17

1.3.2 Artificial Neural Network Implementation
The ANN was developed using open-source TensorFlow developed by Google in Python
for ease of implementation with all data scaled to be within the same power factor. The ANN used
two different approaches one in which all 5 input features of, frequency, the magnitude of S11 and
S21, and the phase-in radians of S11 and S21 were studied independently of one another. This first
approach would allow researchers to get discrete answers at any frequency point independent of
the solutions to previous frequencies. The other approach was to look at all the inputs for a given
dielectric at once, in this case, all 51 data points from 0.1 to 13.5 GHz. This second approach
attempts to pull the latest information that exists in the transition between wavelengths to achieve
a better characterization across the whole frequency range. The data was broken down into 3
different sets 60% was allocated to training data, 20% to validation data, and 20% to test data. The
experimental data was kept separate until a suitable algorithm had been created. This breakdown
allows the algorithm to be tested on unseen data ensuring that it was not overfitted to the training
and validation data before it was tested on experimental data. To achieve the ideal performance of
this network multiple different loss functions were looked at as well as different combinations of
the number of neurons and number of hidden layers. Different regularizes were investigated to
help encourage convergence. These different combinations were evaluated using the mean squared
error (MSE) and the mean absolute error (MAE).
To ensure the optimization of these parameters the ANN utilized the ReLU activation
function and the Adadelta optimizer. The network also introduced Gaussian noise into the training
data to represent real-world errors in experimental setups. The ReLU activation function was
chosen because of its proven ability to represent sparsity51,88. Sparsity is useful in ANN because
of its ability to imitate a biological neural network. Sparsity in an ANN allows for models to have
better predictive power with less noise and overfitting by encouraging neurons to only process
meaningful aspects of the problem53,88. In the work by Maas et al. and Narang et al., they
demonstrated that increased sparsity helped to improve an ANNs training performance and reduce
computational time for several problems89,90.
The Adadelta optimizer is a gradient descent method that utilizes a dynamic updating system. The
system adapts using first-order information and stochastic gradient descent which reduces its
computational cost over many of the other optimizers available91. One of the key advantages of
this optimizer for the ANN system of interest is that it requires no human training in the learning
rate and can handle training data that may have lower signal-to-noise ratios. These two
hyperparameters were chosen after some initial data testing and held constant for the remainder of
the study. The first scheme when considering frequency points independently employed, two
convolutional layers, and two fully connected layers. The second scheme in which an array of
frequency points is used employed, two convolutional layers, one max-pooling layer, and two fully
connected layers.
1.3.3 Experimental Data Collection Method
Data was collected on a Teflon (PTFE) plug, replicating the standard NRW test that
validated their measurement model. To take a measurement the sample was loaded into the airline
with the center electrode in place, as shown in subfigure 3A. All interfaces between the airline and
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cables were thoroughly cleaned using isopropyl alcohol and dried using dry compressed air. Each
test was conducted with a frequency range from 0.1 to 13.5 GHz. The scattering parameters were
recorded at 51 equally spaced points within this range. The relative dielectric constant for each
point was calculated using the NRW method. All measurements reported in the study were
conducted using a 0.70 cm diameter coaxial airline (HP model no. 85051-60010), as shown in
subfigure 3A, and connected to a Keysight N5231A PNA-L microwave network analyzer shown
in subfigure 3B.
1.4 Study 1 Results
1.4.1 ANN Result for Dielectric Predictions
The simulation-derived dielectric datasets consisted of 330,813 values with real portions
of the dielectric ranging from 1 to 100 and the imaginary portion ranging from 0 to 0.2. The
corresponding inputs of S-parameters include the magnitude and phase of S11 and S21. Because
the system is symmetric S11=S22 and S21=S12 and therefore only S11 and S21 are necessary. To
create an efficient machine learning model a statistical analysis of the input features needed to be
performed to determine their significance on output targets. Strong correlations can be both good
and bad for ANNs, strong correlations can help to reduce the number of input features needed for
the network. They can also skew the network towards harmful bias creating multicollinearity with
a single input and the target feature. Which can result in small changes to the input data leading to
large changes in the model. To check on these traits a Pearson correlation was performed between
all the input features and the output targets92,93. Table 1 is a summary of the correlation between
the different inputs and outputs. With a 1.0 meaning a very strong positive correlation and a -1.0
corresponding to an inversely related parameter. The complex dielectric is defined as ε= ε’+i ε”,
where ε’ is the real portion and ε” is the imaginary portion. The scattering parameter magnitude is
denoted as |S11| and |S21|. The associated phase angle of the scattering parameter is denoted as
∠S11 and ∠S21
|S11|

|S21|

∠S11

∠S21

ε’

ε"

|S11| (Input)

1.0

---

---

---

---

---

|S21| (Input)

-0.9

1.0

---

---

---

---

∠S11 (Input)

0.0

0.0

1.0

---

---

---

∠S21 (Input)

0.0

0.0

0.0

1.0

---

---

ε’ (Output)

0.8

-0.9

0.0

0.0

1.0

---

ε" (Output)

0.0

-0.2

0.0

0.0

0.0

1.0

Table 1: Correlation matrix for input and output parameters. Values range from -1 to 1. Negative
values are associated with inverse correlation.
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As seen in Table 1 the magnitudes of S11 and S21 are strongly correlated to the real part
of the dielectric constant. The features that correlate linearly to a dielectric constant are the
magnitude of the wave that is reflected from a material and the magnitude of the same wave that
passes through the material. This correlation of magnitudes is expected since the real part of the
dielectric constant is the ability of a material to store energy. It is noted from Table 1 that there is
no linear correlation between the phase angle and the magnitude of scattering parameters. There
is also a lack of correlation between the phase angle and the dielectric constant. While this is
correct for the assumed linear materials and constant sample geometry (plug length) some caution
must be taken with this correlation. If the phase angles of the scattering parameters were eliminated
it would make this system highly linearly correlated to the magnitude of the scattering parameters.
This would result in more system performance as small changes in the magnitude of the scattering
parameters would have large effects on the output of the system (dielectric properties). CNNs are
uniquely suited to this type of problem because not only do they perform their calculations in high
dimensionality, but they use convolutional math applied over the input data. Therefore, the
inclusion of the phase angle allows the network to eliminate its dependence on the magnitude of
the scattering parameters as seen in other multi-layer perceptron networks. To achieve a more
extensive understanding of the different relationships between input features and output targets
joint plots were created for each input. These are shown in subfigure 7A-D where the entire
spectrum of dielectric properties as a function of the inputs. The darker regions of the contour plot
represent a stronger correlation. From these plots, a better understanding of the correlation
coefficient from Table 1 can be gained. The strong positive and negative correlation for the
magnitudes of S11 and S21 can be seen in subfigures 7A and 7B. However, the figure illustrates
that there is a direct effect on correlation based on the magnitude of the dielectric properties (|S11|
and |S21|). Lower dielectric constants (ε’ < 40) show an increasingly strong correlation between
the inputs and the output as the dielectric constant approaches 100. This growing correlation will
provide a unique challenge to the design of the ANN architecture as traditional approaches to
strong and weak correlation architecture will be insufficient to capture the unique relationship.
The trained neural network was used to predict randomly generated test data that the ANN
was not explicitly trained or validated on. Multiple models with a varying number of convolutional
layers, hidden layers, neurons, and loss metrics were evaluated for their applicability in the
calculation of complex dielectric properties. Each test was run for 500 epochs to allow for
convergence to an optimized set of weights and used the Relu activation function along with the
adadelta optimizer. The training set used in the network had a mean dielectric constant of 50.4 and
a standard deviation of 28.6 while the test set had a mean of 50.8 and a standard deviation of 28.7.
This similarity confirms that the test datasets contain a good representation of the whole dataset.
Demonstrating that the data was well randomized and ANN performance was not due to the
selection of a certain sub-dataset.
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Figure 7: Collection of correlation density maps, these plots provide a qualitative understanding
of the correlation between input features and output targets. Subfigure A illustrates a strong
positive sloping correlation. Subfigure B illustrates an inverse correlation. Subfigures C and D
illustrate a weak correlation between phase angle and imaginary dielectric properties.
A comparison between subfigure 10A and subfigures 9A and B illustrates this, due to the
adverse relationship between how strongly input and output features are correlated, the predictive
accuracy of the ANN starts to degrade because of an increase in multicollinearity. As the dielectric
constant approaches, 100, and the correlation between the magnitudes of S11 and S21 shows a
much stronger relationship the predictive accuracy of the ANN goes down due to the strong
dependence on a single input parameter. This multicollinearity is unfavorable at high dielectric
constants where variables can be linearly predicted from the others with a high degree of accuracy
resulting in erratic responses to small changes. The strong correlation skews the values of
predictions with small changes in the weight resulting in larger responses in the output neurons.
At smaller dielectric constants the predictive accuracy of the ANN is much greater showing little
scattering from the regression line.
The second approach results where the entire frequency spectrum is used as an input to the
CNN are shown in subfigure 8B. As with the results shown in subfigure 8A, the network can
accurately predict the dielectric constant for all values looked at in this study. However, a
comparison of subfigures 8A and 8B confirms that this second approach has a much smaller spread
of predictions, especially at high dielectrics. Statistically, the results between these two approaches
are very similar to this approach having an MSE of 0.430 and an MAE of 0.511 for the real portion
of the dielectric. While the imaginary portion had an MSE of 0.002 and an MAE of 0.035. It can
be seen that the second approach while limited to frequency-independent dielectrics results in a
higher accuracy across a wider range of dielectrics.
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Figure 8: Plots of the predicted dielectric versus the actual dielectric. Subfigure A is the ANN
results based on training each dielectric and frequency independently. Subfigure B is the ANN
results based on training with dielectric associated with an array of frequencies ranging from 0.1
to 13.5 GHz.
1.4.2 Experimental Data Results
To validate that the ANN architecture that was selected could be used in future applications
experimentally collected data needed to be tested on it. This was accomplished using a Teflon
piece of 44.45 mm in length and machined to fit the high-precision coaxial airline. The validation
metrics used previously in this study were performed on the dielectric constant of the Teflon piece
as well as other dielectric properties such as the loss tangent. The scattering parameters from the
Teflon piece were evaluated using the different CNN approaches. The pre-trained ANN was
loaded into Python as a json file with the weights saved as an h5 file. The Teflon’s scattering
parameters were evaluated over the frequency range and compared to the NRW results for
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evaluation. The performance of ANN at predicting the dielectric constant and the loss tangent of
the Teflon is shown in Table 2, once again the system was evaluated using the MSE and MAE.
The equation for loss tangent is shown in Equation 7, epsilons are the associated components of
the complex dielectric.
ε'

MAE Model 1
0.24

MSE Model 1
0.22

MAE Model 2
0.56

MSE Model 2
0.66

tan(δ)

0.19

0.16

0.59

0.64

Table 2: Comparison of the predicted dielectric properties with experimentally determined
dielectric properties of Teflon. The experimental values are based on the NRW method with ε' =
2.16 and loss tangent = 0.0007. MSE=mean squared error and MAE=mean absolute error. Model
1 is associated with subfigure 8A and Model 2 is associated with subfigure 8B.
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Study 2: Synthetic Generation of Chemical Reaction
The first study (A) introduces a method referred to as Autonomous Generation of Reactions
and Species Variational Autoencoder simplified to AGoRaS, for the synthetic production of large
quantities of balanced chemical reactions that can be utilized for the unbiased training of artificial
intelligence techniques. As well as for help in generating new targeted reactions, which can help
guide experimental studies. Previous research by Amini et al. demonstrated how VAE can be used
to generate unbiased synthetic machine learning training data for the training of more robust and
accurate algorithms94.
The work by Iovanac et al. is a great example of how an encoder and decoder-style neural
network can be used to represent a continuous chemical latent space. Their work uses both real
and density functional theory-predicted models to predict properties of various pKa predictions of
moderately sized molecular species95. However, this is just an illustrative example what they
clearly show is how scarce data can be overcome in the chemical space by using a latent
representation of chemical molecules. They even show how that latent space can be used as
training data for a neural network. This study takes this work a step farther and expands this
methodology not only to single molecules but to whole equations containing a variety of molecules
of different sizes. Unlike previous studies that focus on reactants predicting products or vice versa,
this study instead allows for the latent representation of the data to predict both parts of an equation.
Other methods used in literature have shown the ability of neural networks to autonomously
predict chemical attributes of equations. Take the work from Zhang et al. where they use a
combination of unsupervised K-means clustering and support vector machines to help in the
prediction of activation energy of catalytic chemical reactions. They use the outputs of these
unsupervised methods as inputs to a trained neural network. This is another way of generating a
latent space 95. In comparison to the study by Iovanac et al. the K-means clustering, and the
classification can be thought of as the “encoder” while the predictive neural networks would be
the “decoder”. Unlike this paper’s study, the focus of Zhang et al.'s work was on using whole
chemical reactions and their physical quantities to predict the activation energy. While this study
attempts to capture as much of that latent information as possible in the SMILES descriptions of
gas-phase reactions.
Study one proves that VAEs can be applied to chemistry to generate a large number of both
new reactions and new species. This will allow not only for the improvement of machine learning
algorithms but also offer significant time and cost savings to experimental studies. The ability of
these networks to generate a near-continuous and infinite space of new reactions will allow
researchers to sort the data for specific products, and reactants, for a given thermodynamics
condition.
The AGoRaS method was developed to synthetically generate chemical equations without the
need for human interaction. A pipeline will be created to accomplish the following steps outlined
in figure 13. The motivation behind having a pipeline set up was so that new data could easily be
ingested into the pipeline to start quickly and effectively start training AGoRaS on a variety of
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data. The use of data pipelines and their effect on code quality and robustness is a well-studied
topic96–98. This ability to take a lot of the data cleaning out of the hands of the user will allow
AGoRaS to be more accessible to a non-data scientist. It will instead allow chemists and engineers
to utilize the network using their data. Which has historically been a problem, where the lack of
data science skills can hold back a field from utilizing the power of artificial intelligence99.

Figure 9: Subfigure A is an illustration of the AGoRaS based VAE during training. Chemical
database information is compressed and decompressed to form a high-dimensional latent space.
Subfigure B is an illustration of how the trained latent space can be sampled to generate new
chemical formulas
2.1 Study 2 Significance
Along with the increased use of machine learning in chemistry, researchers have begun to see
that a biased problem exists in every available dataset of chemical reactions15,21,50,100. Most datasets
for chemistry come from a collection of patents and research articles that exist on the internet,
however, this does not complete the continuous chemical reaction solution space 100,101. This study
aims to utilize the predictive abilities of deep learning to synthetically generate a chemical reaction
dataset that is less biased and more robust than the ones currently available or can be data mined.
This is accomplished using a generation deep learning technique known as a variational
autoencoder (VAE)102. It is hypothesized that a VAE will form a custom chemical compression
intelligence that will provide efficient generation of new reactions by sampling the latent space of
the VAE. Where the latent space can be thought of as a representation of compressed chemical
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information. Where a neural network will learn the chemical and structural similarities of various
equations. This is important because it allows the neural network to look at data in a way that it
can find patterns in a higher dimensionality.
The power of using a VAE over other traditional methods mentioned above such as CNN is
that a VAE represents its latent space as a probabilistic distribution. This can be thought of as a
multivariate Gaussian distribution. This allows the VAE to be able to map a range of inputs for
each possible input vector. This is a unique approach that relies on artificial intelligence to generate
new reactions rather than retrosynthesizing reactions and tracking molecular species8,19,20,103
This study introduces a method referred to as Autonomous Generation of Reactions and
Species Variational Autoencoder (AGoRaS), for the synthetic production of large quantities of
balanced chemical reactions that can be utilized for the unbiased training of artificial intelligence
techniques. As well as for help in generating new targeted reactions, which can help guide
experimental studies.
Study one study proves that VAEs can be applied to chemistry to generate a large number of
both new reactions and new species. This will allow not only for the improvement of machine
learning algorithms but also offer significant time and cost savings to experimental studies. The
ability of these networks to generate a near-continuous and infinite space of new reactions will
allow researchers to sort the data for specific products, and reactants, for a given thermodynamics
condition
2.2 Study 2 Background
The issue with biased datasets in the teaching of machine learning algorithms comes down to
a common principle of inherited bias evident in most artificial intelligence techniques, sometimes
colloquially known as, “garbage in garbage out”104. Having good data is the most important aspect
of any artificial intelligence technique. However, it is not just having optimized data. Machine
learning techniques do much better when taught on a range of inputs and outputs and the space is
continuous104,105. In essence, a machine learning technique needs to learn everything, to know
everything. In the paper by Jia et al., a detailed explanation is given of how the researcher’s bias
goes into the creation and design of almost all experiments. They go on to show how this can be
combined with other types of biases to skew reported data100. Their work is further backed up by
Griffiths et al.'s study of biases in the natural sciences. Where a detailed explanation is provided
on the effects of data splitting noisy datasets as well as the influence contextual variables can have
on the outcome of experiments103. Kovacs et al. do an excellent job of illustrating the direct effects
that a biased and unbiased dataset can have on the quality of machine learning's outputs 21. All of
these different studies combine to show that the current methodology for creating datasets from
publications or other open-source resources is flawed and will limit the ability of future machine
learning algorithms. Glavatskikh et al. demonstrated how the lack of diversity in data limits
machine learning's potential to predict106. Meanwhile, the cost of building an experimentally
unbiased, continuous dataset is potentially an infinite feat.
Despite the limited dataset availability and biases, research is currently demonstrating the
employment of artificial intelligence techniques in the field of reaction chemistry. Inorganic
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chemistry, Kayala, and Baldi show how machine learning can be utilized to predict multistep
reactions that take place over a range of reactants and conditions107. Moreover, they demonstrate
how machine learning can be employed despite the limitations of the training dataset, still being
able to predict mechanistic reactions. In their study, they discuss the necessity of manually sorting
the dataset for the reactions they could utilize18. A follow-on study by Kovacs et al. dissects their
paper and concluded that the Clever Hans effect is apparent. This is essentially a failure of the
double-blind condition, or in this study, the correct prediction of the reactions was reached but
only because of a reaction bias21. Similarly, Mater and Coote emphasize the common problem of
bias in chemical reaction datasets108. These examples show that while it is understood that bias
plays an important role in the predictions of machine learning and other artificial intelligence
techniques no consensus has been reached on how to deal with this problem.
However, in many different fields that faced similar dataset issues the use of generational
techniques has shown excellent results. The most famous examples of these are typically found in
the medical field, where it is notoriously difficult to share patient data (due to Health Information
Privacy) among scientists and researchers. Choe et al. came up with a way to generate realistic
synthetic data that contained high-dimensional discrete variables109. Their network known as
MedGan has shown excellent comparative performance to real-world datasets. Rigorous analysis
has been done on the generated datasets including distribution statistics, predictive modeling tasks
as well as expert review109. These findings are backup up by the research of Camino et al. and
Gulrajani et al. who demonstrated that generative networks can be used to generate multicategorical outputs completely synthetically110,111. This is an important aspect of generational
techniques, especially VAE. It allows for the autonomous synthetic generation of data for both
discrete and continuous variables112,113.
The other popular generative technique is known as Generative Adversarial Networks (GAN).
These have notably outperformed VAE on various use cases such as image generation and discrete
variable representations of problems114. However, they are notoriously hard to work with resulting
in very unstable networks. Most importantly for this study is that GAN needs a lot of data and a
lot of tuning. This makes it undesirable for smaller datasets typically used in chemical reaction
engineering. In addition, there is no latent space generation when using GAN. This limits the
usability in further use cases such as using latent space as an input into a generational network114.
This is an active area of research with Yu et al. contributing by demonstrating that generative
networks can be used to model long sequences that rely on earlier segments to be semantically
correct115. More importantly to this work, generative networks can generate missing data within a
dataset94. Meaning that these deep learning techniques can interpret between existing data points
to generate new synthetic points that share the same characteristics as the original dataset.
One approach that has been employed recently for the generation of chemical reactions is the
approach of retrosynthesizing known reactions19,20,116. The idea of retrosynthizing involves
subsequently breaking the reaction products down by putting them back into the reaction process
as reactants. This provides a complete continuous space of intermediate molecular species, but it
is limited to the generation of new reaction chemistries that are not bound by the initial reaction
chemistries in the database. Chemists have been taking retrosynthesis further by combining
27

artificial intelligence into the process. The work by Segler et al. shows a promising route of
combining Monte Carlo tree search with symbolic artificial intelligence. Which leads to a speedup of 30 times over traditional methods8. The approach taken in the following study is a forward
approach that relies upon the forward prediction from the VAE model.
Other work has been done by several research groups that focus on improving the outcome of
chemical reaction predictions. Work by Shields et al. shows how Bayesian optimization can be
used to fine-tune neural networks in synthetic chemistry 117. In their paper, they show how
Bayesian optimization can essentially be thought of as an autonomous tool for limiting human
biases. They then go on to show how removing expert chemists and engineers in real-life
experiments instead of using autonomous optimization of experiments can get both a higher
optimization efficiency and a better consistency. Importantly though this Bayesian optimization
only optimizes parameters that a human has set and can’t create new parameters as it “learns”.
A review of reaction prediction methods by Gale and Durand shows how almost all areas of
machine learning in chemistry require improvement and are active areas of research118. Some of
the important topics they touch on are the need for datasets to have not only error-free reactions
but also negative results. They also discuss the difficulty in encoding chemical information into a
machine-readable format. Another key point is their discussion on how you can use generative,
discriminative deep neural networks to assess chemical reaction synthesis. Unfortunately, there is
no discussion on how latent representations of chemical data can be used to generate feasible
reaction synthesis.
2.2.1

Laws of Thermodynamics
The laws of thermodynamics are a set of empirical facts that give the basis for the
interaction of temperature, energy, and entropy in a thermodynamic system that is in
thermodynamic equilibrium. Traditionally the laws of thermodynamics are broken into 3 laws,
however, there is a fourth law termed the “zeroth law” that came after the initial definition of the
3 laws of thermodynamics. This law helps to explain some of the physical interactions in the
proceeding laws. The zeroth law of thermodynamics defines a definition of temperature that
importantly, does not rely on entropy119. By defining temperature this way, the definition can be
thought of as empirical.
The first law of thermodynamics is the law of thermal conservation, which states that the
total energy of an isolated system must be constant. Energy can change forms but cannot be created
or destroyed119. In an idealized closed system where there is no transfer of matter in or out of the
said system this first law of thermodynamics can be generalized to Equation 13. Where ΔU is the
internal energy of the system, Q is the heat supplied to the system and W is the work done on the
system by its surrounding119,120.
𝛥𝑈 = 𝑄 + 𝑊

Eq. 13

The second law of thermodynamics is that heat does not spontaneously pass from a colder
body to a warmer body. In any natural thermodynamic process, the entropy sum of n number of
thermodynamic systems never decreases119. This helps to describe the tendency of a natural system
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to favor spatial homogeneity when it comes to temperature. Again, in an idealized closed system
two initially separate systems put together will reach thermodynamic equilibrium. This new system
will have a sum of the entropies equal to or greater than the total entropy of the isolated system.
The third law of thermodynamics is that as the temperature of a system goes to absolute
zero its entropy approaches a single constant value119,120. Entropy is increased during irreversible
and reversable processes, due to entropy being a state function. Regardless of if the process is
reversible or not the increase in entropy would be the same. Since energy always flows downhill,
entropy will increase during these processes. As molecules become larger, possessing more energy
levels the entropy of molecules also increases. This is due to the ability off these higher energy
levels to be significantly occupied119,121. For nearly all systems the entropy of a system at absolute
zero would typically be close to zero.
2.2.2

Entropy
Entropy is defined in thermodynamics by a measurable physical property such as
temperature, volume, pressure, and bulk mass. Entropy is defined by statistical mechanics as the
statistics of motions of microscopic constituents of a system119. These two approaches form the
basis for the second law of thermodynamics, allowing it to have a unified view of the same
phenomena. In classic thermodynamics, the state function entropy can be defined as a reversible
system, with Equation 14120. Where S is the entropy and Q is the heat supplied to the system and
T is the temperature.
𝑑𝑆 =

𝛿𝑄𝑟𝑒𝑣
𝑇

Eq. 14

This property of entropy allows for entropy to be thought of as a state function of
thermodynamics120. Meaning that entropy is only dependent on the current state of the system and
is not affected by how the system entered its current state.
2.2.3

Enthalpy
Enthalpy is a property in thermodynamics that describes a system's internal energy. In
thermodynamics, this is defined by Equation 15. Where H is the enthalpy, U is the internal energy,
p is the pressure and V is the volume of the system119,120.
𝐻 = 𝑈 + 𝑝𝑉

ℎ=

𝐻
𝑚

𝐻 = ∫(𝜌ℎ)𝑑𝑉

Eq. 15
Eq. 16
Eq. 17

The pressure-volume term (pV) is a representation of the work required to achieve the system's
physical dimensions. This can be very small for solids, liquids, and gasses under ambient
conditions119,122. Therefore, typically makes Enthalpy mostly reliant on the chemical energy of a
system. For a closed system, a term-specific enthalpy can be described in Equation 16 where it is
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referenced against a unit of mass m. This definition allows for enthalpy to be described as an
integral representing the sum of the enthalpies of all the elements in a given volume120. This is
shown in Equation 17 where ρ is density, dV is a small element of volume within a thin horizontal
layer.
Gibb’s Free Energy
In thermodynamics, the Gibbs free energy is the maximum reversible work that can be
done by a thermodynamic system at a specific temperature and pressure. If the process being
described is reversible then the Gibbs free energy describes the maximum amount of nonexpansion work that can be extracted from a system. Gibb’s free energy is described in Equation
18119,123. Where G is the Gibbs free energy, H is the enthalpy of the system, S is the entropy of the
system and T is the temperature.
2.2.4

𝛥𝐺 = 𝛥𝐻 − 𝑇𝛥𝑆

Eq. 18

In chemistry, the Gibbs energy is the thermodynamic potential that is minimized when a
system enters a state of chemical equilibrium while at a constant temperature and pressure120. The
derivative of Equation 18 approaches zero as the system enters a state of chemical equilibrium (at
constant temperature and pressure). This means that the lower the ΔG of a reaction the more likely
that reaction is to happen spontaneously.
This is a quantitative way to measure the favorability of a given reaction at constant
temperature and pressure. For a reaction to happen the ΔG must be smaller than the non-pressure
and volume work (nonPV). Often this is equal to zero meaning that ΔG must be negative for the
reaction to happen spontaneously. If ΔG is greater than the nonPV then additional work would
need to be added to the system to allow for the reaction to happen123.
2.2.5

Chemical Reactions
A chemical reaction is traditionally defined as a set of chemicals called reactants/reagents
being chemically transformed into another set of chemicals called products. These product(s)
typically have different chemical and/or physical differences from the reactants. These changes
happen in classical chemistry through the forming and breaking of chemical bonds between atoms
via the positions of the electrons124. There is no change in the elements present from the products
to the reactants7. This allows for reactions to happen in forward or reverse directions until a state
of equilibrium is reached.
The rate at which chemical reactions take place typically has a direct correlation to the
temperate and pressure of the reaction environment. At higher temperatures, there is more energy
in the form of thermal energy available124. This allows for a reaction to reach the activation energy
required to initiate the change. This change allows for the breaking of bonds between atoms and
the formation of new species124.
These chemical reactions are described using symbols to represent the starting and end
materials. However, they sometimes include things like elementary reactions that are needed to
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reach the final product. Elementary reactions are sequential sub-reactions that can provide
information on the course of the reaction mechanism125.
2.2.6

Chemical Equations
Chemical equations are a set of symbols representing elements, that are used to graphically
illustrate reactions. The products and reactants of a chemical equation are separated by either an
arrow (→) or a double arrow (⇌)126. Where the single arrow represents a reaction that proceeds in
only one direction, while the double arrow represents equilibrium reactions. Equations typically
have the form of Equation 19, where uppercase letters are representing elements and lowercase
letters are representing the scaling units. A key point of chemical reactions is that they need to be
balanced, meaning the same number of elements need to appear on both sides of the equation127.
This is termed stoichiometry, and it plays a key role in all forms of chemistry. This balancing is
achieved by scaling the number of elements on either side of the equation until the sums are
equal127.
𝑎𝐴 + 𝑏𝐵 → cC + dD

Eq. 19

2.2.7

Thermodynamics of Reactions
The laws of thermodynamics discussed earlier play an essential role in chemical reactions.
In particular, the enthalpy and entropy quantities describe the free energy of the reactions. Known
as the Gibbs free energy is given in Equation 18. If an equation is exergonic and releases energy a
reaction can happen spontaneously. These reactions are exothermic releasing heat, meaning that
the enthalpy is negative119,127.
On the opposite end of the spectrum if a reaction is endothermic and absorbs energy from
the system the entropy of the system would most likely need to increase. A typical way to achieve
this is by forming high entropy products such as gaseous products. As discussed earlier entropy
increases with temperature therefore, endothermic reactions typically take place at high
temperatures119,127.
2.2.8

Kinetics
Reaction kinetics is the rate at which a reaction occurs and is dependent on several factors.
These include the temperature, pressure, activation energy, surface area, reactant, and the presence
of a catalyst. As discussed in the thermodynamics section, higher temperatures increase the energy
of the system. This in turn increases the number of atomic collisions happening within a given
time frame. An increase in pressure also increases the reaction kinetics by reducing the volume of
space that a given number of atoms can occupy. This in turn increases the collision rate of the
molecules leading to higher reaction kinetics127.
Similarly, if the reactant concentration is raised the reaction kinetics will increase due to
an increase in the collision in a given time frame127. This is achieved by putting more molecules
into a given volume. The activation energy is the amount of energy needed to allow for a reaction
to start and to continue on its own127. The higher the activation energy the less favorable the
reaction and the more energy it will need to continue. Another way to control reaction kinetics is
via the available surface area127. This plays a much more important role in catalyst reactions and
31

other gas, solid reactions. The higher the surface area the more chance the surface has to interact
with the molecules. The existence of a catalyst can play a huge role in reaction kinetics. Catalysts
can change the reaction mechanisms and greatly increase the rate of reactions by subsequently
lowering the activation energy needed127,128.
2.2.9

Reaction types
Four main types of reactions are synthesis reactions, decomposition reactions, single
replacement reactions, and double replacement reactions7,129.

Figure 10: Simple representation of the four main types of chemical reactions. The first is a
synthesis reaction representing the simple combination of two substances. The second is a
decomposition reaction representing the breakdown of a more complex substance into its parts.
The third is a single displacement reaction representing when a single substance is replaced in a
complex substance. The fourth is a double displacement reaction where two compounds change
place.
Synthesis reactions are when two or more substances combine and form a more complex
substance, as seen in Equation 20. Decomposition reactions are the opposite when a complex
substance is broken down into its constituent parts, as seen in Equation 21. Single replacement
reactions are when a free-floating element replaces another element in an already-existent
compound, as seen in Equation 22. Double replacement reactions are when two compounds swap
elements to form two brand-new compounds, as seen in Equation 23129.

𝐴 + 𝐵 → 𝐴𝐵

Eq. 20

𝐴𝐵 → 𝐴 + 𝐵

Eq. 21
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𝐴 + 𝐵𝐶 → 𝐴𝐶 + 𝐵

Eq. 22

𝐴𝐵 + 𝐶𝐷 → 𝐴𝐷 + 𝐶𝐵

Eq. 23

2.2.10 Gas-Phase Reactions
Gas-phase reactions are chemical reactions in which the reactants and the products are
gaseous under the conditions in which the reaction is occurring. For a homogenous gas-phase
reaction this means that all reactants and products that occur will be in a gaseous form127,130. While
in a heterogenous gas-phase reaction, at least one reactant or one product will be in a solid or liquid
phase when the reaction is in equilibrium. Gas-phase reactions are classified as being either
intramolecular or intermolecular reactions130. Intramolecular reactions involve a reaction between
two or more atoms in the same reactant molecule. Intermolecular reactions involve a reaction
between two or more reactant molecules130.
2.2.11 Collision Theory
Collision theory plays a key role in chemical reactions and especially in gas-phase
reactions. Collision theory aims to explain how reactions occur via the collision of particles. It
states that particles must hit each other at a specific orientation at an energy level greater than or
equal to that of the activation energy131. If this occurs then the collision can break the existing
chemical bonds and form new ones126,127. This is why increasing temperature or pressure allows
for a higher kinetic rate. The collision theory is derived from the kinetic theory of gases with the
assumption of ideal gasses131. Some of the other assumptions that collision theory uses are that,
molecules travel through space in a straight line, all the molecules are rigid spheres, and the
reactions only occur between two molecules.
From the collision theory of gasses, it is possible to derive the rate constant for gas-phase
reactions, which is equal to the rate of successful collisions127,131. Successful collisions are defined
as a proportion of successful collisions multiplied by the overall collision frequency. This helps to
explain why reactions occur at different rates from one another131. It also provides a template for
ways to increase or decrease the rates of the chemical reaction.
2.2.12 Simplified Molecular Input Line Entry System
As discussed in section 3.2.5 chemical equations are a set of symbols representing
elements, that are used to graphically illustrate reactions. However, this is not the only way to
represent chemical reactions. A newer method called simplified molecular-input line-entry system
(SMILES) was introduced in the late 1980s132. SMILES is a better specification of chemical
species in the form of a line notation for describing the structure of chemical species using short
ASCII strings. This notation works by encoding the molecular structure and specific instance of a
molecule into a string132,133. This is an extremely powerful way to represent molecules as it allows
molecule editors to convert a string into a 2- or 3-dimensional model of a molecule. A common
application of SMILES is indexing and ensuring the uniqueness of molecules in a database.
A drawback of smiles is that several equally valid SMILES strings can be written for a
molecule. However, another useful benefit of SMILES notation is that it allows the specification
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of configuration at tetrahedral centers, as well as double bond geometry. These are structural
features that cannot be specified by the bonding sequences alone132,134. Any SMILES string which
encodes this information is termed isomeric SMILES. A notable feature of these rules is that they
allow rigorous partial specification of chirality.

Figure 11: SMILES Representation of Chemical Compounds with name, SMILES structure, and
2D structure is shown side by side for comparative purposes.
2.2.13 Context-free language
When looked at from a formal language theory standpoint a SMILES string can be thought
of as a word that contains symbols from an alphabet with inherent value. Formal language theory
states that an alphabet must exist that contains symbols, letters, or tokens that can be merged into
strings of a language135. In the case of SMILES context-free grammar is used to define the rules
of this language136. This type of definition lends itself well to allowing for SMILES words to be
computer ingestible. Where the rules of SMILES represent the grammar of the chemical language
in which the words represent concepts that are associated with a particular meaning136.
By looking at SMILES in this way many tools and theories from natural language theory
can be applied to chemistry. This led to the rise of cheminformatics, where the basic theory is that
similar molecules have similar properties137. Like words in human languages have synonyms that
are closely related. These representations can be grouped in high dimensions to create a unique
representation of the language. This has been proved in the work by Mikolov et al. which was
followed up in the field of cheminformatics by mol2vec the seminal work by Jaeger et al.138,139
These works allow for predictive models to implement a syntactic pattern recognition approach as
well as a more robust scheme based on statistical pattern recognition133,134.
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2.2.14 Chemical descriptors
In a SMILES string atoms are represented by their chemical symbols which are unique for
every element. Atoms typically have brackets surrounding them but as per the grammatical rules
of SMILES, these can be excluded if an element meets five different criteria132,140. The first is that
the element needs to not have a formal charge, second, they must be the normal isotopes of the
element, third they need to not have chiral centers, fourth they need to be an organic compound in
the subset of B, C, N, O, P, S, F, Cl, Br, or I, and fifth they must have the hydrogens implied by
the SMILES valence model132,136. If the element does not meet these criteria they have to have
charges, and hydrogens explicitly stated along with being put inside of brackets. When the brackets
need to be used the hydrogen (H) symbol is also added in the case where the bracketed atom is
bonded to at least one H. Additionally a + or – sign is added to the end of the element to denote a
positive or negative charge136.
The bonds between these atoms are always assumed to be single unless explicitly specified
otherwise. Single bonds are implied whenever two atoms are adjacent to one another in a SMILES
string. They can however be specified by the – symbol. For other types of bonds, the symbols in
Table 3 are used to specify the bond type. Three special symbols are the “.”, “:”, and “/” symbols.
Where the “.” symbol represents non-bonded adjacent elements, “:” represents aromatic one-anda-half bonds, and “/” represents single bonds that are adjacent to double bonds. This last symbol
helps to indicate stereochemical configurations132,136.
Symbol
Bond
.
Non-Bond
Single Bond
=
Double Bond
#
Triple Bond
$
Quadruple Bond
:
Aromatic Bond
/
Single Bonds adjacent to Double Bonds
Table 3: List of chemical bond representations available in the SMILES language.
Chemical ring structures can be represented using the SMILES notation by breaking each
ring at some arbitrary point. These broken rings are used to make acyclic structures while an
addition of a numerical ring closure allows for information on connectivity between non-adjacent
atoms132,136.
2.2.15 Variational Autoencoders
Variational autoencoders (VAE) are a type of ANN architecture that utilizes probabilistic
graphical models and variation Bayesian methods. Where graphical models refer to the
methodology of a graph structure expressing the conditional dependence structure between random
variables. While the Bayesian methods refer to a family of techniques for approximating
intractable integrals that arise in machine learning. The strength of VAEs comes from the ability
of variational Bayesian methods to model the relationship between observed variables and
unknown parameters and latent variables.
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VAEs are designed to compress input information into a contained multivariate latent
distribution, referred to as the encoding. While also being able to reconstruct that compressed data
accurately, referred to as decoding. This is accomplished by encoding variable inputs as a
distribution over the latent space rather than a single point in the latent space. Training of VAE is
slightly different than what has been previously described in section 2.13.1. For a VAE the first
step is to encode the input as a distribution over the latent space. The second step is to sample a
point from that latent space distribution. The third step is to decode that distribution and calculate
the reconstruction error. Then the error is backpropagated through the network so that the neuron
weights can be adjusted. A depiction of this encoding and decoding training is shown in figure 14.

Figure 12: General representation of a variation autoencoder style of the network. The left side of
the figure represents the input (𝑋) and the encoder block of the network, while the right side is the
decoder block of the network and the reconstructed input (𝑋̅). While 𝑍 represents the latent space
of the network which is developed through training and is illustrated as 3D gaussian here.
2.2.16 Generative Adversarial Network
A popular machine learning network-style commonly used in generative tasks is a
generative adversarial network (GAN). A GAN network is two separate neural networks that
compete to try and outperform each other. They are separated into a generator network and a
discrimination network. Given some training data, the goal is for the generative network to learn
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the data distribution to create new outputs that mimic that of the real data. While the goal of the
discriminator network is to differentiate between real and synthetic data. This competition takes
place in the form of a zero-sum contest, where the losing network is forced to update its weights
and attempt to get better at the designated task.
2.2.17 T-Distributed Stochastic Neighbor Embedding
A common tool for visualizing high-dimensional data and specifically outputs from
machine learning is t-distributed stochastic neighbor embedding (t-SNE) plots. This methodology
is considered an unsupervised machine learning network based on Stochastic Neighbor
Embedding. Where each data point is given a location in a two/three-dimensional unitless map. TSNE is a nonlinear dimensionality reduction technique, which specializes in low-dimensional
embeddings of high-dimensional data. T-SNE plots have two steps, the first is to construct a
probability distribution over every two inputs. The second step is to define a similar probability
distribution within the 2/3-dimensional map. There are several benefits to approaching the problem
in these ways. The first is that objects with high similarity are assigned a higher probability while
in high dimensional space. Next, when this probability is mapped down to a lower dimensionality
the distance between points can be minimized.
2.2.18 Dataset Bias
In machine learning, database bias is a type of error in which the dataset is not equally
representative of real-world data. Typically, that means the data is skewed towards certain types
of inputs, giving them greater weight in the model. This typically results in skewed outcomes,
analytical errors, and low accuracy levels. This is because nearly all machine learning models are
data-driven models, which means they learn and make decisions purely based on the training data
provided to them. So, if the human building the dataset, and or the data itself is biased it will
directly affect the results of the models. Due to the high cost and long time spans typically
associated with building datasets, it is extremely important to be able to identify and eliminate
biases in machine learning. Some common types of data biases are sample bias, exclusion bias,
measurement bias, confirmation bias, association bias, recall bias, and outliers.
Sample bias is when a dataset fails to reflect the actual real-world data that it will be
required to process. Exclusion bias is when variables of a dataset are deleted because the creator
of the dataset deemed them unimportant. Measurement biases are when the data collected
specifically for the training of machine learning models differs from that of actual real-world data.
It can also refer to when the tools used to measure the data are faulty or differ from the intended
use case. Confirmation bias is when an observer biases the inputs and outputs of a model based on
what they are expecting to see rather than what the data truly represents. Association bias refers to
when a dataset reinforces an observation that has no causation in the real world. Recall bias is
typical for poorly labeled data, where similar types of data are labeled inconsistently and/or input
data is structured differently. Outliers in machine learning are data points that are extremely far
from the normal data flow and therefore eliminated. However many fields of machine learning
such as anomaly detection rely on outliers to accurately predict an outcome.
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2.2.19 Chemistry Bias
The problem of biased datasets is an extremely important factor in chemistry machine
learning. Several factors make chemistry unique to bias problems, the first is that nearly all
chemical experiments are planned by a human scientist. This makes the studies and results subject
to human cognitive biases, heuristic biases, and social influences. The second problem is that in
the history of chemistry scientists have only been encouraged and rewarded for sharing their most
optimal results. This means that for every paper published with a new chemical reaction there are
likely dozens or hundreds more reactions that worked as well but produced a lower yield, slower
reaction time, or happened under less favorable conditions. But since this data isn’t reported and
is part of the public domain knowledge it is therefore inaccessible to machine learning algorithms.
As stated in section 2.14.3, machine learning algorithms need the training data to be representative
of real-world conditions. These historical and human factors lead chemistry AI and chemistry
datasets, in particular, to be extremely vulnerable to producing biased results.
2.2.20 Data Collection
Currently, the most widely used tool for developing chemistry databases for machine
learning is by using data mining141,142. Where data mining refers to the methodology for extracting
specific information from various sources and transforming them into a coherent structure for the
use of machine learning. In chemistry, the main sources of information in data mining are research
articles and patents25,100. As discussed earlier these sources are already inherently biased toward
favorable reactions and therefore not representative of the real world.
2.3 Study 2 Methodology
2.3.1 Data Collection AGORAS chemical equations
The chemical equations used to train the AGoRaS network for chemical equations were
provided by the NIST chemical kinetics database143. The data was received from them as two
separate CSV files. One file contained a column of 15000 id numbers and several other columns
that all had different naming conventions. These included chemical formula, hill sorted formula,
and IUPAC name. The second CSV file contained 68702 rows corresponding to different chemical
reactions in the dataset. Each of the reactions was represented by the id numbers from the first
CSV. The first CSV was read into Python using a pandas dataframe144 where each possible naming
convention was a different column.
2.3.2

Conversion to SMILES notation AGORAS chemical equations
SMILES was chosen to be used as the ground truth representation of chemical species due
to its ability to represent species with the same chemical formula but different structures
uniquely132. Smiles are widely used in chemical artificial intelligence and have shown excellent
results from other techniques133,134,145–148. Despite its popularity, there is no easy and free way to
convert different chemical names into SMILES. The pipeline utilizes several different techniques
to convert the different names into SMILES notation. Since the available names of the 1500 species
were uploaded into a pandas data frame it is it was possible to ping each one of a website for
conversion or to utilize a Python package. In the end, two main servers were used for conversions
due to their large repositories and their trustworthy data sources, the CADD Group
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Chemoinformatics Tools and User Services149 and Pubchem150. Each possible name of the 15,000
different species was put through both Pubchem and the CADD groups databases.
2.3.3

Preprocessing the data for AGORAS chemical equations
Once all species were converted a comparison was done between both database's results
and any species that could not be converted or that was not in agreement between the two was
eliminated from our pool of valid species. This was part of our attempts to be both rigorous and
autonomous in our species data pipeline. It would have been possible to manually go through the
different disagreements and correct them, but this fell outside of the aims of this study. Since one
of the main goals was reproducibility it was deemed this strategy was the best one. A tertiary check
of the species was performed, and each of the species was checked for stability and feasibility
using the RDkit package in Python151. This is another widely used and well-verified package for
computational chemistry that is often paired with SMILES notation machine learning
algorithms17,100,142,145,147,148,152.
Once the number of available species had been reduced, the remaining species could be
mapped to the CSV file containing the actual equations. Where any equation that did not have a
SMILES, conversion for each species was eliminated from the dataset. An additional check was
performed where each of the reaming equations was checked to be sure they were balanced. This
was done to catch any equations that may have had incorrect ids for reactants or products. A further
criterion was placed on the equations, where all equations with more than three species on the
product or reactant sides of the equations were eliminated. This was done to facilitate the
convergence of the VAE during training by having similar-length character vectors. Work by
Dwarampudi et al. and Prusa et al. show that padding LSTM and Neural networks can cause
instability and result in poor network performance142,153. To this end, it was decided that using
character-level embedding offered an advantage over word-level embedding142,154. This would
allow for the generative network to not just use the same species it had been trained with but
instead allow it to generate new species based on information gained in the training process. The
embedding was done using TensorFlow’s built-in embedding techniques and was based on a
universal alphabet created from all the equations155. Additional work by Gaspar et al. shows how
molecule embedding can mirror that of NLP embeddings. They show in their work how
improvements can be made to the predictive power of machine learning models by formulating
the inputs into sequence embeddings156. This is an extremely interesting avenue to pursue and
could lead to an increased number of attractive and viable reactions for AGoRaS.
2.3.4 AGoRaS structure for chemical equations
AGoRaS takes in a vector representation of length n, where n is the maximum length
character-level representation of any equation in the training dataset. This vector is then fed
forward into a TensorFlow Embedding layer that projects the input into a higher dimensionality.
This is an important step because the projection fits numeric values to a high dimensionality space
removing the intrinsic values of the values themselves. This is done because in our 2D space the
numeric values have no intrinsic value i.e. 5 is not greater than 6 they just represent two different
characters. The projected vectors are then fed into a bidirectional LSTM (BiLSTM) layer with a
recurrent dropout of 0.2. The mean and log variance is created from the output of the BiLSTM
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layer. A sampling function is used to randomly sample this solution space based on the mean and
log variance. The network then decodes the sampled solution space using a RepeatVector layer
that is wrapped around the output of the latent space, thus turning it into a tensor vector that an
LSTM layer could read. The RepeatVector is fed as an input into an LSTM layer, whose output is
projected into a vector of length n. The output of this projection is what is used to calculate the
loss of the network. AGoRaS uses a sequence-to-sequence style loss function common to variation
autoencoders. The metric used for monitoring the network during training is also the standard kl
loss. The network was trained for 500 epochs using a batch size of 25, an embedding
dimensionality of 500, and a latent dimensionality of 350. The kl weight used was 0.1 and the
activation function was a softmax function. The optimizer function was Adam and the learning
rate was 1x10−5.
2.3.5 Training AGoRaS for chemical equations
Once the training data had been cleaned and embedded in a numerical format readable by
a neural network architecture it is split into three sections. The training set, validation set, and test
set where the training set was 70% of available data, the validation set was 20% of available data,
and the test data was 10% of the data. Even though AGoRaS utilizes a generative technique it can
still be validated using traditional methods. The way VAEs are validated is by the ability of the
network to encode the validation set and decode it back to the original string construction with no
loss of information. The sequence-to-sequence loss function was used during the training process.
This allows for scoring of the reconstructed string versus the original string. This ability to encode
and decode the original chemical equations with zero loss of information is typically indicative of
a stable latent space. Do to the small data nature of this problem it is extremely important to
validate as much as possible the stability of your latent space. To that end, after it had been proven
that the network could reconstruct the test data, the remaining 90% were also tested again. Of
course, since this data was used in training the network should be able to reconstruct them all. But
it serves as a further validation of the stability of the latent space.
2.3.6 Autonomously sample the latent representation for chemical equations
Once a trained network has been created it is possible to construct a sampler that directly
interfaces with the latent representation. This is shown in subfigure 9B where the neural net layers
responsible for the encoding are removed from the network. It is possible to then start sampling
the different latent representations randomly using a randomized point for each element and having
the decoder part of the network construct equations. The decoder takes the randomized points and
applies the learned weights to construct new equations. Due to the probabilistic nature of the latent
representations, it is possible to take an almost unlimited number of sample points and continue to
generate new equations. Of course, there would be diminishing returns on this as there are only so
many chemically feasible equations possible.
2.3.7 Validating Generated Equations
The methodology for determining the chemical validity of equations was extremely like
that of the data cleaning process. The first step was to check duplicate equations were eliminated.
The second step was to check if the generated equations were balanced. This offered a
computationally inexpensive way to cut down on the number of equations present in the generated
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dataset. The third step was to check each species for chemical validity using RDKit, where any
physically or chemically unstable species should be rejected by the software151. This is a common
practice when using a neural network with generated SMILES species134,140,145,146,148,157–159. The
ability of the network to generate valid chemical species helps to further prove that the latent space
is stable and representative of the original dataset.
2.3.8 Preform semi-empirical methods
Using the SMILES notion provided in the generated dataset output a custom Pipeline Pilot
protocol was written that would take the SMILES entry and convert it to an atomistic description.
Once the data was converted to an atomistic description a semi-empirical density functional theory
calculation was conducted. Pipeline Pilot is a powerful tool capable of manipulating and analyzing
large quantities of scientific data and is provided by Dassault Systems. Over 30,000 molecular
species were processed through the automated protocol to generate the thermodynamics data for
this study.
The semi-empirical model that was implemented in the automated script was based on the
Materials Studio provided VAMP software package9,160. Geometry optimization was conducted
with a diatomic differential overlap (NDDO) and PM6 Hamiltonian, Auto multiplicity, and a spin
state unrestricted Hartree-Fock (UHF), restricted Hartree-Fock (RHF), or annihilated unrestricted
Hartree-Fock (A-UHF). Several spin states were tested based on convergence. A Paulay/IIS
convergence scheme with a convergence energy tolerance of 2x10−4. The thermodynamics
information and total dipole moment were output.
The pipeline pilot script conducted a series of preparation steps prior to the DFT
calculation. After data was read using SMILES format the SMILES was checked for consistency,
followed by making and cleaning of the molecule. The molecule was generated from the SMILES,
centered, hydrogens were added, and the molecule was cleaned. The cleaning step conducted a
quick empirical elastic relaxation of the structure to refine the initial geometry. The structure was
provided to a programmed series of VAMP calculations starting with the most rigorous spin state.
2.3.9 Calculate Thermodynamic Properties
Once the quantities of interest for each molecular species had been calculated using the
semi-empirical methods model, the thermodynamics for each reaction were determined. For each
molecular species, the entropy, enthalpy, and dipole moments were provided at the standard state
at room temperature. The Gibbs free energy for each reaction was calculated using Equation 18.
Any equation that exceeded +/−5 eV was eliminated due to stability concerns. Once this part of
the pipeline was completed the equations were deemed safe to publish and for engineers to
interpret.
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Figure 13: Flow diagram of the data collection, training, and validation steps taken by AGoRaS
to generate synthetic data. The generated equation is checked for both balance and existence. The
semi-empirical calculation receives a SMILES descriptor and conducts an independent series of
processes to generate a clean atomistic description before the calculation of thermodynamics data.
2.4 Study 2 Results
Study one utilized the probabilistic sampling of the latent space by VAE to explore the solution
space for a dataset of gas-phase reactions. The model VAE model that was created was named
AGoRaS. The VAE procedure employed is illustrated in subfigure 9A. Once the VAE is trained
the new reactions can be generated by sampling the latent space, as illustrated in subfigure 9B.
The only information given to AGoRaS is the encoded SMILES string and the only output is an
encoded SMILES string, in which hydrogen atoms are implicit. The VAE approach can be thought
of as a custom compression technique for these chemical reactions. Moreover, the latent space can
be thought of as the memory of artificial intelligence. While it is not apparent by looking at the
weights of the system, artificial intelligence is empirically learning about the underlying physics
and chemistry of the process.
At the very essence, this is why it is necessary to remove bias. With bias present, there is a
skew in the memory of the network. A unique approach applied in this research is that instead of
each latent variable being encoded with a discrete value, as with a traditional autoencoder, instead,
the latent variable has an associated probability distribution. Once trained, the probability
distributions of each variable can be sampled to generate new output features or chemical
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equations. By using continuous values instead of a discrete value it forces a smooth latent space
representation of the data, Gaussian in nature. In the case of AGoRaS, each SMILES character is
represented uniquely as a digit and the entire equation string is encoded. By sampling different
points along the latent variable Gaussian curves, a new reaction can be generated. While this new
reaction is not guaranteed to be balanced, it is necessary to check for compliance. Once trained,
AGoRaS can generate new reactions quickly with the gained knowledge of the input dataset.
The steps outlined in the methodology section were used to validate that the equations were
balanced and that the SMILES species represented physically possible chemical species. Figure
13 illustrates a simplified flow chart of the steps needed to accomplish the training and validation
of AGoRaS. The semi-empirical modeling technique used the generated SMILES notation that is
converted to an atomistic description to predict the thermodynamic properties. To allow for the
independent validation of the network, it was decided to use an easily accessible dataset for
training. To that end, the NIST chemical kinetics database was selected based on being open access
and well-documented143. Since the dataset is comprised of solely published reactions, it was
determined that it would make an excellent case study of the ability of AGoRaS to generate a wide
variety of equations from a sparse dataset. After data collection and cleaning a core number of
7000 chemical reactions, this resulted in ~2000 unique gas-phase molecular species.
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Figure 14: Histograms of the thermodynamics values comparing the training data (original
equations) and the generated data (generated equations). Subfigure A is the Gibbs energy
associated with Eq. 25. Subfigure B is the difference in entropy between the product and reactant
molecular species. Subfigure C is the difference between the product and reactant dipole moment

44

Once the original dataset had been created and cleaned the VAE was trained, and the latent
space was sampled. Sampling was stopped once 7,000,000 valid equations had been disseminated.
This was selected as an arbitrary stopping criterion of 1000 times the size of the original dataset.
Among these new equations, AGoRaS was also able to generate ~20,000 new species, with both
subspecies and completely new molecular species. The ability to predict new and larger molecular
species owes to the success of this approach over other approaches, such as retrosynthesizing. All
species were checked using the validation pipeline to ensure their uniqueness and stability. To
apply utility to the generated dataset and check the stability of individual molecular species, the
Gibbs free energy of each molecular species, along with the overall reaction energy, were
determined at the standard state using a semi-empirical computational technique9,160 Furthermore,
the difference in the dipole moments of the overall reactions was also predicted. The Gibbs free
energy was selected because it is a good quantitative measure of the thermodynamics of the
reaction. The dipole moment was also selected because of its thermodynamic relationship and
application to electrocatalysis. To calculate the Gibbs free energy of each reaction, the individual
molecular species’ entropy and enthalpies were calculated, where the Gibbs energy of the reaction
is defined in Equation 25, where the Gibbs energy of the reactant and products are based on the
following relationship:
𝛥𝐺 0 = 𝛥𝐻 0 + 𝑇∆𝑆 0

Eq. 24

Here the change in enthalpy (ΔH) is based on the total energy of the semi-empirical
calculation that is calibrated to the standard state in the semi-empirical calculation. The zero-point
energy in this case is encapsulated within the enthalpy. The change in entropy (ΔS) is based on the
vibrational frequencies, moments of inertia of the molecule, and its symmetry number. Similarly,
the difference in entropy is calculated between the product and reactant species as follows in
equation 26:
0
0
0
𝛥𝑆𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛
= 𝛥𝑆𝑝𝑟𝑜𝑑𝑢𝑐𝑡
− 𝛥𝑆𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡

Eq. 25

0
where the entropy terms (ΔSp,r
) are corrected for the standard state. While this metric is
encompassed in the overall Gibbs energy, it provides quantitative values for the amount of energy
that is contributing to vibrational energy. Moreover, it provides a quantitative measure of the size
of the molecules. While more advanced, first principle DFT calculations are potentially desired in
this application, the computational expense of 7,000,000 simulations outweighs the accuracy
required for this study.

The assumed approach will be to conduct a higher fidelity modeling approach for
promising reactions when applied to practice. Due to the reporting bias in the original dataset, the
selection of the best reaction, or thermodynamically favorable reactions (±1 eV) was known to be
skewed towards reactions with low reaction energies. This was assumed to generate a bias in the
network. However, it was found that generated equations ~97% fell within a ΔG0 of ±5 eV. This
is important for the practical use cases of AGoRAS, as it shows that even without providing any
context on thermodynamic properties during training the network can produce stable results over
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a much larger range than the training data. The dipole moment was also derived from the semiempirical calculation. The dipole moment is calculated based on the partial charge of the atoms
and the position of the atom. The following expression is used in the calculation shown as equation
27:
𝑁

Eq. 26

𝜇 = ∑ 𝑞𝑎 𝑟𝑎
𝑎=1

where N is the total number of atoms, q a,i is the partial charge of the atom a, and ra,i is the position
vector of the atom a. In this study, the difference between the product and reactant dipole moments
was calculated using the following equation 28:
∆𝜇 = 𝜇𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 − 𝜇𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠

Eq. 27

To visually and statistically compare trained and generated datasets of vastly different
sizes, a random sample of 7000 equations was subselcted out of the generated dataset. An
overlapping comparison between datasets was performed to confirm a correlation between the two
datasets. This comparison is shown in figure 14, where A is a plot of the Gibbs free energy, B is a
plot of the entropy, and C is a plot of the dipole moment. In all of these plots, the training dataset
is pictured in blue in the background with the generated dataset in the foreground in red. The yaxis in all the plots is the frequency of occurrence and the x-axis is the associated thermodynamic
property. It should be noted that 7,000,000 reaction equations were generated and this is a flat
random selection of those generated.
In subfigure plots 14A and 14B, there is a noted tri-modal distribution, which is a result of
the tri-modal distribution of the training data. This is evidence of the inherited bias in the training
data that is being used. The AGoRaS is picking up on this knowledge as it generates a similar trimodal distribution. The important region is the regions between and outer peaks of the input data.
The AGoRaS can fill in these regions, which are either new or intermediate reactions. This
generation ability is not based on retrosynthesizing previous reactions, but rather on the knowledge
it has gained during training of the latent space variables. It can be shown if all seven million
generated reactions are plotted, that the distribution becomes more continuous. Another interesting
finding is apparent in the entropy plot of subfigure 14B. It is noted in this figure that AGoRaS has
a flat distribution below −400 eV and above 400 eV. As seen in figure 14, a negative difference
means the entropy is greater on the reactant side or smaller on the product side.
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Figure 15: T-SNE plot of the training dataset (original equations) and the generated dataset
(generated equations). The size of the sphere is proportional to ΔG at standard conditions.
Subfigure A all 7000 equations from the training dataset and randomly sampled 7000 equations
from the generated dataset. Subfigure B 70,000 equations from the generated dataset.

A thorough inspection of the generated dataset confirms that AGoRaS is generating larger
molecules species on the reactant side. The size of these new species is beyond the size (number
of atoms) of the input molecules species in the training dataset. This is a significant advantage of
this approach, the ability to generate larger molecular species. Likewise, in subfigure 14A, there
is bias arising from the training data, but the AGoRaS can fill in between the trimodal peaks and
extend beyond. It is also able to generate larger species on the product size as demonstrated with
large positive values in subfigure 14B. Subfigure 14C is a plot of the difference in dipole defined
by Equation 28. From a molecular point of view, this has the opposite trend of the entropy, as the
molecule gets larger (increased number of atoms) it is more likely the charge will be neutral for
the molecule and have a corresponding negligible dipole moment. Therefore, as seen in subfigure
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14C, both the original and generated datasets have a single peak near zero. This means most
molecular species have near-zero dipole moments, as expected. Moreover, the generated dataset
contains some cases which have large negative differences in dipole moment. This means the
reactants have a larger dipole moment than the products. This is significant because, based on
Equation 27, the position and charge of the atoms are critical to the dipole. This alludes to the fact
that the AGoRaS has the ability to place atoms with ionic bonding tendencies further out from the
center of charge, resulting in increased dipole moment. More succinctly said, AGoRaS is placing
atoms beyond the radii provided in the training data.
An important aspect of VAEs and AGoRaS is the ability to map the latent probabilistic
solution space of the problem using unsupervised learning and then sampling that solution space
to generate new data. The latent space is hard to visualize and conceptualized, especially as the
size of the data being represented in it grows exponentially. As discussed in the previous section,
it is the aim to demonstrate that the newly generated equations are filling in the solution space
compared to the input and ultimately removing bias. Using a t-Distributed Stochastic Neighbor
Embedding (t-SNE) plot, as seen in figure 15, it was possible to get a two-dimensional
representation of what was happening in the high-dimensional latent space. This is possible
because t-sne plots use an unsupervised learning method of stochastic neighbor embedding to give
high-dimensional data to a single point on a two-dimensional grid.
Figure 15 illustrates the t-SNE plot for AGoRaS. The blue circles represent the generated
data set and the red circles represent the training data. The size of the sphere is proportional to the
Gibbs free energy equivalent to Equation 25. The t-SNE algorithm groups data together based
solely on their SMILES representations. After their placement on the t-SNE plot, their
thermodynamic properties were applied to the radius of each point. Subfigure 15A is a plot of the
original 7000 equation in the training dataset with a sub-selection of an equivalent number of
points for the generated dataset. Subfigure 15B is a similar plot with an increased sampling of
70,000 generated equations. It is noted from these plots that generated data sets are not only filling
between the training data but also extending out beyond the training data.
Another important application of AGoRaS is the ability to conduct targeted reaction
searches. Researchers can utilize AGoRaS’ ability to generate massive datasets comprised of new,
unique reactions to search for targeted molecular species and reactions. To demonstrate this
application, the original and generate datasets were searched for reactions containing CO 2 and
reactions containing CH4. The original dataset had approximately 150 unique reactions that
contained CO2, while the generated dataset had approximately 6000 reactions. For CH4, the
training dataset had approximately 700 reactions and the generated dataset had approximately
91,000 reactions.
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Figure 16: Histogram of the Gibbs energy at room temperature for specific molecular species.
Subfigure A has 168 unique equations containing CO2 selected from both the training dataset
(original equations) and generated dataset (generated equations). Subfigure B has 688 unique
equations containing CH4 selected from both the training dataset and generated dataset.
The generated data provided 40 times as many reactions to examine further from a
thermodynamic perspective. As discussed above, AGoRaS can generate intermediate molecular
species and new molecular species beyond the descriptions of the training dataset. Figure 16 is a
histogram of the selection of both CO2 and CH4 for the training dataset and the generated dataset.
The selection for both cases was down-selected to Gibbs reaction energies, ranging between ΔG ±
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5 eV. Again, the network can avoid the bias of the training dataset demonstrating the utility of this
approach compared to other approaches. Table 4 is a summary of a select number of these reactions
that demonstrate the complexity of the reactions that were discovered. Note the equations
displayed in Table 4 were not part of the training data.

SMILES EQUATION

CHEMICAL
EQUATION

∆Go
[eV]

[O]=[C]=[O] + 2[H][H] -> [H][C]([H])=[O] + [H][O][H]

CO2 + 2 H2 -> CH2O +
H2O

0.204

1[H][C] + 2H][O][H] -> 4[H][H] + 1[O]=[C]=[O]

1 CH4 + 2 H2O -> 4 H2
+ 1 CO2

0.047

[H][O][C]([H])([H])[C](=[O])[O][C]([H])([H])[H] ->
[H][O][C]([H])([H])[C]([H])([H])[H] + [O]=[C]=[O]

C3H6O3 -> C2H6O +
CO2

-0.486

The rightmost column is the associated predicted Gibbs energy from the semi-empirical
calculation.
Table 4: Selected results from the AGoRaS network that illustrates the SMILES notation and
equivalent chemical equation representation.
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Study 3: Synthetic Generation of Quantum Materials
The third study of this dissertation shows the practicality and flexibility of the AGoRaS
network’s methodology on other real-world problems such as the creation of organic materials for
quantum applications. The objective is to apply almost the same steps and logic seen in study one,
but instead of the outcome being balanced chemical reactions, it will instead be compositions of a
single complex material. This will allow not only for a direct pool of materials to choose from for
researchers but also can serve as a large and robust dataset for the training of other machine
learning algorithms.
Study three proves that VAE can be used to overcome the problem of limited material
availability in the field of quantum materials, specifically in single-photon source materials. By
using the carefully curated dataset created by Beard et al. An AGoRaS network can be trained on
materials that only have the appropriate physical and chemical properties of the single-photon
source material. This will allow for the rapid generation of materials fitting a specific criterion
needed for fields utilizing quantum materials. As proven by Zakutayey et al, this increase in
available materials will greatly improve available machine learning algorithms. More importantly,
this material generation will allow for significant time and cost savings for experimental studies
or other data collection methods.
This aim will be accomplished by using the ability of VAEs to generate a near-continuous and
infinite space of materials that share the desired characteristics. As in the case of the AGoRaS
network’s generation of chemical equations, the generation of SPS materials will also need to be
rigorously checked using a similar methodology to the one laid out by Beard et al. As in the
previous study a pipeline will be created to accomplish the data collection, network training,
network testing, new material generation, and new material testing. The purpose of setting up a
modular data pipeline like this is to allow non-data scientists to quickly apply the same
methodology to any type of problem. The use of data pipelines with modular easily replaceable
pieces and their effect on code quality and robustness is a well-studied topic96–98. This modular
approach to taking a lot of the data cleaning out of the hands of the user while also allowing for
greater flexibility will allow the AGoRaS methodology to be more accessible to a non-data
scientist. It will instead allow chemists and engineers to utilize the network using their data. Which
has historically been a problem, where the lack of data science skills can hold back a field from
utilizing the power of artificial intelligence99.
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Figure 17: Subfigure A is an illustration of the AGoRaS network illustrating how a chemical
species is encoded and used as training data for the network. Chemical database information is
compressed and decompressed to form a high-dimensional latent space as with the original
AGoRaS network. Subfigure B is an illustration of how the trained latent space can be sampled to
generate new single-photon emitting materials.
3.1 Study 3 Significance
As with study two, study three also looks to help solve the biased problem that exists in
chemical datasets comprised of research articles and patents101,161. With study three, however, the
goal is changed from general chemical equations to specific species with targeted uses. In this
case, quantum materials, particularly single-photon source (SPS) materials also sometimes
referred to as UV/vis materials. These SPS materials have very few datasets that are already
compiled and of those most are particularly small162,163. The two-part problem of small amounts
of data being available, as well as limited open source datasets, leads SPS materials to be an
excellent choice to prove the applicability of AGoRaS to generate large datasets that can be used
for the training of machine learning algorithms. This study utilizes the same AGoRaS designed for
study two to synthetically generate SPS materials that are less biased and more robust than the
ones currently available in literature and patents.
SPS materials have a varying array of uses, and therefore require a huge amount of different
materials with different emission spectra to meet those needs164–167. They are used in frequencydomain optical storage167, quantum communications, optical quantum information processing, and
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metorology166, as well as quantum sensing168 and dipole gates169. They are also used for checking
water and ground water content for contaminants42,170 to name just a few. This huge range of
different use cases requires a wide variety of different materials that can satisfy the different single
spectra emissions requirements of each use case. As of today, there exists no comprehensive
database that covers the range of single-photon emitting materials needed for all these use cases.
It is hypothesized that a VAE sharing the same structure as AGoRaS can create a material
compression intelligence via the latent space representation of a currently available SPS material
database. This latent representation can be sampled at different points to generate new SPS
materials with strong peaks. The latent space can be thought of as a representation of the
compressed structural and chemical information inherent in the species being used to train the
network. The network will be able to learn the structural and chemical similarities between the
SPS materials and populate the latent space with them. This is the power of a VAE type of network,
it does not look at and represent data in 2 or 3 dimensions but instead in n number of dimensions.
While representing the data in a higher dimension offers a VAE network a unique
advantage, the real advantage of a VAE is that instead of each input node having a unique value
in these high dimensions they are fitted to a probabilistic distribution. Most often this distribution
is in a multivariate gaussian distribution. This means that each of the input nodes has a range of
possible inputs.
Study three proves that AGoRaS can be reutilized for a targeted approach to a specific type
of problem in the materials field. This will allow not only for large amounts of new materials to
be discovered but also lead to improved machine learning algorithms. It will also offer cost and
time savings over DFT and experimental studies. As well as allowing the field of quantum
materials to catch up to other fields in the adaptation of machine learning algorithms. The ability
of this network to generate a near-continuous and infinite space of new reactions will allow
researchers to speed up the research and deployment of cutting-edge machine learning techniques.
3.2 Study 3 Background
Just like in study two, the field of SPS material is filled with “garbage”. In so much as the
data currently available in the literature is not often suitable for machine learning algorithms.
Zakutayev et al. showed that the lack of sufficiently large and diverse datasets is a huge hindrance
to the development of advanced machine learning algorithms in the field of material science171.
Their study drives home the point of the importance of large datasets in the training of machine
learning algorithms, as well as the ability of these machine learning algorithms to predict the
structure, stability, and properties of various types of materials. Importantly, Zakutayey et al. show
how advanced machine learning algorithms that exist already can be adopted quickly and easily to
material science problems, as long as a robust and extensive dataset exist for their training.
In UV/vis research and its application in SPS materials, the work by Beard et al. stands out
for their thorough and exhaustive collection of available materials and corresponding relevant
calculations162. They looked at over 400,000 scientific documents to extract a database of just over
8,000 unique compounds. This highlights the difficulties that exist in creating a database for
quantum materials, even when using state-of-the-art tools such as ChemDataExtractor as was used
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in the work by Beard et al172. The small return of materials from such an exhaustive search has
several root causes. The first is the wide variety of formatting among different scientific journals.
The second is the discrepancies that exist within the tools being used, such as RDKIT's various
APIs. A third problem is that there is no one set of ground truth rules to use when representing a
material using the smile’s notation, which can lead to some errors when phrasing materials.
Despite these obstacles, the database created by Beard et al. represents the most complete UV/vis
material dataset to date.
Single photon generational materials are a requirement for applications of quantum
communication, quantum computing, quantum information, and quantum precious metrology.
SPS materials are used in a wide range of applications, from quantum computing materials to
remote sensing, and dipole gates. Remote sensing has gained a lot of traction in the last few years
as technology has improved around quantum materials. These remote sensing methods have been
used for monitoring contaminants in water, monitoring air quality trends, dissolved nutrients in
surface water, and many other advanced techniques168,170,173–176. Spangenberg et al. show how
using quantum materials could be combined to detect relative concentrations of mixtures within
the water in real time170. Meanwhile, Fei et al. showed how with the right combination of machine
learning algorithm and SPS material this same contamination monitoring of ground water.
However, even Fei et al. work could only find 1665 materials to be used, highlighting the problem
with small datasets177. In the work, by Mamede et al. it is continued to be shown how machine
learning can be utilized with quantum materials. Their work focuses on finding the UV/vis
adsorption spectrum of organic molecules using the fingerprints generated from 2D chemical
structures. They were able to achieve a sample size of ~75 k molecules by using only chemical
structures173.
Finding different quantum materials that work for a varying array of conditions is a very
active area of research. With De Leonardis et al. showed that by using quantum materials they can
overcome the challenges of phase-matching conditions between an optical pump, signal, and idler
photon pairs when operating short-wavelength macroing resonators174. Meanwhile, Richter et al.
showed that quantum materials can help with remote sensing of tropospheric compositions from
space175. These finds lead to an increasing need for more quantum materials that can help advance
many different fields.
3.2.1 Quantum Materials
Quantum material is a term from condensed matter physics that encompasses all
materials whose essential properties cannot be described in terms of semiclassical particles and
low-level quantum mechanics178. These are generally materials where non-generic quantum
effects are linked to electronic properties. They can also be materials that have some type of
electronic order or electronic correlations. Quantum materials often have properties that have no
equivalent in the macroscopic material world. These properties can often be extremely difficult
to understand. Some of these properties include quantum entanglement and quantum
fluctuations178,179.
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3.2.2 Single Optical Photon Source
A material that emits light at a single particle or photon is known as a single-photon source
(SPS). These materials are a subset of quantum materials and are interested in numerous scientific
fields. A material is considered an ideal SPS if it meets two conditions, the first is if it produces
single-photon states with 100% probability. The second condition is if it produces multi-photon
states with 0% probability180. In general, if a system has an electric field amplitude that is
distributed over a narrow bandwidth, this will allow Fock states to be studied11. This is how singlephoton sources can get around the Heisenberg uncertainty principle. Photons from these sources
exhibit quantum mechanical characteristics, including photon antibunching181. This means that the
time between two consecutive photons can never be less than some specific value. Typically, an
excited electron stays in a higher state for a few nanoseconds and then returns to the ground state.
It is during this return to the ground state that the photon releases energy in the form of radiation11.
A simplified SPS material could be explained by considering a single atom that contains
exactly two energy levels and a single electron. Therefore, the electron could only be in either the
ground state (lower energy) or the excited state (higher energy). When the electron transitions from
the excited state down to the ground state the atom would emit a photon with an energy level equal
to the total energy difference between the atomic state of the excited level and the ground level. A
schematic of this can be seen in figure 19. Once the electron has entered the ground state, it would
require something to re-excite it to a higher energy level in order to be able to produce another
photon. In this way, it is clear that the atom could not produce two photons at once182,183. Some
examples of SPS materials are generally broken down into two types of materials. The first is
single emitters include single atoms, ions, and molecules. The other is solid-state emitters such as
quantum dogs, color centers, and carbon nanotubes. The second category of material is considered
on-demand materials, as they can be directed to emit a photon on light as needed184.
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Figure 18: Electronic levels of a simplified atom with one ground state and one excited state and
a single electron. As the electron falls to the ground state a photon is emitted. Where |1> indicates
the excited state and |0 > indicates the ground state.
3.2.3 Ultraviolet-visible Spectroscopy
Adsorption spectroscopy or reflectance spectroscopy known as ultraviolet-visible
spectroscopy(UV/Vis) studies light in the pat of ultraviolet and adjacent visible regions of the
electromagnetic spectrum. The perceived colors seen in the visible light spectrum due to
absorption or reflectance effects the color of the chemicals involved. Within this region of the
visible light spectrum, molecules and atoms undergo electronic transitions between states. With
fluorescence studying electrons moving from an excited state to a ground state. Meanwhile,
absorption is the study of electrons moving from a base state to an excited state.
3.2.4 Semi-Empirical Quantum Chemistry Method
Semi-empirical quantum chemistry methods are all based on approximations for the determination
of the wave function and the energy of a quantum many-body system in a stationary state179. This
approximation used most often is the Hartree-Fock formalism185. A popular semi-empirical
method is the VAMP package. VAMP is a fast reliable system that utilizes the MINDO/3, MNDO,
AMI, and PM3 semi-empirical methods186. It can be used for the evaluation of many chemical and
physical properties of organic and inorganic systems. The VAMP software is commonly used
before other methods such as density functional theory to find good starting geometry and
properties. By using a semi-empirical approach, the throughput of the number of predictions that
can be executed is significantly increased. Evaluating millions of small molecules using a semiempirical approach is possible using facilities at WVU, while a DFT approach would be time
prohibitive. The throughput of the number of species that can be evaluated outweighs the accuracy
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of the solution. The approach was to use the semi-empirical method to evaluate all species in the
design spaces and then sub select good performing material and conduct high fidelity simulation,
such as TDDFT simulations.
3.2.5 Quantum Sensing
Quantum sensing is the act of using a quantum object to measure a physical quantity
through the use of quantum systems, quantum properties, or quantum phenomena. When
describing quantum sensing it is typical to describe three main use cases. The first is when a
Quantum object is being used to measure a physical object. The second is the use of quantum
coherence to measure a physical quantity. The third is to improve the precision or sensitivity of a
measurement through the use of quantum entanglement187. Typically, when using SPS materials
this third use case is the most common. This third use case is considered the truly quantum
definition out of the three. It allows for operations to take place at nanoscales that are not possible
though the use of classical sensors.
3.2.6 Time-Dependent Density Functional Theory
Time-dependent density functional theory (TDDFT) is a type of quantum mechanical
theory with uses in chemistry and physics. Its usages are mainly in investigating the properties and
dynamics of many-body systems with time-dependent potentials188. Time-dependent potentials are
commonly things like electric or magnetic fields. By looking at these many-bodied systems in time
it is possible to see the effects of such fields on various molecules and solids189. This allows for
the extraction of features such as excitation energies, frequency-dependent response properties,
and photo absorption spectra. TDDFT is an extension of the widely used density functional theory
(DFT). The computational and conceptual fundamentals of these techniques are the same.
However, TDDFT systems tend to be much more complex due to the time-dependent effective
potential of any given moment being dependent on the values of all previous times190. The TDDFT
software used in this study was DMOL3.
As with the semi-empirical methods predicting the visible and near-visible UV spectra with
TDDFT involves calculations of excitations between discrete electronic levels in a system. These
evaluations are done by calculating transition dipole moments between the sates involved in the
various excitations. This allows the calculation of the adsorption peaks in the spectrum due to
excitation energies188,189,191. A formal definition of TDDFT is outside the scope of this study but
the work by Barone et al.192 does and excellent job of formally defining the problem. Some of the
relevant equations for this study can be seen in equations 29-31. The eigenvalue problem shown
in equation 29 can be used to calculate the poles of the frequency-dependent dynamic polarization
tensor and its response188,191.
𝑄𝑭𝐼 = 𝛺12 𝑭𝐼

Eq. 28

Where 𝛺1 are the excitation energies and 𝑭𝐼 the eigenvectors that describe the multi-determinantal
excited sates. The subscript I is the index of the electronic excitations. To calculate the response
density for the converted excitation vector ( 𝑭(𝐼)) when taken as being discretized on the real
space grid can be used to calculate the dipole matrix elements and oscillator strengths using
equation 29191,193.
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𝑀𝐼,𝑥 = √2 ∫ 𝜌 𝑭(𝐼)(𝒓)xdr

Eq. 29

Which allows for the oscillator strength to be expressed as equation 30191.
2 2
Eq. 30
2
2
𝑓𝐼 = (𝑀1,𝑥
+ 𝑀1,𝑦
+ 𝑀1,𝑧
)
3
In order to have a complete orbital basis set the oscillator strength has to satisfy the sum
rule shown in equation 31. Which states that the number of electrons (𝑁𝑒 ) is the number of
electrons in the molecule191.
∑ 𝑓𝐼 = 𝑁𝑒

Eq. 31

𝐼

3.3 Study 3 Methodology
3.3.1 Processing the Database
The chemical species used in this study to train the network were taken from the Dataset
created by Beard et al162. The dataset was downloaded in the json format with ~8,000 different
species. The species were then further divided up to separate species with a single lambda and a
dipole moment and species with multiple lambda peaks, and a dipole moment. Each species
already had SMILES strings attached along with an IUPAC name. For validation, each IUPAC
name was converted using RDKIT to verify that it matched the provided SMILES string. All
species were read into a pandas dataframe with the important information as columns, such as
SMILES string, lambda values, intensities, and dipole moments.
It was decided that for simplicity and reproducibility, the AGORAS network would only
focus on the predictions of SMILES species and not on the associated properties. This was done
because it allows the network to focus on learning the underlying physical and chemical structural
patterns rather than also trying to extend the prediction to properties. The physical properties such
as dipole moments, lambda values and intensity could be calculated using DFT.
Since the idea of this iteration of AGORAS was to generate new species it was decided to
continue to use character-level embedding, due to its advantages over word-level embedding in
the field of natural language processing142,154. This would allow for the generative network to not
just use the same species it had been trained with but instead allow it to generate new species based
on information gained in the training process. The embedding was done using TensorFlow’s builtin embedding techniques and was based on a universal alphabet created from all the species155.
This was done in part because of the work by Gaspar et al. who show how molecule embedding
can mirror that of NLP embeddings. They show in their work how improvements can be made to
the predictive power of machine learning models by formulating the inputs into sequence
embeddings156.
3.3.2 AGORAS Structure for Quantum Material
AGoRaS takes in a vector representation of length n, where n is the maximum length
character-level representation of the longest SMILES string in the training dataset. This vector is
then fed forward into a TensorFlow Embedding layer that projects the input into a higher
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dimensionality. This is an important step because the projection fits numeric values to a high
dimensionality space removing the intrinsic values of the values themselves. This is done because
in our 2D space the numeric values have no intrinsic value i.e., 5 is not greater than 6 they just
represent two different characters. The projected vectors are then fed into a bidirectional LSTM
(BiLSTM) layer with a recurrent dropout of 0.2. The mean and log variance is created from the
output of the BiLSTM layer.
A sampling function is used to randomly sample this solution space based on the mean and
log variance. The network then decodes the sampled solution space using a RepeatVector layer
that is wrapped around the output of the latent space, thus turning it into a tensor vector that an
LSTM layer could read. The RepeatVector is fed as an input into an LSTM layer, whose output is
projected into a vector of length n. The output of this projection is what is used to calculate the
loss of the network. AGoRaS uses a sequence-to-sequence style loss function common to variation
autoencoders. The metric used for monitoring the network during training is also the standard kl
loss. The network was trained for 500 epochs using a batch size of 25, an embedding
dimensionality of 500, and a latent dimensionality of 350. The kl weight used was 0.1 and the
activation function was a SoftMax function. The optimizer function was Adam and the learning
rate was 1x10−5. This structure exactly mimics that of the AGORAS network for chemical
reaction prediction other than the length of the input vector.
3.3.3 Training AGORAS for Quantum Material
Once the training data had been cleaned and embedded in a numerical format readable by
a neural network architecture it is split into three sections. The training set, validation set, and test
set where the training set was 70% of available data, the validation set was 20% of available data,
and the test data was 10% of the data. Even though AGoRaS utilizes a generative technique it can
still be validated using traditional methods. The way VAEs are validated is by the ability of the
network to encode the validation set and decode it back to the original string construction with no
loss of information. The sequence-to-sequence loss function was used during the training process.
This allows for scoring of the reconstructed string versus the original string. This ability to encode
and decode the original chemical equations with zero loss of information is typically indicative of
a stable latent space. Do to the small data nature of this problem it is extremely important to
validate as much as possible the stability of your latent space. To that end, after it had been proven
that the network could reconstruct the test data, the remaining 90% were also tested again. Of
course, since this data was used in training the network should be able to reconstruct them all. But
it serves as a further validation of the stability of the latent space.
3.3.4 Autonomously Sample the Latent Representation for Quantum Material
Once a trained network has been created it is possible to construct a sampler that utilized
real species to interface with the latent representation. This is shown in subfigure 17B where it is
shown how two materials can be used to access the latent space and return a new species at some
equidistant point between them. It is still possible to start sampling the different latent
representations randomly using a randomized species and having the decoder part of the network
construct species. The decoder takes the equidistant points between the two species and applies
the learned weights to construct new equations. This directed sampling has a powerful advantage
59

over the previous version. Instead of attempting to just continuously sample the latent space, it is
now possible to sample the latent spaces in areas for which the decoded species have characteristics
researchers might be interested in. Due to the probabilistic nature of the latent representations, it
is possible to take an almost unlimited number of sample points and continue to generate new
species. Of course, there would be diminishing returns on this as there are only so many chemically
feasible species possible.
3.3.5 Validating Generated Species
The methodology for determining the chemical validity of species was extremely like that
of the data cleaning process. The first step was to check duplicate species were eliminated. The
second step was to check each species for chemical validity using RDKit, where any physically or
chemically unstable species should be rejected by the software151. This is a common practice when
using a neural network with generated SMILES species134,140,145,146,148,157–159. The ability of the
network to generate valid chemical species helps to further prove that the latent space is stable and
representative of the original dataset.
3.3.6 Preform Semi-Empirical Methods on Generated Species
Using the SMILES notion provided in the generated dataset output a custom Pipeline Pilot
protocol was written that would take the SMILES entry and convert it to an atomistic description.
Once the data was converted to an atomistic description a semi-empirical density functional theory
calculation was conducted. Pipeline Pilot is a powerful tool capable of manipulating and analyzing
large quantities of scientific data and is provided by Dassault Systems
The semi-empirical model that was implemented in the automated script was based on the
Materials Studio provided VAMP software package9,160. Geometry optimization was conducted
with a diatomic differential overlap (NDDO) and PM6 Hamiltonian, Auto multiplicity, and a spin
state unrestricted Hartree-Fock (UHF), restricted Hartree-Fock (RHF), or annihilated unrestricted
Hartree-Fock (A-UHF). Several spin states were tested based on convergence. A Paulay/IIS
convergence scheme with a convergence energy tolerance of 2x10−4. The thermodynamics
information and total dipole moment were output.
The pipeline pilot script conducted a series of preparation steps prior to the DFT
calculation. After data was read using SMILES format the SMILES was checked for consistency,
followed by making and cleaning of the molecule. The molecule was generated from the SMILES,
centered, hydrogens were added, and the molecule was cleaned. The cleaning step conducted a
quick empirical elastic relaxation of the structure to refine the initial geometry. The structure was
provided to a programmed series of VAMP calculations starting with the most rigorous spin state.
Using the VAMP software, the total formation energy of a structure can be determined. To
do so it is necessary to determine the total energy of the system minus the total energy of each
element. This can be seen in Equation 32 shown below. Where the formation energy represents
the energy required to dissociate a structure into its individual components.
𝐸𝑓𝑜𝑟𝑚 = 𝐸𝑡𝑜𝑡 − ∑ 𝐸𝑡𝑜𝑡 (𝑥)
𝑥

60

Eq. 32

Using the VAMP software it is possible to also calculate the dipole moments at the same time as
the total energy. VAMPs can determine the molecular wavefunction of a species, which can then
be used to derive the dipole moment. This is done using the LCAO method of molecular orbitals
rather than the standard MNDO Hamiltonian calculation. VAMP is also able to calculate accurate
dipole moments using the Natural Atomic Orbital-Point Charge model for molecular electrostatic
properties. Another function of the VAMP software is the ability to calculate molecular properties
such as optical spectra. A summarized version of these steps can be seen in the flow chart in figure
16.

Figure 19: Flow diagram of the data collection, training, and validation steps taken by AGoRaS
to generate synthetic data for Single Photon Emitting Materials. After 10,000 new species have
been created, they are checked for chemical feasibility. These new species are then added to the
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original species list to help sample the latent space more effectively. The semi-empirical
calculation receives a SMILES descriptor and conducts an independent series of calculations to
validate the species as stable and, physically possible.

3.3.7 Compare Training Data with Generated Data
The above calculation for optical spectra, dipole moments, and total energy is done for
both the original dataset and the generated data. To determine if our generated species offer a good
representation of real-world conditions, these three properties needed to be compared and
contrasted. In addition, this study also looks at the number of atoms for both the generated
materials and the original materials. Due to the disparity of the dataset sizes a percentage
normalized comparison between the larger generated dataset and the original dataset containing
~8,000 materials, was taken. It is then possible to compare the total number of atoms, dipole
moments, optical spectra, and total energy directly between percent normalized datasets. This is
done using histograms, to get a view of the distribution of values for each dataset.
3.3.8 Identify Promising Material
Once the dataset has been proven to contain realistic values and material distributions it is
possible to sort the data for promising materials. The data is sorted by the three criteria already
looked at previously. The aim is to identify 2 materials with strong dipoles and a single lambda
frequency in the 500-600 nm range with a high intensity. These criteria are selected due to their
direct interest to researchers in the field of quantum sensing. It was decided that using materials
with direct practical applications would help make this work more inviting to a wider range of
researchers.
3.3.9 Validate Material with TDDFT
To determine if these 2 materials warrant experimental consideration it is important to put
them through a more rigorous form of calculation, TDDFT. The higher accuracy of the TDDFT
method to that of the semi-empirical methods used earlier, allow for researchers to have greater
confidence in the predicted value. This higher level of validation also allows for experimentation
with these molecules to help identify what is causing these strong peaks and particular
wavelengths. The molecule’s emission spectra can be investigated by adding or removing elements
to see the response in the strength and the peak wavelength.
3.4 Study 3 Results
Since study three was meant to be an extension of study two to show AGoRaS’s versatility
both networks utilized the same training methodology. However, study three utilized a slightly
different approach to that of study two when sampling the latent space of the VAE. As well as for
generating the synthetic dataset. Therefore, it has been named AGoRaS-Quantum to differentiate
it from the original AGoRaS network. The reason for this difference is twofold, the first being the
different nature of the desired outputs, and the second is the natural development of software where
better tools are developed to help reach desired goals faster. In the original AGoRaS, a probabilistic
sampling of the latent space was used to generate materials and continued to use that until we
reached some arbitrary number of new equations.
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In AGoRaS-Quantum to sample the latent space, two different species are chosen and
embedded as a starting and end point in the latent space. A set number of equidistant points
between them are then returned and decoded into possible species. This directed sampling has a
powerful advantage over the previous version. Instead of attempting to just continuously sample
the latent space, it is now possible to sample the latent spaces in areas for which the decoded
species have characteristics researchers might be interested in. This improvement led to a slightly
different methodology for generating the synthetic dataset. In study three after the network had
produced 10,000 new species that were verified using RDKit, those species were appended to the
list of species being used as starting and endpoints. This helped to stabilize the sampling of the
latent space and increased the number of stable species being returned. It should be noted that for
the generation of the synthetic dataset in this study that random species were selected as the starting
and end species. This allows for the synthetic dataset to remain unbiased in its generation while
still maintaining the chemical characteristics of the original dataset.
As in the previous study, the only information that the AGoRaS-Quantum network receives
is an encoded SMILES sting and the only output is an encoded SMILES string, in which hydrogen
atoms are implicit. This can be seen in subfigure 17B, where the AGoRaS-Quantum network is
illustrated. In the previous study, the claim was made that the AGoRaS network could and indeed
was learning the underlying physics and chemistry of the reaction processes. By targeting the
AGoRaS-Quantum network to generate single molecules that had very distinct chemical properties
it was possible to validate that this claim was true. Unless the AGoRaS-Quantum network was
learning the chemical and physical combinations of atoms and structures that generated single
photon emitting materials then the species being created would fail to have those distinct
characteristics. Instead, it would have just learned what characters to put together to make some
valid SMILES string.
Just as in the previous study each character of the smiles string is represented in the latent
space as a probability distribution rather than as a discrete value. This allows for the trained
network to sample this distribution for the desired number of points to generate the corresponding
number of new species. This is possible due to the unique nature of the VAE network over that of
a traditional AE network. As previously discussed, a VAE’s latent space is a smooth representation
of data due to the continuous nature of the input. However, what this does is creates a latent space
in which points that are in proximity to each other are similar in nature. This is not the case in an
AE network's latent space, where inputs are represented as discrete values.
The steps outlined in the methodology section were used to gather the training dataset,
transform it into the correct format, train the network, sample the latent space, and validate the
chemical and physical validity of the generated species. A simplified flow chart is shown in figure
19 that outlines the straightforward and easily repeatable steps needed to accomplish the training
and validation of the AGoRaS-Quantum network. It can be seen that figure 19 is remarkably
similar to figure 13 which outlines the training and validation of the original AGoRaS network.
This is, of course, intentional, it provides an easy-to-understand and recreates flow for researchers
looking to recreate this experiment. As well as showing how the same steps and validation that
were used for a network tuned to chemical reactions can easily be applied to a network tuned to a
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different purpose. It also serves to easily highlight any additions or improvements made to the
flow.
Just as in the previous study the semi-empirical modeling technique used the generated
SMILES notation that is converted to an atomistic description to predict the chemical properties.
In an effort to allow others to easily recreate this study, it was decided to use the database created
by Beard et al. who have already collected suitable materials from various sources and made them
easily accessible in several different formats162. They used a combination of a literature search of
experimental data, RDKit, and TDDFT to generate the original corpus of data used in this
experiment. As with the previous study, since all of the species were extracted from the literature
it was determined that this would be a good comparison dataset to show the ability of AGoRaSQuantum to generate a wider-ranging and more balanced dataset. After the collection of data and
phrasing using RDKit, we were left with 8,000 molecular species.
After the SMILES strings had been embedded and the VAE was trained, the latent space
was sampled to generate new chemical species. Sampling was stopped once ~1,000,000 million
valid species had been disseminated. This arbitrary stopping criterion was selected because it was
greater than 10 times the size of the original dataset. All species were run through the data pipeline
to check their uniqueness and stability. The new species contained species with atoms ranging
from 1 to 74 with an average of 18 atoms while the original dataset had molecules with atoms
between 1 and 49 with an average of 22. A comparison of these distributions can be seen in figure
20. The number of atoms was calculated using RDKit. It should be noted that this ability to predict
larger molecules shows again the benefits of this approach over approaches such as
retrosynthesizing. We can see statistically most of the larger molecules are outliers when compared
to the rest of the molecules. It is hypothesized that if the latent space were to continue to be
sampled, especially if the large molecule species were targeted sampling the area could produce
many large molecules.
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Figure 20: Box plot statistics showing the Original and Generated Species atom count.
The distribution of these atom counts can be seen in figure 21, which allows for a more indepth analysis. In all plots for this study, the training dataset is pictured in blue in the background
with the generated dataset in the foreground in red. The y-axis in all the plots is the percentage of
all molecules within that bin and the x-axis is the associated chemical property. It can be seen from
figure 21 that the generated species and original species share an approximately normal
distribution with two main differences. The first is the high percentage of species in the first two
bins and the second is that the distributions are not centered around the same number of atoms.
Both of these differences are due to the original dataset containing single-element molecules. Since
they are already included in the original species and AGoRaS-Quantum can’t come up with new
elements it is impossible for it to share that feature. However, due to the existence of these small
molecules, it biased the network into creating species that were on average smaller than the median
number of atoms for the original dataset.
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Figure 21: Histogram comparing the number of atoms per molecule between the original and the
generated equations.
Of course, for these molecules to be useful as either a dataset for machine learning or as a
database for potential experimentalists it had to be proved that these generated species shared the
same properties as the original species. It was decided to look at molecules containing no more
than 10 atoms. This was due to the computational complexity and cost associated with the semiempirical calculations160,179. The criteria that were deemed the most important to compare between
the datasets were those that can identify if a material is a single photon emitter. That is whether or
not the calculated emission spectra of the molecule exhibit a single strong peak at some wavelength
in the visible spectrum.
Using semi-empirical calculations it is possible to calculate the wavelength and emission
strength of photons at each electronic level. It is important to note that the intensity of the light
being emitted is “arbitrary”. It is considered arbitrary due to the Franck-Condon Principle which
explains the relative intensities of vibronic transitions. These intensities are the relation between
the probability of a vibrational transition to the overlap of the vibrational wave functions194. This
is shown in equations 33 and 34. In equation 33, μ is the molecular dipole operator, e is the charge
of the electrons, 𝑟𝑖 is the location of the electrons 𝑍𝑗 𝑒 is the charge of the nuclei and, 𝑅𝑗 is the
position of the nuclei. In equation 34, P is the probability amplitude for the transition between the
two states, ψ is the wavefunction of the original state, and ψ′ is the wavefunction of the final
state195.
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𝜇 = 𝜇𝑒 + 𝜇𝑁 = −𝑒 ∑ 𝑟𝑖 + 𝑒 ∑ 𝑍𝑗 𝑅𝑗
𝑖

Eq. 33

𝑗

𝑃 = 〈ψ′ |μ|ψ〉 = ∫ 𝜓 ∗′ μψdτ

Eq. 34

These calculations at each energy level led to the calculated emission spectra that will be
used as validation of these materials. An example of this can be seen in table 5. All electronic
levels of each molecular species were determined at the standard state using the semi-empirical
computational technique described earlier. Other properties of interest that were calculated to help
identify promising materials were the molecules, total dipole moment, vibrational frequency, and
strength.

Excitation
Oscillator
Multiplicity
Num
Wavelength
Strength (arb.)
(1 = singlet, 3=
(nm)
triplet)
0
0.00
0.00
0.000000
1
2
2.36
525.08
0.000000
3
3
3.05
404.50
0.000049
1
4
5.73
261.64
0.000000
3
Table 5: Example of the first few energy levels of the molecule NCCCCC=0 (C5H11NO). These
are actual examples, but this table serves as a reference to the reader.
Level
Energy

Since it would be unrealistically time-consuming to manually check all of the generated
materials' electronic levels to see if they possessed a single strong peak a simple but effective
methodology was implemented. For each material, the quantile ranges of the oscillator strength
were calculated and the number of values greater than the 75th percentile was counted. It was found
that ~99% of all generated materials' oscillator strength had no more than 3 values above the 75th
percentile. This gives a clear indication that almost all the generated materials exhibited the desired
chemical property of being a single photon-emitting material. This is extremely vital for the
practicality of AGoRaS-Quantum going forward, as it showed it can generate materials with a very
specific use case and structure. This will allow for its use in other areas of chemistry and material
science where materials with specific properties are desired.
Once it was confirmed that the generated data exhibited single peak behavior it was
necessary to perform further analysis to confirm that the generated data shared similar value ranges
as the original data. For this overlapping histograms were determined to be an ideal way to show
that the generated data had properties similar to that of the real data. Figure 22 shows a histogram
of the original and generated species' peak oscillator strength. It can be seen that both the generated
and original species have a semi-normal distribution with a slightly left skew to the values.
However, it appears that on average the generated materials have a slightly weaker peak oscillator
strength.
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Figure 22: Histogram comparing the Peak Oscillator Strength between the original and the
generated equations.
In this type of behavior, both the lower average peak strength and the identical distribution
of values are expected due to the bias in the training data. Since the network uses all of the original
data as a starting point for sampling the latent space it will always return data of a similar
distribution. This problem could easily be overcome by sampling only data from the
underrepresented regions until a uniform distribution was created. Which of course was not
possible when originally generating the dataset as the semi-empirical calculations had not been
run yet.
The high percentage of molecules being generated that produce weaker strengths is also a
byproduct of the inherited bias. Due to the training data being sourced from experimental results,
where only the best material i.e., the strongest emitter are reported. This leaves a lot of materials
for AGoRaS-Quantum to be able to generate that still meet the chemical and physical requirements
but do not produce as strong of a peak. Simply put the area of the latent space that generate strong
peak materials is crowded, while the rest of the latent space is sparsely populated. As shown in
study two, however, if the latent space were to continue to be sampled until we reached 100X the
number of generated materials to the original material. Then the generated distributions would be
exactly that of the original materials.
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Figure 23: Histogram comparing the Excitation Wavelength at which the Peak Oscillator Strength
occurs between the original and the generated equations.
Another important aspect of these types of materials is at which frequency these peaks
occur. Figure 23 depicts the excitation wavelength at which the molecule's peak oscillator strength
occurs for the original and generated species. Once again it can immediately be seen that the
original and generated materials follow a similar distribution of semi-normal with a left skew. Like
with the previous figure this could be corrected with a more directed sampling methodology.
Another factor in the similarity of these distributions is that unlike the other histograms that have
been shown in this study their values could theoretically be anything. The excitation wavelengths
are calculated between 0 and 1400 nm, which helps to enforce an equal distribution of values
within that range. An interesting find from figure 23 is that while the original data has a disjointed
distribution of values when the excitation wavelength is greater than 250 nm. The generated data
shows a much more normal distribution as the values tail out to 1200 nm. This helps to suggest
that even if the training data has a disjointed distribution that a VAE will be able to generate a
smooth distribution of the data.
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Figure 24: Histogram comparing the total dipole moment between the original and the generated
equations.
It can be seen from figures 22 and 23 as well as the statistical analysis done, that the
generated materials have the desired characteristics that make materials a single photon emitting
material. However, it is important to check that the network was able to generate materials that
mimicked the real dataset in various other chemical and physical aspects. To that end, it was
decided to look at the total dipole moments of the real and generated materials. The dipole was
also calculated using semi-empirical calculations. Which is based on the partial charge and
positions of the atoms. Equation 27 was used to calculate the total dipole moment. The overlaid
histogram for the total dipole moments of the original and generated species can be seen in figure
24. As we have seen previously it is a semi-normal distribution with a left skew. Something to
note here is the high percentage of dipole values around 0 Debye for the original species. This is
due to the original dataset containing single atom species which would have 0 Dipole. An
interesting thing to note about figure 24 is as in figure 23 where the original data has a bit of an
uneven distribution, the generated data is much smoother. This again helps to validate that for all
chemical and physical features the VAE will be able to produce a more homogenous distribution.
As discussed earlier a key aspect of SPS materials is at what wavelength a peak appears
and how strong that peak is. It can be seen in figures 22 and 22 that AGoRaS-Quantum can produce
materials that have similar peak strength and wavelength values. While histograms are very good
at showing distributions of data they lack the ability to show information about single points or
about how two variables relate to one another. In figure 25 a scatter, plot is shown which shows
the original and generated species peak oscillator strength mapped against the wavelength it is
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produced at. This helps to tie together figures 21 and 22 and indeed provides further insights that
can greatly benefit users of this dataset. As in the previous figures, the red color dots represents
the generated species, while the blue color dots represent the original species.

Figure 25: Scatter plot of the generated and original species peak oscillator strength against the
excitation wavelength where it occurs
It can be immediately seen from figure 25 that the generated species have a much wider
range of wavelengths that produce their peak oscillator strength. While the original species all have
peak strengths somewhere between ~100 nm and 550 nm. The generated species produce peak
values all the way from ~0 to 1,300 nm. It is very interesting to see that despite being trained on
materials only in the visible light spectrum that the network was able to produce materials that had
peaks in the infrared light spectrum. An encouraging sign of the usefulness of this network to
scientists as a tool is the ability of the network to produce materials with very strong peak strengths.
The original dataset only contained 2 materials that had a peak oscillator strength greater than 2.
While the generated materials already have 29 materials with a strength above 2. This would allow
a scientist to search the materials and find candidates for further investigation. Another thing that
this graph helps to show us is how the generated materials are “filling up” the graph. We can see
that between many of the blue dots the space is completely filled with red dots. This is an extremely
important aspect for any future machine learning application that will be built off of this data. This
helps to show that AGoRaS-Quantum is closing the gaps in the data, which will lead to more robust
and powerful machine learning algorithms.
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This filling in of the data represents an extremely important aspect of VAEs and especially
of the AGoRaS-Quantum network. Which is the ability of the network to map the latent
probabilistic solution space of these materials. By sampling all of the latent space the network
would be able to fill in all of the gaps between points seen in figure 25. It is the aim to show that
the new materials are filling in the solution space and therefore allowing for the removal of bias.
To do this a t-Distributed Stochastic Neighbor Embedding (t-SNE) was undertaken and shown in
figure 26. The t-SNE algorithm is used primarily to be able to explore and visualize highdimensional data such as text. At its most simple level, it allows a user to get an understanding of
how data is arranged in high-dimensional space. The algorithm accomplishes this through an
unsupervised learning method of stochastic neighbor embedding to give high-dimensional data a
single point on a two-dimensional grid.
For this t-SNE algorithm, the only input was the SMILES representations of the molecules
embedded as numbers just as in the original training for the AGoRaS-Quantum network. The blue
circles represent the generated data set and the red circles represent the training data. Figure 26
subfigure A has all of the original data ~8,000 species while only showing a randomly selected
8,000 of the generated species. Meanwhile, subfigure B is also showing the ~8,000 generated
species but has 80,000 randomly selected generated species. This is done to illustrate how as we
sample more species we can fill in the latent space. It can be seen from subfigure A that AGoRaSQuantum is starting to fill in the blank spaces in the latent space. It is very interesting to note that
most of the species selected belong to the larger emptier area within the latent space. Subfigure B
it is clearly illustrated how the network is beginning to fill in all of the available space with
generated materials. It appears the areas around the original species are the most densely populated
with generated materials. This would make sense as species were used as entry points into the
latent space to begin sampling. So, a high proportion of the early generated species would be
located near the original species. Due to the memory cost, it was not possible to show how using
800,000 species would show an even more densely packed latent space.
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Figure 26: t-SNE plot of the training dataset and the generated dataset. Subfigure A All of the
~8,000 original species and a randomly sampled 8,000 generated species. Subfigure B All of the
~8,000 original species and 80,000 randomly sampled generated species.
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Besides the ability to generate new datasets for machine learning training, the most
important and immediately impactful application of AGoRaS-Quantum is the ability to conduct a
targeted search of the generated materials. In this way, researchers can utilize the massive amount
of new materials being created that exhibit behavior of interest to them. To demonstrate this
application the generated dataset was searched for specific criteria. In this case, it was materials
with a peak oscillator strength greater than 2 at a frequency between 500 – 600 nm, which
corresponds to green and yellow light. These values were selected due to the high amount of use
cases for materials in that frequency range, along with the strong peak strength. The results of this
search can be seen in figure 27.

Figure 27: Example of the ability to search the generated solution space for molecules of potential
interest. In this example molecules in the 500-600 nm wavelengths were chosen if they had a
strength above 2.0.
The most immediate thing that stands out is that all returned species are from the generated
dataset and none from the original dataset. In fact, to get data from the original dataset the peak
oscillator strength threshold would need to be lowered to 0.5. Of course, just the peak oscillator
strength and frequency are not enough to determine if a material is suitable for further
investigation. To help identify more promising materials the peak vibrational intensity strength
and corresponding frequency were also calculated along with the total dipole moment and the size
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of the molecule. For instance, the dipole moment can help a researcher identify if a material would
be a promising candidate for a quantum sensor. As stated earlier each material's emission spectrum
is not studied as it would be too manually intensive. So once some promising materials have been
identified it is important to perform further investigation and plot the excitation wavelength and
oscillator strength as well as the vibrational intensity strength and frequency. An example of these
plots for the CCCClBBIII molecule can be seen in figure 28.

Figure 28: Subfigure A Oscillator strength versus excitation wavelength for the CCCClBBIII
molecule. Subfigure B Vibrational intensity frequency versus vibrational intensity strength for the
CCCClBBIII molecule.
The first molecule investigated was the CCCClBBIII molecule. It was chosen due to its
high oscillator strength. An analysis of figure 28, subfigure A shows that the CCCClBBIII
molecule has a peak excitation wavelength at 549 nm. It also shows several other smaller peaks
all of them relatively low in comparison. The main peak is approximately 20 times stronger than
the next highest peak. A review of subfigure B shows a lot of photon peaks throughout the spectra.
None of these directly correlate to an integer of 549 nm. However, due to the abundance of peaks,
it is could be suggested that a closer examination take place of the CCCClBBIII molecule. This
higher abundance of peaks could create a scattering of the light phonon making it a less desirable
molecule.
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Figure 29: Subfigure A Oscillator strength versus excitation wavelength for the SClI molecule.
Subfigure B Vibrational intensity frequency versus vibrational intensity strength for the SClI
molecule.
The next molecule chosen to investigate was SCII as it had the strongest dipole moment.
In figure 29 it is possible to see the results of the analysis. Compared to the CCCClBBIII molecule
it is clear that the SCII molecule has approximately the same number of peaks and those that do
exist are at a lower intensity level. The peak intensity of the SCII molecule is 20 times greater than
that of the next highest peak. Again, a quick analysis can be done to see if any of the peaks in
subfigure B are an integer of the SCII molecules peak at 529 nm.
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Figure 30: Subfigure A Oscillator strength versus excitation wavelength for the ClBIIIIB
molecule. Subfigure B Vibrational intensity frequency versus vibrational intensity strength for
the ClBIIIIB molecule.
It can be seen from figure 30 subfigure A that the ClBIIIIB molecule has several small
peaks but one very dominating peak at 572 nm. The peak located at 572 nm is approximately 6
times as strong as the other peaks found in the excitation spectra. This ratio is noticeable smaller
than that of the other two molecules. While it still appears to be an excellent molecule special note
should be taken to make sure no other light spectra are emitted to a degree that would interfere
with its purpose. Subfigure B can be investigated to see if any of the photon frequencies is an
integer of the optical absorption peak excitation wavelength. If it is this can indicate that the
material might have photon scattering.
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Figure 31: Subfigure A Oscillator strength versus excitation wavelength for the FIII molecule.
Subfigure B Vibrational intensity frequency versus vibrational intensity strength for the FIII
molecule
Another molecule of interest was the FIII molecule due to its simplicity and relatively small
size. As with the other molecules, it exhibits the desired behavior of a single dominate peak, this
one at 554 nm. This peak like the previous molecule studied is around 6 times as strong as any
other peak in the spectrum. It is believed that this would still make an excellent material for single
photon emitting materials due to the magnitude increase in the peaks strength as well as the small
size of the molecule. This combined with the relatively few photon peaks seen in subfigure B
make it likely that this material would produce a strong clear light.
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Figure 32: Subfigure A Oscillator strength versus excitation wavelength for the C[I][I]II
molecule. Subfigure B Vibrational intensity frequency versus vibrational intensity strength for
the C[I][I]II molecule
The final molecule chosen from the molecules of interest for study here was the C[I][I]II
molecule. It was chosen because it had a good combination of peak strength, molecule size, and
dipole moment. These 3 things made the molecule a good overall chose to study in more detail. In
figure 32 subfigure A it is clear that this molecule has a single photon peak at 520 nm. It is also
interesting that this molecule exhibits almost no other peaks of significance. It only has very small
peaks at 295 nm and 424 but is otherwise free of other light-emitting peaks. The dominate peak is
approximately 26 times larger than the other peaks in the spectra. This indicates that C[I][I]II might
be an excellent SPS material. It is also clear from subfigure B that none of the photon peaks are
integers of the peak wavelength.
This analysis of the five molecules helps to validate our early assertion that all materials
generated by the AGoRaS-Quantum network have the characteristic single strong peak that was
intended. If a researcher is further intrigued by these types of materials, they will be able to go into
the network and use these species as points for directed sampling. Which should allow the network
to create new materials from the latent space that have these same properties. Allowing for an
exponential increase in the possible materials for study.
The final step in this study was to choose two promising materials and perform further
analysis using TDDFT. To that end, the FIII and C[I][I]II molecules were chosen for the TDDFT
analysis. This additional analysis is done for several reasons, the first is to provide greater
confidence to researchers in AGoRaS-Quantum’s ability to generate real and interesting materials.
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The other is to showcase how once the network has generated some interesting material researchers
can possibly manipulate the molecule in order to have some desired wavelength. It also allows
researchers to better study what is happening within the molecule when it generates the photon.
Which helps to facilitate the design of systems such as quantum sensors. The excitation energies
indicate the location of absorption peaks in the spectrum. While calculating the transition dipole
moments between the different states involved in the different excitations gives the peak
intensities188,191. An important thing to note for TDDFT methods is that there is a strong correlation
between the excitation energy errors and the degree of spatial overlap. This spatial overlap is
between the occupied and virtual orbitals involved in an excitation. As the overlap gets smaller the
errors increase196,197.

Figure 33: TDDFT results for the C[I][I]II (CH4I4) molecule. The excitation spectra are shown
in the bottom left-hand corner, with the corresponding table shown above as well as the original
molecule. The right-hand side of the image depicts the ground state of the molecule and the excited
state at which the molecule emits the strongest light.
The first molecule studied using TDDFT was the C[I][I]II molecule due to the results seen
in the semi-empirical analysis. The TDDFT spectra does not cover the wide frequency range as in
the semi-empirical method. Instead, it is more fine-tuned into the range of frequencies that it is
suspected that this material emits light at. The first thing to note is that the TDDFT calculations
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show the peak wavelength at 550 nm while the semi-empirical method had the peak at 520 nm.
This is considered a negligible difference. In the table shown in figure 33, the “f_osc” column
indicates the relative strength of the peaks. It is also important to note the overlap column, as
mentioned earlier the smaller the overlap the higher the chance of error in the excitation energy.
Once again in figure 33, it is possible to see a single dominate peak and several other smaller
peaks. This is an excellent validation that the generated material exhibits the desired material
properties. The right-hand side of figure 33 shows the molecule in its ground state with filled
electron orbitals (top) and the molecule in the excited state (bottom). This excited state corresponds
to the state at which the molecule will produce light at 550 nm. The overlap between them is one
of the lower values of any depicted in figure 33. This gives increased confidence in the predictions.

Figure 34: TDDFT results for the FIII (H2FI3) molecule. The excitation spectra are shown in the
bottom left-hand corner, with the corresponding table shown above as well as the original
molecule. The right-hand side of the image depicts the ground state of the molecule and the excited
state at which the molecule emits the strongest light.
The second molecule studied using TDDFT was the FIII molecule, chosen due to the results
calculated in the semi-empirical method. The initial analysis shows that the TDDFT calculations
determined that the peak oscillator strength for this molecule occurs at 571 nm. While the semiempirical methods calculated the peak to be at 554 nm. Since TDDFT is the more accurate method
for calculating the emission spectra it is excepted that this molecule would produce light at 571
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nm. This difference is roughly the same as the previous molecule and is no cause for concern, as
these two wavelengths would produce almost the same light color. An analysis of the results from
the TDDFT shows a strong peak at 450 nm for FIII as seen in figure 34. This peak is still around
half as strong as the dominate peak seen at 571 nm, but further study is warranted. Overall,
however, this material still exhibits the desired behavior of having distinct peaks at discrete
wavelengths. Once again the molecule is depicted on the right-hand side in the ground state (top)
and the excited state (bottom) at which it will emit the strongest light.

Figure 35: TDDTF results of the photon modes for the FIII molecule. The molecule is depicted
showing what happens to it if the photon is excited at one of the three highest modes.
As with the semi-empirical methods, it is once again important to look at the photon modes
of the molecules. However, since it is not the main focus of this study it was chosen to only
examine the FII molecules' photon modes to show agreement with the semi-empirical calculations.
The first thing to note from figure 35 is that the x-axis is wavenumber rather than wavelength as
in the FII photon emission graphs from figure 31 subfigure B. The main takeaway from a
comparison between the two methods is that they both result in 3 distinct peaks for the photon
spectrum. This indicates good agreement between the methods and still helps to indicate that this
could make an excellent SPS material.
So far this study has looked at only the materials being generated directly by AGoRaSQuantum. With the TDDFT study, it is possible to look beyond just these molecules and investigate
how they can be changed to produce peaks at different wavelengths. This portion of the study is
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designed to show the robustness of the generated molecules while also showing researchers a way
to directly use the results of this network. However, since it goes beyond the main focus of
validating the generated materials as single photon emitting materials it was decided to only look
at the effects that removing single hydrogen atoms had on the molecules. This will provide further
justification of the networks generated molecules' stability. While also helping to make this work
more widely usable.

Figure 36: Subfigure A: FIII molecule with one hydrogen atom removed emission spectra. On the
left-hand side is a generated image of the molecule and on the right-hand side is the absorption
spectra. Subfigure B: FIII molecule emission spectra shown for the originally generated molecule.
On the left-hand side is a generated image of the molecule and on the right hand side is the
absorption spectrum.
As would be expected when an atom is removed from one of the molecules the peak
wavelength shifts. For the FII atom depicted in figure 36, the removal of a Hydrogen atom shifts
the peak from 571 nm to 709 nm. This is a large shift in the color of the light being emitted,
potentially opening up this material for different use cases. It can be seen that the secondary peak
that was depicted at the edge of the spectrum in figure 34 has also shifted from 450 nm to 575 nm.
It is interesting to note, as mentioned earlier the H2FI3 molecule does not exist in the PubChem
database but the molecules for HFI3− and FI3 both do.
A similar analysis was carried out on the C[I][I]II molecule, with the removal of hydrogen
atoms. The results are shown in figure 37, where the top molecule and spectra are C[I][I]II with a
single hydrogen removed and the bottom is the molecule with two hydrogen atoms removed. Once
again it is possible to see a very large shift in the peak wavelength due to the removal of the
hydrogen atom. In the original molecule, the peak wavelength is shown at 550 nm but with one
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hydrogen atom removed that peak shifts to 466 nm. It also appears to be a much stronger peak
than in the original molecule. An examination of figure 37 also shows that if two hydrogen atoms
are removed the peak shifts strongly in the other direction. Resulting in a peak wavelength of 633
nm. Another check revels that both the molecules with hydrogen(s) removed CH3I4− and CH2I4
exists in PubChem along with the original CH4I4 molecule. This helps to validate the network can
generate interesting and real species.

Figure 37: Subfigure A: C[I][I]II molecule with one hydrogen atom removed emission spectra.
On the left-hand side is a generated image of the molecule and on the right-hand side is the
absorption spectra. Subfigure B: C[I][I]II molecule with two hydrogen atoms removed emission
spectra. On the left-hand side is a generated image of the molecule and on the right hand side is
the absorption spectrum.
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Conclusion
Study one proves the viability of training a ML algorithm on synthetically generated data
and using that algorithm to predict real work material properties. This approach is fundamental to
the credibility of the following studies as it serves as proof that synthetic data is not a limiting
factor for machine learning models' ability to predict on real-world data. In study one, A machine
learning ANN has been designed that predicts the dielectric properties of any material inside of
coaxial airline geometry using only the standard inputs of S11 and S21. The training data utilized
was created synthetically using COMSOL, a well-known and tested electromagnetic simulation
software. This software was chosen because it could generate input and output pairs covering the
entire solution space for this problem. Synthetic data were generated for all realistic possible output
scenarios. This covered all real and imaginary combinations of the dielectric constant as well as
all realistic lengths of the sample.
This extensive data generation was done for two main reasons. The first was the lack of
available experimental data that covered that same range of combinations. The second was to show
that if the synthetic solution space is well representative of the real solution space than a ML model
will be just as effective with either data source. Both styles of neural networks discussed in study
one showed excellent results. The system showed exceptional performance on training datasets
and experimentally collected datasets. Input data required very little prepossessing, with scaling
being the only numeric manipulation done to the datasets.
It should be noted that the ANN in this study has only been tested on a few real
experimental values. While the results were very promising, further testing is needed. However, it
can immediately be seen from the results the benefits that this method has over the other traditional
mathematical models. The most important being that solutions are not unstable at one-half
wavelength, no initial guess is required, and there is no need to de-embedded air to get a more
accurate measurement. Another distinct advantage that ANNs have over the mathematical models
is that other variables can be included in the predictions going forward. These can include things
like a chemical formula, atomic information, or any physical or chemical information.
Study one shows that with a high-fidelity model of a given geometry an ANN can be
created on computational data that will allow the prediction of dielectric properties without the
need to de-embed air. It should be noted that as the dielectric constant increased the ANN had a
harder time predicting. This problem could be eliminated using a filtering system with multiple
downstream neural networks that train on smaller ranges of data to increase accuracy within ranges
of interest.
In study two, a new method for synthetic data generation of chemical equations known as
AGoRaS was introduced. This study focused on AGoRaS’ application for only gas-phase reactions
but has applicability well beyond. The aim of AGoRaS was the avoidance of bias inherent to all
training data in the generation of continuous synthetic datasets. In this study, AGoRaS was trained
on a core dataset comprised of only ~7000 reactions and 2000 molecular species and was able to
generate 7,000,000 reactions with 20,000 molecular species. This is an extremely high return for
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such a small training set. The most exciting aspect of the results of AGoRaS was its ability to
create a large quantity of new molecular species and overall reactions that were stable. AGoRaS
implemented a unique approach of selecting from the latent space to generate new reactions. This
is a different approach as the typical usually involves retrosynthesis of existing reactions. An
advantage of this approach is that the VAE gathers the knowledge of the physics and chemistry
that it is trained on. This allows AGoRaS to generate new molecular species and reactions beyond
the size and description of the training data.
It should not be overlooked that the generated results of AGoRaS have not been
experimentally synthesized. Other studies in the past have noted that many molecules derived from
generative networks cannot be synthesized198. This is even in light of the generated molecules
scoring well on various quantitative benchmarks. While this may be the case for some of the
molecules generated in the study. By using a semi-empirical technique, which has been calibrated
with experiments, there is added confidence many of these reactions and molecular species can be
synthesized Moreover, this study attempted to mitigate this risk by checking all molecules against
existing databases such as RDKit and PubChem, in addition to conducting the semiempirical
calculations. Reactions that did not pass this check with both RDKit and the semi-empirical
technique were eliminated from the final dataset.
To demonstrate the utility of AGoRaS the generated reaction equations were filtered for
reactions containing CO2. Table 4 is a summary of a select number of these reactions that
demonstrate the complexity of the reactions that were discovered. Note the equations displayed in
Table 4 were not part of the training data. One of the limitations of AGoRaS is that the synthetic
generated data still may share similar distributions and biases with the training data. However, this
approach is an improvement on the current techniques as it can expand beyond the molecular
description of the training dataset. As the AGoRaS is trained on larger datasets and potentially fed
back generated data, the bias will diminish. It would be trivial to analyze the training dataset for
biases and introduce synthetic equations that balance out the biases. The network could be
retrained and sampled again to check for biases. This process could be repeated until the network
is no longer producing biased outputs. While the uniqueness of the dataset can be satisfied, the
completeness of the dataset will never be achieved due to the continuous nature of the data.
However, this provides a tool for achieving completeness over a bound design space and satisfying
the local continuity. But this may be acceptable for engineering applications where absolute
knowledge is not necessary
In study three, the AGoRaS network was extended from the generation of gas-phase
chemical reactions to the generation of quantum materials. This study was designed to show how
an AGoRaS-style VAE could be used in other applications of chemical engineering and material
science. The primary purpose was to show how with a small dataset of material with specific
characteristics it would be possible to then synthetically generate a large number of new materials.
Single photon emitting materials were used in this study because it is relatively quick to determine
if a material possesses those characteristics. Speed and computational complexity become
increasingly important as the number of generated materials begin to rise into the millions.
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As in the previous study, the aim of AGoRaS-Quantum was to generate a continuous
dataset that would allow for future training datasets to be unbiased. AGoRaS-Quantum was trained
on a core dataset containing ~8,000 molecular species. A sampling of the latent space was stopped
after ~1,000,000 new molecular species were created. This was an arbitrary stopping point and
sampling could have continued until the latent space was saturated. Once again this greater than
10x return on species is an extremely high return for such a small and biased dataset. As with the
previous study, AGoRaS-Quantum can create new molecules that are larger than in the original
dataset.
The truly exciting aspect of the results of the AGoRaS-Quantum network was its ability to
generate a large quantity of new molecular species that were both stable and shared the same
defining feature as the training dataset. A nice improvement of the previous study's sampling
method is the ability to use the SMILES representations of the molecular species as starting points
in sampling the latent space. This will allow for targeted sampling of the latent space to generate
materials with specific types of properties. This is possible due to the ability of the VAE to gather
knowledge of physics and chemistry from the dataset it is trained on. This allows AGoRaS to
generate new molecular species beyond the size and descriptions contained in the training data.
A further development in the third study was the use of TDDFT to provide a higher level
of accuracy for the generated molecules. Additionally, the use of TDDFT allowed us to verify that
the molecules would converge and therefore be more likely to be synthesizable. It also allowed for
further investigation into specific molecules. In this study, we chose to show how the molecules
could be manipulated to shift the peak wavelengths around the visible light spectra. Once
AGoRaS-Quantum was able to generate materials that were of interest, it becomes trivial for a
scientist to tune them to specific use cases.
Another exciting aspect of the results of the AGoRaS-Quantum network is its ability to
generate molecules that have very strong peak values. As well as generating molecules that have
peaks outside of the same wavelengths from the original data. This can be seen in figure 25 where
it is clear that the AGoRaS-Quantum network is generating molecules with stronger peaks and at
a wider range of frequencies. This will allow researchers to easily identify potentially excellent
replacement materials for various use cases where they are using weaker materials. It will also
allow them to identify materials that can strongly produce visible spectrum lights at a wider range
of frequencies. Once materials with strong peaks have been “discovered” using the AGoRaSQuantum network it is possible to manipulate them so that they generate light at the desired
frequencies. This is clearly shown in the TD-DFT results for the same materials the subtractions
of hydrogen atoms move the peak emission spectra into different ranges.
Again, it is important to note that these generated species have not been experimentally
synthesized and therefore need to be put through continued testing. As stated earlier other methods
have noted that numerous molecules created using generative networks have been unable to be
physically synthesized. But as with the last study the use of a semi-empirical technique, calibrated
using experimental data lends added confidence that many of these species will be chemically
synthesizable. In addition the use of RDKit, PubChem, and ChemSypder199 help to mitigate the
risk that these molecules will be synthesizable.
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Unlike study two, study three utilized a feedback loop of generated materials when
sampling the latent space to synthesize the generated materials. This helped to reduce the bias that
was present in the initial dataset. This can be seen in the histograms where the generated data has
a much more uniform distribution. Of course, since the sampling was random some bias still
existed in the generated dataset, but it was noticeably improved from study two. It would be
possible to analyze the original and generated species and come up with a new dataset that was
unbiased with normal distributions. Sampling that dataset at random would generate an unbiased
dataset as an output. As before it can be assured that the dataset contains unique species. However,
due to the continuous nature of the data, the completeness of the sampled latent space can never
be assured.
These studies have all been designed to prove two specific points about artificial
intelligence in material science. The first point is that machine learning algorithms can be trained
on synthetic data to help researchers to make important and impactful breakthroughs in the field
of material science. The second main focus is that through the use of a langue-based VAE model
and careful data curation it is possible to synthetically produce new and interesting datasets. This
can ultimately lead to more advanced machine learning models and even faster development and
deployment of machine learning algorithms on a large scale in material science.
Moreover, this research has focused on how machine learning, and especially VAE can be
used to overcome the data shortcomings that are currently holding back the advancement of
machine learning in the field of materials research. It has shown that a VAE can synthetically
reproduce chemical equations and species. Even being able to be tuned to develop specific types
of species for practical use cases. It has accomplished this by showing how a small well-curated
material dataset can be used to generate a much larger and more diverse dataset. This dissertation
has shown how a VAE can take SMILES formatted textual data and learn the underlying chemistry
and physics in order to generate new materials. This will help material research to start making the
same types of groundbreaking advancements that have been seen in the past few years in fields
like image processing and NLP where labeled data is abundant and high quality.
Now that the applicability and feasibility of these language based networks for material
science have been proven it opens the possibilities for more in depth analysis. Some traditional
machine learning analysis could be preformed in order to gain a better understanding of the
underlying processes. Mainly things such as the covariant estimates of the different parameters
within the network. This would also help with determining overfitting of the latent space via the
network’s variance. Some other interesting approaches that could be taken to improve the networks
speed and efficiency, is the autonomous design of the network parameters. This study was based
on hand tuned parameters until a stable network could be created. This leaves great opportunity
for the design of a more memory efficient network.
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Future Work
Going forward several important areas should be addressed to make the studies here more
applicable and more accessible. The first problem to address would be the time and computational
intensity of the semi-empirical calculations. Processing either dataset took months of almost
continuous calculations to generate the necessary information to compare the datasets. Going
forward the first step would be to build a machine learning model that can predict the chemical
properties of interest. Since we now have two very large diverse datasets with multiple properties
calculated for various species. It is an ideal scenario to continue testing if the synthetically
generated data can be used to train machine learning models. The main properties of interest would
be the Gibbs free energy at room temperature and the dipole moment for gas phase species. For
quantum materials, the properties would be the wavelength that produces the strongest peak and
its strength.
Many different avenues can be taken going forward to increase the applicability of this study
to experimentalists. One of the simplest would be to build in more checks for the post-processing
of the generated materials. In such a way that materials outside of the realm of experimentally
creatable materials would not be part of the generated dataset. This could be done with a
combination of cheminformatics tools and subject matter experts to craft the more extensive rules
needed to filter the dataset. Another easy-to-implement step could for the reactions dataset is to
curate the dataset to contain only “realistic” reactions based on the Gibbs free energy.
Looking particularly at the network used for predicting the quantum material's properties, it
would be possible to create an extremely powerful reinforcement learning algorithm. Since
reinforcement learning is outside of the scope of this dissertation I will not go into great detail on
the inner workings. In its most basic form, it would be possible to create a reinforcement learning
algorithm that optimized for both the stable creation of molecular species but also for the
wavelength and strength at which it produced light. It would be possible to almost instantly check
if a species was real and stable using RDKit. While then predicting its peak strength and
wavelength using the previously developed machine learning model. This would allow for the
development of a network that could perform targeted generation of new species.
An additional avenue for future work in regard to the AGoRaS-Quantum is the promising
materials identified in study three. All of the materials were Iodine based materials with excellent
peak strength and similar emittance wavelengths. Due to the strong dipoles associated with some
of them, they make an excellent candidate for quantum sensing applications. The high dipoles
allow for a potential materials system of these molecules to trade an electron back and forth at a
resonance known as the Rabi frequency71,197. This allows for a system of SPS to continuously emit
light until there is a change in the environment. The TDDFT analysis will allow for further
verification and testing of these molecules. Which can help experimentalists quickly work at
creating these materials. The AGoRaS-Quantum network can of course continue to be sampled
using these promising materials to generate additional Iodine based materials with similar
properties. That can then be further analyzed using TDDFT to analyze their feasibility and to
experiment with different configurations.
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Both of the variational autoencoders used in studies two and three were trained on what is
considered small data. An interesting avenue of research going forward would be to monitor the
failed generation of molecules or reactions. To be able to use them to help restructure the latent
space, so that the probabilities of steady materials would be increased. As of now those reactions
and species are just eliminated from the list of stable outputs. But they could be used as guidance
for where the latent space is unstable. This would be an interesting research approach that has not
been attempted to stabilize the latent space post-training.
Another important step to take to increase the impact of these studies is to make the data as
widely accessible and available as possible. To that end due to the author's connections on a
professional level, several software engineers have become interested in this project and would
like to help make it an open-source application. This would allow an easy to use interface for
accessing the data as well as searching through the various structures. It will also allow for all data
to be downloadable either as a bulk download or a curated download. The application will also
allow other research institutions to upload their real or experimental reactions. Putting an emphasis
on uploading any and all experimental reactions, not just the best ones. Ideally, it will also host a
version of AGoRaS where people can train it using their own data. This application will help to
push the field of materials research forward by making data widely available to anyone who wants
to use it.
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Code Availability
The machine learning models are available in GitHub repositories with accompanying filtered
experimental datasets and semi-empirical datasets. Unfiltered datasets and Pipeline Pilot protocols
used to generate filtered datasets can be requested on GitHub. All code can be found on GitHub
under the following link, https://github.com/Dr-Musho-Research-Group/AGoRaS. Future releases
and versions of AGoRaS will also be released here.
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