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Abstrat
Multirate shemes for onservation laws or onvetion-dominated problems seem
to ome in two avors: shemes that are loally inonsistent, and shemes that
lak mass-onservation. In this paper these two defets are disussed for one-
dimensional onservation laws.
Partiular attention will be given to monotoniity properties of the multirate
shemes, suh as maximum priniples and the total variation diminishing (TVD)
property. The study of these properties will be done within the framework of
partitioned Runge-Kutta methods.
2000 Mathematis Subjet Classiation: 65L06, 65M06, 65M20.
Keywords and Phrases: multirate methods, partitioned Runge-Kutta methods,
monotoniity, TVD, stability, onvergene.
1 Introdution
Multirate shemes for onservation laws that have appeared in the literature all seem
to have one of the following defets: there are shemes that are loally inonsistent,
e.g. [3, 4, 17, 18℄, and shemes that are not mass-onservative, e.g. [26℄. In this paper
these two defets are disussed for one-dimensional onservation laws u
t
+ f(u)
x
= 0.
We will mainly onentrate on time stepping aspets for simple shemes with one
level of temporal renement. The spatial grids are assumed to be given and xed in
time. Spatial disretization of a PDE (partial dierential equation) then leads to a
system of ODEs (ordinary dierential equations), the so-alled semi-disrete system.
Partiular attention will be given to monotoniity properties of the multirate time
stepping shemes, suh as maximum priniples and the total variation diminishing
(TVD) property.
After some preliminaries, we will present in Setion 3 a detailed analysis of two
multirate forward Euler shemes, due to Osher & Sanders [18℄ and Tang & Warneke
[26℄. The rst of these shemes is inonsistent at interfae points, but it will be
shown that onvergene of order one an be still obtained in the maximum-norm.
Furthermore, we will see that step size restritions for monotoniity will depend on
the type of monotoniity: in general the restritions for maximum priniples an be
more relaxed than for the TVD property.

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In Setion 4 we will present some multirate shemes that are based on a standard
two-stage Runge-Kutta method. These multirate shemes were reently introdued
by Tang & Warneke [26℄, Constantinesu & Sandu [3℄, and Saveno et al. [22℄. For
these shemes some results of numerial experiments for linear advetion and Burgers'
equation are disussed.
For the analysis of general multirate shemes it is onvenient to write them in the
form of partitioned Runge-Kutta methods. In Setion 5 it will be seen that reent
results for (standard and additive) Runge-Kutta methods of Higueras, Ferraina and
Spijker [7, 10, 11, 25℄ an then be employed to obtain monotoniity results for the
multirate shemes through the partitioned Runge-Kutta methods. As for the forward
Euler multirate shemes, the step size restritions for maximum-norm monotoniity
and maximum priniples are in general more relaxed than for the TVD property.
Comparison of the theoretial results with the numerial tests indiates that the re-
stritions for maximum-norm monotoniity are more relevant in pratie. This setion
also ontains a disussion on loal and global temporal errors for problems with smooth
solutions. To understand the onvergene behaviour of the shemes, the propagation
of the loal errors, with assoiated damping and anellation eets, are to be taken
into aount.
2 Preliminaries
2.1 Forward Euler multirate shemes for the advetion equation
2.1.1 Examples of simple shemes
Consider as a simple example the advetion equation
u
t
+ u
x
= 0 (2.1)
on a one-dimensional spatial region 0 < x < 1 with given initial value u(x; 0), and
inow boundary ondition u(0; t) or spatial periodiity. Spatial disretization is per-
formed with the rst-order upwind sheme on ells C
j
= (x
j
 
1
2
x
j
; x
j
+
1
2
x
j
). This
gives a semi-disrete system
u
0
j
(t) =
1
x
j
 
u
j 1
(t)  u
j
(t)

for j 2 I = f1; 2; : : : ;mg ; (2.2)
where u
0
j
(t) =
d
dt
u
j
(t), and u
j
(t) approximates u(x
j
; t) or the average value over the
surrounding ell C
j
.
Appliation of the forward Euler method with time step t gives the CFL stability
ondition 
j
 1 for all j, where 
j
= t=x
j
is the loal Courant number. Suppose
this stability ondition is satised for j 2 I
1
but on I
2
= I   I
1
we need to take two
smaller steps with step size
1
2
t to reah t
n+1
= t
n
+ t.
Then for this simple situation, the sheme of Osher and Sanders [18℄ an be written
as
u
n+
1
2
j
=
(
u
n
j
for j 2 I
1
;
u
n
j
+
1
2

j
(u
n
j 1
  u
n
j
) for j 2 I
2
;
(2.3a)
u
n+1
j
= u
n
j
+
1
2

j
(u
n
j 1
  u
n
j
) +
1
2

j
(u
n+
1
2
j 1
  u
n+
1
2
j
) for j 2 I : (2.3b)
As observed in [26℄, the sheme (2.3) is not onsistent at the interfae: if i  1 2 I
1
and i 2 I
2
then
1
t
 
u
n+1
i
  u
n
i

=
1
x
i
 
u
n
i 1
 
1
2
(u
n
i
+ u
n+
1
2
i
)

=
1 
1
4

i
x
i
 
u
n
i 1
  u
n
i

;
2
whih is onsistent for xed Courant number 
i
with the equation
u
t
+ (1 
1
4

i
)u
x
= O(t) +O(x
i
) ;
rather than the original advetion equation (2.1).
To overome this inonsisteny, Tang and Warneke [26℄ therefore proposed the
modied sheme
u
n+
1
2
j
= u
n
j
+
1
2

j
(u
n
j 1
  u
n
j
) for j 2 I ; (2.4a)
u
n+1
j
= u
n+
1
2
j
+
(
1
2

j
(u
n
j 1
  u
n
j
) for j 2 I
1
;
1
2

j
(u
n+
1
2
j 1
  u
n+
1
2
j
) for j 2 I
2
:
(2.4b)
This sheme, however, is not mass onserving at the interfae. If i  1 2 I
1
and i 2 I
2
then the ux at x
i 1=2
that leaves ell C
i 1
over the time interval [t
n
; t
n+1
℄ equals
u
n
i 1
, whereas the ux that enters C
i
is given by
1
2
(u
n
i 1
+ u
n+1=2
i 1
).
It should be noted that exept for interfae points the shemes (2.3) and (2.4) are
idential. For example, if I
1
= fj : j < ig and I
2
= fj : j  ig, then (2.3) and (2.4)
give in one step the same result for j 6= i. It will be shown next that, also with larger
interfae regions, the properties of internal onsisteny and mass onservation annot
be ombined.
2.1.2 Inompatibility of onsisteny and mass onservation
Consider the rst-order upwind disretization (2.2) for the advetion equation with
spatial periodiity. Then
M =
X
j2I
x
j
u
j
(t) :
is a onserved quantity. If the u
j
are densities, this is global mass onservation.
Now suppose that for j  k
1
we use forward Euler with step size t, for j > k
2
we
apply forward Euler with step size
1
2
t, and on the interfae region k
1
< j  k
2
we
take any ombination of a number of forward Euler steps with t and
1
2
t together
with interpolation or extrapolation. The result an be written as
u
n+1
j
=
8
>
>
>
<
>
>
>
:
u
n
j
+ 
j
(u
n
j 1
  u
n
j
) ; 1  j  k
1
;
u
n
j
+ 
j
(u
n
j 1
  u
n
j
) + 
2
j
m
X
k=1

jk
u
n
k
; k
1
< j  k
2
;
u
n
j
+ 
j
(u
n
j 1
  u
n
j
) +
1
4

2
j
(u
n
j 2
  2u
n
j 1
+ u
n
j
) ; k
2
< j  m;
(2.5)
with unspeied oeÆients 
jk
, and with u
0
= u
m
due to spatial periodiity. The
interfae at x = 0; 1 poses no problem here. We will show that this sheme annot be
both mass onservative and onsistent, no matter how the sheme is dened on the
interfae region k
1
< j  k
2
. For onveniene it an be assumed that the spatial grid
is uniform, 
j
=  = t=x, and we set 
jk
= 0 for j  k
1
and j > k
2
.
Insertion of exat solution values in the sheme gives for k
1
< j  k
2
the trunation
error
1
t
 
u(x
j
; t
n+1
)  u(x
j
; t
n
)

 
1
x
 
u(x
j 1
; t
n
)  u(x
j
; t
n
)

 
t
x
2
m
X
k=1

jk
u(x
k
; t
n
) :
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For onsisteny, that is, trunation errorO(t)+O(x), we obtain by Taylor expansion
the onditions
X
k

jk
= 0 ;
X
k
(k   j)
jk
= 0 for k
1
< j  k
2
: (2.6)
On the other hand, we have
x
X
j
u
n+1
j
  x
X
j
u
n
j
=
t
2
x
X
j
X
k

jk
u
n
k
+
t
2
4x
X
j>k
2
 
u
n
j 2
  2u
n
j 1
+ u
n
j

=
t
2
x
X
k

X
j

jk

u
n
k
+
t
2
4x
u
n
k
2
 1
 
t
2
4x
u
n
k
2
;
from whih it seen that the requirement of mass onservation leads to
X
j

jk
=
8
>
<
>
:
0 if k 6= k
2
  1; k
2
;
 
1
4
if k = k
2
  1 ;
1
4
if k = k
2
:
(2.7)
However, the onditions (2.6) and (2.7) together lead to a ontradition:
0 =
X
j
X
k
(k   j)
jk
=
X
j
X
k
 
(k   k
2
+ 1)  (j   k
2
+ 1)


jk
=
X
j
(j   k
2
+ 1)
X
k

jk
 
X
k
(k   k
2
+ 1)
X
j

jk
=
X
j

jk
2
=
1
4
:
This shows that onsisteny and mass onservation annot be valid at the same time.
2.2 General formulations
In this paper we will disuss monotoniity properties and temporal onvergene of
multirate shemes for general semi-disrete problems in R
m
,
u
0
(t) = F (u(t)) ; u(0) = u
0
: (2.8)
The approximations to u(t
n
) = [u
j
(t
n
)℄ 2 R
m
will be denoted by u
n
= [u
n
j
℄ 2 R
m
.
As above, we onsider partitioning I = I
1
[ I
2
. Corresponding to these sets I
k
, let
I
1
; I
2
be m m diagonal matries with diagonal entries 0 or 1, suh that (I
k
)
jj
= 1
for j 2 I
k
, k = 1; 2. We have I
1
+ I
2
= I, the identity matrix.
The semi-disrete system (2.2) obviously ts in this form with linear F . The general
system (2.8) allows nonlinear problems and nonlinear disretizations. For suh systems
the Osher-Sanders sheme (2.3) beomes
8
<
:
u
n+
1
2
= u
n
+
1
2
tI
2
F (u
n
) ;
u
n+1
= u
n
+
1
2
tF (u
n
) +
1
2
tF (u
n+
1
2
) ;
(2.9)
and the Tang-Warneke sheme (2.4) reads
8
<
:
u
n+
1
2
= u
n
+
1
2
tF (u
n
) ;
u
n+1
= u
n
+ tI
1
F (u
n
) +
1
2
tI
2
 
F (u
n
) + F (u
n+
1
2
)

:
(2.10)
In the following we will refer to (2.9) as the OS1 sheme, and to (2.10) as the TW1
sheme. We note that in [18℄ and [26℄ the number of sub-steps on the index set I
2
was allowed to be larger than two for these shemes. More general formulations will
be onsidered in Setion 5.
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2.3 Monotoniity assumptions
Consider a suitable onvex funtion,
1
semi-norm or norm kvk for v = [v
j
℄ 2 R
m
.
Interesting examples are the maximum-norm
kvk
1
= max
1jm
jv
j
j ; (2.11)
or the total variation semi-norm
kvk
TV
=
m
X
j=1
jv
j 1
  v
j
j with v
0
= v
m
; (2.12)
arising from one-dimensional salar PDEs with spatial periodiity.
The basi monotoniity assumption on the semi-disrete system that will be used
in this setion is
kv + 
1
I
1
F (v) +
1
2

2
I
2
F (v)k  kvk for all v 2 R
m
and 0  
1
; 
2
 
0
; (2.13)
where 
0
> 0 is a problem dependent parameter. For the multirate shemes we shall
determine fators C suh that we have the monotoniity property
ku
n+1
k  ku
n
k whenever t  C
0
: (2.14)
For a given sheme, the optimal C will be alled the threshold fator for monotoniity.
In general, suh monotoniity properties are intended to ensure that unwanted over-
shoots or numerial osillations will not arise. Following [23, 24℄ we will all a sheme
total variation diminishing (TVD) if (2.14) holds with the semi-norm (2.12). If the
(semi-)norm is not speied, methods that have a positive threshold C an be alled
strong stability preserving (SSP), as in [5℄ for standard, single-rate methods.
Example 2.1 Apart from (semi-)norms, suh as kvk
TV
and kvk
1
, we an also on-
sider onvex funtions. For example, following [25℄, onsider
kvk
+
= max
1jm
v
j
; kvk
 
=   min
1jm
v
j
:
Then, having (2.14) for both these onvex funtions amounts to the maximum priniple
min
1im
u
0
i
 u
n
j
 max
1im
u
0
i
for all n  1 and 1  j  m:
In general, this is of ourse somewhat stronger than having monotoniity in the
maximum-norm, ku
n+1
k
1
 ku
n
k
1
, but for the shemes onsidered in this paper
the assoiated threshold values C will be the same. 3
Example 2.2 Consider a salar onservation law u
t
+ f(u)
x
= 0 with a periodi
boundary ondition, and with 0  f
0
(u)  . Spatial disretization in onservation
form gives semi-disrete systems (2.8) with
F
j
(v) =
1
x
j
 
f(v
j 
1
2
)  f(v
j+
1
2
)

1
Reall that  : R
m
! R is a onvex funtion if ((1   )v + w)  (1   )(v) + (w) for all
 2 [0; 1℄ and v;w 2 R
m
. If we have (v)  0, (v + w)  (v) + (w) and (v) = jj(v) for all
 2 R, v;w 2 R
m
, then  is a semi-norm. If it holds in addition that (v) = 0 only if v = 0, then 
is a norm.
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where v
j1=2
are the values at the ell boundaries, determined from the omponents
of v = [v
i
℄ 2 R
m
. Using limiters in the disretization it an be guaranteed that
0 
v
j 
1
2
  v
j+
1
2
v
j 1
  v
j
 1 + 
with a onstant   0 determined by the limiter; see also formula (8) in [4℄. This holds
trivially for the rst-order upwind disretization with  = 0; a detailed higher-order
example will be given in Appendix A. It now follows that F
j
(v) an be written as
F
j
(v) =
a
j
(v)
x
j
 
v
j 1
  v
j

; j = 1; : : : ;m ; v
0
= v
m
;
where
0  a
j
(v)  (1 + ) for all j and v 2 R
m
:
Suppose that x
j
= h for j 2 I
1
and x
j
=
1
2
h for j 2 I
2
. Then a well-known
lemma of Harten [8, Lemma 2.2℄ shows that (2.13) will be valid for the total variation
semi-norm (2.12) provided that

0
h

1
1 + 
:
Moreover, it is easy to see that (2.13) will also hold in the maximum-norm under the
same CFL restrition. 3
3 Analysis of the forward Euler multirate shemes
3.1 Monotoniity results
3.1.1 Monotoniity results for sheme TW1
Standard (single-rate) shemes give the same step size restrition for various mono-
toniity properties. As we shall see, with the multirate shemes dierent step size
restritions are obtained for the maximum-norm or the total variation semi-norm.
In the rst stage of the TW1 sheme (2.10) we have of ourse
ku
n+
1
2
k  ku
n
k whenever t  
0
:
The seond stage an be written in the form
u
n+1
= (1  )u
n
+ 
 
u
n+
1
2
 
1
2
tF (u
n
)

+ tI
1
F (u
n
) +
1
2
tI
2
 
F (u
n
) + F (u
n+
1
2
)

;
with arbitrary  2 [0; 1℄. This leads to
u
n+1
= (1  )

u
n
+
2 
2(1 )
tI
1
F (u
n
) +
1
2
tI
2
F (u
n
)

+ 

u
n+
1
2
+
1
2
tI
2
F (u
n+
1
2
)

:
(3.1)
Under assumption (2.13) this gives the monotoniity property (2.14) with
C = max
01
min

1 ;
2(1 )
2 
; 

= 2 
p
2 : (3.2)
This value C  0:58 is valid for general semi-norms. So, in partiular, it provides a
TVD result for shemes with limiters.
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Next, onsider the maximum-norm. Then, by noting that the seond stage an
also be written as
u
n+1
= I
1
 
u
n
+ tI
1
F (u
n
)

+ I
2
 
u
n+
1
2
+
1
2
tI
2
F (u
n+
1
2
)

;
it diretly follows (see also [26, Lemma 2.1℄) that the threshold fator for max-norm
monotoniity is
C = 1 : (3.3)
Note that this result has been obtained by using the inequality
kI
1
v + I
2
wk  max(kvk; kwk) ; (3.4)
whih holds for the maximum-norm and for the onvex funtions k  k

from Exam-
ple 2.1, but not for general norms or semi-norms; in partiular, it will not hold for the
total variation semi-norm.
3.1.2 Monotoniity results for sheme OS1
In the rst stage of the OS1 sheme (2.9) we diretly obtain
ku
n+
1
2
k  ku
n
k whenever t  
0
:
The seond stage an be written as
u
n+1
= (1  )u
n
+ 
 
u
n+
1
2
 
1
2
tI
2
F (u
n
)

+
1
2
tF (u
n
) +
1
2
tF (u
n+
1
2
)
with parameter  2 [0; 1℄. Hene
u
n+1
= (1  )

u
n
+
1
2(1 )
tI
1
F (u
n
) +
1
2
tI
2
F (u
n
)

+ 

u
n+
1
2
+
1
2
tF (u
n+
1
2
)

:
(3.5)
It follows that under assumption (2.13) the monotoniity property (2.14) holds with
C = max
01
min
 
1 ; 2(1  ) ; 

=
2
3
: (3.6)
Again, for the maximum-norm a better result an be obtained by onsidering
I
1
u
n+1
and I
2
u
n+1
separately. Multipliation of (3.5) with I
1
and taking  = 
1
=
1
2
gives
I
1
u
n+1
=
1
2
I
1
 
u
n
+ tI
1
F (u
n
)

+
1
2
I
1
 
u
n+
1
2
+ tI
1
F (u
n+
1
2
)

:
Likewise, with  = 
2
= 1, it follows that
I
2
u
n+1
= I
2
 
u
n+
1
2
+
1
2
tI
2
F (u
n+
1
2
)

:
Hene the threshold fator for max-norm monotoniity is
C = 1 : (3.7)
This result, formulated in terms of a maximum priniple, was already obtained in [18℄
for rst-order upwind spatial disretization and in [15℄ for a lass of high-resolution
disretizations. In these papers also TVD results were presented; this will be disussed
below.
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3.1.3 The TVD property for linear rst-order upwind advetion
For the linear advetion equation u
t
+ u
x
= 0 with spatial periodiity, the rst-order
upwind disretization (2.2) an be written as
u
0
(t) = Au(t) ; A = H
 1
(E   I) ; (3.8)
with H = diag(x
1
; : : : ;x
m
) and E the bakward shift operator, (Ev)
i
= v
i 1
for
i = 1; : : : ;m with v
0
= v
m
. Consider also
~
A = H
 1
( I + E
T
) :
This orresponds to rst-order upwind disretization for u
t
  u
x
= 0. We denote
Z = tA,
~
Z = t
~
A. Then
~
Z = H
 1
Z
T
H :
For the OS1 and TW1 shemes applied to (3.8) we have u
n+1
= Su
n
, where the
ampliation matrix S an be written as S = R(Z) with
R(Z) =
(
R
OS1
(Z) = I + Z +
1
4
ZI
2
Z ;
R
TW1
(Z) = I + Z +
1
4
I
2
Z
2
:
Let
~
R be suh that
~
R(Z)Z = Z R(Z) : (3.9)
It is easily seen that
~
R
OS1
(Z) = I + Z +
1
4
Z
2
I
2
and
~
R
TW1
(Z) = I + Z +
1
4
ZI
2
Z. For
both shemes it follows by some simple alulations that
R(
~
Z) = H
 1
~
R(Z)
T
H : (3.10)
As we saw above, both shemes OS1 and TW1 are suh that
kR(
~
Z)k
1
 1 (3.11)
whenever 
j
= t=x
j
 k for j = I
k
, k = 1; 2. It will now be demonstrated that
under the same CFL restrition we have
kR(Z)vk
TV
 kvk
TV
for all v 2 R
m
; (3.12)
that is, the TVD property is valid with threshold C = 1 for the speial ase of rst-
order upwind advetion disretization.
Lemma 3.1 If (3.10) and (3.11) are valid, then (3.12) is also satised.
Proof. Along with the disrete L
1
-norm on R
m
, kvk
1
=
P
m
j=1
x
j
jv
j
j, we also on-
sider the `
1
-norm kvk
`
1
=
P
m
j=1
jv
j
j, together with the indued matrix norms. Then
we have kWk
1
= kW
T
k
`
1
for any W 2 R
mm
; see for example [12℄. Moreover, it is
easily seen that kW
T
k
`
1
= kH
 1
W
T
Hk
1
, and therefore
kWk
1
= kH
 1
W
T
Hk
1
:
Hene (3.10) and (3.11) imply
k
~
R(Z)k
1
 1 : (3.13)
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Further we have
kvk
TV
=
m
X
j=1
jv
j 1
  v
j
j = kAvk
1
=
1
t
kZvk
1
:
Consequently, for a sheme u
n+1
= R(Z)u
n
the TVD property (3.12) is equivalent to
kZR(Z)vk
1
= k
~
R(Z)Zvk
1
 kZvk
1
:
This is satised beause k
~
R(Z)wk
1
 kwk
1
for any w 2 R
m
, in view of (3.13). 2
The above result is not new for the OS1 sheme. In fat, already in [18℄ the result
was given for the ase of rst-order upwind disretization for non-linear problems. In
[15℄ this was extended to a lass of high-resolution spatial disretizations. The proofs
of these more general results for the OS1 sheme are more tehnial than the above.
3.2 Convergene for smooth problems
In this setion bounds for the global errors e
n
= u(t
n
)   u
n
will be derived. It will
be assumed that the problem (2.8) is suÆiently smooth. Both the shemes OS1 and
TW1 are overed by the formula
u
n+
1
2
= u
n
+ tI
1
F (u
n
) +
1
2
tI
2
F (u
n
) ;
u
n+1
= u
n
+
1
2
t
 
F (u
n
) + F (u
n+
1
2
)

+ tI
1
 
F (u
n
)  F (u
n+
1
2
)

;
(3.14)
with parameter value  = 0 for OS1 and  =
1
2
for TW1.
If we insert exat ODE values u(t
n
), u(t
n+1=2
), u(t
n+1
) into the stages of (3.14)
we obtain residuals 
n+1=2
and 
n+1
, respetively. By Taylor expansions it is easily
found that

n+
1
2
= u(t
n+
1
2
)  u(t
n
)  tI
1
u
0
(t
n
) 
1
2
tI
2
u
0
(t
n
)
=
 
1
2
  

tI
1
u
0
(t
n
) +
1
8
t
2
u
00
(t
n
) +O(t
3
) ;

n+1
= u(t
n+1
)  u(t
n
) 
 
1
2
I + I
1

tu
0
(t
n
) 
 
1
2
I   I
1

tu
0
(t
n+
1
2
)
= t
2
 
1
4
I +
1
2
I
1

u
00
(t
n
) +O(t
3
) :
Let Z
`
2 R
mm
be suh that
Z
`
 
u(t
`
)  u
`

= t
 
F (u(t
`
))  F (u
`
)

(3.15)
for all ` = n; n +
1
2
, n  0. If F is dierentiable we an take Z
`
as the integrated
Jaobian matrix
Z
`
=
Z
1
0
tF
0
(u(t
`
) + (1  )u
`
) d :
For the errors in the two stages of (3.14) it follows that
e
n+
1
2
= e
n
+ I
1
Z
n
e
n
+
1
2
I
2
Z
n
e
n
+ 
n+
1
2
;
e
n+1
= e
n
+
1
2
Z
n
e
n
+
1
2
Z
n+
1
2
e
n+
1
2
+ I
1
 
Z
n
e
n
  Z
n+
1
2
e
n+
1
2

+ 
n+1
:
Eliminating e
n+1=2
we thus obtain a reursion for the global errors of the form
e
n+1
= S
n
e
n
+ d
n
; n = 0; 1; : : : ; (3.16)
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with ampliation matrix S
n
and loal disretization error d
n
. The resulting expres-
sions are given below for  = 0;
1
2
. The reursion (3.16) will be the basis for the
subsequent analysis. The method is alled onsistent of order p if kd
n
k = O(t
p+1
),
and onvergent of order p if ke
n
k = O(t
p
) for all n.
Sine we want to study onvergene at all grid points, inluding the interfae points,
the natural norm is the maximum-norm. For stability it will be assumed that
kI + I
1
Z
`
+
1
2
I
2
Z
`
k
1
 1 ; (3.17)
for all ` = n; n+
1
2
. It is easily seen that we then have kI + 
1
I
1
Z
`
+
1
2

2
I
2
Z
`
k
1
 1
whenever 0  
j
 1. This is of the same form as (2.13), with F (v) replaed by Z
`
v.
In ombination with the smoothness assumptions on the problem this stability
result will easily lead to onvergene for the TW1 sheme. Due to the inonsisteny
at interfae points, the error build-up is more ompliated for sheme OS1. It will
still be possible to show onvergene with order one under the following additional
assumptions:
kI
2
Z
`
k
1
 4K < 4 ; (3.18)
kZ
`+
1
2
  Z
`
k
1
 Lt ; (3.19)
for ` = n; n+
1
2
, n  0, with onstants K 2 (0; 1) and L  0. Note that (3.18) may be
slightly stronger than the loal CFL ondition implied by (3.17) on the index set I
2
.
3.2.1 Convergene of sheme TW1
For the TW1 sheme (2.10) we obtain from the above derivation, with  =
1
2
, the
expressions
S
n
= I
1
 
I + Z
n

+ I
2
 
I +
1
2
Z
n+
1
2
 
I +
1
2
Z
n

; (3.20)
d
n
=
1
2
t
2
 
I
1
+
1
2
I
2
+
1
8
I
2
Z
n+
1
2

u
00
(t
n
) +O(t
3
) : (3.21)
As already noted above, (3.17) has the same form as (2.13). Therefore we an opy
the derivation leading to (3.3) whih now gives the bound
kS
n
k
1
 1 (3.22)
for the ampliation matrix.
Furthermore, (3.17) implies kI
2
(I +
1
4
Z
`
)k
1
 1, whih provides the loal error
bound
kd
n
k
1

1
2
t
2
ku
00
(t
n
)k
1
+O(t
3
) :
Convergene now follows in a standard fashion. Summarizing, we have the following
result:
Theorem 3.2 Consider the TW1 sheme (2.10) with the time step restrition (3.17).
Then kSk
1
 1, and we have the error bound
ke
n
k
1

1
2
Tt max
t2[0;T ℄
ku
00
(t)k
1
+O(t
2
) ; 0  t
n
 T :
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3.2.2 Convergene of sheme OS1
Also for the OS1 sheme (2.9) we an prove onvergene with order one in the maximum-
norm, in spite of the loal inonsistenies. For this result, damping and anellation
eets are to be taken into aount.
For the OS1 sheme we obtain from the above derivation, with  = 0, the expres-
sions
S
n
= I +
1
2
Z
n
+
1
2
Z
n+
1
2
 
I +
1
2
I
2
Z
n

; (3.23)
d
n
=
1
4
tZ
n+
1
2
I
1
u
0
(t
n
) +
1
4
t
2
 
I +
1
4
Z
n+
1
2

u
00
(t
n
) +O(t
3
) : (3.24)
In the same way as above it follows that (3.22) is valid, showing stability of the
error reursion. However, here we get only an O(t) bound for the loal errors beause
Z
`
I
1
u
0
(t
n
) will not be an O(t) term in general; this is due to the fat that I
1
u
0
(t) is
not a smooth grid funtion (jumps at the interfaes). To prove onvergene we need
to establish a relation between loal errors and ampliation fators.
We have
S
n
  I = Z
n+
1
2
 
I +
1
4
I
2
Z
n

 
1
2
 
Z
n+
1
2
  Z
n

:
Hene
Z
n+
1
2
= (S
n
  I)Q
n
+
1
2
 
Z
n+
1
2
  Z
n

Q
n
; Q
n
=
 
I +
1
4
I
2
Z
n

 1
:
It follows that we an deompose the loal error as
d
n
= (S
n
  I)
n
+ 
n
; (3.25)
with

n
=
1
4
tQ
n
I
1
u
0
(t
n
) ;

n
=
1
8
t
 
Z
n+
1
2
  Z
n

Q
n
I
1
u
0
(t
n
) +
1
4
t
2
 
I +
1
4
Z
n+
1
2

u
00
(t
n
) +O(t
3
) :
(3.26)
Suh a deomposition an be used to show onvergene for sheme OS1; the argu-
ments are the same as in [14, p. 216℄ for onstant S
n
= S. Let us dene e^
n
= e
n
+ 
n
for n  0. Then
e^
n+1
= S
n
e^
n
+
^
d
n
;
^
d
n
= 
n+1
  
n
+ 
n
;
for n  0. Hene
ke^
n
k
1
 ke^
0
k
1
+
n
X
k=0
k
^
d
k
k
1
:
Sine e
0
= 0 we obtain
ke
n
k
1
 k
0
k
1
+ k
n
k
1
+
n
X
k=0
 
k
k+1
  
k
k
1
+ k
k
k
1

: (3.27)
It remains to bound the terms on the right-hand side. Under assumption (3.18) it
is easily seen that
kQ
k
k
1
 (1 K)
 1
:
Moreover, we have
Q
k+1
 Q
k
=  
1
4
Q
k
(I
2
Z
k+1
  I
2
Z
k
)Q
k+1
;
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kQ
k+1
 Q
k
k
1

1
2
tL(1 K)
 2
:
It follows that
k
k
k
1

1
4
(1 K)
 1
tku
0
(t
k
)k
1
;
k
k+1
  
k
k
1

1
8
(1 K)
 2
Lt
2
ku
0
(t
k
)k
1
+
1
4
(1 K)
 1
t
2
ku
00
(t
k
)k
1
+O(t
3
) ;
k
k
k
1

1
8
(1 K)
 1
Lt
2
ku
0
(t
k
)k
1
+
1
4
t
2
ku
00
(t
k
)k
1
:
Insertion of these three estimates into (3.27) gives the following onvergene result.
Theorem 3.3 Consider the OS1 sheme (2.9) with the time step restrition (3.17).
Then kSk
1
 1. Under the additional assumption (3.18), (3.19) we have the error
bound
ke
n
k
1
 (M
1
+M
2
TL)t max
t2[0;T ℄
ku
0
(t)k
1
+M
3
Tt max
t2[0;T ℄
ku
00
(t)k
1
+O(t
2
) ;
for 0  t
n
 T , with M
1
;M
2
;M
3
determined by K.
3.2.3 Convergene of OS1 for linear rst-order upwind advetion
Consider the rst-order upwind disretization (2.2) for linear advetion. Then (3.17)
will hold if
t
x
j
 1 for j 2 I
1
;
t
2x
j
 1 for j 2 I
2
:
These are the usual restritions on the loal Courant numbers. To have (3.18) we get
the restrition
t
2x
j
 K < 1 for j 2 I
2
:
However, for this rst-order upwind advetion ase the ondition (3.18) with K < 1
is not needed. Let Z = tA with A as in (3.8). Suppose for simpliity that I
1
= fj :
j < ig, I
2
= fj : j  ig with given i 2 I. Consider
(S   I) = ZI
1
v ;
where  = 
n
and v = v
n
=
1
4
tu
0
(t
n
) in the loal error deomposition (3.25). The
vetor  will satisfy this relation if (I +
1
4
I
2
Z) = I
1
v, that is
I
1
 = I
1
v ; I
2
 
I +
1
4
Z

 = 0 :
It is seen that  = [
j
℄ 2 R
m
is given by

j
= v
j
(for j < i) ; 
i+k
=


j

j
 4

k+1
v
i 1
(for k  0) ;
where 
j
= t=x
j
. Therefore kk
1
 kvk
1
if 
j
 2 on I
2
.
It follows that for this linear advetion ase, the loal error deomposition (3.25)
will be valid under (3.17), with k
n
k
1
= O(t), k
n+1
  
n
k
1
= O(t
2
), and with
k
n
k
1
= O(t
2
) ontaining the higher-order terms in the loal error, leading to on-
vergene with order one.
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4 Seond-order shemes
In the literature, several seond-order multirate shemes for onservation laws have
been derived that are based on the standard two-stage Runge-Kutta method
u

n+1
= u
n
+ tF (u
n
) ; u
n+1
= u
n
+
1
2
t
 
F (u
n
) + F (u

n+1
)

:
The seond stage an also be written as
u
n+1
=
1
2
u
n
+
1
2
 
u

n+1
+ tF (u

n+1
)

:
Monotoniity properties are more lear with this form. The method is known as the
expliit trapezoidal rule or the modied Euler method. In this setion we onsider
some multirate shemes, based on this method, with one level of temporal renement.
Results on internal onsisteny and mass onservation are mentioned here, but a de-
tailed disussion will only be given in Setion 5.
The seond-order sheme of Tang & Warneke [26℄ reads
8
>
>
>
>
>
<
>
>
>
>
>
:
u

n+
1
2
= u
n
+
1
2
tF (u
n
) ;
u
n+
1
2
=
1
2
 
u
n
+ u

n+
1
2
+
1
2
tF (u

n+
1
2
)

;
u

n+1
= I
1
 
u
n
+ tF (u
n
)

+ I
2
 
u
n+
1
2
+
1
2
tF (u
n+
1
2
)

;
u
n+1
=
1
2
I
1
 
u
n
+ u

n+1
+ tF (u

n+1
)

+
1
2
I
2
 
u
n+
1
2
+ u

n+1
+
1
2
tF (u

n+1
)

:
(4.1)
We will refer to this sheme as TW2. It will be shown below that this sheme is
internally onsistent but not mass-onserving.
Constantinesu & Sandu [3℄ introdued the following sheme, whih will be referred
to as CS2,
8
>
>
>
>
>
<
>
>
>
>
>
:
u

n+
1
2
= u
n
+ tI
1
F (u
n
) +
1
2
tI
2
F (u
n
) ;
u
n+
1
2
= u
n
+
1
4
tI
2
 
F (u
n
) + F (u

n+
1
2
)

;
u

n+1
= I
1
 
u
n
+ tI
1
F (u
n+
1
2
)

+ I
2
 
u
n+
1
2
+
1
2
F (u
n+
1
2
)

;
u
n+1
= u
n
+
1
4
t
 
F (u
n
) + F (u

n+
1
2
) + F (u
n+
1
2
) + F (u

n+1
)

:
(4.2)
This sheme is mass-onserving but not internally onsistent. Nevertheless, we will see
that it is still onvergent (with order one) in the maximum-norm due to damping and
anellation eets. Note that for non-sti ODE systems the sheme will be onsistent
and onvergent with order two.
The related method of Dawson and Kirby [4℄ is also mass-onserving but not in-
ternally onsistent. However in that sheme a limiter is applied whih is adapted to
the outome of previous stages, so it does not t in the framework of this paper where
the semi-disrete system is supposed to be given a priori.
In Saveno [21℄ several other multirate shemes of order two an be found for sti
(paraboli) problems. These are Rosenbrok-type shemes that ontain a parameter
, and setting  = 0 yields an expliit sheme. We onsider here the sheme that was
introdued in [22℄; it will be referred to as SHV2. In this sheme, rst a predition
u
n+1
is omputed, followed by renement steps on I
2
using interpolated values u
n+1=2
13
on I
1
. The sheme reads
8
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
:
u

n+1
= u
n
+ tF (u
n
) ;
u
n+1
=
1
2
u
n
+
1
2
u

n+1
+
1
2
tF (u

n+1
) ;
u
n+
1
2
=
1
2
u
n
+
1
4
u
n+1
+
1
4
u

n+1
;
u

n+
1
2
= I
1
u
n+
1
2
+ I
2
 
u
n
+
1
2
tF (u
n
)

;
u
n+
1
2
= I
1
u
n+
1
2
+ I
2
 
1
2
u
n
+
1
2
u

n+
1
2
+
1
4
tF (u

n+
1
2
)

;
u

n+1
= I
1
u
n+1
+ I
2
 
u
n+
1
2
+
1
2
tF (u
n+
1
2
)

;
u
n+1
= I
1
u
n+1
+ I
2
 
1
2
u
n+
1
2
+
1
2
u

n+1
+
1
4
tF (u

n+1
)

:
(4.3)
This sheme will be seen to be internally onsistent but not mass-onserving. We note
that (4.3) ould be written with fewer stages; there are no funtion evaluations of u
n+1
and u
n+
1
2
, so these vetors are just inluded for notational onveniene. Further we
note that this sheme was not intended originally as used here. Instead, the predition
values u

n+1
and u
n+1
were used in [22℄ to estimate loal errors, and based on this
estimate the partitioning I = I
1
[ I
2
was adjusted. For the shemes in the present
paper the partitioning is supposed to be given, based on loal Courant numbers.
The interpolation step in (4.3) an be written as
u
n+
1
2
=
3
4
u
n
+
1
4
u
n+1
+
1
4
tF (u
n
) ; (4.4)
whih orresponds to quadrati Hermite interpolation. As an alternative we an also
onsider linear interpolation
u
n+
1
2
=
1
2
u
n
+
1
2
u
n+1
; (4.5)
but in the numerial tests (4.4) gave somewhat better results (errors approximately
5% smaller) in general.
In pratial appliations, for systems of onservation laws, evaluation of the fun-
tion omponents F
j
(v) will be the main omputational work. Note that if I
k
F (v) is
needed then v should be known on I
k
and on a few additional points near the interfae
(how many points depends on the stenil of the spatial disretization). If we ignore
these interfae points, and assume that I
k
ontains m
k
points, m
1
+m
2
= m, then we
an easily estimate the amount of work per step with the shemes. For the shemes
TW2 and SHV2 this is 2(m+m
2
)
W
, and for the CS2 sheme it is 4m
W
, where 
W
is the measure of work for a single omponent F
j
(v). Therefore, if m
2
 m
1
, that
is, temporal renement is only needed at few points, then the CS2 sheme will be
approximately twie as expensive as the other two shemes.
4.1 Numerial tests
An analysis of the above seond-order shemes will be given in the next setion in
the framework of partitioned Runge-Kutta methods. Here we already present some
numerial results that will serve as benhmarks for the analysis.
4.1.1 Linear advetion with smooth solution
As a rst test on the auray of the shemes we onsider the linear advetion equation
(2.1) on the spatial interval 0 < x < 1 with periodi boundary onditions, and time in-
terval 0 < t  T = 1. For test purposes a uniform spatial grid is taken, so that interfae
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Table 1: Results for the smooth advetion problem with the CS2, TW2 and SHV2 shemes.
Maximum errors and L
1
-errors at nal time t
N
= T for various m with xed Courant number
 = 0:4.
m 100 200 400 800
CS2, ke
N
k
1
1:97  10
 3
5:64  10
 4
1:88  10
 4
9:96  10
 5
CS2, ke
N
k
1
7:11  10
 4
1:84  10
 4
4:85  10
 5
1:28  10
 5
TW2, ke
N
k
1
6:08  10
 4
1:57  10
 4
3:98  10
 5
9:99  10
 6
TW2, ke
N
k
1
2:85  10
 4
7:35  10
 5
1:86  10
 5
4:66  10
 6
SHV2, ke
N
k
1
6:10  10
 4
1:57  10
 4
3:95  10
 5
9:90  10
 6
SHV2, ke
N
k
1
2:91  10
 4
7:40  10
 5
1:86  10
 5
4:66  10
 6
eets are ertainly not due to the spatial disretization, for whih the WENO5 sheme
is hosen; the formulas for this disretization an be found for example in [23℄. Tem-
poral renement is used at the union of spatial intervals D
k
= fx : jx k=10j  1=40g,
k = 1; : : : ; 9, and we onsider a xed Courant number  = t=x = 0:4.
For this auray test a smooth solution u(x; t) = sin
2
((x  t)) is onsidered. The
errors in the maximum-norm and disrete L
1
-norm (kvk
1
=
P
j
x
j
jv
j
j) are presented
in Table 1. It is seen that with the CS2 sheme we have only rst-order onvergene
in the maximum-norm, due to the interfae points; the L
1
-errors are still seond-
order. For the shemes TW2 and SHV2 we see an order two onvergene also in the
maximum-norm. The entries in Table 1 are the total (absolute) errors with respet
to the PDE solution, but it was veried that the spatial errors are muh smaller here
than the temporal errors.
To see that the large errors for sheme CS2 in the maximum-norm are indeed aused
by the interfae points, the errors as funtion of x at the nal time with m = 800 are
displayed in Figure 1. The (relatively) large errors for CS2 at the interfae points are
learly visible. For sheme TW2 there are no visible interfae eets. The errors for
SHV2 are almost the same as for TW2.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−1
−0.5
0
0.5
1
x 10−4
Figure 1: Errors versus x
j
2 (0; 1) at nal time t
N
= T for the shemes CS2 (thik solid
line) and TW2 (thik dashed line), m = 800.
The CS2 sheme is not internally onsistent at the interfaes, but we see in this
test that it is still onvergent. This is similar as with the OS1 sheme.
The linear advetion test was repeated with an initial blok-funtion with the aim
of seeing the eet of the lak of mass-onservation for the TW2 and SHV2 shemes.
In general, mass onservation is needed to guarantee a orret shok speed and shok
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loation. However, this test with a blok funtion showed very little dierene between
the shemes.
4.1.2 Burgers' equation with stationary shok
In the above numerial test the lak of mass onservation for sheme TW2 only gave
a very small eet. To make this eet more pronouned we onsider the Burgers
equation with a stationary shok at a grid interfae. The equation is given by
u
t
+
1
2
 
u
2

x
= 0 (4.6)
for 0 < t < T = 0:3 and  1 < x < 1, with initial prole
u(x; 0) =

1 if jxj < 0:3 ;
 1 otherwise ;
and boundary onditions u( 1; t) = u(1; t) =  1. This will lead to a rarefation wave
around x =  0:3 and a stationary shok at x = 0:3. In this experiment renement is
used at D = [
10
k=1
[y
k
; y
k
+ 0:1℄, y
k
= 0:2 k   1:1. So the stationary shok is loated at
a grid interfae.
The spatial disretization is given by the limited TVD sheme of Appendix A
using a ell-entered non-uniform grid with mesh widths x
j
=
1
2
x if x
j
2 D, and
x
j
= x otherwise. Also I
2
= fj : x
j
2 Dg and I
1
= I n I
2
, so that spatial and
temporal renements are taken at the same points.
Numerial solutions at the output time t = T are shown in Figure 2 for x =
1
80
and  = t=x = 0:8. The left piture shows the solution with  1 < x < 1 for the CS2
sheme. Dierenes between the shemes are not well visible on this sale. Therefore
the right piture shows a zoom around x = 0:3 for the shemes TW2, CS2 and SHV2.
One sees that with CS2 the shok loation is orret; there is some smearing due
to numerial diusion in the spatial disretization, but it is more or less symmetri
around x = 0:3. The solution of TW2 is leaning too muh to the left, and for SHV2
too muh to the right. This due to the lak of (loal) onservation.
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
0.28 0.29 0.3 0.31 0.32
−1
−0.5
0
0.5
1
Figure 2: Numerial solutions at time T = 0:3 for x =
1
80
,  = 0:8. Left piture: initial
prole (dashed), and semi-disrete solution for  1 < x < 1. Right piture: solutions around
the stationary shok with the shemes TW2 ( marks), CS2 (Æ marks) and SHV2 ( marks),
and with exat PDE solution (dashed line).
Let M(v) =
P
j
x
j
v
j
. (If the v
j
were densities, this would be total mass; for
Burgers' equation it is more natural to think of momenta.) ThenM(u(t
n
)) M(u
n
) is
a onservation defet. Figure 3 shows this defet at the nal time t
N
= T for the three
shemes on a xed spatial mesh, x = 1=160, and with  = t=x varying between
0 and 1:2. (We have taken  = k=40, k = 1; 2; : : : ; 48, with markers plaed when  is
a multiple of 0:1.) In the same gure, middle plot, the inrease of the total variation
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ku
N
k
TV
is displayed. The total variation should be 4, as for the PDE solution, and
this is the numerial value for the semi-disrete system (within mahine preision). In
this example it is onserved with larger Courant numbers for the sheme CS2 than
for TW2 and SHV2. The right plot in the gure shows the inrease of the maximum
norm ku
N
k
1
  1.
In these gures overow values are not plotted. The shemes CS2 remained stable
in this test up to  = 1:2, whih is slightly larger than with the other two shemes.
The instabilities did emerge at the stationary shok. Adding some initial perturbations
results in instability for  > 1 with all three shemes.
0 0.5 1
−0.015
−0.01
−0.005
0
0.005
0.01
Conservation defect
0 0.5 1
−0.05
0
0.05
0.1
0.15
0.2
TV increase
0 0.5 1
−0.05
0
0.05
0.1
0.15
0.2
Max−norm increase
Figure 3: Conservation defets and inrease of total variation and max-norm for 0 <   1:2
with x =
1
160
, for the shemes TW2 ( marks), CS2 (Æ marks) and SHV2 ( marks).
Finally, in Figure 4 the logarithm (base 10) of the L
1
-errors of the three shemes
are given, again for x = 1=160 with varying . Both the errors with respet to the
semi-disrete solution and the errors with respet to the PDE solution are plotted. It
is seen that the ODE errors for CS2 are smaller than for the other two shemes for
large Courant numbers. That is due to the fat that CS2 has a smaller error near the
stationary shok. However, this sheme is more inaurate than TW2 and SHV2 in
the rarefation wave, similar as in the previous test, and that reveals itself in the larger
error for small Courant numbers. In the PDE errors the spatial errors will beome
dominant for small time steps, so there the best results are found for CS2 overall.
From the PDE point of view, temporal errors less then 10
 3
are not relevant on this
spatial grid where we have a spatial error of 3:4  10
 3
approximately (PDE error for
 ! 0).
0 0.2 0.4 0.6 0.8 1 1.2
−4
−3.5
−3
−2.5
−2
−1.5
ODE error
0 0.2 0.4 0.6 0.8 1 1.2
−2.6
−2.4
−2.2
−2
−1.8
−1.6
PDE error
Figure 4: Logarithm (log
10
) of the L
1
-errors, with respet to the exat semi-disrete solution
(ODE error) and the exat PDE solution (PDE error), for 0 <   1:2 with x =
1
160
.
Results for the shemes TW2 ( marks), CS2 (Æ marks) and SHV2 ( marks).
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4.1.3 Burgers' equation with moving shok
The last test is again Burgers' equation (4.6), but now with a moving shok. We take
0 < t < T = 0:6,  1 < x < 1 with initial prole
u(x; 0) =

1 if  0:6 < x < 0 ;
0 otherwise:
and boundary onditions u( 1; t) = u(1; t) = 0. This will lead to a rarefation wave
between x =  0:6 + t and x = 0, together with a moving shok at x =
1
2
t. Further,
we use the same set-up as in the previous test.
The solutions at time T = 0:6 are shown in Figure 5. The enlargement around the
shok at x = 0:3 now shows very little dierene between the three shemes. So the
lak of mass onservation for the TW2 and SHV2 shemes does not have muh impat
for this test. This is similar as in the tests of [26℄ for the TW2 sheme.
−1 −0.5 0 0.5 1
0
0.5
1
0.28 0.29 0.3 0.31 0.32
0
0.5
1
Figure 5: Numerial solutions at time T = 0:6 for x =
1
80
,  = 0:8. Left piture: initial
prole (dashed), and semi-disrete solution for  1 < x < 1. Right piture: solutions around
the moving shok with the shemes TW2 ( marks), CS2 (Æ marks) and SHV2 ( marks),
and with exat PDE solution (dashed line).
The onservation defets and the inrease of total variation and maximum-norm,
with xed mesh width x =
1
160
and variable , are displayed in Figure 6. Here we
see that all three shemes start to loose the TVD property when Courant numbers
beome larger than 0:8, approximately. The plot on the right of the overshoot values
ku
N
k
1
 1 looks similar, exept that now the inrease starts at Courant number one.
The loss of the TVD property for  2 [0:8; 1℄ is ause by osillations at the shok, not
in the rarefation wave.
0 0.5 1
−5
0
5
10
15
x 10−4 Conservation defect
0 0.5 1
−0.05
0
0.05
0.1
0.15
0.2
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0 0.5 1
−0.05
0
0.05
0.1
0.15
0.2
Max−norm increase
Figure 6: Conservation defets and inrease of total variation and max-norm for 0 <   1:2
with x =
1
160
, for the shemes TW2 ( marks), CS2 (Æ marks) and SHV2 ( marks).
We see that the onservation defet in this test is muh smaller than in the previous
test with a standing shok at a grid interfae. Of ourse, both these tests are somewhat
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aademi, but for pratial situations the present test with a moving shok seems more
relevant. Monotoniity for the TW2 and SHV2 shemes holds with larger Courant
numbers than in the previous test. This is aused by the fat that in the previous
test there were two inoming uxes at the standing shok, whereas now we have one
inoming and one outgoing ux at eah grid ell. In the standing shok test the
onservation property of the CS2 sheme did suppress the tendeny of inreasing the
total variation and maximum-norm.
In Figure 7 the temporal (ODE) errors and total (PDE) errors are plotted, again
with xed mesh width x =
1
160
and variable . The ODE errors for the CS2 sheme
are larger than for the other two shemes for small Courant numbers, but for the PDE
errors this is not relevant here. In the plot of the PDE errors we see that here the
SHV2 sheme gives somewhat larger errors than the TW2 and CS2 shemes. Detailed
inspetion of the solution plots revealed that this is due to a slight dissipation with
SHV2 at the top and bottom of the rarefation wave. We did notie, however, that
these errors are quite sensitive to the preise set-up of the test. For example, with
T = 0:5 and initial prole u(0; x) = 1 for  T < x < 0 and 0 otherwise, then the PDE
errors of SHV2 were smaller than with the other two shemes for the larger Courant
numbers.
0 0.2 0.4 0.6 0.8 1 1.2
−4
−3.5
−3
−2.5
−2
ODE error
0 0.2 0.4 0.6 0.8 1 1.2
−2.6
−2.4
−2.2
−2
PDE error
Figure 7: Logarithm (log
10
) of the L
1
-errors, with respet to the exat semi-disrete solution
(ODE error) and the exat PDE solution (PDE error), for 0 <   1:2 with x =
1
160
.
Results for the shemes TW2 ( marks), CS2 (Æ marks) and SHV2 ( marks).
For theoretial purposes it is interesting to note that with the Burgers ux funtion
f(u) =
1
2
u
2
we have f
0
(u) 2 [0; 1℄ in this test. Furthermore, the mesh width in spae
is x
j
= x=k for j 2 I
k
, k = 1; 2, and  = 1 for the used spatial disretization.
Therefore, as disussed in Example 2.2, the monotoniity assumption (2.13) will be
satised with

0
=
1
2
x
for both the maximum-norm and for the total variation semi-norm. Note that with
the rst-order upwind disretization this would be 
0
= x.
5 Partitioned Runge-Kutta methods
5.1 General properties
In the multirate examples onsidered thus far, only one level of renement was used to
keep the notation simple. Generalizations will be formulated in this setion in terms
of partitioned Runge-Kutta methods; see also [3, 6℄. This will enable us to present
the shemes in a ompat fashion. Sine this paper is onerned with shemes for
onservation laws, we will restrit ourselves to expliit methods.
19
For the ODE system in R
m
, arising from semi-disretization of a PDE with given
initial value,
u
0
(t) = F (u(t)) ; u(0) = u
0
; (5.1)
let I = I
1
[    [ I
r
be an index partitioning with orresponding diagonal matries
I = I
1
+    + I
r
, where the entries of the I
k
are zero or one, and I is the identity
matrix. For a time step from t
n
to t
n+1
= t
n
+t, an expliit partitioned Runge-Kutta
method reads
v
n;i
= u
n
+ t
r
X
k=1
i 1
X
j=1
a
(k)
ij
I
k
F (v
n;j
) ; i = 1; : : : ; s ;
u
n+1
= u
n
+ t
r
X
k=1
s
X
j=1
b
(k)
j
I
k
F (v
n;j
) :
(5.2)
The internal stage vetors v
n;i
, i = 1; : : : ; s, give approximations at intermediate time
levels. The multirate shemes of the previous setions all t in this form with r = 2.
With r > 2 more levels of temporal renement are allowed.
5.1.1 Internal onsisteny and onservation
Let 
(k)
i
=
P
i 1
j=1
a
(k)
ij
, i = 1; : : : ; s. If we have

(k)
i
= 
(l)
i
for all 1  k; l  r and 1  i  s ; (5.3)
then the internal vetors v
n;i
will be onsistent approximations to u(t
n
+ 
i
t), and
the method will be alled internally onsistent. As will be seen, this is an important
property for the auray of the method when applied to semi-disrete systems.
Apart from onsisteny, we will also regard global onservation, for example mass
onservation. Suppose that h
T
= [h
1
; : : : ; h
m
℄ is suh that h
T
u(t) =
P
j
h
j
u
j
(t) is a
onserved quantity for the ODE system (5.1). This will hold for arbitrary initial value
u
0
provided that
h
T
F (v) = 0 for all v 2 R
m
: (5.4)
For the partitioned Runge-Kutta sheme we have
h
T
u
n+1
= h
T
u
n
+ t
r
X
k=1
s
X
j=1
b
(k)
j
h
T
I
k
F (v
n;j
)
= h
T
u
n
+ t
X
k 6=l
s
X
j=1
 
b
(k)
j
  b
(l)
j

h
T
I
k
F (v
n;j
) ;
for any 1  l  r. Therefore, as noted in [3℄, the onservation property h
T
u
n+1
= h
T
u
n
will be valid provided that
b
(k)
j
= b
(l)
j
for all 1  k; l  r and 1  j  s : (5.5)
5.1.2 Order onditions for non-sti problems
Below we shall use the order onditions for partitioned Runge-Kutta methods applied
to non-sti problems as found in [9, Thm. I.15.9℄ for r = 2. This lassial order will be
denoted by p. As we will see, it often does not orrespond to the order of onvergene
for semi-disrete systems, and therefore p is often referred to as the lassial order.
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To write the order onditions in a ompat way, let A
k
= [a
(k)
ij
℄ 2 R
ss
and b
k
=
[b
(k)
i
℄ 2 R
s
ontain the oeÆients of the method, and set e = [1; : : : ; 1℄
T
2 R
s
. The
onditions for p = 1 are just
b
T
k
e = 1 for k = 1; : : : ; r ; (5.6)
that is
P
s
j=1
b
(k)
j
= 1 for all k. To have p = 2 the oeÆients should satisfy
b
T
k
A
l
e =
1
2
for k; l = 1; : : : ; r : (5.7)
The number of onditions quikly inrease for higher orders; for p = 3 we get
b
T
k
C
l
1
A
l
2
e =
1
3
; b
T
k
A
l
1
A
l
2
e =
1
6
for k; l
1
; l
2
= 1; : : : ; r ; (5.8)
where C
l
= diag(A
l
e).
5.1.3 Formulation for non-autonomous systems
For non-autonomous systems
u
0
(t) = F (t; u(t)) ; u(0) = u
0
; (5.9)
we will use the partitioned method (5.2) with the stage funtion values F (v
n;j
) replaed
by F (t
n
+ 
j
t; v
n;j
). If (5.3) is valid, the absissa are naturally taken as 
i
= 
(k)
i
,
whih is independent of k.
If (5.3) does not hold, then a proper hoie of the absissa is less obvious. For
the OS1 and CS2 multirate shemes with r = 2 it is natural to take 
i
= 
(2)
i
. As
generalization we will therefore use

i
= 
(r)
i
; i = 1; : : : ; s : (5.10)
Note that if h
T
F (t; v) = 0 for all t 2 R , v 2 R
m
, then we still have the onservation
property h
T
u
n+1
= h
T
u
n
if the sheme satises (5.5).
The alternative of replaing I
k
F (v
n;j
) in (5.2) by I
k
F (t
n
+
(k)
j
t; v
n;j
) will destroy
this onservation property. If the non-autonomous form originates from a soure term
in the PDE, this loss of onservation may be of little onern, but for the advetion
equation u
t
+
 
a(x; t)u)
x
= 0 with time-dependent veloity it is still a very desirable
property.
Example 5.1 The OS1 sheme (2.9) leads to the partitioned method (5.2) with r = 2
and oeÆients given by
a
(1)
ij
a
(2)
ij
b
(1)
j
b
(2)
j
=
0 0
0 0 1/2 0
1/2 1/2 1/2 1/2
For non-autonomous systems u
0
(t) = F (t; u(t)) the sheme with (5.10) reads
8
<
:
u
n+
1
2
= u
n
+
1
2
tI
2
F (t
n
; u
n
) ;
u
n+1
= u
n
+
1
2
tF (t
n
; u
n
) +
1
2
tF (t
n+
1
2
; u
n+
1
2
) :
The use of I
k
F (t
n
+ 
(k)
j
t; v
n;j
) instead of I
k
F (t
n
+ 
j
t; v
n;j
), 
j
= 
(2)
j
, would lead
to the same formula for u
n+1=2
in the rst stage, but then
u
n+1
= u
n
+
1
2
tF (t
n
; u
n
) +
1
2
tI
1
F (t
n
; u
n+
1
2
) +
1
2
tI
2
F (t
n+
1
2
; u
n+
1
2
) ;
whih is no longer onservative. 3
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The above order onditions have been derived for autonomous systems, but with
(5.10) they are also valid for non-autonomous systems. This follows from the fat
that u
0
(t) = F (t; u(t)) an be written as an equivalent, augmented autonomous sys-
tem u
0
(t) = F (#(t); u(t)), #
0
(t) = 1, with #(0) = 0, and appliation of the parti-
tioned method to this augmented system gives the same result as to the original,
non-autonomous system provided the additional equation #
0
(t) = 1 is inluded in the
index set I
r
.
5.1.4 Conservation versus internal onsisteny
For the multirate shemes that have been onsidered in this paper, the onditions for
internal onsisteny (5.3) and onservation (5.5) did not math. This inompatibility
is valid for all `genuine' multirate shemes that are based on one single methodM
RK
,
that is, for shemes (5.2) that redue to m
k
appliations (with step size t=m
k
) of this
base method M
RK
to over [t
n
; t
n+1
℄ in ase that I
k
= I and the other I
l
are empty.
Consider, as simple example, a quadrature problem u
0
(t) = g(t) 2 R
m
, whih is
just a speial ase of (5.9). (In a PDE ontext, this an be viewed as a degenerate
ase of advetion with a soure term where the advetive veloity happens to be zero.)
Suppose (5.5) is valid, and let J = fi 2 I : b
i
6= 0g. Then for the quadrature problem
we simply get
u
n+1
= u
n
+ t
X
i2J
b
i
g(t
n
+ 
i
t) ;
whih is independent of the partitioning. However, if this is the result of a base method
M
RK
with m
1
= 1, I
1
= I, then the result for m
2
= 2, I
2
= I should be
u
n+1
= u
n
+
1
2
t
X
i2J
b
i

g
 
t
n
+
1
2

i
t

+ g
 
t
n
+
1
2
(1 + 
i
)t


;
whih is not the same for arbitrary soure terms g.
Note that for general partitioned Runge-Kutta methods there is no onit between
(5.3) and (5.5). Given a sheme with the same 
(k)
i
= 
(l)
i
(for all i; k; l), but dierent
weights b
(k)
i
6= b
(l)
i
(for some i; k; l), we an add an extra stage with new weights b

i
that are independent of k, to make it mass-onserving. Of ourse, this will inrease
the omputational work per step, and for the TW1, TW2 and SHV2 shemes suh a
modiation does not seem to lead to eÆient shemes.
5.2 Monotoniity and onvex Euler ombinations
We are in partiular interested in the ase where the partitioned Runge-Kutta method
(5.2) stands for a multirate sheme that takes m
k
substeps of size t=m
k
on I
k
to
over [t
n
; t
n+1
℄, k = 1; : : : ; r, with m
1
= 1 < m
2
<    < m
r
. The orresponding
monotoniity assumption is



v +
r
X
k=1

k
m
k
I
k
F (v)



 kvk for all v 2 R
m
and 
k
 
0
, k = 1; : : : ; r ; (5.11)
where k  k is a onvex funtion or (semi-)norm. For theoretial purposes we will also
onsider


v +

0
m
k
I
k
F (v)


 kvk for all v 2 R
m
and k = 1; : : : ; r : (5.12)
Of ourse, (5.11) implies (5.12). On the other hand, if (5.12) is valid, then the in-
equality in (5.11) will hold under the step size restrition 
1
+   + 
m
 
0
. If we are
dealing with the maximum-norm, then (5.11) and (5.12) are equivalent.
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In the following we denote for l = 1; : : : ; r,
8
>
>
<
>
>
>
:

(l)
ij
= m
l
a
(l)
ij
; 1  i; j  s ;

(l)
s+1;j
= m
l
b
(l)
j
; 1  j  s ;

(l)
i;s+1
= 0 ; 1  i  s+ 1 :
(5.13)
These oeÆients will be grouped in the (s + 1)  (s + 1) matrix K
l
= [
(l)
ij
℄. It is
onvenient to add v
n;s+1
= u
n+1
to the internal vetors. Then (5.2) an be written as
v
n;i
= u
n
+
r
X
l=1
i 1
X
j=1

(l)
ij
t
m
l
I
l
F (v
n;j
) ; i = 1; : : : ; s+ 1 : (5.14)
Depending on the monotoniity assumption, we an onsider various ways to rep-
resent this partitioned sheme in terms of onvex Euler ombinations. For this we will
introdue new method oeÆients 
(k)
ij
, 
(k)
ij
with orresponding lower triangular ma-
tries A
k
= [
(k)
ij
℄ and B
k
= [
(k)
ij
℄. Suh onvex Euler forms are also alled Shu-Osher
forms, after [24℄ where suh representations were used originally to demonstrate the
TVD property of ertain Runge-Kutta methods.
Inequalities for matries or vetors in this setion are to be understood omponent-
wise, that is, P = [p
ij
℄  0 means that all p
ij
are non-negative. Furthermore, if
P 2 R
(s+1)q
1
and Q 2 R
(s+1)q
2
, then [P Q℄ stands for the matrix whose rst q
1
olumns equal those of P and the other olumns equal those of Q. In this setion we
let e = [1; 1; : : : ; 1℄
T
2 R
s+1
, and we use the onvention = = +1 if   0,  = 0.
5.2.1 Convex Euler form I: maximum-norm monotoniity.
A suitable form of (5.14) to obtain results on monotoniity in the maximum-norm is
v
n;i
=
r
X
k=1
I
k

 
1  
(k)
i

u
n
+
i 1
X
j=1
 

(k)
ij
v
n;j
+ 
(k)
ij
t
m
k
F (v
n;j
)


; (5.15)
where 
(k)
i
=
P
i 1
j=1

(k)
ij
and i = 1; : : : ; s + 1. To have orrespondene between (5.14)
and (5.15) the oeÆients should satisfy
K
k
=
 
I  A
k

 1
B
k
; k = 1; : : : ; r : (5.16)
Further we want the oeÆients to be suh that

(k)
i
 1 ; 
(k)
ij
; 
(k)
ij
 0 for 1  j < i  s+ 1 ; 1  k  r : (5.17)
For suh oeÆients, let
C = min
i;j;k

(k)
ij
=
(k)
ij
: (5.18)
If there are no oeÆients suh that (5.16) and (5.17) are satised, we set C = 0.
Theorem 5.2 Consider (5.15) with (5.17) and let C be given by (5.18). Assume
(5.11) is valid in the maximum-norm. Then ku
n+1
k
1
 ku
n
k
1
whenever t  C
0
.
Proof. The form (5.15) is equivalent to
I
k
v
n;i
= I
k

 
1  
(k)
i

u
n
+
i 1
X
j=1
 

(k)
ij
v
n;j
+ 
(k)
ij
t
m
k
I
k
F (v
n;j
)


; k = 1; : : : ; r :
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We have v
n;1
= u
n
. Suppose (indution assumption) that kv
n;j
k
1
 ku
n
k
1
for
j = 1; : : : ; i  1. Sine

(k)
ij
v
n;j
+ 
(k)
ij
t
m
k
I
k
F (v
n;j
) =
 

(k)
ij
  C
(k)
ij

v
n;j
+ C
(k)
ij
 
v
n;j
+
t
Cm
k
I
k
F (v
n;j
)

;
we then have
k
(k)
ij
v
n;j
+ 
(k)
ij
t
m
k
I
k
F (v
n;j
)k
1
 
(k)
ij
kv
n;j
k
1
 
(k)
ij
ku
n
k
1
:
It follows that kI
k
v
n;i
k
1
 ku
n
k
1
for k = 1; : : : ; r, and hene kv
n;i
k
1
 ku
n
k
1
.
Using indution with respet to i = 1; : : : ; s+ 1 the proof thus follows. 2
It is obvious that we are in partiular interested in the optimal value of C in (5.18)
for a given method (5.14). To obtain a suitable expression for this optimal value,
we an follow the onstrution of Ferraina & Spijker [7℄ and Higueras [10℄ for the
individual Runge-Kutta methods given by the oeÆients K
k
.
Theorem 5.3 The optimal value for C  0 in (5.18), under the onstraints (5.16)
and (5.17), equals the largest   0 suh that
(I + K
k
)
 1
[e K
k
℄ 0 ; k = 1; : : : ; r : (5.19)
Proof. Suppose   0 is suh that (5.19) holds. We take B
k
= (I + K
k
)
 1
K
k
and
A
k
= B
k
. With this hoie it is easily seen that (5.16) and (5.17) are valid and that
(5.18) holds with C = .
On the other hand, suppose that we have (5.16), (5.17) and (5.18) with C  0, and
set  = C. Then
 
I + K
k

 1
[e K
k
℄ =
 
I  M
k

 1
[(I  A
k
)e B
k
℄ ;
where M
k
= A
k
  B
k
. From (5.18) we know that M
k
 0, and sine it is a stritly
lower triangular matrix we also have
(I  M
k
)
 1
= I +M
k
+M
2
k
+ : : :+M
s
k
 0 :
It follows that (5.19) is valid. 2
5.2.2 Convex Euler form II: monotoniity under (5.12)
If we assume (5.12) for a general (semi-)norm or onvex funtion, then a suitable form
for (5.14) is
v
n;i
=
 
1  
(0)
i

u
n
+
r
X
k=1
i 1
X
j=1
 

(k)
ij
v
n;j
+ 
(k)
ij
t
m
k
I
k
F (v
n;j
)

; (5.20)
where 
(0)
i
=
P
i 1
j=1
 

(1)
ij
+   + 
(r)
ij

, i = 1; : : : ; s+ 1, and
K
k
=

I  
r
X
l=1
A
l

 1
B
k
; k = 1; : : : ; r : (5.21)
We want

(0)
i
 1 ; 
(k)
ij
; 
(k)
ij
 0 for 1  j < i  s+ 1 ; 1  k  r ; (5.22)
with an optimal
C = min
i;j;k

(k)
ij
=
(k)
ij
: (5.23)
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Theorem 5.4 Assume (5.12) is valid.
(i) Consider (5.20) with (5.22) and let C be given by (5.23). Then ku
n+1
k  ku
n
k
whenever t  C
0
.
(ii) The optimal C  0 in (5.23), under the onstraints (5.21) and (5.22), equals the
largest   0 suh that

I +
r
X
l=1
K
l

 1
[e K
k
℄ 0 ; k = 1; : : : ; r : (5.24)
The proof of this result is similar to that of the Theorems 5.2 and 5.3. In fat, the
result for r = 2 an be obtained diretly from Higueras [11℄ and Spijker [25℄. Further
we note that the oeÆient matries A
k
and B
k
whih lead to an optimal value C are
in this ase given by B
k
= (I +
P
l
K
l
)
 1
K
k
and A
k
= B
k
.
5.2.3 Convex Euler form III: TVD property and monotoniity under (5.11)
Finally, if (5.11) is assumed for a general (semi-)norm or onvex funtion, then we
onsider
v
n;i
=
 
1  
(0)
i

u
n
+
i 1
X
j=1


(0)
ij
v
n;j
+
r
X
k=1

(k)
ij
t
m
k
I
k
F (v
n;j
)

; (5.25)
where 
(0)
i
=
P
i 1
j=1

(0)
ij
, i = 1; : : : ; s+ 1, and
K
k
= (I  A
0
)
 1
B
k
; k = 1; : : : ; r : (5.26)
Here we want

(0)
i
 1 ; 
(0)
ij
; 
(k)
ij
 0 for 1  j < i  s+ 1 ; 1  k  r : (5.27)
suh that
C = min
i;j;k

(0)
ij
=
(k)
ij
(5.28)
is optimal.
Theorem 5.5 Consider (5.25) with (5.27) and let C be given by (5.28). Assume
(5.11) is valid. Then ku
n+1
k  ku
n
k whenever t  C
0
.
The proof is similar to that of Theorem 5.2. For this ase there is no onvenient
representation of the optimal C. An optimization ode an be used to determine this
optimal value. However, from the previous results we obtain useful upper and lower
bounds for C.
Theorem 5.6 The optimal values C, C, C in (5.18), (5.23) and (5.28) satisfy
1
r
C  C  C  C :
Consequently, if C = 0 then C = 0.
Proof. Given an optimal C with orresponding oeÆient matries A
0
, B
k
, we an
take A
k
= A
0
, B
k
= B
k
. Then (5.16) and (5.17) hold and min
i;j;k

(k)
ij
=
(k)
ij
 C.
Consequently we have C  C for the optimal value C.
Likewise, for a given optimal C with orresponding A
k
, B
k
, we an hoose B
k
= B
k
,
A
0
=
P
r
l=1
A
l
. Then (5.26) and (5.27) hold and we have min
i;j;k

(0)
ij
=
(k)
ij
 C,
showing that C  C.
On the other hand, for given optimal C with orresponding A
0
, B
k
, we an take
B
k
= B
k
, A
k
=
1
r
A
0
. It follows that C 
1
r
C. 2
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5.2.4 Results for the multirate shemes with one level of renement
The monotoniity results for the multirate shemes of the previous setions are pre-
sented in Table 2. The table gives the threshold values C, C and C for the various
shemes. The results for the rst-order shemes OS1 and TW1 an be derived analyt-
ially as in Setion 3.1; we get C = 1, C = 2=3, C = 1   1=
p
3 for OS1, and C = 1,
C = 2 
p
2, C = 1  1=
p
3 for TW1. The threshold values C, C for the seond-order
shemes have been found numerially, using (5.19) and (5.24). For the TW2 and CS2
shemes we have C = 0 and therefore also C = 0. (The fat that C = 0 for these two
shemes an also be shown analytially, similar to [11℄, by onsidering (5.24) for small
 > 0.) The value of C for SHV2 was obtained with the Matlab optimization ode
fminimax. This does not provide a guarantee that the solution is a global optimum,
and therefore this C is to be onsidered as a lower bound. The fat that we merely
have C = 1=2 for the SHV2 sheme is due to the rst stage. Finally we note that
for the variant of that sheme with linear interpolation (4.5), instead of (4.4), it was
found that C = 1=2, C = 0:304, and the optimization ode produed the same value
C = 0:304 for this variant.
Table 2: Threshold values for the multirate shemes with one level of renement. The entry
C for the sheme SHV2 is a lower bound.
C C C
OS1 1 0:667 0:423
TW1 1 0:580 0:423
TW2 1 0 0
CS2 1 0 0
SHV2 0:5 0:284 0:284
As noted before, the result C = 1 for the OS1 and TW1 sheme was already given
in [15, 18, 26℄ in terms of maximum priniples. For the CS2 sheme the same result
has been proved in [3℄.
Reall that the threshold values C are suh that we will have monotoniity in the
maximum-norm, as well as maximum priniples, provided that t  C
0
. Likewise,
for spatial disretization with limiting the TVD property will hold if t  C
0
. All
this under orresponding assumptions (2.13) for the semi-disrete system.
Comparison of these theoretial values with the experiments of Setion 4.1 for
Burgers' equation with the TW2, CS2 and SHV2 shemes does not show a lear or-
respondene. As was noted, in those experiments we had 
0
=
1
2
x for both the
maximum-norm and the total variation semi-norm. Therefore, with  = t=x, the
TVD property is guaranteed by the above results for  
1
2
C and the maximum prin-
iple for  
1
2
C. For the Burgers' experiment with a moving shok it was notied that
for the shemes TW2, CS2 and SHV2 we had no overshoots for   1, whereas the
TVD property was valid for   0:8 approximately. Therefore, for that test, the theo-
retial threshold values C = 0 for the TW2 and CS2 shemes in Table 2 are muh too
pessimisti. The same seems to hold for the small value C =
1
2
of the SHV2 sheme
ompared to the value C = 1 for TW2 and CS2. This may be aused by the fat
that spatial disretizations with ux-limiting (or of WENO type) do add some loal
diusion near very steep gradients, whih may ounterat an overshoot or inrease of
total variation of the time stepping sheme. However, for the disrepany in the TVD
results it is more likely that a more rened theory is needed. As noted before, it was
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shown in [15℄ that the OS1 sheme is TVD for a lass of limited disretizations under
the same step size restrition as for the maximum priniple, but that proof does not
lend itself to generalization for the higher-order shemes.
Remark 5.7 Rened TVD results for the OS1 and TW1 sheme were also disussed
in Setion 3.1. It was shown that the TVD thresholds of both the OS1 and TW1
shemes beome 1 for the system (3.8) arising from linear advetion with rst-order
upwind disretization in spae.
Experimentally, using various partitionings, inluding random partitionings, we
observed that for this system the thresholds for monotoniity in the maximum-norm
are 1 for the TW2 and CS2 shemes, and approximately 0:66 for the SHV2 sheme,
whereas the thresholds for the TVD property are 0:5 for the TW2 and CS2 shemes,
and 0:86 for the SHV2 sheme.
Furthermore, it should be notied that having a bound kSk
1
 1 for the amplia-
tion matrix S guarantees stability in the maximum norm for this linear problem, but
this is not a neessary ondition. The spetral radius of S was found to be bounded by
1 for Courant numbers 
j
= t=x
j
 k for j 2 I
k
, k = 1; 2, for these three shemes,
that is, inluding the SHV2 sheme. Note that having spetral radius bounded by 1
is of ourse neessary for stability, but it is not suÆient, not even in the L
2
norm
beause the ampliation matries S are not normal. 3
5.3 Convergene for smooth problems
In this setion we derive bounds for the disretization errors that are valid for semi-
disrete hyperboli systems with smooth solutions. The lassial, non-sti order on-
ditions are then no longer suÆient to obtain onvergene of order p, due to the fat
that F ontains negative powers of the mesh widths x
j
in spae. We will aept
a restrition on t=x
j
but the resulting error bounds should not ontain negative
powers of x
j
.
It is useful here to take also non-autonomous equations (5.9) into onsideration.
Then linear onstant oeÆient problems u
0
(t) = Au(t) + g(t) with time dependent
soure terms are inluded. Suh g(t) may originate from a genuine soure term in the
PDE or from an inhomogeneous boundary ondition.
To ensure stability, it will be assumed that


~v   v +

0
m
k
I
k
 
F (t; ~v)  F (t; v)



1
 k~v   vk
1
; k = 1; : : : ; r ; (5.29)
for any two vetors ~v; v 2 R
m
and t 2 R . In appliations to semi-disrete systems
obtained from onservation laws this 
0
will be proportional to the mesh widths used
in the spatial disretization, and hene an upper bound t  C
0
on the step size will
be a CFL restrition.
5.3.1 Perturbed shemes
Consider, along with (5.2) in non-autonomous form, the perturbed sheme
~v
n;i
= ~u
n
+ t
r
X
k=1
i 1
X
j=1
a
(k)
ij
I
k
F (t
n;j
; ~v
n;j
) + 
n;i
; i = 1; : : : ; s ;
~u
n+1
= ~u
n
+ t
r
X
k=1
s
X
j=1
b
(k)
j
I
k
F (t
n;j
; ~v
n;j
) + 
n
;
(5.30)
where t
n;j
= t
n
+ 
j
t and the 
n;i
, 
n
are perturbations. These perturbations will be
used later on to obtain expressions for the disretization errors. In order to distinguish
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the auray of the u
n
from those of the internal stages we will mainly use the standard
form (5.2) rather than (5.14).
As before, let the matries A
k
= [a
(k)
ij
℄ 2 R
ss
and the vetors b
k
= [b
(k)
i
℄ 2 R
s
ontain the oeÆients of the sheme. Further, for the vetor of absissa  = [
i
℄ 2 R
s
we denote 
j
= [
j
i
℄ for j  1, with 
0
= e = [1; : : : ; 1℄
T
2 R
s
. To make the dimensions
tting we will use the Kroneker produts A
k
= A
k

 I, b
T
k
= b
T
k

 I, 
j
= 
j

 I
and e = e 
 I with m  m identity matrix I = I
mm
. Likewise, I
k
= I 
 I
k
with
s s identity matrix I = I
ss
. To make the notation onsistent, the msms identity
matrix is denoted by I.
Let Z
n
= diag(Z
n;i
) 2 R
msms
with
Z
n;i
(~v
n;i
  v
n;i
) = t
 
F (t
n;i
; ~v
n;i
)  F (t
n;i
; v
n;i
)

: (5.31)
In view of (5.29) these Z
n;i
2 R
mm
an be taken suh that
2


I +
1
m
k
I
k
Z
n;i


1
 1 for t  
0
;  > 0 ; k = 1; : : : ; r : (5.32)
To write the dierene of (5.30) and (5.2) in a ompat form, let also 
n
= [
n;i
℄ 2 R
sm
and v
n
= [v
n;i
℄,
~
v
n
= [~v
n;i
℄ 2 R
sm
. Then
~
v
n
  v
n
= e(~u
n
  u
n
) +
r
X
k=1
A
k
I
k
Z
n
(
~
v
n
  v
n
) + 
n
;
~u
n+1
  u
n+1
= ~u
n
  u
n
+
r
X
k=1
b
T
k
I
k
Z
n
(
~
v
n
  v
n
) + 
n
:
(5.33)
Elimination of
~
v
n
  v
n
thus leads to
~u
n+1
  u
n+1
= S
n
(~u
n
  u
n
) + r
T
n

n
+ 
n
; (5.34)
where
S
n
= I + r
T
n
e ; r
T
n
=

r
X
k=1
b
T
k
I
k
Z
n

I  
r
X
k=1
A
k
I
k
Z
n

 1
: (5.35)
The following result provides stability for this reursion with a step size restrition
t  C
0
, where C is the threshold for monotoniity in the maximum-norm. We an
onsider arbitrary matries Z
n
with bloks satisfying (5.32), so that these matries
are independent from the perturbations 
n
and 
n
.
Lemma 5.8 Consider (5.33). Assume (5.32) and t  C
0
. Then
kS
n
k
1
 1 ; kr
T
n
k
1
 2s : (5.36)
Proof. Denote w
n;i
= ~v
n;i
  v
n;i
and also w
n;s+1
= ~u
n+1
  u
n+1
, 
n;s+1
= 
n
. Then
w
n;i
= ~u
n
  u
n
+
r
X
k=1
i 1
X
j=1
1
m
k

(k)
ij
I
k
Z
n;j
w
n;j
+ 
n;i
; i = 1; : : : ; s+ 1 :
2
As noted before, if F is dierentiable we an take the Z
n;i
as integrated Jaobian matries, but
also for non-dierentiable F we an hoose them to satisfy (5.31). This is similar to the fat that if
x; y 2 R
m
with kyk
1
 kxk
1
, then there is an V 2 R
mm
suh that V x = y and kV k
1
 1; for
example, if jx
k
j = kxk
1
, the matrix with kth olumn
1
x
k
y and the other olumns zero.
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Following the onstrution used in Theorem 5.3 with optimal oeÆients 
(k)
ij
= 
(k)
ij
=,
 = C, we obtain
I
k
(w
n;i
  
n;i
) =
 
1  
(k)
i

I
k
(~u
n
  u
n
) +
i 1
X
j=1

(k)
ij
I
k

w
n;j
+
1
m
k
Z
n;j
w
n;j
  
n;j

:
This leads to
kI
k
w
n;i
k
1
  k
n;i
k
1

 
1  
(k)
i

k~u
n
  u
n
k
1
+
i 1
X
j=1

(k)
ij
 
kw
n;j
k
1
+ k
n;j
k
1

:
If we make the indution assumption
kw
n;j
k
1
 k~u
n
  u
n
k
1
+ L
j
max
j
k
n;
k
1
; (5.37)
for j = 1; : : : ; i  1, with L
j
= 2j   1, then
kI
k
w
n;i
k
1
 k~u
n
  u
n
k
1
+
i 1
X
j=1

(k)
ij
 
L
j
max
j
k
n;
k
1
+ k
n;j
k
1

+ k
n;i
k
1
 k~u
n
  u
n
k
1
+ (L
i 1
+ 1) max
ji 1
k
n;j
k
1
+ k
n;i
k
1
:
Hene (5.37) will also be satised for j = i, and the proof thus follows. 2
Note that without the internal perturbations we obtain a result on ontrativity in
the maximum-norm:
k~u
n+1
  u
n+1
k
1
 k~u
n
  u
n
k
1
whenever t  C
0
; (5.38)
for any two parallel steps of the sheme (5.2), starting with ~u
n
and u
n
, respetively.
In the above proof, the arguments leading to monotoniity have been opied. A more
elegant and diret way to dedue ontrativity from monotoniity is found in [25,
p. 1236℄, following a onstrution of [2℄ for inner-produt norms.
5.3.2 Loal and global disretization errors
Throughout this setion we will denote byO(t
q
) a term or vetor that an be bounded
in norm by Kt
q
, for t > 0 small enough, with K not depending on the mesh
widths x
j
in the spatial disretization. The norm in this setion is the maximum-
norm. Moreover it will be taitly assumed that the exat solution is smooth, so that
derivatives of u(t) are O(1).
Let e
n
= u(t
n
)   u
n
be the global disretization error at time level t
n
, n  0. To
obtain a reursion for these global errors we an employ the above perturbed sheme
with ~u
n
= u(t
n
) and ~v
n;i
= u(t
n;i
), t
n;i
= t
n
+ 
i
t, i = 1; : : : ; s. This hoie for the
~v
n;i
denes the perturbations 
n;i
and 
n
. Assuming the exat solution u to be l + 1
times dierentiable, Taylor expansion diretly leads to

n
=
r
X
k=1
l
X
j=1
t
j
j!
 

j
  jA
k

j 1

I
k
u
(j)
(t
n
) +O(t
l+1
) ;

n
=
r
X
k=1
l
X
j=1
t
j
j!
 
I   jb
T
k

j 1

I
k
u
(j)
(t
n
) +O(t
l+1
) :
(5.39)
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It follows that the global errors e
n
= u(t
n
)  u
n
satisfy the reursion
e
n+1
= S
n
e
n
+ d
n
; n  0 ; (5.40)
with loal disretization errors d
n
given by
d
n
= r
T
n

n
+ 
n
; (5.41)
and with S
n
2 R
mm
, r
T
n
2 R
mms
given by (5.35).
Note that from kS
n
k
1
 1 it follows diretly that onsisteny of order q (i.e.,
kd
n
k
1
= O(t
q+1
)) implies onvergene of order q (i.e., ke
n
k
1
= O(t
q
)), but we will
see that the order of onvergene an also be one larger than the order of onsisteny.
Let us rst onsider methods with lassial order p  1 that are not internally
onsistent, that is, A
k
e 6= A
l
e for some k; l. Then the leading term in the loal error is
d
n
= t r
T
n
r
X
k=1
( A
k
e)I
k
u
0
(t
n
) +O(t
2
) : (5.42)
This gives an O(t) loal error bound, whih is of ourse quite poor. After all, d
n
is
the error that results after one step if e
n
= 0. However, as we will see below, it an
lead to onvergene of order one.
Next assume the internal onsisteny ondition (5.3) is satised, that is A
k
e = A
l
e
for 1  k; l  r. If p = 1 it follows diretly that kd
n
k
1
= O(t
2
). If p  2 the leading
term in the loal disretization errors is given by
d
n
= t
2
r
T
n
r
X
k=1
 
1
2

2
 A
k


I
k
u
00
(t
n
) +O(t
3
) : (5.43)
This still gives only onsisteny of order one, that is, an error O(t
2
) after one step,
but we will disuss below damping and anellation eets that an lead to onvergene
with order two in this ase.
For problems that are (mildly) sti, suh as semi-disrete systems from hyperboli
equations, the above derivation shows that order redution is to be expeted. This
order redution will appear primarily at interfae points on the spatial grid, where
the grid-funtions I
k
u
(j)
(t) have jumps. This is similar to the situation for standard
Runge-Kutta methods, where order redution appears at boundaries if the boundary
values are time-dependent; see for instane the review with referenes in [14, Set. II.2℄.
With the partitioned and multirate shemes, we are reating interfaes that at like
(internal) boundaries with time-dependent boundary onditions.
Based on the loal error behaviour, one would expet onvergene with order one
for the TW2 and SHV2 shemes, and lak of onvergene for the sheme CS2. This
is not what was seen in the numerial test in Setion 4.1 for advetion with a smooth
solution. To obtain the orret (observed) order of onvergene q = 1; 2, we need to
study the propagation of the leading term in the loal error. We already saw that
the global error an be of the same order t
q
as the loal error if we have a suitable
deomposition d
n
= (S
n
  I)
n
+ 
n
. In fat, we only need to study the priniple term
of the loal error. It will be assumed that there exist vetors 
n
2 R
m
, n  0, suh
that



 
r
T
n
e


n
  t
q
r
T
n
r
X
k=1
1
q!
 

q
  qA
k

q 1

I
k
u
(q)
(t
n
)



1
= O(t
q+1
) ;
k
n
k
1
= O(t
q
) ; k
n+1
  
n
k
1
= O(t
q+1
) :
9
>
=
>
;
(5.44)
Then, following the proof of Theorem 3.3, we diretly arrive at the following result.
30
Proposition 5.9 Assume that (5.29) is valid, and let p be the (lassial) order of the
partitioned Runge-Kutta method.
(i) If p = 1 and (5.44) holds with q = 1, then the method is onvergent with order one
in the maximum-norm.
(ii) Suppose that p  2 and the method is internally onsistent. Then, if (5.44) holds
with q = 2, the method is onvergent with order two in the maximum-norm.
The above result has been alled a proposition, rather than a theorem, beause
it is far from lear how to verify the ondition (5.44) in most situations of pratial
importane. In the next subsetion we will onsider this ondition for a simple ase:
linear advetion with rst-order upwind spatial disretization. Of ourse, this is not
the spatial disretization one would like to use with a high-order time stepping sheme,
but it will give a heuristi explanation for the temporal orders observed in the auray
experiment in Setion 4.1.
Remark 5.10 The above expressions for the loal errors are similar to those given in
[13℄ for impliit-expliit Runge-Kutta methods, and in [19, 20℄ for a lass of impliit
additive Runge-Kutta methods with domain deomposition. Apart from the fat that
these latter methods are impliit, beause they are intended for paraboli problems, an
interesting feature is that the matries I
k
are onstruted from smooth grid funtions,
instead of the the step funtions (zero-one entries) in this paper. This an have a
positive inuene on the auray of the shemes. 3
5.3.3 Veriation of ondition (5.44) for linear advetion
To study ondition (5.44), let us onsider linear problems with onstant oeÆients,
u
0
(t) = Au(t) + g(t) : (5.45)
Denote Z = tA, Z = I 
 Z with I = I
ss
the s s identity matrix, and
r(Z)
T
= [r
1
(Z); : : : ; r
s
(Z)℄ =

r
X
k=1
b
T
k
I
k
Z

I  
r
X
k=1
A
k
I
k
Z

 1
: (5.46)
In this ase we have b
T
k
I
k
Z = b
T
k

I
k
Z and A
k
I
k
Z = A
k

I
k
Z. The matries A
k
are
stritly lower triangular s s matries, and onsequently a produt of s suh matries
vanishes. Writing the matrix inverse in (5.46) as a power series, it follows that
r(Z)
T
e =
s 1
X
l=0
r
X
k;j
1
;:::;j
l
=1
 
b
T
k
A
j
1
  A
j
l
e

I
k
Z I
j
1
Z    I
j
l
Z : (5.47)
In the same way it is seen that
r(Z)
T
r
X
i=1
 

q
  qA
i

q 1

I
i
=
s 1
X
l=0
r
X
k;j
1
;:::;j
l
;i=1
 
b
T
k
A
j
1
  A
j
l
(
q
  qA
i

q 1
)

I
k
Z I
j
1
Z    I
j
l
Z I
i
;
(5.48)
If there is a matrix W 2 R
mm
suh that kWk
1
= O(1) and
 
r(Z)
T
e

W = r(Z)
T
r
X
i=1
 

q
  qA
i

q 1

I
i
; (5.49)
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then we an take 
n
=
1
q!
t
q
Wu
(q)
(t
n
) in (5.44). Reall that kWk
1
= O(1) means
that W an be bounded uniformly in the mesh width and dimension m.
Consider as a simple example, the semi-disrete system (2.2) in R
m
with u
0
(t) =
0, orresponding to rst-order upwind disretization of the advetion equation with
homogeneous inow ondition u(0; t) = 0. We take a partitioning I = I
1
[ I
2
=
f1; 2; : : : ;mg with I
2
= fj :
1
4
m < j 
3
4
mg, and mesh widths x
j
= h if j 2 I
1
,
x
j
=
1
2
h if j 2 I
2
, with h = 4=(3m). In Figure 8 we have plotted the norm kWk
1
as funtion of m = 20; 40; : : : ; 640 for various values of  = t=h for the shemes
TW2 and CS2; the results for SHV2 were similar to those of TW2. In this example,
the matrix r(Z)
T
e is nonsingular, and it is well-onditioned for   1. We see that
kWk
1
= O(1) provided that  < 1, whereas kWk
1
 m if  = 1. Other partitionings
I = I
1
[ I
2
produed similar results.
101 102 103
100
102
TW2
101 102 103
100
102
CS2
 = 0:5
 = 0:5
 = 0:95
 = 0:95
 = 1  = 1
Figure 8: Norm kWk
1
versus m = 20; 40; : : : ; 640 for various values of  = t=h with the
shemes TW2 (left) and CS2 (right). Markers: Æ for  = 0:5,  for  = 0:75,  for  = 0:9,
4 for  = 0:95 and  for  = 1.
It is obvious that veriation of ondition (5.44) would be desirable for nonlinear
problems and higher-order (nonlinear) spatial disretizations. Nevertheless, the om-
bination of Proposition 5.9 and these experimental bounds for rst-order advetion
disretization does provide a heuristi explanation for the numerial observations in
Setion 4.1 for the advetion problem with smooth solution and WENO5 spatial dis-
retization, where we saw onvergene of the shemes TW2 and SHV2 with order two
in the maximum-norm, and with order one for the CS2 sheme.
6 Final remarks
6.1 Partitioning based on uxes
For onservation laws u
t
+ f(u)
x
= 0, the semi-disrete system (2.8) will in general be
of the form
u
0
j
(t) = F
j
(u(t)) =
1
x
j
 
f
j 
1
2
(u(t))  f
j+
1
2
(u(t))

; j 2 I = f1; 2; : : : ;mg :
Multirate methods an be based on these numerial uxes f
j1=2
(u) rather than in
terms of the omponents F
j
(u), and this is not well overed by the above formulations.
Suppose, as an example, that I
1
= fj : j < ig and I
2
= fj : j  ig. Instead of
F = I
1
F +I
2
F , we an onsider the deomposition F = F
1
+F
2
with vetor funtions
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F1
and F
2
whose jth omponent is given by
F
1
j
(v) =
1
x
j
 
f
j 
1
2
(v)  f
j+
1
2
(v)

; F
2
j
(v) = 0 for j < i ;
F
1
j
(v) =
1
x
i
f
i 
1
2
(v) ; F
2
j
(v) =
 1
x
i
f
i+
1
2
(v) for j = i ;
F
2
j
(v) =
1
x
j
 
f
j 
1
2
(v)  f
j+
1
2
(v)

; F
1
j
(v) = 0 ; for j > i :
9
>
>
>
=
>
>
>
;
(6.1)
We an onsider any of the above shemes with I
k
F (v) replaed by F
k
(v). Sine we
are then dealing with uxes, mass-onservation is guaranteed at any stage. However,
there are two reasons why suh shemes were not onsidered in this paper.
First, monotoniity assumptions suh as (2.13) will not be valid in the maximum-
norm with this deomposition. This an be seen already quite easily for the rst-order
upwind advetion disretization (2.2). Writing this system as u
0
(t) = Au(t), the above
deomposition would orrespond to A = AI
1
+ AI
2
, that is, F
k
= AI
k
, but it is easy
to show that kI + AI
k
k
1
is larger than one for any  > 0.
Seondly, suh a deomposition of F an easily lead to inonsistenies, sine we do
not have F
k
(u(t)) = O(1), no matter how smooth the solution is. For example, for the
rst-order upwind system (2.2), formula (2.10) with F
k
replaing I
k
F , k = 1; 2, leads
to method (2.3) rather than (2.4). Using these F
1
and F
2
in (2.9) gives a ompletely
inonsistent result.
6.2 Summary and onlusions
In this paper some multirate shemes based on the forward Euler method and the two-
stage expliit trapezoidal rule have been analyzed. All these methods an be written
as partitioned Runge-Kutta methods.
For the analysis of the monotoniity properties of the shemes we followed the
TVD/SSP framework of [5, 24℄, assuming monotoniity of one forward Euler step with
suitable loal time steps. Dierent monotoniity thresholds were found for maximum-
norm monotoniity and maximum priniples on the one hand, and the TVD property
on the other hand. However, these theoretial dierenes did not reveal themselves in
the numerial tests. In pratial situations, the threshold C found for maximum-norm
monotoniity seems the most relevant.
Many multirate shemes are not internally onsistent. This may lead to low au-
ray at interfae points. An analysis of the loal disretization errors even suggests
lak of onvergene, but this is too pessimisti. Also for the other shemes, that are
internally onsistent, propagation of the leading loal error terms has to be studied to
understand the proper onvergene behaviour.
Lak of mass onservation seems in many ases not a very serious defet beause
it only arises at interfae points, so it will mainly be felt when a shok or very steep
solution gradient passes suh an interfae. This onlusion is similar as in [26℄. Of
ourse, if mass onservation an be built in a sheme without aeting other essential
properties, suh as internal onsisteny and omputational work per step, this is ad-
visable. For the shemes onsidered in this paper laking mass onservation we did
not nd suh suitable modiations.
The use of a high-order Runge-Kutta methods as basis for a multirate sheme or a
partitioned sheme will not diretly lead to a high order of auray at interfae points.
The disretization errors have to be onsidered within the PDE ontext, leading to
expressions for the loal errors of the form (5.42) or (5.43). Regarding the semi-disrete
as a xed (non-sti) ODE will in general lead to a too optimisti estimate of the rate
of onvergene.
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A Appendix: a spatial disretization with TVD limiter on non-
uniform grids
As an example of a disretization with limiting we will onsider formulas on non-
uniform grids that generalize the third-order upwind-biased sheme with the so-alled
Koren limiter on uniform grids.
A.1 Disretization and limiting
For a non-uniform grid with ells C
j
= (x
j
 
1
2
x
j
; x
j
+
1
2
x
j
) and ell-average values u
j
,
the third-order upwind-biased spatial disretization an be derived by pieewise ubi
reonstrution of the primitive grid-funtion U
i
=
P
ji
x
j
u
j
and dierentiation.
On C
j
we take U(x) to be the ubi polynomial that passes through the points
(x
j+k=2
; U
j+k=2
), k =  3; 1; 1; 3. Then the resulting values
u
R
j 
1
2
= U
0
(x
j 
1
2
) ; u
L
j+
1
2
= U
0
(x
j+
1
2
) ;
an be used as ell-boundary values in a numerial ux-funtion. In the following we
only give the formulas for the left states u
L
j+1=2
; those for u
R
j 1=2
are essentially the
same, just the mirror image.
By some alulations (with Newton divided dierenes) it follows that
u
L
j+
1
2
= 
L
 1;j
u
j 1
+ 
L
0;j
u
j
+ 
L
1;j
u
j+1
; (A.1)
with oeÆients 
L
0;j
= 1  
L
 1;j
  
L
1;j
and

L
 1;j
=
 x
j
x
j+1
(x
j 1
+ x
j
)(x
j 1
+ x
j
+ x
j+1
)
;

L
1;j
=
(x
j 1
+ x
j
)x
j
(x
j
+ x
j+1
)(x
j 1
+ x
j
+ x
j+1
)
:
This provides the non-limited value.
To apply a limiter, we rst write (A.1) in the form
u
L
j+
1
2
= u
j
+  

j
(u
j+1
  u
j
) ;  

j
=
u
L
j+
1
2
  u
j
u
j+1
  u
j
: (A.2)
Next we apply a limiter to this  

j
,
 
j
= max
 
0 ; min
 
1 ;  

j
; 
j

; 
j
=
u
j
  u
j 1
u
j+1
  u
j
; (A.3)
to obtain the limited value
u
L
j+
1
2
= u
j
+  
j
(u
j+1
  u
j
) : (A.4)
This kind of limiting is often alled `target limitering' beause the limited values
are taken as lose as possible to a target sheme (whih is in our ase the non-limited
sheme) within the monotoniity onstraints. It an be applied to any sheme produ-
ing non-limited values u
L
j+1=2
. From (A.1), (A.2) it is seen that  

j
= 
L
1;j
  
L
 1;j

j
,
and therefore the limiter an also be written as
 
j
= max
 
0 ; min
 
1 ; 
L
1;j
  
L
 1;j

j
; 
j

: (A.5)
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To see that (A.4) will indeed introdue a spatial disretization with ertain mono-
toniity properties, suh as positivity and TVD, note that
u
L
j 
1
2
  u
L
j+
1
2
= 
j
(u
j 1
  u
j
) ; 
j
= 1   
j 1
+  
j
= 
j
:
In view of (A.3) we have 0   
j 1
 1 and 0   
j
=
j
 1, and therefore
0  
j
 2 :
As explained in Example 2.2, this guarantees max-norm monotoniity and the TVD
property for u
t
+ f(u)
x
= 0 with f
0
(u)  0 (for the relevant range of u values).
As mentioned already above, the formulas for the right states u
R
j 1=2
are essentially
the same (reexion around x
j 1=2
), and these will be used if we have f
0
(u) < 0 for all
(relevant) u values. With an arbitrary ux funtion f(u) a suitable ux splitting is to
be used, for example the simple Lax-Friedrih splitting given in [16, 23℄.
Remark A.1 The numerial uxes f
j+1=2
(u) = f(u
j+1=2
) of the limited disretization
are Lipshitz ontinuous,
jf
j+1=2
(~u)  f
j+1=2
(u)j  Lk~u  ukj
1
for all ~u = [~u
j
℄; u = [u
j
℄ 2 R
m
. This is not obvious from (A.3), (A.5), beause the
ratios 
j
will not satisfy a Lipshitz ondition. However, if we denote 
j
= u
j+1
  u
j
,
then by onsidering the dierent sign possibilities it is seen that
u
L
j+
1
2
= u
j
+ sign(
j
)min
 
j
j
j ; 
L
1;j
j
j
j   
L
 1;j
j
j 1
j ; j
j 1
j

if sign(
j
) = sign(
j 1
), and u
L
j+1=2
= u
j
otherwise. From this the Lipshitz ondition
an be dedued, with Lipshitz onstant L determined by the atual grid. 3
A.2 Auray test
Consider the advetion equation u
t
+ u
x
= 0, 0 < x; t < 1, with spatial periodi-
ity and initial value u(x; 0) = sin
4
(x). The relative L
1
-errors of the spatial dis-
retization are given in Table 3 for various grids with m points, m = 20; 40; 80; 160.
These results are to be ompared with those in Appendix B of [1℄. The random
grids are hosen by rst generating random numbers 
j
2 [
1
2
; 1℄ and then setting
x
j
= 
j
=
P
m
k=1

k
. The grids indiated by `Blok1' and `Blok2' are yli repetitions
of (x
1
;x
2
;x
3
;x
4
) = (h; 2h; 3h; 4h) and (x
1
;x
2
;x
3
;x
4
) = (h; 2h; 10h; 11h),
respetively, with appropriate h = 4=(10m), h = 4=(14m), respetively.
The results ompare favourably to those in [1℄, where it should be noted that the
random grid used here has more variation in [1℄ and also the initial prole has been
slightly hanged to make it periodi.
We also note that the above limiter does not t into the framework of slope limiting
with linear reonstrution onsidered in [1℄. There it is required that on eah ell C
j
we have an approximation u(x) = u
j
+ (x  x
j
)s
j
, with slope s
j
that may be limited,
and then
u
R
j 
1
2
= u
j
 
1
2
x
j
s
j
; u
L
j+
1
2
= u
j
+
1
2
x
j
s
j
:
To ahieve this in the above algebrai framework one needs a ertain `symmetry'
ondition to ensure that u
j
is the average of u
R
j 1=2
and u
L
j+1=2
.
The spatial disretization used in [3℄ is of the same form as (A.5) but with dierent
oeÆients 
k;j
. In the above auray test this sheme gave less aurate results,
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Table 3: Relative L
1
-errors for salar advetion on non-uniform grids
Uniform Random Blok 1 Blok 2
Non-lim., m = 20 4:79  10
 2
5:14  10
 2
6:06  10
 2
9:65  10
 2
Non-lim., m = 40 6:82  10
 3
7:49  10
 3
9:13  10
 3
1:58  10
 2
Non-lim., m = 80 8:70  10
 4
9:49  10
 4
1:18  10
 3
2:05  10
 3
Non-lim., m = 160 1:09  10
 4
1:19  10
 4
1:49  10
 4
2:60  10
 4
Limited, m = 20 6:57  10
 2
6:79  10
 2
9:35  10
 2
1:45  10
 1
Limited, m = 40 1:36  10
 2
1:49  10
 2
2:02  10
 2
3:32  10
 2
Limited, m = 80 2:65  10
 3
2:97  10
 3
4:25  10
 3
7:56  10
 3
Limited, m = 160 4:97  10
 4
5:73  10
 4
8:11  10
 4
1:58  10
 3
due to the fat that then the non-limited sheme is only of order two. The errors
with limiter were then a fator three to four larger than in Table 3 on the ne grids,
m = 160.
Finally we note that the limited shemes used in [26℄ are based on saled ratios 
j
=

j 1
=
j
with 
k
= (u
k+1
  u
k
)=x
k
. It is not too diÆult to show that suh shemes
are not TVD or positivity preserving, but in tests they do perform quite well; there are
overshoots, but these are very minor. Nevertheless, to remain within the theoretial
framework outlined in Setion 2.3, the disretization (A.5) seems preferable.
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