The main result of this paper is that a 2-convex Q k -translator with principal curvatures in the cone Γ k+1 is convex. This is analogous to the theorems by Spruck-Xiao [SX17] and Spruck-Sun [SS19] on Mean Curvature Flow.
Introduction
Geometric evolution problems for hypersurfaces have had a remarkable development over the last decades. Problems of this kind lead to interesting non-linear PDE's that have been used to solve important open questions in mathematics and physics. In this paper, we are interested in a particular class of extrinsic flows, where the speed of the flow is given by a 1-homogeneous function of the principal curvatures.
More precisely, given a manifold M n and an immersion F 0 : M n → R n+1 , one wants to find a 1-parameter family of immersions 
where (·) ⊥ means the orthogonal projection onto the normal bundle of M and f (λ) correspond to the speed function of the flow which is symmetric on the n variables, monotone increasing in each variable and is evaluated at the principal curvatures of M t = F (M, t). For the purpose of this paper we restrict to a family of functions f (λ) = Q k given by
here S k denotes the elementary symmetric polynomial in n variables of degree k,
Note that by definition S 0 = 1 and Q 0 = H is the scalar mean curvature, which has been widely studied in this century. We also note that for k > 0, the function Q k is strictly concave over the cone Γ k+1 = {λ ∈ R n : S l (λ) > 0, l = 0, . . . , k + 1} . 1 We remark that the PDE involved is fully non-linear and uniformly parabolic when the principal curvatures belong to Γ k+1 . These type of functions are the simplest case of geometric quotients of curvature 1-homogeneous.
The Q k -flow has been studied in the past, for instance, some work can be found in [And07] . There classical results about existence and convergence to points are shown for strictly convex compact initial hypersurfaces. Later, in [Die05] the assumption about the convexity of the initial hypersurface was relaxed to λ ∈ Γ k ∩ {λ ≥ 0}. The main contribution was the construction of cylindrical barriers that act as super solutions for (1). This allows to start the Q k -flow for initial conditions as mentioned above and for which the evolution M t becomes strictly convex for t > 0. In both of those cases, after a parabolic rescaling M t collapses to a point. Finally, in [CD16] the authors construct non-compact complete solutions (in the spirit of [EH89] ).
In this paper we deal with eternal solutions 1 for the Q k -flow which evolve by translation, usually known as translating solitons or translators for short. These type of solutions are immersion of the form
where v ∈ S n is a fixed direction. Since we are interested in the normal part, Q k -translators can be also seen as hypersurfaces M 0 ⊂ R n+1 which satisfy
These type of solutions have been studied by many authors in the case k = 0. The interest on these examples arises mainly due to two reasons: they appear as a model for type 2 singularities of the H-flow [HS99] and they are also minimal surfaces in a weighted euclidean space [Ilm94] .
We obtain several results for the Q k -flow and Q k -translators that we summarize in what remains of this section. Firstly, we obtain a gradient estimate for graph solutions. Since the involved PDE is fully non-linear we adapt the gradient estimates from [SUW04] to (3) and we obtain, Theorem 1.1. Let r > 0 and u ∈ C 3 (B(0, r)) such that graph(u) is a Q k -translator. Then it holds
where M = sup B(0,r) u and C = C(k, n).
On the other hand, due to the homogeneity of Q k and that the principal curvatures are in Γ k+1 , it suffices to estimate the maximal principal curvature of M 0 to establish second order estimates. Indeed we obtain, Theorem 1.2. Let M = graph(u) be a Q k -translator. Then for any fixed constant L > 0, there exist positive constantsC(k, n) and β > 2 such that λ max (u) ≤C(k, n) L β−2 (L − u) β e 2(L 2 /r 2 +L/r) .
Here λ max (u) = max {λ i ((x, u(x))) : x ∈ Q}, λ i (p) denote the principal curvatures at p and Q = B(0, r) ∩ {u < L}.
Finally, the main result of this paper is in the spirit of [SX17] which has important consequences in the classification of H-translators in R 3 . In that paper was proved that a complete H-translator which is mean-convex (i.e: H > 0) is actually convex. Then by a result of Halshofer in [Has15] , the H-translator needs to be rotationally symmetric and a piece of the bowl soliton. More recently in [SS19] , it was shown that complete H-translators which are mean-convex and 2-convex 2 in R n+1 are also convex. This last assumption is in some sense important for the classification scheme of H-translators, since it permits to use analytical tools like maximum principles in their proof. In this paper we prove an analogous result for k > 0,
We remark that our proof does not include the case k = 0, the reason is that Q k is strictly concave for k > 0 over the cone Γ k+1 , which is a fundamental element of our proof. We also want to mention that in [TS] it has been shown the existence of complete non-entire graphs which are rotatioanlly symmetric and strictly convex Q n−1translators in R n+1 for n ≥ 2. This result shows that Theorem 1.3 is not about the empty set.
The organization of this papers is as follows: In Section 2 we deal with properties for the Q k functions that we will use along the paper. In Section 3 we proves gradient estimates for graph solutions to the Q k -flow and the Q k -translator equation. We also prove a non-existences theorem for linear growth solutions of the graph Q k -translator equation. In Section 4 we prove second order estimate in the above setting. Finally, the convexity results for Q k -translators are proved in Section 5.
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Properties of Q k functions
In this section we list some properties of the S k and Q k functions on R n . Definition 2.1. By setting S 0 := 1, S k := 0 for k > n and S k as in the formula (2) for k = 1, . . . , n. We define the open convex cones 
Proof. For a proof of (4)-(8) we refer [HS99] . Note that the last one follows by taking derivative with respect µ j on (6).
As an easy application of Lemma 2.4 we obtain, Lemma 2.5. For any k ∈ {0, . . . , n}, i ∈ {1, . . . , n} and µ ∈ R n we have
Another important result is the Newton inequality for the S k polynomials, Lemma 2.6. For any k ∈ {1, . . . , n − 1} and λ ∈ R n we have
Equality holds if and only if all λ i are equal.
Proof. For a proof we refer to [HLP52] .
Iterating Lemma 2.6 we also obtain, Corollary 2.7. For any l, k ∈ {0, . . . , n − 1} such that l ≤ k and λ ∈ R n we have
Gradient Estimates and applications
In this section we derive gradient estimates for graphical solution to the Q k -flow and Q k -translator equation. To obtain both estimates, we choose to parameterize locally the manifold by F (x, t) = (x, u(x, t)) and F 0 (x) = (x, u(x)) respectively. In this setting equations (1) and (3) are
respectively. We also consider the symmetrization of the Weingarten map to derive the estimates, given by the matrix
where w = 1 + |Du| 2 and the subindices denote derivatives with respect to the corresponding variable. It is well know that the eigenvalues of this matrix correspond to the principal curvatures of the graph the function u. This matrix was first used in [CNS88] for deriving gradient estimates for Dirichlet curvature equations, it was also used in [Hol14] for parabolic curvature equations and a result analogous to Proposition 3.3 was announced in [CXZ17] , but their proof is incomplete. This relation permits to calculate S k (B) as follows: Let α ⊂ {1, . . . , n} and |α| denotes its cardinality. Let B[α] be the principal submatrix of B in rows and columms index by α, then we have
It is relevant to remark that the properties stated in Section 2 are valid for the eigenvalues of a given matrix (or equivalently, for diagonal matrices).
The following lemma was inspired by [Sáe] and it is due to the shape of matrix (A ij ) after a change of coordinates for which S k (A) is easier to manipulate.
Lemma 3.2. If matrix (A ij ) has the form,
at some point (x 0 , t 0 ) or x 0 , then we have the following equations:
S l (λ) > 0, ∂S l ∂A jj (λ) = S l−1 (λ|j) > 0 for j = 2, . . . n and l = 1, . . . , k + 1, (18)
Here we are using the following notation:
S k (B|i) or S k (B|ij) means that the i-th row and i-th column resp. i, j-th row and i, j-th column are omitted from a matrix B.
Proof. Under this setting we have
Then it follows,
Note that by (11) together with the formula i,j ∂S k ∂A ij A ij = (k + 1)S k+1 we obtain (17). Furthermore, since A 11 < 0, it follows that S l (λ) > 0 for l = 1 which implies that ∂S l ∂A jj (λ) = S l−1 (λ|j) > 0. Note that iterating this process we can get the same for cases j = 2, . . . n and l = 1, . . . , k + 1. 
Then by (19) we have,
Note that by Lemma 2.6 the term under the sum is non-negative and therefore we may drop it. Then it by (20) follows,
.
Now we use (21) on each S l (a|i) to obtain,
We note that these three terms are non-negative by Lemma 2.6. Finally, for the sum of the diagonal terms we have,
Firstly we note that we can apply (6) on each term of the form,
and we may also apply (9) on each term of the form,
Combining this with (23) we obtain (24).
where M = sup Ω u and K depends only on k and n.
Proof. This proof is very similar to the respective one in [Hol14] . For this reason we will use the same notation. Note that by translation on the x n+1 -axis, we may assume that u > 0. More precisely, we take the matrix A given in (16) and by a slight abuse of notation we set,
where A = (A ij ) and each function is evaluated on the eigenvalues of the matrix A. With this equation (14) becomes
where w = 1 + |Du| 2 . Now we consider on B r (0) the test function given by
here ξ ∈ S n−1 denote the direction derivative vector and
with M = sup Ω u. Since the function ρ vanishes at ∂B r (0), we may suppose that the maximum of G is reached at some point (x 0 , t 0 ) with t 0 > 0 and |x 0 | < r and, after a rotation, we may take ξ = ε 1 where ε i denotes the canonical euclidean base of R n . Then at this point we have the following equations at (x 0 , t 0 ),
In addition, we use another coordinate change to simplify the second derivatives, u i (x 0 , t 0 ) = 0, for i = 1; u ij (x 0 , t 0 ) = 0, for i = j and i, j ≥ 2; (31)
Recall that to use Lemma 3.2 we need first to show that u 11 < 0. Then it follows at (x 0 , t 0 ),
Which implies,
On the other hand, by (28) we have,
In what follows all quantities are evaluated at (x 0 , t 0 ) and also we may assume that G(x 0 , t 0 ) is big enough such that
With this we get,
which implies
for all j. Combining (32) and (35) we obtain,
which in particular implies A 11 < 0 and we may use equations from Lemma 3.2. Then by (29),
We first analyze term B in (37). By (31) we have,
First we note that by (17) the term
for the last equality we use (26). On the other hand, for the last term of (38) we may use (33) to obtain,
in the second inequality we use (21) and for the last line we use (20) . Recall that S l (λ) denote the l-elemental symmetric polynomial evaluated in the diagonal matrix
Following an idea of [Sáe] , we may use a first order Taylor expansion on Q k (λ) − Q k around λ to see that,
where the inequality follows from ∂Q k ∂A 1j (λ) = 0 and the error term is non positive by concavity of Q k . Therefore the whole term is non-negative and we may drop it from (38).
On the other hand, for the term 2Q k,11 ϕ ′ ρ 1 ϕρ u 1 we may use (23) and (32) to obtain,
Finally for the term
Therefore,
Now we estimate the term C in (37). Differentiating (26) in the ε 1 -direction we obtain,
where A ij,1 denotes ∂A ij ∂x 1 and
Then we have,
where in the last equality we use (17). After replacing the last equation on C and using (32) we have,
For the term third term in (42) we have,
and we note that the difference of the last two terms is non-negative. Indeed, if we consider
then it follows that
which is non-negative from a 11 < 0 and the concavity of Q k . Then, for the whole term we have,
Finally, for the second term in (42) we use (36) to obtain,
where C 2 (k, n) is the constant in (24). Note that we have chosen a big enough constant c 0 such that u 1 > c 0 and ln u 1 > 0. Therefore we obtain,
Combining the lower bounds from (41) and (44) we get,
Also by (30) we have,
Then after using (45) and multiplying by w 2
Then by (34) we have,
Since we assumed that u 1 ≥ c 0 and G(x 0 , t 0 ) ≥ 16 M T r , we finally obtain
Recall that a Q k -translator is a surface that evolves by translations with unit speed, hence we may use the same method to obtain a local gradient estimate for graphical solutions to equation (15).
Corollary 3.4. Let r > 0 and u ∈ C 3 (B(0, r)) such that graph(u) is a (k + 1)convex Q k -translator. Then it holds
Proof. This proof is very similar from the given in Proposition 3.3 for this reason we only point out the main differences from it. First we note that equation (15) can be written as
where A is the matrix given in (16). Secondly, we use the same test function G (27) without time factor and we change the cut off function ρ by ρ(x) = r 2 − |x| 2 .
As before we may assume that the maximum of G is reached at some point x 0 ∈ B r (0). We also apply the same change of coordinates to use the equations from Lemma 3.2. The only thing that we have to ensure is that u 11 < 0 at x 0 . To do so we assume that,
Then,
Note that we again get the B and C terms from (37), which we now analyze in this configuration. We start with B and note that the only terms that change are (39) and (40) for which we have,
For C we only need to estimate the therm Q k,ij u ij1 . We observe that
Using the same bounds from (42) it follows that,
Now from (43) we have,
where C 2 (k, n) is the constant in (24). Therefore,
Then by adding the bounds from estimates of B and C we obtain,
or equivalently,
Finally,
As a consequence from Corollary 3.4 we obtain a non-existence result for graphical Q k -translator.
Theorem 3.5. There are no solutions u ∈ C 3 (R n ) to (15) with Q k > 0 such that
Proof. Let u be a solution to (14) that satisfies (48). This means that for all r ≥ 1,
On the other hand, by Corollary 3.4 we have that
We claim that |Du| = 0 in R n . We argue by contradiction, if it is not the case there exists some positive δ such that |Du(0)| ≥ δ. Let r > 1 and we consider the test function given by
where ρ(x) = r 2 − |x| 2 , g(u) = 1 − u M β for β < 0 and M = max Br u. Note that G : B r → R attains its maximum at an interior point x 0 . We also choose a coordinate system such that u ij (x 0 ) is a diagonal matrix for 2 ≤ i, j ≤ n,
Let δ 1 > 0 such that
Moreover, we have the following equations at x 0 ,
Note that by (50) we have,
Furthermore, since β < 0 we may enlarge r such that u 11 (x 0 ) ≤ 0 which allows us to use Lemma 3.2. Note that by (50) we have,
Then it yields,
First we estimate the first two terms in (52),
in the last line we use (49). Secondly we estimate the third and fourth term from (52). Since at x 0 it holds Q k,ij u ij = Q k > 0 and
we may drop the term Q k,ij g ′ g u ij . Furthermore, since we have
in the last inequality we used (24). Finally, for the last term in (52) we may use (43) to show that at x 0 ,
Combining all the estimates we obtain,
In particular |Du(x 0 )| → 0 as r → ∞ which contradict (49). Therefore u is constant which contradicts that Q k > 0.
Second order Estimates
In this section we derive interior local estimates for the maximum of the principal curvatures λ max of solutions to the Q k -flow and for Q k -translators as in [SUW04] . To this end we consider local charts of the form F (x, t) = (Φ(x, t), u(Φ(x, t), t)) where Φ satisfies the flow equation (1), nevertheless we will suppress the map Φ from our estimates.
We begin by deriving local equations which we will be using along this section.
Lemma 4.1. Let F (x, t) be a solution to the Q k -flow (1). Then at p ∈ M t we have the following equations,
Proof. Let p ∈ M t and we choose a normal frame around p with orthonormal base {e i } of T p M . Also in these coordinates we have (∇ i e j ) ⊤ = 0 and h ij = λ i δ ij at p where h nn (p) ≤ . . . ≤ h 11 (p). First we note that u = F, ε n+1 corresponds to the height function. Then at p we obtain,
Then after multiplying by ∂Q k ∂h ij we obtain,
From the definition of u we have ∂ t u = Q k v n+1 , which implies
It is a well know fact that the evolution equation for second fundamental form and normal unit vector under the Q k -flow are given by
for a proof we refer to [HP99] 3 . Then the evolution equation for v n+1 can be easily calculated,
Also for v n+1 we have,
On the other hand, to obtain the evolution equation for h ij we first need to calculate ∇ i ∇ j Q k . We first observe that,
We also use the relation,
which can be found in [HP99] . Then,
It follows,
Note that when i = j the last term in second line vanishes.
Proposition 4.2. Let M t be a solution to (2) such that λ ∈ Γ k+1 for t > 0. Let u = F, ε n+1 be the height function and assume that u(x, t) → ∞ when |x| → ∞. Fix any constant L > 0, and define the set Proof. Since u → ∞ as |x| → ∞, we may assume by translation, that u(x, t) ≥ 0 for all (x, t). For any fixed positive constant L, we consider the set
where ξ ∈ S n , h ij are the components of the second fundamental form of the surface y ∈ R n+1 : ∃ z s.t. y = (z, u(z, t)) (we refer to this hypersurface as the graph of u) at the point (x, u(x, t)), and η(x, t) = (L − u(x, t)) > 0 on Q,
We have set
The constant C in a(t) is chosen so that 2a(t) ≤ v n+1 always holds, note that this can be done by taking r → ∞ on the gradient estimate from Proposition 3.3. With this, C = C(M, T L ) where L = sup Q u. Although the explicit dependence on these terms will be suppressed.
On the other hand, we have that
for any constant C 1 > 0, since η < L and a(t) → 0 as t → 0 + . Later on we will choose this constant suitably.
Assuming that Q = ∅ and T L , diam(Ω t ) < ∞ for all t ∈ (0, T L ), we have that G reaches its maximum over Q at some interior point (x 0 , t 0 , ξ 0 ) ∈ Q × S n−1 and, after a rotation, in the ξ 0 = ε 1 -direction. Then at (x 0 , t 0 ) we consider a normal frame for the graph of u which we denote by e i and for the standard coordinates of R n+1 we use ε i . Recall that this frame satisfies (∇ i e j ) ⊤ = 0 and the matrix h ij is diagonal at (x 0 , t 0 ), we also assume that h nn ≤ . . . ≤ h 11 at (x 0 , t 0 ). In what follows all derivatives using the symbol ∇ are with respect the Riemannian connection on M t and all calculations will be done at (x 0 , t 0 ). Then for the first derivatives we have,
Then we conclude,
We may simplify this expression by using Lemma 4.1,
Furthermore, we may explicitly compute the first line of (65) since,
and ∂ t β = − 16C t 2 e 2(C+C/t) .
Note that if we take L big enough and C 1 small enough the term
for all t > 0 and therefore we may omit it from the estimate. Then,
We claim that from (66) we may obtain the following,
where γ > 0 satisfies (70) with ε = 21 4 a 2 (a 2 +8) . The proof of this claim is rather technical and we will complete it later. Note that after rearranging (67) we have,
Since β < Ce C+C/t and
then it follows, η 2 h 11 ≤ C 3 (k, n)e 3(C+C/t) .
In particular this bound implies, G(x 0 , t 0 ) ≤ C 3 (k, n)e 4(C+C/t) exp(C 1 e C2/t0 )L β(t0)−2 which is equivalent to
on Q for some constant C depending only on k, n, T L , L and the constants from the estimates of |Du|. This ends the proof. Now we prove estimate (67). To do this we will distinguish into two cases:
Case 1: h nn < − h 11 5 . First we note that h nn < 0 and by the concavity of Q k we may discard the second term in first line of (66). Also by (63), we may estimate
for any γ > 0. Also by Proposition 3.3 we have, |∇η| = |∇u| ≤ e C+C/t at (x 0 , t 0 ). Then it follows, 0 ≤Q k,ii e 2(C+C/t) β η 2 1 + (1 + γ −1 )β (68)
From the definition of v n+1 we have,
Since γ > 0, the term (1 + γ)φ ′2 − φ ′′ is positive. Then we may apply these inequalities onto (68) to obtain,
Now we write
(
where ε = ε(t) > 0 is still to be chosen. Recall that 2a ≤ v n+1 and β −1 < a 2 8 in Q, then we have
provided that ε < 7a 2 (1 − a 2 ) a 2 + 8 . For simplicity we choose ε = 21 4 a 2 (a 2 + 8) since a < 1 2 . Therefore by (12) and Lemma 2.5 it follows,
On the other hand, by (12) and Corollary 2.7, we have
and by (5) and Lemma 2.6,
where the last constant came from [LT94] since λ ∈ Γ k+1 and h nn is the minimum of the principal curvatures. Then it follows,
here we also use that h nn > − h 11 5 .
Applying (73) onto (69) it yields,
Case 2: h nn ≥ − h 11 5 .
Note that in this case we have h ii ≥ − h 11 5 for every i. We consider the partition set given by I = {j : Q k,jj ≤ 4Q k,11 } and J = I c . Then by (63) we have,
for every ε > 0. The idea of considering the above inequalities is to control (66) by the terms involving |∇ j h 11 | with j ∈ J. For doing this we divide the sums as follows,
Note that last line we have used our gradient estimate from Proposition 3.3. We also remark that the factor (1 + ε)(1 + β −1 ) = (1 + γ) appears as in Case 1.
After applying this onto (66) we have,
Fixing ε = 21a 2 4a 2 +32 as in Case 1, we may omit the term (1 + γ)φ ′ − φ ′′ + (φ ′ v n+1 + 1) from (75) since it is non-positive. Furthermore, after applying again the gradient estimate into (75) we obtain,
Here we have used an upper bound for (1+ε −1 ) = 25 24 + 32 21 a −2 given by C 0 = 1+2a −2 since a < 1 2 . On the other hand, we estimate the second line of (76) as follows. By the homogeneity 1 of Q k we have,
Moreover, by the concavity of Q k we obtain,
Note that by the concavity of Q k , the term Q k,11 − Q k,jj h 11 − h jj < 0 for j > 1.
We would be able to show that the second line of (76) is non-positive if we can show that,
Note that by our choice of β, we have that β −1 C 0 = 1 4 . Then proving (77) is equivalent to showing that
For h jj ≥ 0 with j ∈ J it is clear that (78) follows since
On the other hand, if h jj < 0, then |h jj | ≤ h 11 5 . Then it yields,
and (78) follows as well. Therefore we obtain,
Then combining (74) and (79) we obtain (67).
To obtain an analogous estimate for the Q k -translator equation (15), we first need the equations that are contained in the next lemma.
Lemma 4.3. Let F : M → R n+1 be a Q k -translator and let p ∈ M , then we have the following equations:
Proof. Let p ∈ M and we choose a normal frame around p with orthonormal base {e i } of T p M . Recall that in these coordinates we have (∇ i e j ) ⊤ = 0 and h ij = λ i δ ij where h nn (p) ≤ . . . ≤ h 11 (p) at p. For the height function u = F, ε n+1 we may apply (56) to show that,
For showing (81), we first use (62) to see that,
We also may calculate ∇ i ∇ j Q k using equation (3). Indeed,
Then, after combining both equations for ∇ j ∇ i Q k , we obtain
For the case i = j the last term vanishes and (81) follows.
Finally, we note that (64) can be easily obtained by multiplying (83) by ∂Q k ∂h ij .
Theorem 4.4. Let M be a Q k -translator such that its principal curvatures belong to Γ k+1 . Then for any fixed constant L > 0, there exist positive constantsC(k, n) and β > 2 such that
Here λ max (u) = max {λ i ((x, u(x))) : x ∈ Q}, λ i (p) denote the principal curvatures at p, Q = B(0, r) ∩ {u < L}.
Proof. This proof is very similar from the given in Proposition 4.2, for this reason we only point out the main differences from it. First, we consider the test function G : Q → R given by G(x, ξ) = η β e φ(vn+1) h ξξ , that in contrast with Proposition 4.2 has no time dependence, the function φ and the constant β are still to be fixed.
As before {e i } denotes normal coordinates centered at x 0 ∈ Q which is the point where G reaches its maximum and {ε i } denotes the canonical euclidean frame. For simplicity of the notation all derivatives using the symbol ∇ are with respect the Remannian connection on the graph of M at x 0 .
Then at x 0 we have,
and for the second derivatives,
By equation (3) and Lemma 4.3 we have,
On the other hand, by (84) it follows,
for all γ > 0. Combining these equation in (85) we have,
Note that for the second term in first line of (86) we obtain,
Furthermore, for the first term in second line of (86) we get,
provided that (φ ′′ − (1 + γ)φ ′2 ) is non positive. After applying this onto (86) it follows that,
As in the proof of Proposition 4.2, we claim that from (87) we may obtain,
where a is function on |Du| of order −3. In particular (88) implies that, η 2 h 2 11 ≤C(k, n)a −2 βL|∇η| + 2β + (1 + γ −1 ) , and by the estimate from Corollary 3.4, there is a universal constantC(k, n) , G = e φ(vn+1) η β h 2 11 ≤C(k, n)L β−2 e 2(L 2 /r 2 +L/r) , which proves Theorem 4.4. Now we prove our estimate (88) by considering two cases:
where a depends only on sup Q |Du| and satisfy v n+1 ≥ 2a.
Then we pick γ < a 2 (1 + 2a − a 2 ) such that
Then by (12) and Corollary 2.7 we have,
Since we are assuming that h nn < − h 11 5 , we may apply (71) and (72) to obtain, Q 2 k ≥ C(k, n)h 2 11 . After applying this into (87) we have,
we also have discarded the term Q k,ab;cd ∇ 1 h ab ∇ 1 h cd by the concavity of Q k .
Case 2: h nn ≥ − h 11 5 . This case is analogous to the respective one in the proof of Proposition 4.2. Therefore we obtain,
After combining the estimate (89) and (90) we obtain (88).
Proof of Theorem 1.3
In this section we prove Theorem 1.3 which is inspired by the proof of the Theorem of Spruck-Xiao given in [HIMW19] . Let λ n (p) = min {λ i (p) : i = 1, . . . , n} where λ i (p) are the principal curvatures at p ∈ M . If M is convex then λ n ≥ 0. Recall that by (71) and (72) from Section 4 it follows that,
where C(k, n) depends on the constant from [LT94, Theorem 1]. Now we start with the proof of Theorem 1.3. We argue by contradiction, suppose that M is not convex. Then by the 2-convexity we have that λ n < 0 < λ i for i = 1, . . . , n − 1 on p ∈ M . Then we consider the function f : M → R given by
Note that f is smooth since λ n = λ i for i = n and let
We summarize the proof as follows: Since f is bounded it has a positive infimum by the non-convexity assumption. We will prove that it cannot be reached at M . Then it follows that it would be attained at infinity. In the latter case, we translate M by p n , where p n is a sequence such that f (p n ) → δ. By the estimates from Theorem 4.4 we may apply a standard compactness results to obtain a subsequence of {M − p n } that converges to a Q k -translator M ∞ . Then we prove that the connected component of M ∞ that contains the origin is a vertical hyperplane and from the Omori-Yau maximum principle we get a contradiction with δ = 0.
Step 5.1. f can not attain its infimum in M .
Proof. Assume the opposite, let p ∈ M be such that f (p) = δ. To simplify the calculations we use normal coordinates at p given by the orthonormal base {e i } of T p M , which satisfies (∇ i e j ) ⊤ = 0, h i j = h ij = λ i δ ij and h nn (p) = λ n (p) at p. Then it follows,
By (82) it follows that,
Combining the last equation with (93) we obtain, 0 ≤ Q k,ab;cd Q k ∇ n h ab ∇ n h cd .
Since Q k is a strictly concave function, the maximum principle implies that f is constant on M . In particular f = δ on M . Furthermore, we use that Q k is a function homogeneous of degree 1 along with Eq. (81) to obtain, 0 = −Q k,ab;cd ∇ n h ab ∇ n h cd
Note that by the concavity of Q k , the first term is non-negative and the second term is positive, in particular |∇ n h ij | = 0 for all i, j. This implies that h nn is constant as well as Q k . Finally by equation (82) we observe, |A| 2 k Q k = 0, which implies that |A| k = 0, but since Q k,ij > 0, each principal curvature vanishes on M , which contradicts that Q k > 0.
As we mentioned in the summary, we now consider p n ∈ M such that f (p n ) → δ and define M n = M − p n . By the second order estimates from Theorem 4.4, we may use a standard Arzela-Ascoli compactness result to obtain a sub-sequence M ′ n of M n that converges smoothly on compact subsets to a smooth Q k -translator M ∞ , possibly non-connected and with bounded principal curvatures. For these types of arguments we refer the reader to [PR02] for details.
Step 5.2. Let M ′ ∞ be the connected component of M ∞ which contains the origin, then M ′ ∞ is vertical hyperplane. Proof. For proving this claim, we first show that Q k vanishes in M ′ ∞ . Indeed, suppose that Q k > 0 in M ′ ∞ . Then the infimum of f is attained at the origin which contradict Step 5.1. In particular, Q k = 0 at some point p ∈ M ′ ∞ . Note that this corresponds to a vanishing minimum of Q k and by the strong maximum principle Q k = 0 in M ′ ∞ . Now we prove Step 5.2. Note that the 2-convexity implies that λ n ≤ 0 ≤ λ n−1 on M ′ ∞ . Furthermore, since Q k → 0 and f → δ, we have that λ n → 0 on M ′ ∞ . Then we have two possibilities on M ′ ∞ : Both S k+1 and S k vanish at M ′ ∞ . Then by Lemma 2.6 we have that all the principal curvatures λ i = λ i+1 in M ′ ∞ . Since λ n = 0, we have that M ′ ∞ is vertical hyperplane since ν, ε n+1 = 0. The other case corresponds to S k+1 → 0 and S k > c > 0 on M ′ ∞ . We may apply again Lemma 2.6 which states that S k+2 S k ≤ c(k, n)S 2 k+1 , and note that in the limit we have an equality which means, as before, that M ′ ∞ is a vertical hyperplane. Note that M ′ ∞ has bounded principal curvatures and therefore the case S k or S k+1 going to infinity cannot occur. Now we apply the Omori-Yau maximum principle [ALMR16] to our proof. We may obtain a sequence p i ∈ M such that, f (p i ) → δ, ∇f (p i ) → 0 and k f → α. (94)
Step 5.3. We conclude the proof by showing that δ = 0 contradicting (91).
Proof. First we claim that α from (94) is non-negative. Indeed, it is clear that f ∈ C 2,α loc since each M n corresponds to a graph of a function u n which satisfies the estimates from Corollary 3.4 and Theorem 4.4, then by Krylov-Evans theory [Kry87] each u n ∈ C 2,α loc and by Schauder estimates we may improve to C l,α loc for every l > 0. Then α ≥ 0 since Q k,ij is a semi-definite positive matrix and k f = Trace Q k,ij D 2 f . Now we apply Step 5.2 to the sequence p i , we may assume (up to a sub-sequence) and after restricting to the connected component which contains the origin, that M i = M − p i converges to a Q k -translator M ′ ∞ which is a vertical hyperplane. For the rest of the proof, any statement which contains a limit it refer to p i . First we note that at p i it follows that,
Then by scaling the second fundamental form A i of M i by 1 Q i k , we note that λ n → −δ as i → ∞. On the other hand, since M i is a Q k -translator we also have,
Furthermore, since e ⊤ n+1 → e n+1 , we may combine this with (95) to obtain,
for a non-zero vector V . In addition, we may applying the Omori-Yau maximum principle to equation (95) to obtain, ∇λ n Q k → −δV.
Recall that at p i we have, k f = Q i k,ab;cd ∇ n h i ab ∇ n h i cd Q i k + 2 (Q i k ) 2 ∇λ n , ∇Q i k k + f ∇Q i k 2 k − ∇f, ε n+1 , and after taking limits, we note that the last two terms vanish. Then in the limit it follows,
Since both terms are non-positive, we have that ∇ a h nb = 0 for all a, b, which in particular implies that ∇λ n Q k = 0 and therefore δ = 0.
