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We derive solitary-wave solutions within the mean-field approximation in quasi-one-dimensional
binary mixtures of Bose-Einstein condensates under periodic boundary conditions, for the case of
an effective repulsive interatomic interaction. The particular gray-bright solutions that give the
global energy minima are determined. Their characteristics and the associated dispersion relation
are derived. In the case of weak coupling, we diagonalize the Hamiltonian analytically to obtain the
full excitation spectrum of “quantum” solitary-wave solutions.
PACS numbers: 05.30.Jp, 03.75.Lm
I. INTRODUCTION
The question of solitary-wave solutions in trapped
atomic Bose-Einstein condensed gases has received con-
siderable attention in recent years. Remarkably, solitary
waves have been created and observed experimentally in
both one-component [1–4] and two-component systems
[5]. The easiest problem that one can consider is that of
a quasi-one-dimensional Bose-Einstein condensate which
extends to infinity with an effective repulsive interaction.
In this case and within the mean-field approximation,
the system is described by the nonlinear Schro¨dinger
equation, which supports solitary-wave solutions, as was
shown initially by Tsuzuki [6], and by Zakharov and Sha-
bat [7].
If one imposes periodic boundary conditions in a finite
period of some fixed length, there are significant differ-
ences. It is no longer possible to work in the thermody-
namic limit, and it is necessary to impose the particle
number normalization condition as well as the constraint
of periodicity. This problem has been addressed within
the mean-field approximation by Carr et al. [8], for static
solutions and by the authors of this study for the more
general case of moving solutions [9]. These were shown to
be Jacobi elliptic functions. The excitation spectrum of
the many-body problem of a single-component Bose gas
interacting via a contact potential has also been studied
by Lieb [10]. This study assumed periodic boundary con-
ditions and also considered the limit of an infinite period
L0 and an infinite number of particles N with N/L0 con-
stant. The excitation spectrum was found to consist of
two branches, one of which was later identified as corre-
sponding to solitary-wave excitation [11].
The problem of solitary-wave solutions in binary mix-
tures of Bose-Einstein condensates has also been stud-
ied theoretically by many people, see, e.g., [12–20]. In
the case of strictly one-dimensional motion with the two
condensates extending over an infinite line, the coupled
system of two non-linear Schro¨dinger equations that de-
scribe the two order parameters (within the mean-field
approximation) has been studied in the context of inte-
grable systems by Manakov [21].
In the present study we present mean-field solitary-
wave solutions for a two-component Bose-Einstein con-
densate with repulsive interatomic interactions for a pe-
riodic system of finite length L0. To determine these
solutions we impose constraints on the particle number
for each component as well as the constraint of period-
icity for each species. This formidable set of constraints
is necessary to determine the solution and the dispersion
relation, i.e., the energy versus the angular momentum,
of this system.
As in the case of a single component, the solitary-wave
solutions are again found to be Jacobi elliptic functions
[22]. In this case, however, the presence of the second
component permits several qualitatively different solu-
tions, i.e., “gray-gray” and “gray-bright” solitons. We
will argue that the gray-bright solution has the lowest
energy for particular choices of the phase winding num-
bers and for interactions which are weak in comparison
with the kinetic energy of the atoms. The numerical solu-
tion of the equations which result from these constraints
also suggests that the choice of the winding numbers does
not change for moderate couplings.
This problem is also intimately connected with the
“yrast” problem, i.e., with the evaluation of the state
of lowest energy with some fixed angular momentum.
The yrast state was determined in Refs. [22, 23] and coin-
cides [24, 25] with the gray-bright solution found below.
The connection with the results of Refs. [22, 23], obtained
directly by minimization of the energy at fixed angular
momentum, is clarified and gives further support to the
belief that the yrast states are indeed the gray-bright so-
lutions. Although gray-gray solutions are also possible,
the gray-bright solution has a lower energy. The quali-
tative explanation of this result is simple. The density
depression found in the gray component is (at least par-
tially) filled by the bright component. This leads to a
more uniform total density and thus to a lower energy
provided that the interatomic interaction is repulsive.
Finally, in the particular case of weak interatomic in-
teractions, the complete energy spectrum of the system
2is determined by diagonalization the many-body Hamil-
tonian. This is done by identifying certain bilinears of
the annihilation and creation operators with angular mo-
mentum operators. Under the assumption of weak cou-
pling, the interaction terms in the Hamiltonian can be
re-expressed in terms of Casimir operators and thus per-
mit the analytic diagonaliztion of the Hamiltonian.
In the following we first present our model in Sec. II
and adopt an ansatz that allows us to solve the two cou-
pled nonlinear Gross-Pitaevskii equations. In Sec. III we
evaluate the energy and the angular momentum of these
solutions. In Sec. IV we impose the constraints that are
set by particle normalization and periodicity. In Sec. V
we consider the nature of these solutions in the limit
of weak interactions, and in Sec. VI we present numer-
ical results for our solutions for stronger coupling. In
Sec. VII we present the results from diagonalization of the
many-body Hamiltonian. Conclusions and an overview
are given in Sec. VIII.
II. MODEL AND SOLITARY-WAVE
SOLUTIONS
Within the mean-field approximation, the order pa-
rameters of the two distinguishable species (labelled as
A and B) satisfy the coupled system of the following in-
tegrable non-linear equations (Manakov system),
i
∂ψA
∂t
= −1
2
ψ′′A + (γAA|ψA|2 + γAB|ψB |2)ψA (1)
i
∂ψB
∂t
= −1
2
ψ′′B + (γBA|ψA|2 + γBB|ψB |2)ψB , (2)
where h¯ = 1 and the masses of the two species are as-
sumed to be equal (and are also set to unity). In addition
γij is the matrix element for collisions between species i
and j.
The solitary-wave solutions have the form of traveling
waves with the particle density of each species moving
with a constant velocity, u,
ψA =
√
nA(z)e
iΦA(z)e−iµAt (3)
ψB =
√
nB(z)e
iΦB(z)e−iµBt, (4)
where z = x − ut, nA and nB are the particle densities,
and µA and µB are the chemical potentials of the two
species. Here x is the spatial variable which is assumed
to be periodic on the interval 0 ≤ x ≤ L0. Following
standard procedures, we separate the real and imaginary
parts of these equations to find that
Φ′A,B = u+
CA,B
nA,B
, (5)
where CA and CB are constants of integration, and also
1
2
(
√
nA)
′′ = −1
2
u2
√
nA +
1
2
C2A
n
3/2
A
+(γAAnA + γABnB − µA)√nA
(6)
1
2
(
√
nB)
′′ = −1
2
u2
√
nB +
1
2
C2B
n
3/2
B
+(γBAnA + γBBnB − µB)√nB.
(7)
Making the ansatz
nB = κnA + λ, (8)
where κ and λ are parameters independent of the space
and time variables, we can integrate these equations.
With this ansatz, the left side of Eqs. (6) and (7) be-
come functions of nA and nB respectively that can be
integrated to yield
1
4
n′2A = (γAA + κγAB)n
3
A
−2(1
2
u2 + µA − λγAB)n2A + EAnA − C2A (9)
1
4
n′2B = (
γBA
κ
+ γBB)n
3
B
−2(1
2
u2 + µB +
λ
κ
γBA)n
2
B + EBnB − C2B, (10)
where EA and EB are integration constants. Consistency
of the ansatz translates into three equations that relate
the integration constants and the chemical potentials of
the two species together with the condition arising from
the identification of the coefficients of n3A
γAA + κγAB = γAB + κγBB ≡ γ. (11)
Our ansatz constrains the integration constants, thus re-
stricting the full solution space of our system of equa-
tions. In the generic case there are six integration con-
stants in Eqs. (9) and (10), namely EA, EB , µA, µB, CA
and CB as well as the two constants κ and λ arising from
the ansatz. There are also four consistency conditions
which reduces the number of free constants to four for any
given propagation velocity, u. The integration constant
arising from the integration of Eqs. (9) and (10) is not
included in this counting since it merely corresponds to
a translation of the solution. However, the solution must
also satisfy five constraints, namely two constraints of
particle-number normalization, two phase-matching con-
straints, and one constraint which sets the period of the
solution to L0. In short, there are too many constraints.
One possible way out of this dilemma would be to
view the velocity of propagation, u, as a parameter to
be set by the constraints. This, however, would lead to
the unphysical result that the velocity of the waves can-
not be changed without altering the properties of the
atoms involved. If we ignore the ansatz, u is expected
to be a free parameter, since we have a total of six in-
tegration constants (including the chemical potentials)
and six constraints (i.e., two particle number normaliza-
tions, two phase matchings and two density matchings.)
3The restriction on u must be viewed as an artifact of the
ansatz.
A more satisfactory way to deal with this problem is to
fine tune the coupling constants. If the masses of the two
components are equal, it follows that γAB and γBA are
trivially equal. If, however, γAA = γAB = γBB ≡ γ0 (i.e.,
if the scattering lengths between the same and the differ-
ent species are all equal), then the condition of Eq. (11)
becomes trivial, and we have five free constants and five
constraints. This allows the velocity of propagation to be
a free parameter. We thus proceed under the assumption
that all the coupling constants are equal. Note that in
this case Eq. (11) implies that γ = γ0(1 + κ).
It is convenient to factorize the right sides of Eqs. (9)
and (10) to obtain the equations
1
2
n′2A = 2γ(nA − ρA1)(nA − ρA2)(nA − ρA3) (12)
1
2
n′2B =
2γ
κ
(nB − ρB1)(nB − ρB2)(nB − ρB3), (13)
where the roots in these equations are written in ascend-
ing order. Compatibility between Eqs. (9) and (10) and
Eqs. (12), and (13) requires that
C2A = γρA1ρA2ρA3 (14)
C2B =
γ
κ
ρB1ρB2ρB3. (15)
Since both densities have maximum and minimum values
where their derivatives must vanish, all roots must be
real. Because of the positivity of n′2A, the solution of
Eq. (12) is trapped between ρA1 = nA,min and ρA2 =
nA,max, i.e., between the minimum and the maximum
densities of species A. There are two possibilities for
Eq. (13). For one of these, κ > 0, ρB1 = nB,min, and
ρB2 = nB,max. For the other, κ < 0, ρB2 = nB,min,
and ρB3 = nB,max. The first case corresponds to a gray-
gray solution; the second corresponds to a gray-bright
solution.
For the gray-gray solution, we note that Eq. (13) re-
duces to Eq. (12) if
nB,min = κnA,min + λ (16)
nB,max = κnA,max + λ (17)
ρB3 = κρA3 + λ. (18)
The solution of Eqs. (12), and (13) can then be expressed
in terms of Jacobi elliptic functions as
nA = nA,min + (nA,max − nA,min)sn2(2K(m)z
L0
|m) (19)
nB = nB,min + (nB,max − nB,min)sn2(2K(m)z
L0
|m), (20)
where
m =
nA,max − nA,min
ρA3 − nA,min =
nB,max − nB,min
ρB3 − nB,min , (21)
and where the first elliptic integral K(m) satisfies the
periodicity constraint
K(m) =
L0√
8m
√
2γ(nA,max − nA,min). (22)
Equation (18) implies thatm is the same in Eqs. (19) and
(20). In this general form, the five independent constants
in the solution space are nA,max, nA,min, κ, λ, and m.
In the gray-bright case (κ < 0), the reduction of
Eq. (13) to Eq. (12) requires that
nB,min = κnA,max + λ (23)
nB,max = κnA,min + λ (24)
ρB1 = κρA3 + λ. (25)
The solution of Eqs. (12) and (13) is now
nA = nA,min + (nA,max − nA,min)sn2(2K(m)z
L0
|m)(26)
nB = nB,min + (nB,max − nB,min)cn2(2K(m)z
L0
|m), (27)
where
m =
nA,max − nA,min
ρA3 − nA,min =
nB,max − nB,min
nB,max − ρB1 , (28)
andK(m) satisfies the periodicity constraint given above.
Again, the five independent constants in the solution
space are nA,max, nA,min, κ, λ, and m.
For both the gray-gray and the gray-bright cases, we
note that Eqs. (12) and (13) have an interesting limiting
form when κ → −1 and ρA3 → +∞ in such a way that
(1+κ)ρA3 is finite. The fact that ρA3 → +∞ tells us that
m→ 0. Hence, the elliptic functions sn(2K(m)z/L0|m),
and cn(2K(m)z/L0|m) become the regular trigonometric
functions sin(πz/L0) and cos(πz/L0), respectively. The
periodicity condition of Eq. (22) assumes the form
lim
κ→−1
m
1 + κ
=
L20
π2
γ0(nA,max − nA,min). (29)
The gray-gray solution then simplifies to
nA = nA,min + (nA,max − nA,min) sin2(πz
L0
) (30)
nB = nB,min + (nB,max − nB,min) sin2(πz
L0
), (31)
and the gray-bright solution becomes
nA = nA,min + (nA,max − nA,min) sin2(πz
L0
) (32)
nB = nB,min + (nB,max − nB,min) cos2(πz
L0
). (33)
Since the total density is more uniform in gray-bright
case and since the interaction is repulsive, this solution
will have a lower energy. The remainder of this paper
will focus on the analysis of this solution only.
4III. DISPERSION RELATION: ENERGY
VERSUS ANGULAR MOMENTUM
In this section we evaluate the energy and the angular
momentum of the system in the gray-bright case. We
begin with the angular momentum, which has the form
L =
L0
2π
∫
ψ∗A(−i
d
dx
)ψAdx+
L0
2π
∫
ψ∗B(−i
d
dx
)ψBdx
=
L0
2π
∫
(nAΦ
′
A + nBΦ
′
B)dx. (34)
We can eliminate Φ′A and Φ
′
B using the equations for the
conservation of particles, Eqs. (5), to obtain
2π
L0
L = u(NA +NB) + (CA + CB)L0, (35)
where NA and NB are the particle numbers for the two
species.
The energy is given by
E =
∫
{1
2
|ψ′A|2+
1
2
|ψ′B|2+
1
2
γ0(|ψA|2+|ψB|2)2}dx, (36)
which can also be written as
E =
∫
1
2
{ (n
′
A)
2
4nA
+ nA(u+
CA
nA
)2 +
(n′B)
2
4nB
+nB(u+
CB
nB
)2 + γ0(nA + nB)
2}dx. (37)
Using Eqs. (12)–(15) together with the particle number
normalization, E can be expressed in the form
E − E0 = 1
2
u2(NA +NB) + u(CA + CB)L0
−γ
2
((2 − 1
m
)nA,min + (1 +
1
m
)nA,max)NA
− γ
2κ
((2 − 1
m
)nB,max + (1 +
1
m
)nB,min)NB
+
γ
2
(2nA,maxnA,min +
1
m
n2A,max + (1 −
1
m
)n2A,min)L0
+
γ
2κ
(2nB,maxnB,min +
1
m
n2B,min + (1−
1
m
)n2B,max)L0,
(38)
where
E0 =
∫ L0/2
−L0/2
[
γ
2
n2A +
γ
2κ
n2B +
γ0
2
(nA + nB)
2]. (39)
It is possible to derive a simple form for E0 using the
normalization constraints (see Appendix 2). In this way
we get
E0 = γ0(1 + κ)
2
[
nA,min(2NA − nA,minL0
−2(m+ 1)
3m
∆nAL0) +
2(m+ 1)
3m
NA∆nA − 1
3m
∆n2AL0
]
+γ0
[NANB
L0
− 3
2
κ
N2A
L0
− κ2N
2
A
L0
+
N2B
L0
+
1
2κ
N2B
L0
]
.
(40)
In the limiting case κ → −1 with (1 + κ) = O(m),
E0 → γ0(NA +NB)2/(2L0), which is indeed the interac-
tion energy of a gas of constant density with NA + NB
particles. In this limit, the remaining energy is
E − E0 → 1
2
u2N + u(CA + CB)L0 +
1
2
π2
L20
N. (41)
Here, we have used the limiting form of the periodicity
condition, Eq. (29), to eliminate quotients of the form
(1+κ)/m. If the winding number qA = 0 or qB = 0, then
m = 0 and the velocity becomes u = π/L0, as it should.
Since we also have Eq. (35), it is possible to write
E − E0 → 2π
2
L20
L =
u
(L0/2π)
L. (42)
This is consistent with the equation ∂E/∂L = Ω, where
Ω is the angular velocity of the condensate.
IV. CONSTRAINTS
The particle number normalization constraints tell us
that ∫ L0/2
−L0/2
nA,Bdz = NA,B. (43)
Using the integrals given in Appendix 2, these equations
become
nA,minL0 + (nA,max − nA,min)L0
m
(1 − E(m)
K(m)
)
= NA (44)
nB,minL0 + (nB,max − nB,min)L0
m
(m− 1 + E(m)
K(m)
)
= NB, (45)
where K(m) and E(m) are the usual elliptic integrals.
The phase matching constraints,
∫ −L0/2
−L0/2
Φ′A,Bdz = 2πqA,B, (46)
imply that
uL0 + CA,B
∫ −L0/2
−L0/2
1
nA,B
dz = 2πqA,B. (47)
Here qA and qB are the winding numbers of the two
species. Equations (14) and (15) allow us to determine
CA and CB as
C2A = γnA,minnA,max[nA,min +
nA,max − nA,min
m
] (48)
C2B =
γ
κ
nB,minnB,max[nB,max − nB,max − nB,min
m
]. (49)
5Carrying out the integrations in Eq. (47) and solving for
the velocity u, we find that
u =
2πqA
L0
±
√
nA,max
nA,min
1
K(m)
Π(1 − nA,max
nA,min
|m)
×
√
γ[nA,min + (nA,max − nA,min)/m]
(50)
u =
2πqB
L0
±
√
nB,min
nB,max
1
K(m)
Π(1− nB,min
nB,max
|m)
×
√
(γ/κ)[nB,max − (nB,max − nB,min)/m], (51)
where Π(a|m) is the third elliptic integral. Note that
the sign ambiguity that appears in Eqs. (50) and (51)
comes from the ambiguity in the sign of the constants
CA, CB . Equations (9) and (10) for the densities nA and
nB involve only C
2
A,B, hence there is an ambiguity in
the signs of CA,B in the solutions. The only place where
these signs are important are in the phase matching con-
straints, where the winding numbers also appear. There-
fore, a solution of the phase matching constraints involves
not only a choice of the winding numbers qA and qB, but
also a choice for the signs of CA,B. The final constraint
is the periodicity constraint, Eq. (22), encountered ear-
lier. These five constraints are sufficient to determine
the solution.
V. WEAK-COUPLING LIMIT
In the particular case m→ 0 the periodicity constraint
of Eq. (22) has, to lowest order, a particularly simple form
(see Appendix 1):
1 + κ
m
=
π2(1 +m/2)
L20γ0(nA,max − nA,min)
+O(m2). (52)
Since in general it is not necessarily true that ∆nA ≡
nA,max−nA,min ≪ 1/L0, from the above equation follows
that we should also take the limit κ → −1, so that the
value of lim(κ,m)→(−1,0)(1+κ)/m is finite and determines
∆nA.
In this limit, the normalization constraints of Eqs. (44)
and (45) can be written as
nA,max + nA,min
2
+
∆nA
16
m+O(m2) = NA
L0
(53)
nB,max + nB,min
2
− ∆nB
16
m+O(m2) = NB
L0
. (54)
Setting n¯A,B ≡ (nA,B,max + nA,B,min)/2, we see that
n¯A,B = NA,B/L0 to lowest order in m.
The phase constants CA and CB are given as
CA = ± π
L0
√
nA,maxnA,min
√
1 +m
n¯A
∆nA
= ± π
L0
√
nA,maxnA,min(1 +
1
2
m
n¯A
∆nA
) (55)
CB = ± π
L0
√
nB,maxnB,min
√
1−m n¯B
∆nB
= ± π
L0
√
nB,maxnB,min(1 − 1
2
m
n¯B
∆nB
). (56)
Using the asymptotic expansion of Π(a|m) and K(m)
(see Appendix 1), we see that the phase constraints of
Eqs. (50) and (51) can be written as
u =
π
L0
(2qA ∓ 1∓ m
2
√
nA,maxnA,min
∆nA
) +O(m2)(57)
u =
π
L0
(2qB ∓ 1± m
2
√
nB,maxnB,min
∆nB
) +O(m2).(58)
Here, the signs that appear in the above formulae are to
be determined by the signs of the phase constants CA and
CB (positive, upper sign; negative lower sign), which still
need to be determined. We also note that these expansion
formulae are valid only if ∆nA,B/n¯A,B ≫ m since the
expansions of Eqs. (55) and (56) are not otherwise valid.
It is also possible to expand the particle densities near
m = 0 by making use of the Lambert series of the Jacobi
elliptic functions (see Appendix 1). This gives us
nA(z) = nA,min +∆nA[(
1
2
− 1
2
cos(
2πz
L0
))
+
m
16
(1− cos(4πz
L0
))] +O(m2) (59)
nB(z) = nB,min +∆nB[(
1
2
+
1
2
cos(
2πz
L0
))
−m
16
(1− cos(4πz
L0
))] +O(m2). (60)
The angular momentum given by Eq. (35) has the ex-
panded form
2π
L0
L = u(NA +NB)± π√nA,maxnA,min(1 + 1
2
m
n¯A
∆nA
)
±π√nB,maxnB,min(1 − 1
2
m
n¯B
∆nB
),(61)
where it is again necessary to assume that ∆nA,B ≫ m.
Let us consider now the specific branch (qA, qB) =
(0, 0). If the velocity u > 0, then Eq. (47) demands
that CA < 0 and CB < 0; hence the lower signs in
Eqs. (57) and (58) apply. The only way to realize this
while still having a common velocity for the two species
is to have m = 0 exactly. This gives a propagation veloc-
ity of u = π(2qA + 1)/L0 = π/L0. This means that the
densities have the form
nA(z) = nA,min +∆nA(
1
2
− 1
2
cos(
2πz
L0
)) (62)
nB(z) = nB,min +∆nB(
1
2
+
1
2
cos(
2πz
L0
)). (63)
6In this case the angular momentum is
2π
L0
L =
π
L0
(NA +NB)− π√nA,maxnA,min −
π
√
nB,maxnB,min. (64)
Recalling that nA,max = −nB,min + N/L0 and that
nA,min = −nB,max + N/L0, it is easy to show that the
maximum value of the angular momentum in this branch
is
Lmax
N
≡ ℓmax = 1
2
− 1
2
√
xA − xB . (65)
Making use of the fact that (nB,min + nB,max)/2 =
NB/L0 + O(m∆nB) we note that this maximum is at-
tained when nB,minnB,max vanishes and this is only pos-
sible when nB,min = 0. Here, we have written the total
particle number as N = NA +NB, the angular momen-
tum per particle as ℓ = L/N , and the particle fractions as
xA,B = NA,B/N . As mentioned earlier, the yrast state
of a two-component Bose-Einstein condensate confined
in a ring trap was evaluated in Ref. [23]. Based on rather
general arguments [24, 25], the present calculation is ex-
pected to be equivalent to that of the yrast state. Indeed,
the branch found above corresponds to a portion of the
first linear branch in the dispersion relation determined
in Ref. [23] (i.e., for ℓ < xB). The lowest-energy state
obtained in Ref. [23] was found to be
ΨA =
√
NA
L0
(c0 + c1e
2piiz/L0)
ΨB =
√
NB
L0
(d0 + d1e
2piiz/L0), (66)
where
|c0|2 = (xA − ℓ)(1 − ℓ)
xA(1− 2ℓ) , |c1|
2 =
ℓ(xB − ℓ)
xA(1− 2ℓ)
|d0|2 = (xB − ℓ)(1 − ℓ)
xB(1− 2ℓ) , |d1|
2 =
ℓ(xA − ℓ)
xB(1− 2ℓ) (67)
for this branch. This gives rise to the following densities
for the two species
nA =
NA
L0
+
NA
L0
(
c0c
∗
1e
−2piiz/L0 + c∗0c1e
2piiz/L0
)
nB =
NB
L0
+
NB
L0
(
d0d
∗
1e
−2piiz/L0 + d∗0d1e
2piiz/L0
)
.(68)
These become identical to the densities given by Eqs. (62)
and (63) if we set
c0c
∗
1 = −
nA,max − nA,min
4NA/L0
, d0d
∗
1 =
nB,max − nB,min
4NB/L0
.(69)
This is compatible with the amplitudes of Eqs. (67).
We consider now the branch (qA, qB) = (0, 1). It will
be assumed that the particle wave functions switch con-
tinuously to this branch as the angular momentum of
the system increases. When applied to the phase match-
ing constraints of Eqs. (47), this continuity demands that
CA < 0 and CB > 0. To O(m) the phase matching con-
dition can be satisfied in two ways. One is by having
m = 0, in which case the densities are exactly as in the
(qA, qB) = (0, 0) case. However, the constant CB now
changes sign and becomes positive. This means that the
angular momentum is given as
2π
L0
L =
π
L0
(NA +NB)− π√nA,maxnA,min
+π
√
nB,maxnB,min. (70)
This satisfies the inequality
1
2
− 1
2
√
xA − xB ≤ ℓ ≤ xB. (71)
This branch corresponds to the remainder of the first
linear branch in the dispersion relation of Ref. [23].
The second way is by having
√
nA,maxnA,min
∆nA
=
√
nB,maxnB,min
∆nB
(72)
to O(1). This relation together with the ansatz re-
lations Eqs. (23) and (24) and the normalization con-
ditions Eqs. (53) and (54) to lowest order tell us that
κ = −NB/NA and λ = 2NB/L0. This is to be under-
stood as a weak-coupling branch: The periodicity condi-
tion of Eq. (52) demands that ∆nA = O(m), and this vio-
lates the condition ∆nA,B/n¯A,B ≫ m, unless γ0 ≪ 1/L0
is small. The angular momentum has the form
L =
NA +NB
2
− 1
2
√
nA,maxnA,min
NA/L0
(NA −NB). (73)
Dividing by the total number of particles N , the above
equation gives
√
nA,maxnA,min
NA/L0
=
1− 2ℓ
xA − xB , (74)
and the propagation velocity becomes
u =
π
L0
+
γ0N
2π
(1− 2ℓ). (75)
The minimum and the maximum values of the above an-
gular momentum are given by the inequality
xB ≤ ℓ ≤ 1
2
. (76)
This branch can be identified as the first half of the
curved part of the dispersion relation derived in Ref. [23].
Note that at ℓ = 1/2 we get u = π/L0, which is the ve-
locity when m is exactly zero.
The next branch which appears as the angular momen-
tum increases is given by (qA, qB) = (1, 0). Here we have
CA > 0 and CB < 0. To order O(m) the phase matching
7conditions of Eqs. (57) and (58) may be satisfied in two
ways.
One is by again demanding the validity of Eq. (72) to
order O(1). As before, this leads to κ = −NB/NA and
to the angular momentum
L =
NA +NB
2
+
1
2
√
nA,maxnA,min
NA/L0
(NA −NB). (77)
Hence,
√
nA,maxnA,min
NA/L0
=
2ℓ− 1
xA − xB , (78)
and the propagation velocity is given again by Eq. (75).
However, the velocity is now lower than that for m = 0,
i.e., u = π/L0. The minimum and the maximum values
of the angular momentum are given by the inequality
1
2
≤ ℓ ≤ xA. (79)
This gives the second half of the curved part of the dis-
persion relation evaluated in Ref. [23].
The other possibility is to set m = 0. In this case the
angular momentum becomes
2π
L0
L =
π
L0
(NA +NB) + π
√
nA,maxnA,min
−π√nB,maxnB,min, (80)
and it satisfies the inequality
xA ≤ ℓ ≤ 1
2
+
1
2
√
xA − xB . (81)
This reproduces a portion of the second linear branch in
the dispersion relation evaluated in Ref. [23].
Finally the branch (qA, qB) = (1, 1) appears. Here, we
necessarily have m = 0, and the angular momentum has
the form (with CA > 0 and CB > 0)
2π
L0
L =
π
L0
(NA +NB) + π
√
nA,maxnA,min
+π
√
nB,maxnB,min. (82)
In this case the minimum value of the angular momentum
is
ℓmin =
1
2
+
1
2
√
xA − xB , (83)
and the maximum value is ℓ = 1. This describes the
remainder of the linear part of the dispersion relation
of Ref. [23], in the interval 0 < ℓ < 1. Beyond ℓ = 1
the picture repeats itself because of Bloch’s theorem [26],
which tells us that an increase of ℓ by an integer can be
attributed to excitation of the center of mass motion.
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FIG. 1: The parameters m, κ, nA,B,max (solid line), nA,B,min
(dashed line), the propagation velocity and the dispersion re-
lation as functions of the angular momentum per particle l, for
NA = 160, NB = 40, and γ0L0 = 0.2. For ℓ = 1/2 there is a
node in the density of each species (at different points). Also,
the velocity of propagation u has a discontinuity at ℓ = xA
and ℓ = xB.
VI. NUMERICAL SOLUTION OF THE
CONSTRAINTS
It is possible to find numerical solutions to the con-
straint equations in order to determine κ and m. The
constraints that are crucial in determining these param-
eters are the phase constraints of Eq. (47). If we restrict
ourselves initially to the branch (qA, qB) = (0, 1), we first
express u in terms of the angular momentum per parti-
cle ℓ and obtain κ and m as functions of the angular
momentum ℓ. This solution is then readily extended to
the branches (qA, qB) = (0, 0), (0, 1) and (1, 1), enabling
us to plot various observables of the solitary waves as
functions of ℓ.
One interesting aspect of the periodic gray-bright solu-
tion with period equal to L0, which is expected to be the
yrast state (i.e., the state of minimum energy for some
fixed value of the angular momentum), is its size rela-
tive to L0. A reasonable measure of this size is the ratio
of the complex to the real period of the doubly periodic
Jacobi solution, since the complex period controls the
exponential decay of the solution. In Fig. 2 we plot the
ratio of the two periods versus the angular momentum.
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FIG. 2: The ratio of the imaginary to the real period of the
gray-bright solution for NA = 160, NB = 40, and γ0L0 = 0.2
as a function of l. The period ratio diverges to infinity as
ℓ → NB/N = 0.2. When ℓ = 1/2 we have the minimal ratio,
suggesting that we have the most localized solution. However,
the ratio is ≈ 0.6 and thus the size of the localized wave is
still approximately two thirds of the size of the period length
L0.
This ratio becomes infinite when ℓ→ NB/N , and it has
its minimum value when ℓ = 1/2. This suggests that the
solution is most localized when ℓ = 1/2. However, even
in this case the period ratio is not close to zero, suggest-
ing that the yrast state is not very localized but rather
has a size comparable to L0 even for strong interatomic
interactions. As seen from Fig. 2 when γ0L0 = 0.2, i.e.,
when the ratio between the interaction energy of the ho-
mogeneous system and the kinetic energy, Nγ0L0/(4π
2),
is equal to 1, the minimum value of the ratio of the pe-
riods is ≈ 0.6. We have also found numerically that the
corresponding minimal ratio for γ0L0 = 2, is ≈ 0.37,
suggesting that the size of the waves is comparable to L0
even for strong coupling.
VII. DIAGONALIZATION OF THE
HAMILTONIAN FOR WEAK INTERACTIONS
For sufficiently weak interactions, γ0L0 << 1, it is
reasonable to truncate our Hamiltonian to the lowest two
angular momentum modes only. Doing this, the second-
quantized Hamiltonian becomes
Ĥ =
1
2
(
2π
L0
)2
(a†1a1 + b
†
1b1)
+
1
2
γ0
L0
(a†20 a
2
0 + b
†2
0 b
2
0 + a
†2
1 a
2
1 + b
†2
1 b
2
1
+4a†0a
†
1a0a1 + 4b
†
0b
†
1b0b1
+2a†0b
†
0a0b0 + 2a
†
0b
†
1a0b1 + 2a
†
1b
†
0a1b0
+2a†1b
†
1a1b1 + 2a
†
1b
†
0a0b1 + 2a
†
0b
†
1a1b0). (84)
We can diagonalize this Hamiltonian by considering the
algebra of the bilinears of annihilation-creation operators
appearing in it. We define the operators
n̂A0 = a
†
0a0, n̂B0 = b
†
0b0, n̂A1 = a
†
1a1, n̂B1 = b
†
1b1,
ĴA = a
†
1a0, Ĵ
†
A = a
†
0a1, ĴB = b
†
1b0, Ĵ
†
B = b
†
0b1. (85)
The first four operators are the usual number operators.
The last four can be used to generate two copies of the
SU(2) algebra. Since [n̂A1− n̂A0, ĴA] = 2ĴA, it is natural
to define
ĴA3 =
1
2
(n̂A1 − n̂A0), ĴB3 = 12 (n̂B1 − n̂B0). (86)
These bilinears can be divided into three sets. One set
consists of the operators n̂A0+n̂A1 and n̂B0+n̂B1. These
operators commute with all other bilinears and are hence
central elements. Their eigenvalues are determined by
the particle numbersNA andNB. The second set consists
of the operators ĴA3, ĴA, and Ĵ
†
A. The third set consists
of the operators ĴB3, ĴB, and Ĵ
†
B . The operators in the
second set commute with the operators in the third set
and the operators in each set satisfy the commutation
relations
[ĴA3,B3, ĴA,B] = ĴA,B, [ĴA3,B3, Ĵ
†
A,B] = −Ĵ†A,B, (87)
and
[ĴA,B, Ĵ
†
A,B] = 2ĴA3,B3. (88)
These are the SU(2) commutation relations, which means
that the algebra of the bilinears splits into a direct sum
of two copies of the U(1) algebra and two copies of the
SU(2) algebra. Note the angular momentum operator
can be expressed in terms of these operators as
L̂ = n̂A1 + n̂B1 =
1
2
(NA +NB) + (ĴA3 + ĴB3). (89)
It is now possible to split the Hamiltonian into a central
part and an SU(2) part, Ĥ = HC + Ĥ0, where
HC =
π2
L20
(NA +NB)− 1
2
γ0
L0
(NA +NB)
+
3
4
γ0
L0
(N2A +N
2
B) +
γ0
L0
NANB, (90)
and
Ĥ0 =
1
2
(
2π
L0
)2
(ĴA3+ĴB3)+
γ0
L0
(ĴAĴ
†
B+Ĵ
†
AĴB−Ĵ2A3−Ĵ2B3).
(91)
9The linear part of Ĥ0 is can readily be expressed in terms
of the angular momentum. Since the Hamiltonian is rota-
tionally symmetric, the quadratic part of Ĥ0 must com-
mute with the angular momentum. This places signifi-
cant constraints on the form of the quadratic part of the
Hamiltonian. Indeed, if we set ĴA,B = ĴA1,B1 + iĴA2,B2
and
~̂
JA,B = (ĴA1,B1, ĴA2,B2, ĴA3,B3), it is possible to
rewrite Ĥ0 in the form
Ĥ0 =
1
2
(
2π
L0
)2
(L̂ −N/2)− γ0
L0
(L̂−N/2)2
+
γ0
L0
[(
~̂
JA +
~̂
JB)
2 − ~̂J
2
A − ~̂J
2
B]. (92)
Since the angular momentum L̂ depends only on ĴA3 +
ĴB3, it commutes with
~̂
J
2
A,B and with (
~̂
JA+
~̂
JB)
2. Also,
since ĴA3,B3 are given in terms of the number operators
in Eq. (86), it is clear that their eigenvalues range from
−NA,B/2 to NA,B/2. This means that we are in the spin
jA,B = NA,B/2 representation of the SU(2) algebra. This
means that
~̂
J
2
A,B and (
~̂
JA +
~̂
JB)
2 are given by
~J2A,B =
NA,B
2
(
NA,B
2
+ 1
)
Î (93)
( ~JA + ~JB)
2 = jAB(jAB + 1)Î , (94)
where Î stands for the identity operator and jAB ranges
from |jA − jB| = (NA − NB)/2 to jA + jB = N/2 as a
consequence of the usual rules for the addition of angular
momentum. The eigenvalues of the angular momentum
operator L̂ are L = N/2+mAB, where mAB ranges from
−jAB to jAB due to Eq. (89). Therefore, Ĥ0 can be writ-
ten in the form
Ĥ0 =
1
2
(
2π
L0
)2
(L̂−N/2)− γ0
L0
(L̂−N/2)2
+
γ0
L0
[
jAB(jAB + 1)− NA
2
(
NA
2
+ 1
)
− NB
2
(
NB
2
+ 1
)]
Î ,
(95)
and its eigenvalues are
E0 =
1
2
(
2π
L0
)2
(L −N/2)− γ0
L0
(L−N/2)2
+
γ0
L0
[jAB(jAB + 1)− NA
2
(
NA
2
+ 1
)
− NB
2
(
NB
2
+ 1
)
].
(96)
Adding to this the contribution from HC we get that the
energy eigenvalues are
E = − γ0
L0
L2 +
1
2
(
2π
L0
)2
L+
γ0
L0
NL+
1
2
γ0
L0
N(N − 1)
−1
2
γ0
L0
NANB +
γ0
L0
[jAB(jAB + 1)− NA
2
(
NA
2
+ 1
)
−NB
2
(
NB
2
+ 1
)
].
(97)
It is now possible to determine the yrast energy. Since
L = N/2 + mAB, the value of mAB is completely de-
termined, and the minimum energy is obtained for the
minimum value of jAB. For 0 < L < NB, −N/2 <
mAB < −(NA −NB)/2, and the minimum value of jAB
is |mAB| = N/2− L. Substituting this value of jAB into
Eq. (97) yields
Egr0<L<NB =
1
2
(
2π
L0
)2
L+
γ0
L0
(
1
2
N(N − 1)− L
)
. (98)
The excited energy levels are given by Eq. (97), with
N/2− L < jAB ≤ N/2.
For NB < L < NA the minimum value of jAB is by
(NA − NB)/2, independent of L. In this case the mini-
mum energy is
EgrNB<L<NA =
1
2
(
2π
L0
)2
L+
γ0
L0
(
1
2
N(N − 1)
−NANB −NB − L2 +NL
)
. (99)
The energy levels of the excited states are given by
Eq. (97) with (NA −NB)/2 < jAB ≤ N/2.
For NA < L < N , (NA − NB)/2 < mAB < N/2, and
the minimum value of jAB is mAB = L−N/2. Substitu-
tion into Eq. (97) now gives
EgrNA<L<N =
1
2
(
2π
L0
)2
L+
γ0
L0
(
1
2
N(N − 1)−N + L
)
.
(100)
The excited energy levels are again given by Eq. (97) with
L−N/2 < jAB ≤ N/2.
VIII. CONCLUSIONS
The issue of finding solitary-wave solutions of the non-
linear Schro¨dinger equation is an old problem with vary-
ing degrees of difficulty. The most elementary question
is that of a single component which extends to infinity.
The case of a single component with periodic boundary
conditions introduces some interesting complications. In
the presence of a second component, the similar ques-
tions introduce additional complications, as there are
now two coupled equations. Here we have considered the
case of solitary-wave solutions in a two-component Bose-
Einstein condensed gas, which is confined to a zero width
(i.e., one dimensional) ring of finite radius, therefore re-
quiring the imposition of periodic boundary conditions.
Within the mean-field approximation and with the use
of a reasonable ansatz for the solution, we have integrated
the coupled nonlinear equations describing order parame-
ters to find two analytic solutions which can be expressed
in terms of Jacobi elliptic functions.
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This problem is also connected to the determination of
the yrast state, i.e., the state of lowest energy state solu-
tion given some fixed value of the expectation value of the
angular momentum. We have shown explicitly that the
yrast state for this problem is the gray-bright solution,
in accordance with general arguments [25]. The corre-
sponding phase winding numbers that describe the global
minima depend on the angular momentum of the sys-
tem, giving rise in this way to various sectors of the dis-
persion relation, which nevertheless remains continuous.
For weak coupling, this is shown analytically, however
the numerical solution of the constraints suggests that
the situation does not change qualitatively for stronger
couplings.
Going beyond the mean-field approximation, we have
also diagonalized the many-body Hamiltonian exactly in
the limit of weak interactions, which allows us to trun-
cate the Hamiltonian to the two lowest-angular momen-
tum modes. We have thus managed to derive the entire
excitation spectrum of this many-body system, which in
a sense corresponds to a “quantum” solitary-wave solu-
tion.
Ideally we would like to find solutions for arbitrary
masses MA and MB, for arbitrary coupling constants
γAA, γBB, and γAB, and for arbitrary u. We have found
analytic solutions by imposing the artificial constraints
that MA = MB and γAA = γBB = γAB. We expect
that small violations of these constraints would lead to
new (linear) equations that would be non-singular and
well-behaved. This suggests that the present constrained
solutions are broadly representative of all solutions which
do not violate the constraints violently.
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Appendix 1
Let us consider the expansion of the gray-bright solu-
tion when m is close to zero. The Lambert series for the
Jacobi elliptic functions tell us that, for q(m) close to 1,
sn(
2K(m)z
L0
|m) ∼ 2π
K(m)
√
m
(
q(m)1/2
1− q(m) sin(
πz
L0
)
+
q(m)3/2
1− q(m)3 sin(
3πz
L0
) + · · ·
)
,(101)
where q(m) is the nome function. Its expansion for small
m is
q(m) =
m
16
+
m2
32
+O(m3). (102)
Making use of the the expansion of the first elliptic inte-
gral K(m),
K(m) =
π
2
(
1 +
1
4
m+
9
64
m2 +O(m3)
)
, (103)
we find that
sn(
2K(m)z
L0
|m) ∼ sin(πz
L0
) +
+
m
16
(sin(
πz
L0
) + sin(
3πz
L0
)) +O(m2). (104)
Similarly, we find
cn(
2K(m)z
L0
|m) ∼ cos(πz
L0
) +
+
m
16
(− cos(πz
L0
) + cos(
3πz
L0
)) +O(m2). (105)
Expansions similar to Eq. (103) also exist for the second
and the third elliptic integrals,
E(m) =
π
2
(
1− 1
4
m− 3
64
m2 +O(m3)
)
, (106)
and
Π(a|m) = π
2
√
1− a +
πm
4a
(
1√
1− a − 1
)
−πm
2
32a
(
3a− 6√
1− a + 6
)
+O(m3). (107)
Appendix 2
We wish to evaluate the integral appearing in Eq. (39).
In doing this we will use the integrals∫ K(m)
−K(m)
sn2(u|m)du = 2(K(m)− E(m))
m
, (108)
∫ K(m)
−K(m)
sn4(u|m)du = 2[(m+ 2)K(m)− 2(m+ 1)E(m)]
3m2
.
(109)
Recalling that the solution ansatz tells us that nB =
κnA + λ, the normalization condition gives λ = (NB −
κNA)/L0. Making this substitution in Eq. (39), we ob-
tain
E0 = γ0
[
(1 + κ)2
∫ L0/2
−L0/2
n2Adz +
NANB
L0
− 3
2
κ
N2A
L0
−κ2N
2
A
L0
+
N2B
L0
+
1
2κ
N2B
L0
]
. (110)
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The particle normalization condition can be used to re-
duce the remaining integral to
∫ L0/2
−L0/2
sn2(
2K(m)z
L0
|m)dz = L0
m
(1− E(m)
K(m)
)
=
NA − nA,minL0
nA,max − nA,min . (111)
The normalization condition also enables to eliminate the
ratio E(m)/K(m) to obtain
∫ L0/2
−L0/2
sn4(
2K(m)z
L0
|m)dz
=
L0
3m2
[
(m+ 2)− 2(m+ 1)E(m)
K(m)
]
=
L0
3m
[
− 1 + 2(m+ 1)NA/L0 − nA,min
nA,max − nA,min
]
. (112)
Substituting Eqs. (111) and (112) into Eq. (110), we ob-
tain Eq. (40).
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