T h e F u t u r e o f A I emphasis here is on clarifying the environmental model, and representing it as a mathematical structure." 1 In his seminal Machine Intelligence 3 paper, Saul Amarel demonstrated search space size's sensitivity to problem representation by exhibiting an increasingly efficient series of representations for the missionaries-and-cannibals problem. 2 Since then, AI researchers have expended enormous energy on handcrafting representations, or ontologies, 3 to hit a sweet spot combining adequate expressivity with inferential efficiency.
Despite these prodigious efforts, a few minutes studying any particular representation rapidly reveals deficiencies in expressivity, efficiency, or both. AI researchers have long recognized the inevitability of expressivity deficiencies. For instance, the qualification problem refers to the practical impossibility of specifying all of an action's preconditions so that its successful application is guaranteed. The ramification problem refers to the practical impossibility of specifying all of an action's effects.
There have been valiant, but ultimately misguided, attempts to provide a general-purpose, commonsense knowledge base-for instance, the Cyc project (www. cyc.com) or SUMO (Suggested Upper Merged Ontology, http://ontology.teknowledge.com). But even Cycorp has recognized the need to customize its general-purpose knowledge base to each application. And SUMO's developers recognize that their ultimate goal might be unrealistic:
The question, then, is how do we handle cases like these, given that our goal is to construct a single, consistent, and comprehensive ontology. It will be unfortunate if we cannot reach this goal, but perhaps it is unattainable. 4 Attempting to build a general-purpose representation is chasing rainbows. The world is infinitely complex, so there's no end to the qualifications, ramifications, and richness of detail that you could incorporate and that you might need to incorporate for a particular application. This isn't just a question of adding some additional facts or rules. You might also need to modify the underlying representational language: its syntax, its representational power, or even its semantics or logic. For a narrow application, handcrafting a representation that hits the desired sweet spot is often sufficient. But this won't be sufficient for the deeper and wider-ranging applications that are AI's ultimate goal-for example, autonomous agents that can solve multiple and evolving goals in a complex, messy environment in collaboration with some agents and in conflict with others. For these more ambitious applications, the representation must be a fluent; that is, it must evolve under machine control. This proposal goes beyond conventional machine learning or belief revision, both of which deal with content changes within a fixed representation. Instead, the representation itself must be manipulated automatically.
We believe that automatic representation development, evolution, and repair must be a major goal of AI research over the next 50 years.
An example: Motherhood
To illustrate our argument, consider the standard family tree ontology that illustrates many logic-based formalisms. Let Mother(x) represent the mother of x, where Mother is a function from children to their mothers. We can then define Maternal_Grandmother(x) ::= Mother(Mother(x)).
However, motherhood has become much more complicated than this in our modern world. We've long had stepmothers and adopting mothers, but medical fertilization techniques have recently provided
• biological mothers who provide the eggs but don't carry their baby to term, • surrogate mothers who host the baby in their womb but don't provide the egg, and even • mothers who provide one part of the egg, and other mothers who provide the other half. The term Type( 1 , 2 ) tells a complex story about the real family relationship. Modern families are like this: "She's the stepmother of his biological mother." If a reasoning system is restricted to a fixed ontology, it will rapidly get out of date. Reasoning systems must be able to develop, evolve, and repair their underlying representations as well as reason with them. The world changes too fast and too radically to rely on humans to patch the representations. Some changes happen daily or even more frequently.
Representational repair in multiagent planning
To illustrate the kind of research program we have in mind, we'll describe Fiona McNeill's recent PhD project. 5, 6 It addresses ontology alignment in a multiagent planning environment, a problem whose solution is essential to realize the vision of the Semantic Web. 7 In this environment, some agents offer services and others require these services. Each agent represents these services with STRIPS-like planning action rules that include preconditions and effects written in a restricted version of KIF (Knowledge Interchange Format), a first-order logical language. (Such planning systems form the basis for reasoning in many multiagent systems. For example, in systems based on the BDI [Belief-Desire-Intention] model, intentions and desires provide the planning system's goals, and beliefs provide the ontology over which planning occurs.) McNeill's approach assumes that there has been an attempt to standardize ontologiesfor example, all the agents' developers have downloaded a common ontology from a central server. However, with any sufficiently large agent community, small differences between the ontologies will be inevitable, such as those caused by downloading different versions of the ontology or by local customization to meet specific user requirements.
McNeill's Ontology Refinement System (ORS) identifies and repairs these ontological mismatches at runtime. Moreover, it does this without full access to the other agents' ontologies. We can't assume such full access because
• agent developers would not normally give agents the ability to upload their ontologies, • in any case, some details of an agent's ontology are likely to be confidential (for example, a commercial secret), and • some ontology aspects might be generated dynamically in response to requests (for example, RSS feeds).
This approach differs from previous approaches to ontology mapping, merging, or aligning 8 in four main ways. First, because the ontologies are used for planning, they must be more expressive than the concept hierarchies that are usually mapped. Second, this approach doesn't assume complete access to the mismatched ontologies. Third, ontology repair occurs entirely at runtime. Finally, this approach assumes that the mismatches are relatively minor in extent.
ORS ontology repair operations consist mostly of syntactic manipulations of the underlying KIF representation-for instance,
• changing the number or order of a predicate's arguments, • dividing a predicate or constant into two or more predicates or constants, or • merging two or more predicates or constants into one.
The only belief revision operations available to ORS are to add or remove an action rule's precondition. A decision tree guides a faulty ontology's diagnosis and repair. This tree's nodes have questions such as "Did the other agent ask a question we weren't expecting to be asked?" Depending on the answer, the diagnosis can ask a question further down the decision tree, suggest a repair, or enter the Shapiro algorithm. This algorithm tries to determine the truth or falsity of the agent's beliefs by a restricted dialogue with the other agent. 9 McNeill has evaluated ORS on successive versions of third-party ontologies from the KIF and planning communities (including SUMO). ORS dealt successfully with just over a third of the individual mismatches between these ontologies. Many mismatches were out of the project's scope-for instance, arbitrary predicate name changes, comment or formatting changes, and changes that couldn't be represented in our restricted version of KIF. Given our approach's novelty, we regard these results as very encouraging.
Our current research aims to remove the initial project's many simplifying assumptions and apply it to a practical architecture for open, automated communication between multiple agents. Part of this involves combining our approach with conventional ontology-mapping abilities-for example, to address name differences between predicates and constants with the aid of WordNet (http:// wordnet.princeton.edu), which identifies synonyms, hyponyms, and hypernyms.
We've argued that AI systems must be able to manipulate their own internal representations automatically to deal with an infinitely complex and ever-changing world and to scale up to rich, complex applications. Such manipulation must go beyond changing beliefs and learning new concepts in terms of old concepts; it must be able to change an ontology's underlying syntax and semantics. Initial progress has been made, but further progress is urgently needed owing to the demands of autonomous multiagent systems. 10 Understanding and implementing this ability must be a major focus of AI for the next 50 years. 
N E X T I S S U E

JULY/AUG: Machine Ethics
Past research concerning the relationship between technology and ethics has focused largely on human beings' responsible and irresponsible use of technology, with a few people being interested in how human beings ought to treat machines. In all cases, only human beings have engaged in ethical reasoning. In contrast to computer ethics, machine ethics is concerned with the behavior of machines toward human users and other machines. Recognition of the ethical ramifications of behavior involving machines, as well as recent and potential developments in machine autonomy, necessitates adding an ethical dimension to at least some machines. We contend that machine-ethics research is key to alleviating concerns with autonomous systems-it could be argued that the notion of autonomous machines without such a dimension is at the root of all fear concerning machine intelligence. Furthermore, investigation of machine ethics will likely advance our thinking about ethical theory. This special issue will feature articles that argue for, and begin to develop, machine ethics from both philosophical and AI perspectives.
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