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Prefacio
Las redes de comunicaciones electrónicas se han convertido hoy en día en un recurso 
indispensable, hasta tal punto que gran parte de la actividad de económica y social de los 
países requiere de sus servicios; correo, web o simple transmisión de datos se ha 
convertido en algo fundamental. Los usuarios de las redes ven como día a día se ofrecen 
nuevos servicios, servicios de radio o televisión por Internet, videoconferencia y otros. No 
obstante las características de las redes de comunicaciones electrónicas no siempre 
disponen de los requisitos necesarios para ofrecer tales servicios, tal es el caso de la 
Internet y la calidad de servicio. En este aspecto un nuevo elemento, denominado gestor, 
viene a presentar una solución que permitiría dotar a tales redes de las características 
necesarias. Este proyecto presenta un modelo de gestión basado en políticas.
En las redes IP actuales no existe una calidad de servicio definida, Internet en su base 
es una red de redes, salvo la asignación de IP y algunos otros, “anárquica”, toda ella 
responde en su amplia mayoría a la iniciativa de “best-effort” o “lo mejor que puedas”, 
nadie garantiza que el enviar un paquete IP éste vaya a ser enviado correctamente o 
incluso que llegue al destinatario, todavía menos que se realicen las entregas sin ningún 
tipo de retraso debido a congestión . Hay que tener presente que la Internet de hoy día 
fue definida persiguiendo unos objetivos concretos, una red de transmisión de datos sin 
un núcleo central, una red, teóricamente, con una alta capacidad de tolerancia a 
catástrofes en caso de caída múltiple de enlaces y nodos. 
Inicialmente la Internet fue utilizada con fines militares y académicos, no obstante hoy 
en día ya no es una red con un uso particular, por ejemplo académico, como en sus 
comienzos, sino que se ha convertido en una red que involucra, en gran parte, intereses 
comerciales y particulares. Esto convierte a  Internet en inapropiada para la 
experimentación y el estudio de nuevas herramientas a gran escala.
Únicamente encontraremos algunas  redes que pueden aplicar una calidad de servicio. 
Muchas de estas redes responden a un perfil de redes privadas, pequeñas o de uso 
reservado.
Podemos encontrar una red con calidad de servicio para ciertas funciones en los 
hospitales, si bien no en todos sí en algunos. Éstas son las operaciones de los quirófanos 
donde médicos y otros especialistas pueden seguir con toda precisión la operación a 
través de una difusión de video y audio y así poder intervenir incluso desde otros 
hospitales. No obstante este es uno de los casos muy particulares de la red con calidad 
de servicio.
Tales redes con calidad de servicio como el ejemplo de los hospitales forman  parte de 
un salto tecnológico llamado Internet 2. Una nueva generación de Internet o Internet de 
redes avanzadas que ofrece calidad de servicio, multicast, protocolos especializados, IP 
versión 6, topologías dedicadas con seguridad y flexibilidad
Internet 2, debe presentar, entre otras, soluciones a la metodología de la Internet actual. 
No obstante su despliegue supone una inversión elevada, adaptación de los servicios a 
nuevos protocolos o nuevas versiones de éstos que pueden llegar y en su mayoría son 
incompatibles con los existentes y con ello la necesidad de mantener la Internet e 
Internet2 durante su transición, enlaces con una capacidad de transmisión muy elevada y 
todavía muy costosos. Por ello y muchos más la Internet 2 tiene un despliegue muy lento.
La Internet de hoy día no es capaz de ofrecernos el salto tecnológico deseado, no por 
ello no significa que a pequeña escala no pueda ofrecernos calidad de servicio y otros 
aspectos definidos en la Internet 2.
Para poder ofrecer calidad de servicio, el control de los recursos disponibles y la 
asignación de éstos es uno de los puntos claves. Nuevos modelos basados en “gestores” 
controlan cuál es el estado de los recursos. Monitorizar y asignar con control estos 
recursos permite ofrecer una calidad de servicio. El objetivo o la función principal de estos 
“gestores” es el centralizar y monitorizar las redes. Por supuesto Internet no puede ser 
“centralizada”, no obstante a un nivel más reducido como puede ser dominios, 
subdominios o redes sí es posible ofrecer un control de los recursos disponibles.
Teniendo el control de una red de transmisión o parte de ella podemos controlar en todo 
momento cuál es su estado de sus enlaces, pudiendo incluso rechazar nuevas consultas 
o nuevas comunicaciones con tal de no congestionar las comunicaciones que están 
siendo cursadas, de hecho ATM guarda un parecido con este principio.
Supongamos que dentro de un dominio o una cierta red podríamos contratar al 
operador de red un ancho de banda mínimo garantizado y asignar su capacidad a las 
comunicaciones de nuestro dominio, ofreciendo una calidad de servicio. La figura del 
gestor es precisamente el punto más importante de este aspecto.
Los nuevos modelos de gestión basado en políticas es uno de los intentos de la 
monitorización o “centralización” de redes. Estos modelos son los que deben ser 
explotados y dar como fruto una cierta calidad de servicio definida en la red actual.
En un intento de ofrecer una calidad de servicio en una red que no ha sido diseñada, 
contemplando la calidad como un objetivo, los gestores se convierten en los pilares de la 
construcción, éstos nuevos elementos tienen por objetivo el monitorizar los recursos de 
una red, coordinar y asignar. Estas tareas pueden llegar a convertirse en un problema 
muy difícil de tratar, puesto que las posibilidades son excesivamente diversas. El principal 
problema de estos nuevos elementos es la definición de su comportamiento, es decir, el 
poder especificar de un modo claro cómo debe actuar un gestor frente a cualquier 
posibilidad. Esta necesidad es precisamente uno de los problemas más importantes a 
resolver en el papel del gestor, dado que difícilmente puede definirse un modo de actuar 
concreto frente a cada posibilidad o estado de la red. Con estas premisas lo  más 
importante de un gestor es el poder definir un entorno lo suficientemente genérico en el 
que puedan soportarse modelos de definición de comportamientos. Dada la necesidad de 
poder actuar frente a casi cualquier estado de una red, es de vital importancia que estos 
modelos sean fáciles de interpretar, implementar y especialmente cómodos de 
administrar. Estos modelos tradicionalmente han sido los modelos de políticas. 
Este proyecto presenta un modelo de gestor, en el que se expone un entorno completo 
en el que pueda definirse en un futuro una gestión basada en políticas para ofrecer 
calidad de servicio. Actualmente se presenta un modelo completo de gestión basado en 
políticas aplicado a un portal web. Este portal web ofrece la posibilidad de adquirir 
contenidos de videostreaming.
Las políticas, en los nodos de una red, son un mecanismo por el cual se consigue 
definir de un modo más o menos cómodo su comportamiento. No obstante los 
mecanismos para definir tales políticas pueden llegar a ser actualmente muy 
dependientes de cada tipo de nodo. Por ejemplo, en un nodo de tipo Firewall sus políticas 
definirían el comportamiento de filtrado de paquetes. No obstante los mecanismos para 
definir el comportamiento de un Firewall no serían aplicables para definir el 
comportamiento de un nodo dedicado a transporte. Es decir, que las políticas de los 
nodos generalmente aplican para definir una clase de comportamiento concreto y no para 
definir cualquier tipo de comportamiento. No obstante, en un nodo gestor, que necesita de 
cualquier respuesta frente a cualquier estado o situación de la red, los mecanismos de 
definición de políticas son la parte más importante ya que deben poder definir cualquier 
clase de comportamiento.
Este proyecto presenta un modelo completo de cuáles deberían ser los mecanismos, 
recursos, necesidades, etc. para poder implementar un sistema de gestión basado en 
políticas, donde su finalidad o función pueda llegar a ser totalmente genérica.
 
1. Introducción
1.1. Objetivos
Este proyecto forma parte de un conjunto de proyectos que tienen por objetivo el 
ofrecer calidad de servicio en una red P2P, centrándose éste en concreto, en la gestión 
basada en políticas. No con la intención de especificar cuáles deben ser éstas políticas, 
sino el presentar un entorno en el que puedan definirse cualquier tipo de políticas y así 
mismo el como interpretarlas.
En este conjunto de proyectos, el presente, muestra un entorno de gestión basada en 
políticas que permita especificar en un futuro cualquier tipo de política, pero aplicando en 
este proyecto a un caso particular, la gestión de un portal web. Otros dos proyectos 
forman parte de este conjunto, el primero de ellos estudia los protocolos de comunicación 
entre clientes y servidores para ofrecer un servicio de videostreaming y finalmente el 
último el definir una red que pueda ser gestionada con tal de ofrecer calidad de servicio 
mediante políticas.
Se presentará un análisis teórico y una implementación del análisis a un caso práctico, 
un portal “web” que será consultado por los clientes con la intención de obtener 
contenidos de “video streaming”. La figura de este gestor será nuestro punto neurológico y 
arbitrará las solicitudes de los clientes, así mediante el análisis de políticas se ofrecerán 
respuesta a las consultas. No debe tenerse en mente que el comportamiento de un portal 
web debe ser definido mediante políticas, de hecho para el portal que se presentará su 
comportamiento es muy simple, no obstante ello permitirá el ofrecer un caso práctico de 
cómo debe ser un entorno de gestión basado en políticas.
En este proyecto los usuarios accederán a un portal web mediante un simple 
navegador. El portal web mostrará un listado de películas que pueden ser adquiridas 
mediante videostreaming a una hora deseada y en varios formatos. Para ello cada 
película estará disponible en diferentes formatos y los usuarios podrán solicitar su 
adquisición para un día concreto. Cuando un usuario solicite adquirir un determinado 
contenido de videostreaming el sistema preguntará en qué momento desea obtener tal 
contenido y finalmente almacenará la solicitud para la entrega futura. Todas las consultas 
de los usuarios serán gestionadas mediante políticas. Así mismo tales contenidos 
dispondrán de un conjunto de licencias, en este proyecto las licencias únicamente aplican 
a un régimen de tiempo, donde determinado contenido únicamente estará disponible 
desde un día particular y hasta otro día particular, fuera de este segmento temporal el 
contenido no podrá ser publicado. Esta condición de licencias también será gestionada 
mediante políticas.
También se dispondrá de creación de cuentas de usuario, autentificación y otros, todo 
ello siempre gestionado mediante políticas.
Así pues, el presente proyecto realiza un estudio teórico sobre algunas posibles 
soluciones con la Internet actual, un caso práctico que podría aplicar a un caso más 
general, donde toda solicitud de los recursos de una red sería gestionado por un “gestor”. 
Dicho gestor decidiría, mediante reglas definidas, el cursar o rechazar las consultas y con 
ello el reservar recursos disponibles para ofrecer servicios.
El entorno que define este proyecto debe ser lo suficientemente genérico para 
responder a mas de una necesidad y asimismo que sea fácilmente modificable mediante 
la redifinición de políticas y que sirva como modelo para expandir el área de control e 
incluso incorporar calidad de servicio a nuevos servicios. Se dispondrá de un almacén de 
políticas que sera consultado e interpretado frente a las solicitudes de clientes.
1.2. Alcance y límites
Los clientes en una red realizan continuamente solicitudes, compitiendo entre ellos por 
conseguir los recursos de la red. En nuestro entorno la figura del “gestor” hará de árbitro, 
de tal modo que existirá un compromiso por parte de la red de servicios para poder 
ofrecer el recurso solicitado.  
Los clientes atacaran a un portal “web” en el que podrá verse qué contenidos de “video 
streaming” dispone la red de servicios, seleccionarán los que desean y el gestor 
mantendrá una gestión de recursos de red para garantizar el servicio contratado por el 
cliente.
Este proyecto forma parte de un conjunto de otros proyectos en el que se analizan y se 
dan soluciones teóricas y practicas a un entorno de gestión basado en políticas, una red 
de servicios con calidad de servicio y otros nodos de la red que dispondrán de los 
contenidos que se ofrecerán. 
Este trabajo limita su área en la definición de un entorno para la gestión de 
recursos basado en políticas. En concreto la de un portal “web” donde todas las 
consultas de los clientes son resueltas exclusivamente mediante análisis e interpretación 
de políticas.
Se presentará un entorno completo genérico, modular y escalable para el almacenaje 
de políticas, interpretación. 
Asimismo, para ofrecer un entorno completo, también formará parte del proyecto los 
contenidos de “video streaming” en servidores y la comunicación entre éstos y el “gestor”, 
no obstante el objetivo principal es la definición del entorno de políticas y los 
algoritmos capaces de interpretar y ejecutar las acciones definidas en ellas, los 
otros elementos han sido integrados en el proyecto de forma voluntaria y 
especialmente para presentar un entorno completo de funcionamiento.
Almacenaje de tareas pendientes de ser servidas por los servidores de 
“videostreaming”, el propio servidor de “video streaming”, comunicaciones seguras entre 
servidores y gestor, generación de contenidos “video streaming”, almacenaje de 
contenidos, clientes video streaming y otros más, formaran también parte del proyecto, 
no obstante, una vez más, es el entorno de gestión basado en políticas el principal 
objetivo y lo demás de carácter voluntario.
El algoritmo o protocolos que permite interactuar con los nodos de la red para gestión, 
asignación de recursos queda fuera del alcance de este proyecto. Así mismo una 
definición formal de calidad de servicio también quedará excluída.
Pese a que la definición de calidad de servicio no es un objetivo del proyecto debe 
plantearse un cierto punto de vista para comprender la magnitud del reto, más aun 
teniendo en cuenta que será esta calidad de servicio definida la ofrecida al usuario en un 
futuro.
Asimismo es necesario el dar formato a un documento presentado al usuario que sirva 
como modelo de mutuo acuerdo de las posibilidades que ofrece nuestra red arbitrada por 
el gestor y que el usuario esté dispuesto a aceptar. Tal documento está ligado a la 
definición de calidad de servicio y por ello si bien debe existir alguna propuesta tampoco 
es uno de los objetivos del proyecto, aunque sí se presenta una solución genérica de 
SLA.
1.3. Primeros Conceptos
La primera fase de este proyecto corresponde a una fase de estudio en el que se 
pretende alcanzar el conocimiento con la mayor precisión posible, la magnitud del 
problema a resolver, las variables que intervienen, el cómo dividir el problema en otros de 
menor índole, a qué nos enfrentamos exactamente y cuáles van a ser las tareas que 
realizaremos.
Dado que el trabajo aquí expuesto de un modo u otro esta siempre orientado a la 
calidad de servicio deberá abordarse cualquier problema desde un punto de vista 
genérico, ofreciendo por tanto la posibilidad a quienes continúen con la investigación y 
desarrollo el centrase en la definición de una calidad de servicio y a qué podrá aplicarse a 
la red de servicios.
El estudio también comprende los estándares y protocolos que existen y que son 
utilizados hoy en día como herramientas de gestión de recursos de red. Del conjunto de 
herramientas, metodologías, tecnologías o técnicas se presentará una solución de cómo 
deben ser utilizadas.
Se ofrece también una interfaz cómoda al usuario para permitir interactuar con la red de 
servicios, esta interfaz es una interfaz “web”.
La función “web” consiste en realidad de un portal en la que los usuarios pueden 
acceder al material almacenado en la red de servicios, en concreto para el presente 
trabajo, corresponden a contenidos de “video streaming”.
 Esta interfaz permitirá cómodamente el poder solicitar contenidos o consumibles y así 
a través de todo un sistema de aplicaciones  ser adquiridos por parte de los usuarios. Son 
precisamente estas aplicaciones las que constituyen el núcleo de este proyecto. Esta 
interfaz de comunicación, en el momento de solicitar cualquier tipo de contenido o 
servicio, dará lugar a una negociación entre cliente y gestor, de este modo podrá 
rechazarse las consultas del cliente en función de las condiciones de las políticas, pero 
esto ya se verá más adelante. 
En resumen, en una primera parte se concentrará especialmente en la definición de una 
interfaz totalmente “web” y en la segunda se adquirirá la infraestructura necesaria para la 
gestión basada en políticas. 
Finalmente una tercera sección definirá un entorno de “video streaming” de manera 
voluntaria de este proyecto, para obtener un entorno completo funcional.
En resumen tendremos distintas partes a comprender, exponer y a definir:
• Herramientas de gestión de recursos de redes
• Metodología de tales herramientas
• Interfaces de comunicación con el usuario
1.4. Necesidades
Las necesidades para realizar el proyecto quedan ligadas a los objetivos de éste. 
Podemos encontrar una correlación de tales necesidades con las tareas expuestas en el 
apartado anterior.
Pese a que la definición de calidad de servicio no es un objetivo del proyecto debe 
plantearse un cierto punto de vista para comprender la magnitud del reto, más aun 
teniendo en cuenta que será esta calidad de servicio definida, la que se ofrecería al 
usuario. 
Asimismo se muestra un documento, SLA, presentado al usuario que sirva como 
modelo de mutuo acuerdo de las posibilidades que ofrece nuestra red arbitrada por el 
gestor y que el usuario esté dispuesto a aceptar. Tal documento está ligado a la definición 
de calidad de servicio y por ello si bien debe existir alguna propuesta no es uno de los 
objetivos del proyecto.
Necesitamos un entorno en el que se exponga de un modo genérico una solución a la 
gestión de recursos, un entorno lo suficientemente flexible para poder ser ampliable y 
escalable a otros servicios e incluso a una gestión distribuida. En definitiva necesitamos 
definir la base de un sistema de gestión de recursos, en nuestro caso, basado en 
políticas.
Comprendida totalmente la magnitud de nuestro propósito deberemos diseñar el cómo 
puede ser tratada una información de gestión en nuestro entorno. 
Cuáles son las posibles herramientas que nos permitirán ir hasta el final de la solución, 
será una de las tareas más importantes. ¿Qué información será almacenada en nuestras 
políticas? ¿Cómo será tratada? y ¿En qué formato?
En nuestro entorno necesitaremos de un portal “web” como interfaz de comunicación 
entre el usuario y nuestra red de servicios. ¿Qué incluirá esa interfaz? ¿Cómo debe ser 
organizada? y ¿Cómo será gestionada?
Todas estas cuestiones y muchas más serán las abordadas en este proyecto de 
investigación y desarrollo.
1.5. Estructura del proyecto
Como todo proyecto éste se encuentra dividido en un conjunto de capítulos. Se  ha 
diferenciado lo máximo posible cada uno de ellos y, en la medida de lo posible, de manera 
independiente. Se verá a lo largo de éstos como el diseño y solución del proyecto están 
organizados de manera modular, persiguiendo uno de los objetivos, que es un entorno 
fácilmente escalable. Por ello en cada sección, capítulo, etc. se abordan los problemas y 
soluciones particulares.
Los siguientes párrafos representan la introducción a todos los aspectos que engloba 
este documento. Nos brindarán la posibilidad de tener una visión global de todos los 
elementos, procesos y recursos involucrados.
Capítulo 2. Presenta las herramientas, técnica, tecnologías y otros, utilizados para dar 
solución a los problemas de este proyecto. En él se da una primera visión global de todo 
lo que abarca este trabajo. Asimismo introducción a los conceptos de calidad de servicio, 
definición, dificultades y protocolos. También en este capítulo se presentará brevemente 
el concepto SLA.
Capítulo 3. Presenta el diseño de la aplicación, en este capítulo se exponen varios 
conceptos en los que se destaca ahora el esquema de red y servicios, con la intención de 
dar una visión introductoria pero a su vez global de la solución, con la intención de facilitar 
la comprensión al lector de los capítulos posteriores.
Capítulo 4. Desarrollo. Se da respuesta a la implementación del proyecto. Parte del 
desarrollo trata modelos teóricos que deberán ser leídos y adquiridos los conocimientos 
en ellos enseñados, con la intención de obtener un mayor provecho de los capítulos 
posteriores. El desarrollo incluye entre otros; la interfaz “web”, como interfaz de 
comunicación principal entre el usuario y el sistema; el servicio directorio LDAP, 
conceptos teóricos de los servicios directorios en general y de LDAP en particular; 
políticas definidas en este proyecto; los objetivos del proyecto enfatizados o centrados en 
las políticas de usuario, lectura, interpretación, ejecución de políticas y los algoritmos 
utilizados; Protocolos de seguridad, gestión de contenidos y otros.
Capítulo 5. Este capítulo presenta un modelo de análisis de rendimiento. Se presentan 
en forma de tablas y gráficos los resultados obtenidos. Asimismo se destaca el 
comportamiento del sistema en función de la carga de entrada y del tipo de carga de 
entrada, esto es, la cadencia de las consultas de usuario que llegan al sistema y si éstas 
son deterministas, uniformes o a ráfagas.
Capítulo 6. Conclusiones y mejoras futuras.
2. Gestión basada en políticas
2.1 ¿Cuáles son los recursos necesarios?
En este capítulo se presentan todas las herramientas y tecnologías que se utilizarán en 
el diseño e implementación, no obstante no será hasta el capítulo 4 cuando serán 
descritos todos los componentes en detalle. Debe tomarse este capítulo como una 
introducción a todo aquello que será utilizado en este proyecto.
Hasta ahora hemos hablado de políticas, red de servicios, protocolos, “gestor” y otros. 
¿Qué necesitamos exactamente para poder almacenar, consultar y utilizar tales objetos?
De las políticas queremos un entorno de almacenaje en el cual contenga, información 
bien estructurada, de fácil consulta, comprensible y modificable para poder dar soluciones 
rápidas a consultas urgentes, ofrecer soluciones flexibles y escalables. Por todo ello y 
más, necesitamos de un recurso que almacene nuestras políticas y otro recurso más que 
nos permita definirlas en un formato que dé solución a los requisitos anteriores. 
En nuestra red deberemos definir qué parte es “gestora”, qué otra “servidora” y qué otra 
“cliente”. Asimismo, cuáles de tales nodos van a tener una función específica, con tal que 
los usuarios puedan acceder a la red de servicios, va a ser una de las preguntas más 
importantes o en otras palabras, diseñar la red. Tales servicios serán; gestión, interfaz de 
comunicación, servidores de contenidos, clientes que adquieran tales contenidos, etc.
Hasta aquí tenemos como recursos necesarios; almacenaje o recipiente de políticas, 
formato de políticas, nodo de gestión, nodo servidor y nodo cliente, además de los 
enlaces de comunicación entre ellos. 
A medida que vayamos avanzando en el presente trabajo veremos que irán surgiendo 
más necesidades, más requisitos y con ello más recursos que deberemos utilizar, a modo 
de ejemplo formulamos la siguiente pregunta.
 ¿Debe haber una comunicación segura entre los nodos? Esa pregunta podría ser 
función de nuestro entorno, si deseamos una gestión en una red privada puede no ser 
necesario ofrecer una comunicación segura entre nodos si éstos están, para nuestros 
servicios, aislados del mundo exterior, la Internet. No obstante si queremos un sistema 
escalable y flexible puede que debamos resolver esa cuestión, pero eso ya lo veremos 
más adelante.
A modo de ilustración la siguiente figura muestra un esquema muy básico de la 
interlocución de los nodos; el cliente se comunicaría con el gestor a través de un portal 
web (1) y éste a su vez se comunicaría con los servidores de contenidos (2), así 
finalmente el cliente podría obtener el servicio (3).
Figura 1. Esquema básico de red
La comunicación del punto “3” también debe ser arbitrada por el gestor, haciendo uso de 
políticas, no obstante una vez más se recuerda que este último punto queda fuera 
del alcance del proyecto. Aun así se presenta una figura muy básica para poder una 
mayor observación.
Figura 2. Comunicación entre cliente y servidores.
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   El gestor estará compuesto de diferentes componentes, a medida que se avance en la 
lectura de este capítulo irán presentándose todos y cada uno de ellos. Únicamente a 
modo introductorio la siguiente figura muestra algunos de los componentes principales.
Figura 3. Componentes principales del gestor.
   Cuando se produce una consulta en el gestor, éste analiza las políticas para obtener 
una respuesta, esto sería el módulo decisor, finalmente envía sus respuestas o acciones 
al modulo ejecutor. En un entorno completo el gestor recibiría tres tipos clasificables de 
consultas, consultas del portal web, consultas de los servidores de contenidos y 
finalmente consultas de los eventos de la red, ésto es cuando los nodos de la red 
notifiquen su estado actual para que el gestor tome medidas, no obstante una vez más se 
recuerda que el principal objetivo del proyecto es presentar un modelo y arquitectura para 
la implementación de cualquier tipo de política, con lo que los eventos de la red de la 
comunicación entre clientes y servidores de contenidos (punto “3” según la figura 1.) no 
serán tratados.
2.2. Requisitos en las herramientas utilizadas
Los sistemas basados en políticas permiten la definición abstracta del comportamiento 
del sistema. Estos tipos de sistemas representan una gran ventaja de escalabilidad y 
mantenimiento respecto a los sistemas tradicionales   en los que el comportamiento de las 
herramientas que lo constituyen  son configuradas directamente por archivos de texto. Si 
bien este tipo de sistemas que representan un esfuerzo mayor desde el diseño hasta la 
puesta en producción, en general, tienen la ventaja de ser en su esencia muy dinámicos y 
con pocos cambios pueden definirse adaptaciones a entornos totalmente diferentes.
El uso de políticas para la publicación de un servicio, permite fácilmente cambiar el 
comportamiento y las respuestas frente a los estímulos de un modo mucho mas fácil, 
ademas dado su aumento en la abstracción de la configuración permite al administrador 
intentar aproximar tales configuraciones a un lenguaje mas humano.
Podríamos ver un símil en ese intento de aproximación a nivel humano en los lenguajes 
de programación. Existen multitud de lenguajes y filosofías en la programación, a modo 
de ejemplo podemos comparar los lenguajes funcionales con los de programación 
orientada a objetos. Si bien la programación orientada a objetos exige de un aprendizaje 
previo de los lenguajes funcionales, mas adelante representan un nivel de abstracción 
que difícilmente, incluso muchas veces no es posible, puede ser alcanzado con los 
funcionales.
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Los sistemas basados en políticas son atacados continuamente por consultas de los 
usuarios u otros sistemas, en general tendremos un conjunto de servicios que interacturán 
con el usuario y que frente a sus consultas o estímulos desencadenarán la intervención 
de otros servicios que serán los responsables de “traducir” tales estímulos a un entorno 
de gestión basada en políticas, decidir las respuestas en función de tales políticas, 
“traducir” esas respuestas o acciones a emprender y finalmente enviar las ordenes de las 
políticas a los servicios de interacción con los usuarios u otros sistemas.
Repasemos brevemente lo discutido en esta parte, en concreto a los elementos que 
intervienen en un sistema de gestión basada en políticas
• Usuarios o sistemas que estimulan al sistema de gestión basado en políticas
• Interfaz entre nuestro sistema y los usuarios u otros sistemas.
• Interpretador de los estímulos entre la interfaz de comunicación y las políticas
• Interpretar las políticas con el fin de obtener una respuesta frente a los estímulos
• Enviar las ordenes hacia la interfaz de comunicación con el usuario u otros 
sistemas 
• Finalmente dar una respuesta a la consultas o estímulos 
De modo resumido el anterior esquema seria todos los elementos que intervienen 
desde que se recibe una consulta hasta dar una respuesta.
La siguiente figura muestra todos los principales elementos que intervienen.
Figura 4. Principales elementos.
La numeración en los enlaces de la figura 4 representa el orden en que intervienen los 
elementos. Un cliente accede al portal web (1) para la obtención de contenidos, éste 
portal web es la “interfaz de comunicación” entre cliente y gestor. El servidor web a su vez 
cuando recibe la solicitud de un cliente envía una consulta al gestor (2). No obstante 
gestor y servidor web se comunican a través de una API (3), de este modo se 
independizan totalmente las funciones de decisión de las de servicio web. Asimismo el 
decisor utiliza los recursos del las políticas (4) para obtener una respuesta. Puede 
observarse como entre decisor y ejecutor existe igualmente una interfaz de comunicación, 
ello es debido a que se separan totalmente las funciones de decisión de las de ejecución 
(5) y (6). Si se supone por un momento una red de transporte, donde cada nodo tiene un 
ejecutor, a modo de agente, capaz de modificar los parámetros de las colas de 
transmisión, reserva de anchos de banda según servicio, etc. habrá un decisor capaz de 
comunicarse con cada uno de los ejecutores de los nodos, en este sentido decisor y 
ejecutores se comunican a través de una interfaz que tal y como se muestra en la figura 4 
ha sido denominada “interfaz D-E”.
El ejecutor realiza las acciones pertinentes para ofrecer una respuesta a través del 
servidor web (7), para ello utiliza una vez más la interfaz de comunicación entre servidor 
web y gestor. Finalmente el ejecutor guarda la información de las consultas en bases de 
datos (8), estas bases de datos son utilizadas posteriormente para enviar consultas hacia 
los servidores de contenidos. Más adelante se presentará un esquema completo de la 
red.
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2.3. Interfaz entre clientes y sistema
En función de cual es nuestro servicio que en definitiva se ofrece al usuario definiremos 
una interfaz u otra. En nuestro trabajo ya se había comentado anteriormente que nuestra 
interfaz de comunicación era esencialmente una interfaz “web” para la selección de 
contenidos de “video streaming” por parte de  los usuarios. También habrá una interacción 
entre los servidores de contenidos y los usuarios. 
Tendremos herramientas “cliente” y herramientas “servidor”. Todas ellas capaces de 
generar estímulos a nuestro sistema.
Para la interfaz “web” tendremos el cliente “web” o navegador y el servidor “web”.
Para el servicio de “video streaming” el cliente “video streaming” y el servidor “video 
streaming”.
2.4. Decisor o interpretador de política
Los estímulos o consultas serán originados por las consultas de los usuarios u otros 
sistemas en la interfaz “web” y en los servidores de contenidos. 
Los estímulos deben ser tomados por una herramienta que sirva de interacción entre la 
interfaz de comunicación y las políticas Esa herramienta debe conocer el vocabulario con 
el que han sido definidas las políticas y conocer bien su interpretación para decidir cual de 
ellas debe ser aplicada, incluso en caso de conflicto entre políticas
Este decisor, conocida la respuesta, debe enviarla a la interfaz de comunicación para 
ejecutar determinadas acciones que den respuesta a las consultas.
2.5. Contenedores de políticas
El decisor interpretará las políticas como respuesta a los estímulos Estas políticas 
deberán estar contenidas en algún punto de nuestro sistema, asimismo debe este 
contenedor ofrecer una interfaz de comunicación con el decisor. No obstante este 
contenedor, únicamente soluciona la mitad del problema, la otra mitad es decidir cuál 
debe ser la norma o formato de definición de políticas. 
Las políticas, como se ha comentado anteriormente, representan un aumento de 
esfuerzo, no obstante una vez definidas son de fácil mantenimiento. En nuestro sistema 
deberemos definir las políticas para que den respuesta a todas la posibles situaciones y 
una vez definidas, salvo por error en el diseño, definición o ampliación, estas políticas no 
sufrirán cambios, estarán básicamente a modo de lectura lo que significa que podremos 
implementar un contenedor que priorice las consultas de “lectura”  frente a las de 
“escritura” o “modificación”. En realidad esta situación es muy típica en un entorno de 
gestión basado en políticas 
Es muy importante tener en cuenta esta “priorización” cuando vayamos a escoger una 
herramienta que nos de la implementación que estamos buscando.
2.6. Norma de definición
La norma o formato de definición de políticas debe ser lo suficientemente versátil para 
permitir la definición de políticas destinadas a resolver cualquier situación, ágil, flexible y 
de fácil comprensión. Necesitaremos una interfaz de comunicación con el decisor, esta 
interfaz estará publicada por el contenedor. Por ello nos encontraremos que las políticas o 
la norma o formato de ellas impondrán el tipo de contenedor. 
Esta norma debe permitirnos consultar rápidamente y fácilmente por una política en 
concreto. Diseñaremos las políticas acorde con nuestras necesidades siguiendo siempre 
la norma que escojamos. 
2.7. Ejecutor o interpretador de acciones
Una vez decidida que política consultaremos, ésta nos impondrá un conjunto de 
acciones a realizar. Será el decisor el que nos indique cuales van a ser los siguientes 
pasos a realizar. 
Es importante tener presente que pese a que la política, una vez analizada, indique que 
tareas van a tener que ser realizadas, el análisis de la políticas y las acciones que esta 
indica pertenecen a funciones diferentes. No debemos mezclar análisis y consecución o 
ejecución. Por ello se diferencia el proceso de interpretación de política frente a estímulos 
y consecución de esta. Por ello después del decisor, éste, enviará las acciones a realizar 
el ejecutor. Será el ejecutor el que hará las acciones pertinentes dictadas por el decisor, 
que por supuesto, éstas serán las de la política
Uno de nuestros objetivos en el presente trabajo era hallar una solución versátil y 
escalable, entre otras. Precisamente este modelo de decisor y ejecutor diferenciados 
podrá permitir el mantener un único decisor centralizado que será atacado por estímulos, 
después de la lectura de la política el decisor enviará las acciones a realizar e los 
ejecutores. Este diseño modular permitirá un entorno distribuido, en caso de tener mas de 
un recurso de comunicación con el usuario o servidores de contenidos, cada uno de ellos 
tendrá a modo de agente un ejecutor de tal modo que todos estos recursos atacarán al 
decisor y así lograremos un entorno distribuido de gestión centralizada, otro ya es, el que 
se pretendiera implementar un decisor distribuido.
Todo ello debe ser diseñado de modo modular con el objetivo de diferenciar claramente 
cuales son las distintas etapas desde que se origina una consulta hasta que se resuelve 
una respuesta.
 
2.8. Almacenaje y definición de políticas.
El modelo a seguir para la norma o formato de políticas corresponde a un conjunto de 
estándares de la “IETF” que han ido evolucionando hasta llegar a al modelo de gestión 
basado en políticas “PCELS”. Este estándar está provisto de una definición genérica de 
políticas muy versátil que permite definir cualquier tipo de política en nuestro sistema. 
Este estándar utiliza un modelo de servicio directorio “LDAP” para el contenido de estas 
políticas. Precisamente argumentábamos anteriormente la necesidad de utilizar un 
contenedor en el que fueran prioritarias o que estuviera optimizado tal contenedor para las 
consultas de lectura, pues bien, existe una implementación totalmente “OpenSource” 
denominada “OpenLDAP” que está totalmente optimizada para las consultas de lectura. 
Esta situación nos resuelve una de nuestras necesidades mas importante. No obstante 
queda realmente por exponer el cómo va a ser utilizado el estándar “PCELS”.
2.9. Interfaz Web
Todos los usuarios utilizarán sus navegadores “web” para acceder a nuestro portal. 
Debemos preocuparnos exclusivamente de no ocasionar incompatibilidades por alguna 
función que hayamos desarrollado. Pero por lo demás no deberemos preocuparnos del 
cliente “web”.
La interfaz “web” será implementada por distintas herramientas o tecnologías. En 
concreto intervendrán “JSP o Java Server Pages”, “JavaScript”, AJAX y por supuesto 
“html”.
Las “JSP” permiten definir páginas “html” dinámicas siguiendo el lenguaje de 
programación “Java”. Este lenguaje es muy popular actualmente, especialmente en 
entornos distribuidos, ya que el uso de una maquina virtual que implementa la interfaz del 
lenguaje y disponible en casi todas la plataformas permite que los programas sean 
"portables" de un sistema operativo a otro sin necesidad de efectuar grandes cambios. En 
realidad para toda la familia de sistemas “unix”, “bsd”, “MacOS” y “GNU/Linux” podremos 
lanzar nuestro entorno sin necesidad de efectuar cambios en el código. 
Una pagina “JSP” es construida automáticamente por el servidor bajo solicitud y 
albergada en memoria para las consultas posteriores, ello le confiera una capacidad de 
generación dinámica de paginas “web” con muy buenos resultados.
Las “JSP” están implementadas por los “Servlets” de Java, una tecnología que 
implementa a su vez la interfaz “http”. Las “JSP” deben ser servidas por lo que se 
denomina “un contenedor de servlets”. El contenedor que utilizaremos es “Apache 
Tomcat”.
“Apache Tomcat” es una herramienta ampliamente utilizada en Internet, es gratuita y 
tiene una interfaz de configuración mediante fichas “xml” lo que permite un fácil 
mantenimiento.
“JavaScript” nos permitirá ejecutar parte del código o de las funciones de nuestro portal 
en el lado de los clientes. Por ejemplo el no enviar los datos mal formados de un 
formulario será resuelto directamente en los clientes, por supuesto que ello no excluye 
que nuestras políticas deben tener respuesta frente a teles situaciones ya que podría 
enviarse mediante "url" en la “cache” del navegador, datos mal formados. 
También se implementarán más funciones en los clientes tales como la construcción en 
un formato de fácil manejo de las URL.
Utilizaremos también en los clientes la tecnología “Ajax” o “Asynchronous JavaScript 
And XML” que nos permitirá reducir los anchos de banda utilizados en la transmisión de 
los mensajes, en realidad “JavaScript” y “xml” nos permitirán describir contenido “web” y 
enviar estas descripciones a los navegadores para que sean presentadas por pantalla. El 
enviar estas descripciones nos ahorrará anchos de banda.
También “Ajax” nos permitirá tener un control muy dinámico de la visualización de 
contenidos “web”. Permitirá modificar en el cliente la visualización de parte de la pagina 
“web”. De este modo conseguiremos enviar partes de la página o fragmentos del código 
completo en vez de la página entera cada vez que se realice alguna consulta, con ello 
ganaremos en reducción de ancho de banda de la red y cálculos de procesamiento en el 
servidor.
2.10. Decisor
El decisor, de ahora en adelante “PDP” (Policy Decision Point), estará implementado en 
“Java” y utilizará la interfaz “JNDI” para la comunicación con nuestro servicio directorio 
“OpenLDAP”.
2.11. Ejecutor
El ejecutor, de ahora en adelante “PEP” (Policy Enforcement Point), estará a modo de 
agente en aquellos recursos del sistema que deban ejecutar las acciones.
El “PEP” estará implementado en Java y la interfaz de comunicación con el servidor 
web será mediante “JavaBeans”, que en resumen permiten crear objetos Java dentro del 
entorno Apache Tomcat. 
Como puede observarse “Apache Tomcat” a través de los “JavaBeans” puede ejecutar 
cualquier tipo de aplicación Java lo que muchas veces le ha llevado a la confusión de 
considerarse un servidor de aplicaciones, no obstante tengamos siempre presente que 
“Apache Tomcat” no es un servidor de aplicaciones sino un servidor de “servlets”.
Cada vez que un usuario solicita un contenido de videostreaming se guarda la 
información en una base de datos, esta base de datos es utilizada para mantener de un 
modo centralizado la publicación de los contenidos de los servidores de videostreaming. 
Más adelante se mostrará un esquema completo.
En estos servidores de videostreaming existirán unos demonios unix listos para recibir 
peticiones desde el gestor. Cada vez que se reciba una petición se invocarán unos 
agentes en los propios servidores que actualizarán los contenidos que deben ser 
publicados por los usuarios. Estos agentes son en realidad PEP's, ya que en definitiva 
ejecutan las acciones que previamente ha indicado el PDP.
Cuando un usuario solicita un contenido para ser publicado a una hora concreta, esta 
información es almacenada en una base de datos del propio gestor y en los servidores de 
contenidos, cuando llega la hora en la que el usuario ha solicitado el contenido los 
servidores actualizan los contenidos que pueden ser publicados. En realidad en cada uno 
de los servidores existe una pequeña tarea que consulta la base de datos local, así 
cuando ha llegado el momento esta tarea realiza las acciones para poder publicar el 
contenido. Esta tarea forma parte del PEP de los servidores. 
En los servidores de contenidos los “PEP” estarán implementados mediante el lenguaje 
de programación “perl”. “Perl” es un lenguaje muy versátil que tiene prácticamente 
funciones para todo gracias a su API eterna, además puede utilizarse fácilmente como 
lenguaje de “scripting” lo que le confiere una gran potencialidad. Además es muy eficiente 
en comparación con otros lenguajes como “Visual Basic”, “Java”  e incluso “BASH” como 
lenguaje de “scripting”. Sus funciones, se verán más adelante, serán muy simples por lo 
que un lenguaje del estilo “Java” no es óptimo.
2.12. Servicio de descripción de contenidos (RMI)
Cada video tiene sus propias características, como título, formato de compresión, ancho 
de banda mínimo, licencia y otros. Estas características son publicadas mediante un 
servicio independiente. Este servicio es únicamente accesible por el gestor, así en caso 
que el gestor necesite de comprobar características de los contenidos tiene una fuente de 
información disponible gracias a este servicio sin necesidad de consultar a los servidores 
de videostreaming ni sin la necesidad de tener una copia con la descripción de los 
contenidos.
Cuando un usuario solicite un contenido de videostreaming con determinadas 
características, el gestor comprobará que tal contenido puede ser publicado con las 
características solicitadas por el usuario, así lo indicarán las políticas. Tendrá especial 
importancia que el contenido pueda ser publicado en base a una licencia, por ejemplo es 
posible que la publicación de un contenido dependa de un periodo de tiempo, fuera de 
éste el contenido no puede ser publicado. 
La creación de este servicio es debido al intento de diseñar un entorno lo más genérico 
posible y con todos sus componentes de manera independiente, así para un futuro en el 
que cambien el número de contenidos o incluso que se añadan nuevos servicios, no 
obliga a realizar ningún tipo de cambio ni en el decisor ni en las políticas, únicamente 
seria necesario adaptar este servicio de descripción de contenidos.
La tecnología con la que se implementa este servicio es RMI. Es una tecnología de 
Java que permite la ejecución de métodos de objetos distribuidos. 
2.13. Servicio de descripción de contenidos (DOM)
Las descripciones de las que se ha hablado en el punto anterior se han definido 
mediante “DOM” o “Document Object Model”
Esencialmente es un modelo computacional a través del cual los programas y scripts 
pueden acceder y modificar dinámicamente el contenido, estructura y estilo de los 
documentos “HTML” y “XML”, en nuestro caso se ha utilizado fichas “xml” para la 
descripción de los contenidos. Su objetivo es ofrecer un modelo orientado a objetos para 
el tratamiento y manipulación en tiempo real (o de forma dinámica) a la vez que de 
manera estática de contenidos. Estas fichas “XML” son muy cómodas para la descripción 
de cualquier tipo de elemento. De hecho muchos sistemas cuando tienen que realizar 
backups de la configuración actual, realizan un volcado de sus ficheros de configuración a 
documentos “XML”. 
2.14. Tareas pendientes, a cursas y cursándose (MySQL)
El gestor debe monitorizar todas las acciones de los servidores de contenidos, en 
definitiva debe tener en todo momento la lista de tareas de los servidores con el objetivo 
de saber cuál es el estado de los servidores. 
Esta lista de tareas es totalmente dinámica y de hecho depende de las solicitudes de 
los usuarios. OpenLDAP no ofrece buenas prestaciones en consultas de actualización, 
inserción o eliminación Por ello se decidió una herramienta alternativa para el 
mantenimiento de las listas de tareas de los servidores. Tal herramienta escogida ha sido 
“MySQL”.
“MySQL” implementa el lenguaje estructurado de consultas “SQL” o “Structured Query 
Language”. Es un servidor masivamente utilizado con muy buenas prestaciones, tiene 
distintas ediciones y la utilizada en este proyecto es gratuita, es la de la “comunidad”. 
Mediante esta base de datos relacional será posible mantener cuáles son las tareas 
que deberán ejecutarse en la red, pudiendo ser las tareas que ya se han ejecutado, las 
que se están ejecutando y las pendientes de ejecutar en un futuro. Todas estas tareas se 
almacenarán en el propio gestor, así se consigue mantener de un modo centralizado todo 
aquello que debe hacerse por parte de los servidores.
2.15. Comunicación segura entre gestor y servidores 
(Kerberos)
En nuestro entorno es muy posible que los servidores de contenidos no estén en 
nuestra propia red, todo en función de hasta donde seamos capaces de ofrecer calidad de 
servicio en un modelo futuro.
Por ello debemos pensar en un entorno en el que los pasos de mensajes entre gestor y 
servidores de contenidos se harán a través de canales muy agresivos. “sniffers”, 
suplantaciones de identidad y otros podrían afectar gravemente a la integridad de nuestro 
sistema. “Kerberos” es un protocolo del “MIT” que a través de un “tercero de confianza” 
permite que dos maquinas de la red realicen “autentificación mutua” de tal modo que se 
asegura que el cliente se autentifica con el servidor y viceversa. Todo ello a través de este 
tercer elemento que gestiona de manera centralizada las autentificaciones.
No envía en ningún momento contraseñas por la red, sino que éstas son utilizadas 
como claves simétricas para el cifrado de los mensajes, lo que le confiere mayor 
seguridad al no tener que enviar ninguna contraseña entre cualesquiera dos maquinas. 
Ademas permite la autentificación tanto de usuarios como maquinas. 
Permite mediante “tickets” asignar tiempos de validez de sesión.
2.16. Comunicación entre PDP y Servidor de Contenidos
“kerberos” resuelve la seguridad de los mensajes entre el “PDP” y los servidores de 
contenidos. Así gracias a este canal seguro se ha desarrollado un protocolo propio para el 
paso de los mensajes entre estos dos tipos de elementos. Se presentará este simple 
protocolo de paso de mensajes en capítulos posteriores.
2.17. “Otras herramientas”
Para el desarrollo de este proyecto también se han utilizado más herramientas que se 
irán exponiendo a lo largo del presente trabajo, entre ellas “expect”. “Darwin Streaming 
Server” como servidor de video streaming, clientes de video streaming; vlc, mplayer, 
dav4linux, etc.
2.18. Calidad de Servicio
   Este proyecto no realiza calidad de servicio, recordar que este proyecto tiene por 
objetivo el diseñar e implementar una arquitectura de gestión basada en políticas. 
No obstante dado que este proyecto pertenece a un conjunto de proyectos que sí definen 
calidad de servicio se ha creído conveniente presentar una breve descripción de lo que 
debiera manejarse en un futuro desarrollo.
   En el campo de redes de ordenador y otras redes de telecomunicaciones de 
conmutación de paquetes, el termino de ingeniería de Calidad de Servicio (QoS) se refiere 
al mecanismo de control de reserva de recursos. La calidad de servicio es la habilidad de 
suministrar diferentes reservas de recursos a diferentes aplicaciones, usuarios, flujos de 
datos o garantizar ciertos niveles de rendimiento a flujos de datos. Por ejemplo una tasa 
de bits mínima, retardos, "jitter", probabilidad de perdida de paquetes, etc.
   Las garantías de calidad de servicio son importantes en las redes cuya capacidad es 
insuficiente,  especialmente para aplicaciones multimedia en tiempo real, tales como la 
voz sobre IP, juegos "online", televisión IP, dado que estas frecuentemente necesitan de 
una tasa de bits fija y donde el retardo es critico. Igualmente es muy importante la calidad 
de servicio en aquellas redes cuya capacidad es limitada, tales como las redes de datos 
de la telefonía móvil. En caso que no hubiera ningún tipo de congestión en las redes la 
calidad de servicio no seria necesaria.
   Una red o protocolo que soporte calidad de servicio puede aceptar el trafico de una 
determinada aplicación y reservar capacidad en los nodos de la red, por ejemplo durante 
la fase de establecimiento de sesión Durante la sesión tal red o protocolo puede 
monitorizar el nivel de rendimiento conseguido, por ejemplo una determinada tasa de bits 
o retardo, y dinámicamente controlar la reserva de recursos en los nodos de la red. 
Incluso puede liberar la capacidad reservada durante una fase de relajación del flujo de 
datos por parte de la aplicación.
   Una red de tipo "best-effort" o servicio no soporta calidad de servicio. Una alternativa a 
los complejos mecanismos de control de calidad de servicio es suministrar una 
comunicación de alta calidad por encima de la red "best-effort" o servicio hasta alcanzar 
unos valores mínimos de calidad para la carga de trafico esperado. 
   En el campo de la telefonía la calidad de servicio fue definida en el estándar  X.902 de 
la ITU como "Un conjunto de requerimientos de calidad en el comportamiento colectivo de 
uno o mas objetos".
   La calidad de servicio comprende los requerimientos en todos los aspectos de una 
conexión, tal como el tiempo de respuesta de un servicio, perdida, relación señal a ruido, 
"echo", interrupciones, niveles ruidosos, etc. Un subconjunto de las funciones de calidad 
de servicio en la telefonía es el "Grado de Servicio", el cual comprende aspectos de una 
conexión relacionados a la capacidad y cobertura de la red, por ejemplo probabilidad de 
bloqueo máxima y de perdida.
   La calidad de servicio algunas veces es utilizada como medida de calidad, con muchas 
definiciones alternativas, en lugar de referirse a la habilidad de reserva de recursos. La 
calidad de servicio algunas veces se refiere al nivel de calidad de un servicio, por ejemplo 
el servicio de calidad garantizado. Frecuentemente la calidad de servicio es confundida 
con el nivel de  rendimiento o servicio de calidad conseguido, por ejemplo una alta tasa de 
bit, baja latencia, una baja probabilidad de error de bit. 
2.18.1. Calidad de Servicio Subjetiva
   Una alternativa y discutible definición a la calidad de servicio, utilizada especialmente en 
servicios de telefonía y "streaming", es una métrica que refleja o predice la calidad 
experimentada subjetivamente, por ejemplo la calidad de experiencia o en ingles "Quality 
of Experience (QoE)", el  rendimiento percibido por el usuario, el grado de satisfacción del 
usuario, el numero de clientes en acuerdo con el servicio o la puntuación o valoración 
subjetiva dada al servicio, red, protocolo por parte de los usuarios. En este contexto la 
calidad de servicio es el efecto acumulativo en la satisfacción de los abonados de todas 
las imperfecciones que afectan al servicio. Esta definición incluye tanto la aplicación como 
al usuario en la puntuación y demanda de una apropiada ponderación de distintas 
medidas objetivas.
   La calidad de la experiencia de servicio o en ingles "Quality of Service Experience 
(QoSE)", por otro lado, es la medida actual de la experiencia del usuario en términos de 
calidad entregada con o sin referencia a lo que ha sido prometido. Esto difiere de la 
calidad de servicio en la manera que esta únicamente definida en el contexto de la 
experiencia del usuario, pero no en la calidad de experiencia porque no es subjetiva.
   
2.18.2. Problemas
   Cuando la Internet fue desplegada por primera vez años atrás, carecía de la habilidad 
de suministrar calidad de servicio garantizada debido a las limitaciones de la capacidad de 
encaminamientos. Esta funcionaba a un nivel de calidad de servicio por defecto o "best-
effort". En cada mensaje había cuatro bits para la identificación del tipo de servicio, "Type 
of Service" y tres mas para especificar la precedencia, pero fueron ignorados. Estos bits, 
mas tarde, fueron redefinidos como "Differenciated Services Code Points (DSCP)", 
utilizados para diferenciar la calidad en la comunicación necesaria para los datos que se 
transportan y utilizados ampliamente en la Internet moderna de hoy en día
   Cuando nos fijamos en las redes de conmutación de paquetes, la calidad de servicio 
esta afectada por varios factores, los cuales pueden ser divididos en factores humanos y 
factores técnicos Los factores humanos incluyen; estabilidad del servicio, disponibilidad 
del servicio, retardos, información de usuario, etc. Los factores técnicos incluyen; 
fiabilidad, escalabilidad, efectividad, mantenibilidad, grado de servicio, etc.
   Los paquetes que viajan desde el origen al destino pueden ser afectados por una gran 
variedad de cosas, resultando en los siguientes problemas vistos desde el punto de vista 
del emisor y el receptor.
2.18.3. Paquetes perdidos
   Los encaminadores pueden errar en la entrega de algunos paquetes si estos llegan 
cuando los "buffers" están llenos. En realidad algunos paquetes o incluso todos ellos 
pueden ser perdidos durante el viaje del origen al destino. Todo ello depende del estado 
de la red y es imposible determinar con exactitud como estará la red en adelante. 
2.18.4. Retardos
   Puede tomar una gran cantidad de tiempo alcanzar el destino, en los nodos que 
intervienen en el envío de paquetes puede haber grandes colas, o tomar caminos de 
envío que están congestionados o incluso si los routers conocen de caminos en una 
situación de congestión pueden tomar otras rutas alternativa que si bien congestionadas 
no son tan directas. En algunos casos esta situación afectara claramente al rendimiento 
de la aplicación, tal como la voz sobre IP, juegos "online",  streaming, etc. hasta volver a 
los servicios inservibles.
2.18.5. Jitter
   Los paquetes desde el origen pueden alcanzar el destino con distintos retardos. El 
retardo de un paquete puede variar debido a la posición en los que se haya en las colas 
de los "routers" a través del camino desde la fuente al destino y esta posición puede variar 
imprevisiblemente. Esta variación del retardo, conocida como "jitter", puede afectar 
seriamente la calidad de "video streaming"
y "audio streaming".
   
2.18.6. Entrega en desorden
   Cuando una colección de paquetes relacionados es encaminada a través de Internet, 
distintos paquetes pueden tomar diferentes rutas,  resultando cada una en distintos 
retardos. El resultado es que los paquetes llegan al destino en un orden diferente del que 
fueron enviados. Este problema requiere de protocolos especiales adicionales 
responsables de reorganizar los paquetes una vez han alcanzado el destino. Esto es 
especialmente importante en video y IP "streaming" donde la calidad se ve 
dramáticamente afectada.
2.18.7. Errores
   Algunos paquetes son mal dirigidos y alcanzan destinos incorrectos, corruptos o ambos 
en los routers. El receptor debe detectar estos errores y o bien rechazarlos si no van 
dirigidos a este, o pedir al emisor su reenvío.
2.18.8. Aplicaciones que requieren calidad de servicio
   Una calidad de servicio definida puede ser necesitada para determinados tipos de 
trafico en la red, por ejemplo:
• "streaming" multimedia puede necesitar de un "troughput" garantizado para 
asegurar que un mínimo nivel de calidad sea mantenido.
• Televisión por IP, ofrecida como servicio desde los proveedores.
• VOIP puede requerir limites estrictos de retardos y "jitter".
• Video Tele conferencia necesita de valores bajos de retardos y "jitter".
•  Emulación de enlaces dedicados requiere de un "troughput" garantizado e impone 
valores mínimos de retardos y "jitter".
• Sistemas remotos de monitorización, donde el administrador puede querer priorizar 
una cantidad variable, y usualmente pequeña, de trafico SSH para asegurar una 
sesión incluso cuando existe una gran sobrecarga en los enlaces.
• Aplicaciones criticas pueden requerir de un nivel garantizado de disponibilidad. 
(También denominado "Hard QoS")
• Juegos "online".
• etc.
   Estos tipos de servicios son llamados inelásticos pues requieren de un determinado 
nivel de ancho de banda o latencia para funcionar. En contrate, las aplicaciones elásticas 
pueden tomar ventaja cuando únicamente esta disponible un ancho de banda reducido. 
En general las aplicaciones que relegan o corren sobre TCP son elásticas
2.18.9. Obtener Calidad de Servicio
   Cuando el gasto de mecanismos para suministrar una determinada calidad de servicio, 
está justificada, los clientes de la red y los proveedores típicamente entran en un termino 
de acuerdo contractual denominado “Service Level Agreement (SLA)”, el cual especifica 
las garantías para la disponibilidad de una red o protocolo para dar garantía a 
rendimiento, troughput, latencia.
   Un ejemplo de un protocolo para la reserva de recursos en el “Resource Reservation 
Protovol (RSVP)”. 
2.18.10. Mecanismos de Calidad de Servicio
   Una alternativa a los complejos mecanismos de control para la calidad de servicio es 
suministrar un comunicación de alta calidad a través de un generoso exceso de provisión 
de capacidad en la red para asegurar un mínimo rendimiento incluso cuando la red se 
haya en una carga máxima de trafico. Esta aproximación es simple y económica para 
redes cuya carga máxima sea predecible y de valores bajos. El rendimiento podría ser 
aceptable incluso para aquellas aplicaciones más exigentes como “video streaming”, 
donde el ancho de banda y “jitter”, drásticamente crítico, podrían ser compensados a 
través de grandes “buffers” en los receptores. 
   Los servicios comerciales de voz sobre IP son frecuentemente competitivos con el 
servicio de telefonía tradicional en términos de calidad incluso aunque los mecanismos de 
calidad de servicio usualmente no están en uso en las conexiones de los usuarios a sus 
ISP y la conexión del proveedor de VOIP a diferentes ISP.
   Bajo altas condiciones de carga, no obstante, la calidad de VOIP se degrada a la 
calidad de un teléfono móvil o pero. Las matemáticas de tráfico de paquete indican que 
una red con calidad de servicio puede gestionar cuatro veces más de llamadas con un 
“jitter” mínimo respecto a otra sin calidad de servicio. La cantidad de sobre-provisión en el 
interior de los enlaces necesaria para la sustitución por la calidad de servicio depende del 
numero de usuarios y de su tráfico demandado. Dado que la Internet de hoy día sirve 
cerca de 1.000 millones  de usuarios apenas hay una pequeña posibilidad que sobre-
proveer la red sea  una solución que permite eliminar los mecanismos de calidad de 
servicio, y menos cuando Internet vaya convirtiéndose cada vez más en un lugar común 
para las personas.
   Para redes con estrechos anchos de banda más típicas de empresas y gobiernos 
locales, los costes del ancho de banda pueden ser sustanciales y sobre-proveer es difícil 
de justificar. En estas situaciones, dos claras filosofías diferentes fueron desarrolladas.
   La primera en utilizarse fue la filosofía de “servicios integrados (IntServ)” en la reserva 
de recursos de la red. En este modelo las aplicaciones utilizaban el protocolo RSVP para 
requerir de la reserva de recursos. Mientras que los mecanismos de servicios integrados 
daban una primera solución, a medida que Internet crecía y crecía obligaba a los routers a 
la aceptación, mantenimiento de miles o posiblemente miles de decenas de solicitudes de 
reserva. El modelo de servicios integrados presentaba un déficit de escalabilidad y no 
podía adecuarse al continuo crecimiento de Internet
   
   La segunda aproximación y actualmente aceptada son los “Servicios Diferenciados 
(DiffServ)”. En este modelo los paquetes son marcados de acuerdo al tipo servicio que 
necesitan. En respuesta a estos marcajes, los routers y switches utilizan varias 
estrategias de “encolamiento” para mediar las necesidades de rendimiento. A nivel IP el 
marcaje según el modelo de “Servicios Diferenciados” en los paquetes utiliza 6 bits en la 
cabecera. A nivel MAX, VLAN IEEE 802.1Q y IEEE 802.1D puede ser utilizado para 
transportar esencialmente la misma información.
   Los routers que soportan servicios diferenciados utilizan múltiples colas para la 
transmisión de paquetes que se están a la espera en interfaces con anchos de banda 
limitado. Los fabricantes de routers suministran diferentes capacidades para configurar 
este comportamiento, incluyen el número de colas soportadas, la prioridad relativa de las 
colas y el ancho de banda reservado en cada cola.
   En la práctica, cuando un paquete debe ser reenviado desde una interfaz con una cola 
definida, los paquetes que requieren menor “jitter”, por ejemplo VOIP, son asignados con 
una prioridad por encima de otros paquetes que están en otras colas. Típicamente, 
algunos anchos de banda están asignados por defecto a paquetes de control de red, por 
ejemplo el protocolo ICMP.
   Existen gran cantidad de mecanismos adicionales para la gestión del ancho de banda, 
sin entrar en detalles y numerándolos únicamente, se exponen algunos de los más 
utilizados.
• Modelado del tráfico (limitación de tasa)
• Token bucket.
• Leaky bucket.
• TCP rate control. Para ajustar artificialmente el tamaño de la ventana TCP y así 
controlar la tasa de ACK que están siendo devueltos por el emisor.
• Programación de Algoritmos
• Weighted fair queuing (WFQ)
• Class based weighted fair queuing
• Weighted round robin (WRR)
• Deficit weighted round robin (DWRR)
• Hierarchical Fair Service Curve (HFSC)
• Evitar congestión
• RED, WRED.
• Policing – Marcaje/Eliminación de paquetes que exceden de una tasa 
comprometida
• Notificación explícita de congestión
• Buffer Tuning
   Como se ha mencionado, mientras que el mecanismo de servicios diferenciados es 
utilizado en muchas redes sofisticadas de empresas, no ha sido ampliamente desplegado 
en la Internet. Los dispositivos o nodos de intercambio son complejos y los proveedores 
de servicios no son partidarios de ofrecer calidad de servicio a través de de este tipo de 
conexiones ni están deacuerdo acerca de que políticas deben ser soportadas para 
hacerlo.
   Un claro ejemplo de la necesidad de la calidad de servicio en la Internet de hoy día 
recae directamente en la necesidad de evitar el colapso por congestión. Internet relega 
esta responsabilidad directamente en protocolos que reducen el flujo de datos cuando 
detectas problemas de retardo, pérdida de paquetes y otros, tal es el caso del protocolo 
TCP. No obstante las aplicaciones en tiempo real tal como “video streaming”, VOIP, 
televisión IP y otros no son compatibles con el modo de funcionamiento de TCP. Estas 
aplicaciones necesitadas generalmente de una gran ancho de banda y con unas latencias 
mínimas no pueden reducir la tasa de paquetes tal y como opera TCP puesto que 
afectarían drásticamente a la calidad del servicio. La calidad de servicio contrata un límite 
de tráfico que puede ser ofrecido a Internet y junto con el modelado de tráfico puede 
prever las situaciones de sobrecarga, por tanto es una parte indispensable de la habilidad 
de Internet para la gestión de tráfico en tiempo real y tráfico que no es tiempo real.
   El protocolo Modo de Transferencia Asíncrona, en inglés “Asynchronous Transfer Mode 
(ATM)”, tiene un elaborado marco de trabajo para ofrecer mecanismos de calidad de 
servicio. 
2.18.11. Niveles de Calidad de Servicio
Nivel de Prioridad Tipo de Tráfico
0 Best Effort.
1 Background.
2 Standard (Spare).
3 Excellent Load (Business Critical).
4 Controlled Load (Streaming Multimedia).
5 Voice and Video (Voz y Media interactiva), 
menos de 10ms. de latencia y “jitter”.
6 Capa 3, tráfico reservado para el control de 
red.
7 Capa 2, tráfico reservado para el control de 
red. Menor latencia y “jitter”.
Tabla 1 Niveles de calidad de servicio.
  
2.18.12. Problemas con la Calidad de Servicio
• El grupo de trabajo para la internet2 con calidad de servicio ha concluido que 
incrementar el ancho de banda es probablemente la mejor práctica en vez de 
implementar calidad de servicio.
• Protocolos para la protección de datos que ofrecen cifrado y que también incluyen 
en su cifrado las cabeceras, tal es el caso de las VPN IPSEC, impiden el análisis 
de contenidos de los paquetes y con ello dificultan la calidad de servicio.
2.18.13. Protocolos que ofrecen calidad de servicio
• Type of Service (TOS) Campo en la cabecera IP (en detrenimiento a favor de 
DiffServ).
• IP Servicios Diferenciados (DiffServ).
• Resource Reservation Protocol (RSVP).
• Multiprotocol Label Switching (MPLS) Ofrece ocho clases de calidad de servicio.
• RSVP-TE.
• Frame Relay.
• X.25.
• Algunos módems ADSL.
• Asynchronous Transfer Mode (ATM).
• IEEE 802.1p.
• IEEE 802.1Q.
• IEEE 802.11e.
• IEEE 802.11p.
• HomePNA.
   
2.18.14. Actividades estándares 
• La calidad de servicio en el campo de la telefonía fue definida en 1994 en  ITU-T 
Recommendation E.800. Esta definición es muy amplio, definiendo seis 
componentes; soporte, operabilidad, accesibilidad, integridad, seguridad y 
mantenabilidad.
• En 1998 la ITU publicó un documento, discutiendo la calidad de servicio en el 
campo de las redes de datos, ITU-T Recommendation X.641. X.641 ofrece un 
significado de desarrollo o mejora de estándares relacionados con la calidad de 
servicio y proveer conceptos y terminología para el mantenimiento de consistencia 
de estándares relacionados.
• El principal organismo para la calidad de servicio es la IETF para la definición de 
servicios diferenciados en Ipv4 e Ipv6 (RFC 2474) y el protocolo RSVP (RFC 
2205). La IETF también ha publicado dos RFCs, dando un fondo para la calidad de 
servicio RFC 2990: Next Steps for IP QoS Architecture y RFC 3714: IAB Concerns 
Regarding Congestion Control for Voice Traffic in the Internet.
2.19. SLA
2.19.1. Introducción
   SLA o Service Level Agreement, traducido como Acuerdo de Nivel de Servicio, es un 
documento habitualmente anexo al Contrato de Prestación de Servicios. En el SLA se 
estipulan las condiciones y parámetros que comprometen al prestador del servicio 
(habitualmente el proveedor) a cumplir con unos niveles de calidad de servicio frente al 
contratante de los mismos (habitualmente el cliente).
   A diferencia de los productos tangibles que se pueden ver, tocar o manipular, los 
servicios se basan en la “confianza” que deposita el cliente frente al proveedor por 
diferentes motivos como la empata, el conocimiento o el prestigio. La confianza es un 
término subjetivo. La fórmula que permite definir una serie de medidas objetivas que 
comprometen al proveedor a ofrecer determinado nivel de calidad es mediante el SLA.
   Es importante que las condiciones de calidad afecten a todos los elementos implicados 
en el servicio y que en el SLA se especifiquen los términos y parámetros sobre los que se 
adquiere el compromiso en el servicio, se indique el modo de cálculo (métrica e intervalos) 
del índice de cumplimiento, cuál es el objetivo pactado; indicando el valor o márgenes de 
referencia, cuáles las posibles compensaciones por incumplimiento y por último las 
exclusiones o limitaciones en dichos cálculos.
2.19.2. ¿Qué  debe incluir el SLA?
   Los apartados que debe incluir, referente al servicio, son:
• Definición: Descripción de las características del servicio.
• Provisión: Tiempo transcurrido desde la firma del pedido o contrato hasta la 
entrega o puesta en marcha del servicio.
• Disponibilidad: Se trata del aspecto fundamental en el Acuerdo de Nivel de Servicio 
y es necesario que contemple la plataforma tecnológica (sistemas), las 
comunicaciones y el soporte técnico.
• Atención al cliente: Describe el método a seguir por el cliente frente a incidencias o 
consultas sobre el servicio. Es vital un soporte técnico cualificado y eficiente para 
asegurar el nivel de servicio adecuado.
• Tiempo de respuesta: Compromiso de tiempo mínimo en cuanto a resolución de 
incidencias.
• Mantenimiento: Condiciones sobre el mantenimiento, reparación y las posibles 
intervenciones que afecten al servicio de forma programada.
• Penalizaciones: Garantías y compensaciones relativas al incumplimiento del nivel 
de servicio comprometido
   Aunque el documento SLA permite, mediante medidas objetivas, transmitir el nivel de 
calidad del servicio ofrecido por el proveedor, es conveniente tener en cuenta otros 
factores subjetivos que ayudan a tomar la decisión correcta en la elección del proveedor 
de servicios más adecuado.
   Existen múltiples organizaciones que ayudan en la confección del SLA y que disponen 
de modelos de contratos personalizados. Respecto a la implantación de los mismos es 
conveniente tener como objetivo la mejora de la eficacia y la optimización de los procesos 
y no cometer errores como detallar demasiada complejidad técnica o niveles de servicio 
inalcanzables.
En los nuevos entornos cada vez más complejos; las nuevas redes de comunicaciones 
que permiten la convergencia de datos, voz y video basadas en el protocolo IP, y las 
nuevas tecnologías y aplicaciones (XML, Java, .NET, PHP, servicios Web, operaciones y 
aplicaciones de servicios de soporte para empresas (OSS/BSS)), hacen que los 
proveedores de telecomunicaciones, los proveedores de servicios de aplicaciones (ASP), 
los proveedores de servicios de Internet (ISP), los proveedores de equipos de red (NEP), 
los proveedores de software independientes (ISV) y los integradores de sistemas (SI) 
mejoren la calidad de sus servicios y definan medidas objetivas descritas en los Acuerdos 
de Nivel de Servicio para garantizar el servicio comprometido.
3. Diseño de la aplicación
Una vez planteado un estudio teórico debemos empezar con las distintas tareas que 
permitirán llegar a la finalización de una implementación, como solución al problema 
original, y a su análisis de rendimiento con la intención de conocer sus prestaciones.
3.1. ¿Cuál es el diseño de la solución?
El diseño perseguido en nuestro estudio debe ser distribuido en la medida de lo posible 
y escalable. La necesidad de un diseño distribuido recae en el propio entorno en el que se 
implementa nuestro sistema. El sistema debe ser capaz de gestionar una red P2P en un 
proyecto futuro. En tales redes los nodos se conectan y desconectan continuamente 
además de tratarse de nodos pares, iguales o de clientes y servidores a la vez. El sistema 
debe ser diseñado desde sus cimientos teniendo en mente que la red de clientes y 
servidores es totalmente dinámica. Este tipo de redes puede llegar a ser muy insegura, 
esta es otra de las características negativas de la red que debemos corregir. Además no 
podemos diseñar un sistema estático ya que este tipo de redes cambian continuamente 
con el tiempo, nuestra solución tiene que ser fácilmente ampliable a las nuevas 
situaciones o servicios que quieran incorporarse.
Cada elemento o aspecto que interviene en nuestra red; gestor, interfaz web, servidor 
de contenidos, cliente, seguridad, etc. debe ser solucionado de modo independiente, cada 
uno actuará por su cuenta siempre bajo la supervisión de un gestor.
Toda acción sera únicamente realizada bajo la aprobación de un gestor.
Anteriormente ya se han citado los elementos mas significativos que formarán parte de 
nuestra red. Todos ellos se comunicarán vía red TCP/IP y por encima de este nivel los 
protocolos de aplicación, por supuesto. Con ello conseguiremos un sistema totalmente en 
red donde los elementos podrán estar ubicados en zonas geográficas diferentes. 
Cada elemento de la red estará diseñado a través de otros elementos, estos elementos 
nuevos o subelementos implementarán un conjunto de funcionalidades reducidas, es el 
conjunto de todos ellos que dará lugar al servicio que publica. Con ello conseguimos que 
los elementos sean fácilmente sustituibles con la intención de dar lugar a mejoras e 
incluso ampliaciones futuras. Todos estos subelementos y elementos de la red se 
comunicarán por un conjunto de interfaces publicadas a través de protocolos. Así 
conseguiremos, una vez sabida dicha interfaz, añadir fácilmente nuevos elementos y 
obtener un sistema fácilmente ampliable o escalable. Damos solución de este modo, a 
aquella necesidad de un sistema fácilmente escalable dado el entorno en el que trabaja.
Anteriormente ya se ha introducido cuáles son los servicios que componen nuestro 
sistema, en las futuras secciones ampliaremos tales descripciones hasta el punto de 
describir con detalle su diseño, implementación y funcionamiento.
3.2. Servicios, comunicación y protocolos
Al intentar describir el sistema con detalle podemos abordar el problema de dos 
maneras diferentes. La primera es tratar a cada recurso o elemento del sistema de 
manera independiente y describirlo con todo detalle, la segunda es a través del conjunto 
de servicios que ofrece nuestro sistema. Estos servicios estarán, por supuesto, 
constituidos de otros elementos mas pequeños, pero al atacar el problema desde un 
punto de vista de servicio y por tanto lo que realmente se ofrecerá al usuario convencional 
o al administrador dará una visión más cómoda, más abstracta o sencillamente de más 
alto nivel, además  más comprensible de lo que realmente constituye nuestro sistema. Por 
ello abordaremos inicialmente la descripción del diseño, implementación y funcionamiento 
del sistema desde el punto de vista de servicios. Para ello daremos una descripción global 
de nuestro sistema y explicaremos qué consideramos como servicios y qué constituyen 
tales servicios.
El sistema puede ser dividido en varias partes:
1a. parte: interfaz de comunicación de usuario – portal “web”.
2a. parte: gestión de políticas
3a. parte: comunicación gestor – servidores de contenidos.
4a. parte: comunicación clientes – servidores de contenidos.
Es importante destacar que los objetivos de este proyecto son la 1a. y 2a. parte y 
las que han sido abordadas con total profundidad, no obstante con la intención de 
ofrecer una solución completa se presentan igualmente la 3a. y 4a. parte, aunque 
son de carácter voluntario y únicamente ofrecen una solución, no una solución 
óptima.
Cada una de las “partes” citadas anteriormente constituyen el conjunto global de 
servicios de nuestro sistema. Cada una de ellas tiene una funcionalidad determinada y da 
respuesta a las distintas necesidades; interacción del usuario con el sistema (1a. Parte), 
gestión de recursos (2a. Parte), gestión de contenidos (3a. Parte) e interacción entre 
clientes y servidores (4a. Parte).
3.3. Diagrama de red
En la siguiente figura  se presentan los servicios que constituyen nuestro entorno. En 
ella veremos el conjunto de aplicaciones que intervienen y la interacción entre ellas.
Siguiendo la siguiente figura enumeraremos todos los elementos.
El usuario o cliente dispondrá de dos herramientas; un navegador “web” (“browser”) y 
un cliente “video streaming” (“vs”).
El gestor es el elemento principal, dispondrá del recipiente de políticas “LDAP” y de una 
base de datos “SQL” para la gestión de tareas globales del sistema.
El servidor de contenidos, en nuestro caso servidor “video streaming” (“vs server”) 
también posee una base de datos “SQL”, pero a diferencia de la del gestor ésta 
únicamente posee las tareas del propio servidor y no las de los demás.
Entre gestor y servidor de contenidos se establecerá una comunicación segura 
mediante el protocolo “kerberos”, para poder localizar correctamente las máquinas se 
hará uso de un servidor “DNS”.
En las siguientes figuras 5, 6 y 7 se presenta un esquema completo de todos los 
elementos que intervienen, es de especial importancia la figura número 5 que expone la 
composición de todos los elementos del gestor, así mismo la figura 6 muestra la 
comunicación entre gestor y servidores de videostreaming y finalmente la figura número 7 
la composición de los servidores de videostreaming, no obstante es importante recordar 
que la comunicación entre gestor y servidores de contenidos y composición de los 
servidores de contenidos es de carácter opcional en este proyecto, únicamente ha sido 
presentada una solución para poder ofrecer un sistema completo.
Figura 5. Elementos gestor.
En la figura 5 se muestran todos los elementos que intervienen en la composición del 
gestor, esta figura es sumamente parecida a la figura 4 del capítulo 2 (referirse al capítulo 
2, figura 4). No obstante la figura 5 complementa la figura 4, donde se incluye el servicio 
de descripción de contenidos, punto no. (5) y los procesos (a) y (b).
Tal y como se ha comentado anteriormente en el capítulo 2.12 y 13, el servidor de 
descripción de contenidos es utilizado por el decisor. El decisor en base a las condiciones 
de las reglas de las políticas debe consultar por las características de los contenidos de 
videostreaming, especialmente por la licencia y formato. Así pues, el decisor dispone de 
comunicación con el servidor de características.
La parte más importante o novedosa respecto a la figura 4 son los puntos (a) y (b). 
Cuando un usuario genera una petición de contenidos de videostreaming, ésta petición es 
almacenada en una base de datos SQL. En el mismo gestor existe un programador de 
tareas unix, “cron”, que continuamente invoca a un programa implementado en “perl”, esto 
es el punto (a). Este programa consulta la base de datos y cuando encuentra nuevas 
consultas generadas se comunica con los servidores de contenidos de videostreaming 
para actualizar sus tareas, esto es el punto (b). La comunicación entre este programa 
implementado en perl y los servidores se muestra en la figura 6.
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Figura 6. Comunicación entre gestor y servidores de contenidos.
En la figura 6 se muestra el orden en el que intervienen los elementos para una 
comunicación segura entre gestor y servidores. Esta comunicación no realiza integridad 
de mensajes, pero sí autenticidad e integridad, además de autentificación fuerte entre 
gestor y servidores, ello es debido al uso del protocolo kerberos. El capítulo 4.9 está 
dedicado a kerberos y a su funcionamiento.
El proceso implementado en perl y lanzado desde el cron inicia una sesión telnet contra 
los servidores. Esta sesión telnet tiene integrado el protocolo kerberos, así la primera 
acción que realiza el cliente telnet del gestor es preguntar al servidor DNS cuál es el 
servidor kerberos (1), después consulta al servidor kerberos (2) para obtener un sesión 
segura contra el servidor. Finalmente el gestor solicita la sesión contra el servidor (3). El 
servidor realiza un proceso parecido pero en sentido contrario, para ello consulta al 
servidor kerberos para establecer una comunicación contra el gestor, estos son los puntos 
(4), (5) y (6).
Más adelante en el capítulo 4.9 se expone en detalle el funcionamiento de kerberos, 
ahora en forma resumida, kerberos permite establecer sesiones contra un servidor, en 
esta sesión el cliente se autentifica contra el servidor y así mismo el servidor se autentifica 
contra el cliente, todo ello gracias al uso de unos tickets de sesión que son cifrados 
mediante las claves de cliente y servidor, de este modo se consigue doble autentificación.
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Figura 7. Elementos del servidor de contenidos.
En la figura 7 se muestran los elementos que componen el servidor de contenidos, 
puede observarse que la consulta llega al servidor mediante un proceso unix (1), este 
proceso unix es un servidor telnet que permite establecer sesiones y que integra el 
protocolo kerberos. Cuando el gestor establece una sesión contra el servidor de 
contenidos ejecuta un pequeño programa implementado en perl a través de la sesión 
telnet, este programa actualiza la base de datos local, que es la base con las tareas que 
debe servir el servidor de contenidos de videostreaming (2). Paralelamente existe un 
programador de tareas “cron” (a) que ejecuta un programa en perl que a su vez consulta 
la base de datos local y actualiza los ficheros del servidor de videostreaming a publicar 
(b).
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Posteriormente el cliente se conecta mediante un cliente de videostreaming contra el 
servidor y paralelamente el gestor monitoriza la red por si fuera necesario actuar para 
poder ofrecer una calidad de servicio. No obstante la comunicación entre cliente de 
videostreaming y servidor de videostraming y el control de recursos de la red del 
gestor no forman parte de este proyecto.
Los capítulos posteriores están centrados en la implementación de los servicios, qué 
elementos los conforman, cuáles han sido las decisiones tomadas y sin intentar ser 
exageradamente exhaustivo se ofrece una visión muy completa de todas las partes 
integrantes.
4. Desarrollo de la aplicación
4.1. Interfaz web
El esquema o el modelo de ventana de la interfaz “web” ha sido diseñado siguiendo un 
típico modelo con el menú a la izquierda y los contenidos de las páginas a la derecha.
En la siguiente imagen puede verse la ventana de inicio de nuestra interfaz “web”, en 
ella se observa claramente el esquema comentado anteriormente. 
Imagen 1. Página de inicio interfaz web
En las siguientes imágenes se subrayan las secciones que contiene la página. 
4.1.1. Cabecera
La cabecera es común a todas las páginas en ella podemos ubicar cualquier imagen.
Imagen 2. Cabecera interfaz web
Enlaces de cabecera:
Son enlaces que pretenden facilitar al usuario el acceso a algunos servicios de nuestro 
portal. Estos enlaces pueden ser eliminados, modificados o añadidos más enlaces.
Imagen 3. Enlaces cabecera interfaz web 
4.1.2. Menú
En él encontraremos todos los enlaces a los servicios de nuestro portal “web”. Éstos 
son “video streaming”, “Búsqueda de contenidos”, “Inicio de Sesión”, “Registro”, “Cierre de 
Sesión” y por último el acceso al perfil del usuario, que permite comprobar cuáles han sido 
los contenidos contratados y los datos personales del usuario.
Imagen 4. Menú Navegación Interfaz Web
4.1.3. Estado de Sesión
Refleja cuál es el estado de la sesión. Cuando no se ha realizado ninguna 
autentificación o cuando se ha cerrado una sesión de usuario, el estado de sesión será 
“OFF”, por el contrario el se mostrará el nombre de usuario con el que se ha iniciado una 
nueva sesión o una sesión existente.
Imagen 5. Indicador de estado de sesión “off”
Imagen 6. Indicador de estado de sesión “on”
4.1.4. Contenidos
Cada una de las páginas web de nuestro portal tiene sus propios contenidos, en la 
siguiente imagen se muestran los contenidos de la página de inicio. Dado que se trata de 
una pagina introductoria a nuestro portal, en ella se muestra una breve explicación y los 
enlaces a todos los servicios.
Imagen 7. Contenidos página inicio interfaz web
4.1.5. Pie de página
Se trata de una imagen que puede ser sustituida por cualquier otra, añadiendo si es 
necesario enlaces, videos flash, etc.
Imagen 8. Pié de página interfaz web
4.1.6. Inicio de Sesión
Seleccionamos en el menú de navegación de la izquierda el enlace “Iniciar Sesión”.
Imagen 9. Enlace inicio sesión interfaz web
En la sección de la derecha de la página, los contenidos, veremos que aparece un 
formulario, rellenamos los campos con los mismos valores que lo hicimos en el formulario 
de registro y pulsamos enviar.
Imagen 10. Formulario autentificación interfaz web
Si todo ha ido bien veremos que en los contenidos aparece el siguiente mensaje:
Imagen 11. Autentificación correcta
Ademas la sección del estado de sesión veremos como la imagen mostrada ha 
cambiado y ahora aparece el nombre del usuario con el que se ha realizado la 
autentificación.
Durante el proceso de autentificación el sistema consulta las políticas, éstas indican que 
primero debe comprobarse si se han recibido los datos, después la existencia del usuario 
en la base de datos y finalmente contrastar la contraseña enviada en el proceso de 
autentificación y la contraseña de la base de datos del usuario, si en algún momento 
hemos cometido un error veremos que el sistema devuelve uno de estos mensajes:
Imagen 12. Error autentificación falta usuario
Imagen 13. Error autentificación, no existe en la base de datos 
Imagen 14. Error autentificación, contraseña incorrecta 
Imagen 15. Error autentificación, sesión ya establecida
4.1.7. Registro
Seleccionamos en el menú de navegación de la izquierda el enlace “Regístrate”.
Imagen 16. Enlace registro
El proceso de registro permitirá acceder al servicio de añadir nuevos usuarios al 
sistema, únicamente deberemos rellenar los campos de un formulario. En la definición de 
las políticas se ha aplicado un conjunto de restricciones que ahora comentaremos, estas 
restricciones son fácilmente modificables y se explicaran en el capítulo destinado a 
políticas del presente trabajo.
Las restricciones que aplica en el momento de añadir un nuevo usuario al sistema es 
que debe ser otro usuario ya existente en el sistema el que haga el proceso de registro. 
Podemos ver cierto parecido en el servicio de correo de “google”. Únicamente usuarios ya 
registrados podían enviar invitaciones a otros usuarios. No obstante y como se acaba de 
comentar, gracias a la gestión basada en políticas podrá fácilmente y sin apenas esfuerzo 
modificar este comportamiento.
En la siguiente imagen podemos ver el formulario a rellenar para completar un nuevo 
registro de usuario. Como siempre este formulario estará ubicado en la sección de 
contenidos de nuestras páginas “web”.
Imagen 17. Formulario registro
No todos los campos del formulario son obligatorios. De hecho los campos “Apellido y 
2o. Apellido” son opcionales y pueden omitirse, los demás si son obligatorios.
Si el proceso finaliza correctamente podremos ver el siguiente mensaje, de lo contrario 
nos informará de cuál ha sido el error ocurrido.
Imagen 18. Registro correcto
Algunos de los posibles mensajes de error pueden visualizarse en las siguientes 
imágenes.
Imagen 19. Error registro, falta usuario
Imagen 20.  Error registro, el usuario ya existe
Imagen 21. Error campos registro
Imagen 22. Error registro, no dispone de permisos
4.1.8. Cierre de Sesión
Seleccionamos en el menú de navegación de la izquierda el enlace “Cierre de Sesión”.
Imagen 23. Enlace cerrar sesión
En la sección de contenidos pulsaremos en el botón “Cerrar sesión” para cerrar la 
sesión. No obstante si no realizamos el cierre de sesión nosotros mismos, después de un 
periodo de inactividad el sistema cerrará la sesión automáticamente. Este periodo de 
inactividad es programable a través de los archivos de configuración de “Apache Tomcat”.
Imagen 24. Formulario cierre de sesión
Si todo ha ido correctamente veremos el siguiente mensaje
Imagen 25. Cierre de sesión correcto
Además en la sección de control del estado de sesión veremos como cambia su valor 
hacia “OFF”.
Si intentamos cerrar la sesión cuando nuestra sesión ya ha sido cerrada veremos el 
siguiente mensaje.
Imagen 26. Error cierre sesión, no existe ninguna sesión
4.1.9. VideoStreaming
La sección de “video streaming” es la sección de contenidos de “video streaming” del 
sistema, en ella podremos buscar los contenidos existentes. Navegaremos a lo largo del 
conjunto de páginas que constituyen esta sección y si así lo deseamos solicitaremos al 
sistema la adquisición de un nuevo contenido.
A diferencia de las otras secciones del portal que hemos visto ésta está organizada en 
categorías, mientras que las anteriores únicamente eran secciones que no contenían 
categorías, ello es debido a la propia característica del servicio, en “video streaming” los 
contenidos son clasificados en categorías, cada categoría contendrá un conjunto de 
contenidos.
Las categorías agrupan aquellos contenidos que comparten un mismo criterio de 
clasificación. En nuestro sistema tales criterios de clasificación son:
• Acción
• Comedia
• Drama
• Todas las categorías
Seleccionaremos un contenido para acceder a su descripción y si así lo deseamos 
solicitaremos su adquisición. Cuando solicitemos contenidos accederemos a un formulario 
que nos permitirá indicar al sistema qué contenido deseamos, en qué formato y cuando lo 
deseamos. 
En este punto el gestor, a través de las políticas, debe consultar si se disponen de 
licencias de distribución para el formato y el momento que el usuario solicita, si es así el 
gestor cursará la orden del usuario.
Para acceder a la sección de “video streaming” pulsaremos en el enlace del menú de 
navegación de la izquierda.
Imagen 27. Enlace video streaming
Al acceder a los contenidos de “video streaming” por vez primera se listaran los 
contenidos de todas las categorías, podremos utilizar los enlaces de las categorías para 
listar únicamente aquellos que deseemos.
Imagen 28. Contenido video streaming
Si seleccionamos una de las categorías veremos como únicamente los elementos 
listados son reemplazados por los elementos de la categoría seleccionada, mientras el 
resto de la página “web” queda totalmente inalterada, ello es gracias al uso de la 
tecnología AJAX. Como ya se ha comentado anteriormente gracias a la tecnología AJAX 
podemos minimizar los cálculos computacionales en el servidor y reducir el ancho de 
banda en la transferencia de los datos, ya que únicamente enviamos la parte de la página 
“web” sustituida.
Imagen 29. Categorías
En este punto podemos seleccionar de los elementos listados el formato que deseemos 
y iniciar el proceso de solicitud de adquisición de un contenido o podemos pulsar en el 
enlace del nombre del contenido y acceder de este modo a su descripción.
Imagen 30.  Descripción artículo
Imagen 31. Selección de formato 1
Hasta aquí hemos visto el conjunto de ventanas de la sección de video streaming que 
nos permiten listar los contenidos de qué dispone el sistema. Si así lo quisiéramos ahora 
solicitaríamos un nuevo contenido. Para ello pulsaríamos en uno de los dos botones 
“Adquirir”, el primero está en el listado de las categorías y el segundo en la descripción de 
uno de los contenidos.
Imagen 32. Selección de formato 2
Imagen 33. Error selección de formato, falta de permisos
Cuando solicitemos un nuevo contenido debemos estar autentificados previamente, de 
lo contrario el sistema nos denegará el servicio. Si pulsamos cuando no estemos 
autentificados veremos el siguiente mensaje
Si previamente hemos realizado la autentificación podremos acceder al servicio de 
negociación con el sistema.
Imagen 34. Formulario de negociación
En la página de negociación de video streaming con el sistema veremos dos pequeños 
recuadros. El primero de ellos contiene los datos que identifican el contenido que hemos 
seleccionado previamente. El segundo permite seleccionar en qué momento querremos la 
distribución del contenido. 
El sistema mediante el uso de políticas utiliza el criterio de asignación de recursos en 
ellas descrito. Si los datos seleccionados por el usuario son correctos y hay disponibilidad 
de recursos el sistema añadirá el contenido en la lista de contenidos adquiridos por el 
usuario y mostrará un mensaje de confirmación al usuario.
Si se ha producido algún error el sistema nos informará. Posibles errores son el solicitar 
un contenido en un instante de tiempo anterior al actual, el no haber licencias para 
distribuir el contenido y la falta de recursos de red en el sistema.
4.1.10. Zona Privada
La zona privada nos permite acceder a nuestros datos personales. En ella podemos ver 
cuáles son los datos introducidos durante el proceso de registro y los contenidos 
adquiridos.
Hay que pulsar en el enlace de navegación de la izquierda, “Zona Privada”, entonces 
aparecerá el siguiente contenido:
Imagen 35. Formulario acceso zona privada
Debemos confirmar el acceso pulsando el botón, no obstante dado que este servicio 
está restringido a usuarios del sistema, si no estamos autentificados el sistema nos 
rechazará la solicitud.
Imagen 36. Error acceso zona privada, falta de permisos
Por el contrario si estamos autentificados podremos acceder a nuestra zona privada. En 
ella veremos tres enlaces; “Datos de usuario”, “SLA's Contratadas” y “Borrar cuenta”.
Imagen 37. Menú zona privada
Si pulsamos en el enlace “Datos de usuario” veremos los valores de los campos que 
hemos utilizado durante el proceso de registro.
Imagen 38. Perfil usuario
En el enlace de “SLA's Contratadas” accederemos a los contenidos que hemos 
contratado.
Imagen 39. SLA contratadas 1
Imagen 40. SLA contratadas 2
Si pulsamos en el enlace de eliminar cuenta el sistema nos pedirá una confirmación. 
Imagen 41. Formulario eliminar perfil
4.2. Gestión basada en políticas (introducción)
4.2.1. Introducción
Una política es un conjunto de reglas u otras políticas Una regla es un conjunto de 
condiciones y acciones, donde en caso de cumplimiento de las condiciones se ejecutan 
las acciones.
Las políticas de un sistema definen su comportamiento, esto es, para toda consulta las 
políticas definen una respuesta. En un entorno basado en políticas las consultas son 
analizadas y convertidas a un conjunto de nombres de atributos y valores de atributos. 
Tales nombres y valores de atributos son utilizados como entrada al sistema de políticas. 
De este modo estas entradas sirven para la selección de políticas y evaluación de las 
condiciones. Una a una son evaluadas las condiciones de las reglas, al evaluar como 
ciertas las condiciones de determinada regla se ejecutan las acciones que en ella indica y 
así se obtiene una respuesta a la consulta original.
Un sistema basado en políticas permite en definitiva definir el comportamiento del 
sistema. El modo de actuar para cada una de las situaciones en las que puede verse 
inmerso el sistema debe estar perfectamente contemplado en las políticas. Esto en 
general ocasiona un aumento del esfuerzo en el desarrollo del sistema, no obstante al 
final se obtiene la posibilidad de ofrecer un comportamiento del sistema fácilmente 
modificable y escalable.
Con un correcto diseño que sea lo suficientemente genérico podemos fácilmente 
cambiar totalmente el comportamiento del sistema mediante la edición de sus políticas. 
Nuestro sistema tenia algunos objetivos, entre ellos el poder ser un sistema escalable, 
fácilmente mantenible y en la medida de lo posible distribuido. De este modo el diseño y la 
implementación del sistema debe perseguir tales objetivos.
En nuestro entorno los usuario u otras maquinas de la red se comunican con los 
servicios a través de una interfaz. Estos servicios son la “interfaz web” en caso de ser un 
usuario y algunos protocolos simples desarrollados por nosotros mismos en caso de ser 
otras maquinas, además de otros protocolos “opensource”. Estas interfaces permiten una 
comunicación con los elementos que componen el gestor. En este capítulo mostraremos 
qué elementos componen el gestor y los analizaremos uno a uno desde que se recibe una 
consulta hasta que se da una respuesta.
En la siguiente figura puede observarse los elementos que componen el gestor, estos 
son; interfaz de comunicación con los otros recursos del sistema, ejecutor, interfaz de 
comunicación con el decisor y finalmente las políticas.
Figura 8. Elementos que intervienen en una consulta
La figura anterior muestra qué elementos y en qué orden intervienen desde la recepción 
de una consulta hasta el envío de una respuesta. La conclusión de la necesidad de estos 
elementos ya se ha expuesto en la parte teórica de este estudio, en este punto 
exponemos su implementación y las herramientas utilizadas.
El orden lógico en el que intervienen los elementos de la figura anterior es de abajo 
hacia arriba, es decir “Interfaz”, “Ejecutor”, “Interfaz D-E”, “Decisor” y finalmente 
“Políticas”, no obstante el orden en el que han sido diseñados e implementados es justo el 
contrario de arriba hacia abajo. 
El orden lógico de desarrollo responde a la necesidad de plantear el problema desde 
las capas más abstractas a las capas más físicas. De hecho podemos ver un cierto 
paralelismo en el modelo de capas “TCP/IP”, para poder llegar a una solución siempre se 
plantea desde el nivel más próximo al nivel humano, o en su defecto, un nivel abstracto, 
hacia el nivel más lógico o físico. Esto permite abordar el problema desde una visión más 
general hacia una visión más particular.
Otra razón para el diseño e implementación en el orden “de arriba hacia abajo” se debe 
a la comunicación entre elementos de capas superiores e inferiores. Cada elemento 
define al fin y al cabo una pequeña interfaz de comunicación con el elemento de la capa 
superior, cada interfaz de comunicación con el elemento de la capa superior depende de 
la interfaz hacia el elemento de la capa inferior. No obstante el nivel de “Políticas” no 
presenta ningún otro elemento de más alto nivel lo que permite empezar a trabajar en ese 
punto e ir descendiendo.
Interfaz
Ejecutor
Decisor
Politicas
Consulta Respuesta
Interfaz D-E
Cada elemento ha sido diseñado con independencia de los elementos de las otras 
capas, únicamente en su implementación y a razones de consistencia se ha mantenido un 
mismo lenguaje de programación, a excepción de aquellas situaciones en las que el uso 
de otro lenguaje suponía notable mejoras.
En la figura 2 es de especial importancia el orden en el que intervienen los diferentes 
componentes desde la llegada de una consulta hasta la respuesta. Puede observarse 
como en la llegada la consulta pasa directamente al decisor a través de una interfaz de 
comunicación, así cuando llega una consulta al servidor web se utiliza JavaBeans como 
interfaz de comunicación entre el servidor web y el decisor. El decisor utiliza el recurso de 
las políticas para tomar una decisión y finalmente se comunica con el ejecutor para 
ofrecer una respuesta. Puede observarse como entre decisor y ejecutor existe igualmente 
una interfaz de comunicación, ello es debido a que se separan totalmente las funciones 
de decisión de las de ejecución. Además, pese a que en este proyecto decisor y ejecutor 
se encuentran en la misma máquina, en lineas generales decisor y ejecutor estarán en 
diferentes máquinas, inclusive que haya más de un ejecutor. Si se supone por un 
momento una red de transporte, donde cada nodo tiene un ejecutor, a modo de agente, 
capaz de modificar los parámetros de las colas de transmisión, reserva de anchos de 
banda según servicio, etc. habrá un decisor capaz de comunicarse con cada uno de los 
ejecutores de los nodos, en este sentido decisor y ejecutores se comunican a través de 
una interfaz, que según la figura 2 ha sido denominada “interfaz D-E”.
4.2.2. Tecnologías
En la parte teórica se abordaron un conjunto de necesidades y una solución a esas 
necesidades. Tal solución respondía a los estándares “PCELS,PCLS,PCIMe y PCIM”, 
siendo el primero la última revisión y el último de la lista el más antiguo de los que se 
presentan. Éstos son modelos que intentan compatibilizar los sistemas basados en 
políticas. En ellos se propone un conjunto de “clases LDAP” utilizadas para el almacenaje 
de la información.
Estos estándares son modelos de información orientados a objetos para representar 
información de políticas. Las clases de políticas son suficientemente genéricas para 
permitir representar políticas con cualquier fin. No obstante fueron inicialmente diseñadas 
para el uso de Calidad de Servicio para, servicios diferenciados y servicios integrados, 
además de calidad de servicio para el protocolo IPSEC. Sin embargo a medida que han 
ido evolucionando se han convertido cada vez más en modelos genéricos, no obstante 
hay que tener siempre presente que sus raíces responden a necesidades de modelos de 
políticas para calidad de servicio. 
El estándar utilizado en este desarrollo ha sido el modelo “PCELS”, no obstante este 
estándar  depende de su estándar  anterior “PCLS” y así sucesivamente en el orden en el 
que se han nombrado anteriormente. Por ello enfatizaremos el uso de “PCELS” y 
haremos referencia a la clases de los modelos anteriores cuando sea necesario.
Dado que estos estándares se apoyan totalmente en LDAP antes de entrar en 
profundidad con la edición de las políticas comentaremos brevemente su funcionamiento. 
También se ha utilizado un cliente LDAP, pero por su sencillez su uso no va a ser 
explicado. 
Las herramientas utilizadas en este punto son OpenLDAP, una implementación 
“OpenSource” del servicio directorio LDAP y Jxplorer un “cliente” o “browser” LDAP.
4.3. Almacén de políticas (LDAP, servicio directorio)
LDAP (“Lightweight Directory Acces Protocol” o “Protocolo ligero de acceso a 
directorios”) es un protocolo de tipo cliente-servidor para acceder a un servicio de 
directorio.
Se usó inicialmente como un Front-end o interfaz final para x.500, pero también puede 
usarse con servidores de directorio únicos y con otros tipos de servidores de directorio.
4.3.1. ¿Qué  es un directorio?
Un directorio es una base de datos no relaciones, en general contiene información más 
descriptiva y basada en atributos, donde la información se almacena en forma de árbol 
igual que un sistema de ficheros de un sistema operativo.
La información contenida en un directorio normalmente se lee mucho más de lo que se 
escribe. Como consecuencia los directorios no implementan normalmente los 
complicados esquemas para transacciones o esquemas de reducción que las bases de 
datos utilizan para llevar a cabo actualizaciones complejas de grandes volúmenes de 
datos. Las actualizaciones en un directorio son usualmente cambios sencillos de todo o 
nada, si es que permiten algo.
Los directorio están para proporcionar una respuesta rápida a operaciones de 
búsqueda o consulta.
Pueden tener capacidad de replicar información de forma amplia, con el fin de aumentar 
la disponibilidad y fiabilidad, y a la vez de reducir el tiempo de respuesta. Cuando se 
duplica la información de un directorio, pueden aceptarse inconsistencias temporales 
entre la información que hay en las réplicas, siempre que finalmente exista una 
sincronización.
Hay muchas formas de proporcionar un servicio de directorio. Los diferentes métodos 
permiten almacenar en el directorio diferentes tipos de información, establecer requisitos 
diferentes para hacer referencias a la información, consultarla y actualizarla, y la forma en 
que protege al directorio de accesos no autorizados. Algunos servicios de directorio son 
locales, proporcionando servicios a un contexto restringido. Otros servicios son globales, 
proporcionando servicio en un contexto mucho más amplio.
4.3.2. ¿Un directorio LDAP es una base de datos?
El sistema gestor de una base de datos (Database Mangement System o DBMS) de 
Sybase, Oracle, Informix o MySQL, entre otros, es usado para procesar peticiones o 
actualizaciones a una base de datos relacional. Estas bases de datos pueden recibir 
cientos o miles de órdenes de inserción, modificación o borrado por segundo.
Un servidor LDAP es usado para procesar peticiones a un directorio LDAP. Pero LDAP 
procesa las órdenes de borrado y actualización de un modo muy lento.
LDAP no está diseñado para procesar ciento o miles de cambios por minuto como los 
sistemas no relacionales, sino para realizar lecturas de datos de forma muy eficiente.
4.3.3. Funcionamiento de LDAP
El servidor de directorio LDAP se basa en un modelo cliente-servidor.
Uno o más servidores LDAP contienen los dato que conforman el árbol de directorio 
LDAP o base de datos troncal, el cliente LDAP se conecta con el servidor LDAP y hace 
una consulta. El servidor contesta con la respuesta correspondiente, o bien con un 
indicación de donde puede el cliente hallar más información. No importa con qué servidor 
LDAP se conecte el cliente ya que siempre observará la misma vista del directorio; el 
nombre que se le presenta a un servidor LDAP hace referencia a la misma entrada a la 
que haría referencia en otro servidor LDAP.
4.3.4. Ventajas en el uso de LDAP
Un  directorio LDAP destaca sobre los demás tipos de base de datos por las siguientes 
características.
• Es muy rápido en la lectura de registros.
• Permite replicar el servidor de forma muy sencilla y económica.
• Muchas aplicaciones de todo tipo tienen interfaces de conexión a LDAP y se 
pueden integrar fácilmente.
• Dispone de un modelo de nombres globales que asegura que todas las entradas 
son únicas.
• Usa un sistema jerárquico de almacenamiento de información.
• Permite múltiples directorios independientes.
• funciona sobre TCP/IP y SSL/TLS.
• La mayoría de aplicaciones disponen de soporte para LDAP.
• La mayoría de servidores LDAP son fáciles de instalar, mantener y optimizar.
4.3.5. ¿Cuándo resulta interesante usar LDAP?
LDAP es un servicio directorio optimizado para entornos donde se realizan muchas 
lecturas de datos u pocas modificaciones de borrados.
Por lo tanto es muy importante saber elegir dónde es conveniente usarlo. No será 
conveniente como base de datos para sitios que realicen contantes modificaciones de 
datos.
Normalmente el tipo de preguntas que se debe hacer para saber si LDAP es 
conveniente para las aplicaciones son:
• ¿Los datos deben estar disponibles para distintos tipos de plataforma?
• ¿El acceso debe estar disponible desde un número muy elevado de servidores y/o 
aplicaciones?
• ¿Los datos almacenados don actualizados frecuentemente, o por el contrario son 
actualizados unas pocas veces?
• ¿Tiene sentido almacenar este tipo de datos en una base de datos relaciones?
• ¿Pueden almacenarse todos los datos necesarios en un solo tipo de registro?
Las características de un servidor LDAP son:
• Operaciones de lectura muy rápidas. Debido a la naturaleza de los datos 
almacenados en los directorios las lecturas son más comunes que las escrituras.
• Datos relativamente estáticos. Los datos almacenados en los directorios no 
suelen actualizarse con mucha frecuencia.
• Entorno distribuido, fácil replicación.
• Estructura jerárquica. Los directorios almacenan la información de forma jerárquica 
nativamente.
• Orientados a objetos. El directorio representa a elementos y a objetos. Los 
objetos son creados como entradas que representan a una colección de atributos.
• Esquema estándar Los directorios utilizan un sistema estándar que puede 
fácilmente ser usado en diferentes aplicaciones.
• Atributos multi-valor. Los atributos pueden almacenar un valor único o varios.
• Replicación multi-master. Muchos de los servidores LDAP permiten que se 
realicen escrituras o actualizaciones en múltiples servidores.
4.3.6. Introducción a la estructura en árbol
Tradicionalmente se han usado las estructuras de árbol para jerarquizar la información 
contenida en un medio. El ejemplo más claro es la estructura de directorios de un sistema 
operativo. Esta organización nos permite ordenar la información en subdirectorios que 
contienen información muy específica. 
Otro ejemplo muy común son los servidores DNS que nos permiten acceder a distintos 
servicios concretos que representan un dominio.
Figura 9. Árbol LDAP
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4.3.7. Entradas
El modelo de información de LDAP está basado en entradas.
Una entrada es una colección de atributos que tienen un único y global Nombre 
Distintivo (DN).
El DN se utiliza para referirse a una entrada sin ambigüedades. Cada atributo de una 
entrada posee un tipo y uno o más valores. Los tipos son normalmente palabras 
nemotecnias, como “cn” para “common name”, o “mail” para una dirección de correo.
La sintaxis de los atributos depende del tipo de atributo. Por ejemplo, un atributo “cn” 
puede contener el valor “Kevin Smith”. Un atributo “email” puede contener un valor 
“ksmith@ejemplo.com”. El atributo “jpegPhoto” tiene que contener una fotografía en 
formato JPEG.
Figura 10. Entradas LDAP
dc=com
dc=ejemplo
ou=People ou=Group
uid=cmesa
uid=ksmith
cn=users
cn=admins
DN:'uid=cmesa,ou=People,dc=ejemplo,dc=com'
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4.3.8. Atributos
Los datos del directorio se representan mediante pares de atributo y su valor.
Por ejemplo el atributo “commonName” o “cn” (nombre de pila), se usa para almacenar 
el nombre de una perdona. Puede representarse en el directorio una persona llamada 
“kevin Smith” mediante:
• cn: Kevin Smith
Cada persona que se introduzca en el directorio se define mediante la colección de 
atributos que hay en la clase de objetos “person”.
Otros atributos:
• givenname
• surname
• mail
Los atributos requeridos son aquellos que deben estar presentes en las entradas que 
se utilicen en la clase de objetos. Todas las entradas precisas de atributos permitidos son 
aquellos que pueden estar presentes en las entradas que utilicen la clase de objetos.
Por ejemplo, en la clase de objetos “person”, se requieren los atributos “cn” y “sn”. Los 
atributos “description”, “telephoneNumber”, “seealso” y “userpassword” se permiten pero 
no son obligatorios.
Por ejemplo:
requires
objectClass,
sn,
cn,
organizationalPerson
allows
description,
telephoneNumber,
seealso,
userpassword
Cada atributo tiene la definición de sintaxis que le corresponde. La definición de sintaxis 
describe el tipo de información que proporciona ese atributo:
• bin binario.
• ces cadena con mayúsculas y minúsculas exactas (las mayúsculas y las 
minúsculas son significativas durante las comparaciones).
• cis cadena con mayúsculas y minúsculas ignoradas (las mayúsculas y las 
minúsculas no son significativas durante las comparaciones).
• tel cadena de número de teléfono (como cis, pero durante las comparaciones so 
ignoran los espacios en blanco y los guiones “_”).
• dn “distinguished name” (nombre distintivo)
• boolean cierto/falso, si/no, on/off.
Por ejemplo:
• attribute associatedname dn
• attribute audio bin
• attribute dn dn
• attribute documentauthor dn
• attribute facsilmiltelephonenumber  tel
• attribute homephone tel
• attribute jpegphoto bin
• attribute labeledurl ces
Tipos de atributo
Una definición de atributo especifica la sintaxis de un atributo y cómo se ordenan y 
comparan los atributos de ese tipo.
Los tipos de atributos en el directorio forman un árbol de clases. Por ejemplo, el tipo de 
atributo “commonName” es una subclase del tipo de atributo “name”.
Hay atributos obligatorios y opcionales listados en la tabla 3:
Un ejemplo de definición de tipo de atributo:
attributetype ( 0.9.2342.19200300.100.1.6 NAME 'roomNumber'
EQUALITY caseIgnoreMatch
SUBSTR caseIgnoreSubstringsMatch
SYNTAX 1.3.6.1.4.1.1466.115.121.1.15{256} )
4.3.9. Objetos
En LDAP, una clase de objetos define la colección de atributos que pueden usarse para 
definir una entrada. El estándar LDAP proporciona estos tipos básicos para las clases de 
objetos:
Grupos en el directorio, entre ellos listas no ordenadas de objetos individuales o de 
grupos de objetos.
Emplazamientos, como por ejemplo, el nombre del país y su descripción.
Organizaciones que están en el directorio.
Personas que están en el directorio.
Una entrada determinada puede pertenecer a más de una clase de objetos.
Por ejemplo, la entrada para personas se define mediante la clase de objetos “person”, 
pero también puede definirse nuevos atributos en las clases de objetos “inetOrgPerson”, 
“groupOfNames” y “organization”. La estructura de clases de objetos del servidor 
determina la lista total de atributos requeridos y permitidos para una entrada concreta.
En LDAP podemos crear nuestros propios “objectclass” con los atributos que vayamos 
a necesitar.
En un esquema LDAP existen tres tipos diferentes de clases, véase la siguiente tabla.
Tipo de clase Propósito
Estructural Se utiliza para crear instancias de objetos 
(usuarios, servidores, etc.) en el directorio
Abstracta Proporciona plantillas para obtener 
clases estructurales a partir de ellas.
Auxiliar Contiene listas predefinidas que se 
pueden incluir en clases estructurales y 
auxiliares.
Tabla 2. Tipos de clases en el esquema LDAP.
En ejemplo de una clase LDAP es:
objectclass ( 2.5.6.5 NAME 'organizationalUnit'
        DESC 'RFC2256: an organizational unit'
        SUP top STRUCTURAL
        MUST ou
        MAY ( userPassword $ searchGuide $ seeAlso $ businessCategory $
                x121Address $ registeredAddress $ destinationIndicator $
                preferredDeliveryMethod $ telexNumber $ 
                teletexTerminalIdentifier $
                telephoneNumber $ internationaliSDNNumber $
                facsimileTelephoneNumber $ street $ postOfficeBox $ 
                postalCode $ postalAddress $ physicalDeliveryOfficeName $ 
                st $ l $ description ) )
Identificador de Atributo Descripción del Valor de Atributo
NUMERICOID (obligatorio) Identificador de Objeto Único (OID).
NAME Nombre del Atributo.
DESC Descripción del Atributo.
OBSOLETE “true” si es obsoleto, “false” o ausenten si 
no lo es.
SUP Nombre del tipo de atributo superior del 
que se deriva el tipo de atributo.
EQUALITY Nombre o OID de la regla de 
correspondencia si la igualdad de 
correspondencia está permitida; ausente si 
no lo está.
ORDERING Nombre o OID de la regla de 
correspondencia si está permitida la 
ordenación; ausente si no lo está.
SUBSTRING Nombre o OID de la regla 
correspondiente si está permitida la 
correspondencia de “sub-sring”; ausente si 
no lo está.
SYNTAX OID Numérico de la sintaxis de los valores de 
este tipo.
SINGLE-VALUE “true” si el atributo es multi-valor; “false” o 
ausente si no lo es.
COLLECTIVE “true” si el atributo es colectivo; “false” o 
ausente si no lo es.
NO-USER-MODIFICATION “true” si el atributo no es modificable; 
“false” o ausente si no lo es.
USAGE Descripción del uso del atributo.
Tabla 3. Listado de atributos obligatorios y opcionales.
4.4. Modelo de definición de políticas (PCELS)
PCELS define muchas clases pero no todas ellas tienen porque utilizarse, explicar el 
conjunto de clases mas importantes en PCELS, o aquellas que se ha utilizado.
El modelo PCELS define un conjunto muy amplio de clases LDAP para la definición de 
políticas, además también incluye clases de sus modelos antecesores. No es necesario 
utilizar todas las clases, de hecho PCELS define más de 70 clases diferentes entre clases 
estructurales y clases auxiliares. Con ello se puede definir toda una variedad de 
procedimientos en la definición de políticas y así dar solución a prácticamente cualquier 
necesidad. En este estudio hemos utilizado un conjunto más reducido de tales clases, las 
suficientes para dar respuesta a nuestras necesidades.
El propio estándar define un conjunto de modelos de organización de reglas 
y políticas y cómo tienen que estar relacionadas entre ellas, algunos de estos 
modelos pueden ser muy complejos, haciendo uso de contenedores y 
recipientes en caso de reglas compartidas entre políticas o políticas definidas 
como subconjunto de otras políticas. Igualmente se definen grupos que a su 
vez pueden contener otros grupos.
4.4.1. Conjuntos anidados (1)
En la figura anterior se muestra un esquema de como deben estar relacionadas clases 
en PCELS cuando sea necesario crear grupos de reglas que contengan otras reglas o 
políticas, o una regla que contenga un grupo de otras reglas, una o más políticas u otra 
regla.
En el esquema anterior “Regla / Grupo” refiere a las clases “pcelsRule” o “pcelsGroup”. 
Tanto una como la otra son construidas a partir de la clase “pcelsPolicy” además de otras 
clases. La clase “pcelsPolicy” contiene, entre otros, un atributo “pcelsPolicySetList” que es 
utilizado para hacer referencias a otras entradas en el árbol LDAP.
El atributo “pcelsPolicySetList” puede tener más de un valor, de tal modo que puede ser 
utilizado para hacer referencias a más de una entrada. El valor de este atributo debe 
definir el DN absoluto a las entradas que se desean referenciar.
Estas entradas referenciadas son clases “pcelsPolicySetAssociation”. La clase 
“pcelsPolicySetAssociation” es utilizada para asociar instancias de la clase “pcelsPolicy” a 
otras entradas, o en otras palabras “pcelsPolicySetAssociation” permite referenciar otras 
políticas.
Figura 11. Conjuntos anidados (1)
La idea que debemos tener en mente después de haber leído la explicación anterior es 
que tanto las reglas como grupos de reglas para contener otras políticas o grupos de 
reglas deben referenciar a una entrada concreta en el árbol LDAP. Esta entrada asociará 
las clases anteriores con otras políticas.
En caso que nuestra intención hubiera sido únicamente contener reglas o grupos de 
reglas en nuestra regla o grupo, siguiendo el modelo anterior referenciaríamos a una 
entrada “pcelsPolicySetAssociation”, dicha entrada seria de un nuevo tipo de clase que 
estaría construida a través de la clase estructural “pcelsPolicySetAssociation” y una de las 
clases auxiliares “pcelsRuleAuxClass” o “pcelsGroupAuxClass”.
4.4.2. Conjuntos anidados (2)
El segundo caso guarda un parecido con el anterior no obstante en este caso se añade 
la posibilidad de reutilizar reglas o grupos de reglas. Observemos la siguiente figura que 
expresa la relación entre las clases. Veremos como mantiene una coherencia con el 
modelo anterior. 
En este segundo caso se utilizan del mismo modo las referencias, con los mismos tipos 
de atributo de las clases, la diferencia está en que las reglas están contenidas en otra 
sección del árbol, en concreto dentro del árbol DN de la clase “contenedor”, mirar la figura 
6. La clase “S#” corresponde a una nueva clase a definir por nosotros que al ser 
estructural permita crear instancias de la clase “Set”. 
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Figura 12. Conjuntos anidados (2)
Este modelo responde a una necesidad de mantener todas las reglas en una misma 
ubicación en el árbol y no que estas estén repartidas entre todas las políticas. Es un 
modelo muy práctico si nuestras políticas comparten una cantidad importante de reglas, 
ello nos facilita enormemente el mantenimiento ya que en caso de ser necesaria una 
modificación únicamente seria necesario modificar la regla o grupo de reglas en el 
contenedor y no en cada política. No obstante es importante tener presente que las 
reglas, conjunto de reglas o políticas al no estar contenidas en la misma rama del árbol 
donde tenemos nuestra regla o grupo de reglas que anidan a otras, reglas, grupos o 
políticas, perdemos legibilidad o comprensión. En otras palabras, es más mucho más fácil 
de comprender que una regla depende o cuelga de un grupo si esa regla está contenida 
en la misma rama que el grupo.
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4.4.3. Condiciones y acciones
Hasta ahora hemos aprendido como resuelve el modelo PCELS las relaciones entre 
grupos de reglas, reglas y políticas. Pero nos falta por saber como constituye las 
condiciones y las acciones de una regla en concreto. Tal y como sucedía en los “casos” 
de relación entre reglas, grupos y políticas también tendremos más de una posibilidad 
cuando queramos construir una regla. El estándar  PCELS propone cuatro diferentes 
modelos de relación entre condiciones y acciones al construir una regla.
4.4.4. Modelo (1)
Figura 13. Condiciones y Acciones. Modelo 1
La explicación de la figura anterior es como sigue:
Una regla se representa por la clase “pcelsRule”, esta clase tiene un atributo 
denominado “pcelsConditionList”, pudiendo tener más de un valor, que es utilizado para 
referenciar mediante DN absoluto a las clases “pcelsConditionAssociation”. La clase 
formada por el par “pcelsConditionAssociation” y “pcelsCounpoundConditionAuxClass” 
tiene un atributo llamado “pcelsConditionList”, pudiendo tener más de un valor, que 
asociará con una nueva clase formada por el par “pcelsConditionAssociation” y 
“pcimConditionAuxClass”.
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En otras palabras una regla esta compuesta por condiciones y acciones, las 
condiciones pueden ser compuestas, es decir, que agrupen a más de un una condición 
simple. Tales condiciones simples son evaluadas siguiendo un criterio que puede ser 
“conjuntivo” o “disyuntivo”. Las condiciones compuestas son las clases 
“pcelsCompoundConditionAuxClass” y las condiciones simples “pcimConditionAuxClass”. 
Por supuesto una condición simple es indivisible. 
El mismo esquema anterior es el utilizado para las acciones, únicamente cambia el 
nombre de las clases y sus atributos pero siempre siguiendo una razón de consistencia. 
“pcelsConditionList” se sustituye por “pcelsActionList”, “pcimConditionAuxClass” por 
“pcimActionAuxClass” y así para todos los nombrados anteriormente.
Los otros tres modelos de relación entre condiciones compuestas, condiciones simples, 
acciones compuestas y acciones simples no vamos a comentarlos, pero sí presentamos 
los esquemas que ofrece el propio estándar , entendemos que con lo expuesto hasta 
ahora no habrá dificultad para el lector en las siguientes figuras. 
4.4.5. Modelo (2)
Condiciones/Acciones compuestas con condiciones y acciones simples reutilizables.
                  
                +­­­­­­­­­­­­­+                   +­­­­­­­­­­­­­­­+
         +­­­­­­|     Rule    |­­­­­+             |  ContainerX   |
         |      +­­­­­­­­­­­­­+     |             +­­­­­­­­­­­­­­­+
         |           *    *         |              *    *    *   *
         |           *    *         |           ****    *    *   *
    |   *********    ********  |           *       *    *   ********
    |   *                   *  v           *       *    *          *
    |   *               +­­­­­­­­­+        *       *    ****       *
    |   *             +­| CA2+cc2 |­+      *       *       *       *
    |   *             | +­­­­­­­­­+ |      *       *       *       *
    v   *             |    *  *     |      *       *       *       *
   +­­­­­­­­­+        | ****  ****  |      *       *       *       *
 +­| CA1+cc1 |­+      | *        *  v      *       *       *       *
 | +­­­­­­­­­+ |      | *     +­­­­­­+  +­­­­­+    *       *       *
 |    *  *     |      v *     |  CA6 |­>|S1+c4|    *       *       *
 | ****  ****  |     +­­­­­­+ +­­­­­­+  +­­­­­+ +­­­­­+    *       *
 | *        *  v     |  CA5 |­­­­­­­­­­­­­­­­­­>|S2+c3|    *       *
 | *      +­­­­­­+   +­­­­­­+                   +­­­­­+ +­­­­­+    *
 v *      |  CA4 |­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­>|S3+c2|    *
 +­­­­­­+ +­­­­­­+                                      +­­­­­+ +­­­­­+
 |  CA3 |­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­>|S4+c1|
 +­­­­­­+                                                       +­­­­­+
                    +­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­+
                    |LEGEND:                       |
                    |  ***** DIT containment       |
                    |    +   auxiliary attachment  |
                    |  ­­­­> DN reference          |
                    +­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­+
      #: Number.
      CA#: pcelsConditionAssociation structural class.
      cc#: pcelsCompoundConditionAuxClass auxiliary class.
      c#: subclass of pcimConditionAuxClass.
      S#: structural class
Figura 14. Condiciones y Acciones. Modelo 2
4.4.6. Modelo (3)
Condiciones/Acciones compuestas reutilizables y condiciones/acciones simples 
específicas.
                 +­­­­­­­­­­­­­­+                  +­­­­­­­­­­­­­­+
                 |     Rule     |                  |  RepositoryX |
             +­­­+­­­­­­­­­­­­­­+­­­­+             +­­­­­­­­­­­­­­+
             |        *     *        |                  *    *
    |  *******     *******  |           ********    ********
    |  *                 *  v           *                  *
    |  *            +­­­­­­­­­­+    +­­­­­­­­­+            *
    |  *            |   CA2    |­­­>| S1+cc2  |            *
    |  *            +­­­­­­­­­­+  +­+­­­­­­­­­+­+          *
    |  *                          |     * *     |          *
    |  *                          |  **** ****  |          *
    |  *                          v  *       *  v          *
    |  *                         +­­­­­­+ +­­­­­­+         *
    |  *                         |CA5+c3| |CA6+c4|         *
    v  *                         +­­­­­­+ +­­­­­­+         *
  +­­­­­­­­­­+                                          +­­­­­­­­­+
  |   CA1    |­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­>| S2+cc1  |
        +­­­­­­­­­­+                                       +­+­­­­­­­­­+­+
                                                      |     * *     |
                                                      |  **** ****  |
                                                      v  *       *  v
                                                     +­­­­­­+ +­­­­­­+
                                                     |CA3+c1| |CA4+c2|
                                                     +­­­­­­+ +­­­­­­+
                    +­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­+
                    |LEGEND:                       |
                    |  ***** DIT containment       |
                    |    +   auxiliary attachment  |
                    |  ­­­­> DN reference          |
                    +­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­+
      #: Number.
      CA#: pcelsConditionAssociation structural class.
      cc#: pcelsCompoundConditionAuxClass auxiliary class.
      c#: subclass of pcimConditionAuxClass.
      S#: structural class
Figura 15. Condiciones y Acciones. Modelo 3
4.4.7. Modelo (4)
Condiciones / Acciones compuestas y condiciones / acciones simples reutilizables.
               +­­­­­­+          +­­­­­­­­­­­­­­­+    +­­­­­­­­­­­­­­­+
         +­­­­­| Rule |­­­­­+    |  ContainerX   |    |  ContainerY   |
         |     +­­­­­­+     |    +­­­­­­­­­­­­­­­+    +­­­­­­­­­­­­­­­+
         |      *    *      |         *     *           *   *   *   *
    | ******    ****** |       ***     ***       ***   *   *   *****
    | *              * v       *         *       *     *   *       *
    | *          +­­­­­­­+  +­­­­­­+     *       *     *   ***     *
    | *          |  CA2  |­>|S1+ca1|     *       *     *     *     *
    | *          +­­­­­­­+  +­­­­­­+     *       *     *     *     *
    | *                    /  *  *  \    *       *     *     *     *
    | *                    |**   ** |    *       *     *     *     *
    | *                    |*     * v    *       *     *     *     *
    | *                    |*   +­­­+    *    +­­­­­+  *     *     *
    | *                    |*   |CA6|­­­­*­­­>|S3+c4|  *     *     *
    | *                    v*   +­­­+    *    +­­­­­+  *     *     *
    | *                  +­­­+           *          +­­­­­+  *     *
    | *                  |CA5|­­­­­­­­­­­*­­­­­­­­­>|S4+c3|  *     *
    v *                  +­­­+           *          +­­­­­+  *     *
  +­­­­­­­+                           +­­­­­­+               *     *
  |  CA1  |­­­­­­­­­­­­­­­­­­­­­­­­­­>|S2+cc1|               *     *
  +­­­­­­­+                           +­­­­­­+               *     *
                                     /  *  *  \              *     *
                                     | **  ** |              *     *
                                     | *    * v              *     *
                                     | *  +­­­+           +­­­­­+  *
                                     | *  |CA4|­­­­­­­­­­>|S5+c2|  *
                                     v *  +­­­+           +­­­­­+  *
                                    +­­­+                      +­­­­­+
                                    |CA3|­­­­­­­­­­­­­­­­­­­­­>|S6+c1|
                                    +­­­+                      +­­­­­+
                    +­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­+
                    |LEGEND:                       |
                    |  ***** DIT containment       |
                    |    +   auxiliary attachment  |
                    |  ­­­­> DN reference          |
                    +­­­­­­­­­­­­­­­­­­­­­­­­­­­­­­+
      #: Number.
      CA#: pcelsConditionAssociation structural class.
      cc#: pcelsCompoundConditionAuxClass auxiliary class.
      c#: subclass of pcimConditionAuxClass.
      S#: structural class
Figura 16. Condiciones y Acciones. Modelo 4
4.4.8. Variables y valores
Tanto las condiciones simples como las acciones simples hacen referencia a un 
conjunto de variables y valores, son precisamente esas variables y valores los que 
definen la condición y la acción. En PCELS las variables son un tipo de clases y los 
valores otro tipo.
A medida que vayamos descendiendo por las políticas, grupos de reglas, 
condiciones/acciones compuestas hasta llegar a las condiciones/acciones simples serán 
estas ultimas las que indicaran qué variables las componen. A destacar que existen en 
PCELS dos modos de referenciar las variables y sus 5.3.5.1.- valores
La primera opción es teniendo presente que en las clases de condiciones y acciones 
simples existen atributos que permiten referenciar las variables y sus valores por DN 
absoluto hacia las entradas.
La otra alternativa es referenciar únicamente las variables, haciendo uso del atributo 
“pcelsVariableDN” de la clase “pcimConditionAuxClass” y “pcimActionAuxClass” y desde 
la propia variable referenciar a su valor.  La clase “pcelsVariable” representa las variables 
y tiene un atributo, llamado “pcelsExpectedValueList”, utilizado para listar las entradas 
mediante DN absoluto de los valores. Los valores de las variables en PCELS estan 
representados por la clase “pcelsValue”.
A modo de resumen hemos visto como PCELS soluciona la definición de políticas a 
través de grupos de reglas, reglas y otras políticas. También como relaciona estos grupos 
de ragles, reglas y políticas a través de las “associaciones”. Además como PCELS define 
las reglas, que son condiciones y acciones compuestas que asociacian a condiciones y 
acciones simples. Finalmente esas condiciones y acciones simples referencian a variables 
y valores.
4.4.9. Clases utilizadas
De las más de 70 clases que define el estandar PCELS únicamente se han utilizado 
algunas, en esta sección sabremos que clases han sido utilizadas y de qué otras clases 
dependen, a tal modo que el lector, consultando el estandard, podrá fácilmente saber 
todos y cada uno de los atributos que poseen, incluso aquellos que no han sido utilizados 
en el desarrollo de nuestro sistema.
Mediante el conjunto de las clases pueden definirse una gran variedad de políticas. No 
obstante estas clases si bien se ajustan a nuestras necesidades se han añadido un 
pequeño conjunto más de clases para dar un solución completa a nuestro problema. Ello 
es debido a que el modelo PCELS propone un conjunto de herramientas pero no impone 
más que lo necesario, así consigue mantener su versatilidad, por ello tiene definas un 
conjunto muy importante de clases auxiliares sin embargo estas no son clases 
estructurales y no pueden crearse instancias. Nosotros hemos definido algunas clases 
más que en realidad utilizan las clases auxiliares ya definidas para constituir clases 
estructurales y así poder crear instancias de objetos.
Para diferenciar qué clases estan definidas en el estándard y qué otras han sido 
definidos por nosotros nos referiremos a ellas con el nombre y subrayado.
pcimPolicy:
• Representa una política en si misma, de ella cuelgan todas las reglas y grupos de 
reglas, condiciones compuestas y acciones compuestas, condiciones simples y 
acciones simples y variables y sus valores.
pcimPolicyInstance:
• Es la clase estructural que permite crear instancias de “pcimPolicy”.
• Depende de las clases:
• pcimPolicy
• dml1ManagedElement
• top
pcelsGroup:
• Es la clase base para la representación de un grupo.
pcelsGroupInstance:
• Es la clase estructural que permite crear instancias de “pcelsGroup”.
• Depende de las clases:
• pcelsGroup
• pcelsPolicySet
• pcimPolicy
• dml1ManagedElement
• top
pcelsRule:
• Es la clase base para la representación de una regla
pcelsRuleInstance:
• Es la clase estructural que permite crear instancias de “pcelsRule”.
• Depende de las clases:
• pcelsRule
• pcelsPolicySet
• pcimPolicy
• dml1ManagedElement
• top
pcelsActionAssociation:
• Permite asociar dentro de grupos o acciones a entradas de acciones.
• Depende de las clases:
• pcimRuleActionAssociation
• pcimPolicy
• dml1ManagedElement
• top
pcelsConditionAssociation
• Permite asociar dentro de grupos o condiciones a entradas de condiciones.
• Depende de las clases:
• pcimRuleConditionAssocitation
• pcimPolicy
• dml1ManagedElement
• top
compoundActionAssociation: 
• Es la clase estructural que permite crear instancias de acciones compuestas. 
Permite especificar un criterio para el caso que se produzca algún error en la 
ejecución de acciones simples. Interrumpir, continuar, que al menos se ejecute una 
acción simple, etc.
• Depende de las clases:
• pcelsActionAssociation
• pcimRuleActionAssociation
• pcimPolicy
• dml1ManagedElement
• top
simpleActionAssociation:
• Es la clase estructural que permite crear instancias de acciones simples. 
• Depende de las clases:
• pcelsActionAssociation
• pcimRuleActionAssociation
• pcimPolicy
• dml1ManagedElement
• top
compoundConditionAssociation:
• Es la clase estructural que permite crear instancias de condiciones compuestas. 
Permite especificar si las condiciones simples deben ser evaluadas 
conjuntivamente o disyuntivamente.
• Depende de las clases:
• pcelsConditionAssociation
• pcimRuleConditionAssociation
• pcimPolicy
• dml1ManagedElement
• top
simpleConditionAssociation:
• Es la clase estructural que permite crear instancias de condiciones simples. 
Permite especificar si las condiciones deben ser evaluadas en positivo o negativo
• Depende de las clases:
• pcelsConditionAssociation
• pcimRuleConditionAssociation
• pcimPolicy
• dml1ManagedElement
• top
pcelsVariable:
• Esta clase abstracta puede ser asociada a un conjunto de instancias 
“pcelsValueAuxClass”. Representa el nombre de una variable.
• Depende de las clases:
• top
pcelsStringValue:
• Representa el valor de una variable.
• Depende de las clases:
• top
pcelsImplicitVariableInstance:
• Es la clase estructural que permite crear instancias de “pcelsVariable”.
• pcelsVariable
• top
pcelsStringValueInstance:
• Es la clase estructural que permite crear instancias de “pcelsStringValue”.
• Depende de las clases:
• pcelsStringValue
• top
4.4.10. Estructura del directorio LDAP
Utilizaremos un cliente LDAP, llamado “Jxplorer”, para acceder al servicio directorio. No 
comentaremos este cliente ya que su uso es muy sencillo. Únicamente decir que está 
implementado en Java, lo que le confiere la posibilidad de ser multi-plataforma, y que está 
provisto de una interfaz gráfica.
Nuestro servicio directorio alberga información no solo de políticas sino también de 
configuración del servicio y de usuarios del sistema. Toda esta información cuelga de 
“application” que es la raíz de nuestro árbol LDAP del sistema. Esta información está 
almacenada en diferentes grupos. Estos grupos son entradas “ou” u “organizationalUnit”, 
no confundir con los grupos de políticas de PCELS.
Imagen 42. Grupo políticas
El grupo “políticas” alberga toda la información de las políticas que como veremos más 
adelante están agrupadas en otros grupos.
El grupo “root” guarda la información necesaria para el acceso al servicio directorio 
LDAP
Finalmente el grupo “usersDDBB” es donde estarán contenidos los perfiles de usuario y 
los contenidos contratados por ellos. Cada usuario tendrá otro grupo con sus contenidos.
4.4.11. ¿Por qué  dividir las pol íticas en grupos?
En nuestro sistema habrá un número importante de políticas, algunas de ellas estarán 
destinadas al correcto funcionamiento del servicio, diríamos por tanto que serían políticas 
meramente funcionales, otras pueden representar el conjunto de tareas a realizar para 
ofrecer servicios con seguridad, otras destinadas a usuarios, otras a ofrecer calidad de 
servicio, etc.
En definitiva tenemos un conjunto importante de políticas a organizar. Por una parte 
podríamos colgar todas ellas de un mismo nodo en el árbol, pero ello nos dificultaría el 
mantenimiento ya que tendríamos varias políticas con utilidad diferente en un mismo 
punto. Debemos por tanto establecer un criterio de clasificación que nos permita 
organizarlas de un modo mucho más cómodo. Para ello primero tendremos que 
comprender qué políticas y de qué tipo vamos a tener.
En nuestra interfaz web de comunicación entre el usuario y el sistema existen un 
conjunto de funcionalidad o pequeños servicios como pueden ser; autentificación, registro, 
búsqueda de contenidos, adquisición de contenidos, etc. 
Cuando el usuario lance sus consultas para acceder a estos servicios el gestor 
analizará las políticas y dará una respuesta. Algunas de estas consultas tienen una 
respuesta muy simple; aceptar y por tanto cursas o rechazar la consulta. En cambio habrá 
algunas otras consultas cuya respuesta no sea tan simple, según la consulta del usuario 
desencadenaran un conjunto de acciones a realizar, pudiendo ser actualización de datos 
de usuario, asignación de recursos al usuario que van a depender del estado actual y 
futuro de la red, etc. 
Desde el punto de vista de las interfaces y teniendo en cuenta el conjunto de  nuestros 
servicios teníamos por una parte la interfaz “web” de comunicación entre usuario y 
sistema, interfaz de comunicación entre gestor y servidores de contenidos y finalmente 
interfaz de comunicación entre usuario y servidores de contenidos. 
Un primer criterio que podríamos aplicar para organizar las políticas es teniendo en 
cuenta las interfaces anteriores y clasificando las políticas según en que punto del sistema 
intervienen.
Un segundo criterio posible de aplicar es según su funcionalidad. En este criterio no se 
tiene en cuenta en qué punto de las comunicaciones intervienen sino únicamente qué es 
lo que resuelven; un servicio de un usuario, un criterio de asignación de recursos, etc.
En este estudio aplica un tercer criterio híbrido de los anteriores dos, pero con una 
tendencia a funcionalidad. 
4.5. Gestión basada en políticas (políticas definidas)
En la interfaz “web”, definimos el primer grupo, así tenemos los siguientes 
servicios
• Autentificación
• Registro
• Cerrar sesión
• Zona privada
• Búsqueda
• Video Streaming
Se ha añadido a nivel de funcionalidad una parte diferenciada que es seguridad en las 
comunicaciones, para cada uno de los servicios de la interfaz “web” existen políticas de 
control de acceso. Esto será otra agrupación de políticas.
En la comunicación entre gestor y servidores de contenidos, se define un tercer grupo.
• Asignación de recursos
• Modificación de los parámetros de usuario
La seguridad de comunicación entre gestor y servidores de contenidos está en  el tercer 
grupo.
Algunos de los servicios listados contienen algún conjunto de funcionalidades que 
tienen cada uno sus propias políticas, esto lo comentaremos más adelante.
El primer grupo tiene el nombre de “userPolicies”, el segundo “security” y el tercero 
“managerPolicies”
Imagen 43. Grupo “userPolicies”
Imagen 44. Contenidos de los grupos
4.5.1. Políticas de usuario
Las políticas “userPolicies” o “Políticas de Usuario” son políticas de funcionalidad. Son 
utilizadas para comprobar los parámetros de las consultas de los usuarios en la interfaz 
“web”. Cuando un usuario lanza una consulta se utilizan sus parámetros para comprobar 
si son correctos, si están bien formados, guardar información en la sesión del usuario, 
destruir sesiones, etc.
En esta sección repasaremos como están “mapeadas” algunas de las políticas de 
usuario en OpenLDAP por el estándar PCELS, tomando una política de cada grupo como 
muestra representante, las demás políticas pueden extraerse del estudio teórico de este 
trabajo
4.5.2. Autentif icación
Imagen 45. Autentificación
La política de autentificación tiene un grupo “rules”, dentro de ese grupo están todas las 
reglas para esa política. En la figura anterior se pueden ver las reglas de la política.
Esta política es la responsable del servicio de autentificación, previene las posibles 
consultas de autentificación de un usuario. El procedimiento debe ser; comprobar que se 
han recibido todos los datos, que el usuario exista en el servicio directorio, que coincida la 
contraseña introducida con la del servicio directorio y finalmente que este usuario no se 
haya autentificado previamente.
El gestor ataca primeramente a la regla “default” [véase estudio teórico], en ella se 
definen todas las condiciones para una consulta de autentificación. Si las condiciones son 
ciertas entonces ejecutará las acciones.
En la siguiente imagen se muestra la composición de las condiciones de la regla 
“default”.
Imagen 46. Condiciones Authentication
A través de las clases “reglas”, “condiciones compuestas”, “condiciones simples”, 
“variables” y “valores” se implementa la política de autentificación. 
En el modelo PCELS leeríamos la regla “default” de la siguiente manera. Primero 
obtenemos la entrada de la clase “pcelsRuleInstance” de “default”. De ella obtenemos el 
atributo “pcelsConditionList” que es una lista con todas las clases 
“compoundConditionAssociation”. De la clase “compoundConditionAssociation” 
leemos el atributo “pcelsConditionList” que son las entradas hacia las clases 
“simpleConditionAssociation”, de estas últimas leemos el atributo “pcelsVariableDN”, 
el DN hacia las entradas de las variables. De las variables leemos el atributo 
“pcelsExpectedValueList”, que es la entrada de las clases “pcelsStringValueInstance”, 
los valores de las variables, y finalmente de los valores leemos el atributo 
“pcelsStringList” que es el valor.
Las clases “simpleActions” permiten especificar condiciones en positivo o negativo, así 
para comprobar si el usuario no está autentificado, el sistema comprueba si el usuario sí 
está autentificado y aplica la al resultado de la condición la negación. 
La figura 10 esquematiza el procedimiento.
4.5.3. Acciones
Las acciones son un proceso análogo a las condiciones, si bien el nombre de las clases 
y algunos atributos difieren el proceso de lectura de la regla es idéntico en las condiciones 
y acciones.
Únicamente a destacar que la clase “compoundActionAssociation” tiene un atributo en 
el que permite especificar si las acciones deben ejecutarse una tras o otra, si al producirse 
un error en la ejecución de una acción debe interrumpirse el proceso, o definir que al 
menos debe ejecutarse correctamente una acción.
 
Imagen 47. Variables y Acciones Authentication
Las acciones a realizar son notificar al usuario la aceptación de la consulta, 
“sendYou_reJoined” y mantener en la sesión del usuario la autentificación, ésta puede ser 
utilizada en otros servicios.
Figura 17. Clases para una regla
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4.5.4. Políticas de Seguridad
Las políticas del grupo “security” están destinadas a realizar un control de acceso de los 
servicios de la interfaz “web”. Siguen un modelo idéntico a las políticas de usuario pero 
como veremos los valores de las variables reciben un tratamiento distinto, aun siendo 
cadenas de caracteres se interpreta una codificación del valor para controlar el acceso 
basado en el grupo del usuario. Se trata en definitiva de una lista de control de acceso 
basada en grupos.
En la siguiente figura podemos ver el grupo de “security”.
Imagen 48. Grupo “security”
Tomaremos como muestra de este grupo la política de “negotiation”.
4.5.5. Negociación
Esta política corresponde con el acceso al servicio de negociación entre usuario y 
gestor al solicitar la adquisición de un contenido. Al igual que en las políticas de usuario 
existe un grupo de reglas. El decisor ataca inicialmente la regla “default”. En ella están las 
condiciones y las acciones.
Imagen 49. Reglas “negotiation”
Imagen 50. Condiciones y acciones “negotiation”
El valor de “conditionValue1” es “1101100”. En este valor se codifica el acceso o 
denegación de servicio de los grupos de usuarios. Siendo “1” acceso y “0” denegación.
4.5.6. Grupos de usuarios 
   El sistema de control de acceso dispone de un conjunto de grupos. Estos 
grupos sirven como mecanismo de autorización.  El  sistema está diseñando 
para  un  conjunto  representativo  de  usuarios,  siendo;  usuarios  no 
autentificados, usuarios autentificados, usuarios con privilegios administrador, 
usuarios  con  ningún  tipo  de  acceso  y  algunos  grupos  más  para  mejoras 
futuras.
Las  variables  contienen  un  número  binario  de  7  dígitos.  Cada  dígito 
representa  un  grupo,  si  el  valor  es  “1”  es  que  para  todo  usuario  que 
pertenezca a ese grupo está autorizado al recurso que solicita, si el valor es 
“0” el usuario no tiene acceso al recurso que solicita.
La posición del dígito en el número binario representa a los diferentes grupos:
• bit 7: usuarios autentificados pero sin ninguna autorización, por ejemplo 
debido a impagos.
• bit 6: usuarios anónimos, es decir, todo usuario no autentificado.
• bit 5: usuarios autentificados.
• bit 4: usuarios con un perfil de administrador.
• bit 3: usuarios administradores de contenidos, pero no de políticas.
• bit 2: sin especificar, para usos futuros.
• bit 1: sin especificar, para usos futuros.
Aunque en el presente proyecto únicamente se ha contemplado dos tipos de 
usuarios;  anónimos  y  autentificados,  se  ha  implementado  este  simple 
mecanismo de autorización basado en grupos para mejoras futuras.
Es importante diferenciar los usuarios administradores de los usuarios con 
autorización  de  modificación  de  los  contenidos.  Los  primeros  son  los 
responsables  del  mantenimiento  técnico  de  los  servicios,  mientras  que los 
segundos son responsables del mantenimiento de los artículos y/o servicios 
que se ofertan a los clientes.
4.5.7. Acciones
Tal y como se concluía en el estudio teórico, las acciones a realizar son añadir la 
información de acceso en la sesión de usuario y publicar el servicio.
Imagen 51. Acciones 
4.5.8. Políticas de gestor
Las políticas de gestor son aquellas destinadas a resolver las consultas originadas en la 
comunicación entre gestor y servidores de contenidos, asimismo estas políticas incluyen 
información de seguridad. El mantenimiento de datos del usuario tales como perfil de 
usuario o contenidos contratados también son resueltas sus consultas por las políticas de 
gestor. 
Siguiendo los modelos anteriores en políticas de usuario y seguridad presentamos las 
siguientes figuras. Es importante tener presenta las conclusiones del estudio teórico. 
Imagen 52. Reglas
Imagen 53. Contenidos “negotiation”
Imagen 54. Contenidos regla “default”
Lo expuesto en esta sección de políticas es en definitiva la implementación, siguiendo 
el modelo PCELS de las conclusiones teóricas al definir políticas. Es importante remitirse 
a estas soluciones teóricas para tener una clara comprensión del material que se ha 
expuesto. 
4.5.9. Interfaz
En el modelo de 7 capas OSI de la ISO, el protocolo LDAP está en el nivel de aplicación 
En ese nivel está contenida la información de las políticas.  Esta información esta 
almacenada estructuralmente siguiendo un modelo PCELS. A través de este modelo y 
haciendo una lectura de reglas, grupos, condiciones, acciones, etc. llegamos hasta un 
nivel de variables y sus valores. Estas variables y sus valores son “mapeos” de las 
condiciones y acciones reales, representadas en un formato de cadenas de caracteres las 
condiciones y acciones formaran parte de un vocabulario. Será precisamente la suma del 
vocabulario y de la estructura cliente-servidor de LDAP lo que dará lugar a la interfaz de 
comunicación con el decisor o el interpretador-analizador de políticas.
El decisor, a través de una interfaz cliente-servidor LDAP, hará lecturas de las entradas, 
obtendrá los valores de los atributos de las clases, descendiendo desde las entradas que 
representan las políticas hasta el valor de las variables. Estos valores, cadenas de 
caracteres al fin y al cabo, son interpretadas y “mapeadas” a funciones programadas que 
implementan la evaluación de las condiciones o el envío de las órdenes de las acciones a 
niveles inferiores, esto es hacia el ejecutor. 
El vocabulario y el encapsulamiento de éste en el protocolo cliente-servidor LDAP es lo 
que constituye la interfaz de comunicación con el decisor. Véase la figura XX.
La clase “pcelsStringValueInstance” es el valor de las variables. Esta clase tiene el 
atributo “pcelsValueName”, utilizado para asignar un nombre a la clase y así localizarla en 
el árbol LDAP por su DN, y un atributo, “pcelsStringList” que contiene el valor. Por 
razones de legibilidad los valores son iguales a los nombres.
Figura 18. Interfaz políticas
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4.6. PDP (Policy Decision Point)
El PDP es el encargado de toma de decisiones de las consultas basadas en las 
políticas, estas consultan son enviadas por los clientes que son los PEP (Policy Execution 
Point).
El PDP tiene tres tareas básicas: consultar las políticas existentes en el
repositorio, traducirlas al formato específico del dispositivo y distribuirlas a los PEPs. 
Cada PEP recibe las políticas en forma de acciones específicas y es el responsable de 
establecerlas.
En esta parte trataremos el algoritmo de análisis de nuestro decisor y cómo se ha 
implementado, qué tecnologías lo conforman y cómo están siendo utilizadas.
4.6.1. Algoritmo
El algoritmo comienza con la llegada de una nueva consulta. La primera acción que 
debe realizar el PDP es la lectura de todos los parámetros que conforman esa consulta. 
En función de los parámetros habrá una clasificación del tipo de consulta. A través de la 
clasificación se seleccionará una política u otra.
Después de la selección de la política se analizaran las reglas que contiene y 
asociaciones que pueda contener hacia otras políticas. Las reglas establecerán un criterio 
de evaluación de las condiciones, conjuntivas o disyuntivas y como actuar frente a un 
error. Por ejemplo si una condición es falsa ¿Debemos continuar evaluando las demás 
condiciones o consultamos directamente otra regla? También se establecerá un criterio 
para la ejecución de las acciones. ¿Hay que continuar con las demás acciones frente a un 
error? ¿Basta con ejecutar correctamente una sola acción o deben ejecutarse todas ellas? 
¿Las acciones tienen que ejecutarse en algún orden particular?
Además también es necesario prevenir algún conflicto con las políticas. ¿Qué sucede si 
ninguna regla es correcta? En esta situación el PDP implementado, tiene un 
comportamiento por defecto que es rechazar la consulta. 
Así el PDP tiene un comportamiento por defecto, rechazar la consulta. Únicamente 
cuando una regla lo especifique se hará lo que en ella indique.
Idealmente las políticas nunca deben permitir el llegar a rechazar las condiciones de 
todas las reglas, si es así diremos que las políticas no están bien definidas. El hecho de 
que el PDP añada un comportamiento por defecto únicamente es por la necesidad de dar 
una respuesta en caso de que se produzca algún tipo de error no previsto; errores de 
ejecución de código, errores de definición de políticas o de cualquier otra índole.
En la figura 13 se presenta un diagrama de flujo del algoritmo del PDP.
Figura 19. Algoritmo PDP
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4.6.2. Implementación
El PDP ha sido implementado con Java, un lenguaje de programación orientado a 
objetos. Java nos permite la posibilidad de desarrollar sin solucionar el problema de 
multiplataforma. Además tiene una API muy extensa.
La comunicación del PDP con OpenLDAP se realiza mediante una interfaz “JNDI”
4.6.3. JNDI
La Interfaz de Nombrado y Directorio Java (JNDI) es una Interfaz de Programación 
de Aplicaciones para servicios de directorio. Esto permite a los clientes descubrir y buscar 
objetos y nombres a través de un nombre y, como todas las APIs de Java que hacen de 
interfaz con sistemas host, es independiente de la implementación subyacente.
Tanto JDNI como los modelos LDAP definen un espacio de nombres en forma de árbol 
en el que nombramos objetos. Todos los nombres en el espacio de nombres podrían 
tener atributos que pueden ser usado para buscar el objeto. A este alto nivel, los modelos 
son similares, por eso no es sorprendente que JNDI se "mapee" bien al LDAP.
Esta sección explica cómo LDAP "mapea" el JDNI. Algunos tópicos, como los 
esquemas sólo se explican brevemente.
Modelos:
Podemos pensar en una entrada LDAP como en un “DirContext” del JNDI. Toda 
entrada LDAP contiene un nombre y un conjunto de atributos, así como un conjunto 
opcional de entradas hijos. Por ejemplo, la entrada LDAP “ou=application” podría tener 
como sus atributos “objectclass” y “ou”, y podría tener como hijos a “ou=policies” y 
“ou=usersDDBB”.
En JNDI, la entrada LDAP “ou=application” es representada como un contexto con el 
nombre “ou=application” que tiene dos subcontexto, llamados: “ou=policies” y 
“ou=usersDDBB”. Los atributos de una entrada LDAP son representados por el interface 
“Attributes”, mientras que los atributos individuales son representado por el interface 
“Attribute”.
Federación:
Mientras que el modelo LDAP cubre un sólo espacio de nombres, el modelo JNDI trata 
con varios espacios de nombres enlazados juntos mediante “federation”. El espacio de 
nombres LDAP es sólo uno de los muchos espacio de nombres a los que se puede 
acceder a través de JNDI.
Nombres:
Como resultado de la federación, los nombres que suministramos a los métodos de 
contexto de JNDI pueden expandir múltiples espacios de nombres. Estos se llaman 
“nombres mixtos”. Cuando se usa el JNDI para acceder a un servicio LDAP, deberíamos 
tener cuidado con que el carácter de barra inclinada ("/") en un nombre tiene un 
significado especial para el JNDI. Si el nombre de la entrada LDAP contiene este carácter, 
necesitamos "escaparlo" (usando un carácter de barra invertida ("\")). Por ejemplo, una 
entrada con el nombre "cn=O/R" debe ser presentada como el string "cn=O\\/R" a los 
métodos de contexto JNDI.
Los nombres LDAP mientras se usen en el protocolo son nombres totalmente 
cualificados que identifican entradas que empiezan en la raíz del espacio de nombres 
LDAP (según lo defina el servidor). Aquí tenemos un ejemplo LDAP totalmente 
cualificado:
“cn=Kevin Smith, ou=books, o=some corportation”
Sin embargo, en JNDI, los nombres son siempre relativos; es decir, siempre 
nombramos un objeto en relación a un contexto. Por ejemplo, podemos nombrar la 
entrada “cn=Kevin Smith” en relación al contexto llamado “ou=books, o=some 
corporation”. Esta característica de referenciado según un contexto es usado tanto para 
leer, modificar, escribir y en definitiva cualquier acción sobre un directorio.
Búsquedas:
Uno de los aspectos más importantes del LDAP es el modelo de búsqueda. Podemos 
buscar entradas en un servidor LDAP especificando un filtro de búsqueda. El interface 
“DirContext” del JNDI soporta búsquedas del tipo LDAP y filtros de búsqueda. Los 
resultados de las búsquedas se devuelven en una enumeración de “SearchResult”.
Remisiones:
Las remisiones al estilo LDAP se soportan con la “referralException”.
Esquema:
El JNDI contiene métodos en los interfaces “DirContext” y “Attribute” para recuperar 
entradas LDAP o esquemas de atributos LDAP.
Los controles y las extensiones LDAP al estilo v3 se soportan usando el paquete 
“javax.naming.ldap”.
Objetos Java:
Más allá de la funcionalidad básica del LDAP como acceder a entradas LDAP y buscar 
en el directorio, JNDI también soporta la noción de objetos Java que son integrado en el 
directorio. Así podemos pensar en el directorio LDAP como en un repositorio de objetos 
Java, es decir, es una parte integral del entorno en que desarrollamos y desplegamos 
nuestras aplicaciones Java.
4.6.4. Estructura
El PDP está organizado en distintas partes cada una de ellas es un conjunto de clases 
agrupadas en paquetes Java (packages). Las clases agrupadas en un mismo paquete 
comparten un enfoque común o están destinadas a un conjunto de funcionalidades 
similares. Así tenemos paquetes para la interfaz de comunicación, paquetes para los 
algoritmos de lectura de las políticas, también para los datos de usuario e incluso para 
algoritmos de comparación. En definitiva cada grupo aporta una pequeña resolución del 
problema.
En la siguiente figura se muestran todos los paquetes que componen el PDP, 
seguidamente se comentan qué funciones o tareas implementan o realizan.
Figura 20. Paquetes PDP
El paquete “policies” es la raíz del sistema, el nombre de “políticas” está dado por el 
carácter del PDP. En este paquete figuran los criterios de decisión de qué clase debe 
resolver qué problema. Llegada una nueva consulta está es gestionada por las clases 
contenidas en los otros paquetes. Del paquete “policies” cuelgan los demás paquetes; el 
paquete “general” contiene todo el conjunto de clases genéricas y que en su mayoría son 
utilizadas en otros paquetes, entre ellas destacan las clases que implementan los 
algoritmos de lectura de las políticas, las interfaces de comunicación con LDAP y otros. 
En el paquete “data” se almacenan los datos de las consultas, tales datos son utilizados 
para el análisis de las condiciones de las políticas.
Los paquetes “managerPolicies”, “security” y “userPolicies” responden a los servicios de 
“gestor”, “seguridad” y “usuario” comentados anteriormente. Precisamente en el criterio de 
“decisión” de “qué clase da respuesta a qué problema” deriva en el uso de una de las 
clases contenidas en estos paquetes.
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“managerPolicies”, “security” y “userPolicies” albergan clases que utilizaran métodos de 
los paquetes “general” y “general.data”. 
En el paquete “security” existe “accessControl”, se utiliza agrupadamente un paquete 
distinto como previsión de nuevas implementaciones en el futuro (nuevas clases) y para 
no mezclar clases las unas con las otras se diferenciarían cada tipo por el paquete al que 
pertenecen.
Aquí únicamente destacaremos algunas clases del paquete “general”, éstas son 
“Interface”, “LDAPDirContext”, “CommonLogicalConditions”, 
“CommonLogicalActions”,   “PDPGeneralPolicies”, “PEPGeneralPolicies” y “Check”.
La clase “Interface” alberga la información necesaria para comunicarse con los demás 
recursos de la red, principalmente el servidor LDAP, no obstante también alberga datos 
de conexión para la comunicación con el PEP, estando este según la tarea distribuido en 
la interfaz “web” (JSP) y “scripts” para la comunicación con los servidores de contenidos a 
través de “kerberos”.
Esta clase “Interface” es principalmente la encargada de mantener el “mapeo” de los 
atributos “LDAP” a métodos que implementan la evaluación de las condiciones y a 
métodos que comunican las acciones al PEP. Así entonces tenemos que de ser necesario 
ampliar el vocabulario “LDAP” de nuestro PDP, para dar cabida a nuevos valores de 
variables, deberíamos añadir los “mapeos” en esta clase. Los “mapeos” son 
implementados por cadenas de caracteres o “strings” según la nomenclatura Java. 
Nombres de usuario y contraseñas también se hayan en esta clase, por ello desde el 
punto de vista de seguridad de los datos, esta clase es la más critica.
La clase “LDAPDirContext” implementa la comunicación con LDAP, bastará 
únicamente recurrir a sus métodos para extraer un flujo de comunicación con el servidor. 
Esta clase se trata realmente de un cliente LDAP cuyos métodos responden al estándar 
del protocolo más otros que nos ayudan en la resolución de las consultas.
Las clases “CommonLogicalConditions” y “CommonLogicalActions” son, 
respectivamente, el algoritmo para la correcta lectura de las condiciones y acciones de las 
reglas que componen las políticas. Son algoritmos totalmente genéricos y se utilizan 
continuamente en las clases de los paquete “managerPolicies”, “security” y “userPolicies”.
Si bien las anteriores clases permiten descender por el árbol LDAP desde su raíz hasta 
sus valores de las variables, son las clases “PDPGeneralPolicies” y 
“PEPGeneralPolcies” las que implementan las condiciones y el “envío” de las acciones 
respectivamente. Estas clases utilizan la clase “Interface” para el “mapeo”, desde el valor 
de una variable a la ejecución de un método. Así tendríamos que al añadir nuevas 
políticas, grupos, reglas, condiciones, acciones, etc. cuyos valores de variables no 
estuvieran en nuestro vocabulario, deberíamos añadir el nuevo “mapeo” en la clase 
“Interface” y la implementación del método en las clases “PDPGeneralPolicies” y 
“PEPGeneralPolicies”.
La clase “Check” en realidad se trata de una evolución de la clase “Boolean” de Java, 
gracias a su uso se permite conocer en todo momento cual es el estado del análisis de las 
políticas. Así pues, es utilizada para controlar cuando deben ser evaluadas las 
condiciones o si se debe continuar evaluando condiciones y cuando ejecutar acciones.
En el paquete “data” se almacena toda la información relacionada con las consultas y 
respuestas. Así tenemos la clase “Service” que almacena a qué servicio hace referencia 
la consulta. La clase “User” para los datos de usuario  y otras más clases como “Session” 
utilizada en la clase “user” para los datos de sesión y la clase “Host” para la comunicación 
con las máquinas de nuestra red. Todas estas clases son utilizadas en una clase llamada 
“Data” y así contener toda la información en un único punto.
Para los paquetes “managerPolicies”, “security” y “userPolicies” existe una clase para 
cada servicio llamada “Principal”. Estas clases “conocen” la información de a qué política 
consultar. Con esa información inicializan las clases “Check”, para el estado de el 
algoritmo de análisis, la clase “Data” para los datos de la consulta y la respuesta de la 
política y las clases “CommonLogicalConditions” y “CommonLogicalActions” para la 
lectura de políticas.
4.6.5. Algoritmo Pol íticas
Desde el paquete “policies” se decide una clase “Principal” en función del tipo de 
servicio. Las clases “Principal” preparan todo el sistema e invocan los métodos de 
“CommonLogicalConditions” y “CommonLogicalActions”. Estas dos últimas clases 
descienden por el árbol LDAP gracias a la clase “LDAPDirContext” y obtienen los valores 
de las variables. Con los valores de las variables utilizan “PDPGeneralPolicies” y 
“PEPGeneralPolicies” para implementar las condiciones y el paso de acciones. Estas dos 
últimas clases utilizan la clase “Interface” para el “mapeo” de valores de métodos Java.
La siguiente figura muestra el orden de intervención de las clases para el caso de 
evaluación de las condiciones. El envío de las acciones es análogo a las condiciones, 
únicamente difiere la implementación de los métodos de la clase “PEPGeneralPolicies”.
Figura 21. Intervención de clases
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4.7. Interfaz con el nivel inferior (JavaBeans)
La idea de JavaBeans surge de una vieja necesidad de la Ingeniería del Software: 
contar con componentes reutilizables e independientes de la plataforma. El programador 
que hace el JB no hace nada misterioso, simplemente define una clase, tratando de 
encapsular (ocultar) su implementación y mostrando al exterior (el programador que usa 
el bean) solamente los métodos y propiedades que son públicos. Sólo se muestra aquello 
que forma parte del servicio que el bean ofrece al exterior.
Este concepto es un elemento esencial del trabajo eficiente en equipo, colaborar sin 
que cada ingeniero tenga que repetir el trabajo que ha realizado otro, sin que tenga que 
enfrentarse a las mismas dificultades que ha resuelto otro. El programador que usa el 
bean sólo debe preocuparse de lo QUE hace el bean (el servicio que ofrece), no tiene que 
enfrentarse al trabajo realizado por el diseñador del bean, es decir, le queda oculta la 
implementación (el COMO el bean ofrece el servicio).
La idea va a a más: donde se ha dicho "equipo" se puede entender la comunidad global 
de desarrollo de software; de hecho existen numerosas empresas que ofrecen/venden 
beans a otros desarrolladores. En el caso de los JavaBeans la idea es que estos 
componentes reusables se puedan utilizar en diversos contextos: desde JavaBeans 
gráficos de capa cliente (controles de interfaz) hasta JavaBeans de capa web 
(normalmente representan entidades o reglas de negocio).
Vamos a examinar dos tipos de JavaBeans:
• JavaBeans gráficos (componentes visuales).
• JavaBeans utilizados JavaBeans utilizados en JSP .
4.7.1. JavaBeans Gráf icos (componentes visuales)
   Introducción:
La idea es realizar componentes visuales (controles) al estilo de lo que ofrecen IDEs 
como .Net de Microsoft o Delphi de Borland:
• Los componentes se instalan en una paleta de componentes desde donde se 
pueden arrastrar a nuestra aplicación. 
• Cada componente tiene una hoja de propiedades y eventos. 
Los componentes se diseñan aplicando el concepto de "amplia cobertura del servicio", 
es decir, teniendo en cuenta que el control debe servir a diferentes necesidades y 
usuarios (programadores), unos serán experimentados, otros novatos; unos necesitan un 
servicio más amplio y otros unas pocas utilidades. La regla de sensatez es "curarse en 
salud" y ofrecer un servicio amplio, lo que implica ofrecer una buena cantidad de 
propiedades y eventos.
   Reglas de escritura de beans
1. Para informar al exterior sobre las propiedades del bean hay dos métodos: primero 
escribir un método setXXX() y otro getXXX() para cada propiedad; en segundo 
lugar usar archivos BeanInfo. Nosotros nos centraremos en el primer método: para 
cada propiedad "prop" crearemos un método getProp() que devuelve el valor de la 
propiedad y un método setProp() que cambia el valor de la propiedad. Los IDE 
deducen la propiedad a partir de esta convención de nombres. 
Estos métodos serán públicos y lo normal es que la clase tenga un atributo 
asociado: 
        public class JTextFieldRest extends JTextField {
           private int ancho;  // Ancho máximo de la cadena introducida por usuario
           public int getAncho() {
              return ancho;
           }
           public void setAncho( int ancho ) {
              this.ancho = ancho;
           }
        ....
        
El uso de atributos (como en nuestro ejemplo ' int ancho') es lo más común, pero 
no imprescindible, es decir, podría darse el caso (raro) de tener un bean con la 
propiedad 'prop', con lo que debemos definir setProp() y getProp(), sin que ello 
implique tener un atributo en la definición de la clase (tipo atributo;). 
2. Esta regla no es obligatoria pero es conveniente para permitir que el IDE pueda 
crear instancias del bean: definir un constructor sin argumentos. 
3. La clase implementa el interfaz Serializable. Tampoco es obligatorio, pero resulta 
conveniente si se quiere guardar el bean entre sesiones. En nuestro ejemplo 
implementamos dicho interfaz ya que lo implementa la clase madre (JTextField).
   Los JavaBeans
Anteriormente hemos visto lo que es un JavaBean. Existen diferentes tipos de 
JavaBean, la primera especificación (JavaBean gráfico) hacía referencia a componentes 
reusables para la construcción de interfaces gráficos de aplicaciones y applets. En la 
arquitectura J2EE este tipo de JavaBean no tiene sentido (por ahora) dentro de la capa 
Web (Servlets/JSP).
Pero existen otros tipos de JavaBeans que representan las entidades y reglas del 
negocio. No hay que verlas como un oscuro misterio de la tecnología J2EE, simplemente 
son clases Java reutilizables que representan elementos del dominio.
   
4.7.2. JavaBeans en JSP
Para instanciar las clases del API de Java no hay más que utilizar el viejo 
operador new. Pero las clases que representan entidades y reglas de negocio 
se llaman JavaBeans y exigen unas etiquetas específicas:
<jsp:usebean id="id_del_objeto" scope="page | request | session |    application"  
class="paquete...subpaquete.clase.class" beanName="nombre_del_bean"/> 
El id es un nombre identificativo, seleccionado por el programador. Además debemos 
declarar su alcance o ámbito (scope). Un alcance "request" implica que el bean es 
accesible hasta otra JSP que haya sido invocada por medio de jsp:forwar o jsp:include. El 
beanName es opcional, sigue la lógica Java de paquete.subpaquete y se utiliza si se usa 
el método instantiate() de java.beans.Beans. En nuestro ejemplo:
<jsp:useBean id="general" scope="page" class="docen_jsp.persona" />
De esta sencilla línea se puede deducir que al menos debemos definir en el JavaBean 
el constructor vacío, que es el que utiliza el motor JSP en la creación del objeto.
Existe una segunda sintaxis:
<jsp:usebean id="id_del_objeto" scope="page | request | session | application"  
class="paquete...subpaquete.clase.class" beanName="nombre_del_bean"> 
Instrucciones 
    </jsp:useBean> 
En este caso se ejecutan las instrucciones si el bean es instanciado. Dichas 
instrucciones pueden ser cualquier contenido JSP, aunque normalmente consiste en 
Scriptlets y acciones setProperty.
   JavaBean de ejemplo
Los métodos setXXX() y getXXX() son puramente convencionales, podríamos haberlos 
llamado defXXX() y obtXXX(), sin embargo es conveniente usar los métodos setXXX() y 
getXXX() para propiciar la interoperabilidad e integración con software de otros fabricante. 
Además esto facilita el uso de acciones setProperty y getProperty, como luego veremos. 
En nuestro caso hemos puesto el bean en WEB-INF/classes:
public class persona {
   private String nombre;
   private int edad;
   public persona() { }
   public persona( String nombre, int edad ) {
      this.nombre = nombre;
      this.edad = edad;
   }
   public String getNombre() {              return nombre; }
   public int getEdad() {                   return edad; }
   public void setNombre( String nombre ) { this.nombre = nombre; }
   public void setEdad( int edad ) {        this.edad = edad; }
}
Aunque no ha sido necesario en este ejemplo, los JavaBean deben ser serializables (o 
heredar de una clase serializables), si es que queremos usar la serialización de objetos.
   La primera página
La página es sencilla, instancia la clase en la línea jsp:usebean y luego la utiliza 
        <html>
        ...
                <jsp:useBean id="general" scope="page"
                class="docen_jsp.persona" />
                <%
                        general.setNombre( "Nombre Apellido");
                        general.setEdad( 37 );
                %>
        <p>Hemos creado una instancia del JavaBean. La clase se llama 
        <%=general.getClass().getName()%>.
        El nombre de la instancia es <%=general.getNombre()%> y la edad 
        es <%=general.getEdad()%> años.</p>
      ...
   Uso de setProperty y getProperty
En el ejemplo anterior se podían definir y obtener valores de atributos. Es un primer 
paso, pero tiene el inconveniente de tener que utilizar scriptlets para definir valores 
mediante setXXX(). A continuación veremos una forma más sencilla de realizar el mismo 
trabajo: jsp:setProperty se usa en conjunción con jsp:useBean para definir valores de 
propiedades. Las etiquetas jsp:setProperty y jsp:getProperty nos evitan los scriptlets y se 
encargan de invocar a los métodos setXXX() y getXXX() del JavaBean.
        <jsp:setProperty name="id_del_objeto"
        property="nombre_propiedad"|"*"
        param="nombre_parametro_de_request" | value="valor" />
Esta acción puede aplicarse a una propiedad:
       <jsp:setProperty name=”general” property=”nombre” value=
       ”<%=tuNombre%>” />
O a todas aquellas propiedades cuyo nombre coincide con parámetros de la petición 
(request), es decir, selecciona los parámetros que coinciden en nombre con las 
propiedades y copia los valores en sus correspondientes propiedades:
      <jsp:setProperty name="general" property="*" />
Si queremos solamente extraer el valor de un parámetro (en el siguiente ejemplo es 
'identificación') y copiarlo a un atributo ('nombre'):
 <jsp:setProperty name=”general” property=”nombre” param=”identifacion” />
Con value podemos especificar un valor para la propiedad, pero esta etiqueta es 
incompatible con param.
En el siguiente ejemplo se obtiene el nombre de un formulario mediante 
request.getParameter() y se almacena en el Bean:
<%! String tuNombre; %>
    <% tuNombre = request.getParameter( "nombre" ); %>
    <jsp:setProperty name="general" property="nombre" value=”<
    %tuNombre%>” />
    Como ya hemos visto, esto se puede hacer de forma más breve:
    <jsp:setProperty name="general" property="nombre" param="nombre" />
    Incluso se puede hacer durante la instanciación:
    <jsp:useBean id="general" scope="page" class="docen_jsp.persona">
        <jsp:setProperty name="general" property="*" />
    </jsp:useBean>
    El ejemplo con getProperty():
    Nombre del bean: <jsp:getProperty name="general" property="nombre" />
    Evitando malentendidos
    En ocasiones se cree que setProperty o getProperty pueden funcionar correctamente 
porque existen sus correspondientes atributos de clase bean. Esto no es cierto, funcionan 
porque existen sus correspondientes métodos getXXX() y setXXXX() en la clase bean.
4.8. PEP (Policy Enforcement Point)
El PEP o “Policy Execution Point” es el encargado de ejecutar las acciones del PDP. 
Por razones de consistencia tanto el PDP como PEP están implementados en Java. Las 
funciones del PEP son ejecutar las acciones en cada uno de los recursos que forman 
parte del sistema, esto quiere decir, el entorno “web”, las bases de datos “SQL” y el 
establecimiento de las comunicaciones entre equipos, refiriéndose a la utilización de 
servidores DNS para identificar servidores de contenidos y al uso del protocolo Kerberos 
para el intercambio de información por canales seguros. 
El PEP en realidad está formado por un conjunto de PEP más reducidos. Desde el 
punto de vista lógico de nuestro sistema ya hemos comentado la existencia de un PDP y 
un nivel más inferior la existencia del PEP. No obstante el PEP según su funcionalidad 
está distribuido, es decir, se diferencian las acciones a realizar según el entorno “web”, 
bases de datos “SQL” y canales de comunicación entre gestor y servidores de contenidos. 
Así tenemos en primera instancia que se ha desarrollado un PEP capaz de cursar las 
acciones “web”, tales acciones son las ya expuestas en el conjunto de políticas LDAP. 
Este primer PEP utiliza la interfaz de comunicación implementada con el uso de la 
tecnología “JavaBeans” con el nivel superior. Básicamente las funciones del PEP de la 
interfaz “web” responden al control de sesiones y manipulación de las consultas URL.  
Cuando se recibe una consulta “web” desde las páginas JSP se extraen los parámetros 
de las consultas y los datos de sesión almacenados de las consultas anteriores o 
únicamente los parámetros de las consultas en caso de no haber todavía una sesión 
definida. Toda esta información es enviada el PDP quien responde con las acciones a 
realizar. 
Las posibles acciones son “añadir datos de sesión”, “mostrar las páginas solicitadas” o 
redireccionar la consulta a páginas de error; debido a elecciones incorrectas por el 
usuario, a accesos no autorizados según el control de acceso, etc.
4.8.1. PEP Web
A nivel “web” Las acciones del PEP son implementadas directamente en las páginas 
JSP.
Las páginas JSP integran el código “html” y acciones PEP. Estas paginas están 
agrupadas básicamente en tres secciones. 
La primera sección recoge los parámetros de la consulta URL. A éstos se les unen los 
datos almacenados en la sesión. Toda esta información es almacenada en un objeto java 
destinado a albergar toda la información que se intercambian PDP y PEP.
La segunda sección corresponde a la solicitud PDP. Éste recogerá los datos y dará una 
respuesta.
Mediante el análisis de la respuesta y “mapeos” según el vocabulario del sistema, el 
PEP descodificará la respuesta e invocará la orden a ejecutar.
Tanto la primera sección como la segunda sección hacen uso de la tecnología 
“JavaBeans” para la comunicación entre JSP y los objetos Java.
Finalmente la tercera sección es la ejecución de las órdenes. Éstas pueden ser, manipular 
los datos de sesión, redireccionar las consultas y/o incluir código “html”.
4.8.2. PEP SQL
Las acciones a realizar sobre las bases de datos se clasifican en dos tipos, según a qué 
máquina van dirigidas. Por una parte tenemos las consultas que actualizan la base de 
datos local del gestor de nuestro sistema. Esta base de datos contiene todas las tareas a 
realizar de todos los servidores de contenidos. La otra posibilidad es actualizar las bases 
de datos de los servidores de contenidos, estas bases de datos no se encuentran en la 
propia maquina gestora, por ello se deben realizar el intercambio de información por 
medios seguros, es aquí cuando intervendrán los servicios DNS y el protocolo Kerberos.
En lineas generales el gestor y los servidores de contenidos tienen una base de datos 
“SQL” con las tareas a realizar. Por cada solicitud de adquisición de contenidos por parte 
de un usuario, cursada correctamente, el PDP comunica con un PEP destinado 
únicamente a la actualización de bases de datos SQL. 
Este PEP dedicado a SQL constituye el segundo PEP de nuestro conjunto global. 
Desde los objetos Java se utiliza el “mysql-connector” para actualizar dos bases de 
datos. La primera es la base de datos del propio gestor que mantendrá para posteriores 
consultas las tareas pendientes, las que se están realizando y las ya realizadas de todos 
los servidores de contenidos, de este modo fácilmente y sin tener que lanzar consultas 
por la red, atacando directamente a los servidores de contenidos podrá disponer en todo 
momento de un fuente de información para la decisión de las consultas de los usuarios 
web.
La otra base de datos es utilizada para almacenar las consultas pendientes de ser 
enviadas a los servidores de contenidos. 
A lo largo del presente desarrollo de este proyecto se propuso que para cada solicitud 
de adquisición de contenidos, cursada correctamente según las políticas, se actualizaba 
la base de datos de los servidores de contenidos. No obstante estas consultas son más 
costosas en cuanto al establecimiento de los canales seguros de comunicación que a la 
información útil propiamente dicha. Por ello, con intención de mejorar la eficiencia, el 
sistema recoge todas las consultas y únicamente las actualiza cada cierto intervalo de 
tiempo, en concreto cada minuto. Con ello es utilizada una única comunicación con cada 
servidor de contenidos implicado para la actualización de todas las nuevas tareas a 
realizar. 
Un caso distinto es cuando se producen eventos entre los servidores de contenidos y 
los clientes “video streaming”, tales eventos pueden ser el inicio de la distribución del 
contenido, finalización o errores. En tales situaciones los servidores de contenidos 
informan inmediatamente el gestor para que tome las decisiones oportunas.
Así entonces tenemos que las consultas son almacenadas en las bases de datos del 
gestor y cada cierto intervalo de tiempo se envían a los servidores de contenidos. El envío 
de la información hacia los servidores de contenidos formaría parte del tercer PEP.
4.8.3.­  Actualización tareas servidores de contenidos
El sistema dispone de un programador de tareas implementado mediante “perl”. Cierto 
es que todos los sistemas Unix, BSD y GNU/Linux disponen de la herramienta “cron” 
precisamente para la programación de tareas. No obstante se decidió ofrecer un sistema 
implementado propio para poder aumentar la independencia de nuestra solución del 
sistema. 
En esta sección se ha utilizado el lenguaje “perl” para la implementación de los 
programas por diferentes motivos. El primero de ellos es que es un lenguaje que ofrece 
"portabilidad" entre sistemas, ya que se compila el código durante la ejecución del mismo. 
Perl además de un lenguaje de programación es en realidad un intérprete de comandos y 
existe para todas las plataformas, incluidas Unix, BSD, GNU/Linux, Mac OS y Windows. 
Es muy cómodo para la implementación de pequeños programas, con muy pocas lineas 
de código pueden implementarse cualquier funcionalidad. Finalmente pese a sus 
alternativas “bash”, “python”, etc. tiene un nivel de eficiencia muy superior a sus 
competidores.
A grandes rasgos el algoritmo es el siguiente. El proceso de programación de tareas 
ejecuta un pequeño programa cada minuto. Este programa realiza el establecimiento de 
un canal seguro para transmitir la información entre gestor y servidor de contenidos, se 
actualizan las bases de datos y finalmente de un modo análogo que en el gestor, existe 
un programador de tareas en los servidores de contenidos que según las entradas de las 
bases de datos publican o eliminan los contenidos de los servidores.
Podemos por tanto resumir este último “PEP” como el conjunto de tres programas. El 
primero de ellos el “programador de tareas” del gestor, el segundo el responsable de 
establecer el “canal seguro de comunicación”, el tercero el que “actualiza las bases de 
datos SQL” de los servidores de contenidos y finalmente el cuarto es el “programador de 
tareas de los servidores” de contenidos.
4.8.4. Canal seguro de comunicación
El canal seguro de comunicación se establece automáticamente mediante  aplicaciones 
que permiten una comunicación cliente-servidor que integran el protocolo Kerberos. 
El MIT, responsable de la creación del protocolo de Kerberos, difundió en su día varios 
servicios unix que integraban su protocolo de seguridad. Estos servicios unix son “telnet”, 
“rsh”, “ssh”, “kshell” entre otros. Configurados correctamente establecen una 
comunicación segura entre clientes y servidores de un modo totalmente transparente para 
el usuario. Hoy día prácticamente todas las soluciones Unix, BSD y GNU/Linux.
Los servicio “unix” antes mencionados están diseñados para la interacción con  un 
usuario, esperando un conjunto de entrada y salida que exige la interpretación de una 
persona y sin embargo nosotros los utilizamos de una manera totalmente automatizada. 
Ello es conseguido gracias al uso de una herramienta disponible en cualquier sistema 
Unix y variantes cuyo nombre es “expect”. 
Expect es una herramienta que permite mediante una cierta sintaxis programar 
cualquier ejecución de comandos unix y actuar en función de la respuesta obtenida. En 
realidad se trata de un emulador de la interacción de una persona con el sistema. 
El programa encargado de establecer el canal seguro en realidad invoca a un programa 
“expect” que es el que lanza el cliente “telnet” y así establecer el canal, para después 
lanzar las instrucciones “SQL” en las máquinas servidores de contenidos como si fueran 
consultas locales.
Evidentemente tanto cliente como servidor “telnet” deben configurarse correctamente 
para el uso del protocolo Kerberos.
El cliente “telnet”, que integra el protocolo kerberos, resuelve mediante DNS la IP de los 
servidores de contenidos e inmediatamente lanza una consulta contra el servidor 
“kerberos”, solicitando una comunicación segura con tales servidores. En esta sección no 
comentamos cuál es el funcionamiento exacto en del protocolo kerberos ya que existe 
una dedicada completamente a ello. Para nosotros lo importante aquí es el uso del 
servicio DNS para conocer las IPs de las máquinas que intervienen, tanto los servidores 
de contenidos como el servidor Kerberos apoderado del dominio y así poder utilizar una 
simple sesión remota contra los servidores para actualizar las bases de datos.
4.9. Kerberos
4.9.1. Introducción
Kerberos es un protocolo de autentificación de redes de ordenador que permite a dos 
computadores en una red insegura demostrar su identidad mutuamente de manera 
segura. Sus diseñadores se concentraron primeramente en un modelo de cliente-servidor, 
y brinda autentificación mutua: tanto cliente como servidor verifican la identidad uno del 
otro. Los mensajes de autentificación están protegidos para evitar “eavesdropping” y 
ataques de “Replay”.
Kerberos se basa en criptografía de clave simétrica y requiere un tercero de confianza. 
Además, existen extensiones del protocolo para poder utilizar criptografía de clave 
asimétrica.
4.9.2. Historia y desarrollo
El Instituto Tecnológico de Massachusetts (MIT) desarrolló Kerberos para proteger los 
servicios de red proporcionados por el proyecto “Athena”. El proyecto recibió el nombre 
debido al personaje mitológico griego Kerberos (o Can Cerbero), el perro guardián de tres 
cabezas de Hades. Existen varias versiones del protocolo. Las versiones 1 a 3 se 
desarrollaron sólo dentro del ambiente del MIT.
Steve Miller y Clifford Neuman, los principales diseñadores de la versión 4 de Kerberos, 
publicaron esa versión al final de la década de 1980, aunque la había orientado 
principalmente para el proyecto Athena.
La versión 5, diseñada por John Kohl y Clifford Neuman, apareció como la RFC 1510 
en 1993 (que quedó obsoleta por la RFC4120 en 2005), con la intención de eliminar las 
limitaciones y problemas de seguridad presentes en la versión 4.
El MIT distribuye una implementación de Kerberos libremente bajo una licencia similar a 
la de BSD.
Autoridades de los Estados Unidos clasificaron a Kerberos como munición y prohibieron 
su exportación porque usa el algoritmo de cifrado DES (con clave de 56 bits). Una 
implementación no estadounidense de Kerberos 4, KTH-KRB, desarrollada en Suecia, 
puso el sistema a disposición fuera de los Estados Unidos antes de que éste cambiara 
sus políticas de exportación de criptografía (alrededor del año 2000). La implementación 
sueca se basó en una versión llamada eBones, la cual se basaba en la versión exportada 
MIT Bones (a la que se le habían quitado las funciones de cifrado y las llamadas a ellas), 
basada a su vez en Kerberos 4, nivel de corrección 9. El australiano Eric Young, autor de 
numerosas librerías criptográficas, puso nuevamente las llamadas a funciones y usó su 
librería de cifrado libdes. Esta versión algo limitada de Kerberos se llamó versión eBones. 
Una implementación de Kerberos en su versión 5, Heimdal, se lanzó por básicamente el 
mismo grupo de gente que lanzó KTH-KRB. 
Windows 2000, Windows XP, Windows Server 2003, Windows Vista y Windows Server 
2007 usan una variante de Kerberos como su método de autentificación por defecto. 
Algunos agregados de Microsoft al conjunto de protocolos de Kerberos están 
documentados en la RFC 3244 "Microsoft Windows 2000 Kerberos Change Password and 
Set Password Protocols" (Protocolos de cambio y establecimiento de clave de tipo 
Kerberos en Microsoft Windows 2000). Mac OS X de Apple también usa Kerberos tanto 
en sus versiones de cliente y de servidor.
Hasta el año 2005, el grupo de trabajo de Kerberos de la IETF se encuentra 
actualizando las especificaciones. Actualizaciones recientes incluyen:
• "Especificación de cifrado y código de chequeo de errores" (RFC 3961). 
• Cifrado por “AES para Kerberos 5" (RFC 3962).
• Una nueva versión de la especificación de Kerberos 5: "El servicio de 
autentificación Kerberos (V5)" (RFC 4120). Esta versión hace obsoleta a la RFC 
1510, clarifica aspectos del protocolo y de su uso esperado en mayor detalle y una 
explicación más clara, 
• Una nueva edición de la especificación de la interfaz de programa de aplicación de 
servicios de seguridad genéricos: "El mecanismo de interfaz de programa de 
aplicación de servicios de seguridad genéricos (GSS-API) de Kerberos Versión 5: 
Versión 2." (RFC 4121).
4.9.3. Descripción
Kerberos se basa en el Protocolo de Needham-Schroeder. Usa un tercero de confianza, 
denominado "centro de distribución de claves" (KDC, por sus siglas en inglés: Key 
Distribution Center), el cual consiste de dos partes lógicas separadas: un "servidor de 
autentificación" (AS o Authentication Server) y un "servidor emisor de tiquets" (TGS o 
Ticket Granting Server). Kerberos trabaja sobre la base de "tiquets", los cuales sirven para 
demostrar la identidad de los usuarios.
Kerberos mantiene una base de datos de claves secretas; cada entidad en la red —sea 
cliente o servidor— comparte una clave secreta conocida únicamente por él y Kerberos. 
El conocimiento de esta clave sirve para probar la identidad de la entidad. Para una 
comunicación entre dos entidades, Kerberos genera una clave de sesión, la cual pueden 
usar para asegurar sus interacciones.
4.9.4. Motivación
Internet no es un lugar seguro. Muchos de los protocolos usados en Internet no 
proporcionan características de seguridad. Es habitual que piratas informáticos maliciosos 
empleen herramientas para rastrear y conseguir contraseñas de la red. Por lo tanto, las 
aplicaciones que envían una contraseña no cifrada por la red son sumamente vulnerables. 
Peor aún, algunas aplicaciones de cliente/servidor dependen de la honestidad del usuario 
que las está usando acerca de su identidad .
Algunos sitios intentan solucionar los problemas de seguridad de la red con 
cortafuegos. Desafortunadamente, el uso exclusivo de cortafuegos se basa en la 
suposición de que los "villanos" están en el exterior, lo que es a menudo una suposición 
incorrecta y peligrosa. Un buen número de los más graves delitos informáticos son 
ejecutados desde dentro de la propia corporación atacada. Los cortafuegos también 
adolecen de una desventaja importante, ya que restringen cómo pueden usar Internet los 
usuarios de la red por ellos protegida. Después de todo, los cortafuegos son sólo un 
ejemplo menos extremista del dictamen de que no hay nada más seguro que una 
computadora que está desconectada de la red. Pero en muchos casos, estas 
restricciones son simplemente imposibles de asumir.
Kerberos fue creado por el MIT como una solución para estos problemas de seguridad 
de la red. El protocolo de Kerberos usa una criptografía fuerte con el propósito de que un 
cliente pueda demostrar su identidad a un servidor (y viceversa) a través de una conexión 
de red insegura. Después de que un cliente/servidor han conseguido a través de Kerberos 
demostrar su identidad, también pueden cifrar todas sus comunicaciones para garantizar 
la privacidad y la integridad de los datos intercambiados.
Kerberos está disponible gratuitamente en el MIT, bajo permisos de derechos de autor 
muy similares a aquellos que usaron para el sistema operativo de BSD y el “X Window 
System”. El MIT provee el código fuente de Kerberos con el propósito de que quienquiera 
que desee usarlo pueda estudiar el código y así asegurarse de que el código es digno de 
confianza. Además, para aquellos que prefieren depender de un producto con un soporte 
profesional, Kerberos está disponible a través de muchos distribuidores diferentes como 
producto comercial.
En resumen, Kerberos es una solución para ciertos problemas de seguridad de la red. 
Provee las herramientas de autentificación y criptografía reforzada a través de la red para 
ayudar a asegurar que los sistemas de información de una empresa o corporación están 
bien resguardados.
4.9.5. Cómo funciona
A continuación se describe someramente el protocolo. Se usaran las siguientes 
abreviaturas:
• AS = Authentication Server 
• TGS = Ticket Granting Server 
• SS = Service Server. 
En resumen el funcionamiento es el siguiente: el cliente se autentica a sí mismo contra 
el AS, así demuestra al TGS que está autorizado para recibir un ticket de servicio (y lo 
recibe) y ya puede demostrar al SS que ha sido aprobado para hacer uso del servicio 
"kerberizado".
En más detalle:
1. Un usuario ingresa su nombre de usuario y contraseña en el cliente 
2. El cliente genera una clave hash a partir de la contraseña y la usará como la clave 
secreta del cliente. 
3. El cliente envía un mensaje en texto plano al AS solicitando servicio en nombre del 
usuario. 
4. El AS comprueba si el cliente está en su base de datos. Si es así, el AS envía dos 
mensajes al cliente: 
1. Mensaje A: Client/TGS session key cifrada usando la clave secreta del 
usuario 
2. Mensaje B: Ticket-Granting Ticket (que incluye el ID de cliente, la dirección 
de red del cliente, el período de validez y el Client/TGS session key) cifrado 
usando la clave secreta del TGS. 
5. Una vez que el cliente ha recibido los mensajes, descifra el mensaje A para obtener 
el client/TGS session key. Esta session key se usa para las posteriores 
comunicaciones con el TGS. (El cliente no puede descifrar el mensaje B pues para 
cifrar éste se ha usado la clave del TGS). En este momento el cliente ya se puede 
autenticar contra el TGS. 
6. Entonces el cliente envía los siguientes mensajes al TGS: 
1. Mensaje C: Compuesto del Ticket-Granting Ticket del mensaje B y el ID del 
servicio solicitado. 
2. Mensaje D: Autentificador (compuesto por el ID de cliente y una marca de 
tiempo), cifrado usando el client/TGS session key. 
7. Cuando recibe los mensajes anteriores, el TGS descifra el mensaje D 
(autentificador) usando el client/TGS session key y envía los siguientes mensajes al 
cliente: 
1. Mensaje E: Client-to-server ticket (que incluye el ID de cliente, la dirección 
de red del cliente, el período de validez y una Client/Server session key) 
cifrado usando la clave secreta del servicio. 
2. Mensaje F: Client/server session key cifrada usando el client/TGS session 
key. 
8. Cuando el cliente recibe los mensajes E y F, ya tiene suficiente información para 
autenticarse contra el SS. El cliente se conecta al SS y envía los siguientes 
mensajes: 
1. Mensaje E del paso anterior. 
2. Mensaje G: un nuevo Autentificador que incluye el ID de cliente, una marca 
de tiempo y que está cifrado usando el client/server session key. 
9. El SS descifra el ticket usando su propia clave secreta y envía el siguiente mensaje 
al cliente para confirmar su identidad: 
1. Mensaje H: la marca de tiempo encontrada en el último Autentificador 
recibido del cliente más uno, cifrado el client/server session key. 
10.El cliente descifra la confirmación usando el client/server session key y chequea si 
la marca de tiempo está correctamente actualizada. Si esto es así, el cliente 
confiará en el servidor y podrá comenzar a usar el servicio que este ofrece. 
11.El servidor provee del servicio al cliente.
4.10. Gestión de tareas
Cada servidor de contenidos tiene una base de datos llamada “tasks”, salvo el gestor de 
contenidos que tiene dos bases de datos la primera llamada “serversTaks” que contiene la 
información de las tareas de todas las demás bases de datos “taks” y otra base de datos 
con todas las consultas “SQL” pendientes de actualizar en los servidores de contenidos.
La base de datos “tasks” contiene tres tablas de nombre “finished”, “transfering” y 
“waiting” que corresponden a las tareas finalizadas, que se están cursando y las 
pendiente a cursar, respectivamente.
Cada una de estas tablas tiene los mismos tipos de campos:
• id: un numeral que se autoincrementa automáticamente y puede ser utilizado como 
“clave” de búsqueda.
• name: El nombre que identifica al tipo de contenido.
• start: Es el instante de tiempo en el que se publicará el contenido, este instante de 
tiempo es “tiempo unix” y no ISO.
• end: Es el instante de tiempo en el que finalizará el contenido, este instante de 
tiempo es “tiempo unix” y no ISO.
• url: Es la url que identifica unívocamente el contenido
La “url” es tiene un formato específico en el que se identifica el contenido a través de un 
nombre y seguido de un conjunto de parámetros que representan el formato. También 
esta “url” contiene el servidor/es de contenidos que serán  utilizados para distribuir el 
contenido.
En nuestro proyecto únicamente constábamos de un servidor de contenidos por ello la 
URL únicamente constará, en cuanto a la identificación del servidor, de un único nombre. 
Para poder dar lugar a varios servidores existirían más posibilidades. Aquí únicamente 
comentamos una posible solución ya que esto queda fuera del alcance de nuestro trabajo.
Una posible solución consistiría en mantener un campo adicional a los anteriores, dicho 
campo “de algún modo” sería utilizado como relación en otras tablas para relacionar el 
contenido con los servidores.
Así tendríamos que dicho campo sería utilizado para seleccionar los servidores que 
distribuirían tal contenido. En esta situación la “URL” no debería o no sería necesario 
contener el nombre del/los servidor/es que distribuirán el contenido, éstos estarían 
relacionados por el nuevo campo.
Debemos solucionar dos problemas, el primero de ellos es identificar del conjunto de 
servidores de contenidos aquellos que poseen el contenido concreto que queremos 
publicar, pero además, de ese conjunto de servidores, seleccionar únicamente aquellos 
que van a publicar el contenido. 
Así tendremos que controlar qué contenidos están en los servidores, qué servidores 
comparten una misma tarea y finalmente qué tareas hay en el sistema.
4.10.1. Contenidos y Servidores
Para ello propondremos un nuevo conjunto de tablas, para cada una de ellas un 
conjunto mínimo de campos que permite identificar el conjunto deseado.
Existiría una tabla de nombre “servers” que contendría el conjunto de todos   los 
contenidos de los los servidores de contenidos, esto es, una entrada para cada contenido 
de un servidor. Por tanto si un contenido está en más de un servidor habrá ese contenido 
en más de una entrada, no obstante al estar cada contenido en servidores distintos nunca 
habrá dos entradas iguales ya que identificaremos las entradas, de algún modo, por 
contenido y servidor donde se haya tal contenido. El conjunto o las estradas de esta tabla 
seria dinámico puesto que en una red P2P podrían continuamente conectarse y 
desconectarse los nodos servidores.
En la tabla “servers” debería haber, para cada entrada, información suficiente para 
identificar de manera unívoca a qué servidor pertenece el contenido y por supuesto 
identificar de manera unívoca el contenido.
Por tanto definiríamos, al menos:
• Un identificador de entrada auto incrementable para referencia de entrada y 
búsquedas
• Un campo identificador de contenido.
• Un campo identificador de servidor. 
Así cada entrada de la tabla tendría al menos tres campos; auto incrementador (id), un 
identificador contenido (idc) y un identificador servidor (ids). Hay que tener en cuenta que 
para las consultas “sql” los mejores criterios o “claves” de búsqueda están basados en “id” 
de tipo entero (int), verdadero/falso (bolean), de coma flotante (float) y algunos mas. No 
obstante para una comprensión humana son las cadenas de caracteres las que realmente 
nos permiten hacer distinciones. Dado que la búsqueda por cadenas de caracteres no es 
óptima, debemos o bien definir dos nuevos campos; nombre servidor (sn) y nombre 
contenido (cn) en la misma tabla o bien construir dos nuevas tablas, una para servidores y 
otras para contenidos, que contengan la equivalencia entre identificadores y nombres. Por 
razones de mayor facilidad en el mantenimiento de tablas estarán todos los campos en 
una misma tabla. Por supuesto en caso de ser necesario las entradas en la tabla podrían 
tener otros campos como formato, contenedor de video/audio, etc. todo ello para facilitar 
la búsqueda de contenidos, no obstante por ahora prescindiremos de esta última 
característica. 
En MySQL la creación de nuestra tabla seria tal que:
mysql> create table servers (
    -> id int auto_increment primary key,
    -> idc int not null default '0',
    -> cn varchar(256),
    -> ids int not null default '0',
    -> sn varchar(256)
    -> );
4.10.2. Una tarea y un conjunto de servidores
Supongamos ahora que tenemos una tarea a realizar, se ha decidido qué servidores 
van a intervenir y qué contenido es el que se va a distribuir. Necesitamos relacionar dicha 
tarea con los servidores implicados. 
Nótese que el algoritmo que permitiría en una red P2P decidir qué servidores con qué 
contenidos intervienen esta fuera del alcance de este proyecto, por ello nos referimos a 
“supongamos que se ha decido que servidores van a intervenir y qué contenido es el que 
se va a distribuir”. 
En tal situación propondríamos una nueva tabla, de nombre “commonTaks”, cuyas 
entradas sean las tareas a realizar por cada servidor. Dicha tabla seria una fuente de 
consulta de las tareas de todos los servidores, pero ademas establecería algún criterio de 
relación entre las distintas entradas que permitiría identificar a los conjunto de servidores 
con una misma tarea en común.
Dado que en la tabla “servers” cada entrada representa un contenido en un servidor, en 
esta nueva tabla una entrada representaría la distribución de tal contenido en tal servidor. 
Por supuesto estableciendo, al menos, un parámetro de relación entre las entradas de la 
tabla “servers” y las entradas de la tabla “commonTaks”.
Así necesitaríamos, al menos, los siguientes campos:
• Un identificador de entrada auto incrementable para referencia de entrada y 
búsquedas
• Un identificador de grupo.
• Un identificador que relacione las entradas de esta tabla con las entradas de la 
tabla “servers”.
El identificador auto incrementable (id) sería de tipo entero, al igual que el identificador 
de grupo (idg) y el de relación entre entadas de las tablas (idST) o identificador de 
relación entre servidores y tareas.
El identificador de grupo seria el utilizado con un mismo valor para todas aquellas 
entradas que realizaran la misma tarea.
El identificador de relación entre las entradas de la tabla “commonTaks” y “servers” 
seria el identificador auto incrementable utilizado en las entradas de la tabla “servers”. Así 
podríamos identificar qué contenido en qué servidores pertenecen a una misma tarea.
Al igual que en el caso anterior podríamos definir campos opcionales con los atributos 
de nombre de servidor (sn) y nombre de contenido (cn) para mayor facilidad de 
comprensión para las personas.
 
En MySQL la creación de nuestra tabla seria tal que:
mysql> create table commonTasks (
    -> id int auto_increment primary key,
    -> idg int not null default '0',
    -> idServTaks int not null default '0',
    -> cn varchar(256),
    -> sn varchar(256)
    -> );
4.10.3. Tareas y grupos
Finalmente una última tabla con los identificadores de todas las tareas y la relación con 
el grupo con la misma tarea.
Dicha tabla contendría, al menos, un campo campo como identificador auto 
incrementable para referencia y búsquedas (id) y otro identificador para la relación con las 
entradas de la tabla “commonTasks” (idTG) o identificador de relación “Tarea-Grupo”. Al 
igual que en los casos anteriores podríamos añadir cadenas de caracteres y otros 
campos, por ejemplo los tiempos de inicio y finalización de distribución del contenido, 
entre otros. 
4.10.4. Montaje f inal
El esquema final seria el de la siguiente figura:
Figura 22. Relación campos SQL
idTG
id idg
id
idST
id ids ids
1:N
1:1
   La primera relación sería uno a muchos (1:N) y la segunda uno a uno (1:1). Así 
tendríamos que la primera relación permite identificar el conjunto de elementos con una 
misma tarea en común y el segundo el servidor con el contenido de ese elemento.
   Es posible que hayamos pensado que añadiendo el campo de identificador de grupo en 
la primera table, “servers” no hubiera sido necesario crear la tabla “commonTasks”, no 
obstante pensemos que este apartado no hemos definido campos que contengan los 
atributos de inicio del servicio, finalización del servicio, fragmentación de los contenidos o 
parte del contenido, etc. Mantener tal cantidad de información en una misma tabla 
obligaría a una gran cantidad de campos, por ello es recomendable no mantener toda la 
información en una misma tabla.
4.11. Contenidos
4.11.1. Introducción
   Los usuarios y así mismo el gestor del sistema, buscan, seleccionan y gestionan 
contenidos. Para la correcta ejecución de estas acciones es necesario establecer un 
criterio de clasificación y descripción de contenidos. Podemos buscar cierto parecido en 
una biblioteca.
   En una biblioteca existen gran cantidad de documentos escritos y otros materiales, parte 
de estos materiales estarán disponibles al público y otros no lo estarán. No obstante cada 
documento, elemento o como quiera llamarse, de una biblioteca está descrito según un 
protocolo. Típicamente se utilizará información como el título, autor, año de edición, 
género, etc. De toda la información utilizada para la clasificación y descripción de los 
documentos y otros materiales estará, en parte, disponible al público en general, y en 
parte será utilizada para la gestión de dichos documentos u otros materiales. Por ejemplo 
podría utilizarse información de gestión de un código de barras asociado a cada libro, de 
este modo se identifica cada libro de manera unívoca, además puede proporcionar 
información de la cantidad de libros de que dispone la biblioteca, y además puede ser 
utilizado como referencia para hacer búsquedas en bases de datos, etc.
   No todos los documentos de los que dispone una biblioteca estarán disponibles para los 
usuarios, puede que sean documentos en mal estado y por motivos de conservación no 
estén al alcance del público, o por ser materiales únicos, incluso por ser secretos. 
   En definitiva existe información para el usuario e información para la gestión.
   En nuestro sistema ocurrirá exactamente lo mismo que en un biblioteca; necesitaremos 
información que estará disponible para el usuario e información disponible para el gestor.
   En función del servicio un contenido será descrito mediante un conjunto de atributos, no 
obstante este conjunto de atributos dependerá del tipo de servicio, es decir, si plantemos 
el describir un contenido de tipo “video streaming” nos podemos imaginar un conjunto de 
características como título, productora, duración, etc. en cambio si el contenido fuera 
algún documento electrónico que perteneciera a un servicio de descarga de ficheros 
necesitaríamos otros atributos, por ejemplo, autor, editorial, año de edición, etc.
   En definitiva en función del servicio surgirá la necesidad de distintos conjuntos de 
atributos. Nuestra solución debe ser lo suficientemente flexible y escalable para no 
quedarse atascada o tener que rediseñar o redefinir los atributos que describen un 
contenido, debe ser fácilmente ampliable.
   Pues bien existe un lenguaje de definición que precisamente fue diseñado con tales 
características. Un lenguaje capaz de describir cualquier tipo de objeto a través de un 
conjunto de “atributos” denominados etiquetas. Este lenguaje en concreto es “XML”. 
   El lenguaje “xml” permite fácilmente definir cualquier tipo de objeto ya que está 
constituido de un conjunto de etiquetas bastante genéricas pero que permite la inclusión 
de cualquier tipo de nueva etiqueta. Esto es, no existe limitación en el vocabulario que 
está constituido por estas etiquetas. Según la necesidad se añaden etiquetas sin imponer 
más limitación que la de definir una lógica que permita fácilmente el poder interpretar 
cualquier definición, tal lógica responde en realidad a los “DTD” o “Definición del tipo de 
Documento“.
   Antes de entrar en detalle en el conjunto definido de etiquetas de nuestro sistema 
debemos dar una breve descripción del uso y posibilidades del lenguaje “xml” junto con la 
lógica del “dtd” o documentos bien estructurados.
4.12. XML
   XML, sigla en inglés de Extensible Markup Language (lenguaje de mascas extensible), 
es un metalenguaje extensible de etiquetas desarrollado por el World Wide Web 
Consortium (W3C). Es una simplificación y adaptación del SGML y permite definir la 
gramática de lenguajes específicos (de la misma manera que HTML es a su vez un 
lenguaje definido por SGML). Por lo tanto XML no es realmente un lenguaje en particular, 
sino una manera de definir lenguajes para diferentes necesidades. Algunos de estos 
lenguajes que usan XML para su definición son XHTML, SVG, MathML.
   XML no ha nacido sólo para su aplicación en Internet, sino que se propone como un 
estándar para el intercambio de información estructurada entre diferentes plataformas. Se 
puede usar en bases de datos, editores de texto, hojas de cálculo y casi cualquier cosa 
imaginable.
   XML es una tecnología sencilla que tiene a su alrededor otras que la complementan y la 
hacen mucho más grande y con unas posibilidades mucho mayores. Tiene un papel muy 
importante en la actualidad ya que permite la compatibilidad entre sistemas para compartir 
la información de una manera segura, fiable y fácil.
Ventajas del XML:
• Es extensible (una vez que un xml fue diseñado y puesto en producción, es posible 
extenderlo con la adición de nuevas etiquetas de modo que los antiguos 
consumidores puedan continuar utilizando el servicio sin complicación alguna). 
• El analizador es un componente estándar, no es necesario crear un analizador 
específico para cada lenguaje. Esto posibilita el empleo de uno de los tantos 
disponibles. De esta manera se evitan bugs y se acelera el desarrollo de la 
aplicación. 
• Si un tercero decide usar un documento creado en XML, es sencillo entender su 
estructura y procesarlo. Mejora la compatibilidad entre aplicaciones.
4.12.1. Estructura de un documento XML
   La tecnología XML busca dar solución al problema de expresar información estructurada 
de la manera más abstracta y reutilizable posible. Que la información sea estructurada 
quiere decir que se compone de partes bien definidas, y que esas partes se componen a 
su vez de otras partes. Entonces se tiene un árbol de pedazos de información. Ejemplos 
son un tema musical, que se compone de compases, que están formados a su vez por 
notas. Estas partes se llaman elementos, y se las señala mediante etiquetas.
   Una etiqueta consiste en una marca hecha en el documento, que señala una porción de 
éste como un elemento. Un pedazo de información con un sentido claro y definido. Las 
etiquetas tienen la forma <nombre>, donde nombre es el nombre del elemento que se 
está señalando.
4.12.2. Documentos XML bien formados
   Los documentos denominados como "bien formados" (del inglés well formed) son 
aquellos que cumplen con todas las definiciones básicas de formato y pueden, por lo 
tanto, analizarse correctamente por cualquier analizador sintáctico (parser) que cumpla 
con la norma. Se separa esto del concepto de validez que se explica más adelante:
• Los documentos han de seguir una estructura estrictamente jerárquica con lo 
que respecta a las etiquetas que delimitan sus elementos. Una etiqueta debe estar 
correctamente incluida en otra, es decir, las etiquetas deben estar correctamente 
anidadas. Los elementos con contenido deben estar correctamente cerrados. 
• Los documentos XML sólo permiten un elemento raíz del que todos los demás 
sean parte, es decir, solo pueden tener un elemento inicial. 
• Los valores atributos en XML siempre deben estar encerrados entre comillas 
simples o dobles. 
• El XML es sensible a mayúsculas y minúsculas. Existe un conjunto de caracteres 
llamados espacios en blanco (espacios, tabuladores, retornos de carro, saltos de 
línea) que los procesadores XML tratan de forma diferente en el marcado XML. 
• Es necesario asignar nombres a las estructuras, tipos de elementos, entidades, 
elementos particulares, etc. En XML los nombres tienen alguna característica en 
común. 
• Las construcciones como etiquetas, referencias de entidad y declaraciones se 
denominan marcas; son partes del documento que el procesador XML espera 
entender. El resto del documento entre marcas son los datos "entendibles" por las 
personas.
4.12.3. Partes de un documento XML
   Un documento XML está formado por el prólogo y por el cuerpo del documento.
Prólogo
   Aunque no es obligatorio, los documentos XML pueden empezar con unas líneas que 
describen la versión XML, el tipo de documento y otras cosas.
El prólogo contiene:
• Una declaración XML. Es la sentencia que declara al documento como un 
documento XML. 
• Una declaración de tipo de documento. Enlaza el documento con su DTD 
(definición de tipo de documento), o el DTD puede estar incluido en la propia 
declaración o ambas cosas al mismo tiempo. 
• Uno o más comentarios e instrucciones de procesamiento. 
Cuerpo
   A diferencia del prólogo, el cuerpo no es opcional en un documento XML, el cuerpo 
debe contener un y solo un elemento raíz, característica indispensable también para que 
el documento esté bien formado.
Elementos
   Los elementos XML pueden tener contenido (más elementos, caracteres o ambos), o 
bien ser elementos vacíos.
Atributos
   Los elementos pueden tener atributos, que son una manera de incorporar 
características o propiedades a los elementos de un documento. Deben ir entre comillas.
Entidades predefinidas
   Entidades para representar caracteres especiales para que, de esta forma, no sean 
interpretados como marcado en el procesador XML.
Secciones CDATA
   Es una construcción en XML para especificar datos utilizando cualquier carácter sin que 
se interprete como marcado XML. Solo se utiliza en los atributos. No confundir con 
2(#PCDATA) que es para los elementos. Permite que caracteres especiales no rompan la 
estructura. Ej:
<![CDATA[  contenido especial: áéíóúñ& ]]>
Comentarios
Comentarios a modo informativo para el programador que han de ser ignorados 
por el procesador.
Los comentarios en XML tienen el siguiente formato:
<!--- Esto es un comentario --->
<!-- Otro comentario -->
4.12.4. Validez
   Que un documento esté "bien formado" solamente se refiere a su estructura sintáctica 
básica, es decir, que se componga de elementos, atributos y comentarios como XML 
especifica que se escriban. Ahora bien, cada aplicación de XML, es decir, cada lenguaje 
definido con esta tecnología, necesitará especificar cuál es exactamente la relación que 
debe verificarse entre los distintos elementos presentes en el documento.
Esta relación entre elementos se especifica en un documento externo o definición 
(expresada como DTD (Document Type Definition = Definición de Tipo de Documento) o 
como XSchema). Crear una definición equivale a crear un nuevo lenguaje de marcado, 
para una aplicación específica.
4.12.5. Document type def inition (DTD)
   La DTD define los tipos de elementos, atributos y entidades permitidas, y puede 
expresar algunas limitaciones para combinarlos. Los documentos XML que se ajustan a 
su DTD son denominados válidos.
Declaraciones tipo elemento
   Los elementos deben ajustarse a un tipo de documento declarado en una DTD para que 
el documento sea considerado como válido.
Modelos de contenido
   Un modelo de contenido es un patrón que establece los subelementos aceptados, y el 
orden en que se aceptan.
Declaraciones de lista de atributos
   Los atributos se usan para añadir información adicional a los elementos de un 
documento. Tipos de atributos:
• Atributos CDATA y NMTOKEN.
• Atributos enumerados y notaciones 
• Atributos ID e IDREF.
Declaración de entidades
   XML hace referencia a objetos que no deben ser analizados sintácticamente según las 
reglas XML, mediante el uso de entidades. Las entidades pueden ser:
• Internas o externas 
• Analizadas o no analizadas 
• Generales o parametrizadas 
Espacios de nombres
   Los espacios de nombre XML permiten separar semánticamente los elementos que 
forman un documento XML.
4.12.6. XML Schemas (XSD)
   Un Schema es algo similar a un DTD. Define qué elementos puede contener un 
documento XML, cómo están organizados y qué atributos y de qué tipo pueden tener sus 
elementos. Ventajas de los Schemas frente a los DTDs:
• Usan sintaxis de XML, al contrario que los DTDs. 
• Permiten especificar los tipos de datos. 
• Son extensibles. 
4.12.7. Etiquetas de contenidos
   En el caso del servicio de “video streaming” existirán características para identificar los 
contenidos; Título, formato, director, actores, duración, género, etc. También existirá 
información muy importante para el gestor como licencias y otros. Dado que nuestro 
sistema debe tener una mínima orientación comercial debe dar cabida a la posibilidad de 
introducir parámetros comerciales como son las licencias. Dichas licencias podrían 
representar acuerdos comerciales como el número de copias que pueden ser distribuidos 
o los días a partir de los cuáles puede ser distribuido o el día en que debe ser 
despublicado el contenido. En definitiva existe toda un gran posibilidad de definición de 
parámetros.
   En el presente proyecto no presenta como objetivo la elección de parámetros para la 
descripción y clasificación de contenidos, no obstante si nos obliga a introducir una 
posible solución. 
   La solución aquí presentada se divide en dos conjuntos, un primer conjunto orientado a 
usuario y utilizado exclusivamente para la descripción del contenido, y un segundo 
conjunto orientado a gestión y políticas, en particular, las licencias de las que se dispone 
para la distribución del contenido. 
   El primer conjunto es implementado por el estándar MPEG4 y el segundo por un 
conjunto de etiquetas definidas por nosotros mismos. En cuanto al estándar MPEG-4, no 
ha sido utilizado por estar su dominio fuera del alcance de este proyecto, no obstante si 
se le ha dedicado en otro capítulo del presenta trabajo más adelante. 
Etiquetas definidas
   Sin ser una solución final, justo al contrario, este apartado aborda la lógica a resolver en 
la descripción de los contenidos en referencia a información de gestión de licencias. Esto 
sería una única parte del conjunto global de etiquetas de gestión que nuestro sistema 
necesitaría realmente. No obstante nos permitirá comprender el alcance y el 
procedimiento en la definición, análisis y lectura de la información contenida en la 
descripción de contenidos basado en etiquetas. También es importante el exponer que las 
etiquetas aquí presentadas únicamente suponen un ejemplo de procedimientos, en un 
entorno real debería definirse un conjunto totalmente distinto, con otra estructura y con un 
vocabulario mucho más extenso.
   Un contenido puede pertenecer a más de un servicio, imaginemos por un instante que 
disponemos de un conjunto de películas y éstas pueden estar disponibles en un servicio 
de “video streaming”, así poder ver la película en tiempo real, y también estar disponible 
en un servicio simple de descarga de ficheros. En un sistema de descarga de ficheros un 
usuario no podrá visualizar el contenido a medida que lo adquiere, sino que tendrá que 
esperar hasta su descarga completa, no obstante el coste para adquirir tal contenido será 
mucho más económico en un servicio simple de descarga de ficheros que en un servicio 
de “video streaming”. Por ello el modelo de descripción de etiquetas estará orientado a 
artículo o contenido. Es decir habrá para cada contenido un único “fichero” que contendrá 
información de este contenido para cada servicio en el que esté disponible.
   Cuando decimos “fichero” por supuesto puede ser sustituido por un sistema de gestión 
de contenidos, bases de datos, etc.
   Asimismo, cada servicio tiene sus propias características y cada contenido de cada 
servicio tendrá sus propias etiquetas, esto es, no se utilizarán las mismas etiquetas para 
un contenido de tipo documento digital, un libro, un articulo, etc. que un contenido de 
“video streaming”. 
   Por ello las etiquetas de un contenido estarán orientadas a servicio. Así tendremos; un 
primer bloque en el que se define una etiqueta “services” que contiene etiquetas “service”. 
Cada etiqueta “service” contiene a su vez una etiqueta “name”, “licences” y “formats”. Así 
pues, seleccionado un contenido, estas etiquetas permiten identificar en qué servicio está 
disponible, de qué licencias dispone y cuáles son sus formatos posibles de distribución.
   Para el desarrollo de este apartado supondremos supuesto que las licencias 
únicamente impondrán condiciones de formatos posibles de publicación y fechas de 
publicación. Es decir, en qué calidades podemos vender el contenido y en que periodo de 
tiempo. En un entorno real deberíamos añadir, al menos, otras etiquetas como; número 
de copias, bonos al adquirir paquetes de contenidos o conjuntos, ofertas, y otras muchas 
más. No obstante en nuestro intento de presentar un simple modelo de resolución nos 
hemos centrado únicamente en estas.
   En la siguiente figura podemos ver el conjunto de etiquetas de las que acabamos de 
hablar:
                            <services>
<service>
<name>videostreaming</name>
<licences>
<licence>
<dateLicences>
                                                                          ...
</dateLicences>
<formatLicences>
                                                                          ...
</formatLicences>
</licence>
<license>
                                                               ...
</license>
</licences>
                            <formats>
                                                     ...
                                               </formats>
</service>
<service>
                                     ...
</service>
</services>
Figura 23. Etiquetas XML
Para aclarar la figura anterior basta con exponer que:
• Existirá en la descripción de un contenido tantas etiquetas “service” como en 
servicios esté disponible un contenido.
• Para cada contenido disponible en un servicio habrá tantas etiquetas “licence” 
como licencias haya según el periodo de publicación y en que formato disponible 
durante dicho periodo.
   Para cada periodio de publicación habrá la etiqueta de fecha (“date”) en la que se 
especificarán los instantes de inicio (“begin”) y de final (“end”). Cada instante se definirá 
por las etiquetas de día (“day”), año (“year”).
   Para cada etiqueta “formatLicences” habrá una etiqueta “formatLicence” que su vez 
contendrá una etiqueta “type” que permite identificar el formato a través de un nombre en 
particular y otra etiqueta “grant” que indica si está disponible o no. Esta última etiqueta 
“grant” serviría para un hipotético caso en el que el sistema o bien dispusiera de licencias 
durante el periodo de tiempo solicitado por un usuario, pero que por algún motivo, por 
ejemplo, por corrupción de datos el contenido no estuviera disponible o que todavía no se 
hubiera generado el formato en el que estará disponible en un futuro, o bien por la simple 
necesidad de tomar decisiones administrativas en la gestión de contenidos más allá del 
permiso de las licencias y decidir no publicar el contenido.  
En las siguiente figura vemos la estructura de las etiquetas:
                                 <dateLicenses>
                                        <date>
                                                <begin>
                                                        <minute>00</minute>
                                                        <hour>00</hour>
                                                        <day>01</day>
                                                        <month>01</month>
                                                        <year>2007</year>
                                                </begin>
                                                <end>
                                                        <minute>00</minute>
                                                        <hour>00</hour>
                                                        <day>20</day>
                                                        <month>02</month>
                                                        <year>2009</year>
                                                </end>
                                        </date>
                                        <date>
...
                                        </date>
                                </dateLicenses>
                                <formatLicenses>
                                        <formatLicense>
                                                <type>Economico</type>
                                                <grant>yes</grant>
                                        </formatLicense>
                                        <formatLicense>
                                                 ...
                                        </formatLicense>
                                 </formatLicenses>
Figura 24. Etiquetas XML licencias
   Podrían ser definidos distintos periodos de tiempo y distintos formatos de licencia.
   Finalmente exponemos el último conjunto de etiquetas que son las etiquetas de formato. 
Cada etiqueta “service” además de contener la etiqueta “licences” habrá la etiqueta de 
formatos (“formats”) que a su vez contendrá tantos formatos “format” como formatos haya 
para el contenido. 
   Cada formato de identificará por una etiqueta “type”, ancho de banda “bandwith”, unidad 
de ancho de banda “bandwithUnit”, precio “price”, unidad de precio “priceUnit” y duración 
“duration”. 
   Este último conjunto de etiquetas han sido las supuestas para un servicio de 
“videostreaming”. Claro está que para definir un formato bien harían falta otras muchas 
más etiquetas. No obstante las definidas cumplen ya nuestro cometido original.
La siguiente figura muestra un ejemplo de las etiquetas de formatos:
                      <formats>
                        <format>
                                <type>Economico</type>
                                <bandwidth>250</bandwidth>
                                <bandwidthUnit>kbps</bandwidthUnit>
                                <price>14,95</price>
                                <priceUnit>euro</priceUnit>
                                <duration>108</duration>
                        </format>
                      </formats>
Figura 25. Etquetas XML formato
   Cada contenido que se inserte o incluya en nuestro sistema o servicios deberá poseer 
un documento de etiquetas “xml” que describan toda las características que podamos 
llegar a utilizar en nuestras consultas. Tales etiquetas “xml” de cada contenido quedarán 
recogidas en un documento que llamaremos “fichas”, del mismo modo que una biblioteca 
tiene “fichas” de todos los libros que posea. En definitiva todos los contenidos deberán 
tener una única ficha que recoja toda la información.
   Esto concluiría nuestro simple modelo de descripción de contenidos basados en 
etiquetas. De hecho nuestra interfaz web de comunicación con el usuario hace uso de 
estas etiquetas para publicar los contenidos. También de estas etiquetas se extrae 
información que será utilizada en el análisis de las políticas cuando haya que decidir si un 
contenido puede o no ser distribuido.
4.13. Document Object Model (DOM)
   El Document Object Model o Modelo en Objetos para la representación de 
Documentos), abreviado DOM, es esencialmente un modelo computacional a través del 
cual los programas y “scripts” pueden acceder y modificar dinámicamente el contenido, 
estructura y estilo de los documentos HTML y XML. Su objetivo es ofrecer un modelo 
orientado a objetos para el tratamiento y manipulación en tiempo real (o de forma 
dinámica) a la vez que de manera estática de páginas de Internet
   El responsable del DOM es el consorcio W3C (World Wide Web Consortium).
En efecto, el DOM es una API para acceder, añadir y cambiar dinámicamente contenido 
estructurado en documentos con lenguajes como Trascripto y otros.
   Según el modelo “DOM” la estructura de etiquetas “xml” seria formateada a un modelo 
en forma de árbol, en la figura XX podemos ver el esquema de el árbol que presentarán 
nuestras fichas “xml” según el “modelo de documentación de objetos”.
4.13.1. Parser XML (Xerces)
   Únicamente como referencia, Xerces es un “parser” o analizador XML derivado del que 
anteriormente era de IBM. Miembro de la familia de proyectos de la Apache Software 
Foundation. Su API esta implementada en Java, hecho que nos confiere una 
compatibilidad acorde a nuestros objetivos.
4.14. RMI
   RMI (Java Remote Method Invocation) es un mecanismo ofrecido en Java
para invocar un método remotamente. Al ser RMI parte estándar del entorno de ejecución 
Java, usarlo provee un mecanismo simple en una aplicación distribuida que solamente 
necesita comunicar servidores codificados para Java. Si se requiere comunicarse con 
otras tecnologías debe usarse CORBA o SOAP en lugar de RMI.
   Al estar específicamente diseñado para Java, RMI puede darse el lujo de ser muy 
amigable para los programadores, proveyendo paso de objetos por referencia (cosa que 
no hace SOAP), "recolección de basura" distribuida y pasaje de tipos arbitrarios 
(funcionalidad no provista por CORBA).
   Por medio de RMI, un programa Java puede exportar un objeto. A partir de esa 
operación este objeto está disponible en la red, esperando conexiones en un puerto TCP. 
Un cliente puede entonces conectarse e invocar métodos. La invocación consiste en el 
"marshalling" de los parámetros (utilizando la funcionalidad de "serialización" que provee 
Java), luego se sigue con la invocación del método (cosa que sucede en el servidor). 
Mientras esto sucede el llamador se queda esperando por una respuesta. Una vez que 
termina la ejecución el valor de retorno (si lo hay) es serializado y enviado al cliente. El 
código cliente recibe este valor como si la invocación hubiera sido local.
4.14.1. Contexto
   Desde la versión 1.1 de JDK, Java tiene su propio ORB: RMI (Remote Method 
Invocation). A pesar de que RMI es un ORB en el sentido general, no es un modelo 
compatible con CORBA. RMI es nativo de Java, es decir, es una extensión al núcleo del 
lenguaje. RMI depende totalmente del núcleo de la Serialización de Objetos de Java, así 
como de la implementación tanto de la "portabilidad" como de los mecanismos de carga y 
descarga de objetos en otros sistemas, etc.
   El uso de RMI resulta muy natural para todo aquel programador de Java ya que éste no 
tiene que aprender una nueva tecnología completamente distinta de aquella con la cual 
desarrollará. Sin embargo, RMI tiene algunas limitaciones debido a su estrecha 
integración con Java, la principal de ellas es que esta tecnología no permite la interacción 
con aplicaciones escritas en otro lenguaje.
   RMI como extensión de Java, es una tecnología de programación, fue diseñada para 
resolver problemas escribiendo y organizando código ejecutable. Así RMI constituye un 
punto específico en el espacio de las tecnologías de programación junto con C, C++, 
Smalltalk, etc
4.14.2. Arquitectura
La arquitectura RMI puede verse como un modelo de cuatro capas:
Primera capa
   La primera capa es la de aplicación y se corresponde con la implementación real de las 
aplicaciones cliente y servidor. Aquí tienen lugar las llamadas a alto nivel para acceder y 
exportar objetos remotos. Cualquier aplicación que quiera que sus métodos estén 
disponibles para su acceso por clientes remotos debe declarar dichos métodos en una 
interfaz que extienda java.rmi.Remote. Dicha interfaz se usa básicamente para "marcar" 
un objeto como remotamente accesible. Una vez que los métodos han sido 
implementados, el objeto debe ser exportado. Esto puede hacerse de forma implícita si el 
objeto extiende la clase UnicastRemoteObject (paquete java.rmi.server), o puede hacerse 
de forma explícita con una llamada al método exportObject() del mismo paquete.
Segunda capa
   La capa 2 es la capa proxy, o capa stub-skeleton. Esta capa es la que interactúa 
directamente con la capa de aplicación. Todas las llamadas a objetos remotos y acciones 
junto con sus parámetros y retorno de objetos tienen lugar en esta capa.
Tercera capa 
   La capa 3 es la de referencia remota, y es responsable del manejo de la parte 
semántica de las invocaciones remotas. También es responsable de la gestión de la 
replicación de objetos y realización de tareas específicas de la implementación con los 
objetos remotos, como el establecimiento de las persistencias semánticas y estrategias 
adecuadas para la recuperación de conexiones perdidas. En esta capa se espera una 
conexión de tipo stream (stream-oriented connection) desde la capa de transporte.
Cuarta Capa
   La capa 4 es la de transporte. Es la responsable de realizar las conexiones necesarias y 
manejo del transporte de los datos de una máquina a otra. El protocolo de transporte 
subyacente para RMI es JRMP (Java Remote Method Protocol), que solamente es 
"comprendido" por programas Java.
4.14.3. Elementos
Toda aplicación RMI normalmente se descompone en 2 partes:
• Un servidor, que crea algunos objetos remotos, crea referencias para hacerlos 
accesibles, y espera a que el cliente los invoque. 
• Un cliente, que obtiene una referencia a objetos remotos en el servidor, y los 
invoca. 
Trabajar con RMI
El sistema de Invocación Remota de Métodos (RMI) de Java permite a un objeto que se 
está ejecutando en una Máquina Virtual Java (VM) llamar a métodos de otro objeto que 
está en otra VM diferente. 
Nota: RMI proporciona comunicación remota entre programas escritos en Java. Si unos 
de nuestros programas está escrito en otro lenguaje, deberemos considerar la utilización 
de IDL en su lugar. 
4.14.4. Introducción a las Aplicaciones RMI
   Las aplicaciones RMI normalmente comprenden dos programas separados: un servidor 
y un cliente. Una aplicación servidor típica crea un montón de objetos remotos, hace 
accesibles unas referencias a dichos objetos remotos, y espera a que los clientes llamen 
a estos métodos u objetos remotos. Una aplicación cliente típica obtiene una referencia 
remota de uno o más objetos remotos en el servidor y llama a sus métodos. RMI 
proporciona el mecanismo por el que se comunican y se pasan información del cliente al 
servidor y viceversa. Cuando es una aplicación algunas veces nos referimos a ella como 
Aplicación de Objetos Distribuidos. 
Las aplicaciones de objetos distribuidos necesitan:
• Localizar Objetos Remotos: Las aplicaciones pueden utilizar uno de los dos 
mecanismos para obtener referencias a objetos remotos. Puede registrar sus 
objetos remotos con la facilidad de nombrado de RMI rmiregistry. O puede pasar y 
devolver referencias de objetos remotos como parte de su operación normal. 
• Comunicar con Objetos Remotos: Los detalles de la comunicación entre objetos 
remotos son manejados por el RMI; para el programador, la comunicación remota 
se parecerá a una llamada estándar a un método Java. 
• Cargar Bytecodes para objetos que son enviados: Como RMI permite al 
llamador pasar objetos Java a objetos remotos, RMI proporciona el mecanismo 
necesario para cargar el código del objeto, así como la transmisión de sus datos. 
   El sistema RMI utiliza un servidor Web para cargar los bytecodes de la clase Java, 
desde el servidor al cliente y desde el cliente al servidor. 
Ventajas de la Carga Dinámica de Código
   Una de las principales y únicas características de RMI es la habilidad de descargar los 
bytecodes (o simplemente, código) de una clase de un objeto si la clase no está definida 
en la máquina virtual del recibidor. Los tipos y comportamientos de un objeto, 
anteriormente sólo disponibles en una sola máquina virtual, ahora pueden ser transmitidos 
a otra máquina virtual, posiblemente remota. RMI pasa los objetos por su tipo verdadero, 
por eso el comportamiento de dichos objetos no cambia cuando son enviados a otra 
máquina virtual. Esto permite que los nuevos tipos sean introducidos en máquinas 
virtuales remotas, y así extender el comportamiento de una aplicación dinámicamente. El 
ejemplo del motor de cálculo de este capítulo utiliza las capacidad de RMI para introducir 
un nuevo comportamiento en un programa distribuido. 
Interfaces, Objetos y Métodos Remotos
   Una aplicación distribuida construida utilizando RMI de Java, al igual que otras 
aplicaciones Java, está compuesta por interfaces y clases. Los interfaces definen 
métodos, mientras que las clases implementan los métodos definidos en los interfaces y, 
quizás, también definen algunos métodos adicionales. En una aplicación distribuida, se 
asume que algunas implementaciones residen en diferentes máquinas virtuales. Los 
objetos que tienen métodos que pueden llamarse por distintas máquinas virtuales son los 
objetos remotos. 
   Un objeto se convierte en remoto implementando un interface remoto, que tenga estas 
características 
• Un interface remoto desciende del interface java.rmi.Remote. 
• Cada método del interface declara que lanza una java.rmi.RemoteException 
además de cualquier excepción específica de la aplicación. 
   El RMI trata a un objeto remoto de forma diferente a como lo hace con los objetos no-
remotos cuando el objeto es pasado desde una máquina virtual a otra. En vez de hacer 
una copia de la implementación del objeto en la máquina virtual que lo recibe, RMI pasa 
un stub para un objeto remoto. El stub actúa como la representación local o proxy del 
objeto remoto y básicamente, para el llamador, es la referencia remota. El llamador invoca 
un método en el stub local que es responsable de llevar a cabo la llamada al objeto 
remoto. 
   Un stub para un objeto remoto implementa el mismo conjunto de interfaces remotos que 
el objeto remoto. Esto permite que el stub sea "tipado" a cualquiera de los interfaces que 
el objeto remoto implementa. Sin embargo, esto también significa que sólo aquellos 
métodos definidos en un interface remoto están disponibles para ser llamados en la 
máquina virtual que lo recibe. 
4.14.5. Crear Aplicaciones Distribuidas utilizando RMI
   Cuando se utiliza RMI para desarrollar una aplicación distribuida, debemos seguir estos 
pasos generales:
• Diseñar e implementar los componentes de nuestra aplicación distribuida.
• Compilar los fuentes y generar “stubs”.
• Arrancar la aplicación.
Diseñar e implementar componentes de aplicación distribuida
   Primero, decidimos la arquitectura de nuestra aplicación y determinamos qué 
componentes son objetos locales y cuales deberían ser accesibles remotamente. Este 
paso incluye:
• Definir los Interfaces Remotos. Un interface remoto especifica los métodos que 
pueden ser llamados remotamente por un cliente. Los clientes programan los 
interfaces remotos, no la implementación de las clases de dichos interfaces. Parte 
del diseño de dichos interfaces es la determinación de cualquier objeto local que 
sea utilizado como parámetro y los valores de retorno de esos métodos; si alguno 
de esos interfaces o clases no existen aún también tenemos que definirlos. 
• Implementar los Objetos Remotos. Los objetos remotos deben implementar uno 
o varios interfaces remotos. La clase del objeto remoto podría incluir 
implementaciones de otros interfaces (locales o remotos) y otros métodos (que sólo 
estarán disponibles localmente). Si alguna clase local va a ser utilizada como 
parámetro o cómo valor de retorno de alguno de esos métodos, también debe ser 
implementada. 
• Implementar los Clientes. Los clientes que utilizan objetos remotos pueden ser 
implementados después de haber definido los interfaces remotos, incluso después 
de que los objetos remotos hayan sido desplegados. 
Compilar los Fuentes y Generar stubs
   Este es un proceso de dos pasos. En el primer paso, se utiliza el compilador javac para 
compilar los ficheros fuentes de Java, los cuales contienen las implementaciones de los 
interfaces remotos, las clases del servidor, y del cliente. En el segundo paso es utilizar el 
compilador rmic para crear los stubs de los objetos remotos. RMI utiliza una clase stub 
del objeto remoto como un proxy en el cliente para que los clientes puedan comunicarse 
con un objeto remoto particular. 
Hacer accesibles las Clases en la Red
   En este paso, tenemos que hacer que todo - los ficheros de clases Java asociados con 
los interfaces remotos, los stubs, y otras clases que necesitemos descargar en los clientes 
- sean accesibles a través de un servidor Web. 
Arrancar la Aplicación
   Arrancar la aplicación incluye ejecutar el registro de objetos remotos de RMI, el servidor 
y el cliente. 
4.15. Consultas de descripción de contenidos
   Hasta aquí tenemos un conjunto de contenidos descritos mediante etiquetas, 
necesitamos además algún procedimiento, protocolo, aplicación o en definitiva algún 
recurso que nos permita lanzar consultas de descripción de contenidos. 
   Las políticas del sistema establecen unas condiciones en base a las cuales un 
contenido o servicio puede ser distribuido, determinadas condiciones refieren a los anchos 
de banda, disponibilidad del formato solicitado por el usuario y licencias, entre otras más. 
Démonos cuenta que para resolver correctamente estas condiciones deberemos “de 
algún modo” consultar las descripciones de los contenidos. Esto es, si una política 
establece que para poder distribuir un contenido necesitamos comprobar licencias de 
formato, fechas, número de copias, necesitaremos consultar las fichas técnicas de los 
contenidos que recogen la información.
   Dado que nuestro sistema tiene como constante o en mente el concepto de 
centralización, definiremos un nuevo servicio, no disponible por el usuario, que contendrá 
todas las fichas de los contenidos y publicará a través de una interfaz un procedimiento 
para consultar cualquier característica.
   Hay que tener presente que si bien las fichas “xml” son la solución a la descripción de 
contenidos, éstas pueden no ser la mejor de opción cuando vayamos a realizar algún tipo 
de consulta, pues leer fichas “xml” no siempre es la solución más cómoda y fácil de 
interpretar. Por ello en este apartado introduciremos un nuevo concepto llamado “DOM” o 
“Document Object Model”.
   “DOM” nos va a permitir introducir una capa de abstracción entre la ficha “xml” y un 
lenguaje de programación orientado a objetos. Así pues, de las fichas “xml” publicaremos 
un conjunto de objetos de programación que nos permitirá lanzar consultas de un modo 
mucho más amigable.
   Asimismo, gestionando de un modo centralizado en caso de tener más de un gestor o 
PDP, podremos consultar a una única máquina las características de los contenidos.
   Por último, si queremos poder publicar un servicio de consulta de objetos remotos, 
deberemos establecer alguna arquitectura de servidor o hacer uso de alguna tecnología 
que nos implemente nuestra necesidad. Este último punto será resuelto mediante una 
tecnología Java llamada RMI, que permitirá la invocación de métodos remotos de objetos.
   Así tendremos, de las fichas “xml” se mantendrá la misma información siguiendo un 
modelo de programación orientada a objetos, y mediante RMI invocaremos los métodos 
de dichos objetos para consultar sus propiedades y características, precisamente estas 
propiedades será la información contenida en las fichas “xml”.
La idea con la que debemos quedarnos es: 
• las fichas “xml” serán utilizadas para la inserción de nuevos contenidos o servicios, 
utilizados por tanto a un nivel humano, “
• DOM + RMI” para la programación orientada a objetos e interfaz de comunicación 
entre sistemas. 
Figura 26. Clases Java para etiquetas XML
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type bandwith
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4.15.1. Arquitectura de red
   Los elementos o componentes que intervienen en la implementación del servicio de 
consulta de contenidos son:
• Fichas “xml” que contienen la información de los contenidos
• Analizador, que interpreta las fichas “xml”
• DOM, que contiene la misma información que las fichas “xml” pero en un formato 
de programación orientada a objetos
• RMI, interfaz de comunicación
• Servidor, que publica el servicio de consulta de contenidos a través de una interfaz 
RMI
• Cliente, que utiliza una interfaz RMI para atacar al servidor
Figura 27. Arquitectura RMI
Fichas “xml”
   Son ficheros de texto que contienen las etiquetas junto con sus atributos.
Analizador:
   Es el programa capaz de introducir como entrada fichas “xml”, dando lugar en su salida 
un formato D.O.M.
RMI:
   Tecnología Java que implementa invocación de métodos remotos Java
Servidor:
   La máquina que publica el servicio.
DOM
RMI
Fichas
“XML”
Analizador
Cliente
Servidor
Cliente:
   La máquina que lanza las consultas.
   Por razones de disponibilidad de máquinas hemos implementado todos los elementos 
citados anteriormente en una misma máquina, no obstante se ha mantenido en todo 
momento un diseño que permita que cada elemento se halle en diferentes máquinas. Por 
ello, la implementación en una arquitectura en la que cada elemento se haya en un 
máquina distinta no supone ningún impedimento respecto a nuestro sistema.
4.15.2. Implementación
   La implementación java de nuestro sistema se divide en dos partes bien diferenciadas, 
la primera D.O.M y la segunda la interfaz R.M.I.
Implementación D.O.M
   La implementación desarrollada es acorde con el conjunto de etiquetas definidas en la 
sección de fichas “xml”, así tenemos un conjunto de clases, una por cada etiqueta. Estas 
clases tiene los mismos atributos definidos que en las etiquetas “xml” más un conjunto de 
métodos que permiten la obtención de sus valores o el definirlos. En la siguiente tabla se 
lista el conjunto de las clases que intervienen, sus atributos y la equivalencia con las 
etiquetas “xml”.
Clase Java Atributos Etiqueta “xml”
DateBase minute, hour, dayday, 
month, year
Sin equivalencia
Date begin, end <begin> y <end>
DateLicences Vector de “Date” <dateLicences>
FormatLicence type, grant <formatLicence>
FormatLicences Vector de “FormatLicence” <formatLicences>
Licence FormatLicence, DateLicence <licence>
Licences Vector de “Licence” <licences>
Format type, bandwitdh, 
bandwitdhUnit, price, 
priceUnit, duration
<format>
Formats Vector de “Format” <formats>
Service name, Licences, Formats <service>
Services Vector de “Service” <services>
Content name, Services Sin equivalencia
Contents Vector de “Content” Sin equivalencia
Tabla 4. Equivalencia Java - XML
Comentemos ahora brevemente el significado de las clases y sus atributos.
DateBase:
• Posee los atributos básicos para poder definir una fecha; día, hora, mes, minuto y 
año 
Date:
• Contiene dos atributos: “begin”, “end” que son del tipo “DateBase”
DateLicences:
• Se trata de un “array” de “Date” así podemos mantener tantos dúos “begin-end” 
como queramos, tal y como permitimos en la definición de la estructura del 
documento “xml”.
FormatLicence: 
• Posee los dos atributos “type” y “grant”.
FormatLicences:
• Se trata de un “array” de “FormatLicence”, así podemos mantener tatos formatos 
de licencias como queramos, tal y como permitimos en la definición de la estructura 
del documento “xml”.
Licence:
• Posee dos atributos de tipo “DateLicences” y “FormatLicences” así podemos 
agrupar toda la información de una licencia, en cuanto a formato y ámbito temporal.
Licences:
• “array” de “Licence”, de este modo podemos mantener grupos de licencias.
Format:
• Posee los atributos básicos para poder definir un formato; ancho de banda, coste, 
duración, etc.
Formats:
• “array” de formatos, ya que un contenido puede estar disponible en varios 
formatos.
Service:
• Posee tres atributos de tipo “name”, “Licences” y “Formats”
Services:
• “array” de “Service” ya que un contenido puede estar en más de un servicio, por 
ejemplo “video streaming” y “ftp”.
Content:
• Posee dos atributos “name” y “Services”. “Name” nos permite asociar un nombre al 
contenido.
Contents:
• “array” de “Content”, representa todos los contenidos disponibles en el sistema.
   Como podemos ver las clases “Java” son en su gran mayoría directamente las etiquetas 
“xml”, la única excepción está representada por la clase “Date” que se ha utilizado 
únicamente por comodidad, y las clases “Content” y “Contents”. Estas dos últimas clases 
son utilizadas como implementación de los ficheros que hay en el sistema operativo, esto 
es, los documentos “xml” están agrupados en único directorio, cada documento tiene un 
nombre de fichero, así pues, la implementación Java utiliza las clases como solución a los 
ficheros “xml” que hay en el árbol del sistema. 
   En el siguiente punto trataremos dos aspectos más, el primero de ellos es el proceso de 
“análisis” que permite formatear exactamente la misma información desde ficheros “xml” a 
objetos Java. El segundo, se tratará del procedimiento a seguir para publicar una interfaz 
que permita consultar desde cualquier punto autorizado de la red a consultar por algún o 
todos los contenidos.
Analizador “xml” y objetos Java
   Un “parser” o analizador en Java es un software especializado en reconocer un 
determinado formato de información y ofrecer exactamente la misma información en otro 
formato. En nuestro caso hablamos de un “parser xml”, es decir, una aplicación que 
realizará la tarea de interpretar los documentos “xml”, así pues, solo nos será necesario 
comprender cuál es su interfaz de aplicación (API) para poder utilizarla correctamente.
   Existen multitud de analizadores de documentos “xml”, por desgracia bastantes de ellos 
son propietarios y en los pocos casos que no es necesario adquirir ninguna licencia existe 
una limitación comercial, solo son para uso personal. Del otro grupo de analizadores que 
no tienen ningún tipo de restricción comercial pecan del bajo rendimiento o “performance”. 
   En este proyecto han sido “testados” varios “parsers xml” de los cuáles el que nos ha 
ofrecido unas buenas perspectivas es “xerces”, podemos consultar en el anexo para 
mayor información.
   No obstante, utilizado un analizador u otro todos tienden a tener un API muy parecida, 
aunque lo expuesto a continuación pueda variar de uno a otro nos servirá como una base 
de sustento para futuras herramientas.
Algoritmo
   En lineas generales, utilizando un analizador “xml” y dotado éste de una interfaz de 
programa de aplicación, recorreremos todas las etiquetas “xml” y construiremos los 
objetos de programación. 
   El analizador en si mismo no es capaz de construir el árbol de objetos, únicamente 
recorre los documentos “xml” y “detecta” la apertura y cierre de una etiqueta, gracias a su 
interfaz de programación podemos, en todo momento, preguntar por el nombre de la 
etiqueta, por sus atributos e incluso por sus contenidos, es decir otras etiquetas. Con ello 
solamente remarcar que la construcción del árbol es tarea de la aplicación que invoca al 
analizador y no del propio analizador.
   El analizador aceptará como datos de entrada un documento “xml”, así pues, recorrerá 
la información contenida en el documento, hasta encontrar una etiqueta, momento en el 
cuál, consultaremos por el nombre de la etiqueta y así poder identificar de qué etiqueta se 
trata concretamente, guardaremos la información en objetos de programación y 
solicitaremos al analizador que descienda en esa etiqueta hasta encontrar otras etiquetas 
contenidas. Repetiremos este proceso hasta llegar a las últimas etiquetas que ya no 
contienen ninguna otra etiqueta. Como se ha comentado anteriormente en todo momento 
podremos preguntar por los atributos de la etiqueta en la que nos encontremos. Así pues, 
desde un inicio y siguiendo un algoritmo  bastante iterado viajaremos desde la primera 
etiqueta hasta la última, guardando toda la información en objetos java, cuando hayamos 
terminado habremos construido el árbol de objetos y tendremos exactamente la misma 
información que en las fichas “xml” pero en un formato de programación orientada a 
objetos, muy cómodo para nuestra aplicación.
   Una última nota aclaratoria es que la interfaz de programa del analizador “xml” en 
ningún momento hace referencia a “etiqueta” o “tag” sino a “nodo” o “node”. Ello es debido 
a que el analizador entiende todo un documento “xml” con todos sus detalles, esto es 
etiquetas de apertura, atributos, contenidos y etiquetas de cierre. Por ello desde la interfaz 
se consulta por las propiedades de los nodos que el analizador detecte y así poder 
identificar todas las características del documento “xml”.
   En las siguientes figuras 19, 20, 21, 22 y 23 según un diagrama de flujo, se expone el 
algoritmo completo de programación que debemos seguir para analizar un documento. 
Más adelante se dará detalle del programa completo.
Esqueleto programa
   El sistema de consulta de propiedades de contenidos está claramente diferenciado en 
tres grandes bloques. El primero de ellos es el ya expuesto analizador “xml”. El segundo 
es el encargado de construir los objetos que representan los documentos y finalmente el 
tercero es el responsable de publicar una interfaz.
   En nuestro sistema partimos de la situación que todos los documentos “xml”, uno por 
contenido, se hayan ubicados en el “FileSystem” del sistema operativo, de tal modo que el 
programa conoce la ubicación y uno a uno los documentos “xml” serán pasados al 
analizador. Cuando haya sido finalizado este proceso habremos construido todos los 
objetos. 
   En la tabla 3 se ha presentado todas las clases que intervienen, tal y como es lógico en 
la programación orientada a objetos para cada atributo de las clases existen métodos 
para asignar y recuperar valores, además también han sido  ampliados estos métodos y 
se ha incluido métodos que permiten hacer búsquedas de objetos. 
   Los objetos son agrupados en otros objetos a modo de “array” o “vector”, tal es el caso 
de “Contents, FormatLicenses” y otros, y en cada uno de estos objetos se ofrecen 
métodos de búsqueda para recuperar o asignar objetos. Para el caso de “Contents” y solo 
como ejemplo, se ha definido un método que permite, mediante un campo de búsqueda 
“name”, recuperar el contenido (clase “Content”) que tenga por atributo el mismo nombre. 
Así pues podemos tener una interfaz lo suficientemente genérica. En cualquier caso 
cuando tratemos la interfaz RMI se expondrán todas las posibles consultas.
Figura 28. Flujo algoritmo análisis XML (1)
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Figura 29. Flujo algoritmo análisis XML (2)
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Figura 30. Flujo algoritmo análisis XML (3)
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Figura 31. Flujo algoritmo análisis XML (4)
Obtener
nodos hijos
Siguiente
nodo
9
Capturar
“type”
Capturar
“grant”
¿Último
nodo?
Figura 32. Flujo algoritmo análisis XML (5)
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Esquema general
   El conjunto de clases que dan forma al programa se hayan repartidas principalmente en 
dos grupos (“packages”) de nombre “rmi” y “xml”. El primero de ello agrupa todas las 
clases que tienen en común el ofrecer una interfaz de comunicación. Las clases que 
conforman este primer grupo son el cliente (“Client”), el servidor (“Server”), la interfaz 
(“Interface”), la implementación de la interfaz (“InterfaceImpl”)y una clase de unión entre 
“xml” y “rmi” de nombre “XMLParser”. El segundo grupo está formado por aquellas clases 
destinadas a ofrecer un formato orientado a objetos de la información contenida en los 
documentos “xml”.
   Dado que para la conversión de formatos de la información en fichas “xml” a objetos 
pueden ser definidos una amplia variedad de formatos, estructura de la información o en 
lineas generales modelos de información hemos decido el incluir o diferenciar por 
subpaquetes cuyo nombre va a depender del modelo utilizado. Dado que nuestro modelo 
es el modelo “DOM” se ha definido dentro del paquete “xml” el paquete “dom” que a su 
vez contiene el paquete “tags” como representación de las clases que tienen por objetivo 
en definitiva la equivalencia con las etiquetas “xml”. 
   En la figura 24 se muestra la agrupación de clases según paquetes y sus características 
más importantes.
Interfaz
   Es la clase que define la interfaz de programación entre el cliente y el servidor, esta 
clase debe ser presente en todas las máquinas que vayan a hacer cualquier tipo de uso 
de la clase cliente, en nuestro sistema únicamente afecta a los PDP.
Los métodos de esta interfaz son:
• getContents(): Devuelve un objeto de tipo “Contents”, es decir todos los 
contenidos.
• getContent(String name): Devuelve un objeto de tipo “Content”, la búsqueda de 
este objeto en el conjunto “Contents” es llevado a cabo a través de una búsqueda 
por el nombre (“name”) del contenido.
• getContent(int i ): Idéntico al anterior método pero el criterio de búsqueda es la 
posición del contenido dentro del conjunto completo. Está búsqueda es más rápida 
que la anterior, pero lógicamente debemos conocer de antemano en qué posición 
se haya el contenido que queremos consultar.
• getLicenses(String serviceName, String name): Devuelve un objeto de tipo 
“Content”, utilizando como criterio de búsqueda el nombre del servicio 
(“serviceName”) de un objeto en particular (“name”).
• getLicenses(String serviceName, int i): Idéntico al anterior pero utiliza un número 
“i” para seleccionar un objeto del conjunto de contenidos. Este método es más 
rápido que el anterior pero debemos conocer de antemano la posición del 
contenido dentro del conjunto.
• getFormats(String serviceName, String name): Devuelve un objeto de tipo 
“Formats” cuando preguntamos por un contenido, a través de su nombre, y por un 
servicio en concreto.
• getFormats(String serviceName, int i): Idéntico al anterior pero utiliza un número 
“i” para seleccionar un objeto del conjunto de contenidos. Este método es más 
rápido que el anterior pero debemos conocer de antemano la posición del 
contenido dentro del conjunto.
• getSize(): Devuelve el número de contenidos disponibles en el sistema.
   Esta clase no realiza ninguna implementación, únicamente define cómo debe ser la 
interfaz, es decir, el nombre de los métodos, sus argumentos, sus valores de retorno.
InterfaceImpl
   Es la clase que realiza la implementación de la interfaz. Dado que la clase “Interface” 
únicamente define pero no implementa, es la clase “InterfaceImpl” la que realiza la 
implementación de sus métodos.
XMLParser
   Esta clase implementa todos los métodos que permiten definir el árbol DOM a partir de 
documentos “xml”. El algoritmo presentado en las figuras XX, XX, XX y XX es 
implementado en esta clase.
   Si somos rigurosos podemos pensar que esta clase debería formar parte del “package” 
“xml” dado que sus funciones están totalmente relacionadas con las etiquetas “xml”, pero 
a su vez es la responsable de la creación de los objetos que serán publicados a través de 
la interfaz. Como podemos ver según el punto de vista de uno u otro esta clase podría 
estar en un grupo u otro. No obstante por razones de algoritmo, con ello queremos decir, 
no el algoritmo de lectura de documentos “xml”, sino la lógica de la aplicación se decidió 
por ubicar la clase “XMLParser” en el “package” “rmi”.
   Esta clase concretamente acepta como entrada la ubicación de un documento “xml” en 
el sistema operativo y devuelve como respuesta un objeto de tipo “Content”.
Principal
   Esta clase conoce todas las ubicaciones de los documentos “xml”. En base a esas 
ubicaciones crear un objeto de tipo “XMLParser” e invoca los métodos para construir los 
objetos “Content”. Los objetos “Content” con organizados en un objeto “Contents”.
Server
   Es la clase que publica el servicio, dicha clase es la que debe ser invocada desde la 
linea de comandos o desde cualquier gestor de aplicaciones. Con su invocación se 
disparará todo el proceso de análisis de documentos “xml” y construcción de objetos 
según un modelo DOM.
   El primer paso es la invocación de un objeto de tipo “Principal”, que devolverá un objeto 
de tipo “Contents”. El segundo paso es crear la interfaz de programación, para ello crea 
un objeto de tipo “InterfaceImpl” y utilizada la sintaxis de la tecnología “rmi” para publicar 
el servicio.
   En esta situación el objeto de tipo “Server” está listo para recibir las consultas de los 
clientes.
Client
   Está clase debe existir en toda máquina que quiera realizar alguna consulta por las 
propiedades de un contenido. Las posibles máquinas que deben tener dicha clase deben 
ser los PDP, puesto que en su análisis de políticas es necesario consultar las 
características de los contenidos tales como los formatos y sus licencias.
Figura 33. Paquetes de clases
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4.15.3. Alternativas de etiquetas, MPEG.
   El grupo MPEG se ha encargado de estandarizar diferentes formatos de compresión de 
imagen en movimiento, audio y vídeo. Los conjuntos de estándares MPEG-1, MPEG-2 y 
MPEG-4 están orientados a la correcta compresión de secuencias de vídeo, ofreciendo 
diferentes calidades cada uno de ellos. Posteriormente el grupo comenzó el desarrollo de 
MPEG-7 y MPEG-21.
   Esta vez, los estándares no están orientados a la compresión de registros multimedia. 
El primero se encarga de etiquetar contenidos multimedia mediante metadatos que 
describen los registros, con alto nivel de detalle.
Con estos metadatos seremos capaces de realizar búsquedas complejas dentro de bases 
de datos en los que los registros se encuentren correctamente etiquetados con MPEG-7.
   El estándar MPEG-21 presenta un marco de intercambio de contenido multimedia 
legítimo, respetando los derechos de autor y distribución, adecuado también a las 
capacidades de los usuarios en cada momento. Este estándar intenta solucionar muchos 
problemas existentes hoy en día con la distribución de los contenidos digitales, 
principalmente ilegales, con las redes de datos. La existencia de redes punto a punto 
ponen en peligro, según las empresas del sector, el desarrollo y la producción de 
contenidos.
   Su propósito principal es el de establecer, de una manera clara, quiénes son los 
participantes de la transacción dentro de un mercado digital, en el que lo bienes no son 
más que datos binarios.
   La base fundamental en la que se sostiene MPEG-21 es la definición del término de 
objeto digital. Estos objetos serán los bienes con los que se comerciará dentro del 
mercado establecido en la red MPEG-21. Además se especifica diferente información 
como los derechos de propiedad intelectual y de utilización que tiene cada usuario sobre 
los objetos digitales disponibles.
   El propósito de MPEG-21 es definir un marco abierto para el envío y consumo de 
materiales multimedia para que todos los usuarios que intervengan en la cadena de 
consumo puedan utilizar el servicio.
4.16.1. MPEG­7
MPEG-7 consiste en una representación estándar de la información audiovisual que 
permite la descripción de contenidos (metadatos) para:
• Palabras clave 
• Significado semántico (quién, qué, cuándo, dónde) 
• Significado estructural (formas, colores, texturas, movimientos, sonidos).
 
   Es un estándar de la Organización Internacional para la Estandarización ISO/IEC y 
desarrollado por el grupo MPEG. El nombre formal para este estándar es Interfaz de 
Descripción del Contenido Multimedia (Multimedia Content Description Interface). La 
primera versión se aprobó en julio del 2001 (ISO/IEC 15938) y actualmente la última 
versión publicada y aprobada por la ISO data de octubre del 2004.
Introducción
   Una vez finalizado el estándar MPEG-4, juntamente con MPEG-1 y MPEG-2 quedan 
cubiertas las necesidades de obtener información audiovisual en cualquier sitio, también 
se consigue más libertad de interacción con el contenido audiovisual (gracias a MPEG-4).
   Con MPEG-7 se busca la forma de enlazar los elementos del contenido audiovisual, 
encontrar y seleccionar la información que el usuario necesita e identificar y proteger 
los derechos del contenido. MPEG-7 surge a partir del momento en que aparece la 
necesidad de describir los contenidos audiovisuales debido a la creciente cantidad de 
información. El hecho de gestionar los contenidos es una tarea compleja (encontrar, 
seleccionar, filtrar, organizar... el material audiovisual).
   MPEG-7 ofrece un mecanismo para describir información audiovisual, de manera que 
sea posible desarrollar sistemas capaces de indexar grandes bases de material 
multimedia (este puede incluir: gráficos, imágenes estáticas, audio, modelos 3D, vídeo y 
escenarios de cómo estos elementos se combinan) y buscar en estas bases de materiales 
manual o automáticamente.
   El formato MPEG-7 se asocia de forma natural a los contenidos audiovisuales 
comprimidos por los codificadores MPEG-1, MPEG-2 y MPEG-4, de todas formas, se ha 
diseñado para que sea independiente del formato del contenido.
   MPEG-7 se basa en el lenguaje XML de metadatos en un intento de favorecer la 
interoperabilidad y la creación de aplicaciones, aunque para evitar un problema de 
exceso de datos se ha creado un compresor llamado BiM (Binary Format for MPEG-7). 
Este compresor presenta la ventaja de ser más robusto que XML ante los errores de 
transmisión.
Objetivos de MPEG-7:
• Habilitar un método rápido y eficiente de búsqueda, filtrado e identificación de 
contenido. 
• Describir aspectos principales del contenido (características de bajo nivel, 
estructura, semántica, modelos, colecciones, etc.) 
• Indexar un gran abanico de aplicaciones. 
• El tipo de información a tratar es: audio, voz, vídeo, imágenes, gráficos y modelos 
3D. 
• Informar de cómo los objetos están combinados dentro de una escena. 
Independencia entre la descripción y el soporte dónde se encuentra la información. 
Descripción de Contenidos
   Los contenidos pueden ser descritos de distintas formas dependiendo de la necesidad, 
ya que las características descriptivas deben tener un significado en el contexto de la 
aplicación.
   Estas descripciones deberán ser distintas para distintos dominios de usuarios y 
sistemas. Esto significa que no se puede generar un sistema único para la descripción de 
contenidos, sino que se tendrán que proveer un conjunto de métodos y herramientas para 
satisfacer los distintos puntos de vista que distintos usuarios pueden tener.
   El material multimedia, pues, puede ser descrito usando distintos niveles de abstracción. 
   Cuanto mayor sea dicho nivel de abstracción, más difícil es efectuar un proceso 
automático. Por ejemplo, los cambios de ritmo de una melodía pueden catalogarse como 
de bajo nivel de abstracción, mientras que la información semántica "esta canción causó 
furor en el estadio", cae en un nivel más alto. Pero, además de disponer de la descripción 
relacionada con el contenido, también es necesario incluir otros tipos de información 
descriptiva, como pueden ser:
• Información sobre su creación (aquí entran en juego descriptores como Dublin 
Core). 
• Información sobre el formato usado. 
• Información sobre los derechos de autor. 
• Punteros hacia otros materiales relevantes y el contexto donde se realizan las 
acciones. 
Relación entre Contenido y Descripción
 
Imagen 55. Relación entre contenido y descripción
Descripción independiente del contenido
   La arquitectura MPEG-7 se basa en que la descripción debe estar separada del 
contenido audiovisual.
   Por otro lado, tiene que haber una relación entre contenido y descripción. Estos dos 
elementos están comunicados de forma que la descripción debe multiplexarse con el 
contenido.
   El esquema de la derecha muestra esta relación entre el contenido y la descripción.
Herramientas de MPEG-7
 Imagen 56. Herramientas MPEG-7
   Relación entre las distintas herramientas y el proceso de elaboración del MPEG-7 A 
continuación tenemos las herramientas con las que trabaja el estándar: 
• Descriptores (D): un descriptor es una representación de una característica 
definida sintáctica y semánticamente. Es posible que un solo objeto esté descrito 
por varios descriptores.
• Esquemas de descripción (Multimedia Description Schemes) (DS): especifica la 
estructura y semántica de las relaciones entre sus componentes, que pueden ser 
descriptores (D) o esquemas de descripción (DS). 
• Lenguaje de descripción y definición (Description Definition Language) 
(DDL): es un lenguaje basado en XML que se utiliza para definir las relaciones 
estructurales entre los descriptores y permite la creación y/o modificación de 
esquemas de descripción (DS) y la creación de nuevos descriptores (D). 
• Herramientas del sistema: son herramientas que hacen referencia a la 
"binarización", sincronización y almacenamiento de descriptores. También se 
encargan de la protección de la propiedad intelectual. 
   La relación entre todas estas herramientas se puede observar en la figura de la 
derecha.
Partes del MPEG-7
   El MPEG-7 está organizado en ocho partes, de las cuales, de la 1ª a la 5ª, veremos que 
son herramientas que se refieren a la "tecnología" propiamente dicha del MPEG-7, 
mientras que las partes 6 a 8 son partes llamadas "de apoyo".
• Parte 1:Sistemas: especifica las herramientas que se necesitan para preparar las 
descripciones de MPEG-7 para que se pueda llevar a cabo una "binarización", un 
transporte eficiente y también para permitir la sincronización entre el contenido y 
las descripciones para proteger la propiedad intelectual. 
• Parte 2: Description Definition Language (DDL): especifica el lenguaje para definir 
nuevos esquemas de descripción (y también nuevos descriptores). 
• Parte 3: Visual: consiste en las estructuras básicas y descriptores que cubren 
distintas características visuales como: forma, color, textura, movimiento, 
localización y reconocimiento de caras. 
   Los ‘visual descriptors’ son el componente que especifica la estructura y semántica de 
las relaciones entre sus componentes (para el filtrado y recuperación de la información).
• Parte 4: Audio: son un conjunto de descriptores de bajo nivel para el contenido de 
audio. A través de ellos se describen características espectrales, paramétricas y 
temporales de un señal. 
   También se utilizan descriptores de alto nivel que incluyen reconocimiento de sonido 
general y herramientas para la indexación de descriptores, para la descripción de timbres 
instrumentales, para el contenido hablado, un esquema para firma de audio y 
herramientas también para la descripción de melodías
• Parte 5: Generic Entities and Multimedia Description Schemes (MDS): especifica la 
relación entre los descriptores (D) y los Description Schemes (DS) con el elemento 
multimedia. 
• Parte 6: Reference Software: incluye software. 
• Parte 7: Conformance Testing: define procedimientos y guías para hacer que el 
MPEG-7 sea correcto. 
• Parte 8: Extraction and Use of MPEG-7 Descriptions: da información de la 
extracción y uso de las herramientas de descripción. 
Ejemplo de Áreas de Aplicación
   Existen muchas aplicaciones y muchos campos de aplicación que se pueden beneficiar 
del estándar MPEG-7. Algunos ejemplos son los siguientes:
• Bibliotecas digitales: almacenaje y búsqueda de bases de datos audiovisuales. 
• Servicios de directorios multimedia (p. ej. Páginas amarillas). 
• Selección de medios de difusión (canales de radio, televisión...). 
• Edición multimedia (servicios electrónicos personalizados). 
• Vigilancia: control del tráfico, cadenas de producción... 
• E-comercio y tele-compra: búsqueda de ropa, modelos... 
• Entretenimiento: búsqueda de juegos, karaokes... 
• Servicios culturales: museos, art-galleries... 
• Periodismo: búsqueda de personas, sucesos... 
• Servicio personalizado de noticias por Internet. 
• Aplicaciones educativas. 
• Aplicaciones bio-médicas. 
4.17. Servidor de VideoStreaming
   El servidor de “video streaming” es el encargado de distribuir el servicio. Existen una 
gran variedad de servidores de “video streaming”, cada uno de ellos con sus ventajas e 
inconvenientes, destacamos algunos de los principales servidores de “video streaming”:
• ffmpeg server
• icecast
• vlc server
• Darwin Streaming Server
   Nuestro servidor de “videostreaming” va a ser “Darwin Streaming Server” de Apple, en 
realidad este servidor es la versión opensource del “Quicktime Streaming Server”, 
totalmente cerrado y con costes de licencias, no obstante si bien es cierto que la versión 
comercial del servidor de Apple es más funcional la versión opensource resuelve 
correctamente nuestros requisitos. En las próximas secciones daremos una visión global 
a las posibilidades de este servidor, de ahora en adelante “DSS”.
4.17.1. Que es el “streaming”?
   “Streaming” es el concepto de entrega de contenido media desde un servidor a un 
cliente en tiempo real, desde tasas de módem a gran anchos de banda. En ningún 
momento existe una descarga de ficheros, el contenido de video,  audio o media en 
general es reproducido directamente en el cliente, por algún cliente “videostreaming”, a 
medida que el contenido es entregado.
   El servidor de “streaming” transmite “streams” de video y audio a individuos en 
respuesta a las consultas de tales individuos que utilizan alguna aplicación cliente como 
mp4player, mplayer, quicktimeplayer, etc. Las consultas son gestionadas utilizando el 
protocolo “RTSP” (Real-Time Streaming Protocol), un protocolo para controlar un “stream” 
de contenido multimedia en tiempo real. Los “streams” son enviados utilizando el 
protocolo “RTP” (Real-Time Protocol), un protocolo utilizado para transmitir contenido 
multimedia a través de las redes. Un servidor de “streaming” puede crear “streams” desde 
películas almacenadas en su propio disco. También puede enviar copias de cualquier 
“stream” “en vivo” a quien tenga acceso para ello.
4.17.2. Entrega “en vivo” frente entrega “bajo demanda”
   Las opciones “streaming” multimedia están divididas en dos categorías: “en vivo” y “bajo 
demanda”. Mediante el servidor DSS pueden servirse cualquiera de las dos opciones.
   Los eventos reales tales como conciertos, discursos y lecturas son frecuentemente 
convertidos a algún tipo de “stream” y enviados o distribuidos a través de Internet, todo 
ello en tiempo rea, es decir, a medida que sucede el evento real es capturada toda 
información de audio o video y enviada por la red, utilizando alguna herramienta 
“software” de difusión. La herramienta “software” de difusión codifica la fuente de 
información, tal como una video cámara, en tiempo real y entrega el “stream” resultante al 
servidor. Es entonces cuando el servidor sirve, o “refleja”, el “stream” a los clientes.
   A pesar de todo cuento los clientes diferentes se conectan al “stream”, cada uno ve el 
mismo punto al mismo tiempo. Esta experiencia “en vivo” puede ser simulada con 
contenidos previamente grabados y almacenados en algún medio físico, como un fichero, 
un disco compacto e incluso creando listas de reproducción en el servidor.
   Para una entrega “bajo demanda”, tal como un película a un fichero, cada cliente inicia 
el “stream” desde el principio, por ello ningún cliente empezará en un punto diferente 
respecto a los otros clientes. En este caso de entrega “bajo demanda” no es necesario 
ningún herramienta de difusión.
Configuración para entrega “en vivo”
   La imagen siguiente muestra el esquema de una configuración de “streaming” de audio 
o video. Una cámara es utilizada como fuente de datos, dicha cámara se y los datos son 
codificados y difundidos hacia un servidor de “streaming”.
Imagen 57. Entrega en vivo
4.17.3. “Unicast” contra “Multicast”
   Con el servidor DSS podemos realizar un transporte de red unicast o multicast para la 
entrega de cualquier tipo de contenido media.
   En una entrega multicast, un único “stream” es compartido con todos los clientes. Cada 
cliente “sintoniza” con el “stream” del mismo modo que una radio sintoniza con la 
radiodifusión FM. Aunque este técnica reduce considerablemente la congestión de red, 
requiere de una red que tenga acceso a este tipo de servicio, multicast. 
Imagen 58. Configuración Multicast
   En un entorno unicast, cada cliente inicia su propio “stream”, resultando en la 
generación de muchas conexiones “uno-a-uno” entre el servidor y el cliente. Si  existen 
muchos clientes concurrentemente conectados puede resultar en una gran congestión de 
red. No obstante este técnica es la más realizable para entrega a través de Internet, pues 
no depende de un transporte especial como es el caso del transporte “multicast”.
Imagen 59. Configuración Unicast
4.17.4. Modo “relay”
   DSS puede ser configurado en modo relay. Un relay escucha los “stream” de entrada y 
entonces los reenvía a una o mas destinaciones. Un relay puede reducir el consumo de 
ancho de banda de una red. Los relays pueden ser útiles especialmente en situaciones 
“broadcast”, especialmente si muchos clientes en diferentes localizaciones quieren 
acceder al mismo contenido. En la siguiente figura podemos ver un ejemplo de 
configuración utilizando una fuente, relays, servidores de “streaming” y finalmente los 
clientes que están ubicados en distintas localizaciones.
Imagen 60. Configuración Relay
4.17.5. Conclusiones
   En definitiva podemos ver como la solución DSS puede llegar a ser muy versátil, 
configuración como servidor, relay y además Apple también dispone de un servidor proxy 
de “streaming”, también opensource.
   No entraremos en detalle en la configuración del DSS, puesto que la documentación de 
Apple es muy clara, solamente comentar que a excepción de querer crear listas de 
reproducción, la publicación de un contenido por parte del servidor, es tan sencillo como 
copiar, o realizar un enlace simbólico en el sistema de ficharos hacia el directorio en el 
que el servidor publica los contenidos, habitualmente “/usr/local/movies”. Es decir, si 
quisiéramos publicar un determinado contenido, bastará con crear un enlace a “/usr/local/
movies/nombrecontenido” o copiarlo directamente.
Cuando un cliente ataque al servidor utilizará una “URL” tal que:
rtsp://@IP/ruta_al_contenido/nombre_contenido
   La “ruta_al_contenido” es directamente el árbol de ficheros que existe por debajo de 
“/usr/local/movies”. Por tanto fijémonos que la gestión de los contenidos que deben ser 
publicados es increíblemente fácil y muy factible de ser gestionado mediante “scripting”. 
De hecho esta solución no la presentan la mayoría de los servidores de “streaming”, esta 
ha sido una de las principales razones en la elección del DSS.
   DSS además permite un control de usuarios al mismo modo que apache, mediante un 
fichero en el que se define que usuarios y grupos pueden acceder a los contenidos. Debe 
existir un único fichero por directorio, así, todo contenido que se halle en el directorio 
estará sujeto a las directrices del control de usuarios y grupos en el momento de ser 
publicados.
4.18 Alternativas de Servidor de video streaming
   Existen gran variedad de servidores de “streaming” y cada uno de ellos con sus ventajas 
y virtudes, aquí presentamos brevemente algunos de ellos junto con sus puntos fuertes y 
sus puntos débiles.
4.18.1. Icecast
   Se trata de un servidor muy ligero y fácil de gestionar no obstante presenta una 
variedad reducida de formatos para distribuir. Este servidor nació originalmente como lista 
de reproducción de audio, si bien hoy día dispone de soporte para video únicamente 
soporta los mismos formatos contenedores que utilizados para audio.
4.18.2. VLC
   Se trata de toda una suite cliente y servidor para reproducir y distribuir casi cualquier 
tipo de contenido multimedia, es de las herramientas que mayores formatos soporta, no 
obstante sus parámetros de configuración son muy difíciles de gestionar mediante 
“scripting” ya que está propuesto como herramienta de interacción con el administrador
4.18.3. ffmpeg server
   El proyecto ffmpeg consta básicamente de un manipulador de contenidos multimedia, 
increíblemente versátil, de un reproductor y de un servidor capaz de reproducir video 
streaming. No obstante el proyecto destina casi todos sus recursos a su principal estrella, 
el manipulador y conversor de contenidos, ello hace que su servidor no esté totalmente 
desarrollado y presente bastantes “bugs” de estabilidad.
4.19. Contenedores
   Un contenedor Multimedia es un tipo de archivo informático que almacena información 
de vídeo, audio, subtítulos, capítulos, meta-datos e información de sincronización 
siguiendo un formato preestablecido en su especificación.
   Algunos contenedores multimedia son: AVI, MPG, QT, WMV, Ogg, OGM y Matroska.
   Las pistas de vídeo y audio suelen ir comprimidas, siendo distintos los códigos utilizados 
dentro de cada uno de los contenedores los encargados de descomprimir la información 
en aras a su reproducción.
   Cuando se crea un contenedor, en primer lugar se produce la codificación de las pistas 
y posteriormente son "unidas" (multiplexadas) siguiendo un patrón típico de cada formato.
   Cuando un archivo debe ser reproducido, en primer lugar actúa un divisor (splitter), el 
cual conoce el patrón del contenedor, y "separa" (desmultiplexa) las pistas de audio y 
vídeo. Una vez separadas, cada una de ellas es interpretada por el descodificador y 
reproducida. En aquellos contenedores con más de una pista, es el reproductor (esto es, 
el usuario) el que selecciona la que se va a reproducir.
   Es pues imprescindible que el reproductor cuente con los descodificadores necesarios 
para reproducir tanto el vídeo como el audio, ya que de lo contrario la información no 
puede ser interpretada de forma correcta.
   En resumen, no sólo es necesario conocer el formato del contenedor para poder 
separar las pistas, sino que también es necesario poder decodificarlas.
4.19.1. Mp4
   MPEG-4 Parte 14 o *.mp4 es un formato de archivo (llamado contenedor)   especificado 
como parte del estándar internacional MPEG-4 de ISO/IEC. Se utiliza para almacenar los 
formatos audiovisuales especificados por ISO/IEC y el grupo MPEG (Moving Picture 
Experts Group) al igual que otros formatos audiovisuales disponibles. Se utilizará 
típicamente para almacenar datos en archivos para computadores, para transmitir flujos 
audiovisuales y probablemente en muchas otras formas.
   La extensión m4a ha sido popularizada por Apple, quien inició el uso de la extensión 
".m4a" en su software "iTunes" para distinguir entre archivos MPEG-4 de audio y vídeo. 
Actualmente la mayoría del software que soporta el estándar MPEG-4 reproduce archivos 
con la extensión ".m4a". La mayoría de los archivos ".m4a" disponibles han sido creados 
usando el formato AAC, pero otros archivos en formatos como "Apple Lossless" y ".mp3" 
pueden ser incluidos en un archivo ".m4a".
   Normalmente se puede cambiar, de manera segura, la extensión de los archivos de 
audio ".mp4" a ".m4a" y viceversa pero no así a ".mp3" ya que para poder ser 
reproducidos en un reproductor de audio, éste necesariamente tiene que tener la 
capacidad para decodificar el formato que está contenido en el fichero ".mp4" que 
generalmente está codificado en MPEG-4 AAC e incompatible con la codificación y 
decodificación de MPEG-1 Layer 3 para el ".mp3".
   MPEG-4 es una serie de códigos y estándares internacionales de vídeo, audio y datos 
creado especialmente para la web. Está formado por una serie de algoritmos de 
compresión que codifica datos, audio y vídeo, optimizando su calidad de almacenamiento, 
codificación y distribución en redes. Con las cámaras de hoy, se integra captura y 
codificación en una sola acción, lo que optimiza la potencialidad del usuario para emitir.
   *.mp4 permite transmitir flujos sobre Internet. También permite transmitir combinaciones 
de flujos de audio, vídeo y texto coordinado de forma consolidada. El punto de partida 
para este formato fue el formato de archivo de QuickTime de Apple. En la actualidad 
   *.mp4 se ha visto enriquecido en formas muy variadas de manera que ya no se podría 
afirmar que son el mismo formato.
   *.mp4 se utiliza con frecuencia como alternativa a *.mp3 en el iPod y en iTunes. La 
calidad del códice AAC que se almacena en *.mp4 es mayor que la de MPEG-1 Audio 
Layer 3, pero su utilización no es actualmente tan amplia como la de *.mp3.
   Es posible enviar prácticamente cualquier tipo de datos dentro de archivos *.mp4 por 
medio de los llamados flujos privados, pero los formatos recomendados, por razones de 
compatibilidad son:
• Vídeo: MPEG-4, MPEG-2 y MPEG-1.
• Audio: MPEG-4 AAC, MP3, MP2 y MPEG-1 Part 3, MPEG-2 Part 3, CELP  (habla), 
TwinVQ (tasas de bit muy bajas), SAOL (midi) 
• Imágenes: JPEG, PNG.
• Subtítulos: MPEG-4 Timed Text, o el formato de texto xmt/bt (significa que los 
subtítulos tienen que ser traducidos en xmt/bt) 
• Systems: Permite animación, interactividad y menús al estilo DVD 
   Estas son algunas de las extensiones utilizadas en archivos que contienen datos en el 
formato *.mp4:
• .mp4: extensión oficial para audio, vídeo y contenidos avanzados (ver más abajo) 
• .m4a: Sólo para archivos de audio; los archivos pueden ser renombrados como 
.mp4, si bien no todos los expertos recomiendan esto. 
• .m4p: FairPlay archivos protegidos 
• .mp4v, .m4v: sólo vídeo (algunas veces se utiliza para flujos mpeg-4 de vídeo no 
especificados en la definición del formato) 
• .3gp, .3g2: utilizados por la telefonía móvil 3G, también puede almacenar contenido 
no directamente especificados en la definición de .mp4 (H.263, AMR, TX3G) 
4.19.2. ffmpeg
   FFmpeg es una colección de software libre que puede grabar, convertir y hacer 
streaming de audio y vídeo. Incluye libavcodec, una biblioteca de códices. FFmpeg está 
desarrollado en Linux, pero puede ser compilado en la mayoría de los sistemas 
operativos, incluyendo Windows. El proyecto comenzó por Gerard Lantau, un seudónimo 
de Fabrice Bellard, y ahora es mantenido por Michael Niedermayer. Es destacable que la 
mayoría de los desarrolladores de FFmpeg lo sean también del proyecto MPlayer, más un 
miembro del proyecto Xine y que FFmpeg esté hospedado en el servidor del proyecto 
Mplayer.
Imagen 61. ffmpeg
Esquema de funcionamiento
Componentes
El proyecto está compuesto por:
• ffmpeg: es una herramienta de línea de comandos para convertir un video de un 
formato a otro. También puede capturar y codificar en tiempo real desde una tarjeta 
de televisión. 
• ffserver: es un servidor de streaming multimedia de emisiones en directo que 
soporta HTTP (la compatibilidad con RTSP está en desarrollo). Todavía no está en 
fase estable. 
• ffplay: es un reproductor multimedia basado en SDL y las bibliotecas FFmpeg. 
• libavcodec: es una biblioteca que contiene todos los códigos de FFmpeg. Muchos 
de ellos fueron desarrollados desde cero para asegurar una mayor eficiencia y un 
código altamente reutilizable. 
• libavformat: es una biblioteca que contiene los multiplexadores/demultiplexadores 
para los archivos contenedores multimedia.
• libavutil: es una biblioteca de apoyo que contiene todas las rutinas comunes en las 
diferentes partes de FFmpeg. 
• libpostproc: es una biblioteca de funciones de postproceso de vídeo. 
• libswscale: es la biblioteca de escalado de vídeo. 
   FFmpeg está liberado bajo una licencia GNU LGPL o GNU GPL (dependiendo de 
cuáles bibliotecas estén incluidas). No hay liberaciones formales, los desarrolladores 
recomiendan utilizar el último snapshot de Subversion ya que mantienen constantemente 
una versión estable.
Libavcodec
   Es la biblioteca principal del proyecto FFmpeg es capaz de codificar/decodificar en 
varios formatos de audio y vídeo, está desarrollada en C.
Códigos de vídeo implementados
• MPEG-1
• MPEG-2 
• MPEG-4 Parte 2(el formato utilizado por los códigos DivX y Xvid). 
• H.261.
• H.263.
• H.264/MPEG-4 AVC(únicamente la decodificación). 
• WMV versión 7, 8 y 9 (únicamente la decodificación). 
• Sorenson codec.
• Cinepak.
• MJPEG.
• Huffyuv.
• Snow.
• Theora (únicamente la decodificación). 
• VP3 / VP5 / VP6(únicamente la decodificación). 
   El código de MPEG-4 utilizado por defecto en el FFmpeg tiene el código FourCC de 
FMP4.
Códigos de audio implementados
• Apple Lossless.
• Cook Codec.
• FLAC.
• MP2.
• MP3.
• Shorten.
• QDM2.
• RealAudio 1.0.
• RealAudio 2.0.
• Vorbis.
• WavPack
• WMA.
Ejemplos de uso
   Existe demasiada cantidad de posibilidades como para dedicar una instrucción a cada 
posibilidad, aquí únicamente pondremos de manifiesto algunas, empezando por aquella 
que más nos interesa la generación de un contenedor “mp4”.
Convertir un vídeo avi a mp4
 # ffmpeg -i entrada.avi -b 300 -s 320×240 -vcodec xvid -ab 32 -ar 24000 \
 >  -acodec aac salida.mp4
* Video original: entrada.avi
* Codec de audio: aac
* Bitrate del audio: 32kb/s
* Codec de vídeo: xvid
* Bitrate del vídeo: 1200kb/s
* Tamaño del vídeo: 320×180
* Vídeo generado: salida.mp4
Convertir un video avi a flash:
 # ffmpeg -i input.avi -acodec mp3 -ab 32 -ac 1 -ar 44100 output.flv
Convertir un video avi a mpg
 # ffmpeg -i ORIGEN.avi -target pal-dvd DESTINO.mpg
4.20. Alternativas al almacenamiento de objetos digitales, DSPACE
   DSpace es uno de los programas de código abierto preferidos por las instituciones 
académicas para gestionar repositorios de ficheros (textuales, audio, vídeo, etc.), 
facilitando su depósito, organizándolos en comunidades, asignándoles metadatos y 
permitiendo su difusión en recolectores o agregadores. El manual que aquí presentamos 
no es el típico manual genérico sobre su funcionamiento (cómo se consulta, cómo se 
depositan documentos, cómo se revisan, etc.), sino uno de específico para gestores de la 
información y la documentación, centrado en aquellas funciones del programa que se 
encuentran más directamente relacionadas con nuestra profesión (esquema de 
metadatos, vocabularios controlados, interfaces de consulta, herramientas de difusión, 
estadísticas, etc.). 
   DSpace es un software de código abierto diseñado por el Massachusetts Institute of 
Technology (MIT) y los laboratorios de HP para gestionar repositorios de ficheros 
(textuales, audio, vídeo, etc.), facilitando su depósito, organizándolos en comunidades, 
asignándoles metadatos y permitiendo su difusión a recolectores o agregadores. Estas 
características han hecho que, junto con EPrints, sea uno de los programas preferidos por 
las instituciones académicas para gestionar el repositorio dónde los investigadores 
depositan sus publicaciones y materiales de búsqueda con objeto de darles una mayor 
visibilidad.
5. Pruebas y Resultados
   El principal objetivo es conocer la respuesta del sistema frente a una carga de estrés, 
teniendo presente que esta carga estará modelada en función de dos parámetros básicos; 
el número de llegadas por unidad de tiempo o media, y el tiempo entre llegadas.
   Gracias a los resultados que se obtendrán será posible el conocer el tiempo de 
respuesta del sistema frente a una cantidad y tipo de llegadas bastante representativa, así 
pues, se conocerá cuáles son sus límites alcanzables o caracterizar la respuesta funcional 
en función del estrés.
   Se abordará distintos tipos de tráfico, siendo éste, tráfico determinista, uniforme y a 
ráfagas.
   Paralelamente al objetivo anterior también se añadirá como objetivo el presentar un 
modelo genérico de emulación del comportamiento de usuario que permita emular 
cualquier otro tipo de comportamiento en un futuro. Es decir, un modelo que sea 
fácilmente adaptable a otros tipos de carga. Este objetivo es de vital importancia si 
tenemos presente que en el momento de poner en producción un sistema difícilmente 
será conocida la carga real, con la suficiente exactitud, a la que va a ser sometido un 
sistema. Además si se tiene presente que el sistema tendrá una continuidad en el tiempo, 
la carga a la que será sometido, un sistema como el nuestro, muy probablemente tendrá 
un comportamiento dinámico, ya que estará determinada en parte por parámetros como la 
popularidad.
5.1. Necesidades
   Para cumplir los objetivos anteriores se definirá un conjunto de elementos de muestra 
del sistema, lo suficientemente representativos para poder estudiar el comportamiento. 
Estos elementos son aquellos que por sus características son los más restrictivos o los 
que computacionalmente se preven como los de mayor consumo de recursos, por 
ejemplo en el uso del análisis de las políticas y en el acceso al entorno LDAP para añadir 
y eliminar entradas.
   Los elementos de muestra del sistema serán las propia páginas del portal web, ya que 
al fin y al cabo serán estas mismas el punto de entrada y salida de nuestro sistema en la 
navegación.
Las páginas, servicios o funciones tomadas serán:
• La página de inicio.
• El servicio o función de autentificación de usuarios.
• El servicio o función de registro de nuevos usuarios.
• El servicio o función de eliminación o borrado de cuenta de usuarios.
• El servicio de video streaming.
• Todos los anteriores.
   Este conjunto de muestras permitirán determinar la respuesta funcional del sistema 
frente a una carga de estrés.  Cada uno de los elementos anteriores posee una 
característica única y por ello no compartida; la página de inicio no realiza ninguna tarea 
de análisis de políticas y por tanto ninguna consulta LDAP, esta página es servida 
directamente desde el servidor de Servlets Tomcat, con ello será posible comprobar cuál 
es límite funcional de Apache Tomcat y en definitiva conocer cuál es la carga máxima que 
es capaz de servir. 
   El sistema de autentificación de usuarios al igual que los otros elementos es publicado 
gracias al análisis de las condiciones y ejecución de las acciones, pero a diferencia de los 
otros elementos la autentificación de usuario básicamente representa un análisis reducido 
de políticas y un conjunto de consultas al servicio directorio LDAP en modo lectura. 
   El tercer y cuarto elemento poseen una características muy parecidas al anterior, pero 
con la salvedad que las consultas al servicio directorio son para añadir y eliminar 
entradas.
   No obstante, es cierto que en cuanto al análisis de las políticas el servicio de 
autentificación y el de creación de nuevas cuentas de usuario no son exactamente el 
mismo, aunque si son realmente muy parecidos. Por ejemplo, ambos realizan una 
comprobación de si el usuario existe en la base de datos, posteriormente en el caso de 
autentificación se comprueba si el campo de la contraseña coincide con el introducido por 
el usuario, en cambio en la creación de nuevas cuentas directamente se añade una nueva 
entrada al sistema. 
   Así pues, los servicios de autentificación, registro y eliminación de cuentas de usuario 
permiten estudiar principalmente el comportamiento LDAP, puesto que el PDP realiza, en 
lineas generales, las mismas ejecuciones.
   Finalmente el quinto elemento abarca ligeramente las características de los demás. Por 
ejemplo cuando se selecciona un contenido se realiza un análisis de políticas muy 
exhaustivo y en caso que la evaluación de las condiciones sea exitosa se añade una 
nueva entrada en el sistema. Precisamente éste elemento es el que realiza la mayor 
carga computacional en cuánto a la evaluación de las condiciones y con ello al igual que 
los anteriores elementos tiene una característica particular. Este servicio permitirá saber 
cuál es la carga absorbible para el caso en el que prácticamente sólo existe análisis de 
políticas, es decir, PDP.
   El último punto a aclarar es que una vez obtenidos los resultados anteriores se utilizarán 
todos los elementos en conjunto a tal modo de valorar cuál es la capacidad del sistema 
cuando todos los servicios y/o funciones son concurrentes.
5.2. El tráfico
   Según el tipo de tráfico que ataque al sistema éste tendrá una respuesta u otra. En el 
modelo de estrés planteado el tipo de tráfico se caracterizará por el tiempo entre llegadas, 
siendo éste determinista, uniforme y a ráfagas. Para cada tipo de tráfico se empleará 
distintos valores de las constantes que caracterizan el tráfico, por ejemplo en el caso 
determinista, el tiempo entre llegadas será un valor determinado en milisegundo, en el 
uniforme, el tiempo entre llegadas también en milisegundo y una aleatoriedad 
comprendida entre 0 y un número determinado de milisegundos y finalmente en el tráfico 
a ráfagas se utilizará el número total de consultas en una ráfaga e igualmente el tiempo 
entre llegadas.
5.3. Herramienta
   Para la emulación del comportamiento de los usuarios y con ello el tráfico que ataca el 
sistema se ha utilizado una herramienta del grupo Jakarta, en concreto JMeter. Esta 
herramienta es muy versátil en cuanto a la simulación de tráfico, además provee todo un 
entorno de desarrollo para poder así ampliar sus funciones, más allá de las que provee de 
serie, para toda persona que necesita de mayor versatilidad. 
   JMeter tiene una interfaz bastante ágil de manejar y principalmente está destinada a 
pruebas de estrés o de rendimiento. Su funcionamiento básico consiste en iniciar toda 
simulación basándose en llegadas o consultas deterministas, a las que posteriormente 
pueden añadirse distorsiones controladas para así conferir distintos tipos de tráficos, por 
ejemplo uniforme, ráfagas, etc.
   Cada consulta es enviada al servidor que se pretende estudiar según unos parámetros 
de configuración. Así se puede especificar que todas las consultas se dirijan a un servicio 
en concreto o que únicamente un porcentaje de ellas se dirijan a un servicio determinado 
y el resto a otro servicio. En JMeter es posible utilizar un control de flujo basado en 
bucles, condiciones, “timings”, constantes y otros muchos más, todo ello de serie en el 
paquete base y que puede obtenerse gratuitamente sin ningún tipo de coste en la página 
web del proyecto Jakarta. Además está escrita íntegramente en Java lo que le confiere 
una solución "portable".
   JMeter además incluye un abundante repertorio de informes que se generan en tiempo 
real y permiten con ello conocer con exactitud el estado del servidor, de las consultas y de 
otros muchos más datos referentes a los tiempos desde las consultas hasta las 
respuestas del servidor como; la media, la desviación, la mediana, el tiempo máximo, 
mínimo, anchos de banda de red utilizados, número de errores y otros muchos más.
   Existen muchas aplicaciones opensource que ofrecen una solución muy parecida a 
JMeter. No obstante la elección de la herramienta de Jakarta ha sido por razones de 
simplicidad en su uso, versatilidad y finalmente por consistencia con Tomcat, puesto que 
éste también pertenece el proyecto Jakarta y con ello se obtiene una prestación adicional. 
Esta prestación adicional es que JMeter puede medir el uso de los recursos del servidor 
Tomcat en tiempo real a medida que transcurre la simulación. Con ello es fácilmente 
obtenible cuándo existe una situación de congestión  por falta de recursos. Por ejemplo si 
en una simulación del tráfico obtuviéramos un tiempo de respuesta de 20 segundos de 
media cuando el valor deseado fuese inferior a 4 segundos, únicamente podríamos 
determinar que existe una congestión desde el simulador hasta el servidor, pero 
difícilmente veríamos si la congestión fuera debida a un problema de CPU, RAM o de 
capacidad del enlace de red. En nuestro entorno dado que las capacidades del enlace de 
red estaban suficientemente sobreescaladas, toda congestión ha sido producida debido a 
la falta de recursos del servidor, especialmente de CPU.
   En la siguiente captura se muestra parte de la administración de JMeter para el caso de 
autentificación.
Imagen 62. Administración JMeter
   El elemento “Test Plan” únicamente refiere a un nombre de agrupación. En el elemento 
“authentication” se definen el tiempo entre llegadas, más adelante en los resultados 
obtenidos se mostrarán todos los valores. “global” únicamente es un gestor de “cookies” 
necesario puesto que nuestro portal guarda las credenciales y otros datos en las “cookies” 
del navegador. El elemento “uniform” es un generador aleatorio que modifica según un 
perfil uniforme y unas constantes que hay que definir el tiempo entre llegadas. “counter” 
es un contador que únicamente sirve para incrementar un número según llegan las 
consultas, este número se utiliza para poder crear la consulta que es el nombre 
“sendRequest”, precisamente esta consulta es la que se envía al portal web del servidor 
en la que se incluye en su URL parámetros como el nombre de usuario y la contraseña, 
estos parámetros se construyen en base al valor de counter. El elemento “check” 
únicamente sirve para comprobar que la respuesta del servidor es acorde con la pregunta, 
por ejemplo que no haya ningún error en el protocolo “http” o que el servidor tenga un mal 
funcionamiento y la respuesta esperada como, “El proceso de autentificación a finalizado 
correctamente”, sea la recibida. Finalmente “Summary Report” y “Agregate Report” son 
informes que presentan los datos del test como la media, la desviación, la mediana, el 
tiempo máximo, mínimo, anchos de banda de red utilizados, número de errores y otros 
muchos más.
5.4. Servidor
El servidor utilizado tenía las siguientes características
CPU: Intel Pentium core 2 duo a 3,4Ghz.
RAM: 2 Gigas a 800 Mhz DDR2
Disco Duro: Sata
S.O. : GNU/Linux Slackware-12.2
   También se ha efectuado una cierta comparativa con GNU/Linux Debian Etch 4.0. El 
rendimiento obtenido ha sido prácticamente el mismo, en realidad únicamente ha habido 
alguna diferencia de la cantidad de memoria RAM utilizada, en Debian, la RAM 
consumida siempre era ligeramente mayor, aunque en ningún caso ha llegado a agotarse.
   El uso de Slackware y no otra distribución refiere más a la experiencia propia con esta 
distribución por parte del autor del presente proyecto. Esta distribución es una de las más 
estables y quizás a la par de Debian las dos distribuciones GNU/Linux más estables que 
existen hoy día, además de seguir una ideología de raíz de minimizar en la medida de lo 
posible la personalización y diferenciación respecto a los proyectos opensource que 
integra, justo al contrario de otras como Debian, Ubuntu, Suse o Mandriva. Finalmente por 
el hecho de ser una distribución bastante austera, incluye un número de servicios 
reducidos respecto a las demás distribuciones, consigue un rendimiento ligeramente 
mayor, por el simple hecho de tener menos procesos en ejecución.
5.5. Cliente
   La emulación del comportamiento de usuario y las consultas atacantes al servidor, han 
sido gestionadas des de otro ordenador, este ordenador era precisamente el que 
ejecutaba la herramienta JMeter. Las prestaciones técnicas del equipo no son muy 
rigurosas únicamente que disponga de suficiente memoria RAM ya que el entorno JMeter 
crea un hilo Java por cada consulta y con ello necesita de memoria RAM. En cualquier 
caso durante la ejecución de un "testeo" basta con monitorizar la memoria disponible del 
ordenador para saber si el equipo se congestiona. En cualquier caso la memoria del 
equipo era de:
CPU: Genuine Intel(R) CPU T2300 a 1.66GHz
RAM: 2 Gigas a 667Mhz DDR
5.6. Procedimiento
   Toda prueba de estrés o rendimiento se ha iniciado siempre con un tráfico determinista, 
empezando en valores de carga lo suficientemente reducidos y aumentándolos hasta 
conseguir una situación de congestión. Este proceso es el que se ha realizado para cada 
servicio. 
   Una vez obtenidos los límites para los tráficos deterministas se ha procedido con el 
análisis de tráficos con componentes aleatorios. El modo de actuar consiste en reducir los 
parámetros de carga ligeramente del tráfico determinista para alejarse de la situación de 
congestión y manteniendo esta parte constante en todo el proceso, y finalmente añadir el 
componente aleatorio, de tal modo que aumentando ligeramente cada vez más y más la 
parte aleatoria, estudiar cuál es el límite justo antes de la congestión. El siguiente ejemplo 
es aclaratorio:
   Supongamos que nuestro sistema para un servicio determinado y con un tráfico  
determinista llega a su punto de congestión cuando la cadencia de llegadas supera las 5  
consultas por segundo o lo que es lo mismo un tiempo de 0,2 segundos entre llegada y  
llegada.
   Con este límite de 0,2 segundos entre llegadas, rebajamos ligeramente el estrés, por  
ejemplo a 0,25 segundos entre llegadas o lo que es lo mismo 4 consultas por segundo.  
En esta situación el sistema está próximo a la congestión pero no lo suficientemente.  
Ahora bien, se añade un “segmento” de tiempo comprendido entre “0” y “0,5” con una 
aleatoriedad uniforme. Acto seguido se amplia ligeramente el segmento de tiempo y así  
cada vez más y más para poder caracterizar la respuesta del sistema en función de la  
aleatoriedad de las llegadas.
   Este procedimiento es el aplicado a cualquier tipo de aleatoriedad que se ha estudiado. 
Es muy importante el reducir ligeramente la carga del sistema respecto la situación límite 
antes de proceder. 
   El motivo es que en una situación límite el sistema no tolerará ningún exceso de carga 
respecto al tráfico determinista, un ligero aumento respecto al valor medio y el sistema 
entrará en congestión.      El siguiente ejemplo puede ser aclaratorio:
   Suponer que la primera llegada llega en el tiempo “t=0,25” y en el componente aleatorio  
suma el valor “0,2”, así que la llegada en realidad se lanzará contra el servidor en 
“t=0,45”. Paralelamente la  segunda llegada tiene que producirse en “t=0,5”. Suponer que 
la parte aleatorio suma un valor de “0,1”, así que la llegada en realidad se lanzará contra  
el servidor en “t=0,6”. Lo que significa que el tiempo entre llegadas en el servidor será de 
“0,6 - 0,45 = 0,15” o lo que es lo mismo una media de “6,67” consultas por segundo.  
Puede observarse que está por encima del límite aceptable del servidor. 
   Lógicamente dos llegadas consecutivas con un tiempo entre llegadas superior al valor 
límite aceptable no serán motivo de congestión en el servidor, puesto que del mismo 
modo es igual de probable que dos llegadas consecutivas se produzcan en intervalos más 
separados, si se supone una distribución uniforme. No obstante hay que preguntarse si el 
tiempo de respuesta a un conjunto de llegadas, con un tiempo entre llegadas superior al 
valor máximo aceptable, será lo suficientemente reducido o si sencillamente el servidor en 
esta situación tendrá un tiempo de respuesta excesivamente elevado y aunque la 
siguiente agrupación de llegadas tenga una media por debajo del límite máximo 
alcanzable, el servidor será capaz de actuar rápidamente. En otras palabras. ¿Cuando se 
añade un componente aleatorio el servidor reducirá el valor máximo, en media, de 
llegadas por unidad de tiempo o contrariamente podrá ser superior? Esta respuesta si 
bien puede llegar a ser intuitiva será descubierta gracias a las pruebas de rendimiento o 
estrés.
5.7. Congestión
Una definición de congestión es: 
   Cuando la carga existente sobrepasa la capacidad de una ruta de comunicación de 
datos, se dice que existe una congestión en la línea. 
   No obstante el objetivo de las pruebas de rendimiento es el obtener la carga máxima a 
la que puede ser sometido el portal, formado por una solución web, PDP, PEP, etc. Si 
bien es cierto que la congestión puede ser producida por una limitación de las 
capacidades de absorción de un enlace o una red, en el entorno de pruebas construido la 
congestión surgirá cuando se alcance el límite absorbible de consultas por el servidor, sin 
que estas consultas estén consumiendo los recursos de la red. En otras palabras se 
tendrá muy presente cuáles son los anchos de banda necesarios en las pruebas 
realizadas  para sobredimensionar el enlace entre cliente y servidor con la intención que 
la capacidad máxima absorbible por el sistema no sea debida a la capacidad del enlace o 
al volumen     de consultas que son capaces de generar los clientes. 
   Es importante destacar que la congestión aquí definida es “extremo-extremo”.
   Dado que el sistema actúa como portal web hacia los usuarios, la definición de la 
congestión del sistema vendrá determinada por el tiempo de respuesta observable por los 
usuarios. No obstante este valor es claramente subjetivo. El que un sistema pueda ser 
observado como congestión por un usuario viene determinado por la paciencia que éste 
tiene, por ello es difícil definir un valor medio de tiempo de respuesta, por encima del cual, 
el sistema sea observado como congestión. Dado que definir un valor medio que delimita 
el punto de vista del usuario entre congestión y no congestión  queda bastante lejos del 
objetivo de este proyecto, únicamente será definido un parámetro objetivo con el que se 
dirá que superado un cierto valor en el tiempo de respuesta el sistema será considerado 
que ha entrado en congestión. Este parámetro referirá a la media del tiempo de respuesta 
y se fijará con un valor de 4 segundos. Si alguna respuesta o un conjunto de ellas supera 
esta media ello no será motivo de considerar que el sistema está congestionado sino que 
únicamente ha habido una pérdida de servicio para un conjunto de consultas particular, 
aunque para la mayoría el sistema ha operado correctamente, en otras palabras podemos 
permitirnos una cierta pérdida de servicio sin llegar a considerar que el sistema está en 
congestión. Nuestro parámetro básico comparativo con los 4 segundos será el promedio 
del tiempo de respuesta.
   Igualmente al punto anterior debe sumarse un valor objetivo de sobrepaso del límite 
máximo absorbible; la cadencia de respuestas en función de la cadencia de llegadas. 
Cuando el “throughput” sea inferior al promedio de llegadas por unidad de tiempo el 
sistema habrá alcanzado el límite máximo absorbible.
   Otro punto a destacar de todo entorno de pruebas de toma de muestras es que si un 
conjunto de muestras da como resultado un valor muy alejado de la media, se 
considerarán tales valores como muestras aberrantes y por ello no serán consideradas en 
el cálculo estadístico.
   Debe tenerse muy presenta que la congestión aquí definida únicamente aplicaría a un 
portal web de nuestras características, siendo además esta congestión una definición muy 
básica. Para otros servicios tales como “video streaming” o videoconferencia la 
interrupción de servicio en general no tiene porqué producirse debido a un número 
determinado de llegadas o consultas, sino debido a las diferencias entre retardos de los 
paquetes, también conocido como “jitter”, incluso podríamos disponer de un valor de 
ancho de banda lo suficientemente elevado y aun así presentar denegación de servicio.
5.8. Presentación de resultados
   Los resultados están presentados en un formato de tabla, donde cada columna presenta 
un tipo de dato o información y cada fila representa una entrada para el total de las 
columnas. Asimismo, y por cuestiones de formato en la presentación de las tablas y 
gráficos, el título de la tabla o gráfico también incorpora información, como el nombre del 
servicio, el tipo de tráfico y el tiempo medio entre llegadas. Los datos para cada resultado 
son:
• Nombre (del servicio).
• Tiempo entre llegadas.
• Tipo de aleatoriedad
• Parámetros aleatoriedad
• Promedio (del tiempo de respuesta).
• Mínimo (del tiempo de respuesta).
• Máximo (del tiempo de respuesta).
• Desviación estándar (del tiempo de respuesta).
• Throughput.
• Ancho de banda.
• Peso servicio.
• Mediana (del tiempo de respuesta).
• Percentil 90 (del tiempo de respuesta).
   La enumeración anterior muestra cada uno de los datos que componen la información 
total recogida en las pruebas de estrés. Acto seguido se describe cuál es su significado, 
especialmente, para no dar lugar a confusión.
   Nombre: Es el nombre que recibe cada una de las funcionalidades que componente el 
portal web y que son accesibles al usuario, según un control de seguridad. Tales 
funcionalidades tratadas en este entorno de pruebas son; Página de inicio, autentificación, 
registro de usuario, eliminación de cuentas de usuario y video streaming, junto con el 
punto de negociación de adquisición del contenido.
   Tiempo entre llegadas: Es el valor temporal entre dos llegadas consecutivas. Este valor 
se define antes del lanzamiento de cada una de las pruebas de estrés y es totalmente 
determinista.
   Tipo de aleatoriedad: Este campo permite especificar si al tiempo entre llegadas se le 
suma un comportamiento aleatorio, por ejemplo uniforme.
   Parámetros aleatoriedad: En caso de añadir un componente aleatorio al tiempo entre 
llegadas, los valores, constantes, etc. que caracterizan este componente aleatorio son 
expuestos en este campo.
   Promedio: Es la suma de todos los tiempos de respuesta de cada consulta dividida por 
el número de consultas.
   Mínimo/Máximo: Son los dos extremos del segmento que confine todos los valores de 
los tiempos de respuesta.
   Desviación estándar: El valor que informa de la dispersión-concentración de los datos 
obtenidos.
   Throughput: Cadencia de respuestas por unidad de tiempo.
   Ancho de banda: El consumo o uso de la capacidad del enlace como resultado del 
tráfico entre consultas y respuestas.
   Peso servicio: Es el tamaño en bytes, en promedio, transmitidos en las respuestas.
   Mediana: el valor del tiempo de respuesta tal que existen el mismo número de respuesta 
con un valor superior y con un valor inferior.
   Percentil 90: El valor del tiempo de respuesta, por debajo del cual, están el 90% de los 
tiempos de respuesta.
   Todos estos datos anteriores se presentan en las tablas de las próximas páginas, donde 
además se incluyen gráficas que permiten una representación de la misma información de 
un modo mucho más amigable y comparativo. Salvo que las conclusiones sean las 
mismas en el análisis de las tablas y gráficas, se hará una exposición de los datos más 
importantes analizados y especialmente se definirá el límite de estrés observable del 
sistema.
5.9. Análisis
   Llegados a este punto se comenta directamente el comportamiento del sistema para 
cada uno de los servicios analizados, primero por separado y posteriormente todos en 
conjunto.
5.9.1. Inicio
   El servicio de “inicio”, en realidad es la página de bienvenida con la que un usuario se 
encuentra al introducir en su navegador la url hacia el sistema. Este “servicio” es 
publicado directamente por Tomcat, sin que intervenga ningún análisis de políticas ni 
ningún acceso al directorio LDAP, el resultado es el estudiar cuál es la capacidad máxima 
absorbible por el servidor de páginas JSP. 
   Para un tráfico determinista es capaz de absorber hasta 680 consultas por segundo. En 
la tabla 4 y en el gráfico 1 se muestra el comportamiento del sistema en función de la 
carga de entrada. 
   El comportamiento de Tomcat es una curva muy plana, a excepción de cuando se 
alcanza el punto de congestión, momento en el cuál el sistema tiende a una respuesta 
exponencial. Este servicio no tiene mayor interés salvo, por lo comentado anteriormente 
en que se diferencia de cualquier otro servicio por no tener ni análisis de políticas ni 
servicio directorio LDAP.
5.9.2. Registro
   Este servicio se caracteriza principalmente por su consumo en la manipulación de 
entradas en LDAP, así el resultado obtenido es principalmente el del comportamiento del 
servicio directorio.
   Podemos observar en la tabla 5 y el gráfico 2 como el sistema no ofrece el mismo 
throughput que en el servicio inicio. La curva muestra como el sistema tiende a un 
crecimiento exponencial mucho antes que para el servicio “inicio”. 
   Cuando atacamos el sistema con un tráfico uniforme puede observarse un 
empeoramiento de los tiempos de respuesta, donde aproximadamente se establece una 
relación lineal entre el tiempo de respuesta y la “cantidad” de aleatoriedad uniforme, 
siendo, cuanto mayor el segmento uniforme mayor el tiempo de respuesta y con ello 
menor el throughput.
   En la tabla 6 y el gráfico 4 se observa el comportamiento del sistema para un tráfico a 
ráfagas. En esta situación el sistema no es tan robusto, en el sentido, que para un tráfico 
a ráfagas el punto de congestión es inferior a cualquier otro, además el sistema ofrece 
una respuesta exponencial desde un principio a diferencia de los puntos anteriores, en los 
que el sistema mantiene una curva relativamente plana hasta que se alcanzan valores 
próximos a los puntos de congestión, momento en el que se comparte una característica 
exponencial.
   En el gráfico 5 está representado el comportamiento del sistema en función del tipo de 
tráfico, siendo una herramienta comparativa en la que puede verse claramente como el 
sistema ofrece sus perores prestaciones para le tráfico a ráfagas y sus mejores para un 
tráfico determinista.
5.9.3. Autentif icación
   Este servicio presenta una característica, inicialmente no esperada, y es que los límites 
de carga absorbible son peores que en el registro de usuarios y, como se verá más 
adelante, la eliminación de cuentas de usuario.
   Si comparamos con las tablas y gráficos de los servicios de registro y eliminación de 
cuentas de usuario, se observa como el servicio de autentificación es el de peor 
rendimiento. Sin embargo este servicio debería, por ser consultas de lectura en LDAP, el 
de mayor rendimiento. En realidad existen varias explicaciones, éstas pueden ser.
   El servicio de autentificación, si bien realiza consultas de lectura y no de inserción o 
eliminación de datos, a diferencia de los servicios “registro” y “eliminación” debe realizar 
dos consultas en vez de una. La primera para comprobar si el usuario existe y la segunda 
para extraer un atributo del usuario que es la contraseña. La primera consulta es 
igualmente realizada por los dos servicios anteriores, no obstante la segunda difiere; el 
servicio “registro” añade directamente la entrada, y el servicio “eliminar” borra la entrada, 
en cambio el servicio “autentificación” lee la entrada, extrae un atributo, codificado en 
binario, y lo compara con el introducido por el usuario. Esto significa que para el servicio 
autentificación el número de acciones a realizar es superior a los otros dos servicios. 
   Asimismo la comparación del atributo de la contraseña, con el valor introducido por el 
usuario no es evidente. El atributo está cifrado, por ello el valor introducido por el usuario, 
a través del formulario, debe ser primeramente cifrado y posteriormente comparado. Esto 
significa que el consumo de CPU del PDP es mayor que en los dos otros servicios.
   Cabe destacar que en el momento que se detectó este comportamiento, inicialmente no 
esperado, se construyó un entorno de pruebas paralelo, en el que se simplificó el sistema 
a tal modo que el PDP pasó a ser inexistente, resultando que el sistema justo después de 
recibir la consulta del usuario, se atacaba directamente al servicio directorio LDAP para 
una lectura, una inserción y una eliminación.  
   Se utilizaron los mismos equipos “ciente” y “servidor”, el resultado fue que el servicio 
directorio LDAP, inicialmente presentaba el mismo comportamiento no esperado, 
resultando que la respuesta funcional es más eficiente para eliminar entradas, seguido de 
insertar entradas y finalmente leer entradas. No obstante este comportamiento tiene un 
ligero matiz, a su vez fundamental. El servicio directorio LDAP cambia su 
comportamiento en función del número de entradas, siendo que a medida que 
aumenta el número de entradas existe un empeoramiento del tiempo de respuesta, donde 
se agrava en las consultas de eliminación e inserción, resultando que a medida que 
aumentan el número de entradas las consultas de lectura no sufren un empeoramiento de 
la misma magnitud. 
Throughput, en función del número de entradas.
Throughput, en función del número entradas.
   En la tabla y el gráfico anterior podemos ver como las consultas de lectura no sufren un 
empeoramiento tan pronunciado como las consultas de escritura y eliminación.
   Asimismo también debe ser tenido en cuenta que en no se están teniendo en cuenta las 
consultas de modificación de atributos. En este punto es donde LDAP ofrecería sus 
peores prestaciones.
   Finalmente un último punto a tener presente es que para realizar las consultas de si un 
usuario existe o no en la base de datos lo que se realiza es una consulta de búsqueda, no 
obstante esta consulta no es óptima. En el sistema LDAP todos los usuarios tienen una 
raíz común en el árbol que es “ou=usersDBB,ou=application”, únicamente difiere el RDN, 
que es “cn=username”. Así pues, la consulta correcta seria comprobar cuál es el valor del 
atributo “cn” de la entrada “cn=username,ou=usersDDBB,ou=application”. Esta consulta 
sería, a priori, más eficiente que no una consulta de búsqueda, puesto que se pregunta 
directamente por una entrada. Si al preguntar por un atributo de una entrada concreta, 
ésta no existe, LDAP informa del error. También podrían existir otras consultas aun más 
eficientes.
   Finalizada la explicación de porqué LDAP inicialmente no ofrece una respuesta 
esperada, se continua con el análisis de los resultados.
   La curva determinista tiende a un comportamiento exponencial mayor que en el servicio 
de registro. Ello es debido a que ya desde un principio este servicio tiene un límite de 
carga absorbible menor, y por ello ya desde un principio tiende a un comportamiento 
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exponencial, teniendo presente que este resultado es función del número de entradas 
(Para esta simulación siempre se han mantenido 1000 entradas).
   Este servicio tiene unas características similares al servicio de registro, en cuanto a la 
comparación del comportamiento en función del tipo de carga de entrada, siendo la carga 
a ráfagas la peor situación y la carga determinista la más tolerante. El tráfico uniforme 
tiende a un comportamiento lineal igual que en el servicio de registro.
Este servicio tiende a una mayor tolerancia frente al tráfico que los servicios anteriores. 
En la tabla 9 se presentan los resultados para un tráfico a ráfaga, en ella se aprecia como 
el throughput se mantiene prácticamente constante. Aunque el servicio a partir de ráfagas 
de 80 llegadas está igualmente en congestión, la carga absorbible sigue manteniéndose 
prácticamente constante, con lo que este tipo de servicio tiende a ofrecer unos mínimos 
garantizados.
5.9.4. Eliminar cuenta
   Este servicio en comparación con los distintos tipos de tráfico tiene unos resultados muy 
parecidos a los anteriores, por ello no se comentan No obstante debe observarse un 
comportamiento muy indeseado en un sistema, éste es que superado el punto de 
congestión el sistema tiende a un comportamiento exponencial muy muy pronunciado. La 
curvatura de este servicio es la más cerrada apreciada en todo el sistema, lo que 
significaría que en un entorno en producción este servicio debe ser sobreescalado en 
gran medida para garantizar un mínimo funcional.
   Anteriormente ya se había comentado como en la manipulación de datos LDAP tenía 
sus peores prestaciones y en este servicio podemos observalo. Cuando el sistema supera 
el punto de congestión éste prácticamente deja de ofrecer el servicio, presentando una 
alta denegación de servicio.
   Estos datos pueden observarse en la tabla 10 y en el gráfico 10.
5.9.5. Video Streaming
   El servicio de video streaming está principalmente implementado por el PDP, con lo que 
LDAP tiene un papel secundario. Es el análisis de las políticas el que representa los 
puntos de congestión del sistema. 
   Si se observan las tablas 14, 15 y 16 y los gráficos 14, 15, 16 y 17 se aprecia como esta 
servicio tiene un comportamiento diferente a los anteriores y es que mientras los servicios 
anteriores tendían a una curva plana, cuando se está alejado de los puntos de congestión, 
y exponencial cuando se está cerca o se ha sobrepasado los puntos de congestión, este 
servicio tiende a un comportamiento lineal desde un principio.
   Esto significa que a diferencia de los servicios anteriores, éste es el más tolerante o el 
más robusto y a su vez el más fácil de dimensionar frente a una carga de entrada.
   Hay que tener presente que el sistema seguramente en los puntos de mayor congestión 
también va a tender a un comportamiento exponencial, no obstante éste se produce lejos 
del punto de congestión, por ello no se aprecia en los resultados presentados.
5.9.6. Todos los servicios
   En este apartado se analiza el funcionamiento de todos los servicios en conjunto, 
habiendo servicios de lectura, escritura y eliminación en el entorno LDAP y asimismo con 
el análisis de políticas. 
   Antes de entrar en detalles cabe mencionar como se ha repartido la carga que ataca al 
sistema.
   Gracias al programa jmeter se ha realizado un reparto de carga hacia cada servicio en 
función de porcentajes, estos repartos de carga se han realizado gracias al uso de 
“contadores” y evaluación de condiciones, ambos disponibles en el entorno jmeter. Así 
para cada consulta los contadores se incrementaban en una unidad y en función del 
módulo del valor del contador actual, las consultas atacan a uno u otro servicio.
   Este reparto de carga tiene su origen en una valoración subjetiva de qué cantidad de 
consultas atacarían a qué servicio. Así se ha estimado que en un portal dedicado a la 
adquisición de contenidos de video streaming la mayoría de consultas serían de 
búsqueda de contenidos y que únicamente un porcentaje reducido sería de adquisición o 
compra de contenidos, igualmente otros porcentajes del tráfico total estarían en los 
servicios restantes; eliminación de cuentas de usuario, creación de cuentas de usuario y 
página de inicio.
   Así del 100% de las consultas; un 10% han sido consultas de registro de usuarios o 
nuevas cuentas de usuario, un 70% han sido consultas de video streaming de las cuáles, 
un 10% adquirían contenidos, mientras que el 90% restante únicamente “navegarían” por 
el portal. Finalmente un 10% accederían al servicio de eliminación de cuentas de usuario 
y el 10% restante únicamente accederían a la página de inicio.
   Siguiendo el mismo procedimiento que en los apartados anteriores primero se presenta 
el rendimiento para un tráfico determinista y posteriormente para un tráfico uniforme y a 
ráfagas.
   En los gráficos 18, 19 y 20 se presenta los resultados obtenidos. Hay que tener 
presenta que estos resultados son relativos al reparto de carga que ha sido realizado y 
asimismo a la cadencia de consultas de entrada.
   Por una parte destacamos las acciones de “sendRegister”, “sendParams” y 
“sendUnreg”. La primera de ellas corresponde con la creación de nuevas cuentas de 
usuario, la segunda autentificación de usuarios y la tercera la eliminación de cuentas de 
usuario.
   En los gráficos 18, 10 y 20 y sus respectivas tablas; 16, 17 y 18 como tienen una 
tendencia a ser los servicios más costosos, o aquellos que requieren de un mayor tiempo 
de respuesta. Estos servicios son los que operan principalmente en el servicio directorio 
LDAP. En el gráfico 18 y tabla 16 puede observarse como en un entorno lejos de una 
congestión las operaciones de inserción y eliminación de entradas tienen o requieren de 
un mayor tiempo de respuesta respecto a las consultas de búsqueda, esto es 
“sendRegister” y “sendUnreg” requieren de mayor coste computacional respecto 
“sendParams”.
   No obstante a medida que aumenta la carga y que hay un acercamiento o incluso 
sobrepaso del punto de congestión todos los servicios tienden a un comportamiento muy 
parecido.
   Asimismo otra acción muy interesante a destacar es el de “videosteamingNegotiation” y 
“sendSelection”. Estas acciones corresponden respectivamente a la acción por parte de 
un usuario de seleccionar un contenido para adquirirlo y al envío de los parámetros del 
contenido al sistema. Así la primera acción es en realidad el seleccionar unas 
características del contenido, como la calidad y la segunda acción corresponde con el 
tiempo o momento para el que quiere efectuarse la distribución del servicio.
   Cuando un usuario selecciona una contenido para adquirir el sistema toma los 
parámetros del contenido y le presenta al usuario una nueva ventana en la que le invita a 
decidir en qué momento quiere que se distribuya el contenido. Cuando finalmente el 
usuario selecciona los parámetros de tiempo el sistema evalúa la disponibilidad del 
contenido.
   En estas dos acciones se involucra activamente el PDP. Puede observarse como 
ambas acciones requieren un tiempo de respuesta inferior a los servicios comentados 
anteriormente. Ello es debido a que toda consulta que se realiza en el LDAP únicamente 
es para lectura y asimismo en ningún momento se realiza una búsqueda de entradas, sino 
que gracias a la estructura del modelo PCELS, partiendo de una entrada en concreto y 
leyendo sus atributos, se conoce con total precisión cuál debe ser la siguiente entrada a 
leer y así sucesivamente hasta decodificar la política. En este punto es muy importante el 
observar como una consulta de búsqueda en LDAP requiere un tiempo de procesamiento 
mayor a una consulta de lectura de atributos de una entrada. Esta característica es muy 
importante a tener presente en un futuro en el que LDAP si bien es óptimo para consultas 
de lectura, en general, respecto a consultas de modificación, debe ser contemplado el que 
una consulta de búsqueda, si bien es consulta de lectura, requiere, en general, mayores 
tiempos de respuesta y de cálculo computacional.
   Desde las tablas 19 a 27 y desde los gráficos 20 a 22 se presenta la comparativa de 
comportamiento para un tráfico uniforme y uno a ráfagas..
   Si se comparan los gráficos 20 y 21 se observa como el tráfico uniforme es más 
aceptable por el sistema, en cuanto a tiempos de respuesta se refiere, respecto el tráfico 
a ráfagas. No obstante esta observación tiene un pequeño matiz, y es que esto es cierto 
mientras nos hayamos alejados de los puntos de congestión. Puede estudiarse el como 
para un tráfico uniforme el sistema tiende a un comportamiento exponencial y en cambio 
para un tráfico a ráfagas el sistema tiende a un comportamiento lineal. No obstante el 
tráfico a ráfagas siempre genera unos promedios mayores que el tráfico uniforme. Esta 
observación puede verse en el gráfico 22.
   Igualmente, es muy importante destacar, que las tendencias exponenciales y lineales 
para tráfico uniforme y a ráfagas respectivamente son observables para aquellas 
cadencias de tráfico de entrada que están desde valores muy inferiores a los puntos de 
congestión hasta puntos ligeramente por encima de los puntos de congestión. En caso de 
tener una cadencia de entrada  muy superior a los puntos de congestión es muy probable 
que el sistema tenga un comportamiento exponencial para un tráfico a ráfagas.
6. Conclusiones
• La gestión basada en políticas es una inversión de futuro. En la solución de este 
proyecto puede cambiarse muy fácilmente el comportamiento del sistema, editando 
las clases LDAP. Esto implica que el mantenimiento del sistema es más simple, 
comparándolo a un sistema donde su funcionalidad es directamente implementada 
por programación. No obstante tiene un punto negativo de partida, su complejidad 
para alcanzar unos mínimos funcionales. Por ello, un sistema de gestión basada en 
políticas como el de este proyecto debe contemplarse como una inversión de 
futuro, para ahorrar costes de mantenimiento.
• Asimismo, si se añaden nuevas condiciones no previstas inicialmente en el 
sistema, éstas nunca entran en conflicto con el código ya construido, únicamente 
es necesario ampliarlo, manteniendo intactos los algoritmos de análisis, reglas, 
acciones, etc.
• Se reduce drásticamente la administración de los servicios del portal web gracias a 
la gestión de políticas LDAP. Se consigue independizar totalmente los servicios de 
los usuarios de su administración.
• El sistema soporta diferentes cargas en función del servicio y del tipo de carga de 
entrada. Habiendo un comportamiento diferente en función del tipo de aleatoriedad, 
servicio, tiempo medio entre llegadas, etc.
• Algunos servicios tienen principalmente el coste computacional asociado al análisis 
de políticas implementado en java. Otros tienen el coste computacional asociado a 
la escritura o lectura del servicio directorio LDAP. En cambio el servicio de inicio 
tiene su coste computacional asociado directamente al servidor páginas de java, 
Tomcat.
• En función de la aleatoriedad de la carga de entrada, es decir, del tipo de carga, el 
sistema tiene diferentes puntos de congestión para un mismo servicio. Para un 
mismo tipo de distribución, cambiando sus parámetros, el sistema se comporta con 
una curva de tiempos de respuesta más o menos pronunciada, siendo 
habitualmente de un comportamiento lineal para carga de entrada uniforme y un 
comportamiento exponencial para carga de ráfagas. Asimismo para un tráfico 
determinista la curva sigue igualmente un comportamiento lineal, aunque no tan 
pronunciada respecto a una carga uniforme. No obstante estas curvas siguen sus 
respectivas tendencias mientras estén alejadas de los puntos de congestión. Una 
vez alcanzados éstos, las curvas tienden a un comportamiento exponencial.
• Cuando el sistema entra en congestión la curva de los tiempos de respuesta tiende 
a un crecimiento exponencial y que va en aumento conforme llegan nuevas 
entradas al sistema. Ello es debido a que la tasa de llegadas entrantes es superior 
a la tasa de llegadas salientes, y donde para cada nueva llegada ésta tiende a 
esperar un tiempo superior antes de ser atendida respecto la llegada anterior. 
• Para todos los servicios puede observarse que el sistema ofrece unos tiempos de 
respuesta mucho menores cuándo la tasa de llegadas está lejos de los puntos de 
congestión, siendo una curva bastante plana conforme aumentan las llegadas, y 
conforme se acerca a los puntos de congestión surge un aumento en la curvatura a 
medida que el límite de aceptación está cada vez más y más cerca.
• En función del servicio entran en juego en diversas proporciones los componentes 
de java, para el análisis de políticas, ldap, para la lectura de datos y finalmente 
apache tomcat para publicar las respuestas. Algunos servicios tienen su coste 
computacional repartido por igual en los componentes que lo conforman, en 
cambio otros, tienen un peso mayor sólo para algunos componentes, e incluso 
únicamente uno de ellos. Esta realidad da como resultados comportamientos en los 
tiempos de respuesta diferentes. Esto permite analizar cuáles son los limites de 
aceptación de tasa de entrada para cada componente. Tal y como se ha 
comentado en el inicio de este capítulo los servicios analizados han sido escogidos 
para reflejar los límites del sistema en función de si la congestión se produce en el 
análisis de políticas, en la edición, lectura, eliminación de datos y en la publicación 
de respuestas o ejecución de las acciones de las políticas.
• En el servicio de video streaming, además del PDP, existe un servicio de 
publicación de los parámetros de los contenidos, tal servicio ya ha sido presentado 
en el capítulo de desarrollo del presente proyecto. Este servicio, implementado en 
java, ofrece unas muy buenas prestaciones en cuanto al rendimiento se refiere, ello 
es debido a que en el momento de iniciar el sistema todos los parámetros son 
leídos de los ficheros de descripción de contenidos y cargados en memoria. Estos 
parámetros se encuentran descritos a través en ficheros ascii en el disco duro con 
un formato  xml. Mediante un modelo DOM, todos estos parámetros son cargados 
a memoria en forma de árbol y así se consigue un tiempo de respuesta muy inferior 
que si se atacará al disco duro. Es muy importante que en aquellos puntos donde 
el sistema sea más crítico no se ahorren recursos de memoria. 
• Se ha observado que en lineas generales la ejecución de las acciones, esto es el 
PEP, principalmente implementado en las páginas JSP y publicadas por Tomcat 
tienen un tiempo de respuesta muy inferior a los demás componentes. Para los 
otros dos elementos principales, java y LDAP, en función del servicio, uno se 
congestiona antes que el otro. Por ejemplo para los servicios cuyo análisis de 
políticas es escaso, el PDP ofrece un throughput superior a LDAP, en cambio para 
políticas cuyo análisis es costoso es justo al contrario. Esta conclusión ha sido 
observada a la par que se lanzaban las consultas que atacan al sistema y la 
monitorización del consumo de los recursos de CPU en las máquinas, en concreto 
se ha observado que el número de procesos o hilos que consumían la CPU eran 
de hilos de java o de clientes LDAP que atacaban el servicio directorio, resultando 
que para los servicios de registros de usuarios y eliminación de cuentas existentes, 
LDAP es el cuello de botella, en cambio para procesos de autentificación y 
negociación de video streaming es el PDP el que significa el límite del sistema.
• El servicio directorio LDAP tiene un comportamiento no esperado 
inicialmente. Esta observación ha sido estudiada en el apartado de análisis de 
rendimiento, para mayor información dirigirse al título “Autentificación”, dentro del 
título “Análisis”. En este punto únicamente se destaca la importancia de definir 
consultas óptimas en el servicio directorio LDAP, recordando que pese a ser 
óptimo para consultas de lectura si éstas no son construidas eficientemente, LDAP 
puede llegar a ofrecer peores prestaciones de rendimiento, tiempo de respuesta y 
eficiencia en las consultas de lectura que en las de escritura.
• Asimismo el sistema desarrollado no realiza modificaciones en los atributos de las 
entradas LDAP, sino que básicamente son consultas de inserción, eliminación y 
obtención de parámetros. Por ellos las dolencias principales de la implementación 
LDAP, OpenLDAP, que son las consultas de modificación son evitadas y así 
conseguir un mayor rendimiento.
• A lo largo del estudio las situaciones de congestión siempre se han producido por 
la falta de cálculo computacional de CPU, no obstante y como curiosidad se 
provocó otro tipo de congestión en el servidor que no era producida por la CPU 
sino por el disco. En concreto se limitó la capacidad máxima de lectura de los 
procesos a tal modo que la congestión venía provocada por la capacidad que tenía 
el sistema de consultar las políticas. En esta situación el sistema tendía a una 
respuesta bastante diferente en comparación a una congestión por CPU, en 
concreto para los valores medios por debajo del valor límite aceptable el sistema 
tendía a un tiempo de respuesta ligeramente por encima  a cuando no existía 
limitación de capacidad máxima de lectura. No obstante cuando se superaba el 
valor máximo aceptable el tiempo de respuesta seguía igualmente un crecimiento 
exponencial pero mucho más relajado.
• Esta observación puede resultar muy interesante comparando una limitación según 
congestión por falta de capacidad de cálculo y congestión por falta de capacidad de 
transferencia de datos de disco; 
• Se observa que el sistema es muy poco robusto o prácticamente inexistente 
cuando se superan los valores límite de congestión cuando ésta es por CPU, en 
cambio en una congestión de disco el sistema, si bien igualmente congestionado, 
tiende a un ligero aumento de tolerancia en comparación.
• Uno de los puntos de mayor consumo de CPU, haciendo uso de la herramienta 
“top” y “htop” de los sistemas GNU/Linux, era el análisis de las políticas LDAP. 
Nuestro sistema, para cada consulta, realiza una y otra vez las mismas 
evaluaciones de condiciones, aunque según la consulta el resultado es 
lógicamente diferente, gran parte del análisis de políticas es exactamente el mismo. 
Por ello cabe destacar, al menos, las siguientes tres conclusiones:
Para una política cuya complejidad es escasa o prácticamente inexistente, un 
entorno de gestión basado en políticas no resulta eficiente. En realidad si tal 
política pocas veces fuera modificada convendría en trasladar su funcionalidad a 
un sistema cuya interpretación sea muy sencilla. Por ejemplo para el caso de la 
evaluación de autentificación de usuarios en un entorno como el nuestro, no es 
necesario la evaluación basada en políticas LDAP, la misma funcionalidad podría 
obtenerse en bases de datos relacionales, en servicios de autentificación de 
cuentas de usuario unix o incluso en programas construidos por nosotros mismos. 
Este tipo de servicios o funcionalidades tan reducidos no son eficientes en un 
entorno PCELS. No obstante si la complejidad de la evaluación de las condiciones 
es considerable, entonces, sí, PCELS ofrece una solución de gestión muy cómoda. 
Aunque no se haya abordado en profundidad por quedar fuera del alcance del 
proyecto, la evaluación de la política de video streaming y en especial en la reserva 
de recursos sí debería ser definida en entornos PCELS.
Otra conclusión igualmente muy importante guarda una influencia debido a PCELS. 
En el modelo de gestión basado en políticas existen varias maneras de definir una 
política, de hecho se presentan al menos hasta tres posibles estructura de 
información. Es muy importante que pese a que una solución genérica sea la más 
compatible o la más cómoda de gestionar, el número de clases LDAP que 
intervienen puede llegar a ser igualmente ineficiente en comparación con otras 
soluciones más complejas de gestionar pero que intervienen un número menos de 
clases. Por ejemplo en nuestro sistema el PDP y el PEP son prácticamente 
idénticos en la evaluación de las condiciones. Ello permite que desde la primera 
clase LDAP hasta la última clase que intervienen en la evaluación de las 
condiciones se permita evaluar prácticamente las condiciones de cualquier política. 
De hecho el algoritmo de evaluación de las condiciones del PDP y el PEP es 
exactamente el mismo con independencia de la política analizada. Esto nos 
permite una solución genérica altamente compatible pero con una pérdida notoria 
de eficiencia, debido a lo ya comentado anteriormente; el número de clases y los 
niveles de profundidad que hay que analizar para alcanzar la condición puede 
llegar a ser excesivo.
Finalmente es que en un entorno en el que la evaluación de las condiciones resulta 
ser de tan alta importancia y que a su vez es el principal motivo de congestión en el 
sistema, bien merece tener una implementación de los mismos algoritmos en un 
lenguaje más eficiente que no sea Java, por ejemplo en “Ansi C” o “C++”, aunque 
con ello tengamos la pérdida de "portabilidad". También es muy importante el 
estudio del algoritmo de análisis de las políticas, puesto que la misma funcionalidad 
podría obtenerse de un modo mucho más eficiente según diferentes algoritmos.
6.1. Futuras Lineas de Investigación
• El PDP siempre realiza el mismo análisis de políticas para saber cuáles son las 
condiciones a evaluar. Precisamente aquí es donde está su principal ineficiencia. 
Para algunos servicios las condiciones de las políticas siempre van a ser las 
mismas o de difícil modificación, por ejemplo, un servicio de autentificación de 
usuario. Por ello es ineficiente que para cada consulta una y otra vez sea analizada 
una política para llegar exactamente a las mismas condiciones de evaluación. El 
sistema debería estar provisto de soluciones de cache, a tal modo que las 
consultas de aquellos servicios con las condiciones casi inamovibles deben ser 
servidas sin necesidad de un nuevo análisis de las políticas.
• El modelo de gestión definido está basado en una máquina aislada. Esta máquina 
sería la responsable de la gestión de las políticas de un determinado dominio, 
subdominio, red, etc. No obstante esta visión, muy aplicada hoy en día, puede 
resultar ser caduca en un futuro próximo. A medida que la red de servicios 
aumente día a día, ya sea en número de servicios o en número de usuarios 
contratantes de tales servicios, las congestiones debidas al exceso de carga irán 
en aumento. En realidad tal situación es la que se está viviendo desde hace 
tiempo. Actualmente, cuando es posible se utilizan balanceadores de carga, de 
modo que una granja de servidores cada uno respecto a los demás es idéntico, se 
reparten el estrés. Estos balanceadores en general tienden a ser simples y con 
soluciones “round robin”. No obstante debería ser contemplada en un futuro una 
solución distribuida, en la que varios gestores tienen réplicas de los demás, o al 
menos de sus políticas y que comunicados entre ellos, cuando un gestor tuviera 
una situación de congestión los demás gestores con una carga menor se ocuparan 
de servir parte de la carga hasta la normalización del sistema.
• Además también es posible definir políticas distribuidas, no solo desde el punto de 
vista redundante por seguridad y alta tolerancia a fallos, sino para permitir que 
determinados gestores se ocuparan del análisis de una parte concreta de la 
política. Ello permitiría especializar los algoritmos y los componentes “hardware” a 
tal modo que las situaciones de congestión límite frente a una cadencia 
determinada de consultas de entrada mejoraría sustancialmente.
• El modelo PCELS ofrece una capa de abstracción que permite definir políticas de 
un modo bastante cómodo, no obstante a medida que aumenta el número de ellas 
y especialmente su complejidad debería definirse, manteniendo el modelo actual, 
un nuevo modelo que permita ascender un nivel más en la abstracción y poder así 
alcanzar un nivel más próximo al lenguaje humano.
• El sistema está implementado por diferentes componentes cada uno de los cuáles 
tiene unas necesidades hardware diferentes, por ejemplo el PDP necesita 
mayoritariamente de CPU. Esto podría inducir a crear un entorno con cada 
componente por separado, en máquinas diferentes y cada máquina con un 
hardware especializado.
• Igualmente, aunque no haya sido incluido en este proyecto es muy interesante el 
uso de servidores web apache, estos servidores muy utilizados en la Internet de 
hoy día  y con una gran aceptación tienen una ventaja respecto a apache tomcat. 
Los servidores web apache ofrecen unos tiempos de respuesta inferiores respecto 
a tomcat para contenidos estáticos. Esto significa que aquellas páginas, o partes 
de las páginas cuyo contenido sea estático, tal y como la página de inicio, el  menú 
de navegación y el  cuerpo de las páginas para cada servicio, debería ser 
publicado por apache y no por tomcat. Asimismo desde los propios servidores web 
apache pueden efectuarse controles de balanceo de carga hacia servidores de 
contenidos de páginas dinámicas. Así en un entorno con una gran cantidad de 
consultas puede ofrecerse una mayor adaptabilidad. 
• El sistema expuesto en este estudio resuelve una gestión centralizada de servicios 
de usuario, esto es nivel 7, no obstante es necesario un estudio paralelo capaz de 
resolver los problemas de los niveles inferiores, especialmente el nivel de red o 
capa 3.
• Cuando el número de contenidos es reducido no es necesario ningún entorno 
complejo de gestión, no obstante en un entorno en el que pueden llegar a ser 
servidos miles y miles de contenidos la solución actual no sería viable. Es 
necesario un entorno de almacenaje, por ejemplo DSPACE.
• Es necesario un lenguaje de definición de contenidos estandarizado. En esta 
situación podrían solicitarse contenidos entre diferentes proveedores de servicios. 
Así sería posible disponer de una biblioteca de contenidos compartida, en la que 
esta biblioteca estaría compuesta por diferentes contenidos cada uno de los cuáles 
en propiedad de distribución de diferentes proveedores. Asimismo, incluso para un 
solo distribuidor una biblioteca distribuida sería de especial necesidad. En este 
proyecto se ha presentado una solución genérica, no obstante en un entorno real 
esta solución debería ser compartida por todos los distribuidores que quisieran 
ofrecer el servicio. Por ejemplo un estándar conocido y en fases de expansión es 
MPEG21.
• El entorno actual únicamente contempla un servicio de video streaming, no 
obstante en un futuro debería contemplar otros servicios, por ejemplo servicios de 
videoconferencia y voip puesto que para un correcto funcionamiento son 
necesarios recursos de red garantizados. Así en general debería potenciarse este 
entorno a cualquier servicio con requisitos de recursos garantizados, por ejemplo 
servicios de televisión por Internet, radio u otros.
• Actualmente los sistema de tarificación basados, aunque sea en parte, en la 
calidad de servicio poseen un gran competidor, que es la tarifa plana de abonados. 
La tarifa plana de abonados es una herramienta muy cómoda para el usuario, ésta 
se basa en algún tipo de cuota mensual, bimensual, etc. con independencia del uso 
que realiza el abonado de los recursos de red u otros. Un abonado tiene en todo 
momento el control de consumo, puesto que éste es totalmente fijo, donde el 
usuario no tiene en ningún momento que efectuar un seguimiento de su consumo, 
y en general los usuarios tienden a una gran aceptación de este tipo de 
tarificaciones. Esta característica entra en conflicto con un sistema de tarificación 
basado en la calidad del uso del servicio. Por ello estos tipos de sistema deben 
tener algún otro tipo de aliciente que pueda captar clientes. Este punto es de 
características comerciales y no técnicas, por ello no se expone ninguna solución, 
no obstante sí debe tenerse muy presente este aspecto o de lo contrario un 
sistema de estas características puede llegar a ser comercialmente inviable. Un 
sistema de prepago podría llegar a ser una solución necesaria aunque no 
suficiente. Otros complementos podrían ser cuotas de descuento para aquellos 
usuarios que atraen o “invitan” a otros usuarios, asimismo usuarios que puedan 
actuar de relay para otros usuarios en la distribución de un contenido. En definitiva, 
para que este sistema pueda ser comercialmente viable debe efectuarse una 
alternativa comercialmente muy atractiva.
• Una función fundamental a tratar en un futuro es un sistema de tarificación, 
especialmente para futuros servicios de tarificación basada en tiempo, como 
podrían ser videoconferencia, televisión por Internet, etc. Precisamente un entorno 
centralizado facilita los procesos de tarificiación. Asimismo cabría estudiar posibles 
métodos de tarificación, ya sea paypal, emisión de facturas, etc. 
• En la distribución de un servicio podrían estar incluidos otros clientes que ya han 
recibido o que están recibiendo contenidos. En realidad estos clientes pasarían a 
actuar como servidores de otros clientes, tal  y como funciona una auténtica red 
P2P. Así la distribución o entrega de un contenido podría ser iniciada desde otros 
puntos de la red, diferentes a un conjunto de servidores de contenidos, y así poder 
llegar a disponer de un mayor margen de maniobra y tolerancia a los problemas de 
congestión de red, y asimismo poder ampliar el conjunto de clientes a los que 
puede ser ofrecido un servicio. Esta solución podría estar implementada a través 
de un “software” instalado en los nodos P2P.
• Herramientas de construcción de contenidos de páginas web, esto es, en el 
sistema los contenidos estarían en un repositorio y publicados sus parámetros bajo 
algún servicio. Este servicio debería servir como parámetros de entrada a otro 
servicio que construyera las páginas web de los contenidos de manera automática, 
así la inserción de nuevos contenidos permitiría la inmediata publicación de 
páginas web. Actualmente el sistema desarrollado posee un conjunto de páginas 
estáticas, tales páginas son construidas manualmente cuando se desea insertar un 
nuevo contenido en el repositorio, esto dificulta la escalabilidad del sistema. 
• Actualmente Internet es un entorno totalmente heterogéneo, donde coexisten 
diferentes redes y proveedores de servicio. En un futuro debe estudiarse cuál 
debería ser el procedimiento de interoperatividad entre redes, proveedores, etc. y 
el límite donde puede ofrecerse calidad de servicio.
Anexo A: Clases PCELS
      top
      |
      +---dlm1ManagedElement (abstract)
      |   |
      |   +---pcimPolicy (abstract)
      |   |   |
      |   |   +---pcelsPolicySet (abstract new)
      |   |   |   |
      |   |   |   +---pcelsGroup (abstract new)
      |   |   |   |   |
      |   |   |   |   +---pcelsGroupAuxClass (auxiliary new)
      |   |   |   |   |
      |   |   |   |   +---pcelsGroupInstance (structural new)
      |   |   |   |
      |   |   |   +---pcelsRule (abstract new)
      |   |   |       |
      |   |   |       +---pcelsRuleAuxClass (auxiliary new)
      |   |   |       |
      |   |   |       +---pcelsRuleInstance (structural new)
      |   |   |
      |   |   +---pcimGroup (abstract)
      |   |   |   |
      |   |   |   +---pcimGroupAuxClass (auxiliary)
      |   |   |   |
      |   |   |   +---pcimGroupInstance (structural)
      |   |   |
      |   |   +---pcimRule (abstract)
      |   |   |   |
      |   |   |   +---pcimRuleAuxClass (auxiliary)
      |   |   |   |
      |   |   |   +---pcimRuleInstance (structural)
      |   |   |
      |   |   +---pcimRuleConditionAssociation (structural)
      |   |   |   |
      |   |   |   +---pcelsConditionAssociation (structural new)
      |   |   |
      |   |   +---pcimRuleValidityAssociation (structural)
      |   |   |
      |   |   +---pcimRuleActionAssociation (structural)
      |   |   |   |
      |   |   |   +---pcelsActionAssociation (structural new)
      |   |   |
      |   |   +---pcelsPolicySetAssociation (structural new)
      |   |   |
      |   |   +---pcimPolicyInstance (structural)
      |   |   |
      |   |   +---pcimElementAuxClass (auxiliary)
      |   |   |
      |   |   +---pcelsRoleCollection (structural new)
      |   |   |
      |   |   +---pcelsFilterEntryBase (abstract new)
      |   |       |
      |   |       +---pcelsIPHeadersFilter (structural new)
      |   |       |
      |   |       +---pcels8021Filter (structural new)
      |   |
      |   +---dlm1ManagedSystemElement (abstract)
      |       |
      |       +---dlm1LogicalElement (abstract)
      |           |
      |           +---dlm1System (abstract)
      |               |
      |               +---dlm1AdminDomain (abstract)
      |                   |
      |                   +---pcimRepository (abstract)
      |                       |
      |                       +---pcimRepositoryAuxClass (auxiliary)
      |                       |
      |                       +---pcimRepositoryInstance (structural)
      |                       |
      |                       +---pcelsReusableContainer (abstract new)
      |                           |
      |                           +---pcelsReusableContainerAuxClass
      |                           |   (auxiliary new)
      |                           |
      |                           +---pcelsReusableContainerInstance
      |                               (structural new)
      |
      +---pcimConditionAuxClass (auxiliary)
      |   |
      |   +---pcimTPCAuxClass (auxiliary)
      |   |
      |   +---pcimConditionVendorAuxClass (auxiliary)
      |   |
      |   +---pcelsSimpleConditionAuxClass (auxiliary new)
      |   |
      |   +---pcelsCompoundConditionAuxClass (auxiliary new)
      |   |   |
      |   |   +---pcelsCompoundFilterConditionAuxClass (auxiliary new)
      |   |
      |   +---pcelsFilterListAuxClass (auxiliary new)
      |
      +---pcimActionAuxClass (auxiliary)
      |   |
      |   +---pcimActionVendorAuxClass (auxiliary)
      |   |
      |   +---pcelsSimpleActionAuxClass (auxiliary new)
      |   |
      |   +---pcelsCompoundActionAuxClass (auxiliary new)
      |
      +---pcelsVariable (abstract new)
      |   |
      |   +---pcelsVendorVariableAuxClass (auxiliary new)
      |   |
      |   +---pcelsExplicitVariableAuxClass (auxiliary new)
      |   |
      |   +---pcelsImplicitVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsSourceIPv4VariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsSourceIPv6VariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsDestinationIPv4VariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsDestinationIPv6VariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsSourcePortVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsDestinationPortVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsIPProtocolVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsIPVersionVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsIPToSVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsDSCPVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsFlowIdVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsSourceMACVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsDestinationMACVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsVLANVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsCoSVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsEthertypeVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsSourceSAPVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsDestinationSAPVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsSNAPOUIVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsSNAPTypeVariableAuxClass (auxiliary new)
      |       |
      |       +---pcelsFlowDirectionVariableAuxClass (auxiliary new)
      |
      +---pcelsValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsVendorValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsIPv4AddrValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsIPv6AddrValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsMACAddrValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsStringValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsBitStringValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsIntegerValueAuxClass (auxiliary new)
      |   |
      |   +---pcelsBooleanValueAuxClass (auxiliary new)
      |
      +---pcimSubtreesPtrAuxClass (auxiliary)
      |
      +---pcimGroupContainmentAuxClass (auxiliary)
      |
      +---pcimRuleContainmentAuxClass (auxiliary)
            Figure 1.  LDAP Class Inheritance Hierarchy for PCELS
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