Abstract. Let A be a C * −algebra with unit element 1 and unitary group U. Let a = (a 1 , ..., a k ) and
Introduction
Let A be a complex unital Banach algebra. Let a = (a 1 , ..., a k ) and b = (b 1 , ..., b k ) two k−tuples of elements in A. The elementary operator associated to a and b is defined by:
This is a bounded linear operator on A. We refer to [6, 4] for good survey of this class of operators. The numerical range of a ∈ A is defined by:
where S is the set of states in A ( S = {f ∈ A * , f = 1 = f (e)}). We refer to [2, 3, 5] for the basic facts about numerical ranges. A fondamental example is the C * −algebra B(H) of bounded linear operators on a complex Hilbert space H. In this case we write R A,B for the elementary operator defined by
The numerical range of a generalized derivation in B(H) was studied by severals authors, see for instances [8, 15, 9] . The numerical range of an elementary operators was studied by Seddik [12, 14, 13] . In [6] , L. Fialkow posed the following problem : Problem. Determine the numerical range and the essential numerical range of the elementary operator R A,B .
In [1] , we gave a formula for the numerical range of an elementary operator in the case of the operator algebra B(H). In this paper we extend this formula to the context of a C * −algebra.
An inclusion in Banach algebra
An element u ∈ A is said to be unitary if u is invertible and u = u −1 = 1. Note that ua = au = a for any a ∈ A and any u unitary in A. The set of unitary elements is denoted by U (A) or simply U.
Theorem 2.1. [16] . Let A be a complex Banach algebra with unit. Then for any a ∈ A we have
for any a ∈ A and any unitary u.
of elements in A, we have the following inclusion:
Proof. The norm of an elementary operator is defined by
From theorem 2.1 we deduce
which can be written
And hence
If A is a unital C * −algebra then u ∈ A is unitary if and only if u * u = uu * = e. 
Main Result
The main result of this paper is the following theorem :
Proof. We need only to show the inclusion "⊂". By theorem 2.1
Now using theorem 2.1, we get
So, there exists µ ∈ V (
4. Some consequences 4.1. Generalized derivation. We can get many formulas by putting special elementary operators in our main theorem. For example, the generalized derivation defined by δ a,b (x) = ax − xb, yields the following equality
In the case of A = B(H) the algebra of bounded linear operators, it is well known [15] , that
Which yields
An other case is the multiplication operator M a,b defined by M a,b (x) = axb. In [4] , Harte asqued the following question: what is the numerical range of M p,p ? where p is an orthogonal projection p = p * = p 2 .
From theorem 2.2 . we obtain:
And so
Hence M p,p is hemitian if and only if upu * p is hermitian for all u ∈ U (A).
4.2.
Essential numerical range. Let E be a complex Banach space and B(E) the Banach algebra of all bounded linear operators acting on F. Denote by K(E) the ideal of all compact operators acting on E, and let π be the canonical projection from B(E) onto the Calkin algebra B(E)/K(E). Denote further by . e the essential norm T e = inf { T + K : K ∈ K(E)}. The essential numerical range V e (T ) of T is defined by V e (T ) = V (π(T ), B(E)/K(E), . e ).
Let A = (A 1 , ..., A k ) and B = (B 1 , ..., B k ) two k−tuples of elements in B(E). From Propsition 2.1, we get
, B(B(E)/K(E))).
In the case of a Hilbert space H we obtain from theorem 3.1, that
(U * A i U B i )) = V (R π(A),π(B) , B(B(H)/K(H))).
Numerical range of inner derivations δ π(T ) were studied by C.K.Fong [7] , who proved :
V (δ π(T ) ) = V e (T ) − V e (T ).
Combining this formula with (5) yields
V (δ π(T ) ) = V e (T ) − V e (T ) = V e (U * T U − T ).
