Abstract. We study two types of series over a real alternative * -algebra A. The first type are series of the form n (x − y) ·n an, where an and y belong to A and (x − y) ·n denotes the n-th power of x − y w.r.t. the usual product obtained by requiring commutativity of the indeterminate x with the elements of A. In the real and in the complex cases, the sums of power series define, respectively, the real analytic and the holomorphic functions. In the quaternionic case, a series of this type produces, in the interior of its set of convergence, a function belonging to the recently introduced class of slice regular functions. We show that also in the general setting of an alternative algebra A, the sum of a power series is a slice regular function. We consider also a second type of series, the spherical series, where the powers are replaced by a different sequence of slice regular polynomials. It is known that on the quaternions, the set of convergence of these series is an open set, a property not always valid in the case of power series. We characterize the sets of convergence of this type of series for an arbitrary alternative * -algebra A. In particular, we prove that these sets are always open in the quadratic cone of A. Moreover, we show that every slice regular function has a spherical series expansion at every point.
Introduction
In a non-commutative setting, the ring of polynomials is usually defined by fixing the position of the coefficients w.r.t. the indeterminate x (for example on the right) and by imposing commutativity of x with the coefficients when two polynomials are multiplied together. In this way, one recovers some relevant results valid in the commutative case, and new phenomena appear (see e.g. [11, Sect. 16] ). We are interested in polynomials over a real alternative algebra A, of the form p(x) = d n=0 x n a n , with a n ∈ A, or, more generally, of the type
·n a n where a n ∈ A, y ∈ A and (x − y) ·n denotes the n-th power of x − y w.r.t. the product described above, with the indeterminate x commuting with the elements of A. The natural generalization of polynomials are power series of the form
(x − y) ·n a n .
When A is R or C, power series produce respectively real analytic or holomorphic functions on their disk of convergence. Then two questions immediately arise:
Question: Which class of functions is obtained from power series of type (1)? And where these series converge?
In the quaternionic case, the answer to these questions was given in [3] : the sum of a series of type (1) , in the interior of its set of convergence, is a slice regular function. The theory of slice regularity on the quaternionic space was introduced by Gentili and Struppa in [5, 6, 4] , and then it was generalized to Clifford algebras and alternative * -algebras in [1, 8, 9] .
One critical aspect about quaternionic power series is that the set of convergence can have an empty interior. As proved in [3] , if y / ∈ R, this set may reduce to a disk centered at y contained in the complex "slice" of the quaternionic space H spanned by the reals and by y. To avoid this difficulty, a new series expansion, called spherical series, was introduced in [13] , where the powers (x − y) ·n were replaced by another family of slice regular polynomials of a quaternionic variable. The set of convergence of these series, is always an open subset of H and, moreover, every slice regular function has a series expansion of this type near every point of its domain of definition.
In this paper we are able to answer to the aforementioned questions (also for spherical series) when A is a real alternative * -algebra, the more general setting where, using the approach of [8, 9] , the concept of slice regularity can be defined.
Fix a real alternative algebra A with unity 1 of finite dimension, equipped with a real linear anti-involution a : A −→ A. We can then consider A as a real * -algebra. For simplicity, given any element x of A, we will use the symbol x c to denote a(x). Identify R with the subalgebra of A generated by 1.
For each element x of A, the trace of x is t(x) := x + x c ∈ A and the (squared) norm of x is n(x) := xx c ∈ A.
Let d := dim R A. Choose a real vector base V = (v 1 , . . . , v d ) of A and define the norm · V : A −→ R + := {x ∈ R | x ≥ 0} by setting (2) x V := , where x 1 , . . . , x d are the real coordinates of x w.r.t. V; that is, x = d k=1 x k v k . Evidently, the topology on A induced by · V does not depend on the chosen base V. We call such a topology on A the euclidean topology on A.
We assume that A is equipped with a norm · A satisfying the property: x A = n(x) for each x ∈ Q A . Since the real dimension of A is finite, the topology induced by · A on A coincides with the euclidean one.
We recall some definitions from [8] and [9] . Definition 1.1. The quadratic cone of A is the set Q A := R ∪ {x ∈ A | t(x) ∈ R, n(x) ∈ R, 4n(x) > t(x) 2 }.
We also set S A := {J ∈ Q A | J 2 = −1}. Elements of S A are called square roots of −1 in the algebra A. For each J ∈ S A , we will denote by C J := 1, J ≃ C the subalgebra of A generated by J.
The quadratic cone is a real cone invariant w.r.t. translations along the real axis. Moreover, it has two fundamental properties (cf. [9, Propositions 1 and 3]):
• Q A coincides with the algebra A if and only if A is isomorphic to one of the division algebras C, H or O with the usual conjugation mapping as antiinvolution.
• Q A = J∈S A C J and C I ∩ C J = R for every I, J ∈ S A , I = ±J. In particular, every x ∈ Q A can be written in a unique way as x = Re(x) + Im(x), where Re(x) := (x + x c )/2 ∈ R and Im(x) := (x − x c )/2. Moreover, every nonzero x ∈ Q A has a multiplicative inverse x −1 = n(x) −1 x c ∈ Q A .
Fix a non-empty open subset D of C, invariant under the complex conjugation z = α + iβ −→ z = α − iβ. Let Ω D be the subset of Q A defined by:
A set of the form Ω D will be called circular. For simplicity, we assume Ω D connected. This is equivalent to require either that D is connected if D ∩ R = ∅, or that D consists of two connected components interchanged by the complex conjugation if D ∩ R = ∅.
Let A C = A⊗ R C be the complexification of A. We will use the representation A C = {w = x + iy | x, y ∈ A}, with i 2 = −1 and complex conjugation w = x + iy = x − iy.
We call F continuous if F 1 and F 2 are continuous. We say that F is of class C 1 if F 1 and F 2 are of class C 1 .
We will denote by S 0 (Ω D , A) the real vector space of (left) slice functions on Ω D induced by continuous stem functions and by S 1 (Ω D , A) the real vector space of slice functions induced by stem functions of class C 1 .
Let In general, the pointwise product of two slice functions is not a slice function. However, the pointwise product in the algebra A ⊗ C induces a natural product on slice functions. If f, g are slice regular, then also f ·g is slice regular. In general, (f ·g)(x) = f (x)g(x). If the components F 1 , F 2 of the first stem function F are real-valued, or if F and G are both A-valued, then (f · g)(x) = f (x)g(x) for every x ∈ Ω D . In this case, we will use also the notation f g in place of f · g.
Given y ∈ Q A and n ∈ N, we denote by (x − y) ·n the n-th power of the slice function x−y w.r.t. the slice product. As an immediate consequence of the definitions, polynomials of the form d n (x − y) ·n a n , with coefficients a n in A, define slice regular functions on Q A . More generally, we are interested in power series n (x − y) ·n a n with right coefficients in A. When y is real, then the slice power (x − y) ·n coincides with the usual power (x − y) n and the series converges on the intersection of an euclidean ball B(y, R) = {x ∈ A | x A < R} with the quadratic cone. But when y ∈ Q A \ R, the convergence of the series reveals unexpected phenomena. As already seen in the quaternionic case [3] , the sets of convergence of series n (x − y) ·n a n may have empty interior w.r.t. the euclidean topology of Q A . To express more precisely this aspect, we introduce a metric on Q A , using the same approach of [3] .
Let x, y ∈ Q A with y = ξ + Jη for some ξ, η ∈ R and J ∈ S A . Define
The topology of Q A induced by σ A is finer than the euclidean one. If S A has no isolated points, a σ A -ball of radius r centered at y has empty interior if r ≤ | Im(y)|. In Sect. 3 we show that the sets of convergence of series n (x − y) ·n a n are σ A -balls centered at y, and obtain a version of the Abel Theorem for these series. We also give formulas for the coefficients of the expansion. We then show in Sect. 4 that when a function is defined on an open subset of the quadratic cone, then its analyticity w.r.t. the metric σ A is equivalent to slice regularity. Definition 1.5. Given a function f : U −→ A defined on a non-empty open subset U of Q A , we say that f is σ A -analytic or power analytic, if, for each y ∈ U , there exists a non-empty σ A -ball Σ centered at y and contained in U , and a series n∈N (x−y) ·n a n with coefficients in A, which converges to f (x) for each x ∈ Σ ∩ U .
The main result of Sect. 4 is the following. Sect. 4 contains also estimates for the coefficients of the power expansion of a slice regular function and the expression of the remainder in integral form. These results are new also in the quaternionic case.
Instead of using slice powers (x − y) ·n , other classes of functions can be considered for series expansions on the quadratic cone. A natural choice is given by the powers of the characteristic polynomial ∆ y (x) := (x − y) · (x − y c ) of an element y of Q A . More precisely, for each m ∈ N we define, following [13] , the slice regular polynomial functions
Differently from (slice) power series, series of type n∈N S y,n (x)s n have convergence sets that are always open w.r.t. the euclidean topology. More precisely, these sets are related to a pseudo-metric defined on the quadratic cone, called Cassini pseudometric. If x and y are points of Q A , then we set, in analogy with [13] ,
The function u A turns out to be a pseudo-metric on Q A , whose induced topology is strictly coarser than the euclidean one. In Sect. 3 we show that the sets of convergence of series n∈N S y,n (x)s n are u A -balls centered at y. We also give the corresponding Abel Theorem and formulas for computing the coefficients of the expansion, which are new also in the quaternionic case.
Definition 1.7. Given a function f : V −→ A from a non-empty circular open subset V of Q A into A, we say that f is u A -analytic or spherically analytic, if, for each y ∈ V , there exists a non-empty u A -ball U centered at y and contained in V , and a series n∈N S y,n (x)s n with coefficients in A, which converges to f (x) for each x ∈ U ∩ V .
In the quaternionic case [13] , spherically analytic functions were called symmetrically analytic. We finally show in Sect. 5 that a function is spherically analytic on a circular domain if, and only if, it is slice regular therein. Sect. 5 contains also estimates for the coefficients of the spherical expansion of a slice regular function and the integral expression of the remainder, with the related estimate in terms of the pseudo-metric u A . The estimates, the integral expression of the remainder and point (i) of Theorem 1.8, are new also in the quaternionic case.
Preliminary results
The Cullen derivative. In Definition 2.1 of [5] , Gentili and Struppa introduced the notion of Cullen derivative ∂ C f of a slice regular function f on a domain of the quaternionic space H (see also Definition 2.2 of [6] ). The same definition can be given on a subdomain Ω D of the quadratic cone of an alternative * -algebra. Moreover, on Ω D \ R, the definition can be extended to any real differentiable function.
Given J ∈ S A and f ∈ S 0 (Ω D , A), we denote by Φ J : C −→ Q A and f J : D −→ A the functions defined by setting
Lemma 2.1. Let f ∈ S 1 (Ω D , A) and let J ∈ S A . Then, for each w ∈ D, it holds:
where ∂/∂z := (1/2)(∂/∂α − J · ∂/∂β) and ∂/∂z :
Proof. Let F = F 1 + iF 2 : D −→ A ⊗ C be the stem function of class C 1 inducing f , let w ∈ D and let y := Φ J (w). Let ∂ α and ∂ β denote ∂/∂α and ∂/∂β, respectively.
Similarly, one can prove that (∂f /∂x c )(y) = (∂f J /∂z)(w) and for every f ∈ S ∞ (Ω D , A),
At a point y = Φ J (w) ∈ Ω D \ R, the Cullen derivative of a slice function f is defined as (∂f J /∂z)(w). Therefore the slice derivative ∂f /∂x coincides with ∂ C f on Ω D \ R.
The splitting property. Suppose S A = ∅. Since the elements of S A are square roots of −1, the left multiplications by such elements are complex structures on A. In particular, it follows that the real dimension of A is even and positive. Let h be the non-negative integer such that d = dim R A = 2h + 2.
Definition 2.2. We say that A has the splitting property if, for each J ∈ S A , there exist J 1 , . . . , J h ∈ A such that (1, J, J 1 , JJ 1 , . . . , J h , JJ h ) is a real vector base of A, called a splitting base of A associated with J.
The following result ensures that every real alternative algebra we are considering has this property.
Lemma 2.3. Every real alternative algebra of finite dimension with unity, equipped with an anti-involution such that S A = ∅, has the splitting property.
Proof. Let J ∈ S A . Denote by A J the complex vector space defined on A by the left multiplication by J and let
We have the following general splitting lemma.
, where J 0 := 1. Then, for each ℓ ∈ {0, 1, . . . , h}, f 1,ℓ and f 2,ℓ satisfy the following Cauchy-Riemann equations:
Proof. Let w ∈ D and let y := Φ J (w). By Lemma 2.1, we have that (∂f /∂x c )(y) = (∂f /∂z)(w). Since (∂f /∂x c )(y) = 0, we infer that
where ∂ α and ∂ β denote ∂/∂α and ∂/∂β, respectively. It follows that
Remark 2.5. An immediate consequence of the previous Lemma is that, given a sequence {f n } n∈N of slice regular functions on Ω D , uniformly convergent on compact subsets of Ω D , the limit of the sequence is slice regular on Ω D .
The norm · A . We recall that we are assuming that A is equipped with a norm · A having the following property:
Note that for each J ∈ S A and each z ∈ C, it holds Φ J (z) = |z|, since Φ J (z) ∈ Q A . Lemma 2.6. Let A be a real alternative algebra of finite dimension with unity, equipped with an anti-involution a and with the euclidean topology. Suppose that S A = ∅ and there exists a norm · A on A satisfying (6). Then there exists a positive real constant H = H(a, · A ), depending only on a and on · A , with the following property: for each J ∈ S A , it is possible to find a splitting base
Proof. Let B be the set of all real vector bases of A and let
Since the norm · A is continuous and the set S V := {x ∈ A | x V = 1} is compact, we have that · A assumes positive minimum on S V . Define:
By homogeneity, we infer at once that
Since a is continuous, the trace t and the squared norm n are continuous as well. By Proposition 1 of [9] , we have that S A = t −1 (0) ∩ n −1 (1). On the other hand, by (6), S A is contained in the compact subset S A := {x ∈ A | x A = 1} of A. In this way, we infer that S A is compact as well, because it is closed in A and contained in S A . Denote by S the set of all continuous maps J :
be a splitting base of A associated with J. Denote by A J the complex vector space defined on A by the left multiplication by J. By continuity, for every J ′ ∈ S A sufficiently close to J, the set (1, M (V, J , a) := max
Let J ∈ S A and let x ∈ A. Denote by x and y the column vectors of the coordinates of x w.r.t. the bases V and B J (J) , respectively. Since y = M(V, J )(J) · x, we infer that
By combining (7) with (8), we obtain that
for each J ∈ S A and for each x ∈ A. In particular, taking x = J we get that M (V, J , a) · m(V, · A ) ≥ 1. Now it suffices to define H(a, · A ) as follows:
The proof is complete.
Remark 2.7. If A = H or O, with x c =x the usual conjugation and x A = √ xx the euclidean norm of R 4 and R 8 , respectively, the constant H in the previous Lemma can be taken equal to 1. Given J ∈ S A , there exists an orthonormal splitting basis B J obtained by completing the set {1, J} to a orthonormal basis. Therefore
If A is the real Clifford algebra R n with signature (0, n), with x c the Clifford conjugation, there are (at least) two norms satisfying condition (6): the euclidean norm induced by R 2 n and the Clifford operator norm, as defined in [10, (7.20) ].
Given an element a of A and a sequence {a n } n∈N in A, we will write a = n∈N a n meaning that the series n∈N a n converges to a in A. This is equivalent to say that lim n→+∞ a − n k=0 a k A = 0. The reader observes that, being the real dimension of A finite, the topology induced by · A on A coincides with the euclidean one.
The metric σ A on Q A . The definition of the metric σ on H given in [3] can be mimicked to define the following function σ A : Q A × Q A −→ R + . Let x, y ∈ Q A with y = ξ + Jη for some ξ, η ∈ R and J ∈ S A . Define
Evidently, σ H coincides with σ. Let α, β ∈ R and I ∈ S A such that x = α + Iβ. Define z := α + iβ and w := ξ + iη. Proceeding as in the proof of Lemma 1 of [3] , we obtain:
Furthermore, by using (9) exactly as in Section 3 of [3] , we see that σ A is a metric on Q A . Let r ∈ R + and let Σ A (y, r) be the σ A -ball of Q A centered at y of radius r; that is, Σ A (y, r) := {p ∈ Q A | σ A (p, y) < r}. Observe that the subset of C consisting of points z such that max{|z − w|, |z − w|} < r is equal to the intersection B(w, r) ∩ B(w, r), where B(w, r) is the open ball of C centered at w of radius r. In this way, if we define, for J ∈ S A such that y ∈ C J , (10)
and (11) Ω(y, r) as the circularization of B(w, r) ∩ B(w, r),
then we obtain that
On the reduced quaternions R + iR + jR, such a decomposition of Σ A (y, r) can be concretely visualized: see Figure 2 of [3] . Let us prove that
. Suppose x ∈ C J and hence x, y ∈ R. Up to replace I with −I and J with −J, we may assume that β and η are positive. In this way, by (9), we have that σ A (x, y) = |z − w|. Denote by p the real number aligned with z and w. By combining the equality σ A (x, y) = |z − p| + |p − w| and (6), we infer that
as desired. It follows that the topology of Q A induced by σ A is finer than the euclidean one. Thanks to (12), they coincide if and only if S A is discrete w.r.t. the euclidean topology.
The Cassini pseudo-metric u A on Q A . For each w ∈ C, denote by ∆ w : C −→ C the polynomial function defined by setting
Let u : C × C −→ R + be the function defined as follows:
Let r ∈ R + and let U(w, r) := {z ∈ C | u(z, w) < r}. The boundaries of the u-balls U(w, r) are Cassini ovals for w / ∈ R and circles for w ∈ R.
Lemma 2.8. The function u is a pseudo-metric on C and its restriction on C + × C + is a metric on C + .
Proof. Firstly, observe that u(z, w) = u(z, w) and u(z, w) = 0 if and only if z ∈ {w, w}. Secondly, the function u is symmetric: |∆ w (z)| = |z − w||z − w| = |w − z||w − z| = |∆ z (w)|. In order to prove the triangle inequality, assume that z, w, y ∈ C + and let α := |z − w|, β = |z − y|, γ := |w − y|. Then α ≤ α ′ := |z − w|, β ≤ β ′ := |z − y|, γ ≤ γ ′ := |y − w|. Assume that β + γ ′ ≤ β ′ + γ (otherwise swap z and w). Since α = |z − w| ≤ |z − y| + |y − w| = β + γ and α ′ = |z − w| ≤ |z − y| + |y − w| = β + γ ′ , we get
It is important to observe that, for every z, w ∈ C, it holds: Thanks to Lemma 2.8, u A is symmetric w.r.t. x and y, and it satisfies the triangle inequality. Furthermore, u A (x, y) = 0 if and only if S x = S y . In conclusion, it turns out that u A is a pseudo-metric on Q A , which will be called the Cassini pseudo-metric on Q A .
Denote by U A (y, r) the u A -ball of Q A centered at y of radius r; that is, U A (y, r) := {x ∈ Q A | u A (x, y) < r}. By definition of u A , it follows immediately that U A (y, r) is the circularization of U(w, r). As a consequence, the topology on Q A induced by u A is strictly coarser than the euclidean one. It is worth mentioning that u A (x, y) can be computed by a quite explicit formula. As usual, we denote by ∆ y : Q A −→ Q A the characteristic polynomial of y:
Note that ∆ y takes values in the quadratic cone, since x ∈ C I implies that ∆ y (x) ∈ C I ⊂ Q A . If x = α + Iβ, y = ξ + Jη, z = α + iβ and w = ξ + iη as above, then
and hence, by (6), we have that
In this way, u A can be expressed explicitly as follows:
3. Abel Theorem for power and spherical series 3.1. Radii of σ A -and of u A -convergence. Let S A := {x ∈ A | x A = 1}. The set S A is compact, and the same is true for the set
Thanks to this fact, we can define the positive real constants c A and C A as follows:
It follows immediately that
Given y ∈ A and n ∈ N, we denote by (x − y) ·n the value at x of the slice function on Q A induced by the stem function (z − y) n ; that is, (x − y) ·n := I((z − y) n )(x). Note that the slice function (x − y) ·n coincides with the power (x − y) * n w.r.t. the star product of power series (cf. [2] for the quaternionic case).
Proposition 3.1. Let y ∈ Q A . The following two statements hold:
(i) For each x ∈ Q A and for each n ∈ N, we have:
Furthermore, it holds:
(ii) For each x ∈ Q A , we have:
Proof. Let x = α + Iβ and y = ξ + Jη for some α, β, ξ, η ∈ R with β, η > 0 and I, J ∈ S A . Define z := α + iβ, w := ξ + iη and z J := α + Jβ. Let n ∈ N. By applying the representation formula for slice functions to (x − y) ·n (see Proposition 6 of [9]), we obtain:
We recall Artin's theorem for alternative algebras: the subalgebra generated by two elements is always associative. Since (z J − y) n and (z c J − y) n belongs to C J , Artin's theorem implies that I J(z J − y) n = (IJ)(z J − y) n and I J(z c J − y) n = (IJ)(z c J − y) n . In this way, we have that
Thanks to (6), we have that z J − y A = |z − w| and z c J − y A = |z − w| = |z − w|. By combining the latter equalities with (17) and (21), we obtain that
and hence (x − y) ·n A ≤ C A (1 + C A ) σ A (x, y) n , as desired. This proves (18). Let us show (19). If x ∈ C J , then (x − y) ·n A = σ A (x, y) n and hence (19) holds. Let x ∈ C J . Suppose |z − w| < |z − w|. Since |z − w| = 0, z c J − y belongs to C J \ {0}. In particular, it is invertible in C J (and hence in A). Define Q := (z J − y)(z c J − y) −1 .
Observe that Q ∈ C J , Q A = |z − w||z − w| −1 < 1 and Q n A = Q n A for each n ∈ N. In particular, it holds:
By using Artin's theorem again, we obtain that
n and hence, thanks to (21), we have:
For each n ∈ N, define M + n , M − n ∈ R + as follows:
Points (17) and (24) ensures that
Since I = J, IJ + 1 A = 0 and hence (23) implies that lim n→+∞ (M ± n ) 1/n = 1. It follows that lim n→+∞ (x − y) ·n 1/n A = |z − w| = σ A (x, y). In the case in which |z − w| > |z − w|, the proof of (19) is similar.
It remains to prove (ii). By (13) , it follows that
By combining inequality (22) with n = 1 and the preceding one, we infer at once (20).
Definition 3.2. Given y ∈ Q A , we define, following [13] , the family of slice regular polynomial functions {S y,n : Q A −→ A} n∈N :
Lemma 3.3. For each x, y ∈ Q A , it holds:
Proof. If x = y, then the statement is evident. Suppose x = y. Write x and y as follows: x = α + Iβ and y = ξ + Jη with α, β, ξ, η ∈ R and I, J ∈ S A . Define z := α + iβ and w := ξ + iη. Let m ∈ N. By (14), we have that
Bearing in mind (6) and (15), we infer that
In particular, the limit lim m→+∞ ( S y,2m (x) A 1/2m is equal to ∆ y (x) A , which in turn coincides with u A (x, y) by (16). Moreover, by (17) we know that
This completes the proof.
Abel Theorem.
If S is a subset of Q A , then we denote by clos(S) the closure of S in Q A .
Theorem 3.4. Let y ∈ Q A , let {a n } n∈N be a sequence in A and let R ∈ R + ∪ {+∞} defined by setting lim sup n→+∞ a n A 1/n = 1 R .
Then the following two statements hold:
(i) The power series P(x) = n∈N (x−y) ·n a n converges totally on compact subsets of Q A contained in Σ A (y, R). If {a n } n∈N ⊂ Q A , then P does not converge on Q A \ clos Σ A (y, R) . We call R the σ A -radius of convergence of P. (ii) The spherical series S(x) = n∈N S y,n (x)a n converges totally on compact subsets of Q A contained in U A (y, R). If {a n } n∈N ⊂ Q A , then S does not converge on Q A \ clos U(y, R) . We call R the u A -radius of convergence of S.
Proof. Thanks to Proposition 3.1, the proof is quite standard. We will prove the theorem only in the case in which R ∈ R + , R = 0. The proof in the remaining case R ∈ {0, +∞} is similar. Let L be a compact subset of Q A contained in Σ A (y, R) and let r := sup x∈L σ A (x, y). Then r < R. By combining (17) and (18) with the definition of R, we obtain that
It follows that P is totally convergent on compact subsets of Q A contained in Σ A (y, R). Proceeding similarly, but using (20) instead of (18), we obtain also that S is totally convergent on compact subsets of Q A contained in U A (y, R). Let now x ∈ Q A \ clos Σ A (y, R) and let s := σ A (x, y) > R. By (17) and (19), we have that lim sup
and hence P(x) does not converge. Proceeding similarly, but using (25) instead of (19), we obtain also that S(x) does not converge for each x ∈ Q A \ clos(U A (y, R)).
In the quaternionic case, the previous result was proved in [3] and [13] . If A is the Clifford algebra R n , then the quadratic cone contains the space R n+1 of paravectors. We then obtain the radii of convergence of power and spherical series with paravector coefficients. If not all of the coefficients a n belong to the quadratic cone, then the divergence of the series centered at y ∈ C J is assured only at points x ∈ C J \clos Σ A (y, R) . Corollary 3.5. Let y ∈ Q A , let {a n } n∈N be a sequence in A and let R ∈ R + defined by setting lim sup n→+∞ a n A 1/n = 1 R .
Assume that R > 0. Then the following two statements hold:
If Ω(y, R) = ∅, then the power series P(x) = n∈N (x − y) ·n a n defines a slice regular function on Ω(y, R). (ii) The spherical series S = n∈N S y,n a n defines a slice regular function on U A (y, R).
Proof. Let y = ξ +Jη with ξ, η ∈ R and J ∈ S A . Let w = ξ +iη. The power series P(x) is the uniform limit on the open set Ω(y, R) of the sequence of slice regular polynomials induced by the stem functions N n=0 (z − y) n a n , N ∈ N. Similarly, the spherical series S(x) is the uniform limit of slice regular polynomials. The thesis is a consequence of Remark 2.5.
3.3. Coefficients of power and spherical series. In the next result, we will show how to compute the coefficients of a power series by means of the Cullen derivatives of the function defined by the series itself. The result is similar to the one valid in the complex variable case. We consider only series centered at points y ∈ Q A \ R, since if y is real, then a power series w.r.t. the slice product coincides with a standard power series.
Proposition 3.6. Let y ∈ Q A \ R and let P : Σ A (y, R) −→ A be a function defined by a power series P(x) = n∈N (x − y) ·n a n centered at y with positive σ A -radius of convergence. Then it holds, for each n ∈ N, a n = 1 n! ∂ n C P(y).
Proof. Since P(x) = lim N →∞ I( N n=0 (z − y) n a n ) and ∂ C f (y) = ∂f ∂x (y) for every slice function f , the result follows from ∂ ∂z (z − y) n = n(z − y) n−1 for all n ∈ N.
In order to compute the coefficients of a spherical series in terms of the slice regular function defined by the spherical series itself, we need some preparations. For each t ∈ R + , let ⌊t⌋ := max{n ∈ N | n ≤ t}. For each n, ℓ ∈ N, we define e nℓ ∈ N by setting e nℓ = 0 if ℓ < ⌊n/2⌋ or ℓ > n, and e nn = (−1) n for each n ∈ N.
In particular, e = (e nℓ ) n,ℓ∈N is an infinite lower triangular matrix, which diagonal coefficients equal to 1. We call e spherical matrix. The structure of e is easy to visualize: 
Given n ∈ N and E = (E 0 , E 1 , . . . , E n ) ∈ A n+1 , we denote by e n the (n + 1) × n matrix obtained by extracting the first n + 1 rows and the first n columns from e, and by (e n |E) the (n + 1) × (n + 1) matrix, whose first n columns are the columns of e n and whose last column is equal to E. The reader observes that, since the e nℓ 's are integers, the determinant det(e n |E) of (e n |E) can be defined in the usual way, without ambiguity.
In the next result, we will show how to compute the coefficients of a spherical series by means of the slice derivatives of the sum of the series itself. Observe that if y is real, a spherical series coincides with a standard power series. Theorem 3.7. Let y ∈ Q A \ R and let S : U A (y, R) −→ A be a slice regular function defined by a spherical series S(x) = n∈N S y,n (x)s n centered at y with positive u Aradius of convergence R. The following assertions hold.
(i) For each n ∈ N, define E n ∈ A by setting
Denote by E and s the infinite vectors (E n ) n∈N and (2 Im(y)) n s n n∈N in A N , respectively. Then s is the unique solution of the following infinite lower triangular linear system:
In other words, for each n ∈ N, it holds:
where E n is the column vector (E 0 , E 1 , . . . , E n ). In particular, the coefficients {s n } n of S are uniquely determined by the derivatives {(∂ n S/∂x n )(y)} n and {(∂ n S/∂x n )(y c )} n .
(ii) For each n ∈ N, we have:
In order to prove this result, we need two preliminary lemmas. For a fixed y ∈ C \ R and z ∈ C, let S y,2m (z) := ∆ y (z) m and S y,2m+1 (z) := ∆ y (z) m (z − y). Lemma 3.8. For each n, ℓ ∈ N, it holds:
It follows that, if (∂ n S y,ℓ /∂z n )(y) = 0, then k ≤ n and k − n + k ≥ 0; that is,
This proves (31) if ℓ is even. Similarly, one shows (32) if ℓ is even. Let now ℓ = 2k + 1 for some k ∈ N. Since S y,2k+1 (z) = (z − y)S y,2k (z), we have:
By combining the latter fact with the preceding part of the proof, we obtain:
The next lemma is a complex version of Theorem 3.7.
Lemma 3.9. Let y ∈ C\R and let S : U(y, R) −→ C be a holomorphic function defined by a complex spherical series S(z) = n∈N S y,n (z)s n centered at y with positive uradius of convergence R. The following assertions hold.
(i) For each n ∈ N, define E n ∈ C by formula (27), where ∂ m /∂x m must be replaced by ∂ m /∂z m and y c by y. Moreover, define the infinite vectors E and s in C N by setting E := (E n ) n∈N and s := (2 Im(y)) n s n n∈N . Then s is the unique solution of the infinite lower triangular linear system e · s = E. (ii) For each n ∈ N, formula (30) holds.
Proof. Let n ∈ N. By (26) and (31), we have the equality
which implies immediately (ii). The latter equality is equivalent to the following one:
because E 2n = (n!) −1 (2 Im(y)) n (∂ n S/∂z n )(y) by definition. Thanks to (26) and (32), we obtain:
On the other hand, by definition, E 2n+1 = (n!) −1 (−2 Im(y)) n (∂ n S/∂z n )(y) and hence we have:
Evidently, the infinite linear system formed by equations (33) and (34) for every n ∈ N coincides with e · s = E. This proves (i).
We are now in position to prove Theorem 3.7.
Proof of Theorem 3.7. Let ξ, η ∈ R and let J ∈ S A such that y = ξ + Jη. Since y ∈ R, η = 0. Define w := ξ + iη ∈ D. According to (3), denote by Φ J : C −→ Q A and S J : D −→ A the functions defined by Φ J (α + iβ) := α + Jβ and S J (z) := S(Φ J (z)). Let n ∈ N. Observe that, given z = α + iβ ∈ C, we have:
Choose a splitting base (1, J, J 1 , JJ 1 , . . . , J h , JJ h ) of A associated with J and denote by s n,1,0 , s n,2,0 , . . . , s n,1,h , s n,2,h the real numbers such that s n = h k=0 (s n,1,k + Js n,2,k )J k , where J 0 := 1. Defineŝ n,k ∈ C by settingŝ n,k := s n,1,k + is n,2,k . Evidently, it holds:
By combining the latter equality with (35), we infer that
for each z ∈ U(w, R). In particular, it follows that, for each k ∈ {0, 1, . . . , h}, the complex spherical seriesŜ k := n∈N S w,nŝn,k converges on U(w, R) and hence its u-radius of convergence is ≥ R. For each k ∈ {0, 1, . . . , h}, defineÊ n,k ∈ C as follows:
By point (i) of Lemma 3.9, we know that, for each k ∈ {0, 1, . . . , h},ŝ k is the unique solution of the lynear system e ·ŝ k =Ê k . This is equivalent to assert that
By Lemma 2.1, we know that
In this way, it follows immediately that
By using (36), (37), (39) and Artin's theorem, we obtain:
In other words, s is the unique of the linear system (28), as desired. The equivalence between linear system (28) and equations (29) follows immediately from Cramer's rule. This proves (i).
Let us prove (ii). By point (ii) of Lemma 3.9, we know that
By Lemma 2.1 and (36), we infer that
Point (30) is proved.
Remark 3.10. The coefficient s 1 in the spherical series S(x) = n∈N S y,n (x)s n is the spherical derivative ∂ s S(y) of S(x) at y (cf. [9, Def. 6]).
Power expansion for slice regular functions
A classical result on holomorphic functions, asserts that the Taylor expansion converges to the function locally. The Cauchy integral formula gives also an exact expression for the Taylor remainder. It is a nice occurrence that such a result of fundamental importance in the context of holomorphic functions can be restated for slice regular functions in a quite similar form.
Theorem 4.1. Let f ∈ SR(Ω D , A), let y ∈ Ω D , let J ∈ S A such that y ∈ C J and let r ∈ R + such that clos(Σ A (y, r)) ⊂ Ω D . Then the following assertions hold.
(i) f expands as follows:
(ii) For each n ∈ N, it holds:
Furthermore, there exists a positive real constant C, depending only on a and on · A , such that
(iii) Suppose Ω(y, r) = ∅. For each n ∈ N, it holds:
for each x ∈ Ω(y, r), where R y,n (f ) : Ω(y, r) −→ A is the slice regular function induced by the holomorphic stem function
where
Furthermore, if A is associative, then for each x ∈ Ω(y, r) we have
(iii ′ ) Suppose Ω(y, r) = ∅ and define F J (y, r) := ∂B J (y, r) ∪ ∂B J (y c , r). Then there exists a positive real constant C ′ , depending only on a and on · A , such that
for each x ∈ Ω(y, r). (3)), we have that
Let θ, η ∈ R such that y = θ + Jη and let w := θ + iη ∈ D. By combining (41) with Lemma 2.1, we infer that
Let us now show that
In fact, bearing in mind (40), we have:
Fix x = α + Iβ ∈ Σ A (y, r) with α, β ∈ R and I ∈ S A and define z := α + iβ.
We are ready to prove (i). By expanding each holomorphic functionf ℓ in power series and by using (41), (42) and Artin's theorem, if x ∈ B J (y, r), we obtain:
If Ω(y, r) = ∅, then the preceding chain of equalities ensures that f and the slice regular function on Ω(y, r), sending x into n∈N (x− y) ·n (1/n!)(∂ n f /∂x n )(y), coincide on Ω(y, r) ∩ C J . By the general version of representation formula for slice functions given in [9, Prop. 6], we infer that they coincide on the whole Ω(y, r).
Fix n ∈ N. Let us show (ii). By applying Cauchy formula for derivatives to eachf ℓ and by using (41), (42), Artin's theorem, (40) and (43), we obtain:
r n Defining C := C A (h + 1) H, we complete the proof of (ii).
Define the function g : Σ A (y, r) −→ A and, for each ℓ ∈ {0, 1, . . . , h}, the function g ℓ : B(w, r) −→ C by setting
By combining (41), (42) and Artin's theorem, we obtain that
We recall the integral expression for the Taylor remainder of a holomorphic function h. For each n ∈ N and for each z in a disc B(w, r), it holds: (45)
Applying (45) to eachf ℓ , we infer that
Let us prove (iii). Define G : B(w, r) ∩ B(w, r) −→ A ⊗ C by setting
Since for each ζ ∈ ∂B J (y, r) the function from B(w, r)∩B(w, r) to A⊗C, sending z into ∆ ζ (z) −1 (ζ c −z), is a holomorphic stem function (see [9, Sect. 5] ), it follows immediately that G is a well-defined holomorphic stem function and hence R y,n is a slice regular function. Denote by F 1 , F 2 : ∂B J (y, r) × (B(w, r) ∩ B(w, r)) −→ C J the functions such that
, then, bearing in mind (46), we have:
By the representation formula for slice functions, we infer that
If A is associative and x = α + Iβ is an element of Ω(y, r) for some I ∈ S A , then we have:
Spherical expansion for slice regular functions
We begin with two technical lemmas. 
is finite. More precisely, it holds:
Proof. Define ℓ, L : C × R + −→ R + by setting ℓ(w, r) := length(∂U(w, r)) and
Let (w, r) ∈ C × R + . Observe that, if Im(w) = 0, then L(w, r) = 2π. Suppose Im(w) = 0 and define γ := r/| Im(w)| > 0. It is immediate to verify that
The length of the Cassini oval of radius γ is given by the following integral formula (cf. [12] ):
The normalized length L(i, γ) is monotonically increasing from 4π for γ ∈ (0, 1), and monotonically decreasing to 2π for γ > 1. Therefore it takes its supremum at γ = 1, the radius corresponding to the Bernoulli lemniscate, which has length ℓ(i, 1) = Γ(1/4) 2 / √ π.
This completes the proof. (ii) Let n ∈ N and let ζ ∈ C with u(w, ζ) > u(w, z). Then it holds:
(49) |ζ − z| ≥ u(w, ζ) − u(w, z) The function f is induced by the locally constant stem function taking values 2 on C + and 0 on C − . We compute the power and spherical expansions of f at y = J. Since the Cullen (or slice) derivatives ∂ n C f (y) vanish for each n > 0, the power expansion P(x) reduces to the first term: P(x) = 2. In this case, the maximal σ H -ball centered at J on which the power expansion converges to f is the domain Σ H (J, 1) = {q ∈ C J | |q − J| < 1}, which has empty interior w.r.t. the eucledean topology of H. On the other hand, the spherical expansion converges to f on a non-empty open domain of H. 
As a consequence of Theorem 5.4 applied on the u H -balls U H (J, r) of radius r < 1, this series converges uniformly to f on the compact subsets of the u H -ball U H (J, 1).
Definition 5.7. Given a function f : V −→ A from a non-empty circular open subset V of Q A into A, we say that f is u A -analytic or spherically analytic, if, for each y ∈ V , there exists a non-empty u A -ball U centered at y and contained in V , and a spherical series n∈N S y,n (x)s n with coefficients in A, which converges to f (x) for each x ∈ U ∩ V . Proof. From Theorem 5.4, if f ∈ SR(Ω D , A), then f is spherically analytic. Conversely, if f is spherically analytic and f (x) = n S y,n (x)s n on a u A -ball U centered at y ∈ C J , then f J (z) = f (Φ J (z)) = Φ J ( n S y,n (z)s n ) for x = Φ J (z), y = Φ J (w), z and w in an open subset of D. If f is a slice function, the representation formula and the smoothness result [9, Propositions 6 and 7] imply that f is real analytic. Moreover, from Lemma 2.1 we get that ∂f /∂x c = 0 at y. By the arbitrariness of the choice of y, ∂f /∂x c = 0 on the whole domain Ω D .
It remains to prove that if D ∩ R = ∅, the sliceness of f is a consequence of its spherical analyticity. If y ∈ Ω D ∩ R, then S y,n (x) = (x − y) n and f expands as f (x) = n (x − y) n s n on an euclidean ball B. Now we can conclude as in the last part of the proof of Theorem 4.3.
