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ВВЕДЕНИЕ 
 
Настоящее пособие представляет собой текст лекций по теоретиче-
ской физике, которые читается студентам физико-технического факуль-
тета Национального технического университета «Харьковский политех-
нический институт». Текст лекций «Теоретическая физика» включает в 
себя четыре раздела: «Механика», «Теория поля», «Квантовая механи-
ка» и «Статистическая физика». Для удобства читателей нумерация 
лекций и формул осуществлена в пределах каждого из четырех разде-
лов. При необходимости ссылка на лекцию или формулу другого разде-
ла сопровождается соответствующей аббревиатурой (М, ТП, КМ и СФ).  
Материал лекций основываются на классическом 10-томном курсе 
теоретической физики академиков Л. Д. Ландау и Е. М. Лифшица [1] 
для студентов, специализирующихся в области теоретической физики. 
Этот курс предполагает высокий уровень математической подготовки 
читателя, его хорошее абстрактное мышление и значительное количест-
во аудиторных часов, выделяемых учебной программой на изучение 
курса. Данный конспект лекций предлагается для студентов специаль-
ностей, связанных с прикладной физикой. В связи с этим для облегче-
ния понимания в нем содержится необходимые разъяснения применяе-
мых математических операций, большое внимание уделено деталям вы-
вода всех результатов, а также приведено множество примеров, позво-
ляющих легче воспринять излагаемый материал. Для проверки усвоения 
материала в конце пособия предлагаются контрольные вопросы.  
Пособие предназначено, в первую очередь для студентов физико-
технического факультета НТУ «ХПИ», но может быть полезно для сту-
дентов всех специальностей высших технических учебных заведений и 
широкого круга читателей, изучающих теоретическую физику само-
стоятельно.  
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I .  М Е Х А Н И К А  
 
ЛЕКЦИЯ 1.  Принцип наименьшего действия 
 
1.1. Законы Ньютона. Обобщенные координаты и обобщенные 
скорости  
 
Движение тел описывается законами, сформулированными великим 
английским ученым Исааком Ньютоном (1643–1727). Первый закон 
Ньютона определяет ту систему отсчета, в которой он справедлив, т. е. 
инерциальную систему, которую проще всего связать с телом, находя-
щимся очень далеко от других тел и поэтому с ними не взаимодейст-
вующим.  
Второй закон имеет следующий векторный вид 
dv Fv
dt m
 
   . 
Третий закон Ньютона говорит, что тела взаимодействуют с силами 
равными по модулю и противоположными по направлению, а, следова-
тельно, различными по знаку. Зная начальные условия и решая эти 
уравнения, а их столько, сколько взаимодействующих тел в системе, мы 
получаем уравнения движения тел. 
Допустим, тело жестко прикреплено к направляющей, которая имеет 
произвольную форму, и на него действует некоторое поле. Как приме-
нить второй закон? Нужно в каждой точке раскладывать действующую 
силу на составляющие вдоль и поперек направляющей и учитывать, что 
направляющие оси непрерывно меняются. Это не только сложный, но и 
неудачный метод. И неудачен он тем, что не учитывает внутренней про-
стоты задачи, а, именно того, что здесь имеется только одна перемен-
ная – длина пути вдоль направляющей (и скорость движения вдоль нее). 
Поэтому в теоретической физике имеют дело не с конкретными декар-
товыми координатами, в которых записываются уравнения Ньютона, а с 
обобщенными, в качестве которых могут выступать любые переменные, 
определяющие положения тел. 
Любые s  величин 1q , 2q , …, sq , полностью характеризующие поло-
жение системы с s  степенями свободы, называют ее обобщенными ко-
ординатами, а их производные по времени – обобщенными скоростями. 
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Таким образом, речь идет о достижении большей общности описа-
ния. А это, в свою очередь, приводит к более общему взгляду на меха-
нику в целом, что дает возможность перекинуть мостик от механики к 
оптике, к квантовой механике, что будет показано в следующих главах 
курса теоретической физики. 
 
1.2. Принцип Ферма. Принцип наименьшего действия.  
Функция и уравнения Лагранжа 
 
Зададимся вопросом, какие пути выбирает природа для движения тел 
из многих возможных. Предположим, что тело вышло из некоторой 
точки и пришло в некоторую другую. Можно предположить, что двига-
лось оно по сколь угодно сложной кривой. Но природа в отсутствие 
действия сил выбирает прямую, т. е. из всех кривых ту, длина которой 
минимальна, поскольку прямая – это кратчайшее расстояние между 
двумя точками. В 1662 году французский математик Пьер Ферма (1601–
1665) сформулировал принцип наименьшего времени, впоследствии на-
званный в его честь. Согласно принципу Ферма, световой луч движется 
по прямой, а если среда оптически неоднородна, 
то луч между двумя точками движется так, чтобы 
минимальным было время его движения. Напри-
мер, луч света (рис. 1.1) движется между двумя 
точками 1 и 2 не по кратчайшему пути, а по пути, 
обеспечивающему минимальное время прохож-
дения 1 2A As st n
c c
   , где n  – показатель прелом-
ления среды, а c – скорость света. 
Таким образом, в природе заложен принцип минимальности некото-
рой величины при выборе пути движения. Ирландский ученый Уильям 
Гамильтон (1805–1865), анализируя аналогии между механикой и опти-
кой, понял, что такой величиной, которая должна быть минимальной 
для реальных траекторий, является действие.  
Действие – это фундаментальная физическая величина, являющаяся 
интегральной характеристикой (функционалом) процесса (реального 
или воображаемого), происходящего с физической системой. 
Процесс – это путь перехода системы между фиксированными на-
чальным и конечным ее состояниями. 
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Действие  
  2
1
, ,
t
t
S L q q t dt   ,  (1.1) 
где L  – функция координат q , скоростей q  и времени t  (для упрощения 
записи написана одна координата и одна скорость). Функция L  называ-
ется функцией Лагранжа данной системы и названа в честь француз-
ского математика и механика Жозефа Луи Лагранжа (1736 – 1813).  
Принцип наименьшего действия (или принцип Гамильтона): между 
заданной начальной координатой (или набором координат)  1q t ,  
в которой система находилась в начальный момент времени, и заданной 
конечной координатой  2q t  система движется так, чтобы интеграл дей-
ствия (1.1) имел наименьшее возможное значение. Иными словами, из 
всех мыслимых зависимостей координаты от времени  q t  в функции 
Лагранжа (при фиксированных начальной и ко-
нечной точках) должна быть выбрана такая, при 
которой действие имеет наименьшее значение 
(рис. 1.2.). Таким образом, найдя минимум дейст-
вия, мы определим зависимость  q t , т. е. уравне-
ние движения. 
Заметим, что конкретный вид функции Лагранжа пока не установлен, 
а построена лишь самая общая конструкция, которая пока не уточняет, с 
какими конкретно системами мы работаем. 
Для того, чтобы найти функцию  q t , осуществляющую минимум 
действия, вспомним, как математически находят минимум функции, а 
именно, рассматривают малые приращения.  
Придадим функции  q t  малое приращение, т. е. возьмем функцию 
такого вида  
   q t q t , 
где  q t  – малое приращение либо вариация функции  q t . Поскольку 
концы фиксированы,  
   1 2 0q t q t  .  
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Найдем изменение действия при вариации функции  q t . Действуем 
как при вычислении дифференциала функции двух переменных, а со 
значком   обращаемся как со значком дифференциала d , поскольку   
по сути и есть малое приращение. 
2 2
1 1
t t
t t
L LS Ldt q q dt
q q
                      . 
Преобразуем второе слагаемое, интегрируя по частям: 
 
2
1
2
1
t
t
tL L d LS q qdt
tq q dt q
                            . (1.2) 
Внеинтегральный член равен нулю из-за фиксированности концов. 
Если  q t  – это истинное уравнение движения, то S  имеет здесь ми-
нимум, а в точке экстремума S  его малое приращение, как следует из 
курса математического анализа, равно нулю: 0S  . Поскольку это ра-
венство должно быть справедливо при любой функции  q t , то нулю 
должно быть равно выражение в квадратных скобках. Интеграл от про-
изведения некоторой функции на произвольную функцию равен нулю 
только тогда, когда первая равна нулю при всех значениях переменной: 
 0
i i
L d L
q dt q
               
.  (1.3) 
Все вышеуказанные действия проделаны для простоты для случая 
одной координаты, а результат (1.3) обобщен для многих координат.  
Дифференциальные уравнения (1.3), из которых следуют уравнения 
движения, называются уравнениями Лагранжа. При этом, функцию  
Лагранжа L  нами еще не определена, поэтому пока неизвестно, что 
следует из выражения (1.3).  
Авторы [1] в своем курсе выводят функцию Лагранжа из некоторых 
общих соображений, которые далеко не всегда понятны читателю. Мы 
же напишем функцию Лагранжа и проверим, следуют ли из нее ранее 
известные закономерности.  
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Функция Лагранжа системы материальных точек: 
  2 1 2, ,... ,2a aa
m vL U r r     L T U  ,  (1.4) 
где индекс a  нумерует материальные точки; ar  – радиус-вектор a -ой 
точки; a av r   – ее скорость; U  – потенциальная энергия системы.  
Величина Т в (1.4) – кинетическая энергия. Это выражение отличается 
от полной энергии знаком минус перед потенциальной энергией. Для 
проверки подставим (1.4) в (1.3) и получим уравнения Ньютона 
a a
a
m dv U
dt r
   ,  
где 
a
U F
r
 

 .  
Последняя формула знакома из курса общей физики, что подтвер-
ждает правильность всего построения.  
 
 
ЛЕКЦИЯ 2.  Законы сохранения.  
Энергия, импульс, момент импульса 
 
В курсе общей физики законы сохранения различных величин возни-
кали как следствия законов Ньютона. В теоретической физике законы 
сохранения играют более глубокую роль и являются следствием фунда-
ментальных симметрий пространства и времени.  
 
2.1. Энергия. Закон сохранения энергии  
 
Сохранение энергии является следствием однородности времени. 
Иными словами, законы движения одинаковы во все моменты времени. 
Математическое отражение этого факта – функция Лагранжа замкнутой 
(не взаимодействующей с внешними телами) системы не зависит от 
времени явно. 
Через зависимость координат и скоростей функция Лагранжа, конеч-
но, зависит от времени, но это – неявная зависимость, поскольку время 
в ней не фигурирует. Посмотрим, что из этого факта следует.  
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Запишем полную производную функции Лагранжа по времени как 
полную производную функции нескольких переменных 
 i i
i i i
dL L L Lq q
dt q q t
                     .  (2.1) 
Последнее слагаемое перечеркнуто вследствие отсутствия явной  
зависимости функции Лагранжа от времени. Заменяя в (2.1) 
i
L
q
   
  
согласно уравнению Лагранжа (1.2), получим 
i i ii
i ii i i
dL d L L d Lq q q
dt dt q q dt q
                                             . 
Проверим в обратную сторону как производную произведения.  
Отсюда, перенося в одну сторону и вынося производную за знак суммы 
0i
i i
d L q L
dt q
               .  
Величина в скобках не зависит от времени, т. е. сохраняется, ее и на-
зывают энергией.  
Запишем 
 i
i i
LE q L const
q
       .  (2.2) 
Для придания большей конкретности этому выражению подставим в 
(2.2) выражение (1.4) для L  и получим  
  2 1 2, ,...2 aa
mvE T U U r r      .  (2.3) 
Мы получили известную формулу для полной механической энер-
гии, записанную в декартовых координатах (индекс a  нумерует матери-
альные точки). Отметим, что в наших вычислениях мы использовали 
только то, что функция Лагранжа не зависит от времени явно. Но это 
выполняется не только для замкнутой системы, но и для системы, нахо-
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дящейся в постоянном внешнем поле, для которой потенциальная энер-
гия также не зависит от времени. 
Таким образом, энергия сохраняется для замкнутых систем и сис-
тем, находящихся в постоянном внешнем поле (поскольку в обоих слу-
чаях функция Лагранжа не зависит от времени явно). 
 
2.2. Импульс. Обобщенный импульс и обобщенная сила.  
Закон сохранения импульса  
 
Сохранение импульса является следствием однородности простран-
ства. Иными словами, законы движения одинаковы во всех точках про-
странства. Математическим отражением этого факта является то, что 
функция Лагранжа замкнутой системы не меняется при параллельном 
переносе системы как целого в пространстве. 
Это связано с тем, что потенциальная энергия зависит только от раз-
ности координат взаимодействующих частиц, а не от самой координаты, 
поэтому потенциальная энергия не изменяется, если систему сместить 
как целое. 
Параллельный перенос – это следующее преобразование радиус-
векторов всех частиц системы: a ar r     . 
Проследим изменение функции L  вследствие бесконечно малого пе-
реноса, т. е. при 0    
a
a aa a
L LdL dr
r r
             
  . 
Поскольку L  не должно измениться, 0dL  . Следователь-
но, 0
a a
L
r
       и, воспользовавшись для производной от L  уравнением 
Лагранжа (1.3), получим в декартовых координатах 
0
a a
d L
dt v
           . 
Из этого уравнения и с учетом (1.4) следует, что сохраняющейся ве-
личиной для замкнутой системы является импульс  
 a
a aa
LP mv
v
     
  .  (2.4) 
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a ap mv   – импульс отдельной частицы,  
a
a
P p    
Если мы пользуемся обобщенными координатами, то величина  
 i
i
Lp
q
     (2.5) 
называется обобщенным импульсом, а величина  
 i
i
LF
q
    (2.6) 
называется обобщенной силой. 
Из уравнения Лагранжа (1.3) следует обобщенное уравнение Ньютона  
 i ip F .  (2.7)  
 
2.3. Центр инерции 
 
Центром инерции системы называют точку, радиус-вектор которой 
 
a a
a
a
a
m r
R
m




 .  (2.8) 
Найдем скорость движения центра инерции дифференцированием по 
времени R   
a a
a
a a
a a
m v
PR
m m
 

 
  , 
откуда  
a
a
P R m   . 
Это означает, при рассмотрении движения системы как целого ее 
можно заменить материальной точкой, расположенной в центре инер-
ции, и обладающей суммарной массой частиц системы. 
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2.4. Момент импульса. Закон сохранения момента импульса  
 
Сохранение момента импульса является следствием изотропии про-
странства. Иными словами, законы движения не меняются при повороте 
системы как целого. Математическим отражением этого факта является 
то, что функция Лагранжа замкнутой системы не меняется при повороте 
системы как целого.  
Произведем преобразования L  при бесконечно малом повороте сис-
темы на угол d . Радиус-вектор каждой ее точки получает приращение 
 ,dr d r    (вектор поворота d  равен по модулю углу поворота d  и 
направлен вдоль оси поворота в сторону, отвечающую правилу правого 
винта). 
Изменение L  при повороте 
0a a
a a a
L LdL dr dv
r v
                
   .  
Поскольку a
a
L p
v
 
  и из (1.3) a
a
L p
r
 
 , то 
    , , 0a a a a
a
dL p d r p d v         . 
Производя циклическую перестановку множителей и вынося d  за 
знак суммы, получаем 
    , , , 0a a a a a a
a a
dd r p v p d r p
dt
            
       . 
Момент импульса 
  ,a a
a
M r p   .  (2.9) 
Таким образом, для замкнутой системы M const . Это же справед-
ливо для системы во внешнем поле, потенциал которого зависит только 
от расстояния от некоторой точки,  U U r , (так называемое цен-
тральное поле). Стоит заметить, что любая симметрия, т. е. независи-
мость функции Лагранжа от какой-либо переменной, ведет к появлению 
соответствующего закона сохранения.  
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ЛЕКЦИЯ 3.  Некоторые примеры интегрирования  
уравнений движения  
 
3.1. Одномерное движение. Финитное и инфинитное движения 
 
Одномерным называют движение системы с одной степенью свобо-
ды. В случае одной степени свободы функция Лагранжа в декартовых 
координатах имеет вид 
 22
mxL U x  .  
 Энергия (сохраняющаяся величина) согласно (2.3) 
 22
mx U x E    или   
1 22dx E U x
dt m
           .  
Это дифференциальное уравнение первого порядка. Интегрируем 
разделением переменных и получаем 
  
1 2
1 22
m dxt const
E U x
        . (3.1) 
Поскольку кинетическая энергия – величина существенно положи-
тельная, то условие  U x E  определяет области возможного движения 
тела. Если область движения ограничена, движение называют финит-
ным, если не ограничена – инфинитным. На рис. 1.3. показаны случаи 
финитного (а) и инфинитного (б, в) движений.  
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Точки, в которых  U x E , определяют границы движения и назы-
ваются точками остановки (точки 1x и 2x на рис. 1.3). 
Период колебаний при финитном одномерном движении  
      
 2
1
1 2
1 22
x E
x E
dxT E m
E U x
     ,  
где 1x  и 2x  – точки остановки. 
 
3.2. Задача двух тел 
 
Потенциальная энергия взаимодействия двух частиц зависит только 
от расстояния между ними, поэтому функция Лагранжа для системы 
двух взаимодействующих частиц равна: 
 2 21 1 2 2 1 22 2m r m rL U r r   
     . 
Введем вектор расстояния между точками 1 2r r r     и поместим на-
чало координат в центре инерции, т. е. координату центра тяжести (2.8) 
приравняем нулю 1 1 2 2 0m r m r   , 
откуда 
 21 1 2
mr r
m m
    
   , 
 12 1 2
mr r
m m
    
  . 
Для функции Лагранжа получаем  
 2
mrL U r 
 , 
где  1 21 2
m mm
m m
   – приведенная масса двух частиц. 
Таким образом, мы свели задачу двух частиц (6 степеней свободы) к 
задаче одной частицы (3 степени свободы) в поле, зависящем только от 
расстояния до некоторой неподвижной точки, т. е. центральном поле.  
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3.3. Движение в центральном поле 
 
Как было показано в лекции 2, в центральном поле сохраняющимися 
величинами являются энергия (2.3) и момент импульса (2.9). Поскольку 
векторы M  и r  взаимно перпендикулярны, движение частицы проис-
ходит в одной плоскости, перпендикулярной M . Введя в этой плоско-
сти полярные координаты, запишем функцию Лагранжа в виде 
   2 2 22mL r r U r       .  
Проекция вектора M  на нормаль к плоскости, в которой происходит 
движение, в полярных координатах есть 
 2z tM M mrv mr const    ,  (3.2) 
где tv  – составляющая скорости, перпендикулярная радиусу-вектору 
частицы. Записывая энергию частицы (2.3) в полярных координатах и 
подставляя выражение для   из (3.2), получаем 
 
 
1 22
2 2
2
drt const
ME U r
m m r
            
 .  (3.3) 
Таким образом, аналогично (3.1) имеем связь между t  и r . Написав 
(3.2) в виде 
2
Mdtd
mr
  ,  
подставляя сюда dt  из (3.3), находим 
 
 
2
1 22
22
M dr
r const
Mm E U r
r

          
 .  (3.3)  
Формулы (3.3) и (3.4) полностью решают задачу в общем виде. 
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3.4. Движение твердого тела 
 
В механике под твердым телом понимают систему материальных 
точек, расстояния между которыми неизменны. 
Введем две системы координат: лабораторную, в которой будем рас-
сматривать движение (координаты точек в ней обозначим r ), и жестко 
связанную с телом, начало отсчета которой поместим в его центр тяже-
сти (координаты – r ). Тогда бесконечно малое смещение, очевидно, 
можно записать как (см. формулу для малого поворота в лекции 2)  
 ,dr dR d r     ,  
где R  – координата центра тяжести тела в лабораторной системе; d  – 
угол поворота тела. Отсюда для скорости v  точек тела в лабораторной 
системе получаем 
 ,v V r    
   , (3.5) 
где drv
dt


, dRV
dt

 , d
dt
 
  – вектор угловой скорости вращения тела. 
Подставляем (3.5) в выражение (1.4) для функции Лагранжа 
L T U   , 
 2 22, , ,2 2 2m m mT V r V mV r r                                          . 
Нумерующий точки тела индекс для простоты записи опускаем.   и 
V
 , одинаковые для всех точек тела, выносим за знак суммы. Также уч-
тем, что 0mr   , поскольку начало отсчета связанной с телом систе-
мы выбрано в центре инерции (радиус-вектор (2.8) центра инерции в 
этой системе равен нулю). В результате получим 
   2 22 2 поступ вращ1 , +2 2VT m r r T Т            .  (3.6) 
В выражении для вращательной энергии мы фактически использова-
ли формулу 2 2sin 1 cos   . Векторное произведение в предыдущей 
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формуле – произведение величин на sin , а скалярное произведение – 
на cos ; суммарную массу мы обозначили буквой  . Далее мы будем 
пользоваться латинскими буквами в индексах для обозначения компо-
нент векторов. 
 2 2 21
1
1 1
2 2вращ i k i i k k i k ik i ki k ikT m r r r m r rr
                        .  
Последнее равенство легко проверить, зная, что символ Кронекера 
1,
0,ik
i k
i k
     . 
Окончательно для функции Лагранжа имеем 
 
2 1
2 2 ik i kik
VL I U         ,  (3.7) 
где величина 
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1
ik ik i kI m r rr        (3.8) 
называется тензором моментов инерции тела или просто тензором 
инерции.  
Если тело можно рассматривать как сплошное, то сумма по частицам 
заменяется интегралом по объему тела 
 21
1
ik ik i kI r rr dV      ,  (3.9) 
где   – плотность. 
Выбирая в качестве обобщенных координат R  и   (6 степеней сво-
боды) получим из уравнений Лагранжа (1.3) уравнения движения твер-
дого тела: 
 ,V F    M K  , (3.10) 
где UF
R
  
  , i ik k
k
M I  , UK   

 .  
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При дифференцировании L  по i  одна сумма пропадает, т. к. i  – 
конкретная координата; кроме того, ½ пропадает, поскольку выражение 
квадратично по  . 
Здесь F – суммарная сила, действующая на тело, K – момент сил, 
действующих на тело. Вектор M  – это момент импульса тела, в чем 
можно убедиться, подставляя в определение момента импульса (2.9) 
выражение (3.5) для скорости: 
 21
1
i i i k k
k
M m r rr        .  (3.11) 
Уравнения (3.10) полностью определяют как поступательное, так и 
вращательное движение тела. Нетрудно понять, что это обобщенное 
уравнение Ньютона (2.7) относительно переменных R  и  , соответст-
венно. 
 
 
ЛЕКЦИЯ 4.  Гамильтонов формализм 
 
4.1. Функция и уравнения Гамильтона 
 
Ранее мы познакомились с мощным и элегантным способом по-
строения механики, базирующимся на принципе наименьшего действия 
Гамильтона, в котором используется функция Лагранжа, которая явля-
ется функцией координат и скоростей материальных точек. Но коорди-
наты и скорости – это не единственный способ задания состояния меха-
нической системы. Вместо скорости v  можно использовать импульс 
частицы p mv  . Этот способ описания является более часто применяе-
мым в теоретической физике, поскольку он более удобен для анализа 
общих вопросов механики и квантовой механики и предоставляет 
больше возможностей для решения задач.  
Если независимыми переменными считать координаты и импульс, то 
вместо функции Лагранжа удобно пользоваться другой функцией – уже 
известной нам энергией. 
Энергия системы, записанная как функция обобщенных координат и 
импульсов, называется функцией Гамильтона (обозначается буквой H ). 
Гамильтонов формализм в механике – это описание с помощью коорди-
нат и импульсов в качестве независимых переменных. 
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Для понимания удобства использования понятия энергия запишем 
полный дифференциал энергии (для упрощения записи в выводах не 
будем писать суммы по многим переменным, а напишем лишь в конеч-
ных формулах). 
 
.
L L LdH d q L d pq L qdp pdq dq dq
q q q
qdp pdq pdq pdq qdp pdq
                              
     
     
     
  
При последнем преобразовании мы использовали уравнение Лагранжа 
(1.3) и определение импульса (2.5). Отсюда для частных производных 
следует 
 i
i
Hq
p
  , i i
Hp
p
   .  (4.1) 
Это и есть уравнения движения, называемые уравнениями Гамиль-
тона или канонические уравнения. Их вдвое больше, чем уравнений  
Лагранжа (1.3) ( 2s  вместо s ), но уравнения Гамильтона – дифференци-
альные уравнения первого порядка, а уравнения Лагранжа – второго по-
рядка. 
В декартовых координатах функция Гамильтона для системы мате-
риальных точек с учетом (2.3) и a a ap m v   имеет вид 
 
2
2
a
a a
pH U
m
  .  (4.2) 
Из (4.1) и (4.2) видно, что первое уравнение (4.1) – это просто опре-
деление скорости pv
m

 , а второе – 2-й закон Ньютона. 
 
4.2. Действие как функция координат и времени.  
Уравнение Гамильтона-Якоби  
 
Рассмотрим еще одну схему построения механики, которая полезна 
как для оптики, так и для квантовой механики. Будем считать, что дей-
ствие (1.1) является функцией конечного момента времени 2t  и конечной 
координаты 2q , а в качестве путей перемещения мы будем использовать 
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только истинные пути. Ранее в лекции 1 мы рассматривали всевозмож-
ные пути, а, минимизируя действие, находили истинные. Теперь считаем, 
что пути истинные, т. е. зависимость координат от времени известна, ее 
и подставляем в интеграл (1.1). 
 Вычислим полный дифференциал такой функции. Начнем с вычис-
ления дифференциала действия, считая, что конечный момент времени 
2t  фиксирован, а меняется только конечная координата 2q . Из первой 
лекции для вариации действия имеем 
2
1
2
1
t
t
tL L d LS q qdt
tq q dt q
                               .  
Поскольку конечный момент считаем фиксированным, то не нужно 
добавлять часть, связанную с изменением верхнего предела интеграла. 
Но поскольку траектории действительного движения удовлетворяют 
уравнениям Лагранжа (1.3), то стоящий здесь интеграл равен нулю. В 
первом же члене полагаем на нижнем пределе  1 0q t  , а значение 
 2q t  обозначим просто как q . С учетом того, что L pq
   , получим 
 i
i
S p
q
  . (4.3) 
Здесь мы от одной обобщенной координаты перешли к случаю нали-
чия многих. 
Чтобы найти изменение S  при бесконечно малом изменении конеч-
ного момента 2t , используем следующий искусственный прием. По оп-
ределению действия (1.1) его полная производная по времени равна 
 dS L
dt
 .  (4.4) 
C другой стороны, рассматривая S  как функцию координат и време-
ни в указанном выше смысле и используя формулу (4.3), имеем 
i i i
i ii
dS S S Sq p q
dt t q t
             .  
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При сравнении этой формулы с (4.4), получим 
i i
i
S L p q
dt
      
и, окончательно, учитывая определение энергии (2.2), 
 S H
t
   , ii
S p
q
  .  (4.5) 
Таким образом, полный дифференциал действия при изменении  
координат и времени, как следует из (4.5), имеет вид 
 i i
i
dS Hdt p dq   .  (4.6) 
Поскольку энергия, выраженная через координаты и импульсы, на-
зывается функцией Гамильтона  , ,H q p t , уравнение (4.6) можно запи-
сать в виде 
 1
1
,..., ; , ..., ; 0s
s
S S SH q q t
t q q
        
.  (4.7) 
Это уравнение в частных производных первого порядка называется 
уравнением Гамильтона-Якоби. Оно наряду с уравнениями Лагранжа 
(1.3) и каноническими уравнениями (4.1) также описывает движение 
механических систем.  
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І І .  Т Е О Р И Я   
Э Л Е К Т Р О М А Г Н И Т Н О Г О   П О Л Я  
 
ЛЕКЦИЯ 1.  Принцип относительности. Инварианты.  
Интервал. Преобразования Лоренца 
 
1.1. Принципы относительности Галилея и Эйнштейна  
 
Данная часть курса посвящена рассмотрению электромагнитных  
явлений и электромагнитного поля с точки зрения теоретической физики.  
Первые экспериментальные исследования электромагнитных явле-
ний были предприняты М. Фарадеем (1792–1867), а теоретические – 
Дж. К. Максвеллом (1831–1879). В 1905 г. А. Эйнштейн (1879–1955) в 
работе «К электродинамике движущихся тел» предложил свое понима-
ние свойств пространства и времени. Используя эти представления, мы 
постараемся получить как следствие те результаты, которые экспери-
ментально и теоретически предшествовали работам Эйнштейна. 
Мы с вами говорили уже о некоторых симметриях пространства и 
времени: однородности, изотропии, из них следовали законы сохране-
ния. В обычной механике была известна еще одна симметрия – незави-
симость от выбора инерциальной системы отсчета и выполнялся прин-
цип относительности Галилея: во всех инерциальных системах отсчета 
свойства пространства и времени одинаковы и одинаковы все законы 
механики.  
Принцип относительности Эйнштейна – это фундаментальный физи-
ческий принцип, согласно которому все физические процессы в инерци-
альных системах отсчета протекают одинаково. В своих постулатах 
Эйнштейн объединил расширенный принцип относительности с утвер-
ждением о постоянстве скорости света во всех системах отсчета, экспе-
риментальное подтверждение которого получено в 1887 году в опытах 
Майкельсона-Морли. 
 
1.2. Инварианты. Интервал 
 
Казалось бы, две составляющие принципа Эйнштейна категорически 
противоречат друг другу. Действительно, пусть источник света движется 
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относительно наблюдателя. Свет, уходящий от источника, движется со 
скоростью 83 10c    м/с, измеренной в системе отсчета, связанной с ис-
точником. Если физические законы одинаковы во всех системах отсче-
та, то в системе отсчета, связанной с наблюдателем, скорость света 
должна быть большей или меньшей, чем c . Эйнштейн предложил раз-
решение этого противоречия, которое казалось невероятным: просто 
время в движущейся относительно наблюдателя системе течет не так, 
как в покоящейся (рис. 2.1). То есть время не абсолютно, что считалось 
само собой разумеющимся в старой, классической механике. Величина 
промежутка времени между двумя событиями зависит от того, в какой 
из инерциальных систем отсчета его измеряют. То же самое относится и 
к пространственным интервалам. В результате время и пространство 
становятся относительными. Поэтому теорию, которая это рассматрива-
ет, называют теорией относительности или релятивистской теорией. 
Ясно, что при таком новом взгляде на пространство и время всю меха-
нику, начиная с кинематики, нужно строить иначе. 
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Это строительство мы будем начинать не с того, с чего это делал сам 
Эйнштейн (он рассматривал мысленные эксперименты по измерению 
скорости света), а сразу с более общих позиций, которые предложены 
последователем Эйнштейна, его же учителем математики, Германом 
Минковским (1864–1909). Для того, чтобы разобраться с относительны-
ми величинами, лучше найти сначала новые абсолютные величины, не 
меняющиеся при переходе от одной инерциальной системы к другой, 
т. е. инвариантные относительно этого преобразования величины.  
В классической физике инварианты относительно перехода от одной 
инерциальной системы к другой  
     2 2 2 22 1 2 1 2 1r x x y y z z       , 
2 1t t t   . 
Предположение об инварианте относительно этого перехода в реля-
тивистской механике (пусть для простоты 0y z    ):  
   2 22 1 2 1x x a t t   . 
Здесь не сохраняются отдельно ни пространственный, ни временной 
интервалы, а интересующее нас преобразование перепутывает коорди-
наты и время. Поэтому, если мы хотим написать величину типа квадра-
та вектора, то написать ее естественно именно таким образом. 
Чтобы определить коэффициент a , используем постоянство скоро-
сти света во всех системах. Пусть события, происходящие в момент 
времени 1t  в точке 1x  и в момент 2t  в точке 2x  связаны световым лучом, 
т. е. событие 1 – излучен свет, событие 2 – луч света зарегистрирован. 
Следовательно,  2 1 2 1x x c t t   . Координату и время этих событий в 
другой инерциальной системе отсчета запишем со штрихом, поскольку 
скорость света постоянна  2 1 2 1x x c t t      . Из требования инвариант-
ности получаем 
  2 2 2 0a c t t     ,  
откуда 2a c   для того, чтобы выполнялось при различии интервалов 
времени. 
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Таким образом, мы обосновали, что инвариантом для двух событий в 
релятивистской механике является интервал 12s : 
   222 212 2 1 2 1s c t t r r     .  (1.1) 
Введем вместо времени координату ict   ( i  – мнимая единица). Тогда 
  2 2 2s r      .  (1.2) 
Из инвариантности интервала можно вывести практически всю реля-
тивистскую механику.  
Начнем с самого фундаментального следствия. Выражение (1.2) имеет 
вид квадрата длины вектора (с минусом) и этот вектор имеет четыре 
компоненты: три – пространственные и одну – временную. Таким обра-
зом, в теории относительности пространство и время неразрывно связаны: 
пространственные координаты и время являются компонентами четы-
рехмерного вектора. 
Рассмотрим вопрос, всегда ли можно найти такую систему отсчета, в 
которой два заданных события происходят в одном месте, т. е. при оди-
наковых координатах. В классической физике это возможно, поскольку 
всегда имеется система, которая за время между этими событиями про-
ходит расстояние между ними, таким образом, они оказываются в одной 
точке.  
Теория относительности дает другой ответ на этот вопрос. Пусть 
расстояние между событиями 1 и 2 в системе отсчета K  равно 12l , а 
время между ними 12t . Тогда интервал между событиями в системе 
K 2 2 2 212 12 12s c t l  . Существует ли система отсчета K  , в которой расстоя-
ние 12 0l  ? Поскольку интервалы в этих системах должны быть одина-
ковы,  
2 2 2 2 2
12 12 12c t l c t   .  
А так как правая часть неизбежно положительна, то и левая должна 
быть больше 0, т. е. система K   существует, если квадрат интервала по-
ложителен.  
Следовательно, можно найти такую систему отсчета, в которой два 
события происходят в одной точке пространства, если интервал между 
ними есть действительная величина. Скорость такой системы относи-
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тельно системы наблюдателя 12 12l t . Отсюда следует, что движение со 
скоростью, большей скорости света, невозможно. Вещественные интер-
валы называют времениподобными, поскольку есть система отсчета,  
в которой такой интервал сводится к чистому времени. 
Поставим и следующий вопрос. Можно ли найти такую систему от-
счета K  , в которой два события будут происходить в один момент вре-
мени, если в системе K  они не одновременны? Для классической физи-
ки это вопрос бессмысленный, поскольку одновременность она во всех 
системах одновременность. А в теории относительности из инвариант-
ности интервала следует 
2 2 2 2
12 12 12c t l l    . 
Таким образом, два события происходят одновременно в некоторой 
системе отсчета, если интервал между ними мнимая величина. Мнимые 
интервалы называют пространственноподобными. 
Если интервал между событиями пространственноподобный, то их 
чередование по времени может быть изменено переходом в другую сис-
тему отсчета. Если интервал времениподобный, то одно событие по от-
ношению к другому абсолютно в будущем, значит, одно событие может 
быть следствием другого. 
События, интервал между которыми 12 0s  , лежат на одном свето-
вом луче, т. е. событием 1 может быть испускание луча, а событием 2 – 
его прием. 
Собственным временем объекта называют время, отсчитываемое по 
часам, движущимся вместе с этим объектом (в системе K  ). Если в ла-
бораторной системе K  эти часы прошли расстояние dl  за время dt , то 
из инвариантности интервала получаем:  
2
2 21 dldt dt dt c     
или 
 
2
21 vdt dt c     (1.3) 
где v  – скорость объекта относительно системы наблюдателя. Иными 
словами, движущиеся часы идут медленнее неподвижных.  
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1.3. Преобразование Лоренца  
 
Выразим четырехмерные координаты события в инерциальной сис-
теме отсчета K  через координаты его в другой инерциальной системе 
K   (рис. 2.2), что представляет собой наи-
более полное решение задачи релятивист-
ской кинематики.  
Найдем в четырехмерном пространстве-
времени такое преобразование системы ко-
ординат, которое в нем оставляет неизмен-
ным интервал между двумя событиями – 
аналог расстояния между точками в трех-
мерном пространстве. Такое преобразова-
ние – это поворот системы координат (па-
раллельный перенос системы мы рассматривать не будем). Пусть пово-
рот на угол   происходит только в плоскости x ,   ( y y , z z ). 
cos sinx x       , 
sin cosx       . 
Это известные формулы для поворота системы координат на плоскости.  
Рассмотрим движение начала координат системы K  , т. е. точки 
0x  . Из написанных выше равенств следует 
tg x x ict iV c      ,  
где V  – скорость системы K   относительно K . Угол поворота получа-
ется мнимым. Выражая cos  и sin  через tg  согласно известным 
формулам тригонометрии, получаем преобразование Лоренца 
 
2
2
2
,
1
,
,
.
1
x Vtx
V
c
y y
z z
Vxt
ct
V
c
                       
  (1.4) 
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При c преобразования Лоренца переходят в классические пре-
образования Галилея  
 
,
,
,
,
x x Vt
y y
z z
t t
    
  (1.5) 
Первая из формул (1.5) означает, что начало отсчета системы K   
смещается со временем. 
Полученные преобразования (1.4) были найдены нидерландским фи-
зиком, лауреатом Нобелевской премии 1902 года Хендриком Лоренцом 
(1853–1928) в 1904 году как преобразования, не меняющие вид уравне-
ний Максвелла. Но Лоренц не придавал величинам x  и t  смысл ис-
тинных координат и времени.  
Собственной длиной стержня называется его длина в той системе от-
счета, в которой он покоится.  
Пусть стержень покоится в системе K . Тогда из (1.4) для координат 
его концов в системе K  имеем: 
 11 2
1
x Vtx
V
c
 
    
, (1.6)  
 22 2
1
x Vtx
V
c
 
    
.  (1.7) 
Вычитая уравнение (1.7) из (1.6) и учитывая, что при измерении дли-
ны в системе K   обе координаты должны быть измерены в одно и то же 
время t , получаем 
 
2
0 1 Vl l c
       ,  (1.8) 
т. е. собственная длина 0l  стержня больше его длины l , измеренной в 
любой другой системе отсчета, движущейся относительно стержня. 
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1.4. Преобразование скорости  
 
Пусть частица движется со скоростью v  относительно системы K  , 
т. е. x v t   . Подставив это выражение в (1.4) и разделив x  на t , нахо-
дим скорость v  частицы в системе K   
 
21
v Vv v V
c
  
.  (1.9) 
Формула (1.9) определяет преобразование скорости при переходе от 
одной системы отсчета к другой. В классическом пределе при c   
v v V  .  
Следует отметить, что раздел релятивистской кинематики отнесен не 
к разделу «Механика», а к разделу «Теории поля», поскольку движение 
тел оказывается непосредственно связанным со светом. И в этом един-
ство и мира, и теоретической физики.  
 
 
ЛЕКЦИЯ 2.  Релятивистская механика  
 
2.1. Математическое введение. Четырехмерные векторы 
 
Координаты события  , , ,x y z   можно рассматривать как координа-
ты четырехмерного радиуса-вектора 
      1 2 3 4, , , , , , ,r x y z ict r r ict r x x x x     .  (2.1) 
Это равноправные способы записи. 
Компоненты iA  любого четырехмерного вектора A
  преобразуются 
при переходе к другой системе отсчета (повороте в плоскости ,x  ) как 
компоненты вектора r  в соответствии с преобразованием Лоренца (1.4): 
 
4
1
1 2
2 2
3 3
1
4
4 2
,
1
,
,
.
1
iA VA
cA
V
c
A A
A A
iAVA
cA
V
c
                    
 (2.2) 
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Как для обычных векторов скалярное произведение i i
i
A B – инвариант 
относительно любых вращений системы координат. В частности, это 
относится и к квадрату «длины» вектора 2i
i
A , но, в отличие от обыч-
ных векторов, эта величина может быть отрицательной. 
Четырехмерной скоростью частицы (4-скоростью) называется век-
тор u , компоненты которого 
 ii dxu ds .  (2.3) 
Согласно (1.1) 
 
2
2 2 2
21 vds c dt dr cdt c    ,  (2.4) 
где v  – трехмерная скорость частицы. 
Тогда 
 2 2
2 2
,
1 1
i
v iu
v vc
c c
        

.  (2.5) 
Не путать индекс i  в индексах с мнимой единицей. 
Четырехмерным ускорением частицы (4-ускорением) называется 
вектор w , компоненты которого 
 ii duw ds ,  (2.6) 
Квадрат «длины» вектора скорости  
2 2
2
2 2 1ii
i i
dx dsu
ds ds
       . 
Дифференцируя по ds , имеем 
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 0ii i i
i i
duu u w
ds
   ,   (2.7) 
т. е. вектора скорости и ускорения взаимно перпендикулярны. 
 
2.2. Принцип наименьшего действия  
 
Интеграл действия М(1.1) не должен зависеть от выбора системы  
отсчета, т. е. должен быть инвариантом. Для свободной материальной 
частицы, не находящейся под действием внешних сил, единственным 
инвариантом является интервал. Поэтому запишем 
b
a
S ds   , 
где   – произвольная (пока) постоянная; a  и b  – начальные и конечные 
события в движении частицы, начало движения в момент 1t , конец – 2t . 
Если записать действие: 
2
1
t
t
S Ldt  ,  
то для функции Лагранжа, используя (2.4), имеем 
2
21 vL c c    . 
Чтобы определить константу  , произведем предельный переход  
к классической механике c  .  
2
2
vL c
c
   . 
Постоянный член в функции Лагранжа не отражается на уравнениях 
движения М(1.2) и поэтому может быть опущен. Сравнивая с классиче-
ским выражением для функции Лагранжа свободной частицы 
 
2
2
mvL  , 
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находим, что mc   и 
 
b
a
S mc ds   ,  (2.8) 
 
2
2
21 vL mc c   .  (2.9) 
 
2.3. Энергия и импульс 
 
Импульсом частицы называется трехмерный вектор М(2.4)  
Lp
v
 
   . 
Из (1.9) находим 
 2
21
mvp
v
c


 . (2.10) 
В пределе c   это выражение переходит в классическое p mv  . 
Сравнивая классическое выражение с (2.10), запишем 
 0 2
21
mm
v
c


,  (2.11) 
т. е. масса движущегося тела m  больше его массы покоя 0m  и стре-
мится к бесконечности при v c . 
Уравнение движения свободной частицы, как это следует из уравне-
ния Лагранжа, например, в форме М(2.6), есть 0dp
dt


, откуда v const . 
Энергией частицы называется величина pv L     М(2.2), М(2.4). 
Подставляя в эту формулу значения p  и L , находим 
 
2
2
21
mc
v
c
 

 .  (2.12) 
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При 0v   отсюда следует, великая формула Эйнштейна для энергии 
покоя тела 
 2mc  ,  (2.13) 
а при малых скоростях v c :  
2
2
2
mvmc   . 
Из выражений (2.10) и (2.12) следует соотношение  
 2vp c

 ,  (2.14) 
из которого для частиц, движущихся со скоростью света, следует 
 p
c
  .  (2.15) 
Со скоростью света может двигаться только частица с нулевой мас-
сой покоя (иначе масса движения m  ), например, фотон. 
Энергия, выраженная через импульс, называется функцией Гамиль-
тона H . Из (2.10) и (2.12) получаем 
 2 2 2H c p m c  .  (2.16) 
Можно показать, что импульс и энергия являются компонентами од-
ного четырехмерного вектора  , , ,x y zp p p i c , т. е. преобразуются при 
переходе к другой системе координат по правилу (2.2). Для этого доста-
точно, используя выражения для 4-скорости (2.5), для трехмерного им-
пульса (2.10) и для энергии (2.12), увидеть справедливость следующего 
равенства: 
ip imcu , 
где 
 ip ip  при 1,2,3,i  , а 4p i c ,  (2.17) 
т. е. три компоненты вектора 4-импульса ip  соответствуют трехмерно-
му вектору импульса (2.10), а четвертая выражается через энергию 
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(2.12). Можно также показать, что, по аналогии с М(4.6), имеет место 
соотношение  
pi
i
S
x
   . 
 
 
ЛЕКЦИЯ 3.  Заряд в электромагнитном поле  
 
3.1. Четырехмерный потенциал поля 
 
В теории, построенной на принципе наименьшего действия, не нуж-
но отдельно вводить электрическое и магнитное поля и постулировать, 
как они взаимодействуют с зарядом. Достаточно сказать, что электро-
магнитное поле в его действии на заряд характеризуется 4-вектором.  
Действие для заряда в электромагнитном поле  
 
b
i i
ia
eS mcds Adx
c
        (3.1) 
где e  – заряд частицы, iA  – компоненты четырехмерного потенциала 
поля, ix  – компоненты четырехмерного радиус-вектора частицы. 
Взаимодействие заряда с полем записано в (3.1) единственно воз-
можным способом: из вектора iA , характеризующего поле, и вектора 
idx , характеризующего частицу, построен скаляр – их скалярное произ-
ведение. Три пространственные компоненты потенциала образуют 
трехмерный вектор A , называемый векторным потенциалом, а временная 
компонента 4A i , величина   называется скалярным потенциалом. 
Т. о. можно записать: 
  ,iA A i  ,  (3.2)  
 
b
a
eS mcds Adr e dt
c
       
  .  (3.3) 
Принимая во внимание (2.4) и соотношение dr vdt  , получим функ-
цию Лагранжа для заряда в поле  
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  22 21 ,v eL mc A v ec c       .  (3.4) 
Сравнивая полученное выражение с (2.9), можно увидеть, что взаи-
модействие с полем описывается слагаемыми  ,e A v ec   . Вычисляя 
импульс частицы по общей формуле М(2.4), находим 
 2
21
mv e eP A p A
c cv
c
     

    .  (3.5) 
Видно, что при наличии поля появляется различие между обобщен-
ным импульсом частицы, обозначенным P , и просто импульсом p  
(2.10) для свободной частицы (называемым иногда ньютоновским им-
пульсом). 
Энергию частицы в поле находим по М(2.2) 
  
2
2
21
mc e
v
c
  

.  (3.6) 
 
3.2. Уравнения движения заряда в поле 
 
Подставляя функцию Лагранжа (3.4) в уравнения Лагранжа М(1.2), 
получаем 
  , , , rot gradd e e ep A v A v A edt c c c                  
     , 
где i j k
x y z
       
   – векторный дифференциальный оператор; 
rot ,A A   
  .  
При вычислении величины grad Av   использована известная формула 
векторного анализа 
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   grad , , , rot , rotab a b b a b a a b                    , 
где a  и b – два любые вектора. 
При вычислении полной производной dA
dt

 следует учитывать зави-
симость от времени координаты частицы  
 ,i
i i
dA A A dr A v A
dt t r dt t
              
     . 
Что дает 
 grad ,rotdp e A ee v A
dt c t c
         
  .  (3.7) 
Сравнивая это уравнение движения с известным из общего курса фи-
зики, получаем следующие выражения для напряженности электриче-
ского поля E  и напряженности магнитного поля H : 
  1 gradAE
c t
   
 ,  (3.8) 
  rotH A  .  (3.9) 
Окончательно перепишем уравнение движения частицы в электро-
магнитном поле в виде 
 ,dp eeE v H
dt c
     
   .  (3.10) 
Выражение в правой части (3.10) называется силой Лоренца. 
Таким образом, из принципов релятивистской теории мы получили 
известные до нее уравнения теории электромагнетизма, причем само 
магнитное поле – это чисто релятивистский эффект, исчезающий при 
стремлении скорости света к бесконечности. 
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3.3. Калибровочная инвариантность 
 
Два поля физически тождественны, несмотря на различие 4-
потенциала iA , если они характеризуются одними и теми же векторами 
E
  и H . Компоненты 4-потенциала iA  определены неоднозначно, а 
именно с точностью до величины 
i
f
x

 , где f  – произвольная функция 
координат и времени, добавление этой величины не изменяет значения 
векторов E  и H . Проверим это. Пусть 
i i
i
fA A
x
     ,  
 gradiA A f  
  ,  1 f
c t
       .  (3.11) 
Тогда из (3.8) и (3.9) получаем 
E E    ,  H H   .  
Из (3.11) видно, что и векторный и скалярный потенциалы также оп-
ределены неоднозначно. В частности, к A  можно прибавить постоян-
ный вектор, а к   – константу. Все имеющие физический смысл урав-
нения, содержащие A  и  , должны быть инвариантны относительно 
преобразования (3.11). Эта инвариантность называется калибровочной 
(или градиентной).  
 
 
ЛЕКЦИЯ 4.  Движение заряженной частицы  
в постоянных однородных электрическом и магнитном полях 
 
4.1. Движение заряженной частицы в постоянном однородном 
электрическом поле  
 
Рассмотрим движение заряженной частицы в постоянном однород-
ном электрическом поле в отсутствие поля магнитного, т. е. при усло-
вии E const , 0H  . Пусть начальный импульс частицы направлен по 
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оси y , а электрическое поле по оси x . Уравнение движения (3.10) при-
нимает вид 
xp eE , 0yp  ,  
откуда 
 xp eEt  , 0yp p .  (4.1) 
Начало отсчета времени было выбрано в момент, когда 0xp  . Отме-
тим, что пока мы получили абсолютно классические формулы. Для того, 
чтобы найти уравнения движения  x t  и  y t  с учетом формулы (2.10) 
для импульса, необходимо из (4.1) выразить зависимость компонент 
скорости от времени, а потом проинтегрировать их по времени. Но воз-
может и другой способ с использованием (2.16), т. е. выражения энер-
гии частицы через импульс (функция Гамильтона). Обозначим ее как 
кинетическую энергию, поскольку в поле есть и потенциальная энергия.  
    2 22 2 2 2 2 2 2 20 0кин c m c p m c c p ceEt ceEt        ,  (4.2) 
где 0  – энергия при 0t  . 
Используя соотношение (2.14) 2vp c

 , для компоненты скорости 
имеем 
 
2 2
22
0
x
x
кин
dx p c c eEtv x
dt ceEt 
   

 . 
Интегрируя, получим: 
  2201x ceEteE     .  (4.3) 
Точно так же находим  
 
2 2
0
22
0
y
кин
p cdy p c
dt ceEt 
 

,  
  
22
00 0
0 0
ln ArshceEt ceEtp c p c ceEty
eE eE

 
     .  (4.4) 
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Читателям предлагается самостоятельно убедиться в том, что синус 
гиперболический от логарифма в левой части равен аргументу гипербо-
лического арксинуса в правой части. 
Уравнение траектории находим, выражая из (4.4) время и подставляя 
его в выражение (4.3) 
0
0
ch eEyx
eE p c
  . 
Мы получили уравнение кривой, которая на-
зывается цепной линией (рис. 2.3). Вот таким 
сложным в релятивистской механике оказывается 
решение простейшей механической задачи. В 
классическом пределе (при c  ) из формул 
(4.3) и (4.4) следует 
2
0 2
eEtx x
m
    и  0p ty
m
  .  
 
4.2. Движение заряженной частицы в постоянном однородном 
магнитном поле  
 
Рассмотрим движение частицы в постоянном однородном магнит-
ном поле H const , 0E  .  
Докажем вначале, что в магнитном поле энергия частицы не меняется 
со временем. Домножим уравнение Гамильтона (М 4.1) d v
dt
    скалярно 
на dp  и разделим на dt   
 d dpv
dt dt
 
 ,  (4.5)  
и подставим в это равенство уравнение движения (3.10) 
,dp eeE v H
dt c
     
   , которое при 0E   имеет вид ,dp e v H
dt c
    
  . 
  , ,d dp e ev v v H v v Hdt dt c c             
       .  (4.6) 
 40
Поскольку векторное произведение ,v H  
 , перпендикулярное v , 
скалярно умножается на v , то мы получаем  
 0d
dt
  .  (4.7) 
Иными словами, const  . Постоянство энергии объясняется тем, 
что, сила не совершает работу над частицей, поскольку согласно (4.6) 
действует перпендикулярно ее скорости. 
Перепишем уравнение движения (4.6) в другом виде, подставив 
2
2
vp
c
  и используя постоянство энергии  
2 ,dv e v Hc dt c
      
  .  
Или в компонентах, учитывая, что вектор H  параллелен оси z ,  
 x yv v ,  (4.8) 
 y xv v  ,  (4.9) 
 0zv  ,  (4.10) 
где введено обозначение 
 ecH   .  (4.11) 
Умножим уравнение (4.9) на i  и сложим его с (4.8) 
   x y x yd v iv i v ivdt     .  
Решение этого дифференциального уравнения имеет вид 
 i tx yv iv ae   ,  (4.12) 
где 0 ia v e   – произвольная постоянная; 0v  и   – вещественны.  
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Тогда 
 
0
i t
x yv iv a v e
     . 
Разделим на действительную и мнимую части 
  0 cosxv v t    ;  0 sinyv v t    .  (4.13) 
Из (4.13) следует, что 2 20 x yv v v  , т. е. 0v – это величина скорости в 
плоскости xy , остающаяся постоянной в процессе движения, а   – на-
чальная фаза. Интегрируя (4.13) по времени, находим 
  0 sinx x r t    ,  0 cosy y r t      (4.14) 
где 0 0 0v v cpr
ecH eH

   , а 0p  – составляющая импульса в плоскости xy . 
Из (4.10) имеем 
 0 0 zz z v t  .  (4.15) 
Из (4.14) и (4.15) видно, что заряд движется по винтовой линии ра-
диусом r  и с осью, направленной вдоль магнитного поля, вращаясь с 
циклической частотой   в плоскости, перпендикулярной магнитному 
полю.  
В пределе v c  частота вращения 
 eH
mc
   . (4.16) 
Отметим, что остальные формулы одинаковы и в классическом, и в 
релятивистском случае, что является отражением того факта, что само 
магнитное поле – релятивистский эффект.  
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ЛЕКЦИЯ 5.  Движение заряженной частицы  
в постоянном однородном электромагнитном поле  
 
5.1. Движение заряженной частицы в электромагнитном поле 
 
Пусть заряженная частица движется в поле, в котором E const  и 
B const . Рассмотрим только нерелятивистский случай v c  и поэто-
му импульс p mv  . Направление магнитного поля H  выберем парал-
лельно оси z , а вектор напряженности электрического поля E  лежит в 
плоскости xy . В этом случае уравнения движения  
,emv eE v H
c
     
     
имеют вид  
 emx yH
c
  ,  (5.1)  
 y emy eE xHc   ,  (5.2) 
 zmz eE .  (5.3) 
Из (5.3) следует уравнение, описывающее равноускоренное движе-
ние вдоль оси z :  
 
2
02
z
z
eE tz v t
m
  .  (5.4)  
В свою очередь, умножая уравнение (5.2) на i  и складывая его с (5.1), 
получаем 
     yd ex iy i x iy i Edt m       ,  (5.5)  
где eH
mc
  . 
Решение этого неоднородного дифференциального уравнения равно 
сумме общего решения однородного уравнения (4.13) и частного реше-
ния неоднородного уравнения.  
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 yi t cEx iy ae
H
    .  (5.6) 
Отделяя действительную и мнимую части и полагая для упрощения 
записи начальную фазу равной нулю, находим 
 cos ycEx a t
H
   ,   (5.7) 
 siny a t   .  (5.8) 
Таким образом, эти компоненты скорости являются периодическими 
функциями времени. Их средние по времени значения равны 
 ycEx
H
  , y  =0.  (5.9) 
Эту среднюю скорость движения заряженной частицы в скрещенных 
электрическом и магнитном полях называют скоростью дрейфа (дрей-
фовой скоростью). Она перпендикулярна обоим полям и не зависит от 
знака заряда. В векторном виде ее можно записать как 
 2
,c E H
v
H
  
 
 .  (5.10) 
Из (5.9) видно, что необходимым условием нерелятивистского слу-
чая является неравенство yE H . Интегрируя уравнения (5.7) – (5.8) и 
выбирая постоянные так, чтобы 0x y   при 0t  , получаем 
 sin ycEax t t
H
  ,  (5.11) 
  cos 1ay t  .  (5.12) 
 
Таким образом, частица в плоскости 
в плоскости, перпендикулярной маг-
нитному полю H , движется по круго-
вой траектории со смещением вдоль 
оси x  (рис. 2.4).  
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5.2. Преобразование Лоренца для поля 
 
При переходе от одной инерциальной системы к другой электриче-
ское и магнитное поля преобразуются определенным образом. Это свя-
зано с тем, что изменяются силы, действующие на заряды. Найдем за-
кон этого преобразования. Проще всего обстоит дело с четырехмерным 
потенциалом A , компоненты которого трансформируются, как и пола-
гается компонентам четырехмерного вектора, согласно преобразовани-
ям Лоренца.  
В соответствии с формулами (2.2) и (3.2) четырехмерный потенциал 
преобразовывается следующим образом: 
 
2
2
1
1
x
x
y y
z z
x
VA
cA
v
c
A A
A A
VA
c
v
c



                          
  (5.13) 
Для того чтобы найти преобразование для E  и H , нужно воспользо-
ваться выражениями (3.8) и (3.9) для напряженностей, выраженных че-
рез A . Для примера найдем преобразование для yH . 
Как следует из (3.9), 
  rot x z x z zy y A A A x A t AH A z x z x x x t                    .  (5.14)  
При нахождении производных x
x

  и 
t
x

  следует учесть, что замена 
системы K  системой K   в формулах преобразования Лоренца (1.4) оз-
начает изменение знака скорости V : 
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 2
1
1
x
x V
c
      
,  (5.15) 
 
2
2
1
t Vc
x V
c
       
.  (5.16) 
Подставляя выражения (5.15) и (5.16) в (5.13) и (5.14) получаем 
 22
1
x z z
y
A A V V A
z x c z c tH
V
c
              
    
.  (5.17) 
И, используя (3.8) и (3.9), окончательно получаем 
 2
1
z
y
y
VEH
cH
V
c
 

    
.  (5.18) 
Аналогично находим преобразование всех компонент электрическо-
го и магнитного полей 
 x xE E  ,  2
1
z
y
y
VHE
cE
V
c
 

    
,  2
1
y
z
z
VH
E
cE
V
c
 

    
,  (5.19) 
 x xH H  ,  2
1
z
y
y
VEH
cH
V
c
 

    
,  2
1
y
z
z
VE
H
cH
V
c
 

    
,  (5.20) 
Проанализируем полученный результат. Если в системе K   есть 
только электрическое поле, создаваемое неподвижными зарядами, то в 
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другой системе возникает и магнитное поле, поскольку в системе K  эти 
заряды движутся, а движущиеся заряды, как известно из курса общей 
физики, создают магнитное поле. Из нашего же вывода (5.19) четко 
видно, что магнитное поле возникает как требование теории относи-
тельности – из правила преобразования четырехмерных векторов. И на-
оборот, если в K   имеется магнитное поле, то в соответствии с (5.20)  
в K  появляется электрическое.  
Интересно, а можно ли найти такую систему отсчета, в которой элек-
трическое поле исчезает? Направим в системе K ось z  вдоль направле-
ния магнитного поля так, чтобы вектор напряженности электрического 
поля находился в плоскости yz . Из (5.19) видно, что 0x xE E   , а ком-
поненту вдоль поля zE  нельзя уничтожить за счет скорости (она не рав-
на нулю в обеих системах K  и K  ). А вот компоненту yE , которая пер-
пендикулярна магнитному полю H  уничтожить можно, если yEV
c H
  . 
Иными словами, в системе K  , движущейся относительно системы K  
со скоростью 2
,c E H
V
H
  
  , перпендикулярная магнитному полю со-
ставляющая электрического поля равна нулю. Это соображение делает 
очевидным результаты(5.7), (5.8)и и (5.10) о движении заряда в скре-
щенных полях: в системе отсчета, движущейся с дрейфовой скоростью, 
отсутствует составляющая электрического поля в плоскости xy  и по-
этому движение в этой плоскости есть чистое вращение, в соответствии 
с формулами (4.8), (4.9) и (4.10).  
 
5.3. Первые два уравнения электромагнитного поля 
 
Из выражений (3.8) и (3.9) для напряженностей электрического и 
магнитного полей 
 1 gradAE
c t
   
 ,  (5.21) 
 rotH A  .  (5.22)  
Возьмем ротор от (5.21) и дивергенцию от (5.22) и, воспользовав-
шись тем, что  rot grad 0   и  div rot 0A  , получим 
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 1rot HE
c t
   
 ,  (5.23) 
 div 0H  .  (5.24) 
Уравнения (5.23) и (5.24) – это первая пара уравнений Максвелла. 
Подводя итог, отметим, что на основании принципа наименьшего 
действия и предположения, что электромагнитное поле – это четырех-
мерный вектор, мы вывели электрическое и магнитное поле, их взаимо-
действие с зарядами и первые два уравнения для самих полей. Но для 
вывода остальных двух уравнений этого будет недостаточно. Дело  
в том, что мы еще не определяли, как заряды влияют на поле и как поле 
действует само на себя.  
  
 
ЛЕКЦИЯ 6.  Действие для электромагнитного поля 
 
6.1. Тензор электромагнитного поля  
 
Действие для системы, состоящей из электромагнитного поля вместе 
с находящимися в нем частицами, должно состоять из трех частей: 
 m mf fS S S S   ,  (6.1) 
где mS  и mfS  – слагаемые в формуле (3.1) (если частиц несколько, сле-
дует просуммировать по частицам). Первое слагаемое mS – это действие 
для частиц, второе слагаемое mfS  учитывает взаимодействие между час-
тицами и полем, а третье слагаемое fS – это действие для самого поля, 
поскольку поле может существовать и в отсутствии частиц. 
Действие mfS  содержит характеристику поля и характеристику час-
тицы в первой степени. Это естественно, поскольку учитывает взаимо-
действие поля и частицы. Логично, что величина, учитывающая действие 
поля само на себя, должна быть квадратичной по какой-то характери-
стике поля и быть скаляром. Скажем, 2 2i
i
A A  не подходит, поскольку, 
потенциал iA  определен неоднозначно, и с таким третьим слагаемым  
в (6.1) уравнения для поля не были бы градиентно-инвариантными. Пря-
мой физический смысл имеют напряженности электрического и маг-
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нитного поля, выражающиеся как производные от четырехмерного  
потенциала i
k
A
x

 . Последняя величина имеет два индекса, нумерующие 
проекции на координатные оси. Такие величины называются тензорами. 
Они преобразуются при поворотах системы координат как произведе-
ние проекций двух векторов.  
Тензором электромагнитного поля называется антисимметричный 
тензор 
 k iik
i k
A AF
x x
    .  (6.2) 
Антисимметричность 
ki ikF F  .  
Действие для поля  
  2116f ikikS F dVdt   ,  (6.3) 
где интеграл по координатам берется по всему пространству, а по вре-
мени – между двумя заданными моментами. Численный коэффициент в 
(6.3) соответствует определенному выбору системы единиц. Мы будем 
использовать так называемую гауссову систему, а окончательные урав-
нения мы запишем и в СИ. 
Необходимость суммирования по индексам понятна из того, что дей-
ствие должно быть инвариантом (скаляром), т. е. не должно иметь своих 
индексов, Аналогично скаляром есть и скалярное произведение двух 
векторов i i
i
a b . 
В соответствии с выражением (3.2) для четырехмерного потенциала 
и формулами (3.8) и (3.9) для напряженностей электрического и маг-
нитного полей имеем: 
  
0
0
0
0
z y x
z x y
ik
y x z
x y z
H H iE
H H iE
F
H H iE
iE iE iE
           
  (6.4)  
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и для величины fS  получаем 
  2 218fS E H dVdt   .  (6.5) 
Как видно из (6.4), в компоненты тензора поля входят все компонен-
ты электрического и магнитного полей, поэтому именно этот тензор и 
фигурирует в выражении для действия поля. Уравнения движения (3.10) 
тоже можно записать, используя этот тензор, причем в четырехмерном 
виде. 
 
6.2. Уравнения движения заряда в четырехмерном виде 
 
 i ik k
k
du emc F u
ds c
  ,  (6.6) 
где ku – компоненты четырехмерной скорости (1.3).  
Легко убедиться, используя (6.4) и равенство 2 2ds c v dt  , что три 
пространственные компоненты уравнения (6.6) тождественны уравне-
нию движения (3.10), а четвертая тождественна уравнению 
 кинd eEv
dt
   ,  
2
2
1
кин
mc
v
c
 
    
,  (6.7) 
которое выражает изменение кинетической энергии заряда в поле, и ко-
торое сразу следует из (4.5) и уравнения движения (3.10).  
 
6.3. Четырехмерный вектор тока 
 
Рассматривая заряды не как точечные, а как распределенные в про-
странстве, введем плотность заряда dq dV  . Тогда можно считать, 
что в объеме dV  находится заряд dV . Введение плотности позволяет 
перейти от суммирования по зарядам к интегрированию по объему 
      a
a
e f r r f r dV    ,  (6.8) 
где  f r  – произвольная функция. 
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Интегрирование ведется по всему пространству или в пределах всей 
системы, включающей поле и взаимодействующие с ним частицы. 
Используя (6.8), перепишем выражение для действия (6.1) с учетом 
(3.1) и (6.3) в виде 
  21 116a a i i ika i ikS m cds A j dVdt F dVdtc        .  (6.9) 
В (6.9) введена величина 4-вектора тока, которая определяется сле-
дующим образом  
 ii dxj dt .  (6.10)  
Три его пространственные компоненты образуют трехмерный вектор 
плотности тока 
 j v  ,  (6.11) 
где v  – скорость заряда в данной точке,  
 4j ic .  (6.12) 
Формулы (6.8) и (6.9) имеют смысл не только для распределенных  
в пространстве зарядов. 
В случае точечных зарядов 
  a a
a
e r r     ,   (6.13)  
где   – это дельта-функция Дирака ( -функция). 
 
6.4. Краткие сведения о  -функции Дирака 
 
 -функция широко применяется во многих задачах физики. Эту 
функцию, описывающую плотность точечной частицы, следует пони-
мать как предел функции типа «колокола», быстро убывающей при  
отходе от максимума; предел при стремлении ширины области ее неис-
чезающих значений к нулю. При указанном стремлении высота графика 
этой функции растет так, чтобы площадь под графиком не изменялась.  
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Более формально  -функция определяется следующим образом: 
   0 при 0при 0
x
x
x
     ,  (6.14) 
причем  
   1x dx

 .  (6.15)  
Из этого определения вытекают следующие свойства: 
1. Если  f x  – любая непрерывная функция, то 
       f x x a dx f a

  .  (6.16)  
В частности, 
     0f x x dx f

   
2.    x x    
3.    1ax x
a
    
4.      
1
i
i i
x x a
a
       ,  (6.17) 
где   0ia  .  
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ЛЕКЦИЯ 7.  Вторая пара уравнений Максвелла 
 
7.1. Уравнение непрерывности  
 
Если при нахождении уравнений движения из принципа наименьше-
го действия мы считали поля заданными и варьировали траекторию час-
тиц, то при нахождении уравнений поля мы должны считать движение 
зарядов заданным и варьировать в (6.9) потенциалы поля, играющие 
здесь роль «координат» системы: 
21 1 016i i iki ikS j A F dVdtc  
       .  
Подставляем значение ikF  (6.2) и имеем 
1 1
8
k i
i i ik
i ik i k
A AS j A F dVdt
c x x
   
            . 
Для первого слагаемого в круглых скобках меняем местами индексы 
i  и k , а также пользуемся антисимметричностью тензора ikF . Тогда по-
лучим 
1 1
4
i
i i ik
i ik k
AS j A F dVdt
c x
  
      . 
Второй из этих интегралов «берем по частям в 4-пространстве», т. е. 
применяем теорему Гаусса при интегрировании по объему и интегриру-
ем по частям по времени: 
2
1
1 1
4 4
ik
i i i ik i k
i ik k
tF iS j A A dVdt F AdS
tc x c
    
        . 
Последний интеграл равен нулю по двум причинам: в начальный и 
конечный моменты времени поле фиксировано, а интегрирование ве-
дется по бесконечно удаленной поверхности, где поле исчезает. Таким 
образом, 
1 1 04
ik
i i
i ik k
FS j AdVdt
c x
 
        
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и поскольку вариации iA  произвольны, нулю должен равняться коэф-
фициент перед iA : 
 4ik i
k k
F j
x c
  .  (7.1) 
Это и есть четырехмерное уравнение для поля. Его пространствен-
ные компоненты (см. (6.4) для элементов тензора поля) эквивалентны 
следующему векторному уравнению 
 1 4rot EH j
c t c
 
  ,  (7.2) 
а четвертая компонента дает 
 div 4E  .  (7.3) 
Выражения (7.2) и (7.3) являются второй парой уравнений Максвелла 
и вместе с (5.9) и (5.10) составляют основу теории электромагнитного 
поля – электродинамики. 
Заметим следующее обстоятельство. Если взять дивергенцию от (7.2) 
и использовать (7.3), то получим 
 div 0j
t
  
 .  (7.4)  
Это так называемое уравнение непрерывности. Оно, собственно,  
не имеет отношения к теории поля, а выражает закон сохранения элек-
трического заряда. Действительно, если проинтегрировать (7.4) по про-
извольной области пространства, ограниченной поверхностью S  и при-
менить теорему Гаусса, то получается 
dV jdS
t
   
 , 
т. е. изменение полного заряда в объеме равно притоку заряда через  
ограничивающую объем поверхность, что соответствует Ломоносов-
ской формулировке закона сохранения: «если где чего прибудет, то  
в другом месте столько и убудет».  
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Таким образом, введя один 4-вектор поля и построив из него  
4-тензор, мы с помощью принципа наименьшего действия построили 
всю электродинамику (или, как минимум, ее основы).  
 
7.2. Плотность и поток энергии. Вектор Пойнтинга  
 
Умножим обе части уравнения (7.2) на E , а уравнения (5.23) на H  и 
почленно вычтем полученные уравнения: 
 1 4 rot rotE HE H jE H E E Hc t t c           
        .  
Воспользуемся известной формулой векторного анализа 
div , rot rota b b a a b      
       
и получим 
 2 21 4 div ,2 E H jE E Hc t c        
     
или 
  2 21 div8 E H jE St     
 .  (7.5) 
Вектор 
 ,4
cS E H    
     (7.6) 
называют вектором Пойнтинга. 
Проинтегрируем (7.5) по некоторому объему и применим к послед-
нему члену теорему Гаусса: 
 
2 2
8
E H dV EjdV Sdf
t 
       
  .  (7.7) 
Последний интеграл в правой части берется по ограничивающей 
объем замкнутой поверхности, где df – элемент площади этой поверх-
ности. Подынтегральное выражение первого интеграла в правой части  
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с помощью (6.7) выражается через изменение кинетической энергии 
частиц, находящихся в данном объеме (см. также (6.11) и (6.8)): 
a a кин
a a
EjdV e v E
t
   
   . 
В итоге из (7.7) получим 
 
2 2
8 кинa
E H dV Sdf
t

         
 .  (7.8)  
Из (7.8) следует, что величина 
 
2 2
8
E HW 
   (7.9) 
имеет смысл плотности энергии электрического поля (энергии единицы 
объема), а вектор Пойнтинга – это плотность потока энергии. Уравне-
ние (7.9) выражает сохранение суммарной энергии зарядов и поля. 
 
 
ЛЕКЦИЯ 8.  Уравнения Максвелла 
 
8.1. Уравнения Максвелла в СИ 
 
Система четырех уравнений Максвелла и два материальных уравне-
ния, записанные в СИ, имеет вид 
rot BE
t
  
 ,        div 0B  ,       rot BH j
t
  
   ,     div D   ,  
0D E 
  ,     0B H 
  , 
где электрическая постоянная 120 8,85 10    Ф/м, магнитная постоян-
ная 70 12,56 10    Гн/м,   и   – диэлектрическая и магнитная прони-
цаемости среды, соответственно; для вакуума 1   и 1  .  
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Единицы электромагнитных величин в СГС и в СИ 
Объемная плотность заряда    = 1 ед. СГС  103,34 10  Кл/м3; 
Плотность электрического тока  j  = 1 ед. СГС  63,34 10  А/м2; 
Напряженность электрического поля  E  = 1 ед. СГС  43 10  В/м; 
Напряженность магнитного поля  H  = 1 Эрстед  79,6 А/м; 
Индукция электрического поля  D  = 1 ед. СГС  77,96 10  Кл/м2; 
Индукция магнитного поля  B  = 1Гаусс = 410  Тл. 
 
8.2. Краткие математические сведения  
 
В определенном смысле теоремы Гаусса, Стокса, формула интегри-
рования по частям родственны между собой и являются следствием 
простейшей формулы математического анализа: 
      b
a
bdf dx f b f a f x
adx
        ,  (8.1) 
которая сама есть следствие основной в интегральном исчислении фор-
мулы Ньютона-Лейбница. Формула (8.1) гласит, что интеграл от произ-
водной функции выражается через значения функции на концах интег-
рирования. Если функция f является произведением двух функций 
( f gh ), то из (8.1) получаем 
b
a
bdg dhh g dx gh
adx dx
                
или 
 
b b
a a
bdg dhh dx g dx gh
adx dx
              ,  (8.2) 
т. е. получаем формулу интегрирования по частям: интеграл от произве-
дения функции на производную от другой функции выражается через 
интеграл, в котором производная берется от другой функции и внеинте-
гральный член – разность произведения этих функций на краях интер-
вала. 
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Посмотрим теперь с этой точки зрения на теорему Гаусса  
 divQdV QdS    .  (8.3) 
В (8.3) Q  – произвольный, зависящий от координат вектор. Интегри-
рование левого выражения ведется по некоторому объему; dV  – эле-
мент объема. Интегрирование правого выражения ведется по замкнутой 
поверхности, ограничивающей этот объем. dS  – векторный элемент 
площади поверхности, численно равный площади элементарной пло-
щадки и направленный по внешней нормали к поверхности в данной ее 
точке. Формула (8.3) по сути является трехмерным аналогом одномер-
ной формулы (8.1): операция «дивергенция от вектора» – это аналог 
производной от функции, «краями» объемного интервала является его 
поверхность, поэтому значения на краях превращаются в интеграл по 
поверхности. Чтобы перейти в (8.3) к одномерному случаю, предполо-
жим, что вектор Q  направлен по оси x  и что зависит он только от x , 
т. е.  Q f x i  , а в качестве объема возьмем прямоугольник, который 
по x  располагается между a  и b , а грань, перпендикулярная x  имеет 
единичную площадь. Тогда из (8.3) мы получаем (8.1)  
div xdQ dfQ
dx dx
  ,  
интеграл по грани в точке b  равен    f b iS f b , а 
     f b i S f a   , поскольку внешняя нормаль в точке a  направлена 
противоположно оси x . Потоки же через боковые грани равны нулю, 
поскольку вектор Q  перпендикулярен нормалям к ним. Т. е. в одномер-
ном случае (8.3) превращается в (8.1). 
Совершенно аналогично формуле интегрирования по частям (8.2) 
для двух функций (скалярной f  и векторной Q ) в трехмерном случае 
получаем  
 div gradf QdV Q f dV fQdS          ,  (8.4) 
трехмерный аналог производной от скаляра – градиент.  
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После сказанного очевидно, что теорема Стокса есть двумерный ана-
лог формулы (8.1). 
 rotQdS Qdl     . (8.5) 
Интегрирование в левой части выражения осуществляется по произ-
вольной поверхности, а справа – по ограничивающей ее линии. Элемент 
длины равен dl  и направлен по касательной. В целом все написанные 
формулы – это только частные аналоги формулы (8.1).  
Распишем формулу (8.3) в виде i i i
i ii
Q dV Q dS
x
        и подумаем, 
а важна ли в этой формуле сумма?  
Запишем без суммы  
 i
i
F dV FdS
x
        (8.6)  
и докажем правильность, разбивая объем на бесконечно тонкие трубки, 
параллельные оси x , и для каждой используя формулу (8.1). Здесь F  – 
любая (скалярная, векторная, тензорная) функция. Если F – скаляр, то 
F f . Тогда из (8.6) прямо следует 
 grad f dV fdS     .  (8.7) 
Если же F  – компонента вектора, то kF Q . Тогда составляя из про-
изводных k
i
Q
x

  компоненты вектора rot Q
 , мы получим из (8.6) 
 rot ,Q dV dS Q         .  (8.8) 
Точно так же, как из (8.3) мы получили (8.4) – формулу типа интег-
рирования по частям, а из (8.6) получим 
 i
i i
F GG dV F dV FGdS
x x
                 ,  (8.9) 
где G  и F  – любые функции.  
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Это самый общий вид интегрирования по частям в трехмерном случае. 
Аналогичные действия можно проделать и с двумерным интегрирова-
нием типа теоремы Стокса. Важным выводом из всего вышесказанного 
является то, что существует общность во многих математических выра-
жениях и операциях, которые на первые взгляд кажутся разными. 
И еще несколько замечаний по поводу плотности и потока энергии (7.8)  
2 2
8 кинa
E H dV Sdf
t

         
 . 
В предыдущей лекции было кратко отмечено, что эта формула выра-
жает сохранение энергии. Имеет смысл добавить еще следующее. 
Левая часть равенства представляет собой изменение со временем 
(или в единицу времени) некоторой величины, которую естественно 
считать энергией поля и частиц в некотором объеме; второе слагаемое – 
энергия частиц. Подынтегральная функция этого выражения – это энер-
гия единицы объема поля, т. е. плотность энергии поля. Интегрирование 
в правой части ведется по ограничивающей объем поверхности, где 
df
  – элемент площади этой поверхности. Поэтому интеграл имеет 
смысл энергии, уносимой полем из объема через поверхность. Следова-
тельно, величина вектор Пойнтинга S  – это плотность потока энергии. 
Если площадка df  расположена перпендикулярно вектору S , т. е. 
внешняя нормаль к ней параллельна ему, то Sdf Sdf . Тогда S  – это 
количество энергии, протекающее в единицу времени через площадку 
единичной площади, расположенную перпендикулярно к направлению 
потока энергии. Любая плотность потока какой-либо величины имеет 
именно такой смысл, например, плотность электрического тока – это 
заряд, протекающий в единицу времени через площадку единичной 
площади, расположенную перпендикулярно к направлению тока.  
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ЛЕКЦИЯ 9.  Постоянное электромагнитное поле.  
Закон Кулона. Энергия зарядов  
 
9.1. Уравнение Пуассона. Закон Кулона  
 
Для постоянного электрического (электростатического) поля уравне-
ния Максвелла (7.3) и (5.23) имеют вид: 
 div 4E  ,  (9.1) 
 rot 0E  .  (9.2) 
Четырехмерный потенциал при этом удобно выбрать так, чтобы от 
нуля отличалась только 4-ая компонента – скалярный потенциал  ,  
а векторный потенциал (3.2). 0A  . Тогда из (3.9) имеем 0H  , а из (3.8)  
 gradE   .  (9.3) 
Кстати, мы могли это написать и не обращаясь к четырехмерному 
потенциалу: из математической теории поля известно, что векторное 
поле, ротор которого равен нулю, является градиентом некоторого ска-
лярного поля – это следствие теоремы Гельмгольца.  
Подставляя (9.3) в (9.1), получаем уравнение для потенциала посто-
янного электрического поля – уравнение Пуассона: 
 4   .  (9.4) 
В пустоте, т. е при  = 0, потенциал удовлетворяет уравнению Лапласа 
   =0.  (9.5) 
Определим поле, создаваемое точечным зарядом. Из соображений 
симметрии ясно, что оно направлено в каждой точке по радиус-вектору, 
проведенному из точки, в которой находится заряд e . Из тех же сооб-
ражений ясно, что абсолютная величина E  напряженности поля будет 
зависеть только от расстояния R  до заряда. Для нахождения E  проин-
тегрируем уравнение (9.1) по объему шара радиуса R , центр которого 
совпадает с зарядом. По теореме Гаусса имеем 
div 4EdV EdS dV        
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или 
24 4R E e  ,  
откуда 
 2eE R   (9.6) 
или в векторном виде 
 3eRE R
 .  (9.7) 
Это и есть закон Кулона.  
Потенциал электростатического поля 
 e
R
  , (9.8) 
что легко проверить, пользуясь (9.3). 
Если мы имеем систему зарядов, то создаваемый ими потенциал равен 
 a
a a
e
R
   ,  (9.9) 
где aR  – расстояние от заряда ae  до точки, в которой мы ищем потенциал. 
Если ввести плотность заряда  , то согласно (6.8) имеем 
 dV
R
   ,  (9.10)  
где расстояние от элемента объема dV  до точки, потенциал которой 
вычисляется, равно 0R r r   , а r и 0r  – радиус-векторы элемента объема 
и точки наблюдения, соответственно. 
В Лекции 6 плотность заряда точечного заряда выражалась через  -
функцию. Подставляя выражение (6.14) для одного заряда в формулу 
(9.4) с учетом (9.8), получаем  
  1 4 RR      
 .  (9.11)  
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Это соотношение нетрудно проверить при 0R  :  
 32 2 2 2 2 2 2
1 1divgrad div xi yj zk
R x y z x y z
                        
 
  
 
 
 
2 2 2
3 5
2 2 2 2 2 22 2
33 0x y z
x y z x y z
    
   
 . 
Иными словами, функция 1 R  при 0R   удовлетворяет уравнению 
Лапласа (9.5).  
 
9.2. Электростатическая энергия зарядов 
 
Используя формулу (7.9) для плотности энергии поля, запишем пол-
ную энергию электростатического поля 
 218U E dV  .  (9.12) 
Интегрирование ведется по всему пространству. Причина, по кото-
рой данная энергия обозначена буквой U , как потенциальная, будет по-
нятна позднее. Подставляя в (9.12) напряженность E  (9.3), получаем 
  1 1grad div div8 8U E dV E dV EdV            .  
Первый из этих интегралов по теореме Гаусса равен интегралу по 
бесконечно удаленной поверхности и поэтому равен нулю (поле там = 0). 
Подставляя во второй интеграл уравнение Максвелла (7.3), получаем 
 12U dV  ,  (9.13) 
а для системы точечных зарядов, используя (6.8) 
 12 a aaU e   , (9.14) 
где a – потенциал в точке расположения a -го заряда.  
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Сравните (9.14) со школьной формулой для потенциальной энергии 
заряда в поле U e , где потенциал определяется как энергия единич-
ного заряда в поле, а также с формулой (3.6) для энергии заряда в поле. 
Кажется, что в формуле (9.14) присутствует лишняя «половинка». На 
самом деле тут нет противоречия. Поскольку суммирование ведется по 
всем зарядам, то следует учитывать, что один заряд создает потенциал 
для другого, а другой, в свою очередь, создает потенциал для первого. 
Коэффициент 1 2 в (9,14) как раз и устраняет это удвоение.  
Из (9.14) нетрудно понять, что энергия статического электрического 
поля – это потенциальная энергия зарядов в поле или, другими словами, 
потенциальная энергия взаимодействия зарядов друг с другом, посколь-
ку именно заряды создают поле. Чтобы убедиться в этом, подставим в 
(9.14) значение потенциала из закона Кулона (9.9) 
 12
a b a b
a b a bab ab
e e e eU
R R

 
   ,  (9.15) 
где U   – имеющая физический смысл потенциальная энергия взаимо-
действия зарядов, не включающая взаимодействие точечного заряда са-
мого с собой ( a b ), a abR  – расстояние между зарядами a  и b .  
Соответственно, вместо (9.14) следует написать формулу,  
 12 a aa
U e     ,  (9.16) 
где 
 ba
a b ab
e
R


 ,  (9.17) 
представляет собой имеющий физический смысл потенциал в точке a , 
который не учитывает вклада точечного заряда, расположенного в этой 
точке. 
И в завершение данной лекции стоит напомнить несколько матема-
тических определений, которые нам понадобятся в следующей лекции.  
Дифференциал – главная, линейная по изменению переменных часть 
изменения функции. Пусть имеем функцию    1 2, ,... if x x f x . тогда 
дифференциал функции нескольких переменных 
1 2
1 2
... i
i i
f f fdf dx dx dx
x x x
        . 
 64
Коэффициенты перед дифференциалами переменных в этой сумме – 
частные производные функции по соответствующим переменным, т. е. 
производные при предположении постоянства других переменных. яд 
Тейлора 
          1... ...!
nnf x x f x f x x f x x
n
           
 
 
ЛЕКЦИЯ 10.  Дипольный и мультипольные моменты 
 
10.1. Диполь. Дипольный момент  
 
Рассмотрим поле, создаваемое системой зарядов на расстояниях, 
больших размеров системы.  
Расположим начало координат 
внутри системы зарядов (рис. 2.5). 
Если ar  – радиус-векторы отдельных 
зарядов, то потенциал поля (9.9), 
создаваемого всеми зарядами в точ-
ке с радиус-вектором 0R
 , равен  
 
0
a
a a
e
R r
     .  (10.1)  
Исследуем это выражение при больших 0R , т. е. при 0 aR r . Для 
этого разложим его в ряд по степеням малого отношения 0ar R . Любая 
функция от разности векторов  0f R r   может быть разложена в сте-
пенной ряд по компонентам ir  как функция трех переменных  
        20 00 0
0 0 0
1 ...2i i ki iki i k
f R f R
f R r f R r rr
R R R
        
     (10.2) 
Это разложение функции в ряд Тейлора по трем переменным – ir . 
Первый член разложения не содержит малой величины r , второй  
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содержит ее в 1-ой степени, третий – во второй и т. д. Соответственно, 
можно написать 
      0 1 2 ...       ,  (10.3) 
где каждый член разложения пропорционален соответствующей степе-
ни ar :  1 1ar  . Данное разложение потенциала на больших расстояниях 
от системы зарядов называется мультипольным разложением.  
Определим несколько первых членов этого разложения. Используя 
(10.2) для каждого члена суммы по a  в (10.1) и заменяя r  на ar , получаем: 
  0
0
1
a
a
e
R
   ,  (10.4) 
 1
0
1
a a
a
e r grad
R
      
   
или 
    01 3
0
,d R
R
 
 
,  (10.5) 
где 
 a a
a
d e r  .  (10.6) 
Таким образом, в главном (нулевом) приближении систему можно 
заменить точечным зарядом, равным суммарному заряду системы. Если 
суммарный заряд системы равен нулю (например, для атома), то 
 0 0  . 
Вектор d  называется дипольным моментом системы зарядов, а 
 1  – дипольным членом разложения потенциала.  
Отметим, что потенциал  1  быстрее спадает с увеличением рас-
стояния от системы зарядов, чем  0 :  1 2
0
1
R
  . Потенциал  1  меньше 
потенциала  0  примерно в 
0
ar
R
 раз при условии, что суммарный заряд 
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не равен нулю. В теоретической физике в этом случае считается, что 
разложение ведется по малому параметру 
0
ar
R
. Это означает, что каждый 
последующий член разложения меньше предыдущего примерно в это 
число раз. 
В скалярном виде выражение (10.5) имеет вид 
  1 2
0
cosd
R
  ,  (10.7) 
где   – угол между направлениями 0R
  и дипольного момента d . 
 
10.2. Квадрупольный момент системы зарядов  
 
Напряженность электрического поля gradE    (9.3) также может 
быть подвергнута мультипольному разложению 
          0 1 2 ..., gradk kE E E E E           .  (10.8) 
Для  1E  имеем 
    1 3
0
3 ,n d n d
E
R

    ,  (10.9) 
где n  – единичный вектор в направлении 0R
 .  
Из (10.9) видно, что дипольный вклад в напряженность зависит от 
расстояния до системы зарядов пропорционально 3
0
1
R
. Этот вклад явля-
ется главным для электронейтральной системы зарядов, т. е. при 
0a
a
e    0 0E  . В системе координат, направление оси z  которой 
совпадает с направлением d , а вектор 0R
  лежит в плоскости xz  (его 
азимутальный угол  ) 
  
21
3
0
2 cos
x
dE
R
 ,   1 3
0
3 sin cos
z
dE
R
  .  (10.10) 
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В простейшем случае системы из двух одинаковых по величине, но 
разных знаков зарядов  2 1e e e    ее дипольный момент, как следует 
из (10.6), равен 
 12d er
  ,  (10.11) 
где 12r  – радиус-вектор от заряда 2 к заряду 1.  
В случае особой симметрии расположения заряда дипольный момент 
системы может быть равен нулю (рис. 2.6).  
Найдем квадрупольным член разложения  2 . Из (10.1) и (10.2) по-
лучаем 
 
2
2 0
0 0
1
1
2 a ai aka ik i k
R
e r r
R R

        , 
2
0 0 0
5 3
0 0 0 0
1
3 i k ik
i k
R R R
R R R R

        ,  
   2 23
0
1 1 32 a i k ai ak aa ik
e n n r r r
R
     , 
где 2 2a ai ik ai ak
i ik
r r r r   .  
Поскольку 1ik i k
ik
n n  , получаем 
 2
3
0
1
2 ik i kik
D n n
R
    , 
где 
  23ik a ai ak a ik
a
D e r r r   .  (10.12) 
Тензор ikD  называется квадрупольным моментом системы зарядов. 
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Из процедуры разложения ясно, что произвольный член мультиполь-
ного разложения равен 
 
0 0
k
k a ae M r
R R
          , 
где M – функция от углов, определяющих направление вектора 0R
   
относительно системы зарядов. 
 
10.3. Система зарядов во внешнем поле 
 
Рассмотрим систему зарядов, находящуюся во внешнем квазиодно-
родном электрическом поле, т. е. в поле, слабо меняющемся на протя-
жении этой системы. Это имеет место в том случае, если поле создано 
далекими от этой системы зарядами. Согласно (3.6) потенциальная 
энергия зарядов во внешнем поле равна 
  a a
a
U e r  .  (10.13) 
Поскольку поле на расстояниях ar  изменяется слабо, разложим энер-
гию в ряд по степеням этой величины 
    0 1 ...U U U   ,  (10.14) 
  0 0 a
a
U e  ,  (10.15) 
где 0  – потенциал в начале координат.  
В низшем приближении систему можно считать суммарным точеч-
ным зарядом. В следующем приближении 
    1 00grad a a
a
U e r E d    ,  (10.16) 
где 0E
  – напряженность поля в начале координат, а d  – дипольный мо-
мент системы. 
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Полная сила, действующая на систему зарядов с точностью до чле-
нов первого порядка включительно, равна 
   0 0grad , ,aaF U E e d E        .  (10.17) 
Для нейтральной системы зарядов отлично от нуля только второе 
слагаемое. 
Сила, действующая на каждый заряд системы  a a af e E r   , поэтому 
полный момент всех действующих на систему сил равен 
 0 0, , ,a a a a
a a
K r f e r E d E                 .  (10.18) 
Рассмотрим взаимодействие двух систем зарядов, расстояние между 
которыми велико по сравнению с размерами каждой системы. Пусть 
суммы зарядов в каждой из них равны нулю, т. е. обе системы являются 
электронейтральными. Одну из этих систем (для определенности, вто-
рую) можно рассматривать как находящуюся в поле другой, тогда из 
(10.14) и (10.16) имеем 
  2 1,U d E    , (10.19) 
где 1E
  – напряженность электрического поля первой системы. 
Подставляя выражение (10.9), получаем 
     1 2 1 23 5, 3 , ,d d d R d RU R R 
    
,  (10.20) 
где R  – вектор, задающий положение второй системы относительно 
первой.  
Если же одна из систем имеет полный заряд e , а вторая – нейтраль-
на, то из (10.19) и закона Кулона (9.7) получаем 
  3,d RU e R 
 
,  (10.21) 
где R – вектор, направленный от диполя к заряду. 
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ЛЕКЦИЯ 11.  Постоянное магнитное поле 
 
11.1. Магнитное поле стационарных токов.  
Закон Био-Савара-Лапласа  
 
Рассмотрим магнитное поле, создаваемое не зависящими от времени 
(стационарными) электрическими токами. Из-за отсутствия временной 
зависимости производная по времени в уравнении (7.2) отсутствует и 
уравнения Максвелла (5.24) и (7.2), определяющие магнитное поле, 
имеют вид 
 div 0H  ,  (11.1) 
 4rotH j
c
  .  (11.2) 
Согласно (3.9) векторный потенциал подчиняется уравнению 
rotH A  , подставляя это в (11.2), имеем 
  4grad div A A jc     .  
В лекции 3 было показано, что векторный потенциал поля определен 
неоднозначно: на него можно наложить любое одно дополнительное ус-
ловие. Удобно выбрать такую калибровку потенциала, при которой 
 div 0A  . (11.3) 
Тогда уравнение для векторного потенциала приобретает вид 
 4A j
c
    .  (11.4) 
Поскольку уравнение (11.4) при замене j  на   аналогично уравне-
нию Пуассона (9.4), его решение можно записать подобно решению 
(9.10) уравнения Пуассона: 
 1 jA dV
c R
    
 ,  (11.5)  
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где R  – расстояние от точки наблюдения поля до элемента объема dV . 
Напряженность поля равна 
1rot rot jH A dV
c R
     
 .  
При вычислении ротора от подынтегрального выражения в этой 
формуле следует пользоваться известной формулой 
 rot rot grad ,fa f a f a       ,  
где f  и a  – любые скаляр и вектор, соответственно.  
Следует также учитывать, что при вычислении ротора переменной 
считается координата точки наблюдения, и поэтому вектор j следует 
считать постоянным  
3
,1rot grad , j Rj a
R R R
               
  .  
Тогда с учетом того, что вектор R  направлен из dV  в точку, где оп-
ределяется магнитное поле, получаем закон Био-Савара-Лапласа 
 3
,1 j RH dV
c R
   
 .  (11.6) 
 
11.2. Магнитный момент 
 
Рассмотрим магнитное поле, создаваемое системой стационарно 
движущихся зарядов на больших расстояниях от этой системы. Эта за-
дача аналогична мультипольному разложению для электрического поля.  
Выберем начало координат в центре системы зарядов и введем те же 
радиусы векторы 0R
  и ar , что и в лекции 10 (рис. 2.5). Воспользовав-
шись аналогичностью этой задачи и задачи о нахождении электрическо-
го поля на большом расстоянии от системы зарядов, рассмотренной в 
лекции 10, запишем окончательные результаты.  
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Магнитным моментом системы называется величина  
  1 ,2m e r vc    .  (11.7)  
Магнитное поле на большом расстоянии равно 
  3
0
3 ,n m n m
H
R

    .  (11.8)  
Сравните полученное выражение для магнитного момента (11.7)  
с выражением для дипольного момента (10.6), а выражение (11.8) –  
с выражением (10.9) для электрического поля.  
Важно, что член нулевого порядка аналогичный (10.4) для электри-
ческого поля, в разложении для магнитного поля отсутствует. Это явля-
ется следствием того факта, что магнитных зарядов не существует, т. е. 
так называемый монополь Дирака пока не обнаружен.  
Любопытно, что если у всех зарядов системы отношение заряда к 
массе одинаково, в частности, если система состоит из одинаковых час-
тиц, то магнитный момент системы непосредственно выражается через 
ее механический момент  
  ,2 2
e em m r v M
mc mc
     .  (11.9) 
Здесь использовано выражение М(2.8) для механического момента и 
приближенно верное при v c  классическое выражение для импульса 
p mv  . 
 
 
ЛЕКЦИЯ 12.  Электромагнитные волны 
 
12.1. Волновое уравнение 
 
Статическое электрическое и магнитное поля, как было показано в 
лекциях 10 и 11, создаются зарядами и токами. Переменное же электро-
магнитное поле (зависящее от времени) может существовать в отсутст-
вие поблизости зарядов. Такие поля называют электромагнитными 
волнами.  
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Электромагнитное поле в вакууме определяется уравнениями Мак-
свелла, в которых нужно положить 0   и 0j  : 
 1rot HE
c t
  
 ,  div 0H  ,  (12.1) 
 1rot EH
c t
 
 ,  div 0E  .  (12.2) 
Выведем уравнение для потенциалов электромагнитных волн. По-
скольку на потенциалы в силу их неоднозначности можно наложить од-
но дополнительное условие, то выберем в качестве его равенство 
 0  .  (12.3) 
Тогда выражения (3.8) и (3.9) сводятся к  
 1 AE
c t
   
 ,  rotH A  .  (12.4) 
Подставим эти выражения в первое из уравнений (12.2). Воспользо-
вавшись известным равенством 
rot rot graddivA A A      , 
и приняв во внимание то, что для зависящего от времени вектор-
потенциала div 0A  , а это видно, если подставить E  из (12.4) во второе 
из уравнений (12.2), получим 
 
2
2 2
1 0AA
c t
   
 .  (12.5) 
Это уравнение, определяющее вектор-потенциал электромагнитных 
волн, называется волновым уравнением или уравнением Даламбера. 
Подстановка (12.4) в уравнения (12.1) приводит к тождествам. 
Применяя к (12.5) операции rot  и 
t

  с учетом (12.4), убеждаемся, 
что напряженности E  и H  удовлетворяют таким же волновым уравне-
ниям. 
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12.2. Плоские волны  
 
Рассмотрим частный случай волн, при котором поле зависит только 
от одной координаты (и времени). Такие волны называются плоскими. В 
этом случае волновое уравнение (12.5) имеет вид 
 
2 2
2
2 2 0f fct x
    ,  (12.6) 
где f  – любая компонента векторов E  или H .  
Непосредственной подстановкой легко убедиться, что решение этого 
уравнения имеет вид 
 1 2x xf f t t f tc c
             ,  (12.7) 
где 1f  и 2f  – произвольные функции.  
Значение функции 1f  не меня-
ется при constx ct  . Значит, эта 
функция описывает плоскую вол-
ну произвольной формы, движу-
щуюся со скоростью c  вправо, а 
2f , соответственно, волну, дви-
жущуюся влево (рис. 2.7).  
Рассмотрим плоскую волну, 
бегущую вправо ( 2 0f  ). Все величины в ней являются функциями пе-
ременной xt
c
 . Из (12.4) получаем 
 1E A
c
   , 1 ,H n A
c
    
  ,  (12.8) 
где штрих означает дифференцирование по переменной xt
c
 , n  – орт 
направления распространения волны (оси x ).  
Подставляя первое из равенств (12.8) во второе, получаем 
 ,H n E   
  .  (12.9) 
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Из равенства div 0A   следует 0xA  , откуда, с учетом (12.8), полу-
чаем  
0xE  . 
Из полученных формул следует, что электрическое и магнитное поля 
плоской волны направлены перпендикулярно к направлению ее распро-
странения. Поэтому электромагнитные волны называют поперечными. 
Более того, как следует из (12.9), поля E  и H  взаимно перпендикуляр-
ны и равны по величине. 
Поток энергии (7.6) в плоской волне 
2, , ,4 4 4
c c cS E H E n E E n            
      . 
При раскрытии двойного векторного произведения использовано, 
что  , 0E n   . Используя выражение (7.9) для плотности энергии поля. 
Запишем 
 S cWn  .  (12.10) 
Смысл этой формулы весьма прозрачен: энергия плотностью W  рас-
пространяется со скоростью света c  в направлении n . 
  
12.3. Монохроматическая плоская волна  
 
Волна, в которой поле является простой периодической функцией 
времени  cos t  , где   – циклическая частота, называется моно-
хроматической. В случае монохроматической плоской волны, распро-
страняющейся вправо, заданной оказывается и зависимость всех вели-
чин от координаты (12.7)  
 cos xf t
c
         ,  (12.11)  
где   не зависит ни от времени, ни от координаты x
c
       .  
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Такую зависимость, например, для вектор-потенциала, удобно запи-
сывать в виде вещественной части комплексного выражения 
 0Re
xi t
cA A e
          
  ,   (12.12) 
где 0A
 – некоторый постоянный комплексный вектор.  
Величина 2 c   есть длина волны, а вектор 
 k n
c
    (12.13) 
называется волновым вектором. С его помощью (12.12) перепишем в 
виде, не зависящем от выбора осей координат 
   0Re i k r tA A e      .  (12.14) 
Если мы производим над величинами только линейные операции, 
можно опускать знак Re  и использовать его только при записи конеч-
ных результатов. Так, подставив  0 i k r tA A e  
    в (12.4), получим связь 
между напряженностями и вектор-потенциалом монохроматической 
плоской волны 
 E ikA  ,   ,H i k A   
  .  (12.15) 
 
12.4. Поляризация волны 
 
Рассмотрим изменение со временем поля волны   0Re i kr tE E e      в 
заданной точке пространства при параллельности волнового вектора k  
оси x . Записав y -компоненту поля в виде 10 1 iyE a e  , где 1a  и 1  – 
действительные числа, 1 0a   и подобным же образом 0zE  через вели-
чины 2a  и 2 , имеем 
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  1 1cosyE a    ,  2 2coszE a    , kr t   .  (12.16) 
По отношению к величинам yE  и zE  уравнения (12.16) – это уравне-
ние эллипса в параметрической форме относительно параметра   с на-
клонными главными осями. Конец вектора E  описывает со временем 
эллипс в плоскости, перпендикулярной направлению распространения 
волны. Такая волна называется эллиптически поляризованной (рис. 2.8).  
Повернем систему координат так, чтобы оси y  и z  стали параллель-
ны главным осям эллипса. В этих осях компоненты поля имеют вид 
 1 cosyE b    ,     2 sinzE b    .  
При максимальном значении yE  компонента 0zE  .  
Возводя в квадрат и складывая эти уравнения, получим уравнение 
эллипса в канонической форме 
2 2
1 2
1y zE E
b b
          
.  
Если 1 2b b , эллипс превращается в 
окружность. В результате вектор E  вра-
щается, оставаясь постоянным по вели-
чине. В этом случае говорят, что волна 
поляризована по кругу. Если при этом 
1 2b b , то вращение происходит по направлению винта, ввинчиваемого 
вдоль оси x , то имеет место правая поляризация, а если 2 1b b  , то 
вращение происходит в обратном направлении и имеет место левая по-
ляризация.   
Если 2b  или 1b  равны нулю, то поле везде и всегда направлено по од-
ной оси. Волну в этом случае называют линейно (или плоско) поляризо-
ванной. 
На практике часто встречаются волны лишь приближенно монохро-
матические, их поляризация изменяется со временем. Такие волны на-
зывают частично поляризованными.  
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ЛЕКЦИЯ 13.  Распространение света 
 
13.1. Геометрическая оптика 
 
Геометрическая оптика соответствует случаю малых длин волн 
 0  . Электромагнитные волны, не являющиеся плоскими, тем не 
менее можно рассматривать как плоские в каждом небольшом участке 
пространства. Для этого необходимо, чтобы амплитуда и направление 
распространения волны почти не менялись на протяжении расстояний 
порядка длины волны. При этом можно ввести понятие лучей – линий, 
касательная к которым в каждой точке совпадает с направлением рас-
пространения волны. Геометрическая оптика рассматривает распро-
странение волн, в частности, света, как распространение лучей, совер-
шенно отвлекаясь от их волновой природы. 
Выведем уравнение, определяющее направление лучей. Пусть f  – 
любая величина, описывающая поле волны. В плоской монохроматиче-
ской волне (12.16) 
  i kr tf ae   

.  (13.1) 
Напишем выражение для поля в виде 
 if ae .  (13.2) 
В случае, когда волна не является плоской, но геометрическая оптика 
применима, амплитуда a  является, вообще говоря, функцией координат 
и времени, а фаза  , называемая также эйконалом (от греч. εἰκών – изо-
бражение), не имеет простого вида, как в (13.1). Существенно то, что 
эйконал является большой величиной, что видно из того, что он меняет-
ся на 2  на протяжении длины волны, а геометрическая оптика соот-
ветствует пределу 0  . 
В малых участках пространства и интервалах времени эйконал мож-
но разложить в ряд, с точностью до членов первого порядка  
0
d dr t
dr dt
      .  
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Начало координат и начало отсчета времени выбраны в рассматривае-
мом участке пространства. Сравнивая это выражение с (13.1), напишем 
 dk grad
dr
    ,  ddt
    . (13.3) 
Из (12.13) 
2
2k
c
     . Подставляя сюда (13.3), имеем 
 
2 2
2
1d d
dr c dt
      .  (13.4) 
Это уравнение эйконала является основным в геометрической оптике. 
Из уравнений (13.3) следует замечательная аналогия между геомет-
рической оптикой и механикой частиц. В механике М(4.6) действие S  
связано импульсом p  и функцией Гамильтона H  частицы соотношением 
dSp
dr
  ,  dSH dt  . 
Сравнивая эти соотношения с (13.3), видим, что волновой вектор  
играет в геометрической оптике роль импульса частицы, частота – роль 
функции Гамильтона, а эйконал подобен действию. Уравнение эйконала 
(13.4) – аналог уравнения Гамильтона-Якоби в оптике. Аналогия под-
тверждается соотношением (2.15) между энергией и импульсом части-
цы, имеющей нулевую массу покоя p
c
     и соотношением k c
 .  
С учетом указанной аналогии можем сразу записать оптический аналог 
уравнений Гамильтона М(4.1)  
 dk
dr
   , dr dk
  .  (13.5) 
В вакууме kc   и эти уравнения приводят к очевидным результа-
там: 0k  , r cn  , где n  – орт направления распространения. Заметим, 
что эти уравнения верны и при наличии сред.  
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13.2. Пределы геометрической оптики. Дифракция 
 
Рассмотрим волну, размер которой ограничен в направлении ее рас-
пространения (рис. 2.9) Определим, при каком размере волны невоз-
можно определить, какова длина этой волны. 
Очевидно, что если ее размер l   , то о 
длине волны говорить уже бессмысленно, по-
скольку длина волны неопределенна. Введем 
величину неопределенности длины волны Δλ. 
Понятно, что при l    неопределенность 
   , т. е. когда длину волны нельзя опре-
делить, это означает, что неопределенность 
этой величины больше ее самой, и, следовательно,     при l   .  
Поскольку волновой вектор k  непосредственно связан с длиной вол-
ны 2k 
     (12.13), то для неопределенности волнового вектора k  
верны те же неравенства  
k k   при l   , k k   при l   .  
Последние неравенства можно записать в виде kk
l
    или, учиты-
вая, что 1k  , в виде  
 1l k   .  (13.6) 
Можно показать, что это соотношение верно не только при l   , 
но и при произвольном соотношении этих величин. Из соотношения 
(13.6) («соотношения неопределенностей») 
следуют пределы применимости геометриче-
ской оптики и степень ее точности.  
Пусть световой луч проходит через отвер-
стие в экране шириной x  (рис. 2.10). При 
этом неопределенность в x -компоненте его 
волнового вектора порядка 1
x , следовательно, 
неопределенность в угле распространения 
луча относительно оси отверстия составляет 
 81
xk
k
    (при малых   sin     ) или 
 
x
   .  (13.7) 
Другими словами, степень отклонения луча от прямолинейного рас-
пространения, предписываемого геометрической оптикой, тем меньше, 
чем меньше отношение длины волны   к размеру отверстия x  (или 
преграды на пути распространения луча). 
Явления, наблюдающиеся в результате отклонения от геометриче-
ской оптики, называют явлениями дифракции. Различают дифракцию 
Фраунгофера и Френеля. Первый тип дифракции соответствует случаю, 
когда падающую на экран с отверстием волну можно считать плоской и 
при этом рассматривается распределение интенсивности I  прошедшего 
через экран света по углам. Например, если отверстие представляет со-
бой бесконечную щель шириной x , то это распределение имеет вид 
 
2
2
sin 2
xk
dI
d 
    .  (13.8) 
Характерная ширина этого распределения по углу соответствует со-
отношению (13.7).  
Дифракция Френеля – это ди-
фракция света от точечного источ-
ника, при которой за отклонения от 
геометрической оптики ответст-
венны области вблизи краев отвер-
стия, полуплоскости и т. д. 
(рис. 2.11). Метод нахождения по-
ля волны на значительном рас-
стоянии от экрана состоит в так на-
зываемом принципе Гюйгенса: ка-
ждую точку в поле световой волны, которая дошла до плоскости экрана, 
можно рассматривать как точечный источник света, распространяюще-
гося за экран: 
 2
ikR
p
kff e dS
iR  ,  (13.9) 
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где f  – любая величина для поля, pf  – в точке наблюдения, R  – рас-
стояние от точки на плоскости экрана до точки наблюдения, множитель 
ikRe R  – волна, дошедшая от вторичного точечного источника на про-
должении плоскости экрана до точки наблюдения. Интегрирование ве-
дется по верхней полуплоскости, откуда волны от вторичных источни-
ков доходят до наблюдателя.   
Анализ выражения (13.9) показывает, что существенный вклад в ин-
теграл дает только область размером порядка  120R   вблизи края экрана, 
0R  – расстояние от точки наблюдения до 
экрана. Характерное расстояние прохож-
дения света в область геометрической тени 
порядка  120R  . 
Распределение интенсивности света за 
экраном (рис. 2.12) схематически изобра-
жено на графике рис. 2.13.  
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ЛЕКЦИЯ 14.  Излучение электромагнитных волн  
 
14.1. Запаздывающие потенциалы 
 
Выведем уравнения поля, создаваемого движущимися зарядами. Для 
этого нам понадобится четырехмерный вид уравнений Максвелла (7.1). 
 4ik i
k k
F j
x c
   .  (14.1) 
На четырехмерный вектор потенциал поля вследствие градиентной 
инвариантности i i
i
fA A
x
    
 можно наложить одно дополнительное 
условие, наложим так называемое условие Лоренца 
 0k
k k
A
x
    (14.2) 
или в трехмерном виде, учитывая, что  ,iA A i   
 1div 0A
c x
 
 .  (14.3) 
Подставляя в (14.1) определение тензора поля (7.1) и учитывая (14.2), 
получаем уравнение, которое определяет потенциалы электромагнитно-
го поля iA   
 
2
2
4i
i
k k
A j
x c
    .  (14.4) 
В трехмерном виде оно записывается в виде двух уравнений для A  и 
для    
 
2
2 2
1 4AA j
c t c
   
  ,  (14.5) 
 
2
2 2
1 4
c t
     .  (14.6) 
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Когда заряды неподвижны, производная по времени равна нулю.  
В этом случае поля постоянны, и эти уравнения сводятся к уже извест-
ным нам уравнениям электростатики, в частности, (14.6) переходит  
в уравнение Пуассона (9.4), а (14.5) – в соответствующее уравнение для 
векторного потенциала (11.4). Для переменного поля в отсутствие заря-
дов и токов при 0j   эти уравнения переходят в однородные уравнения 
для волн (12.5). 
Решим уравнение (14.6) для случая точечного заряда    e t R   , 
расположенного в начале координат, величину заряда считаем завися-
щей от времени, R  – расстояние от начала координат. Везде, кроме на-
чала координат,   0R  , и мы имеем уравнение 
 
2
2 2
1 0
c t
    .  (14.7) 
Очевидно, что решение обладает центральной симметрией, т. е. зави-
сит только от R . Запишем оператор Лапласа в сферических координатах:  
2
2
1 R
R R R
          
и  
2
2
2 2 2
1 1 0R
R R R c t
           . 
Сделаем подстановку  ,R t
R
   в (14.7) 
2
R
R
R R
 
   , 
2 2
2 2 2 2
1 1 1RRR R R
R R R R R R R R R
   
                        
= 
2 2
2 2 2
1 1R
R R R R R R
                . 
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В итоге получаем уравнение относительно    
2 2
2 2 2
1 0
R c t
     . 
Но это есть уравнение для плоских волн (12.6), которое мы уже по-
лучали. Решение этого уравнения есть (12.7) 
1 2
R Rf t f t
c c
              . 
Ограничимся одной из этих функций аналогично тому, как мы это 
сделали в лекции 12. Положим 2 0f  . Тогда потенциал везде, кроме на-
чала координат имеет вид 
 1 Rt
R c
       ,  (14.8) 
где   – произвольна функция.  
Для определения функции   необходимо рассмотреть уравнение 
(14.6) вблизи начала координат 
  22 21 4 e Rc t       . (14.9) 
Для этого сравним (14.9) с уравнением (9.11) для потенциала, созда-
ваемого не зависящим от времени зарядом, 
 4 e R      ,  
которое приводит к закону Кулона e
R
  . Вблизи 0R   эти уравнения 
эквивалентны: членом с производной по времени в (14.9) можно пре-
небречь по сравнению с пространственными производными, поскольку 
последние ведут себя как 31 R . Таким образом, при 0R   выражение 
(14.8) должно иметь вид закона Кулона (для зависящего от времени за-
ряда), откуда следует, что    t e t   и, следовательно, 
1 Re t
R c
      . 
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Перейдем от результата для поля, создаваемого точечным зарядом, к 
полю, создаваемому распределенным зарядом (6.9), и получим 
 ( , ) , Rr t r t dV
R c
      
  ,  (14.10) 
где R r r     – вектор, указывающий точку, в которой определяется 
значение потенциала, относительно элемента объема dV dx dy dz    . 
Это же выражение можно записать в коротком виде 
 t R c dV
R
   .  (14.11) 
По аналогии, для векторного потенциала 
 1 t R cjA dV
c R
 
 .  (14.12) 
Выражения (14.11) и (14.12) называются запаздывающими потен-
циалами, поскольку поле в точке наблюдения создается зарядами в 
предшествующий момент времени, отстоящий от настоящего на время 
распространения взаимодействия R c . 
 
14.2. Дипольное излучение 
 
Рассмотрим поле, создаваемое системой движущихся зарядов на рас-
стояниях, больших по сравнению с ее размерами. Пусть 0R
  – это радиус-
вектор, проведенный из начала координат, находящегося внутри систе-
мы зарядов, в точку наблюдения поля P , а n  – единичный вектор в этом 
же направлении. Расстояние между точкой P  и зарядом в элементе объе-
ма dV , фигурирующее в формулах (14.11) и (14.12), 0R R r 
  , где r  – 
радиус-вектор этого элемента объема. На больших расстояниях от сис-
темы 0R r  в первом порядке разложения по r  имеем 
 0 0 ,R R r R r n         
В знаменателях подынтегральных выражений (14.11) и (14.12) можно 
ограничиться нулевым порядком и положить 0R R . В аргументе же 
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t R c  этого, вообще говоря, сделать нельзя, поскольку за время 
 ,r n c   могут существенно меняться заряды и токи.  
Найдем дополнительное условие, при котором этими изменениями 
можно пренебречь. Пусть T  означает порядок величины времени, в те-
чение которого распределение зарядов меняется заметным образом, а 
а – порядок величины размеров системы. Тогда необходимо, чтобы 
a c T . Частота излучения системы зарядов порядка 1 T  и, следова-
тельно, cT   – это длина волны излучения. Следовательно, данное  
условие можно записать в виде 
 a  .  (14.13) 
Это значит, что размеры системы должны быть малы по сравнению  
с длиной излучаемой волны.  
Если записать T a v , где v  – порядок величины скорости зарядов, 
то данное условие (следующее из a c T ), можно переписать и в дру-
гом виде 
v c .  
И тогда при указанных выше эквивалентных условиях выражение 
(14.12) для запаздывающего потенциала можно записать в виде 
 
0
1
tA j dVcR 
   ,  (14.14) 
где время 0 /t t R c    уже не зависит от переменных интегрирования.  
Подставляя j v  , перепишем это выражение в виде  
0
1A ev
cR
   .  
Суммирование проводится по всем зарядам системы, и все величины 
справа берутся в момент времени t .  
dev er d
dt
      , 
где d  – дипольный момент системы.  
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Тогда 
 
0
dA
cR

 .  (14.15)  
На больших расстояниях от системы поле в малых участках про-
странства можно рассматривать как плоскую волну. Для этого надо, 
чтобы расстояния были велики не только по сравнению с размерами 
системы, но и по сравнению с длиной излучаемых ею волн 
 0R  .  (14.16) 
Об этой области поля говорят как о волновой зоне излучения. В пло-
ской волне, как следует из второго из равенств (12.8) и равенства 
,E H n   
   , которое следует из (12.9) ,H n E   
  , напряженности полей 
можно найти через векторный потенциал по формулам 
 1 ,H A n
c
    
  ,  1 , ,E A n n
c
       
   . (14.17)  
Откуда находим, что магнитное поле в волновой зоне равно 
 2
0
1 ,H d n
c R
    
  .  (14.18) 
Электрическое поле  
2
0
1 , ,E d n n
c R
       
   . 
Заметим, что в нашем приближении излучение определяется второй 
производной от дипольного момента системы. Такое излучение называ-
ется дипольным. 
Поскольку d er  , то vd e   . Другими словами, заряды могут 
излучать только тогда, когда они движутся с ускорением. Равномерно 
движущиеся заряды не излучают (то же самое следует и из принципа 
относительности – равномерно движущийся заряд можно рассматривать 
в инерциальной системе, где он покоится, но тогда он не излучает). 
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Плотность потока энергии согласно (12.10)  
  2 2,4 4 4
c c cS E H E n H n    
 , 
 
2 2
2 3
0
sin4
dS n
R c

  ,  (14.19) 
где   – угол между векторами d и n .  
Полная интенсивность, равная полной энергии излучения, проходя-
щего через окружающую систему сферу в единицу времени, равна 
 
2
3
2
3
dI Sdf
c
    .  (14.20) 
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I I I .  К В А Н Т О В А Я  М Е Х А Н И К А  
 
ЛЕКЦИЯ 1. Необходимость пересмотра  
представлений классической физики.  
Основные принципы квантовой механики 
 
Классические механика и электродинамика при попытке применить 
их к объяснению атомных и электронных явлений приводят к результа-
там, находящимся в резком противоречии с опытом. В модели атома,  
в которой электроны вращаются вокруг ядра, электроны должны  
по классическим представлениям излучать электромагнитные волны 
(см. лекцию 14 ТП) и, теряя энергию, упасть на ядро. Движение по 
замкнутой орбите – это ускоренное движение. Если ускорение отлично 
от нуля, то должно быть дипольное излучение. Поскольку излучение 
уносит энергию, а другого источника для ее восполнения, кроме кине-
тической энергии движения электрона нет, то в конечном итоге это 
должно привести к остановке электрона и падению его на ядро. А зна-
чит, по представлениям классической физики атом не может быть  
устойчивым. 
Другое яркое противоречие с классической механикой – это явления 
дифракции электронных пучков при пропускании их через кристалл 
или через две щели в экране. При этом наблюдается картина чередова-
ния минимумов и максимумов интенсивности, аналогичная картине 
при дифракции электромагнитных волн. Отсюда следует, что поведе-
ние материальных частиц – электронов, обнаруживает черты, свойст-
венные волнам.  
Если закрыть одну щель (рис. 3.1, а) и пропускать поток электронов, 
то наблюдается картина интенсивности (числа электронов, попавших  
в единичную площадку), близкую к естественной по классике. Если  
открыть вторую щель, а закрыть первую, то наблюдается подобная кар-
тина (рис. 3.1, б). При открывании двух щелей (рис. 3.1, в) происходит 
не простое наложение, а наблюдается дифракционная картина. Получа-
ется, что будто проходящий через одну щель электрон «знает», что дру-
гой проходит через вторую щель, и, зная это, изменяет свое движение. 
Все это доказывает, что самые привычные представления необходимо 
изменять. Что, вероятно, вообще нельзя говорить, что один электрон 
проходит через одну щель, а другой – через другую.  
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Подобные вопросы очень волновали физиков начала 20 века, среди 
которых Планк, Бор, Эйнштейн, де Бройль, Гейзенберг, Шредингер и 
другие. Они говорили о кризисе в науке и даже о конце науки. Значи-
тельный прорыв в понимании вопросов, связанных с поведением микро-
частиц, был сделан к 30-м годам ХХ века, но многое в их свойствах  
стало выясняться совсем недавно.  
Квантовая механика – это механика микрочастиц. 
 
1.1. Принцип неопределенности  
 
В квантовой механике не существует понятия траектории частицы, 
координаты частицы не могут быть определены с абсолютной точно-
стью. Мы имеем дело с состояниями микрочастиц, в которых некоторые 
величины или совсем не определены, или определены приближенно. 
Принцип (или соотношение) неопределенности открыт лауреатом Но-
белевской премии 1932 года немецким физиком Вернером Гейзенбер-
гом (1901–1976) в 1927 году.  
В квантовой механике состояние частицы (подобно волне) описыва-
ется некоторой функцией координат и времени  ,q t , вообще говоря, 
комплексной, где q  – совокупность координат. В отличие от компонент 
электромагнитной волны, для которой комплексную форму записи при-
меняют для удобства, а сами компоненты действительны,  -функция 
является комплексной изначально. Эта  -функция называется волновой 
функцией или амплитудой вероятности. Квадрат модуля этой функции 
определяет распределение вероятностей значений координат: 2 dq  
есть вероятность того, что частица будет обнаружена в элементе про-
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странства dq . Поскольку вероятность найти частицу во всем простран-
стве равна единице, волновая функция подчиняется так называемому 
условию нормировки 
 2 1dq  .  (1.1) 
Если  -функцию домножить на ie  , где   – любое действительное 
число, то ни величина вероятности 2 dq , ни условие нормировки (1.1) 
не изменятся. Можно показать, что это принципиальная неоднознач-
ность:  -функция определена с точностью до любого постоянного 
множителя ie   – так называемого фазового множителя. 
 
1.2. Принцип суперпозиции состояний 
 
Если известна зависимость от времени функции  1 ,q t , описываю-
щей некоторое состояние частицы, и функции  2 ,q t , описывающей 
другое ее состояние, то всякая линейная комбинация этих функций, т. е. 
всякая функция вида 1 1 2 2c c   ( 1c  и 2c  – произвольные постоянные) 
также описывает возможное состояние и его зависимость от времени. 
Если в состоянии 1  измерение некоторой физической величины дает 
определенный результат, а в состоянии 2  – другой результат, то в со-
стоянии, описываемом их линейной комбинацией, измерение этой вели-
чины дает с определенной вероятностью либо первое, либо второе зна-
чение. 
 
1.3. Предельный переход к классической механике 
 
Геометрическая оптика, имеющая аналогию с классической механи-
кой, справедлива при 0  , где   – длина волны света.  
Лауреат Нобелевской премии за 1929 год Луи Де Бройль (1892–1987) 
в 1924 году высказал предположение, впоследствии подтвержденное, 
что между частицами и волнами нет принципиальной разницы, и что 
частице также соответствует некоторая длина волны. При этом, пре-
дельный переход от квантовой механики к классической соответствует 
тому же пределу 0  .  
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Известна следующая аналогия геометрической оптики с механикой: 
электрическое поле волны может быть записано в виде 0 iE E e 
  , где 0E
  
можно считать почти константой, а величина   – аналог классического 
действия как функции координат и времени, подчиняется уравнению 
Гамильтона-Якоби (лекция 2 ТП). Поэтому для этого предельного слу-
чая естественно записать 
 
i S
ae   ,  (1.2) 
где S  – действие, а 341,054 10   Дж·с – константа, которая из сооб-
ражений размерности должна иметь размерность действия (энергия,  
умноженная на время). Она называется постоянной Планка и была вве-
дена в 1900 году лауреатом Нобелевской премии 1918 года немецким 
физиком Максом Планком (1858–1947). 
 
1.4. Математический аппарат квантовой механики 
 
В квантовой механике физическим величинам соответствуют опера-
торы, действующие на волновые функции. Поэтому представим здесь 
краткий обзор математической теории линейных операторов.  
Оператор – это правило, по которому одной функции сопоставляет-
ся определенная другая функция. Обозначается следующим образом: 
2 1Lˆ   и означает, что оператор Lˆ , действуя на функцию 1 , произ-
водит функцию 2 . Оператор называется линейным, если он удовлетво-
ряет следующим двум условиям: 
  1 2 1 2ˆ ˆ ˆ ,ˆ ˆ ,
L L L
La aL
   
 
  

  (1.3) 
где а – произвольная константа.  
Из (1.3) следует, как линейный оператор действует на произвольную 
линейную комбинацию функций:  
 1 1 2 2 1 1 2 2ˆ ˆ ˆ ,L c c c L c L       
 94
Собственной функцией оператора (далее говорим только о линей-
ных операторах) называется такая функция, для которой справедливо 
равенство 
 ˆ ,L a    (1.4) 
где a  – постоянный множитель, который называется собственным зна-
чением этого оператора, соответствующим данной собственной функ-
ции. То есть оператор для этой функции сводится к умножению функ-
ции на определенную константу. 
Скалярным произведением функции 1  на функцию 2  называется 
интеграл  
 1 21 2 dq   .  (1.5) 
В частности, условие нормировки (1.1) для некоторой функции 1  
может быть записано в виде 11 1 . 
Оператор Bˆ  называют транспонированным оператору Aˆ  (обозначает-
ся ˆBˆ A  ), если для любых двух функций   и   выполняется равенство 
 ˆBˆ dq A dq     .  (1.6)  
Оператор Bˆ  называют комплексно сопряженным оператору Aˆ  (обо-
значается ˆBˆ A ), если для любой функции   выполнено равенство 
  ˆ ˆA A    ,  (1.7) 
т. е. комплексное сопряжение с операторами происходит подобно 
обычным множителям: сопряженное от произведения равно произведе-
нию сопряженных. 
Оператор транспонированный и комплексно сопряженный данному 
называется эрмитовски сопряженным ему (обозначается †ˆ ˆA A  ). Из 
определения операций транспонирования и комплексного сопряжения 
операторов (1.6) и (1.7) ясно, что их можно переставлять местами: 
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  ˆ ˆA A  . Оператор, обладающий свойством †ˆ ˆA A , называется эрми-
товым или самосопряженным. Эрмитовы операторы играют большую 
роль в квантовой механике. 
Оператор, соответствующий последовательному действию на функ-
цию двух других операторов, называется их произведением  
 ˆ ˆˆ ˆAB A B  .  
Вообще говоря, любые два оператора не коммутируют, т. е. ˆ ˆˆ ˆAB BA . 
Великая теорема Гильберта: набор всех собственных функций  
любого эрмитового оператора составляет полный набор (систему) функ-
ций. Это означает, что любая функция может быть представлена как ли-
нейная комбинация функций из этого набора, причем представлена 
единственным образом. Иными словами, пусть Aˆ  – эрмитовый опера-
тор. Тогда уравнение Aˆ a  , называемое уравнением на собственные 
функции и собственные значения (1.4), имеет множество решений n   
c соответствующими собственными значениями na . При этом любая 
функция   может быть представлена в виде 
 n n
n
c  .  (1.8) 
При этом набор nc  для каждой функции   вполне определенный. 
Собственные функции подобны ортам для векторов. Вообще функция – 
это частный случай вектора. При записи (1.8) предполагается, что соб-
ственные функции оператора могут быть пронумерованы числами нату-
рального ряда n . Об этом случае говорят как о дискретном спектре 
оператора Aˆ , но возможно, что собственные функции могут быть сис-
тематизированы непрерывным параметром p . Об этом говорят как  
о непрерывном, сплошном спектре оператора и сумма в (1.8) заменяется 
интегралом  
 p pc dp   .  (1.9) 
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ЛЕКЦИЯ 2.  Свойства эрмитовых операторов 
 
2.1. Теорема 1  
 
Собственные значения эрмитового оператора действительны, поэто-
му они играют важную роль в квантовой механике. 
Домножим уравнение Aˆ a   слева скалярно на    
Aˆ a     
и перепишем это равенство с учетом определения скалярного произве-
дения (1.5) и условия нормировки (1.1) 
Aˆ dq a   .  
Запишем комплексно сопряженное равенство  
Aˆ dq a    . 
Воспользовавшись определениями транспонированного оператора 
(1.6), эрмитовски сопряженного и эрмитового оператора, имеем: 
* †ˆ ˆ ˆa A dq A dq A dq a              , 
т. е. a a  , что и требовалось доказать. 
 
2.2. Теорема 2  
 
Собственные функции эрмитового оператора ( 1  и 2 ), соответст-
вующие различным собственным значениям ( 1 2a a ), ортогональны 
между собой, т. е. 1 2 0 . 
Рассмотрим величину 1 2 1 2 2 2ˆ 1 2A a a     . С другой сторо-
ны,    †1 2 1 2 2 1 1 1ˆ ˆ ˆ 2 1 1 2A A dq A dq a a             . 
2 11 2 1 2a a , 
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 2 1 1 2 0a a  , 
1 2 0 . 
Можно показать, что и собственные функции, соответствующие 
одинаковым собственным значениям (так называемый случай вырож-
дения спектра оператора Aˆ ), также можно сделать ортогональными.  
Таким образом, все собственные функции эрмитового оператора можно 
сделать ортогональными между собой и нормированными. О такой сис-
теме функций говорят как об ортонормированном базисе, по которому 
в силу теоремы Гильберта можно разложить любую функцию (в полном 
соответствии с набором ортов в случае векторов). 
 
2.3. Определение коэффициентов разложения функции  
 
Пусть (1.8) – разложение функции по ортонормированному базису. 
Скалярно умножим слева обе стороны этого равенства на m   
 m n n m m
n
c c     .  (2.1) 
При преобразовании мы использовали, что для ортонормированного 
базиса m n m n   , где mn  – символ Кронекера, который по опреде-
лению  
1, ,
0, .mn
m n
m n
     
Формула (2.1) позволяет вычислять коэффициенты разложения 
функции  . 
 
2.4. Матричная форма представления операторов 
 
Матрицей оператора Aˆ  в ортонормированном базисе n  называется 
совокупность величин  
 ˆ ˆnm n m n mA A dq A     ,  (2.2) 
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о каждой из которых говорят как о матричном элементе данного опе-
ратора. Если записывать в привычном для матрицы виде, то первый ин-
декс соответствует номеру строки, а второй – номеру столбца. Задание 
матрицы оператора полностью определяет его действие на любую 
функцию. 
Действительно, пусть   – результат действия оператора на функцию 
 , т. е. Aˆ  . По теореме Гильберта функции   и   можно записать 
в виде (1.8) 
n n
n
b  ,      m m
m
c  , 
где под n  будем понимать ортонормированный базис. 
Тогда из (2.1) имеем 
 ˆ ˆn n m n n nm m
m m
b A c A A c       .  (2.3) 
Таким образом, зная коэффициенты разложения функции   и мат-
рицу оператора, мы находим коэффициенты разложения функции Aˆ . 
Матрица произведения операторов находится по известному правилу 
перемножения матриц  
  ˆ ˆ ml lnmn lAB A B .  (2.4)  
Легко также проверить, что матрица эрмитово сопряженного оператора 
  †ˆ nmmnA A .  (2.5)  
Поэтому для эрмитового оператора nm mnA A  , т. е матричные эле-
менты эрмитового оператора, расположенные симметрично относи-
тельно диагонали матрицы, комплексно сопряжены друг другу, а диаго-
нальные матричные элементы nnA  – действительны. 
Матрица эрмитового оператора в базисе из своих собственных функ-
ций (в собственном базисе) диагональна, т. е. отличными от нуля явля-
ются только диагональные матричные элементы  
mn n mnA a   , 
где na  – собственные значения оператора Aˆ . 
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В этом можно убедиться, домножив уравнение (1.4), определяющее 
собственные функции оператора ˆ n n nA a  , слева скалярно на m  и 
учтя ортонормированность базиса m n mn   .  
Верно и обратное утверждение: базис, в котором матрица оператора 
диагональна, является собственным для этого оператора.  
Из теоремы Гильберта непосредственно следует, что для любого  
эрмитова оператора существует базис, в котором его матрица диаго-
нальна. 
Если матрицы двух операторов диагональны в одном базисе, т. е. он 
является собственным для обоих, то эти операторы коммутируют: 
ˆ ˆˆ ˆAB BA . В этом легко убедиться из правила умножения (2.4). Верно и 
обратное: если два оператора коммутируют, то существует такой базис, 
в котором оба они диагональны. 
 
 
ЛЕКЦИЯ 3.  Операторы основных физических величин 
 
3.1. Принцип соответствия. Вероятность 
 
В квантовой механике физическим величинам (координата, импульс, 
момент импульса, энергия и пр.) соответствуют эрмитовы операторы. 
Согласно принципу соответствия между операторами величин имеют 
место те же соотношения, что и между самими этими величинами в 
классической механике. 
Пусть некоторой физической величине соответствует оператор Aˆ . 
Точные значения эта величина имеет только в состояниях квазичасти-
цы, собственных по отношению к этому оператору. Это означает, что с 
максимальной точностью значения этой величины могут быть измерены 
только в этих состояниях. Если n  – набор собственных функций опе-
ратора Aˆ , т. е. ˆ n n nA a  , то в каждом n -ом состоянии данная физиче-
ская величина имеет значение na . В произвольном состоянии   можно 
говорить о среднем значении этой физической величины  
 ˆ ˆA A dq A      .   (3.1) 
A  – это среднее значение, которое получено при многократном из-
мерении этой величины в данном состоянии. Легко убедиться, что при 
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n  , nA a . Как следует из принципа суперпозиции, описанного в 
предыдущей лекции, при каждом измерении получается одно из значе-
ний величины na . При этом появляться оно будет с вероятностью  
   2n nw a c ,  (3.2) 
где nc  – коэффициент разложения состояния   по собственному базису 
оператора Aˆ : n n
n
c  . Вообще, 2nc  – это вероятность найти состоя-
ние n  в состоянии  . Отсюда следует, что 
 2 1n
n
c  .  (3.3) 
В случае непрерывного спектра оператора Aˆ  суммы заменяются ин-
тегралами и вместо (3.2) для вероятности найти значение величины в 
интервале pda  имеем  
   2p pdw a c dp .  (3.4) 
 
3.2. Оператор импульса 
 
В классической механике сохранение импульса следовало из одно-
родности пространства, т. е. из инвариантности уравнений движения 
относительно смещения системы в пространстве как целого. При выво-
де выражения для импульса рассматривалось бесконечно малое смеще-
ние. При таком смещении любая функция   получает приращение  
d    , 
где   – бесконечно малое смещение.  
Поэтому естественно предположить, что оператор импульса пропор-
ционален оператору  . Чтобы проверить это предположение и найти 
коэффициент пропорциональности, подействуем этим оператором на 
волновую функцию (1.2)  
i S
r
    .  
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Согласно (М4.6) S p
r
 
 . Следовательно, оператор импульса частицы 
есть 
 pˆ i      (3.5) 
или в компонентах 
 ,xp i x
        ,yp i y
         zp i z
    . (3.6) 
Нетрудно проверить, что импульс является эрмитовым оператором. 
Найдем собственные функции и собственные значения операторов 
компонент импульса. Они определяются уравнениями 
 ,xp i x
         ,yp i y
            zp i z
    .  (3.7) 
Эти уравнения имеют общее решение (плоская волна) 
  
i pr
Ce 

  ,  (3.8) 
где C  – постоянная,   x y zpr p x p y p z   . 
Таким образом, собственные значения операторов проекций импуль-
са образуют непрерывный спектр, поскольку величины xp , yp  и zp  мо-
гут принимать любые значения на числовой оси. В состояниях частицы 
с волновой функцией (3.8) все три компоненты импульса имеют опре-
деленное значение. В соответствии с теоремой Гильберта функции (3.8) 
со всевозможными значениями p  представляют собой полный набор 
функций. По ним может быть разложена любая другая функция анало-
гично (1.9). В трехмерном случае   3
i pr
pc e d p  

  представляет собой 
разложение в интеграл Фурье. 
Как видно из (3.8), период плоской волны  
 2
p
   .  (3.9) 
Это длина волны де Бройля микрочастицы с импульсом p , которая 
проявляется в экспериментах по дифракции электронов. Классический 
предел 0   можно рассматривать и как предел 0 .  
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3.3. Оператор координаты 
 
Очевидно, что координата x  частицы определена точно в состоянии, 
волновая функция которого 
  0 0x x x   .  (3.10) 
Именно в этом состоянии ее координата равна точно 0x . Таким обра-
зом, функции (3.10) с различными значениями 0x  являются собствен-
ными функциями оператора координаты x , а числа 0x  – соответствую-
щими собственными значениями. Легко проверить, что функции (3.10) 
являются собственными функциями оператора умножения на x . Дейст-
вительно, в этом случае уравнение на собственные функции (1.4) 
   0 0 0x x x x x x      
справедливо, поскольку  -функция не равна нулю только при 0x x . 
Таким образом, оператор координаты x  
 xˆ x .  (3.11) 
Это означает, что xˆ x  , где  – произвольная функция. 
Аналогично и для других компонент радиус-вектора r  частицы 
 rˆ r  .  (3.12) 
Все вышеприведенные соображения справедливы и для любой физи-
ческой величины, являющейся функцией координаты, поэтому 
    fˆ r f r  ,  (3.13) 
где  f r  – произвольная функция. 
Поскольку собственные значения 0x  ничем не ограничены, их спектр 
непрерывен. 
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3.4. Соотношения неопределенности  
 
Принцип неопределенности, описанный в лекции 1, подтверждается 
уже формулой (3.8): в состояниях, в которых полностью определен им-
пульс частицы, ее координата полностью не определена. Это означает, 
что вероятность 2 dx  обнаружить частицу в интервале dx  не зависит 
от x , т. е. ее равновероятно обнаружить в любой точке пространства. С 
другой стороны, в состояниях (3.10) с полностью определенной коорди-
натой полностью не определен импульс частицы. В этом смысле гово-
рят о принципе дополнительности: в одном и том же состоянии невоз-
можно одновременно точно знать координату и импульс, являющимися 
так называемыми дополнительными величинами.  
Можно установить общее соотношение между неопределенностями 
координаты и импульса. Оно уже, фактически, установлено нами в тео-
рии электромагнитных волн: соотношение между неопределенностью 
волнового числа и области x , в которую помещена волна, гласит 
(ТП13.6) 1xx k   . Поскольку x  – это и есть неопределенность в ко-
ординате x  частицы-волны, а из выражения для длины волны де Бройля 
(3.9) 1 pk 
        , то 
 ,xp x             ,yp y            zp z    .   (3.14)  
Как упоминалось в лекции 2, если два оператора не имеют одинако-
вого набора собственных функций (одного и того же собственного  
базиса), то они не коммутируют. В соответствии с этим утверждением 
операторы одинаковых проекций импульса и координаты не коммути-
руют и из (3.6) и (3.12) непосредственно следует 
 ˆ ˆi k k i ikp x x p i     ,  (3.15) 
где , , ,i k x y z .  
Иными словами, физические величины, операторы которых не ком-
мутируют, являются дополнительными друг к другу. 
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ЛЕКЦИЯ 4.  Уравнение Шредингера  
и простейшие задачи квантовой механики 
 
4.1. Волновое уравнение. Уравнение Шредингера  
 
Утверждение, сделанное в лекции 1, что волновая функция   пол-
ностью описывает состояние системы в квантовой механике, означает,  
в частности, что ее задание в некоторый момент времени позволяет  
определить ее и в последующие моменты. Наиболее простое уравнение, 
связывающее значения функции в бесконечно близкие моменты време-
ни, имеет вид  
 Lˆ
t
  ,  (4.1)  
где – зависящая от времени волновая функция, Lˆ  – неизвестный пока 
оператор, при этом изменение функции со временем с помощью опре-
деленного оператора выражается через ее значение в данный момент. 
Чтобы выяснить, какой классической величине соответствует оператор 
Lˆ , подставим в это уравнение предельный при переходе к классике вид 
волновой функции (1.2). Поскольку медленную зависимость коэффици-
ента a  от времени можно не учитывать, получим  
ˆi S L
t
    .  
Но в классической механике S H
t
    (ТП2.11), где H  – функция 
Гамильтона. Отсюда следует, что оператору ˆi L  в классической меха-
нике соответствует функция Гамильтона. В этой связи данный оператор 
называют гамильтонианом и обозначают Hˆ . Подставляя выражение 
ˆ ˆH i L   в (4.1), имеем 
 ˆi H
t
   .  (4.2) 
Данное уравнение, определяющее зависимость волновой функции от 
времени, называется волновым уравнением.  
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Согласно принципу соответствия между гамильтонианом и операто-
ром импульса должно существовать то же соотношение, что и в класси-
ческой механике между функцией Гамильтона, импульсом и координа-
той. Функция Гамильтона – это энергия, выраженная через импульс и 
координату (лекция 2 ТП), поэтому в случае одной частицы имеем 
    2 2ˆˆ 2 2
pH U r U r
m m
     
    ,  (4.3) 
где  U r  – потенциальная энергия, первое слагаемое имеет смысл опе-
ратора кинетической энергии,   – оператор Лапласа.  
При наличии многих частиц уравнение (4.3) принимает вид 
  2 1 2ˆ , ,...2 aa aH U r rm
     .  (4.4) 
Подстановка (4.3) в волновое уравнение (4.2) приводит к так назы-
ваемому зависимому от времени или временнóму уравнению Шредингера  
  22i U rt m
     
  .  (4.5) 
Собственные функции гамильтониана – это те состояния, в которых 
энергия системы имеет определенное значение. Если в данное уравне-
ние на собственные функции Hˆ E  , где E  – собственные значения 
энергии, подставить (4.1), то получим 
  2 02 E U rm       
  .  (4.6) 
Это стационарное уравнение Шредингера, а его решения – стацио-
нарные состояния системы. Легко проверить, что уравнению (4.2) 
удовлетворяют волновые функции 
 
iEt
e    ,  (4.7) 
где   – стационарное состояние. Таким образом, решение задачи кван-
товой механики (для одной частицы) сводится к решению уравнения 
Шредингера (4.6).  
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Уравнение (4.6), играющее в квантовой механике такую же важную 
роль, как уравнение второго закона Ньютона в классической механике, 
было установлено австрийским физиком, лауреатом Нобелевской пре-
мии 1933 г. Эрвином Шредингером (1887–1961) в 1926 году.  
Как было отмечено ранее, стационарное состояние микрочастицы во 
внешнем поле, не зависящем от времени, определяется стационарным 
уравнением Шредингера 
 Hˆ E  ,  (4.8) 
где E  – энергия частицы в данном состоянии. 
Если подставить выражение (4.3) для гамильтониана Hˆ , то получим 
уравнение Шредингера в следующей форме (4.6) 
Удовлетворяющая временному уравнению Шредингера (4.5) полная 
волновая функция стационарного состояния   определяется формулой 
(4.7).  
Из формулы (3.1) для среднего значения любой физической величи-
ны A  для стационарного состояния следует  
 3 3ˆ ˆA A d r A d r       .  (4.9) 
Независящий от координат множитель 
iEt
e
   проносится через опера-
тор Aˆ , действующий на функцию координат, и уничтожается с множи-
телем  
 
iEt iEt
e e
    
  .  (4.10) 
Следовательно, для определения всех физических величин в стацио-
нарном состоянии достаточно знать независящую от времени функцию 
 .  
Из (4.9) также следует, что средние значения величин в стационар-
ном состоянии не зависят от времени, отсюда и происходит название 
этих состояний. 
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4.2. Свободная частица 
 
Если внешнее поле отсутствует   0U r  , то легко проверить, что 
решениями уравнения (4.6) являются собственные функции (3.8) опера-
тора импульса – плоские волны, причем, 
 
2
2
pE
m
 .  (4.11) 
Таким образом, в найденном стационарном состоянии у свободной 
частицы полностью определены две величины: энергия и импульс. Это 
обстоятельство соответствует утверждению из лекции 2, что, если два 
оператора коммутируют, то они имеют общий базис собственных функ-
ций. То, что операторы 
2
2m 
  и pˆ i    коммутируют, ясно из того, 
что 2  .  
Каждое из собственных значений энергии E  бесконечно кратно  
вырождено (о случае вырождения см. в лекции 2), поскольку одному 
значению энергии, кроме 0E  , соответствует бесконечное число соб-
ственных функций (3.8), отличающихся направлением вектора p . 
 
4.3. Потенциальный ящик  
 
Рассмотрим одномерное (зависящее только от одной координаты) 
движение частицы в поле, потенциальная энергия частицы в котором 
изображена на рис. 3.2. В области 0 x a   уравнение Шредингера имеет 
вид 
 22 0m E    ,  (4.12) 
а в областях вне ямы 
  022 0m E U     .  (4.13) 
Пусть 0E U . В классической механике 
частица не может выходить при этом за пре-
делы ямы, поскольку кинетическая энергия  
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не может быть отрицательной: 
2
02
p U E
m
  .  
Решение уравнения (4.13) 
 xCe   ,   01 2m U E   .  (4.14) 
Причем из физически очевидного условия конечности пси-функции 
при x   следует выбрать знак «+» слева от ямы и знак «–» справа. 
Таким образом, в квантовой механике частица может находиться в 
классически запрещенной области, но вероятность найти в этой области 
убывает экспоненциально по мере продвижения вглубь области. 
Общее решение уравнения (4 .12) внутри ямы имеет вид 
  sinD kx b   , 1 2k mE  ,  (4.15) 
где D  и b  – произвольные константы.  
Чтобы получить единое для всех x  решение задачи, необходимо 
«сшить» решения (4.14) и (4.15), т. е. приравнять друг другу значения 
функций   справа и слева точек 0x   и x a , а также значения произ-
водных   . Но мы упростим задачу: будем считать края ямы бесконеч-
но высокими: 0U  . Тогда очевидно, что за границу ямы частица 
проникнуть не может, т. е. имеет место условие 
    0 0a   .  (4.16) 
Решение (4.15) удовлетворяет этим условиям только при следующих 
значениях констант 0b   и nk
a
 , откуда 
 2 2
22nE nma
  , 1,2,3,...n            (4.17) 
Из этого следует, что для частицы в яме имеет 
место квантование энергии, т. е. формула (4.17) 
определяет допустимые значения (уровни) энергии 
(рис. 3.3). Энергетический спектр в данном случае 
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дискретный, невырожденный. Спектр является дискретным всегда, ко-
гда область движения ограниченна. 
Нормированная волновая функция имеет вид 
 2 sinn nxa a
  .  (4.18)  
Плотность вероятности нахождения частицы содержит узлы 2 0   
и пучности. 
Легко проверить, что в случае трехмерного потенциального ящика с 
бесконечно высокими стенками и с размерами a , b  и c  по трем направ-
лениям решение имеет вид 
 2 2 2 21 2 3
1 2 3 2 2 22n g n
n n nE
m a b c
      
  , 
1 2 3
1 2 38 sin sin sinn n n n x n y n zabc a b c
       . 
 
4.4. Линейный осциллятор 
 
Одномерные гармонические колебания частицы (линейного осцилля-
тора) – это движение в потенциале   22
xU x  . Если учесть, что в клас-
сической физике частота колебаний 
m
  , где m  – масса частицы, то 
гамильтониан линейного осциллятора можно записать в виде 
 
2 2 2
†ˆ 1ˆ
2 2 2
p m xH b b
m
        .  (4.19) 
Здесь введены операторы 
  1 ˆ2b p i mxm     (4.20) 
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и эрмитово сопряженный ему 
  † 1 ˆ2b p i mxm   .  (4.21) 
При преобразовании использовано коммутационное соотношение 
между координатой и импульсом (3.15). Из этого же соотношения непо-
средственно следует соотношение коммутации между операторами b  и †b   
 † † 1bb b b  .  (4.22) 
Для определения уровней энергии осциллятора мы не будем решать 
уравнение Шредингера, а воспользуемся матричным методом, предло-
женным в 1925 году немецким физиком, лауреатом Нобелевском пре-
мии 1932 г. Вернером Гейзенбергом (1901–1976).  
Умножив равенство (4.22) справа на b  ( † †bb b b bb b  ) и воспользо-
вавшись (4.19), получим 
 ˆ ˆbH Hb b     (4.23) 
и запишем это соотношение коммутации в матричной форме в базисе 
собственных функций гамильтониана  
    ik il lk il lk k i ik
l
b b H H b E E b      .  (4.24) 
Мы воспользовались тем, что, как отмечено в лекции 2, оператор в 
собственном базисе диагонален, т. е. lk k lkH E  . Равенство (4.24) мож-
но переписать в форме   0k i ikE E b   . Из него следует, что мат-
ричный элемент ikb  отличен от нуля только для тех состояний i  и k , 
для которых 0k iE E    . Отсюда ясно, что уровни энергии осцил-
лятора отличаются на величину  , что, в свою очередь, является 
квантом энергии гармонических колебаний. Предположив, что уровни i  
и k  являются ближайшими по энергии, запишем ненулевые матричные 
элементы в виде 1,n n nb   . Низший энергетический уровень осциллято-
ра естественно нумеровать числом 0n  , поэтому 0 0  , поскольку 
уровня 1n   не существует. Из сказанного следует, что собственные 
значения энергии осциллятора (энергия его стационарных состояний) 
есть 
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 12nE n
     .  (4.25) 
Действительно, поскольку уровни энергии должны отличаться на 
 , то собственные значения оператора †b b  обязаны быть равны n   
(4.19), но постоянная 0  , поскольку 0 0  . 
Энергия низшего состояния, как следует из (4.25), не равна нулю, и 
называется энергией нулевых колебаний. Она возникает оттого, что в 
силу принципа неопределенности частица не может находиться точно в 
начале координат (рис. 3.4, а). 
  
Волновая функция осциллятора выражается через так называемые 
полиномы Эрмита (рис. 3.4, б, для 0n   и рис. 3.4, в для 1n  ). Число 
узлов равно номеру состояния, считая нижнее состояние нулевым. Это 
общее правило для одномерного случая.  
 
 
ЛЕКЦИЯ 5.  Прохождение частицы через потенциальный барьер.  
Коэффициенты прохождения и отражения. Туннельный эффект  
 
5.1. Задача о прохождении частицы через потенциальный барьер  
 
Рассмотрим задачу о прохождении частицы через потенциальный 
барьер (рис. 3.5, а), которая является классической задачей квантовой 
механики. Предположим, что справа от потенциального барьера (или 
потенциальной ямы) находится область с постоянным потенциалом 1U , 
а слева – другим постоянным потенциалом 2U . В этих областях на час-
тицу не действует сила. В классической механике, если энергия частицы 
меньше высоты барьера maxU , то частица, движущаяся слева направо,  
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не пройдет барьер и в точке остановки повернет налево, поскольку она 
не может находиться там, где ее энергия меньше потенциальной: 
E U T  , где 
2
2
mvT  . Если же энергия частицы больше потенциаль-
ной, то частица пройдет барьер и уйдет направо. В квантовой механике, 
поскольку тут можно говорить только о средних значениях потенциаль-
ной и кинетической энергий при заданной полной энергии, частица все-
гда имеет некоторую вероятность D  пройти барьер при 2E U  и неко-
торую вероятность R  отразиться от барьера.  
 
Рассмотрим самую простую задачу на прохождение. Пусть 
1 2 0U U  , а в барьере шириной a  потенциал имеет также постоянное 
значение bU  (рис. 3.5, б). Выберем начало координат в начале барьера. 
Слева от барьера имеем свободную частицу (3.8), (4.11), поэтому волно-
вая функция частицы при x a имеет вид суперпозиции двух волн: на-
летающей слева на барьер с импульсом p  и отраженной от барьера с 
импульсом p . 
 
ipx px
e re     .  (5.1) 
Поскольку общий множитель у  -функции может быть выбран про-
извольно, то множитель перед первой экспонентой выберем равным 1.  
Справа от барьера при x a  также имеем свободную частицу с энер-
гией 
2
2
pE
m
 . Ее волновая функция 
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ipx
de   ,  (5.2) 
Поскольку мы полагаем, что частица налетает на барьер слева, то 
 в (5.2) отсутствует волна с импульсом p .  
В области барьера (0 x a  ) волновая функция 
 
i x i x
be ce
 
    .  (5.3) 
Импульс частицы   определяется из условия 
2
2bE U m
  , т. к. пол-
ная энергия должна быть во всех точках одинакова. Из этого условия 
следует, что   действительно при bE U  и i  , где   действительно 
при bE U . 
 
5.2. Коэффициенты прохождения и отражения  
 
Уравнение Шредингера является дифференциальным уравнением 2-го 
порядка для функции  . Из теории дифференциальных уравнений из-
вестно, что удовлетворяющая такому уравнению функция и ее первые 
производные непрерывны (независимо от прерывности коэффициентов 
в этом уравнении). Чтобы реализовать непрерывность, мы должны при-
равнять («сшить») значения   и    слева и справа от точек 0x   и 
x a . 
1 r b c   ,  
i a i a ipa
be ce de
      – сшивка в точках 0x  , a  
   1p r b c   ,  i a i a ipabe ce pde      
    – сшивка производных. 
Из этих четырех уравнений мы можем определить четыре неизвест-
ных коэффициента r , d , b  и c  в формулах (5.1) – (5.2).  
Результат для 2D d  имеет вид: 
при bE U    
2 2
22 2 2 2 2
4
sin 4
pD ap p

 

 
,  
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при bE U    
2 2
22 2 2 2 2
4
sh 4
pD ap p

 

 
.  (5.4)  
Коэффициент прохождения частицы через барьер D  есть отношение 
вероятности 2 dx  найти частицу в интервале dx  за барьером к вероят-
ности найти ее в интервале той же величины в налетающей на барьер 
волне. Коэффициент отражения 2R r . Из решения уравнений 
«сшивки» следует равенство: 1D R  . Оно отражает тот факт, что  
у частицы есть только две возможности: пройти барьер или отразиться. 
Проанализируем выражения (5.4). Если высота барьера достаточно 
велика bU E  и 1a  , то 
216 a
b
ED e
U
  , т. е. коэффициент прохожде-
ния экспоненциально мал в случае, когда по классической механике 
прохождение совершенно невозможно. Допускаемое квантовой механи-
кой прохождение частицы через барьер, превышающий ее энергию,  
называется явлением туннелирования.  
При 0bU   коэффициент прохождения 1D  . Интересно, что 1D   и 
при наличии барьера ( bE U ) при a n   . В этом случае имеет место 
явление селективной прозрачности барьера, которое отражает волно-
вые свойства частицы. Любопытно, что отражение возможно не только 
от барьера, но и от ямы ( 1D   при 0bU  , a n   ).  
 
 
ЛЕКЦИЯ 6.  Момент импульса и систематика состояний  
водородоподобного атома 
 
6.1. Момент импульса 
 
Момент импульса частицы в классической механике (М2.7) 
  ,M r p   . (6.1) 
Согласно принципу соответствия это же соотношение справедливо 
для операторов момента, координаты и импульса. В квантовой механике 
момент обычно измеряют в единицах постоянной Планка  . И опреде-
ленный таким образом момент обозначают буквой l : M l   . 
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Из (6.1) имеем 
 
ˆ ˆ ˆ ,
ˆ ˆ ˆ ,
ˆ ˆ ˆ .
x z y
y x z
z y x
l yp zp
l zp xp
l xp yp
 
 
 



  (6.2) 
Простая проверка с использованием выражения (3.5) для оператора 
импульса показывает, что различные компоненты оператора момента  
не коммутируют между собой  
 
 
 
 
ˆ ˆ ˆ, ,
ˆ ˆ ˆ, ,
ˆ ˆ ˆ, .
y z x
z xz y
x y z
l l il
l l il
l l il



  (6.3) 
Здесь и дальше введено обозначение «коммутатора» двух операторов 
в виде  ˆ ˆ ˆˆ ˆ ˆ,a b ab ba  . Это означает, что разные компоненты вектора 
момента не могут быть одновременно однозначно определены: если в 
квантовом состоянии точно определена одна из компонент, то в отно-
шении двух других можно говорить только об их средних значениях.  
Как нетрудно проверить, оператор квадрата импульса 2lˆ  коммутирует 
с операторами компонент импульса ˆ ˆ ˆ, ,x y zl l l . Таким образом, квадрат 
момента (его абсолютная величина) может иметь определенное значе-
ние одновременно с одной из его компонент. 
Выпишем выражения для операторов zˆl  и 2lˆ
  в сферических коорди-
натах  
 zˆl i 
  ,  (6.4) 
 
2
2
2 2
1 1ˆ sinsin sinl     
             
 .  (6.5) 
Найдем собственные функции и собственные значения оператора zˆl , 
т. е. найдем решения уравнения zˆl m  (собственные значения этого 
оператора принято обозначать буквой m ). С учетом (6.4) 
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 i m 
  .  (6.6) 
Откуда следует 
  , imm f r e    ,  (6.7) 
где f  – произвольная функция переменных r  и  .  
При изменении переменной   на величину 2  положение точки в 
пространстве не меняется, поэтому функция m  должна не меняться 
при замене   на 2  , т. е. должно быть выполнено условие 2 1ime   . 
Отсюда следует, что собственные значения проекции момента m  – це-
лые положительные или отрицательные числа. 
Собственные значения 2l  оператора квадрата момента 2lˆ  равны 
  2l 1l l  ,  (6.8) 
где l  – целые положительные числа, причем при заданном значении l  
число m  может принимать только следующие значения  
 , 1, 2, ... 2, 1,m l l l l l l         ,  (6.9) 
т. е. всего 2 1l   значений. Ограничение значений проекции момента на 
некоторую ось при заданной абсолютной величине момента – очевид-
ный и в классической физике факт. 
Таким образом, допустимые значения величины и проекции момента 
квантуются, т. е. образуют дискретный ряд. 
Зависимость от углов   и   волновой функции состояния, в котором 
одновременно заданы абсолютная величина и проекция момента, пол-
ностью задается заданием чисел l  и m , называемых орбитальным (ази-
мутальным) и магнитным квантовыми числами, соответственно.  
 
6.2. Систематика состояний водородоподобного атома  
 
Ранее мы установили, что абсолютная величина момента количества 
движения и проекция момента на какую-либо ось могут одновременно 
иметь определенное значение, причем величина момента задается орби-
тальным квантовым числом l , а проекция – магнитным квантовым чис-
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лом m . Эти две физические величины в стационарном состоянии могут 
иметь определенные значения одновременно с энергией, если потенци-
ал является центральносимметричным    U r U r . 
Действительно,  2ˆ 2
pH U r
m
   , где m  – масса частицы. Оператор 2pˆ  
пропорционален оператору Лапласа   (3.5). В сферических координатах 
2
2
2 2 2 2
1 1 1 1 sinsin sinrr r r r     
                  
 
он коммутирует, как нетрудно убедиться из (6.4) и (6.5), с операторами 
zˆl  и 2lˆ
  (последний с точностью до множителя просто совпадает с угловой 
частью оператора  ). Оператор центральносимметричного потенциала 
 U r  также коммутирует с этими двумя операторами, поскольку они 
содержат производные только по углам. 
Таким образом, для частицы, находящейся в центральносимметрич-
ном потенциале, в частности, для электрона в поле ядра атома с зарядом 
Ze  
   2ZeU r
r
  ,  (6.10) 
могут быть одновременно определены энергия, момент и его проекция. 
Поскольку область движения электрона в атоме ограничена, его энергия 
квантуется. Это показал датский физик, лауреат Нобелевской премии 
1922 г. Нильс Бор (1885–1962) в 1913 году. 
 
2 4
2 2
1
2
mZ eE
n
   ,  (6.11) 
где n  – главное квантовое число.  
При заданном значении n  число l  может принимать n  следующих 
значений  
 0, 1, ..., 1l n  .  (6.12) 
Таким образом, разрешенные значения энергии не зависят от чисел l  
и m , следовательно, имеет место вырождение по этим числам. Вырож-
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дение по m  физически понятно. Оно имеет место в любом центрально-
симметричном потенциале: при фиксированной величине момента энер-
гия не зависит от наклона вектора момента, т. е. наклона плоскости  
орбиты электрона к оси z . Число l  определяет вытянутость (эллипс-
ность) орбиты электрона. Вырождение по l  называют случайным, оно 
характерно только для потенциала вида 1 r . 
 
6.3. Спин. Принцип Паули  
 
В 1927 г. лауреат Нобелевской премии 1945 г. Вольфганг Паули 
(1900–1958) обосновал идею о существовании у микрочастиц дополни-
тельных квантовых чисел, которые соответствуют «внутреннему» мо-
менту частицы, как если бы частица вращалась вокруг собственной оси. 
Этот «внутренний» момент количества движения называют спином час-
тицы. Соответствующее спину квантовое число s  аналогично числу l , 
квадрат «внутреннего» момента 2s  выражается через это число анало-
гично формуле (6.8) 
  2s 1s s  .  (6.13) 
Квантовое число   аналогично числу m . Этому числу равна проек-
ция «внутреннего» момента на выбранную ось. Справедлива также 
формула типа (6.9) 
 , 1, 2, ..., 2, 1,s s s s s s         .  (6.14) 
Но аналогия с вращением вокруг собственной оси не является пол-
ной: числа s  могут быть не только целыми 
 1 30, , 1, , 2,...2 2s    (6.15) 
Представлению о вращении вокруг оси не соответствует также от-
ношение магнитного и механическим моментов частицы: для спина 
электрона это соотношение оказывается вдвое большим, чем это следу-
ет из классической электродинамики (лекция 11 ТП). 
Каждому типу микрочастиц соответствует свое фиксированное зна-
чение спина. Для электрона 12s   и, как следует из (6.13), проекция его 
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спина на какую-либо ось может принимать только 2 значения: 12  и 
1
2 . 
Частицы с полуцелым спином называются фермионами, с целым –  
бозонами, поскольку первые подчиняются статистике Ферми-Дирака,  
а вторые – статистике Бозе-Эйнштейна.  
Принцип Паули: в каждом квантовом состоянии может находиться не 
более одного фермиона, при этом квантовое состояние определяется 
всеми квантовыми числами, для атома , , ,n l m  . Этот принцип приво-
дит к существенному различию свойств фермионов и бозонов. 
С учетом того, что квантовые числа , , ,n l m   полностью определяют 
состояние электрона в атоме, а также, учитывая (6.12), (6.9) и два воз-
можных значения числа  , приходим к выводу, что каждый энергети-
ческий уровень, определяемый по (6.11) только числом n , является 22n -
кратно вырожденым. Согласно принципу Паули это означает, что на 
первом уровне может находиться 2 электрона, на втором – 8 и т. д.  
Заполнение каждого следующего уровня с увеличением числа электро-
нов в атоме приводит к периодичности свойств элементов, отраженной 
в периодической таблице элементов Менделеева.  
 
 
 
ЛЕКЦИЯ 7.  Теория возмущений 
 
7.1. Случай дискретного невырожденного спектра Шредингера  
в матричной форме  
 
Иногда важным является учет влияния на систему незначительного 
воздействия, являющегося малым в сравнении с основным. Такое воз-
действие называют возмущением, а общий метод для вычисления таких 
поправок рассматривается теорией возмущений. 
Пусть гамильтониан системы имеет вид  
 0ˆ ˆ ˆH H V  ,  (7.1) 
где Vˆ  представляет собой возмущение к «невозмущенному» оператору 
0Hˆ .  
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Предполагается, что собственные функции  0n  и собственные зна-
чения  0nE  дискретного спектра невозмущенного оператора нам известны, 
т. е. известны точные решения уравнения 
      0 0 00Hˆ E  .  (7.2) 
Требуется найти приближенные решения уравнения 
  0ˆ ˆ ˆH H V E     ,  (7.3) 
т. е. приближенные значения для собственных функций n  и собствен-
ных значений nE  «возмущенного» оператора Hˆ . 
Вычисления будем производить в матричном виде. Для этого разло-
жим искомую функцию   по функциям  0n   
  0m m
m
c  .  (7.4) 
Уравнение Шредингера в матричной форме получим, подставляя 
(7.4) в (7.3), используя (7.2), домножая полученное равенство на  0k    
и интегрируя по всем координатам 
   0k k km m
m
E E c V c  ,  (7.5) 
где матрица оператора возмущения 
    0 0ˆkm k mV V dq   .   (7.6) 
Будем искать коэффициенты kc  и энергию E  в виде разложения по 
степеням возмущения V   
 
   
   
0 1
0 1
....,
....
k k kc c c
E E E
  
     (7.7) 
В нулевом приближении, т. е. при пренебрежении в (7.3) оператором 
возмущения, естественно,  0n n  . Таким образом, в разложении (7.4) 
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присутствует только один член  0 1nc  ,  0 0mc   при m n . Для отыска-
ния первого приближения подставляем (7.7) в уравнение (7.5), сохраняя 
только члены первого порядка. Уравнение с k n  дает 
      1 0 0ˆn nn n nE V V dq    .  (7.8) 
Таким образом, поправка первого приближения к n -му собственно-
му значению равна среднему значению возмущения в состоянии  0n  
(3.1). Уравнение (7.5) с k n  дает 
      1 0 0knk
n k
VC
E E
  .  (7.9) 
Наконец, оставляя в уравнении (7.5) с k n  только члены второго 
порядка, получаем  
      
2
2
0 0
mn
n
m n n m
V
E
E E
  .  (7.10) 
Поправка второго приближения к энергии основного (наинизшего) 
состояния всегда отрицательна – отрицательны все члены суммы в 
(7.10). 
 
7.2. Секулярное уравнение 
 
Результаты теории возмущений, изложенные выше, относятся к тому 
случаю, когда невозмущенный дискретный спектр является невырож-
денным. Выражения (7.9) и (7.10) в случае вырождения теряют смысл: 
если, например, в (7.9) состояния n  и k  имеют одинаковую энергию, то 
знаменатель равен нулю. Отсюда понятно, что если энергия kE  сближа-
ется с энергией nE , то соответствующий коэффициент kc  становится  
не малым. Это соображение подсказывает построение теории возмуще-
ний при наличии вырождения невозмущенного спектра (или близости к 
вырождению). 
Пусть вырожденными, для простоты, являются только 2 состояния. 
Оставим в точном уравнении для коэффициентов kc  только не малые, 
относящиеся к этим состояниям величины 
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    
    
0
1 1 11 1 12 2
0
2 2 21 1 22 2
0,
0,
E E c V c V c
E E c V c V c
        
  (7.11) 
где индексы 1 и 2 относятся к двум вырожденным состояниям.  
Система (7.11) двух линейных алгебраических уравнения без правой 
части имеет отличные от нуля решения при равенстве нулю ее детерми-
нанта  
 
 
 
0
1 11 12
0
21 2 22
0E E V V
V E E V
    .  (7.12) 
Уравнение (7.12) называется секулярным или вековым (от лат. 
secularis – вековой, столетний; название связано с тем, что такое урав-
нение впервые было выведено в небесной механике в связи с исследо-
ванием вековых колебаний орбит планет). Из этого уравнения (для слу-
чая вырождения двух состояний это квадратное уравнение), с учетом 
того, что 21 12V V   и (2.5), получаются значения энергии 
         2 20 0 0 01 2 11 22 1 2 11 22 121 42E E E V V E E V V V             (7.13) 
В случае точного вырождения    0 01 2E E  определяемые формулой 
(7.1) два значения энергии равны (при 11 22 0V V  ) 
  0 12E E V  .  (7.14) 
Таким образом, возмущение снимает вырождение: появляется рас-
щепление величиной 122 V  вырожденных без возмущения состояний. 
 
7.3. Эффект Штарка 
 
Эффектом Штарка называется изменение энергии уровней атома при 
помещении его во внешнее электрическое поле. Поскольку внешнее по-
ле обычно гораздо меньше действующего на электроны поля ядра, этот 
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эффект можно рассчитать по теории возмущений. Вносимое электриче-
ским полем возмущение имеет вид 
  ,V e E r    ,  (7.15) 
где E  – напряженность электрического поля. 
Для атома водорода в наинизшем по энергии (основном) состоянии 
невозмущенная энергия электрона определяется формулой (6.11) с 1n  . 
Данное состояние не вырождено, если не принимать во внимание несу-
щественного в данном случае вырождения по проекции спина. Поэтому 
добавка к энергии этого состояния определяется формулой (7.10), кото-
рая есть второго порядка по V . Возмущению большей величины под-
вергаются состояния с 2n  , поскольку являются вырожденными. 
Кратность вырождения уровня с 2n   равна 4, если не считать вырож-
дение по проекции спина. Но при выборе оси z  в направлении E , пере-
ходы под действием возмущения (7.15) происходят только между со-
стояниями с одинаковыми квантовыми числами m . Иными словами, 
матричные элементы , 0nlm nl mV     при m m  . Этот факт является след-
ствием сохранения проекции импульса zl  при наличии возмущения 
(7.15). Поэтому линейное по V  снятие вырождения электрическим по-
лем имеет место при 2n   только для состояний с 0l  , 0m   и 1l  , 
0m   (т. е. вырождение эффективно является двукратным) и, согласно 
(7.14), возникает расщепление энергии величиной 200,2102 aV eRr , где 
ar  – радиус атома.  
 
 
 
ЛЕКЦИЯ 8.  Движение электрона в магнитном поле 
 
8.1. Эффект Ааронова-Бома  
 
Из выражения (ТП3.6) для энергии заряда в электромагнитном поле с 
учетом выражения (ТП3.5) для обобщенного импульса P  в нерелятиви-
стском случае v c  легко получить следующее выражение для функ-
ции Гамильтона 
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2
2
pH e
m
  ,  
где ep P A
c
    – ньютоновский импульс, а   и A  – скалярный и век-
торный потенциалы, соответственно. 
По принципу соответствия гамильтониан электрона в магнитном  
поле ( 0  ), казалось бы, должен иметь вид 
21ˆ
2
eH P A
m c
    
 , где 
P i    , поскольку формула (3.5) написана именно для обобщенного 
импульса, сохранение которого следует из однородности пространства. 
Но в классической электродинамике нет понятия спина, поэтому клас-
сическая функция Гамильтона не учитывает взаимодействия связанного 
со спином магнитного момента с магнитным полем. Учитывающий 
данное взаимодействие гамильтониан имеет вид 
 
21ˆ
2
e eH P A H
m c mc
     
  ,   (8.1) 
где 12   – квантовое число, определяющее величину проекции спина 
электрона на ось z , которая выбрана вдоль направления вектора H . 
Заметим, что в отличие от классической электродинамики, где  
в уравнения движения входят только напряженности полей, в уравнение 
Шредингера с гамильтонианом (8.1) входит непосредственно векторный 
потенциал, поэтому существуют квантовые эффекты, создаваемые  
потенциалом A  в тех областях пространства, где 0H   (эффект  
Ааронова-Бома). 
 
8.2. Энергия электрона в магнитном поле  
 
Если магнитное поле однородно (и направлено по оси z ), то вектор-
ный потенциал может быть выбран в следующем виде (калибровка 
Ландау)  
 xA Hy  ,   0y zA A  ,   rot A H
  .  (8.2) 
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Произведем в уравнении Шредингера Hˆ E   замену волновой 
функции 
    exp x zi p x p zy       .  (8.3) 
Тогда с учетом (8.2) получим для функции   уравнение Шредингера 
с гамильтонианом 
   22 2 20 ˆˆ 2 2 2 yz
pe H p mH y y
mc m m
        ,  (8.4) 
где   – частота вращения электрона в магнитном поле, 
 0 xcpy eH  ,  (8.5) 
 e H
mc
  .  (8.6) 
Гамильтониан Hˆ   с точностью до прибавленного числа и заменой 
0x y y   совпадает с гамильтонианом (4.19) задачи о линейном  
осцилляторе. Поэтому, используя (4.25), сразу можно записать выраже-
ние для энергии электрона в магнитном поле  
 
21
2 2
zpE n
m
        .  (8.7) 
Таким образом, кинетическая энергия вращения электрона в магнит-
ном поле квантуется. Функция (8.3) является собственной функцией 
операторов ˆ xp  и ˆ zp  с собственными значениями xp  и zp (8.7). Отсюда 
следует, что второе слагаемое в (8.7) – это кинетическая энергия движе-
ния вдоль поля. Поскольку речь идет об обобщенном импульсе, то ве-
личина x xp mv , как видно из (8.4) и (8.5), определяет положение 0y  
центра орбиты в y -направлении, а значит гармонические колебания 
электрона происходят вокруг точки 0y .  
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ЛЕКЦИЯ 9.  Обменное взаимодействие. Магнетизм 
 
9.1. Обменное взаимодействие  
 
В лекции 6 было введено понятие спина частицы и сформулировали 
принцип Паули. Естественен вопрос: какое значение может иметь для 
физических явлений наличие спина у частицы, если в уравнении Шре-
дингера (4.6) спин (а точнее, оператор спина) отсутствует. Но принцип 
Паули заставляет отбирать среди всех возможных решений уравнения 
Шредингера те, которые удовлетворяют этому принципу. А поскольку  
в формулировке принципа Паули заложен спин частицы, то энергия сис-
темы оказывается зависящей от направлений спинов составляющих ее 
частиц. Примером могут служить два невзаимодействующих между  
собой фермиона с различным направлением спина. Принцип Паули по-
зволяет им обоим находиться в одном состоянии с наинизшей энергией, 
поскольку с учетом различия направлений спинов их состояния являются 
разными. Если же у фермионов одинаковое направление спина, то один 
из них должен занять состояние с большей энергией, как результат, 
энергия всей системы оказывается больше. 
Для более сложного случая, когда необходимо учитывать взаимодей-
ствие между частицами, удобно использовать и другую, несколько не-
строгую формулировку принципа Паули: два фермиона с одинаковым 
направлением спина не могут находиться в одной точке пространства. 
Под одинаковыми состояниями в прежней формулировке мы понимаем 
здесь нахождение в одной точке. Более строгая формулировка гласит: 
волновая функция двух одинаковых фермионов с одинаковым направ-
лением спина должна быть антисимметричной относительно переста-
новки координат 1r  и 2r  фермионов    1 2 2 1, ,r r r r      , а с разным – 
симметричной. Из антисимметрии, естественно, следует 0   при 
1 2r r  . То есть из всех возможных решений уравнения Шредингера сле-
дует выбирать лишь те, что имеют правильную симметрию относительно 
перестановок частиц. Поскольку энергия кулоновского взаимодействия, 
например, двух электронов зависит от того, могут эти электроны сбли-
жаться или нет, то энергия взаимодействия оказывается зависящей от 
спина электронов. Эта зависящая от спина часть энергии взаимодейст-
вия называется обменной энергией (название отражает ее связь с сооб-
ражениями об обмене одинаковых частиц местами) и играет важную 
роль, в частности, в явлениях магнетизма. 
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9.2. Молекула водорода 
 
Рассмотрим роль обменной энергии на примере образования молеку-
лы водорода (В. Гайтлер, Ф. Лондон, 1927). В лекции 6 говорилось  
о вырождении состояний электрона по направлению спина в атоме во-
дорода ввиду отсутствия спина в уравнении Шредингера. В лекции 7 
было показано, что при снятии вырождения каким-либо возмущением 
может быть достигнут значительный выигрыш в энергии, линейный по 
величине возбуждения. В случае водорода вырождение снимается объе-
динением двух атомов в молекулу 2H . Возбуждением является взаимо-
действие с другим атомом электрона, находящегося, в основном, в одном 
из атомов; это возмущение можно считать слабым.  
Гамильтониан двух электронов можно записать в виде 
0ˆ ˆ ˆH H V  , 
  2 2 2 1 11 20 11 22ˆ ˆˆ 2 2p pH e r rm m      ,  (9.1) 
 2 1 1 112 21Vˆ e r r r      , 
где индексы 1 и 2 у операторов импульса нумеруют электроны, 11r  и 22r  – 
расстояния между первым (вторым) электроном и ядром первого (вто-
рого) атома, 12r  и 21r  – расстояния каждого из электронов до «чужого» 
ядра, r  – расстояние между электронами.  
Решение «невозмущенной» задачи (без Vˆ ) запишем в виде произве-
дения волновых функций   каждого электрона в своем атоме 
   I 11 22r r     , поскольку вероятность независимых событий равна 
произведению вероятностей.  
Вследствие неразличимости частиц решением (с тем же значением 
энергии) является также функция, полученная из I  перестановкой ко-
ординат электронов    II 21 12r r     . По общему правилу составления 
секулярного уравнения в случае снятия вырождения (лекция 7), ищем 
приближенное решение уравнения Шредингера в виде линейной супер-
позиции 
 I I II IIc c     ,  (9.2) 
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коэффициенты в которой должны быть найдены из уравнений (7.11). По 
формуле (7.2) величины расщепления энергии E  между ранее вырож-
денными состояниями 
 I,II2E V  .  (9.3) 
Из (7.11) для одного из двух полученных вследствие расщепления 
состояний II Ic c  , для другого II Ic c . Таким образом, одно из них ан-
тисимметрично по перестановке электронов, т. е. соответствует парал-
лельным направлениям их спинов, другое – антипаралллельным. При-
чем симметричное состояние является нижним по энергии, если I,II 0V  . 
Этот матричный элемент равен: 
         
3
I,II I II 1 2
2 1 1 1 3 3
11 22 21 12 12 21 1 2
ˆV V d r dr
e r r r r r r r d r d r      
   
   

     .  (9.4)  
Видно, что этот интеграл не равен нулю только из-за перекрытия 
волновых функций электронов на соседних атомах. Если атомы слиш-
ком далеки друг от друга, то вблизи первого очень мала  12r  , а вблизи 
второго –  21r  . Видно, что в этот интеграл есть вклады разных знаков: 
притяжение электронов к «чужим» ядрам дают отрицательный вклад в 
I,IIV , а отталкивание между электронами – положительный. Конкретный 
расчет показывает, что преобладает отрицательный вклад, поскольку 
отрицательных членов суммы вдвое больше. Таким образом, наинизшем 
по энергии (основным) состоянием молекулы водорода является со-
стояние с противоположными спинами пары электронов. Выигрыш в 
энергии происходит за счет обменного взаимодействия. Такое положе-
ние характерно для ковалентной связи атомов в молекулах. 
Следует признаться в некоторой погрешности приведенного выше 
вывода. Дело в том, что использованные при выводе состояния I  и 
II  не ортогональны друг другу, т. е. величина 3I II 1 2 0L d rdr    , а в 
качестве базиса в теории возмущений могут использоваться только ор-
тогональные состояния. Нетрудно провести процедуру их ортогонали-
зации, в результате в выражении (9.3) к величине I,IIV  должно быть до-
бавлено слагаемое I,I2LV , но это не влияет на изложенные физические 
выводы. 
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9.3. Ферромагнетизм и антиферромагнетизм  
 
В рассмотренном случае молекулы водорода обменное взаимодейст-
вие приводит к выгодности противоположного направления спинов  
в соседних атомах. Но в ряде переходных металлов оказывается преоб-
ладающим член суммы в (9.4), соответствующий взаимодействию элек-
тронов друг с другом, т. е. обменное взаимодействие приводит к выгод-
ности параллельного расположения спинов электронов, что приводит к 
явлению ферромагнетизма. Наглядно выгодность параллельных спинов 
можно пояснить следующим образом: принцип Паули запрещает элек-
тронам с параллельными спинами подходить слишком близко друг  
к другу, ограничивая тем самым энергию их отталкивания, которая, ес-
тественно, положительна.  
В. Гейзенберг предложил учитывать обменные эффекты с помощью 
эффективного гамильтониана, который действует только на спиновые 
переменные частиц 
 ˆ 2 ab a b
ab
H J s s     ,  (9.5) 
где суммирование идет по частицам, as  – оператор спина отдельной 
частицы, abJ – константы обменного взаимодействия.  
Для простоты операторы спинов можно рассматривать просто как 
векторы, соответствующие направлению спина. Их скалярное произве-
дение максимально, когда они параллельны, и минимально – в случае 
антипараллельности. Таким образом, при положительной константе J  
энергия минимальна при ферромагнитном состоянии электронной сис-
темы, а при отрицательной J  выгодным оказывается антиферромагнит-
ное состояние, когда спины электронов на соседних узлах решетки  
антипараллельны. Собственных значений скалярного произведения спи-
нов двух электронов только два. Одно из них равно 1 4 и соответствует 
параллельному направлению спинов (оно трехкратно вырождено), дру-
гое равно 3 4  и соответствует антипараллельным спинам. Таким обра-
зом, из этого гамильтониана для двух частиц мы опять имеем результат 
(9.3), а именно, два энергетических состояния с разницей энергий E , 
совпадающей с (9.3), если принять I,IIJ V . Следовательно, если интере-
соваться только спиновым состоянием, то гамильтониан (9.5) эквива-
лентен гамильтониану (9.1) в случае двух электронов. Гамильтониан 
(9.5) также применим и в случае многих частиц. 
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ЛЕКЦИЯ 10.  Зонная теория электронов в проводниках 
 
10.1. Классическая теория электропроводности  
 
В 1911 году английский ученый, лауреат Нобелевской премии 
1908 года Эрнест Резерфорд (1871–1937) на основании результатов экс-
перимента по рассеянию альфа-частиц, предложил планетарную модель 
атома, в которой в центре атома расположено положительно заряженное 
ядро, вокруг которого вращаются электроны. Развитие этой модели по-
зволило объяснить хорошую проводимость металлов, сравнительно  
неплохую проводимость полупроводников и отсутствие проводимости у 
диэлектриков. В металлах ядра атомов расположены в узлах правильной 
кристаллической решетки, а между ними находятся электроны, скреп-
ляющие решетку, при этом, часть электронов коллективизированы и 
могут более или менее свободно переходить от одного атома к другому. 
В диэлектриках каждый электрон принадлежит своему атому и не имеет 
возможности перемещаться на большие расстояния.  
В классической теории электропроводности, разработанной Паулем 
Друде (1863–1906) в 1900 году и усовершенствованной Хендриком  
Лоренцом (1853–1928), было предположено, что носителями тока в ме-
таллах являются электроны, поведение которых подобно поведению 
молекул идеального газа. При движении электронов не принимаются во 
внимание их столкновения друг с другом, а удельная электропровод-
ность проводника определяется как 
 
2ne l
p
  ,  (10.1) 
где n  – плотность коллективизированных электронов (электронов про-
водимости), e  – заряд электрона, p  – средний импульс неупорядочен-
ного движения электронов, l – длина свободного пробега электрона.  
Формулу (10.1) легко получить, предполагая, что под действием 
внешнего электрического поля электрон проходит расстояние l  до уп-
ругого столкновения с ионами, при которых он передает иону свой им-
пульс. Казалось бы, длина свободного пробега не может быть больше 
межатомного расстояния, поскольку электроны постоянно сталкиваются 
с ионами, взаимодействие с которыми у них сильное (кулоновское).  
Такая длина пробега привела бы к весьма малой проводимости. Между 
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тем, как показывает эксперименты, длина свободного пробега может 
достигать сантиметров. Объяснение этого противоречия эксперимента и 
классической теории было дано на основании квантовомеханических 
представлений.  
 
10.2. Теорема Бло̀ха 
 
Швейцарский физик, лауреат Нобелевской премии 1952 года Феликс 
Блох (1905–1983) в 1928 г. доказал, что электрон, помещенный в перио-
дический потенциал ионов кристаллической решетки, является свобод-
ной частицей, а взаимодействие с периодическим потенциалом не при-
водит к электросопротивлению. Математически теорема формулируется 
следующим образом.  
Если гамильтониан имеет вид 
  2ˆˆ 2
pH V r
m
   ,  (10.2) 
где  V r  – потенциальная энергия, являющаяся периодической функ-
цией координаты,  
то стационарные волновые функции частицы (решения уравнения Шре-
дингера Hˆ E  ) имеют вид 
      ,i k rk kr e u r 
 
   ,  (10.3) 
где  ku r   – периодическая функция координаты с тем же периодом, что 
и функция  V r .  
Точнее, поскольку речь идет о функциях трех пространственных пе-
ременных, нужно говорить о трех периодах – о трех векторных перио-
дах прямой решетки 1a , 2a  и 3a . Вектор k
  аналогичен волновому век-
тору свободной частицы. Величина p k   , аналогичная импульсу сво-
бодной частицы, называется квазиимпульсом. Энергия частицы  E p  
является периодической с периодом обратной решетки функцией квази-
импульса p . 
Нестрогое доказательство теоремы приведем для одномерного слу-
чая, когда имеется только одна пространственная переменная x , а  
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a  – период функции  V x . Пусть  x  – одно из решений уравнения 
Шредингера с одномерным аналогом гамильтониана (10.2). Поскольку 
гамильтониан инвариантен относительно замены x  на x na , где  
n  – любое целое положительное или отрицательное число, то функции 
 x na   также являются решениями уравнения Шредингера, соответ-
ствующие тому же значению энергии E . Если для упрощения предпо-
ложить, что спектр невырожден, то это должны быть те же самые функ-
ции. А именно, при смещении на a  функция   может домножаться  
на произвольную константу c , поскольку домноженная на константу 
функция также есть решение линейного уравнения. Отсюда следует, что 
    nx na c x   .  (10.4) 
Константа 1c  , поскольку волновая функция не должна экспонен-
циально расти при x  ; c  – фазовый множитель, который может 
быть записан в виде  
 ikac e ,  (10.5) 
где k  – действительное число.  
Подставляя в (10.4) выражение (10.5) и функцию   в виде 
   ikx kx e u x  , убеждаемся, что  ku x  – периодическая функция с пе-
риодом a . 
Таким образом, утверждение (10.3) доказано. Если имеет место  
вырождение, то нетрудно доказать, что из линейной комбинации функ-
ций  , соответствующих одной энергии E , можно построить функцию 
вида (10.3).  
Функция  ku r   называется блоховской амплитудой.  
Для свободной частицы вне кристалла значение импульса p k   
может быть любым. В случае же кристалла, если мы добавим к k  вели-
чину 2 a , то в одномерном аналоге функции (10.3) появится дополни-
тельный множитель 
2 ix
ae

, являющийся периодической функцией вида 
 u x  с периодом a . Это означает, что изменение волнового числа на 
2 a  приводит к той же задаче, т. е. все физически различные состоя-
ния частицы находятся в интервале k  длиной 2 a , а выход за этот  
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интервал приводит к периодическому повторению состояний. В частно-
сти, из этого рассуждения следует периодичность энергии 
  2E p E p
a
    
 ,  
где 2
a
  – период обратной решетки.  
Интервал значений p , включающий все различные состояния элек-
трона в кристалле, удобно выбрать в виде p
a a
     . В «компенса-
цию» ограниченности интервала квазиимпульсов при каждом заданном 
p  уравнение Шредингера имеет бесконечное число решений. Как ре-
зультат, электронный спектр в кристаллическом проводнике  mE p  
оказывается зонным, т. е. энергия зависит от номера зоны m  и в каждой 
зоне от непрерывной переменной p . 
 
10.3. Зоны Бриллюэна. Зоны проводимости.  
Электронная и дырочная проводимости  
 
При переходе к трехмерному случаю, картина усложняется за счет 
того, что периоды прямой и обратной решеток представляют собой век-
торы, величина и направление которых зависит от типа и размеров кри-
сталлической решетки. Область физически различных состояний из от-
резка прямой на оси p  превращается в сложно ограненную область  
в p -пространстве, называемую зоной (ячейкой) Бриллюэна. Данное рас-
смотрение выходит за рамки нашей программы.  
Можно показать, что для электронов в кристалле справедливы урав-
нения Гамильтона (М4.1), которые можно записать в виде  
 Ev
p
 
  ,  Up r
  
  ,  (10.6) 
где 3pˆv d r
m
       
  – среднее в смысле квантовой механики значение 
скорости (3.1), а  U r  – внешний приложенный потенциал, меняющийся 
на расстояниях, значительно превышающих период решетки.  
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Уравнения (10.6) показывают, в каком смысле электрон в кристалле 
можно считать свободным: в отсутствие внешнего поля электрон имеет, 
вообще говоря, отличную от нуля среднюю скорость, а при приложении 
внешней силы непрерывно изменяет свой квазиимпульс. Поскольку для 
периодической функции  E p  производная dE dp  неизбежно в некото-
рых областях p  отрицательна, то увеличение импульса частицы может 
как ускорять частицу, так и замедлять ее.  
 
Согласно принципу Паули каждое состояние может быть заполнено 
только двумя электронами (спин которых противоположно направлен), 
а значит можно говорить о полностью заполненной энергетической зоне. 
Очевидно, что приложение к электронам такой зоны некоторой неболь-
шой силы не приводит ни к каким последствиям, поскольку никакого 
перераспределения электронов внутри заполненной зоны произойти  
не может. С точки зрения уравнений (10.6) происходит следующее:  
каждый электрон, непрерывно изменяя свой импульс, подходит к гра-
нице ячейки Бриллюэна, пересекает ее и вновь оказывается с другой 
стороны среди состояний этой же зоны (рис. 3.6). Поскольку его ско-
рость за время движения оказывается направленной то по приложенной 
силе, то против нее, суммарный ток заполненной зоны равен нулю.  
Таким образом, в проводимость дают вклад только частично заполнен-
ные зоны – так называемые зоны проводимости.  
Особый интерес представляют состояния электронов вблизи мини-
мума и максимума энергии не полностью заполненной зоны. Вблизи 
этих экстремумов функция  E p  всегда может быть представлена в виде  
    10 12 i kikikE p E m p p   .  (10.7) 
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В (10.7) 0E  – константа, а суммирование ведется по проекциям век-
тора p , отсчитанного от точки экстремума. Коэффициенты разложения 
 1
ik
m  образуют тензор, который по аналогии с энергией свободной 
частицы 2 2E p m  называют тензором обратных масс. В случае ми-
нимума энергии массы положительны, в случае максимума – отрица-
тельны. В изотропном случае тензор превращается в скаляр 
    11 ikikm m   . В этом случае 2 2E p m , а величину m , не совпа-
дающую, вообще говоря, с массой свободного электрона, называют  
эффективной массой. Вблизи максимума в соответствии с уравнениями 
(10.6), скорость частицы направлена в обратную сторону по отношению 
к квазиимпульсу, а под действием внешней силы частица начинает дви-
гаться в сторону, обратную силе.  
Если зона заполнена электронами только вблизи своего дна, где вы-
полняется разложение (10.7) с положительными  1
ik
m , то поведение 
электронов этой зоны во внешних полях качественно не отличается от 
поведения электронов в вакууме.  
Если же зона заполнена почти полностью, так что свободными оста-
ются только состояния вблизи «потолка» зоны, где справедливо разло-
жение (10.7) с отрицательными  1
ik
m , то эти свободные от заполнения 
состояния, называемые дырками, ведут себя как частицы с положитель-
ными массами и положительным зарядом, обратным заряду электрона. 
Это понятно из следующего рассуждения. Если мы добавим недостаю-
щие до полного заполнения электроны, то, как было сказано выше, пол-
ный ток зоны во внешнем электрическом поле станет равным нулю.  
Далее убираем добавленные заряды. При выемке одного заряд системы 
изменяется на e . Опустевшее место движется под действием внешнего 
электрического поля, естественно, туда же, куда двигался вынутый 
электрон отрицательной массы – против действия силы eE  на электрон 
или, что то же самое, по действию силы  e E   на положительно заря-
женную дырку с положительной массой. Это движение создает ток того 
же направления, что и в случае обычных электронов в вакууме. 
Действительно, пусть электрическое поле действовало на частицы в 
течение времени t  (время свободного пробега). За это время вынутый 
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электрон (дырка) приобретает скорость  h e EteEtv m m 
 
  (величина 
m взята положительной, индекс h  означает дырку). До выемки элек-
троны отрицательной массы давали вклад в плотность тока (ТП 7.11)  
 
2
h
h
e n Eten v
m
 
 ,  (10.8) 
где hn  – обычная (не зарядовая) плотность дырок, en  . 
Следовательно, после выемки плотность тока для частиц с зарядом 
e  и массой m  станет 
  2 hh e n Etj m

 .  (10.9) 
Если одна из энергетических зон заполнена у дна (плотность элек-
тронов en ), а другая – почти полностью (плотность дырок hn ), то полная 
плотность тока в электрическом поле 
 2 e he h
e h
n nj j j e Et
m m 
      
   .  (10.10) 
Таким образом, в случае действия электрического поля электроны и 
дырки дают вклады в ток, имеющие одинаковые знаки.  
В скрещенных электрическом и магнитном полях возникает ток хол-
ловского дрейфа, скорость движения (ТП 6.14) в котором 2
,E H
v c
H
  
 
  
не зависит от типа частиц и поэтому в соответствующий холловский ток 
электроны и дырки дают вклады разного знака  
  H e hj en e n v      .  (10.11) 
По формулам (10.10) и (10.11) из эксперимента определяют концен-
трации электронов и дырок в проводнике. 
Определим энергетический спектр электронов в одномерной модели 
сильной связи. Это модель цепочки достаточно удаленных друг от друга 
атомов, так что переходы электронов между ними весьма редки. Следо-
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вательно, в главном приближении электроны находятся на своих узлах, 
имея там энергию своего n -го уровня  0 nE E  и свою атомную волно-
вую функцию  0 nr  , где r  – номер узла. Поскольку энергия  0E  на 
всех узлах одинакова, в задаче имеется бесконечнократное вырождение 
и следует пользоваться секулярным уравнением (лекция 7), т. е. искать 
решение в виде линейной комбинации вырожденных состояний 
r nr
r
c   и секулярное уравнение для коэффициентов rc  имеет вид 
    1 1 0n r r rE E c V c c     ,  (10.12) 
где V  – матричный элемент перескока электрона с данного атома на 
ближайшие (перескоками на более дальние расстояния пренебрегаем 
как еще менее вероятными).  
Легко проверить, что уравнения (10.12) имеют решение 
 i rrc e    (10.13) 
с произвольной константой  , а энергия 
   2 cosn n paE p E V   ,   
pa   . (10.14) 
В соответствии с теоремой Блоха энергия (10.14) есть периодическая 
функция квазиимпульса p  с периодом 2 a , где а  – расстояние меж-
ду атомами, и волновая функция 
 
ipar ipx
r nr nr nr
r r r
c e e           (10.15) 
соответствует волновой функции Блоха (10.3), где при преобразовании 
учтено, что область локализации атомной волновой функции nr  гораз-
до меньше, чем межатомное расстояние а. 
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I V .  С Т А Т И С Т И Ч Е С К А Я   Ф И З И К А  
 
ЛЕКЦИЯ 1.  Введение. Фазовое пространство.  
Статистическое распределение. Энтропия  
 
Статистическая физика изучает закономерности, которым подчиня-
ется поведение макроскопических тел, т. е. тел, состоящих из колос-
сального количества отдельных частиц. Казалось бы, что с увеличением 
числа частиц свойства такой механической системы существенно ус-
ложняются и теряются всякие закономерности. В действительности же, 
появляются новые, так называемые статистические закономерности, 
непосредственно связанные с теорией вероятностей. Значение статфи-
зики в том, что она изучает макроскопические тела, с которыми мы по-
стоянно имеем дело на практике и в технике. 
 
1.1. Фазовое пространство 
 
Пусть механическая система имеет s  степеней свободы, т. е. поло-
жение точек этой системы в пространстве задается s  координатами iq . 
Для полного задания состояния механической системы в какой-то мо-
мент времени необходимо задать еще s  значений импульсов этих мате-
риальных точек ip . Введем формально систему координат в 2s -мерном 
пространстве: на s  осях в этом пространстве будем откладывать значе-
ния iq , а на остальных s  осях – значения ip . Таким образом, состояние 
всей макроскопической системы в этом пространстве, называемом фа-
зовым, будет изображаться точкой. Со временем положение этой фазо-
вой точки системы будет изменяться, описывать некоторую линию, на-
зываемую фазовой траекторией системы.  
Если рассматриваемая система является замкнутой, то, в принципе, 
фазовая траектория может быть определена, но при больших s  – это 
практически неразрешимая задача. Если же рассматриваемая макроско-
пическая система незамкнута, т. е. является подсистемой (частью) не-
которой замкнутой системы, то фазовая траектория неизвестна принци-
пиально. Поэтому уместно говорить лишь о вероятности w  нахождения 
фазовой точки в каком-либо элементе фазового пространства 
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  1 2 1 2, ,..., , , ,..., ,s sw p p p q q q t dpdq ,  (1.1) 
где   – функция статистического распределения или просто функция 
распределения, а 1 2 1 2... ...s sdpdq dp dp dp dq dq dq . 
Поскольку сумма вероятностей всех возможных положений фазовой 
точки равна 1, то условие нормировки для функции   имеет вид 
 1dpdq  .  (1.2) 
Зная функцию распределения, можно найти среднее значение любой 
физической величины  ,f p q , зависящей от координат и импульсов 
  ,f f p q dpdq  .  (1.3) 
Таким образом, среднее значение есть сумма произведений всех воз-
можных значений величины на вероятности этих значений.  
 
1.2. Статистическое равновесие 
 
Если макроскопическая система долгое время предоставлена самой 
себе, то из-за сложности взаимодействий в ней фазовая траектория 
столь запутанна, что проходит все возможные фазовые точки, а функ-
ция распределения   перестает зависеть от времени. Такое состояние 
системы называют состоянием статистического (термодинамического, 
или теплового) равновесия. Если в какой-то момент времени система 
была выведена из этого состояния внешними воздействиями, то за неко-
торое время, называемое временем релаксации, она вернется в состоя-
ние равновесия. 
 
1.3. Микроканоническое и каноническое распределения 
 
Рассмотрим функцию распределения системы в состоянии статисти-
ческого равновесия. Поскольку в процессе релаксации фазовая точка 
системы может побывать во всех допустимых участках фазового про-
странства, то ее пребывание в этих участках должно быть равновероят-
ным. Допустимость участков определяется законами сохранения: если 
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система замкнута, то ее полные энергия, импульс и момент импульса 
сохраняются, т. е. фазовая точка может находиться только в областях с 
фиксированным значением этих величин. Если заниматься только  
не вращающимися и покоящимися в целом системами, то из сказанного 
следует следующая функция распределения для замкнутой макроскопи-
ческой системы в состоянии термодинамического равновесия  
  0const E E   .  (1.4) 
 -функция обеспечивает зануление распределения в точках фазово-
го пространства, в которых энергия системы отличается от фиксирован-
ного значения 0E . Постоянный множитель в (1.4) может быть определен 
из условия нормировки (1.2). Распределение (1.4) называется микрока-
ноническим. 
Для подсистемы большой системы энергия не сохраняется, поэтому 
распределение (1.4), строго говоря, не верно. При этом понятно, что 
распределение тоже является функцией энергии  E . Мысленно разо-
бьем подсистему на две подсистемы. Взаимодействием между частица-
ми этих подсистем, происходящим только на границе между ними, 
можно пренебречь по сравнению с внутренней энергией подсистем, т. е. 
можно положить 1 2E E E  . Подсистемы можно считать независимы-
ми в статистическом смысле, а вероятности независимых событий пе-
ремножаются 
      1 2 1 2E E E E    .  (1.5) 
Свойством (1.5) обладает только показательная функция 
 EAe   ,  (1.6) 
где A  и   – константы.  
Позже мы увидим, что константа   непосредственно связана с тем-
пературой T : 1
T
  . В этой формуле температура считается измерен-
ной в энергетических единицах, т. е. если T  измерена в градусах, то 
1
kT
  , 231,38 10k   Дж/К – постоянная Больцмана.  
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Распределение  
 
E
TAe    (1.7) 
справедливое для подсистемы, находящейся в состоянии термодинами-
ческого равновесия, называется каноническим или распределением  
Гиббса (1901).  
До сих пор мы подразумевали систему, подчиняющуюся классиче-
ской механике. В квантовом случае вместо (1.1) и (1.7) следует писать 
 n
E
T
nw Ae
  ,  (1.8) 
где nw  – вероятность того, что система находится в n -ом состоянии, 
энергия которого nE . 
Следует сказать, что при вычислении средних физических величин 
по формуле (1.3) безразлично, пользоваться ли микроканоническим 
распределением (1.4) либо каноническим (1.7), поскольку относитель-
ные отклонения энергии системы от среднего значения оказываются 
пренебрежимо малыми. Однако удобнее использовать распределение 
(1.7). 
 
1.4. Энтропия 
 
Рассмотрим следующий пример. Пусть имеются N  ячеек, в которые 
разложены n  шаров, причем шары могут подпрыгивать и перескакивать 
из ячейки в ячейку. Вначале мы разложили шары в первые n  ячеек и 
точно знали, где они находятся. Позже можно говорить только о веро-
ятности найти шар в ячейке. По истечении большого периода времени 
(времени релаксации) обнаружение шара в любой из ячеек станет равно-
вероятным. В конце процесса нашему знанию о системе (макроскопиче-
скому ее состоянию) соответствует  
!
! !
N
n N n
    конкретных возмож-
ностей размещения шаров (микроскопических состояний), притом, что 
вначале процесса 1  . 
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Число   микроскопических состояний, являющихся возможной реа-
лизацией данного макроскопического состояния называется его стати-
стическим весом, а логарифм этой величины – энтропией  
 lnS   .  (1.9) 
Как и в примере с шарами, энтропия замкнутой системы возраста-
ет со временем, принимая максимальное значение в состоянии стати-
стического равновесия – это утверждение называют также вторым на-
чалом (законом) термодинамики (Клаузиус-Больцман). 
Если макроскопическое состояние «охватывает» объем фазового 
пространства p q  , то 
  2 s
p q

  

,  (1.10) 
где s  – число степеней свободы, поскольку на единицу объема фазового 
пространства приходится  2 s   квантовых состояний системы, что 
следует из решения задачи о потенциальном ящике (лекция 4КМ). 
 
 
ЛЕКЦИЯ 2.  Термодинамика 
 
Физические величины, характеризующие макроскопическое состоя-
ние тел, называют термодинамическими. Термодинамика изучает соот-
ношения между термодинамическими величинами. 
 
2.1. Температура 
 
Рассмотрим два тела, составляющих вместе замкнутую систему, на-
ходящуюся в тепловом равновесии. Энергия системы E  есть сумма 
энергий каждого из тел 1 2E E E  . Это же относится и к энтропии S  
системы – энтропия, как и энергия, аддитивная величина: количество 
возможных состояний для составного тела есть произведение количеств 
возможных состояний для частей, а энтропия есть логарифм этой вели-
чины. Следовательно,  
     1 1 2 2S E S E S E  .  
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В состоянии теплового равновесия энтропия максимальна, поэтому 
условие максимума должно соблюдаться и относительно переменной 
1E , а именно, 
1
0dS
dE
 . Откуда следует 
1 2 2 1 2
1 2 1 1 2
0dS dS dE dS dS
dE dE dE dE dE
    , 
1 2
1 2
dS dS
dE dE
 .  
Было использовано то, что 2 1E E E  , а энергия замкнутой системы – 
константа.  
Таким образом, если система находится в состоянии термодинамиче-
ского равновесия, то производная от энтропии по энергии для всех ее 
частей одинакова. Величину, обратную этой производной называют 
температурой T . 
 1dS
dE T
  .  (2.1) 
Следовательно, температуры тел, находящихся в равновесии друг с 
другом, одинаковы, 1 2T T . Введенная формулой (2.1) температура имеет 
размерность энергии. Ее перевод в Кельвины осуществляется с помощью 
постоянной Больцмана 231,38 10k   Дж/К:    Кельвин ДжT T k . 
 
2.2. Адиабатический процесс 
 
Кроме замкнутых систем необходимо ввести понятие теплоизолиро-
ванных систем – макроскопических тел, не взаимодействующих с дру-
гими телами, но находящихся во внешнем поле, вообще говоря,  
меняющемся со временем. Под внешним полем (внешними условиями) 
мы будем понимать стенки, ограничивающие объем системы.  
Адиабатическим процессом называется медленное по сравнению со 
временем релаксации изменение внешних условий (объема тела).  
Поскольку энтропию внешнего поля можно считать равной нулю (т. к. 
поле однозначно задано), энтропия тела при адиабатическом процессе 
не меняется. Аналогия с шарами в ячейках: равномерное сжатие всех 
ячеек не изменит распределение шаров по ним.  
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Если внешние условия формально обозначить некоторым парамет-
ром  , то данное утверждение можно записать для изменения в адиаба-
тическом процессе средней энергии тела 
  , ,
S
E p q E
 
       ,  (2.2) 
где частная производная берется при постоянной энтропии.  
Здесь введено определение термодинамической энергии тела 
  , ,E E p q  .  (2.3) 
Черта над E  в формулах (2.2) и (2.3) означает, что производится  
усреднение по всем микроскопическим реализациям макроскопического 
состояния тела. 
 
2.3. Давление 
 
Найдем силу, с которой тело действует на границу своего объема 
(стенку). По известной формуле механики 
 , ,E p q rF
r
  

  ,  
где  , ,E p q r – энергия тела как функция импульсов и координат его 
частиц, а также радиус-вектора элемента ограничивающей тело поверх-
ности, силу действия на который мы ищем.  
Усредняя это равенство и пользуясь (2.2) и (2.3), имеем 
 , ,
S
E p q r EF
r r
        

   
Ограничимся далее рассмотрением жидкостей и газов, энергия кото-
рых зависит только от объема V , но не формы тела. Тогда имеем 
S S
E V EF ds
dV r V
                     
  , 
где ds  – элемент поверхности, а dV dsdr   . 
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Давление P  есть по определению абсолютная величина силы, дейст-
вующей на единицу площади поверхности  
 
S
EP
V
     .  (2.4) 
С учетом возможности изменения объема тела определение темпера-
туры (2.1) должно быть уточнено: поскольку при получении (2.1) мы 
считали объем постоянным, то 
 
V
ET
S
     .  (2.5) 
Равенства (2.4) и (2.5) могут быть записаны вместе в виде важного 
для дальнейшего изложения соотношения между дифференциалами 
 dE TdS PdV  .  (2.6) 
 
2.4. Работа и количество тепла 
 
Если стенки сосуда перемещаются, изменяя объем тела, то внешние 
силы производят над телом работу 
 R P drds PdV       .  (2.7) 
Действительно, Pds   – это сила действия стенки на элемент поверх-
ности тела, ее произведение на dr  – производимая над этим элементом 
работа. Если тело теплоизолировано, то изменение его энергии равно 
произведенной над ним работе R . В общем случае энергия изменяется 
также за счет тепла Q , переданного телу от других тел. 
 dE R Q PdV Q        .  (2.8) 
Сравнивая (2.8) с (2.6), находим 
 Q TdS  .  (2.9) 
Бесконечно малые изменения величин R  и Q  мы обозначаем буквой 
  вместо d  по следующей причине. Эти изменения не являются диф-
ференциалами каких-либо функций, характеризующих состояние тела, 
поскольку произведенная работа и переданное тепло зависят не только 
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от начального и конечного состояния тела, а и от пути, по которому 
протекает процесс, т. е. от соотношения изменений переменных S  иV . 
Количество тепла, при получении которого температура тела повы-
шается на единицу, называется теплоемкостью. Теплоемкость C  зави-
сит от того, при каких условиях происходит нагревание тела. Различают 
теплоемкость при постоянном объеме VC  и постоянном давлении pC . 
Как следует из (2.9), 
 
,
.
V
V
P
P
SC T
T
SC T
T
    
    
  (2.10) 
Можно доказать, что P VC C . 
 
2.5. Термодинамические функции (термодинамические 
потенциалы) 
 
Поскольку дифференциал энергии простым соотношением (2.6)  
выражается через дифференциалы S  и V , энергия является удобной 
термодинамической функцией, если равновесное термодинамическое 
состояние системы задано переменными S  и V . Но состояние можно 
задавать любой другой парой независимых переменных, например, S  и 
P . В этом случае удобно пользоваться другой термодинамической 
функцией 
 W E PV  ,  (2.11) 
называемой энтальпией или тепловой функцией, поскольку дифферен-
циал от нее dW dE PdV VdP    c учетом (2.6) просто выражается че-
рез дифференциалы S  и P  
 dW TdS VdP  .  (2.12) 
Из сравнения (2.12) с (2.9) видно, что изменение энтальпии при по-
стоянном давлении равно получаемому телом теплу. Отсюда тепло-
емкость при постоянном давлении  
 P
P
WC
T
     .  (2.13) 
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С учетом (2.6) и (2.10) теплоемкость при постоянном объеме  
 V
V
EC
T
     .  (2.14) 
Удобной относительно переменных T  и V  является функция 
 F E TS  ,  (2.15) 
называемая свободной энергией. 
Ее дифференциал с использованием (2.6) 
 dF SdT PdV   .  (2.16) 
Из сравнения (2.16) с (2.7) видно, что изменение свободной энергии 
при изотермическом процессе равно произведенной над телом работе. 
Относительно переменных P  и T  удобна функция 
 W TS   ,  (2.17) 
которая называется термодинамическим потенциалом. 
Ее дифференциал  
 d SdT VdP    .  (2.18) 
До сих пор мы считали число частиц в теле N  фиксированным. Если 
формально рассматривать N  как еще одну независимую переменную, 
то для дифференциала энергии запишем  
 dE TdS PdV dN   .  (2.19) 
Величина  
 
,S V
dE
dN
        (2.20) 
называется химическим потенциалом тела.  
Аналогично имеем 
 dW TdS VdP dN   ,  (2.21) 
 dF SdT PdV dN    ,  (2.22) 
 d SdT VdP dN     .  (2.23)  
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Из (2.23) следует, что 
  
,P T
d
dN
      .  (2.24) 
Нетрудно понять, что из этого равенства следует 
 N  ,  (2.25) 
поскольку при фиксированных давлении и температуре состояние ве-
щества задано и потенциал   просто пропорционален количеству ве-
щества. Таким образом, химический потенциал тела – это его термоди-
намический потенциал, отнесенный к одной молекуле. 
Вместо того, чтобы рассматривать тело, задаваясь числом частиц в 
нем и считая его объем переменной величиной, мы можем выделить 
внутри тела некий заданный объем, а переменной считать число частиц 
в этом объеме. Часто удобно при этом брать в качестве переменной не 
величину N , а химический потенциал  . Удобной относительно пере-
менных T  и   термодинамической функцией является так называемый 
 -потенциал  
 F N F PV       .  (2.26) 
Дифференциал этой функции получаем из (2.22), исключив измене-
ние объема,  
 d SdT Nd    .  (2.27) 
 
 
ЛЕКЦИЯ 3.  Принцип Ле Шателье. Теорема Нернста 
 
3.1. Принцип Ле Шателье  
 
Термодинамический принцип, сформулированный в 1884 году фран-
цузским физиком и химиком Анри Луи Ле Шателье (1850–1936) и но-
сящий его имя гласит: внешнее воздействие, выводящее тело из равно-
весия, стимулирует в нем процессы, стремящиеся ослабить результаты 
этого воздействия.  
Рассмотрим цилиндр с газом, снабженный поршнем, который может 
двигаться, а может быть и застопорен. С другой стороны поршня – ат-
мосфера, создающая некоторое постоянное давление (рис. 4.1). Причем 
 149
под телом, о котором говорится в принципе Ле Шателье, мы подразуме-
ваем как газ в цилиндре, так и снаружи, а также и сам поршень. Понят-
но, что если поршень может свободно 
двигаться, то установится равенство 
давлений с двух его сторон. В цилин-
дре будет также атмосферное давле-
ние – в этом будет заключаться внут-
реннее равновесие рассматриваемого 
тела.  
В качестве внешней среды, которая может создавать внешнее воз-
действие на тело, введем снаружи цилиндра некий нагреватель, который 
через стенку цилиндра может нагревать газ, т. е. передавать ему некото-
рое количество энергии в форме тепла. Равновесие тела с этим внешним 
объектом имеет место при равенстве температур нагревателя и газа. 
Включение нагревателя обеспечивает переход количества тепла dQ  в 
цилиндр и подъем температуры газа на T . Но этот нагрев можно про-
изводить как при застопоренном поршне, т. е. при сохранении объема 
газа, так и при свободном поршне, т. е. при заданном давлении. Оче-
видно, что при повышении температуры газа его давление повысилось 
бы при постоянном объеме, поэтому свободный поршень будет выдви-
гаться. Из принципа Ле Шателье следует, что    P VT T   , так как 
движение поршня в данном примере – это тот внутренний процесс в те-
ле, который ослабляет результат внешнего воздействия – повышение 
температуры. 
Принцип Ле Шателье – это проявление устойчивости термодинами-
ческого равновесия, суть которого в том, что система сопротивляется 
попытке вывести ее из равновесия. 
Принцип Ле Шателье математически выводится из утверждения вто-
рого начала термодинамики о том, что энтропия максимальна в состоя-
нии термодинамического равновесия.  
Запишем энтропию тела и внешней среды («тела» и нагревателя в 
рассмотренном примере) как функцию двух переменных  ,S x y , где 
переменная x  регулирует равновесие тела со средой (энергия газа E  в 
примере), а переменная y  – внутреннее равновесие тела (объем газа под 
поршнем V ). Условия максимума энтропии как любой функции двух 
переменных имеют вид (введены обозначения S X
x
    и 
S Y
y
   )  
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 0X   ,  0Y  , (3.1)  
 0
y
X
x
     , 0x
Y
y
     ,  (3.2) 
 
2
0
y x x
X Y X
x y y
                     .  (3.3) 
Если нарушается равновесие со средой, причем делается это при не-
изменной внутренней переменной y . т. е. тепло передается при засто-
поренном поршне, то условие 0X   нарушается, величина X  стано-
вится равной 
  y
y
XX dx
x
      . 
При этом нарушается и внутреннее равновесие 0Y  .  
Если же внешнее равновесие нарушать при сохранении внутреннего 
равновесия (свободный поршень), то изменение X  
   0Y
Y
XX dx
x
      .  (3.4) 
Чтобы сравнить между собой эти изменения X , запишем полные 
дифференциалы величин X  и Y  
 
y x
X XdX dx dy
x y
            ,  (3.5) 
 
y x
Y YdY dx dy
x y
            .  (3.6) 
Из условия 0dY   выразим из (3.6) dy  через dx  и подставим в (3.5). 
2
0
x
Y y
x
X
yX X
x x Y
y

                     
 . 
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Здесь также учтено, что 
y x
Y X
x y
            , поскольку обе эти величины 
являются второй производной от энтропии – 
2S
x y
    
 (порядок перемен-
ных во второй производной безразличен). Знаменатель второго слагае-
мого положителен благодаря условию (3.2). Используя также (3.3), имеем 
 
0
0
y Y
X X
x x 
              ,  (3.7) 
     0y YX X     .  (3.8) 
Что и требовалось доказать, а именно, неравновесие тела X , воз-
никшее под внешним воздействием, меньше, если в теле происходят 
процессы, приводящие к внутреннему равновесию.  
В рассмотренном примере роль X  выполняет величина S
Q
  , кото-
рая, согласно (2.9), равна 1 1
HT T
    
, T HS S S   , T HdQ dQ  , где  
индексы T  и H  относятся к телу и нагревателю, соответственно.  
Таким образом, неравенство (3.8) для этого примера приводит к уже 
упоминавшемуся неравенству    P VT T   . 
Еще один пример подобного рода: вместо поршня, связывающего газ 
с атмосферой, соединим данную емкость с газом с другой емкостью 
(рис. 4.2). Стенки между емкостями могут как пропускать, так и не про-
пускать тепло. Тогда из (3.8) следует, что    
2 1 21 1T T T constT T    , т. е. 
повышение температуры нагреваемого извне газа в первой емкости бу-
дет меньше, если обе емкости могут обмениваться теплом. Чтобы в этом 
убедиться, нужно положить 1dx dQ (тепло получен-
ное газом в первой емкости от нагревателя), а 
2dy dQ (тепло, полученное газом во второй емкости 
от первой). Тогда  
1
1 1
H
X
T T
   , 
2 1
1 1Y
T T
   . 
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3.2. Теорема Нернста 
 
Эта теорема, называемая еще третье начало термодинамики, была 
сформулирована немецким физиком, лауреатом Нобелевской премии 
1920 года Вальтером Нернстом (1864–1941) в 1906 г. 
Теорема Нернста: энтропия всякого тела обращается в нуль при аб-
солютном нуле температуры ( 0T  ).  
Доказывается следующими рассуждениями. Из (2.14) следует, что 
энергия монотонно возрастающая функция температуры, если учесть, 
что теплоемкость положительна. Следовательно, энергия имеет наи-
меньшее значение при 0T  . А значит, тело должно находиться при 
0T   в наинизшем, основном состоянии системы. В квантовой механи-
ке доказывается, что основное состояние не может быть вырожденным, 
т. е. оно одно. Поэтому, согласно (1.9) ln1 0S   . Обратим внимание, 
что это результат квантовый, в классике состояния непересчитываемы, 
поэтому энтропия определена с точностью до постоянного слагаемого. 
Перечислим некоторые выводы из теоремы Нернста.  
Непосредственно из (2.10) видно, что при 0T   обращаются в нуль 
теплоемкости VC  и PC , поскольку производная ST

  не может стремить-
ся к бесконечности при 0T   достаточно быстро, если сама энтропия 
стремится к нулю в этом пределе. Аналогичным образом можно дока-
зать, что к нулю стремятся коэффициент теплового расширения 
P
V
T
     
и тепловой коэффициент давления 
V
P
T
    . 
Докажем первое из этих утверждений о том, что 0
P
V
T
      при 
0T  . Используя (2.18), имеем 
T T P
S
P P T
                     .  
Во второй производной от   поменяем порядок взятия производ-
ных. Тогда с учетом (2.18) получим 
T P T P
S V
P T P T
                               . 
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Доказываемое утверждение прямо следует из того факта, что, оче-
видно, 0
T
S
P
      при 0T  , поскольку энтропия равна нулю при нуле-
вой температуре при любом давлении. 
 
 
ЛЕКЦИЯ 4.  Обратимые и необратимые процессы 
 
4.1. Термодинамические процессы. Расширение газа в пустоту  
 
Обратимым называется такой процесс в замкнутой или теплоизоли-
рованной системе, изменение состояния системы при котором возможно 
как в прямом, так и в обратном направлении.  
Из закона возрастания энтропии следует, что обратимыми могут 
быть только те процессы, при которых энтропия замкнутой (теплоизо-
лированной) системы остается неизменной. Обращение во времени про-
цесса, увеличивающего энтропию, противоречило бы данному закону. 
Обратимым, в частности, является адиабатический процесс (лекция 2). 
Рассмотрим процесс расширения газа в пустоту, например, если уст-
раняется перегородка, не позволяющая газу занять весь объем некото-
рого сосуда. В этом процессе, очевидно, сохраняется энергия газа E . Из 
выражения (2.6) следует, что изменение энергии 0dE  , если между из-
менениями объема и энтропии имеет место соотношение  
 PdVdS
T
 , (4.1) 
Отсюда следует, что в данном процессе энтропия растет с расшире-
нием газа, поэтому этот процесс необратим. Например, если медленно 
вдвигая поршень в цилиндр, расширившийся газ адиабатически вернуть 
к первоначальному объему 1dV dV  , то с учетом постоянства энтро-
пии при адиабатическом процессе для изменения энергии (2.6) и (4.1) 
получим dE PdV . То есть при возврате к первоначальному объему 
энергия газа увеличится, что выразится в увеличении его температуры. 
Последнее утверждение следует из (2.14) с учетом положительности те-
плоемкости VC . 
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4.2. Цикл Карно 
 
Рассмотрим обратимый круговой процесс, состоящий из двух адиа-
батических и двух изотермических процессов, названный в честь опи-
савшего его в 1832 году французского ученого и инженера Сади Карно 
(1796–1832). Цикл Карно, имеющий фундаментальное значение в тех-
нике, дает возможность получения работы из тепловой энергии, что и 
происходит в тепловых двигателях. Тепловой двигатель представляет 
собой два термостата, имеющие различающиеся температуры, которы-
ми обменивается теплом рабочее тело, производящее работу. Термостат 
с более высокой температурой называется нагревателем, а с более низ-
кой температурой – холодильником. Поскольку в циклах рабочее тело 
периодически возвращается в исходное состояние, достаточно просле-
дить за изменением состояния термостатов.  
Из закона сохранения энергии и предположения, что система замк-
нутая, следует, что работа, произведенная рабочим телом за цикл, равна 
  1 2dR dE dE   ,  (4.2) 
где 1dE  и 2dE  – изменения за цикл энергии нагревателя и холодильника, 
соответственно. 
Поскольку объем термостатов неизменен, то из (2.6) имеем 
 1 1 1
2 2 2
,
.
dE T dS
dE T dS

   (4.3) 
Коэффициентом полезного действия (КПД) машины называется от-
ношение совершенной работы dR  к затраченной энергии 1dE , который 
с учетом (4.2) и (4.3) равен 
  2 21 1 11
dR T dS
dE T dS
     .  (4.4) 
Поскольку нагреватель отдает энергию, величины 1dE  и 1dS  отрица-
тельны. В силу второго начала термодинамики 1 2 0dS dS   или 
2 1dS dS  . Тогда из (4.4) следует, что максимально возможный КПД 
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достигается при сохранении энтропии системы 1 2 0dS dS  , т. е. для 
обратимого цикла Карно. 
 1 2max
1
T T
T
  ,  (4.5) 
где 1T  и 2T  – температуры нагревателя и холодильника, соответственно. 
Обратимые процессы, происходящие в цикле Карно с рабочим те-
лом: 1. изотермическое расширение при получении газом тепла от на-
гревателя (газ совершает работу, его эн-
тропия возрастает); 2. адиабатическое 
расширение (газ совершает работу, его 
энтропия остается постоянной); 3. изо-
термическое сжатие газа при передаче 
им тепла холодильнику (над газом со-
вершается работа, его энтропия умень-
шается); 4. адиабатическое сжатие газа 
при обратном ходе поршня (над газом 
совершается работа, его энтропия оста-
ется постоянной) (рис. 4.3).  
  
 
ЛЕКЦИЯ 5.  Связь термодинамики со статфизикой.  
Статистические распределения в классической физике  
 
5.1. Температура и свободная энергия в распределении Гиббса 
 
Установим связь между константами A  и   в распределение Гиббса 
(1.6) и термодинамическими величинами, введенными в лекции 2, ины-
ми словами, перебросим «мост» между статистической физикой и тер-
модинамикой. Вывод удобнее провести для квантового случая, в этом 
случае условие нормировки (1.2) имеет вид 
 1n
n
w  ,  (5.1) 
где nw – вероятность (1.8) того, что подсистема находиться n -ом со-
стоянии.  
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Подставляя квантовое распределение Гиббса (1.7), записанное через 
константу  , находим константу A . 
 1
nE
n
A
e 
  .  (5.2) 
Как уже говорилось в лекции 1, для макроскопической системы  
отклонение значений энергии nE  от среднего значения E  в среднем  
относительно невелико, поэтому в условии (5.1) можно заменить сум-
мирование умножением величины  w E  на число возможных для дан-
ной макроскопической системы микроскопических состояний   (1.10)  
   1w E   .  (5.3) 
Отсюда, используя определение энтропии (1.8) и (1.9), получим 
  ln lnS w E A E     .  (5.4) 
Вычислим дифференциал энтропии, используя (5.2) и (5.4) и учиты-
вая, что E  есть макроскопическая энергия тела E . 
ln n nE En
n n
dS d e Ed dE A E e d Ed dE dE                   . (5.5) 
В (5.5) учтено, что nEn n n
n n
A E e E w    – это в квантовом случае по 
(1.3) средняя энергия E .  
Сравнивая (5.5) с (2.6) и учитывая, что при получении (5.5) внешние 
условия, в частности, объем тела, полагались неизменными, получим 
приводившееся в лекции 1 без доказательства равенство 1
T
  . 
Из (5.4) lnT A E TS   с учетом определения (2.15) свободной энер-
гии  
 lnT A F .  (5.6)  
Используя (5.2), получим формулу, которая является основой для 
вычисления термодинамических функций методами статфизики 
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 ln ln
nE
T
n
F T e T Z
    ,  (5.7) 
где величина 
 n
E
T
n
Z e
   (5.8) 
называется статистической суммой.  
В случае применимости классической механики статистическая сум-
ма заменится статистическим интегралом  
    ,2 E p qs TZ e dpdq   .  (5.9) 
Получим распределение Гиббса в случае переменного числа частиц в 
системе и его связь с термодинамическими величинами. По тем же со-
ображениям, что и при выводе распределения (1.6), распределение в 
этом случае имеет вид E NAe     , где   и   – константы. Рассмат-
ривая дифференциал энтропии аналогично (5.4) и (5.5) и сравнивая с 
дифференциальным соотношением (2.9), получим 1
T
   и 
T
  . Сле-
довательно, искомое распределение (большое каноническое распределе-
ние) в квантовом виде есть  
 
,
,
n NN E
T
n Nw Ae
 
 .  (5.10) 
Индексы в ,n NE  означают, что энергия n -ого состояния системы сама 
зависит от количества частиц.  
Из формулы, аналогичной (5.4), вместо (5.6) с учетом определения 
(2.26)  -потенциала получаем выражение 
 lnT A E TS N      .  (5.11) 
Повторяя вывод, аналогичный выводу формул (5.7) и (5.8), с учетом 
суммирования и по N  в условии нормировки (5.1), получаем выраже-
ние для  -потенциала  
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 lnT Z   ,  (5.12) 
где 
 
,n NEN
T T
N n
Z e e
   .  (5.13) 
 
5.2. Распределение Максвелла  
 
Рассмотрим более подробно распределение Гиббса в классическом 
пределе (1.1) и (1.7), когда энергия может быть представлена как сумма 
кинетической и потенциальной энергий      ,E p q K p U q  . Тогда 
 
   K p U q
T Tdw Ae dpdq
  , (5.14)  
где вероятность зависит от двух множителей, один из которых зависит 
только от импульсов p , другой – только от координат q . Это означает, 
что вероятности для импульсов и координат независимы друг от друга. 
Таким образом, вероятность различных значений импульсов может 
быть записана в виде 
 
 K p
T
pdw ae dp
 ,  (5.15) 
а вероятность значений координат 
 
 U q
T
qdw be dq
 ,  (5.16) 
где a  и b  – константы, которые должны быть найдены из условий нор-
мировки  
 
1,
1.
p
q
dw
dw



   (5.17) 
Поскольку кинетическая энергия тела равна сумме кинетических 
энергий каждого из входящих в него атомов   22 aa
pK q
m
 , при этом 
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считаем для простоты, что все атомы имеют одинаковую массу m ,  
то вероятность опять разбивается на произведение множителей, каждый 
из которых зависит только от импульсов отдельных атомов, то есть эти 
вероятности независимы друг от друга.  
Для распределения вероятностей импульсов отдельного атома из 
(5.15) получим 
   2 2 2322 exp 2x y zp x y z
p p p
dw mT dp dp dp
mT
       
.  (5.18) 
Постоянный множитель вычислен из условия нормировки (5.17) с 
помощью известной формулы 
 
1
22exp x dx  


      .  
Переходя от импульсов к скоростям ( p mv  ), для распределения  
вероятностей скоростей отдельных атомов получим 
 
3 2 2 22 exp2 2
x y z
v x y z
v v vmdw m dv dv dv
T T
         
.  (5.19) 
Выражение (5.19), установленное английским физиком Джеймсом 
Клерком Максвеллом (1831–1879) в 1860 году носит название распреде-
ление Максвелла по скоростям. Оно снова распадается на произведение 
трех независимых множителей, каждый из которых определяет распре-
деление вероятностей для отдельной компоненты скорости. 
 
1 22
1 22
1 22
exp ,2 2
exp ,2 2
exp ,2 2
x
y
z
x
v x
y
v y
z
v z
m mvdw dv
T T
mvmdw dv
T T
m mvdw dv
T T



         
        
         
  (5.20) 
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5.3. Распределение Больцмана  
 
Распределение вероятностей координат отдельных частиц тела не 
может быть записано в общем случае из (5.16) в простом виде, посколь-
ку потенциальная энергия взаимодействия частиц не распадается на 
сумму слагаемых, каждое из которых зависит от координаты только од-
ной частицы. Исключение составляет случай идеального газа – макро-
скопической системы, в которой взаимодействием между частицами 
можно пренебречь. В этом случае 
   , ,a
a
E p q p q , 
где энергия отдельного атома  
    2, 2 aa a a a
pp q U r
m
     ,  (5.21) 
а  aU r  – потенциал внешнего поля. Тогда из (5.16) для вероятностей 
координат отдельной частицы имеем 
 
 U r
T
rdw be dxdydz


.  (5.22) 
Это одна из форм записи распределения Больцмана, которое было 
предложено австрийским физиком Людвигом Больцманом (1844–1906) 
в 1871 году. 
Для плотности идеального газа из (5.22) следует 
    0
U r
Tn r n e


 ,  (5.23)  
где 0n  – константа.  
Для газа в поле тяжести Земли U mgh , где h  – высота над поверх-
ностью Земли, а m  – масса молекулы газа, имеем барометрическую 
формулу 
0
mgh
Tn n e
 ,  
где 0n  – плотность газа на поверхности Земли. 
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Еще раз отметим, что распределения Максвелла и Больцмана отно-
сятся к случаю применимости классической механики, причем второе – 
исключительно к случаю идеального газа. 
 
5.4. Классический газ. Уравнение состояния идеального газа 
 
Формула (5.22) для энергии отдельной частицы идеального газа 
предполагает, что частицей, не вступающей во взаимодействие с други-
ми частицами, является атом, а значит, речь идет об одноатомном газе.  
Если же молекула газа состоит из нескольких атомов, то вместо 
(5.21) запишем 
  22
p U r
m
      ,  (5.24) 
где    – внутренняя энергия молекулы массы m . 
Поскольку полная энергия идеального газа есть сумма энергий от-
дельных молекул, из формулы (5.9) для статистического интеграла, ка-
залось бы, следует, что NZ z , где N – число молекул в рассматривае-
мом объеме, а  
  2 as T a az e dp dq

   ,  (5.25)  
«малый» статистический интеграл, в котором интегрирование идет по 
фазовому пространству отдельной молекулы. Однако следует учесть, 
что перестановка одинаковых частиц приводит систему к тому же са-
мому состоянию, поэтому выражение для Z  следует разделить еще на 
количество всех перестановок молекул !N . По формуле Стирлинга для 
факториала большого числа !
NNN
e
     , а для Z  получим 
 
NezZ
N
     ,  (5.26) 
а для z  из выражений (5.24) и (5.25) в отсутствие внешнего поля получим 
 162
  
32 2 2 23
22 exp 2 2
x y z
x y z
p p p mTz z dp dp dp V z
mT
 
                 ,  (5.27) 
где  2 s Tz e dp dq     .  
Интегрирование по dp dq   здесь – это интегрирование по s  внутрен-
них степеней свободы молекулы, а при интегрировании по x y zdp dp dp  
применена вышеприведенная формула интегрирования.  
Для свободной энергии газа получаем 
 
3
2
2ln ln ln ln2
ez eV mTF T Z TN NT z
N N 
                   
.  (5.28) 
Давление газа по (2.6) dF NTP
dV V
   , из чего получается известное 
уравнение состояния идеального газа 
 PV NT .  (5.29)  
 
5.5. Закон равнораспределения  
 
Если, пренебрегая квантовыми эффектами, рассматривать состав-
ляющие молекулу атомы как классические точечные частицы, отвлека-
ясь от их внутренней структуры, то энергию    в (5.24) можно записать 
в виде 
  2 2i i i i
i
a p b q     .  (5.30) 
Здесь суммирование ведется по внутренним степеням свободы моле-
кулы: вращательным (молекула может вращаться как целое) и колеба-
тельным (атомы могут колебаться около положений равновесия). Сла-
гаемые в скобках соответствуют кинетической и потенциальной энергиям 
атомов при вращении и колебаниях молекулы: кинетическая является 
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квадратичной по импульсам частиц, а потенциальная энергия при гар-
монических колебаниях квадратичная по их смещениям iq  из положе-
ний равновесия, а ia  и ib – константы. Подставляя (5.30) в (5.27) и (5.28) 
имеем 
 2
r
z BVT  ,  ln ln2
V rF NT B T
N
      .  (5.31)  
Для вычислений применена приведенная выше формула интегриро-
вания; выражение для константы B  не выписываем. Число r  – это чис-
ло переменных p  и q , от которых зависит энергия в (5.30) (с учетом 
кинетической энергии центра тяжести молекулы).  
Для n -атомной молекулы, если 2n   и молекула не линейная, 
6 6r n  , поскольку из полного количества переменных p  и q  в ко-
личестве 6n  нужно вычесть 6, т. е. 3 координаты центра масс молекулы 
и 3 угла поворота молекулы как целого, от этих переменных энергия не 
зависит.  
Если молекула линейная, а при 2n   она неизбежно такая, то ее ори-
ентация в пространстве характеризуется только двумя углами и 3 коор-
динатами центра масс молекулы, поэтому 6 5r n  .  
Наконец, для одноатомной молекулы 3r  , поскольку энергия зави-
сит только от трех компонент ее импульса. 
Зная свободную энергию, находим другие термодинамические вели-
чины идеального газа. Из (2.16) имеем 
 ln ln2 2
dF V r rS N B T N
dT N
        .  (5.32)  
Из (2.15) 
 2
rE F TS NT   . (5.33)  
Из (2.11) и (5.29) 
 12
rW E PV NT       .  (5.34)  
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А из (2.13) и (2.14) получаем 
 2
VC r
N
  ,    1p VC C
N N
  .  (5.35) 
Таким образом, теплоемкость идеального классического газа посто-
янна и подчиняется закону равнораспределения: каждая переменная, от 
которой зависит энергия молекулы, вносит вклад ½ в теплоемкость VC , 
отнесенную к одной молекуле (и вклад в энергию 2
NT ). В общем курсе 
физики обычно неточно говорится, что этот вклад вносит каждая сте-
пень свободы, но реальная ситуация, как мы увидели, несколько слож-
нее. Кроме того, если температура измеряется в Кельвинах, то правые 
части равенств (5.35) следует умножить на постоянную Больцмана k . 
 
5.6. Отклонение газов от идеальности.  
Уравнение Ван-дер-Ваальса  
 
Для неидеального газа следует учитывать потенциальную энергию 
взаимодействия между молекулами    , a a b
a ab
E p q U r r      , где 
ε – энергия отдельной молекулы (5.6). Если для идеального газа интег-
рирование по координатам отдельных молекул при вычислении стати-
стического интеграла (5.9) сводилось просто к умножению на NV ,  
поскольку энергия от координат молекул не зависела, то теперь имеет 
место замена NV  на интеграл 
 
1 2exp ...
a b
ab
N
U r r
dV dV dV
T
     


 
  
и поэтому свободную энергию можно переписать в виде 
 
 
1 2
1ln exp 1 ... 1
a b
abид NN
U r r
F F T dV dV dV
TV
                   


 
, (5.39) 
где идF  – свободная энергия идеального газа, а единица под интегралом 
вычтена для удобства.  
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Считая газ слабонеидеальным, т. е. достаточно разреженным, так что 
на расстояние сильного взаимодействия друг с другом молекулы сбли-
жаются редко, оставим в сумме в экспоненте в (5.39) только одно сла-
гаемое, учитывающее возможность сближения только одной пары мо-
лекул  
 2
1 22 exp 12
a b
ид
U r rTNF F dV dV
TV
          
 
.  
В этом выражении также учтено, что выбрать пару молекул из N  
можно   212 2
N N N   способами, и применена формула  ln 1 x x   
при 1x  . Поскольку U  зависит только от разности координат, можно 
произвести интегрирование по одной из них и окончательно получить 
  2ид N TF F B TV  ,   
 1 12
U r
TB T e dV
     

.  (5.40) 
Используя формулу dFP
dV
  , получаем уравнение состояния слабо-
неидеального газа 
  1NT NP B T
V V
     .  (5.41)  
Голландским физиком, лауреатом Нобелевском премии 1910 года 
Яном Ван-дер-Ваальсом (1837–1923) в 1881 году предложено уравнение 
состояния (уравнение Ван-дер-Ваальса) 
  22N aP V Nb NTV
     
,  (5.42)  
где a  и b  – константы. 
Это уравнение имеет интерполяционный смысл: при малой плотно-
сти газа N
V
 оно не противоречит (5.41), а с увеличением плотности опи-
сывает переход от газа к жидкости. 
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ЛЕКЦИЯ 6.  Квантовый газ 
 
6.1. Квантовый газ. Распределение Ферми-Дирака 
 
В лекции 6КМ был сформулирован принцип Паули: в каждом кван-
товом состоянии может находиться не более одной частицы с полуце-
лым спином. Такой частицей, фермионом, является, в частности, элек-
трон. Чтобы определить статистику невзаимодействующих между собой 
фермионов, рассмотрим  -потенциал (2.26) k -ого состояния отдельной 
частицы газа. Тем самым мы предполагаем квантовое состояние под-
системой макроскопической системы (газа), взаимодействием которой с 
остальной системой можно пренебречь. Последнее справедливо, по-
скольку рассматривается идеальный газ. Из (5.12) имеем  
 ln
k
k
k
n
T
k
n
T e
 
    ,  (6.1) 
где kn – число частиц в k -ом состоянии, k  – энергия одной частицы в 
этом состоянии, k kn   – энергия kn  частиц.  
Согласно принципу Паули число kn  может принимать только два 
значения 0 и 1. Поэтому 
 ln 1
k
T
k T e
        
  (6.2) 
и, пользуясь (2.27), находим среднее число частиц в k -ом состоянии 
 1
1
k
k
k
T
dn
d
e
  
  

.  (6.3) 
Выражение (6.3) представляет собой распределение Ферми, получен-
ное итало-американским физиком, лауреатом Нобелевской премии 1938 
года Энрико Фéрми (1901–1954) в 1926 году. Поскольку аналогичные 
работы были одновременно проведены английским физиком, лауреатом 
Нобелевском премии 1933 года Полем Дирáком (1902–1984), то распре-
деление зачастую называют распределением Ферми-Дирака.  
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Для классического идеального газа среднее число частиц в интервале 
3d p  согласно (4.2) и (4.5) равно 
 3
p
T
pdn ae d p


.  (6.4) 
Величина a  не зависит от p  , т. к. среднее число частиц пропорцио-
нально вероятности их обнаружения, поэтому роль величины kn  играет 
p
Tae
  . Следовательно, переход от квантового распределения (6.3) к 
классическому (6.4) имеет место при 1kTe
 
 , когда единицей в знаме-
нателе (6.3) можно пренебречь. Из этого неравенства также следует, что 
в классическом пределе 1kn  , и понятно, что при этом принцип Паули 
не играет роли, поскольку две частицы встретить в одном состоянии и 
так маловероятно. 
Распределение Ферми нормировано условием 
 k
k
n N ,  (6.5) 
где N  – полное число частиц в системе.  
Это равенство в неявном виде определяет химический потенциал   
как функцию T  и N . 
Ферми-газ называют вырожденным, если T   (в обратном случае, 
невырожденным). Как видно из (6.3), распределение Ферми в случае 
вырождения имеет вид «ступеньки», область размытия которой по пе-
ременной k  порядка T  (рис. 4.4). Квантовые свойства Ферми-газа наи-
более выражены в случае вырождения.  
Если положить 0T  , то химический потенциал – это наибольшая 
энергия занятого частицей состояния. 
Эту энергию называют энергией Ферми 
F   при 0T  .  
Уравнение p F   определяет неко-
торую поверхность в пространстве им-
пульсов, называемую поверхностью 
Ферми, внутри которой все состояния 
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заняты при 0T  , вне – свободны. Если 
2
2p
p
m
   (свободные частицы), 
то поверхность Ферми – сфера радиуса 2F Fp m . Этот максималь-
ный импульс частиц Fp  называется импульсом Ферми.  
Вычислим плотность частиц, соответствующую заданному химпо-
тенциалу   при 0T  . Объем импульсного пространства внутри сферы 
Ферми равен 
34
3
Fp . На элемент фазового объема 3dVd p  одной частицы 
согласно (1.10) приходится  
3
32
dVd p
  состояний. Поэтому плотность частиц 
  
3
2
2 3
2
6
g mN
V

  ,  (6.6) 
где g  – число возможных значений проекции спина частицы (при спине 
½ 2g  ). 
 
6.2. Распределение Бозе-Эйнштейна  
 
Бозоны – частицы с целым значениям спина, подчиняющиеся стати-
стике, которую разработали индийский физик Шатьендранат Бóзе 
(1894–1974) и лауреат Нобелевской премии 1921 года Альберт Эйн-
штейн (1879–1955) в 1924–1925 гг. 
В случае бозонов чѝсла частиц kn  в (6.1) могут принимать любые це-
лые значения и, суммируя геометрическую прогрессию, получим 
 ln 1
k
T
k T e
       
.  (6.7) 
Отсюда получаем распределение Бозе (или Бозе-Эйнштейна) 
 1
1
k
k
k
T
dn
d
e
  
  

 .  (6.8) 
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При положительном   выражение (6.8) теряло бы смысл при   , 
поэтому для Бозе-газа  
 0  .  (6.9) 
 
6.3. Теплоемкость идеального электронного газа 
 
Суммируя (6.2) по всем квантовым состояниям, которые для газа 
есть состояния частиц с импульсом p , получаем  -потенциал элек-
тронного газа 
  
3
3
2 ln 12
p
TTV e d p
 

       


.  (6.10) 
В выражении (6.10) мы уже перешли от суммирования по дискрет-
ным состояниям к интегрированию по фазовому объему 3d pdV , зная 
число дискретных состояний в элементе фазового объема (1.10), а до-
полнительный множитель 2 возник для учета двух возможных проекций 
спина электрона. Интегрирование по dV  привело просто к умножению 
на объем системы V . В (6.10) удобно перейти от интегрирования по 
3d p  к интегрированию по энергии 
2
2p
p
m
   и по телесному углу вектора 
p : 3 2d p m m d do  . А поскольку от углов зависимость отсутствует, 
то интегрирование по do  сводится к умножению на 4 . 
 3 0
2 4 2 ln 12
TVT m m e d
 
  
          
Для дальнейшего вычисления удобно дважды произвести интегриро-
вание по частям  
 
5
3 22 3
0
4 215
V dnm d
d
 

   .  (6.11) 
Ограничим дальнейшее рассмотрение случаем вырожденного элек-
тронного газа. Производная dn
d  имеет в этом случае вид узкого высо-
 170
кого колокола, симметричного относительно точки    (рис. 4.5), 
почти  -функции. Поэтому естественно разложить множитель 
5
2  под 
интегралом в ряд по степеням отклонения от этой точки  
   5 5 3 1 22 2 2 25 15 ...2 8              
Интеграл с первым слагаемым дает  
величину, не содержащую T , это значение 
 -потенциала при 0T   обозначим 0 . 
Интеграл со вторым слагаемым равен нулю, 
поскольку подынтегральное выражение  
антисимметрично относительно точки 
  . Итак 
 230 2 3
0
22
V dnm d
d
   
         .  
При переходе к интегрированию по переменной 
T
    интеграл 
становится безразмерным. В результате получаем 
 
2
3
0 3 26
VT m      .  (6.12)  
При вычислении было использовано известное значение интеграла 
2
21
1 3de
 


     .  
Нижний предел 
T
  здесь заменен на  . Это возможно, поскольку 
при 
T
    подынтегральное выражение исчезающее мало. 
Формула (6.12) определяет изменение  -потенциала с температурой 
при постоянном химпотенциале  . В реальных же условиях с измене-
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нием температуры постоянным остается не химпотенциал, а полное 
число частиц в системе N . Термодинамической функцией относительно 
переменных T  и N  является свободная энергия (лекция 2). Поэтому 
найденное изменение с температурой следует отнести именно к этой 
функции. В противном случае пришлось бы к правой части (6.12)  
добавлять слагаемое Nd , где d  – изменение химпотенциала с тем-
пературой 
 
2 3
0 3 26
VTF F m    .  (6.13) 
Отсюда по (2.16) находим энтропию газа 
3
3 23
dF VTS m
dT
      
и по (2.10) теплоемкость  
 
2
2
TdS TC N
dT


      .  (6.14) 
Здесь также использовано соотношение (6.6). Различие между VC  и 
PC  в случае вырождения оказывается малым. 
Результат (6.14) показывает, что в квантовом случае не соблюдается 
закон равнораспределения (5.35). Теплоемкость на одну частицу при-
мерно в T   раз меньше, чем в классике. Причина такого положения 
легко усматривается из формулы (6.11): «работает» только область 
вблизи точки    шириной T . Эта точка называется уровнем Ферми. 
Степени же свободы полностью заполненных состояний, как говорят, 
«заморожены». Именно по этой причине мы могли отвлекаться от внут-
реннего строения атомов: составляющие их частицы в большей степени 
являются квантовыми, и их степени свободы нередко заморожены. 
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ЛЕКЦИЯ 7.  Конденсированные тела 
 
7.1. Явление Бозе-конденсации 
  
Как было показано в лекции 5, частицы Ферми-газа при 0T   зани-
мают все состояния с энергией вплоть до уровня Ферми  . Поскольку 
для Бозе-газа принцип Паули отсутствует, при 0T   все частицы зани-
мают наинизшее энергетическое состояние с 0  , соответственно, и 
полная энергия Бозе-газа 0E   при 0T  . Покажем, что похожее поло-
жение имеет место не только при 0T  . 
Пусть в объеме V  находится N  частиц идеального Бозе-газа. Усло-
вие нормировки  
 k
k
n N ,  (7.1) 
где kn  – распределение Бозе (6.8), определяющее зависимость химпо-
тенциала от температуры.  
Заменяя суммирование интегрированием, как это делалось в лекции 
6 и считая спин частицы равным 0, имеем 
  3 0
14 22 1T
V m m d N
e
   

 

 .  (7.2) 
Из (7.2) видно, что с уменьшением температуры T  левая часть ра-
венства уменьшается, а с увеличением   – растет. Таким образом, что-
бы N  оставалось неизменным,   должно расти с уменьшением T , но 
его рост ограничен значением 0   (6.9). Подставляя в (7.2) 0   и  
используя равенство 
0
1 2.41x xdxe

 , находим температуру 0T , соот-
ветствующую этому значению химпотенциала  
 
22 3
0
3,31 NT
m V
    
 .  (7.3) 
При 0T T  уравнение (7.2) не имеет решений, поскольку дальнейшее 
увеличение   невозможно и левая часть оказывается меньше правой. 
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Но решение имеет уравнение (7.1): «лишние» частицы 0N N   могут 
быть размещены на нижнем уровне с 0   (один член суммы в (7.1)). 
0N   – это частицы с не равной нулю энергией, число которых опреде-
ляется распределением Бозе с 0  :  
  
3
2
0 3
00
14 22 1T
V TN m m d N
T
e
    

 
     
 .  (7.4) 
Таким образом, при 0T T  имеет место явление Бозе-конденсации: 
макроскопическое число частиц 
3
2
0
1 TN
T
         
 оказываются на одном 
квантовом уровне, иными словами, выпадают в Бозе-конденсат. А по-
скольку их энергия равна нулю, то они не вносят вклад в теплоемкость 
газа. 
 
7.2. Твердые тела. Фононы 
 
При самых низких температурах почти все вещества в состоянии 
термодинамического равновесия находятся в кристаллическом состоя-
нии. Если исключить перемещение кристалла и его вращение как цело-
го, то у кристалла все координатные степени свободы – колебательные, 
а их число соответствует числу координатных степеней свободы частиц, 
образующих кристалл, 3N , где N  – число молекул в кристалле, а  
  – число атомов в молекуле. Столько же имеется импульсных степеней 
свободы. Поэтому по закону равнораспределения (5.35), используемому 
в случае применимости классической механики, теплоемкость  
 3C N .  (7.5) 
Различие между VC  и PC  для твердого тела несущественно. В при-
менении к твердому телу результат (7.5) называется законом Дюлонга и 
Пти (или законом постоянства теплоемкости), установленным фран-
цузскими учеными Пьером Дюлонгом (1785–1838) и Алексисом Пти 
(1791–1820) в 1819 году. Проанализируем, при каких условиях этот  
закон справедлив. 
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Как известно из курса квантовой механики, энергия колебаний кван-
туется. Квант энергии колебаний равен  , где   – частота колебаний. 
Кванты колебания кристаллической решетки называют фононами.  
Фонон можно рассматривать как частицу (квазичастицу) бозон. Спин 
фонона равен 0 , поскольку возбуждение колебания не создает в кри-
сталле момент количества движения.  
Фононы с хорошей точностью можно считать газом невзаимодейст-
вующих частиц (идеальным газом), поэтому энергия колебаний является 
суммой энергий отдельных фононов  
 12k kk
E n      .  (7.6) 
Здесь использована формула (КМ4.18) для энергии осциллятора с 
дополнительным суммированием по волновым векторам колебаний: 
каждое колебание в кристалле является волной со своим волновым век-
тором, kn  – число фононов с волновым вектором k
 . Наконец, поскольку 
фононы вне кристалла не существуют, нет смысла говорить об измене-
нии энергии кристалла при внесении в него этой частицы. Эта величина 
по определению есть химпотенциал (2.19), поэтому для фононов 0  . 
По формуле (5.23) для  -потенциала газа фононов имеем 
 ln 1 exp k
k
T
T
         


 .  (7.7) 
Рассмотрим случай предельно низких температур. При этом в сумме 
в (7.7) играют роль только низкие частоты k T  , фононы более вы-
сокой частоты «вымерзают», т. е. вероятность их появления крайне низ-
ка. Как известно, низкочастотные колебания кристалла – это обычные 
звуковые волны. Частота продольной волны lu k  , частота двух попе-
речных звуковых ветвей tu k  , lu  и tu  – скорости продольного и по-
перечного звука соответственно. Переходя в (7.7) от суммирования по 
k
  к интегрированию с множителем  32
V
 , затем к интегрированию по 
d ; 
23
3d k d du
    интегрирование по d  дает множитель 4 , полу-
чаем для одной из поляризаций звука 
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TTV e d
u

 
       

. 
Этот интеграл становится безразмерным при замене 
T
  , затем 
интегрированием по частям получаем 
 
2 4
390
V T
u
  

. 
Здесь учтено, что 
3 4
0 1 15
d
e
 

 . Складывая результаты для всех 
трех поляризаций звука, и учитывая, что при 0    -потенциал совпа-
дает со свободной энергией (2.24), имеем 
 
2 4
330
V TF
u
 

, 
 
2 3
3
2
15
dF V TS
dT u
  

, 
3 3 3
3 1 2
l tu u u
  . 
Откуда  
  
32
32 5
TdS VTC
dT u
 

.  (7.8) 
Результат, что теплоемкость пропорциональна кубу абсолютной 
температуры, 3C T , для твердого тела при низких температурах впер-
вые получен голландским физиком, лауреатом Нобелевской премии за 
1936 год Петером Дебаем (1884–1966) в 1912 году. Он резко отличается 
от закона Дюлонга и Пти (7.5). Чтобы проанализировать различие, вве-
дем так называемую температуру Дебая  : 
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1
3N uu
V a
     
 ,  (7.9) 
где a  – межатомное расстояние в кристалле.  
Результат (7.8) по порядку величины можно записать как 
3
ДП
TC C      , где ДПC  – теплоемкость по Дюлонгу и Пти. Тепло-
емкость C  становится одного порядка с ДПC  при T   . При этом длина 
волны невымерзших фононов 2 2 u u u a
k T
      
  . Следователь-
но, при температуре Дебая в кристалле присутствуют все возможные 
фононы, поскольку колебания решетки с длиной волны a   невоз-
можны. Поскольку при выводе (7.8) мы не учитывали ограничения 
a  , то результат Дебая (7.8) справедлив при низких температурах 
T  , когда большинство из возможных фононов вымерзли, а оста-
лись только длинноволновые фотоны, и поэтому ДПC C . Температура 
Дебая, как правило, порядка 100 К.  
Покажем, что при T   справедлив закон Дюлонга и Пти, исполь-
зующий закон равнораспределения. Это естественно, поскольку в этой 
области температур ситуация соответствует классической механике, а 
именно, все степени свободы кристалла не выморожены. Доказывать 
можно непосредственно из (7.7), но проще рассуждать следующим  
образом. При T   температура превышает все частоты колебаний 
kT    .  
1
exp 1
k
k k
Tn
T
      

   .  
Средняя энергия этого колебания k kn T   , что соответствует зако-
ну равнораспределения энергии (на одно колебание приходится две сте-
пени свободы, от которых зависит энергия: сдвиг частицы из положения 
равновесия и ее импульс). 
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7.3. Квантовые жидкости. Сверхтекучесть 
 
Существуют жидкости, которые при обычных давлениях не кристал-
лизуются вплоть до сколь угодно низких температур из-за квантовых 
эффектов. Воображаемый кристалл из атомов такого вещества будет и 
при 0T   разрушен нулевыми колебаниями атомов (лекция 4 КМ), по-
скольку взаимодействие между ними достаточно слабое. Примером та-
кого вещества является гелий. Поскольку суммарный спин всех частиц, 
составляющих атом 4He , является целым числом, т. е. содержит четное 
количество фермионов, то атом 4He  является бозоном. Поэтому для 
жидкого гелия характерно явление Бозе-конденсации, наступающее при 
температуре 2,17К. Из-за взаимодействия между атомами в этой кван-
товой жидкости имеются колебательные степени свободы – продольные 
звуковые волны. В условиях Бозе-конденсации, когда все атомы нахо-
дятся в одном квантовом состоянии, другие возбуждения системы (сте-
пени свободы, позволяющие изменять энергию системы) невозможны. 
Эти обстоятельства приводят к явлению сверхтекучести – протеканию 
жидкости по капиллярам без трения. Физическая причина сверхтекуче-
сти состоит в следующем. Чтобы затормозить движущуюся по капилля-
ру жидкость, нужно возбудить хотя бы один фонон, импульс которого 
k
  противоположен направлению движения. Но для этого нужно затра-
тить энергию uk   , что, как показал Ландау, энергетически невы-
годно при небольших скоростях течения жидкости. 
Примером Ферми-жидкости являются электроны в проводниках. При 
определенных условиях эти фермионы объединяются в пары, что при-
водит к явлению сверхпроводимости. 
 
 
ЛЕКЦИЯ 8.  Фазовые переходы  
 
8.1. Фазы, условия их равновесия. Правило фаз Гиббса  
 
В состоянии термодинамического равновесия тело не обязательно 
должно быть однородным, могут сосуществовать соприкасающиеся  
однородные его части, находящиеся в разных состояниях. Такие со-
стояния называют различными фазами вещества. 
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Условия сосуществования (равновесия) некоторого количества фаз 
вещества включают полученные в лекции 2 условия равенства темпера-
тур  
 1 2 ... nT T T     (8.1) 
и равенство давлений 
 1 2 ... nP P P   ,  (8.2) 
которых являются условием механического равновесия системы. Ана-
логично выводу условия (8.1) покажем, что должно соблюдаться также 
условие равенства химпотенциалов 
 1 2 ... n     .  (8.3) 
Оно следует из требования максимальности энтропии в состоянии 
равновесия: энтропия двух фаз 1 2S S S  , одно из необходимых условий 
максимума 
1
0dS
dN
  , где 1N  – число частиц в первой фазе. Поскольку 
полное число частиц 1 2N N N   предполагается постоянным, то 
1 2 2 1 2
1 1 2 1 1 2
0dS dS dS dN dS dS
dN dN dN dN dN dN
     .  
Но из (2.19) при постоянных E  и V следует dS
dN T
  , откуда и по-
лучаем (8.3) для случая двух фаз.  
Пусть состояние тела может быть задано двумя термодинамически-
ми величинами: температурой и давлением. Тогда равновесие двух фаз 
этого вещества описывается уравнением (8.3) с двумя переменными P  
и T   
    1 2, ,P T P T  .  (8.4) 
Решение этого уравнения – линия на диаграмме в плоскости P T . 
Линия равновесия фаз является также линией фазового перехода. При 
ее пересечении в ходе какого-либо процесса с изменением температуры 
и/или давления происходит переход от одной фазы к другой.  
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Равновесие трех фаз вещества (два урав-
нения с двумя переменными) соответствует 
точке на P T -диаграмме, которая называет-
ся тройной точкой и является точкой пересе-
чения линий сосуществования фаз попарно 
(рис. 4.6). На P T -диаграмме возможна 
также точка окончания линии фазового пере-
хода (рис. 4.7) – критическая точка, в кото-
рой теряется различие между двумя фазами.  
Очевидно, что при двух переменных, бо-
лее 3-х фаз сосуществовать не могут. Но при 
рассмотрении растворов веществ друг в дру-
ге, появляются новые переменные – концен-
трации веществ и, как следствие, новые тер-
модинамические потенциалы ik  i -ой ком-
поненты раствора в k -ой фазе.  
 
8.2. Правило фаз Гиббса 
 
Установим правило, определяющее возможное количество сосуще-
ствующих фаз при произвольном числе переменных. Условия равнове-
сия (8.1)–(8.3) теперь имеют следующий вид 
 
11 12 1
21 22 2
1 2
... ,
... ,
... .
r
r
n n nr
  
  
  
  
  
  
  (8.5) 
Химпотенциалы каждой из n  компонент раствора должны быть оди-
наковы во всех r  сосуществующих фазах. Каждый химпотенциал ik  
считается известной функцией давления P , температуры T  и  1n  -ой 
концентрации компонент в этой фазе (одна из концентраций не является 
независимой, поскольку их сумма равна 1). Таким образом, уравнения 
(8.5) представляют собой систему из  1n r   уравнений, в который ко-
личество независимых переменных  1 2r n   . Для того, чтобы эта 
система имела решения, число уравнений должно быть не больше, чем 
число переменных, т. е.  
 2r n  .  (8.6) 
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Правило фаз Гиббса: число сосуществующих фаз не больше, чем 
2n  . Если число фаз 2r n  , то в уравнениях (8.5)  2n r   любых 
переменных можно менять произвольно, и равновесие при этом не на-
рушается. Число f   
 2f n r     (8.7) 
называется числом термодинамических степеней свободы системы. 
 
8.3. Скрытая теплота перехода. Формула Клапейрона-Клаузиуса 
 
Переход из одной фазы в другую сопровождается выделением или 
поглощением некоторого количества тепла. Действительно, равенство 
химпотенциалов фаз не означает равенство их энергий, поэтому для 
осуществления фазового перехода необходимо сообщать или удалять 
определенное количество энергии в виде тепла. Следует также принять 
во внимание, что при постоянном давлении тело в процессе перехода, 
вообще говоря, изменяет свой объем, а значит, совершается работа. Как 
показано в лекции 2, количество поглощаемого телом тепла при фикси-
рованном давлении равно изменению его тепловой функции. Поэтому 
теплота перехода q , отнесенная к одной молекуле (для тел, состоящих 
из одного вещества, термодинамические функции, отнесенные к одной 
молекуле, обозначаем маленькими буквами) 
 2 1q w w  ,  (8.8)  
где 1w  и 2w  – тепловые функции обеих фаз.  
Поскольку   – термодинамический потенциал, приходящийся на 
одну молекулу (2.24), условие равновесия двух фаз 1 2   с учетом 
(2.17) можно записать в виде 
   2 1 2 1 0w w T s s    ,  
откуда 
  2 1q T s s  ,  (8.9) 
где 1s  и 2s  – энтропии на одну молекулу в каждой из двух фаз.  
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При этом, 0q  , если при переходе из первой фазы во вторую тепло 
поглощается, и 0q  , если тепло выделяется.  
На рис. 4.8 показаны зависимости химпотенциалов двух фаз в зави-
симости от температуры (при постоянном давлении), 0T – точка фазового 
перехода. Можно показать, что в состоянии 
равновесия химпотенциал минимален, по-
этому равновесными являются нижние части 
кривых. С понижением температуры переход 
происходит от фазы 1 к фазе 2. Поскольку в 
точке пересечения кривая 2 идет круче, то 
энтропия (2.18)–(2.23) первой фазы 11 ds dT
   
меньше, чем энтропия 2s  второй фазы. Сле-
довательно, теплота перехода  2 1q T s s   
положительна. Из этого следует вывод, что при фазовом переходе с по-
вышением температуры тепло поглощается, при понижении температу-
ры – выделяется, что находится в полном соответствии с принципом  
Ле Шателье. 
Продифференцируем обе стороны условия равновесия (8.4) по тем-
пературе, учитывая, что давление P  есть функция температуры  
1 1 2 2d d dP d d dP
dT dP dT dT dP dT
        
и, поскольку d s
dT
   , d v
dP
  , имеем 
 1 2
1 2
dP s s
dT v v
  ,  (8.10) 
где 1v  и 2v – молекулярные объемы.  
Воспользовавшись (8.9), получаем формулу Клапейрона-Клаузиуса 
  2 1
dP q
dT T v v
  .  (8.11) 
Данное уравнение предложено немецким физиком Р. Клаузиусом 
(1822–1888) и французским инженером и физиком Б. Клапейроном 
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(1799–1864) в 1851 году. Оно определяет изменение давления находя-
щихся в равновесии фаз при изменении температуры (или изменение 
температуры перехода под давлением). Если речь идет о равновесии 
твердого или жидкого тела со своим насыщенным паром, то молекуляр-
ным объемом конденсированного состояния 1v  можно пренебречь по 
сравнению с 2v . Тогда, считая пар идеальным газом, по (5.29) 2 Tv P  
получим 
 2dP qPdT T .  (8.12) 
При испарении тепло поглощается ( 0q  ), а молекулярный объем 
увеличивается. Согласно (8.11) и (8.12) с увеличением давления темпе-
ратура кипения повышается. Поэтому, если повысить давление, не из-
менив температуру, то часть пара сконденсируется, понизив тем самым 
давление, что находится в соответствии с принципом Ле Шателье. 
 
8.4. Слабые растворы 
 
Слабыми называют растворы, в которых число молекул растворен-
ных веществ значительно меньше числа молекул растворителя. Термо-
динамический потенциал в случае одного растворенного вещества за-
пишем в виде 
 0 , , ln !N n P T N T n     , 
где 0  и N  – химпотенциал и число молекул растворителя,  , ,P T N  – 
функция, определяющая изменение термодинамического потенциала 
при введении в растворитель одной молекулы растворенного вещества, 
n  – число молекул растворенного вещества.  
Вследствие малости n  по сравнению с N  можно пренебречь их 
взаимодействием в растворе, поэтому   просто домножается на n .  
Последнее слагаемое учитывает возможность !n  перестановок раство-
ренных молекул. Применяя формулу Стирлинга и вводя вместо    
новую функцию lnT N   , окончательно получаем 
  0 ln ,nN nT n P TeN     .  (8.13) 
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Функция   не должна зависеть от N , иначе   не будет пропорцио-
нально N  при фиксированных P , T  и nc
N
 . Из (8.13) найдем химпо-
тенциалы растворителя   и растворенного вещества  . 
 0d TcdN 
   ,   (8.14) 
 lnd T c
dn
     .  (8.15) 
 
8.5. Осмотическое давление 
 
Предположим, что два раствора одного вещества в одном и том же 
растворителе обладают различными концентрациями 1c  и 2c  и разделе-
ны перегородкой, пропускающей молекулы растворителя, но не раство-
ренного вещества. Давления с обеих сторон перегородки будут при этом 
различны, а их разность носит название осмотического давления. В 
этом случае по обе стороны от перегородки будут равные значения 
химпотенциалов растворителя, но различные значения химпотенциалов 
растворенного вещества, поскольку перегородка мешает установлению 
этого равновесия. Из (8.14) получаем 
   0 1 1 0 2 2, ,P T c T P T c T    .  
Разлагая  0 2 ,P T  с точностью до члена первого порядка по малой 
для слабых растворов разности давлений между сторонами перегородки, 
получаем  
    00 2 0 1, , dP T P T P dP
     
Учитывая, что 0d
dP
  (2.22) есть молекулярный объем чистого раство-
рителя v , получаем 
  2 1c c TP
v
  .  (8.16) 
 184
8.6. Влияние растворенного вещества на фазовый переход 
растворителя 
 
Равновесие двух фаз чистого растворителя характеризуется равенст-
вом 
    01 02, ,P T P T  ,  (8.17) 
а при растворении в них другого вещества из (8.14) следует  
    01 1 02 2, ,P T c T P T c T    .  (8.18) 
Разлагая (8.18) по изменениям давления P  и температуры T  и  
используя равенства d s
dT
    и d v
dT
   для растворителя, из (8.9), (8.17) 
и (8.18) получим 
    1 2 1 2q T v v P c c TT       .  (8.19) 
Если растворение происходит при постоянном давлении, то 0P   и 
равенство  2 1 2T c cT
q
   определяет изменение температуры фазово-
го перехода при растворении. Например, если сосуществуют твердая и 
жидкая фазы, причем в твердом состоянии вещество нерастворимо, то 
растворение понижает температуру замерзания (при замерзании 0q  ). 
Аналогично, температура кипения при растворении повышается. 
Формулу (8.19) можно использовать также при 0T  . Например, 
если речь идет о равновесии жидкости с ее паром, то формула P c
P
   , 
выражающая закон Рауля, определяет уменьшение давления насыщен-
ного пара при растворении в жидкости. При выводе пренебрегается мо-
лекулярным объемом жидкости по сравнению с паром, а для пара ис-
пользуется уравнение состояния Pv T . 
 
8.7. Равновесие между газом и его раствором 
 
Условие равновесия: равенство химпотенциалов (8.15) вещества в 
растворе и этого же вещества в идеальном газе 
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    ln , lnT c P T T P f T   .  (8.20) 
Химпотенциал идеального газа получен из (2.24) по формуле dF
dN
   
c использованием V T
N P
 , а вид функции f  не важен. Зависимостью   
от давления P  для твердого растворителя можно пренебречь. Тогда из 
(8.20) следует, что концентрация газа в растворе пропорциональна дав-
лению газа этого вещества 
 c kP . (8.21) 
Формула (8.21) выражает закон Генри, установленный в 1803 году 
английским химиком У. Генри (1774–1836), а константа k  называется 
коэффициент Генри. 
 
 
ЛЕКЦИЯ 9.  Флуктуации  
 
9.1. Распределение Гаусса 
 
Физические величины, характеризующие макроскопическое тело, 
почти всегда с большой точностью равны своим средним значениям. Но 
существуют и малые отклонения от средних значений – флуктуации, 
которые будут рассмотрены далее.  
Пусть x  – это физическая величина, характеризующая некоторую 
замкнутую систему в целом или ее часть. Будем считать, что среднее ее 
значение x  уже из нее вычтено, следовательно, 0x  . 
Рассмотрим вероятность  dw x  того, что величина x  имеет значение 
в интервале dx  вблизи некоторого значения величины x  
    dw x x dx , (9.1) 
где  x  – плотность вероятности.  
Каждому значению x  соответствует некоторое значение энтропии 
системы  S x . Согласно определению энтропии (1.9) lnS    или 
Se  , где   – статистический вес данного макроскопического состоя-
ния, т. е. число микроскопических состояний, ему соответствующее.  
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Но чем больше это число, тем больше вероятность обнаружения систе-
мы в данном макроскопическом состоянии, поэтому естественно пред-
положить, что плотность вероятности 
    S xx const e   .  (9.2) 
Эту формулу для изучения флуктуаций впервые предложил исполь-
зовать А. Эйнштейн в 1910 году. 
Энтропия имеет максимум в состоянии равновесия, т. е. при 0x  . 
Поэтому 
 
0
0
x
S
x 
     ,  
2
2
0
0
x
S
x 
    
 .  (9.3) 
Отклонения от равновесия при флуктуациях малы, поэтому функцию 
 S x  можно разложить в ряд по степеням x  и ограничиться членами 
второго порядка  
    20 2S x S x
  , 
где   – положительная постоянная.  
Подставляя в (8.2), получаем плотность вероятности  
   2exp2 2
xx   
    
.  (9.4) 
Выражение (9.4) есть распределение Гаусса (или нормальное распре-
деление). Оно было получено в 1809 году немецким математиком и фи-
зиком Карлом Гауссом (1777–1855). Значение постоянного коэффици-
ента получено из условия нормировки 
  1x dx

   
с использованием равенства  2exp x dx  


  .  
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Распределение Гаусса (9.4) имеет максимум при 0x   и быстро спа-
дает с увеличением x  симметрично в обе стороны (рис. 4.9). 
Средний квадрат флуктуации равен 
 
22 2 1exp2 2
xx x dx  


      .  (9.5) 
Следовательно, 21x  , и распреде-
ление Гаусса принимает вид 
  2221 exp 22
xx
xx
 
    
.  (9.6) 
Зная 2x , можно найти средний 
квадрат отклонения для любой функ-
ции  x  
0x
dx
dx


       , 
   22 2
0x
dx
dx


      .  (9.7) 
Следует отметить, что здесь и далее рассматриваются исключительно 
не квантовые флуктуации. Последние имеют место и для точно опреде-
ленного микроскопического состояния. 
 
9.2. Флуктуации основных термодинамических величин 
 
Рассмотрим флуктуации в макроскопической части большой замкну-
той системы. Тогда изменение энтропии при флуктуации в экспоненте в 
(9.3) – это изменение энтропии всей системы пS  за счет отклонения 
термодинамических величин в ее части при флуктуации. Причем часть 
системы будем считать настолько маленькой, что изменения в ней не 
повлияют на давление P  и температуру T  остальной части. Пусть E , 
S  и V  – изменения энергии, энтропии и объема, соответственно, 
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этой части тела. Поскольку энергия замкнутой системы сохраняется, то 
изменение энергии остальной ее части равно E . Из (2.6) получаем 
 nE T S S P V       .  
Здесь учтено, что изменение энтропии остальной части равно 
nS S   , а изменение ее объема равно V . Таким образом, формула 
(9.3) приобретает вид: 
 const exp E T S P V
T
           .  (9.8) 
Далее, разлагая величину E  по отклонениям E , V с использова-
нием (2.6), имеем: 
     2 2 22 22 21 22
E E EE T S P V S S V V
S VS V
                  
. 
Правую часть этого равенства можно переписать в следующем виде 
1
2
E ES V
S V
                    ,  
в чем легко убедиться, разлагая величины E
S

  и 
E
V

  по S  и V . Ис-
пользуя (2.6), имеем для вычисляемой величины  
 12 S T P V       
и из (9.8) 
 const exp 2
P V S T
T
           .  (9.9) 
Из этой общей формулы можно найти флуктуации различных термо-
динамических величин. Выбирая в качестве независимых переменных 
V  и T , имеем 
 V
V T V
S S C PS T V T V
T V T T
                                  .  (9.10) 
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Здесь использована формула (2.10) для VC  и из (2.16) нахождением 
смешанной второй производной от F  найдено равенство 
T V
S P
V T
            . Имеем также 
 
V T
P PP T V
T V
                .  (9.11) 
Подставляя (9.10) и (9.11) в показатель формулы (9.9), после сокра-
щения членов с V T   получаем 
    2 22const exp 2 2VT
V C TP
V T T
           
.  (9.12) 
Поскольку плотность вероятности   распадается на два множителя, 
один из которых зависит от V , а другой от T , то флуктуации темпе-
ратуры и объема статистически независимы, откуда следует 
 0T V T V      .  (9.13) 
Сравнивая каждый из двух множителей, на которые распадается 
(9.12), с общей формулой распределения Гаусса (9.6), получаем 
   22
V
TT
C
  ,  (9.14) 
  2
T
VV T
P
       .  (9.16) 
Чтобы увидеть, что величины флуктуаций микроскопически малы, 
укажем, что, во-первых, в СИ правые части (9.14) и (9.15) должны быть 
домножены на постоянную Больцмана 231,38 10k   Дж/К, а, во-вторых, 
найдем из (9.14) относительную флуктуацию температуры  2 12 VT CT 
  , 
где VC  по (5.35) порядка числа частиц в теле. 
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Выберем теперь в качестве независимых переменных в (9.9) P  и S . 
Тогда 
S P S S
V V V TV P S P S
P S P P
                                    ,  
P S SP
T T T TT S P S P
S P C P
                              
. 
Здесь использована формула (2.10) для PC , а из (2.12) нахождением 
смешанной второй производной от W  найдено равенство 
P S
V T
S P
            . Подставляя найденные выражения в (9.9), находим 
    2 2const exp 2 2S P
P SV
P T C
           
.  (9.16) 
Повторяя те же соображения, что и при выводе (9.13) – (9.15), имеем 
 0S P   ,  (9.17) 
  2 PS C  ,  (9.18) 
  2
S
PP T
V
       .  (9.19) 
Формула (9.15) определяет флуктуации объема, занимаемого фикси-
рованным числом частиц N . Разделив обе стороны равенства на 2N , 
получаем флуктуацию обратной концентрации частиц 
2
2
T
V T V
N N P
                 .  
Флуктуация обратной концентрации, очевидно, не может зависеть от 
того, рассматриваем мы ее при заданном N  или заданном V . Задавая 
V , имеем 
2
1V VV N
N N N
                 
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и  
   22 2
T
TN VN
V P
       .  (9.20) 
В случае идеального газа NTV
P
 , поэтому для идеального газа из 
(9.20) получаем 
  2N N  .  (9.21) 
Как видно из полученных результатов, средние квадратичные флук-
туации экстенсивных величин (тех, которые складываются для тела, со-
стоящего из макроскопических частей) V , S  и N  прямо пропорцио-
нальны объему тела (или, что то же самое, числу частиц в нем), а интен-
сивных величин (тех, которые одинаковы в равновесии для всех частей 
тела) T  и P  – обратно пропорциональны объему. Эти свойства являют-
ся прямым следствием общих утверждений теории вероятностей о 
средних квадратичных отклонениях при независимых измерениях слу-
чайной величины. Проще всего вывести указанное свойство экстенсив-
ных величин следующим образом. Мысленно разделим большую сис-
тему объема V  на n  одинаковых подсистем объема v  каждый. Тогда 
среднее квадратичное отклонение экстенсивной величины A  для всей 
системы 
       22ср a cр a cр b cрa a b
a a b
A A A A A A A A                     . 
Здесь суммирование идет по частям тела, cрA  – среднее значение ве-
личины A . Квадрат величины представлен как произведение двух оди-
наковых сомножителей, поменяв во втором сомножителе обозначение 
индекса суммирования. Поскольку макроскопические части системы 
статистически независимы, средние от всех слагаемых с a b  равно ну-
лю. Поэтому 
      2 22ср a cр a cрa a vaA A A A n A A           .  (9.22) 
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Мы учли, что средние для одинаковых частей одинаковы, индекс v  
при среднем означает усреднение по любой из частей объема v . Таким 
образом, утверждение о пропорциональности общему объему системы 
доказано. Относительная же флуктуация 
2
2
cp
A
A
  обратно пропорциональна 
объему, поскольку  cp cp vA n A . 
Поскольку в случае идеального газа все его частицы независимы, то 
можно выбрать объем v  настолько малым, что маловероятно попадание 
в него даже одной частицы. Эта вероятность, очевидно, равна произве-
дению v  на концентрацию частиц N
V
, т. е. вероятность Nw
n
 . Величи-
на  2vN  равна, очевидно, w . С этой вероятностью одна частица попа-
дает в объем. При этом   2 1cp vN N    , так как малым значением 
 cp vN  можно пренебречь по сравнению с единицей. Таким образом, из 
(9.22) получаем результат (9.21).  
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 КОНТРОЛЬНЫЕ ВОПРОСЫ 
 
1. Какие предпосылки привели к формулированию Гамильтоном 
принципа наименьшего действия? 
2. Из каких общих принципов выводятся в теоретической физике 
законы сохранения? 
3. Что позволяет сократить число обобщенных координат для зада-
чи двух тел и для описания движения твердого тела? 
4. Какие системы уравнений описывают механическое движение?  
5. Предпосылки создания теории относительности. 
6. Принципы относительности по Галилею и по Эйнштейну. 
7. Инварианты трехмерного и четырехмерного миров. 
8. Какому преобразованию четырехмерной системы координат со-
ответствует переход от одной инерциальной системы к другой? 
9. На основе каких принципов строится релятивистская механика? 
10. Какие частицы движутся со скоростью света, а какие не могут 
достичь ее? 
11. Какой четырехмерный вектор характеризует электромагнитное 
поле? Его связь с напряженностями электрического и магнитного полей. 
12. Как движется заряд в скрещенных (взаимно перпендикулярных) 
электрическом и магнитном полях? 
13. Почему в системе отсчета, связанной с холловским дрейфом в 
 скрещенных полях, заряд движется как в однородном магнитном поле? 
14. Из каких соображений следует вид действия для поля? 
15. Какой искусственный прием позволяет решить уравнения Мак-
свелла для случая точечного неподвижного заряда (закон Кулона)?  
16. Какой искусственный прием позволяет решить уравнения Мак-
свелла для случая стационарных токов (закон Био-Савара)?  
17. Какой искусственный прием позволяет решить уравнения Мак-
свелла для случая произвольно движущихся зарядов (запаздывающие 
потенциалы)? 
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18. Зачем нужен приближенный метод мультипольного разложения 
полей при наличии точных выражений для полей? Приведите примеры 
систем, для которых этот метод употребим. 
19. В чем состоит аналогия между геометрической оптикой и меха-
никой? 
20. Для излучения какими системами зарядов применимо приближе-
ние дипольного излучения? 
21. Какие физические явления привели к необходимости создания 
квантовой механики? 
22. Назовите четыре основных принципа, на которых строится кван-
товая механика. 
23. Какая аналогия между механикой и геометрической оптикой 
приводит к выражению для волновой функции предельного перехода от 
квантовой механики к классической? 
24. Какая математическая теория применяется в математическом ап-
парате квантовой механики? 
25. Как, зная волновую функцию состояния, определить содержание 
в нем состояний с заданным значением импульса? 
26. Чем объяснить то, что состояния свободной частицы с заданным 
точным значением импульса являются одновременно состояниями с 
точным значением энергии? 
27. Приведите примеры пар дополнительных физических величин. 
28. Из каких физических и математических соображений может 
быть получено уравнение Шредингера? 
29. Почему энергия нулевых колебаний отлична от нуля? 
30. Существует ли состояние с точным значением вектора момента? 
31. Является ли известная формулировка принципа Паули (в одном 
квантовом состоянии может находиться только один фермион) строгой? 
В каком приближении она применима? 
32. Почему для предложенной Ландау волновой функции электрона 
в магнитном поле собственным значением является величина xp , но  
не yp ? 
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33. К какому взаимному расположению спиновых магнитных мо-
ментов электронов может приводить обменное взаимодействие? 
34. Почему полностью заполненные электронные энергетические 
зоны проводника никак не проявляют себя во многих физических явле-
ниях? 
35. Какая функция максимально полно описывает состояние макро-
скопической системы в статистической физике? 
36. Замкнутую макроскопическую систему вывели из состояния 
равновесия внешними воздействиями. Какие процессы будут происхо-
дить в ней по окончании воздействия? 
37. Почему при вычислении средних от физических величин разли-
чие между каноническим и макроканоническим распределениями несу-
щественно? 
38. Как изменяется энтропия тела с ростом температуры при нагреве 
при фиксированных объеме или давлении? 
39. Задания скольких величин достаточно, чтобы полностью задать 
термодинамическое состояние определенного количества однородных 
жидкости или газа в состоянии равновесия? 
40. Приведите примеры процессов, подтверждающих применимость 
к их описанию принципа Ле Шателье. 
41. Приведите примеры обратимых и необратимых процессов. 
42. Объясните, почему следствия из теоремы Нернста не соответст-
вуют закону равнораспределения. 
43. По каким причинам возможны отклонения реальной зависимости 
давления атмосферы от высоты от барометрической формулы? 
44. Какова причина отличия распределений Ферми и Бозе от распре-
деления Максвелла? В каком случае различие несущественно? 
45. В каких условиях теплоемкость электронного газа соответствует 
закону равнораспределения, а в каких – теореме Нернста? 
46. То же самое по отношению к теплоемкости кристалла. 
47. Изобразите схематически фазовую диаграмму в координатах 
T c  плавления бинарной смеси двух компонентов А и В при малых 
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концентрациях c  компоненты В в смеси при условии их полной раство-
римости друг в друге в жидком состоянии и нерастворимости в твердом. 
То же самое при малой концентрации  1 c  компоненты А в смеси. 
48. Рассматривая смещение частицы вправо или влево на расстояние 
l  как равновероятные флуктуации ее положения, а величину среднего 
полного квадратичного смещения  
2
1
n
il n l
       как среднее от экс-
тенсивной (аддитивной) величины, выведите закон диффузии  l n   . 
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