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Résumé : Cette thèse porte sur l’étude de la simulation des solides par des méthodes de couplage
multi-échelles (méthode atomique/continue ACM). Dans ce travail de thèse, nous abordons des
modéles mathématiques jusqu’à la réalisation informatique dans un contexte de calculs hautes
performances parallèles. Après avoir rappelé le fonctionnement des méthodes numériques utilisées
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pour les coupler. Nous considérons la méthode Bridging Method développée par T. Belytschko
et S. Xiao qui utilise une zone de recouvrement spatiale entre les deux modèles pour réaliser
le couplage des degrès de libertés. Après avoir présenté une modification améliorant la stabilité
de cette solution, nous ferons une analyse spectrale d’un cas unidimensionel couplé par cette
méthode. Nous présenterons ensuite les techniques informatiques qui ont été mise en place afin de
réaliser l’implémentation d’un prototype. La plateforme informatique est basé sur une philosophie
de composants des entités logicielles qui autorise, in fine, de coupler des codes génériques dans un
environnement logiciel. Notamment on s’intéressera à l’implémentation des routines qui permettent
de paralléliser le couplage. Nous présenterons enfin les résultats numériques obtenus sur des cas
tests en dimension 2 et 3 pour des cas de propagations d’ondes et de propagation de fissures.
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Abstract : This thesis is about the study of simulation of solids by multiscale coupling methods
(atomic method/continuum ACM). In this thesis, we present from mathematical models to data-
processing implementations in an HPC parallel context. After having pointed out the various
numerical methods used for solid simulations, such as molecular dynamics and the continuum
mechanics, we present a state of the art of the existing methods used to couple together continuum
et atomic models. We then consider the Bridging Method developed by T. Belytschko and S. Xiao
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After having presented a modification of the integration scheme that improves the stability of
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URANT la dernière décennie, l’effort de recherche dédié à l’étude du comportement des
matériaux au travers d’études à l’échelle atomique s’est considérablement intensifié. Le
terme de nano-technologie peut généralement être utilisé pour qualifier la recherche et
l’utilisation technologique des propriétés de la matière à des échelles inférieures à un millier de
nano-mètres. Les microscopes électroniques à haute résolution qui sont aujourd’hui disponibles
permettent de discerner les atomes. De plus la manipulation de ces différents atomes est désormais
rendue possible par l’utilisation des techniques de sonde à balayage. Les techniques permettant
de synthétiser des objets nanométriques existent bel et bien et la technologie nécessaire pour
concevoir des systèmes tels que de petites molécules est aujourd’hui une réalité. Par exemple,
en électronique, l’étude des systèmes micro-électromecaniques (MEMS) et des systèmes nano-
électromecaniques (NEMS) ont permis d’augmenter considérablement la capacité de stockage des
disques durs d’ordinateur grâce aux matériaux magnétiques dont l’épaisseur est maintenant de
l’ordre du nanomètre. Le milieu médical est un autre secteur dans lequel les dispositifs NEMS et
MEMS conduiront à de grandes innovations par exemple dans le domaine de la visualisation des
systèmes biologiques.
Le terme nano-mécanique est typiquement associé à l’étude et à la caractérisation du com-
portement mécanique d’un groupe d’atomes, à des systèmes à l’échelle atomique et au structures
résultantes de l’application de divers types de force ou de condition de charge. La nature spécifique
de la recherche en nano mécanique varie généralement en fonction de la discipline étudiée. On peut
citer l’étude de l’impact de la fissuration sur les matériaux, l’étude des propriétés mécaniques des
nano-composites, l’étude des écoulements à l’échelle atomique ou encore l’étude des membranes
des cellules biologiques.
En science des matériaux des progrès importants ont pu être réalisés en combinant la simu-
lation numérique à plusieurs échelles et les expérimentations. En effet, grâce à l’augmentation
permanente de la puissance des super-calculateurs ainsi que de la connaissance grandissante des
comportements des matériaux, les méthodes multi-échelles ont récemment émergé comme étant
un outil de choix pour relier le comportement mécanique des matériaux à l’échelle atomique la
plus fine avec l’échelle macroscopique. Les méthodes multi-échelles permettront certainement d’al-
lier approche expérimentale, approche théorique et simulation numériques dans le but de mieux
comprendre le comportement des matériaux.
En ce qui concerne les solides, les recherches sur le comportement à l’échelle atomique ont
d’ores et déjà conduit à certains succès dans la conception de composants nanométriques, dont
les nanotubes de carbone en sont un exemple. Les approches « tout atomique », valables pour
des objets isolés (nanotubes, nanocomposants, ...) ne sont en général pas utilisables pour déduire
par la simulation le comportement des matériaux homogènes, qu’ils soient cristallins ou amorphes.
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Bien que l’échelle pertinente soit l’échelle atomique pour la plupart des mécanismes impliqués dans
le comportement de ces matériaux (par exemple la formation de microfissures, la propagation de
défauts du cristal, etc) l’échelle nécessaire pour obtenir un comportement « moyen » représen-
tatif est en général bien supérieure aux capacités de calculs actuelles. En effet, les méthodes de
dynamique moléculaire classiques permettent tout juste d’atteindre le micromètre cube (quelques
dizaines de milliards d’atomes) sur les calculateurs les plus puissants (nombre de CPU > 1000),
une échelle encore inférieure à celle nécessaire pour décrire un comportement représentatif pour
la plupart des matériaux (> quelques dizaines de micromètres cubes).
La plupart des défauts impliqués dans le comportement des matériaux font intervenir à la fois
des mécanismes à l’échelle atomique et des champs à très longue portée, à l’échelle de plusieurs
microns. C’est par exemple le cas des microfissures dans les matériaux cristallins, dont la propa-
gation se fait par une modification complexe de la structure atomique en pointe de fissure mais
dont les champs « rayonnent » bien au delà de la zone perturbée atomiquement. De tels systèmes,
qui ne peuvent pas être modélisés ni de manière 100% atomique (en raison du poids du calcul) ni
de manière 100% continue (le mécanisme étant fondamentalement atomique et discret) peuvent
cependant être abordée par des techniques récemment développées de couplage d’échelles.
Dans le cadre de cette thèse sur la simulation multi-échelles des solides par une approche cou-
plée dynamique moléculaire/éléments finis et avec une démarche allant de la modélisation à la
simulation haute performance, nous avons collaboré avec le CEA-DAM Ile-de-France/DPTA pour
concevoir un prototype d’un environnement de simulation informatique de couplage de codes qui
permettrait de tirer parti de logiciels génériques déjà existants afin de réaliser une simulation
multi-échelles de solides. Nous présenterons dans la première partie un état de l’art des méthodes
de couplage multi-échelles dédiées à la simulation des solides, ce qui nous amènera à considé-
rer une méthode particulière comme base de notre étude. Ainsi, dans la deuxième partie, nous
nous concentrerons sur la méthode de couplage « Bridging Method » qui est la plus appropriée
pour modéliser un couplage sur tout type de matériaux et nous introduirons un certain nombre
d’améliorations sur cette dernière avant de l’étudier en profondeur. Il est apparu rapidement que
le calcul (très) hautes performances était incontournable pour mettre en oeuvre efficacement les
simulations induites par notre modèle de couplage. Nous décrirons donc les structures de données
informatiques et les algorithmes séquentiels, puis parallèles, que nous avons développés dans ce
cadre. Dans la dernière partie, on présentera divers résultats qui valideront l’approche générale
que nous avons choisie sur un ensemble de cas test. Nous nous sommes intéressés en particulier à la
problématique de la propagation d’onde et à la fissuration de la matière condensée. Il faut noter le
caractère très multidisciplinaire de ce travail qui a nécessité d’investir dans des domaines comme la
physique des matériaux, la modélisation mathématique et l’informatique du calcul hautes perfor-
mances (algorithmique, mise en oeuvre de codes parallèles couplés). Cette thèse a été réalisée dans
le cadre d’un contrat de recherche entre le CEA Ile-de-France (collaboration avec Gilles Zerah et
Christophe Denoual du DPTA) et l’INRIA Futurs (projet ScAlApplix3 commun avec l’IMB et le
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Dans ce chapitre nous allons présenter un état de l’art des techniques utilisées pour la simulation
des solides et plus particulièrement les techniques multi-échelles qui permettent de coupler la
dynamique moléculaire avec la mécanique des milieux continus discrétisés par la méthode des
éléments finis.
1.1 La modélisation des matériaux
La modélisation des matériaux est donc utile à différents niveaux comme nous l’avons présenté
dans l’introduction. On peut représenter un matériau de différentes manières, avec différents mo-
dèles. Selon la propriété que l’on désire observer et le degré de précision voulu, il faudra choisir
parmi les deux grands types de représentation des matériaux. La distinction porte naturellement
sur l’échelle à laquelle on modélise le matériau sachant que chacune des représentations possède
des défauts et des avantages.
L’échelle macroscopique, qui est l’échelle de l’observable, possède une description continue
de la matière. En effet, les propriétés de la matière convergent vers une telle description pour
des phénomènes macroscopiques. On utilise couramment cette vision dans l’industrie. Dans ce
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domaine, on utilise un modèle continu d’élasticité que l’on discrétise par la méthode des éléments
finis.
À une échelle plus fine, comme l’échelle microscopique, on décrit la matière de manière dis-
crète pour obtenir une meilleure précision indispensable si on veut capturer les phénomènes de
déformations tels les fissures ou les dislocations. Dès lors, les simulateurs gèrent chaque atome et
les déplacent à l’aide d’un champ de force tiré de la physique. Mais l’échelle atomique n’est pas
actuellement utilisable pour des objets réels à cause des temps de calcul prohibitifs compte tenue
de la taille des échantillons utilisés dans l’industrie. Par exemple, un cristal d’argon à une tem-
pérature de 0 Kelvin (zéro absolu) d’un centimètre cube comporte 3 · 1020 atomes. Néanmoins la
précision apportée par la dynamique moléculaire se révèle incontournable. Par exemple, l’étude des
fissures, des nano structures, ou encore des problèmes de frictions ne peuvent trouver actuellement
une précision adéquate que dans la définition atomique. A cause des coûts de calcul important
on se dirige naturellement vers des solutions couplant ces deux échelles. On voudrait utiliser les
bénéfices des deux : la précision de la dynamique moléculaire et le traitement d’échantillons de
taille réelle pour la mécanique des milieux continus.
Dans ce qui suit, nous rappelons dans un premier temps les principes de la dynamique mo-
léculaire, puis ceux de la mécanique des milieux continus. Pour chacune des deux approches, on
spécifiera les limitations qui nous amènent à trouver des solutions par une approche multi-échelle.
Enfin nous fournirons un état de l’art des principales méthodes multi-échelles connues, ce qui
nous permettra de choisir l’une d’entre elles comme point de départ de notre étude. Enfin nous
aborderons les contraintes informatiques inhérentes aux couplage de codes. On décrira les envi-
ronnements existant pour les couplages génériques. On indiquera notamment quelques solutions
logicielles basées sur des architectures en composants et dédiées à la simulation multi-échelle des
matériaux.
1.1.1 La dynamique moléculaire
Dans cette section, nous présentons en tout premier lieu les différentes formes que prennent
les matériaux discrets. En particulier on abordera la description idéale cristalline. Puis on décrira
les équations de la dynamique moléculaire (MD) qui permettent de déplacer les atomes. On verra
les équations Hamiltoniennes et le schéma d’intégration velocity Verlet [1, 2] qui est un des plus
couramment utilisé.
1.1.1.1 Réseau cristallin
Un matériau est constitué d’un ensemble de noyaux et d’électrons. Dans le cadre de la dy-
namique moléculaire, on considère l’approximation de Born-Oppenheimer [2] qui considère les
mouvements des électrons comme s’adaptant instantanément au mouvements des noyaux. On
pose alors que les inconnues du système sont les positions des noyaux ou directement des atomes.
Les interactions entre ces atomes sont modélisées par une fonction mathématique, le potentiel
d’interaction, que nous décrirons dans la prochaine section.
À l’état initial des simulations de dynamique moléculaire, il faut donc établir la position de
l’ensemble des atomes. Une grande classe de matériaux traite des réseaux cristallins. Il s’agit
d’une structure périodique qui permet de définir les cristaux. On définit un réseau cristallin grâce
à une base. Cette base permet de définir une zone de l’espace qui sera répliquée. Soit (Al)l=1..3
trois vecteurs de l’espace qui forment la base du réseau. Cette base n’est pas nécessairement
normée ou orthogonale. Le parallélépipède que forme ces trois vecteurs est appelé maille du cristal.
Cette maille peut contenir un nombre arbitraire d’atomes. Des exemples de mailles connues sont
présentées à la figure 1.1.
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La maille va être dupliquée dans les directions de la base pour définir le réseau cristallin. Si on
considère que la maille contient m atomes, alors le réseau cristallin est l’ensemble suivant :
R =
{
xi,j,k,l = iA1 + jA2 + kA3 + al / (i, j, k) ∈ Z3 et l ∈ [1,m]
}
où les (al)1,m sont les coordonnées des atomes d’une seule maille. Il existe des matériaux qui
n’ont pas de propriété périodique. Par exemple la silice possède des propriétés statistiques mais
pas de propriété périodique. On qualifie de tels matériaux d’amorphes. La simulation de tels
matériaux nécéssite donc le positionnement de chaque atome par des méthodes appropriées. De
telles conditions initiales peuvent être fournies par thermalisation d’une structure initialement
cristalline [3].
Cubique




Fig. 1.1 – Présentation de mailles pour différents cristaux. On présente la maille cubique et cubique
face centrée, la structure du diament et du graphite. La silice en structure (Beta-cristobalite) sert
notamment à produire des matériaux aux propriétés proches de la silice. On consultera le site web
[4] pour plus d’information
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1.1.1.2 Formulation du problème




< M−1p,p > +W (x)+ < f ext, x >
oùM est la matrice des masses, x le vecteur des positions atomiques et p la quantité de mouvement
définie par :
p =M ẋ =M ḋ.
On utilise ici une description Lagrangienne peu commune qui définit d à l’instant t tel que xt = X+
dt où X est le vecteur des positions atomiques initiales, et dt est donc le vecteur des déplacements
atomiques.
N.B. : On utilisera cette quantité dans le cadre du couplage dynamique moléculaire-mécanique des
milieux continus, car la mécanique des milieux continus, qui fera l’objet de la prochaine section
utilise fortement cette notion de déplacement.
L’énergie potentielle interne W (x) a une expression tirée d’une description de la nature des
interactions entre les atomes, et la densité électronique. Elle fait intervenir des potentiels d’inter-
action à deux corps, trois corps, ou plus. On peut donc décomposer l’énergie potentielle en termes

















φ3(xi,xj ,xk) + . . .
Ces potentiels sont construits le plus souvent de manière empirique afin que les simulations
effectuée avec un potentiel donné respectent au maximum les propriétés du matériau tirées d’ex-
périence réelles [1, 2, 3]. En pratique, on se limite à un nombre fini de termes. Il existe également
des potentiels faisant intervenir les angles [1] entre les atomes plutôt que les positions directement.
On peut citer les potentiels d’interaction les plus connus : Lennard-Jones [1], Stillinger-Weber [5]
ou EAM [2]. La figure 1.2 présente quelques potentiels couramment utilisés.
Suivant la forme des potentiels utilisés, on parle de potentiel à courte ou à longue portée. Les
potentiels qui comportent des termes de l’électrostatique, comme le potentiel de Coulomb, sont
typiquement des potentiels à longue portée. On utilisera dans ce cas des techniques de découpage
hiérarchique de l’espace et des composantes du potentiel [6, 7]. Les potentiels de Lennard-Jones,
Stillinger-Weber et EAM sont à courte portée. Dans ce cas, on annule les interactions entre atomes
qui sont séparés par une distance Rcut qui est communément appelée rayon de coupure. En effet,
on suppose que les atomes n’interagissent plus au-delà de cette dernière.
A partir de la forme fondamentale des équations du mouvement de Lagrange [1, 10], on obtient
le système hamiltonien suivant, en formulation lagrangienne :
{
ṗ = −∂H∂d (p,d) = −∂W∂d (d)− f ext
ḋ = ∂H∂p (p,d) =M
−1p
(1.1)










où Im est la matrice identité de taille m. Ce qui montre que les variations de x et d sont équiva-
lentes. On retrouve alors l’équation de Newton classique
M d̈ = ṗ = −∂W
∂d
+ f ext = −f int + f ext = F (1.2)
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φa(‖ xi − xj ‖)
φr(r) = a exp(−p(/re − 1)) φa(r) = [ξ exp(−q(r/re − 1))]2
EAM tabulé[8, 9] W = 12
∑
i6=j V (rij) +
∑
i F (ρi) où F est une fonction embarquée,
ρi est la densité électronique de l’atome i,





























Fig. 1.2 – Formules analytiques de quelques potentiels. Chacun possède des paramètres qui doivent
être ajustés en fonction du type de matériau à simuler et des conditions expérimentales comme la
température ou la pression.




1.1.1.3 Intégration en temps
Le schéma d’intégration en temps généralement utilisé en dynamique moléculaire est le schéma
appelé Velocity Verlet [1]. Il permet de calculer l’évolution du système de particules dans l’espace






2 = pn + ∆t2 F
n
xn+1 = xn + ∆tM−1pn+
1
2
évaluation de Fn+1 = −∇W (xn+1) + f ext
pn+1 = pn+
1
2 + ∆t2 F
n+1
Si l’on veut imposer une contrainte sur le système de particules, comme par exemple un mouvement
global ou encore un angle sur les liaisons atomiques, il faut contraindre les degrés de liberté du
système. Pour ce faire, on étend le formalisme de l’Hamiltonien à celui du Lagrangien ; à l’aide de
multiplicateurs de Lagrange λi, on force le système à suivre la contrainte désirée. Soit le système
de contraintes défini par
∀i ∈ [1, C] gi(x) = 0
où C est le nombre de contraintes que l’on impose sur le système. Le Lagrangien s’écrit alors :
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Les équations de mouvement contraint qui en découlent sont :






Le schéma d’intégration couramment utilisé pour les dynamiques sous contraintes est l’algorithme











où les λr(n)sont choisis afin que g(q
n+1) = 0
xn+1 = xn + ∆tM−1pn+
1
2
évaluation de Fn+1 = −∇W (xn+1) + f ext
pn+1 = pn+
1






La principale difficulté concernant la dynamique moléculaire réside dans la manipulation in-
formatique du nombre d’atomes nécessaires pour faire des simulations de tailles conséquentes.
Les techniques de parallélisation, comme la décomposition de domaine, permettent d’atteindre
des simulations avec un nombre d’atomes toujours plus important [11]. Bien sûr, le type de po-
tentiel utilisé joue énormément sur les performances mesurées et donc sur le nombre d’atomes
simulés. « Le record du monde » actuel dépasse la centaine de milliards d’atomes [12, 13] pour les
potentiels de Lennard-Jones ou EAM coupés à quelques distances inter-atomiques. La première
limitation porte sur le fait qu’on est encore loin de simulations comportant le nombre d’atomes
d’un échantillon macroscopique. La contrainte est donc informatique, dans le stockage des données
en particulier. Un pas de temps de simulation qui nécessite de stocker tous les atomes et leurs
propriétés génère un volume de l’ordre de 1 · 1011 octets ≃ 94 Gigas Octets. En considérant que
l’on veut sauvegarder 3 champs de données tridimensionnelles en double précision, on obtient une
taille de l’ordre de 6,5 Teras Octets par pas de temps. Ces volumes de données interdisent le
stockage des trajectoires complètes. De plus, il devient très difficile d’analyser et de visualiser les
résultats obtenus parallèlement au déroulement de la simulation. Des algorithmes hiérarchiques
[12] permettent de traiter des problèmes de cette taille mais il s’agit bien là, et pour longtemps,
de la plus grande limitation de la dynamique moléculaire.
Une autre contrainte porte sur le fait que la décomposition de domaine semble être la seule
technique de parallélisation des codes de dynamique moléculaire. Or un goulot d’étranglement de
ce type d’algorithme porte également sur le nombre de pas de temps nécessaires pour obtenir de
bons résultats. En effet, le pas d’intégration est de l’ordre de la femto-seconde et n’autorise que
des simulations de période de temps n’excédant pas quelques nano-secondes. On note certains
travaux concernant la parallélisation de l’intervalle de temps de simulation [14]. Ces approches
ne peuvent traiter que des problèmes très particuliers et réguliers. Le principe de fonctionnement
est basé sur un système de prédicteurs correcteurs. Ceci implique que l’on est capable de mettre
en place des prédicteurs suffisamment bons car dans le cas contraire on doit recalculer chaque
prédiction fausse. En fait la solution à ce problème complexe, mais cela permet de raccourcir les
phases de calculs où l’on connaît à une incertitude près les résultats fournis. Par exemple dans
[14], le cas test présenté porte sur la simulation d’un test de traction qui a pour but de calculer
les propriétés élastiques du matériau. Lorsque l’on étire un échantillon de matériau, celui-ci suit
un étirement linéaire jusqu’à un certain seuil. Une fois ce dernier atteint, le matériau suis une
évolution propre à la taille de l’échantillon et au particularités du matériau. Par cette méthode, on
va pouvoir paralléliser le calcul des intervalles de temps de la simulation de cette phase d’étirement
linéaire car elle peut être déjà connue par des calculs déjà effectué sur un échantillon plus petit
mais suffisement similaire pour obtenir une prédiction assez fine.
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Ces fortes contraintes liées à l’utilisation de la dynamique moléculaire amènent à considérer des
méthodes moins coûteuses en calcul ; notamment l’utilisation d’une méthode traitant une autre
échelle en espace et en temps semble plus adaptée à des problèmes de dimensions macroscopiques.
Nous présentons dans ce qui suit la mécanique des milieux continus qui modélise la matière comme
un domaine continu de l’espace.
1.1.2 La mécanique des milieux continus
1.1.2.1 Formulation du problème
On souhaite modéliser un solide S dont on se donne le contour Γ. Le solide est alors défini
par la matière contenue dans l’espace délimité par ce contour. La matière est supposée avoir des
propriétés continues dans cet espace. Chaque volume infinitésimal du solide est déplacé dans le
temps par les contraintes propres au matériau étudié. On définit donc naturellement la fonction
d’évolution du solide par Φt qui varie en fonction de temps t (c.f. figure 1.3) :
Φt : Ω0 −→ Ωt
X −→ xt = Φt(X)
où xt est la position au temps t du point initialement placé en X. Cette application décrit l’évolu-
tion de la matière au cours du temps. Par convention, dans toute la suite du document on utilisera
les minuscules pour se référer aux coordonnées de la configuration actuelle et les majuscules pour
les coordonnées initiales. Par exemple, on utilisera l’abus de langage qui consiste à confondre f(X)






Configuration actuelleConfiguration de référence
Γ0t Γ0u
xt
Fig. 1.3 – Description lagrangienne du mouvement d’un milieu continu.
le champ de déplacement. Si on note u ce champ, la relation qui le relie à l’application d’évolution
est :
∀X ∈ Ω0 Φt(X) = xt = X + u(X).
On se donne les équations de la conservation des moments et de la masse qui régissent l’appli-
cation Φt en manipulant le champ de déplacement comme inconnue :
{ ∂ρt
∂t + div(ρtv) = 0
∇ · σ + ρtb = ρtv̇
dans Ωt (1.3)
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où ρt est la densité volumique, v le champ des vitesses de déplacement i.e. la dérivée en temps
de u et σ le tenseur des contraintes de Cauchy et b une force extérieure. La relation de contrain-
te/déformation est une fonction d’une évaluation de la déformation locale du matériau. Une telle
déformation est communément mesurée par le gradient de déformation ou le tenseur des déforma-
tions de Green-Lagrange ǫt :












T Ft − I
)
(1.5)
où F est la matrice jacobienne de l’application Φt et où le tenseur de Cauchy ǫ mesure les défor-
mations du matériau. On remarquera que les déformations de Green Lagrange s’expriment dans
la configuration de référence et les contraintes de Cauchy dans la configuration actuelle, déformée.
Pour changer de référentiel (par exemple pour passer de la configuration actuelle à la configuration







det(Ft) · f(Φt(X), t)dΩ0. (1.6)
Dans la suite du document, on note J = det(F ). Avec cette relation, on montre (cf. [15]) les
relations importantes suivantes :
ρ0 = det(Ft) · ρt(x, t) (1.7)
Pt = det(Ft) · Ft−1 · σt. (1.8)
La première équation donne le lien entre la masse volumique instantanée et la masse volumique ini-
tiale. La seconde relation permet de définir le tenseur Pt appelé contrainte nominale ou le premier
tenseur de Kirchhoff. Il s’agit d’un tenseur de contrainte utile pour la formulation Lagrangienne.
Afin de garantir une solution aux équations que nous étudions, il faut définir la loi de com-
portement. Cette dernière relie le tenseur des contraintes aux déplacements. Nous abordons donc
dans ce qui suit deux méthodes courantes de définition de ce tenseur de contrainte.
1.1.2.2 Lois de comportements
Loi linéaire
L’approximation linéaire de la mécanique des milieux continus consiste à dire que le tenseur
de déformation et le tenseur des efforts sont liés par :




avec Σ le tenseur des contraintes défini dans la configuration de référence et ǫ les déformations
de Green-Lagrange. En supposant de plus que les déformations sont petites (on a alors Σ ≈ σ et
ǫij ≈ 12 ( ∂ui∂xj +
∂uj
∂xi
), puis par utilisation de diverses symétries, on peut en déduire la loi de Hooke
[16] :
σ = λTr(ǫ)I + 2µǫ






(1 + ν)(1− 2ν)
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où E est le module d’élasticité ou module de Young, et ν est le coefficient de Poisson du matériau.
Le module de Young est homogène à une pression (unité Pascal) tandis que le coefficient de
Poisson est sans dimension. En fait ceci est valable pour un matériau totalement isotrope.
Sinon, pour un matériau à symétrie cubique il y a 3 constantes élastiques indépendantes. On
peut supposer que deux d’entre elles sont égales. Si on considère une simulation de dynamique
moléculaire dont le potentiel d’interaction est Lennard Jones, le matériau simulé vérifiera cela
tandis que l’utilisation du potentiel EAM non.
Ce comportement linéaire du matériau n’est donc valide que pour de faibles déformations.
Nous justifierons plus en détail l’utilité d’une approche non linéaire après avoir présenté une loi
de comportement qui utilise un potentiel atomique de la dynamique moléculaire afin d’évaluer
l’énergie interne.
Loi non linéaire : utilisation d’un pseudo-cristal
La règle de la Cauchy-Born[17] utilise une structure cristalline virtuelle et un potentiel inter-
atomique pour calculer la contrainte résultante du matériau. Cette approche atomique permet de
capturer les effets non linéaires du matériau liés à de forte déformations.
L’approximation de la règle de la Cauchy-Born consiste à dire que les atomes se déplacent
uniformément selon le gradient de déformation. On peut trouver une description assez fine de cette
méthode dans [17] et [18]. Soit un réseau cristallin de vecteurs directeurs AI , I ∈ [1, 3] ; lorsque l’on
déforme uniformément le cristal, les vecteurs directeurs du réseau cristallin sont modifiés selon le
gradient de déformation. Afin de simplifier les notations on pose m = (i, j, k, l) pour obtenir :
Xm = iA1 + jA2 + kA3 + al
xm = iFA1 + jFA2 + kFA3 + Fal
où F est le gradient de déformation local au point où l’on évalue le tenseur des contraintes. On
définit un rayon de coupure du potentiel Rcut et S l’ensemble des quadruplets (i, j, k, l) tels que xm
soit contenu dans la sphère de rayon Rcut et centrée sur un atome choisi comme le point origine
du cristal et de l’espace. La déformation du cristal est illustrée par la figure 1.4. On notera :







 ∀m ∈ S.
L’énergie volumique au centre du cristal sera donnée par la somme des potentiels créés par les
autres atomes dans le rayon de coupure. Cela permet de tenir compte de la non linéarité éventuelle
du comportement en calculant cette énergie à partir d’un potentiel de dynamique moléculaire. On
approche l’énergie locale en un point comme l’énergie potentielle perçue par un atome choisi dans







où V 0 est le volume élémentaire d’un atome, i.e. le volume occupé dans une maille atomique.
Lemme 1.1.1. [17] : On relie l’énergie intérieure au tenseur de Piola-Kirchhoff P dans le cas







Fig. 1.4 – Déformation du cristal sous jaçent pour l’approximation de Cauchy-Born.


















Cette expression permet de déterminer la loi de comportement non linéaire du matériau.
Comparaison entre la loi de Hooke et la loi de Cauchy-Born





























 1 0.8  1.2  1.4  1.6  1.8  2
Loi de Hooke
Fig. 1.5 – Comparaison entre la contrainte calculée par la loi de comportement linéaire de Hooke
et la loi de comportement non linéaire de Cauchy-Born.
On montre ici la nécessité d’utiliser une loi non linéaire basée sur un pseudo-cristal. En dimen-
sion 1, on remarque que les tenseurs sont des scalaires et que le tenseur de Cauchy est égal au
tenseur de Piola Kirchhoff. On montre en annexe A.4.2 que la formule du tenseur des contraintes
déduit de la loi de Cauchy-Born pour le potentiel de Lennard-Jones est :
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où a et b sont des constantes homogènes à une distance et à une énergie respectivement choisie




kx . On en déduit
l’approximation linéaire de σ au voisinage de l’équilibre :











La figure 1.5 présente sur la même figure la courbe linéaire et la courbe non linéaire de relation de
comportement. Ce qu’il faut remarquer c’est le fait que si l’on sort de la zone des petites déforma-
tions, les deux courbes s’avèrent totalement différentes. Ceci s’explique par le fait que l’expression
non linéaire du potentiel exprime la cohésion du système. Par exemple une dilatation uniforme du
matériau au delà d’un certain seuil induit nécessairement une rupture qui se traduit par le fait que
les atomes n’interagissent plus, d’où le maximum de la courbe non linéaire de σ. Inversement, une
compression induit très rapidement une résistance à l’interpénétration des noyaux qui n’est pas
représentée par la loi linéaire. Ces notions peuvent être importantes dans l’établissement d’une
situation d’équilibre. E. Tadmor explique plus finement les diverses contraintes liées à l’utilisation
de cette loi de comportement dans [17].
On notera également que dans l’approche initiale de la loi de Cauchy-Born, il n’est pas fait
mention de température. Ce qui veut dire que dans une utilisation visant des simulations de
dynamique des matériaux, une telle loi de constitution sera incomplète. En effet la température
induit un mouvement vibratoire sur les atomes, ce qui se traduit par une pression interne au
matériau. Pour prendre en compte les effets de la température, on doit modifier l’expression de la
loi de constitution. Un tel enrichissement pourra être trouvé dans Xiao [19].
1.1.2.3 Forme faible Lagrangienne
Nous avons maintenant défini toutes les équations nécessaires pour obtenir une solution à
notre système. Pour pouvoir résoudre les équations locales (1.3), on peut utiliser une technique
d’interpolation des champs comme la méthode des éléments finis. Très classiquement, on multiplie




(∇ · σ)·w + ρb ·w− ρv̇ ·w
]
dΩ = 0 ∀w / w = 0 sur Γu.









w · t dΓ =
∫
Ω
ρb ·w dΩ. (1.9)





σ · n = t sur Γt
u = u sur Γu
Γt ∩ Γu = ∅
Γt ∪ Γu = Γ
où n est la normale au contour Γ. Les conditions aux limites sont couramment divisées en deux
types. Une partie sera sous forme de force exercée sur Γt. L’autre partie verra son déplacement
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imposé sur Γu. Les fonctions t et u sont des paramètres du problème. En reportant les intégrales
sur le domaine de référence à l’aide du Jacobien det(F ), on obtient :
{ ∫
Ω0
[(∇Xw) · Pt + ρ0v̇ ·w] dΩ0 −
∫
Γ0




∀w tel que w = 0 sur ∂Ω\Γv0
(1.10)
Pour démontrer ce résultat, on exprime ∇x ·w en coordonnées Lagrangiennes :
∇xw = (∇Xw) · F−1t (1.11)
et on reprend 1.9 à l’aide de 1.6, 1.7 et 1.11 pour obtenir le résultat désiré.
1.1.2.4 Approximation par éléments finis
On discrétise le domaine Ω0 par une triangulationM constituée par un ensemble N de noeuds
et un ensemble E d’éléments qui interconnectent les précédents noeuds [20, 21, 22, 23, 24]. Le
principe des éléments finis utilise le maillage pour approcher de manière discrète tout champ f de
l’espace. On utilise des fonctions d’interpolations associées à chaque noeud. Il est commun d’utiliser
des fonctions polynomiales comme fonctions d’interpolation. Pour des polynômes de degré 1, on
parle d’éléments finis P1. Ces fonctions forment une base de l’espace vectoriel FP1 qui décrit un
ensemble de fonctions linéaires à l’intérieur de chaque élément. Toute fonction de l’espace sera





où fI est la valeur du champ interpolé sur le noeud I et ϕI la fonction de base associée au noeud I.
En appliquant l’approximation des éléments finis, on peut discrétiser le champ des déplacements
et des vitesses. Comme fonction test on prend une fonction de déplacement de la forme
∑
I ϕIwI























ρ0b · ϕIdΩ0. (1.12)











ϕI · tdΓ0 =
∫
Ω0
ρ0b · ϕIdΩ0. (1.13)
Il nous reste à discrétiser le calcul des intégrales. Nous ne détaillerons pas dans cet état de l’art les
méthodes d’intégration discrètes existantes. Nous signalons simplement que l’intégration discrète
basée sur les points de Gauss [25, 15] au premier ordre est celle qui sera utilisée dans nos travaux.
Après intégration numérique de (1.13), on obtient alors une équation newtonienne qui permet
de faire évoluer le système des degrés de libertés représentant le solide. Il nous reste donc à faire
évoluer le système dans le temps à partir de cette équation de mouvement, ce qui va être décrit
dans la section suivante.
1.1.2.5 Intégration en temps
La formulation faible des équations de la mécanique des milieux continus nous amène donc à
un système newtonien qu’il faut discrétiser en temps. Comme nous allons coupler ce modèle avec
celui de la dynamique moléculaire, nous souhaitons avoir le même formalisme et pour cela nous






MIJvTI · vJ +WC(uI)
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On se limite à une approximation de la matrice de masse condensée (MI =
∑
JMIJ ). Cela permet
de donner à l’Hamiltonien HC une forme similaire à celui d’un système de particules de masse








en définissant pI = MIIvI, on a le système Hamiltonien suivant :
{




La principale difficulté de ce type de méthode provient de la gestion des discontinuités. En
effet, la méthode originale des éléments finis modélise les champs mathématiques nécessaires à la
simulation comme des fonctions continues dans un élément. Par exemple, les surfaces libres d’une
fissure ne peuvent pas être représentées si elles traversent un élément. On peut éventuellement
utiliser une technique de maillage adaptatif [26] pour assurer que les discontinuités des grandeurs
ne traversent pas d’élément. Mais la méthode s’avère très coûteuse et difficile à mettre en oeuvre. On
peut également étendre les éléments finis par la méthode XFEM [27] ou encore utiliser une approche
sans maillage meshless [28]. Ces deux approches permettent de décrire les discontinuités, mais pas
de décrire la progression ou la création de telles discontinuités. Par exemple, si on considère le
problème de la propagation de fissure, il est difficile de décrire la direction que va prendre la pointe
de la fissure ou la vitesse à laquelle cette dernière se propage. Dans une approche continue, on
utilise des modèles empiriques qui utilisent la valeur du tenseur de contrainte pour déterminer
ces caractéristiques. Même si cette approche a montré des résultats, il est clair que la loi utilisée
dépend du cas étudié. La dynamique moléculaire dans ce cas de figure donne une précision accrue
qui ne nécessite pas de modéliser la propagation de pointe de fissure puisque la fissure elle-même
est un espace sans atomes. En revanche, la mécanique des milieux continus permet de traiter des
problèmes de fissuration de taille inabordable par la dynamique moléculaire.
1.2 Les méthodes de couplage Multi-échelles
Dans le cadre d’une approche multi-échelle, on couple une description atomique qui modélise
le matériau à l’échelle la plus fine avec un modèle macroscopique qui modélise le matériau à
l’aide des propriétés moyennées ou continues de ce dernier. La représentation macroscopique du
matériau permet de réduire considérablement le nombre d’inconnues à manipuler. Le formalisme
de couplage Heterogenous Multiscale Method (HMM) [29] est un environnement générique
pour le traitement de simulations nécessitant des approches multi-échelles. Dans [29, 30] les
auteurs donnent une classification des problèmes multi-échelles et leur contexte. On reprend
cette terminologie qui se base principalement sur la distinction des échelles microscopiques et
macroscopiques par rapport à ce que l’on désire observer.
La première classe, notée A, considère l’étude des problèmes pour lesquels on connaît une
modélisation macroscopique, mais qui cesse d’être valide dans certains cas, comme par exemple
18 Chapitre 1 – État de l’art
lorsque le matériau est très fortement déformé induisant des discontinuitées très marquées des
propriétés de ces matériaux. Ces problèmes sont typiquement relatifs aux études de défauts tels
que les fractures et à la vitesse de propagation des pointes de fissures. Dans ces cas là, les méthodes
atomiques sont requises au voisinage des défauts tandis que le modèle continu fournit des conditions
aux limites.
La deuxième classe de problème appelée B concerne les modèles où l’on ne connaît pas de
description macroscopique satisfaisante mais on sait seulement comment modéliser les « propriétés
intéressantes ». Cette classe concerne plus volontiers les problèmes de simulation des fluides où l’on
n’a pas de description exacte du fluide. On utilisera alors un couplage fluide-structure afin de tenir
compte des effets non linéaires de la matière dans le calcul des bilans de flux de matière nécessaires
aux méthodes conservatives employées pour la résolution des équations de Navier-Stokes.
Le formalisme permet alors d’aborder les couplages de type fluide-structure avec des résultats
satisfaisants [30]. En revanche, le formalisme mathématique concernant les problèmes liés à des
défauts nanométriques et nécessitant une « mémoire » des structures atomiques et des conditions
limites complexes n’est étudié que depuis très récemment.
La méthode HMM nous permet toutefois d’introduire ici les enjeux majeurs de tels couplages
comme la différence de nature entre les champs manipulés et les distributions discrètes de la
dynamique moléculaire qui ne sont a priori pas compatibles ce qui rend la formulation du couplage
difficile.
Pour faire le lien entre la MD et un modèle continu, on doit spécifier un opérateur qui trans-
forme des valeurs discrètes en une fonction continue. Par exemple, à partir de valeurs sur les sites
atomiques, un tel opérateur peut définir toute fonction continue f comme la fonction linéaire dif-
férentiable par morceaux qui relie linéairement les valeurs aux points. Si on se donne fi la valeur



















On pourra dans le formalisme utiliser d’autres fonctions polynomiales, telles les polynômes de
Lagrange ou encore des fonctions splines. Inversement on définit de manière très simple les valeurs
sur les sites atomiques à partir d’une fonction continue f à valeurs réelles par :
fi = f(Xi)
On a donc défini les deux opérateurs qui nous permettent de faire le lien entre une distribution
atomique et des champs continus de l’espace. Ceci nous permet de décrire les deux modèles par
des fonctions continues.
En revanche, on doit maintenant définir une séparation des deux échelles. Ceci donnera un
sens au mot multi-échelle et fournira une base solide dans l’analyse des méthodes de couplage
existantes dédiées aux matériaux. Pour relier la matière atomique/discrète avec le modèle de la
mécanique des milieux continus, on suppose que les valeurs observées sont des fonctions continues
de l’espace. On pourra convertir ces fonctions par l’opérateur que nous avons défini. On décompose
toute fonction f comme suit :
∀f , f = F + f̃ = Proj(f) + (f −Proj(f)) (1.16)
où f est la fonction la plus précise de notre modèle. Pour fixer les idées, il s’agit de la fonction
continue tirée de la dynamique moléculaire via l’opérateur 1.15. F est définie pour représenter
la description macroscopique, et l’opérateur ˜ permettra de décrire la contribution de l’échelle
microscopique. Cette échelle microscopique est déduite d’une projection qu’il faudra définir. En












Fig. 1.6 – On présente sur cette figure la décomposition de l’échelle fine et grossière. On obtient
la description grossière par minimisation au sens des moindres carrés pour obtenir une projection
de la fonction totale sur l’espace des fonctions continues et dérivables par morceaux (F1).
effet, le sens donné à l’échelle fine est la contribution qu’il faut ajouter aux champs macroscopiques
pour obtenir la fonction de précision maximale. Par exemple, dans le cas d’un couplage entre la
dynamique moléculaire et les éléments finis, la contribution macroscopique est la partie discrétisée
sur le maillage. La totalité de l’information est contenue dans la description atomique et les
valeurs sur les sites atomiques. La séparation d’échelle peut être construite par une projection
de la fonction continue tirée de la dynamique moléculaire sur l’espace des fonctions continues
et dérivables par morceaux (F1) par la méthode des moindre carrés. La figure 1.6 illustre cette
séparation dans le cas 1D. Le but recherché dans le couplage sera de déterminer une méthode
qui va pouvoir séparer les échelles et établir des critères selon lesquels la contribution de l’échelle
fine n’est pas nécessaire. On parle de suppression de degrés de liberté. Dans les méthodes
que nous présentons maintenant, lorsque l’échelle fine est supprimée du modèle, c’est un modèle
d’éléments finis basé sur les équations de la mécanique des milieux continus qui va régir les degrés
de libertés macroscopiques. Comme nous allons le voir dans les sections suivantes, les différentes
méthodes de couplage multi-échelles se distinguent par leur méthode de séparation des échelles et
de suppression des degrés de liberté.
La plupart des méthodes de couplage multi-échelles abordent cette décomposition dans le but
d’améliorer la qualité des transmissions d’informations entre un macro-modèle qui ne gère plus
l’échelle fine et un micro-modèle qui contient l’information la plus précise que l’on puisse calculer.
Le fait de retirer des degrés de liberté diminue la précision avec laquelle on peut représenter
un phénomène dans le matériau. Comme on le voit sur la figure 1.6, l’échelle fine est non nulle
en général. Le fait de retirer des degrés de libertés annule la contribution f̃ et fait donc passer
d’une solution a priori “lisse” à une solution grossière, ce qui va inévitablement engendrer des
effets non désirables. La conséquence la plus néfaste en dynamique est certainement la difficulté
qu’a ce type de couplage de transférer les ondes mécaniques du modèle atomique vers le modèle
macroscopique. On parle de réflexion d’ondes [17, 31, 32]. Afin de contourner toutes ces difficultés,
plusieurs voies d’élimination des DDLs ont été explorées.
La première correspond aux méthodes les plus anciennes (1996) et aborde le problème de la
décomposition des échelles en considérant que les modèles à précision macroscopique et microsco-








Fig. 1.7 – Schéma d’une zone de couplage sans couture (en haut) et d’une zone de couplage par
recouvrement (en bas).
pique et qui sont associés à des zones spatiales disjointes. On nomme ΩA (resp. ΩC) le domaine
microscopique (resp macroscopique). On parlera de couplage sans couture (“seamless” [33]). Dès
lors, le principe 1.16, prend la forme :
∀X ∈ Ω f(X) =
{
F(X) ∀X ∈ ΩC
F(X) + f̃ ∀X ∈ ΩA
.
La deuxième équation veut tout simplement dire que les valeurs des DDLs de la zone microsco-
pique sont extraits des distributions de la dynamique moléculaire. L’interaction entre les deux
modèles est donc matérialisée par un échange de type conditions limites. La difficulté est ici
centrée sur la différence de nature des forces (ou des énergies) subies par les atomes et celles
subies par les noeuds du maillage des éléments finis. Comme nous l’avons dit dans les sections
précédentes, le potentiel d’interaction entre les atomes modélise une force d’attraction/répulsion
qui s’applique par paires, triplets, etc. En revanche, la mécanique des milieux continus considère
une relation entre la déformation locale du matériau et sa contrainte locale. A cause de cette
différence il est difficile, voire impossible, de définir une frontière séparant un modèle de nature
atomique d’un modèle de nature continue sans engendrer des effets indésirables. En pratique on
observera l’apparition de forces fantômes [34] conséquence de la difficulté d’obtenir un bilan des
forces nul dans toute la zone frontière.
Les méthodes plus récentes considèrent au moins une zone où les deux modèles sont valides.
La description des inconnues met en jeu les contributions fines et grossières en même temps. Une
autre manière de le voir est de considérer une zone de recouvrement où les deux modèles seront
liés par des opérateurs de projection plus où moins complexes :
∀X ∈ ΩC\ΩA f(X) = F(X)
∀X ∈ ΩA\ΩC f(X) = F(X) + Proj(f)
∀X ∈ ΩA ∩ ΩC f(X) = A(Proj(f),F)
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où A est une relation à définir entre les domaines du modèle continu et du modèle atomique. La
suppression des inconnues peut être modulée par cet opérateur qui traitera les échelles d’espace,
de temps, et éventuellement les deux (méthodes spectrales) pour rendre cette suppression aussi
progréssive que possible. Ce type de méthode tente de définir une suppression de DDLs qui ne soit
pas brutale afin de limiter en même temps les effets des forces fantômes et des réflexions d’ondes.
Ces deux types de couplage sont présentés schématiquement sur la figure 1.7. Nous allons
passer en revue, dans les sections suivantes, les méthodes les plus connues pour ces deux grandes
familles de couplage, commençant par les méthodes sans couture vers celles par recouvrement.
1.2.1 Approche sans couture
Dans un couplage sans couture, l’espace est divisé en deux parties disjointes par une frontière
donnée. On se donne une interface qui sépare les deux domaines. Le couplage fonctionne par un jeu
d’échange de conditions limites entre les deux modèles que l’on formalise ci dessous. La figure 1.8
illustre un tel couplage de modèles. Sur cette figure, on remarque que le maillage est raffiné jusqu’à
l’échelle atomique dans le but d’associer chaque noeud proche de la frontière à un site atomique.
En effet, de manière classique on considère que la première ligne d’atomes avant la frontière forme
des noeuds “fictifs” du maillage. Inversement les noeuds du maillage proches (à une distance Rcut)
de la frontière sont des atomes “fictifs” pour le modèle continu. C’est sur la base d’un tel système

























































































































































































































Fig. 1.8 – Schéma d’un couplage sans couture entre des éléments finis et des atomes. Les atomes de
la zone P sont des atomes fictifs qui sont les noeuds du maillage positionnés sur les sites atomiques.
Ils servent à fournir une condition aux limites pour le domaine atomique et évitent les effets de
surfaces qui n’ont pas lieu d’être au coeur du matériau.
Pour fixer les notations, on identifie les zones de la figure 1.8 : les atomes de l’ensemble P sont
des atomes fictifs. Par leur présence, ils exercent une force sur les vrais atomes qui constituent la
condition aux limites du domaine atomique. En effet, il est nécessaire de faire mention d’un effet
caractéristique des modèles atomiques. Comme la zone de couplage se trouve en plein milieu du
matériau que l’on modélise, le fait de retirer les atomes de la zone continue va créer une surface qui
n’a pas lieu d’être. Le bilan de force sur ces atomes n’est plus équilibré symétriquement à cause
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de l’élimination des DDLs. Si la force n’est pas compensée, on introduit ce que l’on appelle un
effet de surface. Ce terme désigne le phénomène qui déplace tous les atomes qui sont suffisement
proches de la surface (à une distance Rcut). Dès lors, pour que les atomes possèdent une condition
limite valide on simule par les atomes de P des atomes « fictifs » qui fourniront des conditions
limites du domaine atomique. Le choix classique consiste à prendre des noeuds du maillage comme
atomes fictifs mais les atomes fictifs pouraient également être ceux contenus dans un élément plus
grand, dont les propriétés seraient obtenues par interpolation élément finis.
La zone B fait référence aux atomes qui ne font intervenir dans le calcul de leur potentiel
aucun atome de P (le rayon de coupure du potentiel Rcut permet de définir ce découpage spatial)
tandis que la zone B′ identifie les atomes suffisamment proches de la zone de couplage pour faire
intervenir les atomes de P . Du coté du modèle continu, on découpe le domaine Ω en deux partie : la
partie C identifie les éléments sur la condition limite du maillage qui sont également dans la zone
de couplage et Ω′ constitue le reste du domaine. Il faut remarquer que pour un rayon de coupure
de l’ordre d’une seule distance inter-atomique, la zone B′ ne contient aucun atome et seule la zone
I ferait partie du couplage. De même la zone P ne contient qu’une seule rangée d’atomes fictifs.
Ce qui voudrait dire que la quantité de DDLs nécessaire dans chaque modèle pour assurer un
échange d’information bilatéral sera du même ordre : une rangée de noeuds/atomes-fictifs face à
une rangée d’atomes/noeuds-fictifs. Si on augmente le rayon de coupure, nous n’avons plus cette
propriété et il faudra davantage d’atomes dans P . Ceci est la manifestation du problème de non
localité de l’énergie des modèles atomiques dont nous avons parlé dans la section précédente.
Afin d’éclaircir ces notions, nous allons baser le formalisme sur les Hamiltoniens de chaque
sous modèle, définis en 1.1 et 1.14. Les deux domaines vont être dans un premier temps considé-
rés comme deux matériaux différents. La contribution énergétique de la zone voisine forme une
condition aux limites par le mécanisme de DDLs “fictifs” que nous venons de décrire. Afin de sim-
plifier les notations, pour une zone de l’espace L, on notera qL, uL, pL, l’ensemble des positions
atomiques, des déplacements des noeuds éléments finis et des quantités de mouvement concernés














Ei(uP, rI,qB′ ,pP) (1.18)
ou Ei est la contribution énergétique de l’atome i à l’énergie totale. Pour chacune des contributions
à l’énergie, les dépendances soulignées sont des paramètres conditions limites pour chaque zone.
De même pour le domaine de la mécanique des milieux continus, EK est l’énergie contenue dans








Dans cette approche, la dynamique résultante a la propriété suivante :
Propriété 1.2.1. Les atomes des zones I et B′ subissent l’influence des atomes fictifs de P . Mais
la réciproque n’est pas vraie. Les forces qui s’appliquent aux atomes de P sont uniquement le fait
d’un calcul de mécanique des milieux continus.
Cette propriété est liée au rayon de coupure utilisé pour le potentiel atomique. En effet, tout
atome de B′ interagit avec les atomes fictifs de P dans le calcul de sa force, mais la réciproque n’est
pas vraie puisque les atomes fictifs de P constituent des éléments finis de C dont la dynamique est
régie localement. Ceci ne respecte évidemment pas la non localité de l’énergie du modèle atomique
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ou encore la deuxième loi de Newton. Il faut tout de même remarquer que dans le cas où le rayon
de coupure est de l’ordre d’une distance inter-atomique, comme B′ est vide et que P est restreint
à la première rangée d’atomes, alors cette propriété ne s’applique pas.
Cette caractéristique de la dynamique est due à la séparation de l’énergie des deux domaines.
Dans le cas d’une situation à l’équilibre, sans stimulation d’aucune sorte, les variations de tous les
termes sont nulles et l’équilibre sera conservé. En revanche, hors de ces conditions, les phénomènes
de la dynamique, tels les ondes mécaniques, ne peuvent pas transiter convenablement au travers du
recouvrement. Pour être exact, il faut que le rayon de coupure soit supérieur à une seule distance
inter-atomique. Dans ce cas, on peut s’appuyer sur la propriété 1 pour comprendre qu’une onde
qui se rapproche de la zone de couplage en provenant de la zone atomique n’influencera la zone
d’éléments finis qu’une fois le front d’onde positionné sur les atomes de I. Or pendant la phase
d’approche, les atomes de B′ qui sont supports de l’onde subissent l’influence des noeuds de P sans
interaction : c’est comme si l’onde rencontrait une condition limite d’atomes figés ou, de manière
plus imagée, un mur. En d’autres termes, il manque l’expression du couplage.
La voie naïve serait de prendre comme énergie globale du système la somme des deux énergies
ou Hamiltoniens : H = EA + EC . Par cette approche, on peut espérer pallier le problème de la
réciprocité des interactions entre atomes, noeuds, atomes fictifs et noeuds fictifs. En revanche se
pose le problème de savoir ce que représente cette énergie.
En effet, de par la nature de chacun des modèles, il est impossible de construire une énergie
physique qui régit le système et donc a fortiori une dynamique sans effets indésirables. Sommer
simplement l’énergie des deux sous domaines va surévaluer une partie de l’énergie. En effet, les
contributions des forces d’un noeud/atome-fictifs de la zone P seront liées à l’évaluation de la loi
de constitution dans un élément fini et, en même temps, à l’interaction avec les atomes des zones
B′ et I. Cette force est :

















où ∂H∂uk est la force qui s’applique sur un atome k de P . Or, la loi de constitution seule devait
influer sur la dynamique des noeuds de P dans le modèle initial. De la même manière les atomes
de la zone I recevront autant la contribution des noeuds des triangles C que l’interaction avec ces
même noeuds mais dans sa forme atomique (en tant qu’atome fictifs) :

















Ici aussi, les contributions des forces seront dupliquées sous deux formes, continues et atomiques.
Bien évidemment pour assurer le couplage, il faut que les deux modèles contribuent à la force qui
s’applique aux DDLs couplés. Mais il y a ici un problème de surévaluation des forces, et ceci se
traduira par une mesure de l’énergie totale incohérente. Afin d’obtenir l’énergie globale, on pourra
négliger une partie des interactions par troncature de l’énergie. La manière dont on aborde cette
troncature détermine une méthode de couplage multi-échelle sans couture. Dans ce qui suit, nous
allons présenter explicitement les finesses de deux des méthodes sans couture les plus connues.
1.2.1.1 Macroscopic, Atomistic, ab initio dynamics (MAAD)
Cette méthode développée par Abraham et al [33] est aussi dénommée par Concurrent Coupling
of Length Scale (CLS). Dans cette méthode, trois échelles sont couplées : une échelle macrosco-
pique de type mécanique des milieux continus basée sur des éléments finis P1 2D, une échelle
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atomique de dynamique moléculaire, et une échelle électronique basée sur une méthode quantique
semi-empirique, le Tight-binding (TB). La loi de comportement de la mécanique des milieux conti-
nue est linéaire. De plus, les modèles particulaires sont 3D. Ce qui signifie que le couplage entre
éléments finis et dynamique moléculaire va se faire au moyen d’un opérateur de projection sur le
plan 2D. Pour la dynamique moléculaire, les auteurs ont choisi le potentiel à trois corps Stillinger-
Weber [5] adapté au silicium. Un modèle d’échelle quantique est utilisé uniquement dans la zone
où les liaisons atomiques doivent être rompues, dans le voisinage d’un défaut à étudier comme
une pointe de fissure par exemple. En effet le potentiel de dynamique moléculaire utilisé ne repré-
sente pas la couche électronique mais plutôt des situations angulaires adaptées aux configurations
d’équilibre du silicium [2]. Dès lors, afin de représenter convenablement les rupture de liaisons par
une modélisation quantique des couches électroniques, le potentiel semi-empirique Tight Binding
[35] développé dans [36] est utilisé.
Le modèle de couplage ou Hand Shake consiste à définir un Hamiltonien global pour le système
multi-échelle. Avec cet objectif, on utilise les approximations suivante :




Ei(uP , rI , rA′) de l’équation 1.17. La contribution énergétique des atomes de la
zone P à l’énergie atomique du système est donc annihilée ;
– ensuite, pour traiter le problème de la surévaluation de l’énergie dans la zone frontière pour
les atomes de la zone I, on pondère les contributions énergétiques.
On obtient ainsi l’Hamiltonien suivant :























Cette expression de l’Hamiltonien définit l’énergie sans surcoût spatial. En revanche du point de
vue de la dynamique, on observe des effets indésirables [37]. En effet, l’approximation principale
impose que le déplacement des atomes fictifs de la zone P n’engendrent pas de forces sur les atomes
proches de la couture. La conséquence sera que pour un matériau au repos, la somme des forces
n’est pas nulle et des forces sont induites [37], appelées forces fantômes.
Afin de calculer les forces qui s’appliquent sur le système et de définir l’équation de mouvement,
on va calculer les dérivées partielles de l’Hamiltonien HCLS . Le calcul de la contribution atomique
aux forces sur les atomes de la zone B est :









On remarque que des termes ont disparu par rapport à la dernière expression. En effet les atomes de
P sont hors du rayon de coupure Rcut. Pour fixer les idées, on va découper Ei en énergie cinétique
et énergie potentielle pour séparer les positions des vitesses dans l’expression de l’énergie. En
notant Bjcut la boule de centre j et de rayon Rcut, nous obtenons :
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et on a donc finalement :








Voyons maintenant le cas de la zone B′. Les expressions sont similaires :


















En revanche le terme de couplage intervient maintenant dans le cas des atomes de I :


























Afin de calculer le potentiel des atomes de B′, il est nécessaire de connaître les DDLs des atomes
de la zone P , i.e. des noeuds du maillage proches de la frontière de couplage. La réciproque n’est
pas vraie puisque la quantité ∂E
A
∂up
ne sera pas calculée. Les forces fantômes viennent directement
de la différence de nature de l’énergie entre les deux modèles (local/non local) sur les atomes de I,
car la force transmise par les atomes de la zone B′ n’est pas compensée par une force des atomes
de P : il n’y a pas d’équilibre possible. Les forces qui s’appliquent quant à elles sur les noeuds du
maillage s’écrivent :









Grâce à la localité de l’énergie discrète du modèle continu on a






et pour les éléments de C :
















Le cas test représentatif de cette méthode est décrit dans [33, 38, 39, 40] et la figure 1.9 illustre
la configuration de ce dernier. Il s’agit d’une simulation de propagation de fissure dans un cristal de
Silicium en dimension trois. La zone atomistique(1032192 atomes) fut parallélisée spatialement sur
24 processeurs. Chacune des deux zones éléments finis (258048 noeuds chacune) est attribuée à un
seul processeur. La zone de Tight Binding comportait 280 atomes. Concernant l’implémentation
logicielle, on ne trouve aucun détail alors que le code produit fonctionne bien en parallèle.
Comme nous l’avons dit, les méthodes sans couture utilisent un maillage qui doit être raffiné
dans la zone atomique. Pour la méthode MAAD, loin de la zone de couplage où la fissure est
engendrée, le maillage devient grossier pour limiter le poids de calcul. Or la loi linéaire utilisée pour
le comportement du continuum et l’élimination des DDLs implicite au déraffinement, provoquent
sans surprise des réflexions d’ondes mécaniques dans la zone continue. Afin de réduire cet effet,
les auteurs ont mis en place un amortissement en introduisant un bain de chaleur Brownien à
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température donnée T : on ajoute une force de friction aux DDLs des éléments finis qui prend la
forme suivante :
f = ρG(T, yt)− ξ(yt)M u̇t






où kb est la constante de Boltzmann. L’amortissement permet de contourner le problème des
réflexions qui existent lorsque l’on retire des DDLs. En revanche, on est absolument obligé de raf-
finer le maillage jusqu’à l’échelle atomique, de sorte que tous les modes des ondes se propagageant
puissent traverser la zone de couplage sans reflexions. Il s’agit là de la principale difficulté qui
aura toujours un coût de calcul important. Dans les articles décrivant la méthode MAAD, aucun
résultat n’est présenté concernant les ondes transverses qui doivent pourtant jouer un rôle dans
un matériau comme le silicium notamment en ce qui concerne la projection faite pour passer des
informations éléments finis 2D à la dynamique moléculaire 3D et réciproquement.
Fig. 1.9 – Figure tirée de [33] présentant un cas de traction sur une barre de silicium. Une occlusion
de type penny crack est introduite pour provoquer au centre la propagation de la fissure.
1.2.1.2 Quasi Continuum method (QC)
Cette méthode développée par Tadmor [34, 17], est basée également sur un Hamiltonien global.
Actuellement, le formalisme mit en place ne permet de résoudre que des problèmes statiques
où quasi-statiques. L’idée principale de cette méthode repose sur l’élimination des DDLs avec
une philosophie différente. Les auteurs ont cherché à garder un modèle particulaire et pseudo-
particulaire. Dans la formulation atomique, on pourra regrouper ensemble certains atomes selon
des critères que l’on se laisse libre de choisir comme par exemple un seuil de déformation. Du point
de vue de la mécanique des milieux continus, on utilise un maillage M tel que chaque sommet
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de ce dernier soit placé exactement sur un site atomique. Un tel maillage est construit par une
technique de triangulation contrainte de Delaunay [41]. On pourra alors confondre les atomes
issus des éléments finis et les atomes issus de la dynamique moléculaire. Bien évidemment cette
méthode fonctionnera volontiers sur des matériaux cristallins, et ceci a cause de la périodicité qui
en incombe. On pourra alors regrouper sur les noeuds du maillage une portion de l’énergie qui
correspond à un paquet d’atomes éliminés. Cette approche permet de définir un maillage global
MQC tel que chaque noeud soit une particule du système de la QC. Suivant le seuil de déformation,
on utilisera un modèle différent pour régir les noeuds deMQC . Le but est de diminuer les calculs
lors de l’approximation de l’énergie (ou des forces) avec la possibilité de passer d’un modèle à
l’autre avec une frontière qui peut évoluer tout au long de la simulation.
Les degrés de libertés que sont les noeuds de MQC seront appellés atomes représentants (re-
patoms) dans le formalisme de la QC. Nous allons dans un premier temps décrire ce formalisme.
Puis nous le reprendrons pour expliquer les effets indésirables qui sont de la même nature que





où Ei est l’énergie aggrégée sur le i-ème sommet du maillage sur Nrep. On peut poser u le champ





où les ϕα sont des fonctions d’interpolation sur le maillage global MQC . Comme nous l’avons
dit, le concept d’atomes représentants est basé sur le regroupement d’atomes sur un site atomique
donné. Les auteurs ont introduit deux types de calculs possibles dans l’évaluation de l’énergie d’un
atome représentant à savoir la forme locale et la forme non locale.
La forme locale provient d’une description provenant de la mécanique des milieux continus.
Dans ce cas, la cohérence donnée au calcul de l’énergie et à la réduction des DDLs passe par l’uti-
lisation de la règle de Cauchy-Born. La forme non locale quant à elle accumule l’énergie d’atomes
que l’on peut se permettre d’éliminer par un opérateur de moyenne. Dans cette formulation, un
repatom regroupe les atomes qui peuvent être reconstruits. La reconstruction est analogue à celle
effectuée par la règle de Cauchy-Born : les fonctions de base des repatoms voisins sont utilisées
pour définir la déformation locale et la position des atomes du cristal déformé. On obtient donc














où Nnl (resp. Nloc) est le nombre d’atomes représentants non locaux (resp. locaux). Pour le terme
de la formulation non locale, nβ est le nombre d’atomes que regroupe le représentant β, et Eβ sa
contribution à l’énergie qui est calculée à partir des atomes qui se trouvent dans son voisinage. La
figure 1.10 illustre le cumul de l’énergie de la formulation non locale. Si les atomes représentants
ont une densité trop importante, un même atome éliminé pourrait se trouver pris en compte dans
deux repatoms et cette énergie se trouverait dupliquée. Pour éviter cet effet, les clusters peuvent
être tronqués afin d’éviter les recouvrements d’influence. Le deuxième terme de 1.20 représente
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Fig. 1.10 – Schémas de conception des clusters d’atomes autour des atomes non-locaux.
Fig. 1.11 – Un maillage pour la QC qui montre une frontière entre zone locale et non locale. On
montre également le dual du maillage en pointillés. Les atomes représentants en noir sont non
locaux contrairement aux blancs. On présente particulièrement un repatom α et les contributions
de ses éléments adjacents.
où Eα est l’ensemble des éléments adjacents à α, Ae est le volume de l’élément e, Ee est l’énergie
volumique calculée par la règle de Cauchy-Born [17] pour chaque élément e de Eα, et ne, neα sont
le nombre d’atomes contenus dans l’élément e et la fraction contenue dans l’élément e associée
à α. Cette dernière quantité peut être calculée par le principe décrit dans [37]. On utilise un
recouvrement de l’espace comme la Tesselation de Voronoi [42] sur les sites atomiques des atomes
représentants. Une telle partition est très coûteuse à mettre en place. On calculera plus volontiers
l’approximation qu’est le dual du maillageMQC , ce qui nous permet d’évaluer neα. La figure 1.11
illustre le découpage qui est fait pour calculer les contributions aux repatoms.















































































































































































































Fig. 1.12 – Cette figure reprend le schéma de la figure 1.8 avec un pavage de l’espace qui délimite
l’influence des repatoms, en pointillés. Pour l’atome représentant α, on peut observer les différentes
zones d’intégration liées au voisinage. On voit bien qu’il est tronqué par la tesselation.
Dans la section suivante, on se limite au cas nβ = 1, c’est à dire que les atomes représentants
non locaux sont de vrais atomes. Dans ce cadre, il est possible de transcrire le formalisme que
nous venons de décrire vers celui d’une méthode avec coûture. On fait tout de même remarquer
au lecteur que pour éviter des problèmes de localisation de l’énergie, le cas nβ = 1 est vraiment
utilisé en pratique [37].
Reformulation du modèle
On exprime l’Hamiltonien utilisé dans la QC avec les notations que nous avons utilisées pour
la MAAD afin de mettre en avant les désavantages de la méthode QC. Néanmoins la différence
majeure réside dans le fait que la formulation de la QC autorise des frontières totalement irrégu-
lières voir dynamiques. En effet, le fait de conserver un aspect particulaire au problème permet
de traiter l’énergie de la mécanique des milieux continus comme une somme qui porte cette fois
sur les repatoms et non les éléments d’un maillage. Cette différence est fine, mais c’est elle qui
permet d’avoir des frontières entre les modèles qui soient modulables. Concrètement on va faire
l’intégration volumique de l’énergie sur le graphe dual induit par la tesselation plutôt que sur le
diagramme lui-même. La figure 1.12 montre un schéma avec le pavage dans la partie continue.
Nous écrivons l’énergie sous la forme d’une seule somme :


















EK(uC,qI,pC) · CK .
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EK est la contribution énergétique d’un élément K déduite de la règle de Cauchy-Born. A
l’interface le problème est différent : la formulation particulaire de la QC induit une pondération
que l’on prend en compte par le coefficient CK . En effet la contribution des atomes de l’interface
n’est pas présente, et la troncature de l’intégrale par le recouvrement induit une réduction
de cette intégrale. Par approximation, on peut dire que si K possède deux éléments en zone
locale, CK ≃ 2/3 et si il n’en possède qu’un, CK ≃ 1/3. On peut donc en déduire que cette
formulation mène aux mêmes effets indésirables à l’interface que MAAD, même si l’utilisation de
la Cauchy-Born améliore la rupture de raideur entre les deux sous domaines [37]. Il s’agit là d’une
conséquence propre à l’approche sans coutûre du couplage multi-échelle.
Particularités de la méthode
Horsmis la possibilité d’avoir des zones de couplages dynamiques, cette méthode permet cer-
taines améliorations concernant le coût de calcul. On notera que la formulation exacte de la QC
permet de définir le déplacement de tout atome dans l’espace étudié grâce à la périodicité cristal-
line et au champ de déplacement u défini par 1.19. On pourra alors éviter une frontière entre la
zone locale et non locale pour laquelle le maillage serait raffiné jusqu’à la dimension atomique. En
effet les atomes fictifs de la zone P nécessaires à ce calcul, peuvent être interpolés sur l’élément
qui le contient.
L’autre avantage de la formulation QC porte sur le côté dynamique de la frontière. On peut
se donner un critère selon lequel on détermine si on doit traiter un atome représentant comme
local ou non local, ce qui est suffisant pour définir implicitement la frontière des modèles. Soit Rl
un rayon qui en pratique vaut 2 à 3 fois le rayon de coupure du potentiel. Le critère utilise les
tenseurs Ue =
√
FTe Fe de chaque élément e où Fe est la déformation sur e. Pour chaque repatom
α, on évalue les valeurs propres λek de Ue, et ce pour chaque élément adjacent à α. Le critère [17]
évalue l’expression suivante :
maxa,b,k | λak − λbk |< ǫ ∀(a, b) tq
{ | a− β |< Rl
| b− β |< Rl
avec ǫ une tolérance déterminée empiriquement (c.f. [17]). Le tenseur Ue est un dérivé du tenseur
des déformations de Cauchy présenté par 1.5. Ce dernier exprime la dilatation volumique locale
à un élément. Le critère consiste donc à évaluer les différences de dilatation entre les éléments
adjacents. Si on dépasse un certain seuil l’atome représentant subira une influence non locale.
Dans la partie maillage, on peut utiliser du raffinement dynamique (AMR c.f. [26]) pour dimi-
nuer le nombre de DDLs du maillage. Le critère utilisé est donné par Zienkiewics [25] pour décider






















où VI est l’ensemble des éléments contenant le noeud I. Si le critère dépasse une certaine valeur,
alors il faut créer de nouveaux noeuds.
L’atout majeur de cette méthode porte sur l’adaptation automatique des zones locales/non-
locales et du raffinement de maillage. Elle est assurée par la formulation que nous venons de
décrire et est réellement une force dans l’optimisation des calculs nécessaires à la simulation.
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En revanche, on constate deux limitations de cette méthode. La première est l’utilisation des
hypothèses de périodicité cristalline qui rend impossible la modélisation de certains matériaux
comme les amorphes. Ensuite, il faut reconnaître que cette méthode est implémentée dans un
code dédié au problème, et que cette formulation ne permet pas d’utiliser des codes déjà existants.
Nous reviendrons sur cet aspect dans la section 1.3. On note également que l’implémentation
actuelle permet principalement de faire des simulations statiques uniquement (à T=0 Kelvin).
1.2.1.3 Coarse Grained Molecular Dynamics method (CGMD)
Cette méthode se rapproche par son principe de la méthode QC tout en ayant une approche
tournée vers les simulations dynamiques. L’idée décrite dans [43, 44, 45, 46] est de compresser l’in-
formation de plusieurs atomes sur des macro-atomes (équivalent aux atomes représentants). Cela
correspond à la formulation non-locale de la méthode QC. Cette remarque implique directement
que les équations de la mécanique des milieux continus ne sont pas utilisées. Ni la loi de Cauchy-
Born, ni aucune loi de comportement locale ne sera utilisée ici. Cette méthode tente de modéliser
tous les atomes dans une dynamique contrainte : les atomes ne sont autorisés à se déplacer que
comme les projetés sur un maillage donné. On se donne donc un maillageMCG qui recouvre tout
l’espace. Ce maillage possède des éléments de tailles atomiques dans la zone où l’on souhaite une
précision maximale et un déraffinement du maillage est possible loin de cette zone sans aucune
contrainte sur la géométrie de la transition (plan, circulaire...). La figure 1.13 tirée de [46] illustre
le maillage utilisé par cette méthode. Lorsque le maillage est à l’échelle atomique, la méthode
n’applique aucune contrainte à condition que les noeuds soient placés sur les sites atomiques. Dans
ce cas, seule la dynamique moléculaire joue un rôle dans le déplacement des atomes. Afin de définir
Fig. 1.13 – Présentation d’un maillage dédié à la méthode CGMD dans le cas de la simulation de
résonateurs nanométriques (NEMS) constitués de silicium tirée de [46].
la compression de l’information, on généralise la relation 1.15 afin de calculer les valeurs des DDLs
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où les γIi sont des fonctions bien choisies. Cette relation peut être vue comme une moyenne qui
permet de condenser l’information contenue par un ensemble d’atomes vers en ensemble plus réduit
de noeuds du maillage. Classiquement l’opération utilisée pour déterminer les γIi est la minimisa-
tion des carrés des distances entre domaine atomique et noeud du maillage. Plus précisément, on












où les (ϕI)I∈NCG sont les fonctions de base éléments finis classiques définies sur le maillageMCG.













Les bases de la méthode étant données, on passe maintenant à la description des interactions entre
les macro-atomes. La technique consiste à contraindre la dynamique des atomes de sorte qu’ils
évoluent uniquement dans l’espace descriptible par les fonctions de base du maillage. On utilise





i uiγIi = 0
u̇I −
∑
i u̇iγIi = 0
Une hypothèse simplificatrice dans la description de nombreux phénomènes de la dynamique des
réseaux considère que le régime est linéaire. Nous ferons de même ici pour décrire la technique
utilisée par les auteurs de la méthode CGMD dans la zone d’élimination des DDLs. A l’aide de
cette approximation, on montre [46] que l’équation du mouvement des noeuds deMCG est
MCGü = KCGu
où KCG est une matrice de raideur qui donne les forces d’interaction entre tous les macro-atomes,
et MCG est la matrice de masse qui doit être utilisée pour tenir en compte du regroupement
des atomes. Pour information, on donne les formules de ces deux matrices pour un potentiel

















où mk est la masse de l’atome k et Kkl =
∂W (k,l)
∂uk∂ul
la raideur du système de particule pour un
potentiel W à deux corps entre les macro-atomes k et l.
Particularité du modèle





Fig. 1.14 – Présentation d’une zone de recouvrement du domaine continu avec le domaine ato-
mique.
Cette méthode est conçue spécialement afin de décrire les problèmes induits par l’élimination
de DDLs à température finie. De plus, grâce à la formulation non locale présente dans tout le
modèle, les auteurs montrent dans [46] que les forces fantômes ne sont pas présentes avec cette
méthode. Dans [43] on trouve une étude très fine et innovante concernant le traitement du spectre
des ondes transportées à travers ce modèle multi-échelle. Ils ont pu comparer leur approche
avec une technique basée sur les éléments finis standards et la mécanique des milieux continus.
On trouve aussi une étude des problèmes de réflexions des ondes qui traite indépendamment et
analytiquement chaque harmonique. De plus, on trouve aussi dans [46] des résultats pour cette
technique sur des potentiels non linéarisés.
En revanche il faut tout de même noter les points négatifs suivants :
– dans la zone d’élimination des DDLs, il est important d’assurer que les noeuds du maillage
sont placés sur des sites atomiques comme pour la méthode QC ;
– la matrice de raideur KCG doit être précalculée avant la simulation et est totalement dé-
pendante de la position initiale des atomes et de la configuration du maillage. Ceci interdit
formellement des technique de raffinement dynamique ;
– bien que la situation cristalline ne soit pas expressement demandée pour cette approche, il est
évident que l’approximation non linéaire ne supporterait pas un changement de configuration
dans la zone de couplage.
Quoiqu’il en soit, cette méthode dans son domaine d’application [45] est très précise, et son for-
malisme de description permet de comprendre les phénomènes de réflexion et de les limites de
l’approche de la mécanique des milieux continus et des éléments finis standards [43].
1.2.2 Approche par recouvrement
Les méthodes basées sur un recouvrement utilisent la séparation des échelles pour définir une
projection plus ou moins complexe qui puisse éliminer des DDLs dans une zone de l’espace, et non
plus brutalement comme le font les méthodes sans couture (horsmis CGMD, mais cette dernière
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ne couple pas réellement à la mécanique des milieux continus). L’opérateur de projection utilisé
pour séparer les échelles est la première caractérisation d’une méthode par recouvrement et elle a
beaucoup plus d’importance que pour les méthodes sans couture où la décomposition est triviale.
La manière dont on va retirer les DDLs a également toute son importance. On va présenter dans
ce qui suit deux méthodes. La première méthode utilise une séparation des échelles comparable
à celle présentée dans l’introduction des méthodes de couplage. Toute la difficulté porte alors
sur la manière avec laquelle on va gérer les conditions aux limites du domaine atomique afin de
minimiser les réflections d’ondes dues au couplage. L’approche de cette première méthode porte
sur une étude fréquentielle en temps et en espace des ondes dont le matériau étudié est le support.
Par des techniques typiquement spectrales, on va donc pouvoir prédire le mouvement des atomes
fictifs de manière plus précise que par une simple interpolation.
La deuxième méthode aborde la transition du recouvrement d’une manière différente. Elle
considère que les deux modèles sont « mélangés ». Ils possèdent une zone de recouvrement où
un couplage adapté va pouvoir transférer convenablement les propriétés du matériau d’un modèle
à l’autre en retirant l’information non représentable de l’échelle fine. Concrètement, il existe des
zones où les DDLs sont gérés par un modèle particulaire, des zones où l’on utilise plutôt un modèle
continu, et des zones où les deux modèles sont coexistants via des interactions concurrentes.
1.2.2.1 Bridging Scales, une méthode spectrale
La méthode Bridging Scales [10, 31] développée par Liu et al. aborde le problème des réflections
d’ondes [17, 31, 32] par une approche assez originale. L’étude de la dynamique des réseaux cristal-
lins permet de définir les fonctions de Green [10] qui représentent la réaction de la maille cristalline
face à une perturbation canonique. Par canonique, on entend le déplacement d’un unique atome -
Unit Pulse - pour lequel on détermine la réaction du réseau. La construction des fonctions de Green
suppose un passage dans l’espace de Fourier pour le spectre spatial et dans l’espace de Laplace
pour le spectre temporel, ce qui permet de trouver une relation entre le temps et l’espace pour
l’équation du mouvement. Grâce au principe de superposition, la méthode permet de prédire le
comportement du réseau face à des stimulations réelles. On pourra alors déduire analytiquement
le mouvement des atomes qui sont éliminés et ainsi fournir des conditions aux limites absorbantes
pour les atomes couplés.
L’idée principale de cette méthode tient au fait que l’on est capable de différencier la contri-
bution fine de celle représentable sur le maillage qui sera d’un choix plus grossier. Pour cela on
découple totalement en deux composantes orthogonales le champ de déplacement du matériau
étudié. Cette décomposition utilise la minimisation des moindre carrés pondérés par la masse (c.f.
équation 1.22) présentée sur la figure 1.6. Dans le cas du champ de déplacement par exemple, on




















On remarque le point important suivant : les degrés de libertés associés au maillage peuvent donc
être définis partout à l’aide de cette projection, et c’est en cela que l’on a classifié cette méthode
comme une approche par recouvrement. Pour parfaire la séparation des échelles, la méthode sup-
pose que l’on puisse utiliser l’approximation du régime linéaire dans la zone de couplage (i.e. le












atomes couplés atomes fictifs
Fig. 1.15 – On présente la numérotation utilisée dans les calculs des atomes du recouvrement. Les
atomes fictifs (blancs) sont prédis par la méthode semi-analytique présentée dans cette section.
Les atomes réels (bleus) subissent une force de couplage calculée à partir des positions des atomes
fictifs.
premier ordre du potentiel est suffisant). On peut alors écrire
MU +M ¨̃u = KU +Kũ (1.23)
où M est une matrice diagonale dont les coefficients contiennent les masses des atomes, où Kij =
∂2W (rij)
∂uiuj
est la raideur entre l’atome i et j et W le potentiel inter-atomique choisi pour représenter
le matériau. Ici, il est remarquable que l’on ait découplé l’équation de mouvement en deux échelles
grâce à l’approximation linéaire. Les auteurs justifient dans [10] la totale séparation des échelles par
leur orthogonalité et écrivent donc que l’échelle microscopique est régie dans la zone de couplage
par l’équation harmonique :
M ¨̃u = Kũ. (1.24)
La Bridging Scale utilise fortement la périodicité du cristal atomique. Grâce aux fonctions de
Green, que nous allons décrire en détail maintenant, on va pouvoir calculer des termes de correction
sous la forme de forces qui doivent s’appliquer pour absorber les modes de hautes fréquences des
ondes mécaniques passant par la zone de couplage. Pour la clarté des calculs, on utilise ici une
numérotation des atomes conforme au réseau cristallin. On se limite à un réseau mono-atomique,
et on peut repérer chaque atome par trois coordonnées entière l,m, n. La figure 1.15 illustre la
numérotation pour les indices proches de la zone où l’on veut retirer les atomes contenus dans
les éléments, i.e. la fin de la zone de recouvrement. Dans les précédentes méthodes, l’énergie était
tronquée. Ici on utilise les résultats de Green [10] concernant l’analyse des conditions aux limites
de surfaces. On suppose alors que les atomes constituant la surface subissent en fait une force
additionnelle externe. Par la même approche, on va supposer que les atomes proches de la zone
de couplage subissent une force virtuelle produite par les atomes fictifs interpolés par le maillage








Kl′m′n′ ũl′m′n′(t) + f clmn
où ma est la masse atomique et f clmn est la force induite par le couplage sur l’atome de coordon-
née l,m, n. En s’appuyant sur la périodicité spatiale, on applique une transformation de Fourier
discrète, puis une transformation de Laplace en temps, pour obtenir l’équation :
ma
(
s2 ˆ̃u(p, q, r, s)− sũ(p, q, r, 0)− ˙̃u(p, q, r, 0)
)
= K̂(p, q, r, s)ˆ̃u(p, q, r, s) + f̂ c(p, q, r, s) (1.25)
où les symboles ˆ dénotent les fonctions de l’espace hybride Fourier/Laplace. Les indices p, q, r
dénotent les indices dans l’espace de Fourier relatifs aux coordonnées l,m, n et l’indice s est relatif
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à la coordonnée temporelle dans l’espace de Laplace. On obtient une équation liant l’échelle de
temps et l’échelle d’espace pour la contribution microscopique de l’équation de mouvement. Avec
une mise en facteur (1.25) devient :
(
s2I −m−1a K̂(p, q, r, s)
)
ˆ̃u(p, q, r, s) = s2 ˆ̃u(p, q, r, s) + sũ(p, q, r, 0) +m−1a f̂
c(p, q, r, s).
Or la quantité (s2I −m−1a K̂(p, q, r, s))−1 = Ĝ(p, q, r, s) est la fonction de Green. On obtient alors
le résultat suivant :
ˆ̃u(p, q, r, s) = Ĝ(p, q, r, s)
(
M−1f̂ c(p, q, r, s) + sũ(p, q, r, 0) + ˙̃u(p, q, r, 0)
)
.
Par un jeu de transformées inverses partielles jouant sur la géométrie du problème plan (par
exemple pour la coordonnée de l’axe x dans la formule qui suit), on obtient pour toute coordonnée
l :
ˆ̃ul(q, r, s) = m−1a F̂
c
l (q, r, s) + R̂l(q, r, s)
R̂l(q, r, s) =
∑
l′
Ĝl−l′(q, r, s)(sũl′(q, r, 0) + ˙̃ul′(q, r, 0))
F̂l(q, r, s) =
∑
l′
Ĝl−l′(q, r, s)f̂ cl′(q, r, s).
Pour simplifier, on suppose que le rayon de coupure ne considère pas les atomes au delà des premiers
voisins. Dès lors, on sait que l’effet de surface engendré par le couplage n’est supporté que par
la dernière rangée d’atomes avant la zone éléments finis, i.e. fcl,m,n = 0 dès que l 6= 0. Ceci nous
permet d’écrire en particulier la relation pour l = 1 et l = 0 et ainsi éliminer de l’équation la force
F̂cl (q, r, s). Autrement dit, on exprime la force appliquée par le couplage comme une fonction du







avec Q̂(q, r, s) = Ĝ1(q, r, s)Ĝ−10 (q, r, s).




Qm−m′,n−n′(t− τ) · (ũ0,m′,n′(τ)−R0,m′,n′(τ))dτ + U1,m,n(t) + R1,m,n(t).
On obtient ainsi une équation qui permet de prédire la valeur du déplacement de la première
rangée d’atomes après le recouvrement (tels que l = 1). Ce sont des atomes fictifs qui n’existent
que dans un élément fini. On peut alors calculer la force qui est appliquée par ces atomes fictifs
sur la dernière rangée d’atome réels. Cette force prend la forme suivante dans l’espace spectral :





























1.2 – Les méthodes de couplage Multi-échelles 37
Cette approche permet de ne pas lier de manière rigide les atomes éliminés au maillage qui ne
peut pas représenter les modes rapides. On calcule cette force qui modélise l’impédance de la zone
de couplage comme la force résultante des atomes fictifs. Liu et al. ont montré dans [31] que le
taux de réflections de cette méthode est grandement diminué. La force T0,m,n(t) et le déplacement
R0,m,n(t) sont tous deux stochastiques et sont définis par les conditions initiales fournies dans le
domaine continu où des atomes ont étés éliminés. Ces valeurs peuvent être utilisées dans le cadre
d’un couplage à température finie [47] pour introduire une thermalisation. Tous les détails des
précédents calculs ainsi que la relation entre la fonction Rl,m,n(t) et la température simulée dans
le modèle macroscopique sont explicitement données dans [10]. On y trouvera également plusieurs
détails concernant le calcul efficace des diverses valeurs telles le time history kernel θm,n(t) qui
peut être très coûteux puisqu’il nécessite la mémorisation de nombreux termes pour être calculé.
Également, on peut remarquer que la nécessité de définir un maillage sur tout l’espace n’est pas
nécessaire dans la zone atomique, et en pratique on se ramène à une technique de recouvrement
local.
Il faut remarquer ici que le comportement du matériau supposé de faible déformation par
l’approximation linéaire du potentiel et la structure cristalline périodique sont à la base de la
relation espace-temps qui permet de faire les transformées de Fourier/Laplace et l’élimination des
DDLs. Autrement dit dans une structure de type amorphe, cette approche ne peut fonctionner
et on pourra difficilement prédire le comportement des atomes fictifs. À cela on ajoutera le fait
que la symétrie du problème est utilisée autant que la périodicité. Il en découle une limitation
concernant les zones de couplage qui doivent être plans dans le formalisme actuel et certainement
difficilement dynamiques.
1.2.2.2 BM - Bridging method
La méthode développée par T. Belytschko et S. Xiao [48] est une méthode basée sur un re-
couvrement de l’espace. On a les deux modèles qui seront “mélangés” dans cette zone par une
pondération énergétique. On assure le recollement des deux modèles par des multiplicateurs de
Lagrange. Si l’on reprend le formalisme de la séparation des échelles comme nous l’avons donné
en 1.16, alors les multiplicateurs de Lagrange jouent le rôle d’une projection. Cette projection sera
conditionnée par un paramètre spatial qui autorisera une absorption plus où moins contrôlée des
modes rapides transportés par l’échelle fine. Le but est clair : on veut conserver la prédominance
de chaque modèle de sorte que la projection d’un modèle sur l’autre se fasse progressivement à
mesure que l’on traverse le recouvrement.
On décrit la méthode par un Hamiltonien global formé à partir des Hamiltoniens des deux
sous-systèmes comme pour les méthodes sans couture. Mais cette fois les domaines respectifs aux
modèles se recoupent et la troncature de l’énergie est progressive et non pas brutale. En effet la
pondération de l’énergie permet de contrôler l’influence de chaque modèle et notamment d’évi-
ter une surévaluation de l’énergie. On définit explicitement l’Hamiltonien de la Bridging Method
comme suit :



























Fig. 1.16 – Définition du facteur α = l(X)/R dans l’interface de couplage.





comme défini sur la figure 1.16. Pour l’instant rien ne relie les deux modèles. On a simplement
construit une énergie globale pour deux zones distinctes qui possèdent une zone de recouvrement
spatiale. Le terme de couplage est apporté par la contrainte de Lagrange suivante. On introduit
les k contraintes :
g = {gi} = {Ui − di} = {
∑
j
ϕj(Xi)uj − di} = 0 i = {1, k} (1.29)
où Xi est la position initiale de l’atome i, di son déplacement, Ui est le champ de déplacement
macroscopique obtenu par interpolation sur l’élément fini qui contient i et où k est le nombre de
contraintes, i.e. le nombre d’atomes présents dans la zone de recouvrement. On contraint donc
chaque atome contenu dans ΩR à la position de son atome fictif déduit des éléments finis par
interpolation. Le formalisme introduit par Xiao [48] suit celui de la dynamique moléculaire sous




i gi où λi est le vecteur des multiplicateurs
de Lagrange. Les contraintes appliquées servent à recoller ensemble les deux modèles. Les équations
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avec M I = α(XI)MI et mi = (1−α(Xi))mi sachant que MI est la masse condensée sur le noeud
I et mi la masse de l’atome i. Dans le cas d’un potentiel d’interaction à deux corps, les forces

















On voit que la formule exacte de calcul de la force couplée sur les atomes est intrusive dans le
sens où l’on doit pondérer la contribution de chaque interaction dans le calcul des forces. En ce
qui concerne l’intégration en temps, l’algorithme SHAKE est utilisé, mais il est modifié puisque
l’on ne corrige ici que les vitesses pour maintenir la contrainte. L’idée est que si à t = 0 les deux
modèles sont « collés », et si la vitesse est la même sur les deux modèles, alors la contrainte sur les
déplacements sera vérifiée pendant la simulation, assurant que les deux modèles resteront collés.
Nous allons maintenant détailler le procédé d’intégration sous contrainte. Commençons par évaluer
































































On note classiquement u̇⋆ et ḋ⋆ les valeurs des vitesses non contraintes. On peut alors faire la
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Pour déterminer les multiplicateurs de Lagrange associés à chaque atome dans la zone de recou-



























que l’on peut écrire sous la forme matricielle suivante
















ϕJ(XI)u̇⋆J − ḋ⋆i i ∈ [1, n]
Pour calculer les multiplicateurs de Lagrange, il faut donc résoudre l’équation linéaire dont la
matrice est A = (Aij) où les Aij sont des matrices 3× 3. Pour réduire le poids de calcul, on peut
utiliser une approche condensée qui consiste à utiliser A′ telle que A′ij = δij
∑
k Aik. Grâce à cette
approximation, le système de contrainte est découplé.
Résultats
Plusieurs exemples sont cités dans [48, 32]. On trouve un cas 1D de 60nm de longueur avec
211 atomes dans la zone de dynamique moléculaire. Il s’agit d’un cristal d’argon avec un potentiel
de Lennard-Jones. La zone continue contenait 40 éléments homogènes (pas de raffinement). Ils
ont obtenu des résultats sur plusieurs points :
– la taille de la zone de recouvrement : pour une taille de 9nm de recouvrement, les effets
de réflection des ondes sont presque complètement annihilés. Pour une taille de 3nm, les
fréquences les plus rapides sont réfléchies ;
– si l’on augmente la taille des éléments, on peut augmenter le pas de temps d’intégration des
éléments finis et ne pas intégrer le domaine continu à chaque pas de temps de dynamique mo-
léculaire. En revanche, on augmente évidemment le nombre de multiplicateurs de Lagrange
à calculer à chaque pas de temps ;
– l’utilisation de la méthode multi-échelle concouramment à l’utilisation de la Cauchy-Born
thermalisée [19], permet d’obtenir des résultats sur des situations à température finie.
[48] présente également des tests 2D pour une feuille de graphite de 12.0378nm de largeur et
60.0nm de longueur avec 14140 atomes et 226 noeuds sur le maillage. Les auteurs ont notamment
effectué des tests qui font varier la fonction de pondération. Ils ont pu par ce biais réussir à réduire
la taille de la zone de recouvrement qui reste coûteuse en calcul. La modification de la pondération
portait sur l’introduction de composantes non linéaires.
1.3 Les techniques de couplage de codes
Jusqu’à présent nous nous sommes intéressés uniquement aux modèles de couplage et aux
difficultés engendrées par la réduction des DDLs des différentes méthodes multi-échelles pour la
simulation des matériaux. D’un point de vue conceptuel, il est maintenant important de définir
un contexte de programmation pour le couplage de codes.
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L’approche par couplage de codes prône la réutilisabilité des codes ; cette approche récente dans
l’informatique moderne voit une application comme un assemblage de plusieurs codes, le plus
souvent parallèles, collaborant à la réalisation d’un travail commun. On parlera d’applications
parallèles distribuées car ces applications utilisent d’une part les aspects du parallélisme pour
les codes dédiés à une tâche précise, et d’autre part les aspects du distribué pour la gestion de
la collaboration entre les différents codes couplés. La différence portera souvent sur les types
d’architectures sur lesquelles sera déployée l’application. En effet, la technologie des grilles de
calcul considère plutôt des plateformes hétérogènes et une allocation de ressources dynamiques,
contrairement à l’approche parallèle qui suppose souvent et dès la conception que les ressources
de calcul sont homogènes avec un réseau d’interconnection à performance connue.
Les simulations multi-physiques sont de loin les applications le plus souvent sujettes aux ap-
proches couplées. En effet, les concepteurs de codes de simulation sont souvent spécialisés dans
un domaine particulier. On assiste donc à une spécialisation des codes en fonction des problèmes
physiques que l’on souhaite aborder. Le couplage de codes permet donc de mettre à profit les
compétences de chacun au sein d’une seule application. Généralement les codes divisent en étapes
de calcul le procédé global de résolution des équations physiques (operation splitting [49]). On peut
alors décrire le fonctionnement d’un code de simulation par étapes. Dans le cadre du couplage de
codes, certaines étapes seront indépendantes, et d’autres seront des étapes de couplage. Les diffé-
rents niveaux de physique utilisés sont couplés par une étape de calcul et/ou de communication.
Une liste importante des applications et environnements de couplage peut-être trouvée dans [50].
La majeure partie de ces applications sont multi-physiques et traitent de sujets d’études aussi
variés que la climatologie, la météorologie ou encore du couplage aux applications de visualisa-
tion/pilotage.
Dans le cadre de notre étude, les simulations de matériaux ne sont généralement pas multi-
physiques étant donné que chaque DDL appartient à une zone géométrique avec un modèle phy-
sique associé. On parlera plutôt de couplage multi-échelles. En effet, on couple les DDLs de telle
sorte que les phénomènes intéressants puissent être transmis d’une échelle vers l’autre avec un
minimum de perte sur la précision. Pour assurer cela, on utilisera volontiers des critères de détec-
tion des erreurs. Par exemple, nous avons vu que la Quasi-Continuum method utilise un critère de
déformation qui lui permet de savoir si le maillage doit être raffiné ou non.
Actuellement, les simulations multi-échelles de la matière condensée ne fonctionnent que très
peu sur la base de codes réutilisables, et la raison principale à cela est la diversité des problèmes
étudiés. Des environnements de couplage tels CCA[51] ou SALOME[52] ne disposent pas à notre
connaissance de modules adéquats basés sur des codes monolithiques.
Quoiqu’il en soit, on peut mettre en avant deux types de couplage de codes. Le couplage par
communication qui va explicitement mettre en place les communications nécessaires à l’échange de
données entre les codes couplés, et le couplage par composants où les composants encapsulant des
codes sont couplés via des appels de méthodes à distance et où les communications sont masquées.
Nous allons, passer en revue les caractéristiques et contraintes de chacune des approches.
1.3.1 Approche de couplage par échange de messages
La première approche considère que les codes sont éventuellement séparés. En utilisant un
paradigme de communication [53][54] on va explicitement ajouter l’échange de données nécessaire
au déroulement du couplage pendant la simulation. Le principal atout de cette approche est le coût
assez faible de développement du couplage. De plus, l’optimisation du couplage est possible dans
un contexte où la connaissance des codes couplés doit être relativement importante. Par exemple, il
est plus simple d’analyser l’interaction entre les calculs et les communications afin de recouvrir les
communications, ou encore d’optimiser le partitionnement des données pour équilibrer la charge
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en tenant compte des calculs liés au couplage.
Le déficit porte certainement sur la dynamicité des programmes produits par cette méthode.
En effet, dans une phase de déploiement du couplage sur une grappe de calcul hétérogène, ce type
de couplage aura une adaptabilité à l’occupation des ressources de calculs très limité. Si le code
utilise MPI-1 comme paradigme de communication, le code manquera totalement de dynamicité
dans le sens où les ressources de calcul seront déterminées à l’avance. Ceci interdit toute gestion
dynamique des ressources et d’une certaine manière la résistance aux pannes matérielles. Au déficit
de ces méthodes, on notera également qu’un couplage est établi pour deux codes donnés, et tout
reste à refaire si l’on souhaite changer l’un de ces codes.
L’autre approche que nous décrivons dans ce qui suit, met a la disposition du programmeur
des moyens standardisés pour obtenir les échanges de données du couplage.
1.3.2 Approche de couplage par composants
La notion de composant logiciel est liée à un partage des programmes en tâches. Une définition
des composants logiciels communément acceptée est celle donnée par Szyperski [47] :
“A software component is a unit of composition with contractually specified interfaces and
explicit context dependancies only. A software component can be deployed independantly and is
subject to composition by third party”.
On peut se représenter un composant comme une « boîte noire » [50] ayant une interface avec
le monde extérieur clairement définie. Cette dernière spécifie les services fournis autant que les
besoins de fonctionnement. En cela, la notion de composants apporte la valeur ajoutée par rapport
à la notion de programmation objet. On parle alors volontiers de « boite blanche ». Ces compo-
sants pourront donc être assemblés de manière cohérente pour fournir une application globale et
modulaire. On peut citer les principaux modèles de composants logiciels tels que COM/DCOM
[55], .NET [56], EJB[57] (enterprise Java Beans), CORBA(CCM) [58] et CCA [51]. Seul le modèle
CCA semble avoir été réellement conçu pour la problématique du calcul scientifique en visant les
contraintes d’optimisation par exemple.
La notion importante est l’interopérabilité des codes. L’interopérabilité est le fait que plusieurs
systèmes, qu’ils soient identiques ou radicalement différents, puissent communiquer sans ambiguïté
et opérer ensemble. Dans le cadre du couplage de code, l’interopérabilité, n’est pas une tâche aisée
dans la plupart des cas et va utiliser un principe de publication des interfaces d’utilisation de chaque
entité qui désire « inter-opérer » avec d’autres codes. Dans ce contexte, l’approche par composant
doit définir en tout premier lieu les interfaces des différents composants génériques qui pourront
interagir ensemble. Les enjeux sont importants puisqu’il s’agit de mettre en relation des codes
de simulation qui n’ont pas été forcément prévus pour cela. Afin de construire ces composants, il
faudra implanter une jonction entre le code original et les services que le futur composant devra
fournir pour s’intégrer dans un environnement dédié à la manipulation de composants. On parlera
d’intégration de la couche métier. Le schéma 1.17 illustre le principe hierarchique qu’implique la
philosophie des composants. En revanche, une fois cette partie effectuée, c’est avec un coût moindre
que l’on pourra faire interagir des codes qui n’étaient pas prévus initialement pour cet effet.
La communauté scientifique travaillant sur les simulations du climat est à la base de nombreux
environnements de programmation basés sur la philosophie des composants, mais sans toutefois
prétendre répondre à une spécification commune de composants comme par exemple celle que
cherche à définir CCA. Le nombre important de codes produits par cette communauté a permis
de dégager des projets ayant pour objectif de regrouper ces savoir faire afin de les intégrer dans
des environnements où le couplage, la visualisation et le pilotage seront plus simples. Par exemple,
OASIS [59] est le coupleur dédié à l’environnement PRISM [60]. Les fonctionalités du couplage
statique, d’intégration et de déploiement, de traitement des données, et de la gestion de l’abstrac-











Composant 1 Composant 2
Fig. 1.17 – Interaction de deux composants dont le contenu et la couche métier sont rendus
visibles. Ces derniers peuvent « communiquer » et interagir par les services déclarés tandis que
ces derniers utilisent la couche métier pour fonctionner.
tion des formats de données (meta-data) au sein de l’environnement sont pris en charge. PALM
[61] est un autre environnement de couplage qui assure que les données couplées peuvent évoluer
dynamiquement, en intégrant les procédés d’assimilation de données réelles. On peut également
citer ESMF [62], ou encore CACTUS [63].
Toutes les implantations de composants ne sont pas inter-opérables car elles n’utilisent pas une
même norme. Autrement dit le choix d’une solution ne permettra pas, en général, d’être réutili-
sable dans un autre environnement. Ceci provient essentiellement du problème de la parallélisation
des composants. Le problème introduit par les composants parallèles est particulièrement difficile
lorsque la décomposition en tâches ne suffit plus ; c’est le cas par exemple lorsqu’une décompo-
sition de domaines est nécessaire pour paralléliser les algorithmes [64]. A notre connaissance, les
spécifications concernant les composants parallèles sont toujours en discussion notamment au sein
de CCA. Par exemple, dans [64] est présentée une approche de redistribution de données entre
deux applications parallèles sous un formalisme de composants.
1.3.3 Les environnements de développement et de production concer-
nant les simulations des matériaux multi-échelles
Toutes les méthodes que nous avons décrites dans les sections dédiées aux modèles de cou-
plages multi-échelles des matériaux sont tirés de codes monolithiques fortement couplés voire
d’applications entièrement dédiées. A notre connaissance, seuls deux projets se distinguent dans
cette volonté d’utiliser une architecture de programmation par composant. Ces deux projets sont
relativement récents (2003), et peu d’informations relatives à leur fonctionnement ont pu être
trouvées ; cela est surement du au fait que l’intérêt est aujourd’hui porté sur les modèles physiques
plutôt que sur les modèles informatiques dans la communauté de la simulation de matériaux.
PSI [65] (Petascale Simulation Initiative) tente de mettre en place un environnement de simu-
lation complet où des composants seront construits pour les différentes échelles de la physique.
Ces composants prendront en compte différents niveaux de parallélisme et d’interaction. La spéci-
fication différencie la technologie de grille informatique, les ressources sur des grappes homogènes
et les unités d’exécution (threads). Il n’est pas facile de savoir si cet environnement est utilisé ou
non, et la seule publication trouvée à propos de ce projet ambitieux est [66].
L’autre projet, CMDF [67](Computational Materials Design Facility) concerne un environne-
ment de développement de méthodes multi-échelles basé sur le langage Python [27]. Le couplage
de la mécanique quantique, de la dynamique moléculaire, des échelles mésoscopique et macrosco-
pique sont possibles par assemblage de composants dans un script Python ou Perl. Cette dernière
approche a été utilisée pour simuler une propagation de fissure dans le silicium[68]. Cependant, le
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déploiement de telles applications n’est pas décrit dans cette dernière référence. Cet environnement
semble être resté interne au laboratoire Caltech et à sa division Materials and Process Simulation
Center(MSC).
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1.4 Objectifs et positionnement de notre étude, apports et
concepts fondamentaux
La mission principale qui nous a été confiée est centrée sur l’étude des matériaux complexes tels
les polycristaux ou encore les amorphes dans des simulations d’évolution dynamique. Comme nous
l’avons évoqué durant la première partie, le coût de calcul de telles simulations étant très important,
nous nous sommes naturellement tournés vers des solutions de couplage de codes qui tirent parti
des modèles de la mécanique des milieux continus avec une loi de comportement non linéaire et des
modèles de la dynamique moléculaire. En effet, la dynamique moléculaire permet d’obtenir une
précision très importante, tandis que la mécanique des milieux continus réduit considérablement le
poids des calculs. Dans l’état de l’art, nous avons présenté les différentes solutions qui s’offraient à
nous pour réaliser notre objectif et comment ces dernières tenaient compte de la difficulté majeure
qu’est le traitement des ondes dans la zone de couplage. Les réflexions d’ondes doivent être évitées
au maximum car elles « polluent » les résultats numériques de la simulation multi-échelles du solide
à l’échelle nanométrique. Dans ce contexte, la Quasi Continuum Method a été écartée car cette
dernière ne propose qu’une évolution quasi-statique pour le moment. D’autre part, une formulation
d’une évolution de cette méthode vers des simulations dynamiques n’est pour l’instant pas connue.
On ajoute également le fait que cette dernière n’aborde uniquement que les structures périodiques
(polycristallines au mieux). En fait, les méthodes sans couture présentent toutes une faiblesse
qui porte sur la transition brutale entre les modèles à l’interface de couplage. Il en résultera
toujours des forces parasites qualifiées de forces fantômes. Nous avons donc écarté également la
méthode Molecular Atomistic Ab initio Dynamics. Il faut tout de même faire cas à part de la
méthode Coarse Grained Molecular Dynamics qui peut filtrer de manière importante les ondes qui
doivent être éliminées par la zone de couplage. Mais pour cela, il faut construire une matrice de
raideur dont la taille évolue comme le carré du nombre d’atomes condensés par la méthode. Ceci
constitue bien évidemment une limitation très importante. Nous nous sommes donc intéressés aux
méthodes de couplage basées sur un recouvrement. La méthode Bridging Scale permet un filtrage
très fin des modes par la prévision du comportement des atomes via les fonctions de Green. Mais
chaque nouveau matériau doit faire l’objet d’une nouvelle étude pour adapter de telles fonctions
à l’élimination des DDLs dans la zone de couplage. De plus, cette méthode n’est efficace que
pour des structures périodiques. La Bridging Method de S. Xiao et T. Belytschko est dédiée aux
problèmes de la dynamique des solides, non nécessairement cristallins, dans sa formulation initiale.
De plus, le traitement des réflexions d’ondes fonctionne relativement bien avec l’utilisation d’une
pondération spatiale. Toutefois, la formulation initiale induit des effets indésirables dans le cas
de potentiels inter-atomiques de moyenne portée. De plus, les origines des réflexions de ce type
de couplage sont assez peu connues jusqu’à aujourd’hui, ce qui rend difficile le paramétrage du
couplage. Malgré tout, nous avons choisi la Bridging Method parce que cette dernière ne présuppose
aucune hypothèse quant au matériau comme une structure cristalline.
Après l’identification du modèle, le second aspect de ce travail était de construire une applica-
tion de couplage pouvant réutiliser des codes déjà existants. Le maître mot était la « généricité ».
Pour satisfaire cela, l’intégration de codes de simulation doit être rendue abordable par un travail
de normalisation des interfaces de programmation. C’est donc tout naturellement que nous avons
dirigé nos recherches vers la programmation par composant. La contrainte d’intégration de codes
déjà existants nous plaçait également dans un contexte d’utilisation de librairies d’échanges de
messages, et même plus précisément vers l’utilisation de MPI (la plupart des codes de dynamique
moléculaire existants utilisent MPI). Étant donné que les projets d’environnements de couplage
pour les simulations de matériaux sont naissants et que peu d’informations ont pu être collectées,
nous n’avons pas utilisé ces derniers. De plus, afin de limiter le travail d’intégration de codes nous
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avons fait le choix de ne pas utiliser un environnement de composants déjà existant comme CCA,
mais de développer une série d’objets C++ dont les interfaces génériques répondent aux besoins
d’intégration de codes autant qu’à l’implémentation de méthodes de couplage génériques. Pour
cela, nous avons pensé et décrit les différentes tâches de la simulation couplée avec une philosophie
de composants. Ceci implique une description fine des interfaces, mais également des besoins et
des services fournis par chaque partie du programme final. Pour des raisons évidentes visant à
faciliter l’utilisation, c’est la librairie MPI qui à été utilisée pour implémenter les communications
dues au couplage. Bien sûr un nouveau composant pourra éventuellement être créé dans le futur
pour implanter une autre mécanisme de communication.
A la vue de toutes ces remarques, le plan de cette thèse est le suivant. Nous allons tout d’abord
présenter la Bridging Method sous un nouveau jour. Il faut savoir que dans l’article original dé-
crivant la méthode [48], les potentiels utilisés sont coupés à une simple distance inter-atomique.
Or, des effets parasites font leur apparition aux bords du modèle dans le cas de petites tailles de
recouvrement. Nous décrirons donc ce phénomène et comment nous avons modifié la méthode afin
d’éliminer cet effet parasite qui se manifeste sous la forme de forces fantômes. Ensuite nous avons
explicité le plus finement possible le traitement que ce couplage impose aux trains d’ondes pro-
pagées par le matériau simulé. Dans un contexte unidimensionnel et monoatomique, nous allons
donc rappeler les fondements des propagations d’ondes sur les modèles de dynamique moléculaire
et de mécanique des milieux continus discrétisée par des éléments finis. Ceci nous mènera naturel-
lement à la constatation que les déformations subies par les ondes dans la zone de couplage sont
complexes mais peuvent être étudiées si nous ramenons le schéma d’intégration utilisé (Velocity
Verlet) à une intégration continue dans le temps. Après linéarisation des forces, le modèle couplé
sera alors vu comme un oscillateur dont il conviendra d’exhiber les modes et leurs impacts sur
l’absorption avant de conclure sur le choix des paramètres des modèles, comme par exemple la
taille et la forme des éléments finis choisis dans la zone de couplage.
Ensuite, nous décrirons l’implémentation que nous avons donné, mais aussi la vision de haut ni-
veau qu’autorisera l’association de différentes pièces pour la constitution d’une simulation couplée
par la « Bridging Method ». En premier, nous décrirons les aspects séquentiels de l’environnement
de couplage. La difficulté majeur de ce type de couplage reste le maintien d’une cohérence entre
les atomes et les éléments finis. Nous avons vu que la méthode de Belytschko est basée sur la
résolution d’un système de contraintes et les inconnues de ce système sont des multiplicateurs
de Lagrange, chacun associé à un unique atome. Chaque atome est donc associé à l’élément fini
qui le contient. En effet l’élément fini et chacun des atomes contenus vont interagir afin de réa-
liser le couplage. De plus, comme nous sommes dans un contexte de manipulation de masse de
données importantes, nous décrirons les procédés, techniques et algorithmes, qui nous ont permis
de paralléliser le code de couplage. Parmi les points abordés, on traite les migrations atomiques
qui est un procédé permettant d’équilibrer le nombre d’atomes par processeur et la précision du
potentiel. Ces migrations d’atomes forment la difficulté majeure du maintien de la cohérence du
système de contraintes. On s’intéressera également à la redistribution des inconnues du système
de contraintes. En effet les proprietés entre atomes et éléments finis doivent être conservées et
échangées, et ce même après diverses migrations atomiques.
Nous présenterons ensuite des cas concrets de simulations sur diverses cas d’école. En premier
lieu on mettra en oeuvre la théorie développée par le chapitre 2 sur l’étude du modèle. Plus
précisément, on présentera le spectre de l’oscillateur de couplage en confrontation avec les taux
de réflexion d’ondes mesurés sur des simulations réelles. Nous présenterons également des mesures
de réflexion sur des cas 2D et 3D. Puis nous présenterons des cas ou des fissures sont initiées
dans des matériaux pour lesquelles on observera la propagation. Ces résultats seront suivis de
mesures de performances et d’une étude sur les décompositions de domaine implicites données
par les codes sous jaçents. On présentera également un procédé d’altération de ces domaines qui
permettra de réduire le surcoût de couplage et d’améliorer l’équilibrage en prenant en compte les
calculs additionnels dûs au coupleur.
Une conclusion et des perspectives suite à ce travail seront enfin exposées.
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Dans ce chapitre, nous allons mettre à jour les tenants et aboutissants de la méthode de
couplage que nous avons utilisée. Comme nous l’avons dit, nos choix se sont portés sur la Bridging
Method, mais nous verrons que cette dernière induit des effets indésirables sur la simulation,
notamment dans le cas d’un potentiel atomique avec un rayon de coupure supérieur à la simple
distance inter-atomique. Cette constatation nous ammènera à modifier les équations de couplage
par rapport au modèle original. Nous aborderons ensuite sous un jour nouveau les réflexions d’ondes
liées à ce type de couplage. Pour ce faire, on rappelera les règles qui régissent les ondes dans le cadre
de la dynamique moléculaire puis, nous ferons le parallèle avec le modèle continu et la Cauchy-
Born qui lui sert de loi de comportement. Enfin, nous considèrerons les équations de mouvement
du système couplé pour considérer le couplage comme un unique oscilateur harmonique, ou encore
deux oscillateurs qui seront couplés.
2.1 Formulation énergétique et forces fantômes
On va dans un premier temps s’intéresser à l’expression des forces qui s’appliquent sur les
atomes qui sont impliqués dans le couplage. Pour cela, on part de la formulation Hamiltonienne
donnée en (1.26) et qui nous a permis de trouver l’expression suivante donnée en (1.30) de la force














































Fig. 2.1 – Schéma 1D du couplage de Belytschko. Les atomes sont représentés par des boules, et
les éléments finis par des segments.
Alors, si on considère que la fonction de pondération est Cd+1(a; a + R) ( i.e. d + 1 dérivable sur
l’intervalle ]a; a+R[ avec R la taille du recouvrement) on peut alors utiliser un développement de











































où fi est la force qui s’applique sans la pondération de l’énergie et R(Xk) est le résidu du déve-
loppement de Taylor. Pour montrer l’instabilité des forces dues à la nature non locale de l’énergie
du modèle atomique, on se place dans une situation d’équilibre sur une chaîne d’atomes d’argon
comme présentée sur la figure 2.1. On peut donc écrire que chaque position atomique est multiple
de la distance inter-atomique d’équilibre r0, et on note ces dernières Xi = i r0. Pour simplifier les
notations, on utilisera dans la suite la notation suivante :
fi,j =
∂W (r0 | i− j |)
∂r0 i
(2.1)
Dans cette configuration d’équilibre, la force fi sans couplage qui s’applique sur chaque atome est
nulle et donc, nous allons maintenant nous intéresser à la force résiduelle Ri qui s’applique sur
















 fi,k +R(r0 k)fi,k (2.2)
où µ permet de caractériser le rayon de coupure de sorte que l’on ait Rcut = µ r0. Comme
dans [48], considérons dans un premier temps que la fonction de pondération est linéaire avec
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k = i− µ
k 6= i
α′(i r0)(k − i)fi,k. (2.3)
Trois cas sont à envisager, un atome A situé au centre de la zone de couplage (à une distance
des bords de la zone de couplage supérieure au rayon de coupure), un atome A′ situé près de la
frontière de cette dernière, et B un atome similaire mais cette fois hors de la zone de recouvrement.
Si i est positionné comme le point A sur la figure 2.2 alors la pente de α est constante et vaut





k = i− µ
k 6= i
(k − i)fi,k.
Or, la situation à l’état initial des atomes est celle d’un cristal d’argon à température et pression
nulle. Ceci nous permet de dire que le viriel est nul à l’état initial et par symétrie de la conformation




rijfi,j = 0. (2.4)
Ou encore avec nos précédentes notations et avec la donnée du rayon de coupure le résultat suivant




j = i− µ
j 6= i
r0(j − i)fi,j = 0. (2.5)
On peut donc en déduire que la force résultante fRi est nulle et que la situation d’équilibre est
respectée. On a tout de même pris l’hypothèse importante que i est l’index d’un atome au centre du
recouvrement qui ne subit donc pas l’influence de la rupture de pente de la fonction de pondération
(condition sur la position de l’atome mais aussi du rayon de coupure). Dans le cas contraire, il faut
considérer le cas où un atome est proche de la discontinuité de α′, par exemple comme le point B
(ou A′ qui est le troisième cas de figure fortement similaire à celui de B). Avec une pondération
linéaire, comme présentée sur la figure 2.2, la fonction de pondération possède une discontinuité
de sa dérivée. Il faut donc revoir l’expression de 2.3 en regardant à droite et à gauche de la dérivée
au point i+ 1 si l’on pose i l’indice de l’atome B. La force modifiée qui s’applique sur B peut être













La première partie de la somme à été simplifiée par le fait que la fonction de pondération vaut
1 sur l’intervalle [|r0(i − a); r0(i + 1)|]. Pour le deuxième terme, on utilise un développement de



















Fig. 2.2 – Ici on représente la zone de couplage et on indique deux atomes particuliers qui per-
çoivent le couplage de manière différente (c.f. texte). On suppose que l’atome A est situé de sorte
que son rayon de coupure ne sors pas de la zone de couplage strictement. L’atome B quant à lui
est situé hors du recouvrement.
On a utilisé le fait que α(i r0) = α((i+ 1) r0) pour recentrer le problème sur la discontinuité de α′
tout en notant α′+ la pente de la fonction de pondération dans le recouvrement. Cette expression











Lorsque µ est supérieur à 1, l’atome B subit donc une force résiduelle non nulle. De plus on assure
que cette force ne pourra pas être compensée par la contrainte de Lagrange puisque cet atome ne
fait pas partie du recouvrement. Cet effet conduit donc une instabilité des situations d’équilibres
pour les atomes proches de la discontinuité de la dérivée de la fonction de pondération. Cet effet
influe sur tous les atomes à une distance du bord du recouvrement inférieure au rayon de coupure
choisi et induit une situation d’équilibre déformée comme le présente la figure 2.3. Cet effet est
directement lié à la non localité des interactions atomiques et à l’utilisation d’une pondération
locale de l’énergie. Une idée introduite dans [48] pour résoudre ce problème était d’utiliser des
fonctions plus régulières de telle sorte que l’on puisse assurer qu’elles soient Cd sur tout le domaine
et que les dérivées aux points d’entrée du recouvrement soient nulle. Nous allons voir qu’il existe
une incompatibilité entre les fonctions non linéaires et la pondération de l’énergie. Pour montrer
cela, reprenons la formule 2.2 sans hypothèse sur la linéarité de α. Si on suppose que l’ordre choisi
pour la série de Taylor est pair (l = 2 p), alors par un changement de variable sur les termes
impairs (k := (i− k) + i) on annule tous les termes pairs du développement de Taylor. On obtient
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Fig. 2.3 – Cette figure présente la situation d’équilibre obtenue pour avec un potentiel de Lennard-
Jones de rayon de coupure de 2r0 et une taille de recouvrement trop faible induisant des forces
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f(x) = −2*x**3 + 3*x**2
f(x) = x
Fig. 2.4 – Présentation d’une fonction polynomiale d’ordre 3. Ce qu’il faut remarquer sur cette
figure c’est qu’il existe un point tel que la pente de cette fonction est strictement supérieure à la
pente de la fonction linéaire.
Sur une fonction polynomiale choisie, on va pouvoir assurer que l’effet aux bords de la zone de
recouvrement n’existeront plus. Par exemple, la figure 2.4 montre une fonction polynomiale d’ordre
3 qui assure bien la continuité des dérivées premières mais pas des dérivées supérieures. Ceci annule
la force résultante sur ces points critiques. En revanche, au centre de la zone de recouvrement la
force résultante est non nulle. En pratique, les simulations de couplage que nous avons essayé avec
ce type de fonctions étaient parasitées par cette force résultante au centre de la zone de couplage.
Comme on l’a dit, la pondération linéaire combinée avec un rayon de coupure de l’ordre de la
distance inter-atomique à l’équilibre fonctionne sans parasite numérique. Nous avons considéré
des potentiels atomiques avec des rayons de coupure au delà des premiers voisins.
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Nous avons donc du modifier les équations discrètes pour pouvoir calculer des dynamiques
convenables. Nous avons donc fait une approximation majeure qui consistait à négliger la force
résultante Ri. Nous avons donc donné une nouvelle expression de l’équation de mouvement du

















où les g sont les contraintes définies par (1.29).
Ce choix porte à la fois sur les remarques énoncées dans cette section, mais aussi pour un certain
coté pratique. En effet les codes de dynamique moléculaire ne prévoient pas de pouvoir donner des
coefficients aux contributions de forces de chaque atomes. Comme justification supplémentaire on
donne par l’expression suivante une borne sur le résidu qui quantifie l’erreur que nous commetons















maxk || fi,k || (2.10)
Ceci montre que pour des tailles de recouvrement raisonnables face au rayon de coupure, la force
résiduelle tend vers zéro, et donc notre approximation sera valide.
2.2 Étude des propagations d’ondes et dispersions
On présente au lecteur les principes qui régissent les propagations des ondes sur un modèle
atomique et notamment la vitesse de propagation des harmoniques. Ces rappels nous aideront à
analyser les résultats obtenus sur les reflexions d’ondes dans le modèle couplé. Notamment, on
cherche à comprendre comment se comportent des ondes harmoniques sur les deux supports que
sont le cristal atomique via la dynamique moléculaire et le maillage qui discrétise la mécanique
des milieux continus.
Les calculs que nous présentons sont adaptés de [69] [70] et nous ont permis de comprendre les
vitesses et la direction des propagations d’ondes. La technique utilisée est tirée de la mécaniques des
réseaux cristallins et linéarise le potentiel atomique pour déterminer une équation du mouvement
harmonique.
2.2.0.1 Dispersion atomique





W (X0i + ui −X0j − uj)
où u est le vecteur des déplacements des atomes, et X0 est le vecteur des positions initiales. Un
développement de Taylor à l’ordre 2 autour de la position d’équilibre donne :























Si on suppose que la position initiale est celle de l’équilibre statique, alors cela implique que Ep(0)
est un minimum et donc le terme linéaire est annulé. On obtient ainsi l’expression :
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Dans le cadre de la dynamique des réseaux cristallins, on parle alors de l’approximation harmonique
de l’énergie. Pour ne pas complexifier les calculs, on choisit un potentiel d’interaction à deux corps.
On montre dans l’annexe A.1 la relation suivante qui permet de calculer le tenseur issu de la






′′(r0 | i− l |) si i = j
−W ′′(r0 | i− j |) sinon
(2.12)
Cette formulation de l’énergie, nous permet de définir l’équation de mouvement harmonique autour





Il s’agit d’une équation d’onde dont on sait que les solutions pour un atome n (pour éviter toute
confusion avec le nombre imaginaire des complexes, les indices génériques portant sur les atomes
sont maintenant des n), à la position X0n = n r0, sont des combinaisons linéaires de solutions
harmoniques [71] définies par un nombre d’onde k et une fréquence radiale ωk :
∀n un(t) = ckei(kX
0
n−ωkt) = ckei(knr0−ωkt) (2.14)












Finalement, par invariance du problème (le cristal est infini), on pose n = 0 et en utilisant l’ex-

















La relation liant la fréquence radiale à la longueur d’onde pour une solution harmonique de l’équa-







W ′′(pr0) sin2(kpr0/2). (2.15)
Cette équation porte le nom de relation de dispersion et caractérise la propagation des ondes dans
un matériaux discret.
Si on considère le potentiel de Lennard-Jones, alors la relation de dispersion peut être explicitée
complètement à l’aide de la dérivée seconde du potentiel :


















































Nombre d’onde exprimé en m−1
Fig. 2.5 – Représentation de la relation de dispersion pour la chaîne monoatomique d’argon et le
potentiel de Lennard Jones (r0 = 1, 2316 Å; σ = 1, 1 Å; ǫ = 1, 657.10−21 Joules; m = 39, 95.10−3
Kg/mol) dans la zone de Brillouin. On fait remarquer que le résultat ne dépend pas du rayon
de coupure du potentiel choisi. La zone centrale est la zone linéaire qui représente les modes de
propagations linéaires des ondes basses fréquences.
Ce qui nous permet de caractériser complètement la relation de dispersion pour une chaîne mo-























Cette relation est présentée sur la figure 2.5. Les valeurs du nombre d’onde proches de 0 corres-
pondent aux grandes longueurs d’ondes. A l’extrémité de la zone de la figure la longueur d’onde est
r0 et le nombre d’onde est π/r0. On y observe l’annulation de la pente de la courbe de dispersion.
La figure 2.5 représente ce que l’on nomme la zone de Brillouin.
La théorie sur les ondes [69] dit que la vitesse de groupe d’une onde harmonique est donnée
par ∂ω(k)∂k . La vitesse de groupe est la vitesse à laquelle une onde progresse spatialement. Dans le
cas présenté, la relation de dispersion est clairement non linéaire et traduit le fait que les vitesses
de propagations des harmoniques varient en fonction de la longueur d’onde. En l’occurrence, plus
on est proche de l’extrémité de la zone de Brillouin, plus la vitesse observée de l’onde sera proche
d’une onde stationnaire. Le mot « dispersion » traduit cela. Par exemple, considérons une onde
de déplacement gaussienne centrée au point C caractérisée par la formule suivante :
ui = exp(−(Xi − C)2/L2 − ωt)
Le spectre d’une telle onde est une gaussienne dont la largeur de bande est 1/L. Dès lors, une
telle onde va se séparer car chaque harmonique se propage à une vitesse différente, et la différence
entre les vitesses dépend de la largeur du spectre. La gaussienne globale ne sera donc pas stable et
va se disperser. La figure 2.6 présente le résultat de deux simulations de dynamique moléculaire.
Ces figures représentent par un code de couleur le niveau de déplacement de chaque atome dans le
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Fig. 2.6 – Ici on représente le résultat d’une simulation de dynamique moléculaire. Les ondes
initiales sont des gaussiennes (Aexp(− x2T 2 )) d’amplitude A = r010−3 et de largeur T = 2r0 à
gauche et T = 60r0 à droite. La couleur représente la norme du déplacement de chaque atome. Le
spectre de l’onde de gauche se disperse tandis que celle de droite très peu (c.f. texte). On voit très
nettement les fronts d’ondes sur cette représentation pour les simulation 1D. Par exemple on voit













Fig. 2.7 – Le domaine éléments finis en dimension 1 pour une triangulation régulière.
temps. L’axe de la largeur représente les atomes tandis que l’axe de la hauteur représente les pas
de temps. On a donné en condition initiale des gaussiennes de largeur de bande très différentes.
Pour la gaussienne de haute fréquences, on voit très nettement la dispersion de l’onde avoir lieu.
2.2.0.2 Dispersion dans les éléments finis
On veut obtenir la loi de dispersion des ondes, comme pour le modèle atomique, dans le milieu
continu. On se place dans le cadre d’éléments finis 1D avec une triangulation infinie et régulière
de pas h comme présentée par la figure 2.7. Les éléments étant P1, le gradient de déformation
est constant sur un élément donné. On considère la loi de comportement donnée par la Règle de
Cauchy-Born sur un cristal sous jaçent monoatomique, et donc, l’énergie volumique du modèle de






W (| pr0F (x) |)





où F est la déformation locale du matériau. On décompose alors l’énergie globale à l’aide de la


















W (| pr0F (x) |)dx.
Puisque nous considérons une approximation linéaire des champs de déplacement, la valeur du
tenseur de déformation est constant sur un élément. Ceci nous permet d’obtenir la relation sui-
vante :





W (| pr0FeI |),
où FeI = 1 +
uI+1−uI









W (| pr0FeI |).

















Par abus de langage, et grâce à la numérotation des noeuds et des éléments donnée par la figure
2.7, on confond l’indice de l’élément eI et celui du noeud I. Ceci nous permet d’écrire :
∂FeJ
∂uI
= δ(J+1)I − δJI
et donc d’obtenir l’expression de la contribution aux forces d’un élément eJ :
∂WeJ
∂uI
= PeJ (δ(J+1)I − δJI)
où le tenseur de piola P a été définit en 1.1.1. on trouve finalement l’expression de la force qui








= PI−1(FeI−1)− PI(FeI )







− P ′I(FeI )
(δ(I+1)J − δIJ)
h
Pour calculer la raideur, on utilise la valeur de la partie quadratique restreinte à un déplacement
nul, à savoir un gradient de déformation F égal à 1, de manière analogue à la technique utilisée
pour la dynamique moléculaire. Sachant que le maillage est uniforme on peut se passer d’indice













2δij − δ(i−1)j − δ(i+1)j
]
(2.17)
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Les solutions de cette nouvelle équation sont des combinaisons linéaires d’harmoniques de la forme :
uI(t) = ckei(kX
0
I−ωkt) = ckei(khI−ωkt) (2.18)
pour un vecteur d’onde k et une fréquence ωk associée. Du fait de la régularité de la triangulation











































L’expression de la masse condensée donne M = ρ0h (c.f. annexe A.7). De plus la masse volumique
de la chaîne atomique est ρ0 = m/r0 avec m la masse de l’atome et r0 la distance inter-atomique.

























| sin(kh/2) | (2.20)
Cette expression nous permet de constater plusieurs points. Tout d’abord les fréquences de
vibrations admises par le maillage sont inférieures à celles admises par la dynamique moléculaire.
En effet sur la figure 2.8 on voit que la valeur maximale de la fréquence diminue avec l’augmentation
du pas h choisi pour les éléments finis. Ceci semble correspondre à la réalité : plus le pas h du
maillage est grand, moins la précision est bonne pour décrire les harmoniques qui constituent
les ondes. En d’autres termes elles ne sont pas admises par le maillage. Si l’on tente de stimuler
le maillage avec une telle fréquence, le maillage va réagir en excitant d’autre modes et donc en
générant des ondes de fréquences différentes.
La deuxième constatation est que le nombre de points stationnaires est h/r0/2 si on considère
la zone de Brillouin initiale (h = r0) comme référence. Ces points sont caractérisés par l’annulation
de la pente de la fonction de dispersion. Ceci va de pair avec la remarque précédente. En effet, si
l’on stimule le maillage par une onde de fréquence qui coïncide avec plusieurs nombres d’ondes,
alors ce sont autant de modes de résonances qui seront stimulés. Nous verrons dans la suite que
ceci peut avoir une influence lorsque l’on cherche à coupler dynamique moléculaire et éléments
finis. En d’autre termes, la relation entre nombre d’onde et fréquence n’est pas une application.































Fig. 2.8 – Représentation de la relation de dispersion dans la zone de Brillouin pour un milieu
discrétisé par des éléments finis. On voit qu’il existe plusieurs états stationaires quand on augmente
la taille des éléments. De plus la fréquence associée à une longueur d’onde est également réduite
avec la taille des éléments.
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2.3 Analyse du mouvement couplé
Nous avons décrit dans la section précédente les règles de propagation des ondes dans les deux
modèles que nous utilisons pour le couplage. La zone de couplage est une zone hybride où les ondes
se propagent et se dispersent différemment. Le but de cette section est de trouver l’équation de
mouvement qui est résolue par notre approche couplée afin de comprendre les effets du couplage sur
la propagation des ondes. On pourra alors expliquer comment les réflexions d’ondes apparaissent
à l’interface du recouvrement.
Pour cela, nous allons avoir la démarche inverse par rapport à celle normalement utilisée. Nous
partirons du schéma d’intégration en temps pour retrouver l’équation du mouvement associée
à notre système. En linéarisant les forces, nous pourrons alors étudier le couplage comme un
oscillateur harmonique qui possédera des propriétés particulières telles que le fait d’avoir des
modes propres dissipatifs.
Les équations du mouvements (2.9) sont intégrées par un schéma de SHAKE, que nous décri-




ḋn+1/2 = ḋn + ∆t2 m
−1 · fn
u̇n+1/2 = u̇n + ∆t2 M
−1 · Fn
dn+1 = dn + ∆tḋn+1/2
un+1 = un + ∆tu̇n+1/2
Évaluation de fn+1 et Fn+1
ḋn+1 = ḋn+1/2 + ∆t2 m
−1 · fn+1 + ∆t2 (θ ·m)−1 · λ
u̇n+1 = u̇n+1/2 + ∆t2 M
−1 · Fn+1 − ∆t2 (β ·M)−1 ·At · λ
avec λ tel que ∂g∂t (d
n+1, un+1) = 0
(2.21)
où les matrices m et M sont les matrices de masses, g la contrainte définie en (1.29), A la matrice
d’interpolation sur les sites atomiques et θ, β sont les matrices exprimant la pondération pour





ϕ1(X1) · · · ϕN (X1)
...
...





θij = δij(1− α(Xi))
(2.22)
On se donne une hypothèse majeure sur les pondérations utilisées afin de garantir la validité
des équations précédentes :
Hypothèse : ∀I βII 6= 0 ∀i θii 6= 0
Remarque : cette hypothèse posera un problème pour définir la pondération des DDLs ex-
trémaux. En effet il faut définir la zone de recouvrement de telle sorte qu’aucun atome ni aucun
noeud de maillage ne soit sur un des bords de ce dernier. Pour une question concernant le
traitement des réflexions d’ondes, que nous aborderons dans la prochaine section, le poids du
premier élément est arbitrairement choisi de sorte qu’il ne soit pas nul. Dans [48], ce paramètre
est fixé à 10−3.
Afin de rendre l’équation continue en temps, on décide alors de d’écrire la mise à jour des
vitesses du schéma d’intégration 2.22 en explicitant la dépendance temporelle :
{
ḋ(t+ ∆t) = ḋ(t) + ∆t2 m
−1 [f(t) + f(t+ ∆t)] + ∆t2 m
−1θ−1 · λ
u̇(t+ ∆t) = u̇(t) + ∆t2 M
−1 [F (t) + F (t+ ∆t)]− ∆t2 M−1β−1 ·At · λ
(2.23)
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avec λ choisi de telle sorte que la contrainte g(u̇(t+∆t), ḋ(t+∆t)) = 0 soit vérifiée. Ceci ce traduit
par l’équation :
Au̇(t+ ∆t)− ḋ(t+ ∆t) = 0.













m−1 [f(t) + f(t+ ∆t)]− ∆t
2
m−1θ−1 · λ = 0
On écrit le système satisfait par les multiplicateurs de Lagrange :
∆t
2










m−1 [f(t) + f(t+ ∆t)]
En définissant la matrice H par :
H = AM−1β−1 ·At +m−1θ−1
les multiplicateurs de Lagrange sont solution de :




M−1 [F (t) + F (t+ ∆t)]
)
−m−1 [f(t) + f(t+ ∆t)]
où :
ġ(t) = Au̇(t)− ḋ(t).
Comme la contrainte est satisfaite pour tout t, on a Au̇(t) − ḋ(t) = 0. On prouve dans l’annexe
A.3 que H est inversible, et donc l’expression des multiplicateurs de Lagrange est :
λ = H−1
(
AM−1 [F (t) + F (t+ ∆t)]−m−1 [f(t) + f(t+ ∆t)]
)
. (2.24)







[f(t) + f(t+ ∆t)] +
1
2
θ−1H−1AM−1 [F (t) + F (t+ ∆t)]
− 1
2







[F (t) + F (t+ ∆t)]− 1
2




β−1AtH−1m−1 [f(t) + f(t+ ∆t)] .
En faisant tendre ∆t vers 0, on obtient formellement :
{
md̈(t) = f(t) + θ−1H−1AM−1F (t)− θ−1H−1m−1f(t)
Mü(t) = F (t)− β−1AtH−1AM−1F (t) + β−1AtH−1m−1f(t).
Finalement, en linéarisant le potentiel avec les raideurs (2.12) et (2.17) des modèles (en tronquant
la somme d’interactions correspondant à un potentiel coupé et à un modèle fini), on peut alors
écrire le système linéaire :
{
md̈(t) = (I − θ−1H−1m−1)KAd(t) + θ−1H−1AM−1KFEu(t)
Mü(t) = (I − β−1AtH−1AM−1)KFEu(t) + β−1AtH−1m−1KAd(t).
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Si on pose B11 = (I − θ−1H−1m−1)KA, B12 = θ−1H−1AM−1KFE , B21 = β−1AtH−1m−1KA et

















Nous avons donc obtenu l’équation du mouvement du système couplé ce qui nous permettra
d’étudier la propagation des ondes de manière directe, ce qui nous était impossible avec un schéma
d’intégration discret en temps.
2.3.1 Oscillateur harmonique de couplage et modes propres
Le système linéarisé décrit par l’équation couplée du mouvement peut également être vu comme
les équations du mouvement d’un oscillateur harmonique unique sans frottements, bien sûr dans le
domaine de validité de l’approximation linéaire des potentiels atomiques et de la règle de Cauchy-
Born. Il est naturel, dans ce cadre, d’étudier les modes propres de cet oscillateur. Afin de le
caractériser complètement, il faudrait aussi étudier comment réagit l’oscillateur face à une stimu-
lation de fréquence donnée et concrètement comment certains modes propres sont stimulés mais
sans forces de friction le phénomène (non physique) de résonance non bornée empêche une telle
étude comme nous le verrons plus bas.
En ce qui concerne les modes propres, le système 2.25 est un problème de vecteurs propres
généralisés. Pour cela, on suppose que la solution de notre problème est harmonique tout comme
dans l’étude des propagations d’ondes dans les milieux homogènes, mais cette fois, on ne peut
plus supposer que l’amplitude associée à chaque mode reste constante spatialement. En effet,
l’absorption produite par le couplage va nécessairement réduire les amplitudes liées à certains
modes. Pour écrire les équations (2.14) et (2.18) on avait supposé que chaque coefficient ck était
le même sur chaque DDL ce qui se justifiait par l’homogéneïté du modèle. Pour être plus général,
on écrit maintenant le système suivant :
{
ω2mV Ae−iωt +B11V Ae−iωt +B12V Ce−iωt = 0
ω2MV Ce−iωt +B22V Ce−iωt +B21V Ae−iωt = 0
Soit encore : {
V Aω2 = −m−1B11V A −m−1B12V C
V Cω2 = −M−1B22V C −M−1B21V A








La diagonalisation de S nous permet de trouver les valeurs propres (les modes) et les vecteurs
propres associés qui seront normés. Classiquement, le mode le plus grand (la valeur propre la
plus grande) est souvent qualifiée de mode de résonance. On verra dans le chapitre 5.1 que cette
fréquence n’est pas anodine sur le couplage et qu’elle est responsable des reflexions d’ondes consta-
tées dans le cas d’une simulation réelle. La solution de ce système s’écrit comme une combinaison














où les V Aω et les V
C
ω sont les vecteurs propres associés à la fréquence ω et où les pondérations ck
dépendent des conditions initiales sur chaque DDL. En effet, ces coefficients indiquent comment
les modes sont « stimulés ».
66 Chapitre 2 – Analyse du couplage
Si on considère maintenant le système stimulé, alors il faut ajouter une solution particulière
qui vérifie l’équation de mouvement stimulée. Les équations à résoudre pour trouver la solution
particulière sont :
{ −md̈(t) +B11d(t) +B12u(t) = SA(t)
−Mü(t) +B22u(t) +B21d(t) = SC(t)
(2.28)
où SA(t) et SC(t) sont les fonctions de stimulations. Notre oscillateur de couplage va réagir
par rapport aux fréquences injectées par la fonction de stimulation. Classiquement, on étudie les
stimulations pour une fréquence donnée ω. Les stimulations sont donc de la forme SA(t) = sAe−iωt
et SC = sCe−iωt avec sA et sC des vecteurs d’intensités relatives à chaque DDL. Dans ce cas, une
solution particulière est donnée par résolution du système :
{
(ω2m+B11)V A +B12V C = sA
(ω2M +B22)V C +B21V A = sC
(2.29)
La solution complète sera alors :
{













On peut alors trouver une valeur particulière de l’intensité pour chaque mode en réponse à une
fréquence ω donnée en fonction de la stimulation et des conditions initiales. Mais les valeurs
obtenues ne seront absolument pas révélatrice des amplitudes que l’on obtiendra réellement. En
effet le système (2.29) ne possède pas de solution lorsque la fréquence de stimulation choisie est
exactement un mode de l’oscillateur. Chaque mode, s’il est stimulé, ferait diverger notre système.
En réalite chaque mode, s’il est stimulé, devrait faire sortir notre couplage du régime linéaire et
invaliderait notre approche. En pratique, il faut un terme de friction pour que l’on puisse trouver
des amplitudes réelle et notre formulation ne nous en donne pas. On pourrait également considérer
des termes d’ordres supérieurs dans les forces, mais ceci n’a pas été abordé dans notre étude car
nous nous sommes concentrés sur la caractérisation des modes avec un intérêt plus important pour
les modes majeurs.
2.3.2 Étude de la condensation de la matrice de contrainte
La description de la méthode originale ([48]) préconise l’utilisation d’une version modifiée de la
matrice de contrainte afin d’accélérer les calculs des multiplicateurs de Lagrange. Cette opération
utilise la matrice H̃ définie par :
H̃ij =
{ ∑
j Hij si i = j
0 sinon
(2.31)
Mais cette simple opération est lourde de conséquences comme nous allons le montrer dans l’étude
qui va suivre. En effet, lorsque nous condensons la matrice de contrainte H sur sa diagonale, nous
introduisons implicitement une force supplémentaire qui se montrera bénéfique (c.f. 5.1) quant au
traitement des réflexions d’ondes.
Pour l’étude de la condensation de la matrice des contraintes, nous avons besoin de considérer
les solutions obtenues par le schéma discret avec un pas de temps ∆t que l’on note u∆t(t) et d∆t(t)
pour tout temps t. On suppose également que ces solutions convergent lorsque le pas de temps
tend vers 0 ; On note alors u(t) et d(t) les solutions limites. À partir de maintenant, on explicitera
la dépendance des forces par rapport aux positions afin de clarifier les calculs qui vont suivre.
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Reprenons l’équation (2.24). Comme la matrice H est approchée par H̃, on voit que la
contrainte n’est plus garantie à chaque pas de temps. Ceci introduit donc une force dans le système
qui va produire une forte absorption. L’expression des multiplicateurs de Lagrange est :
λ = H̃−1
(










où on utilise la notation
F∆t(u∆t(t), d∆t(t)) = AM−1 [F (u∆t(t)) + F (u∆t(t+ ∆t))]−m−1 [f(d∆t(t)) + f(d∆t(t+ ∆t))]
et H̃ est une matrice condensée de H inversible. D’après l’expression de F∆t(u∆t(t), d∆t(t)) on
déduit le lemme suivant :





lorsque ∆t tend vers 0.
– (H2) Les potentiels utilisés pour évaluer les forces sont C1(R+).
on a la fonction F∆t(u∆t(t), d∆t(t)) qui converge vers la fonction




lorsque ∆t tend vers 0.
La preuve de ce dernier est une simple utilisation de la continuité des fonctions F et f et de la
convergence des trajectoires.












θ−1H̃−1AM−1 [F (u∆t(t)) + F (u∆t(t+ ∆t))]
− 1
2










[F (u∆t(t)) + F (u∆t(t+ ∆t))]
− 1
2




β−1AtH̃−1m−1 [f(d∆t(t)) + f(d∆t(t+ ∆t))]
− β−1AtH̃−1 g(u̇∆t(t), ḋ∆t(t))
∆t
Nous avons besoin de connaître le comportement de la contrainte afin de vérifier que le schéma
d’intégration avec correction condensée est cohérent et converge. Pour cela, nous avons la propriété
suivante :
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Proposition 2.3.1. Sous les hypothèses suivantes :
– (H1) Les valeurs propres de I −HH̃−1 en module sont strictement inférieures à 1.






lorsque ∆t tend vers 0.
– (H4) Les fonctions u(t) et d(t) sont C1.
– (H5) ∀∆t g(u̇∆t(t), ḋ∆t(t)) = 0
on a alors :
H(t) = lim∆t → 0
g(u̇∆t(t), ḋ∆t(t))
∆t
= Q(I −Q)−1F(u(t), d(t))
où Q = (I −HH̃−1).
Preuve :
Pour démontrer cette propriété, on va utiliser le lemme suivant :
Lemme 2.3.2. ∀(t,∆t) ∈ R2,∀n ∈ N





QiF∆t(t+ ∆t(n− i)) +Qnġ(t)
Preuve du lemme : On considère l’expression de la contrainte sur les vitesses :
g(u̇∆t(t+ ∆t), ḋ∆t(t+ ∆t)) = Au̇∆t(t+ ∆t)− ḋ∆t(t+ ∆t)

















On réinjecte alors l’expression des multiplicateurs de Lagrange (2.32) pour obtenir :













Après factorisation, on obtient finalement :










on procède alors par récurrence pour montrer le résultat recherché. L’expression (2.33) prouve le
résultat pour n = 1 tandis que la relation pour n = 0 est triviale. Pour simplifier l’écriture on
utilisera les notations suivantes :
ġ∆t(t) = g(u̇∆t(t), ḋ∆t(t)) et F̃∆t(t) = F∆t(u̇∆t(t), ḋ∆t(t))
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QiF̃∆t(t+ ∆t(n− i)) +Qnġ∆t(t)
Calculons la formule pour n+ 1 :







































QiF̃∆t(t+ ∆t(n+ 1− i)) +Qn+1ġ(t)
Et selon le principe de récurrence, on a donc démontré que la relation est vraie pour tout n.
Selon les hypothèses, à l’état initial la contrainte est parfaitement respectée, ce qui nous permet








Une première remarque sur ce résultat est que la contrainte dans le temps dépend de l’évaluation
de la différence entre la force continue et la force atomique quantifiée par F̃∆t à chaque pas de
temps. La deuxième remarque est que la suite (Qi)i∈N est une suite géométrique, et qui converge
uniquement si || Q ||≤ 1. Ceci permet de dire que l’influence d’une différence de force importante à
un pas de temps donné sur un pas de temps ultérieur décroit comme la suite géométrique de raison
Q. Pour compléter notre preuve, on utilise le fait que la fonction F(u(.), d(.)) est continuement
dérivable sur le segment de temps [0, t]. On en déduit qu’il existe un majorant Γ de la quantité
|| F(u(t), d(t)) || et aussi des quantités F∆t(u∆t(t), d∆t(t)) sur [0, t] (grâce à la convergence des
trajectoires de l’hypothèse (H3)). Considérons maintenant la suite suivante :

















où l’on utilise ∆tn = t/n. Ceci revient à dire que chaque itéré de la suite est la valeur de deux
fois la contrainte sur les vitesses au temps t divisée par le pas de temps t/n, et ceci avec le pas de
temps discret ∆tn = t/n. On va donc évaluer la différence
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pour montrer que cette dernière tend vers 0 lorsque n tend vers ∞. Pour cela on se donne un réel
ǫ strictement supérieur à 0. D’après l’hypothèse (H1), on peut écrire :





(1− || Q ||). (2.35)
Nous verrons plus loin pourquoi nous avons fait ce choix particulier de majorant, mais à partir de
maintenant m va rester fixé. Grâce à (H1), le terme (I − Q)−1 peut être exprimé sous la forme


























Nous allons maintenant chercher à majorer par ǫ la somme des normes des termes A, B et C pour
ainsi prouver la convergence recherchée.
Dans un premier temps, on s’intéresse au terme A. Or on a :
F̃t/n(t− it/n)−F(u(t− it/n), d(t− it/n)) =
AM−1
[




f(dt/n(t− it/n)) + f(dt/n(t− (i− 1)t/n))− 2f(d(t− it/n))
]
Et donc par la continuité des forces F et f donnée par l’hypothèse (H2) et grâce à la convergence
des trajectoires donnée par l’hypothèse (H3), on peut appliquer le lemme 2.3.1 pour dire que
F̃t/n(t− i/n)−F(u(t− i/n), d(t− i/n)) −→ 0 lorsque n→ 0.
Donc il existe une fonction η qui converge vers 0 lorsque n tend vers l’infini telle que :
|| An ||≤ η(n)
m0∑
i=1
|| Qi ||≤ η(n) (1− || Q ||
m0+1)
1− || Q ||
Donc on a majoré An par une fonction convergente vers 0 lorsque n tend vers l’infini. Soit
∃N ∈ N tel que ∀n > N || A ||≤ ǫ
3




|| Q ||i|| F̃t/n(t− i/n) ||≤ Γ
∞∑
i=m0+1
|| Q ||i≤ Γ || Q ||
m+1
1− || Q ||








|| Qi |||| F(t− i/n) ||≤ Γ || Q ||
m+1
1− || Q || ≤
ǫ
3
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on a donc montré que la somme des trois termes était bien majorée par ǫ pour un choix de
n supérieur au maximum entrem etN . D’où le résultat qu’il fallait démontrer, et la propriété 2.3.1.
On a trouvé l’expression des forces additionnelles dans le schéma continu en temps. Comme
dans l’étude du mouvement avec une matrice de contrainte non condensée, nous allons mainte-
nant intégrer ces forces additionnelles dans l’équations de mouvement. Ces forces ont l’expression
suivante :










Et donc H(t) devient :




















On factorise certains termes pour obtenir :
{
md̈(t) = (I − θ−1H−1H̃H−1m−1)KAd(t) + θ−1H−1H̃H−1AM−1KFEu(t)
Mü(t) = (I − β−1AtH−1H̃H−1AM−1)KFEu(t) + β−1AtH−1H̃H−1m−1KAd(t) (2.37)
Remarque : lorsque la matrice de contrainte condensée H̃ est exactement la matrice de contrainte
H alors le terme (H̃H−1 − I) s’annulle et la force additionnelle également ce qui confirme que la
condensation apporte une force supplémentaire.
Si on pose C11 = (I − θ−1H−1H̃H−1m−1)KA, C12 = θ−1H−1H̃H−1AM−1KFE ,
C21 = β−1AtH−1H̃H−1m−1KA et C22 = (I − β−1AtH−1H̃H−1AM−1)KFE , on obtient le

















On étudiera les modes comme dans le cas condensé, avec la même limitation concernant l’étude des
amplitudes de réponse aux stimulations puisque nous n’avons introduit aucune force de friction.







Ce que nous avons montré est très important, puisque nous avançons le fait qu’une force est
ajoutée au DDLs du système proportionnellement à la valeur de la contrainte. Lorsque nous
condensons la matrice de contrainte, on ne résout plus exactement cette dernière, et on introduit
donc une erreur qui se manifeste par une force de diffusion. En revanche l’expression de la
contrainte dépend de toute l’historique de la simulation depuis le point de départ. Mais nous
avons trouvé le comportement limite de ces forces lorsque le pas de temps tend vers 0. Il faut
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bien comprendre que dans la réalité des simulations, on ne peut pas se permettre de réduire le
pas de temps considérablement. La matrice Q va donc quantifier si notre analyse sera valide ou
non. Toujours est-il que pour analyser le spectre, il est nécessaire de considérer ce comportement
limite. Concrètement, si la norme de Q est trop proche de 1, alors la série de l’historique converge
lentement donnant une importance énorme à l’historique alors que le comportement limite le
néglige. Nous verrons dans la partie concernant les résultats certaines constatations numériques
concernant la matrice Q, et la valeur de la contrainte en fonction des diverses paramètres, ce qui
nous aidera à analyser les taux de réflexions observés.
Pour conclure ce chapitre, on peut dire que les résultats obtenus amènent une compréhension
très fine des phénomènes mis en jeux dans le couplage. Toutefois nous étudions le comportement
continu en temps de notre système. Le chapitre 5.1, va exploiter ces résultats théoriques sur diffé-
rents cas de configuration de la zone de couplage de sorte à mettre en évidence les configurations
désastreuses en terme de réflexions d’ondes. On étudiera également comment la condensation joue
un rôle important et notamment le lien avec la pondération des éléments extrémaux qui, lors-
qu’elle est choisie judicieusement, améliore considérablement l’absorption des modes non transmis
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Dans ce chapitre, nous allons décrire l’algorithmique de la simulation telle que nous l’avons
conçu. Un diagramme de tâches sera donné pour décrire le déroulement de la résolution des
équations du système couplé (2.9). À partir de cette description grossière, nous pourrons mettre
en place les structures de données nécessaires au couplage et également à son optimisation. Cette
nouvelle description plus fine donnera une idée précise du fonctionnement des simulations couplées
dans le cadre de la Bridging Method. Nous donnerons alors une description de l’application sous
forme de composants logiciels. Notre étude s’appuie sur des codes génériques dédiés à la dynamique
moléculaire et à l’élasticité dynamique, qui seront nommés codes sous jaçents dans la suite. Ces
codes seront encapsulés dans des composants afin d’être intégrés dans notre environnement de
couplage. On veut coupler effectivement deux modèles ensembles : un modèle atomique et un
modèle continu. La modélisation par composants permettra alors de définir des modèles à plusieurs
niveaux couplant des codes sous-jaçents de natures diverses.
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3.1 Identification des tâches














étape de Couplage TRC
Fig. 3.1 – Diagramme en tâches du déroulement d’une simulation couplant deux modèles.
Tout d’abord, chaque modèle a besoin d’une phase d’initialisation spécifique (tâche TAI et T
C
I )
pour construire les structures informatiques des modèles numériques. Pour les modèles que nous
souhaitons utiliser, il faudra construire un maillage et un ensemble d’atomes. Nous ne décrirons pas
ici les techniques de génération de maillages utilisées qui constituent déjà un point commun à un
bon nombre d’études [20, 21, 22, 23, 24]. Il en va de même de la construction d’un réseau cristallin
ou encore d’un amorphe (c.f. [3]) qui sont tous deux nécessaires à la réalisation du système initial.
Il faudra ensuite initialiser la zone de couplage (tâche TRI ), premièrement par une description
géométrique de l’espace de recouvrement choisi. En effet, le couplage utilise deux modèles différents
et leurs degrés de liberté (DDLs) sont couplés à l’intérieur d’une intersection géométrique.
Après initialisation des DDLs, on pourra commencer la simulation par le procédé d’intégra-
tion. Pour identifier les étapes, on décrit la phase d’intégration normale des inconnues qui est
indépendante du couplage. Cette tâche, qualifiée de standard dans la suite, est celle qui est dédiée
aux codes sous-jaçents et prend la forme d’une intégration par le schéma Velocity Verlet. On peut
remarquer que cette intégration n’est pas standard aux méthodes éléments finis, mais son utilisa-
tion est adaptée au couplage car on préfère utiliser un même schéma d’intégration pour les deux
modèles. Par convention, on identifiera une tâche par un exposant qui indique la zone impactée,
et par un indice qui caractérisera le travail effectué par cette tâche. En se reportant aux notations
de la figure 1.16, on définit les tâches TAS et T
C
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Maintenant, conformément à 2.9, nous devons introduire les corrections des vitesses qui constituent
la tâche de couplage notée TRC . Elle fait intervenir les deux entitées de code via le calcul des
multiplicateurs de Lagrange qui maintiennent la cohérence globale (on assure ainsi que la contrainte
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n+1
i − ∆t2miαi λi















J ϕJ(Xi)u̇J − ḋi
Pour cette phase de correction, nous devrons résoudre le système Aλ = rhs. Comme nous l’avons
déjà énoncé dans la section 1.2.2.2, ce système sera condensé ce qui nous permettra de faire des
optimisations spécifiques que nous détaillerons dans le chapitre dédié aux algorithmes parallèles.
La boucle principale de simulation effectue donc en premier lieu la tâche (TS), puis la tâche de
couplage (TC) qui échange les données nécessaires à la propagation des phénomènes physiques à
travers le recouvrement. Les accès mémoires nécessaires à l’éxécution du couplage introduisent des
difficultés algorithmiques pour l’application de la tâche TRC que nous allons préciser maintenant.
3.2 Les structures de données
La difficulté informatique majeure des méthodes de couplage par recouvrement spatial réside
dans le lien qui doit être fait entre les éléments du maillage et les atomes présents dans la zone
de couplage. Prenons l’exemple de la sous-tâche TRC (1b) qui doit entre autre calculer les valeurs
ϕI(Xi) qui sont les valeurs des fonctions d’interpolation de chaque noeud I sur le point de l’espace
où se situe l’atome i i.e. à la position initiale Xi. Ce calcul nécéssite dans un premier temps de
connaître, pour chaque atome, l’élément fini qui le contient au démarrage de la simulation. On doit
ensuite faire le calcul des fonctions d’interpolation. La complexité de l’algorithme naïf de cette
tâche serait O(m×n) avecm (resp. n) le nombre d’atomes (resp. noeuds) couplés. Cette compléxité
suppose une boucle sur chaque atome dans laquelle on cherche systématiquement l’élément fini
conteneur pour enfin effectuer le calcul d’interpolation.
Comme la quantité d’atomes et de noeuds du maillage manipulée doit devenir importante, il
est indispensable de mettre en place des algorithmes de recherche efficaces. Concrètement, on met
en place une structure de données qui associe dans une table chaque atome à l’élément qui le
contient. Ensuite, on va pré-calculer les valeurs des fonctions de base car il nous faut ces dernières
uniquement pour les coordonnées atomiques initiales (Xi) grâce à la formulation Lagrangienne.
Les sections suivantes détaillent la construction et le fonctionnement des structures de données
adaptées à l’association atome-élément et au stockage des valeurs d’interpolation précalculées.
3.2.1 Association entre les atomes et les éléments
On cherche à faire un mapping simple entre des indices atomiques et des indices d’éléments
finis. La difficulté réside principalement dans la construction de cet objet informatique. On suppose
que l’on a accès à une primitive qui permet d’affirmer ou d’infirmer qu’un point de l’espace est
contenu dans un élément fini donné en temps constant, ce qui est une hypothèse valide étant
donné qu’une telle primitive va utiliser les sommets et les arêtes de l’élément fini choisi qui sont
en nombre borné. L’algorithme naïf de construction d’une telle association consiste alors en une
double boucle dont la complexité est O(m × nel), avec m le nombre d’atomes contenus dans le
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Fig. 3.2 – Pavage de l’espace en grille homogène utilisé pour trier les éléments finis sur critère
spatial.
recouvrement et nel le nombre d’éléments contenus dans le recouvrement. Afin d’obtenir des temps
de construction raisonables, notamment dans le cas tri-dimentionel, il faut à tout prix réduire la
complexité de cet algorithme.
Pour cela, on utilise une présélection sur un critère spatial : une grille est construite pour
partitionner l’espace. Cela nous permet d’obtenir en temps constant une liste d’éléments voisins
d’un site atomique choisi. On définit cette grille par :
– une boîte englobante de la zone que l’on veut utiliser ;
– un pas de discrétisation pour chaque dimension.
La figure 3.2 présente un exemple de telle grille 2D et 3D. Pour utiliser cette grille, il nous faut
insérer chaque élément fini dans les différentes zones du pavage qui intersectent ce dernier. Cette
opération est non triviale dans certains cas en fonction des propriétés des éléments finis et de la
grille elle même. En effet, les tests d’intersection entre un élément quelconque et un élément de la
grille n’est pas un problème facile et la détection par les sommets n’est pas suffisante. On note en
particulier le cas où un triangle contiendrait plusieurs éléments de la grille (voir figure 3.3) et où
tous les noeuds d’un élément ne se trouvent pas dans un unique bloc de cette grille. De même, un
atome peut intersecter le triangle sans être localisé dans un bloc de la grille associé à un sommet
du triangle. La figure 3.4 illustre ce deuxième cas de figure.
Le remplissage de cette grille peut se faire par un parcours des éléments, opération linéaire
par rapport au nombre d’éléments du recouvrement. Lors du remplissage de la grille, on peut
rencontrer des situations d’intersections complexes. Un tel cas est présenté par la figure 3.3. Dans
ce cas, des éléments de la grille ne répertorieraient pas ce triangle. Pour contourner cette difficulté,
l’insertion d’un élément fini dans la grille se fait à l’aide de la boîte englobante de ce dernier. Il
s’agit de la technique la plus grossière : on construit la boîte englobante de l’élément fini et chaque
bloc de la grille qui intersecte cette boîte englobante enregistre l’élément. En effet, l’intersection
géométrique entre deux pavés peut être effectuée par des tests sur les sommets uniquement.
Avec cette technique de remplissage de la grille, le pas de discrétisation de la grille influe clai-
rement sur la complexité de la recherche ; cependant, une taille de grille trop importante multiplie
les accès aléatoires dans une grande zone de mémoire1 lors de son remplissage. Concrètement, plus
1Occupation mémoire en O((T/L)d) avec T la dimension du domaine pavé par la grille, L le pas de la grille et
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Fig. 3.3 – Dans le cas où la taille des éléments
de la grille est inférieure à la longueur caracté-
ristique des éléments du maillage, le cas de fi-
gure suivant peut être rencontré et la recherche
de cet élément ne sera pas toujours résolue. En
effet, les deux blocs colorés de la grille sont en-







Fig. 3.4 – Dans le cas présent, il ne suffit pas
d’inscrire le triangle uniquement dans les blocs
qui contiennent ses noeuds. En effet, un point
présent dans la zone hachurée est bien à l’inté-
rieur du triangle, mais pas dans les blocs conte-
nant les noeuds de ce dernier. La méthode uti-
lise la boîte englobante du triangle et inscrit
l’élément dans tout les blocs contenu dans la
boîte englobante.
on raffine la grille de recherche, plus on va enregistrer d’éléments. Si on considère le pas h moyen
des éléments du maillage, et L le pas de la grille dans chaque direction pour un domaine cubique,
alors on a L/h éléments par bloc de la grille en moyenne. Dès que le pas L de la grille descend en
dessous de la taille caractéristique h des éléments du maillage éléments finis, la pluspart des blocs
de la grille seront remplis avec un unique élément car on se trouvera dans la situation de la figure
3.3. Si par contre L est plus grand que h, alors le nombre d’éléments par bloc de la grille croît li-
néairement. La figure 3.5 présente des mesures de temps pour des cas de remplissage de différentes
grilles et la construction de l’association atome-élément obtenue sur un domaine cubique maillé
par des hexaèdres. La taille du domaine était de T = 72 Å, le pas du maillage était de h = 4 Å, et
L variait de 7, 2 à 0, 36 Å. On constate alors qu’un minimum de 2.5 secondes est atteint pour le
temps de remplissage de la grille et la construction de l’association. Ceci correspond à un pas de
grille de T/40 = 1, 8 Å. Cette figure met en évidence le fait que le réglage de la finesse de la grille
est importante pour atteindre de bonnes performances. En effet, pour la construction de l’associa-
tion atome-élément dont il est question on parcourt l’ensemble des atomes, et pour chaque atome
on obtient de la structure de grille la liste des éléments enregistrés sur le bloc qui contient l’atome
en question. En pratique, le réglage de la finesse de la grille permet d’accélérer cette boucle. La
complexité de l’algorithme de construction de cette association devient par conséquent O(m ·nel)
avec m le nombre d’atomes présents dans le recouvrement et nel le nombre moyen d’éléments
enregistrés par bloc de la grille. La figure 3.6 décrit l’algorithme utilisé.
Pour conclure la description de cette opération coûteuse, on peut dire qu’il est important
d’utiliser une grille de recherche. Mais il est important de ne pas utiliser une grille trop fine sans
quoi le coût de remplissage devient prépondérant.
d la dimension de l’espace.
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Nombre de divisions de la grille (T/L)
Fig. 3.5 – On présente ici les temps de calculs obtenus pour différents nombre de divisions de
la grille (T/L avec T la taille du domaine et L le pas de la grille) pour un modèle cubique
en dimension 3 contenant 32000 atomes, 6859 noeuds et 5832 éléments pour un maillage formé
d’hexaèdres réguliers.
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Conteneur<RefAtomes> list_atomes; // reference des atomes concernés
Iterateur it = list_atomes.GetIterateur();
Conteneur<Element> elems;
//Boucle principale sur les atomes
RefAtome at = it.GetFirst();
Tant que at est définit faire
Conteneur<Entiers> elems = grid.GetSubSet(at.P0);
it2 = list_elems.GetIterateur();
Entier index_el = it2.GetFirst();
//on parcours les éléments présélectionné dans la grille
Tant que index_el est definit faire









Fig. 3.6 – Construction de l’association atome-élément
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3.2.2 Interpolation rapide - Shape matrix
Afin d’optimiser les calculs d’interpolation nécessaires aux sous-tâches TRC (1b, 4b) on précalcule





ϕ1(X1) · · · ϕi(X1) · · · ϕnel(X1)
...
...




où les (Xi)1,m sont les positions des atomes présents dans le recouvrement et ϕI la fonction de
base associée au noeud I du maillage. Comme ces fonctions sont à support local, cette matrice
est très creuse. Par conséquent, la structure de données qui va être utilisée ne sera pas celle d’une
matrice pleine. En effet, il est possible de la stocker élément par élément comme un ensemble de
matrices pleines. Les opérations qui seront effectuées à partir de cette matrice seront les suivantes :
– requête des fonctions d’interpolation de l’élément qui contient un atome donné ;
– interpolation d’un champ sur la position d’un atome donné.
ces deux objectifs sont très proches car il faut obtenir les fonctions de base pour pouvoir interpoler








On voit que les opérations nécessitant les fonction d’interpolation en un point X arbitraire sont
déterminées par l’unique élément qui contient X. Cela justifie à nouveau un stockage de cette
matrice par blocs.
Pour répondre aux besoins de ces opérations, on utilise l’association atome-élément décrite
dans la section précédente, puis la structure de données que nous appelerons à partir de main-
tenant ShapeMatrix. Cette structure de données contient une indirection entre chaque élément
e contenu dans le recouvrement et une matrice pleine de dimension me × ne avec me le nombre
d’atomes contenus dans l’élément e et ne le nombre de noeuds formant l’élément e. Pour obtenir
les valeurs des fonctions d’interpolation sur le site atomique Xi, on effectue les trois étapes
suivantes :
1. trouver l’élément e conteneur de l’atome i via le tableau d’association (complexité en O(1)) ;
2. trouver la matrice pleine correspondant à l’élément e (complexité en O(1)) ;
3. trouver la ligne de la matrice qui correspond à l’atome i par recherche via l’indirection qui
associe les indices atomiques locaux aux indices atomiques globaux maintenue par chaque
bloc de la ShapeMtrix (compléxité en O(me)).
En ce qui concerne l’interpolation, il suffit alors de sommer les contributions de chaque noeuds
(colonne) de la matrice pleine e de la ShapeMatrix. On peut alors récupérer la valeur du champ à
interpoler sur ce noeud grâce à l’indirection des indices « globaux-locaux » des noeuds et calculer
la somme des produits ϕJ(Xi)fJ pour tous les noeuds J de e, ce qui aboutit à la valeur interpolée
du champ sur le site atomique Xi.
La figure 3.7 illustre la structure de données de la ShapeMatrix. On remarque que la seule
opération qui pourrait être coûteuse serait la recherche de l’étape 3. En effet, en faisant croître le
nombre d’atomes contenus par élément, cette opération deviendrait coûteuse. Il est tout de même










































































indirection locale −> globale des noeuds de maillage






Fig. 3.7 – Structure de donnée interne de la matrice d’interpolation précalculée sur les sites
atomiques et du vecteur d’association.
possible de renuméroter chaque bloc de telle sorte que la recherche se fasse via une liste triée. En
revanche, la complexité mémoire est O(nel ×m) avec m le nombre moyen d’atomes par éléments
finis, ce qui dépend du rapport entre le pas h des éléments finis et la distance inter-atomique r0.
Remarque : Dans l’implémentation réelle de la ShapeMatrix, on alloue une ligne supplémen-
taire par élément qui contient la somme colonne par colonne des fonctions d’interpolation. On
verra dans la section suivante l’utilité de cette dernière pour la construction des matrices de
contrainte condensées.
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En ce qui concerne la construction de cette structure de données, on peut faire une préalloca-
tion de l’espace de stockage des matrices. En effet, grâce au tableau d’association atome-élément,
on peut connaître le nombre d’atomes par élément. La construction se fait donc en deux étapes :
– Préparation de la structure de données :
– on parcourt les atomes du recouvrement, et on calcule le nombre d’atomes dans chaque
élément ;
– on parcourt les éléments du recouvrement, et on déclare la taille du bloc matrice corres-
pondant (complexité en O(nel)).
– on alloue l’espace mémoire correspondant à l’espace total.
– Remplissage
– on parcourt les atomes du recouvrement. On calcule la valeur des fonctions d’interpolation ;
Puis, on place au fur et à mesure ces valeurs sur les lignes de la matrice correspondant à
l’élément fourni par le tableau d’association (complexité en O(1)).
La figure 3.8 décrit l’algorithme utilisé.
3.2.3 Calcul de la matrice de contrainte condensée
Dans l’approche de la Bridging Method, il est nécessaire de construire un système linéaire
pour corriger les DDLs dans la zone de recouvrement des modèles couplés. Nous avons décidé de
condenser cette dernière, ce qui nous permet de minimiser les calculs de résolution du système
de contrainte. L’algorithme de construction du système linéaire va donc se décomposer en trois
étapes :












– TRC (2) : somme des deux contributions.
Pour la partie atomique, un parcours des atomes permet de collecter l’information de pondération
et de masses. On donne la description algorithmique de cette étape en annexe A.6.
La formule condensée de la matrice de contrainte conduit à une utilisation plus fine de la
ShapeMatrix. Le terme
∑
j ϕJ (Xj) peut être précalculé pour tout noeud J . On choisit alors
d’insérer une ligne supplémentaire pour chaque bloc de la ShapeMatrix où l’on stocke la somme
colonne par colonne de toutes les lignes précédentes. On parcourt alors les éléments pour cumuler
sur les noeuds les quantités de la dernière ligne. On obtient ainsi le tableau (
∑
j ϕJ(Xj))J .
Les figures 3.9 et 3.10 présentent un bloc de la ShapeMatrix et l’accumulation effectuée sur un
exemple de sept noeuds pour l’accélération du calcul de la contrainte. Cette opération a une
complexité algorithmique en O(nel) puisque la boucle parcourt les éléments et que le nombre
d’opérations pour un élément sera multiple de sa connectivité. On aura ici supposé que la connecti-
vité est uniformément borné ce qui sera le cas pour un maillage qui respecte le critère de Delaunay.
Une fois cette opération effectuée, on calcule directement la valeur de la matrice de contrainte
condensée. La figure 3.11 décrit l’algorithme complet.
3.2.4 Tâches de l’initialisation
Dans les sections précédentes, nous avons précisément identifié les algorithmes d’initialisation
du couplage comme le pré-calcul des fonctions de base qui nécessitent nos structures de données.
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//Calcule du nombre d’atomes contenus dans chaque élément
Tableau<Entiers> nb_par_element;





//déclaration de la taille des sous matrices
Pour i variant de 1 à nb_éléments faire
Element el = elems.Get(i);






//Pourcours des atomes et remplissage de la Shape Matrix
Pour i variant de 1 à nb_atomes faire
Element el = elems.Get(association[i]);
Atom at = atoms.Get(i);
Ligne shapes = el.ComputeShapes(at.P0());
Mat mat = smatrix.GetSub(association[i]);
AjouteLigne(mat,shapes);
fin Pour
Fig. 3.8 – Construction de la Shape Matrix























Fig. 3.9 – Un bloc de la structure de données ShapeMatrix. On ajoute une ligne à toutes les sous
matrices de la ShapeMatrix pour stocker la somme colonne par colonne des contributions.



















































































Fig. 3.10 – On présente un ensemble réduit à sept noeuds formant six éléments. La somme partielle
stockée dans la dernière ligne de la ShapeMatrix est locale à chaque élément. Il faut cumuler les
contributions de chaque élément sur les noeuds pour construire la somme complète utilisée dans
la construction de la matrice de contrainte condensée.
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Pour i variant de 1 à nb_element faire
Ligne line = smatrix.GetSub(i).GetLastLine();
Tableau indirectionNoeuds = smatrix.IndirectionNoeuds(i);








Pour i variant de 1 à nb_atomes faire
index_el = association[i];
Tableau indirectionNoeuds = smatrix.IndirectionNoeuds(i);
//Cette fonction recherche directement la ligne correspondante
// par l’indirection des indices atomiques globaux->locaux
//complexite linéaire sauf si liste trié -> TODO
Ligne line = smatrix.GetSub(index_el).GetLine(i);
//Parcourt des n\oe uds pour le calcul final
Pour j variant de 1 à indirectionNoeuds.size() faire
constraint[i]+= line[j]*nodes_cumul[indirectionNoeuds[j]];
fin Pour
//Division par la masse pondérée
Atom at = atoms.Get(i);
constraint[i] /= at.masse * ponderation[i];
fin Pour
Fig. 3.11 – Algorithme de construction de la matrice de contrainte de la Bridging Method.
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Fig. 3.12 – On présente la situation la plus fréquente dans laquelle on est amené à retirer des
atomes du couplage. Sur la figure, la limite en pointillés précise la description géométrique, les
atomes blancs sont retirés du couplage et les bleus sont conservés.
On se propose ici de faire le bilan des opérations nécessaires à l’initialisation d’une zone de recou-
vrement. On prendra garde de séparer ce qui est générique de ce qui est dédié à la méthode de
Belytschko.
Pour pouvoir utiliser les algorithmes sur de « vrais » domaines, nous devons définir une classe
de géométries représentables ou encore couplables. On se donne l’ensemble des géométries simples
telles les cercles, disques, boules, rectangles, pavés. On se donne également l’opérateur qui déter-
mine si un point de l’espace est présent dans une géométrie. On autorise ensuite les compositions
de géométries par intersection et union. La classe des géométries que l’on peut simplement re-
présenter est donc celle des compositions par union et/ou intersection de géométries de base.
Ces dernières vont nous permettre de définir les zones géométriques associées aux domaines des
différents modèles et du recouvrement.
On peut alors parcourir les atomes et, à l’aide de la description géométrique, selectionner les
DDLs qui doivent être couplés dans la zone de recouvrement. Dès lors, la structure de données
ShapeMatrix, qui est au coeur de l’optimisation des accès aux DDLs, doit être construite. Une
description analytique d’une géométrie différe de la description discrète d’un maillage et d’un
cristal. Ceci autorise des situations où un atome pourrait ne pas avoir d’élément qui le contienne
(c.f. figure 3.12). On voit sur cette figure le cas de recouvrements à géométrie circulaire où la
discrétisation du maillage conduit à des éléments qui décrivent à une certaine erreur près la
courbure du cercle. L’association atomes-élément qui va être construite impose que de tels atomes
soient retirés du couplage. En effet pour une question d’équilibrage de masse, les éléments doivent
être couplés à un ensemble d’atomes qui serait de masse approximativement équivalente : en
d’autre termes, les éléments doivent être « remplis ».
Ici s’arrête la construction relative aux couplages génériques par recouvrement. En ce qui
concerne la Bridging Method, on doit construire en plus les poids des DDLs, et enfin construire la
matrice de contrainte de Lagrange. Sur le diagramme de la figure 3.13 sont représentées les tâches
de l’initialisation du couplage séquentiel.
3.3 Les différentes tâches du couplage
Nous avons décrit en détail le procédé d’initialisation du couplage en le particularisant à la
méthode de Belytschko. Nous avons également développé des structures spécialisées au traitement
de la zone de recouvrement. Maintenant, nous pouvons définir un diagramme de tâches précis du
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Fig. 3.13 – Sur ce schéma, les tâches nécessaires à l’initialisation logicielle du recouvrement sont
présentées. Dans le bloc central grisé, on trouve les tâches génériques que toute méthode basée sur
un recouvrement devra faire. Hors de ce dernier sont placées les tâches spécifiques à la Bridging
Method qui nécessite une pondération des inconnues ainsi que la construction d’une matrice de
contrainte.
déroulement d’un pas de temps. On prendra soin de distinguer les dépendances spatiales qu’il est
important d’introduire ici car cette notion est utilisée par les techniques de parallélisation que
nous décrirons dans le prochain chapitre.
On affine le diagramme 3.1 en sous tâches relatives à la Bridging Method sur le diagramme 3.14.
On ne s’intéresse qu’aux tâches de la boucle principale d’intégration et aux tâches effectuées lors
d’un pas de temps de simulation. Sur ce diagramme, on peut observer un détail que nous n’avons
pas évoqué jusqu’à présent et qui est la synchronisation des codes à chaque pas de temps. En effet,
les deux codes doivent se trouver dans une situation équivalente pour pouvoir être couplés. La
description que nous donnons est donc située entre deux barrières de synchronisation.
D’autre part, on ajoute une nuance sur la synchronisation nécessaire au couplage à l’intérieur
d’un pas de temps. Pour cela, les tâches standards ont été scindées : lors de l’intégration des incon-
nues par le schéma de Verlet, on peut séparer les tâches qui sont concernées par le recouvrement
de celles qui ne le sont pas. On fait donc la distinction par rapport aux nA atomes non présents
dans la zone de couplage des nAR atomes qui sont contenus dans la zone de recouvrement. De





TRC (4b) O(nCR · nat)TRC (4a) O(nAR)
TRC (3) O(nAR)
TRC (2) O(nAR)
TRC (1b) O(nCR · nat)TRC (1a) O(nAR)
TCRS O(nCR)TARS O(nAR)TCS O(nC)TAS O(nA)
Fig. 3.14 – Graphe de tâches d’un pas de temps avec les complexités associées.
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même on suppose acquise la séparation des nC noeuds non présents dans le recouvrement par







tâches assignées d’un R supplémentaire désigne l’intégration par le schéma de Verlet des inconnues
contenues dans la zone de recouvrement. Cette première distinction et les poids de calculs associés
seront utilisés quand nous aborderons le problème de l’équilibrage de charge en parallèle.
Ensuite nous précisons les tâches de couplage TRC selon la description donnée dans 3.1. Cette
tâche se sépare en 4 phases, dont une synchronisante (TRC (3)), les autres pouvant être exécutées
en parallèle. Sur cette figure, on a rapporté la complexité de chacune des tâches. La complexité
de ces dernières sera linéaire par rapport au nombre d’atomes couplés. En effet, même pour les
tâches TRC (1b) et T
R
C (4b) qui utilisent majoritairement la ShapeMatrix, la complexité effective
sera du même ordre (on utilise la notation nat pour le nombre d’atomes moyen par élément, et
donc nAR ≃ nat · nel). Toutes les complexités indiquées sont linéaires par rapport au nombre de
DDLs concernés par la tâche. Dans le cas des interactions à deux corps, le calcul des forces de
la dynamique moléculaire reste aussi linéaire. En effet, la complexité est nA × nRcut avec nRcut
le nombre d’atomes moyen dans une boule de rayon égal au rayon de coupure choisi. La formule
analytique du potentiel à elle aussi une importance dans la complexité, par exemple si un calcul
de racine carrée est nécessaire, mais quoiqu’il en soit la complexité globale est linéaire.
3.4 Composants logiciels d’une simulation couplée de ma-
tériaux
Dans une approche par composant, on décrit les services rendus par des entités logicielles
et comment ces services vont intéragir ensemble. Plus que la programmation objet, qui définit
clairement les structures de données et les routines adaptées à ces dernières, les composants veulent
donc décrire les besoins et les services rendus.
Les composants logiciels que l’on définit ici, réalisent les services qui doivent être rendus par
chaque étape majeure dans le simulateur final. On part naturellement des deux composants im-
portants, que sont les codes de simulations dédiés aux modèles de base. Ces derniers prennent
dans notre cas deux formes génériques : dynamique moléculaire et élasticité dynamique. Nous dé-
sirons intégrer des codes existants dans un environnement de programmation, ce qui normalisera
les services rendus par ces codes génériques. En ce sens, les composants doivent fournir un service




Tous les autres composants que nous avons implémentés nécessitent un service donnant accès
aux DDLs internes des codes sous-jacents. On donne accès aux éléments et noeuds du maillage en
élasticité et aux atomes en dynamique moléculaire. Ce service est rendu par des parcours génériques
basés sur une description de conteneurs et de ses itérateurs associés. Chaque parcours fourni un
itérateur sur des références d’élément et de noeud, ou d’atomes suivant le type du composant.
Ces références permettent en élasticité d’invoquer le calcul des fonctions de base et d’avoir accès
aux inconnues du système. De même pour la dynamique moléculaire, les références d’atomes
permettent l’accès aux DDLs (position, vitesse, force), mais également à la masse, charge ou tout
autre paramètre atomique.
Ces services sont utiles aux composants de visualisation et de stimulation. Un composant
de visualisation permet de convertir un système en « quelque chose » d’analysable, comme des
fichiers de sortie en différents formats. Un composant de stimulation permet lui d’appliquer des
perturbations sur le système. Tout deux ont besoin d’accès aux inconnues, le premier en lecture
et le second en écriture, ce qui est assuré par les parcours via les références sur les DDLs.
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Fig. 3.15 – Découpage en boîtes de l’espace. Ces boîtes ont une dimension de l’ordre du rayon de
coupure utilisé pour l’évaluation du potentiel d’interaction.
3.4.1 Gestion des sous ensembles d’atomes
On doit faire faire mention d’une particularité des codes de dynamique moléculaire. Ces codes
utilisent souvent un pavage de l’espace. On parle de découpage en boîtes. La figure 3.15 présente
un découpage de l’espace 3D en boîtes d’un ensemble dense d’atomes. Ces boîtes, de petite taille,
sont utilisées pour optimiser le calcul du potentiel. En effet, cette approche permet de calculer
efficacement les forces résultantes du potentiel courte portée en parcourant uniquement les boîtes
voisines pour rechercher les atomes dans le rayon de coupure du potentiel, et non pas dans tout
l’espace. La taille de ces boîtes est donc choisie de l’ordre de la taille du rayon de coupure utilisé.
Pour ces codes, une certaine diffusion atomique peut induire une erreur d’évaluation du po-
tentiel si le placement des atomes dans les boîtes reste statique. En effet, il est courant qu’un
atome donné parcourt l’espace entier. Pour autant, la densité atomique peut rester inchangée sur
le domaine complet. Par example, des simulations de changement d’état de gaz induit une grande
diffusivité, et donc une grande circulation des atomes dans le modèle. Afin de gérer correctement
cet aspect des simulations de dynamique moléculaire, les atomes ne sont pas statiquement liés à
leur boîte initiale. On parlera de migration atomique.
Les références génériques fournies par les parcours utilisent la structure en boîtes que nous
avons énoncée pour fournir les accès au DDLs. Par exemple, on utilisera les coordonnées de la
boîte dans l’accès aux propriétés des atomes dans le cas de codes hiérarchiques. La difficulté réside
ici dans le fait que les références reçues à un certain pas de temps de la simulation peuvent se
trouver invalidées par le changement de boîte. En l’ocurrence, on est amené à séléctionner dans le
composant de couplage les atomes de la zone de recouvrement : on construit une liste de références
génériques pour accéder et corriger les DDLs séléctionnés. Pour prendre en compte la migration
des atomes, la liste des références doit être mise à jour pendant la simulation afin de garantir la
validité des accès mémoire.
On va donc introduire un nouveau service spécifique aux composants de dynamique molécu-
laire pour gérer la migration des atomes au travers des listes de références. Ce service correspond
à la création/gestion de sous ensembles de références d’atomes. Ces sous-ensembles seront appelés
conteneurs. En effet, le seul moyen de garantir que les références soient mises à jour convenable-












Fig. 3.16 – Composant type de dynamique moléculaire.
ment, est de maintenir une liste des sous-ensembles d’atomes dans le composant de dynamique
moléculaire. Dans le cas de codes sous-jaçents qui font effectivement migrer les atomes d’une boîte
à une autre, une fonction « callback » sera appelée à la fin des migrations et déclenchera une mise
à jour des références mémoire. En effet l’appel doit venir du code sous-jacent lui-même, puisque
lui seul connait l’emplacement des atomes avant et après migration.
La figure 3.16 présente la structure interne d’un composant de dynamique moléculaire. L’inter-
face de dialogue entre la couche métier et le module de gestion des sous-ensembles est la suivante :
le code métier doit fournir une liste qui contient pour chaque atome déplacé l’ancienne référence
et la nouvelle référence. Dès lors, la fonction call-back parcourt chaque sous-ensemble enregistré et
met à jour les références de ces derniers. On implémente cette interaction entre la liste des sous-
ensembles et la couche métier par une fonction qui est appelée par le code sous-jaçent lorsqu’une
étape de migration vient de se terminer. Cette fonction parcourt les sous ensembles enregistrés et
met alors à jour les références des atomes concernés.
On note tout de même que certains codes utilisent une structure non hiérarchique pour accéder
aux atomes. Tous les codes utilisent des structures de données optimisant les recherches au moins
pour le calcul des forces (méthode des listes de verlet [1]), mais pas nécessairement pour les accès
directs aux atomes.
3.4.2 Composant de couplage
Nous définissons maintenant un composant de couplage qui fournit le service de correction
des inconues. Ce service effectue la tâche TRC décrite dans la section précédente. Pour fonctionner
convenablement, on doit fournir à ce dernier des services de parcours comme pour le cas des vi-
sualisateurs et des stimulateurs. Le composant de couplage et la tâche qui lui incombe nécessitent
quelques précisions. La figure 3.18 présente sa structure interne. Nous avons défini des structures
de données ; on peut les inclure dans notre description du composant et donner quelques préci-
sions pour le cas de la Bridging Method. Le composant de couplage va extraire les DDLs de la
zone de couplage et placer leurs références dans des conteneurs de référence. Celui-ci fait interagir
les représentations du système linéaire de contrainte ainsi que les structures de données spécia-
lisées décrites dans la section 3.2. Les flèches de dépendances rouges en pointillés présentent le
cheminement de l’initilisation et donc de la construction des structures internes. Les flèches noires
présentent les étapes et dépendances durant une action de couplage des deux modèles. On a divisé
logiciellement les représentations du second membre des deux modèles à l’intérieur du composant
de couplage. Par exemple, on définit deux vecteurs de second membre. De cette manière, on exclut
les problèmes d’écriture concurrente lors de la construction des contributions au second membre.
Plus précisémment, cela nous permet de maintenir l’indépendance des tâches TRC (1a) et T
R
C (1b).
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Fig. 3.18 – Structure interne du composant de couplage.
Les autres composants de notre environnement, comme le composant de visualisation, feront
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Dans ce chapitre, nous traitons des méthodes de calcul parallèle appropriées à notre couplage.
On verra que la généricité des codes impose certaines contraintes et nous conduit à une solution
de placement des tâches parallèles. Pour cela, on précise dans la première section les méthodes
parallèles utilisées par les codes sous-jaçents de dynamique moléculaire et d’éléments finis. À par-
tir de cela, on pourra concevoir une stratégie de parallélisation de nos composants. Les solutions
utilisées pour mettre en place notre stratégie seront ensuite détaillées. On verra que cela induit des
redistributions des valeurs associées aux DDLs de chaque modèle (notamment pour les multiplica-
teurs de Lagrange). De plus, les optimisations dynamiques d’équilibrage de charge induisent une
gestion suppémentaire du couplage. Mais le point critique de l’algorithme parallèle est fortement
lié aux géométries des domaines et à la gestion de l’équilibrage des charges.
4.1 Stratégie de parallélisation
Jusqu’à présent, nous n’avons abordé que les aspects séquentiels, mais les codes de dynamique
moléculaire et d’élasticité sont classiquement parallélisés. On présente succintement les techniques
utilisées dans ce cadre avant d’aborder notre stratégie de parallélisation.
94 Chapitre 4 – Parallélisme
4.1.1 Décomposition de domaine
Les codes de dynamique moléculaire et d’élasticité sont couramment utilisés pour des appli-
cations de grande taille (en nombre d’inconnues), et elles ont été naturellement parallélisées. Il
convient donc, avant de faire un choix de parallélisation du code de couplage, de rappeller les
techniques de parallélisation en question. Majoritairement, une approche par décomposition de
domaine est utilisée. Toutefois, la décomposition de part la différence des objets informatiques qui
sont traités, diffère sur de nombreux points qui sont décrits dans ce qui suit.
4.1.1.1 Décomposition de domaine pour des modèles de dynamique moléculaire
La dynamique moléculaire permet de résoudre des problèmes variés que l’on différencie en
deux classes : les problèmes de la biologie moléculaire et ceux de la matière condensée. De part
la motivation issue de notre étude, nous nous intéressons uniquement aux techniques de paralléli-
sation des codes spécialisés pour la simulation de la matière condensée. Contrairement à l’étude
des molécules et des réactions chimiques, celle de la matière dense présente un avantage pour la
parallélisation : l’espace est quasimment uniformément rempli, ce qui introduit globalement un
bon équilibrage de la charge. De plus, les potentiels utilisés peuvent ne pas avoir de composante
éléctrostatique, i.e. pas de composante à longue portée1.
Fig. 4.1 – On illustre ici le type de décomposition de domaine utilisée par la plupart des codes
de dynamique moléculaire. Cette décomposition est avant tout régulière. Le cas présenté est celui
d’une initiation de fissure : on ôte un ensemble d’atome. La méthode de découpage n’autorise pas
d’équilibrage de la charge pour ce cas de figure. Le domaine a été partitioné en 20 parties égales.
La stratégie résultante des précédentes remarques est un découpage statique de l’espace. Les
codes qui ont déjà une structure hiérarchique en petites boîtes placent ces boîtes sur un ensemble
de processeurs. Des macro-boîtes sont définies pour former un pavage régulier de l’espace. Les
méthodes qui n’utilisent pas de découpage en boîtes utilisent aussi des macro-boîtes comme pour
la décomposition de domaine. La figure 4.1 illustre un cas de décomposition de domaine par
macro-boîtes pour un domaine 2D rectangulaire. Il s’agit de la méthode la plus utilisée [1], et
peu de codes utilisent une décomposition de domaine non régulière pour le parallélisme. Il s’agit
d’une contrainte forte pour l’équilibrage de charge. En effet, pour les simulations de solides et plus
particulièrement de la propagation de fissures, une partie de l’espace peut se vider de ses atomes.
Comme le découpage est statique, il est alors impossible d’équilibrer complètement la masse de
1avec des potentiels à longue portée, le couplage ne saurait fonctionner sans remaniement du modèle de couplage.
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Fig. 4.2 – On illustre la décomposition de domaine obtenue par bipartitionnement récursif d’un
maillage non structuré. La décomposition a été faite pour 20 processeurs.
calcul sur les processeurs. Nous allons voir dans ce qui suit que ceci forme également une contrainte
forte pour le couplage que nous avons mis en place.
4.1.1.2 Décomposition de domaine des modèles de mécanique des milieux continus
utilisant les éléments finis
En ce qui concerne la mécanique des milieux continus, le domaine est entièrement discrétisé
par un maillage. Ce maillage est choisi selon certains critères de qualité et il peut être structuré ou
non. Dans tous les cas, une technique couramment utilisée est celle basée sur un bi-partitionement
récursif de l’espace. Le partitionement de maillage est une heuristique issue du problème de dé-
coupage de graphe (c.f. [71]). Ce découpage doit diviser équitablement le poids (défini par une
fonction de coût) en parties équilibrées qui partitionnent le graphe. La contrainte supplémentaire
porte sur le coût associé à « la coupe ». Les fonctions de coût associées à une arête modélisent
les communications ; en effet, une arête « coupée » correspondra à la création d’un lien de com-
munication qui sera utilisé via le réseau d’interconnection. Il convient donc d’équilibrer les deux
parties tout en minimisant le coût de la coupe. Cette méthode permet d’obtenir des solutions sati-
faisantes via des heuristiques spécifiques pour des maillages pouvant avoir un nombre d’inconnues
important et pour des problèmes génériques. En revanche, les décompositions générées peuvent
être très irrégulières. La figure 4.2 présente le découpage d’un domaine rectangulaire discrétisé par
un maillage non structuré et produit par METIS [72] avec des poids unitaires associés aux arêtes
et aux noeuds.
Il est important de noter ici que la marge de maneuvre donné à l’utilisateur d’un partitioneur
réside essentiellement dans les fonctions de coût. Classiquement, ces fonctions doivent représenter
au mieux le temps de calcul associé à un noeud du maillage et le temps de communication associé à
une arête. Avec ces fonctions on pourra, à une approximation près, imposer que le temps de calcul
soit équilibré sur l’ensemble des processeurs tout en minimisant le volume total de communications
sur le réseaux.
4.1.2 Problématique du couplage parallèle
Abordons le problème de la manière la plus générale possible. Soit (Pi)i=1..N un ensemble de
N processeurs à notre disposition. Nous désirons distribuer les domaines de calcul des deux codes
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couplés sur l’ensemble des processeurs pour minimiser le temps total de la simulation.
Considérons dans un premier temps le cas non couplé de ce problème. Dans ce cas de figure,
on suppose que l’on connait une solution optimale du problème de partition pour chacun des
modèles. On nomme SnC (resp. S
n
A) la solution du problème de partitionnement (décomposition
de domaine) du modèle continu (resp. atomique) sur n processeurs. On note T (S) le temps de
calcul et de communication total pour la décomposition de domaine S. Pour simplifier notre
problème, on considère les deux stratégies suivantes. Soit on donne à chaque processeur des calculs
distribués pour les deux modèles, soit on découpe l’ensemble des processeurs en deux parties non
nécessairement égales et chacune prend la charge d’un seul modèle. Dans le premier cas, le temps
de calcul est T (SNC ) + T (S
N
A ), et dans le deuxième cas on souhaite trouver n1 et n2 t.q. N =
n1 + n2 et t.q. T (S
n1
C ) = T (S
n2
A ).
Pour choisir entre les deux stratégies, il faut connaître la scalabilité des codes et le volume de
calcul de chaque modèle. En effet, à cause de la scalabilité des codes il se peut qu’il existe un entier
borne n′ tel que pour tout n vérifiant n′ ≤ n < N on observe T (SnC) ≃ T (SNc ). Ce qui revient à
dire que le gain maximal de la parallélisation du code est atteint pour un partitionement sur n′
processeurs. Cela peut être le cas par exemple si le nombre d’inconnues n’est pas assez important
pour l’un des modèles et son code sous jaçent (il s’agira plus souvent du code d’élasticité qui
manipule moins de DDLs en comparaison des codes atomiques). Il n’est donc pas utile, voir
néfaste pour l’optimisation, d’utiliser N processeurs alors que n′ donnent les mêmes performances
voir même des meilleures. Dans ce cas de figure, on préfèrera un léger déséquilibre conduisant
à T (Sn1A ) 6= T (Sn2C ) à une approximation près, mais qui nous permettra d’exploiter au mieux la
scalabilité des codes. En pratique, on utilisera toujours un nombre d’inconnues pour le domaine
de la mécanique continue bien inférieur au nombre d’atomes et la deuxième solution sera donc la
meilleure.
Si on ajoute le surcoût de calcul dû au couplage, on introduit un déséquilibre inévitable du
fait de la localisation des calculs liés au couplage. En effet, ces derniers seront localisés dans la
zone de recouvrement qui sera partitionnée inéquitablement sur les processeurs. La décomposition
de domaine doit donc être modifiée. Mais l’environnement de couplage que nous décrivons utilise
des codes existants pour construire des composants (ré)utilisables, et ceci induit directement les
contraintes de décomposition de domaine que nous avons présentées dans la section précédente. En
effet, sans une intervention importante dans la partie métier du composant, i.e. le code sous-jaçent,
on ne pourra pas s’affranchir du mode de partitionnement de l’espace des codes de dynamique
moléculaire. En revanche, on pourra définir des fonctions de coût qui permettront d’altérer les
partitions du maillage pour tenir compte des surcoûts du couplage.
On comprend donc que l’enjeux majeur réside dans l’équilibrage des charges des deux codes.
On verra dans la partie résultat que le coût de calcul du couplage est loin d’être insignifiant et
qu’il doit être pris en compte dès le debut dans le partitionement. Il existe une autre option pour le
placement des domaines sur les processeurs qui sera qualifiée d’hybride. En effet, on pourra placer
les modèles sur deux sous ensembles de processeurs qui pourront avoir une intersection : certains
processeurs pourraient calculer pour les deux domaines. Cela aurait pour vertu de grandement
diminuer les communications de couplage si l’on est en mesure d’assurer que de tels processeurs
aient la charge d’une partie commune de la zone de couplage. Mais en pratique, les temps de
communication dûs au couplage sont petits face au coût de calcul (c.f chapitre 5.4), et notamment
face aux temps pris par les accès mémoire pour les corrections des DDLs de chaque modèle.
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4.2 Analyse des dépendances entre les composants
Nous avons choisi la stratégie de parallélisation qui place les deux modèles sur deux ensembles
de processeurs disjoints. On note (Pi)i=1..n et (Qj)j=1..n′ les deux ensembles de processeurs dis-
joints tels que n + n′ = N où N est le nombre total de processeurs dont nous disposons. Nous
utiliserons dans la suite le fait que les processeurs P seront dédiés à la dynamique moléculaire et
les processeurs Q à la mécanique des milieux continus. En reprenant le schéma de composants de
la figure 3.18, on va identifier les services qui nécessitent d’être enrichis par rapport à la version
séquentielle pour fonctionner en parallèle.
En ce qui concerne le service d’intégration des inconnues locales selon le schéma de Velocity
Verlet, les codes sous-jaçents continuent à l’assurer sans aucune modification. En effet, les codes
encapsulés dans nos composants sont déjà parallèles. En revanche on peut se poser la question
suivante concernant le service de parcours des inconnues : ce service doit-il permettre de parcourir
les DDLs non locaux ? Cette question n’est pas essentielle, mais pose le problème de la stratégie
abordée.
Il y a plusieurs stratégies pour le couplage et pour le placement des calculs de couplage sur
les processeurs mis à disposition. La solution qui consiste à placer les composants de couplage sur
des processeurs distincts de ceux dédiés aux autres modèles a été écartée car le poid de calcul dû
au couplage est très important du fait des accès mémoire aléatoires via les parcours génériques.
Déplacer ces calculs sur d’autres processeurs demanderait l’envoi des DDLs nécessaires tout en
mettant en attente l’ensemble complet des processeurs dédiés aux modèles. Nous avons donc
pris la stratégie de couplage qui place un composant séquentiel sur chaque processeur. Quand
un processeur ne possède aucun DDL devant être couplé, ce composant ne fera rien. Dans le
cas contraire les composants concernés seront paramétrés pour communiquer entre eux afin de
construire le système de contrainte et de le résoudre.
Nous spécifions le service de parcours comme un moyen de parcourir des références sur les
DDLs locaux. Ceci correspond à des services qui utilisent des accès mémoire directs (comme selon
la nomenclature de [64]). Les DDLs des différents modèles sont placés sur des processeurs distants
et nécessitent donc un échange explicite par envoi de message des informations de couplage.
Nous spécifions ici le service de parcours comme un moyen d’accès aux DDLs locaux. Le pro-
cédé d’initialisation du couplage, c’est à dire la construction de l’association, de la ShapeMatrix
et de la matrice de contrainte, va donc être modifié afin de prendre en compte les communica-
tions nécessaires aux accès distants. Le composant de couplage assurera les communications et les
corrections.
Le schéma 4.3 présente le diagramme de fonctionnement de la version parallèle. Comme pré-
senté sur le diagramme, on duplique les vecteurs du second membre, les vecteurs des multiplicateurs
de Lagrange et la matrice de contrainte. Par le mot « dupliquer », on entend qu’il y aura deux
vecteurs parallèles contenant les mêmes informations mais qui sont distribués de manière diffé-
rente sur des processeurs différents. Cette duplication de l’information permet que la résolution
du système linéaire condensé se fasse de manière totalement locale à partir du moment où cha-
cun possède une partie du second membre cohérente avec ses DDLs. En ce sens, les processeurs
(Pi)1..n auront le système complet, leur permettant de trouver les multiplicateurs de Lagrange et
les (Qj)1..n′ pourront également le faire, en parallèle.
Afin d’identifier de manière unique chaque atome présent dans le recouvrement (chaque atome
est associé à une coordonnée du RHS, de la matrice de contraintes condensée et à un multiplicateur
de Lagrange), nous avons besoin d’introduire une numérotation. La distribution pour le modèle
atomique induit un ordre basé sur la numérotation des processeurs : le premier atome est le premier
atome couplé de P1, le second atome est le second atome couplé de P1 et ainsi de suite jusqu’à ce
qu’il n’y ait plus d’atomes couplés sur P1. Le suivant est alors le premier atome couplé de P2 et
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FE : Elément Finis
DM : Dynamique Moléculaire
Fig. 4.3 – Le composant de couplage de la méthode de Belytschko distribué. Le composant est une
entité qui possède en fait plusieurs instances sur différents processeurs. Cet ensemble d’instances
forme le composant. On voit les accès réseaux pour la construction de la matrice de contraintes
et le second membre. Grâce à la condensation de la matrice de contraintes on peux minimiser les
échanges entre les implantations du composant.
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ainsi de suite jusqu’à ce qu’il n’y ait plus de processeurs dans (Pi)1..n. Cependant, on ne pourra
pas assurer que la distribution et même l’ordre utilisé pour le système de contraintes seront les
mêmes dans la représentation pour les processeurs dédiés aux éléments finis.
Le système de contraintes est naturellement complexifié par le fait que la distribution parallèle
du système de contraintes est différente sur les deux groupes de processeurs MD et FE. Les
processeurs (Pi)1..n effectuent la tâche TRc (2a) tandis que les processeurs (Qj)1..n′ la tâche T
R
c (2b),
ceci correspond à la contribution locale propre à chaque modèle. Puis la tâche TRc (3) est effectuée
pour « synchroniser » les deux représentations du second membre du système de contraintes. On
utilisera également le terme de réduction/redistribution pour cette opération car cette tâche est
une réduction spéciale qui nécéssite une redistribution des indices que nous avons définis. De même,
la construction de la matrice de contraintes peut être divisée en une contribution atomique et une
contribution continue. On voit qu’une opération de redistribution doit être utilisée par plusieurs
tâches du couplage.
Nous présentons dans ce qui suit les objets informatiques nécessaires aux communications
de couplage et à la gestion de la répartition/détection des DDLs. Notamment, on abordera les
problèmes liés à la construction du schéma de communication nécessaire à l’opération de réduc-
tion/redistribution évoquée précédemment. On abordera également les solutions mises en place
pour gérer les déplacements d’atomes entre les boîtes hiérarchiques et entre les processeurs.










Fig. 4.4 – Un exemple de distribution sur 5 processeurs, 3 pour la dynamique moléculaire (P1,
P2, P3) et 2 pour les éléments finis (Q1,Q2).
Afin de définir le schéma de communication, nous décrivons soigneusement la zone de couplage
parallèle. Nous définissons les décompositions de domaines (ΩAi ) (resp. (Ω
C
j )) se rapportant au
modèle MD (resp. FE). Chaque domaine ΩAi (resp Ω
C
j ) est assigné au processeur Pi (resp Qj).
Nous définissons Ai le sous-ensemble d’atomes présents dans ΩAi (un atome sera par abus de
100 Chapitre 4 – Parallélisme




i ∩ ΩCj ARij =
{
















i ∩ ΩC AARi =
⋃
j ARij
Un exemple de distribution est présenté dans la figure 4.4. Le serpentin rouge indique un sens
de parcours couramment utilisé pour les atomes du processeur 2. Remarquons que lorsque l’on
parcourt ces atomes, on traverse la frontière entre le processeur Q1 et Q2. Afin de définir le schéma
de communication, chaque processeur Pi doit identifier parmis ses atomes locaux AARi (et pour
chaque processeur Qj l’ensemble ACRi ) les sous ensembles ARij . Ceci est fait en suivant le protocole
d’identification des intersections que l’on définit dans la section suivante.
4.3.1 Identification des intersections
Afin d’identifier dans une distribution parallèle les ensembles que nous avons définis précédem-
ment, on utilise des descriptions géométriques grossières (les boîtes englobantes suffisent) pour
définir un protocole. Premièrement, chaque processeur doit construire la boîte englobante de tous
ses DDLs locaux qu’il doit coupler. Ce protocole prend la forme d’un aller-retour entre les proces-
seurs. Les descriptions géométriques grossières vont être utilisées afin de minimiser les échanges
nécessaires pour tester chaque position atomique.
Comme nous l’avons dit, chaque processeur Pi doit construire tous les ensembles d’atomes
ARik pour tout k ∈ [1, n′]. De plus chaque processeur Qj doit construire l’ensemble ACRj . En effet
les processeurs du modèle continu ne connaissent pas au démarrage d’information concernant les
atomes présents dans leur zone de couplage. Il s’agit alors de recevoir une liste de coordonnées
atomiques, de filtrer cette dernière pour obtenir les sous-ensembles ARik qui constituent ACRj .
Par cette méthode de filtrage, on construit la numérotation des atomes qui sera différente de
celle induite par les processeurs atomiques. Le protocole qui permet de construire ces objets suit
l’algorithme suivant :
α ) une communication tous vers tous (« all-to-all ») permet à n’importe quel processeur de
connaître la boîte englobante de chaque zone de recouvrement, i.e. les ensembles ΩARi et
ΩCRj ;
β ) chaque processeur construit une description géométrique approchée de ΩRij basée sur les
boîtes englobantes. Pour chaque processeur Pi (resp Qj) seuls les processeurs Qj (resp Pi)
qui vérifient ΩRij 6= ∅ sont considérés comme voisins ;
γ ) pour construire l’ensemble des atomes ACRj , chaque processeur Qj reçoit les coordonnées
atomiques de ses voisins (Pi)i=1..n ;
δ ) chaque processeur Qj parcourt les coordonnées reçues. Quand une coordonnée représente
un atome n’appartenant pas à ΩCRj , cet atome est identifié comme rejeté dans la table
d’association ;
ǫ ) les atomes rejetés sont renvoyés à tous les voisins ;
ζ ) chaque processeur Pi reçoit de ses voisins les atomes rejetés. Nous avons alors identifié les
ensembles ARij , ∀j.
On remarque qu’à l’étape δ de cette procédure, on calcule la table d’association entre les indices
locaux des atomes et les éléments du recouvrement. En effet, le test géométrique de cette étape
est fait par le même algorithme que celui de la version séquentielle, c’est à dire qu’on utilise la







Fig. 4.5 – (a) Schéma d’association entre les deux représentations parallèles d’un même vecteur.
En (b) on présente les mouvements de blocs effectués pour avoir un stockage contigu en mémoire,
ce qui simplifie les échanges réseaux.
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Fig. 4.6 – Diagramme de tâches de la procédure d’initialisation parallèle.
grille de recherche pour associer les atomes et les éléments. On pourra ensuite remplir la structure
d’interpolation rapide (ShapeMatrix).
Une fois cette procédure exécutée, nous pouvons associer à chaque atome un processeur qui
possède les informations le concernant dans l’autre modèle. Le découpage des vecteurs parallèles
dépend alors du parcours initial des atomes du recouvrement. Par exemple, supposons que le
parcours soit en serpentin vertical. Sur l’exemple de la figure 4.4, le parcours sur le processeur P2
traverse la frontière entre le processeur Q1 et Q2, et donc la forme du schéma de communication va
être enchevêtrée. La figure 4.5 montre ce schéma de communication généré par le protocole. Pour
palier à ce problème, qui risque de multiplier les envois de messages vers un même processeur, on
réordonne le vecteur local des processeurs (Pi)i=1,n de façon à avoir une continuité des informations
à échanger avec un processeur Qj donné.
4.3.2 Tâches de l’initialisation parallèle
On reprend le diagramme 3.13 pour préciser le diagramme de tâches de la version parallèle. La
figure 4.6 permet de distinguer les tâches locales des tâches qui nécessitent des communications
entre les instances du composant de couplage sur les deux sous ensembles de processeurs. On
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identifie les phases d’échanges dont nous avons parlé dans la section précédente. Ce qui se trouve
hors des deux blocs centraux grisés est spécifique à la Bridging Method. Ce qui se trouve à l’intérieur
permet de construire pour une méthode générique, des schémas de redistribution qui peuvent être
utiles pour toute méthode basée sur un recouvrement. La phase de regroupement des blocs du
schéma de communication est effectué par l’étape de mise à jour du schéma de communication
sur la figure 4.6.
4.3.3 Redistribution
Soit V un vecteur distribué et dupliqué comme le second membre du système de contraintes.
On souhaite redistribuer le contenu de la représentation atomique vers celle des élément finis de
V , autrement dit depuis la distribution des processeurs (Pi) vers celle des processeurs (Qj). Des
processeurs ne feront éventuellement pas de communication de couplage lorsqu’ils ne possèdent
pas de DDL couplé. L’algorithme suivant permet de réaliser cette opération :
– Pi envoie les valeurs de V associées à tous les atomes de ARik aux processeurs Qk.
Pour faire l’opération inverse, chaque processeur Qj utilise une procédure identique en utilisant
l’ensemble ARkj . De plus, on va construire une association entre chaque voisin et les blocs
(intervalles de coordonnées distantes). Ceci nous permet de préciser le fonctionnement de la
redistribution :
– Pi envoie le bloc Bik de valeurs de V au processeur Qk.
Pour des processeurs voisins Pi et Qk donnés, l’ensemble des blocs Bik forment un ensemble
d’index relatifs aux atomes de ARik.
Cette opération est définie statiquement et l’on pourrait utiliser un unique bloc par processeur
voisin, mais les migrations atomiques engendrées par l’évolution de la simulation amènent les
atomes à migrer d’un processeur à l’autre. Ceci nous oblige à modifier le schéma de communication
précédemment décrit afin de maintenir la cohérence des accès aux atomes. Cette étape scindera le
plus souvent les blocs en plusieurs parties, si on ne renumérote pas les vecteurs associés. Dans la
section suivante on abordera cet aspect plus en détails.
4.4 Gestion des migrations des atomes
Comme nous l’avons vu précédemment, les atomes peuvent migrer vers le processeur associé au
sous-domaine où ils entrent. Dans le couplage, un atome est référencé dans un tableau et associé
aux vecteurs du système de contraintes. Nous avons déjà énoncé le besoin de gérer des références
dans la section 3.4.1 lorsqu’il y a des déplacements en mémoire ; il faut maintenant traiter le cas
des migrations entre processeurs. En effet, si un atome change de processeur, ce dernier se trouve
en charge de l’inconnue du système de contraintes associé à cet atome. De manière transparente,
les données des vecteurs et des matrices migrent avec les atomes auxquels ils sont associés.
Dans ce procédé de migration, le protocole de redistribution va évidemment s’en trouver
modifié. Contrairement à la mise à jour des références, qui peut se faire en utilisant les processeurs
dédiés au modèle atomique, cet aspect nous oblige à utiliser également les processeurs liés aux
éléments finis pour la gestion des migrations.










Fig. 4.7 – On présente le cas d’un sous ensemble d’atomes qui est distribué sur deux processeurs.
On symbolise sur le schéma la migration d’un atome entre le processeur P1 et P2. Sur la droite,
on présente le vecteur distribué de la structure conteneur où l’on déplace l’index de l’atome de P1
(hachuré) à la fin du conteneur de P2 (en bleu). L’ancien emplacement dans P1 est invalidé.
4.4.1 Mise a jour des sous ensembles de références
Comme nous l’avons présenté auparavant, les sous-ensembles d’atomes doivent être créés par
une requête spéciale du composant de dynamique moléculaire. La migration des atomes peut
maintenant avoir lieu d’un processeur à l’autre. Dès lors, un sous-ensemble de références, appelé
conteneur dans notre environnement de couplage, se met à jour pour tenir compte de ces évène-
ments. Afin de ne pas induire des déplacements en mémoire trop importants, on invalide seulement
une référence après avoir migré son contenu. Cette procédure peut être faite de manière automa-
tique par le module de gestion des sous-ensembles des composants de dynamique moléculaire.
Après la phase de migration du code métier, on parcourt les sous-ensembles pour mettre à jour
les références qui restent locales et pour invalider les références qui étaient associées à un atome
qui a changé de processeur. On ajoute à la fin du conteneur toutes les références qui viennent
d’être migrés sur le processeur courant. Ce procédé est présenté sur la figure 4.7 où l’on représente
la migration d’un atome depuis le processeur P1 vers le processeur P2. Sur la droite on voit la
distribution résultante d’un vecteur associé à ce sous-ensemble d’atomes. La migration de l’atome
entraîne alors la migration du coefficient du vecteur associé qui sera placé par défaut à la fin du
vecteur local de P2 (en bleu). Le trou présent lors de l’invalidation locale d’un atome (en orange)
pourra être le nouvel emplacement d’un atome entrant dans la zone locale ce qui évite que la taille
des vecteurs croissent sans fin.
L’avantage de cette méthode est qu’elle est simple et efficace pour mettre à jour la structure
du système linéaire après migration. En revanche, après un grand nombre de migrations, on
introduit des trous dans les vecteurs. De plus, les va-et-vient entre les processeurs de certains
atomes (proches d’une frontière de boîte par exemple avec un mouvement oscillant) les amènent à
renuméroter constamment le système de contraintes. L’ordre ainsi obtenu ne ressemble rapidement
plus à celui des parcours génériques, et augmente la probabilité de faire des accès aléatoires en
mémoire et donc des défauts de cache. En pratique, on se fixera un nombre de pas de temps à
partir duquel on reconstruit la structure des objets algébriques du système en supprimant les
trous induits.
4.4.2 Mise a jour du schéma de redistribution
Nous avons présenté un service de gestion des vecteurs dans les composants du modèle atomique
qui assure la cohérence des objets algébriques du système de contraintes face aux migrations des
atomes. En revanche, le schéma de communication entre les processeurs (Pi) et (Qj) doit être
mis à jour afin que les processeurs dédiés à la mécanique des milieux continus puissent recevoir
les blocs de communications. Pour réaliser cela, on met à jour ce dernier par un protocole “en
triangle”.
En pratique, quand un atome migre, il crée un trou dans la mémoire locale qui peut être bouché
par d’autres atomes. Cela signifie que les atomes se déplacent dans la mémoire locale aussi bien
que d’un processeur à l’autre. Le système de gestion des migrations doit invalider les références et
les réaffecter. Il devrait également mettre à jour le schéma de redistribution.
Considérons une situation impliquant 3 processeurs Pi, Pj et Qk. Supposons que Pi décide
de migrer un atome α vers Pj . L’atome α se déplace de l’ensemble Aik vers l’ensemble Ajk. Le
procédé suivant permet de garder la cohérence face aux migrations :
1. Pi informe Qk que α a migré sur Pj ;
2. Qk invalide l’ancienne indirection de α dans ARik ;
3. Pj envoie à Qk le nouvel indice local de l’atome α dans ARjk ;
4. Qk ajoute l’atome α dans ARik en accord avec l’ordre local de Pj .
Après plusieurs migrations, les blocs de communications ont pu être séparés, engendrant une
fragmentation de ces blocs. On pourra alors regrouper les blocs d’un même destinataire, ce qui
nous permettra de simplifier le schéma de communication comme on l’a montré sur la figure 4.5.
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Nous allons tout d’abord quantifier, sur un modèle 1D, l’effet parasite des réflexions d’ondes
induites avec le modèle de couplage basé sur la Bridging Method. En particulier, nous avons voulu
étudier la réponse fréquentielle de cette méthode et comprendre comment elle se comporte lorsque
la matrice de contraintes est condensée. Pour cela, nous utiliserons naturellement la théorie formelle
développée dans le chapitre 2. Nous nous sommes intéressés dans un premier temps à des modèles
de propagation d’ondes. Nous analyserons nos résultats obtenus dans le cas 1D avant de présenter
des résultats 2D puis 3D. Ensuite, nous commenterons les résultats obtenus sur la fissuration et
plus précisemment, nous étudierons la propagation de fissures sur le cas d’école « penny crack ».
Dans une partie séparée, nous présenterons l’analyse de performance du code obtenu sur les
cas présentés auparavant. Principalement, on présentera la scalabilité du code sur les différents
modèles, ce qui mettra en avant la dépendance des performances du couplage par rapport aux
géométries des décompositions de domaines.
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Fig. 5.1 – Sur la figure (a), on présente la forme des impulsions que nous voulons utiliser comme
condition initiale pour nos cas tests fréquentiels. On présente sur la figure (b) le spectre associé
à de telles impulsions. On voit clairement que le facteur L est déterminant dans la maîtrise du
spectre. En revanche, choisir L trop grand agrandit la zone de l’espace nécessaire pour représenter
le train d’onde que l’on souhaite modéliser.
Afin de réaliser des tests en fréquences, nous avons défini des perturbations qui nous serviront
de conditions initiales et pour lesquelles nous maîtrisons le spectre de Fourier. Considérons la
chaîne monoatomique constituée d’atomes d’argon (r0 = 1, 2316 Å; σ = 1, 1 Å; ǫ = 1, 657.10−21
Joules; m = 39, 95.10−3 Kg/mol). On considère l’onde en déplacement suivante :
















La figure 5.1 illustre u1(X, 0) et son spectre pour différentes valeurs de L. Le paramètre L permet
de contrôler la largeur de la bande autour de la fréquence injectée par l’harmonique. De plus, on
montre en annexe A.2 que le pic du spectre observé est décalé par rapport à k. Par exemple, pour
une valeur de L = 1, on obtient un pic centré en 1, 5k tandis que pour une valeur de L = 3, le
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décalage est inférieur à 10−4. Nous avons choisi L = 3 pour nos cas test.




Fig. 5.2 – Le domaine de dynamique moléculaire est au centre. Il est couplé avec deux modèles
de mécanique des milieux continus qui lui servent de condition limite.
Nous avons voulu étudier une taille de recouvrement de 72r0 et un rayon de coupure de 2r0 et une
matrice de contrainte condensée. Le domaine de dynamique moléculaire compte 800 atomes. Ce
domaine est entouré de deux maillages de taille 416r0 dont les éléments sont de taille constante h.
Le schéma 5.2 présente le modèle couplé.
Pour étudier les réflexions d’ondes de ce type de couplage, nous avons mesuré l’énergie cinétique
qui restait confinée dans la zone atomique après l’injection d’une impulsion de la forme (5.1).
Nous mesurons donc l’énergie cinétique de la zone atomique non couplée (c’est-à-dire la zone
centrale de taille 256r0) après 20000 pas de temps de 1 femto seconde chacun. Afin de quantifier
l’énergie réfléchie par la zone de couplage, nous comparons l’énergie résultante dans cette même
zone des simulations couplées avec une simulation de dynamique moléculaire dans un domaine de
longueur plus importante et utilisant des conditions limites périodiques. La longueur du domaine
sera suffisamment importante pour assurer que les ondes des domaines images ne perturberont
pas la solution calculée avant 20000 pas de temps.
La batterie de tests faisait varier la fréquence injectée via le paramètre de la longueur d’onde
λ grâce à la formule k = 2π/λ. Le coefficient de pondération du premier noeud (c.f. 2.3) est fixé à
10−3. La figure 5.3 décrit les résultats obtenus et présente donc un coefficient de réflexion au cours
du passage de l’onde d’équation 5.1. Cette quantité d’énergie réfléchie forme une cloche centrée
autour d’une fréquence dépendante de la taille des éléments finis. En revanche, d’autres essais
(non présentés) indiquent que la taille du recouvrement n’influe pas sur la position des pics de
réflexion. Ceci nous permet donc de caractériser des bandes de longueur d’onde (ou fréquence)
pour lesquelles on observe des réflexions plus importantes. De plus, on constate que le pas h des
éléments finis influe sur la zone fréquentielle de ces réflexions.
5.1.1 Étude des modes de l’oscillateur pour une matrice de contrainte
non condensée (H)
Nous avons obtenu des résultats numériques que l’on souhaiterait pouvoir expliquer par l’ana-
lyse qui a été faite dans le chapitre 2.3.1. On rappelle la forme du système 2.25 qui donne une

















Et nous faisons l’analyse des valeurs propres de la matrice S présenté en 2.26 dans le cas d’une
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de la fréquence injectée






Longueur d’onde adimentionnelle (multiple de r0)
Fig. 5.3 – Coefficients de réflexion mesurés pour le passage d’un train d’onde local de la forme
(5.1) en fonction de la longueur d’onde. On présente sur la figure les coefficients de réflexion pour
cinq tailles d’éléments finis : r0, 3r0, 6r0, 12r0 et 24r0.
pas FE h 1er Mode propre couplage Mode propre FE Mode propre MD
1r0 2, 14.1013 (λ = 2r0) 3,17% 4,06%
3r0 9, 98.1012 (λ = 6, 72r0) -26,25% 123,55%
6r0 5, 05.1012 (λ = 13, 7r0) -27,52% 341,77%
12r0 2, 42.1012 (λ = 28, 8r0) -25,62% 823,20%
24r0 1, 12.1012 (λ = 62, 2r0) -23,83% 1895,31%
Fig. 5.4 – Modes propres d’amplitude la plus élevée pour le couplage, le modèle d’élasto-
dynamique, et le modèle de dynamique moléculaire avec une matrice de contrainte non condensée.
On présente pour les modèles non couplés la différence relative avec le mode majeur du couplage.
D’après l’étude sur les modes propres de l’oscillateur harmonique, on peut comparer les modes
propres majeurs à ceux des modèles non couplés. Une comparaison entre les premiers modes
propres du maillage, les premiers modes de la chaîne atomique et les premiers modes du couplage
avec une matrice de contrainte H non condensée montre que le mode majeur du couplage est
très proche de celui des éléments finis. Le tableau 5.4 présente cette comparaison en montrant
la différence relative de la fréquence de résonance du couplage avec les fréquences de résonances
du maillage et des éléments finis. De plus, les réflexions présentés sur la figure 5.3 sont centrés
sur les longueurs d’ondes relatives à la fréquence de résonance du couplage. Cela nous permet de
caractériser la zone fréquentielle où les réflexions seront importantes, c’est-à-dire dans le voisinage
de la fréquence de résonance du modèle éléments finis. On pourra alors choisir la taille des éléments
finis afin d’éviter les réflexions importantes dues aux résonances de la zone de couplage.
Toutefois, nous n’avons pas mis en évidence les phénomènes qui peuvent conduire aux réflexions
des ondes. Pour cela, nous allons nous concentrer sur le cas où la taille des éléments est de 6r0 et
contient donc 12 éléments finis dans la zone de couplage. La matrice S est donc carrée et de taille
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Fig. 5.5 – Les raies du spectre pondérées par leur pouvoir absorbant.
V cω
V aω
Fig. 5.6 – Les vecteurs propres associés aux modes du modèle de couplage dans le cas non condensé.
Le module de chaque coefficient complexe est représenté. On observe que certains vecteurs pos-
sèdent une partie V C quasiment nulle : ce sont des modes pour lesquels les atomes peuvent vibrer,
mais pas le maillage.
72 + 12 = 84. Nous allons étudier deux phénomènes qui altèrent la forme des ondes transmises.
Le premier phénomène que nous étudions concerne les dissipations. Les modes, qui sont trouvés
par le calcul des valeurs propres de S, ont l’expression ω2k = ρe
iθ. avec θ 6= 0[2π]. Dans ce cas
de figure, le seul mode valide est celui pour lequel la partie imaginaire est négative et ce dernier
est dissipatif. On a donc ω =
√
ρeθ/2+cπ avec c choisi de sorte que la partie imaginaire de ω soit
négative, soit encore ω = a+ ib avec b < 0. Ce mode engendre une solution de la forme :
V Aωke
−iatebt et V Cωke
−iatebt. (5.4)
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Fig. 5.7 – La représentation des modes du maillage 1D homogène, de la chaîne monoatomique,
et du modèle de couplage sous sa forme complète. Les bandes de fréquences où l’on constate
les réflexions sont également associées au longueurs d’ondes (l’équation de dispersion atomique
présentée en 2.5 a été utilisée).
La figure 5.5 présente les modes pour lesquels le pouvoir absorbant (valeur absolue de la partie
imaginaire) est le plus fort. On constate que les parties imaginaires calculées sont d’au plus 105, ce
qui forme un pouvoir dissipatif assez faible. En effet, pour obtenir une diminution de l’amplitude
d’un facteur de 4.10−5 = exp(−10) = exp(−105t), il faudrait que s’écoule un temps de l’ordre
de t = 10−4 seconde. On est bien loin de pouvoir justifier l’absorption observée à l’échelle des
simulations de dynamique moléculaire par cette approche. On considère donc dans la suite qu’il
n’y a pas de modes absorbants pour le cas non condensé.
A côté des effets dissipatifs, des phénomènes de transmission mode par mode peuvent altérer la
forme des ondes transmises. Ceci peut être constaté par l’analyse des vecteurs propre en séparant
la partie élément fini de la partie atomique. La figure 5.6 présente la matrice des vecteurs propres
normalisés associés aux modes de S. Dans cette représentation, le code de couleur représente le
module de chaque coefficient des vecteurs (compris entre 4, 76.10−18 - bleu - et 0, 95 - rouge). On
voit que ces derniers peuvent prendre des formes variées. Par exemple, certains vecteurs vont avoir
des coefficients nuls dans la partie éléments finis et ceci conditionne l’effet qu’une harmonique va
avoir sur le maillage. La figure 5.7 présente tous les modes compris entre les fréquences 1.1011
et 3.1013 radian par seconde pour le modèle de dynamique moléculaire, le modèle éléments finis,
et le couplage sous sa forme non condensée. Le spectre pour des fréquences plus basses ne nous
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intéresse pas puisque la longueur d’onde associée est nécessairement plus importante que la taille
de notre modèle (selon la courbe de dispersion (2.16) ou (2.19) ). Étant donné que la forme des
vecteurs propres influe sur la transmission des ondes au travers du couplage, nous utilisons une
mesure sur ce facteur. Comme nous l’avons déjà dit, chaque vecteur propre est décomposé en deux
parties, une partie atomique V Aω et une partie éléments finis V
C







Nous définissons le pouvoir de transmission d’un mode par :
T (ω) =
|| V Cω ||2
|| V Aω ||2
(5.6)
Ce choix de mesure est motivé par le fait que l’on désire évaluer comment les vibrations atomiques
vont être transmises au maillage et avec quel ratio. Sur le spectre du modèle de couplage, on
représente cette fonction de transmission lissée par un opérateur de Bézier. Les raies sont également
décomposées en deux couleurs, chacune associée à la norme d’un des deux vecteurs.
Comme nous l’avons déjà dit, la fréquence du mode de résonance du maillage est située en
3, 66.1012, ce qui est proche du mode de fréquence la plus importante du modèle couplé sans
condensation de la matrice de contrainte. On peut en déduire que si une onde composée d’harmo-
niques de fréquence plus importante que 5.1012 provient de la zone de dynamique moléculaire, elle
va stimuler la zone de couplage sur ce mode majeur. Cela concerne une bande de fréquence assez
importante qui va instantanément être convertie par le couplage et générer les réflexions (wave
scattering [43]). Ceci peut être observé sur la figure 5.7 à l’aide des zones à réflexion exprimées
sous forme de longueurs d’ondes relatives à la dispersion atomique. Si l’on s’intéresse au cas non
condensé, ce sont les modes A, B et C (c.f. figure 5.7) qui vont être le plus stimulés dans le cas
d’une stimulation dans la bande de fréquence où l’on observe des réflexions (c.f. figure 5.7) car
ce sont les seuls présents dans cette même bande de fréquence. De plus, le mode qui possède un
transfert suffisamment important pour stimuler les éléments finis est C (T (3, 43.1012) = 1.82) et
on peut ajouter comme argument supplémentaire que ce mode est très proche du mode de coupure
du maillage (3, 66.1012).
5.1.2 Étude de la condensation de la matrice de contrainte (H̃)
Le fait de condenser la matrice la matrice de contrainte H définie par (2.3) en une matrice H̃
change radicalement le taux de réflexion des ondes hautes fréquences. La figure 5.8 présente les
résultats obtenus pour une matrice de contrainte pleine et pour la matrice de contrainte condensée
où l’on peut voir que l’utilisation de la matrice de contrainte non condensée étend la cloche précé-
demment observée au domaine des fréquences supérieures à la fréquence de coupure du maillage.
Comme nous l’avons montré dans le chapitre (2), la condensation induit une force supplémen-
taire qui est proportionnelle à la valeur de la contrainte sur les vitesses. Cette force agit comme une
force de diffusion toujours dans la limite du régime linéaire des forces. Dans le cas d’une matrice
de contrainte non condensée, cela introduit des réflexions à hauteur de plus de 20%, tandis que la
condensation de la matrice de contrainte permet de descendre plus bas que 10% avec une bande de
fréquence plus réduite. De plus, comme le montre la figure (5.8), les intensités des taux de réflexion
diffèrent également avec la condensation. Ceci pourrait s’expliquer par la façon dont les modes du
système de couplage sont stimulés par une onde de fréquence donnée. Mais comme nous l’avons
dit dans la section (2.3.1), l’approche que nous avons prise ne considère aucun frottement, et c’est
pourquoi on ne peut déterminer l’intensité de stimulation de chaque mode pour une stimulation
de fréquence donnée. Ceci rend extrêmement difficile l’étude du transfert de la stimulation vers
116 Chapitre 5 – Résultats
les modes par notre modèle. Nous nous contenterons donc de faire une analyse spectrale similaire
à celle présentée dans la section précédente.
de la fréquence injectée
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Fig. 5.8 – Réflexion mesurée pour le passage d’un train d’onde local de la forme (5.1), en fonction
de la longueur d’onde. On présente sur la figure ces coefficients de réflexion pour les choix possibles
pour la matrice de contrainte condensée et non condensée.
On rappelle qu’avec l’hypothèse de condensation, on utilise une équation de mouvement mo-
difiée qui est donnée en (2.38), et on étudie les valeurs propres de la matrice S̃ définie en (2.39).
Nous rappelons que dans le cas d’une intégration en temps discrète, la valeur de la contrainte à









qui peut être assimilé à une convolution temporelle. On s’intéresse donc à la matrice Q définie en
(2.34), et notamment à ses valeurs propres qui vont garantir la convergence de « l’historique ».
Par le terme historique on comprend l’influence des valeurs de la contrainte sur les vitesses pour
tout les pas de temps précédants le temps de simulation actuel (c.f. section 2.3.2). Avec une valeur
de pondération du premier élément de 10−3 comme suggéré dans [48], les valeurs propres de la
matrice Q sont contenues dans l’intervalle [1.234.10−16, 9.990.10−01] ce qui assure une convergence
moyenne. Cette information est importante, car comme nous l’avons vu, l’influence d’une contri-
bution de l’historique au pas de temps i est pondérée par Qj−i avec j le pas de temps courant.
De plus, l’étude présentée dans la section 5.4.2 considère le comportement continu dans le temps,
ce qui a pour effet de réduite l’effet de l’historique. En d’autres termes, si la convergence est trop
lente, ce que nous révélera l’étude continue ne sera probablement pas en corrélation avec la réalité
des simulations intégrées avec un pas de temps fini. Pour atteindre une atténuation d’un facteur
10−5 d’une contribution de l’historique, il faudra 24060 pas de temps.
La figure 5.9 présente le spectre obtenu dans ce cas par calcul des valeurs propres de la matrice
S̃. On présente le pouvoir absorbant des modes sur la sous-figure (a). On constate la présence de
modes avec un niveau absorbant très important. En effet, le pouvoir absorbant maximal est de
l’ordre de 1010. Par le même calcul que précédemment, on constate que pour obtenir une diminution
de l’amplitude d’un facteur de 10−5, il ne faut plus qu’un temps de l’ordre de 106 femto secondes ce
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Fig. 5.9 – Présentation du spectre obtenu pour la matrice S̃ qui modélise le cas pour une ap-
plication de la contrainte avec une matrice condensée et une pondération du premier noeud de
maillage prenant la valeur 10−3. Les fréquences présentées sont dans l’intervalle [1.1011, 3.1013].
La figure (a) présente la partie imaginaire en fonction de la partie réelle des modes et donc le
pouvoir absorbant de ces derniers. La figure (b) présente le pouvoir de transmission de chacun des
modes.
qui est désormais plus de l’ordre des simulations de dynamique moléculaire. Néanmoins, les modes
concernés sont de très basse fréquence. La sous-figure (b) présente le pouvoir de transmission des
modes. Contrairement au spectre du cas non condensé, on a ici déplacé fortement le spectre pour
avoir des modes de très haute fréquence. Ceci implique directement qu’une stimulation de haute
fréquence va stimuler ces modes et non plus les modes plus bas, très proches de la fréquence
de résonance du maillage. De plus, la plupart des modes de haute fréquence ont un pouvoir
de transmission très faible. Autrement dit, on autorise les atomes à vibrer dans cette plage de
fréquence, sans pour autant transmettre une dynamique au maillage ; en d’autres termes, on filtre
« proprement » cette plage de fréquence. Ceci explique pourquoi la condensation de la matrice de
contrainte permet d’absorber les hautes fréquences et ainsi éviter les réflexions. Toutefois, la plage
de fréquence qui reste problématique est située autour de la fréquence de résonance du maillage
car c’est précisément à cet endroit que le pouvoir de transmission augmente fortement.
5.1.3 Étude de la pondération du premier élément du couplage
Nous avons parlé dans la section 2.3 de la pondération des DDLs aux conditions limites. Les cas
étudiés jusqu’à présent sont tels qu’aucun atome n’est positionné exactement sur la frontière du
recouvrement, évitant ainsi une pondération nulle pour les atomes. En revanche, pour le premier
noeud du maillage, on doit choisir une valeur de pondération qui soit non nulle. Pour l’instant, on
a considéré un coefficient de 10−3 comme le suggéraient les auteurs de [48]. Mais l’étude suivante
va montrer que la valeur de ce dernier influe fortement sur les capacités d’absorption du modèle de
couplage. En effet, on peut le constater à l’aide des mesures des coefficients de réflexion obtenues
en faisant varier les valeurs de la pondération. Toujours sur le cas test de la chaîne atomique
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Fig. 5.10 – Coefficient de réflexion mesurés pour le passage d’un train d’onde local de la forme
(5.1), en fonction de la longueur d’onde. On présente les résultats obtenus pour un pas élément
finis h = 6r0. Les différentes courbes représentent les résultats pour des valeurs de la pondération
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Fig. 5.11 – Maximum de réflexions en fonction de la pondération du premier noeud éléments
(échelle logarithmique).
avec 72 atomes dans le recouvrement et un maillage éléments finis de pas h = 6r0, on mesure
les réflexions pour les valeurs suivantes des poids du premier élément : 1.10−10, 1.10−5, 1.10−3,
1.10−2 et 1.10−1. Pour se donner un élément de comparaison, le poids du deuxième noeud élément
fini vaut h/R = 6r0/72r0 = 0.083. La figure 5.10 présente les résultats numériques obtenus. Une
pondération de 10−10 induit des réflexions maximum de plus de 16%, tout comme c’est le cas pour
une pondération de 10−1. Les pondérations 10−5, 10−3, 10−2, induisent quant à elles au maximum
10% de réflexion. La figure 5.11 présente les maximum de réflexion en fonction du poids attribué
au premier noeud du maillage. On remarque également que la position des maximum de réflexion
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pondération valeur propre valeur propre taille de
du 1er noeud minimale maximale l’historique
1.10−10 1, 885.10−16 0, 9999999999 2, 40.1011
1.10−08 4, 130.10−17 0, 99999999 2, 40.1009
1.10−07 7, 181.10−18 0, 9999999 2, 40.1008
1.10−06 7, 174.10−18 0, 999999 2, 40.1007
1.10−05 3, 548.10−17 0, 99999 2, 40.1006
1.10−04 3, 870.10−17 0, 9999 2, 40.1005
1.10−03 1, 234.10−16 0, 99904 2, 40.1004
1.10−02 3, 277.10−16 0, 9906 2, 44.1003
5.10−01 1, 683.10−16 0, 9565 5, 18.1002
1.10−01 7, 251.10−17 0, 9206 2, 78.1002
Fig. 5.12 – Les valeurs propres maximale et minimale de la matrice Q en fonction de la pondération
du premier noeud du recouvrement. La taille de l’historique est également présentée en nombre de
pas de temps nécessaire pour obtenir un facteur 10−10.












et pour différentes valeurs de pondération
Pouvoir absorbant en fonction de la fréquence









Fig. 5.13 – Le pouvoir de transmission obtenu, avec une échelle logarithmique pour les fréquences,
mais pas pour le pouvoir de transmission. Les valeurs sont lissés par un opérateur de Bézier. Les
différentes courbes présentent les résultats obtenus pour différentes pondérations du premier noeud
du maillage et pour le cas non condensé comme élément de comparaison.
sont déplacés en fonction de ce paramètre.
En suivant la théorie donnée pour la condensation de la matrice de contrainte, on doit dans
un premier temps s’intéresser aux valeurs propres de la matrice Q qui conditionnent l’importance
de l’historique. Le tableau 5.12 présente les valeurs propres maximales et minimales (en module)
obtenues pour différentes valeurs de la pondération du premier noeud du maillage. On observe
donc un comportement décroissant en fonction de ce paramètre de l’importance de l’historique.
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Il est important de noter que notre étude faisait tendre le pas de temps vers 0 pour obtenir le
comportement continu en temps. Pour atteindre un temps t, on peut donc jouer sur le pas de temps
pour minimiser l’importance de l’historique. Maintenant, si on considère un pas de temps fixe, plus
l’historique est négligeable, et plus la force résiduelle est négligeable également. Le tableau 5.12
montre une dépendance directe entre la valeur propre maximale et la valeur de la pondération du
premier noeud du maillage. Ceci explique les variations obtenues par changement de ce paramètre.
De plus, sur la figure 5.13, on présente le pouvoir de transmission en fonction de la fréquence pour
les différents paramètres. On montre par exemple, qu’une pondération de 10−3 induit une seconde
zone de transmission sur les hautes fréquences par comparaison au cas de pondération 10−2.
Pour conclure cette partie sur l’étude fréquentielle en dimension 1, nous pouvons affirmer que
nous contrôlons plus finement les phénomènes en jeu dans le couplage. Nous avons vérifié que
l’approche de la condensation de la matrice de contrainte apportait des forces avec une prise en
compte variable de l’historique en fonction de la pondération du premier noeud du recouvrement.
En revanche, si on observe des modifications du spectre et du facteur de transmission en fonction
de ce paramètre, ces résultats ne permettent pas dans l’état actuel de dire exactement pourquoi
on observe ces modifications. De plus, notre approche théorique ne permet pas de comprendre les
différences d’amplitudes mesurées.
Malgré tout, on observe nettement que la zone problématique est directement liée au pas h des
éléments finis, puisque c’est lui qui fixe la fréquence de résonance du maillage. Or, nous avons vu
que c’est systématiquement autour de cette fréquence que l’on observe les réflexions. On pourra
donc adapter la taille des éléments finis en fonction du problème que l’on souhaite étudier et des
fréquences qu’il va générer.
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5.2 Propagation d’ondes
5.2.1 Cas d’un cristal d’argon en dimension 2
Fig. 5.14 – Cas d’une propagation d’onde en dimension 2. Le
code de couleur représente la norme du déplacement des DDLs.
Nous modélisons un cris-
tal d’argon en dimension deux.
La maille cristalline utilisée est
de taille 1, 225 Å × 2, 12 Å
avec deux atomes par maille
(c.f. Fig. 5.16). Le potentiel est
celui de Lennard Jones avec
ǫ = 1, 657.10−21 Joules et σ =
0, 11.10−9 mètres. Le domaine
de simulation est présenté sur
la figure 5.14. La zone atomique
est la zone centrale qui est un
carré de coté 350 Å. Les condi-
tions limites sont périodiques
selon l’axe X tandis que deux
maillages apportent la condi-
tion limite selon l’axe Y via la
Bridging Method et une zone
de recouvrement de 62 Å. Ces
deux maillages sont tous deux
de taille 350 Å × 212 Å.
Nous présentons les résultats
obtenus sur un cas de propa-
gation d’ondes de compression
qui traversent la zone de cou-
plage. Pour cela, on initie le domaine par un champ gaussien de déplacement de la forme
A.exp(−(|| x || −r)2/τ) avec r un rayon choisi, τ un paramètre qui fixe le diamètre de la gaussienne
et A une amplitude. Dans notre cas test, on considère r = 87 Å, τ = 30 Å et A = 10−3 Å.L’onde
se propage alors vers l’extérieur où elle devra en partie traverser le recouvrement. La figure 5.15
t = 10000dt t = 15000dt t = 20000dt
Fig. 5.15 – Trois étapes de la simulation sur 20000 pas de temps.





Fig. 5.16 – Maille utilisée pour le cristal d’argon en dimension 2.













en fonction de la taille du recouvrement






















Taille du recouvrement en
Fig. 5.17 – Partie énergétique contenue dans la zone atomique après 20000 pas de temps en
fonction de la taille du recouvrement choisie.









































Taille des éléments en distance inter−atomique
gaussienne de largeur de bande de 67 Å
Fig. 5.18 – Partie énergétique contenue dans la zone atomique après 20000 pas de temps en
fonction de la taille des éléments choisie.
présente l’évolution de la simulation au cours du temps. On observe alors la traversée de l’onde et
les réflexions d’ondes à l’interface. On a voulu quantifier l’influence de la taille du recouvrement.
Ceci est présenté par la figure 5.17 où l’on illustre le taux d’énergie cinétique réfléchie dans la
zone atomique en fonction de la taille du recouvrement. Pour cela, on a calculé une simulation
de dynamique moléculaire avec conditions limites périodiques afin de comparer l’écart de cette
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solution avec la solution multi-échelles. Sur la figure 5.18, on présente les résultats de réflexion
d’ondes liées à la taille des éléments finis utilisés.
On voit une fois de plus la confirmation de l’étude 1D : les réflexions d’ondes dépendent de la
taille des éléments et de la taille du recouvrement. La taille du recouvrement influe sur l’amplitude
des réflexions tandis que la taille des éléments joue sur les fréquences réfléchies. D’un autre coté, la
taille du recouvrement détermine la zone tampon pendant laquelle les fréquences seront absorbées.
Une étude analytique semble donc préférable pour se faire une idée précise des paramètres judicieux
pour un cas test donné. Pour cela, une généralisation de l’étude des modes propres du chapitre
5.4.2 pour les dimension 2 et 3 est requise et fait partie des perspectives de ce travail de thèse.
5.2.2 Cas d’un cristal de cuivre en dimension 3
Fig. 5.19 – Présentation du cas de propagation d’onde
3D sur un cristal de cuivre.
Nous avons également effectué des
tests de propagation d’ondes sur un cas
tridimensionnel. Pour cela, nous avons
choisi de modéliser un cristal de cuivre
en configuration cubique face centrée avec
une maille de taille 3.6150 Å. Pour cela
nous utilisons le potentiel EAM tabulé.
Les détails concernant le potentiel utilisé
peuvent être trouver sur la figure (5.21).
La configuration du cas test est pré-
sentée par la figure 5.19. L’échantillon est
un pavé de dimensions 300 Å × 600 Å
× 144 Å. La zone atomique est consti-
tuée de 1 024 000 atomes, ce qui forme
un pavé de taille 300 Å × 300 Å × 144
Å. Les deux zones éléments finis sont pla-
cées respectivement « au dessus » et « au
dessous » de la zone atomique (selon l’axe
Y ). Dès lors, on se fixe des conditions li-
mites périodiques pour la zone éléments
finis et la zone atomique pour les direction
X et Z. Finalement, ce cas correspond au
cas 2D présenté auparavant pour lequel
on a donné une dimension de profondeur
à l’échantillon, et pour lequel on a changé
le potentiel. Les deux maillages possèdent
9 216 éléments et 10 625 noeuds chacun.
La figure 5.20 présente l’évolution de la si-
mulation en fonction du temps. On peut
observer que l’onde se propage convenablement à travers le maillage. En revanche, les conditions
limites périodiques ont détérioré l’onde très rapidement, d’abord selon l’axe Z, puis selon l’axe
X. Il en résulte une apparence « carrée » de l’onde du fait des interférences produites par « les
rebonds » avec les bords de l’échantillon. Ceci nous amène naturellement par la suite à considérer
des domaines de couplage ellipsoïdaux afin de transmettre via le couplage un maximum d’énergie
sans que ces dernières ne « parasitent » la simulation comme on vient de le voir.
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Fig. 5.20 – Évolution d’une simulation multi-échelle de la propagation d’une onde gaussienne de
largeur de bande 30 Å dans un cristal de cuivre. Le code de couleur représente le déplacement des
DDLs compris entre 0 et 5.10−4 Å.
5.3 Propagation d’une fissure
5.3.1 Cas du cristal d’argon en dimension 2
Nous présentons ici un cas de propagation d’une fissure avec des conditions limites mélangées
(voir la figure 5.22). Nous avons une zone atomique rectangulaire de 300 Å par 600 Å constituée
de 135 000 atomes d’argon modélisés comme un cristal parfait de même nature que celui utilisé
pour le cas de propagation d’ondes 2D. La condition limite selon l’axe X est périodique tandis
que deux zones de recouvrement plan sont employées comme conditions limites du domaine de
dynamique moléculaire sur l’axe Y . Une occlusion ellipsoïdale (grand axe de 50 Å et petit axe
de 2,5 Å) est introduite au centre du modèle atomique. Le domaine de la mécanique continue est
discrétisé par un maillage de 2901 noeuds et 5510 éléments. Ses conditions aux limites gauches et
droites consistent à maintenir à zéro la composante X du champ de déplacement, tandis que pour
les conditions aux limites du dessus et du bas, on applique une traction à vitesse constante. Afin
d’accélérer la propagation de la pointe de fissure, nous initialisons les vitesses de tous les DDLs
(dynamique moléculaire et éléments finis) pour qu’elles forment un gradient linéaire dépendant de
la position Y .
Pendant la simulation, un plan de glissement est créé depuis la pointe de fissure avec un angle
de 70 degrés. L’intensité du glissement grandit constamment tandis que la contrainte du matériau
augmente avec un maximum sur la pointe elle-même. Puis une relaxation se produit (à environ
20000 pas de temps) et la propagation de la fissure commence. La fissure se propage alors le long
du plan de glissement. La simulation s’arrête quand les discontinuités du champ de déplacement
atteignent le recouvrement. Cette évolution est illustrée sur la figure 5.23. Ce cas test présente
des résultats physiques qu’il faut encore étudier. Néanmoins, la direction que prend la pointe
de fissure suit les dislocations ce qui semble correct et toute la chaîne informatique fonctionne
convenablement y compris le traitement des migrations atomiques entre les processeurs. Plusieurs
études restent à mener, comme par exemple une poursuite de la pointe de la fissure qui permettrait
de mesurer la vitesse de propagation et de mesurer l’intensité de la contrainte sur la pointe. Il
faudrait également essayer de visualiser les dislocations par un critère de centro-symétrie.
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Fig. 5.21 – Le potentiel de EAM dit « tabulé » utilise la formule pour l’énergie potentielle suivante :
E = 12
∑
i6=j V (rij) +
∑
i F (ρi), où F est une fonction embarquée, ρi est la densité électronique
de l’atome i, et V est un potentiel d’interaction à deux corps choisi. La densité électronique d’un
atome est évaluée par la formule ρi =
∑
j φ(rij). Pour notre étude du cuivre, nous avons utilisé
les fonctions ci dessus. La figure (a) donne la fonction embarquée, (b) présente comment varie la
densité électronique en fonction de la distance, et (c) présente le potentiel d’interaction à deux
corps. Toutes ces fonctions sont calibrées pour le cuivre à 0 Kelvin en configuration cubique face
centrée.
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Fig. 5.22 – Un cas de propagation de fissure : le pas de temps de simulation est de 0.1 nano-seconde,
et 50000 pas de temps ont été calculés sur 36 processeurs.
Fig. 5.23 – Évolution de la fissure au cours de la simulation.
5.3.2 Cas d’un cristal de cuivre en dimension 3
Nous présentons ici un cas tridimensionnel de propagation d’une fissure. On choisira une géo-
métrie de la zone atomique telle que l’on aura pas besoin dans ce cas de se fixer de conditions
limites périodiques et on évitera les effets parasites qui ont été constatés pour le cas de propaga-
tion d’ondes de la section 5.2.2. La figure 5.24 présente une coupe du modèle afin que l’on puisse
comprendre comment ce dernier fut conçu. La zone atomique est ici une ellipsoïde dont les axes
sont de taille 250 Å, 180 Å et 180 Å pour l’axe X, Y et Z respectivement. Cette dernière contient 2
829 575 atomes de cuivre dont les interactions sont simulées par le potentiel EAM tabulé présenté
par la figure 5.21. Le « penny crack » est créé en retirant les atomes contenus dans une ellipsoïde
dont les axes sont de tailles 25 Å , 1.8 Å et 1.8 Å pour les axes X,Y,Z respectivement. La zone de
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mécanique des milieux continus est un cube de coté L = 2000 Å dans lequel on a ôté une ellipse
dont les axes sont 200 Å, 144 Å et 144 Å. Le raffinement est très important au centre avec une
zone où le pas des éléments finis est constant. Cette zone est le double de la zone de recouvrement
afin de donner « une zone tampon » à la sortie du recouvrement pendant laquelle les ondes se
propage selon une loi de dispersion fixée. La zone de mécanique des milieux continus comporte
575 679 éléments et 92 814 noeuds. Tout comme dans le cas 2D, nous avons initié un champ de
vitesse dans tout le matériau afin d’accélérer la propagation de la fissure et il s’agit à nouveau d’un
gradient de vitesse selon la direction Y. Les valeurs maximales sont celles données aux surfaces
(x,-L,Z) et (x,L,Z) et ont comme valeur absolue 1, 5.10−3 Å ps−1. La figure 5.24 illustre également
la situation de ce gradient de vitesse après quelques pas de temps de simulation. Tout au long de
la simulation on va maintenir un déplacement de vitesse constante de manière à faire accroître la
contrainte dans tout le matériau.
Nous sommes particulièrement fiers de cette simulation qui a mis en avant des failles de ro-
bustesse de notre implémentation (que nous avons corrigées) dans un contexte de manipulation
de gros volumes de données parallèles et tout particulièrement face à la gestion des migrations
atomiques. Particulièrement, les migrations atomiques ont été la source de nombreux problèmes
mémoires. Une autre difficulté concernait les écritures sur disques qui ont dues être améliorées
(opération de compression) afin de ne pas pénaliser l’avancée de la simulation et de réduire les
fichiers de sauvegarde. Enfin, suite aux nombreux arrêts du programme, nous avons implémenté
une fonctionalité permettant de redémarrer une simulation sauvée sur fichier, éventuellement en
changeant la décomposition de domaine. Pour cela nous avons choisi un format sur la base de
XML. Les données physiques à proprement parler doivent être analysées tout comme le cas 2D,
afin de mesurer les propriétés de la pointe de fissure ainsi que les dislocations générées. Unique-
ment sur les quelques cas tests présentés, on perçoit encore de nombreuses perspectives d’étude
physique.
Fig. 5.24 – Coupe de l’échantillon de cuivre dans le cas d’une simulation multi-échelles pour l’étude
de la propagation d’une fissure en 3D (« penny crack »). Le éléments du maillage ont été réduits
de manière à mettre en évidence son raffinement. Sur la droite, on présente une vue rapprochée
de la zone de couplage où le raffinement de maillage est le plus important.
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5.4 Performance et scalabilité
5.4.1 Étude de performances sur le cas 2D de propagation de fissures.
Pour le cas de la propagation de fissures en 2D présenté à la section 5.3.1, nous avons étudié les
temps de calcul des différentes étapes de la simulation couplée sur une grappe d’Opterons de 2.2
GHz connectés par un réseau Myrinet 2000 conduit par le driver MX (IBM eServer 325) (Grid5000
Bordeaux [73]). On rappelle que ce cas test contient 135 000 atomes d’argon, 2901 noeuds et 5510
éléments.
La figure 5.25 présente le temps des différentes opération de la simulation sur 36 processeurs. Les
décompositions de domaines utilisées pour ces mesures sont des décompositions en macro-boîtes
avec des volumes minimaux de communication entre les processeurs tandis que les décompositions
utilisés pour les maillages dépendent uniquement de propriétés des maillages ainsi que du par-
titionneur de graphe METIS [72]. Dans ces différentes mesures, nous augmentons le nombre de
processeurs dédiés à la dynamique moléculaire. Le nombre total de processeurs est fixé à 36 et
on ajuste donc le nombre de processeurs dédiés aux éléments finis. Nous avons mesuré le temps
cumulé sur 100 pas de temps pour toutes les tâches de calcul (voir section 3.1). A partir de ces
mesures, nous présentons le temps maximal par sous-tâche sur l’ensemble des processeurs. Il faut
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Fig. 5.25 – Le temps maximal pour chaque sous tâche est présenté. Les distributions de dyna-
mique moléculaire sont en macro-boîtes avec des volumes minimaux de communication entre les
processeurs : pour n’importe quel sous domaine atomique, la section selon l’axe Y n’est jamais
plus grand que deux fois la section selon X.
lire de gauche à droite ou bien de droite à gauche selon que l’on considère les processeurs dédiés à
la dynamique moléculaire ou les processeurs dédiés aux éléments finis. C’est pourquoi on observe
que la courbe de la tâche TAS de dynamique moléculaire décroît avec le nombre de processeurs
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qui lui sont assignés et inversement pour la courbe relative au modèle d’alasto-dynamique TCS . La
troisième courbe est le temps maximal, pour tout les processeurs confondus, passé dans la tâche
de couplage TRC .
Pour le domaine d’élasto-dynamique, nous pouvons déjà constater qu’il n’est pas utile d’utiliser
plus que 16 processeurs du fait du faible nombre de DDLs utilisés.
On voit très nettement que les solutions où 16 et 20 processeurs sont utilisés en dynamique
moléculaire sont assez proches en termes de performance avec cependant un temps de couplage
plus important pour le cas 16. Le couplage introduit des phénomènes plus complexes que nous
mettrons en évidence via la figure 5.26. Remarquons que le temps nécessaire pour construire le
RHS ou corriger les DDLs est toujours plus important pour des processeurs associés aux éléments
finis car ils doivent accéder aux DDLs, à la ShapeMatrix et faire les corrections des DDLs ce qui
nécessitent des accès en mémoire aléatoires. On voit également que pour la pluspart des cas, le
temps de communication est négligeable par rapport aux autres tâches.
Les considérations géométriques sont importantes dans le procédé de placement car elles affectent
les temps de simulation. Le bi-partitionnement de graphe [71] récursif employé pour construire
des partitions peut conduire à des situations géométriques peu adaptées. Nous aborderont ce sujet
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Fig. 5.26 – Temps maximal d’une étape de couplage décomposée selon les différentes tâches.
5.4.1.1 Surcoût du couplage
Analysons maintenant plus finement les performances du coupleur. Nous désirons pour cela
détailler les temps associés aux différentes tâches du couplage. La figure 5.26 présente les diffé-
rents temps associés à la tâche de couplage sous la forme d’un histogramme cumulé. L’axe vertical
identifie différentes décompositions de domaines et l’axe horizontal est gradué en secondes. Les
tâches sont empilées dans l’ordre suivant : la construction des contributions locales au second
membre (TRC (1a, 1b)) ; la réduction permettant de construire le second membre complet (T
R
C (2)) ;
l’inversion du système de contrainte (TRC (3)) ; et enfin la correction des DDLs locaux (T
R
C (4a, 4b)).
Sur la figure 5.26, on voit un comportement anormal concernant les coûts des corrections des
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DDLs. Ceci peut s’expliquer par l’analyse des partitions comme nous allons le voir. Dans le cas
présenté sur la figure 5.27, les nombres de DDLs couplés attribués aux processeurs 9 et 0 sont trop
grands, attribuant trop d’inconnues (atomes) au système de contraintes. Dès lors, la distribution
de la charge n’est pas correctement équilibrée sur les processeurs dédiés aux éléments finis. Cela
complexifie également le schéma de communication de la redistribution. En comparaison, la dis-
tribution sur 20 processeurs bénéficie d’un meilleur équilibrage de charge sur les noeuds éléments
finis.
Fig. 5.27 – Distribution dans le cas où 16 et 20 processeurs sont dédiés à la dynamique moléculaire.
Il faut noter que seul le maillage au dessus de la zone atomique est représenté mais un autre maillage
est utilisé sur la zone inférieur et pour lequel la décomposition de domaine est similaire.
Le placement des sous domaines sur les processeurs n’est pas trivial si on veut minimiser les
communications globales et équilibrer la charge au mieux. Ceci fait partie des perspectives de ce
travail de thèse. Toutefois, nous donnerons une piste à ce sujet dans la section 5.4.3.
5.4.2 Étude de performances sur le cas 3D de propagation d’ondes.
Pour le cas de propagation d’ondes dans l’échantillon 3D, nous avons utilisé la même grappe
de processeurs. Mais nous avons utilisé 48 processeurs au lieu de 36. On rappelle que le modèle
tel qu’il a été conçu possède 1 024 000 atomes dans la zone atomique pour deux maillages de 9216
éléments et 10625 noeuds chacun. Il existe donc un déséquilibre assez important de par la structure
de ce cas.
De manière similaire au cas de propagation de fissure 2D, nous avons voulu connaître la
meilleure répartition entre les deux codes par une étude exhaustive. La figure 5.28 présente les
résultats obtenus avec deux courbes supplémentaires : le temps d’attente de synchronisation aux
différentes étapes d’un pas de temps, et le temps total qui est la somme de toutes les autres me-
sures. Le total exprime donc un majorant absolu du temps mis par la simulation pour effectuer
un pas de temps couplé.
On observe naturellement une forte prédominance du temps de calcul pour la simulation de
dynamique moléculaire du fait de la différence du nombre de DDLs à manipuler pour les tâches
standards TCS et T
A
S . En revanche, on observe que le temps de couplage et le temps d’attente
sont corrélés. Ceci est dû au fait que les étapes de couplage dans notre implémentation actuelle





































Nombre de processeurs dédiés à la dynamique moléculaire
Waiting
Total









Fig. 5.28 – Temps maximal d’une étape de couplage décomposée selon les différentes tâches pour
le cas de propagation d’onde 3D.
s’effectuent en séquentiel. La conséquence est donc que pour le calcul des interpolations nécessaires
à la construction du RHS (TRC (1b)), et pour la correction effective des DDLs associés au noeuds
éléments finis (TRC (4b), on ne peut solliciter que les processeurs qui possède la ShapeMatrix à savoir,
dans notre implémentation actuelle, les processeurs dédiés aux éléments finis. De plus, le temps
de couplage croît globalement lorsque le nombre de processeurs dédiés aux éléments finis décroît.
Ceci confirme une fois de plus que la partie la plus importante du poids de calcul du couplage est
exécuté sur les processeurs assignés aux éléments finis.
On peut donc dégager l’idée suivante : le temps d’attente dans ce cas (en terme de déséquilibre)
est fortement lié à trois phénomènes. Le premier est dû au fait que l’algorithme est fortement
couplé, soit à la fin du pas de temps, soit par la tâche TRC (2) qui nécessite une communication
entre les processeurs qui participent au couplage, soit par les deux. Étant donné que la dynamique
moléculaire coûte bien plus que le modèle éléments finis dans ce cas précis, les processeurs dédiés
aux éléments finis vont souvent attendre les processeurs dédiés à la dynamique moléculaire. Le
deuxième phénomène vient du fait que le coût de calcul pour le couplage provient essentiellement
des tâches (TRC (1b)) et (T
R
C (4b)). Encore une fois, seuls les processeurs possédant la structure
ShapeMatrix peuvent effectuer ce calcul, et ce sont les processeurs éléments finis qui en ont la
tâche dans l’implémentation du couplage que nous avons réalisé. Le troisième phénomène tient au
fait que, comme dans le cas 2D de propagation de fissure présenté en 5.3.1, les partitions peuvent
être telles que certains processeurs éléments finis ne participent pas au couplage et donc attendent
la synchronisation de fin de pas de temps. Deux de ces points peuvent être confirmés par la figure
5.29. Le premier point est montré par le temps d’attente maximal à la barrière placée au début
du couplage ; ce temps est clairement lié au temps que passent les processeurs éléments finis à
attendre les processeurs de dynamique moléculaire avant de commencer la tâche de couplage.
Concernant le deuxième point, on voit une corrélation importante entre le temps de calcul des
tâches TRC (1b) et T
R
C (4b) et à celle placée à la fin de T
R
C (2) d’une part, et la barrière placée à la













































Fig. 5.29 – Temps d’attentes et temps de calcul pour les tâches TRC (1b) T
R
C (4b).
fin du couplage d’autre part. Ceci nous montre que le temps nécessaire à TRC est effectivement
dépendant de l’utilisation de la ShapeMatrix. Le troisième point est plus complexe, car il influe
sur les temps d’attente liés à l’utilisation d’une partie des processeurs disponibles pour faire les
tâches TRC (1b) et T
R
C (4b).
Afin d’améliorer ces temps d’attente, on peut altérer les partitions de maillage. On peut égale-
ment dupliquer la ShapeMatrix, mais cette opération demandera d’étendre le protocole de main-
tient de la cohérence du système de contrainte par rapport aux migrations atomiques. Ceci va
considérablement complexifier la partie liée aux migrations atomiques et demandera d’implémen-
ter une redistribution de la ShapeMatrix bien plus complexe que celle actuellement utilisée pour de
simples vecteurs. Enfin on peut choisir de placer plusieurs processus ou « threads » simultanément
sur un même processeur pour laisser à la charge du système d’exploitation le contrôle de l’ordon-
nancement des différents flux d’exécutions concurrents. Nous nous sommes intéressés uniquement
à la première idée, ce que nous allons aborder dans la prochaine section.
5.4.3 Amélioration proposée pour un meilleur partitionnement
A cause de la stratégie de décomposition de domaines imposée par les codes de dynamique
moléculaire, nous devons partitionner le maillage en conséquence afin d’atteindre un équilibrage
des calculs sur les processeurs tout en minimisant le volume de communication. Ceci pourrait
être fait en utilisant un graphe pondéré qui tienne compte des communications requises par la
redistribution. Le couplage serait représenté par un graphe : les sommets de ce graphe sont les
noeuds du maillage élément finis ainsi que tous les atomes. Une arête existe entre deux sommets
si :
– ces deux sommets sont déjà des noeuds du maillage éléments finis d’un même élément ;
– un des sommet est un noeud dont au moins un des éléments adjacents contient l’autre
somment qui est un atome.
Ces conditions représentent les dépendances de la simulation globale. Mais, une fois de plus, nous ne
pouvons pas changer la distribution des atomes qui est contrainte à un placement dans des macro-
étape 2 étape 3étape 1
Fig. 5.30 – Présentation des étapes de construction du graphe de représentation du couplage.
boîtes. Dès lors, on ne peut pas utiliser ce graphe pour obtenir un placement via un partitionneur de
graphe classique. Comme argument supplémentaire on peut citer la taille démesurée que prendrait
le stockage d’un tel graphe. On va donc choisir une distribution du modèle atomique puis condenser
le graphe précédent de la manière suivante : tout noeud représentant un atome va être fusionné
avec les autres noeuds atomiques qui sont dans la même zone qui lui. Les arêtes également sont
fusionnées. La figure 5.30 illustre le procédé de construction et de condensation de graphe que l’on
devrait utiliser. A gauche on voit la situation d’un triangle qui contient des atomes placés sur deux
processeurs différents. Le graphe complet (présenté au centre de la figure) relie par un lien logique
chaque noeud du maillage éléments finis à chaque atome contenus par un élément adjacent. Puis
on condense ce graphe en regroupant en un même sommet tous les atomes placés sur un même
processeur. Ce graphe condensé est présenté à droite sur la figure 5.30.
L’utilisation d’un partitionneur sur ce graphe produira des partitions avec des contours adaptés
aux frontières des macro-boîtes. La figure 5.31 présente une partition de maillage fournie par cette
stratégie. La mise en oeuvre et la validation effective de cette technique font partie des perspectives
de ce travail de thèse.
Fig. 5.31 – Graphe partitionné pour 4 processeurs associés à la dynamique moléculaire.





Pour conclure ce travail, nous commençons par un bilan général. Après une étude approfondie,
nous avons choisi la Bridging Method pour coupler un modèle de dynamique moléculaire et un
modèle de mécanique des milieux continus en formulation Lagrangienne. En effet, cette méthode
de couplage s’avère assez souple pour être utilisée avec des polycristaux ou des amorphes. Nous
avons montré que la formulation actuelle de la méthode possède des disfonctionnements lorsque
l’on utilise des potentiels d’interaction pour lesquels le rayon de coupure est étendu au delà de
la simple distance inter-atomique. Après avoir essayé sans succès des fonctions de pondération
distinctes, nous avons proposé une modification de la méthode qui consiste à négliger une partie
de l’expression des forces pour chacun des deux modèles. Néanmoins, nous avons pu borner l’effet
de cette approximation par un terme dépendant de la taille du recouvrement. Désormais, les
simulations manipulant de tels potentiels sont stables. Par la suite, nous avons travaillé uniquement
sur cette nouvelle formulation.
Nous nous sommes ensuite intéressés à la problématique principale des méthodes de couplage
multi-échelles : la transmission des ondes au travers de la zone de couplage. Dans un contexte
unidimensionnel, nous avons commencé par étudier les phénomènes mis en jeux lors du transport
des ondes sur chacun des deux modèles que nous avons considérés. Nous avons pu mettre en
avant le fait que les ondes se propagent selon une loi qui lie la fréquence et la longueur d’onde
(relation de dispersion) qui est non linéaire dans le cas discret que nous considérons. Or, cette
relation diffère entre les deux modèles considérés. De plus, dans le cadre des éléments finis avec
un maillage homogène, on a montré que la différence entre les relations de dispersion s’accentuent
d’autant plus que l’on augmente la taille du pas h des éléments finis. Ceci met en avant un point
important : les ondes ne se propagent pas de la même façon dans les deux modèles. Pourtant, nous
voulons « forcer » ces dernières à transiter de manière transparente d’un modèle à l’autre.
Nécessairement, la zone de recouvrement va modifier considérablement les ondes et nous avons
proposé un formalisme d’étude du couplage permettant de comprendre les modifications appor-
tées sur les ondes. Avant tout, il fallait déterminer ce qui induit des réflexions d’ondes ainsi que
l’absorption dissipative. Nous avons donc eu une démarche d’analyse du schéma d’intégration sous
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contrainte en faisant tendre le pas de temps vers 0. Nous pouvons alors déterminer quel est le
système résolu de manière continue dans le temps via une nouvelle équation du mouvement. De
plus, nous avons étudié plus finement l’effet de la « condensation de la matrice de contrainte »
afin de déterminer l’effet que donne cette opération sur le système résolu effectivement. Il est très
remarquable de noter que la contrainte n’est pas tout à fait satisfaite suite à cette condensation,
et la propriété 2.3.1 que nous avons mise en avant montre que la condensation de la matrice
de contrainte induit une force supplémentaire. Cette dernière est fonction de l’évaluation de la
fonction de contrainte aux différents pas de temps.
Cette nouvelle équation du mouvement a pu être étudiée comme un problème aux valeurs
propres généralisées. Nous avons donc exhibé les modes de la zone de couplage. Dans la partie
résultat, nous avons remarqué la similitude entre les bandes de fréquence pour lesquelles on observe
des réflexions d’ondes d’une part, et la fréquence de résonance du modèle éléments finis d’autre
part. Mais plus encore, nous avons expliqué pourquoi la condensation de la matrice améliore
l’absorption des ondes hautes fréquences par le décalage du spectre vers les hautes fréquences
qu’elle produit et grâce à l’analyse du « pouvoir de transmission » que nous avons défini. Toutefois,
cette approche ne nous permet pas d’analyser les amplitudes transférées sur chaque mode car nous
n’avons pas introduit de forces de friction (force dépendante de la vitesse des DDLs) qui auraient
pu modéliser les dissipations observées dans les simulations réelles. De plus, l’analyse des modes
met en avant des différences de transmission vers le maillage lorsque l’on modifie le poids du
premier noeud du maillage dans le recouvrement. Mais aucune conclusion n’a pu être établie quant
aux conséquences réelles de la modification de ce paramètre.
Afin de valider toutes les notions théoriques sur notre méthode de couplage, nous avons conçu
des structures informatiques et des algorithmes qui nous ont permis de mettre en oeuvre ces idées.
Notamment, les cas tests bidimensionels et tridimentionels présentent des contraintes informa-
tiques fortes dans un contexte de la manipulation de gros volumes de données (Tera-octets). Nous
avons décrit des structures de données adaptées à l’interaction entre un modèle atomique et un
modèle continu. La construction de l’association atome-élément et la structure d’interpolation
rapide sont les points clés de notre méthode de couplage mais également de toute méthode de
couplage basée sur un recouvrement spatial des deux modèles. Comme la préparation du couplage
est une opération coûteuse, nous avons proposé un algorithme basé sur une recherche accélérée
par une grille qui permet d’obtenir une accélération très importante de cette étape.
Toutefois c’est l’implémentation du parallélisme qui fut le plus complexe, notamment pour la
distribution de la construction de l’association atome-élément et de la ShapeMatrix. Pour cela,
nous nous sommes appuyés sur les techniques de décomposition de domaine des codes sous jaçents
et sur une stratégie de distribution des tâches du couplage pour une grappe homogène de proces-
seurs. Parmi les difficultés, le traitement des migrations d’atomes fait figure à part. Nous avons
donc décidé de gérer les ensembles atomiques de sorte que notre application ait la charge de la
migration de tout objet mathématique (vecteur, matrice) en même temps que les atomes qui lui
seraient associés. Comme nous l’avons déjà dit, cette gestion est particulièrement importante pour
le couplage car chaque atome couplé est associé à un multiplicateur de Lagrange, une coordonnée
de la matrice condensée et une coordonnée du vecteur du second membre.
A l’heure actuelle, la solution informatique que nous proposons fonctionne bien et les mesures
de temps pour chaque tâche sont satisfaisantes. Nous avons toutefois montré la problématique
de la décomposition de domaine du modèle de mécanique des milieux continus qui semble peu
adaptée à la répartition équilibrée conjointe des tâches standards et du couplage. Comme nous
l’avons décrit dans la dernière partie sur les résultats, la description de la méthode de couplage
par un graphe bien choisi peut améliorer le contrôle que nous avons sur les décompositions de
domaines. Pour cela nous avons développé la possibilité de générer au format SCOTCH [71] ce
type de graphes destinés à être partitionnés. Mais, l’automatisation de la construction de ce
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graphe, de son partitionnement puis de l’utilisation du résultat à des fins concrètes n’est pas faite
à ce jour ce qui ne nous a pas permis de produire des résultats sur ce sujet pour le moment. Pour
conclure, nous avons développé toute les idées présentées dans la deuxième partie sur la base
d’une philosophie de composants. Cette conception du programme final a abouti à l’application
LibMultiScale, développée en C++, qui sera bientôt diffusée sous une licence CECILL. Cette
application nous a permis d’obtenir les résultats numériques présentés dans ce document. On
ajoute que nous avons dû développer une grande quantité de composants annexes comme par
exemple les composants de visualisation. Ceux-ci permettent de générer des graphiques aux
formats variés (GnuPlot, Paraview) mais aussi de s’insérer dans d’autres environnements de
visualisation et pilotages comme celui issu du projet EPSN [74]. On notera également que les
composants de stimulations nous ont permis de construire les conditions initiales utilisées pour
les différents cas tests présentés dans ce document.
Les perspectives de ce travail sont nombreuses et certaines sont déjà en train d’être étudiées.
Tout d’abord, l’étude de l’oscillateur harmonique, qui permet de caractériser les bandes de fré-
quences où l’on observe des réflexions d’ondes, devrait être généralisée aux dimensions 2 et 3,
afin de pouvoir dire de façon certaine quels sont les paramètres du couplage qui doivent être
utilisés en fonction de l’étude concrête que l’on souhaite mener (fissuration, « penny crack »,
nano-indentation...) dans les dimensions supérieures. Par exemple, la fissuration des matériaux
génère principalement des hautes fréquences de haute intensité et une telle généralisation permet-
trait de choisir la taille moyenne des éléments finis de la zone de couplage pour filtrer au maximum
les ondes dans la bande de fréquence qui ne doivent pas être contenues dans la zone atomique.
Pour compléter l’étude actuelle et notamment essayer d’obtenir des explications sur les dif-
férences d’amplitude des réflexions en plus de la caractérisation des bandes de fréquence dans
lesquelles se produisent les réflexions, il serait intéressant d’enrichir notre modèle d’étude de sorte
que soient introduites des forces de friction qui permettraient de borner la réponse de l’oscillateur
face à une stimulation de fréquence donnée. Pour cela, on pourrait par exemple tenter d’introduire
des termes d’ordre supérieur dans les forces et ne plus se contenter d’une simple linéarisation.
Notre étude tendait à modéliser des matériaux plus complexes tels les amorphes. Par le choix
de cette méthode, la porte reste grande ouverte à ce type de matériau pour lequel on devra étudier
finement les tenants et aboutissants des réflexions d’ondes. En effet, la non périodicité atomique
remet en question bon nombre de points de l’analyse que nous avons donnée du couplage dans le
chapitre 2.
Il serait également intéressant de changer le schéma d’intégration pour que ce dernier considère
une intégration en temps à pas multiple. En effet, l’élimination des DDLs dans le modèle de
mécanique des milieux continus nous permet d’affirmer qu’il n’est pas nécessaire de procéder à
une intégration en temps aussi fréquemment que pour le modèle de dynamique moléculaire.
Enfin, un point crucial qui n’a pas été énoncé est que nous n’avons fait que des simulations à
température quasi nulle (0 Kelvin). Il faudra donc s’étendre à cette technique de couplage dans le
cadre de températures finies. Une piste serait d’utiliser la modification de la règle de Cauchy-Born
que propose Xiao dans [19] et de modifier le couplage pour prendre en compte les échanges de flux
de température entre les deux modèles.
Du point de vue informatique les développements prévus tendent vers l’amélioration de la
préparation des modèles destinés à être couplés et bien sûr vers l’amélioration du parallélisme. Le
premier point concerne les difficultés que nous avons pour ajuster les différents paramètres du cou-
plage et plus particulièrement la cohérence des différentes géométries avec les codes sous-jaçents.
Pour cela il semblerait intéréssant de développer une interface graphique qui simplifierait les étapes
de préparation du couplage à l’utilisateur final. Le deuxième point concerne la simulation car
même si la LibMultiScale fonctionne et permet d’obtenir des résultats concluants, de nombreuses
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améliorations pourraient être effectuées. Par exemple, une automatisation de la décomposition
de domaine basée sur une graphe incluant les domaines atomiques semble primordiale afin
d’améliorer l’équilibrage de charge des tâches du couplage qui nécessitent une interpolation de
type éléments finis (accès à la ShapeMatrix). De plus, comme nous l’avons vu dans certains cas
très déséquilibrés, certains processeurs passent beaucoup de temps à attendre les contributions.
Parmi les solutions que nous pouvons proposer, un placement multi-processus (« multi thread »)
du couplage donnerait certainement une amélioration en diminuant les temps d’attentes globaux.
Ceci constitue toutefois une difficulté importante parceque les codes sous-jaçents utilisent le plus
souvent MPI et que les implémentations « thread safe » de ce paradigme de communication sont
peu nombreuses. On pourrait également développer une redistribution de la ShapeMatrix de sorte
que les processeurs dédiés à la dynamique moléculaire soient en mesure de faire les interpolations
également. Ceci aurait pour effet d’accélérer l’interpolation rapide dans le cadre de la construction
du second membre étant donné que les processeurs atomiques sont généralement plus nombreux
de part les besoins importants de la dynamique moléculaire.
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A.1 Calcul des raideurs des modèles de base










où E est l’énergie, et u est le vecteur de déplacement. Dans le cas d’une chaîne atomique constituée




W (| qk − ql |) =
∑
(k,l) k>l
W (| q0k + uk − q0l − ul |)
où q0i est la position initiale de l’atome i. On commence donc par calculer la dérivée première de











∂W (| q0k + uk − q0l − ul |)
∂(| qk + uk − ql − ul |)













W ′(| q0k − q0l |)(δik − δil)signe(q0k − q0l ) (A.1)






signe(q0k + uk − q0l − ul)(δik − δil)
∂W ′(| q0k + uk − q0l − ul |)
∂uj
(A.2)















(δikδjk + δilδjl − δilδjk − δikδjl)W ′′(| q0k − q0l |) (A.4)
(A.5)
Afin de calculer cette somme correctement on effectue une étude de cas :
1er cas : Si i 6= j, i > j
alors δikδjk = δilδjl = 0 car i 6= j. De plus δilδjk = 0 car sinon on aurait :
i = l, j = k, i > j












′′(q0k − q0l ) (A.6)
= −W ′′(q0i − q0j ) (A.7)
















W ′′(| q0i − q0l |) +
∑
k>i




W ′′(| q0k − q0i |) (A.10)




′′(| q0i − q0l |) si i = j
−W ′′(| q0i − q0j |) sinon
(A.11)
A l’aide d’un développement de Taylor à l’ordre 2 autour de la position initiale de l’énergie, on en
déduit l’approximation suivante :














W ′′(| q0i − q0l |) (A.12)
où E0p est l’energie référence à l’équilibre.
A.2 Conditions initiales : impulsions harmoniques
Considérons la fonction :












En dérivant par rapport au temps la fonction u, on obtient :
ü(X, t) = ω2e−(kx−ωkt)
2/L2
[
sin(−kx+ ωkt)− 4/L2cos(−kx+ ωkt)(kx− ωkt)







sin(−kx+ ωkt)− 4/L2cos(−kx+ ωkt)(kx− ωkt)
+2/L2sin(−kx+ ωkt)− 4/L4sin(−kx+ ωkt)(kx− ωkt)2
]
Et donc la vitesse de phase d’une telle onde est c = ω/k. On cherche maintenant à calculer le



























avec a et b des complexes non nuls et la partie réelle de a strictement positive. On utilise alors ce
résultat pour déterminer la valeur du spectre de la fonction étudiée. On utilise alors a = (k/L)2

























Le point où la pente s’annule est le maximum du spectre. On la calcule par la dérivée de la norme



















On calcule simplement la dérivée pour obtenir :
























4k2 et donc on obtient après factorisation :















On veut trouver la solution à l’annulation de cette dérivée et donc on cherche le point ξ qui vérifie :
(k − ξ)e
−(k−ξ)2L2
4k2 + (k + ξ)e
−(k+ξ)2L2
4k2 = 0
⇐⇒ (k − ξ)e((k+ξ)2−(k−ξ)2) L
2
4k2 + (k + ξ) = 0
⇐⇒ (k − ξ)e4kξ L
2
4k2 + k + ξ = 0
⇐⇒ (1− ξ/k)e ξL
2
k + 1 + ξ/k = 0
En faisant le changement de variable x = ξ/k, on obtient l’équation suivante :
(1− x)exL2 + 1 + x = 0 (A.13)
La figure A.1 présente les solutions de se problème graphiquement pour L = 1, L = 2 et L = 3. On
voit alors que la solution, qui représente le rapport ξ/k représente en fait le décalage du spectre
induit par la fonction gaussienne imposée contre l’harmonique. On voit sur cette figure également














Fig. A.1 – Ici on présente les solutions de A.13 pour différentes valeurs de L. Le point solution
est celui où les courbes traversent l’axe y=0.
A.3 Inversibilité de la matrice de contrainte
L’expression de la matrice de contrainte est :
H = AM−1β−1 ·At +m−1θ−1
on pose les matrices suivantes :
D1 =M−1β−1 et D2 = m−1θ−1
ce qui nous permet d’écrire :
H = AD1At +D2
où D1 et D2 sont deux matrices diagonales. Comme les poids définis par la fonction de pondération
ne doivent pas être nul, alors :
∃ǫ1 > 0 et ǫ2 > 0 t.q. ∀i (D1)i ≥ ǫ1 et (D2)i ≥ ǫ2.
Alors on peut écrire d’après les propriétés sur le produit scalaire dans Rn :
< (AD1At +D2)u, u >=< AD1Atu, u > + < D2u, u > .
On en déduit la minoration suivante :
< (AD1At +D2)u, u > ≥ ǫ1 || Atu ||2 +ǫ2 || u ||2≥ 0
Si H n’est pas inversible, alors il existe un vecteur u non nul tel que < Hu, u >= 0 et donc :
ǫ1 || Atu ||2 +ǫ2 || u ||2= 0⇒ u = 0
Ceci forme une contradiction et H est donc inversible.
R
Fig. A.2 – Chaîne d’atome - représentation du problème de dynamique moléculaire 1D. Cela
correspond bien sur à une chaîne d’atomes réels, soumis à une contrainte très forte. La distance
de la maille initiale est de r0 = σ · 1.119295879
A.4 À propos de la Cauchy-Born
A.4.1 minimisation énergétique
Le cas 1D de la dynamique constitue le problème de la chaîne d’atome 1D. Afin de choisir, un
potentiel empirique simple, nous consièrons le potentiel de Lennard-Jones :









On cherche donc à déterminer l’énergie totale du système (c.f. figure A.2) que l’on nomme




W (kr0) = 2
∑
k>0

















Nous voulons déterminer une situation de départ qui soit équilibre du système. Pour cela, il































= σ · 1.119295879
La distance interatomique pour avoir une chaîne atomique à l’équilibre doit être choisie en fonction
de ce paramètre. Classiquement la valeur de σ pour modéliser l’argon est 0.11 Å et la relation
précédente nous permet de construire une chaîne atomique à l’équilibre. Contrairement au cas
présenté par le calcul précédent qui présuppose une chaîne d’atomes infinie, dans un cas fini les
bords de la chaîne ne seront pas à l’équilibre.
A.4.2 Linéarisation de la loi de Cauchy-Born
La formule introduite par Tadmor (1.1.1) permet d’exprimer le tenseur de Piola P en fonction











avec Ω le volume élémentaire de la maille (Ω = r0) et w le potentiel atomique sous-jacent. Dans



































Rq : En particulier si F = 1 alors P s’annule pour la valeur r0 de la largeur de maille calculée par
l’équation A.4.1. On voit donc que l’état d’équilibre du cristal est calculé de façon cohérente avec
la zone des éléments finis.
R0
R
Fig. A.3 – Pour le calcul de la Cauchy-Born Rule, on calcul la variation de potentiel selon un
étirement uniforme.
A.4.3 Cristal d’argon 2D
Nous voulons trouver l’expression du tenseur de Piola exprimé à l’aide de l’expression de
Tadmor (1.1.1) dans une situation d’équilibre et étudier le comportement numérique de ce dernier.
On se base pour cela sur le potentiel de Lennard Jones qui sera noté LJ dans la suite. Nous
supposons que la conformation de la maille prend la forme hexagonale suivante présentée sur la
figure A.4. Le réseau formé sera noté R. On considère b1 et b2 les vecteurs directeurs du bravais












Il nous faut déterminer la valeur r0 qui minimisera l’énergie de l’atome central (blanc sur la figure
A.4). En effet on prendra comme seul degré de liberté du système cette distance entre atomes.




(i, j) 6= (0, 0)
LJ(‖r0ib1 + r0jb2‖) (A.15)
or on peut remarquer que :
‖r0ib1 + r0jb2‖ = rij = r0
√




i2 + ij + j2 = r0uij (A.16)
Pi/3
r0
Fig. A.4 – Conformation de la maille cristalline 2D en hexagone.
en notant uij =
√














(i, j) 6= (0, 0)
LJ ′(r0uij)uij = 0 (A.17)
Dans le cadre de l’approximation de la règle de Cauchy-Born, on va calculer l’énergie « locale » de
chaque élément en des points de quadrature. Pour cela, on se sert d’une conformation cristalline
virtuelle sous-jacente d’atomes. Ces atomes auraient une configuration qui varie uniformément
selon le gradient de déformation de l’élément. Concrètement, les vecteurs directeurs de la maille







Fig. A.5 – Déformation du cristal sous jacent pour l’approximation de Cauchy-Born.
choisi sera donné (représenté en noir sur la figure A.5), par la somme des potentiels W créés par
les autres atomes dans un rayon Rcut. Cela permet de tenir compte d’une vision atomique en
calculant cette énergie à partir des potentiels atomiques sous-jaçents. Cela correspond bien a une







où l’on somme sur l’ensemble des atomes m contenus dans S la sphère dont le centre est le point
ou l’on veut évaluer cette énergie (qui sera considéré temporairement comme le centre des axes,












et sa position après déformation par le gradient de déformation F est :
r̃m = Frm (A.21)




























































































Maintenant, considérons le cas particulier de notre conformation hexagonale sans déformation. On






(i, j) 6= (0, 0)
LJ ′(r0uij)
r0uij







(i, j) 6= (0, 0)
LJ ′(r0uij)
uij
















(i, j) 6= (0, 0)
LJ ′(r0uij)
uij
[i2 + ij + j2 − 3/4j2] (A.31)






















Enfin les termes diagonaux prennent la forme suivante :





















de même avec (A.17) on obtient :











Nous avançons deux propositions qui nous aiderons dans notre approche géométrique :
Proposition 1 :
le réseau cristallin construit à l’aide du réseau cristallin précédemment décrit
est invariant par rotation d’angle π3 .
Preuve : Pour un atome de coordonnées (i, j) dans la base du bravais lattice les coordonnées
cartésiennes exprimées en complexe sont :
A(i, j) = i+ jeI
π
3 (A.36)
où I est le symbole choisi pour le nombre imaginaire tel que I2 = −1. si on applique la rotation
d’angle π3 on obtient :
e
π
3A(i, j) = ie
π
3 + j expI
2π
3 = −j + (i+ j)eπ3 (A.37)
Donc, l’atome de coordonnées (−j, i+ j) dans la base du réseaux cristallin est l’unique image de
l’atome (i, j) par rotation d’angle π3 .
Réciproquement, il est trivial que tout atome du réseau est l’image par cette rotation d’un unique
atome.
Proposition 2 :




3 +L, 0 ≤ k ≤ 5
}
, ie Θρ forme un
hexagone inscrit dans le cercle de rayon ρ et une rotation d’angle conditionné par le
paramètre quelconque L.













Preuve : On considère la quantité suivante :
























































D’où l’annulation de Λ et la preuve de la proposition 2.
Proposition 3 :




3 +L, 0 ≤ k ≤ 5
}
, ie Θρ forme un
hexagone inscrit dans le cercle de rayon ρ.





















































Par construction P12 = P21 ce qui montre la proposition 3.
Proposition 4 :
Le réseau cristallin construit peut être partitionné en un ensemble d’hexagones
centrés en 0.
Soit a un atome du réseau cristallin. Alors on peut construire l’hexagone de centre 0 constitué











3 , i > 0 et j ≥ 0
}
Considérons également les sous ensembles R1, R2, R3, R4, R5 caractérisés comme sur la figure
A.6. Il est clair que tout atome du réseau total est dans l’un des sous ensemble. Or, comme R1
est l’image de R+ par rotation d’angle π3 de centre 0, et de même pour les autres sous-ensemble,
on obtient :
Pour tout atome a du réseau complet il existe une rotation de centre 0 et d’angle multiple de
π
3 telle que l’image de a soit dans R
+.
Chaque atome aij de R+, de coordonnées (i, j) dans la base du réseau, appartient à un
hexagone de centre 0 que l’on nomme Hij .













Hij = R (A.51)
De plus, tout atome de R+ est compris entre les droites D1 = {λeI
π
3 , λ ∈ ℜ+} et D2 = {λ, λ ∈
ℜ+} par construction. Or l’angle entre ces deux droites est naturellement de π3 . Donc, pour tout
atomes a et b de R+, l’angle au centre est strictement majoré par π3 puisque les atomes du réseau










Fig. A.6 – Un découpage en cônes d’angles π3 . On représente également les hexagones formés, base
du raisonnement de construction d’un recouvrement du réseau.
Ceci montre :
∀(i, j)× (i′, j′) tq. aij ∈ R+, tq . ai′j′ ∈ R+ et aij 6= ai′j′ (A.52)
Hij
⋂
Hi′j′ = ∅ (A.53)
L’utilisation des quatre propositions précédentes montrent que le tenseur de Piola prendra la
forme suivante pour une déformation nulle :
P = C · Id (A.54)
Or dans la partie analytique on a montré que P11 = −P22. A l’aide du précédent résultat on
en déduit :
P = O2x2 (A.55)











où ǫ = 1.6567944e− 21J et σ = 0.11e− 9m.
La solution de minimisation donne donc la distance interatomique r0 =
1, 22260204402242192.10−10 pour un rayon de coupure de 14r0 = 1, 711642861631391.10−09m.












 2  4  6  8  10  12  14
valeur de r0 en fonction de N le degré de la somme
Fig. A.7 – On voit ici que la convergence se stabilise pour une valeur du rayon de coupure allant
au 10ème voisin. A partir de ce point les variation de r0 deviennent minimes.
limiter les effets liés aux discontinuités engendrées par la rentrée où la sortie d’un atome dans la
liste de voisins.
Pour la valeur de r0 = 1, 2245214339176166619.10−10 ce qui correspond à considérer le
deuxième voisin dans les contributions au potentiel, on obtient le tenseur de piola suivant :
P =
(
1.08880410516456e− 10 −1.61783292925571e− 18
−1.61783292925571e− 18 1.08876878687222e− 10
)
(A.57)
Ce qu’il faut remarquer ici, c’est que le tenseur devrait être totalement nul, et il provoque une
dynamique toujours faussée aux conditions limites. En effet la dilatation numérique est présente
et s’accumule. Ceci devient visible après une centaine de femto secondes. Ceci provoquera systé-
matiquement un bruit numérique manifesté par une vibration des bords du maillage.
A.5 L’environnement de couplage LibMultiScale
On présente ici l’architecture des différents composants et leur dépendance avec leur héritage.
On présente le composant de Stamp, Lammps, libMesh sur les figures A.8, A.9 et A.10. Également
le composant de couplage sur la figure A.11 et enfin le composant de visualisation au format de
Paraview A.12.
Fig. A.8 – Architecture du composant qui encapsule Stamp.
Fig. A.9 – Architecture du composant qui encapsule Lammps.
Fig. A.10 – Architecture du composant qui encapsule la libMesh.
Fig. A.11 – Architecture du composant chargé de coupler deux composants de base.
Fig. A.12 – Architecture du composant en charge des sorties fichier au format de Paraview.
A.6 Algorithmique
On donne ici l’algorithme de construction de la contribution atomique à la matrice de
contrainte diagonale.
Vecteur A; // la matrice a calculer
Entier nb_atomes;
Conteneur<RefAtomes> list_atomes; // reference des atomes concernés
it = list_atomes.GetIterateur();
RefAtomes at = it.GetFirst();
Tant que at est definit faire
A(cpt) = 1/alpha(cpt)/at.m;
at = it.GetNext();
ctp = cpt + 1;
fin Tant que
A.7 Expression de la matrice de masse condensée
L’expression de la matrice de contrainte complète est :





















Si on se place dans un contexte unidimentionnel avec un maillage régulier de pas h de telle sorte
que les noeuds soient positionnés sur les coordonées kh, alors on sait que les fonctions de base P1
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