e>*+*2< = 2Z »-(*, t) -■ n=o n\
It is clearly a solution of the heat equation Thus w"(x, t) is obtained from vn(x, t) by the familiar Appell transformation and is consequently itself a solution of (2) . Alternatively wn(x, t) may be defined by use of the fundamental solution itself as a generating function by a series analogous to (1): orthogonal set in the following sense:
Vn(x, -t)wn(x, t)dx = 8mn 0 < t < <~ .
- CO We are thus led to consider solutions of (2) which have one or the other of the expansions (4) u(x, t) = JZ anvn(x, t), n=0 co (5) u(x, I) = JZ bnwn(x, t).
n-0
The coefficients may be determined in the obvious way by use of (3) but they also have other useful determinations.
In fact, both may be expressed in terms of derivatives as in the case of Taylor's series. For (4) we have The domain of convergence of a series of type (4) is found to be a strip |/| <<r; that for (4) a half plane t>a. The extent of these domains can be determined, as in Taylor's series, by function theoretic properties of the sum of the series. Let us outline briefly how this is done.
We say that u(x, i)QH* in a strip a<t<b if it satisfies (2) and has the Huygens property there; that is, /oo k(x -y,t -t')u(y, t')dy -CO for every pair t, t' such that a<t' <t<b.
Membership in class 77* is to expansions (4) what analyticity is to Taylor expansions. For, u(x, t) has a development (4) in the largest strip \t\ <<r for which u(x, t)QH*. There is a dual result for series (5) . In fact u(x, t) has such a development if and only if l c u(x, I) = -I eix"-'!'24>(y)dy, 2ttJ-x and it is function theoretic properties of cp(y) (its order and type as an entire function) which determine the extent of the validity of (5). Moreover, <£<">(0) ( 
6) bn = ■ n\(-2%Y
The known existence of null solutions of (2) (solutions f^O which vanish identically on a line t = constant) makes it evident that the Huygens property cannot be enjoyed by all solutions. Hence it is useful to have a working criterion for the class H*. Here is a very practical one: u(x, t)CEH* in a<t<b if it satisfies (2) and if /OO | u(x, l) I k(x, b' -t)dx -00 is uniformly bounded on a' StSb' for every pair (a', V), a<a' <b' <b. The L2 convergence theory of the series (4) and (5) is also studied. The Parseval relation in particular yields interesting power series in the time variable. Many illustrative examples are given in the last section.
1. Heat polynomials. We define vn(x, t) as a polynomial of degree n, homogeneous in x and t112, with coefficient of x" equal to unity, and satisfying the heat equation for all x and /. We shall call v"(x, t) the heat polynomial of degree n. It is uniquely determined and is in fact [n/2] xn~2k tk (1.2) vn(x,t) = n\ £----■ k=0 (n -2k) \ kl
In particular no =1, vi = x, Vi = x2 + 21, v3 = x3 + 6xt, Vi = x* + 12x2t + 12t2.
Note that vn(x, t) is even or odd with n, as a function of x. Since the coefficients (1.2) are positive v2n(x, t) is always positive for OO and vn(x, t)>0 for x>0 and t>0. where k(x, t) is the source solution or fundamental solution of (1.1):
g-x2/4( k(x, t) =-/ > 0.
(4*/)1 '2 The integral (1.3) is equal to /°° " / n \ rx '™'2' / n \ k(y,t)JZ( t )*-*(-y)*_y = k(y,t) JZ \x»-2"y2*dy. Moreover, it is well known that (1.7) k(x, I) * e" = e'D*ezz = e"+"\ Here the symbolic operator e'D , where D stands for differentiation with respect to x, serves as a tool for the rapid recovery of such results as (1.7). We have proved co «n (1.8) eX!+ui = JZ -vn(x, t) -<_ < X < oo, 0 <t < 00 "_o «! for all complex z. We easily derive from (1.8) that d d
(1.9) -vn(x, t) = nvn-i(x, t), -vn(x, I) = n(n -l)vn-i(x, i).
dx dt
The heat polynomials are closely related to Hermite polynomials. We adopt the notation
Comparing (1.8) with (1.10) we have (1.11) Vn(X, t) = (-t)"'2Hn(x/(-ityi2) -°0<X<°0, -» < / < 00.
We recall that the set of functions
is closed in L or in L2 on the interval (-<*>, °°). By (1.11) this shows that the set
is closed in L or in L2 in -co <x < oo for each fixed t>0. That is, iif(x) is in either class and is such that wn(x, t) = k(x, t)v"(x/t, -1/t) 0 < I < oo.
We call this set of functions the set associated with the set of heat polynomials.
By the homogeneity of vn(x, t) we have v"(Kx, -\2t) = \nVn(x, -t), or for
Hence (2.1) W"(X, t) = k(x, t)vn(x, -l)l~". Equation (2.1) enables us to obtain from (1.8) a generating function for the associated set:
for all complex z. Comparing this with the Maclaurin expansion A (-2.)" (2.3) k(x -2z,t) = JZ k^(x, t)-, n-0 ra! we obtain (2.4) wn(x, I) = (-2)nkw(x, t) n = 0,1,2, ■■■ .
Here, and always, the superscript indicates differentiation with respect to theirs/ argument. If we differentiate (2.3) we obtain 1 WJ (X, t) =-Wn+X(x, t).
But since
an alternative expression for wj (x, t) is available:
This yields the recursion formula twn+i(x, t) = xwn(x, t) -2nwn-i(x, t), n = 1,2, • ■ • .
A formula analogous to (1.11) is obtained from (2.1)
Wn(x, I) = t-"'2k(X, t)Hn y-T^jjA-And now the familiar orthogonality relations for the Hermite polynomials, (* 00
shows that the set wn(x, t) is biorthogonal to the set vn(x, t):
wm(x, t)vn(x, -t)dx = 8mnCn 0 < I < 00.
-CO From (1.12) we see that the set wn(x, t), n = 0, 1, • • ■ , is closed in L or L2 on -oo <x< oo for each fixed />0.
3. Asymptotic estimates. For further study it is essential to know the behavior of the functions vn(x, t) and wn(x, t) for large ra. For negative t this can be derived from the known behavior of the Hermite polynomials. However, for t>0 the argument of Hn in formula (1.11) is purely imaginary. Available asymptotic formulas in this case are inadequate for our purposes, and we make independent estimates. We first recall the following formula, H. Bateman [2, p. 201 ], r (-+ l) e-*2'2Hn(x) (3.1)
where the remainder term 0(l/(w)1/2) holds uniformly in any finite interval |x| SR as n->°°. From this follows in an obvious way our first result.
Theorem 3.1. For r>0, R>0, w->oc
the order relation being valid uniformly in \x\ SR, t^r.
We record next several simple preliminary results.
Lemma 3.2. For 0gx< oo, 0 <e< eo, n = l, 2, ■ ■ ■ J n V'2
This is proved by computing the maximum of e~" x". Lemma 3.3. For -oo <A <oo, -co<x<oo,0<<<oo, \-AAt>0
This follows from the familiar addition formula \vn(x, t)\ S k(x,l)* I x\" S I-) -> 0 S I < l/4e. (3. 4) \vn(x,-l)\ g At?i"l-J ra"4,
4. A generating function. We turn now to the derivation of a generating function for the biorthogonal set vn(x, -t), w"(x, t). We need a preliminary result.
Lemma 4.1. For -<x><x<™,0<t<<x>,n = 0, 1.2, ■ • • k(r + ix, t)(ir)ndr.
-a By Cauchy's theorem the integral (4.1) is equal to 
Now take the convolution of both sides of this equation (with respect to z) with the function k(z, t). We obtain [August k(x -y,s + t) = Zj -I «(* -z> t)zndz. 2^ -I k(x -z,i)\z\ndz < <*>.
Using the results of §3 we see that series (4.4) is dominated by
for any 5>0. The latter series converges for t + 8<s, as one sees by the test ratio for example. Since 5 is arbitrary our result is proved for 0^.t<s. The proof is not valid for negative / since the addition formula (3.3) fails if tx or t2 is negative.
For r<0 we employ the following addition formula: 
Here we have used inequality (3.5). The latter series again converges for 0</ + 5<s, so that (4.7) and hence (4.6) is proved. But this is equivalent to (4.2) for negative t.
As a special case we could set z2 = t/s to obtain a fundamental expansion for Hermite polynomials, By the assumed convergence of (5.1) we have for aSxSb J -?-
By the Riemann-Lebesgue theorem the second integral on the right tends to zero as m-> oo. We are thus led to the contradiction f e^i^dx = 0. J a Our assumption that ancn did not approach zero must have been incorrect and the lemma is proved. As in the previous lemma "0" could be replaced by "o," but the distinction is unimportant to our purposes. This result is an analogue of the Cantor-Lebesgue theorem for trigonometric series, A.
Zygmund [15, p. 267 ]. Note that this statement does not preclude the possibility of the convergence of (5.1) at certain points outside the strip \t\ <a. In fact this does occur, as we shall see. The limiting cases <r=0, a= oo may be included in the obvious way, but let us assume that the right-hand side of (5.5) is a finite positive number. Ae-^it'JZi-) ( -) -
by (3.5). But the latter series converges for a<6t. Since 8 is arbitrary (5.11) converges absolutely for t>cr, as stated.
To prove the concluding phrase of the theorem let us assume, contrariwise, that (5.11) converged everywhere in a half-plane including /><r. Then°° The proof is similar to that of Theorem 5.5 and is omitted.
6. An integral representation of temperature functions. We give next a characterization of temperature functions which have a Poisson-Stieltjes integral representation (6.1) u(x, t) = j k(x -y, i)da(y). Theorem 6.1. The conditions
are necessary and sufficient that (6.1) should hold, where | da(y) | h(x, c -t)k(x -y, t)dx = J k(y, c)\da(y)\.
-00 ^ -00 J -00 [August We have used (3.3) and Fubini's theorem, surely valid in the presence of (6.4).
To prove the converse observe first that
for -oo <A <oo, -co <x< oo, -co <y< co, 0</< oo, 0<1 -A-At. This is equivalent to the statement that
k(x -y, h)u(y, t)dy.
-CO By (6.3) this integral converges absolutely when 0<t<c -h. Moreover, by (6.5) we have in that interval i /c-t\112 . r". .
Here K is independent of I but may depend on e and h. We now employ a result which is a consequence of Tychonoff's theorem, 
k(x -y,t -t')u(y, t')dy, -CO the equality holding over that part of t' <t<b for which (6.11) converges absolutely.
Assume that (6.11) converges absolutely for t'<t<p^b and denote its value by v(x, t). Hence for any point (xo, fo) of this strip and for t' <t <to
e<*«-*),'«'«-') I k(xo -y, to -t') | u(y, /') | dy.
Here we have applied inequality (6.5). Hence v(x, t) satisfies a uniform order condition of type (6.9) in t'<t<p -8, 8>0. (Choose t0=p -(8/2), for example.) Now apply Tychonoff's uniqueness theorem to u(x, t)-v(x, t). The difference satisfies (6.9) and tends to zero as t-*t' + and hence vanishes identically in t' <t<p -8. Since 5 is arbitrary, the lemma is proved. Note that (6.11) will certainly converge absolutely for t<t' + (l/4A) by (6.9) but may do so in a larger region [A >0]. By (6.7) we are in a position to apply the lemma to wn(x, t) in the interval 0<t<c -h -e and conclude (6.12) wh(x, t + 8) = J k(x -y, t)wh(y, 8)dy, 0<8<i + 8<c-h-e.
J -oo
The integral (6.12) converges for 8<t + 8<c -h by virtue of (6.6) with t = 8. Now allow h to approach zero. By the fundamental property of the Poisson integral defining wn(x, t) the left hand side of (6.12) tends to u(x, t + 8).
The right hand side is equal to
-00
Multiplying and dividing the integrand of (6.14) by k(z, c -8) and using (6.3) and (6.5) we see that the integral (6.14) is finite if 0<t+h<c-8. That is, (6.13) is valid there so that we may use the right hand side of (6.13) to obtain the desired limit, h->0. The integral is an analytic, much less continuous, function of h so that u(x, t + 8) = f k(x -y, t)u(y, 8)dy 0<8<t + 8<c.
J -00
Now define for some positive c' <c 8s(x) = f k(y, c')u(y, 8)dy.
•^-00
Then
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use By an integration by parts a conditionally convergent integral (7.1) may be replaced by an absolutely convergent one, from which estimates of magnitude for u(x, t) may be more readily obtained. We need several preliminary results. converges at (x0, tj), t0>0, then for fixed t, 0 <t<t0,
To prove this set 8(y) = I k(xo -z, to)da(z).
J o
By the convergence of (7.6) at (xo, tj)
for some constant K. Integrating (7.6) by parts we obtain X°° k(x -y, t) lx -y xo -y)
p^iA--LA)Ar1--T^\dy--co k(x0 -y, t0) I 2t 2to )
Now apply Lemma 7.2 to obtain
This concludes the proof. Since (7.8) converges absolutely it is clear that (7.6) converges for 0 <t<h-Corollary 7.4. If (7.6) converges for 0<t<c then for any fixed t in that interval (7.10) u(x, t) = 0(e^'4(,»-')) | x| -> oo, where to is any number between I and c.
For, it is clear that if (7.7) holds for a certain to then (7.10) holds for a smaller t0. Since Jo is arbitrary in any case we may as well use the simpler order relation (7.9). Of course the result is best when to is taken near c. Corollary 7.5. 7/ (7.6) converges for 0<t<c and if 0<8<c/2, then (7.11) u(x, t) = 0(e*2'25) | x\ -> oo uniformly in 8StSc -8.
For, if to is chosen as c-(8/2) in Corollary 7.4 then (7.11) is the worst of the relations (7.10) for the interval 8StSc -8, that for t = c -8. Moreover M(t, to) has a finite maximum in this closed interval. Reference to (7.9) now establishes the result.
8. The Huygens principle. As pointed out by J. Hadamard [7, p. 53 For, if 0</'</<c then k(x -y,t-t')u(y, t')dy = J k(x -y, t -t')dy I k(y -z, t')da(z) -co •* -oo ** -oo /oo /» oo /% oo da(z) j k(x -y, I -l')k(y -z, t')dz = j k(x -z,t)da(z).
-00 " -«J a/ _"
The interchange in the order of integration is valid by the assumed absolute convergence of (8.2), and the theorem is proved. We show next that u(x, t) defined by (8.2) belongs to H* even in the strip of conditional convergence. We may apply Lemma 6.2. By Corollary 7.5 u(x, t) satisfies (6.9) in 8<tSc -8. Hence we need only show that (8.1) converges absolutely for t'<t<c.
Choose to in Corollary 7.4 so that t<to<c. Then By the continuity of g(t) and the nonvanishing of (t+a)112 for -co <<< oo it is clear that 73(x, t) satisfies a uniform condition (6.9) in any finite strip a<t<b.
Hence by Lemma 6.2 we have (8.4) B(x, t) = k(x, I -l')*B(x, I') for every t', the integral converging absolutely for t -t' sufficiently small and positive. But the integral (8.4) will not usually converge for all t>t'. To get a clear picture of the region of convergence of (8.4) let us use the complex {-plane with t = u+iv. We may set x = 0. Then (8.5) 75(0, t) = = f Ky, < -t')B(y, t')dy, (4w(t + a))1'2 J-x and the analytic function B(0, t) has a singularity at t= -a, a point off the real axis 03^0). The integral (8.5) may be regarded as a Laplace transform in i/(t -t') of a simple exponential function so that its region of convergence is well known:
But this is the interior or the exterior of a circle tangent to the line u = t' at (t', 0) and passing through the point (-a, -j8) according as t'+a<0 or t'+a>0.
That is, if t'+a<0 then (8.5) converges for all real t on the diameter of this circle and in no larger interval. Or if t'+a>0 it converges for all real t>t'. Thus, for example, B(x, t)CEH* in -oo <r< -a and in -a<t< <x>. Or it also belongs to H* in the region 0</< -(a2+j32)/a which overlaps the two former ones but it does not do so in the combined regions. More generally, for any c>0 B(x, t)CEH* in the interval For, by the definition of H* k(x -y, I -t')u(y, t')dy a < t' < t < b.
-00 By Holder's inequality if p>l and directly if p = l /oo k(x -y,tt')\ u(y, /') \'dy. The interchange of the order of integration is valid by Fubini's theorem provided Jp(t') is finite. Thus if Jr(t') < =°, then Jp(t) is finite and decreasing in (t', b), and the proof is complete.
The counterpart of this result for p= oo is also true. if /(/') < oo. Hence JK(t) g/_(/') as stated.
Theorem 9.3. If u(x, t)dH* inO<t<b and p^l, then 1 r°° I u(x, t) I"
is nonincreasing there wherever it is finite.
We note first that if 0 <t' <t then
This follows easily from Lemma 3.3. Now using (9.3) we have i r °° -~ /* °°_ :p(/) g ----k(x-y,tt') I "(y, t') \»dy
By (9.6) this is equal to Kp(t'), and the result is proved. Preliminary to the next result we record several lemmas. Widder [10, p. 176] or E. Hille [8] . We apply it to the proof of the next result.
Lemma 9.5. If u(x, t)CEH* in a<t<b, then k(x + iy, t -t')u(ix, t)dx -00
for a<t' <t<b.
Choose a number a', a<a' <t'. Then k(x -y,t -t')u(y, t')dy -OO by Lemma 9.4. All hypotheses are satisfied. The integral (9.11) converges absolutely by Theorem 8.2. Moreover, by virtue of (9.10) the integral (9.9) converges absolutely since 4(t -a') >4(t -t'). Hence Cauchy's principal value (9.8) is not now needed. The conclusion is (9.9), as stated. Theorem 9.6. If u(x, t)CEH* in 0<t<b andp^l, then f% oo IP(t) = I | u(ix, t) \pk(x, t)dx is nondecreasing there whenever it is finite.
By Lemma 9.5 u(iy, l') =1 k(x -y, t -t')u(ix, t)dx, 0 < t' < I < b. and the result is proved. A glance at the proof of Theorem 9.1 will show that if u(x, t)^0 then Ji(t) is constant. A generalization of this result is contained in the following theorem.
Theorem 9.7. If u(x, t)CjH* in a<t<b, v(x, t)CjH* in a< -t<b, and if r* co ~ co (9.12) I \u(x,t)\dx\ k(x-y,t'-t)\v(y,-l')\dy < co a < I < l'< b,
is constant for a<t<b.
By the defining property of 77* u(x, 0=1 *(* ~ y,l ~ t')u(y, ?)dy a < t' < I < b,
The integral (9.13) is equal to dx I k(x -y,l -t')u(y, t')dy I k(x -z, t" -t)v(z, -t")dz -CO J -00 "^ -» = Cu(y, t')dy f v(z, -t")k(y -z, t" -t')dz = f u(y, t')v(y, -t')dy.
J -00 J -CO ^ -JO That is, the integral (9.13) has the same value at t and t'. The interchange of integrals is justified by Fubini's theorem, valid in the presence of hypothesis (9.12).
Corollary 9.8. If u(x, t) or v(x, -t) is a function of one sign on (a, b) hypothesis (9.12) may be replaced by the absolute convergence of (9.13). k(x -y, I -t')u(y, t')dy a < t' < I < b.
- But since a' and 6' are arbitrary the property also holds in a<t<b, and the theorem is proved. It is interesting to apply this criterion for 77* to Blackman's function B(x, t) of §8. We have for arbitrary c X°° ,
[(t + a)2 + PA'<[1 -4(c -t)g(t)A2 wn(x,t) EH* 0 < t < 00.
For vn(x,t) the result is obvious on (0, oo) by (1.3) but is less easily proved for (-oo, oo). Using (1.2) we have
But from (1.9) (n -2k)! 6>* V-2*(x, t -t') =-vn(x, t -t'). n\ dtk Substituting this in (10.7) that sum becomes the Taylor expansion of vn(x, t) so that the integral (10.6) has the proper value as required by the property H*.
For wn(x, t) it is more convenient to show it of class A. Since vn(x, t) CEH* on (0, oo) we have by Theorem 10.2 /CO | v"(x, t) \ k(x, -t)dx < M 0 < I < c.
-oo By (2.1) we have for 0<t<c, since \vn(x, -t)\ Svn(x, t) there,
Since c is arbitrary wn(x, t)CEA in 0<t< co, as required.
11. Heat polynomial expansions. We show now that the Huygens property H* is necessary and sufficient for the expansion of a temperature function in a convergent series of heat polynomials. Theorem 11.1. A necessary and sufficient condition that (11.1) u(x, t) = JZ anvn(x, t), n-0 the series converging for \t\ <<j is that u(x, I) G77* there. The coefficients a" have either of the determinations (u ^ uM{°' 0) (11.2) an = -> ra! 1 r*> (11. 3) an = -u(y, -t)wn(y,t)dy 0 < I < a.
n\2nJ-x
Let us assume first that u(x, j)G77* in |;| <<r and prove (11.1). Then k(x -y, I -t')u(y, t')dy -a < t' < t < <r. k(x -y,t-t') = JZ-
Inserting this series in (11.4) and integrating term by term we obtain (11.1), (11. 3). The step will be valid if (11.5) JZ l-^Pl C\wn(y,-t')u(y,t')\dy<«>.
Using Theorems 3.4 and 3.5 we see that the series (11.5) is dominated by
Ao ra!2»V e J \e\l'\/ i_ 00
• I e«2'8!' | u(y, tf) | dy for CSzO and by
for t<0. In each case the series converges, (11.6) for j + o<|i'|, (11.7) for \t\ <\t'\ if only the integral involved is finite. Admitting this for the moment and recalling that 5 may be chosen arbitrarily small we see that series (11.1) converges absolutely to u(x, t) for \t\ <|/'|.
Since t' may be chosen arbi- is a power series, the first determination (11.2) of an is immediate. The second, (11.3), was obtained in the course of the proof, but it remains to show that the integral (11.3) is independent of t in (0, a). This follows from Theorem 9.7. It is applicable since u(x, t)CEH* on (-cr, 0) by hypothesis and wn(x, t) CEH* on (0, oo) by Theorem 10.3. Moreover the integral (9.12) converges on (0, cr) by comparison with the integral (11.6). This concludes the proof of the sufficiency of the condition.
Conversely, suppose now that (11.1) holds for |/| <a. Choose a number c, 0 <c<a, and consider the integral k(x -y, I + c)u(y, -c)dy. k(x -y, l)u(y, 0)dy 0 < I < a.
-CO For any fixed t in this interval the integral (11.14) is e~x /4( multiplied by a bilateral Laplace transform in -x/(2t) which converges for -co<x<co. It is consequently an entire function of x. The same is true of the sum of the series (11.12) by Corollary 5.6. Since the two functions are equal for real x the expansion (11.12) must also hold for all complex x and in particular (11.15) u(ix, t) = JZ anvn(ix, I) 0 < t < <j.
n=0
By the homogeneity of v"(x, t) we have vn(ix, t) = invn(x, -t).
From Lemma 9.5 we have /CO
k(x -y,l' -t)u(iy, l')dy 0 < t < I' < a.
-CO Now expand the kernel by Theorem 4.2, " vn(x, -t)wn(y, t') (11) (12) (13) (14) (15) (16) (17) k(x-y,t'-t) = JZ--"_o ra!2"
Inserting the series (11.17) in (11.16) we have co oo (11.18) u(ix, t) = JZ A"va(x, -t) = JZ An(-i)nv"(ix, t), n-0 n-0 1 r°°( 11.19) An=-u(iy, t')wn(y, t')dy 0 < t' < a.
n\2nJ-x
The integral (11.19) is constant. For, by (11.16) XCO (% CO /» 00 u(ix, t)wn(x, t)dx = I wn(x, t)dx I &(# -y, /' -t)u(iy, ir)dy -00 ^ -oo ^ -co (11.20) •• CO = I «(ty, t')wn(y, t')dy, " -oo since w"(x, t)CEH* on (0, oo). We shall see in a moment why Fubini's theorem is applicable here. If we compare coefficients in (11.18) and (11.15) we see that An = inan and formula (11.13) follows. To verify the term by term integration of series (11.17) we again use Theorem 3.5 to obtain the dominant series where a may be chosen arbitrarily near to -cr. The integral (11.21) is thus seen to converge for 0<t'<-a and hence for 0<£'<cr. The series (11.21) converges since /</'. Now observe that the convergence of the integral (11.21 ) is sufficient to validate the use made of Fubini's theorem in establishing (11.20) . This concludes the proof of the theorem.
12. Expansions in terms of the associated functions. We now obtain two necessary and sufficient conditions, of different types, for the validity of expansions in terms of the wn(x, t). To justify the formal work we show that /co oo e-'"223 I *»| I 2y\"dy < oo.
-oo n=0
By (12.5) wU"|2/" lim sup-S c.
n-»« 2e
That is, cp(y) is of growth (2, c) for every c>a and hence also of growth (2, a). Hence as before the integral (12.7) converges for t>a, and u(x, t) has the representation (12.2) as desired. Our second criterion is more closely analogous to Theorem 11.1. We need, however, a preliminary result. the series converging for t ><r^0 is that u(x, t)CjH* there and that (12.11) f | u(x, t) | e^i^dx < oo a < t < oo. Let us first prove that if condition (12.11) is added them the expansion (12.10) is valid. By the H* assumption u(x, I) = i k(x -y,t -l')u(y, t')dy a < t' < t < oo.
" -00
whence (12.10) follows after a term by term integration, valid if " | wn(x, t) | f°° . .
2-,-u(y, t')vniy, -t')\dy < oo.
But by (3.4), (3.5) this series is dominated by
By the hypothesis (12.11) the integral (12.13) converges for t'>a and the series (12.13) converges for t' <t, so that the expansion (12.10) is established. The integral (12.12) is independent of t by Theorem 9.7. It is applicable since m(x, t)CEH*, vn(x, t)CEH* for a<t< =o and
That is, inequality (9.12) follows from (12.11). Since c is arbitrary (12.11) is proved. That u(x, f)G77* in a<t < co follows from Lemma 6.2 if we observe from (12. 14) that u(x, t) is uniformly bounded in the half-plane f=Sc+5 for any 5>0. That is, u(x, t)CjH* in (c + 5, oo) and hence in (a, oo). This completes the proof of the theorem. 13. L2 expansions. Let us turn next to expansions in terms of the heat polynomials where the convergence is now to be taken in the L2 sense. converges in mean (with weight function k(x, -t)) to u(x, t). Equation (13. 3) is the corresponding Parseval relation. By Theorem 9.1 with p = 2, c = 0 we see that J2(t) is nonincreasing in (-cr, 0). By (13.1) it is then finite throughout the interval. Since and the theorem is proved. Under the assumption of the theorem that u(x, -a) (k(x, a))ll2CjL2, the representation (13.9) u(x, 0=1 k(x -y,l + a)u(y, -o-)dy, /CO /.CO u(ix(<lt)112, t)e-x2'2pn(x)dx = irll2dntn'2 J u(ix, t)w"(x, t)dx. If we define (_l)-n/2 -co (13.16) a" = dn( -l)~nl2an(t) = -I u(ix, t)wn(x, t)dx, ra!2" J_M then (13.15) becomes (13.10) and (13.16) becomes (13.13). It was shown in the proof of Theorem 11.2 that the integral (13.16) is constant.
Parseval's equation applied to (13.14) gives /CO 00 | u(ix(1tyi2, t) \2e~x2dx = JZ | an(t) \2,
-co -n-0 or the same equation with absolute values removed. Using (13.16) and making an appropriate change of variables these equations become (13.11) and (13.12), respectively. This concludes the proof.
14. L2 expansions in series of associated functions. We derive next results for the series In fact it shows much more, namely that Ki(t) is a completely monotonic function of /. In fact it is the Laplace transform of the positive function t, \K\2(2yy. A. w(x, t) =eax+a*'. Here u(x, t)CEH*, -oo <t< oo. Hence the u-expansion should converge for all x and t. 
