1≤n≤x
d(n) = x log x + (2γ − 1)x + ∆(x), 1≤n≤x r(n) = πx + P (x), (1) where d(n) counts the number of divisors of n ∈ N and r(n) the number of ways to write n as a sum of two squares. The sharpest upper bounds to date are due to M. N. Huxley [6] , [8] , the present "records" reading
∆(x) x
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(log x) 26957 [2] , [3] in 1981 improved upon G. H. Hardy's classical results [5] , showing that ( 1 )
∆(x)
= Ω + (x 1/4 (log x) 1/4 (log 2 x) (3+2 log 2)/4 exp(−c 1 (log 3 x) 1/2 )),
(log x) 1/4 (log 2 x) (log 2)/4 exp(−c 2 (log 3 x) 1/2 )), with certain c 1 , c 2 > 0. Very recently, K. Soundararajan [19] developed an ingenious new method by which he sharpened these bounds (up to the am-biguity of the sign) to ∆(x) = Ω(x 1/4 (log x) 1/4 (log 2 x) (3/4)(2 4/3 −1) (log 3 x) −5/8 ), P (x) = Ω(x 1/4 (log x) 1/4 (log 2 x) (3/4)(2 1/3 −1) (log 3 x) −5/8 ). (2) To visualize the refinement in the exponent of the log 2 x-factor, note that The objective of the present article is to extend Soundararajan's approach to a much more general situation which includes the two classical problems as special cases. Let K be an arbitrary algebraic number field of degree k, and denote by o K its ring of algebraic integers. Here N K (n) denotes the absolute norm of n. In analogy to (1), we are interested in the behavior of the error term in the identity [9] (where the rational case is discussed in detail), W. G. Nowak [16] , and also the references in W. Narkiewicz [15, Ch. 7] .
In this article we apply Soundararajan's method to establish a sharp lower estimate for ∆ K,m (x). To describe the result we have to introduce some notations. For 0 ≤ ν ≤ k let P ν denote the set of all rational primes which are unramified in K, and which are divisible by exactly ν o K -prime ideals of degree 1. The P ν are disjoint and together with the finitely many ramified primes exhaust the rational primes. Our result depends on the Dirichlet densities δ ν of the sets P ν . These densities can be calculated as follows. Let L be the minimal normal extension of K, G = Gal(L/Q) its Galois group, and H = Gal(L/K) the subgroup of G corresponding to K via Galois theory. Then
The constants δ ν satisfy k ν=1 νδ ν = 1. If K is normal, then P ν is empty for 1 ≤ ν < k. Hence δ ν = 0 for 1 ≤ ν < k and δ k = 1/k in this case. Additionally, denote by R the number of 1 ≤ ν ≤ k with δ ν > 0.
where This theorem contains (2) as special cases. The Dirichlet divisor problem corresponds to K = Q and m = 2, and the circle problem corresponds to K = Q(i) and m = 1. In Section 4 we discuss further special examples. Theorem 1 should be compared with the classical estimate
due to P. Szegő and A. Walfisz [20] , [21] , and with Hafner's [4] refinement
Here c 3 > 0 is a constant (depending on K and m) and
In both of these last Ω-statements, The proof of Theorem 1 runs along the same lines as in Soundararajan's paper [19] . We start with the known asymptotic expansion of a Borel mean value of ∆ K,m . To this we apply Soundararajan's key lemma (Lemma 1 below) to deduce the Omega result. In order to do this we have to count the natural numbers n ≤ x which have exactly r ν distinct prime divisors in the set P ν for 1 ≤ ν ≤ k and no prime divisors which ramify in K. Moreover, we need a result which is uniform in r = r 1 + · · · + r k ≤ B log 2 x. Here B ≥ 1 is a given constant. What we need is a special case of the following theorem (it may be viewed as a generalization of the Chebotarev density theorem). Note that for a prime p, which is unramified in K, the type of the prime ideal decomposition of po K in K is determined by H = Gal(L/K) and the Frobenius conjugacy class of p in L/Q (see Section 2).
Let Q be an algebraic number field, K an algebraic extension of Q, and L an algebraic extension of K which is normal over 2 .
where H is the function defined in (24). Furthermore, uniformly for 1 ≤ r ≤ B log 2 x and x ≥ 3, 
Proof. The Corollary is a special case of Theorem 2. Set Q = Q and let K be the cyclotomic field Q(ζ q ). Here ζ q denotes a primitive root of unity of order q. K/Q is normal and [10, p. 104] ). This proves the Corollary.
Proof of Theorem 1.
We start with the asymptotic expansion for the Borel mean value of the error term ∆ K,m (t). For real parameters T ≥ 40 and t ∈ [T /2, T 2 ], and arbitrary ε > 0,
where
Here ε 0 > 0 is a sufficiently small constant, c j are positive constants which depend only on the field K and on m. This asymptotic expansion goes back to G. Szegő and A. Walfisz [20] , [21] . For a more recent treatment in the context of asymmetric divisor problems, see W. G. Nowak [17, p. 269] .
The following lemma is due to K. Soundararajan [19] . It gives a general lower bound for trigonometric series. Let (f (n)) n≥1 be a sequence of non-negative real numbers and (λ n ) n≥1 be a non-decreasing sequence of non-negative real numbers. Suppose that n≥1 f (n) < ∞ and consider the trigonometric series
If β ≡ 0 (mod 2π) then the conclusion (7) holds with F (t) in place of |F (t)|. If β ≡ π (mod 2π) then the conclusion (7) holds with −F (t) in place of |F (t)|.
To prove Theorem 1 we apply Lemma 1 with
if n ≤ T ε 0 and f (n) = 0 else, λ n = c 1 n 1/(km) and β = β 0 . For 0 ≤ ν ≤ k let P ν be the set of all rational primes which are unramified in K and which are divisible by exactly ν o K -prime ideals of degree 1. Let I = {1 ≤ ν ≤ k : δ ν > 0}, where δ ν denotes the Dirichlet density of P ν as in the introduction. Then R = |I|.
We choose M to be the set of all n ∈ [2 −km N, (3/2) km N ] such that n has r ν distinct prime factors from P ν for all ν ∈ I and no others. Here r ν = [λ ν log 2 N ] with some parameters λ ν > 0 (the optimal choice turns out to be λ ν = δ ν (νm) 2km/(km+1) ).
For n ∈ M the value of d K,m (n) is large. Indeed, if p ∈ P ν is prime then the factorization of po K contains exactly ν prime ideals p with N K (p) = p. Hσ 1 ϕ, . . . ,
Hence p ∈ P ν if and only if p is unramified in K, and there are exactly ν right cosets Hσ with Hσϕ = Hσ. In other words
The set on the right hand side is independent of the choice of ϕ ∈ (p, L/Q). Let
This explains (4). If we write c 1 = (1/2) km , c 2 = (3/2) km for the moment, Theorem 2 implies (with the choice of the numbers r ν made earlier)
For N large, the arguments of H here differ only by o(1) in each component, hence the same is true for the two values of H involved. Observe that they are also 1. However,
Using n! ∼ √ 2π n n+1/2 e −n we find
To complete the proof of Theorem 1, let T ≥ 40 be a real parameter, and choose L = (log 2 T ) m and
Here c denotes a positive constant, which we choose sufficiently small to ensure
Moreover, this choice implies nX 1 for n N and t ∈
The choice λ ν = δ ν (νm) 2km/(km+1) , ν ∈ I, maximizes the exponent of log 2 T . This yields
with κ and λ as in Theorem 1.
It remains to show that the other two terms on the right hand side of (7) are small. The bound
After division by L − 1 this is small compared to the right hand side of (12) . Similarly, for t ∈
This is again small compared with (12) . Using (7) and (11) we conclude that for arbitrary T ≥ 40, there exists a value t ∈ 1 2 T, T 2 with
|B(t)| t
Now let us assume that (5) is false. Then for every ε 1 > 0 there is a constant c such that, for all u > 0,
and L(u) = L(20) else. By the definition (6) of B(t), this implies that
) du for all t > 0. Estimating this integral by Hafner's Lemma 2.3.6 in [3] , we obtain
).
Together with (13) , this yields a positive lower bound for ε 1 . This proves (5) . If β 0 is an integer multiple of π, Lemma 1 
yields (13) with |B(t)| replaced by B(t) or −B(t).
Completing the argument as before, we obtain, for this case, the more precise information stated in Theorem 1.
Proof of Theorem 2.
We use a variant of the method of SelbergDelange to prove Theorem 2. For a description of this method see G. Tenenbaum [22] . 
The sum runs over all o Q -ideals n relatively prime to d. It is absolutely convergent in the half-plane Re(s) > 1. Since z
is multiplicative in n we find
The plan of the proof is as follows. After the analytic continuation of F , standard methods give the asymptotic behavior of
Then Theorem 2 follows by a d-fold application of Cauchy's theorem.
To study the analytic properties of F we use Artin L-series (see E. de Shalit [18] for a recent survey of Artin L-series). They are defined as follows. Let L/Q be a finite normal extension of Q with Galois group G. For a prime ideal P of o L lying over the prime ideal p of o Q , one defines the decomposition group of P by D P = {τ ∈ G : τ (P) = P} and the inertia subgroup by
is surjective with kernel I P . Here L P and Q p denote the residue class fields. The Galois group Gal(L P /Q p ) is cyclic with generator x → x N Q (p) . Every element σ P ∈ D P which maps to this generator is called a Frobenius element of P in L/Q. It is only unique modulo I P . The ideal p is unramified if and only if I P = 1. In this case the Frobenius element is unique. For unramified p the Frobenius elements σ P of all P | p are conjugate. This conjugacy class is called the Frobenius conjugacy class of p in L/Q and denoted by (p, L/Q).
Let V be a finite-dimensional C-vector space and : G → GL(V ) a representation of G with character χ. Furthermore, denote by V P = {x ∈ V : (σ)(x) = x for all σ ∈ I P } the vector space of all I P -fixed points.
The product runs over all prime ideals p in o Q . It is absolutely and uniformly convergent in every compact subset of the half-plane
Here and in the following, log always denotes that branch of the logarithm which is real on the positive real axis. If p is unramified, e.g. (17) and (18) for Hecke L-series, both assertions follow for general Artin L-series, since every Artin L-series can be expressed as a quotient of products of Hecke L-series (this is a consequence of the Brauer induction theorem). Note that we do not try to give results which are uniform in the field L.
For Re(s) > 1, define
Here A = j∈J C j is a non-empty disjoint union of conjugacy classes C j of G. From the representation theory of finite groups we use the following facts. If G splits into h conjugacy classes C 1 , . . . , C h , then there are exactly h irreducible representations, whose characters we denote by χ 1 , . . . , χ h . The χ i are constant on every conjugacy class. They satisfy the orthogonality relations
This implies that the indicator function I A of A can be written as
On the other hand, for Re(s) > 1,
If χ 1 denotes the trivial character, then α 1 (A) = |A|/|G| = δ(A). Altogether, we find
and η A denotes a function which is holomorphic and bounded in every halfplane Re(s) ≥ 
uniformly for |v| ≤ B, s ∈ D, |t| ≥ δ.
As a function of s, G is analytic in Re(s) > 1/2, and uniformly bounded in [22, p. 201] for a more detailed argument). Thus (21) gives the analytic continuation of F to D. Let x ≥ 4, a = 1 + 1/log x and set T = exp( √ log x) − 3. Using Perron's formula and (20) we find, for an arbitrary ε > 0,
Here Using (20) we find that the contribution of the integral over G 1 and G 4 is O(x 2 T −2+ε ). Similarly, the contribution of the integrals over G 2 and
where 0 < c < 1 and
.
Taylor series expansion in (19) yields
where w = 
Note that H((0, . . . , 0)) = 1. Using (23) we find
uniformly for |w| ≤ B , B > 0. Hence
Using (22) and (25) we infer, with h :
Together with (26) this implies
where, with B := (B, . . . , B) ∈ R s + , . . .
Here C( ν ) denotes the positively oriented circle with radius ν := max(1, r ν )/X ν , X ν := δ ν log 2 x, and center in the origin. Using (30) we find
. . . To analyze the main term we remark that Taylor series expansion of H at z = 0 is sufficient to prove an asymptotic expansion of π(x) with an error term of order O(r(log 2 x) −1 ). This is too weak to deduce a lower bound for π(x) if r log 2 x. Alternatively, we expand H at a = (a 1 , . . . , a d ) and choose a in such a way that the contribution of the linear terms vanishes. Applying F (1) = F (0) + F (0) + 
