For a general class of hidden Markov models that may include time-varying covariates, we illustrate how to compute the observed information matrix, which may be used to obtain standard errors for the parameter estimates and check model identifiability. The proposed method is based on the Oakes' identity and, as such, it allows for the exact computation of the information matrix on the basis of the output of the Expectation-Maximization (EM) algorithm for maximum likelihood estimation. In addition to this output, the method requires the first derivative of the posterior probabilities computed by the forward-backward recursions introduced by Baum and Welch. Alternative methods for computing exactly the observed information matrix require, instead, to differentiate twice the forward recursion used to compute the model likelihood, with a greater additional effort with respect to the EM algorithm. The proposed method is illustrated by a series of simulations and an application based on a longitudinal dataset in Health Economics.
Introduction
Hidden Markov (HM) models have been initially developed in the literature on stochastic processes as extensions for measurement errors of the standard Markov chain model; for one of the oldest contributions about these models see Baum and Petrie (1966) . Then, these models have received considerable attention in the time-series literature, due to their wide applicability and ease of interpretation (for an up-to-date review see Zucchini and MacDonald, 2009 ). HM models have also found an increasing popularity for the analysis of multiple series of data (e.g., Turner et al., 1998) , and in the related context of longitudinal data (Bartolucci et al., 2013b) , in which short series of repeated observations are available for many sample units.
Though algorithms for the direct maximization of the model likelihood have attracted recent interest in the HM literature, see Turner (2008) and references therein, the main tool for maximum likelihood (ML) estimation of the parameters of an HM model is the Expectation-Maximization (EM) algorithm, which is based on certain forward-backward recursions. These are commonly known as Baum-Welch recursions (Baum et al., 1970; Welch, 2003) . The EM algorithm may be implemented with a reasonable effort and is very stable to reach convergence, whereas direct maximization algorithms are in general less stable for HM models. However, the EM algorithm does not provide, as a by-result, the standard errors for the parameter estimates. This is because it uses neither the observed nor the expected information matrix. The information matrix is also important to check local identifiability of the model through its rank; see McHugh (1956) and Goodman (1974) among others.
In the statistical literature, different techniques have been proposed to compute the information matrix, at least approximately, on the basis of the output of the EM algorithm; for a review see McLachlan and Krishnan (2008) . In particular, the Louis (1982) 's method is based on the missing information principle as defined by Orchard and Woodbury (1972) . According to this principle, the observed information matrix can be expressed as the difference between two matrices corresponding to the complete information and the missing information due to the unobserved variables. Another decomposition was proposed by Oakes (1999) and is based on an explicit formula for the second derivative matrix of the model log-likelihood. This formula involves the first derivative of the conditional expectation of the score of the complete data log-likelihood, given observed data.
In the literature on HM models, the decomposition proposed by Louis (1982) has been applied by different authors to compute the information matrix; see, in particular, Hughes (1997) and Turner et al. (1998) . See also Bartolucci and Farcomeni (2009) for a related method based on the numerical derivative of the score. However, at least to our knowledge, the decomposition of Oakes (1999) has not yet been applied to obtain the observed information matrix in the present context.
In this article, we show how to use Oakes' identity for a general class of HM models that include time-varying covariates. The proposed method uses the incomplete data information matrix, which is produced by the EM algorithm, and a correction matrix computed on the basis of the first derivative of the posterior probabilities obtained from the Baum-Welch recursions. There are two clear advantages: on one hand, the method is exact; on the other hand, little computational effort is needed beyond the usual EM computations.
We have to clarify that methods for exactly obtaining the information matrix already exist in the HM literature (Khan, 2003; Lystig and Hughes, 2002; Cappé et al., 2005; Turner, 2008) . They are based on the first and second derivatives of the forward recursion to obtain the model likelihood (Baum et al., 1970) , or on similar approaches. However, these methods do not employ the output of the EM algorithm and are a more natural choice in connection with direct maximization of the model likelihood. Furthermore, computing the second derivatives of each element of the recursion in the presence of covariates, especially when they are continuous, may be a daunting task.
The method proposed in this article does not require to differentiate twice the forward recursion, with a certain computational advantage. It is also rather obvious that, in order to obtain standard errors for the parameter estimates, we can alternatively use a parametric bootstrap method, as described in Zucchini and MacDonald (2009) , or a non-parametric bootstrap method (Efron and Tibshirani, 1993) . However, bootstrapping may be computationally heavy and, in any case, does not allow us to check for local identifiability directly.
The remainder of the paper is organized as follows. In the next section we review some preliminary notions. The proposed method to compute the observed information matrix of the model on the basis of Oakes' identity is illustrated in Section 3. Finally, in Section 4 we illustrate the approach through a series of simulations and an application based on a longitudinal dataset about Health Economics.
All the methods proposed in this article have been implemented in a series of R functions, which rely on a Fortran code to speed up the execution and are available upon request.
Preliminaries about hidden Markov models
In the following, we briefly review the class of HM models with possible time-varying covariates that are of interest for the proposed developments. We also describe the Baum-Welch recursions to compute the manifest distribution of the data and the posterior distribution of the latent variables and we outline maximum likelihood estimation by the EM algorithm. Note that we initially discuss in more detail the case of a single series of data and we show how this formulation can be used to deal with multiple series and longitudinal data. The adopted notation is rather similar to that used in Bartolucci et al. (2013b) , to which we refer the reader for details.
Model formulation
With a single series of data, let T denote the number of occasions of observation and suppose that, for t = 1, . . . , T , we observe a vector of r response variables, denoted by Y (t) = (Y The above assumptions are illustrated by the path diagram in Figure 1 . Let f A (·) denote the probability (or density) for the distribution of a random variable A, and f B|A (·|·) its conditional counterpart for two random variables A and B; this notation extends to random vectors in a natural way. With reference to the HM framework introduced above, we let
In the above expressions, by u andū we denote possible realizations of the latent variables, by w we denote a realization of W (t) , by x a realization of X (t) , and by y = (y 1 , . . . , y r ) a realization of Y (t) . In practice, formulating assumptions on the measurement component amounts to express φ (t) (y|u, w) as a function of the covariates depending on suitable parameters to be estimated.
Accordingly, formulating assumptions on the latent component amounts to suitably parametrize the initial probabilities π(u|x) and the transition probabilities π (t) (u|ū, x).
Concerning the measurement component, the model is specified by a parametrization of φ (t) (y|u, w)
of canonical GLM type (McCullagh and Nelder, 1989) , so that the model may be used with continuous, binary, or count response variables. In particular, in the univariate case in which there is a single response variable Y (t) for each time occasion (r = 1), with η (t) (u, w) being a transformation of the mean
In the previous expression, a (t) uw is a column vector depending on the value of U (t) and that of W (t) and α is the corresponding vector of regression parameters. Just to clarify, if we assume that each variable Y (t) has a Poisson conditional distribution, then the link function is based on the logarithm and we may assume that
that may be reformulated as in (1).
To cover the case of categorical variables with more than two categories, we also consider a multinomial logit parameterization (Agresti, 2002 ). In particular denoting by c the number of response categories, labelled from 0 to c − 1, we consider the vector η (t) (u, w), with elements equal to the logits
and then we assume that
where
uw is a design matrix depending on u and w. This link function may be simply inverted as follows
where φ (t) (u, w) is a column vector with elements φ (t) (y|u, w), y = 0, . . . , c − 1, G hc is obtained by removing the h-th column from the matrix I c , the identity matrix of dimension c, and 1 c is the column vector of c ones. It is also important to note that, with categorical variables (also binary), the model may be formulated using as parameters the conditional response probabilities φ(y|u) = φ (t) (y|u, w), t = 1, . . . , T , u = 1, . . . , k, y = 0, . . . , c − 1, which are collected in the vector φ in a suitable order. We consider this formulation for the application discussed in Section 4.2.
In this way, the covariates are ruled out from the measurement model, but it is still convenient to adopt a parametrization of the type above, which is based on logits and in which α substitutes φ, in order to avoid certain constraints on the parameter space. In this case, the above design vectors and matrices have elements only equal to 0 or 1.
In the multivariate case (r > 1), it is common to assume that the response variables Y
collected in Y (t) are conditionally independent given U (t) and W (t) , so that
where φ
given U (t) and W (t) . Then, the same parametrization as above may be used for each of these conditional distributions. These parametrizations rely on a GLM formulation of type (1), based on vectors a
juw , or on a formulation of type (2), based on design matrices A (t) juw , for the case of categorical response variables. In both cases, a common vector α of regression parameters is used. Moreover, in the case of categorical response variables, the vector of the conditional probabilities of
j (u, w). In the multivariate case, it may be also reasonable to assume that the response variables in Y (t) are not conditionally independent given U (t) and W (t) , allowing then for a form of contemporary dependence. For this aim, we may adopt a single link function for the entire multivariate distribution φ (t) (y|u, w) depending on a single vector of parameters η (t) (u, w). Such an approach has been proposed for categorical response variables by Bartolucci and Farcomeni (2009) . However, this approach may be difficult to adopt when outcomes are of mixed nature, and therefore it is in general assumed that (3) holds. Finally, it is interesting to note that, by including in each vector of covariates W (t) the lagged response variables, that is the vector Y (t−1) , we can easily relax the hypothesis of local independence allowing for serial dependence; see Bartolucci and Farcomeni (2009) for details.
Regarding the latent component, we can parameterize the initial and transition probabilities of the latent Markov chain depending on the covariates inX. For the initial probabilities we assume that
where B x is an appropriate design matrix depending on the covariates in X (1) , β is a vector of parameters, and λ(x) is the vector of multinomial logits having the first as reference categories, that is,
The typical assumption formulated in this way is
which may be reformulated as in (4). For the transition probabilities, we assume that
where ρ (t) (ū, x) contains the multinomial logits
ux depends on the covariates in X (t) and γ is a vector of logistic regression parameters. A natural parametrization that may be assumed in this case is
However, the model complexity may be strongly reduced by assuming that the regression parameters do not depend on the current latent state, so that γ 2ūu = γ 2u ,ū = 1, . . . , k. Both parametrizations may be formulated as in (6) with the parameters γ 1ūu and γ 2ūu (or γ 2u ) included in γ and the corresponding design matrix structured accordingly.
As mentioned at the beginning of this section, in certain contexts we observe n parallel sequences of data which are assumed to be independent. This case is of main interest for the models here illustrated and is typical of longitudinal studies in which n is much larger than T . On the other hand, the case of multiple time series governed by a common latent process may be casted in the theory illustrated above, with Y (t) j referred to the observation at occasion t for time series j.
In order to clarify the above arguments, suppose that we repeatedly observe n sample units at T time occasions. Then, for i = 1, . . . , n and t = 1, . . . , T , we denote the vector of the r response variables by Y
ir ) and the vectors of covariates by W (t)
i and X (t)
i . All these variables are collected in the individual vectorsW i ,X i , andỸ i , i = 1, . . . , n. In this context, the HM model with covariates, which is also called latent Markov model (Bartolucci et al., 2013b) , is formulated by assuming n individual latent processes. The latent process assumed for
i ) and, on the basis of this process, the same assumptions as for a single series of data are formulated. In particular, the assumption of local independence is formulated by requiring that the vectors Y
are conditionally independent given U i andW i . Obviously, the assumption that every latent process U i follows a Markov chain distribution of first order is also replicated. Finally, in the case of longitudinal data, the measurement component and the latent component are expressed for each sample unit i in the same way as illustrated above. We only need to specify design matrices in (2), (4), and (6) which are individual specific, but nothing changes in terms of model formulation and the same vectors of parameters α, β, and γ are common to all units.
Manifest and posterior distributions
Regardless of the specific model formulation, the assumption of local independence implies that for the conditional distribution ofỸ , given U andW , we have
for any realizationỹ ofỸ (with subvectors y (t) ),w ofW (with subvectors w (t) ), and u of U (with elements u (t) ). Moreover, since we assume that the latent process follows a first-order Markov chain, we have that
for any realizationx ofX (with subvectors x (t) ).
Now let f (ỹ|z) = fỸ |Z (ỹ|z) denote the probability mass (or density) function for the manifest distribution ofỸ givenZ, whereZ denotes the vector of the covariates obtained by the union of the vectorsW andX, so that redundant elements are avoided, andz is a corresponding realization (with subvectorsz (t) made of the union of w (t) and x (t) ). We have that
where the sum u is extended to all possible k T configurations u of the latent process. The posterior distribution of the latent process, which corresponds to the conditional distribution of U givenZ andỸ , is denoted by q(u|ỹ,z) = f U |Ỹ ,Z (u|ỹ,z) and has expression
In order to compute efficiently the above densities and probabilities, we employ the Baum-Welch recursions. Let
The forward recursion is initialized with l (1) (u,ỹ|z) = π(u|x (1) )φ (1) (y (1) |u, w (1) ), and it is based on the following step
to be performed for t = 2, . . . , T , where
At the end of the forward recursion, the manifest distribution is simply obtained as
The other recursion introduced by Baum and Welch is a backward recursion, which allows us to obtain the posterior distribution of every latent state and of every pair of consecutive latent states.
Let
This recursion is initialized with m (T ) (ỹ|ū,z) = 1 and it is based on the following steps:
to be performed in reverse order (i.e., from t = T − 1 to t = 1), where
From the results above, and also using the results from the forward recursion, we obtain the following posterior probabilities:
for t = 1, . . . , T , and
for t = 2, . . . , T .
The developments proposed in the present article require to compute the first derivative of the logarithm of the above posterior probabilities with respect to the overall parameter vector θ, which collects α (involved in the measurement component) and β and γ (involved in the latent component). In fact, following Oakes (1999) , these derivatives are required for the adjustment of the information matrix corresponding to the expected value of the complete data log-likelihood, coming from the EM algorithm, so as to obtain the observed information matrix. We simply have that
where the derivatives of log l (t) (u,ỹ|z), log l (t) (ū, u,ỹ|z), log m (t) (ỹ|u,z), and log f (ỹ|z) may be computed as clarified in Appendix 1.
Finally, it is useful to recall that, in order to avoid numerical instability that may occur with large values of T , it may be necessary to implement suitable normalizations; see Scott (2002) . This also motivated Lystig and Hughes (2002) to use a recursion for computing the model likelihood that is similar to the Baum-Welch forward recursion, but it does not suffer from numerical instability.
See also Khreich et al. (2010) and Bartolucci and Pandolfi (2013) for an up to date review of alternatives to the Baum-Welch recursions, and Farcomeni (2012) for a different strategy based on logarithm summation.
Maximum likelihood estimation
For the sake of generality we consider the case of n independent series of multivariate data, so that we suppose to observe the vectors of responsesỹ i , with elements y (t) ij , and the corresponding vectors of covariatesz i with subvectors z 
where f i (ỹ i |z i ) is the manifest distribution ofỹ i , which is computed by the forward recursion illustrated above.
In order to maximize (θ), the EM algorithm employs the complete data log-likelihood, which has expression:
iu log π(u|x
iu is equal to 1 if unit i is in latent state u at occasion t and to 0 otherwise, whereas d (t) iūu is equal to 1 if this unit moves from latent stateū to state u at occasion t and to 0 otherwise.
Starting from a point in the parameter space, the EM algorithm maximizes the model loglikelihood by alternating two steps until convergence. At the E-step, we compute the conditional expected value of each indicator variable involved in the complete log-likelihood given the observed dataỹ i , the covariatesz i , and the current value of the parameter vector, denoted byθ. This simply amounts to compute the posterior probabilities of every latent variable U (9) and (10) and are denoted by q (t) (u|ỹ i ,z i ;θ) and q (t) (ū, u|ỹ i ,z i ;θ), respectively, where the argumentθ recalls that they depend on the parameter vector obtained at the previous iteration of the algorithm.
By substituting these quantities in (11) we obtain the conditional expected value of the complete data log-likelihood, which may be decomposed as
At the M-step, θ is updated by separately maximizing each component of Q(θ|θ). A Newton-
Raphson algorithm is used for this aim; hence we need the first and second derivatives of each component. About the first component Q 1 (α|θ), these derivatives may be expressed as follows:
where the derivatives of log φ
i ) are defined in Appendix 2. In a similar way we can express the first and second derivatives of Q 2 (β|θ) with respect to β and Q 3 (γ|θ) with respect to γ. In this case we need the derivatives of log π(u|x (1) ) and log π(u|ū, x (t) ) which are again given in Appendix 2.
As typically happens for latent variable and mixture models, the likelihood function may be multimodal. In particular, the EM algorithm could converge to a mode of the likelihood which does not correspond to the global maximum. In order to increase the chance of reaching the global maximum, the EM must be initialized properly. In particular, we suggest to use a deterministic starting solution and to compare the value of the log-likelihood at convergence with values obtained starting from randomly chosen initial values. For a related multi-start strategy for mixture models see Berchtold (2004) . We refer the reader to Bartolucci et al. (2013b) for additional details.
Observed information matrix
In this section, we illustrate how to implement Oakes' identity to obtain the observed information matrix under the modeling assumptions formulated in Section 2.1. This can be done with a reduced effort using the output of the EM algorithm and the recursions described above.
First of all, recall that the score vector and the observed information matrix for the log-likelihood (θ) are defined as
respectively. Moreover, with reference to a general latent variable model that is estimated on the basis of an EM algorithm of the type illustrated in Section 2.3, we have
Based on this result, Oakes (1999) derived the following identity that involves two components:
The first component is the second derivative of the conditional expected value of the complete data log-likelihood given the observed data. This component is directly provided by the EM algorithm.
The second component involved in (12) is the first derivative of the score, for the same expected log-likelihood, with respect to the current value of the parameters.
It is straightforward to see that the first component in (12) is a block-diagonal matrix defined as follows:
In order to compute the second component in (12) we need the first derivatives of the expected values in (9) and (10) with respect toθ, that is,
In this regard we have to consider that
and the derivative of q (t) (ū, u|ỹ i ,z i ;θ) with respect toθ may be defined in a similar way. Note that we include the argumentθ in these posterior probabilities in order to recall that they depend on this parameter vector.
The derivatives of log q (t) (u|ỹ i ,z i ;θ) and log q (t) (ū, u|ỹ i ,z i ;θ) may be computed as clarified in Section 2.2. We therefore have that
The observed information at the ML estimateθ can be used to obtain the standard errors and check model identifiability. In particular, the standard errors are obtained by computing the square root of the elements in the main diagonal of J (θ) −1 . Local identifiability is checked through the rank of J (θ); that this matrix is of full rank is of course required in order to compute its inverse.
Note that the standard errors obtained as above are referred to the ML estimate of the parameter vector θ. However, we can simply express the standard errors for the estimate of a transformation of these parameters by the delta method. For instance, consider the case in which, as in the application described in Section 4.2, the covariates do not directly affect the conditional distribution of the response variables and these are categorical. Then it may be interesting to compute the standard errors for the conditional probabilities φ(y|u) collected in the vector φ. In order to obtain standard errors for those quantities, we simply need to compute the derivatives of θ, with respect to φ, α, and β, as we show in Appendix 2. Once the derivatives above have been computed, they are used to build a block diagonal matrix (the last two blocks correspond to an identity matrix). According to the delta method, this matrix pre and post multiplies J (θ) −1 . The square root of the elements in the main diagonal of the resulting matrix contains the standard errors forφ(y|u).
Empirical illustration
In this section we illustrate the proposed approach by a brief simulation study and an application in the context of Health Economics, which is based on the Health and Retirement Study (HRS) dataset described below.
Simulation study
We considered a simulation setting that recalls that of the application based on the HRS data. In particular, we assumed a single response variable with c = 5 categories, labeled from zero to four, that is observed at T = 5, 10 occasions for a sample of size n = 2000, 4000. Moreover, for every sample unit and time occasion we considered two covariates that are independently generated from a standard normal distribution.
As in the application, we assumed an HM model with covariates not affecting the conditional response probabilities, k = 2 latent states, and conditional response probabilities chosen as follows:
φ(y|1) = (5 − y)/15, φ(y|2) = (y + 1)/15, y = 0, . . . , 4, so that the first latent state corresponds to a higher tendency to respond by one of the first categories, and the second state corresponds to a higher tendency to respond by one of the last categories. We also considered different data generating mechanisms, in which the covariates may or not affect the initial probabilities of the latent process and its transition probabilities according to the logit parametrizations in (5) and (7). In particular, when the covariates do not affect the initial probabilities we let β 22 = (0, 0) and when the covariates affect these probabilities we let β 22 = (1, −1) ; in both cases we fixed β 12 = 0. In a similar way, when the covariates do not affect the transition probabilities, we let γ 212 = γ 221 = (0, 0) and when the covariates affect these probabilities we let γ 212 = γ 221 = (1, −1) ; in both cases we fixed γ 112 = γ 121 = − log 9, so as to include a high level of persistence in the latent Markov chain.
Overall, we then considered 16 different possible simulation scenarios. For each of these scenarios we computed a Wald 95% confidence interval based on the MLE and exact estimates for the standard error. In Table 1 we report the empirical coverage and length of the confidence intervals obtained as averages over 1000 replicates. These values are also averaged over all parameters in each single block. For instance, since the assumed model includes 10 parameters in φ, then the table reports the mean of the coverage and interval length for each of these parameters.
It shall be noted that the actual coverage is very close to 95% in all cases, with around 50% of the values below and 50% above the nominal level on the overall simulation study. We also have checked the results for each single parameter, and exactly the same conclusions apply. It shall also be noted that the use of covariates does not affect the actual coverage level. The length of the confidence intervals approximately decreases at the rate of √ n and slightly slower with T . The use of covariates tends to increase the average interval length, with a stronger effect of this inclusion for the transition than those for the initial probabilities. 
Application
We considered a large dataset concerning retirement and health among elderly individuals in the United States. Data are collected by the University of Michigan and provided, after some processing, by the RAND Corporation. We used the complete cases of Version I of Health and Retirement Study (HRS) data, downloadable from http://hrsonline.isr.umich.edu. The same data were analyzed in Bartolucci et al. (2013a) by a model based on a different formulation, in which there is an additional effect of the latent process on the response variable with respect to that of the individual covariates.
The analyzed data are referred to a sample of n = 7, 074 individuals who were asked to express opinions on their health status at T = 8 occasions between 1992 and 2006. The outcome is the self-reported health status, measured on an ordinal scale divided in five categories: "poor" (coded as 1), "fair" (2), "good" (3), "very good" (4), and "excellent" (5). For every subject we also have information on age, gender (1 for females), race (1 for non-white), and education. The educational level is represented by three categories, and coded with two dummy variables, one for subjects with a college degree and the other for subjects with higher than college degree. Table 2 shows some descriptive statistics about these covariates. A more detailed description of the data can be found in Bartolucci et al. (2013a Table 2 : Distribution of the covariates for the HRS data.
The research question of interest regards the relationship between the self-reported health status and the covariates. This could be useful in order to assess specific needs of different types of individual and to assess the evolution of their health status over time. For this end, we included the covariates only in the latent model component, so as to obtain separate initial and transition probabilities for each configuration of the covariates.
In order to easily illustrate the results we fixed k = 2. In this way we are assuming two distinct classes of subjects with a different behavior in terms of tendency to rate their health status. However, if the number of such classes has to be chosen only on the basis of the data, different criteria can be adopted, such as the Bayesian Information Criterion (Schwarz, 1978 ).
The adopted model has a log-likelihood of -70865.53 with 29 free parameters, which is considerably higher than that of the independence model, equal to -83703.21 with 4 parameters, and of the proportional odds model (McCullagh, 1980) , equal to -80623.52 with 10 parameters.
With k = 2 we obtained the estimates of the conditional response probabilities in φ which are displayed in Table 3 . In this table, we also report the standard errors based on the information matrix obtained by the proposed method and a parametric bootstrap method based on 199 replications. Moreover, in Tables 4, 5 , and 6 we report the estimates of parameters in β affecting the initial probabilities and the parameters in γ affecting the transition probabilities, together with the corresponding standard errors obtained in the two different ways.
The results in Table 3 , concerning the conditional distribution of the outcome, allow us to characterize two clearly separate groups: for the first (u = 1) a large probability of a "poor", "good" or "fair" health status is observed; subjects in the second group (u = 2) tend to have a better opinion, with around 80% probability for categories "very good" and "excellent". Overall, the second class includes subjects with a better opinion about their health status with respect to est.
s.e. boot. s.e. Table 4 : Estimates of the parameters β, corresponding standard errors obtained using the proposed method and the parametric bootstrap method, t-statistics and related p-values.
Concerning the initial probabilities, for u = 1 we have an estimate equal to 36% overall, indicating that at the beginning of the observation period about one third of the subjects are not very satisfied of their health status. This percentage is obtained by averaging the subject-specific initial probabilities corresponding to the parameter estimates in Table 4 for all the sample. These estimates indicate that non-whites are more likely to enter the study in the first latent class given the negative parameter estimate of about −0.96, and with a similar reasoning it can be shown that a higher degree is associated with a larger probability of being in the second class. Furthermore, younger subjects are more likely to report a better health status initially. As age increases, satisfaction with one's own health status gets worse, and the effect seems to be linear given that the quadratic effect of age is not significant, with a p-value of about 0.86 for the hypothesis that the corresponding parameter is equal to 0.
Concerning the model for the transition probabilities, we report in Table 5 the estimates of the parameters γ 2 , that is, the parameters associated with the transition fromū = 1 to u = 2, and in Table 6 : Estimates of the parameters γ 1 , corresponding standard errors obtained using the proposed method and the parametric bootstrap method, t-statistics and related p-values.
From Tables 5 and 6 we conclude that being non-white decreases the probability of persistence inū = 1 andū = 2, that is, non-whites tend to move between latent states more than whites.
On the other hand, there seems to be no significant effect of education and age on transitions fromū = 1. As far as a worsening of the opinion regarding one's health status, similar effects are obtained: whites are more likely to persist in the latent state corresponding to a higher satisfaction, a higher degree is associated with persistence as well, and there seems to be a quadratic effect of age increasing the probability of transition. In fact, as age increases, even subjects presently satisfied of their health status tend to move to a less satisfactory situation. A final note regards gender, as a negative log-odds is seen for females both in Table 5 and Table 6 . We conclude that females are less likely than males to move from one state to another, regardless of the present opinion.
In order to help the interpretation of the results, we also report the average latent transition matrix for the overall sample (Table 7 , first panel), which shows a high persistence in the current latent state, with a certain tendency towards a worse health status over time. The number of transitions linked to a worsening in the perceived health status are about seven times those expected in connection with an improvement. In Table 7 we also report the transition matrix estimated for a white woman with a degree above college (second panel) and that estimated for a black man with a lower than college degree (third panel). The results are averaged over all the other covariates. It can be seen that the estimated probability of a general worsening of the perceived health status is much larger in the second case than in the first, confirming the effect of the covariate race already commented above. Table 7 : Average marginal (first panel) and conditional (second and third panel) latent transition matrices; the second transition matrix is for a white woman with a degree above college; the third is for a black man with a degree below college.
In conclusion, we note that, for every parameter estimate, the standard error obtained using the information matrix computed by the proposed method is close enough to that obtained by the parametric bootstrap, with few exceptions. One of such exceptions is for some of the parameters in γ 2 , in particular the parameter associated to the highest educational level. However, we checked that this parameter estimate is rather unstable due to the reduced number of subjects with this level of education that are included in the first latent state. We expect that by increasing the number of bootstrap replicates we can obtain more similar results between the proposed method and the bootstrap method. However, this would take a very long computing time in contrast with the immediacy of our method. Therefore, we conclude that through the proposed method we easily obtain reliable standard errors for the parameter estimates even with a very reduced computing time, even when the sample size is relatively large. ∂ log m (t) (u,ỹ|ū,z) ∂θ for t = 2, . . . , T − 1, where ∂ log m (t) (u,ỹ|ū,z) ∂θ = ∂ log m (t+1) (ỹ|u,z) ∂θ + ∂ log π (t+1) (u|ū, x (t+1) ) ∂θ + ∂ log φ (t+1) (y (t+1) |ū, w (t+1) ) ∂θ .
Then these derivatives may be computed by a backward recursion.
Appendix 2: Derivatives of the density and probability mass functions
In the case of a canonical GLM parametrization, and considering the general situation of multivariate outcomes, for the measurement component we have
where τ denotes the dispersion parameter and g(τ ) denotes the function involving this parameter in the typical expression for an exponential family distribution (McCullagh and Nelder, 1989) . In the case of categorical data where a multinomial logit parametrization is adopted, we have ∂ log φ where e c (y + 1) is a vector of c zeros with element y + 1 equal to 1 (because the first category is labelled as 0) and
where, for a generic probability vector f , we have Ω(f ) = diag(f ) − f f .
Regarding, the other derivatives, we have ∂ log π(u|x) ∂β = B x G 1k (e k (u) − π(x)),
and, finally, ∂ log π (t) (u|ū, x) ∂γ = C ūx G ūk e k (u) − π (t) (ū, x) , ∂ 2 log π (t) (u|ū, x) ∂γ∂γ = −C ūx G ūk Ω π (t) (ū, x) Gū k Cū x , where π(x) is the column vector of the initial probabilities π(u|x) and π (t) (ū, x) is that of the transition probabilities π (t) (u|ū, x), with u = 1, . . . , k.
