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Prediction in MOOCs: A review and future 
research directions 
Pedro Manuel Moreno-Marcos, Carlos Alario-Hoyos, Pedro J. Muñoz-Merino, Senior Member, 
IEEE and Carlos Delgado Kloos, Senior Member, IEEE 
Abstract—. This paper surveys the state of the art on prediction in MOOCs through a Systematic Literature Review (SLR). The 
main objectives are: (1) to identify the characteristics of the MOOCs used for prediction, (2) to describe the prediction outcomes, 
(3) to classify the prediction features, (4) to determine the techniques used to predict the variables, and (5) to identify the 
metrics used to evaluate the predictive models. Results show there is strong interest in predicting drop-outs in MOOCs. A 
variety of predictive models are used, though regression and Support Vector Machines stand out. There is also wide variety in 
the choice of prediction features, but clickstream data about platform use stands out. Future research should focus on 
developing and applying predictive models that can be used in more heterogeneous contexts (in terms of platforms, thematic 
areas, and course durations), on predicting new outcomes and making connections among them (e.g., predicting learners’ 
expectancies), on enhancing the predictive power of current models by improving algorithms or adding novel higher-order 
features (e.g., efficiency, constancy, etc.).
Index Terms—Discussion forums, Distance Learning, Learning Environments, Machine Learning 
——————————      —————————— 
1 INTRODUCTION
assive Open Online Courses (commonly known by 
the acronym MOOCs) are open courses designed to 
provide educational content to a large number of partici-
pants through an online platform, and with free access 
[1]. The term was coined in 2008, and has become more 
and more popular since 2012, creating a new paradigm in 
education. MOOCs originally appeared to enable learners 
all over the world to gain access to introductory courses 
from universities. However, currently there are MOOCs 
about many different thematic areas and levels, and as 
Christensen et al. [2] have shown, the target learners are 
not only undergraduate students anymore: Anyone with 
an interest can take one of these courses.  
One of the main characteristics of MOOCs is the large 
number of enrollees, due to the nature of these courses 
(there can be typically thousands of enrollees and the fact 
that these courses are open contributes to getting these 
numbers). This allows a vast amount of information to be 
collected about what is happening in the course for fur-
ther analysis. Interestingly, most platforms store large 
amounts of data from all the interactions learners have 
with course contents. These interactions include, among 
others, course navigation events, video events (i.e., when 
a user plays a video, changes the speed, and so on) and 
logs related to the exercises (i.e., the number of attempts 
and scores for each exercise, number of hints used, and so 
on). 
xxxx-xxxx/0x/$xx.00 © 200x IEEE 
Apart from that, forum posts in MOOCs can also be 
collected and analyzed, as they provide relevant infor-
mation not only about users’ attitudes or sentiments (i.e., 
a user can show what his performance or engagement is 
like by the comments he posts), but also about social in-
teractions. In this area, it is possible to analyze some met-
rics related to the network formed from the interactions of 
learners in the course (e.g., degree, centrality, etc.). Other 
interesting related aspects that can be considered are 
learners’ reputation and their sense of community [3]. 
All these data can be used not only to detect problems 
from the observed data, but also to predict learners’ be-
haviors and learning outcomes. These predictions can be 
very helpful for the different stakeholders for several 
reasons. Teachers can anticipate possible problems with 
learners and adapt the course or methodology to enhance 
the learning experience. In addition, instructors or the 
institution itself can use the predictions to make decisions 
about the curricular design and to carry out interventions. 
Furthermore, learners can receive information about their 
learning process that will enable them to reflect on how 
they are doing and improve their performance.  
 The first question when predicting based on events re-
lated to users in a MOOC is what outcome is going to be 
predicted. One traditional example is the dropout rate. As 
MOOCs are open, many people enroll in these courses 
without really thinking about the work involved, and, 
eventually, they end up withdrawing. Gütl et al. [4] com-
pared dropout rates between face-to-face courses and 
online courses and  stated that they can be 10 % or 20 % 
higher when courses are online. For this reason, there 
have been several contributions trying to predict dropout 
rates in MOOCs [5], [6]. Apart from dropouts, grade pre-
diction, engagement and sentiments are other features 
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that have been predicted in the literature about MOOCs 
[7], [8]. 
In the literature, there are many articles related to pre-
diction in MOOCs, but as there can be a large list of vari-
ables to forecast with different indicators and techniques, 
there is not a clear vision about what has been researched 
in this area to be able to innovate with new contributions. 
Although each article evaluates prediction techniques to 
use the most appropriate ones for its case and uses avail-
able data from one or several MOOCs, not all types of 
variables are used in all contexts. Therefore, it is interest-
ing to identify which indicators are more frequent in the 
literature (because of their effectiveness), what problems 
have been addressed and which ones offer new possibili-
ties for research, and what predictive models achieve 
accurate results for each context. 
This work conducts a Systematic Literature Review 
(SLR) of prediction in MOOCs. The contributions in the 
state of the art are structured according to five main re-
search questions, which cover the different characteristics 
mentioned previously. The ultimate goal is to be able to 
detect future challenges and possible future research 
directions in the area of prediction in MOOCs. 
RQ1: What are the most common characteristics of the 
MOOCs that have been used for prediction?  
RQ2: What outcomes have been predicted in contribu-
tions about MOOCs? 
RQ3: What are the prediction features that are used to 
build prediction models in MOOCs? 
RQ4: What are the techniques/models used for predic-
tion in MOOCs? 
RQ5: What metrics have been used to evaluate predic-
tion results in MOOCs? 
The structure of the paper is as follows. Section 2 pro-
vides a background on what has been researched about 
prediction in education in general and then discusses the 
particularities for the specific case of MOOCs. Section 3 
describes the systematic methodology that has been used 
to collect and select the articles, which provide the neces-
sary information to answer the research questions. Re-
sults are discussed in Section 4, while the future research 
directions are provided and justified in Section 5. Finally, 
the main conclusions are described in Section 6. 
2 RELATED WORK 
2.1 Prediction in education 
Prediction is a wide area of study and there have been 
contributions in many different fields, including educa-
tion. Currently, most of the work in the literature on pre-
diction in education refers to “closed” courses in schools, 
high schools or universities. In general, predictive models 
are being used for both anticipating future events (i.e., 
forecasting students’ performance at the end of the 
course) and for detecting patterns in learners’ behaviors 
(i.e., engagement, participation in forums, behavior 
changes, and so on). This section will outline relevant 
outcomes obtained in this field from the literature, taking 
into account the two possible approaches. 
First of all, one of the main interests has been in pre-
dicting whether or not a student will finish and pass the 
course. In order to do that, most researchers have used 
the cumulative grade point average (CGPA) [9], [10]. 
Demographic data (age, gender, mother tongue, origin, 
etc.) are also commonly used, as well as other information 
related to platform logs; for example, Gašević et al. [11] 
used Moodle logs and submission results for predicting 
learners’ performance. Combining data from different 
sources can also contribute to improving prediction out-
comes; for example, Aguiar et al. [12] found that on many 
occasions, student performance features (like the CGPA) 
were not enough to predict dropouts, and engagement 
variables needed to be added (e.g., number of accesses to 
the platform) to achieve good accuracy results. Timing is 
also a key factor that can affect the results of the experi-
ments. Lykourentzou et al. [13] performed a study to 
predict dropouts in two introductory courses from the 
University of Athens. They considered only demographic 
variables at the beginning and they added data from the 
course as the course evolved. They found that while the 
overall classification rate was between 75 and 85 % from 
the first section of the course, they could reach a 97–100 % 
rate in the final phases.  
Instead of predicting whether a learner will pass a sin-
gle course or not, one could try to predict whether a stu-
dent will complete a whole degree. This was the case with 
Daud et al. [14], who took data from students from sever-
al Pakistani universities for predicting this, using varia-
bles related to family expenditure, family income, per-
sonal information and students’ family assets. Neverthe-
less, prediction models can be extended with data about 
students’ performance during the degree, or at specific 
moments. For example, Neumann, Neumann, and Lewis 
[15] predicted completion in a master’s degree using data
from the first (and crucial) course of the program.
When using prediction techniques in face-to-face 
courses, students’ grades are an important outcome. Sev-
eral contributions analyzed different items that could 
correlate with grades. For example, Meier et al. [16] 
showed that in-class exam results are better predictors of 
performance than assignments, but, in contrast, Huang 
and Fang [17] researched the effect of prerequisite grades 
and midterm exams, and found that prerequisite grades 
are not better indicators than the average grade of the 
whole degree (CGPA) and that the first midterm exam is 
not reliable at all when making predictions. As face-to-
face courses enable more interactions with classmates and 
teamwork, peer grading has also been considered for 
forecasting grades. However, Sajjadi, Alamgir, and von 
Luxburg [18] showed that the high variance among 
grades and the wide-ranging sources of grading errors 
suggest that peer grades are not reliable. In this case, 
timing considerations are also relevant since prediction 
purposes can vary over a number of weeks. For example, 
at the beginning of the course, one interest may be fore-
casting the midterm results, whereas in the last week the 
aim of prediction is to know the final exam result (or the 
final grade). In this case, as the course evolves and more 
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information becomes available, results can improve in the 
final weeks [19]. This was also corroborated by Okubo et 
al. [20], who predicted grades using neural networks, and 
improved the accuracy from 50 % in the first week to 100 
% in the tenth. 
Another common goal in works on prediction is identi-
fying students at risk of failing a course with a view to 
performing interventions with the aim of encouraging 
students to work harder, and have a greater chance of 
passing the course. In this case, Marbouti, Diefes-Dux, 
and Madhavan [21] highlighted the importance of mini-
mizing false negatives to ensure that students at risk are 
warned about their situation. Generally, students may or 
may not be at risk, but other approaches have considered 
more states with a view to taking corrective measures, 
such as performance at or above (or below) the course 
mean, or trending towards underperformance [22].  
Student behavior is another major area of study in 
prediction, and forum posts are an important source of 
information to be considered (if available, since tradition-
al face-to-face courses do not normally collect social inter-
actions). Romero et al. [23] took forum messages and 
classified posts according to their relationship with the 
subject and the knowledge students demonstrate with 
their posts. Additionally, these authors considered social 
measures, such as the degree of centrality or prestige of 
the student. In the social area, Chen, Vorvoreanu, and 
Madhavan [24] gathered tweets using geolocation to re-
trieve only information within a radius of 1.3 miles from 
the campus, and were able to identify students’ problems, 
such as a heavy study load, a lack of social engagement, 
negative emotions, or sleep problems.  
Apart from the forum contributions, Xenos [25] devel-
oped a Bayesian Network (BN), which included infor-
mation regarding different areas, including abilities, mo-
tivations, and tutor efforts, in order to model students’ 
behaviors. This author concluded that the BN design is 
crucial for this type of analysis. However, in contrast to 
the general purpose, the aim was not predicting students' 
performance beforehand. Instead, he proposed a model to 
analyze data after the course, which can be another pur-
pose of predictive models. 
2.2 Why is it important to predict in MOOCs? 
MOOCs have particularities, and a special focus will be 
placed on them when talking about prediction. At first 
sight, MOOCs are different from other courses where 
there are research works about prediction due to the vast 
amount of data provided by the huge number of learners. 
Apart from the volume, variety is another characteristic 
since users can be very different (in terms of culture, edu-
cation, personality, and so on) and there can be many 
different behaviors. Additionally, there is an intensive use 
of videos and social interactions in the forum compared 
to other courses. This section will emphasize why 
MOOCs are different and will provide a background on 
the relevant work in the literature. The structure will be 
similar to that in the previous section; common prediction 
purposes, such as dropouts, scores prediction and forum 
variables, will be considered. It is worth noting that 
courses restricted to students on campus are excluded 
from the definition of MOOCs and, therefore, such 
“closed” courses will be beyond the scope of this study. 
First of all, attrition is considered one of the main re-
search issues in prediction in MOOCs. As courses can be 
accessed freely, it is very common for people to enroll just 
to browse through the content without any intention of 
finishing the course [26] (MOOCs may be considered as 
something optional for many learners). This entails a 
massive number of enrollees in MOOCs, but with a very 
low completion rate [27]. Thus, there is a need to optimize 
predictive models, not only for the case of learning out-
comes (as in most formal education settings) but also for 
learner dropout in the course. Moreover, it is important to 
balance dropout outcomes (i.e., whether a learner is going 
to withdraw from the course or not) and learning out-
comes. For example, Kizilcec, Bailenson, and Gomez [28] 
showed that the physical appearance of the instructor in 
MOOC videos (e.g., when the video shows the instruc-
tor’s face) has little effect on learning outcomes but in-
creases dropout for some learners.   
 In this field, Halawa, Greene, and Mitchell [29] ana-
lyzed learner activity features to forecast dropouts and 
found that absence times over three weeks have a clear 
relation with dropsouts; risk signals can be effective after 
only two inactive weeks and could be used for 
interventions. Among other prediction features, Taylor, 
Veeramachaneni, and O’Reilly [30] found a strong corre-
lation between dropouts and problem submissions or 
features that involved inter-student collaboration (forum 
and wikis). They also showed the effectiveness of sophis-
ticated features, such as the percentile of a student when 
compared to other students, or the lab grade over time. 
Moreover, Kizilcec and Halawa [31] identified learners at 
risk and invited them to complete a survey. Results 
showed that lack of time, course format, and difficulty 
were the three main reasons for dropping out of the 
course. 
For the dropout problem, timing considerations are al-
so significant since some analyses have shown that 75 % 
of dropouts occur in the first weeks of a MOOC [32] and, 
in general, people who start early are less likely to drop 
out [33]. For this reason, there have been several attempts 
to predict the point in a course at which a student will 
leave. Xing et al. [34] implemented a General Bayesian 
Network (GBN) and a decision tree with some predictors, 
such as the number of discussion posts, number of forum 
views, number of quiz views, number of module views, 
number of active days, and social network degree, with 
the aim of forecasting the dropout week. Kloft et al. [35] 
also used Support Vector Machines (SVMs) to predict 
dropouts over weeks and found that models outper-
formed baselines in advanced phases as there is not 
enough information at the beginning for prediction. Simi-
larly, Cobos and Macías Palla [36] developed an interac-
tive tool that included visualizations about the perfor-
mance of different predictive models to predict certificate 
earners over time. 
The last example differed from the previous ones be-
cause completing the course is not the same as passing it. 
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Because of that, as well as dropouts, the final score learn-
ers will get in the course is also worth predicting. In this 
case, MOOCs are also different as the assessment system 
may differ from that of face-to-face courses. In order to 
retrieve information for prediction, researchers may take 
indicators that are not available in other types of courses 
(e.g., information about video watching is not usually 
available in face-to-face courses). In MOOCs, prediction 
features are usually related to the platform use, forum 
activity, videos watched (number of videos 
watched/downloaded, events of play/pause) [37], and 
the results of the assignments. For example, Ren, 
Rangwala, and Johri [38] used these kinds of indicators to 
predict the score the learner was going to achieve in the 
following graded homework activity. Results showed that 
the best results were obtained in the middle of the course 
and the number of previous quizzes attempted before the 
graded one was the variable with the highest correlation. 
Moreover, Yang et al. [39] used a time series neural net-
work to predict scores based on only previous assessment 
grades or their combination with clickstream data. They 
showed how video-watching clickstream could improve 
the predictive power. Sinha and Cassell [40] also created 
indicators about burstiness (they measured the number of 
video plays, chapters with interaction, or forum posts 
divided by the number of different days the learner inter-
acted with the course) to separate learners’ achievement 
into four categories (low, medium, high, and very high).  
However, there are many other kinds of features (e.g., 
demographics) that have also been considered in the lit-
erature. For example, Kennedy et al. [41] considered the 
common types of variables, such as assignment submis-
sions, assignment switches (i.e., the number of times a 
learner goes from one assignment to another), active days 
and total points, but also added special activities, such as 
graph coloring activities and those related to the knap-
sack problem, to predict the final score.  
Forum posts are also an important focus in research 
and they can be a relevant source of prediction features 
(e.g., the number of posts, number of replies, number of 
votes up, and so on) that are usually not available in face-
to-face courses. The information these posts provide 
could be processed through Natural Language Processing 
(NLP) techniques to build the predictive model, as Robin-
son et al. [42] did to forecast certificate earners in a six-
week MOOC from edX. Furthermore, Chen et al. [43] 
developed a visualization tool with a predictive model to 
forecast dropout. They included the number of posts as a 
feature and also provided visualizations regarding the 
forum activity together with the dropout prediction re-
sults.  
In addition, there have been several contributions that 
tried to classify messages posted in MOOC forums. Brin-
ton et al. [44] analyzed 73 MOOCs from Coursera to clas-
sify posts according to their relevance using algorithms 
based on HITS (Hyperlink-Induced Topic Search) and TF-
IDF (Term Frequency – Inverse Document Frequency). 
They also analyzed the decline of forum participation 
over time and found that while participation by the teach-
ing staff increased the overall forum activity, in the long 
run it did not slow down the decline rate of messages 
over time. Ramesh et al. [45] also suggested a classifica-
tion of posts according to different aspects (coarse as-
pects, fine aspects, sentiments, and sentiment toward 
online courses). In each category, several subtypes were 
defined to be more specific (e.g., fine aspects could be 
divided into lecture-video, lecture-audio, lecture-content, 
quiz-submission, quiz-grading, and so on). Moreover, 
Bakharia [46] worked on classifying forum posts accord-
ing to three aspects (confusion, urgency, and sentiment) 
over three data sets. 
Other approaches in the social area have tried to iden-
tify the people who contribute the most in the forums and 
their possible relationship with course completion [47], 
the participation of learners in peer reviews [48], and the 
personality of students, which was classified according to 
the Big Five personality dimensions [49] (openness, ex-
traversion, conscientiousness, agreeableness, and neuroti-
cism) by Chen et al. [50].  
It is important to note that although there can be some 
common areas of interest in prediction, there were articles 
that took different approaches. For example, as in a 
MOOC there can be thousands of enrolled users and it 
would be very time-consuming for an instructor to reply 
to all posts in the forum, Chaturvedi et al. [7] applied 
logistic regression and decision trees to identify whether 
or not there would be intervention from an instructor in a 
message. Also, with forum posts, but with click patterns, 
Yang, Kraut, and Rose [51] developed a model to identify 
confusion among students (e.g., when a student says, 
“I’m stuck”). This can be very useful as in a MOOC it is 
more difficult to identify learners’ difficulties than in a 
face-to-face course where the instructor sees the students 
regularly. Although teamwork between unknown people 
is not very common in MOOCs, Yang, Wen, and Rosé [52] 
took data from a NovoEd MOOC about Constructive 
Classroom Conversations where students needed to initiate 
or join a group at the beginning. These data were used to 
predict teamwork quality and to identify leaders in the 
group and the worst-performing learners, who are often a 
bottleneck for the team. Other examples of prediction 
outcomes include course satisfaction [53], student naviga-
tion in the course [54], and prerequisites between lectures 
[55], among others. 
In this section, a general overview of prediction in ed-
ucation and particularly in MOOCs was presented. This 
paper goes beyond and provides an analysis of what has 
been researched, separating the characteristics of the 
studies: prediction outcomes, prediction features, tech-
niques, course contexts, etc. This analysis is a novel con-
tribution aimed at structuring the contributions of the 
current state of the art in prediction in MOOCs. The bene-
fits of this work include the identification of what has 
been done in the past with a view to taking ideas and 
innovating. Furthermore, this contribution focuses on 
providing future research direction to help researchers 
choose the direction to take in their studies to advance in 
the state of the art. 
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3 METHODOLOGY 
3.1 Description of the methodology 
The methodology of this review follows the guidelines for 
a Systematic Literature Review (SLR) [56], [57]. This ap-
proach allows a wide coverage of results to be obtained 
that can be used for the analysis and discussion of the 
different articles that have been published in the litera-
ture. Other studies in the area of science education have 
used this methodology to elaborate their reviews (e.g. 
[58], [59], [60]). 
The literature search was performed through two of 
the most common databases for retrieving scientific 
works: Scopus and ISI Web of Knowledge [61]. These 
databases include most of the important papers in the 
area (e.g., ISI Web of Knowledge (WoK) indexes all Jour-
nal Citation Report journals), with the journals of the top 
publishers such as IEEE, Elsevier, ACM, Springer, Taylor 
& Francis, and so on. In addition, the Scopus and WoK 
databases impose quality conditions on journals and con-
ferences that must be met to include them, so articles 
found in these databases follow a minimum quality 
standard. Moreover, these databases are selected by ac-
creditation agencies (e.g., the National Agency for Quality 
Assessment and Accreditation of Spain) because of their 
quality. Therefore, they can be representative enough to 
cover most of the top contributions in the area. Other 
reviews have also relied on these two databases for their 
analysis [62], [63]. 
Table 1 shows the inclusion and exclusion criteria that 
we used for selecting the papers for this review. First, we 
apply a search according to the inclusion criteria. Next, 
we filter the results applying the exclusion criteria to the 
results obtained with the inclusion criteria.  
With regard to the inclusion criteria, in this case, as the 
area of interest is prediction in MOOCs, the search can be 
decomposed into two parts so that keywords have to 
contain the idea of "prediction" and the idea of "MOOCs." 
Because of that, an advanced search query was used with 
a global AND operator that separates both ideas and OR 
operators inside each one of them to include several syn-
onyms of both ideas. The idea of prediction was covered 
with the terms (1) predict, (2) prediction, (3) predictive 
and (4) forecasting, which includes the main variants of 
the word “predict” (noun, verb and adjective) and a typi-
cal synonym in the literature (forecasting). Moreover, the 
idea of MOOCs was covered with the terms (1) MOOC, 
(2) MOOCs, (3) Massive Open Online Course, and (4)
Massive Open Online Courses; these terms include the
possibility of using the acronym or not, and the singular
and plural forms. Thus, the combination of words has the
following format (regardless of the database):
 (predict OR prediction OR predictive OR forecast-
ing) AND (MOOC OR MOOCs OR “Massive Open 
Online Course” OR “Massive Open Online Courses”).  
Once the query string is defined, it is important to note 
where to look for these words. In this case, searches were 
restricted to the title, abstract, and keywords, since these 
parts might contain the most representative terms used 
in the paper. Following that, 183 papers were re-
trieved from Scopus and 102 papers from ISI Web of 
Knowledge. However, 67 papers were duplicated, which 
gives a total of 218 different papers. Searches covered 
until the end of 2017 but they had no restriction on the 
initial date. The reason is that the MOOC phenomenon is 
very recent and even without a time restriction, there is 
an implicit “from date” derived from the appearance of 
this type of course. 
Next, we explain the rest of the exclusion criteria that 
we followed (see Table 1). It was necessary to filter out 
papers that were beyond our scope. For example, there 
were cases where the topic was MOOCs in general and 
authors were predicting a rise in their popularity, but the 
article was not about forecasting any variable that indi-
cates a phenomenon in the course. Furthermore, there 
were articles in which they only visualized existing data 
from the courses or they proposed learning indicators but 
they did not make any prediction. Therefore, such articles 
were discarded. A paper had to present a study in which 
at least a model was created to obtain a variable (out-
come) from MOOC data. For example, papers that 
showed only correlations between variables were also 
excluded. Nevertheless, papers were included if at least a 
prediction model was built, even if the evaluation was 
informal (e.g., it analyzed only regression coefficients). In 
addition, if a paper did not contain MOOC data, it was 
excluded. For example, there were papers that used re-
views and opinions of a MOOC outside the platform to 
develop models. However, they were excluded as the 
input was not data from the MOOC. Furthermore, studies 
based on online courses restricted to on-campus students 
were excluded even if they used typical MOOC platforms 
as they did not use real MOOCs. Other exclusion criteria 
included: position papers; secondary studies, such as 
surveys and systematic literature reviews; and papers not 




Search in titles, abstracts, and keywords in Scopus 
and WoK: 
(predict OR prediction OR predictive OR forecasting) 
AND (MOOC OR MOOCs OR “Massive Open Online 
Course” OR “Massive Open Online Courses”).   
EXCLUSION CRITERIA 
1 Studies published in 2018 or later 
2 Duplicate papers (only one paper was included) 
3 Out of scope studies 
4 Studies that did not include a predictive model 
5 Studies whose data set is not obtained from the 
MOOC  
6 Studies about online courses restricted to on-campus 
students  
7 Position papers 
6 IEEE TRANSACTIONS ON LEARNING TECHNOLOGIES, MANUSCRIPT ID 
8 Secondary studies (e.g., surveys, systematic literature 
reviews) 
9 Non-English papers 
Following the previous criteria, three main steps were 
followed for each paper: 1) title and abstract were read 
and the article was only discarded if there was very clear 
evidence that the article was not related to the field of 
study; 2) introduction and conclusions were processed to 
check the validity of the different exclusion criteria (e.g., 
the paper is about predictive models), and 3) the part of 
the article was searched where the data set was described 
to check that data were taken from a real MOOC (and not 
from an online course with restricted access or a face-to-
face course). When there was no clear conclusion after 
these steps, other parts of the article were inspected to 
make a decision. 
There were 82 articles that met these criteria from Sco-
pus, and 37 from ISI Web of Knowledge. In total, and 
after removing overlapping between the two databases, 
there were 88 different articles that met the aforemen-
tioned criteria (see Appendix for the details of each of the 
selected papers). The figure is reasonable as MOOCs are 
relatively recent as is the use of prediction in online 
courses. 
3.2 Description of the set of selected papers 
This section provides some general information about the 
88 selected papers. The first aspect considered is whether 
the article was published in a journal or at a conference. 
Among the 88 articles, there is a clear trend for confer-
ences since there are 72 articles released at conferences 
while only 16 articles are published in journals. However, 
the distribution of conferences and journals is very heter-
ogeneous. In the case of journals, there is just one repeti-
tion, i.e., the 16 articles were published in 15 different 
journals. The Computers in Human Behavior was the only 
journal with more than one selected paper published. In 
the case of conferences, the 72 remaining articles were 
published at 39 different conferences.  
Table 2 presents the number of papers that were pub-
lished at each conference venue. The conferences that 
predominate over the rest are Learning at Scale (L@S) (e.g., 
[64], [65]) and the International Conference on Learning Ana-
lytics & Knowledge (LAK) (e.g., [66], [67]) with 10 articles 
each. As regards the rest of the conferences, only four 
more had at least three papers in the set (see Table 2). 
TABLE 2 
TOP CONFERENCES IN THE DATA SET 
ID Name Nº 
1 ACM Conference on Learning at Scale (L@S) 10 
2 International Conference on Learning Ana-
lytics and Knowledge (LAK) 
10 
3 AAAI Conference on Artificial Intelligence 
(AAAI) 
3 
4 ACM Conference on User Modeling, Adap-
tation and Personalization (UMAP) 
3 
5 International Conference on Database Sys- 3 
tems for Advanced Applications (DASFAA) 
6 European MOOCs Stakeholders Summit 
(EMOOCs) 
3 
Publication dates are important to understand the 
popularity of prediction in MOOCs in recent years. Table 
3 shows the distribution of articles over time. The distri-
bution clearly indicates that there is an increasing interest 
in this field, which is particularly evident in the year 2017. 
While there were only six papers published in 2014, 41 
papers were published in 2017. It is also worth noting that 
there are no articles published before 2014. This is reason-
able because MOOCs are a recent phenomenon, and cor-
roborates the fact that there was no need to specify a re-
striction in the initial date of the search in the databases.  
TABLE 3 






4 RESULTS AND DISCUSSION 
In this section, the results for each of the research ques-
tions stated in Section 1 will be presented and discussed 
based on the analysis performed from the articles re-
trieved. Each research question is in its own subsection. 
4.1 RQ1: What are the most common 
characteristics of the MOOCs that have been 
used for prediction? 
The first research question is about the features of the 
MOOCs that appear in the articles on prediction. These 
features are: (1) the number of MOOCs considered in 
each paper; (2) the thematic areas of these MOOCs; (3) the 
platforms on which these MOOCs are deployed; (4) the 
number of enrolled users in these MOOCs; and (5) the 
duration of these MOOCs.  
The first aspect that has been considered is how many 
MOOCs are analyzed in each paper. Almost half of the 
articles (38 out of 88) only consider one single MOOC, 
while the rest consider more than one MOOC to compare 
prediction results between several courses. Sometimes, 
when more than one MOOC is analyzed, it may happen 
that the same course is considered in several editions, 
while on other occasions, authors take different courses 
with different thematic areas to be able to evaluate the 
differences in results across courses. For example, Qiu et 
al. [68] considered 11 MOOCs from XuetangX, catego-
rized into science and nonscience courses, with the aim of 
predicting certificate earners and scores. When evaluating 
the performance of the certificate-earning prediction with 
the AUC (Area Under the Curve), the value was between 
94 and 95 % for both categories, considering features 
classified as demographic, forum activities, and learning 
behavior. Nevertheless, results showed a significant dif-
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ference when removing behavior features, which are 
related to watching videos and doing assignments (the 
AUC value was about 92 % for science courses, and only 
84 % for nonscience courses). Therefore, considering more 
than one course with different thematic areas can be use-
ful for identifying patterns. 
With regard to thematic areas, there was a vast list of 
courses in the 88 articles, and these courses were associat-
ed with many different areas. Groups of areas of 
knowledge that contained multiple related disciplines 
were used to classify the courses into thematic areas. Wu 
et al. [69] identified five major categories of study areas: 
humanities, social sciences, natural sciences, formal sci-
ences, and the professions and applied sciences. Figure 1 
shows the distribution of articles over these categories. 
Results show that most of the MOOCs used for prediction 
are related to professions and applied sciences, social 





Fig. 1. Distribution of articles over areas of knowledge. 
In terms of the platforms on which MOOCs are de-
ployed, there can be many, but only six appeared at least 
twice in the selected papers: edX, Coursera, Open edX 
(including XuetangX), Canvas, Stanford platforms (e.g., 
Stanford Lagunita), and Telescopio. The distribution of 
articles over the platforms can be seen in Figure 2. In this 
figure, there is also an “Others” category for those papers 
that collect data from platforms other than the aforemen-
tioned six (e.g., MiríadaX, Iversity, etc.). In this figure, it is 
worth noting that Coursera and edX predominate over 
the rest. There are 33 articles in which MOOCs from 
Coursera are analyzed, and 30 in which MOOCs come 
from edX. This is reasonable, and it shows a correlation 
between the popularity of the platform [70] and the num-
ber of related papers. 
Fig. 2. Distribution of articles over the platforms. 
In regard to the number of enrollees in the MOOCs an-
alyzed, three categories were defined: small (less than 
20,000), medium (between 20,000 and 60,000), and large 
(more than 60,000 enrollees). According to this classifica-
tion and bearing in mind that one paper can be classified 
into more than one category (if a paper analyzes more 
than one MOOC and different courses fall into different 
categories), there are 38 articles that consider small-sized 
MOOCs, 30 that analyze medium-sized MOOCs, and 
only 11 that use data sets from large-sized MOOCs; 30 
papers do not provide this information. This information 
is summarized in Table 4. Just to provide an example, 
Boyer and Veeramachaneni [71] developed a predictive 
model to forecast dropouts in three courses. In these cas-
es, they considered the same MOOC offered in edX, 
called Circuit and Electronics, but in three consecutive 
editions with 154,753 (large), 51,394 (medium), and 29,050 
(medium) learners, respectively. One of their aims was to 
develop transfer models and they showed that the per-
formance in the first two courses transferred well to the 
third one in a better proportion than in other combina-
tions. The number of users in each course is flagged as a 
possible reason (the first two courses have more learners 
for developing models). 
TABLE 4 
DISTRIBUTION OF ARTICLES ACCORDING TO THE
NUMBER OF ENROLLEES 
Number of enrollees Articles 
Small (under 20,000 users) 30 
Medium (between 20,000 and 60,000 users) 38 
Large (above 60,000 users) 11 
In terms of the duration of MOOCs, Comer [72] be-
lieved that the ideal duration was between six and seven 
weeks. Liyanagunawardena and Williams [73] carried out 
a review about MOOCs on health and medicine, and the 
average duration was 6.7 weeks with a range of between 
three and 20 weeks. With this information, three catego-
ries were created for classifying the papers: short dura-
tion (less than 5 weeks), medium duration (between 5 and 
8 weeks), and long duration (more than 8 weeks). Again, 
one paper can be classified into several categories (if it 
analyzes more than one MOOC). One article was classi-
fied as short, 34 as medium, and 37 as long. This is sum-
marized in Table 5. The shortest course found was a 
MOOC from Curtin University hosted on edX, whose 
length was four weeks [74]. In that case, the article fo-
cused on predicting dropout in two editions of the course, 
which was relevant because more than 93 % of the enrol-
lees did not complete the course, even though it was 
short. The longest MOOC was an 18-week course about 
electricity and magnetism, offered on edX [75]. In that 
case, authors developed a predictive model to forecast 
certification using SVMs and an adaption of LDA (Latent 
Dirichlet Allocation) to edX clickstream data. Results 
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MOOCs and it was possible to achieve an accuracy of 0.81 
using only the first week of logs. 
TABLE 5 
DISTRIBUTION OF ARTICLES ACCORDING TO THE  
MOOC DURATION 
MOOC Duration Articles 
Short (under 5 weeks) 1 
Medium (between 5 and 8 weeks) 34 
Long (more than 8 weeks) 37 
4.2 RQ2: What outcomes have been predicted in 
contributions about MOOCs? 
Prediction in MOOCs can focus on several targets, such as 
learning outcomes and learners’ behaviors. In an initial 
observation over the 88 selected papers, there were many 
categories for prediction outcomes and similar ones were 
grouped together. For example, predicting who is going 
to complete the course is almost the same as predicting 
who is going to drop it, so these two were grouped to-
gether. Articles that classify forum posts into different 
categories were grouped together as well. After this pro-
cess, seven categories were considered: 
• Certificate earner. The purpose is to predict whether a
student will get the certificate at the end of the course
or not. The criteria for earning a certificate can vary
from one course to another. For example, some
MOOCs can set the threshold at 50 % of total scoring
while others might set it at 80 %. The considered de-
pendent variables for certificate earners are categorical
and normally dichotomous, although results can be
grouped into discrete categorizations. For example, Xu
and Yang [76] modeled students in three categories
depending on their activity: certification earning
(people whose aim is getting a certificate), video
watching (people whose aim is acquiring knowledge),
and course sampling (people who just want to have a
look at the course). Afterwards, they predicted wheth-
er a student with the intention of getting a certificate
would get it or not.
• Dropout. The aim is to predict whether a student will
leave the course before completing it, so results are bi-
nary. In this group, there are also papers about course
completion since it is the same concept but in a posi-
tive way. For example, Jiang and Li [77] extracted fea-
tures from different sources (e.g., assignment-viewing
behavior, video-viewing behavior, object-accessing
behavior, etc.) and took different combinations of two
views (sources) to predict dropout based on mul-
tiview ensemble learning (they trained two classifiers
and predicted a dropout if the sum of the probabilities
of dropping out of each one was greater than 1). They
found that multiview features performed better than
the aggregation of features (i.e., used a single classifier
with all features together). It is worth noting that there
is a difference between dropout and certificate earn-
ers. A student who completes a course might not get a
certificate.
• Scores prediction. The purpose is to predict the score
that a student will get in a certain test or course. Nor-
mally, the prediction refers to the final grade of the 
course but this category applies to any prediction 
about scores (e.g., partial scores, scores in one assess-
ment activity, etc.). Therefore, several types of variable 
are possible: Variables can be continuous (if grades are 
expressed in a range such as 0–10), categorical (if 
grades are expressed from A to F), and so on. For ex-
ample, Brinton and Chiang [78] developed a model 
with factorization machines, K-NN (K-Nearest Neigh-
bors), and a proper algorithm to predict whether a 
student is Correct on First Attempt (CFA) when an-
swering a question in the MOOC. In this case, stu-
dents can answer the question several times but the 
variable is binary (a question can be right at the first 
attempt or not).  
• Forum posts classification. The aim is to predict (or 
classify) the category of a post in the forum according 
to different classifications, so dependent variables are 
normally categorical and nominal. For example, Ar-
guello and Shaffer [79] took a data set from a course 
on Metadata from Coursera and classified posts into 
seven categories according to their speech act: ques-
tion, answer, issue, issue resolution, positive acknowl-
edgement, negative acknowledgment, and other.
• Relevance of content. The purpose is to identify iden-
tify whether the elements presented in the course 
(videos, lectures…) are relevant or of interest for the 
learners. For instance, Yang, Adamson, and Rosé [80] 
proposed a context-aware matrix factorization model 
to predict learners’ preferences over the forum ques-
tions. In this case, dependent variables can be either 
continuous or categorical.
• Student behavior. The purpose is to identify charac-
teristics of learners related to their behavior in the 
course. In this case, dependent variables are usually 
categorical. As there can be many possible behaviors, 
two examples are given. For instance, Hicks et al. [81] 
classified learners into five different categories (fully 
engaged, consistent, two-week, one-week, and sporad-
ic) according to their engagement based on data from 
platform use and a pre-survey. Moreover, Bote-
Lorenzo and Gómez-Sanchez [82] developed different 
models to predict whether the value of three engage-
ment indicators (video, exercise, and assignment) de-
creased at the end of a chapter with respect to the pre-
vious one or not.
• Others. This category applies to any purpose that has 
not been identified in the previous six categories. For 
example, Vu, Pattison, and Robins [83] proposed a 
model to predict whether a student will have future 
post events in the forum. Some of the results show 
that people who ask for information in the forum and 
users with a higher degree in the network (which is re-
lated to the number of threads to which a learner has 
posted) are more likely to post again.
These seven categories enable the identification of 
trends on the most popular outcomes in MOOC predic-
tion. Figure 3 shows the distribution of these outcomes in 
the set of papers considered in this review. The most 
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common category is dropout. This is reasonable as alt-
hough this problem also occurs in more formal contexts 
and has been dealt with since the 1960s [84], nonformal 
MOOC contexts are more susceptible to dropouts because 
of the diversity of participants, their motivations, and the 
lack of teacher support. 
The second and third categories are scores prediction 
and certificate earners (both with a similar number of 
articles), which means that there is a high interest in 
knowing learning outcomes, either the specific score or 
whether the learner has passed the course (and got the 
certificate) or not. Then, there is interest in predicting 
specific student behaviors and inferring some data by 
classifying forum posts. Finally, there are a few papers 
that assess the relevance of the educational materials, and 
the category that covers other outcomes. 
Fig. 3. Distribution of prediction outcomes in MOOCs. 
4.3 RQ3: What are the prediction features that are 
used to build prediction models in MOOCs? 
Prediction features serve to build models aimed at pre-
dicting the aforementioned outcomes. Prediction features 
can consider several elements of a MOOC, and as each 
prediction model can use several features, the full list of 
them can be quite long. For this reason, prediction fea-
tures have been grouped into seven possible categories of 
variables: 
• Demographic variables. These are related to general
characteristics of the learner (e.g., age, level of school-
ing, country of origin, primary language, employment
status, etc.). For example, Al-Shabandar et al. [85] de-
veloped a predictive model to forecast course outcome
using different features, and including participants’
demographic information, such as age, gender, and
educational background. This demographic infor-
mation can be taken directly from the platform, but
sometimes is obtained from a survey completed by the
learners. For instance, Greene, Oswald, and Pomer-
antz [86] used a pre-course survey to collect some data
for predicting dropouts. Their demographic infor-
mation included age, level of schooling, academic ex-
perience in the subject area of the MOOC, and famili-
arity with course topic. It is important to note that
surveys usually collect some data about learners’
commitment or expectations that are not demographic
and should be excluded from this category. Thus, data
from a survey are only eligible for this category if they
include real demographic information for the study.
• Video-related variables. These are related to logs
generated about what learners do when interacting
with videos on the platform. Brinton et al. [87] consid-
ered logs from different video events, such as play,
pause, skip back, skip forward, change to faster rate,
change to slower rate, and change to default rate, to
predict CFA scores. Other traditional variables in-
clude: video lecture downloads, number of lecture
views, and total time or percentage of video complet-
ed over the course.
• Exercise-related variables. These are related to logs
generated about what learners do when interacting
with the exercises (e.g., quizzes, questionnaires, ex-
ams) on the platform. Boyer et al. [88] identified sev-
eral variables of this category, which include: number
of distinct problems attempted, number of submis-
sions (in this case, a submission corresponds to a prob-
lem attempt), number of distinct correct problems, av-
erage number of submissions per problem, ratio of to-
tal time spent to number of distinct correct problems,
ratio of number of problems attempted to number of
distinct correct problems, and average time between a
problem submission and a problem due date, among
others.
• Forum-related variables. These variables are related
to the forum activity. There are hundreds of them, and
as the text can be processed to obtain new variables as
well as social relationships between users, forums are
a source from which much information can be extract-
ed. Klüsener and Fortenbacher [89] only used forum-
related variables to predict whether a student was go-
ing to be successful or not in a course; some of the fea-
tures they used were: number of negative ratings,
number of positive ratings, number of hyperlinks,
number of images, number of words, number of re-
ceived positive ratings, number of received negative
ratings, number of answers, number of comments, and
number of posts. Arguello and Shaffer [79] presented
a long list of features that could be extracted from
posts, including: measures of positive and negative
sentiments, measures concerning whether the author
is expressing uncertainty or is comparing something,
linguistic properties such as number of words, words
per sentence, frequency counts for pronouns,
measures of nonfluencies and fillers (e.g., “er,”
“blah”), text similarity features where TF-IDF was
considered, temporal features, and social features,
among others. In the last area, several features can be
used, such as the degree, or measures related to cen-
trality (e.g., betweenness, closeness) or prestige (e.g.,
authority, hub).
• Platform use variables. These are related to general
variables about what actions a user takes on the plat-
form, or when he/she takes such actions, but not spe-
cifically related to videos, forum posts, or activities. In
this category, Liang et al. [90] included variables such
as: time elapsed after first activity, number of accesses,
number of periods when the user has been on the
course, number of weeks the student spends on the
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count, course access interval, access interval for cate-
gories (video, exercises…), total engagement time, or 
average engagement time per session. 
• Survey variables. These are features obtained from a
survey, excluding demographic information. They are
normally about users’ interests, commitment to finish-
ing the course or obtaining a certificate, or expecta-
tions about the course. For example, Zhong et al. [91]
predicted learners’ styles according to three catego-
ries: active, passive, and both active and passive. In
order to do that, they used questionnaire survey data
and activity data. The survey included some question
related to the attitudes and feelings of students toward
learning on a MOOC (e.g., “What are the advantages
of learning in MOOCs?”).
• Other variables. These contain the variables that can-
not be categorized in the previous groups. For exam-
ple, Hong, Wei, and Yang [92] predicted dropouts in
39 courses from XuetangX and used features such as
the rate of users’ dropout (i.e., number, rate, and
scores of courses from which users dropped out) and
the rate of class dropout (i.e., number, rate, and scores
of dropout users). Moreover, Robinson et al. [42] took
data from open-ended responses and combined all
text to form a single document for each student. Then,
they used Natural Language Processing to obtain a
matrix where each student was represented by a row
and columns contained words or phrases with the
number of appearances. In this case, this is similar to
some forum-related variables, but as they are from
another source, they have been considered in the cate-
gory “Other variables.”
Figure 4 shows the distribution of prediction features
in the MOOCs considered in the set of papers. Papers 
may fall into several categories if they use several types of 
variables. Results show that there are four categories that 
stand out (platform use, forum-related, exercise-related, 
and video-related), with platform use being the top cate-
gory. This demonstrates the importance of knowing when 
users access the platform or the clicks they do to build 
prediction models. However, results also show that the 
general trend is to use a combination of different types of 
features in order to gain prediction power, so different 
sources might be taken whenever possible. An 
important finding is that demographic variables (and all 
those obtained from a survey) are not as important as the 
rest of the features: Their predictive power is generally 
lower than that of activity data obtained from the tracking 
logs of the platform, as was demonstrated by Brooks, 
Thompson, and Teasly [93]. 
 
Fig. 4. Distribution of prediction features in MOOCs. 
4.4 RQ4: What are the techniques/models used for 
prediction in MOOCs? 
Prediction features can be used to obtain the outcome that 
is being forecast, but to do so, a subjacent model that 
relates both prediction features and outcomes is needed. 
In a machine learning analysis, feature selection and ex-
traction is considered relevant, but the technique used 
and how parameters are tuned for training the algorithm 
are also important. The question here refers to the models 
used for predicting in MOOCs.  
The list of techniques used in the papers is very long. 
This means that there can be many options for imple-
menting the algorithms for prediction. Moreover, some-
times several models are used in the same paper to com-
pare the results. In this case, the clustering criteria have 
been to group related algorithms and consider a special 
group, Others, for algorithms that appear only once or 
twice in the entire set of articles. In this case there are 
eight categories:  
• Regression. Makhabel [94] defined the aim of regres-
sion as finding the best curve in a multidimensional
space that fits sample data. Regression is one of the
simplest and most commonly used methods for pre-
diction, and is usually taken as a baseline. For exam-
ple, Wise et al. [95] used L2 regularized logistic regres-
sion to classify threads depending on whether these
were substantially related to course content or not.
• Support Vector Machines (SVMs) [96]. These are a
very common supervised learning technique. Their
aim is to find a hyperplane that maximizes the margin
between classes to create classifications. In the context
of prediction in MOOCs, they have been used for sev-
eral purposes. For example, Fei and Yeung [97] used
SVMs for predicting dropouts in two courses from
Coursera and edX. Macina et al. [98] used SVMs to
predict students’ willingness to answer a question.
• Decision trees (DTs) [99]. These are methods for su-
pervised learning whose goal of prediction is per-
formed by learning simple decision rules from the
prediction features. Among the papers set, Gardner
and Brooks [100] used DTs to predict whether a learn-
er would register any activity in the third week of the
course. These authors used both multilayer perceptron
and DTs as models, and compared results with differ-
ent metrics. Results showed that not all metrics re-
flected a true difference in model performance; the ac-
curacy in both models was 0.83, while the AUC was
between 0.57 (with DTs) and 0.60 (with multilayer
perceptron).
• Random Forest (RF). This is an ensemble of unpruned
trees created by bootstrapping samples of the training
set and performing random feature selection in tree
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the predictions of the ensemble [101]. An example of 
its use in MOOCs is the work Laveti et al. [102] did to 
forecast dropouts. These authors developed different 
single models, and RF offered the best performance 
with an AUC of 0.875. Nevertheless, they managed to 
improve the AUC up to 0.91 when using a stacked en-
semble using all the algorithms, although that ensem-
ble produced more computational overhead, which 
was a problem for scalability in MOOCs. Moreover, 
Ye et al. [64] compared RF with other algorithms, such 
as logistic regression, SVMs, and DTs to forecast 
dropouts, and found that RF consistently performed 
better than the others. 
• Naive Bayes. This is a Bayesian classifier (based on
the application of the Bayes’ theorem), which assigns
samples with the most likely class according to the
features, assuming that features are independent giv-
en the class [103]. As an example, Lu et al. [104] used
several predictive models, including Naive Bayes, to
forecast whether a learner was going to take the final
exam of the MOOC or not. The study used three
courses and the best model differed for each case, alt-
hough Naive Bayes achieved the best recall in one of
them.
• Gradient Boosting Machine (GBM). This is a machine
learning technique, which generates a strong predic-
tive model using an ensemble of weak predictive
models [105]. Typical uses are with DTs and regres-
sion. For example, Ruipérez-Valiente et al. [106] used
different models for predicting certificate earners in an
edX course. One of their aims was to analyze how the
predictive power evolved over weeks and they found
GBM to be the most stable and best or second best in
terms of performance over the first four weeks, which
was considered the most important period in the
course (as predicting later would not be effective in
supporting learners).
• Neural Networks. These are parallel computing sys-
tems for optimization and learning based on the struc-
ture and functionality of the brain [107]. They have re-
cently gained popularity in the area of prediction in
MOOCs (12 out of the 14 papers using them were
published in 2017). As an example, Pérez-Lemonche,
Martínez-Muñoz, and Pulido-Cañabate [108] predict-
ed grades in a MOOC about Android programming
on edX using RF and Neural Networks. They found
that it was possible to predict the score with both al-
gorithms with around 10 % of mean absolute error.
• Others. This category applies to every model that is
not included in the previous categories. These models
include General Bayesian Networks, factorization ma-
chines, K-NN, PSL (Probabilistic Soft Logic), K-means
and Gaussian Processes, among others. For example,
Wang et al. [109] adapted the Bayesian Knowledge
Tracing (BKT) model to include Knowledge Compo-
nents (KCs) and developed their novel methods Multi-
Grained-BKT and Historical-BKT. In another article,
Arabshahi et al. [110] developed a latent tree structure
over KCs and predicted student learning. For doing
that, they introduced a parametric model class, the 
Conditional Latent Tree Model (CLTM), which takes 
into account different factors for predicting high-
dimensional time series. 
The distribution of prediction techniques used in the set 
of papers can be seen in Figure 5. Results show a clear 
evidence of the heterogeneity of the different models as 
there are many articles in the Others group. Nevertheless, 
the category that predominates is regression. The possible 
reasons for that are that many articles use this model 
because of its simplicity, and that some others use it as a 
baseline to compare the performance with other tech-
niques. Apart from that, many articles that use SVMs and 
RF have been identified. This may suggest that they may 
be a good option to try when exploring different models 
to predict a variable in a MOOC. Finally, it is worth not-
ing that many papers about neural networks appeared in 
2017. This suggests that they can be of interest in the area 
of prediction in MOOCs, and the use of deep learning 
may even increase their use in the future. 
Fig. 5. Distribution of prediction techniques in MOOCs. 
4.5 RQ5: What metrics have been used to evaluate 
prediction results in MOOCs? 
After training the model and making predictions about 
different outcomes, there is a last step that needs to be 
considered: the evaluation of results. This is important to 
check that models generalize well and prediction results 
are reliable. There can be many different metrics but sev-
en of them predominate in the set of articles that has been 
analyzed. Figure 6 shows the distribution of metrics that 
have been used to evaluate prediction results in MOOCs. 
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MOOCs. 
The most common metrics are: accuracy and AUC (Ar-
ea under the Curve). A ROC (Receive Operating Charac-
teristic) curve shows the relationship between true posi-
tive rates and false positive rates with various threshold 
settings. The quality of the predictor can be measured 
with the AUC. A possible classification of the AUC re-
sults appears in Table 6 [111]. 
In the papers considered, 25 used the AUC to measure 
the performance but there were very heterogeneous re-
sults. There were papers that reported results ranging 
from very poor to excellent, and different results could 
even be obtained in the same paper when considering 
different experiments or courses. For example, Xing et al. 
[34] predicted dropouts in the different weeks of an eight-
week course hosted by Canvas. Although they got an
AUC of 0.807 in the first week, when they forecasted in
the seventh week (which is the last opportunity for mak-
ing worthwhile predictions) they obtained an AUC of
0.961. Moreover, Qiu et al. [68] also obtained an excellent
AUC when they got about 0.95 in grades prediction for
science courses.
TABLE 6 
ASSESSMENT CRITERIA FOR AUC RESULTS 
ROC curve AUC Quality 
0.9 < AUC ≤ 1.0 Excellent 
0.8 < AUC ≤ 0.9 Good 
0.7 < AUC ≤ 0.8 Fair 
0.6 < AUC ≤ 0.7 Poor 
0.0 ≤ AUC ≤ 0.6 Fail 
Accuracy, which is the proportion between true cases 
(positives and negatives) and the total number of cases 
considered, has also appeared in many research works. 
Results have been variable, and for example, Brooks, 
Thompson, and Teasly [112] achieved an accuracy of 0.91 
in a MOOC when predicting whether a learner was going 
to achieve a distinction in the course (grade above 85 %). 
However, when they used the same model in a second 
edition of the same course, the accuracy dropped to 0.65. 
Two other popular metrics are recall and precision. 
Recall measures the fraction between true positives and 
false negatives while precision measures the relationship 
between true positives and false positives. In both cases, 
results have been very heterogeneous. One reason for this 
is that researchers have combined MOOCs and features, 
which leads to a variety of possible results.  
The combination of recall and precision provides an-
other well-known metric: F-score. In the set of papers, F-
score has been used more times than recall and precision 
separately, F-score allows results to be compared combin-
ing both values. In some cases, the three values (recall, 
precision, and F-score) are presented together. For exam-
ple, Ramesh et al. [45] classified forum posts according to 
different course aspects, which included videos, quizzes, 
social interactions, and the certificate, and a fine classifi-
cation of each aspect (e.g., video messages were classified 
into those related to the video quality, audio, subtitles, 
etc.). They also classified messages according to their 
sentiments, which could be positive, negative, or neutral, 
and reported all their results in terms of recall, precision, 
and F-score. This case is also a good example to show the 
variety of results because although they obtained an F-
score of 0.706 in course aspects related to quizzes, they 
only achieved 0.189 in positive sentiments. 
Another metric that has been used in some articles is 
the RMSE (Root-mean-square error), which represents the 
sample standard deviation of the difference between 
predicted and real values. For example, Elbadrawy et al. 
[113] used RMSE for performance evaluation of the pre-
dicted grades of homework activities in a MOOC, consid-
ering previous graded activities attempted by the learner.
However, one possible problem with this measure is that
its value can be very different depending on the samples,
and the same RMSE value can have multiple interpreta-
tions depending on the data (i.e., RMSE=1 when grades
are from 0 to 10 is not the same as when grades are from 0
to 100). For this reason, it is very important to specify the
ranges of the data. Brinton et al. [59] predicted CFA (Cor-
rect on First Attempt) when answering questions and
they clearly specified that each sample could have a value
of 0 or 1, so their 0.438 RMSE value obtained using all
users over the full course can be interpreted without am-
biguity.
In some cases, Cohen’s kappa has also been used for 
reporting results. This metric calculates pairwise agree-
ment among a set of coders (i.e., humans or machines that 
assign labels to data) making category judgements [114]. 
It takes into account a correction for expected change 
agreement. Its range can vary between -1 and 1 and Table 
7 indicates the level of agreement depending on the val-
ue, according to the categories proposed by Landis and 
Koch [115]. An example of its use was the article devel-
oped by Chaplot, Rhim, and Kim [116]. They predicted 
student attrition in MOOCs using several features, in-
cluding the student sentiment obtained through a senti-
ment analysis algorithm with forum posts. They managed 
to obtain a kappa of 0.432, which was moderate, although 
significantly better than other previous contributions. 
TABLE 7 
ASSESSMENT CRITERIA FOR COHEN’S KAPPA RESULTS 
Kappa Agreement 





Lower than 0 Poor 
Finally, there is the category Others, which includes 
other metrics different to the previous ones, although 
there can be similarities. For example, Crossley et al. [66] 
used the confusion matrix to present results about course 
completion. This matrix provides the true and false posi-
tives and negatives, so other previous metrics can be ob-
tained from it. Another approach was measuring the R2 to 
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measure the proportion of the variance that is explained 
by the model. For instance, Kennedy et al. [41] reported 
that their model to predict scores achieved an R2 of ap-
proximately 91 %.  
To summarize, there are different approaches to eval-
uating the performance of prediction models in MOOCs, 
but the overall idea is to explore the accuracy, the AUC in 
the ROC curve, the kappa, or variables that use true and 
false positives or negatives in several ways (such as recall, 
precision, or F-score). Among these variables, accuracy 
clearly predominates over the rest. Nevertheless, it is 
important to note that this metric might not be appropri-
ate in many cases. For example, if the dropout rate is 95 
%, the accuracy could be 0.95 (which could seem to be 
good) by just predicting the most likely class; the metric, 
however, would be inappropriate in this case. To guide 
the metric selection, a researcher could refer to the work 
by Pélanek [117], who suggests the most appropriate 
metric for each situation. 
5 FUTURE DIRECTIONS 
The analysis of the set of selected papers in relation to the 
research questions served to provide an overview of what 
has been done in prediction in MOOCs. This can be use-
ful for identifying areas where more research is required. 
This section provides possible future directions to sup-
port researchers in their work, and these are presented 
together with the main findings. We classify futures lines 
of work into three groups depending on their priority: 
high, medium, and low. The reason for this is that the 
lack of existing research in an area does not necessarily 
mean that there is a need for more work in that area. 
Therefore, priorities could be established among aspects 
in which there is a lack of research. This way, this section 
can suggest where the field of prediction in MOOCs 
maybe headed. In particular, our view is that predictive 
power has a lot of room for improvement and that 
improvements in this direction can be significant since it is 
very important to have accurate predictions. In addition, 
we consider very important the prediction of new 
interesting outcomes and the relationships among them 
since this would allow different aspects of the learn-ing 
process to be anticipated and improved. The list of 
future research lines, in order of priority, is as follows: 
HIGH PRIORITY 
1. New features could be incorporated in predic-tive 
models. The study revealed that there are many 
different low-level indicators that are used as predic-
tion features. Among these prediction features, click-
stream data about platform use seem to be the most in-
teresting feature for researchers as many contributions 
used them, while forums can also be a good place to 
look for new indicators, as text can be analyzed in 
many ways. Moreover, this analysis revealed that alt-
hough there are many low-level indicators (from the 
same set of categories) used in published papers as 
prediction features, there is a need to include other 
higher-level indicators as prediction features such as
self-regulated learning variables on MOOCs, such as 
those presented by Kizilcec, Pérez-Sanagustín, and 
Maldonado [118]. The inclusion of these new features 
in the models could improve the prediction power. 
Furthermore, results suggest that pre-survey data 
could be included as predictors in predictive models, 
although these variables should be analyzed carefully 
because they could be biased.  
2. New machine learning techniques and predictive 
models can enhance the predictive power. Results 
showed that there are no clear predominant prediction 
techniques to be used for education. Many studies 
have considered regression models because of their 
simplicity, as they can be good as a baseline. SVMs and 
RF also seem to be used widely. In any case, there is a 
high heterogeneity in the prediction techniques. One 
interesting finding is the increase of popularity in neu-
ral networks, which means that deep learning could be 
expanded along with SVMs and ensemble and boost-
ing methods, perhaps achieving higher predictive 
powers. As a future research direction, new prediction 
techniques can be used for different purposes, which 
can combine different models (e.g., using ensemble 
methods). Contributions might focus on a com-
bination of developing new models and enhancing the 
predictive power of current ones through improve-
ments (e.g., by adding new features). Furthermore, re-
search may  also analyze when is the best mo-ment 
to predict since achieving perfect predictions at the 
last moment could be too late to have an effect on 
learners and their behavior.
3. More prediction outcomes might  be consid-ered 
and the relationship between outcomes 
could be analyzed. The results of the study 
showed that dropout is the most important prediction 
outcome. Currently, attrition rates in MOOCs are in 
most cases over 87 % [119], these being much higher 
than in closed courses. This raises interest in the early 
detection of student dropouts in order to perform in-
terventions that may reduce them. Nevertheless, it is 
worth noting that dropouts in MOOCs are not always 
a problem since these courses are also open to explor-
ers. Additionally, the analysis showed a high interest 
in learners’ results, which can also be used to detect 
where learners face difficulties with a view to improv-
ing the contents of the MOOC or making early inter-
ventions. However, there is a lack of contributions 
concerning prediction of the learning efficiency (i.e., 
whether a student learns at a good pace), learners’ be-
haviors (e.g., persistence or constancy), or learners' ex-
pectations. Furthermore, it would also be interesting to 
predict what parts of the course are more challenging 
for students and what parts are unnecessary. What is 
more, most of the papers are focused on the prediction 
of just a single variable and there is also a lack of stud-
ies that predict more than one variable and establish 
relationships among them, and this could be 
addressed in future research. 
MEDIUM PRIORITY 
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4. Predictive models can be more generalizable. The
study showed that almost half of the articles tested
predictive models in only one MOOC. This is a limita-
tion of the results since it is not possible to determine
how generalizable the predictive models are. A future
research line could focus on designing adaptive mod-
els that can work in different courses, with different
students, platforms, etc. This line of work will require
a better understanding of each context to identify how
to adapt models easily to be transferable. Moreover,
making models generalizable would also facilitate the
enhancement of the predictive power, since models
would be more stable across different courses.
5. Evaluation of predictive models can be improved.
Results showed that performance evaluation typically
uses related metrics. Accuracy is the most adopted
metric for performance evaluation of prediction mod-
els in MOOCs, followed by AUC, although common
metrics calculated from the confusion matrix (e.g., re-
call, precision) [120] are also extended. RMSE is also
used when predicting continuous variables, although
there are more cases of classification problems, either
binary or multiclass (e.g., grades on a scale A to F).
Nevertheless, accuracy can sometimes be inappropri-
ate, as suggested by Pelánek [117], and it is important
to carry out further research on what metrics should be
used in each case, so that the results presented in the
literature can be better understood. In this line, it
would also be interesting to analyze whether it would
be possible to use common metrics, or at least use
some of them as a standard, so all papers include them
for consistency.
LOW PRIORITY 
6. More research is needed in the areas of natural sci-
ences and humanities. There is a clear trend to analyze 
courses about professions and applied sciences, fol-
lowed by social sciences and formal sciences. Howev-
er, more efforts might be made in other areas of 
knowledge as it has been shown that prediction results 
can be very different depending on the specific themat-
ic area. Moreover, research could  focus on com-paring 
MOOCs from different thematic areas and cre-ating 
models that are transferable among courses.
7. More research is needed in short courses. Only one 
paper contained data from a MOOC whose duration 
was under five weeks (short course). It would be inter-
esting to explore whether learners’ behaviors change 
when they need less effort to complete the course. 
Moreover, the detection of dropouts could be studied 
in a different way since the margin for detecting learn-
ers at risk is lower as the end of the course is near the 
beginning.
8. More research could be done with platforms other 
than edX and Coursera. The analysis has shown that 
most of the contributions came from Coursera and 
edX, the two most popular platforms. This reflects the 
current trends in platform use and suggests the need 
for research on other platforms. Moreover, interopera- 
bility solutions might  be designed in the future to 
facilitate the transfer of predictive models from one 
platform to another. 
In addition to what has been identified from the 
re-search questions, it is worth highlighting that research 
in this area can help us to better understand learners’ 
attitudes, preferences, and behaviors. This can benefit not 
only learners, but also the academic community involved 
in the development of MOOCs. Nevertheless, research on 
prediction in MOOCs could be interdisciplinary to be 
effective, and different stakeholders could be involved, 
including instructors, data scientists, educators, 
psychologists, etc. For example, in the case of forum data, 
there has been a long tradition of research coming from 
linguistics and educational research, based on pedagogi-
cal theories and educational models (e.g., educational 
experience [121]). However, these models could be 
com-bined with text-mining techniques and an 
interdiscipli-nary and convergent analysis is needed to 
search for reli-ability and validity. Additionally, 
stakeholders should note that data on MOOCs can be 
noisy because of the high number of learners who 
enroll but are not active. Because of that, it is important 
to clean data and focus on active learners. 
Furthermore, ethical issues could arise when taking 
data from a MOOC, and researchers should be aware of 
protocols and local/national laws in order to meet regula-
tions while doing their research. In addition, the dimen-
sions to address on prediction in MOOCs should be clear. 
In the future, researchers could  focus on more 
personalized solutions to develop models and alert learn-
ers individually. Contextualization would also be im-
portant and there could be a trade-off between its 
increase and the search for generalizable solutions. Final-
ly, contributions might  focus on how to make in-
terventions on time, as interventions are the key element 
to make models have an impact at both institutional and 
educational levels. 
6 CONCLUSIONS 
This study has analyzed the most important articles relat-
ed to prediction in MOOCs. The methodology applied 
allowed the main existing works to be retrieved and 
showed that this field is emerging as there has been a 
clear evolution in the number of publications in recent 
years. In the future, with the expansion of online educa-
tion and learning analytics, which is now in its early stag-
es (awareness and experimentation according to the mod-
el presented by Siemens, Dawson, and Lynch, [122]), 
more work is expected to appear and the interest in this 
topic will increase even more. 
As well as the limitations related to the current state 
and adoption of prediction in MOOCs, it is important to 
mention that in this paper, courses restricted to students 
on campus with a MOOC-like format were excluded. 
They may share certain similarities with MOOCs and it 
would be interesting to focus on them as well, but the 
characteristics of learners are different. Moreover, alt-
hough we have used two high-quality and comprehen-
MORENO-MARCOS ET AL.:  PREDICTION IN MOOCS: A REVIEW AND FUTURE RESEARCH DIRECTIONS 15 
sive databases, as in any systematic review it is not possi-
ble to reach 100 % coverage. Nevertheless, the authors 
believe that the results are representative and reflect the 
current state of the art.  
Finally, it is important to note that based on the con-
clusions obtained, there is a lot of room for research in 
this area. This review has opened the way to focus on the 
areas where there can be more opportunities to innovate. 
We believe that the advancement of predictive models 
would allow the combination of these models with ex-
planatory models to support the final step after predic-
tions: interventions. Researchers should not neglect the 
intervention step as it will serve to obtain feedback in 
conjunction with predictions to improve learning pro-
cesses. 
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