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Parte I
Insiemi rettificabili
In questa prima parte della tesi (che ci servira` come strumento per la sec-
onda) studieremo gli insiemi rettificabili. Un insieme k−rettificabile in Rn e`
sostanzialmente un insieme che puo` essere ricoperto (a meno di un insieme
di misura k−dimensionale nulla) da una famiglia numerabile di sottovarieta`
k−dimensionali. Gli insiemi rettificabili ammettono un unico piano tangente
(approssimato) in quasi ogni punto e hanno delle proprieta` di proiezione
simili a quelle delle varieta`. In effetti gli insiemi k−rettificabili hanno nel-
la teoria geometrica della misura un ruolo analogo a quello delle varieta`
k−dimensionali in geometria differenziale, in particolare sono alla base della
nozione standard di superficie orientata in senso generalizzato (correnti in-
tere).
Un’altra proprieta` degli insiemi k−rettificabili e` che in un certo senso essi
sono una classe chiusa, ovvero ogni insieme approssimabile (in un senso che
non specifichiamo) tramite insiemi k−rettificabili e` k−rettificabile.
Quello che faremo in questo elaborato sara` presentare la teoria classica degli
insiemi rettificabili e dare alcune caratterizzazioni di questi ultimi: una in
termini di approssimabilita` lineare debole e di piani tangenti, una usando le
misure tangenti, una in termini di densita` (teorema di Marstrand) e una in
termini di proiezioni (teorema di Besicovitch-Federer).
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Capitolo 1
Preliminari e notazioni
In questo capitolo ci proponiamo di richiamare alcune nozioni di teoria della
misura e di fissare alcune notazioni, molte delle quali non hanno un carattere
universale. Molti fra questi concetti possono risultare elementari e sicura-
mente noti, ma per non creare ambiguita` (soprattutto con le notazioni o le
varie versioni dei teoremi) abbiamo preferito richiamarli ugualmente. Gli
argomenti esposti di seguito sono ampiamente trattati nei testi di Mattila
([24]), Falconer ([9],[10]), Federer ([11],cap.2) e Halmos ([16]).
1.1 Richiami di teoria della misura
Quando parleremo di misure, intenderemo sempre misure σ−additive e po-
sitive.
Sia (X,M, µ) uno spazio misurato, diciamo che µ e` una misura finita se
µ(X) < +∞ e che e` σ−finita se esiste una successione {Xn}n∈N ⊆ M tale
che
X =
[
n∈N
Xn e µ(Xn) < +∞ ∀n ∈ N.
Diciamo poi che la misura µ e` completa se ∀A ∈ M con µ(A) = 0 si ha che
B ⊆ A⇒ B ∈M.
Convenzione: Dato uno spazio misurato (X,M, µ) e una funzione f : X →
Rn, diremo che f e` M−misurabile se lo e` rispetto a (X,M) e (Rn,B(Rn)),
ovvero se la controimmagine (tramite f) di ogni insieme boreliano e`M−mi-
surabile. Quando non ci sara` ambiguita`, diremo semplicemente che f e` misu-
rabile sottointendendo la σ−algebra M. Diamo ora la definizione di misura
esterna:
Definizione 1 Dato X un insieme non vuoto, diciamo che µ∗ : P(X) →
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R+ ∪ {+∞} e` una misura esterna su X se soddisfa le seguenti proprieta`:
1) µ∗(∅) = 0.
2) µ∗(A) ≤ µ∗(B) ∀A,B ∈M tali che A ⊆ B.
3) µ∗
 ∞[
i=1
Ai
!
≤
∞X
i=1
µ∗(Ai) ∀{Ai}i∈N ⊆M.
Data µ∗ misura esterna su X, diciamo che A ⊆ X e` misurabile secondo
Caratheodory se
µ∗(E) = µ∗(E ∩ A) + µ∗(E ∩ Ac) ∀E ⊆ X.
Se indichiamo conM la classe degli insiemi misurabili secondo Caratheodory
e con µ la restrizione di µ∗ a M si ha che
Teorema 2 M e` una σ−algebra su X e µ e` una misura su (X,M).
Sia (X,M, µ) uno spazio misurato e A ∈ M, allora indicheremo con µ |LA
la restrizione di µ ad A, ovvero µ |LA(E) := µ(A ∩ E) per ogni E ∈M.
Sia ora (X, d) uno spazio metrico, indicheremo con B(X) la σ−algebra
dei boreliani di X, ovvero l’intersezione di tutte le σ−algebre che contengono
gli aperti di X. Sia E uno spazio vettoriale e f : X → E, indicheremo con
supp(f) il supporto della funzione f , ossia
supp(f) := {x ∈ X | f(x) = 0E}.
Sia poi F una classe di funzioni suX, definiamo allora F0 = {f ∈ F | supp(f)
e` compatto}. Denoteremo inoltre con Ln la misura di Lebesgue su Rn e con
pii le i−esime proiezioni canoniche da Rn in R.
Ricordiamo ora altre definizioni:
Definizione 3 Siano µ, λ due misure sul medesimo spazio misurabile (X,M).
Diremo che µ e` assolutamente continua rispetto a λ (e scriveremo µ  λ)
se per ogni A ∈M, λ(A) = 0⇒ µ(A) = 0. Diremo invece che µ e` singolare
rispetto a λ (e scriveremo µ ⊥ λ) se esiste A ∈ M tale che µ(A) = 0 e
λ(X\A) = 0.
Definizione 4 Sia (X, d) uno spazio metrico e µ∗ una misura esterna su X,
allora diciamo che:
1) µ∗ e` localmente finita se per ogni x ∈ X esiste r > 0 tale che µ∗(B(x, r)) <
+∞.
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2) µ∗ e` una misura esterna di Borel se B(X) ⊆M, dove M e` la σ−algebra
degli insiemi µ∗−misurabili secondo Caratheodory.
3) µ∗ e` una misura esterna di Borel regolare se e` una misura esterna di Borel
e per ogni A ⊆ X esiste B ∈ B(X) tale che A ⊆ B e µ∗(A) = µ∗(B).
4) µ∗ e` una misura esterna di Radon se e` una misura esterna di Borel e
valgono le seguenti proprieta`:
a) µ∗(K) < +∞ per ogni K ⊆ X compatto.
b) µ∗(V ) = sup{µ∗(K) | K ⊆ V compatto } per ogni V ⊆ X aperto.
c) µ∗(A) = inf{µ∗(V ) | K ⊆ V aperto } per ogni A ⊆ X.
Analoghe definizioni si danno per le misure.
Sia (X, d) uno spazio metrico separabile e µ una misura (esterna) di Borel
su X, indicheremo con supp(µ) il supporto della misura µ, ovvero
supp(µ) := X\[{V | V e` aperto e µ(V ) = 0}.
Sia (X, d) uno spazio metrico e A ⊆ X, indicheremo con diam(A) il diametro
di A, ovvero
diam(A) := sup
x,y∈A
d(x, y).
Riportiamo ora alcuni teoremi:
Teorema 5 Sia µ∗ una misura esterna su uno spazio metrico (X, d). Allora
µ∗ e` di Borel se e solo se
µ∗(A ∪B) = µ∗(A) + µ∗(B) per ogni A,B ⊆ X tali che d(A,B) > 0.
Teorema 6 Sia µ∗ una misura esterna regolare di Borel su X, A un insieme
misurabile secondo Caratheodory e ε > 0, allora
1) Se µ∗(A) < +∞ esiste C ⊆ A chiuso tale che µ∗(A\C) < ε.
2) Se esiste una successione di insiemi aperti {Vi}i∈N tale che A ⊆ S∞i=1 Vi e
µ∗(Vi) < +∞, allora esiste un insieme aperto V tale che A ⊆ V e µ∗(V \A) <
ε.
Teorema 7 Sia µ una misura di Borel su uno spazio metrico separabile
(X, d) e f una funzione boreliana positiva. AlloraZ
fdµ =
Z +∞
0
µ({x ∈ X | f(x) ≥ t})dt.
Ricordiamo ora due importanti teoremi:
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Teorema 8 (di Egoroff) Sia (X,M, µ) uno spazio misurato, A ∈ M e
{fi}i∈N, f funzioni a valori reali M−misurabili. Supponiamo che µ(A) <
+∞ e che per µ−q.o. x ∈ A
lim
n→+∞ fn(x) = f(x).
Allora per ogni ε > 0, esiste B ∈ M tale che B ⊆ A, µ(B\A) < ε e fn
converge ad f uniformemente su B.
Teorema 9 (di Lusin) Sia (X, d) uno spazio metrico e µ una misura finita
di Borel regolare su X. Sia f : X → R una funzione M−misurabile. Allora
per ogni ε > 0, esistono C ⊆ X chiuso ed una funzione g : X → R continua
tali che µ(Cc) < ε e f = g su C.
Un analogo teorema vale in Rn con la misura di Lebesgue Ln:
Teorema 10 Sia f : Rn → R una funzione Ln−misurabile. Allora per ogni
ε > 0, esistono C ⊆ Rn chiuso ed una funzione g : Rn → R continua tali che
µ(Cc) < ε e f = g su C.
Siano ora (X,M) e (Y,N ) due spazi misurabili, f : X → Y una funzione
misurabile e µ una misura su (X,M). Indicheremo allora con f#µ la misura
immagine di µ mediante f , ovvero la misura su (Y,N ) cos`ı definita:
f#µ(A) := µ(f
−1(A)) per ogni A ∈ N .
Similmente, dati due insiemi X,Y , una funzione f : X → Y e una misura
esterna µ∗ su X, indicheremo con f#µ∗ la misura esterna immagine di µ∗ me-
diante f , ovvero l’unica misura esterna su Y definita dalla seguente formula:
f#µ
∗(A) := µ∗(f−1(A)) per ogni A ∈ P(Y ).
Valgono allora i seguenti teoremi:
Teorema 11 Siano (X,M) e (Y,N ) due spazi misurabili, f : X → Y una
funzione misurabile, µ una misura su (X,M) e G : Y → R una funzione
(misurabile) positiva o f#µ−integrabile. AlloraZ
Y
G(y)df#µ(y) =
Z
X
G ◦ f(x)dµ(x).
Teorema 12 Siano (X, d) e (Y, d′) spazi metrici e f : X → Y una funzione
suriettiva e continua. Allora per ogni misura esterna di Radon ν∗ su Y esiste
una misura di Radon µ∗ su X tale che f#µ∗ = ν∗.
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Sia ora (X,M, µ) uno spazio misurato e f : X → R+ una generica funzione.
indicheremo allora con
R
∗ fdµ e
R ∗ fdµ rispettivamente l’integrale inferiore e
superiore di f , ovveroZ
∗
fdµ := sup
ϕ∈If
Z
ϕdµ;
Z ∗
fdµ := inf
ϕ∈Sf
Z
ϕdµ,
avendo posto If := {g : X → R+ | g e` M− misurabile e 0 ≤ g ≤ f} e
Sf := {g : X → R+ | g e` M− misurabile e f ≤ g}. Chiaramente se f e`
M−misurabile si ha che R∗ fdµ = R ∗ fdµ = R fdµ.
Definizione 13 Sia µ una misura di Radon su Rn e sia x ∈ Rn. Allora
definiamo la densita` inferiore e superiore di µ nel punto x rispettivamente
come
Θs∗(µ, x) := lim inf
r→0+
(2r)−sµ(B(x, r)),
Θ∗s(µ, x) := lim sup
r→0+
(2r)−sµ(B(x, r)).
Se i due valori coincidono e sono finiti, diremo che µ ammette densita` nel
punto x e indicheremo il valore comune dei due limiti con Θs(µ, x).
1.2 Convergenza debole* di misure
Ricordiamo ora la nozione di convergenza debole* per le misure:
Definizione 14 Siano µ, {µk}k∈N misure di Radon sul medesimo spazio
metrico (X, d). Diciamo allora che µk converge debolmente* a µ e scriveremo
µk
w∗→ µ se
lim
k→+∞
Z
ϕdµk =
Z
ϕdµ ∀ϕ ∈ C0(X).
Vediamo due risultati utili sulla convergenza debole:
Teorema 15 Sia {µi}i∈N una successione di misure di Radon in Rn tale che
sup{µi(K) | i ∈ N, K ⊆ Rn compatto} < +∞.
Allora esiste una sottosuccessione {µkh}h∈N debolmente* convergente.
Teorema 16 Siano µ, {µi}i∈N misure di Radon su Rn tali che µi w
∗→ µ.
Allora si ha
µ(K) ≥ lim sup
i→+∞
µi(K) ∀K ⊆ Rn compatto.
µ(G) ≤ lim inf
i→+∞
µi(G) ∀G ⊆ Rn aperto.
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1.3 Teoremi di ricoprimento
Riportiamo ora due teoremi di ricoprimento e alcuni risultati derivati che ci
saranno utili in seguito. Per una dimostrazione di questi teoremi si veda [11]
(cap.2) o [24] (cap.2).
Teorema 17 (di Vitali) Sia (X, d) uno spazio metrico compatto e B una
famiglia di palle chiuse di X tale che
sup
B∈B
diam(B) < +∞.
Allora esiste una successione {B(xn, rn)}n∈N ⊆ B di palle disgiunte tale che[
B∈B
B ⊆ [
n∈N
B(xn, 5rn).
Teorema 18 (di Besicovitch) Sia A ⊆ Rn un insieme limitato e B una
famiglia di palle chiuse tale che ogni punto di A e` centro di una palla di B e
sup
B∈B
diam(B) < +∞.
Allora esistono Kn sottofamiglie numerabili B1, ...,BKn di B formate da palle
disgiunte tali che
A ⊆
Kn[
i=1
[
B∈Bi
B.
Inoltre il numero Kn dipende solo da n.
Teorema 19 Sia µ una misura di Radon su Rn, A ⊆ Rn e B una famiglia
di palle chiuse tale che ogni punto di A e` centro di una palla di B e
inf
B(x,r)∈B
r = 0 ∀x ∈ A.
Allora esiste una successione {Bn}n∈N ⊆ B di palle disgiunte tale che
µ
 
A\ [
n∈N
Bn
!
= 0.
Teorema 20 Sia µ una misura di Radon su Rn, allora:
1) Se A ⊆ Rn e` µ−misurabile, il limite
lim
r→0+
µ(A ∩B(x, r))
µ(B(x, r))
esiste ed e` uguale ad 1 per µ−q.o. x ∈ A ed e` uguale a 0 per µ−q.o. x ∈ Ac.
2) Se f : Rn → R e` una funzione µ−localmente integrabile,
lim
r→0+
1
µ(B(x, r))
Z
B(x,r)
|f(y)− f(x)|dµ = 0
per µ−q.o. x ∈ Rn
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1.4 Misure di Haar e Grassmanniane
In questa sezione costruiremo delle particolari misure, dette misure di Haar,
sul gruppo ortogonale O(n) e sulle Grassmanniane G(n,m). Per un’espo-
sizione piu` ampia e dettagliata di questi argomenti si vedano i testi di Mattila
([24], cap.3) e Federer ([11], cap.2).
Sia (G, ◦) un gruppo e H ⊆ G. Dato a ∈ G, poniamo aH := {a ◦ h | h ∈
H} e Ha := {h ◦ a | h ∈ H}.
Data µ∗ misura esterna su G, diremo che µ∗ e` una misura esterna invariante
a sinistra se
µ∗(H) = µ∗(aH) ∀H ⊆ G, ∀a ∈ G,
similmente diremo che e` invariante a destra se
µ∗(H) = µ∗(Ha) ∀H ⊆ G, ∀a ∈ G,
infine diremo che e` invariante se lo e` sia a destra che a sinistra.
Possiamo ora enunciare il seguente
Teorema 21 Sia G un gruppo topologico compatto metrizzabile, allora esiste
un’unica misura esterna di Radon µ∗ invariante a sinistra tale che µ∗(G) = 1.
Inoltre µ∗ e` invariante a destra.
La misura µ indotta da tale misura esterna µ∗ viene detta misura di Haar
del gruppo G.
Ricordiamo ora la seguente
Definizione 22 Sia µ una misura (o misura esterna) di Borel su (X, d)
spazio metrico, diremo che µ e` uniformemente distribuita se
0 < µ(B(x, r)) = µ(B(y, r)) < +∞ ∀x, y ∈ X, 0 < r < +∞;
e il seguente
Teorema 23 Siano µ e ν due misure (esterne) di Borel su uno spazio met-
rico (X, d) uniformemente distribuite, allora esiste c > 0 tale che µ =
cν.
Introduciamo una notazione: dati (V, ‖ · ‖V ), (W, ‖ · ‖W ) spazi vettoriali
normati e g, h ∈ L(V,W ) poniamo
dL(V,W )(g, h) := sup
‖v‖V =1
‖g(v)− h(v)‖W .
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Consideriamo ora O(n), ovvero l’insieme delle applicazioni lineari g : Rn →
Rn che conservano il prodotto scalare, ossia
< g(x), g(y) >=< x, y > ∀x, y ∈ Rn.
(O(n), dL(Rn,Rn)|O(n)) e` uno spazio metrico compatto, inoltre con la usuale
operazione di composizione, O(n) e` un gruppo topologico. Denotiamo con
θ∗n la misura esterna invariante di O(n) e con θn la relativa misura di Haar.
Dal momento che
dL(Rn,Rn)(g ◦ h, g ◦ k) = dL(Rn,Rn)(h ◦ g, k ◦ g) = d(h, k) ∀h, k, g ∈ O(n),
(ovvero dL(Rn,Rn) e` invariante per composizione), abbiamo che θn e` uniforme-
mente distribuita.
Consideriamo ora G(n,m), l’insieme dei piani k−dimensionali di Rn pas-
santi per l’origine. Introduciamo una metrica su questo insieme identificando
ogni V ∈ G(n,m) con PV : Rn → Rn, ossia la proiezione ortogonale su V .
Dati allora V,W ∈ G(n,m), definiamo
d(V,W ) := dL(Rn,Rn)(PV , PW ).
Con questa distanza G(n,m) e` uno spazio metrico completo e compatto,
inoltre l’azione di O(n) su G(n,m) preserva tale metrica, ossia
d(gV, gW ) = d(V,W ) ∀g ∈ O(n), V,W ∈ G(n,m)
(abbiamo posto gA := {g(x) | x ∈ A} per ogni g ∈ O(n), A ∈ G(n,m)),
inoltre tale azione e` anche transitiva. Fissato allora V ∈ G(n,m), possiamo
definire una misura esterna di Radon su G(n,m) ponendo
γ∗n,m(A) := θ
∗
n({g ∈ O(n) | gV ∈ A}) ∀A ⊆ G(n,m).
Dunque se definiamo fV : O(n) → G(n,m) mediante fV (g) = gV , abbiamo
che γ∗n,m = fV#θ
∗
n. La misura esterna γ
∗
n,m e` invariante per l’azione di O(n),
ovvero per ogni A ⊆ G(n,m), g ∈ O(n), posto gA := {gW | W ∈ A} si ha
che
γ∗n,m(gA) = γ
∗
n,m(A).
Ma allora grazie alla transitivita` dell’azione di O(n) su G(n,m), abbiamo che
la misura esterna γ∗n,m e` uniformemente distribuita, per cui grazie al teorema
23 essa non dipende dalla scelta di V . Denoteremo con γn,m la misura (di
probabilita`) su G(n,m) generata da γ∗n,m.
Vediamo alcuni risultati su queste misure:
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Proposizione 24 Siano k,m, n interi positivi tali che 1 ≤ k ≤ n − 1, 0 ≤
m ≤ n− 1 e k +m ≤ n. Allora per ogni W ∈ G(n, k) si ha che
γn,m({V ∈ G(n,m) | V ∩W 6= {0}}) = 0
.
Corollario 25 Dati m < n e W ∈ G(n,m), l’applicazione PV |W e` bigiettiva
per γn,m−q.o.V ∈ G(n,m).
Concludiamo questo paragrafo introducendo una notazione: dati n,m ∈ N,
denoteremo con A(n,m) l’insieme degli m−piani affini di Rn, ovvero
A(n,m) := {a+W | a ∈ Rn,W ∈ G(n,m)}.
1.5 Misure e dimensioni di Hausdorff
Siano s ≥ 0 e δ > 0 due numeri reali. Definiamo allora la funzione Hs∗δ :
P(Rn)→ R+ nel modo seguente:
Hs∗δ (A) := inf
(X
n∈N
(diam(En))
s | A ⊆ [
n∈N
En, diam(En) < δ, {En}n∈N ⊆ P(Rn)
)
.
Le funzioni Hs∗δ sono misure esterne per ogni s ≥ 0, δ > 0, inoltre la loro
definizione non cambia se prendiamo gli insiemi En aperti, convessi o chiusi.
Definiamo anche Hs∗:
Hs∗(A) := lim
δ→0+
Hs∗δ (A) = sup
δ>0
Hs∗δ (A).
Le funzioni Hs∗ sono misure esterne per ogni s ≥ 0. Indicheremo con Hs le
rispettive misure. Tali misure sono dette misure s−dimensionali di Hausdorff.
Il seguente risultato e` un immediato corollario del teorema 5.
Teorema 26 Per ogni s ≥ 0 la misura Hs e` una misura di Borel regolare,
dato inoltre A ⊆ B(Rn) tale che Hs(A) < +∞ si ha che Hs |LA e` una misura
di Radon.
Dalla definizione di misure (esterne) di Hausdorff discende subito il seguente
risultato:
Teorema 27 Siano A ⊆ Rn e 0 ≤ s < t < +∞, allora
Hs∗(A) < +∞⇒ Ht∗(A) = 0 e Ht∗(A) > 0⇒ Hs∗(A) = 0.
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Grazie a tale risultato, per ogni A ⊆ Rn si definisce la dimensione di Haus-
dorff di A (e si indica con dim(A)) come
dim(A) := sup{s | Hs∗(A) > 0} = inf{s | Hs∗(A) < +∞}.
Chiaramente A ⊆ B ⇒ dim(A) ≤ dim(B) e dim(Rn) = n.
Ricordiamo ora un semplice ma utile risultato:
Proposizione 28 Sia A ⊆ Rn, 0 ≤ s < +∞ e 0 < δ ≤ +∞. Allora sono
fatti equivalenti:
1) Hs(A) = 0.
2) Hsδ(A) = 0.
3) Per ogni ε > 0 esiste una successione {En}n∈N ⊆ P(Rn) tale che
A ⊂ [
n∈N
En e
X
n∈N
(diam(En))
s < ε.
Introduciamo una notazione: per ogni n ∈ N, poniamo
ωn := Ln(B(0, 1/2)),
ovvero ωn e` la misura n−dimensionale di Lebesgue della palla di diametro
1. In genere con ωn viene indicata la misura della palla di raggio 1, ma per
semplificare le notazioni useremo quest’altra convenzione.
Il seguente teorema mette in relazione le misure di Hausdorff con le misure
di Lebesgue:
Teorema 29 Sia A ⊆ Rn. Allora A e` Hn−misurabile se e soltanto se e`
Ln−misurabile; in tal caso si ha che
Hn(A) = ω−1n Ln(A),
e quindi Hn = ω−1n Ln.
Richiamiamo ora il concetto di densita` sferica per misure di Hausdorff:
Definizione 30 Sia s ≥ 0, A ⊆ Rn e a ∈ Rn. Allora la s−densita` (o densita`
s−dimensionale) superiore ed inferiore di A nel punto a sono definite nel
modo seguente
Θ∗s(A, a) := lim sup
r→0+
(2r)−sHs∗(A ∩B(a, r)),
Θs∗(A, a) := lim inf
r→0+
(2r)−sHs∗(A ∩B(a, r)),
se sono uguali, il valore comune e` chiamato densita` s−dimensionale di A in
a ed e` denotato con il simbolo Θs(A, a).
12
Valgono allora i seguenti teoremi:
Teorema 31 Sia s ≥ 0 e A ⊆ Rn tale che Hs(A) < +∞. Allora
1) 2−s ≤ Θ∗s(A, a) ≤ 1 per Hs − q.o. a ∈ A.
2) Se A e` Hs−misurabile, Θ∗s(A, a) = 0 per Hs − q.o. a ∈ Ac.
Teorema 32 Sia A ⊆ Rn tale che Hs∗(A) < +∞. Allora per Hs∗−q.o.
a ∈ A, si ha che
lim sup
r→0+
(Hs∗(A ∩B(y, r))
2rs
| a ∈ B(y, r)
)
≤ 1.
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Capitolo 2
Funzioni Lipschitziane
Ci proponiamo ora di dimostrare alcuni risultati sulle funzioni Lipschitziane
che ci saranno utili in seguito. Per una trattazione pi ampia di quest’argo-
mento si veda [11], [19] e [24].
Ricordiamo la seguente
Definizione 33 Siano (X, dX) e (Y, dY ) due spazi metrici, A ⊆ X e f :
A→ Y . Diciamo che f e` Lipschitziana se esiste L ≥ 0 tale che
dY (f(x), f(y)) ≤ LdX(x, y) ∀x, y ∈ A.
La piu` piccola costante L per cui vale tale disuguaglianza e` detta costante di
Lipschitz di f e la indicheremo con Lip(f).
2.1 Estensione e differenziabilita`
Una proprieta` fondamentale delle funzioni Lipschitziane e` che esse si possono
estendere su tutto lo spazio in modo Lipschitziano, piu` precisamente vale il
seguente
Lemma 34 (di Mc Shane) Sia (X, dX) uno spazio metrico, A ⊆ X e f :
A→ R una funzione Lipschitziana. Allora esiste una funzione Lipschitziana
g : X → R tale che f = g su A.
Dim:
Poniamo
g(x) := inf
y∈A
{f(y) + Lip(f)|x− y|} .
Allora la funzione g e` Lipschitziana e Lip(g) = Lip(f), inoltre g = f su A.
2
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Chiaramente se la funzione f e` a valori in Rn, possiamo ottenere un analogo
risultato estendendo una ad una le componenti di f . In questo caso pero`
possiamo solo dire che Lip(g) ≤ √nLip(f). Esiste pero` un teorema dovuto a
Kirszbraun che permette di estendere le funzioni Lipschitziane mantenendo
la costante di Lipschitz, piu` precisamente vale il seguente
Teorema 35 (di Kirszbraun) Sia A ⊆ Rn e f : Rn → Rm una funzione
Lipschitziana. Allora esiste una funzione Lipschitziana g : Rn → Rm tale
che g|A = f e Lip(g) = Lip(f).
Vogliamo ora dimostrare che le funzioni Lipschitziane sono differenziabili
quasi ovunque, piu` precisamente vale il seguente
Teorema 36 (di Rademacher) Sia f : Rm → Rn una funzione Lipschit-
ziana, allora f e` differenziabile Lm−q.o., inoltre Df (il differenziale di f) e`
una funzione misurabile.
Dim:
A meno di passare alle componenti, possiamo supporre che n = 1. Se m = 1,
allora f e` una funzione assolutamente continua, e dunque e` derivabile (o
differenziabile) quasi ovunque. Dato allora e ∈ Sm−1 ed x ∈ Rm indichiamo,
se esiste, con ∂ef(x) la derivata parziale di f in x lungo la direzione e e
con Be l’insieme degli x ∈ Rm in cui non esiste ∂ef(x). Ma allora poiche´ la
funzione (di una variabile) t 7→ f(x + te) e` derivabile per L1−q.o. t ∈ R, si
ha che
H1(Be ∩ {x+ te | t ∈ R}) = 0 ∀x ∈ Rm.
Vediamo che Lm(Be) = 0:
Per fare cio` proviamo, per induzione su k, che per ogni k < m e per ogni
V ∈ A(n, k) si ha Hk(V ∩ Be) = 0. Cio` e` chiaramente vero se k = 1 per
quanto sopra. Supponiamo allora che sia vero per k = h e vediamo che e`
vero per k = h + 1: Sia V ∈ A(n, h + 1). Per ipotesi induttiva, per ogni
h−piano W ⊆ V si ha che Hh(W ∩ Be) = 0 e dunque, per il teorema di
Fubini, Hh+1(V ∩Be) = 0. Dunque Lm(Be) = 0 (sempre per Fubini), ovvero
∂ef(x) esiste per Lm−q.o. x ∈ Rm.
Vediamo ora che ∂ef(x) si ottiene da∇f(x) = (∂1f(x), ...∂mf(x)) (∂if(x) :=
∂eif(x) :=
∂f
∂xi
(x)) nel modo seguente per Lm−q.o. x ∈ Rm:
∂ef(x) =< e,∇f(x) > .
Sia ϕ ∈ C∞0 (Rm) ed h ∈ R\{0}, alloraZ
h−1[f(x+ he)− f(x)]ϕ(x)dx = −
Z
h−1[ϕ(x)− ϕ(x− he)]f(x)dx,
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poiche´ f e` Lipschitziana, |h−1[f(x+he)− f(x)]| ≤ Lip(f), e dunque, usando
il teorema di convergenza dominata, per h→ 0 otteniamoZ
∂ef(x)ϕ(x)dx = −
Z
f(x)∂eϕ(x)dx
= −
Z
f(x)(< e,∇ϕ(x) >)dx = −
mX
i=1
< e, ei >
Z
f(x)∂iϕ(x)dx
=
mX
i=1
< e, ei >
Z
∂if(x)ϕ(x)dx =
Z
(< e,∇f(x) >)ϕ(x)dx.
Dal momento che questa uguaglianza vale per ogni ϕ ∈ C∞0 (Rm) abbiamo
che ∂ef(x) =< e,∇f(x) > per Lm−q.o. x ∈ Rm.
Sia ora {un}n∈N un insieme denso in Sm−1. Per ogni i, poniamo
Ai := {x ∈ Rm | ∃∇f(x), ∀n ∈ N ∃∂unf(x) e ∂unf(x) =< un,∇f(x) >},
e A := ∩An. Per quanto visto, Lm(Ac) = 0. Vediamo che f e` differenziabile
in ogni punto di A. Dato x ∈ A, u ∈ Sm−1 e h > 0, poniamo
Q(x, u, h) := h−1[f(x+ hu)− f(x)]− < u,∇f(x) > .
Per provare la tesi ci bastera` mostrare che dato x ∈ A, Q(x, u, h) → 0
uniformemente in u per h→ 0. Notiamo che per ogni u, u′ ∈ Sm−1 abbiamo
che
|Q(x, u, h)−Q(x, u′, h)| ≤ (m+ 1)Lip(f)|u− u′|.
Fissiamo ε > 0. Poiche´ Sm−1 e` compatto, esiste N ∈ N tale che: per ogni
u ∈ Sm−1 esiste i ≤ N per cui ‖u − un‖RM < ε. Dalla definizione di A
discende che limh→0Q(x, un, h) = 0 per ogni n ∈ N, e dunque esiste δ > 0
tale che
|Q(x, un, h)| < ε ∀ 0 < h < δ, ∀i ≤ N.
Dunque dato u ∈ Sm−1 e 0 < h < δ, scegliendo i ≤ N tale che ‖u−un‖RM < ε
abbiamo che
|Q(x, u, h)| ≤ |Q(x, u, h)−Q(x, un, h)|+ |Q(x, un, h)|
< (m+ 1)Lip(f)‖u− un‖RM + ε ≤ [(m+ 1)Lip(f) + 1]ε,
da cui la tesi. Per finire, la misurabilita` di ∇f discende dal fatto che tale
gradiente e` definito su un insieme misurabile, e su tale insieme coincide con
la funzione misurabile (∂1f, ..., ∂mf).
2
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Ricordiamo ora un importante teorema dovuto ad Hassler Whitney sulle
estensioni dell funzioni C1:
Teorema 37 (di Whitney) Siano A ⊆ Rm chiuso, f : A → R, v : A →
Rm due funzioni continue. Se per ogni a ∈ A si ha che
lim
(x,y)→(a,a)
x 6=y
f(y)− f(x)− < v(x), (y − x) >
‖y − x‖Rm = 0,
uniformemente in a. Allora esiste g ∈ C1(Rm) tale che g|A = f e ∇g|A = v.
Le funzioni Lipschitziane hanno un’importante proprieta`: sono approssima-
bili con funzioni di classe C1, piu` precisamente vale il seguente
Teorema 38 Sia f : Rm → Rn una funzione Lipschitziana ed ε > 0. Allora
esiste una funzione g ∈ C1(Rm,Rn) tale che
LM({x ∈ Rm | f(x) 6= g(x)}) < ε.
LM({x ∈ Rm | Df(x) 6= Dg(x)}) < ε.
Dim:
Per il teorema di Rademacher, esiste A ⊆ Rm misurabile con Lm(A) = 0 tale
che esiste Df(x) per ogni x ∈ Rm\A. Ma allora fissato ε > 0, per il teorema
di Lusin esiste B ⊆ Rm chiuso tale che A ⊆ Bc, Lm(Rm\B) ≤ ε e Df
sia una funzione continua su B. Definiamo allora v : Rm → Rm·n ponendo
v(x) := Df(x) e la successione di funzioni hk nel modo seguente:
hk(x) := sup
¨
f(y)− f(x)− < v(x), (y − x) >
‖y − x‖Rm | 0 < ‖y − x‖R
m < 1/k
«
.
Dal momento che f e` una funzione differenziabile su B, abbiamo che hk(x)→
0 per ogni x ∈ B. Ma allora per il teorema di Egoroff, esiste C ⊆ B con
Lm(B\C) < ε tale che hk → 0 uniformemente in C. Grazie alla regolarita`
della misura di Lebesgue, possiamo anche supporre che B\C sia aperto,
ovvero che C sia chiuso. Ma allora applicando il teorema di Whitney alle
funzioni f|C e v|C otteniamo la tesi.
2
2.2 Altre proprieta` utili
Vogliamo ora vedere alcune proprieta` delle funzioni Lipschitziane che ci
saranno utili in seguito.
Il seguente teorema e` un semplice corollario della definizione di misura di
Hausdorff:
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Teorema 39 Sia f : Rm → Rn una funzione Lipschitziana, A ⊆ Rm e
0 ≤ s ≤ m, allora
Hs∗(f(A)) ≤ Lip(f)sHs∗(A),
e quindi
dim(f(A)) ≤ dim(A).
Dim:
Sia δ > 0 e {Un}n∈N un ricoprimento di A tale che diam(Un) < δ per ogni n ∈
N. Allora {f(Un)}n∈N e` un ricoprimento di f(A) e diam(f(Un)) < Lip(f)δ
per ogni n ∈ N. Quindi posto L := Lip(f) si ha
∞X
n=1
(diam(f(Un)))
s ≤ Ls
∞X
n=1
(diam(Un))
s,
e per l’arbitrarieta` del ricoprimento, Hs∗Lδ(f(A)) ≤ LsHs∗δ (A), da cui la tesi
segue per l’arbitrarieta` di δ.
2
Ci proponiamo ora di dimostrare una versione semplificata della formula
dell’area per funzioni Lipschitziane (per una versione piu` generale di questo
teorema si veda [11]):
Teorema 40 Sia f : Rm → Rn una funzione Lipschitziana. Allora
Hm({f(x) ∈ Rn | rk(Df(x)) < m}) = 0.
Dove abbiamo indicato con rk(Df(x)) il rango di Df(x).
Dim:
Sia 0 < R < +∞ e poniamo
A := {x ∈ B(0, R) | rk(Df(x)) < m}.
Fissato ε > 0 definiamo per ogni x ∈ A l’insiemeWx := {Df(x)y+f(x) | y ∈
Rm}, allora esiste δ > 0 tale che per ogni 0 < r < δ si abbia
f(B(x, r)) ⊆ B(f(x),Lip(f)r) ∩ {y ∈ Rn | d(y,Wx) ≤ εr}.
Dal momento che dim Wx ≤ m − 1, esiste una costante c (che dipende solo
da n ed m) tale che
Hm∞(f(B(x, r))) ≤ cεr(Lip(f)r)m−1.
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Inoltre per il teorema 19 possiamo trovare una successione di palle disgiunte
{Bn := B(xn, rn)}n∈N tale che
Lm
 
A\
∞[
n=1
Bn
!
= 0 e
∞X
n=1
Lm(Bn) < Lm(A) + ε.
Dunque
f(A) ⊂
 ∞[
n=1
Bn
![
f
 
A
∞[
n=1
Bn
!
e Hm
 
f
 
A
∞[
n=1
Bn
!!
= 0.
Ma allora
Hm∞(f(A)) ≤
∞X
n=1
Hm∞(f(Bn)) ≤ c(Lip(f))m−1ε
∞X
n=1
rn
m
≤ [c(Lip(f))m−1ω−1n (Lm(A) + ε)]ε.
Ma allora per l’arbitrarieta` di ε si ha che Hm∞(f(A)) = 0 da cui, per la
proposizione 28, Hm(f(A)) = 0, ovvero la tesi.
2
Vediamo ora un teorema sugli insiemi di livello delle funzioni Lipschitziane:
Teorema 41 Sia n ≤ s ≤ m, A ⊆ Rm e f : A → Rn una funzione
Lipschitziana. AlloraZ ∗
H(s−n)∗(A ∩ f−1{y})dLn(y) ≤ ωn(Lip(f))nHs∗(A).
Dim:
Per ogni k ∈ N+ prendiamo un ricoprimento chiuso {Ek,h}h∈N di A tale che
diam(Ek,h) < 1/k per ogni k, n eX
h∈N
(diam(Ek,h))
s ≤ Hs∗1/k(A) + 1/k.
Sia
Fk,h := {y ∈ Rn | Ek,h ∩ f−1{y} 6= ∅}.
Per ogni y, z ∈ Fk,h esistono u, v ∈ Ek,h∩f−1{y} tali che f(u) = y e f(v) = z.
Allora
‖y − z‖Rn ≤ Lip(f)‖u− v‖Rm ≤ Lip(f)diam(Ek,h).
Dunque
diam(Ek,h) ≤ Lip(f)diam(Ek,h) e Ln(Fk,h) ≤ ωn(Lip(f)diam(Ek,h))n.
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Allora usando il lemma di Fatou, abbiamo cheZ ∗
H(s−n)∗(A ∩ f−1{y})dLn(y) =
Z ∗
lim
k→+∞
H(s−n)∗1/k (A ∩ f−1{y})dLn(y)
≤
Z
lim inf
k→+∞
X
h∈N
(diam(Ek,h ∩ f−1{y}))s−ndLn(y)
≤ lim inf
k→+∞
X
h∈N
Z
Fk,h
(diam(Ek,h ∩ f−1{y}))s−ndLn(y)
≤ lim inf
k→+∞
X
h∈N
(diam(Ek,h))
s−nLn(Fk,h)
≤ Ln(B(0, 1))(Lip(f))n lim inf
k→+∞
X
h∈N
(diam(Ek,h))
s
≤ Ln(B(0, 1))(Lip(f))n lim inf
k→+∞
X
h∈N
(Hs∗1/k(A) + 1/k)
= Ln(B(0, 1))(Lip(f))nHs∗(A).
2
Un’altra importante proprieta` delle funzioni Lipschitziane e` espressa nel
seguente
Teorema 42 Sia f : Rm → Rn una funzione Lipschitziana e A ⊆ Rm un
insieme Lm−misurabile. Allora
Θm∗ (f(A), x) > 0 per Hm − q.o. x ∈ f(A).
Dim:
Supponiamo che Lm(A) < +∞ e che f non sia un’applicazione costante
(nel qual caso il teorema sarebbe banale), e dunque Lip(f) > 0. Poniamo
E := f(A) e fissiamo ε > 0. Sia C ⊆ E un generico insieme compatto tale
che Θm∗ (f(A), x) < ε per ogni x ∈ C e sia U un aperto di Rm tale che A ⊆ U
e Lm(U) < +∞. Se C = ∅ non abbiamo nulla da dimostrare; supponiamo
percio` che C 6= ∅. Dalla definizione di C, sappiamo che per ogni x ∈ C
possiamo trovare una successione di numeri reali {l(x)k }k∈N decrescente a 0
tale che
Hm(E ∩B(xk, l(x)k )) < ε(diam(B(xk, l(x)k )))
m
∀k ∈ N.
Per ogni x ∈ C, sia yx ∈ A tale che f(yx) = x. Allora (a meno di estrarre
una sotto-successione) possiamo supporre che
f

B

yx,
l
(x)
k
Lip(f)

⊂ U
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e dunque per il teorema 19 possiamo trovare una successione {xk}k∈N ⊆ C e
una successione di numeri reali {rk}k∈N tali che posto yk := yxk si abbia
1) Hm(E ∩B(xk, rk)) < ε(diam(B(xk, rk)))m;
2) Dk := B

yk,
rk
Lip(f)

⊂ U ;
3) Hm
 
C\
∞[
k=1
B(xk, rk)
!
= 0.
Ma allora f(Dk) ⊆ Bk, per cui {Dk}k∈N e` una famiglia di insiemi disgiunti.
Usando dunque la σ−additivita` della misura Hm otteniamo che
Hm(C) =
∞X
k=1
Hm(C ∩B(xk, rk)) ≤ ε
∞X
k=1
(diam(B(xk, rk)))
m
= cε
∞X
k=1
Lm(Dk) ≤ cεLm(U),
ovvero
Hm(C) ≤ cεLm(U),
dove c e` una costante che dipende solo da m e da Lip(f). Ma allora visto che
questa disuguaglianza vale per ogni C ⊆ E compatto tale che Θm∗ (f(A), x) <
ε per ogni x ∈ C e per ogni U aperto tale che A ⊆ U , usando la regolarita`
della misura Hm abbiamo che
Hm({x ∈ E | Θm∗ (E, x) = 0}) ≤ Hm({x ∈ E | Θm∗ (E, x) < ε})
≤ cεLm(A),
da cui, per l’arbitrarieta` di ε,
Hm({x ∈ E | Θm∗ (E, x) = 0}) = 0.
2
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Capitolo 3
Misure tangenti e misure
s-uniformi
In questo capitolo svilupperemo una parte della teoria riguardante le misure
uniformi e le misure tangenti. Oltre ad avere un importanza propria, essa
e` uno strumento molto utile nello studio di molti problemi, tra cui la ret-
tificabilita`. Le misure tangenti in particolare, danno molte informazioni sul
comportamento locale di una misura e in effetti furono introdotte per la pri-
ma volta da David Preiss ([30]) che le uso` per ricavare un importantissimo
teorema sugli insiemi rettificabili, noto appunto come teorema di Preiss. Per
una trattazione piu` esaustiva di questi argomenti si veda [11], [24] e [30].
3.1 Misure tangenti e loro proprieta`
Introduciamo una notazione: dati a ∈ Rn e r > 0, denoteremo con Ta,r :
Rn → Rn l’applicazione cos`ı definita: Ta,r(x) := (x − a)/r. Chiaramente
Ta,r(B(a, r)) = B(0, 1), ed inoltre, data µ misura (esterna) di Borel su Rn e
A un insieme µ−misurabile, si ha che
Ta,r#µ(A) = µ(rA+ a),
dove abbiamo posto rA+a := {rx+a | x ∈ A}. Veniamo ora alla definizione
di misure tangenti:
Definizione 43 Siano µ, ν misure di Radon su Rn con ν 6≡ 0. Dato a ∈
Rn, diciamo che ν e` una misura tangente a µ nel punto a se esistono due
successioni di numeri reali positivi {ci}i∈N e {ri}i∈N tali che
ri → 0 e ciTa,ri#µ w
∗→ ν per i→ +∞.
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L’insieme delle misure tangenti a µ nel punto a verra` indicato con Tan(µ, a).
La condizione di convergenza sopra, si puo` esprimere in modo equivalente
chiedendo che
lim
i→+∞
ci
Z
ϕ((x− a)/ri)dµ(x) =
Z
ϕ(x)dν(x) ∀ϕ ∈ C0(Rn).
Vediamo alcune proprieta` delle misure tangenti:
Teorema 44 Sia µ una misura di Radon su Rn e a ∈ Rn per cui si abbia
che
c := lim sup
r→0+
µ(B(a, 2r))
µ(B(a, r))
< +∞.
Allora per ogni successione di numeri reali positivi {ri}i∈N convergente a 0,
esiste una sottosuccessione {rij}j∈N tale che
(µ(B(a, rij)))
−1
Ta,rij#µ→ ν ∈ Tan(a, µ).
Dim:
Per ogni k ∈ N, abbiamo che
lim sup
r→0+
(µ(B(a, r)))
−1
Ta,r#µ(B(a, 2k))
= lim sup
r→0+
(µ(B(a, r)))
−1
µ(B(a, 2kr)) ≤ ck,
e quindi
sup
i∈N
(µ(B(a, ri)))
−1
Ta,ri#(K) < +∞ ∀K ⊆ Rn compatto,
e quindi per il teorema 15 abbiamo la tesi.
2
Corollario 45 Con le stesse ipotesi e notazioni del teorema precedente, sup-
poniamo che esista s > 0 per cui 0 < Θ∗s(µ, a) < +∞. Allora possiamo
trovare una successione di numeri reali positivi {ri}i∈N convergente a 0 e
ν ∈ Tan(µ, a) tali che
ν = lim
i→+∞
r−si Ta,ri#µ.
23
Dim:
Prendiamo λ0, λ1 ∈ R+ e una successione di numeri reali positivi {ri}i∈N
convergente a 0 tale che
0 < λ0 ≤ µ(B(a, ri)) ≤ λ1 < +∞ ∀i ∈ N.
Poniamo per ogni i ∈ N, eri := µ(B(a, ri))ri. Allora la successione {eri}i∈N con-
verge a 0 e gli ri sono tutti positivi, e quindi applicando il teorema precedente
alla successione {eri}i∈N abbiamo la tesi.
2
Osservazione: Nelle stesse ipotesi del teorema precedente, abbiamo che
0 ∈ supp(ν) per ogni ν ∈ Tan(µ, a), infatti se prendiamo R > 0 e una
successione {ri}i∈N tali che ν(B(0, R)) > 0 e (µ(B(a,Rri)))−1Ta,ri#µ w→ ν,
allora c(µ(B(a,Rri)))
−1
Ta,ri#µ
w→ cν e quindi per ogni r > 0 si ha che
cν(B(0, r)) ≥ lim sup
i→+∞
(µ(B(a,Rri)))
−1
(Ta,ri#µ)(B(0, r))
= lim sup
i→+∞
(µ(B(a,Rri)))
−1
µ(B(0, rri))
≥ lim inf
i→+∞
(µ(B(a,Rri)))
−1
µ(B(0, rri)) > ν(B(a, r)) > 0.
e quindi per l’arbitrarieta` di r, abbiamo che 0 ∈ supp(ν).
Proposizione 46 Siano µ una misura di Radon su Rn, B un insieme µ−mi-
surabile e a ∈ supp(µ) tali che
lim
r→0+
µ(B(a, r)\B)
µ(B(a, r))
= 0.
Allora Tan(µ |LB, a) = Tan(µ, a). In particolare tale proprieta` vale per
µ−q.o. a ∈ B.
Dim:
Siano {ci}i∈N e {ri}i∈N due successioni di numeri reali positivi con ri → 0
e tali che almeno una fra le successioni {ciTa,ri#µ}i∈N, {ciTa,ri#(µ |LB)}i∈N
converga ad una misura di Radon (localmente finita) ν. Allora per ogni
R > 0 si ha che
lim sup
i→+∞
ciµ(B(a,Rri) ∩B) ≤ ν(B(0, R)) < +∞.
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Infatti se ciTa,ri#µ
w→ ν, allora applicando il teorema 16 a B(0, R) si ha
lim sup
i→+∞
ciµ(B(a,Rri) ∩B) ≤ lim sup
i→+∞
ciµ(B(a,Rri))
= lim sup
i→+∞
(ciTa,ri#µ)(B(a,R)) ≤ ν(B(0, R)) < +∞,
mentre se ciTa,ri#(µ |LB)
w→ ν, sempre applicando il teorema 16 a B(0, R) si
ha
lim sup
i→+∞
ciµ(B(a,Rri) ∩B)
= lim sup
i→+∞
(ciTa,ri#(µ |LB))(B(0, R)) ≤ ν(B(0, R)) < +∞.
Fissiamo ϕ ∈ C0(Rn) e scegliamo R > 0 in modo tale che ‖ϕ‖C(Rn) < R e
supp(ϕ) ⊂ B(0, R), allora per ogni r > 0 si haZ ϕdTa,r#µ− Z ϕdTa,r#(µ |LB)
=
ZRn\B ϕ((x− a)/r)dµ(x) ≤ Rµ(B(a,Rr)\B).
Quindi
lim sup
i→+∞
Z ϕd(ciTa,ri#µ)− Z ϕd(ciTa,ri#(µ |LB))
≤ Rν(B(0, R)) lim sup
i→+∞
µ(B(a,Rri)\B)
µ(B(a,Rri))
= 0.
Ma allora entrambe le successioni {ciTa,ri#µ}i∈N e {ciTa,ri#(µ |LB)}i∈N con-
vergono debolmente a ν, per cui µ e µ |LB hanno le stesse misure tangenti in
a.
2
Corollario 47 Siano λ, µ misure di Radon su Rn e ϕ : Rn → R+ una
funzione µ−localmente integrabile tali che
λ(B) =
Z
B
ϕdµ ∀B ∈ B(Rn).
Allora Tan(µ, a) = Tan(λ, a) per λ−q.o. a ∈ Rn.
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Dim:
Sia ε > 0 e A := {x ∈ Rn | ϕ(x) > 0}. Per il teorema di Lusin, esiste
F ⊆ A tale che λ(Rn\F ) < ε e ϕ|F sia continua. Ricalcando la dimostrazione
della proposizione precedente si dimostra che Tan(µ |LF, a) = Tan(λ |LF, a)
per λ−q.o. a ∈ F , e dunque (proprio in virtu` della proposizione prece-
dente) Tan(µ, a) = Tan(λ, a) per λ−q.o. a ∈ F , per cui la tesi segue
dall’arbitrarieta` di ε.
2
Concludiamo questa parte sulle misure tangenti riportando due risultati che
ci limitiamo ad enunciare:
Teorema 48 Siano µ una misura di Radon su Rn e s > 0 un numero reale
positivo. Posto
A := {a ∈ Rn | 0 < Θs∗(µ, a) ≤ Θ∗s(µ, a) < +∞},
valgono le seguenti proprieta`:
1) Per µ−q.o. a ∈ A si ha che: per ogni ν ∈ Tan(µ, a), esiste c > 0 tale che
t(a)crs ≤ ν(B(x, r)) ≤ crs ∀x ∈ supp(ν), ∀r ∈ (0,+∞),
dove t(a) := Θs∗(µ, a)/Θ
∗s(µ, a).
2) dato a ∈ A e δ > 0, poniamo
Ea,δ := {B(x, r) | x ∈ Rn, 0 < 2r < δ, a ∈ B(x, r)}.
Se per µ−q.o. a ∈ A si ha che
lim sup
δ→0+
sup
B∈Ea,δ
(diam(B))−s ≤ Θ∗s(µ, a),
allora per µ−q.o. a ∈ A e per ogni ν ∈ Tan(µ, a) vale che
ν(B(x, r)) ≤ crs ∀x ∈ Rn, ∀r > 0,
dove c e` la stessa costante del punto 1.
3) Se s < n, allora per µ−q.o. a ∈ A esistono e ∈ Sn−1 e ν ∈ Tan(µ, a) tali
che
supp(ν) ⊆ {x ∈ Rn | < x, e >≥ 0}.
4) Se esistono dei numeri positivi d, t0, r0 tali che
t0dr
s ≤ µ(B(a, r)) ≤ drs ∀a ∈ supp(µ), ∀0 < r < r0,
allora per ogni a ∈ supp(µ) si ha che Tan(µ, a) 6= ∅ e che tutte le misure
ν ∈ Tan(µ, a) soddisfano la condizione 1).
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Teorema 49 Sia µ una misura di Radon su Rn. Allora per µ−q.o. a ∈ Rn
e per ogni ν ∈ Tan(µ, a) si ha che:
1) Tx,ρ#ν ∈ Tan(µ, a) per ogni x ∈ supp(µ) e per ogni ρ > 0.
2) Tan(ν, x) ⊆ Tan(µ, a) per ogni x ∈ supp(µ).
3.2 Misure s-uniformi
Definizione 50 Sia s > 0 e ν una misura di Radon su Rncon ν 6≡ 0. Diremo
allora che ν e` s−uniforme se esiste c > 0 tale che
ν(B(x, r)) = crs ∀x ∈ supp(ν) ∀r ∈ (0,+∞).
Da tale definizione segue subito il seguente
Corollario 51 (del teorema 48) Sia s > 0 e µ una misura di Radon su
Rn; poniamo
A := {a ∈ Rn | 0 < Θs∗(µ, a) = Θ∗s(µ, a) < +∞}.
Allora per µ−q.o. a ∈ A e per ogni ν ∈ Tan(µ, a), si ha che ν e` s−uniforme
e 0 ∈ supp(ν).
Vogliamo ora vedere che se µ e` una misura come nel corollario sopra e µ(A) >
0, allora s e` un numero intero. Dal teorema 44 sappiamo che la misura µ
ammette misure tangenti in quasi ogni punto, e dunque, grazie al corollario
precedente, abbiamo che µ−q.o. a ∈ A ammette misure s−uniformi (in
particolare esistono misure s−uniformi). In definitiva, per arrivare al nostro
risultato ci bastera` vedere che se µ(A) > 0, allora s e` un numero intero, ma
questo e` proprio cio` che dice il seguente teorema dovuto a Marstrand (si veda
[11] cap.2 o [24] cap.14).
Teorema 52 (di Marstrand) Sia s > 0 e µ una misura di Radon su Rn;
definiamo
A := {a ∈ Rn | 0 < Θs∗(µ, a) = Θ∗s(µ, a) < +∞}.
Se µ(A) > 0, allora s ∈ N.
Dim:
Se per assurdo il teorema fosse falso, per quanto visto sopra potremmo trovare
un k ∈ N e un s ∈ R+ tali che esista una misura di Radon s−uniforme in
Rk. Sia n il piu` piccolo numero naturale (n > 0) per cui tale relazione e`
verificata ed indichiamo con s0 e ν0 il relativo numero reale e la relativa
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misura: l’obiettivo e` quello di costruire una misura di Radon s0−uniforme in
Rn−1 (poniamo per convenzione R0 := {0}).
Applicando il teorema 48 alla misura ν0, possiamo trovare e ∈ Sn−1 ed una
misura di Radon s0−uniforme ν in Rn tale che
0 ∈ supp(ν) ⊆ {x ∈ Rn | < x, e >≥ 0} =: H.
Per ogni r > 0 indichiamo con b(r) il baricentro di ν |LB(0, r) (la cui esistenza
e` garantita dal fatto che tali misure sono di Radon), ovvero
b(r) := (ν(B(0, r))
−1 Z
B(0,r)
zdν(z),
per cui
< b(r), v >= (ν(B(0, r))
−1 Z
B(0,r)
< z, v > dν(z) ∀v ∈ Rn.
Se b(r) = 0 per ogni r > 0, ricordando che supp(ν) ⊆ H si avrebbe cheZ
B(0,r)
< x, e > dν(x) =
Z
B(0,r)∩H
< x, e > dν(x) = 0,
cioe` < x, e >= 0 per µ−q.o. x ∈ B(0, r) ∩ H e quindi, dal momento che
per ogni a ∈ B(0, r), a ∈ H o −a ∈ H, si avrebbe < x, e >= 0 per µ−q.o.
x ∈ Rn. Ma allora supp(ν) ⊆ ∂H che e` linearmente isomorfo a Rn−1, per cui
avremmo trovato una misura di Radon s0−uniforme in Rn−1, assurdo.
Dunque esiste r > 0 per cui b(r) 6= 0. Sia y ∈ supp(ν). Usando allora le
seguenti (semplici) identita`Z
B(y,r)
(r2 − ‖x− y‖2Rn)dν(x) =
Z
B(0,r)
(r2 − ‖x‖2Rn)dν(x),
e
r2 − ‖x‖2Rn − (r2 − ‖x− y‖2Rn) = ‖y‖2Rn − 2 < x, y >,
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abbiamo che
|2 < b(r), y > | =
(ν(B(0, r)))−1 Z
B(0,r)
2 < x, y > dν(x)

=
‖y‖2Rn + (ν(B(0, r)))−1 Z
B(0,r)
(r2 − ‖x− y‖2Rn)dν(x)
−(ν(B(0, r)))−1
Z
B(0,r)
(r2 − ‖x‖2Rn)dν(x)

=
‖y‖2Rn + (ν(B(0, r)))−1 Z
B(0,r)
(r2 − ‖x− y‖2Rn)dν(x)
−(ν(B(0, r)))−1
Z
B(y,r)
(r2 − ‖x− y‖2Rn)dν(x)

≤ ‖y‖2Rn + (ν(B(0, r)))
−1 Z
(B(0,r)\B(y,r))
(r2 − ‖x− y‖2Rn)dν(x)

+
Z
(B(y,r)\B(0,r))
(r2 − ‖x− y‖2Rn)dν(x)
 .
Supponiamo che ‖y‖Rn ≤ r. Se x ∈ (B(0, r)\B(y, r)), abbiamo che
0 ≤ ‖x− y‖2Rn − r2 ≤ ‖x− y‖2Rn − ‖x‖2Rn
= (‖x− y‖Rn + ‖x‖Rn)(‖x− y‖Rn − ‖x‖Rn) ≤ 3r‖y‖Rn .
Similmente, se x ∈ (B(y, r)\B(0, r)), si ha che
0 ≤ r2 − ‖x− y‖2Rn ≤ ‖x‖2Rn − ‖x− y‖2Rn ≤ 3r‖y‖Rn .
Ma allora sfruttando il fatto che ν e` s0−uniforme, otteniamo che
|2 < b(r), y > |
≤ ‖y‖2Rn + (ν(B(0, r)))
−1
3r‖y‖Rn

ν(B(0, r)\B(y, r)) + ν(B(y, r)\B(0, r))
≤ ‖y‖2Rn + (ν(B(0, r)))
−1
3r‖y‖Rn2ν(B(0, r + ‖y‖Rn)\B(0, r − ‖y‖Rn))
= ‖y‖2Rn + 6r1−s‖y‖Rn [(r + ‖y‖Rn)s − (r − ‖y‖Rn)s]
≤ c(r)‖y‖2Rn ,
dove c(r) > 0 e` una costante che dipende solo da r. In definitiva, per ogni
y ∈ supp(ν) si ha che
|2 < b(r), y > | ≤ c(r)‖y‖2Rn .
Grazie al corollario 45, esiste una successione di numeri reali positivi {ri}i∈N
e λ ∈ Tan(ν, 0) tale che
λ = lim
i→+∞
r−si T0,ri#ν.
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Vogliamo ora mostrare che
supp(λ) ⊆ V := {y ∈ Rn | < y, b(r) >= 0}.
Fissiamo allora R > 0 e α > 0. Allora esiste i0 ∈ N tale che per ogni i > i0
e per ogni y ∈ B(0, Rri) ∩ supp(ν) si abbia
| < y, b(r) > | ≤ c(r)‖y‖2Rn ≤ c(r)Rri‖y‖Rn < α‖y‖Rn .
Posto
GR,α := {y ∈ B(0, R) | | < y, b(r) > | > α‖y‖Rn},
si ha che GR,α e` aperto, quindi grazie al teorema 16 abbiamo che
λ(GR,α) ≤ lim inf
i→+∞
r−si (T0,ri#ν)(G)
= lim inf
i→+∞
r−si ν({y ∈ B(0, Rri) | | < y, b(r) > | > α‖y‖Rn}) = 0.
Dunque λ(GR,α) = 0 per ogni R > 0 e per ogni α > 0, e quindi abbiamo che
supp(λ) ⊆ V := {y ∈ Rn | < y, b(r) >= 0}.
Poiche´ λ ∈ Tan(ν, a), si ha che λ e` s0−uniforme, ed inoltre V e` linearmente
isomorfo ad Rn−1, ma allora abbiamo trovato una misura s0−uniforme su
Rn−1, il che contraddice la minimalita` di n, assurdo.
2
Dalla dimostrazione di questo teorema, discende anche il seguente
Teorema 53 Se ν e` una misura n−uniforme su Rn, allora e` un multiplo
della misura di Lebesgue Ln.
Concludiamo questo capitolo con un teorema sulle misure m−uniformi (m ∈
N) che ci sara` molto utile per ricavare alcuni risultati importanti sugli insiemi
rettificabili.
Prima pero` richiamiamo una notazione: Sia {u1, ..., un} una base ortonormale
per Rn e sia Q : Rn → R una forma quadratica, ovvero
Q(x) :=
nX
i,j=1
ai,jxixj ∀x =
nX
i=1
xiui,
allora si definisce la traccia di Q come
Tr(Q) :=
nX
i=1
ai,i =
nX
i=1
Q(ui).
La traccia di Q cos`ı definita non dipende dalla scelta della base, per cui la
definizione e` ben posta.
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Teorema 54 Sia m un intero positivo e ν una misura m−uniforme su Rn
tale che 0 ∈ supp(ν) e
ν(B(x, r)) = (2r)m ∀x ∈ supp(ν), ∀0 < r < +∞.
Allora esiste una funzione polinomiale di grado due P : Rn → R con P 6≡ 0
tale che
supp(ν) ⊆ {x ∈ Rn | P (x) = 0}.
Se inoltre
ν(B(x, r)) ≤ (2r)m ∀x ∈ Rn, ∀0 < r < +∞,
allora esiste V ∈ G(n,m) tale che
ν = Hm |LV.
Dim:
Dato r > 0, definiamo b(r) come
b(r) :=
m+ 2
2m+1rm+2
Z
B(0,r)
(r2 − ‖y‖2Rn)ydν(y),
per cui, per ogni x ∈ Rn abbiamo che
< b(r), x >=
m+ 2
2m+1rm+2
Z
B(0,r)
(r2 − ‖y‖2Rn) < x, y > dν(y).
Inoltre poiche´ gli spazi lineari in Rn sono chiusi (e l’integrale sopra poteva
essere fatto su B(0, r) ∩ supp(ν)) abbiamo che b(r) ∈ span(supp(ν)), dove
span(supp(ν)) e` il piu` piccolo sottospazio vettoriale che contiene supp(ν).
Definiamo ora la forma quadratica Qr nel modo seguente:
Qr(x) :=
m+ 2
2mrm+2
Z
B(0,r)
| < x, y > |2dν(y).
Dunque, poiche´ 0 ∈ supp(ν), si ha che ν(B(0, r)) = (2r)m, e quindi
|Qr(x)| ≤ (m+ 2)‖x‖2Rn ∀x ∈ Rn.
Prendiamo dunque una successione {ri}i∈N tale che ri → +∞ e Qri converga
(coefficiente per coefficiente) ad una forma quadratica Q. Per quest’ultimo
obiettivo, ci bastera` scegliere una qualunque successione {ri}i∈N in modo tale
che Qri(ej+ ek) converga per ogni j, k ≤ n (con {e1, ...en} indichiamo la base
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canonica su Rn), il che e` possibile grazie alla disuguaglianza sopra.
Usando allora il teorema 7, abbiamo cheZ
B(0,r)
‖y‖2Rndν(y) =
Z r2
0
ν({y ∈ B(0, r) | t ≤ ‖y‖2Rn ≤ r2})dt
=
Z r2
0
2m(rm − tm/2)dt = m
m+ 2
2mrm+2,
e quindi
Tr(Q) = lim
i→+∞
Tr(Qri) = limi→+∞
m+ 2
2mrm+2
Z
B(0,ri)
‖y‖Rn2dν(y) = m.
Sia ora x ∈ Rn e r > 2‖x‖Rn . Consideriamo le seguenti palle:
B1 := B(x, r − ‖x‖Rn), B2 := B(0, r), B3 := B(x, r), B4 := B(x, r + ‖x‖Rn),
e poniamo
Ji :=
Z
Bi
(r2 − ‖x− y‖2Rn)2dν(y) per i ≤ 4.
Chiaramente si ha che B1 ⊆ B2 ⊆ B4 e B1 ⊆ B3 ⊆ B4, per cui J1 ≤ J2 ≤ J4
e J1 ≤ J3 ≤ J4. Quindi |J2 − J3| ≤ J4 − J1, e dunque per ogni y ∈ B4\B1 si
ha
r − ‖x‖Rn ≤ ‖y − x‖Rn ≤ r + ‖x‖Rn ,
per cui
−‖x‖2Rn − 2r‖x‖Rn ≤ r2 − ‖y − x‖2Rn ≤ 2r‖x‖Rn − ‖x‖2Rn ,
e poiche´ ‖x‖Rn ≤ r, si har2 − ‖y − x‖2Rn ≤ 3r‖x‖Rn .
Usando questa stima abbiamo che
J4 − J1 =
Z
B4\B1
(r2 − ‖y − x‖2Rn)2dν(y) ≤ 9r2‖x‖2Rnν(B4\B1)
≤ 9r2‖x‖2Rn(ν(B(0, r + 2‖x‖Rn)\B(0, r − 2‖x‖Rn)))
= 9(2r)m+1‖x‖3Rn
(1 + 2‖x‖Rn/r)m − (1− 2‖x‖Rn/r)m
2‖x‖Rn/r
≤ 9m22m+1rm+1‖x‖3Rn ,
percio` ricordando che per ogni t ∈ (0, 1) si ha (1 + t)m − (1 − t)m ≤ m2mt,
otteniamo che
|J2 − J3| ≤ J4 − J1 ≤ 18m4mrm+1‖x‖3Rn .
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Riutilizzando il teorema 7, per ogni x ∈ supp(ν) ∩B(0, r/2) si ha che
J3 =
Z
B(x,r)
(r2 − ‖x− y‖2Rn)2dν(y)
=
Z r4
0
ν({y ∈ B(x, r) | t ≤ (r2 − ‖x− y‖2Rn)2})dt
=
Z r4
0
ν

B

x,
È
r2 −√t

dt = 2m
Z r4
0
(r2 −√t)m/2dt
= 2m
Z r4
0
ν

B

0,
È
r2 −√t

dt =
Z
B(0,r)
(r2 − ‖y‖2Rn)2dν(y).
Notiamo ora che se vale anche l’ultima ipotesi del teorema, allora la disugua-
glianza sopra vale per ogni x ∈ B(0, r/2), per cui in tal caso avremmo anche
che
J2 − J3 ≥
Z
B(0,r)
((r2 − ‖y − x‖2Rn)2 − (r2 − ‖y‖2Rn)2)dν(y)
= 4
Z
B(0,r)
(r2 − ‖y‖2Rn)2(< x, y >)dν(y) + 4
Z
B(0,r)
(< x, y >)2dν(y)
−2‖x‖2Rn
Z
B(0,r)
(r2 − ‖y‖2Rn)dν(y) + ‖x‖4Rnν(B(0, r))
−4‖x‖2Rn
Z
B(0,r)
< x, y > dν(y),
per ogni x ∈ B(0, r/2). Senza quell’ultima ipotesi, l’uguaglianza sopra vale
per ogni x ∈ supp(ν) ∩B(0, r/2). Inoltre si vede facilmente che
‖x‖4Rnν(B(0, r)) = 2mrm‖x‖4Rn ≤ 2mrm+1‖x‖3Rn ,4‖x‖2Rn Z
B(0,r)
< x, y > dν(y)
 ≤ 2m+2rm+1‖x‖3Rn .
Grazie alle disuguaglianze precedenti, possiamo trovare una costante C > 0
tale che per ogni x ∈ supp(ν) si abbia4 Z
B(0,r)
(r2 − ‖y‖2Rn)(< x, y >)dν(y) + 4
Z
B(0,r)
(< x, y >)2dν(y)
−2‖x‖2Rn
Z
B(0,r)
(r2 − ‖y‖2Rn)dν(y)
 ≤ 2m+2m+ 2Crm+1‖x‖3Rn .
Dividendo per
2m+2
m+ 2
rm+2 = 2
Z
B(0,r)
(r2 − ‖y‖2Rn)dν(y),
otteniamo che per ogni x ∈ supp(ν) ∩B(0, r/2) si ha2 < b(r), x > +Qr(x)− ‖x‖2Rn ≤ C‖x‖3Rn/r,
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percio`
lim
i→+∞
< b(ri), x >= (‖x‖2Rn −Q(x))/2 ∀x ∈ supp(ν).
Ma allora, ricordando che b(r) ∈ span(supp(ν)), data una base ortonormale
di span(supp(ν)), {u1, ..., uk}, abbiamo che
b(ri) =
kX
j=1
ai,juj ∀i ∈ N,
e quindi applicando la penultima uguaglianza con x = uj, otteniamo la con-
vergenza di tutte le componenti della successione {b(ri)}i∈N, e quindi abbiamo
che
lim
i→+∞
b(ri) = b ∈ span(supp(ν)) ⊆ Rn.
Ma allora
supp(ν) ⊆ K := {x ∈ Rn | Q(x)− ‖x‖2Rn + 2 < b, x >= 0}.
Definiamo Q1(x) := Q(x) − ‖x‖2Rn , allora Tr(Q1(x)) = m − n 6= 0, e quindi
Q1 6≡ 0. Ponendo allora P (x) := Q1(x) + 2 < b, x >, abbiamo dimostrato la
prima parte della tesi. Veniamo ora alla seconda parte e supponiamo dunque
che
ν(B(x, r)) ≤ (2r)m ∀x ∈ Rn, ∀0 < r < +∞.
Ricordando che
|J2 − J3| ≤ J4 − J1 ≤ 18m4mrm+1‖x‖3Rn ,
e la stima su J2 − J3, otteniamo che
2 < b(r), x > +Qr(x)− ‖x‖2Rn ≤ C‖x‖3Rn/r ∀x ∈ B(0, r/2).
Allora come prima, otteniamo che b(ri) → b e che (ricordando la disug-
uaglianza |Qr(x)| ≤ (m+ 2)‖x‖2Rn)
2 < b, x >≤ (m+ 3)‖x‖2Rn ∀x ∈ Rn.
Ma allora b = 0 e dunque Q(x) ≤ ‖x‖2Rn per ogni x ∈ Rn.
Vogliamo ora vedere che K = {x ∈ Rn | Q(x) = ‖x‖2Rn} e` un m−piano:
Prendiamo una base ortonormale {v1, ..., vn} di Rn tale che
Q(x) =
nX
i=1
aix
2
i dove x =
nX
i=1
xivi,
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allora 0 ≤ ai ≤ 1 per ogni i ≤ n e Pni=1 ai = m. Posto V := span{vj | aj =
1}, si ha che Q(x) < ‖x‖2Rn per ogni x ∈ Rn\V . Ma allora K ⊆ V , e dal
momento che Tr(Q) = m, si ha che dim(V ) = m e ai = 0 per ogni vi 6∈ V .
Dunque
Q(x) =
X
vi∈V
x2i e K = V.
Il fatto poi che ν = Hm |LV e` diretta conseguenza del teorema 53.
2
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Capitolo 4
Insiemi rettificabili
In questo capitolo inizieremo ad occuparci dell’argomento principale di questa
prima parte: gli insiemi rettificabili. Per una trattazione piu` completa sulla
teoria degli insiemi rettificabili, si vedano i lavori di Federer ([11]) e Mattila
([24]).
4.1 Proprieta` generali
Convenzione: D’ora in poi n,m saranno numeri naturali positivi con n ≥
m.
Iniziamo con una definizione:
Definizione 55 Sia E ⊆ Rn. Diciamo che E e` m−rettificabile se esiste una
famiglia numerabile {fi}i∈N di applicazioni Lipschitziane fi : Rm → Rn tale
che
Hm∗
 
E\
∞[
i=1
fi(Rm)
!
= 0.
Diciamo invece che E puramente m−non rettificabile se Hm(E ∩F ) = 0 per
ogni F ⊆ Rn insieme m−rettificabile.
Chiaramente tale definizione non e` molto interessante quando m = n, in
quanto ogni E ⊆ Rn e` n−rettificabile.
Dalla definizione di rettificabilita` e dal teorema di estensione delle funzioni
Lipschitziane segue subito la seguente
Proposizione 56 Sia E ⊆ Rn. Allora E e` m−rettificabile se e solo se
esiste una famiglia numerabile di insiemi {Ai}i∈N ⊆ P(Rm) ed una famiglia
numerabile di funzioni Lipschitziane {fi}i∈N con fi : Ai → Rn tale che
Hm∗
 
E\
∞[
i=1
fi(Ai)
!
= 0.
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Dim:
⇒) ovvio.
⇐) Per il teorema di estensione delle funzioni Lipschitziane sappiamo che per
ogni i ∈ N esiste una funzione Lipschitziana gi : Rm → Rn tale che gi|Ai = fi.
Ma allora poiche´ fi(Ai) ⊆ gi(Rm) abbiamo che
Hm∗
 
E\
∞[
i=1
gi(Rm)
!
= 0,
ovvero la tesi.
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Vediamo ora alcune semplici proprieta` degli insiemi rettificabili:
Proposizione 57
1) Se E ⊆ Rn e` m−rettificabile, allora esiste B ∈ B(Rn) m−rettificabile tale
che E ⊆ B e Hm(B) = Hm∗(E).
2) Ogni insieme m−rettificabile e` σ−finito rispetto alla misura esterna Hm∗.
3) Se E ⊆ Rn e` m−rettificabile, allora A ⊆ E ⇒ A e` m−rettificabile.
4) L’unione numerabile di insiemim−rettificabili e` un insiemem−rettificabile.
Dim:
1) Per definizione di rettificabilita`, esiste una famiglia numerabile {fi}i∈N di
applicazioni Lipschitziane fi : Rm → Rn tale che Hm∗ (E\S∞i=1 fi(Rm)) =
0. Per la regolarita` della misura esterna Hm∗, possiamo trovare un insieme
boreliano B1 ⊆ Rn tale che 
E\
∞[
i=1
fi(Rm)
!
⊆ B1 e Hm∗(B1) = 0,
ed un insieme boreliano B2 ⊆ Rn tale che E ⊆ B2 e Hm(B2) = Hm∗(E).
Poniamo allora
B :=
 [
i∈N
fi(Rm) ∪B1
!
∩B2
Chiaramente B e` boreliano ed anche m−rettificabile, infatti 
B\
∞[
i=1
fi(Rm)
!
⊆ B1 per cui Hm
 
B\
∞[
i=1
fi(Rm)
!
= 0.
Inoltre
Hm∗(E) ≤ Hm
  [
i∈N
fi(Rm)
!
∩B2
!
≤ Hm(B) ≤ Hm(B2) = Hm∗(E),
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ovvero Hm∗(E) = Hm(B).
2) Sia E ⊆ Rn un insieme m−rettificabile e sia {fi}i∈N una famiglia di
applicazioni come nella definizione di rettificabilita`. Poiche´ le applicazioni fi
sono Lipschitziane, gli insiemi fi(Rm) sono σ−finiti secondo Hm, infatti
fi(Rm) =
[
n∈N
fi(B(0, n)) e Hm(fi(B(0, n))) ≤ (Lip(f))m(2n)m < +∞,
e dunque E e` σ−finito secondo Hm∗ poiche´
E =
 [
n∈N
(fi(B(0, n)) ∩ E)
!
∪ A,
dove Hm∗(A) = 0.
3) Sia E ⊆ Rn un insieme m−rettificabile e sia {fi}i∈N una famiglia di
applicazioni come nella definizione di rettificabilita`. Allora poiche´ A ⊆ E, si
ha che
Hm∗
 
A\
∞[
i=1
fi(Rm)
!
= 0,
ovvero A e` m−rettificabile.
4) Sia {Ek}k∈N ⊆ P(Rn) una famiglia numerabile di insiemi m−rettificabili.
Allora per ogni k ∈ N, esiste una famiglia numerabile {fk,i}i∈N di applicazioni
Lipschitziane fk,i : Rm → Rn tale che
Hm∗
 
Ek\
∞[
i=1
fk,i(Rm)
!
= 0 ∀k ∈ N.
Sia E :=
S
k∈NEk. Allora
Hm∗

E\
∞[
k,i=1
fk,i(Rm)

≤
∞X
k=1
Hm∗
 
Ek\
∞[
i=1
fk,i(Rm)
!
= 0,
ovvero E e` m−rettificabile.
2
Diamo ora una caratterizzazione fondamentale degli insiemi rettificabili:
Teorema 58 Sia E ⊆ Rn. E e` m−rettificabile se e solo se E ⊆ ∪∞i=0Ti, dove
Hm(T0) = 0 e Ti e` una m-sottovarieta` di Rn di classe C1 per ogni i ≥ 1.
Dim:
⇒) Supponiamo che E sia m−rettificabile e prendiamo {fk}k∈N una famiglia
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di applicazioni come nella definizione di rettificabilita`. Allora grazie al teo-
rema 38, per ogni k ∈ N possiamo trovare una famiglia numerabile {gk,i}i∈N
di funzioni con gk,i ∈ C1(Rm,Rn) tale che
LM({x ∈ Rm | fk(x) 6= gk,i(x)}) < 1/i e
LM({x ∈ Rm | Dfk(x) 6= Dgk,i(x)}) < 1/i.
Poniamo
Ak :=
\
i∈N
({x ∈ Rm | fk(x) 6= gk,i(x)} ∪ {x ∈ Rm | Dfk(x) 6= Dgk,i(x)}) ,
e Ek := fk(Ak). Dal momento che Lm(Ak) < 2/i per ogni k, i ∈ N, si ha che
Lm(Ak) = 0 per ogni k ∈ N, e dunque Hm(Ek) = 0 per ogni k ∈ N. Inoltre
per la formula dell’area abbiamo che Hm(gk,i(Bk,i)) = 0 per ogni k, i ∈ N,
dove
Bk,i := {x ∈ Rm | rk(Dgk,i(x)) < m}.
Definiamo allora
T0 :=
 [
k∈N
Ek
!
∪
 [
k,i∈N
gk,i(Bk,i)

.
Chiaramente Hm(T0) = 0. Gli insiemi Bk,i sono chiusi, inoltre su Rm\Bk,i
gk,i ha rango massimo e dunque e` localmente invertibile. Allora per ogni
k, i ∈ N,
Rm\Bk,i =
[
j∈N
Uk,i,j,
dove Uk,i,j sono insiemi aperti tali che gk,i|Uk,i,j
e` iniettiva per ogni k, i, j ∈ N.
Ma allora al variare di k, i, j, gk,i(Uk,i,j) sono m−sottovarieta` di Rn di classe
C1, e dunque poiche´
E ⊆ T0 ∪
[
k,i,j∈N
gk,i(Uk,i,j),
abbiamo la tesi.
⇐) Sia M una m−sottovarieta` di Rn di classe C1, allora per ogni P ∈ M
esiste rP > 0 ed una funzione fP ∈ C1(B(0, rP ),M) (B(0, rP ) ⊆ Rm)
tale che fP (0) = P . Allora fP |B(0,rP /2) e` una funzione Lipschitziana e posto
UP := B(0, rP/2) si ha che M =
S
P∈M fP (UP ). Dunque U := {fP (UP )}P∈M
e` un ricoprimento aperto di M , ma allora, poiche´ M e` uno spazio topologi-
co di Hausdorff che soddisfa il secondo assioma di numerabilita`, esiste un
sottoricoprimento numerabile di U , ovvero esiste una successione di punti
di M , {Pk}k∈N tale che M = Sk∈N fPk(UPk), cioe` M e` m−rettificabile. La
conclusione segue allora dal punto 4 della proposizione precedente.
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2Vediamo ora come possiamo decomporre un generico insieme in un in-
sieme rettificabile e in un insieme non rettificabile:
Teorema 59 Sia A ⊆ Rn tale che Hm∗(A) < +∞. Allora esiste B ⊆ Rn
boreliano e m−rettificabile tale che A\B sia puramente m−non rettificabile.
Dunque possiamo decomporre A come
A = E ∪ F, con E := A ∩B, F := A\B,
dove E e` m−rettificabile e F e` puramente m−non rettificabile. Inoltre tale
decomposizione e` unica a meno di insiemi di misura Hm−nulla.
Dim:
Sia
l := sup{Hm∗(A ∩B) | B ⊆ Rn e` m− rettificabile}.
Allora per ogni i ∈ N esiste Bi ⊆ Rn m−rettificabile tale che Hm∗(A∩Bi) >
l− 1/i. Posto B := Si∈NBi, si ha che B e` m−rettificabile e Hm∗(A∩B) = l.
Ma allora A\B e` puramente m−non rettificabile, altrimenti esisterebbe C ⊆
Rn m−rettificabile tale che
Hm∗((A\B) ∩ C) > 0.
Ma allora, posto B′ := B ∪ C, B′ sarebbe m−rettificabile, ed inoltre si
avrebbe Hm∗(A ∩ B′) > l. Assurdo. Dunque A\B e` puramente m−non
rettificabile.
Con un ragionamento analogo si prova anche l’unicita` della decomposizione
di A.
2
4.2 Approssimazione degli insiemi rettifica-
bili
Gli insiemim−rettificabili hanno delle proprieta` molto simili a quelle delle va-
rieta`m−dimensionali; in questo paragrafo ci occuperemo di quelle riguardan-
ti l’approssimazione tramite piani tangenti.
Diamo dunque la seguente
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Definizione 60 Sia E ⊆ Rn. Diciamo che E e` linearmentem−approssimabile
se per Hm∗−q.o. a ∈ E vale la seguente proprieta`:
Per ogni α > 0 esistono r0 > 0, λ > 0 e W ∈ A(n,m) con a ∈ W tali che,
per ogni 0 < r < r0 si abbia
Hm∗(E ∩B(x, αr)) ≥ λrm ∀x ∈ W ∩B(a, r), (4.1)
e
Hm∗((E ∩B(a, r))\W (αr)) < αrm. (4.2)
dove abbiamo posto W (δ) := {x ∈ Rn | d(W,x) ≤ δ}.
Una versione piu` debole di questa definizione permette la dipendenza di W
da r:
Definizione 61 Sia E ⊆ Rn. Diciamo che E e` debolmente linearmente
m−approssimabile se per Hm∗−q.o. a ∈ E vale la seguente proprieta`:
Per ogni α > 0 esistono r0 > 0 e λ > 0 tali che, per ogni 0 < r < r0 esiste
W ∈ A(n,m) con a ∈ W per cui valgano le proprieta` 4.1 e 4.2.
Chiaramente ognuna di queste proprieta` implica che Θm∗ (E, a) > 0 per
Hm∗−q.o. a ∈ E. Inoltre se Hm∗(E) < +∞ tali proprieta` si estendono
a tutti i sottoinsiemi Hm−misurabili di E in virtu` del teorema 31.
Vediamo ora che gli insiemi rettificabili sono linearmente approssimabili, piu`
precisamente:
Teorema 62 Sia E ⊆ Rn un insieme Hm−misurabile, m−rettificabile e tale
che Hm(E) < +∞. Allora E e` linearmente m−approssimabile.
Dim:
Sia f : Rm → Rn un’applicazione Lipschitziana, B ⊆ Rm un insieme Lm−mi-
surabile tale che f(B) ⊆ E e 0 < α < 1. Per dimostrare il teorema, ci bastera`
dimostrare che valgono le proprieta` 4.1 e 4.2 per Hm−q.o. a ∈ f(B). Dal
teorema 42 sappiamo che Θm∗ (f(B), a) > 0 per Hm−q.o. a ∈ f(B). Dunque
possiamo supporre che esistano r′0 > 0 e λ > 0 tali che
Hm(E ∩B(a, r)) ≥ λrm ∀a ∈ f(B), 0 < r < r′0. (4.3)
Ma allora per il teorema 19, esiste una successione {ak}k∈N ⊆ B e una
successione di numeri reali {lk}k∈N tali che lk < r0 per ogni k ∈ N e
Hm(B\ [
k∈N
B(ak, lk)) = 0.
Verifichiamo allora le proprieta` 4.1 e 4.2 per gli insiemi B(ak, lk). Fissiamo
dunque k0 ∈ N e poniamo B′ = B(ak0 , lk0).
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Se f e` differenziabile in un punto x ∈ Rm, denoteremo con Lx : Rm →
Rn l’applicazione lineare cos`ı definita: Lx(w) := Df(x)w − Df(x)x + f(x)
ed inoltre definiremo Wx := Lx(Rm). Se poi dim(Wx) = m (ovvero LX e`
iniettiva), definiamo
l(x) := inf{δ | ‖Lx(y)− Lx(x)‖Rn ≥ δ‖y − x‖Rm ∀y ∈ Rm}.
Grazie alla formula dell’area e al fatto che le funzioni Lipschitziane sono dif-
ferenziabili Lm−quasi ovunque, possiamo supporre che per ogni x ∈ B′ esista
l(x) e che l(x) > 0.
Sia ora ε > 0. Per il teorema 20, esiste C ⊆ B compatto, 0 < r′′0 < r′0 e
0 < δ < min{α/4, 1/L} tali che Lm(B′\C) < ε e che per ogni x ∈ C valgano
le seguenti proprieta`:
‖f(y)− Lx(y)‖Rn < δ2‖x− y‖Rm ∀y ∈ B(x, r′′0), (4.4)
l(x) ≥ 2δ, (4.5)
d(y,B′) < δ2r ∀y ∈ B(x, r/δ), 0 < r < r′′0. (4.6)
Poniamo r0 := r
′′
0 e dividiamo C in un numero finito di insiemi boreliani
{Ci}i≤N in modo tale che diam(Ci) < r0 per ogni i ≤ N .
Fissiamo i ≤ N , x ∈ Ci e sia a = f(x). Grazie al teorema 31 e al teorema
39 possiamo supporre (a meno di togliere a Ci un insieme di misura nulla)
che Θm((E\f(Ci)), a) = 0. Sia allora 0 < r < δr0/2, b ∈ Wx ∩ B(a, r)
e sia y ∈ Rm tale che b = Lx(y). Allora grazie alla proprieta` 4.5, y ∈
B(x, r/δ). Grazie alla proprieta` 4.6 esiste z ∈ B′ tale che ‖y − z‖Rm < δ2r,
e dunque ‖y − z‖Rm < 2r/δ. Ma allora dalla proprieta` 4.6 e dal fatto che
‖Df‖L(Rm,Rn) ≤ Lip(f) < 1/δ, abbiamo che
‖f(z)− b‖Rn ≤ ‖f(z)− Lx(z)‖Rn + ‖Lx(z)− Lx(y)‖Rn
< δ2‖x− z‖Rm + Lip(f)‖z − y‖Rm < 3δr.
Dal momento che 4δ < α, grazie alla formula 4.3 abbiamo che
Hm(E ∩B(b, αr)) ≥ Hm(E ∩B(f(z), δr)) ≥ λ(δr)m,
e quindi abbiamo verificato la formula 4.1.
Usando la proprieta` 4.4 otteniamo
f(Ci ∩B(x, r/δ)) ⊆ Wx(δr) ⊂ Wx(αr),
inoltre poiche´ per ogni w ∈ Ci\B(x, r/δ),
‖a− f(w)‖Rn ≥ ‖Lx(x)− Lx(w)‖Rn − ‖Lx(w)− f(w)‖Rn
≥ 2δ‖x− w‖Rm − δ2‖x− w‖Rm ≥ δ‖x− w‖Rm > r.
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usando anche la proprieta` 4.5 ed il fatto che diam(Ci) < r0, possiamo dedurre
che
f(Ci\B(x, r/δ)) ⊆ Rn\B(a, r),
Dunque
B(a, r) ∩ f(Ci) ⊆ Wx(αr),
e dal momento che Θm((E\f(Ci)), a) = 0, abbiamo provato anche 4.2.
2
Vogliamo ora vedere che l’esistenza di piani tangenti approssimati (di cui
daremo la definizione rigorosa) caratterizza gli insiemi rettificabili. Per mag-
giore chiarezza ricordiamo alcune notazioni.
Sia V ∈ G(n, n − m) (ovvero un (n − m) piano passante per l’origine).
Ricordiamo che PV : Rn → V e` la proiezione ortogonale su V , e definiamo
QV := PV ⊥ : Rn → V ⊥,
ovvero la proiezione ortogonale sull’m−piano V ⊥ passante per l’origine ed
ortogonale a V . Chiaramente PV +QV = id.
Sia ora a ∈ Rn, 0 < s < 1 e 0 < r < +∞, poniamo
X(a, V, s) := {x ∈ Rn | d(x− a, V ) < s‖x− a‖Rn}
= {x ∈ Rn | ‖QV (x− a)‖Rn < s‖x− a‖Rn},
(X(a, V, s) e` un cono n−dimensionale centrato in a) e
X(a, r, V, s) := X(a, V, s) ∩B(a, r).
Vediamo ora un semplice ma importante lemma:
Lemma 63 Siano E ⊆ Rn, V ∈ G(n, n−m), 0 < s < 1 e 0 < r < +∞. Se
E ∩X(a, r, V, s) = ∅ ∀a ∈ E,
allora E e` m−rettificabile.
Dim:
Dal momento che possiamo scrivere E come unione numerabile di insiemi di
diametro minore di r, possiamo direttamente supporre che diam(E) < r. Sia
a ∈ E e b ∈ Rn tale che
‖QV (a)−QV (b)‖Rn < s‖a− b‖Rn e ‖a− b‖Rn ≤ r,
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allora b ∈ X(a, r, V, s) e dunque b /∈ E per ipotesi. Ma allora abbiamo che
‖QV (a)−QV (b)‖Rn ≥ s‖a− b‖Rn ∀a, b ∈ E,
e quindi QV |E e` un’applicazione bigiettiva (chiaramente Lipschitziana) con
inversa f := (QV |E)
−1 Lipschitziana che verifica Lip(f) ≤ 1/s. Sia ora
g : V ⊥ → Rm un’isomorfismo di spazi vettoriali, e poniamo
A := g(QV |E) e h : A→ Rn, h := f ◦ g−1,
allora h e` Lipschitziana (perche´ f, g lo sono) e h(A) = E, ovvero E e`
m−rettificabile.
2
Il prossimo obiettivo e` quello di indebolire le ipotesi del precedente risultato.
A tale scopo premettiamo il seguente
Lemma 64 Sia V ∈ G(n, n−m), 0 < s < 1, 0 < δ < +∞, 0 < λ < +∞ e
A ⊆ Rn un insieme puramente m−non rettificabile tale che
Hm∗(A ∩X(x, r, V, s)) ≤ λrmsm ∀x ∈ A, 0 < r < δ.
Allora
Hm∗(A ∩B(a, δ/6)) ≤ 2 · (20)mλδm ∀a ∈ Rn.
Dim:
Senza ledere la generalita`, possiamo supporre che A ⊂ B(a, δ/6) e che
A ∩X(x, V, s/4) 6= ∅ ∀x ∈ A,
dal momento che l’insieme dei punti di A per cui tale relazione non e` verificata
ha misura Hm−nulla per il lemma precedente. Per ogni x ∈ A poniamo
h(x) := sup{‖x− y‖Rn | y ∈ A ∩X(x, V, s/4)}.
Allora si ha che 0 < h(x) ≤ δ/3. Prendiamo ora yx ∈ A ∩X(x, V, s/4) tale
che ‖x− yx‖Rn ≥ 3h(x)/4 e definiamo
Cx := QV
−1(QV (B(x, sh(x)/4)).
Vogliamo ora dimostrare che vale la seguente relazione:
A ∩ Cx ⊂ X(x, 2h(x), V, s) ∪X(yx, 2h(x), V, s) ∀x ∈ A. (4.7)
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Sia z ∈ A ∩ Cx. Allora
QV (z) ∈ QV (B(x, sh(x)/4)) e ‖QV (x− z)‖Rn ≤ sh(x)/4.
Se h(x) < ‖x − z‖Rn , allora ‖QV (x − z)‖Rn < s‖x − z‖Rn/4, cioe` z ∈
X(x, V, s/4) ovvero ‖x− z‖Rn ≤ h(x), assurdo. Dunque abbiamo che
‖x− z‖Rn ≤ h(x) e ‖yx − z‖Rn ≤ 2h(x).
Se z /∈ X(yx, 2h(x), V, s), si ha
s‖yx − z‖Rn ≤ ‖QV (yx)−QV (z)‖Rn ≤ ‖QV (yx − x)‖Rn + ‖QV (x− z)‖Rn
< s‖yx − x‖Rn/4 + sh(x)/4 ≤ sh(x)/2.
Ma allora, ricordando che ‖yx − x‖Rn ≥ 3h(x)/4, otteniamo
‖z − x‖Rn > 3h(x)/4− h(x)/2 = h(x)/4 ≥ ‖QV (x− z)‖Rn/s,
e dunque z ∈ X(x, 2h(x), V, s), il che prova la relazione 4.7.
Da tale relazione e dalle ipotesi su A discende immediatamente che
Hm∗(A ∩ Cx) ≤ 2λ(2h(x))msm.
Per il teorema di ricoprimento di Vitali, esiste una successione {xk}k∈N ⊆ A
tale che le palle m−dimensionali (cioe` palle in V ⊥) QV (B(xk, sh(xk)/20))
siano tutte disgiunte e
QV (A) ⊆
∞[
k=1
QV (B(xk, sh(xk)/4)).
Dunque
A ⊆
∞[
k=1
Cxk ,
e quindi tenendo conto del fatto che Hm(V ⊥ ∩ B(y, r)) = (2r)m ∀y ∈ V ⊥,
abbiamo che
Hm∗(A) ≤ X
k∈N
Hm∗(A ∩ Cxk) ≤ 2λ2m
X
k∈N
(sh(x))m
= 2m+1λ(20)m2−m
X
k∈N
Hm(V ⊥ ∩B(QV (x), sh(x)/20))
≤ 2 · 20mλHm(V ⊥ ∩B(QV (a), δ/2)) = 2 · 20mλδm.
2
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Vediamo alcune conseguenze di questo lemma:
Corollario 65 Sia V ∈ G(n, n−m), δ > 0 e A ⊆ Rn un insieme puramente
m−non rettificabile tale che Hm∗(A) < +∞, allora per Hm∗−q.o. a ∈ A si
ha che
lim sup
s→0+

sup
0<r<δ
(rs)−mHm∗(A ∩X(a, r, V, s))

> 0.
Dim:
Definiamo
B :=
¨
a ∈ A | lim sup
s→0+

sup
0<r<δ
(rs)−mHm∗(A ∩X(a, r, V, s))

= 0
«
,
Sia λ > 0 e definiamo
Ai :=
¨
a ∈ A | sup
0<r<δ
(rs)−mHm∗(A ∩X(a, r, V, s)) < λ ∀0 < s < 1/i
«
.
Chiaramente per ogni i ∈ N si ha che Ai ⊆ Ai+1 e B = Si∈NAi. Dal lemma
precedente abbiamo che
Hm∗(Ai ∩B(a, δ/6)) ≤ 2 · (20)mλδm ∀a ∈ Rn, i ∈ N,
per cui
Hm∗(B ∩B(a, δ/6)) ≤ 2 · (20)mλδm ∀a ∈ Rn.
Facendo il limite per λ→ 0+, si ha che
Hm∗(B ∩B(a, δ/6)) = 0 ∀a ∈ Rn,
e quindi Hm∗(B) = 0.
2
Corollario 66 Sia V ∈ G(n, n − m), 0 < s < 1 e A ⊆ Rn un insieme
puramente m−non rettificabile tale che Hm∗(A) < +∞, allora per Hm∗−q.o.
a ∈ A si ha che
Θ∗m((A ∩X(a, V, s)), a) ≥ (240)−m−1sm.
Dim:
Similmente a quanto fatto prima, definiamo
B := {a ∈ A | Θ∗m((A ∩X(a, V, s)), a) < (240)−m−1sm},
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e posto λ := (120)−m · 1/3, definiamo, per ogni i ∈ N gli insiemi Ai nel modo
seguente:
Ai := {a ∈ A | Hm∗((A ∩X(a, V, s)), a) < λ(sr)m ∀0 < r < i}.
Ma allora, comunque si prenda 0 < δ < 1/i, per il lemma precedente si ha
che
Hm∗(Ai ∩B(a, δ/6)) ≤ 2 · (20)mλδm ∀a ∈ Rn,
e quindi
Θ∗m(Ai, a) ≤ 2 · (60)mλ < 2−m.
Per il teorema 31 cio` implica che Hm∗(Ai) = 0 per ogni i ∈ N, e dunque
Hm∗(B) = 0, cioe` la tesi.
2
Veniamo ora alla definizione dei piani tangenti approssimati:
Definizione 67 Sia A ⊆ Rn, a ∈ Rn e V ∈ G(n,m). Diremo che V e` un
m−piano (o piano m−dimensionale) tangente approssimato per A nel punto
a se valgono le seguenti condizioni:
1) Θ∗m(A, a) > 0;
2) lim
r→0+
Hm∗(A ∩B(a, r)\X(a, V, s)) = 0.
Indicheremo poi con apTanm(A, a) l’insieme (eventualmente vuoto) di tut-
ti gli m−piani tangenti approssimati per A nel punto a. Nel caso in cui
apTanm(A, a) = {V } con V ∈ G(n,m), scriveremo, seppur con abuso di
notazione, apTanm(A, a) = V.
Nel caso in cui m = 1, si ha che apTanm(A, a) 6= ∅ oppure apTanm(A, a)
contiene un solo elemento, ovvero il piano tangente approssimato e` unico.
Cio` pero` non e` piu` vero per m ≥ 2. In questi casi (sotto ipotesi minime),
come vedremo fra poco, il piano tangente approssimato e` unico al di fuori di
un insieme di misura Hm−nulla.
Prima di arrivare a tale risultato, premettiamo il seguente
Lemma 68 Siano B ⊆ A ⊆ Rn insiemi Hm−misurabili con Hm(A) < +∞.
Allora per Hm−q.o. a ∈ B si ha che apTanm(B, a) = apTanm(A, a).
Dim:
Per il teorema 31, abbiamo che Θ∗m(B, a) > 0 per Hm−q.o. a ∈ B. Poniamo
allora
B′ := {a ∈ B | Θ∗m(B, a) > 0}.
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Chiaramente se a ∈ B′, allora Θ∗m(A, a) > 0, inoltre per Hm−q.o. a ∈ B′
abbiamo che Θ∗m((A\B), a) > 0, e dunque poiche´ per ogni a ∈ Rn,
r−mHm((A\B) ∩B(a, r)) ≤ 2mΘ∗m((A\B), a),
abbiamo che per Hm−q.o. a ∈ B′
r−m lim
r→0+
Hm((A\B) ∩B(a, r)\X(a, V, s)) = 0,
e dunque per Hm−q.o. a ∈ B′ si ha che
r−m lim
r→0+
Hm(A ∩B(a, r)\X(a, V, s)) = 0
se e soltanto se
r−m lim
r→0+
Hm(B′ ∩B(a, r)\X(a, V, s)) = 0;
ovvero apTanm(B′, a) = apTanm(A, a) per Hm−q.o. a ∈ B′, e quindi la tesi
segue dal fatto che Hm(B\B′) = 0.
2
Introduciamo una semplice notazione: dato V ∈ G(n,m) e a ∈ Rn, poniamo
Va := {a+ v | v ∈ V },
ovvero Va e` l’m−piano affine passante per a e parallelo a V . Concludiamo
questa sezione con un risultato fondamentale sugli insiemi rettificabili:
Teorema 69 Sia E ⊆ Rn un insieme Hm−misurabile tale che Hm(E) <
+∞. Allora sono fatti equivalenti:
1) E e` m−rettificabile.
2) E e` m−linearmente approssimabile.
3) Per Hm−q.o. a ∈ E, esiste ed e` unico V ∈ apTanm(E, a).
4) Per Hm−q.o. a ∈ E, esiste V ∈ apTanm(E, a).
Dim:
1)⇒ 2): e` dovuto al teorema 62.
2)⇒ 3): Innanzitutto il teorema 31 ci dice che Θ∗m(E, a) > 0 per Hm−q.o.
a ∈ E. Sempre lo stesso teorema ci dice che per Hm−q.o. a ∈ E si ha
Θ∗m(E, a) ≤ 1. Inoltre dati s, r, ε > 0 abbiamo che
(B(a, r)\X(a, V, s)) ⊂ ((B(a, r)\Va(εsr)) ∪B(a, εr). (4.8)
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Sia allora a ∈ E tale che siano soddisfatte le proprieta` richieste nella definizione
di approssimazione m−lineare e tale che 0 < Θ∗m(E, a) ≤ 1. Fissato s > 0
e posto αk := s/k, sappiamo quindi che esiste una successione {Wk}k∈N ⊆
G(n,m) e una successione di numeri reali positivi {rk}k∈N tali che
Hm(E ∩B(a, r)\Wka(sr/k)) <
s
k
rm ∀0 < r < rk.
Usando la proprieta` 4.1 (con un λ qualsiasi), si vede facilmente che
lim
h,k→+∞
dG(n,m)(Wk,Wh) = 0,
e quindi esiste W ∈ G(n,m) tale che Wk G(n,m)→ W , ma allora abbiamo che
lim
k→+∞
r−mHm(E ∩B(a, r)\Wa(sr/k)) < s
k
per ogni k ∈ N, ovvero tale limite e` 0. Usando la proprieta` 4.8 con ε = 1/k
si ha
r−mHm(E ∩B(a, r)\X(a, V, s)) ≤ r−mHm(E ∩B(a, r)\Wa(sr/k))
+ r−mHm(E ∩B(a, r/k))
e poiche´
lim
r→0+
r−mHm(E ∩B(a, r/k)) = k−m lim
r→0+
r−mHm(E ∩B(a, r/k))
≤ 2m · k−mΘ∗m(E, a) ≤ 2m · k−m
otteniamo che
lim
r→0+
r−mHm(E ∩B(a, r)\X(a, V, s)) ≤ 2m · k−m
per ogni k ∈ N, ovvero tale limite e` 0.
Dunque W e` un m−piano tangente approssimato per E in a.
L’unicita` di W deriva immediatamente dalla proprieta` 4.1.
3) ⇒ 4): ovvio.
4) ⇒ 1): Dimostrare questa implicazione equivale a dimostrare, grazie al
lemma 68, che per un insieme A puramente m−non rettificabile si abbia
apTanm(A, a) = ∅ per Hm∗−q.o. a ∈ A. Dimostriamo quest’ultima affer-
mazione:
Poiche´ G(n,m) e` compatto, esistono W1, ...Wk ∈ G(n,m) tali che G(n,m) =S
i≤N B(Wk, 1/3). Dunque ci bastera` dimostrare che dato W ∈ G(n,m), e
detto
B := {a ∈ A | ∃V (a) ∈ apTanm(A, a) ∩B(Wk, 1/3)},
49
si abbia Hm∗(B) = 0. Supponiamo allora per assurdo che Hm∗(B) > 0. Dato
λ > 0, esiste δ0 > 0 tale che posto
C := {a ∈ B | sup
0<r<δ0
r−mHm(B ∩B(a, r)\X(a, V (a), 1/3)) < λ3−m}
si abbia Hm∗(C) > 0. Dal momento che per ipotesi V (a) ∈ B(Wk, 1/3) per
ogni a ∈ B, abbiamo che ‖PV (a) − PW‖L(Rn,Rn) ≤ 1/3, e dunque
X(a, r,W⊥, 1/3) ⊂ B(a, r)\X(a, V (a), 1/3) ∀r > 0
perche´ ‖PW (x−a)‖Rn < ‖x−a‖Rn/3 implica ‖PV (a)(x−a)‖Rn < 2‖x−a‖Rn/3
e ‖PV (a)⊥(x− a)‖Rn > ‖x− a‖Rn/3. In definitiva, per ogni a ∈ C si ha
Hm∗(C ∩X(a, r,W⊥, 1/3)) < λ3−mrm ∀0 < r < δ0.
Se ora scegliamo λ < (240)−m−1, il corollario 66 ci assicura che Hm∗(C) = 0,
assurdo.
2
Corollario 70 Sia E ⊆ Rn un insieme Hm−misurabile tale che Hm(E) <
+∞. Allora E e` puramente m−non rettificabile se e solo se apTanm(E, a) =
∅ per Hm−q.o. a ∈ E.
4.3 Approssimazione lineare debole
Abbiamo visto come la proprieta` di essere linearmente approssimabile sia
equivalente alla rettificabilita`. Vogliamo ora vedere che in realta`, per dire
che un insieme e` rettificabile, basta vedere che sia debolmente linearmente
approssimabile. Cominciamo dunque con un lemma:
Lemma 71 Sia A ⊆ Rn un insieme Hm−misurabile con Hm(A) < +∞. Se
A e` puramentem−non rettificabile e debolmente linearmentem−approssimabile,
allora
Hm(PV (A)) = 0 ∀V ∈ G(n,m).
Dim:
Sia 0 < ε < 1/2 e V ∈ G(n,m).Usando la definizione di approssimazione
lineare debole (e il teorema 31), possiamo trovare un insieme C ⊆ A compatto
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e dei numeri reali positivi r0, δ, α con α < δε < ε per cui valgano le seguenti
proprieta`:
1) Hm(A\C) < ε,
2) Hm(A ∩B(a, r)) > δrm ∀0 < r < r0, ∀a ∈ C,
3) ∀a ∈ C, ∀0 < r < r0, ∃W (a,r) ∈ G(n,m) tale che
Hm((A ∩B(a, 2r))\W (a,r)a (αr/2)) < δ(αr/2)m.
Ma allora per ogni 0 < r < r0 si ha che
(C ∩B(a, r))\W (a,r)a (αr) = ∅, (4.9)
ed anche
Hm(PV (A\C)) < ε.
Poiche´ C e` puramente m−non rettificabile, per il lemma 63 si ha che
Hm
 ∞[
i=1
{a ∈ C | C ∩X(a, 1/i, V ⊥, α) = ∅}
!
= 0,
e dunque per Hm−q.o. a ∈ C si ha che: per ogni β > 0 esiste b ∈ B(a, β)∩C
tale che
‖PV (b− a)‖Rn < α‖b− a‖Rn .
Prendiamo allora a, b ∈ C che soddisfino tale proprieta` con β = r0/3 e
poniamo c := P
W
(a,r)
a
(b), r = ‖b− a‖Rn < r0. Allora usando la proprieta` 4.9
abbiamo che
‖c− b‖Rn ≤ αr, r/2 ≤ ‖c− a‖Rn ≤ r e ‖PV (c− a)‖Rn < 2αr.
Prendiamo ora una base ortonormale {u1, ..., um} per W (a,r) tale che
< PV (ui), PV (uj) >= 0 per ogni i 6= j. Allora esiste i ≤ m tale che
‖PV (ui)‖Rn ≤ 2r−1‖PV (c− a)‖Rn < 4α,
altrimenti si avrebbe che
‖PV (c− a)‖2Rn =
mX
j=1
| < (c− a), uj > |2‖PV (uj)‖2Rn
> 4r−2‖PV (c− a)‖2Rn‖(c− a)‖2Rn ≥ ‖PV (c− a)‖2Rn ,
assurdo. Dunque in definitiva possiamo dire che PV (W
(a,r)
a ∩ B(a, r)) e` con-
tenuto in un rettangolo m−dimensionale con un lato di lunghezza 8αr e gli
altri lati di lunghezza 2r. Allora per la proprieta` 4.9, PV (C ∩ B(a, r)) e`
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contenuto in un rettangolo m−dimensionale con un lato di lunghezza 10αr
e gli altri lati di lunghezza 2r(1 + α). Ricordando dunque che α < 1/2 e
che Hm |LV = ω−1m Lm (abbiamo indicato, con abuso di notazione, con Lm la
misura di Lebesgue su V ) otteniamo che
Hm(PV (C ∩B(a, r))) ≤ cαrm con c := (10)mωm.
Usando quindi il teorema 19, possiamo trovare una famiglia numerabile di
palle disgiunte {B(ak, rk)}k∈N che soddisfino la proprieta` sopra e tali che
ak ∈ C per ogni k ∈ N e
Hm
 
C\
∞[
k=1
B(ak, rk)
!
= 0.
Ricordando la proprieta` 2) otteniamo che
Hm(PV (C)) ≤
∞X
k=1
Hm(PV (C ∩B(ak, rk)))
≤ cα
∞X
k=1
rmk ≤ cαδ−1
∞X
k=1
Hm(A ∩B(ak, rk))
≤ cεHm(A).
Ricordando che Hm(PV (A\C)) < ε, abbiamo che
Hm(PV (A)) < (1 + cHm(A))ε,
e quindi per l’arbitrarieta` di ε si ha la tesi.
2
Introduciamo una convenzione per semplificare le notazioni: dato N ⊆ ÜV ∈
A(n,m), definiamo ∂eV (N) come la frontiera di N rispetto a ÜV , piu` precisa-
mente: sia g : Rm → ÜV un isomorfismo lineare, allora ∂eV (N) := g(g−1(∂(N)).
Chiaramente la definizione non dipende dalla scelta di g e quindi e` ben posta.
Vediamo ora un teorema chiave:
Teorema 72 Sia E ⊆ Rn un insieme Hm−misurabile tale che 0 < Hm(E) <
+∞. Allora E e` m−rettificabile se e solo se E e` debolmente m−linearmente
approssimabile. Inoltre in tal caso si ha che
1) Θm(E, a) = 1 per Hm − q.o. a ∈ E,
2) Hm(PV (E)) > 0 per γn,m − q.o. V ∈ G(n,m).
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Dim:
Se E e` m−rettificabile, allora e` m−linearmente approssimabile e quindi e`,
chiaramente, debolmente m−linearmente approssimabile.
Vediamo ora che se E e` debolmente m−linearmente approssimabile, allora
e` m−rettificabile e valgono le condizioni 1) e 2). Cio` sara` sufficiente per
dimostrare il teorema.
Sia ε > 0 e F ⊆ E compatto tale che Hm(E\F ) < ε e che esistano due
numeri reali positivi δ, r0 per cui si abbia
Hm(E ∩B(a, r)) > δrm ∀a ∈ F, ∀0 < r < r0. (4.10)
Dati ora α > 0, 1/2 < u < 1 e 0 < γ ≤ 1 tali che α < γ(1−u)/8, similmente
a quanto fatto nel lemma precedente, possiamo trovare un insieme compatto
F1 ⊆ F ed un numero reale positivo r1 ≤ r0 tali che: Hm(F\F1) < ε e per
ogni a ∈ F1 e per ogni 0 < r < r1, esiste ÝW (a,r) ∈ G(n,m) per cui
(F1 ∩B(a, 2r))\ÝW (a,r)a (αr) = ∅, (4.11)ÝW (a,r)a ∩B(a, r) ⊆ F (αr). (4.12)
(F (l) := {x ∈ Rn | d(x, F ) < l}). Notiamo che quando α e` fissato, il
λ = λ(a) della definizione di approssimabilita` lineare debole, dipende solo
da a, e quindi (prima di F ) possiamo scegliere F ′ ⊆ E in modo tale che
λ(a) ≥ λ0 > 0 per ogni a ∈ F ′ e poi F ⊆ F ′ e F1 come prima.
Grazie al teorema 31 sappiamo che per Hm−q.o. a ∈ F1 si ha
Θ∗m(E, a) ≤ 1 e Θm((E\F1), a) = 0.
Dunque analogamente a quanto fatto nel lemma precedente, per Hm−q.o.
a ∈ F1, esiste r2 ≤ r1 tale che: per ogni 0 < r < r2 esiste W (a,r) ∈ G(n,m)
per cui
(F1 ∩B(a, r))\W (a,r)a (αr) = ∅, (4.13)
W (a,r)a ∩B(a, r) ⊆ F1(αr), (4.14)
Hm(E ∩B(a, r)) < (3r)m, (4.15)
Hm((E\F1) ∩B(a, r)) < (400)−mtδrm, (4.16)
dove t := (2γ)m(um − u2m). Fissiamo allora a, r,W (a,r) in modo che valgano
le condizioni sopra e poniamo, per semplicita` di notazione, W := W (a,r). Sia
V ∈ G(n,m) tale che l’applicazione PV |W sia bigiettiva (per cui anche PV |Wa
lo e`) e
γ ≤ (‖(PV |W )−1‖L(Rn,Rn))
−1
=
 
sup
‖x‖Rn=1
‖(PV −1|W )(x)‖Rn
!−1
.
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Allora per ogni x, y ∈ Wa abbiamo che
‖PV (x)− PV (y)‖Rn ≥ γ‖x− y‖Rn .
Il nostro obiettivo e` ora quello di dimostrare che dati δ, u, γ come sopra, esiste
α > 0 per cui
Hm(PV (E ∩B(a, r))) ≥ (2γu2r)m. (4.17)
Cio` sara` sufficiente per dimostrare il teorema, infatti: Se E non fossem−retti-
ficabile, esisterebbe un insieme A ⊆ E Hm−misurabile e puramente m−non
rettificabile e tale che 0 < Hm(A) < +∞. Ma allora la disuguaglianza sopra
applicata all’insieme A sarebbe in contraddizione con il lemma precedente.
Sempre grazie a tale disuguaglianza, ponendo V = W e γ = 1 avremmo che
Hm(E ∩B(a, r)) ≥ (2u2r)m ∀0 < r < r2,
il che (tenendo conto del fatto che Θ∗m(E, a) ≤ 1 per Hm−q.o. a ∈ E) prova
l’asserzione 1). Per il corollario 25 poi, sappiamo che l’applicazione PV |W e`
bigiettiva per γn,m−q.o. V ∈ G(n,m) percio`
lim
γ→0+
γn,m({V ∈ G(n,m) | (‖(PV |W )−1‖L(Rn,Rn))
−1
< γ}) = 0,
che implica
γn,m({V ∈ G(n,m) | Hm(PV (E)) = 0}) = 0,
ovvero l’asserzione 2). Dimostriamo l’asserzione 4.17: supponiamo per as-
surdo che sia falsa e poniamo
C := PV (F1 ∩B(a, r)) e D := PV (Wa ∩B(a, ur))\C.
l’insieme C e` compatto e verifica la seguente disuguaglianza
Hm(C) < (2γu2r)m,
inoltre V ∩B(PV (a), γur) ⊆ PV (Wa ∩B(a, ur)), per cui
Hm(D) ≥ trm.
Per ogni b ∈ D, esiste ρ > 0 tale che
C ∩B(b, ρ) = ∅ e C ∩ ∂B(b, ρ) 6= ∅.
Applicando il teorema di Vitali al ricoprimento (di D ∪ C) {B(b, 5ρ)}b∈D,
possiamo trovare (per compattezza di D ∪ C) una sottofamiglia finita
{B(b1, 5ρ1), ..., B(bp, 5ρp)} tale che
D ⊆
p[
i=1
B(bi, 25ρi)
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e
B(bi, 5ρi) ∩B(bj, 5ρj) = ∅ ∀i 6= j.
Ma allora
pX
i=1
ρmi ≥ (50)−mtrm,
e dunque grazie alla disuguaglianza 4.14 e al fatto che α < 1 − u abbiamo
che
ρi ≤ αr ∀i ≤ p.
Definiamo ora gli insiemi
Si := P
−1
V (B(bi, ρi/2)) ∩Wa(γ(1− u)r/4).
A meno di riordinare gli indici, possiamo supporre che F ∩ Si = ∅ per ogni
i ≤ q e F ∩ Si = {ci} per ogni q + 1 < i ≤ p. Per ogni i ≤ p definiamo
poi b′i ∈ Wa come l’unico elemento di Wa tale che PV (b′i) = bi. Allora
b′i ∈ B(a, ur), ed inoltre per ogni q + 1 < i ≤ p si ha
‖a− ci‖Rn ≤ ‖a− b′i‖Rn + ‖b′i − PWa(ci)‖Rn + ‖PWa(ci)− ci‖Rn
≤ ur + ‖bi − PV (PWa(ci))‖Rn/γ + (1− u)r/4
≤ ur + ‖bi − PV (ci)‖Rn/γ + ‖PV (ci − PWa(ci))‖Rn/γ + (1− u)r/4
≤ ur + ρi/(2γ) + (1− u)r/2
≤ αr/γ + (1 + u)r/2,
e dal momento che α < γ(1− u)/3, si ha che
B(ci, ρi/4) ⊆ B(a, r),
inoltre
PV (B(ci, ρi/4)) ⊆ V ∩B(bi, ρi) ⊆ V \C,
per cui
p[
i=q+1
E ∩B(ci, ρi/4) ⊆ (E\F1) ∩B(a, r).
Dal momento che le palle B(ci, ρi/4) sono disgiunte (per ogni i ≤ p) si ha
che
pX
i=q+1
Hm(E ∩B(ci, ρi/4)) ≤ Hm((E\F1) ∩B(a, r)),
e quindi ricordando le proprieta` 4.10 e 4.16 otteniamo
δ4−m
pX
i=q+1
ρmi < (400)
−mtδrm,
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e quindi
qX
i=1
ρmi > (100)
−mtrm.
Ricordando la definizione di F1 e la proprieta` 4.13, abbiamo che F1∩B(a, r)∩
Wa(αr) 6= ∅, ma allora (per la definizione delle palle B(b, ρ)) si ha che per
ogni i ≤ q esiste
yi ∈ P−1V (∂B(bi, ρi)) ∩Wa(αr) ∩ F1.
(tale proprieta` e` vera per ogni i, ma a noi interessano solo gli i ≤ q). Visto
che ρi < αr per ogni i ≤ q, si ha che α−1ρi ≤ r < r1, e dunque possiamo
usare la proprieta` 4.12 per trovare {W (i)}i≤q ⊆ G(n,m) in modo tale che
Ai := B(yi, α−1γ(1− u)ρi/16) ∩W (i)yi ⊂ F ((1− u)ρi/16).
Ma allora bi /∈ PV (Ai) per ogni i ≤ q, infatti se per qualche i esistesse x ∈ Ai
tale che PV (x) = bi, allora grazie alla stima sopra esisterebbe
y ∈ F ∩B(x, (1− u)ρi/16),
per cui PV (y) ∈ B(bi, ρi/2) e
d(y,Wa) ≤ ‖x− y‖Rn + ‖x− yi‖Rn + d(yi,Wa)
< (1− u)ρi/16 + α−1γ(1− u)ρi/16 + αr
< γ(1− u)r/4,
ovvero y ∈ Si ∩ F = ∅, assurdo. Quindi bi /∈ PV (Ai).
Per ogni i ≤ q, denotiamo con Ii il segmento chiuso di estremi bi e PV (yi).
Dal momento che
bi ∈ Ii\PV (Ai) e PV (yi) ∈ Ii ∩ PV (Ai),
si ha che Ii ∩ ∂V (PV (Ai)) 6= ∅. Inoltre poiche´ ∂V (PV (Ai)) = PV (∂W (i)yi (Ai)),
per ogni i ≤ q possiamo trovare ai ∈ ∂W (i)yi (Ai) tali che PV (ai) ∈ Ii. Per ogni
i ≤ q definiamo allora Ji come il segmento chiuso di estremi yi e ai. Dunque
Ji ⊆ Ai e PV (Ji) ⊆ Ii, e quindi, ricordando la definizione di yi si ha che
‖PV (x)− bi‖Rn ≤ ρi ∀x ∈ Ji.
Dal momento che Ai ⊆ F ((1− u)ρi/16), per ogni i ≤ q si ha che
Ji ⊆
[
x∈F
B(x, ρi),
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e dal momento che H1(Ji) = α−1γ(1 − u)ρi/16 per ogni i ≤ q, possiamo
trovare (ad esempio tramite il teorema di Vitali) k ∈ N ed un insieme di
punti {xi,j}i≤q,j≤k tali che
Ji ∩B(xi,j, ρi) 6= ∅, (4.18)
B(xi,j, ρi) ∩B(xi,l, ρi) = ∅ ∀j 6= l, (4.19)
k > γ(1− u)/(160α). (4.20)
Poniamo ora
Bi :=
k[
j=1
B(xi,j, ρi) ∀i ≤ q.
Dunque PV (Bi) ⊆ B(bi, 3ρi) e dunque gli insiemi Bi sono disgiunti (perche´
le palle B(bi, 5ρi) lo sono). Ricordando allora che ρi ≤ αr per ogni i ≤ q e
che α < (1− u)/8, segue che
‖xi,j − xi‖Rn ≤ H1(Ji) + ρi = α−1γ(1− u)ρi/16 + ρi < (1− u)r/4.
Poiche´ ‖PV (x)− PV (y)‖Rn ≥ γ‖x− y‖Rn per ogni x, y ∈ Wa e b′i ∈ B(a, ur)
si ha
‖xi − b′i‖Rn ≤ ‖xi − PWa(xi)‖Rn + ‖PWa(xi)− b′i‖Rn ≤ αr
+ ‖PV (PWa(xi))− bi‖Rn/γ
≤ αr + ‖PV (PWa(xi)− xi)‖Rn/γ + ‖PV (xi)− bi‖Rn/γ
≤ αr + αr/γ + ρi/γ ≤ 3αr/γ < (1− u)r/2,
da cui segue che Bi ⊆ B(a, r). Utilizzando allora la stima 4.10 otteniamo
che per ogni i ≤ q si ha
Hm(E ∩Bi) =
kX
j=1
Hm(E ∩B(xi,j, ρi))
> kδρmi > (160)
−1γ(1− u)α−1δρmi ,
per cui ricordando la stima 4.15 otteniamo che
(3r)m > Hm(E ∩B(a, r)) ≥
qX
i=1
hm(E ∩Bi)
≥ (160)−1γ(1− u)α−1δ
qX
i=1
ρmi
> (160)−1(100)−mγ(1− u)α−1δtrm.
Ma dal momento che dati δ, u, γ, possiamo scegliere α piccolo a piacere,
questa stima da una contraddizione, per cui e` provata la formula 4.17 e
quindi anche il teorema.
2
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4.4 Altre caratterizzazioni della rettificabilita`
Vogliamo dare ora alcune caratterizzazioni degli insiemi rettificabili in termini
di misure tangenti e densita`.
Prima pero` vediamo alcune definizioni:
Definizione 73 Sia µ una misura di Borel su Rn. Diciamo allora che µ
e` m−flat (o m−piana) se esiste V ∈ G(n,m) e 0 < c < +∞ tale che
µ = cHm |LV . L’insieme di tutte le misure m−flat su Rn verra` indicato con
Gn,m. Dato poi V ∈ G(n,m), si definisce
Gn,m(V ) := {µ ∈ Gn,m | supp(µ) = V } = {cHm |LV | 0 < c < +∞}.
Definizione 74 Sia µ una misura di Radon su Rn. Diciamo allora che µ e`
m−rettificabile se µ Hm ed esiste un insieme E ⊆ Rn m−rettificabile tale
che µ(Rn\E) = 0.
Teorema 75 Sia E ⊆ Rn un insieme Hm−misurabile tale che Hm(E) <
+∞ e Θm∗ (E, a) > 0 per Hm−q.o.a ∈ E. Allora sono fatti equivalenti:
1) E e` m−rettificabile.
2) Per Hm−q.o. a ∈ E, esiste V ∈ G(n,m) tale che Tan(Hm |LE, a) =
Gn,m(V ).
3) Per Hm−q.o. a ∈ E, Tan(Hm |LE, a) ⊆ Gn,m.
Dim:
1)⇒ 2): Se E e` m−rettificabile, allora Θm(E, a) = 1 e E ha un unico piano
tangente approssimato V (a) = apTanm(E, a) per Hm−q.o.a ∈ E. Ma allora
per il corollario 51, Per Hm−q.o. a ∈ E e per ogni ν ∈ Tan(Hm |LE, a),
la misura ν e` m−uniforme e supp(ν) ⊆ V (a). Ma allora per il teorema 53,
ν = cHm |LV (a), il che prova le tesi.
2) ⇒ 3): Ovvio.
3) ⇒ 1): Dimostriamo che E e` m−linearmente approssimabile. Da cio`
seguira` la rettificabilita` di E. Possiamo trovare (grazie al teorema 48 e al
fatto che Hm(E ′) < +∞) E ′ ⊆ E Hm− misurabile tale che Hm(E\E ′) = 0
e che per ogni a ∈ E ′ si abbia:
Tan(Hm |LE, a) 6= ∅, Θ∗m(E, a) < +∞ e Θm∗ (E, a) > 0.
Prendiamo allora a ∈ E ′ e ν ∈ Tan(Hm |LE, a). Grazie al corollario 45,
possiamo supporre che i coefficienti ci della definizione di misura tangente
siano tutti uguali ad una costante c0 > 0. Sia poi c > 0 tale che ν = cHm |LV
con V ∈ G(n,m). Dato 0 < α < 1, prendiamo una funzione ϕα ∈ C0(Rn)
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che soddisfi le seguenti proprieta`:
a) ϕα = 0 su V (α/2).
b) ϕα = 1 su B(0, 1)\V (α).
c) supp(ϕα) ⊂ B(0, 2).
Allora per ogni 0 < r < 1 si ha che
Hm(E ∩B(a, r)\Va(αr)) ≤
Z
ϕα

x− a
r

d(Hm |LE)(x).
Ma allora poiche´ per definizione di ν, esiste una successione {ri}i∈N tale che
ri → 0 e c0Ta,ri#(Hm |LE) w→ ν = cHm |LV , si ha
c0
Z
ϕα

x− a
ri

d(Hm |LE)(x)→ c
Z
ϕα(x)d(Hm |LV )(x) = 0.
Dunque
lim
r→0H
m(E ∩B(a, r)\Va(αr)) = 0,
e quindi fissato α > 0 possiamo trovare un r1 > 0 per cui
Hm(E ∩B(a, r)\Va(αr)) < αr ∀0 < r < r1.
Analogamente, (usando il fatto che supp(ν) ⊆ V ) si dimostra che esiste λ > 0
e un r2 > 0 tali che
Hm(E ∩B(x, αr)) ≥ λrm ∀x ∈ V ∩B(a, r), ∀0 < r < r2.
Ma allora prendendo r0 := min{r1, r2} si ha la tesi.
2
Similmente si dimostra il seguente
Teorema 76 Sia µ una misura di Radon su Rn tale che
0 < Θm∗ (µ, x) ≤ Θ∗m(µ, x) < +∞
per µ−q.o. x ∈ Rn. Allora sono fatti equivalenti:
1) µ e` m−rettificabile.
2) Per µ−q.o. x ∈ Rn, esiste V ∈ G(n,m) tale che Tan(µ, a) = Gn,m(V ).
3) Per µ−q.o. x ∈ Rn, Tan(µ, a) ⊆ Gn,m.
Il seguente teorema caratterizza gli insiemi rettificabili in termini di densita`:
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Teorema 77 Sia E ⊆ Rn un insieme Hm−misurabile con Hm(E) < +∞.
Allora
1) E e` m−rettificabile se e solo se per Hm−q.o. a ∈ E, Θm(E, a) esiste ed
e` uguale ad 1.
2) E e` puramente m−non rettificabile se e solo se Θm∗ (E, a) < 1 per Hm−q.o.
a ∈ E.
Dim:
Grazie al teorema 31, le due affermazioni sono equivalenti. Dimostriamo
allora la prima: per il teorema 72, se E e`m−rettificabile, allora Θm(E, a) = 1
per Hm−q.o. a ∈ E. Dimostriamo il viceversa: per il teorema 48, sappiamo
che per Hm−q.o. a ∈ E, Tan(Hm |LE) 6= ∅. Sia allora a ∈ E tale che
Tan(Hm |LE) 6= ∅ e ν ∈ Tan(Hm |LE). Per il corollario 51, sappiamo che ν e`
una misura m−uniforme, e quindi esiste c > 0 tale che
ν(B(x, r)) = crm ∀x ∈ supp(ν).
Usando il teorema 32 e il fatto che ν ∈ Tan(Hm |LE), si dimostra facilmente
(ripetendo in sostanza quanto fatto nell’ultima dimostrazione) che
ν(B(x, r)) ≤ crm ∀x ∈ Rn.
Ma allora la misura (2m/c)ν soddisfa entrambe le ipotesi del teorema 54, e
dunque esiste V ∈ G(n,m) tale che ν = c/(2m)Hm |LV , ovvero ν e` m−flat.
Quindi, per l’arbitrarieta` di ν ed a, abbiamo che per Hm−q.o. a ∈ E,
Tan(Hm |L , a) ⊆ Gn,m e quindi per il teorema 75, E e` m−rettificabile.
2
Di questo teorema ne esiste una versione piu` forte che ci limitiamo ad enun-
ciare (per una dimostrazione di tale teorema si veda [30]):
Teorema 78 (di Preiss) Sia µ una misura di Radon su Rn tale che per
µ−q.o. x ∈ Rn, esiste Θm(µ, x) e 0 < Θm(µ, x) < +∞. Allora µ e`
m−rettificabile.
Corollario 79 Sia E ⊆ Rn un insieme Hm−misurabile con Hm(E) < +∞.
Allora E e` m−rettificabile se e solo se per Hm−q.o. a ∈ E, esiste Θm(E, a).
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Capitolo 5
Il teorema di
Besicovitch-Federer
In questo capitolo ci proponiamo di dare una ulteriore caratterizzazione della
rettificabilita` usando le proiezioni. Abbiamo gia` visto che se E e` un insieme
m−rettificabile di misura Hm positiva, allora Hm(PV (E)) > 0 per γn,m−q.o.
V ∈ G(n,m). Quello che ci proponiamo di dimostrare e` una sorta di impli-
cazione inversa, ovvero che se A e` un insieme puramente m−non rettificabile
e di misura Hm finita, allora Hm(PV (A)) = 0 per γn,m−q.o. V ∈ G(n,m).
Questo risultato fu dimostrato in prima istanza da Besicovitch nel caso n = 2,
m = 1 (si veda [3]) e da Federer nel caso generale (si veda [12]).
Come prima, indicheremo con n,m due interi positivi con m < n.
Veniamo ora al teorema di Besicovitch-Federer:
Teorema 80 Sia A ⊆ Rn un insieme Hm−misurabile tale che Hm(A) <
+∞. Allora
1) A e` m−rettificabile se e solo se Hm(PV (B)) > 0 per γn,m−q.o. V ∈
G(n,m) e per ogni B ⊆ A Hm−misurabile tale che Hm(B) > 0.
2) A e` puramente m−non rettificabile se e solo se Hm(PV (A)) = 0 per
γn,m−q.o. V ∈ G(n,m).
Grazie al teorema 72, i due enunciati sono equivalenti, per cui ci limitere-
mo a dimostrare il secondo. Per fare cio` avremo bisogno di alcuni risultati
preliminari:
Lemma 81 Sia E ⊆ Rn un insieme Hm−misurabile e puramente m−non
rettificabile con Hm(E) < +∞. Allora per ogni δ > 0 e per ogni V ∈
G(n, n−m) si ha che Hm(E1,δ(V )) = 0, dove
E1,δ(V ) := {a ∈ E | lim sup
s→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, V, s)) = 0}.
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Dim:
Per il corollario 65, sappiamo che dati δ > 0 e V ∈ G(n, n−m) si ha che
lim sup
s→0+

sup
0<r<δ
(rs)−mHm(E ∩X(a, r, V, s))

> 0
per Hm−q.o. a ∈ E, per cui Hm(E1,δ(V )) = 0, ovvero la tesi.
2
Lemma 82 Sia E ⊆ Rn un insieme Hm−misurabile con Hm(E) < +∞. Al-
lora per ogni δ > 0 e per ogni V ∈ G(n, n−m) si ha che Hm(QV (E2,δ(V ))) =
0, dove
E2,δ(V ) := {a ∈ E | lim sup
s→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, V, s)) = +∞}.
Dim:
Sia 0 < M < +∞. Per ogni a ∈ E2,δ(V ) esistono s > 0 (che puo` esser preso
piccolo a piacere) e 0 < r < δ tali che
Hm(E ∩X(a, r, V, s)) ≥M(rs)m =M2−mHm(QV (X(a, r, V, s))).
Gli insiemi QV (X(a, r, V, s)) sono palle m−dimensionali in V ⊥, infatti
QV (X(a, r, V, s)) = B(QV (a), rs)∩V ⊥. Possiamo allora applicare il teorema
di Vitali nell’m−piano V ⊥ (≈ Rm) all’insieme QV (E2,δ(V )) per ottenere una
successione di punti {ai}i∈N ⊆ QV (E2,δ(V )) e due successioni di numeri reali
positivi {ri}i∈N, {si}i∈N con ri < δ per ogni i ∈ N in modo tale che lem−palle
QV (X(ai, ri, V, si)) siano disgiunte e
Hm
 
QV (E2,δ(V ))\
∞[
i=1
QV (X(ai, ri, V, si))
!
= 0.
Ma allora
Hm(QV (E2,δ(V ))) ≤
∞X
i=1
Hm(QV (X(ai, ri, V, si)))
≤
∞X
i=1
M−12mHm(E ∩X(ai, ri, V, si)) ≤M−12mHm(E).
Facendo il limite perM → +∞, otteniamo cheHm(QV (E2,δ(V ))) = 0, ovvero
la tesi.
2
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Lemma 83 Sia E ⊆ Rn un insieme Hm−misurabile con Hm(E) < +∞.
Allora per ogni V ∈ G(n, n−m) si ha che Hm(QV (E3(V ))) = 0, dove
E3 := {a ∈ E | H0(E ∩ Va)) = +∞}.
Dim:
Usando il teorema 41 con f : Rn → Rm, f := QV , si ha cheZ ∗
H0(E ∩ f−1(y))dLm(y) =
Z ∗
V ⊥
H0(E ∩ Vy)dHm(y)
=
Z ∗
V ⊥
H0(E ∩Q−1V (y))dHm(y) ≤ cHm(E) < +∞.
Ma allora H0(E ∩ Vy) < +∞ per Hm−q.o. y ∈ V ⊥, ovvero la tesi.
2
Teorema 84 (di Mickle e Rado`) Sia µ∗ una misura esterna su Rn e E ⊆
Rn un insieme Ln−misurabile tale che µ∗(E) = 0. Allora per Ln−q.o. a ∈ E
si ha che
lim sup
r→0+
r−nµ∗(B(a, r)) = 0 oppure lim sup
r→0+
r−nµ∗(B(a, r)) = +∞.
Prima di dimostrare questo teorema, premettiamo un lemma:
Lemma 85 Sia µ∗ una misura esterna su Rn, F ⊆ Rn un insieme chiuso e
δ,M due numeri reali positivi. Se
µ∗(B(x, r)) ≤Mrn ∀0 < r < δ, ∀B(x, r) ∩ F 6= ∅,
allora per Ln−q.o. x ∈ F si ha che
lim sup
r→0+
r−nµ∗(B(x, r)\F ) = 0.
Dim:
Sia x ∈ F . Per ogni 0 < r < δ/5, poniamo
sy := d(y, F )/2 ∀y ∈ B(x, r)\F.
Allora
0 < sy ≤ r/2 e B(y, sy) ⊆ B(x, 2r)\F ∀y ∈ B(x, r)\F.
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Per il teorema di Vitali, esiste un insieme numerabile S ⊆ B(x, r)\F tale che
le palle {B(y, sy)}y∈S siano disgiunte e
B(x, r)\F ⊆ [
y∈S
B(y, 5sy).
Usando la sub-additivita` di µ∗ otteniamo che
µ∗(B(x, r)\F ) ≤ 5nM X
y∈S
sny ≤ 5nM(Ln(B(0, 1)))−1Ln(B(x, 2r)\F ).
Per il teorema 20 si ha che
lim
r→0+
r−nLn(B(x, r)\F ) = 0
per Ln−q.o. x ∈ F , il che prova le tesi.
2
Dimostrazione del teorema di Mickle a Rado`:
Innanzitutto, possiamo supporre che E sia chiuso. Supponiamo infatti di aver
dimostrato il teorema per gli insiemi chiusi. Chiaramente possiamo scrivere
E := E0 ∪
[
n∈N
En En ⊆ Rn chiusi ∀n ∈ N e Ln(E0) = 0,
e dal momento che En ⊆ E per ogni n ∈ N, ogni En soddisfa le ipotesi del
teorema, e quindi l’insieme dei punti di E in cui la tesi del teorema non e`
verificata, e` contenuto in un’unione numerabile di insiemi di misura nulla, il
che e` sufficiente per concludere.
Supponiamo allora che E sia chiuso e per ogni i ∈ N poniamo
Fi :=
\
0<r<1/j
{x ∈ E | µ∗(B(x, r)) ≤ jrn}.
Chiaramente ogni Fi e` chiuso ed inoltre
{x ∈ E | lim sup
r→0+
r−nµ∗(B(x, r)) < +∞} =
∞[
i=1
Fi.
Per provare la tesi, sara` sufficiente dimostrare che limr→0+ r−nµ∗(B(a, r)) = 0
per Ln−q.o. x ∈ Fi e per ogni i ∈ N. Fissiamo i ∈ N. Siano x ∈ Rn e 0 < r <
1/(2i) tali che B(x, r)∩Fi 6= ∅, allora esiste y ∈ Fi per cui B(x, r) ⊆ B(y, 2r)
e quindi µ∗(B(x, r)) ≤ (2r)nj. Ma allora il lemma precedente ci dice che
lim
r→0+
r−nµ∗(B(x, r)) = lim
r→0+
r−nµ∗(B(x, r)\Fi) = 0
per Ln−q.o. x ∈ Fi, ovvero la tesi.
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2Con una dimostrazione assolutamente analoga, si dimostra il seguente
Teorema 86 Sia µ∗ una misura esterna su Sn−1 e E ⊆ Sn−1 un insieme
Hn−1−misurabile tale che µ∗(E) = 0. Allora per (Hn−1 |LSn−1)−q.o. a ∈ E
si ha che
lim sup
r→0+
r−nµ∗(B(a, r)) = 0 oppure lim sup
r→0+
r−nµ∗(B(a, r)) = +∞.
Una versione piu` generale dei teoremi sopra si puo` trovare nel lavoro di Mickle
e Rado` ([26]).
Vediamo ora un altro lemma:
Lemma 87 Sia E ⊆ Rn un insieme Hm−misurabile tale che Hm(E) < +∞
e sia δ > 0. Allora per Hm−q.o. a ∈ E e per γn,n−m−q.o. V ∈ G(n, n−m)
si ha che:
lim sup
r→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, V, s)) = 0,
oppure
lim sup
r→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, V, s)) = +∞,
oppure
(E\{a}) ∩ Va ∩B(a, δ) 6= ∅.
Dim:
A meno di sostituire E con un insieme E ′ ⊆ E che differisca da E per
un insieme di misura Hm−nulla, possiamo supporre che E sia σ−compatto
(ovvero unione numerabile di insiemi compatti).
Il nostro primo obiettivo e` quello di dimostrare il lemma nel caso m = n− 1.
Per fare cio`, dimostriamo la seguente asserzione che chiameremo proprieta`
1):
Per ogni a ∈ Rn, per ogni δ > 0 e per γn,1−q.o. V ∈ G(n, 1) si ha che
lim sup
r→0+
sup
0<r<δ
(rs)1−nHn−1(E ∩X(a, r, V, s)) = 0,
oppure
lim sup
r→0+
sup
0<r<δ
(rs)1−nHn−1(E ∩X(a, r, V, s)) = +∞,
oppure
(E\{a}) ∩ Va ∩B(a, δ) 6= ∅.
Introduciamo alcune notazioni: per ogni θ ∈ Sn−1 e per ogni B ⊆ Sn−1,
poniamo:
Lθ := {a+ tθ | t ∈ R} e L(B) :=
[
θ∈B
Lθ.
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Definiamo un’applicazione µ∗ : P(Sn−1)→ R+ come
µ∗(B) := sup
0<r<δ
(r)1−nHn−1(E ∩B(a, r) ∩ L(B)) ∀B ⊆ Sn−1,
e poniamo
C := {θ ∈ Sn−1 | (E\{a}) ∩B(a, δ) ∩ Lθ 6= ∅}.
Si vede facilmente che µ∗ e` una misura esterna su Sn−1. Poi, dal momento che
E e` σ−compatto, anche C lo e`. Se poniamo A := Sn−1\C, abbiamo inoltre
che µ∗(A) = 0. Dunque usando il teorema 86, abbiamo che per Hn−1−q.o.
θ ∈ Sn−1 si ha
lim sup
p→0+
p1−nµ∗(Sn−1 ∩B(θ, p)) = 0,
oppure
lim sup
p→0+
p1−nµ∗(Sn−1 ∩B(θ, p)) = +∞,
oppure
θ ∈ C,
per cui
X(a, r, Lθ, s) ⊆ B(a, r) ∩ L(Sn−1 ∩B(θ, 2s))\{a} ⊆ X(a, r, Lθ, 3s).
Ma allora
sup
0<r<δ
(rs)1−nHn−1(E ∩X(a, r, Lθ)) ≤ s1−nµ∗(Sn−1 ∩B(θ, 2s)),
il che dimostra la proprieta` 1). Tale proprieta` e` sufficiente per dimostrare
il lemma nel caso m = n − 1: indichiamo con E ′ l’insieme dei punti in cui
nessuna delle tre condizioni di tale proprieta` e` verificata. Dato a ∈ Rn,
poniamo Ga(n, 1) := Fa(G(n, 1)), dove Fa(V ) := Va per ogni V ∈ G(n, 1).
Allora per ogni 0 < r ≤ δ e per Fa#(γn,1)−q.o. V ∈ Ga(n, 1) si ha che
H1(V ∩E ′∩B(a, r)) = 0, per cui per il teorema di Fubini, Hm(E ′∩B(a, r)) =
0. Siccome cio` vale per ogni a ∈ E ′, si ha (se vogliamo, utilizzando il teorema
di Vitali) che Hm(E ′) = 0. Sia oram < n−1. Introduciamo alcune notazioni
simili a quelle precedenti: sia pi : Rn → Rm+1 la proiezione sulle prime m+1
coordinate, dati poi a = (a1, ..., an) ∈ E, θ ∈ Sm, B ⊆ Sm, poniamo
Lθ := {pi(a) + tθ | t ∈ R} e L(B) :=
[
θ∈B
(Lθ × Rn−m−1).
Definiamo poi un’applicazione µ∗ : P(Sm)→ R+ come
µ∗(B) := sup
0<r<δ
(r)−mHm(E ∩B(a, r) ∩ L(B)) ∀B ⊆ Sm,
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analogamente, definiamo
C := {θ ∈ Sm | (E\{a}) ∩B(a, δ) ∩ (Lθ × Rn−m−1) 6= ∅}
ed infine per ogni L ∈ G(m+ 1, 1) e per ogni s > 0, poniamo
Xm+1(pi(a), L, s) := {x ∈ Rm+1 | d(x, Lpi(a)) < s‖x− pi(a)‖Rm+1}.
Riutilizzando il teorema precedente (similmente a quanto fatto nel caso m =
n− 1), si ottiene che: per ogni D ⊆ Rn insieme σ−compatto con Hm(D) <
+∞, per ogni a ∈ D e per γm+1,1−q.o. W ∈ G(m+ 1, 1) si ha che:
lim sup
r→0+
sup
0<r<δ
(rs)−mHm(D ∩B(a, r) ∩ (Xm+1(a,W, s)× Rn−m−1)) = 0,
oppure
lim sup
r→0+
sup
0<r<δ
(rs)−mHm((D ∩B(a, r) ∩ (Xm+1(a,W, s)× Rn−m−1)) = +∞,
oppure
(D\{a}) ∩ (Wa × Rn−m−1) ∩B(a, δ) 6= ∅.
Prima di continuare, introduciamo altre notazioni: sia
V := {0} × Rn−m ∈ G(n, n−m),
per ogni 0 < s < 1 e per ogni m < j ≤ n poniamo
Z(a, j, s) :=
(
x ∈ Rn |
mX
i=1
|xi − ai|2 < s
2
(1− s2) |xj − aj|
2
)
.
Notiamo che
Z(a,m+ 1, s) = Xm+1(pi(a), Lm+1, s)× Rn−m−1,
dove Lm+1 := {em+1t | t ∈ R}. Definiamo poi 0 < s∗ < 1 tramite
s∗2
(1− s∗2) = (n−m)
s2
(1− s2) .
Dalla definizione degli insiemi Z(a, j, s) e dal fatto che
X(a, V, s) =
(
x ∈ Rn |
mX
i=1
|xi − ai|2 < s2
nX
i=1
|xi − ai|2
)
=
8<:x ∈ Rn | mX
i=1
|xi − ai|2 < s
2
(1− s2)
nX
i=m+1
|xi − ai|2
9=; ,
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ricaviamo che
n[
j=m+1
Z(a, j, s) ⊆ X(a, V, s) ⊆
n[
j=m+1
Z(a, j, s∗). (5.1)
Per concludere la dimostrazione di questo lemma, abbiamo bisogno di qualche
altra notazione e di un altro lemma: Dato x ∈ Rn, sia f : Rn → Rn definita
da fx(y) := (y − x). Definiamo allora l’insieme
Ox(n) := {g ◦ f | g ∈ O(n)},
e l’applicazione Fx : O(n)→ Ox(n) come Fx(g) := g ◦ f .
Lemma 88 Sia δ > 0, a ∈ E e j ∈ {m + 1, ...n}. Allora per (Fa#θn)−q.o.
g ∈ Oa(n) si ha che
lim sup
r→0+
sup
0<r<δ
(rs)−mHm(E ∩B(a, r) ∩ g(Z(a, j, s)) = 0,
oppure
lim sup
r→0+
sup
0<r<δ
(rs)−mHm(E ∩B(a, r) ∩ g(Z(a, j, s)) = +∞,
oppure
(E\{a}) ∩ g(Va) ∩B(a, δ) 6= ∅.
Dim:
Dimostriamo il lemma nel caso j = m + 1 (gli altri casi sono del tutto
analoghi). Fissiamo δ > 0 e a ∈ E. Sia poi χ la funzione indicatrice del-
l’insieme di tutte le applicazioni g ∈ Oa(n) per cui la tesi del lemma non e`
verificata. Dal momento che E e` σ−compatto, si ha che χ e` una funzione
boreliana. Identifichiamo ora
O(m+ 1) = {g ∈ O(n) | g|{0Rm+1}×Rn−m−1 = id},
e Oa(n) in modo analogo (o tramite Fa(Oa(n))). Dal momento che
(g ◦fa)(Z(a,m+1, s)) = Xm+1(pi(a), g(Lm+1), s)×Rn−m−1 ∀g ∈ O(m+1),
otteniamo Z
Oa(m+1)
χd(Fa#θm+1) = 0.
Inoltre per ogni h ∈ Oa(n), h−1(E) soddisfa le stesse ipotesi di E, e poiche´
la funzione caratteristica di h−1(E) e` data da g → χ(h ◦ g), abbiamo cheZ
Oa(m+1)
χ(h ◦ g)d(Fa#θm+1)(g) = 0.
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Dall’invarianza della misura (Fa#θm+1) (derivante dall’invarianza di θm+1),
si ha che Z
Oa(n)
χ(h)d(Fa#θn)(h) =
Z
Oa(n)
χ(h ◦ g)d(Fa#θn)(h)
per ogni g ∈ Oa(m + 1). Ma allora per il teorema di Fubini (e per il fatto
che le misure (Fa#θk) hanno massa 1) si haZ
Oa(n)
χ(h)d(Fa#θn)(h) =
Z
Oa(m+1)
Z
Oa(n)
χ(h)d(Fa#θn)(h)d(Fa#θm+1)
=
Z
Oa(m+1)
Z
Oa(n)
χ(h ◦ g)d(Fa#θn)(h)d(Fa#θm+1)(g)
=
Z
Oa(n)
Z
Oa(m+1)
χ(h ◦ g)d(Fa#θm+1)(g)d(Fa#θn)(h) = 0,
il che dimostra l’asserto del lemma.
2
Usando ora il fatto che (g(V ))a = (g ◦ fa)(Va) per ogni g ∈ O(n) e la formula
5.1, abbiamo che per θn−q.o. g ∈ O(n) si ha
lim sup
r→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, g(V ), s)) = 0,
oppure
lim sup
r→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, g(V ), s)) = +∞,
oppure
(E\{a}) ∩ g(V )a ∩B(a, δ) 6= ∅.
Poiche´ questa relazione vale per ogni a ∈ E, dalla definizione delle misure
γn,n−m si ricava subito la tesi.
2
Possiamo ora concludere la dimostrazione del teorema di Besicovitch-Federer:
Ricordiamo che dato δ > 0 e V ∈ G(n, n −m), gli insiemi E1,δ(V ), E2,δ(V )
e E3(V ) sono definiti come segue:
E1,δ(V ) := {a ∈ E | lim sup
s→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, V, s)) = 0}.
E2,δ(V ) := {a ∈ E | lim sup
s→0+
sup
0<r<δ
(rs)−mHm(E ∩X(a, r, V, s)) = +∞}.
E3 := {a ∈ E | H0(E ∩ Va)) = +∞}.
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Definiamo poi l’insieme E3,δ(V ) come segue:
E3,δ(V ) := {a ∈ E | (E\{a}) ∩ Va ∩B(a, δ) 6= ∅}.
Fissiamo δ > 0. Per il lemma 87, per γn,n−m−q.o. V ∈ G(n, n−m) abbiamo
che
Hm(E\
3[
i=1
Ei,δ(V )) = 0.
Vogliamo ora mostrare che per ogni V ∈ G(n, n −m) per cui l’uguaglianza
sopra valga per ogni δ ∈ S := {1/n | n ∈ N}, si ha che Hm(QV (E)) = 0, il
che dimostrera` il teorema.
Fissiamo allora un tale V e notiamo che per il lemma 81, Hm(E1,δ(V )) = 0,
per cui
Hm(E\
3[
i=2
Ei,δ(V )) = 0.
Inoltre \
δ∈S
E3,δ(V ) ⊆ A3(V )
e [
δ∈S
(E\
3[
i=2
Ei,δ(V )) ⊇ E\
  [
δ∈S
E2,δ(V )
!
∪
 [
δ∈S
E3,δ(V )
!!
⊇ E\
 [
δ∈S
E2,δ(V ) ∪ A3(V )
!
,
da cui
Hm
 
QV
 
E\
 [
δ∈S
E2,δ(V ) ∪ A3(V )
!!!
≤X
δ∈S
Hm(E\(E2,δ(V ) ∪ E3,δ(V ))) = 0.
Ma per il lemma 82 si ha che
Hm
 
QV
 [
δ∈S
E2,δ(V )
!!
= 0,
e per il lemma 83 si ha che
Hm(QV (E3)(V )) = 0,
e quindi
Hm(QV (E)) = 0,
ovvero la tesi.
2
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Parte II
Insiemi di Besicovitch
In questa seconda parte della tesi ci occuperemo degli insiemi di Besicovitch.
Dato E ⊆ Rn boreliano, diciamo che e` un insieme di Besicovitch se Ln(E) = 0
e per ogni θ ∈ Sn−1 esiste a ∈ Rn tale che
rθ := {a+ tθ | t ∈ [0, 1]} ⊆ E.
Alcuni autori richiedono che l’insieme E sia compatto, ma in realta` questa
condizione non e` molto importante.
Gli insiemi di Besicovitch furono introdotti per la prima volta da A.S. Besi-
covitch per studiare il seguente problema di integrabilita` secondo Riemann:
data una funzione f : R2 → R Riemann-integrabile, e` possibile trovare una
coppia di assi cartesiani (ortogonali) bx, by tali che le funzioni
x→ f(x, y), y →
Z
f(x, y)dx
siano Riemann-integrabili (e definite, nel caso della seconda funzione) per
ogni y ∈ R? Besicovitch costru`ı un controesempio a questa congettura (si
veda [6]) usando quelli che sarebbero diventati gli insiemi di Besicovitch.
Qualche anno piu` tardi egli uso` tali insiemi per risolvere il noto problema di
Kakeya (si veda [2]). Oggi gli insiemi di Besicovitch sono molto studiati grazie
alle loro molteplici applicazioni nel campo dell’analisi armonica e dell’analisi
di Fourier; usando tali insiemi infatti sono stati trovati dei controesempi a
varie congetture, fra cui ad esempio la seguente: dato T : Lp(Rn)→ Lp(Rn)
definito tramite ÕT (f)(ξ) = χB(0,1)(ξ) bf(ξ),
(con bg indichiamo la trasformata di Fourier della funzione g) e` noto che per
p = 2 si ha
‖T (f)‖Lp(Rn) ≤ c‖f‖Lp(Rn)
per ogni f ∈ Lp(Rn) (c > 0 e` una costante). Cio` che si congetturava era che
questa proprieta` dovesse valere per ogni 4/3 < p < 4. Nel 1971 Fefferman
dimostro` (si veda [13]), usando gli insiemi di Besicovitch, che tale relazione
e` vera solo per p = 2.
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Piu` tardi si scopr`ı anche che gli insiemi di Besicovitch, in particolare i proble-
mi legati alle loro dimensioni, sono strettamente correlati al comportamento
della trasformata di Fourier sulle sfere. Benche´ i collegamenti con l’analisi ar-
monica siano molto interessanti, non li tratteremo in questo lavoro; un’ampia
esposizione di queste problematiche si puo` trovare nei lavori di de Guzman
([14],[15]), di Stein-Wainger ([32]) e di Wainger-Weiss ([33]).
Degli insiemi di Besicovitch esistono varie generalizzazioni: nel 1970 Ward
dimostro` (si veda [34],[35]) che esistono sottoinsiemi boreliani di R2 che con-
tengono circonferenze di ogni raggio e sottoinsiemi boreliani E ⊆ R2 che han-
no la seguente proprieta`: per ogni r > 0 e per ogni n ≥ 3, esiste un poligono
regolare di n lati e perimetro r contenuto in E. In seguito R.O. Davies di-
mostro` (si veda [7]) che esistono sottoinsiemi boreliani di R2 che contengono
copie opportunamente traslate di qualsiasi poligonale. Tale problema e` stato
generalizzato nel seguente modo: per quali S ⊆ B(Rn) e` possibile trovare un
insieme boreliano E ⊆ Rn tale che per ogni A ∈ S, E contenga una copia
opportunamente traslata di A? La risposta a questa domanda e` tutt’altro
che semplice e rappresenta uno dei problemi ancora aperti della matematica.
Anche prendendo come S la classe delle curve algebriche di grado k (per
k > 1) non si conosce la risposta. Nel 1980 K.J. Falconer dimostro` (si veda
[8]) che per S = G(n, k) non esistono siffatti insiemi E.
In questa tesi ci occuperemo degli insiemi di Besicovitch classici, ovvero di
quelli che contengono segmenti (di lunghezza unitaria) in ogni direzione.
Costruiremo tali insiemi in vari modi usando sia tecniche di geometria ele-
mentare che teoremi molto profondi come quello di Besicovitch-Federer, ed
infine ci occuperemo del problema della dimensione di Hausdorff di questi
insiemi.
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Capitolo 6
La costruzione di Besicovitch
6.1 Costruzione nel piano
L’obiettivo di questo capitolo e` quello di costruire insiemi di Besicovitch
nel piano mediante tecniche di geometria elementare. La costruzione che
proporremo non e` proprio quella originale di Besicovitch ma una versione
leggermente piu` semplice dovuta a K.J. Falconer.
Introduciamo innanzitutto alcune notazioni:
Dati tre punti nel piano P1, P2, P3 non allineati, per ogni i 6= j, 1 ≤ i, j ≤ 3,
indicheremo con li,j la retta passante per i punti Pi, Pj e con ðP1 P2 P3 il
triangolo che ha per vertici i punti {Pi}i≤3, ovvero l’insieme compatto e
convesso delimitato dalle rette {li,j}. Indicheremo poi con cPj l’angolo interno
al vertice Pj. Nel nostro caso, considereremo solo triangoli T aventi due
vertici sull’asse delle ascisse, e quindi dato un tale triangolo T , indicheremo
con b(T ) la lunghezza del lato di T che giace sull’asse x e con
h(T ) := sup
(x,y)∈T
y,
cioe` b(T ) e h(T ) sono rispettivamente la base e l’altezza di T (rispetto all’asse
x). Dati due triangoli T1 e T2 diremo che sono essenzialmente disgiunti se
L2(T1 ∩ T2) = 0. Se poi entrambi hanno un lato sull’asse x, diremo che
sono adiacenti se hanno un lato (verticale) in comune e sono essenzialmente
disgiunti. Vediamo ora un semplice lemma di geometria elementare:
Lemma 89 Siano T1 e T2 due triangoli adiacenti con un lato sull’asse x tali
che b := b(T1) = b(T2). Supponiamo che
inf
(x,y)∈T1
x < inf
(x,y)∈T2
x.
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Dato 1/2 < α < 1, indichiamo con fα : R2 → R2 l’applicazione
fα(x, y) := (x− 2b(1− α), y).
Posto allora S := T1 ∪ fα(T2), si ha che S = T ∪ T (1) ∪ T (2), dove i triangoli
T, T (1), T (2) sono essenzialmente disgiunti e T e` un triangolo omotetico al
triangolo T1 ∪ T2 tale che L2(T ) = α2L2(T1 ∪ T2). Inoltre
L2(T1 ∪ T2)− L2(S) = L2(T1 ∪ T2)(1− α)(3α− 1).
Dim:
Siano P1 = (x1, 0), P2 = (x2, 0), P3 = (x3, y3), P4 = (x4, 0) punti di R2 tali
che ðP1 P4 P3 = T1 e ðP4 P2 P3 = T2.
Allora x1 < x4 < x2. Inoltre (x2−x4) = (x4−x1) = b. Poniamo P5 := l∩l1,3,
Figura 6.1:
dove l e` la retta passante per fα(P2) e fα(P3). Sia T :=
òP1 fα(P2)P5. Allora
si ha T ⊆ S e T e` omotetico a T1 ∪ T2, infatti i due triangoli hanno gli
stessi angoli alla base (sull’asse x) perche´ le traslazioni conservano gli angoli.
Inoltre
b(T ) = fα(P2)− x4 = 2αb = αb(T1 ∪ T2).
Quindi L2(T ) = α2L2(T1 ∪ T2). Poniamo ora Q1 := l1,3 ∩ fα(l3,4) e Q2 :=
l3,4 ∩ fα(l2,3). Posto
T (1) := òQ1 fα(P3)P5 e T (2) := ðQ2 P3 P5,
si ha che S = T ∪ T (1) ∪ T (2) e i triangoli T, T1, T2 sono essenzialmente
disgiunti. Inoltre il triangolo òP1 fα(P4)Q1 e` simile a T1 e b( òP1 fα(P4)Q1) =
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b(2α − 1) = b(T1)(2α − 1). Analogamente, il triangolo òP4Q2 fα(P2) e` simile
a T2 e b(
òP4Q2 fα(P2)) = b(2α− 1) = b(T2)(2α− 1). Ma allora
L2(T1 ∪ T2)− L2(S) = L2(T )− L2( òP1 fα(P4)Q1)− L2( òP4Q2 fα(P2))
= α2L2(T1 ∪ T2)− (2α− 1)2L2(T1)− (2α− 1)2L2(T2)
= L2(T1 ∪ T2)(α2 − (2α− 1)2)
= L2(T1 ∪ T2)(−3α2 + 4α− 1)
= L2(T1 ∪ T2)(1− α)(3α− 1).
2
Introduciamo ora un’altra notazione: sia E ⊆ R2, allora per a ∈ R poniamo
(E)a := {x ∈ R | (x, a) ∈ E} e (E)a := {y ∈ R | (a, y) ∈ E}.
Lemma 90 Siano x0, x, ex, ey ∈ R tali che x0 < x e poniamo P0 := (x0, 0),
P := (x, 0), ÜP := (ex, ey), T := ïP0 P fP . Dato k ∈ N poniamo per ogni i ≤ 2k:
xi := x0 + ib/(2
k), Pi := (xi, 0) e T
(1)
i :=
ò
Pi−1 Pi fP.
Allora per ogni ε > 0 e per ogni V ⊆ R2 aperto con T ⊆ V , esiste k ∈ N tale
che traslando i triangoli {T (1)i }i≤2k si ottenga un insieme chiuso S per cui:
L2(S) < ε e S ⊆ V.
Dim:
Fissiamo k ∈ N, 1/2 < α < 1 e poniamo Q := (2x0 − ex, ey). Sia D il
parallelogrammo di vertici P0, P , ÜP ,Q. Per costruzione, i triangoli T (1)i , T (1)i+1
hanno la stessa base e sono adiacenti per ogni 1 ≤ i ≤ 2k−1. Possiamo
applicare allora il lemma precedente ad ogni coppia T
(1)
2i−1, T
(1)
2i in modo tale
da ottenere degli insiemi chiusi S
(1)
i := T
(1)
2i−1 ∪ fα(T (1)2i ) per i ≤ 2k−1 in modo
che valga la seguente relazione:
L2(T (1)2i−1 ∪ T (1)2i )− L2(S(1)i ) = L2(T (1)2i−1 ∪ T (1)2i )(1− α)(3α− 1),
e che
sup
(x,0)∈(S(1)i )
x ≤ inf
(x,0)∈(S(1)i+1)
x.
Se poniamo
S(1) :=
2k−1[
i=1
S
(1)
i ,
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si ha che S(1) ⊆ D e
L2(T )− L2(S(1)) ≥ (1− α)(3α− 1)L2(T ).
Tale affermazione e` diretta conseguenza del lemma precedente. Sempre gra-
zie a tale lemma possiamo dire che per ogni i ≤ 2k−1 possiamo trovare un
triangolo T
(2)
i ⊆ S(1)i che abbia base sull’asse x, che sia simile a T (1)2i−1 ∪ T (1)2i
e tale che
T
(2)
i ∩ {y = 0} = S(1)i ∩ {y = 0}
e
L2(T (2)i ) = α2L2(T (1)2i−1 ∪ T (1)2i ).
Dunque per ogni i ≤ 2k−1 si ha
sup
(x,0)∈(T (2)i )
x ≤ inf
(x,0)∈(T (2)i+1)
x.
Un semplice conto mostra che questi triangoli hanno tutti la stessa altezza.
Inoltre poiche´ per ogni i ≤ 2k−1 il triangolo T (1)2i−1∪T (1)2i e` adiacente al triangolo
T
(1)
2i+1 ∪ T (1)2i+2, si ha che per ogni i ≤ 2k−1 esiste β(2)i > 0 tale che i triangoli
T
(2)
i e fβ(2)i
(T
(2)
i+1) siano adiacenti. Questo ci dice che per ogni y ∈ [0, h(T (2)1 )]
e per ogni i ≤ 2k−1, si ha
d((T
(2)
i )y, (T
(2)
i+1)y) = d((T
(2)
i )0, (T
(2)
i+1)0),
e quindi i triangoli T
(2)
i e T
(2)
i sono essenzialmente disgiunti per ogni i ≤ 2k−1.
Dunque i numeri β
(2)
i possono essere scelti in modo tale che
inf
(x,0)∈(T (2)i )
x < inf
(x,0)∈f
β
(2)
i
(T
(2)
i+1)
x.
Applichiamo ora il lemma precedente (ai triangoli T
(2)
i ) per ottenere 2
k−2
insiemi chiusi, precisamente
S
(2)
i := S
(1)
2i−1 ∪ f(α+β(2)i )(S
(2)
2i ),
in modo tale che
L2(T (2)2i−1∪T (2)2i )−L2(T (2)2i−1∪f(α+β(2)i )(T
(2)
2i )) = L2(T (2)2i−1∪T (2)2i )(1−α)(3α−1).
Posto dunque
S(2) :=
2k−2[
i=1
S
(2)
i ,
76
si ha che
L2(T )− L2(S(2)) ≥ (1− α)(3α− 1)(1 + α2)L2(T ),
e inoltre, come prima, S(2) ⊆ D.
Procedendo in questo modo (se vogliamo per induzione, anche non e` neces-
sario), dopo h passi, abbiamo una famiglia di di 2k−h+1 numeri reali positivi
β
(h)
i e una famiglia di 2
k−h+1 insiemi chiusi S(h)i dati da
S
(h)
i := S
(h−1)
2i−1 ∪ f(α+β(h)i )(S
(h−1)
2i ),
tali che posto
S(h) :=
2k−h+1[
i=1
S
(h)
i ,
si abbia:
1) L2(T )− L2(S(h)) ≥ (1− α)(3α− 1)(1 + α2 + ...+ α2(h−1))L2(T ),
2) sup
(x,0)∈S(h)i
x ≤ inf
(x,0)∈S(h)i+1
x.
e che inoltre per ogni i ≤ 2k−h+1 esista un triangolo T (h+1)i ⊆ S(h)i che abbia
una base sull’asse x, che sia simile a (T
(h)
i ∪ fβ(h)i (T
(h)
i+1)) e per cui:
1) L2(T (h+1)i ) = α2L2((T (h)i ∪ fβ(h)i (T
(h)
i+1))),
2) sup
(x,0)∈T (h+1)i
x ≤ inf
(x,0)∈T (h+1)i+1
x,
3) h(T
(h+1)
i ) = h(T
(h+1)
j ), b(T
(h+1)
i ) = b(T
(h+1)
j ) ∀i, j.
4) L2(T (h+1)i ∩ T (h+1)j ) = 0 ∀i 6= j.
Ma allora dopo k passi otteniamo un insieme chiuso S(k) che soddisfa le
seguenti proprieta`:
1) S(k) ⊆ D,
2) L2(T )− L2(S(k)) ≥ (1− α)(3α− 1)(1 + α2 + ...+ α2(k−1))L2(T )
=
 
(3α− 1)(1− α2k)
(1 + α)
!
L2(T ),
3) S(k) =
2k[
i=1
fγi(T
(1)
i ),
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dove γi sono numeri reali positivi per ogni 0 < i < 2
k (il che esprime il fatto
che abbiamo eseguito solo delle traslazioni). Ma allora
L2(S(k)) ≤ L2(T )
 
1− (3α− 1)(1− α
2k)
(1 + α)
!
.
Nella figura 6.2 e` mostrato il procedimento per k = 3. Chiaramente, per
Figura 6.2:
ogni δ > 0 esistono k0 ∈ N e δ0 > 0 tali che: per ogni k > k0 e per ogni
|α− 1| < δ0, si abbia L2(S(k)) ≤ δ.
Essendo l’insieme V aperto e l’insieme T compatto, esiste δ > 0 per cui
V sia un δ−intorno di T , ovvero d(V c, T ) > δ. Sia allora n ∈ N tale che
(ex− x0)/(2k) < δ e per ogni 1 ≤ i ≤ 2n poniamo
xi := x0 + ib/(2
n), Pi := (xi, 0), Qi := (2xi−1 + xi, ey) e T (1)i :=òPi−1 Pi fP.
Allora b(T
(1)
i ) < δ per ogni i ≤ 2n. Siano Di i parallelogrammi di vertici
Pi−1, Pi, ÜP ,Qi. Per costruzione, Di ⊆ V per ogni i ≤ 2n. Applichiamo allora
il procedimento sopra descritto per ottenere 2n insiemi {STi}i≤2n tali che:
STi ⊆ Di, L2(STi) < ε2n e
STi =
2ki[
j=1
fγi,j(T
(1,j)
i ),
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dove per semplicita` di notazione abbiamo posto T
(1,j)
i := (T
(1)
i )
(j)
. Ma allora
ponendo
S :=
2n[
i=1
STi ,
si ha S ⊆ V , L2(S) < ε ed inoltre, per costruzione,
S =
2n[
i=1
2ki[
j=1
fγi,j(T
(1,j)
i ),
ovvero la tesi.
2
Siamo ora il grado di dimostrare il seguente
Teorema 91 Esiste F ⊆ R2 compatto tale che per ogni θ ∈ S1, F contiene
un segmento di lunghezza 1 di direzione θ e L2(F ) = 0.
Dim:
Sia T un triangolo equilatero con un lato sull’asse x e con altezza unitaria
(h(T ) = 1). Indichiamo con P = (x0, 1) il vertice di T che non giace sull’asse
x. Poniamo l := {(0, y) | y ≤ 0}. Allora per ogni θ = (x, y) ∈ S1 tale che
d(l, θ) ≤ √3/2 e y < 0, si ha
sθ := {P + θt |0 ≤ t ≤ 1} ⊆ T,
ovvero T contiene segmenti di lunghezza unitaria contenenti P per angoli θ
che variano in un opportuno settore di ampiezza pi/3 radianti. Poniamo
A := {θ = (x, y) ∈ S1 | d(l, θ) ≤
√
3/2 e y ≤ 0}.
Sia V0 un insieme aperto tale che T ⊆ V0 e L2(V0) ≤ 2L2(T ). Usando il
lemma precedente, possiamo dividere T in un numero finito di triangoli di
altezza unitaria con base sull’asse x e traslarli in modo da ottenere un insieme
chiuso S1 ⊆ V0 tale che L2(S1) < 2−1. Prendiamo allora un insieme aperto
V1 tale che V1 ⊆ V0 e L2(V1) ≤ 2L2(S1). L’insieme S1 e` un’unione finita (non
necessariamente disgiunta) di triangoli di altezza unitaria con base sull’asse
x, ovvero
S1 =
n1[
i=1
T
(1)
i .
Allora L2(T (1)i ) ≤ 2−1 per ogni i ≤ n1. Dunque possiamo applicare il lemma
precedente a ciascun triangolo T
(1)
i in modo da ottenere degli insiemi chiusi
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S
(1)
1 , ..., S
(1)
n1
che siano unione finita di triangoli di altezza unitaria con base
sull’asse x e tali che L2(S(1)i ) ≤ 2−2/n1 e S(1)i ⊆ V2. Poniamo allora
S2 :=
n1[
i=1
S
(1)
i .
Allora L2(S2) ≤ 2−2 e S2 ⊆ V1. Per induzione, possiamo trovare una famiglia
di insiemi aperti {Vi}i∈N ed una famiglia di insiemi chiusi {Si}i∈N tali che:
1) Si ⊆ Vi−1 ⊆ Vi−1 ⊆ Vi
2) L2(Vi) ≤ 2−i+1
3) Ogni Si e` unione finita di triangoli di altezza unitaria con base sull’asse x.
Poniamo allora
F0 :=
\
n∈N
Vn.
Chiaramente L2(F0) = 0. Vediamo che per ogni θ ∈ A, esiste un segmento
lθ ⊆ F0 di lunghezza 1. Questa proprieta` e` chiaramente vera per ogni insieme
Si, e dunque per ogni insieme Vi, infatti ogni insieme Si e` unione finita di
triangoli di altezza unitaria con base sull’asse x, ovvero
Si =
ni[
j=1
T
(i)
j ,
ed inoltre questi triangoli sono gli stessi che “formano T ”, ovvero esiste una
famiglia di numeri reali {β(i)j }j≤2ni tale che
T =
ni[
j=1
f
β
(i)
j
(T
(i)
j ).
Dato dunque θ ∈ A, esiste j ∈ N tale che sθ ⊆ fβ(i)j (T
(i)
j ), e quindi
M θi := f
−1
β
(i)
j
(sθ) ⊆ T (i)j ⊆ Si.
Quindi per ogni θ ∈ A e per ogni i ∈ N esiste un segmento M θi di lunghezza
unitaria e direzione θ tale che M θi ⊆ Vi. Indichiamo con Pi = (x(1)i , y(1)i )
e con Qi := (x
(2)
i , y
(2)
i ) gli estremi di tali segmenti. Poiche´ per ogni i ∈
N, Pi, Qi ⊆ V0 che e` compatto, a meno di estrarre delle sottosuccessioni,
possiamo supporre che x
(1)
i → x(1), y(1)i → y(1), x(2)i → x(2), y(2)i → y(2)
e che < θ, (Pi − Qi) >= 1 per ogni i ∈ N. Poniamo P := (x(1), y(1)),
Q := (x(2), y(2)). Gli insiemi {Vi}i∈N formano una successione decrescente
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(per costruzione), e quindi per ogni j ≥ i, PjQj ⊆ Vi. Dunque PQ ⊆ Vi per
ogni i ∈ N . Ma allora PQ ⊆ F0. Inoltre d(P,Q) = 1, infatti
d(P,Q) = lim
i→+∞
d(Pi, Qi) = 1.
Inoltre il segmento PQ ha direzione θ, infatti
< θ, (P −Q) >= lim
i→+∞
< θ, (Pi −Qi) >= 1,
e indicato con θ⊥ un versore ortogonale a θ si ha
< θ⊥, (P −Q) >= lim
i→+∞
< θ⊥, (Pi −Qi) >= 1.
Ma allora F0 soddisfa la proprieta` voluta, ovvero per ogni θ ∈ A esiste un
segmento M θ di lunghezza unitaria e direzione θ tale che M θ ⊆ F0.
Per ottenere l’insieme F cercato, bastera` prendere l’unione di sei copie di F0
opportunamente ruotate.
2
6.2 Il caso n−dimensionale
Quello che ci proponiamo di fare ora e` di costruire insiemi di Besicovitch
in Rn generalizzando la costruzione fatta prima. In effetti cio` che faremo,
sara` proprio una riduzione al caso 2−dimensionale. Di per se dunque la
costruzione in Rn non e` molto complicata a livello teorico, ma lo e` un po’ dal
punto di vista formale. Per semplificarla il piu` possibile introduciamo alcune
notazioni:
Dati A,B ∈ B(Rn), diremo che sono essenzialmente disgiunti se Ln(A∩B) =
0.
Per ogni a, b ∈ R con a < b, indichiamo con C(a, b) ⊆ Rn il rettangolo
(n−1)−dimensionale C(a, b) := [0, 1]n−2×[a, b]×{0}. Dati poi (c, d) ∈ R×R+
e ex ∈ [0, 1]n−2 poniamo:
Pc,d,ex := (ex, c, d),
e
T
(a,b,c,d)ex := òPa,0,exPb,0,exPc,d,ex T (a,b,c,d) := [ex∈[0,1]n−2 T (a,b,c,d)ex .
In pratica gli insiemi T
(a,b,c,d)ex sono triangoli nei piani Πex := {x = (x1, ..., xn) ∈
Rn | (x1, ...., xn−2) = ex}, e l’insieme T (a,b,c,d) e` quello che potremo definire un
triangolo n−dimensionale (si veda la figura 6.3). Poniamo ora
A := {T (a,b,c,d) | (a, b, c, d) ∈ R3 × R+ e a < b}.
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Figura 6.3:
Dati T (a1,b1,c1,d1), T (a2,b2,c2,d2) ∈ A, diremo che T (a1,b1,c1,d1) e` adiacente a T (a2,b2,c2,d2)
a sinistra se b1 = a2 e (c1, d1) = (c2, d2). Diremo che sono simili se esisteex ∈ [0, 1]n−2 tale che i triangoli T (a1,b1,c1,d1) ∩Πex, T (a2,b2,c2,d2) ∩Πex siano simili
(il che equivale a chiedere che tutte le sezioni di questo tipo siano simili).
Notiamo ora che dato T (a,b,c,d) ∈ A si ha Ln(T (a,b,c,d)) = L2(T (a,b,c,d)0 ) (dove
con abuso di notazione abbiamo indicato 0Rn−2 = 0 e ω2H2 |LΠ0 = L2) infatti
Ln(T (a,b,c,d)) =
Z
[0,1]n−2
ω2H2(T (a,b,c,d)ex )d(ωn−2Hn−2)(ex) = ω2H2(T (a,b,c,d)0 ).
Vogliamo ora dimostrare un risultato analogo a quello del lemma 89:
Lemma 92 Siano T (a1,b1,c1,d1), T (a2,b2,c2,d2) ∈ A tali che T (a1,b1,c1,d1) sia adia-
cente a T (a2,b2,c2,d2) a sinistra e b2 − a2 = b1 − a1. Sia poi 1/2 < α < 1 e
poniamo S := T (a1,b1,c1,d1) ∪ fα(T (a2,b2,c2,d2)), dove fα : Rn → Rn e` definita da
fα(x) := x− αen−1.
Allora S = T ∪E dove E e` un insieme chiuso, T ∈ A, Ln(T ∩E) = 0 e T e`
simile a T (a1,b1,c1,d1) ∪ T (a2,b2,c2,d2). Inoltre
Ln(T (a1,b1,c1,d1) ∪ T (a2,b2,c2,d2))− Ln(S)
= Ln(T (a1,b1,c1,d1) ∪ T (a2,b2,c2,d2))(1− α)(3α− 1).
Dim:
Per semplificare le notazioni, poniamo Fi := T
(ai,bi,ci,d1) e Fi,ex := Πex ∩ Fi per
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i = 1, 2 e per ogni ex ∈ [0, 1](n−2). Allora grazie al lemma 89, gli insiemi del
tipo F1,ex∪fα(F2,ex) sono formati da tre triangoli L1,ex, L2,ex, L3,ex essenzialmente
disgiunti nel piano, uno dei quali, diciamo L1,ex ha base sull’asse en−1 ed e`
simile a F1,ex ∪ F2,ex. Inoltre
H2(F1,ex ∪ F2,ex)−H2(L1,ex ∪ L2,ex ∪ L3,ex)
= H2(S ∩ Πex) = H2(F1,ex ∪ F2,ex)(1− α)(3α− 1).
Posto allora
E :=
[ex∈[0,1](n−2) L2,ex ∪ L3,exŁ e T := [ex∈[0,1](n−2) L1,ex,
si ha che T ∈ A e T e` simile a F1∪F2 per costruzione. Inoltre Hn(E∩T ) = 0
e
Ln(F1 ∪ F2)− Ln(S) = Ln(F1 ∪ F2)(1− α)(3α− 1).
Infatti
Hn(E ∩ T ) =
Z
[0,1](n−2)
H2(L1,ex ∩ (L2,ex ∪ L3,ex))dHn−2(ex) = 0,
e
Ln(F1 ∪ F2)− Ln(S)
=
Z
[0,1](n−2)
(ω2H2(F1,ex ∪ F2,ex)− ω2H2(L1,ex ∪ L2,ex ∪ L3,ex))d(ωn−2Hn−2)(ex)
= ω2
Z
[0,1](n−2)
H2(F1,0 ∪ F2,0)(1− α)(3α− 1)d(ωn−2Hn−2)(ex)
= ω2(1− α)(3α− 1)H2(F1,0 ∪ F2,0)
= ωn(1− α)(3α− 1)Hn(F1 ∪ F2) = (1− α)(3α− 1)Ln(F1 ∪ F2).
2
Per costruire un insieme di Besicovitch in Rn, abbiamo bisogno di un altro
lemma:
Lemma 93 Sia T (a,b,c,d) ∈ A e V ⊆ Rn un insieme aperto tale che T (a,b,c,d) ⊆
V . Dato k ∈ N poniamo per ogni i ≤ 2k,
xi := a+
i(b− a)
(2k)
e x0 := a.
Allora per ogni ε > 0, esistono k ∈ N e β1, ..., βk ∈ R tali che posto
S :=
k[
i=1
fβi(T
(xi,xi+1,c,d)),
si abbia
Ln(S) < ε e S ⊆ V.
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Dim:
Per ottenere questo lemma basta combinare il risultato precedente e il lemma
90. Infatti poiche´ V e` aperto e T := T (a,b,c,d) e` compatto, possiamo trovare
δ > 0 e W ⊆ V aperto tali che W sia un δ−intorno di T , cioe` d(T, V c) ≥ δ.
Allora per ogni ex ∈ [0, 1]n−2, W ∩Πex e` un δ−intorno di T ∩Πex, in particolare
e` un aperto che contiene T ∩ Πex. Applichiamo il lemma 90 ad un qualsiasi
triangolo T ∩ Πex, ad esempio al triangolo T ∩ Π0: grazie a tale risultato
possiamo trovare k ∈ N e un insieme di numeri reali β1, ..., βk tali che posto
S0 :=
k[
i=1
fβi(T ∩ Π0),
si abbia ω2H2(S0) ≤ ε e S0 ⊆ W ∩ Π0. Poniamo allora
S :=
k[
i=1
fβi(T ).
Chiaramente per costruzione, S ⊆ W ⊆ V , inoltre Ln(S) < ε, infatti
Ln(S) = ω2H2(S0) < ε, da cui la tesi.
2
Siamo finalmente in grado di dimostrare l’esistenza di insiemi di Besicovitch
in dimensione n:
Teorema 94 Esiste F ⊆ Rn compatto tale che per ogni θ ∈ Sn−1, F contiene
un segmento di lunghezza 1 di direzione θ e Ln(F ) = 0.
Dim:
Sia T := T (0,2/
√
3,1/2,1) ∈ A e sia V0 ⊆ Rn un aperto tale che T ⊆ V0 e
Ln(V0) ≤ 2Ln(T ). Grazie al lemma precedente, possiamo trovare k0 ∈ N e
β
(0)
1 , ..., β
(0)
k0
∈ R tali che posto x(0)0 := 0 e
x
(0)
i := a
i
2k0
, S0 :=
k0[
i=1
fβi(T
(x
(0)
i ,x
(0)
i+1,2/
√
3,1)),
si abbia
Ln(S0) < 2−1 e S0 ⊆ V0.
Dunque S0 e` unione di un numero finito di insiemi S
(i)
0 := fβ(0)i
(T (x
(0)
i ,x
(0)
i+1,2/
√
3,1))
che appartengono ad A, inoltre Ln(S(i)0 ) ≤ Ln(S0) < 2−1. Prendiamo ora un
insieme aperto V1 ⊆ Rn tale che S0 ⊆ V1 ⊆ V1 ⊆ V0 e Ln(V1) ≤ 2Ln(S0).
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Riapplicando il lemma precedente a ciascun S
(i)
0 , possiamo trovare k1 ∈ N e
β
(1)
1 , ..., β
(1)
k1
∈ R tali che posto x(1)0 := 0 e
x
(1)
i := a
i
2k1
, S1 :=
k1[
i=1
f
β
(1)
i
(T (x
(1)
i ,x
(1)
i+1,2/
√
3,1)),
si abbia
Ln(S1) < 2−2 e S1 ⊆ V1.
Posto S
(i)
1 := fβ(1)i
(T (x
(1)
i ,x
(1)
i+1,2/
√
3,1)), e continuando per induzione, per ogni
h ∈ N possiamo trovare kh ∈ N, β(h)1 , ..., β(h)kh ∈ R ed un insieme aperto Vh
tali che Sh−1 ⊆ Vh ⊆ Vh ⊆ Vh−1 e che posto x(h)0 := 0 e
x
(h)
i := a
i
2kh
, Sh :=
kh[
i=1
f
β
(h)
i
(T (x
(h)
i ,x
(h)
i+1,2/
√
3,1)),
si abbia
Ln(Sh) < 2−h−1 e Sh ⊆ Vh.
Sia ÜF := \
h∈N
Vh.
Definiamo ora alcune applicazioni lineari da Rn in Rn nel modo seguente:
g(ei) := ei ∀i ≤ n−2, g(en−1) := (1
2
en−1+
√
3
2
en), g(en) := (−
√
3
2
en−1+
1
2
en).
f(x) := (x1 − 1/2, ..., xn−2 − 1/2, xn−1 − 1/2, xn − 1),
e
G := f−1 ◦ g ◦ f.
In sostanza l’applicazioneG e` una rotazione di pi/3 radianti nel piano Π(1/2,...,1/2)
attorno al punto ÜP := (1/2, ..., 1/2, 1). Poniamo allora
F :=
5[
i=0
Gi(ÜF ) e C := 5[
i=0
Gi(T ).
L’insieme C e` un cilindro, ovvero C∩Πex = B(ÜP , 1)∩Πex per ogni ex ∈ [0, 1]n−2.
In particolare quindi B(ÜP , 1) ⊆ C. Ma allora per ogni θ ∈ Sn−1, posto
Lθ := {ÜP + tθ | t ∈ [0, 1]}, si ha che Lθ ⊆ C.
Vediamo ora che l’insieme F e` un insieme di Besicovitch: Chiaramente
Ln(F ) = 0, infatti
Ln(ÜF ) ≤ Ln(Vh) ≤ 2h ∀h ∈ N,
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per cui Ln(ÜF ) = 0 e quindi Ln(F ) = 0 perche´ (grazie al fatto che le appli-
cazioni Gi sono 1−bilipschitziane) Ln(ÜF ) = Ln(Gi(ÜF )).
Vediamo ora che per ogni θ ∈ Sn−1, esiste un segmento Mθ di lunghezza uni-
taria nella direzione θ tale che Mθ ⊆ F : fissiamo dunque θ ∈ Sn−1. Allora
esiste 0 ≤ i0 ≤ 5 tale che Lθ ⊆ Gi(T ). Poniamo L := G−i0(Lθ) ⊆ T . Allora
dal momento che per ogni h ∈ N,
T :=
2h[
i=1
T (x
(h)
i ,x
(h)
i+1,2/
√
3,1),
esiste un indice 1 ≤ jh ≤ 2h tale che L ⊆ T (x
(h)
jh
,x
(h)
jh+1
,2/
√
3,1)
. Ma allora dal
momento che le applicazioni f
β
(h)
j
sono delle traslazioni, si ha che f
β
(h)
jh
(L) e`
un segmento di lunghezza unitaria nella direzione g−i0(θ), ed inoltre
f
β
(h)
jh
(L) ⊆ f
β
(h)
jh
(T
(x
(h)
jh
,x
(h)
jh+1
,2/
√
3,1)
) ⊆ Sh ⊆ Vh+1.
In definitiva, ogni insieme Vh contiene un segmento L
(h) di lunghezza unitaria
nella direzione g−i0(θ). Indichiamo con Ph e Qh gli estremi di tali segmenti.
Per costruzione {Vh}h∈N e` una successione decrescente di insiemi compatti, e
quindi per ogni k < h, L(h) ⊆ Vk. A meno di estrarre una sottosuccessione,
possiamo supporre che Ph → P , Qh → Q e che < Ph −Qh, g−i0(θ) >= 1 per
ogni h ∈ N. Per compattezza, PQ ∈ Vh per ogni h ∈ N, per cui PQ ∈ ÜF .
Poniamo M := PQ. allora
M ⊆ \
h∈N
Vh = ÜF ,
e H1(M) = 1, infatti
H1(M) = lim
h→+∞
H1(L(h)) = 1.
Inoltre il segmento M ha direzione g−i0(θ) perche´
< P −Q, g−i0(θ) >= lim
h→+∞
< Ph −Qh, g−i0(θ) >= 1.
Posto allora Mθ := G
i0(M), si ha che Mθ ⊆ F . Inoltre il segmento Mθ ha
lunghezza unitaria (perche´ Gi0 e` una rotazione) e direzione θ per costruzione.
Per l’arbitrarieta` di θ, si ottiene la tesi del teorema.
2
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Questa costruzione generalizza quella fatta nel caso piano. Esiste pero` un
modo piu` semplice per ottenere insiemi di Besicovitch in Rn una volta che
se ne costruisce uno nel piano. Supponiamo di avere un insieme boreliano
E =: E2 ⊆ R2 che contenga segmenti di lunghezza 1 in ogni direzione e
costruiamo gli insiemi Ek per induzione nel modo seguente:
Per ogni n ∈ N, definiamo in : Rn−1 → Rn come in((x1, ..., xn−1)) :=
(x1, ..., xn−1, 0). Per ogni θ ∈ S1 definiamo poi φn,θ : Rn → Rn come
φn,θ((x1, ..., xn)) := (x1, ..., xn−2, cos θ · xn−1, sin θ · xn), ovvero φn,θ e` la ro-
tazione di angolo θ rispetto all’(n− 1)−piano {xn = 0}.
Per ogni k > 2 poniamo
Ek :=
[
θ∈S1
φk,θ(ik(Ek−1)).
Chiaramente gli insiemi Ek sono boreliani ed hanno misura zero secondo Hk
(per la formula dell’area o per integrazione diretta passando alle coordinate
polari), ed inoltre contengono segmenti di lunghezza 1 in ogni direzione per
costruzione.
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Capitolo 7
Costruzione tramite teorema di
Baire
Quello che ci proponiamo di fare ora, e` di costruire insiemi di Besicovitch
usando argomenti tipo teorema di Baire, piu` precisamente costruiremo una
classe P ⊆ P(R2) di insiemi compatti (su cui metteremo un’opportuna met-
rica) e faremo vedere che gli insiemi di Besicovitch contenuti in P sono uno
spazio di seconda categoria, anzi, che contengono un intersezione di aperti
densi. La costruzione che presenteremo e` una versione riveduta, corretta ed
espansa di quella di T.W. Ko¨rner, che per primo la mostro` ([18]) in una sua
pubblicazione abbastanza recente (2003).
Introduciamo ora alcune notazioni: indichiamo con dH la metrica di Haus-
dorff su P(R2), ovvero dH : P(R2)→ R+ ∪ {0} e` l’applicazione cos`ı definita:
dH(A,B) := sup
a∈A
inf
b∈B
‖a− b‖R2 + sup
b∈B
inf
a∈A
‖a− b‖R2 ∀A,B ∈ P(R2).
L’applicazione dH cos`ı definita e` una metrica completa su K := {K ⊆ R2 | K
e` compatto }.
Definiamo ora la classe P :
Definizione 95 P e` la classe di tutti gli insiemi chiusi P ⊆ [−1, 1] × [0, 1]
che soddisfano le seguenti proprieta`:
1) P e` unione di segmenti del tipo Q0Q1 dove Q0 = (x0, 0), Q1 = (x1, 1) e
|x1 − x0| ≤ 1.
2) Per ogni v ∈ R per cui |v| ≤ 1/2, esistono x0, x1 ∈ [−1, 1] tali che
x1 − x0 = v e Q0Q1 ⊆ P, dove Q0 := (x0, 0) e Q1 := (x1, 1).
Dimostriamo ora alcuni risultati preliminari:
Lemma 96 P e` un sottoinsieme chiuso di (K, dH).
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Dim:
Chiaramente per definizione, P ⊆ K, vediamo che e` chiuso. Per fare cio`
ci bastera` vedere che e` chiuso per successioni. Sia allora {Pn}n∈N una suc-
cessione di Cauchy in (P , dH). Dal momento che (K, dH) e` completo, esiste
P ∈ K tale che dH(Pn, P ) → 0. Vediamo che P soddisfa le due proprieta`
della definizione sopra:
1) Sia Q ∈ K. Allora esiste una successione di punti {Q(n)}n∈N tale che
Q(n) ⊆ Pn e ‖Q(n) −Q‖R2 n→+∞−→ 0.
Ma allora esistono due successioni di punti {Q(n)0 }n∈N e {Q(n)1 }n∈N con Q(n)0 =
(x
(n)
0 , 0) e Q
(n)
1 = (x
(n)
1 , 1) tali che ln := Q
(n)
0 Q
(n)
1 ⊆ Pn per ogni n ∈ N. Per
compattezza di [−1, 1] possiamo supporre (a meno di estrarre due sotto-
successioni) che x
(n)
i → xi ∈ [−1, 1] per i = 0, 1. Poniamo Q0 := (x0, 0),
Q1 := (x1, 1) e l := Q0Q1. Allora dH(ln, l)→ 0, e quindi l ⊆ K dal momento
che K e` chiuso. Inoltre, chiaramente, |x1 − x0| ≤ 1.
2) Sia v ∈ R tale che |v| ≤ 1/2. Allora esistono due successioni di punti
{Q(n)0 }n∈N, {Q(n)1 }n∈N, Q(n)0 = (x(n)0 , 0), Q(n)1 = (x(n)1 , 1),
tali che x
(n)
1 −x(n)0 = v e ln := Q(n)0 Q(n)1 ⊆ Pn per ogni n ∈ N. Per compattezza
di [−1, 1] possiamo supporre (a meno di estrarre due sottosuccessioni) che
x
(n)
i → xi ∈ [−1, 1] per i = 0, 1. Poniamo Q0 := (x0, 0), Q1 := (x1, 1) e
l := Q0Q1. Allora
x1 − x0 = lim
n→+∞x
(n)
1 − x(n)0 = v,
ed inoltre dH(ln, l) → 0, e quindi l ⊆ K dal momento che K e` compatto, il
che prova la tesi.
2
Osservazione: Il fatto che P sia chiuso in K ci dice che (P , dH) e` uno spazio
metrico completo.
Per arrivare al nostro risultato, abbiamo bisogno di una definizione e di un
ultimo lemma:
Definizione 97 Dato v ∈ [0, 1] e ε > 0, indichiamo con P(v, ε) la classe di
tutti gli insiemi P ∈ P che soddisfano la seguente proprieta`:
esiste una famiglia finita di rettangoli chiusi R1, ..., RN con lati paralleli agli
assi, tali che: per ogni y ∈ [0, 1] ∩ [v − ε, v + ε]
{x ∈ R | (x, y) ∈ P} ⊆
8<:x ∈ R | (x, y) ∈ N[
j=1
Rj
9=; ,
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eH1
8<:x ∈ R | (x, y) ∈ N[
j=1
Rj
9=;

< 100ε.
Lemma 98 Per ogni v ∈ [0, 1] e per ogni ε > 0, P(v, ε) e` un aperto denso
di P.
Dim:
Per semplificare la dimostrazione, introduciamo alcune notazioni: dato P ∈
P(v, ε), indicheremo con RP1 , ..., RPNP una famiglia di rettangoli che soddisfi
la proprieta` della definizione precedente. Dati poi A,B ⊆ R2, ricordiamo che
A(y) := {x ∈ R2 | (x, y) ∈ A},
e per ogni y ∈ R poniamo
A+B := {a+ b | a ∈ A, b ∈ B},
g(A) := sup{H1∗(A(y)) | y ∈ R ∈ A2}.
Vediamo ora che P(v, ε) e` aperto in P : sia P ∈ P(v, ε) e sia 0 < η < ε/8
tale che
2NP · η + g

NP[
i=1
(RPi )

< 100ε.
Sia P ′ ∈ P tale che dH(P, P ′) < η/4; mostriamo che P ′ ∈ P(v, ε). Poniamo
R′i := R
P
i + [−η, η]2 per ogni i ≤ NP , allora per ogni y ∈ [v − ε, v + ε], si ha
H1

NP[
i=1
(R′i)
(y)

≤ 2NP · η +H1

NP[
i=1
(RPi )
(y)

< 100ε.
Vogliamo ora vedere che per ogni y ∈ [v − ε, v + ε]
(P ′)(y) ⊆ (R′)(y), dove R′ :=
NP[
i=1
R′i.
Per ogni δ > 0, poniamo Sδ := {(x, y) ∈ R2 | |y − v| ≤ δ}. Supponiamo
per assurdo che esista y′ ∈ [v − ε, v + ε] per cui l’inclusione sopra non sia
verificata. Allora esiste x′ ∈ [−1, 1] tale che Q′ := (x′, y′) ∈ P ′. Poiche´
P ′ ∈ P , esiste un segmento l con estremi sulle rette {y = 0} e {y = 1} tale
che Q′ ∈ l ⊆ P ′. Poiche´ per ipotesi Sε ∩ P ⊆ R, η < ε/8 e dH(P, P ′) < η/4,
posto
A := {Q ∈ l | d(Q, {y = 1}) > η/4} ∪ {Q ∈ l | d(Q, {y = 0}) > η/4},
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si ha che A 6= ∅ e dH(A,R) < η/4. Ma allora A ⊆ R + [η/4, η/4]2, per cui
l ⊆ R+[η/2, η/2]2, e quindi Q′ ∈ R′, assurdo. Dunque P ′ ∈ P(v, ε), e quindi
per l’arbitrarieta` di P ′, B(P, η/4) ⊆ P(v, ε) e quindi P(v, ε) e` aperto in P .
Vediamo ora che P(v, ε) e` denso in P .
Passo 1: Vediamo che per ogni 0 < δ < 1/2, posto
Pδ := {P ∈ P | P ⊆ [−1 + δ, 1− δ]× [0, 1]},
si ha che: per ogni P ∈ P esiste P ′ ∈ Pδ tale che dH(P, P ′) ≤ δ.
Introduciamo alcune notazioni: dato A ⊆ R2, poniamo
f(A) := sup{d(x1, x2) | ∃y1, y2 ((x1, y1), (x2, y2)) ∈ A2}.
Definiamo
li := {(x, y) ∈ R2 | y = i} ∀i = 0, 1.
Indichiamo con A l’insieme dei segmenti l che hanno estremi sulle rette l0
e l1, che sono contenuti in [−1, 1] × [0, 1] e che f(l) ≤ 1. Per ogni l ∈ A,
poniamo
m(l) := pix({y = 1/2}∩ l), s(l) := pix({y = 0}∩ l), i(l) := pix({y = 0}∩ l),
(ricordiamo che pix e` la proiezione sull’asse x). Notiamo ora che per definizione
di P , ogni P ∈ P e` unione di segmenti l ∈ A. Fissato allora P ∈ P , poniamo
P ′ :=
S {l | l ∈ A, l ⊆ P e − (1/2− δ) ≤ m(l) ≤ (1/2− δ)} ∪S {l + {(δ, 0)} | l ∈ A, l ⊆ P e − (1/2− δ) ≥ m(l)} ∪S {l + {(−δ, 0)} | l ∈ A, l ⊆ P e m(l) ≥ (1/2− δ)}.
L’insieme P ′ cos`ı costruito e` chiuso in quanto e` unione di tre insiemi chiusi.
Inoltre e` chiaro che P ′ ∈ P e che P ′ ⊆ [−1+ δ, 1− δ]× [0, 1], ovvero P ′ ∈ Pδ.
Per costruzione poi dH(P ′, P ) ≤ δ, per cui la nostra prima asserzione e`
provata.
Passo 2: Proviamo ora la densita` di P(v, ε) in P .
Grazie al punto 1, sara` sufficiente provare che per ogni δ > 0 e per ogni
P ∈ Pδ, esiste P ′ ∈ P(v, ε) tale che dH(P ′, P ) ≤ δ. Introduciamo una
notazione per semplificare la dimostrazione: dato x ∈ [−1, 1] e θ(−pi, pi],
definiamo l(θ, x) come l’unico segmento contenente il punto (x, v) che forma
un angolo θ con l’asse y e con estremi sulle rette l0, l1.
Fissiamo δ > 0, P ∈ Pδ e poniamo τ := arctan(2). Allora esiste 0 < ρ < pi/24
tale che, posto
Q :=
S {l(φ, x) | |φ− θ| < ρ, l(θ, x) ⊆ P e |θ| ≤ τ} ∪S {l(θ, x) | l(θ, x) ⊆ P},
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si abbia dH(P,Q) ≤ δ/2 e Q ⊆ [−1, 1] × [0, 1]. Poiche´ ρ < pi/24, ognuno
dei segmenti l(φ, x) che compaiono nella formula scritta sopra, soddisfa la
proprieta` f(l(φ, x)) ≤ 1 (f e` la funzione definita nel punto 1). Si puo` anche
dimostrare che Q e` chiuso, e quindi Q ⊆ P, ma dal momento che non useremo
questo fatto, non lo dimostriamo. Cio` che e` importante e` che P ∈ P , per cui
(grazie al punto 2 della definizione di P) l’insieme degli intervalli aperti
B := {(θ − ρ/2, θ + ρ/2) | ∃x ∈ [−1, 1], l(θ, x) ⊆ P e |θ| ≤ τ},
e` un ricoprimento (aperto) di [−τ, τ ]. Dunque possiamo trovare N ∈ N e due
insiemi {xi}i≤N ⊆ [−1, 1] e {θi}i≤N ⊆ [−τ, τ ] tali che {(θi−ρ/2, θi+ρ/2)}i≤N
sia un ricoprimento di [−τ, τ ] e
N[
i=1
l(θi, xi) ⊆ P.
Per ogni i ≤ N , possiamo trovare due numeri 0 < ai, bi < ρ/2 tali che
N[
i=1
(θi − ai, θi + bi) ⊇ [−τ, τ ] e
NX
i=1
(an + bn) ≤ pi.
Poniamo allora
Q′ :=
N[
i=1
{l(φ, xi) | φ ∈ [θ − ai, θ + bi]}.
Chiaramente Q′ ⊆ Q. Vediamo che Q′ ∈ P : innanzitutto, Q′ e` chiuso perche´
unione finita di insiemi chiusi, inoltre Q′ ⊆ [−1, 1] × [0, 1] perche´ Q′ ⊆ Q.
Per costruzione inoltre Q′ soddisfa le proprieta` 1 e 2 della definizione 95, e
quindi Q′ ∈ P . Poiche´ P ∈ P , per via della proprieta` 1 della definizione 95,
possiamo trovare S ⊆ [−1, 1] e {θx}x∈S ⊆ (−pi, pi) tali che
P =
[
x∈S
l(θx, x).
Ma allora posto U := {(l(θx, x) + B(0, δ/4))}x∈S, si ha che U e` un ricopri-
mento aperto di P che e` compatto, dunque possiamo trovare M ∈ N e due
insiemi {exi}i≤M ⊆ [−1, 1] e {eθi}i≤M ⊆ (−pi, pi) tali che U ′ := {(l(eθi, exi) +
B(0, δ/4))}i≤M sia un ricoprimento di P . Poniamo allora
Q′′ :=
M[
i=1
l(eθi, exi),
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e P ′ := Q′ ∪Q′′. Per costruzione, dH(P,Q′′) < δ/2 e quindi dH(P, P ′) ≤ δ.
Vediamo che P ′ ∈ P(v, ε). Sia
S+ε := {(x, y) ∈ R2 | y ∈ [v, v + ε]}.
Per costruzione S+ε ∩P ′ e` formato da un numero finito di triangoli T1, ..., TN
con un vertice su {y = v} e un lato su {y = v + ε} e da un numero finito di
segmenti L1, ..., LM con gli estremi contenuti nelle rette {y = v} e {y = v+ε}.
Chiaramente e` possibile trovare una una famiglia finita di rettangoli R1, ..., Rk
con lati paralleli agli assi coordinati tali che
N[
i=1
Li ⊆
k[
i=1
Ri e g
 
k[
i=1
Ri
!
< ε.
Per quanto riguarda i triangoli Ti, notiamo che per costruzione, i lati che li
compongono formano angoli con l’asse x di ampiezza maggiore o uguale a pi/6
e minore di 5pi/6, per cui ogni lato trasversale alla retta {y = v} ha lunghezza
almeno ε e al piu` 2ε. Se denotiamo con αi l’ampiezza (in radianti) dell’angolo
interno del triangolo Ti relativo al vertice che sta sulla retta {y = v}, e con
ci la lunghezza del lato di Ti che giace sulla retta {y = v + ε}, abbiamo che
ci ≤ (4piαi)ε. Ma allora
NX
i=1
ci ≤
NX
i=1
(4piαi)ε ≤ (4pi2)ε < 40ε.
Ma allora e` possibile trovare una una famiglia finita di rettangoli Rk+1, ..., Rh
con lati paralleli agli assi coordinati tali che
M[
i=1
Ti ⊆
h[
i=k+1
Ri e g

h[
i=k+1
Ri

< 49ε.
In definitiva dunque, per ogni y ∈ S+ε , si ha che
(P ′)(y) ⊆
h[
i=1
(Ri)
(y) e g
 
h[
i=1
Ri
!
< 50ε.
Ripetendo lo stesso procedimento su
S−ε := {(x, y) ∈ R2 | y ∈ [v − ε, v]},
otteniamo che esiste una una famiglia finita di rettangoli R1, ..., Rn con lati
paralleli agli assi coordinati tale che per ogni y ∈ Sε, si ha che
(P ′)(y) ⊆
n[
i=1
(Ri)
(y) e g

n[
i=k+1
Ri

< 100ε.
Ma allora P ′ ∈ P(v, ε), ovvero la tesi.
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2Prima di concludere, ricordiamo una definizione:
Definizione 99 Uno spazio topologico (X, τ) si dice di prima categoria se e`
unione di una famiglia numerabile di sottoinsiemi chiusi con parte interna
vuota. Altrimenti (X, τ) si dice di seconda categoria.
Siamo ora in grado di dimostrare il seguente
Teorema 100 Denominando con E la classe degli insiemi P ∈ P tali che
H1(P (y)) = 0 per ogni y ∈ R, si ha che E contiene l’intersezione di una
famiglia numerabile di aperti densi di P, in particolare lo spazio (E , dH) e` di
seconda categoria.
Dim:
Sia S := Q ∩ [0, 1]. Poniamo poi
Pn :=
\
y∈S
P(y, 1/n)
e
P∗ :=
\
n∈N
Pn.
Allora P∗ e` intersezione di una famiglia numerabile di aperti densi, ed inoltre
p ∈ P∗ ⇒ H1(P (y)) = 0 per ogni y ∈ [0, 1], da cui la tesi.
2
Chiaramente, per ogni P ∈ E si ha che L2(P ) = 0 per il teorema di
Fubini, inoltre e` chiaro dalla definizione di P che l’unione di sette copie
opportunamente ruotate di P e` un insieme di Besicovitch.
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Capitolo 8
Costruzione probabilistica
tramite dualita`
Vediamo ora come costruire un insieme di Besicovitch in modo “random ”
usando il teorema di Besicovitch-Federer, piu` precisamente creeremo una
procedura casuale che con probabilita` 1 (rispetto ad una opportuna misura
di probabilita`) ci dia un insieme di Besicovitch. La costruzione si divide
sostanzialmente in due passi: innanzitutto si costruisce un insieme (compat-
to) puramente 1−non rettificabile la cui proiezione sull’asse x sia l’intervallo
[0, 1] tramite una procedura casuale, e poi si fa vedere come l’insieme “duale
”e` un insieme di Besicovitch. Prima di procedere, introduciamo qualche no-
tazione:
Dato θ ∈ [0, pi), indicheremo con Lθ la retta di pendenza θ passante per l’o-
rigine e con piθ la proiezione ortogonale su Lθ.
Diamo ora un’importante caratterizzazione degli insiemi 1−rettificabili nel
piano:
Teorema 101 Sia E ⊆ R2 un insieme boreliano, H1−rettificabile tale che
H1(E) > 0. Allora esiste al piu` un θ ∈ [0, 2pi) per cui H1(piθ(E)) = 0.
Dim:
Per il teorema 58, esiste una successione di 1−varieta` di classe C1 {En}n∈N
ed esiste E0 ⊆ R2 H1−misurabile tali che
H1(E0) = 0 e E ⊆
∞[
i=0
En.
Poiche´ per ipotesi H1(E) > 0, esiste n ∈ N tale che H1(E ∩En) > 0. Inoltre
esiste P ∈ E ∩ En tale che per ogni δ > 0, H1(E ∩ En ∩ B(P, δ)) > 0. Sia
P = (x0, y0). Poiche´ En e` una 1−varieta` di classe C1, possiamo trovare δ > 0
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e una funzione di classe C1 F := (f1, f2) : [−δ, δ] → En tale che f(0) = P e
DF (0) 6= (0, 0). Supponiamo che d
dx
f1(x) 6= 0. Allora a meno di diminuire
δ, possiamo supporre che f1(x) = x e f2(y) = f(y) con f ∈ C1(R). Posto
I := [−δ, δ], definiamo
L :=
Ì
1 +
 
sup
x∈I
 ddxf(x)
!2 = supx∈I ‖DF (x)‖R2 .
Allora l’applicazione pi0|F (I) (ovvero la restrizione della proiezione sull’asse
x) e` un applicazione Lipschitziana, iniettiva e con inversa data da (x, 0) →
(x, f(x)) che e` L−Lipschitziana. Ma allora
H1(pi0(F (I)∩E)) = H1(pi0(En∩B(P, δ)∩E)) ≥ L−1H1(E∩En∩B(P, δ)) > 0.
Un procedimento analogo si fa per pipi/2 nel caso in cui F sia localmente grafico
rispetto all’asse y. Fissato ora θ ∈ [0, pi), poniamo eθ := (cos θ, sin θ). Allora
poiche´ DF (0) 6= 0, esiste un unico θ0 ∈ [0, pi) tale che < θ0, DF (0) >= 0,
per cui F e` localmente grafico di una funzione rispetto all’asse eθ (prendendo
come assi eθ, eθ⊥), e dunque ripetendo il procedimento fatto prima, otteniamo
che
H1(piθ(En ∩B(P, δθ) ∩ E)) ≥ L−1H1(E ∩ En ∩B(P, δθ)) > 0,
per qualche δθ > 0. Ma allora
H1(piθ(E)) ≥ H1(piθ(En ∩B(P, δθ) ∩ E)) > 0
per ogni θ 6= θ0, ovvero la tesi.
2
Veniamo ora alla costruzione di insiemi puramente 1−non rettificabili con
proiezione sull’asse x uguale a [0, 1]. Sia C0 := [0, 1]
2 e definiamo le seguenti
applicazioni fi : C0 → C0 nel modo seguente:
f1(x, y) = (
1
2
x,
1
2
y), f2(x, y) = (
1
2
x+
1
2
,
1
2
y),
f3(x, y) = (
1
2
x,
1
2
y +
1
2
), f4(x, y) = (
1
2
x+
1
2
,
1
2
y +
1
2
).
Poniamo poi
C
(1)
1 := f1(C0) ∪ f2(C0), C(1)2 := f2(C0) ∪ f3(C0),
C
(1)
3 := f4(C0) ∪ f3(C0), C(1)4 := f4(C0) ∪ f1(C0).
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Figura 8.1:
In pratica gli insiemi C
(1)
i sono ottenuti dividendo C0 in 4 quadrati uguali
(con lati paralleli agli assi coordinati) e prendendo due soli di questi quadrati,
ma in modo tale che H1(pi0(C(1)i )) = [0, 1] per ogni i ≤ 4. A questo pun-
to possiamo reiterare la procedura dividendo ciascun quadrato di C
(1)
i in 4
quadrati uguali e prendendo due soli di questi quadrati in modo tale che si
conservi la proiezione sull’asse x. Dunque possiamo trovare 24 insiemi chiusi
{C(2)i }i≤24 distinti che siano unione di 4 quadrati uguali con lati paralleli
agli assi coordinati di lunghezza 1/4 e tali che H1(pi0(C(2)i )) = [0, 1] per ogni
i ≤ 24. Ripetendo induttivamente questo procedimento, per ogni n ∈ N,
possiamo trovare 42
n
insiemi chiusi {C(n)i }i≤42n distinti che siano unione di
2n quadrati uguali con lati paralleli agli assi coordinati di lunghezza 1/(2n)
e tali che H1(pi0(C(n)i )) = [0, 1] per ogni i ≤ 42n . A meno di riordinare gli
indici, possiamo anche supporre che per ogni 1 ≤ j ≤ 42n−1 , si abbia
C
(n)
i ⊆ C(n−1)j ∀ (j − 1) · 42
n−1
+ 1 ≤ i ≤ j · 42n−1 ,
ovvero che per ogni (j − 1) · 42n−1 + 1 ≤ i ≤ j · 42n−1 , gli insiemi C(n)i siano
ottenuti da C
(n−1)
j dividendo i rispettivi quadrati.
Poniamo ora Ωn := {j ∈ N | 1 ≤ j ≤ 42n}, An := P(Ωn) e definiamo
Pn : An → R+ come la ripartizione uniforme su Ωn. Poniamo poi
Ω :=
Y
n∈N
Ωn, A :=
O
n∈N
An, P :=
O
n∈N
Pn.
Per ogni j = {jn}n∈N ∈ Ω, poniamo
Cj :=
\
n∈N
C
(n)
((j−1)·42n−1+jn).
Chiaramente per ogni j ∈ Ω, pi0(Cj) = [0, 1], per cui H1(Cj) ≥ 1 > 0. Ma
H1(Cj) ≤ +∞, infatti per ogni δ > 0, esiste n ∈ N tale che δ >
√
2 · 2n, ma
allora
H1δ(Cj) ≤ H1δ(C(n)((j−1)·42n−1+jn)) ≤
2nX
i=1
√
2 · 2−n =
√
2,
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perche´ ogni insieme C
(n)
i e` unione di 2
n quadrati di lato 2−n. Ma allora per
l’arbitrarieta` di δ, si ha che H1(Cj) ≤
√
2 < +∞. Vediamo ora che per
P−q.o. j ∈ Ω, l’insieme Cj e` puramente 1−non rettificabile. Per il teorema
101, ci bastera` dimostrare che
H1(pipi/4(Cj)) = 0 e H1(pipi/2(Cj)) = 0.
Dato n ∈ N e i ∈ Ωn, a meno di riordinare gli indici, possiamo supporre che
gli insiemi C
(n+1)
((i−1)·42n−1+1) e C
(n+1)
((i−1)·42n−1+2) siano ottenuti da C
(n)
i sostituendo
ogni quadrato di C
(n)
i rispettivamente con i quadrati mostrati a sinistra e a
destra nella figura 8.2.
Figura 8.2:
Per ogni d ∈ N e per ogni f : N→ N iniettiva poniamo
Af,d := {j = {jn}n∈N ∈ Ω | jf(n) 6= d ∀n ∈ N} =
\
n∈N
Π−1f(n)(N\{d}),
dove abbiamo indicato con Πn : Ω → Ωn la n−esima proiezione canonica.
Gli insiemi Af,d sono misurabili perche´ intersezione numerabile di insiemi
misurabili, inoltre si ha che
P (Af,1) = 0 e P (Af,2) = 0,
per ogni f : N→ N iniettiva perche´
P (Af,i) ≤
Y
n∈N

1− 1
42f(n)

= 0 ∀i = 1, 2.
Per ogni k ∈ N, definiamo le applicazioni fk ponendo fk(a) = a+ k. Sia
A :=
[
k∈N
(Afk,1 ∪ Afk,2),
allora P (A) = 0. Notiamo pero` che dato j = {jn}n∈N ∈ Ω, j ∈ A se e solo se
jn = 1 e jn = 2 per al piu` un numero finito di indici n.
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Ma allora per P−q.o. j = {jn}n∈N ∈ Ω si ha che jn = 1 per infiniti indici n
e jn = 2 per infiniti indici n. Notiamo che
H1(pipi/2(C(n+1)((i−1)·42n−1+1))) =
1
2
H1(pipi/2(C(n)i )) e
H1(pipi/4(C(n+1)((i−1)·42n−1+2))) =
1
2
H1(pipi/4(C(n)i ))
per ogni i, e quindi per ogni j ∈ Ac si ha che
H1(pipi/4(Cj)) = 0 e H1(pipi/2(Cj)) = 0,
ovvero la tesi.
Prendiamo ora un insieme compatto C ⊆ [0, 1]2 che abbia le seguenti pro-
prieta`:
1) C e` 1−puramente non rettificabile.
2) H1(C) < +∞.
3) pi0(C) = [0, 1].
Definiamo l’insieme C∗ nel modo seguente:
C∗ :=
[
(a,b)∈C
{(t, at+ b) | t ∈ R}.
L’insieme C∗ viene detto insieme insieme duale di C. In effetti C∗ non e`
proprio il duale proiettivo di C ma quasi. L’operazione E → E∗ ha pratica-
mente le stesse proprieta` della dualita` proiettiva (trasforma punti in rette, le
intersezioni in unioni, ecc...) il che ne giustifica il nome.
Dimostriamo ora il seguente
Teorema 102 L’insieme C∗ e` boreliano, H2(C∗) = 0, e per ogni θ ∈ [0, pi/4],
esiste una retta ÜLθ parallela a Lθ e contenuta in C∗.
Dim:
Definiamo F : R3 → R2 nel modo seguente: F (a, b, t) := (t, at + b). Allora
C∗ = F (C×R), e dal momento che C e` compatto, si ha che C∗ e` σ−compatto
e quindi e` boreliano. Dato θ ∈ [0, pi/4], si ha che 0 ≤ tan θ ≤ 1, e quindi
poiche´ pi0(C) = [0, 1], esiste b ∈ R tale che (tan θ, b) ∈ C, ma allora la rettaÜLθ := {(t, (tan θ)t+ b) | t ∈ R}
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e` parallela a Lθ e contenuta in C
∗. Ci rimane da provare che H2(C∗) = 0.
Grazie al teorema di Fubini, sara` sufficiente provare che quasi ogni retta
verticale interseca C∗ in un insieme di misura H1−nulla. Dato t ∈ R si ha:
C∗ ∩ {(x, y) ∈ R2 | x = t} =[
(a,b)∈C
({(t, at+ b) ∈ R2 | t ∈ R} ∩ {(x, y) ∈ R2 | x = t}) =
{(t, at+ b) ∈ R2 | (a, b) ∈ C} = {t} × gt(C),
dove gt(x, y) := tx + y. Notiamo ora che per ogni a = (a1, a2) ∈ S1, posto
θ := arccos a1, si ha
PLθ(x, y) = (ga1/a2(x, y)a2)a,
(PLθ e` la proiezione ortogonale su Lθ) e dal momento che H1(PLθ(C)) = 0
per h1−q.o. a ∈ S1, si ha H1(gt(C)) = 0 per H1−q.o. t ∈ R, e quindi
H1(C∗ ∩ {(x, y) ∈ R2 | x = t}) = 0,
per H1−q.o. t ∈ R, ovvero la tesi.
2
Per ottenere un insieme di Besicovitch, basta prendere 4 copie opportuna-
mente ruotate di C∗. Notiamo che con questa costruzione abbiamo ottenuto
degli insiemi di misura H2−nulla che contengono una retta in ogni direzione.
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Capitolo 9
Dimensione degli insiemi di
Besicovitch
Quello che ci proponiamo di fare ora e` vedere che gli insiemi di Besicovitch
nel piano hanno dimensione 2. Il miglior risultato ottenuto in questo campo
e` quello di R.O. Davies, il quale ha dimostrato che un insieme (boreliano)
nel piano che contiene segmenti (di lunghezza arbitraria) in ogni direzione
deve avere necessariamente dimensione 2. In questo lavoro ci limiteremo a
dimostrare un risultato piu` debole, ovvero che un insieme (boreliano) nel
piano che contiene rette in ogni direzione ha dimensione 2. Se n > 2, non
e` noto quale sia la minima dimensione degli insiemi di Besicovitch in Rn.
Besicovitch congetturo` che tali insiemi debbano avere dimensione n, ma cio`
non e` stato mai dimostrato. La migliore stima sulla dimensione degli insiemi
di Besicovitch oggi nota, e` dovuta a Izabella Laba e Terence Tao che in
[20],[21] hanno dimostrato che se E e` un insieme di Besicovitch in Rn, allora
dimM(E) > (n+ 2)/2, dove dimM(E) e` la dimensione di Minkowski di E.
Per arrivare al nostro risultato abbiamo bisogno di alcuni strumenti tecnici.
9.1 Misure comparabili
Le misure comparabili sono misure molto simili alle misure di Hausdorff ma
sono molto piu` facili da utilizzare. Vediamo come si costruiscono: siano
n ∈ N, δ > 0 e s > 0. Definiamo
An :=
(
nY
i=1
[2−kmi, 2−k(mi + 1)) | k ∈ N, mi ∈ Z
)
.
An viene detta classe degli n−cubi binari. Notiamo che per ogni A1, A2 ∈ An
si ha
A1 ∩ A2 = ∅ o A1 ⊆ A2 o A1 ⊇ A2,
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ed inoltre dato A ∈ An, esistono al piu` un numero finito di elementi di An
che contengono A. Definiamo allora Ms∗δ : P(Rn)→ R+ nel modo seguente:
Ms∗δ (E) :=
(
inf
X
k∈N
diam(Sk)
s | E ⊆ [
k∈N
Sk, diam(Sk) < δ e Sk ∈ An
)
.
Per come e` costruita la classe An, l’estremo inferiore della definizione so-
pra puo` essere sostituito dall’estremo inferiore fatto sui ricoprimenti {Sk}k∈N
formati da insiemi disgiunti senza cambiare il valore Ms∗δ (E). Poniamo ora
Ms∗(E) := lim
δ→0+
Ms∗δ (E) = sup
δ>0
Ms∗δ (E).
Chiaramente le funzioni Ms∗δ e Ms∗ sono misure esterne su Rn, inoltre per
ogni A,B ∈ P(Rn), si ha cheMs∗δ (A∪B) =Ms∗δ (A)+Ms∗δ (B) se d(A,B) >
δ, per cuiMs∗(A∪B) =Ms∗(A)+Ms∗(B) se d(A,B) > 0. Ma allora per il
teorema 5, la misura esterna Ms∗ e` una misura di Borel. Inoltre similmente
alle misure Hs∗, le misure Ms∗ sono regolari.
Vediamo ora alcune importanti proprieta` di queste misure:
Teorema 103 Per ogni n ∈ N esiste una costante bn tale che per ogni 0 <
δ < 1 e per ogni E ⊆ Rn si abbia
Hs∗δ (E) ≤Ms∗δ (E) ≤ bnHs∗δ (E),
e dunque
Hs∗(E) ≤Ms∗(E) ≤ bnHs∗(E).
Dim:
Fissiamo δ > 0 e E ⊆ Rn. Come immediata conseguenza delle definizioni
delle misureMs∗δ e Hs∗δ abbiamo che Hs∗δ (E) ≤Ms∗δ (E). Vediamo ora l’altra
disuguaglianza: sia U ⊆ Rn tale che diam(U) < δ. Allora esiste k ∈ N tale
che 2−k−1 ≤ diam(U) < 2−k. Prendiamo un n−cubo binario S ∈ An con lati
di lunghezza 2−k che intersechi U . Allora U e` contenuto nell’unione di 3n
n−cubi binari disgiunti con lati di lunghezza 2−k (basta prendere 3n copie di
S e traslarle in modo da formare un intorno di S centrato in S). Poniamo
bn := 3
n · 2n2 . Chiaramente ogni n−cubo binario con lati di lunghezza 2−k
puo` essere diviso in 2n
2
n−cubi binari con lati di lunghezza 2−k−n, e quindi
U e` contenuto in bn n−cubi binari di diametro
2−k−n
√
n ≤ 21−n√n · diam(U) ≤ diam(U) < δ.
Sia ora {Uk}k∈N un ricoprimento di E tale che diam(Uk) < δ per ogni k ∈ N.
Allora per ogni k ∈ N esiste una famiglia finita di n−cubi {Sk,j}j≤bn tale che
Uk ⊆
bn[
j=1
Sk,j e diam(Sk,j) < diam(Uk) ∀j ∈ N.
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Ma allora
E ⊆ [
k∈N
bn[
j=1
Sk,j,
e X
k∈N
bnX
j=1
(diam(Sk,j))
s ≤ bn
X
k∈N
(diam(Uk))
s,
da cui segue la tesi per l’arbitrarieta` del ricoprimento {Uk}k∈N.
2
Questo teorema da una motivazione del perche´ le misure Ms vengano chia-
mate misure comparabili. Come gia` detto esse sono molto utili perche´ per-
mettono di ricavare molti risultati sulle misure Hs con relativa semplicita`.
Vediamo un altro risultato sulle misure Ms:
Proposizione 104 Sia {Ek}k∈N ⊆ P(Rn) una successione crescente di in-
siemi, e supponiamo che ciascuno di essi sia unione finita di n−cubi binari.
allora posto
E :=
[
k∈N
Ek,
per ogni δ > 0 e per ogni s > 0 si ha
Ms∗δ (E) = lim
k→+∞
Ms∗δ (Ek).
Dim:
Poiche´ Ms∗δ (Ek) ≤Ms∗δ (E) per ogni k ∈ N, si ha che
Ms∗δ (E) ≥ lim
k→+∞
Ms∗δ (Ek).
Proviamo ora la disuguaglianza opposta: poniamo
m := sup
k∈N
Ms∗δ (Ek).
Se m = +∞ non c’e` nulla da dimostrare, percio` possiamo supporre che
m < +∞. Dal momento che ogni insieme Ek e` unione di un numero finito
di n−cubi binari, per ogni k ∈ N possiamo trovare una famiglia di insiemi
disgiunti Sk ⊆ An tale che
diam(C) < δ ∀C ∈ Sk e
X
C∈Sk
diam(C)s =Ms∗δ (Ek).
Possiamo anche supporre che la cardinalita` di Sk sia minima, ovvero data
una famiglia S ′k con le stesse proprieta` si abbia card(Sk) ≤ card(S ′k). Dato
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quindi S ∈ Sk, si deve avere S ∩ Ek 6= ∅. Sia dunque x ∈ S ∩ Ek. Allora
x ∈ Ek+1, e dunque esiste T ∈ Sk+1 tale che x ∈ T . Ma allora S ∩ T 6= ∅,
per cui S ⊆ T , oppure T ⊂ S. Vediamo che non si puo` verificare la seconda
alternativa: poniamo
C := {C ∈ Sk+1 | C ⊆ S} e U :=
[
C∈C
C.
Sia U = S. Se s > 1, possiamo rimpiazzare gli insiemi contenuti in C
con S diminuendo il valore
P
C∈Sk+1 diam(C)
s e lasciando inalterate le altre
proprieta` della classe Sk+1. Se s < 1, possiamo rimpiazzare S con gli insiemi
contenuti in C diminuendo il valore PC∈Sk diam(C)s e lasciando inalterate
le altre proprieta` della classe Sk. Se infine s = 1, possiamo rimpiazzare gli
insiemi contenuti in C con S diminuendo la cardinalita` di Sk+1 e lasciando
le altre proprieta` inalterate. In ogni caso arriviamo ad una contraddizione.
Se U ⊂ S, allora (S\U) ∩ Ek+1 = ∅ perche´ dati due insiemi della classe An,
essi sono disgiunti oppure sono uno contenuto nell’altro. Ma allora possiamo
ripetere il ragionamento precedente (distinguendo i casi Ms∗δ (S) >Ms∗δ (U),
Ms∗δ (S) <Ms∗δ (U), Ms∗δ (S) =Ms∗δ (U)) per ottenere una contraddizione.
Dunque S ⊆ T . Poniamo oraÜS := {C ∈ An | ∃k ∈ N C ∈ Sk},
e definiamo poi
S := {C ∈ ÜS | ∀B ∈ ÜS\{C}, C 6⊆ B}.
Sia S = {Ck}k∈N. Allora
E ⊆ [
k∈N
Ck e Ms∗δ (E) ≤
X
k∈N
diam(Ck)
s.
Per ogni k ∈ N, esiste jk ∈ N tale che Ci ∈ Sjk per ogni i ≤ k, e quindi
Ms∗δ (E) ≤ lim
k→+∞
kX
i=1
diam(Ci)
s ≤ X
C∈Sjk
diam(C)s
= lim
k→+∞
Ms∗δ (Ejk) ≤ limj→+∞M
s∗
δ (Ej),
ovvero la tesi.
2
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9.2 Dimensione degli insiemi prodotto
Vogliamo ora diomstrare un teorema che ci permette di stimare (dal bas-
so) la dimensione di un insieme avendo solo informazioni sulla dimensione
delle sezioni. Tale teorema e` essenzialmente dovuto a Marstrand, ed e` uno
strumento essenziale per dimostrare che gli insiemi di Besicovitch hanno di-
mensione 2 nel piano. Per dimostrare il teorema di Marstrand ci serve un
lemma:
Lemma 105 Sia δ > 0, s > 0, A ⊆ R e {Ii}i∈N una successione di intervalli
binari (non necessariamente distinti) di diametro minore di δ e tali che
A ⊆ [
i∈N
Ii.
Siano poi {ai}i∈N una successione di numeri reali positivi e c > 0 tali che per
ogni x ∈ A si abbia X
{i |x∈Ii}
ai > c.
Allora X
i∈N
(ai · (diam(Ii))s) ≥ cMs∗δ (A).
Dim:
Supponiamo che gli intervalli Ii siano un numero finito, diciamo n. Per
densita` di Q in R, possiamo trovare b1, ..., bn, c1, ..., cn ∈ N tali che bi/ci ≤ ai
e X
{i |x∈Ii}
bi
ci
> c.
Allora X
{i |x∈Ii}
bi > c0,
dove c0 := c ·Qni=1 ci. A meno di sostituire ogni Ii con bi copie di Ii, possiamo
supporre che bi = 1 per ogni i ≤ n. Poniamo ora A := {Ii | i ≤ n} e
dc0e := inf
k∈N, k≥c0
k,
ovvero dc0e e` la parte intera superiore di c0.
Poiche´ per ogni x ∈ A, X
{i |x∈Ii}
bi ≥ dc0e,
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si ha che dato x ∈ A, esistono almeno dc0e insiemi di A che contengono x,
inoltre A ⊆ Si≤n Ii, e Ii sono intervalli binari, per cui possiamo trovare dc0e
famiglie di insiemi disgiunti S1, ...,Sdc0e ⊆ A tali che
A ⊆ [
I∈Si
I e ∀x ∈ A, ∃! I ∈ Si | x ∈ I
per ogni i ≤ dc0e e Si ∩ Sj = ∅ per ogni i 6= j. Dal momento che per ipotesi
diam(Ii) < δ per ogni i ≤ n, si ha
Ms∗δ (A) ≤
X
I∈Sj
(diam(I))s,
e quindi sommando su j otteniamoX
i≤n
(diam(Ii))
s ≥ c0Ms∗δ (A).
Dunque abbiamo provato la tesi nel caso in cui il numero degli intervalli Ii
sia finito. Torniamo ora al caso generale e per ogni k ∈ N definiamo Ak come
l’insieme degli x ∈ A che soddisfano la seguente proprieta`:X
{i |x∈Ii}
i≤k
ai > c.
Allora per quanto dimostrato prima,
kX
i=1
ai · (diam(Ii))s ≥ cMs∗δ (Ak).
Notiamo ora che ogni insieme Ak e` unione di un numero finito di Ii che sono
intervalli binari, inoltre Ak ⊆ Ak+1 per ogni k ∈ N e A = Sk∈NAk. Ma allora
per la proposizione 104,X
i∈N
ai · (diam(Ii))s ≥ lim
k→+∞
Ms∗δ (Ak) = cMs∗δ (A),
ovvero la tesi.
2
Ricordiamo che dato E ⊆ R2 e x ∈ R, si pone
(E)x := {y ∈ R| (x, y) ∈ E}.
Siamo ora in grado di dimostrare il seguente
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Teorema 106 (di Marstrand) Siano t, s > 0 E ⊆ R2 e A ⊆ R. Suppo-
niamo che esista c > 0 tale che
Ht∗((E)x) ≥ c
per ogni x ∈ A. Allora esiste una costante b dipendente solo da s e t tale che
H(s+t)∗(E) ≥ bcHs∗(A).
Dim:
In virtu` del teorema 103, possiamo limitarci a dimostrare l’enunciato sosti-
tuendo le misure comparabili alle misure di Hausdorff. Sia Allora δ > 0 e
{Sn}n∈N un ricoprimento di E fatto di quadrati binari di diametro minore di√
2δ. Allora per ogni x ∈ A,
(E)x ⊆
[
n∈N
(Sn)x,
e quindi
Mt∗δ ((E)x) ≤
X
n∈N
(diam((Sn)x))
t.
Poniamo
Aδ := {x ∈ A | Mt∗δ ((E)x) > c}.
Per ogni x ∈ A si ha
c <
X
n∈N
(diam((Sn)x))
t = 2−
t
2
X
{i |x∈pi0(Si)}
(diam(Si))
t,
dove lo ricordiamo, pi0 e` la proiezione sull’asse x. Chiaramente gli insiemi
pi0(Si) sono intervalli binari sull’asse x e quindi usano il lemma precedente
con Ii := pi0(Si) e ai := (diam(Si))
t si haX
n∈N
(diam(Sn))
s+t =
X
n∈N
(diam(Sn))
s(diam(Sn))
t
= 2
s
2
X
n∈N
(diam(Sn))
t(diam(pi0(Sn)))
s ≥ 2 s+t2 cMs∗δ (Aδ).
Per l’arbitrarieta` del ricoprimento {Sn}n∈N, posto b := 2 s+t2 otteniamo
bcMs∗δ (Aδ) ≤M(s+t)∗√2δ (E) ≤M(s+t)∗(E).
Per ogni ρ ≥ δ si sa che Aρ ⊆ Aδ e
Ms∗δ (Aρ) ≤Ms∗δ (Aδ) ≤ (bc)−1M(s+t)∗(E),
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e quindi
Ms∗(Aρ) ≤ (bc)−1M(s+t)∗(E).
Usando ora il fatto che Aρ1 ⊆ Aρ2 se ρ1 ≥ ρ2 e che
A =
[
n∈N
A1/n,
abbiamo che
Ms∗(A) ≤ (bc)−1M(s+t)∗(E),
ovvero la tesi.
2
Questo risultato ha un’importante conseguenza:
Corollario 107 Per ogni A,B ∈ R, si ha
H(s+t)∗(A×B) ≥ bHs∗(A)Ht∗(B),
e quindi
dim(A×B) ≥ dim(A) + dim(B).
9.3 Il teorema di Davies
Usando il teorema di Marstrand possiamo ora dimostrare un importante risul-
tato sulla dimensione degli insiemi di Besicovitch. Prima pero` introduciamo
delle notazioni (alcune delle quali sono leggermente diverse dalle precedenti)
e facciamo alcune osservazioni.
Dati c ∈ R, (a, b) ∈ R2 e E ⊆ R2, poniamo
l(a, b) := {(x, y) ∈ R2 | y = a+ bx}, l(E) := [
(a,b)∈E
l(a, b),
e
lc := {(c, y) | y ∈ R}.
Dato poi θ ∈ S1 indicheremo, come al solito, con Lθ la retta di pendenza θ
passante per l’origine e con piθ la proiezione ortogonale su Lθ.
Vogliamo ora vedere che l(E)∩lc e` simile a piθ(E) con rapporto di similitudine
(1 + c2)
1/2
, dove c = tan θ. Prendiamo dunque due punti generici del piano
(a1, b1), (a2, b2) e poniamo Pi := l(ai, bi) ∩ lc, Qi := piθ((ai, bi)). Allora
Pi = (c, ai + bic) e Qi =
1
1 + c2
((bic+ ai), c(bic+ ai)),
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per cui
d(Q1, Q2) =

1
(1 + c2)
−1/2
d(P1, P2),
il che ci da il risultato cercato. Dunque se E e` boreliano abbiamo che
H1(l(E) ∩ lc) =

1
(1 + c2)
1/2
H1(piθ(E)),
e quindi in particolare
dim(l(E) ∩ lc) = dim(piθ(E)).
Ricordiamo ora un importante teorema che ci limitiamo ad enunciare (per
una dimostrazione si veda [24] cap.9 o [9] cap.6):
Teorema 108 (di Marstrand) Sia E ⊆ R2 un insieme boreliano di di-
mensione s, allora
1) Se s ≤ 1, dim(piθ(E)) = s per H1−q.o. θ ∈ [0, pi).
2) Se s > 1, H1(piθ(E)) > 0 per H1−q.o. θ ∈ [0, pi).
Possiamo ora dimostrare il seguente teorema, la cui dimostrazione e` sostanzial-
mente dovuta a Falconer (si veda [10]):
Teorema 109 Sia F ⊆ R2 un insieme boreliano tale che per ogni θ ∈ S1
esista una retta rθ parallela a Lθ e contenuta in F , allora dim(F ) = 2.
Dim:
Per la regolarita` delle misureHs, possiamo trovare un insieme F ′ ∈ R2 di tipo
Gδ (ovvero intersezione numerabile di aperti) tale che F ⊆ F ′ e dim(F ′) =
dim(F ). Chiaramente F ′ contiene rette in ogni direzione. Poniamo ora
E := {(a, b) | l(a, b) ∈ F ′}.
Vediamo che l’insieme E e` boreliano: sia {An}n∈N una successione decrescente
di aperti di R2 tale che
F ′ =
\
n∈N
An.
Per ogni n ∈ N e per ogni k ∈ N poniamoÜAn,k := {(a, b) ∈ R2 | l(a, b) ∩B(0, k) ⊆ An},
e ÜAn := {(a, b) ∈ R2 | l(a, b) ⊆ An}.
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Allora gli insiemi ÜAn,k sono aperti, ed inoltreÜAn = \
k∈N
ÜAn,k,
per cuiÜAn sono insiemi di tipo Gδ. Ma allora poiche´
E =
\
n∈N
ÜAn,
si ha che E e` un insieme di tipo Gδ e dunque e` boreliano.
Poiche´ pipi/2(E) = Lpi/2, si ha che H1(E) = +∞, ed inoltre grazie al teorema
108 abbiamo che dim(piθ(E)) = 1 per H1−q.o. θ ∈ [0, pi), e quindi per quanto
visto prima dim(l(E) ∩ lc) = 1 per H1−q.o. c ∈ R. Ma allora per il teorema
di Marstrand, dim(l(E)) = 2, e quindi
2 = dim(l(E)) = dim(F ′) = dim(F ),
ovvero la tesi.
2
Come accennato in precedenza, di questo teorema ne esiste una versione piu`
forte dovuta a R.O. Davies espressa nel seguente
Teorema 110 (di Davies) Sia E ⊆ R2 un insieme boreliano e A ⊆ S1 un
insieme H1−misurabile tale che:
1) H1(A) > 0.
2) Per ogni e ∈ A, esiste un segmento se di direzione e contenuto in E.
Allora dim(E) = 2.
Anche se non facciamo la dimostrazione di questo teorema (che si puo` trovare
in [7]), diamo comunque un’idea di come essa procede: per semplicita` dividi-
amola in quattro passi:
Passo 1: Innanzitutto si sostituisce E con un insieme F di tipo Gδ che con-
tiene E e che abbia la stessa dimensione. Poi si dimostra che esistono P ∈ R2
e due rette distinte l1 ed l2 passanti per P tali che, detto
A′ = {e ∈ A | se ∩ li 6= ∅ ∀i = 1, 2},
si abbia A′ ∈ B(R2) e H1(A′) > 0.
Passo 2: Questo e` il punto piu` difficile e delicato del teorema: posto
F ′′ :=
[
e∈A′
se,
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si dimostra che quasi ogni retta compresa fra l1 e l2 e passante per P interseca
F ′′ in un insieme di dimensione 1.
Passo 3: Immergendo R2 in P2(R) e cambiando carta, si proietta una retta
passante per P (diversa da l1, l2) all’infinito, trasformando F
′′ in un insieme
F ∗ e li in l∗i . Le rette l
∗
i sono parallele, ed inoltre, per costruzione, quasi ogni
retta parallela ad l∗i (e compresa fra le due rette) interseca F
∗ in un insieme
di dimensione 1, per cui dim(F ∗) = 2 per il teorema di Marstrand.
Passo 4: Usando il fatto che, fuori da un intorno di P , il cambiamento di
carta e` un’applicazione localmente Lipschitziana, si dimostra che dim(F ′′) =
2, per cui dim(E) = dim(F ) = dim(F ′′) = 2.
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