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Abstract 
Existing scheduling strategies for task graphs mainly assume machine models that ignore 
properties of existing parallel architectures. The overhead on the processors for communication 
and the bandwidth of the interconnection network are neglected. The LogP-machine better reflects 
these properties. Much about scheduling task graphs is known, if the overhead (o) and the 
bandwidth per processor (l/g) are ignored and only latencies are considered. Then for some 
classes of task graphs it is possible that an optimal schedule can be computed in polynomial 
time (e.g. coarse grained trees), while for other classes (e.g. fine grained trees) this problem 
is NP-hard. The aim of this article is to extend the results onto the LogP-machine. Restricting 
us to linear schedules (i.e. no two independent tasks are scheduled on the same processor) we 
show that for inverse tree-like task graphs (which include inverse trees) optimal linear schedules 
can be found in polynomial time when g - o is constant, and the minimal computation time 
of a task is at least g - o (no matter whether the trees are coarse grained or not). The same 
result holds for optimal linear restricted schedules, where a schedule is restricted if for each task 
at least one of its direct predecessors (if it exists) is scheduled on the same processor. On the 
other hand we show that it is an NP-complete problem to find optimal (restricted) schedules for 
inverse trees even when g = o. @ 1999-Elsevier Science B.V. All rights reserved 
1. Introduction 
For many parallel programs the communication behaviour only depends on the size 
of the problem and not on the actual input. Using this property for translation and opti- 
mization improves the efficiency of the generated code dramatically (see e.g. [ 19,261). 
Moreover, programmers may focus on the inherent parallelism of the problems and 
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relax to the properties of the target machine. More specifically, programmers can use 
a synchronous, shared memory programming model and no data alignment and no 
mapping of processes onto processors is explicitly required in the source code. ’ Data 
and processes are distributed automatically. 
For the necessary optimization that clusters processes and reduces communications 
by redundant computations, a cost model is required reflecting communication latency, 
communication overhead, and network bandwidth on the target machines. The LogP- 
machine [7] is a generic machine model, that takes these communication costs into 
account. The architecture dependent parameters are: 
_ the communication latency L. It is guaranteed that a message (containing only 
a small number of words) arrives at its destination within this time. Observe that L 
is an upper bound on all source-destination pairs. 
- the communication overhead o. This is the time required by a processor to send or 
receive a message. It is assumed that a processor cannot perform operations while 
sending or receiving a message. 
- the gap g. This is the reciprocal of the communication bandwidth per processor. 
It means that when a processor sends (receives) a message, the next message can 
be sent (received) after time g, but not beforehand (if g do, g need not to be 
considered). 
- the number of processors P. 
These parameters have been determined for the CM-5 in [7] and for the IBM SPl 
machine in [9]. Both works found all LogP-based predictions on the execution times 
confirmed by practice (see also [6]). With this cost model we cannot only perform 
optimization automatically but also predict the quality of the optimized programs in 
terms of their runtime on a specific target machine. We consider here the problem 
of compiling parallel-programs with input-independent communication behaviour onto 
the LogP-machine. Since such parallel programs can be represented as task graphs 
(Section 2), our problem is a scheduling problem. The cost function is the running 
time of the scheduled program. More precisely, we suggest the same approach as 
[22] and ignore the number of processors P just taking the communication dependent 
parameters into account. However, the reduction of required processors is performed 
in a second step (not covered by this work). Therefore, we assume in the rest of the 
paper that the number of processors is unrestricted, i.e. P = 03. 
Much research has been done in recent years on scheduling task graphs with com- 
munication delay (see e.g. [ll-13, 17,20,23,24]). Here, we give an overview only 
over those works assuming an unrestricted number of processors. Papadimitriou and 
Yannakakis [20] have shown that given a task graph G with unit computation times 
for each task, communication latency L 2 1, and integer T,,, it is NP-complete to de- 
cide whether G can be scheduled in time 6 T,,, (if P = co). Their results hold no 
matter whether redundant computations of tasks are allowed or not. If, on the other 
’ This programming model is equivalent to the PRAM machine model, see [14] 
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hand, the latency is small compared to the computation time and recomputation is al- 
lowed, then the problem becomes polynomial time solvable [5]. Finding optimal time 
schedules remains NP-complete for simple DAGs as the concatenation of a join and a 
fork (when redundant computations are allowed), fine grained trees (no matter if redun- 
dant computations are allowed or not), where a tree is fine grained if the granularity 
y which is a constant closely related to the ratio of computation and communication 
is < 1 [21]. (Note, in these cases recomputation is of no advantage.) Gerasoulis and 
Yang [l l] find schedules for DAGs guaranteeing the factor 1 + (l/y) of the optimal 
time if recomputation is not allowed. For some special classes of task graphs, such as 
join, fork, coarse grained (inverse) trees (with y > 1) an optimal schedule can be found 
in polynomial time [4, 11, 18,241. If recomputation is allowed some coarse grained 
DAGs (with y 2 1) can also be scheduled optimally in polynomial time [2,8, 181. The 
problem to find optimal schedules having a small amount of redundant computations 
has been addressed in [23]. 
When every computation is non-redundant, the decision whether a task graph can 
be scheduled in time d 6 (with P = cm) is NP-complete even if L = 1 and each task 
has computation time one [12]. To decide the same problem with time 5 instead of 
6 becomes polynomial time solvable [12]. Clearly, when recomputation is allowed it 
can be decided in polynomial time whether a task graph can be scheduled in constant 
time. 
Many heuristics for finding good schedules use linear schedules, i.e. no two indepen- 
dent tasks are scheduled on the same processor (cf. [ 111). In some way linear schedules 
fully use the parallelism in the DAG. Unfortunately, it is known that determining an 
optimal linear schedule is NP-complete for coarse grained DAGs [21]. We note that 
the above cited NP-completeness result of [12] holds also for linear schedules, i.e. it 
is NP-complete to decide whether a linear schedule with time <6 exists for a DAG 
if no recomputation is allowed. 
Scheduling task graphs on the LogP-machine has been investigated only for classes 
of graphs that arise in special applications like various broadcast problems, summation, 
or FFT [7,15]. An approximation approach has been described in [25]. 
In this paper we investigate optimal scheduling of DAGs on an unlimited number of 
processors under the communication model of the LogP-machine, thus taking commu- 
nication latency, communication overhead and gaps into account. We give an algorithm 
that computes in polynomial time an optimal linear schedule for inverse tree-like task 
graphs (which include inverse trees) if A = max{g - o, 0) is constant and the minimal 
computation time of a task is at least A. Thus, by restricting us to linear schedules 
we can extend the polynomial algorithms for coarse grained inverse trees to the case 
that communication overhead and gaps occur in addition to communication latency 
(no matter whether the trees are coarse grained or not). Extending the communication 
model of the LogP-machine we also allow to have different communication latencies 
for the results of the tasks. On the other hand, we can show that it is an NP-hard 
problem to find an optimal (restricted) schedule for coarse grained inverse trees even 
if g Go, all tasks have constant computation time c, o, and L are constants and if an 
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Table 1 
Notations on task graphs G = (V, E, c, /) 
s-!/cc, 
PRED, 
a:w 
n 
P:kD(l7, L> ) 
ANC,. 
Cmin 
LEA VES( C) 
height(G) 
height(v) 
G,, 
successors of a task u E V, i.e. {u : (u, u) E E} 
predecessors of a task u E V. i.e. {u : (u, D) E E} 
there is a path from v E V to w E V 
the unique path from t’ E V to w E V, if G is an in 
={w:3xEn,,:wEPRED,\n,,.} 
ancestors of a task v E V, i.e. {w : w : u}. 
minimal computation time of a task u E V 
the set of all tasks without predecessors (leaves) 
length of a longest path in G 
length of a longest path from a leaf to u 
subtree rooted at a, if G is an inverse tree 
Subscripts and arguments are omitted if clear from the context 
optimal schedule exists which is restricted. A schedule is restricted if for each task at 
least one of its direct predecessors (if it exists) is scheduled on the same processor. 
Our result implies that even for coarse grained trees no optimal schedule can be found 
in polynomial time if we have a communication overhead in addition to communication 
latency, unless P = NP. 
In the next Section 2 we introduce some basic definitions and notation. In Section 3 
the polynomial time algorithms are described. Our NP-completeness result is given in 
Section 4. Conclusions are given in the final Section 5. 
2. Basic definitions and notation 
A task graph is a weighted directed acyclic graph (DAG) G = (V, E, c, 1) where V 
is the set of vertices (tasks), E is the set of communication edges, c : V -+ N assigns 
each vertex v E V a computation time, 1: V + N assigns each vertex v E V the time 
necessary to send the result of task v from one processor to another (the latency). 
A task graph G = (V, E, c, Z) is an inverse tree if its underlying directed graph is a tree 
with edges directed towards the root. G is inverse tree-like iff for any v E V the sub- 
graph induced by the ancestors of v is an inverse tree. An inverse tree G = (V, E, c, I) 
is coarse grained iff 
for all v E V, where PRED, is the set of (direct) predecessors of v. 
Table 1 summarizes all notations on task graphs and inverse trees used in this article. 
Remark. Inverse tree-like task graphs occur frequently. E.g. the task graph for the 
computation of the Fast fourier transformation, scalar products, sums, prefix sums, etc. 
are inverse tree-like. Fig. 1 shows some of these task graphs. 
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x(O) 
(a) 
x(4) x(2) ~(6) x(l) x(5) x(3) X(7) 
X(2) x(4) x(6) 
u v v v 
b(O) b(l) b(2) b(3) 
(b) 
Fig. I. Some task graphs: (a) fast Fourier transform and (b) prefix sums. 
We use the following kind of operations in a schedule of a task graph: 
(i) u E V is the computation of task v. 
(ii) recu(v,i) is the operation that receives the result of task u from processor i. 
(iii) send(u,i) is the operation that sends the result of task v to processor i. 
RECV(U) and SEND(U) denote the set of all operations which receive and send 
a task u E U, respectively. A schedule specifies for each processor the time when an 
operation starts. Formally: 
Definition 1. Let G = { V,E,c, 2) be a task graph. A schedule is a partial mapping 
s:N 
(9 
(ii) 
x b.4  V U SEND(V) U RECV( V) with the following properties: 
No two operations on the same processor overlap in time, i.e. for all (i, t), (i, t’) E 
DOM(s) (i.e. the domain of s) such that t’> t holds: If s(i, t) E V, then t’ 2t + 
Cs(i,t). Otherwise t’ 2 t + o. 
Between two send (receive) operations on the same processor must be at least time 
y, i.e. for all (i, t), (i, t’) E DOM(s) such that t’ > t and s(i, t),s(i, t’) E SEND(V) 
(s(i, t),s(i, t’) E RECV( V)), it is t’ >, t + g. 
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(iii) For any send operation s(i, t) = send(v,j) there is a receive operation s(j, t’) = recu 
(u, i), and vice versa. Between these must be at least time I,, i.e. t’at + o + I,. 
(iv) Each task must be computed, i.e. for all v E V there is an (i, t) E N x N such that 
s( i, t) = v. 
(v) Any predecessor of a task v must be computed or received on a processor before 
it computes u, i.e. if s(i, t) = u, then for any w E PRED,, there is a t’< t such 
that s(i, t’) E {w} U RECV({w}). 
(vi) Any task sent by a processor must be computed or received before on the same 
processor, i.e. for all (i, t) such that s(i,t) E SEND({u}) for a VE V, there is 
a t’ <t with s(i, t) E {u} U RECV({u}). 
A schedule s is linear iff for each processor the tasks computed on the processor 
induce a path in G. A schedule s is restricted if for each tasks v that is computed 
on a processor also a predecessor w E PRED(v) is computed on the same processor, 
provided PRED, # 0. 
The trace of a schedule s for processor i is a partial mapping trj : N + V U SEND(V) 
U RECV( V) defined by: 
(i) DOM(tri) = {t : (i, t) E DOM(s)} and 
(ii) trj(t) =s(i, t) for all t E DOM(tri). 
COMP(tr) = {v : 3 E DOM(tr) : tr(t) = u E V} is the set of tasks computed by trace 
tr. last(tr) denotes the last operation on tr. A trace tr has an idle interval from time t 
to time t’ if no operation is scheduled between time t and t’ and this interval is not 
used for a gap. A time step of an idle interval is an idle time step. 
The execution time of a trace tr is defined by 
I t + c,> if tr(t) = u E V, 
TIME(tr) = t + o if tr(t) E SEND(V) U RECV( V), 
0 if tr=0, 
where t is the starting time of the last operation in tr. Let TZMEd( tr) = TZME( tr)+ A 
if the last operation on tr is a receive or send, and otherwise TIMEd = TIME(tr). 
The execution time of a schedule s is the maximal execution time of its traces, i.e. 
TIME(s) = 
tr is~~~of .v TzME( @I’ 
Table 2 summarizes important notations on schedules. 
Example 2. Fig. 2(b) shows an optimal linear schedule for the fork-DAG shown in 
Fig. 2(a), where each task has computation time cv = 1, I, =L = 3, o = 1 and y = 2. 
The optimality is an immediate consequence of the optimal broadcast discussed in [ 151. 
The execution time of this schedule is 15. The execution time of the trace 1 is 10. 
Trace 1 has idle time steps at time 4,6,8, and > 11. 
Theorem 3 allows to restrict the consideration to inverse trees. 
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Table 2 
Notations on schedules s 
SEND(U) 
RECY(U) 
DOM(s) 
tr, 
COMP(tr) 
last(tr) 
TIME(&) 
TIMEA 
TIME(s) 
TZME( G) 
rtime(v) 
all send operations which send the result of a task U C V 
all receive operations which receive the result of a task U C V 
domain of a schedule s 
trace for processor i 
set of tasks computed by trace tr 
last operation scheduled on trace tr 
execution time of trace tr 
is TZME(tr) + LI if last(tr) is a receive/send and TZME(tr) otherwise 
execution time of schedule s 
execution time of an optimal linear schedule for G 
earliest time for which the result of the root of u can be received 
traces 
(b) 
- computation 
m receive 
m send 
gap 
143 
Fig. 2. A task graph and its schedule. (a) A fork-DAG and (b) A schedule for the fork-DAG in (a) 
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Theorem 3. If there is a polynomial algorithm which computes optimal linear (linear 
restricted) schedules of inverse trees, then there is a polynomial algorithm which com- 
putes optimal linear (linear restricted) schedules of inverse tree-like task 
graphs. 
Proof. We consider here only linear schedules (the proof for linear restricted 
schedules is similar). Let G = (V, E, c, Z) be an inverse tree-like task graph. For any 
v E V, SUCC, = 8, we can compute an optimal linear schedule of G, in polyno- 
mial time, because G, is an inverse tree. An optimal linear schedule s for G can 
be constructed by the concatenation of the optimal linear schedules for the inverse 
trees G,, SUCC, = 0, since the execution time of this schedule is TIME(s) = 
max,EV,succ, = a TZME( G,). Thus, s can be computed in time at most 1 V 1 . T( 1 VI), 
where T() VI) is the time to compute an optimal linear schedule of an inverse tree with 
I VI tasks. 0 
3. Polynomial algorithms 
In this section we show how to find optimal linear (restricted) schedules for inverse 
trees on the LogP-machine with P = 3= if A = max{g-o, 0) is constant and the minimal 
computation time of a vertex is at least A. We allow different communication latencies 
for the results of the tasks. 
Our approach is as follows: Our algorithms compute for each vertex v - starting with 
leaves - an optimal linear (restricted) schedule for the subtree G, rooted at v. Since 
we consider only linear schedules we can assume without loss of generality that all 
vertices computed on a trace form a subpath of a directed path from a leaf to the root. 
In case of linear restricted schedules we can assume that the subpath starts with a leaf. 
Basically, we compute for each vertex vg in G, (VO = v is possible) an optimal 
linear (restricted) schedule for G,, under the assumption that the schedule contains 
one trace tr which computes exactly the tasks on the path flvO,D from us to v (i.e. 
COMP(tr) = Ii’,,,,,). In case of linear restricted schedules we need to consider only 
the case that vo is a leaf. For each task u # v of G,, an optimal schedule for G, is 
already known when considering v. Thus, we know for each task u # v the earliest time 
when it can be received. Using this information, our problem is to find an optimal trace 
that computes the tasks on the path from vo to v. For each vertex v the processor which 
computes v is denoted by proq.. 
Section 3.1 describes the basic algorithm for scheduling inverse trees in detail. It 
reduces the problem of finding optimal linear (linear restricted) schedules to finding 
some optimal traces. In Section 3.2 we describe how to find such a trace when A = 0. 
Section 3.3 restricts the search space for an optimal trace if A >O. Section 3.4 then 
discusses the scheduling algorithm for the case A >O. We describe only how to find 
optimal linear schedules, since an algorithm for optimal linear restricted schedules can 
be easily designed by the same techniques. 
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3.1. The basic algorithm 
In this section, we discuss the overall structure of the algorithm computing optimal 
linear schedules. Algorithm 1 gives the general structure. It traverses the inverse tree 
G = (V, E, c, 1) from the leaves to the root and computes for each w E V an optimal 
linear schedule based on the optimal linear schedules of G, for all u E ANC,\{w} (cf. 
Algorithm 1). The auxiliary vector b = (bu)oEY contains a schedule for some nodes 
of G. At the beginning, b, is empty and at the end, b, is an optimal schedule for 
G, for every v E V. Since no b, is changed after v is considered by the loop in line 
(2) the invariant of this loop is that b, is an optimal linear schedule for G, for all 
u E ANC,\{w). 
Algorithm 1. optschedule 
Input: an inverse tree G = (V, E, c, I) with root r 
Output: an optimal linear schedule s of G 
(1) for i := 0,. . . , height(G) do 
(2) for all w with height(w) = i do 
(3) b, := optschedule_partial(G,, b) 
(4) return b, 
For the correctness of Algorithm 1 it is sufficient that in line (3) an optimal sched- 
ule of G, is computed, provided the optimal schedules b, for all u E ANC,\{w} 
are given. The algorithm implementing optscheduZe_partiaZ(G,, b) is based on the 
following 
Lemma 4. For any inverse tree G= (V,E,c, 1) with root r, there is an optimal linear 
schedule s of G with the following properties: 
(i) the trace computing r computes a path IIL,,r for a v E V, and 
(ii) for any u E PRED(D,,), the schedtde consisting of the traces on which nodes 
of G, are computed is optimal for G,. 
Proof. The linearity of s implies immediately (i). Suppose there is a u E V such that 
b, is not optimal. Let s’ be the partial mapping where b, is replaced by an optimal 
schedule b: for G,. Then the operation send(u, trr) is executed in s’ not later than 
in s. Therefore s’ is a schedule where u satisfies (ii). Thus, the existence of s with the 
required properties follows by induction. 0 
Lemma 4 suggests to implement optschedule_partial( G, 6) by considering optimal 
traces which compute the root r of an inverse tree G using the optimal schedules for 
all v # r. For any vertex v E V a schedule sU of G is computed such that s, is optimal 
among the schedules which have a trace computing 17 L,,T. s, is computed by extending 
the optimal schedules for u E PRED(H,,,,) with an optimal trace. By Lemma 4, the 
schedule s,, with minimal execution time is optimal. Algorithm 2 implements these 
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ideas. Function OptTrace(G, v, rtime) computes an optimal trace tr which executes the 
tasks in 17v,r using for any u E PRED(l7,r) the earliest time rtime(u) where u can 
be received. Sections 3.2 and 3.4 discuss algorithms implementing OptTrace for the 
cases A = 0 and A > 0, respectively. 
Algorithm 2. optschedule-partial(G, b) 
Input: Inverse tree G = (V,E,c, 1) with root Y and for all v E V\{r} an optimal 
schedule 6, of G, 
Output: An optimal schedule s for G 
(1) for UE V do 
(2) . 0; s ‘- 
(3) fl;r; E PRED(l7,r) do 
(4) s, := s, U b,; - - include all optimal schedules 6, for G, 
(5) t, := TIME(b,); rtime(u) := t, + 1, + o; 
(6) s,( procu, tU) := send(u,pr,); - - send u to processor proc,. 
(7) end; 
(8) s, := s, U Opt Trace(G, v, rtime); - - add the optimal trace 
(9) end; 
(10) return a schedule s, with minimal execution time 
Theorem 5 (Correctness of Algorithm 2). Let G = (V, E, c, 1) be an inverse tree with 
root r and for any u E V\(r) 6, be an optimal schedule for G,. If for v E V tr = 
OptTrace(G, v,rtime) is an optimal trace with COMP(tr) = lIo,r where no task u E 
PRED(lI,,) is received before rtime(u), then Algorithm 2 returns in time O(IV)* + 
) V ( . T( / VI)) an optimal linear schedule of G, where T( 1 V 1) is the execution time for 
computing OptTrace(G, v, rtime). 
Proof. It is not hard to see that any schedule s, has the structure of the schedules 
described in Lemma 4. By the assumption on OptTrace, the schedule sV in the output is 
optimal among the linear schedules which contain a trace computing ZI,,. By Lemma 4, 
there must be a u E V such that s, is an optimal linear schedule. Since any v E V is 
considered, the algorithm returns an optimal linear schedule. 
For a fixed v E V, the union in line (4) requires time 0( lb, I), the other two lines 
require only constant time. Therefore lines (3)-(7) require time O(lsvj). Since G is an 
inverse tree, Is, I = 0( 1 VI). The union in line (8) also requires time 0( I VI). Therefore 
lines (2)-(8) can be executed in time O(l VI + T(lVl)). The claim follows from the 
fact that these lines are executed I VI times. 0 
Thus, it remains to consider the computation of optimal traces. The case A = 0 is 
described separately, because it is much easier to handle than the case A >O. The 
reason for this is that a simple greedy approach for computing an optimal trace will 
work if g do. Especially, if at a certain time t several receives and a computation can 
be scheduled, it does not matter which of these operations we choose first. In contrast, 
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when g >o we should avoid to schedule two receive operations in a row since this 
would cause a gap in between. Unfortunately, an optimal decision which operation 
should be the next cannot be made locally. 
Remark. Finding optimal linear restricted schedules is a similar. The difference is that 
Algorithm 2 iterates only over u E LEA VES(G) instead of v E V. 
3.2. Computation of an optimal trace if A = 0 
If A = 0 it is easy to find for an inverse tree G = (V, E, c, 1) with root r, v g V an 
optimal trace tr computing nv,r, if for each u E PRED(ll,,) the earliest time when 
ZJ can be received is known. Observe that we have a special case of the l-machine 
scheduling problem with precedence constraints and release dates. It is known that a 
simple greedy strategy can be used to find an optimal schedule for this problem [ 161. 
The strategy is just to schedule an operation as early as possible. If several operations 
can be scheduled at the same time it does not matter which of them is chosen first. 
It is known (and easy to show) that this greedy strategy works in time 0( 1 V 1 log 1 VI). 
Thus we obtain the following result: 
Theorem 6. IJ’ A = 0, an optimal linear schedule of an inverse tree G = (V, E, c, 1) can 
be computed in time O(height(G) . 1 VI2 log I VI). 
Proof. We run Algorithms 1 and 2 using the greedy strategy for implementing 
OptTrace. The correctness follows immediately from Theorem 5. Observe that for the 
ith iteration of line (3) of Algorithm 1 all subtrees G,$, are disjoint. Since the greedy 
strategy can be implemented in time 0( 1 V ( log ) VI) and by Theorem 5 we conclude 
that Algorithm 1 needs time O(height(G) . / VI2 log /VI). 0 
3.3. Properties of optimal traces if A > 0 
Before we describe how an optimal trace can be found in case A > 0, we exploit some 
properties of optimal traces in order to restrict the search space. Let G = (V, E, c, 1) be 
an inverse tree with root r, v E V. Then the problem is to find a trace which is optimal 
(i.e. it has minimal execution time) among the traces tr satisfying 
(*) COMP( tr) = Zi’v,r and 
(**) tr(t) = recv(u) * t >rtime(u). 
G.YF denotes the set of the optimal traces satisfying these two conditions. A 
trace tr E 0.9F is called a nice optimal trace if for each trace tr’ E 09.F which 
has the same sequence of operations as tr, it holds that no operation in tr’ is sched- 
uled earlier than the corresponding operation in tr. Our algorithm computes a nice 
optimal trace by maintaining two sets Y and Y* of prefixes of traces which are 
known to contain a prefix of a nice optimal trace. In order to get a polynomial time 
algorithm we have to make sure that the sets Y and Y* maintained by the 
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recv(u) 
/ : 
tr’ _____ _______________________--f______ 
t t’ t* 
denotes idle times due to gaps 
Fig. 3. Case 1 in the proof of Lemma 7. 
algorithm have polynomial size. The properties discussed in this subsection help to 
bound [FUU*j. 
For the rest of this section we use the following definitions: For any t E N, Mt = {u E 
PRED(I;I,,) : rtime(u) = t} is the set of tasks which can be received at time t. A trace 
has a A-interual from time t to time t + A if a receive operation is finished at time t 
and the next operation is scheduled after time t + A. 
All the following lemmas have a similar message. They show that some operations 
on an optimal trace tr E OPF can be rearranged without violating the optimality and 
satisfying some nice properties. 
The following lemma states that there are optimal schedules which have no more than 
A “unnecessary” idle time steps between the earliest possible time when an operation 
could have been scheduled and the time it actually is scheduled. 
Lemma 7. Suppose a trace tr E 6YF satisjes each of the following conditions: 
(i) tr has an idle interval [t, t + 11. 
(ii) tr has at least A idle time steps after time t. 
(iii) (a) There exists a u~A41 U ... u Aft such that recu(u) is scheduled not before 
time t + 1 or 
(b) there exists a u E Ilv,r which is computed after time t and all w E PRED, 
are available at time t. 
Then there exists a trace tr’ E fi.YF which is identical to tr for time 6 t and which 
schedules recv(u) - in case of (a) ~ or computes u ~ in case of(b) - at time t. 
Proof. Let be tr E 099 such that (i)-(iii) are satisfied. 
Case 1: (a) is satisfied, i.e. there is a u E MI U A42 U . . U MI such that tr(t’) = 
recv(u) for a t’ 3 t + 1. tr’ is obtained from tr by the following transformations (cf. 
Fig. 3): 
_ First, remove recu(u) from tr. After this removal there are at least A + o = g idle 
time steps after time t. 
_ Then, delay some operations without changing their order and increasing TIME(tr) 
such that an idle interval [t, t + g] is created. 
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recv(u’). 
tr’ 
U .____,_,_____________ I----- 
A 
t t 
7, 
t’ t” 
Fig. 4. Case 2 in the proof of Lemma 7 
- Finally, define tr(t) = recv(u), i.e. recv(u) is scheduled in the interval [t, t + g]. 
Case 2: (b) is satisfied, i.e. there is a u E IZv,r such that tr(t’) = u for a t’> t + 1 
and all w E PRED, are available at time t. tr’ is obtained from tr by the following 
transformations (cf. Fig. 4): 
- Remove first the computation of u from tr. After this removal there are at least 
d + max(c, - d, 0) > c, idle time steps after time t. 
- Let tr(t”) = recu(u’) be the latest receive with t” <t’ (if it exists). Delay some op- 
erations (including rem(u)) without changing the order of operations and TIME(tr) 
such that an idle interval [t, t + c, - l] and a d-interval after rem(u) is created. 
- Finally, define tr(u) = t, i.e. the idle interval [t, t +c, - l] is used for the computation 
of u. 0 
The following lemma shows that there are optimal traces such that the receive op- 
erations rem(u) which can be received at a certain time t are ordered by the height 
of succ,. 
Lemma 8. There exists a tr E 693 such that the following condition is satisjed: 
rf tr(t) = recv(w) for a w E PRED(ll,,), then height(SUCC,) 3 height(SUCC,) for 
all u E MI U M2 u . UM, which are received later than t, i.e. tr(t’) = recv(u) for a 
t’ > t. 
Proof. Let be tr E fi9’F such that there is a w E PRED(II,,,) and a u E MI UM2 U 
. . . UM, with tr(t) = rem(w), tr(t’) = rem(u), t’ > t, and height(SUCC,) < height 
(SUCC,). W.1.o.g. assume that the height of SUCC, is minimal among the ver- 
tices u satisfying these properties. Let tr’ be the trace obtained by exchanging rem(u) 
and rem(w). This can be done without increasing TIME(tr) since u E MI U . . UM,. 
Thus, tr’ E OiPF and the number of pairs (w, u) violating the condition of the lemma 
is less than in tr. Therefore the lemma follows by induction. 0 
The next lemma shows that if there exists a node u such that all predecessors of u 
are available and the last operation was a receive then u can be computed immediately 
after this receive operation. 
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Lemma 9. Let tr E 09F be a trace such that there is a time t with 
(i) tr(t) = recv(w) for a w E PRED(lI,,) and 
(ii) there is a u E IIV,r which has not been computed at time < t+o but all x E PRED, 
are uvailable at time t t o. 
Then there exists a tr’ E 0Y.Y which is identical to tr until time t + o and 
tr’(t + 0) = u. 
Proof. Suppose tr(t’) = u for a t’ > t + o. Observe that there can be no computation 
of a task between t + o and t’. If there is no receive operation between t + o and t’ 
then tr’ is obtained from tr by shifting the computation of u to time t + o. Otherwise, 
let recv(x) be the latest receive before time t’ and t” be the time when the receive is 
finished. Then tr’ is obtained from tr by the following transformations (cf. Fig. 5): 
- First, remove the computation of u. After this removal, there are at least max(c, - 
A,O) idle time steps after time t”. 
_ Then, delay some operations without changing their order and TIME(tr) such that 
an idle interval [t + o + A, t + o + max(c, - A, 0) - l] is created. 
- Finally, define tr(t + o) = u, i.e. the interval [t + o, t + o + c, - l] is used for the 
computation of 24. 
The second step guarantees the gap g between recv(x) and the next receive operation. 
To see this, we distinguish the cases c,, > A and c, < A. Observe that there is A-interval 
after recv(w). Thus, if c,, < A nothing need to be delayed for the final step. If c, > A 
all operations behind recv(w) and therefore recv(x) are delayed by c, - A. Since the 
first receive operation after recu(x) is not executed before time t” + c, this delay is 
possible without violating the gap g. Cl 
The following example shows that it might be better not to schedule any operation 
directly after the computation of a node u even when u is the only predecessor of 
SUCC”. 
Example 10. Consider the task graph in Fig. 6 and let o = 3, g = 5, cc = cU = cW = c,. 
= 3, rtime(x’) = 4 and rtime(x”) = 4. Observe that A = g - o = 2. Although the lower 
trace introduces at time 3 an idle time step it is better than the upper trace. 
tr 
tr’ 
U 
.___ _ _ _ _ _ _ _ 
7 
__,_,__,___ 
recv(w) recv( x) t” 
____~-2+____ 
A 
t t 
9, t” 
Fig. 5. Transformation in the proof of Lemma 9. 
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recv(x’) A recv(x”) r 
W recv(x”) r 
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Fig. 6. Traces in Example 10. 
W W’ 
tr ____. Y..__,__ 
recv(u) 
W1 
tr’ __--- +____________,___ 
t t’ t* 
Fig. 7. Transformation in the proof of Lemma II 
The following lemma shows that if there are two consecutive computations w and 
w’ in an optimal schedule and there is a receive operation up which can be scheduled 
at the same time as w’, then there is also an optimal schedule where op is scheduled 
immediately after w. 
Lemma 11. Let tr E OPT be a trace satisfying the following two conditions: 
(i) There exists w, w’ E ZZv,r with w’=SUCC(w) such that tr(t)=w and tr(t + 
c,) = w’ for a t. I.e. w’ is computed immediately after w. 
(ii) There exists a u E Ml U . . . UMp, t’ = t fc,,,, and recu(u) is scheduled not before 
time t+c,+c,l. 
Zf A G Cmin, then there exists a trace tr’ E LOPF which is identical to tr for time 
d t + c, and tr’(t + c,) = recu(u). 
Proof. Let tr E 895 be a trace satisfying (i) and (ii), w, w’ E Ii’,,, and u E Ml U . . . 
u M,J as defined by these two conditions, and t” be the time when recv( u) is scheduled. 
The trace tr’ is obtained by the following transformations (cf. Fig. 7): 
_ First, the computation of w’ and recu(u) is removed. After this removal tr has at 
least c,,,! + o idle time steps after time t + c,,,. 
_ Then, the operations after time t + c, are delayed without changing their order and 
TZME(tr) in order to create the idle interval [t + cwr t + c, + o + C,I - l] of size 
0 + cwt. 
_ Finally, we define tr(t + c,) = recv(u) and tr(t + c, + o) = w’. Observe that c,in 3 d 
is required since there might be a receive operation directly after the computation 
of w’. 0 
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tr 
tr’ -__-- _____________-_,recv(w).___... 
t t” t’ t* 
Fig. 8. Transformation in the proof of Lemma 12. 
The last lemma states that there are optimal traces such that receive operations satisfy 
an ordering property. 
Lemma 12. Let tr E 89.F be an optimal trace with an idle time interval [t, t’ - I] of 
positive length. If tr(t’) is a receive operation, then there is also a trace tr’ E 8PF 
which is identical to tr up to time t and satisjies the following properties: 
(i) tr’ has an idle time interval [t, t” - 11, t” d t’ (t” = t is not excluded), 
(ii) tr’(t”) = recv(w) for a w E PRED(l7,,), and 
(iii) height(SUCC,) < height(SUCC,) for any u E PRED(lI,,) with rtime(u) < t” 
which is not received before time t. 
Proof. Let tr E GYF be a trace with an idle time interval [t, t’ - 11, tr(t’) = recv(w). 
Suppose there is a u E PRED(lI,,) with height(SUCC,) ,<height(SUCC,,,), t” = rtime 
(u)< t’, and u is not received by tr before time t. Select u such that height(SUCC,) 
is minimal. Then tr’ is obtained by the following transformation (cf. Fig. 8): 
_ First, replace recv(u) by recv(w). 
~ Then, schedule recv(u) at time t”. 
It is not hard to see that tr’ is also a trace. 0 
Observe that if an optimal trace tr has the properties stated in Lemma 12, it does 
not necessarily imply that there is no u E PRED(n,,,) with rtime(u) < t” that has not 
been received before time t. The following example demonstrates this: 
Example 13. Consider the task graph in Fig. 9. Suppose ZI,,, = {v,x, Y}, o = 2, g = 4, 
c, = c, = c, =2, and rtime(w) = 7 and rtime(u) = 8. Fig. 9 shows the two possible 
traces without superfluous idle times for the order of operations. The trace which 
receives w first has a longer execution time than the trace which receives u first 
although w is received earlier than u. 
Remark. Examples 10 and 13 illustrate why a greedy approach to compute an optimal 
trace (as chosen in Section 3.2) does not work. 
3.4. Computation of an optimal trace if A > 0 
In this subsection we describe our algorithm for computing an optimal trace in the 
case A > 0. If A is constant (in terms of the size of inverse trees) and A <c,,,i,,, then 
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recv(w) x recv(u) r 
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Fig. 9. Traces in Example 13. 
algorithm Opt Trace computes for inverse tree G = (V, E, c, 2) with root r and v E V 
a trace which is optimal among the traces tr satisfying conditions (*) and (**) of 
Section 3.3. Such traces are denoted optimal in this subsection. OYF denotes the set of 
optimal traces satisfying these two conditions. Define RTimes = {rtime(u) :u E PRED 
(ZZ,,)}. A trace tr is called prejix of length t, for t 2 TZME(tr), of a trace tr’ if tr 
equals tr’ from time 0 to time TZME(tr) and if both traces have a possibly empty 
idle interval [ TZME( tr) : t], 
Algorithm OptTrace works in a bottom up fashion. Examples 10 and 13 have shown 
that the greedy approach chosen for the case A = 0 does not work here. There may exist 
several possibilities to extend a trace where it is not known in advance which choice 
should be made. The search space can be restricted using Lemmas 7-12. Therefore 
algorithm OptTrace considers only traces which do not violate the conclusions of 
these lemmas. Although a general greedy approach does not work, Lemmas 9 and 11 
show that a trace tr can be extended greedily as long as TIME(tr)< t - A, where 
t = min{ t’ E RTimes 1 t’ 2 TZME(tr)}, as follows: 
_ if the last operation on (tr) is a computation, then - if possible - a receive is 
scheduled afterwards; 
_ if the last operation on (tr) is a receive operation, then - if possible - a computation 
is scheduled afterwards. 
If TZME(tr) becomes > t- A when extending tr, it is not clear, whether it is better to 
proceed greedily as above, or to introduce an idle interval [ TZA4E( tr) : t] and schedule 
at time t the receive of a task w with rtime(w) = t, or to introduce a still larger idle 
interval [TZME(tr) : t’] with t’ > t. Algorithm OptTrace needs some auxiliary variables 
for making the choices when scheduling operations on traces at time t. In particular, 
it uses 
~ two sets F, F* of traces, where F contains traces that are extended greedily and 
F* contains traces which are extended by idle time steps. 
- for each trace tr a heap M”(t) which contains all u E PRED(I;I,,) with rtime(u) dt 
which have not been received on tr at time t, 
- for each trace tr an each u E 17v,r a boolean variable avail”(u) which is true if all 
predecessors of u have been received or computed on tr, 
- for each trace tr an integer variable x” that counts the number of idle time steps on 
tr where Lemma 7 could be applied. 
154 M. Middendorf et al. I Theoretical Computer Science 215 (1999) 137-168 
_ a function nextRTimes(t) which returns the smallest value in RTimes which is larger 
than t if it exists and 0;) otherwise, and constants minRTimes (maxRTimes) which 
denote the minimal (maximal) value in RTimes. 
Beginning with an empty trace algorithm OptTrace computes possible extensions 
of this trace such that at every time at least one of the sets Y-, Y* contains a trace 
that is a prefix of an optimal trace. Algorithm OptTrace proceeds (beginning with 
time t = 0) from time t E (0) U RTimes U {co} to t = nextRTimes(t) until t = cm. At 
time t the traces in 3 UT* schedule some receive operations of results of tasks 
u E PRED(l7,,) with rtime(u) < t and some computations of tasks in lI,,. Y contains 
either several traces with TIMEd > t or only one trace which is prefix of an optimal 
trace. Y* contains those traces that have an idle interval between TIMEd and t. 
Algorithm OptTrace uses two functions TraceExtend and NewTrace to extend the 
traces in Y and Y*. Basically TraceExtend is used to extend traces tr in Y greedily 
until TZME(tr)> t’=nextRTimes(t). If necessary TraceExtend makes a copy tr’ of 
tr (before the last extension), extends tr’ with an idle interval [TZME(tr’) : t’] and 
puts it into 5*. NewTrace then extends traces in Y* by a receive of the results of a 
task w with rtimes(w) = t’ (and puts tr into Y afterwards) and/or introduces an idle 
interval [t’ : nextRTimes(t’)] on tr. All extensions of traces are done such that only 
nice traces are computed and no trace that violates the conclusions of Lemmas 7-12. 
In the following we describe in some more detail how the extensions are done. 
Recall that F contains traces with TZMEd(tr)> t’ or only one trace which is 
prefix of an optimal trace. For each trace tr E F and time t =nextRTimes(t’) func- 
tion TraceExtend(tr, t) does the following: (i) it extends tr until TZMEd(tr)> t (if 
possible) by greedily scheduling computations and receive operations of results of tasks 
in kP’(t’) (Note that results of tasks in M1 are not yet received). If all results of tasks 
in M”(t’) and all computations u E II,, with auaiZ’r(u) = true have been computed 
before time t then obviously the prefix of an optimal trace is found. Hence, optimal is 
set true, and the search space can be restricted to this trace (i.e. afterwards F = {tr} 
and Y-* = 0). TraceExtend(tr, t) extends tr stepwise by always appending greedily 
one operation to the trace (i.e. if possible, a recieve is scheduled after a computation 
and vice versa). Thereby the new operation is always scheduled at time TZMEd(tr). 
Hence, no new idle intervals emerge on tr. This extensions are always optimal (i.e. if 
the old tr was prefix of a nice optimal trace then the new tr is also) besides possibly 
the last extension, when .P + t - TZME(tr) 6 A may hold (Note, that this can hold only 
before the last extension since cmin 3 A). After the last extension TIMEd 2 t holds. 
If the last extension cannot guaranteed to be optimal since a? + t - TZME(tr)d A, 
then TraceExtend(tr, t) returns both traces, the new one and the old one extended by 
the idle interval1 [TZME(tr) : t]. The former is added to the new set 5 and the latter 
is added to the set Y* by OptTrace. 
F* contains traces which contain an idle interval between TIMEd and t. For 
these traces TZMEd(tr)<t and not all results of tasks in Mt’(t’) have been received 
yet on tr. If there exists a task w E Mt such that height(SUCC,) <height(SUCC,) 
for each task u EM” that has not been received at time TZME(tr), NewTrace 
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schedules at time t the receive for such a w EM, with minimal height(SUCC,,,). The 
new trace tr’ is then added to the set 5. The old trace tr is not removed from F* 
if ,F + t - nextRTimes(t) 6 A because it may be necessary to schedule a still larger 
idle interval. This is done when New Trace is invoked with tr again by Algorithm 3 
at time nextRTimes(t). 
Algorithm 3. OptTrace(G, v, t-time) 
Input: An inverse tree G = (V, E,c, Z) with root r, v E V and for any 
u E PRED(II,,) the time rtime(u) 
Output: A nice optimal trace tr computing II,,. 
(1) if ~ELEAVES(G) then 
(2) tr := 0; tr(0) = u; x” := 0; 5 = { tr}; 
(3) if minRTimes ,< A then 
(4) tr’ = 0; xf” = minRTimes; Y-* = { tr’}; 
(5) else F* = 0; 
(6) else tr := 0; x” = 0; Y = { tr}; Y* = 0; end; 
(7) t=o; 
(8) while t#a do 
(9) t = nextRTimes(t); 
(10) S’=& 
(11) for tr E Y do 
(12) (T”, F** ) = TraceExtend( tr, t); 
(13) if optimal A t # CCI then 
(14) y-’ = gt1; G-* _ J - 0; optimal =false; exit for loop; 
(15) y-’ = y’ ” g/f. ) $*=~*uy**; 
(16) end; 
(17) JF=yCl. g***_ -0; 
(18) for tr E >* do 
(19) (.T, F**) = NewTrace(tr, t); 
(20) y_yuy/; $***=g***ug**; 
(21) end; 
(22) g*=g***; 
(23) end; - - while 
(24) return a tr f F with minimal TIME(tr); 
We will show that several invariants are maintained by OptTrace as stated in the 
next lemma. 
Lemma 14. At line (8) of OptTrace t E (0) U RTimesU {o;)), Y and 9* contain 
traces satisfying conditions (*) and (**) of Section 3.3, and 
(i) rf t E (0) U RTimes then 
(a) There exists a trace in Y U F* which is a prefix of a nice optimal trace. 
(b) For each trace tr E F-: 
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_ Either TIMEd( tr) 2 t or 5 = { tr}, Y* = 0, TZMEd( tr) 6 t, the results of 
all tasks in M”(t - 1) have been received on tr, and each task u E IIU,r 
with avail”(u) = true has been computed on tr. 
_ The variable xfr contains the number of idle time steps on tr where 
Lemma 7 could be applied at time max{t, TZMEd(tr)} and xfr d A. 
(c) For each trace tr E 3*: 
~ If t > 0 then TIMEd < t, and tf t = 0 then TIMEd( tr) = t. tr has an 
idle interval [ TIMEd : nextRTimes(t)]. 
_ The variable xfr contains the number of idle time steps on tr where 
Lemma 7 could be applied at time nextRTimes(t) and x” d A. 
(ii) If t = co then .F contains a nice optimal trace, F-* = 0, and for each trace tr E F 
all tasks in II,, are computed on tr. 
Before we prove this lemma we show that the invariants (i.a)-(i.c) are preserved by 
functions TraceExtend and NewTrace. Then we prove Lemma 14 and show the cor- 
rectness of Algorithm OptTrace. Finally we show the correctness of the whole schedul- 
ing algorithm and discuss its time complexity. First we consider function TraceE_xtend. 
Algorithm 4. TraceExtend(tr, t) 
(1) tr’=0; 
(2) while TIMEd(tr)<t do 
(3) t’ = TIMEd (tr ); 
(4) if 3 task v # COMP(tr) with avail”(v) = true then 
(5) if last(tr) = recv(u) for a task u then 
(6) tr(t’ - A) = v; 
(7) else if M’(t’) # 0 then 
(8) choose w E M”(t’) such that height(SUCC,) is minimal; 
(9) tr(t’) := recv(w); 
(10) else - - last(tr) = u for a task u 
(11) if x” + t - t’ <A then tr’ = tr; xtr’ =x” + t - t’; end; 
(12) tr(t’) = SUCCi,,t~t,j; 
(13) else if Mtr(t’) # 8 then 
(14) if x” + t - t’ <A then tr’ = tr; XI” = xtr + t - t’; end; 
(15) choose w E Mtr(t’) such that height(SUCC,) is minimal; 
(16) tr(t’) := recv(w); 
(17) else 
(18) optimal := true; x” = 0; return ({ tr}, 0); 
(19) end; - - while 
(20) if tr’ # 0 then return ({tr}, {tr’}); 
(21) else return ({tr}, 0); 
The following lemma shows that invariants (i.a)-(i.c) of Lemma 14 are preserved 
by function TraceExtend. 
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Lemma 15. Line (12) of OptTrace is executed only if t E RTimesU {co} and after 
execution of line (12) the following holds: 
(i) F” = {G} and F** = { tr’} v F** = 0 for extensions tr and tr’ of tr. If t = CC v 
optimal = true then F** = 0. 
(ii) rf tr is pre$x of length t of a nice optimal trace then one of the following cases 
holds 
~ ir is prefix of length max{t, TIMEd( (if t E RTimes), or of length TIME,, 
(ir), if t = co, of a nice optimal trace or 
_ tr’ exists and is prefix of length nextRTimes(t) of a nice optimal trace. 
(iii) For ir: 
(a) If optimal =false then TIMEd( t. 
(b) If optimal = true /\t # q then ir is pre$x of length t with TIMEd < t of 
a nice optimal trace. Further, all results of tasks in Mir(t - 1) are received 
on ir and all tasks u E II,, with avail”(u) = true are computed on ir. 
(c) If t = cc then all tasks in II,, are computed on ir. 
(d) Variable xir contains the number of idle time steps where Lemma 7 could 
be applied at time max{t, TIMEd( and xir < A. 
(iv) For tr’ (zf it exists): 
(a) TIMEb(tr’) < t 
(b) tr’ has an idle interval [TZMEd(tr’): t]. 
(c) Variable xfr’ contains the number of idle time steps where Lemma 7 could 
be applied at time t and 2” <A. 
Proof. Since t is initialized to zero in line (7) of OptTrace and is changed afterwards 
only in line (9) by t = nextRTimes(t), it is obvious that line (12) of OptTrace is 
executed only if t E RTimes U {m}. Observe that in line (11) and (14) of TraceExtend 
xfr + t - t” > A if t = cc and therefore according to Lemma 7 no trace tr’ # 0 is created 
in TraceExtend. Thus F** = 8 in line (12) of 0 pt T race if t = 0~;. If optimal is set 
true in line (18) TraceExtend returns ({ tr}, 8). Hence 3** = 8 if optimal = true. The 
rest of (i) is easy to see. 
We now show (ii)-( Assume TIMEA(t (Otherwise the lemma holds triv- 
ially). We consider several cases: 
1. There exists a task v $ COMP(tr) with avail”(v) = true: 
A. If last(tr)= recv(u) for a task u: Trace tr is extended to a trace ir in 
line (6) of TraceExtend such that v is scheduled at time TIMEd - A. By 
Lemma 9 the extended trace ir is prefix of length TIMEd of a nice optimal 
trace, if tr was prefix of length TIMEd of a nice optimal 
trace. 
B. If last(tr) = u for a trace u and Mt’( TIMEd( # 0: Trace tr is extended 
in line (9) of TraceExtend to a trace ir such that a w E M”(TZMEd(tr)) 
with minimal height is received at time TZMEd(tr). By Lemmas 8 and 11 the 
extended trace ir is prefix of length TIMEd of a nice optimal trace if tr 
was prefix of length TIMEd of a nice optimal trace. 
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C. If last(~) = u for a trace u and M”( 7’1MEd( tr)) = 0: 
- x” + t - TIMEd < A: TraceExtend creates a new trace tr’ in line (11) 
which is equal to tr but with an idle interval [ TIMEd( tr) : t]. Accordingly 
x”’ =xfr+t- TZMEd(tr). Clearly TIMEd(tr’) < t. TraceExtend also extends 
tr to a trace 5 in line (12) by scheduling u at time TIMEd( Since c, > A 
we have TIMEd(fr Clearly, TV is prefix of length TZMEd(&) of a nice 
optimal trace or tr’ is prefix of length t of a nice optimal trace, if tr was 
prefix of length TIMEd of a nice optimal trace. TraceExtend returns 
({tr), 14). 
_ x” + t - TIMEd > A: Trace tr is extended in line (12) of TraceExtend 
such that SUCC, is scheduled at time TZMEd(tr). By Lemma 7 the ex- 
tended trace tr is prefix of length TIMEd of a nice optimal trace if the 
old tr was. If TIMEd( t for the new trace tr then ({tr}, 0) is returned 
by TraceExtend. 
2. There does not exists a task v # COMP(tr) with avail”(v) = true: 
A. M”(TIMEd(tr)) # 8: The proof is similar to the proof in (l.C). 
B. M”( TZMEA(tr)) = 0: Then all tasks in M”(t - 1) have been received on tr 
and each task with avail” = true has been received on tr. Hence, if t = M 
all tasks on n,, are computed on tr. Since TZMEd((tr)) < t the trace tr is 
prefix of length t of a nice optimal trace if t E RTimes\{oo}. TraceExtend 
sets optimal = true and returns ({ tr}, 0). 
Now, it is easy to see that (ii)- hold. 0 
Remark. Since tr is extended by one operation during each execution of the while 
loop of TraceExtend(t, tr), the while loop is executed at most (M”( TZMEd(tr))l + 
IIlu,,\COMP(tr)l times. 
Now we consider function NewTrace. 
Algorithm 5. NewTrace( tr, t) 
(I) choose w EM, such that height(SUCC,) is minimal; 
(2) tr’ = tr; tr’(t) = recv(w); xfr’ :=x1’; 
(3) x” =xtr + nextRTimes(t) - t; 
(4) if M”(t - 1)#0 then 
(5) let u EM’~(~ - 1) such that height(SUCC,) is minimal; 
(6) if height(SUCC,) <height(SUCC,) then 
(7) if xfr d A then return ({ tr’}, { tr}); 
(8) else return ({ tr’}, 0); 
(9) else if xfr d A then return (0, { tr}); 
(10) else return (0,0); 
(11) else if x”dA then return ({tr’},{tr}); 
(12) else return ({ tr’}, 0); 
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The following lemma shows that invariants (i.a)-(i.c) of Lemma 14 are preserved 
by function New Trace. 
Lemma 16. Line (19) of OptTrace is executed only if t E RTimes and after execution 
of line (19) the following holds: 
(i) ~‘={&-}~.Y=0and.Y**={tr’}V~**= 0 for extensions tr and tr’ of trace 
tr. If t = maxRTimes then Y** = 8. 
(ii) If tr is prejx of length t of a nice optimal trace and TIMEd( t then one 
of the following cases holds: 
- 5’ # 8 and tr is prejix of length TIMEd of a nice optimal trace or 
- S**#0 and t r’ is prefix of length nextRTimes(t) of a nice optimal trace. 
(ii) For tr (if it exists): 
(a) TIMEd(tr)>t. 
(b) The variable x’; contains the number of idle time steps where Lemma I 
could be applied at time max{t, TZMEd(ir)} and xi” <A. 
(iv) For tr’ (if it exists): 
(a) TZMEd(tr’) < t 
(b) tr’ has an idle interval [TIMEd(tr’): nextRTimes(t)] 
(c) The variable xtr’ contains the number of idle time steps where Lemma 7 
could be applied at time nextRTimes(t) and xtr’ <A. 
Proof. Similar as in the proof of Lemma I5 it follows that NewTrace is only executed 
if t E RTimes U {cm}. To see that NewTrace is not executed if t = 00, observe that, 
if t = maxRTimes, then in line (3) of NewTrace x” + nextRTimes(t) - t = 00 > A. 
Hence, after each execution of line (19) of OptTrace we have Y** = 0. Therefore, 
F* becomes empty in line (22) of OptTrace. Afterwards, during the final execution 
of the while loop of OptTrace t becomes 0;) in line (9). Since t = 0;) it follows from 
Lemma 15 that Y** = 0 after each execution of line (12) of OptTrace. Thus, Y* 
remains empty after each execution of line (15) of OptTrace. Hence NewTrace is not 
invoked with t =m. 
If tr is prefix of length t with TZMEd( tr) < t of a nice optimal trace tr*, and xzr is 
the number of idle times steps where Lemma 7 could be applied at time t and xfr d A 
then by Lemmas 8 and 12 one of the following cases must hold: 
1. There must be a node w E Mt such that height(SUCC,) is minimal and for each 
u E M”(t - 1) height(SUCC,)< height(SUCC,) must hold. If such a w exists then 
New Trace returns in line (7) (or in line ( 11) if M”(t - 1) = 0) an extension ?r of tr 
where the receive of the results of w is scheduled at time t. For ir TIME,,(G) 2 t holds. 
Since no new idle time step is introduced the corresponding variable xir contains the 
number of idle time steps where Lemma 7 could be applied at time max{t, TIMEd( 
and xir <A . . 
2. No operation is scheduled at time t on tr *: Then there must be a receive op- 
eration at time >nextRTimes(t) on tr*. By Lemma 7 this is possible only if x” + 
nextRTimes(t) - t < A (and thus t #maxRTimes). In this case NewTrace 
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returns in line (9) the trace tr’ which is the trace tr extended by the idle time 
interval [t : nextRTimes(t)]. Clearly, TZkfE~(tr’) = TIMEd < t, [TZMEd(tr’) : 
nextRTimes(t)] is an idle interval, P’ - fr x +nextRTimes(t)- t contains the number of 
idle time steps where Lemma 7 could be applied at time nextRTimes(t), and & d A. 
Altogether, it follows that (i)-(iv) hold. 0 
Now we prove Lemma 14. 
Proof of Lemma 14. Since t is initialized to zero in line (7) of OptTrace and is 
changed afterwards only in line (9) by t = nextRTimes(t), it is clear that line (8) of 
OptTrace is executed only if t E (0) U RTimes U {co}. Observe that lines (lo)-(20) of 
OptTrace are executed only if t E RTimes U {co}. We show (i) and (ii) by induction 
on t. 
1. t = 0: We consider three cases: 
Case A: VE LEAVES(G) and minRTimes>A: Then in line (2) of OptTrace a new 
trace tr is created where v is scheduled at time 0, x” = 0, 5 = { tr} and F* = 0. Case 
(iii.b) of Lemma 7 implies that tr is prefix of length c, = max{ t, TZMEd( tr)} of a 
nice optimal trace. Also TIMEd = cL’ 2 0 = t and, since tr contains no idle time 
step before time co, the variable .P = 0 <A contains the correct number of idle time 
steps where Lemma 7 could be applied at time c, = max{t, TIMEd(t 
Case B: v E LEAVES(G) and minRTimes < A: In lines (2) and (4) of OptTrace a 
new trace tr is created where u is scheduled at time 0 with x” = 0 and an empty trace 
tr’ is created which has an idle interval [0 : minRTimes] with x”’ = minRTimes. Then 
9 = { tr} and F* = { tr’}. Clearly, tr is prefix of length c, = max{t, TIMEd( of a 
nice optimal trace or tr’ is prefix of length minRTimes = nextRTimes(0) of a nice op- 
timal trace. Also TIMEd = c, 20 = t and TZi14Ed(tr’) = 0 = t. As above xtr = O< A 
contains the correct number of idle time steps where Lemma 7 could be applied at 
time c, = max{t, TIMEd(t Also x”’ = minRTimes contains the number of idle time 
steps where Lemma 7 could be applied at time = minRTimes = nextRTimes(0). 
Case C: v @‘LEAVES(G): Then in line (6) of OptTrace an empty trace tr is created 
with xtr = 0, F = { tr} and F-* = 8. Trivially, tr is the prefix of length max{t, T/MEA 
(tr)} = 0 of a nice optimal trace and xfr = 0 satisfies (i.b). 
2. t E RTimes U {co}: By the induction hypothesis the lemma holds for t’ =prev 
RTimes(t). At line (12) of OptTrace function TraceExtend(t, r) is invoked for each 
trace tr E F. TraceExtend(t, r) returns a pair (F”, F**) of sets of traces. Consider 
the following cases: 
Case A: t # 03 and after each execution of TraceExtend(t, r) optimal =false: Con- 
sider the set F-. The union of all sets F” returned by TraceExtend forms the new 
set 7 in line (17) of OptTrace. By Lemma 15 for each trace tr in a set F” holds 
TIMEd 3 t and xtr <A contains the number of idle time steps where Lemma 7 
could be applied at time max{ t, TZMEA(tr)}. All traces in the sets F** returned by 
TraceExtend are added to the set F*. By the induction hypothesis and by Lemma 15 
for each trace tr E F-* TZMEd(tr)< t, tr has an idle interval [ TZMEd(tr) : t], and 
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x” < A contains the number of idle time steps where Lemma 7 could be applied at 
time t. Then, in line (19) of OptTrace function NewTrace(t, tr) is invoked for each 
trace tr in F* and returns a pair (F’, F** ) of sets of traces. All sets F’ returned by 
NewTrace are added to the set 5. By Lemma 16 for each trace tr in a set F’ holds 
TIMEd (tr) 2 t and x” contains the number of idle time steps where Lemma 7 could 
be applied at time max{t, TIMEd( an d x” 6 A. Hence, (i.b) holds. The union of all 
sets F** returned by NewTrace forms the new set F* in line (22). By Lemma 16 for 
each trace tr in the new set F* TIMEd( tr) <t, tr has an idle interval [TZMEd( tr) : 
nextRTimes(t)], xtr contains the number of idle time steps where Lemma 7 could be 
applied at time nextRTimes(t), and x” < A. Hence, (ic) holds. 
Moreover, by the induction hypothesis at time preuRTimes(t) when line (8) of 
OptTrace is executed there exists a trace in F U J o-* that is prefix of length max(prev 
RTimes(t), TIMEd(t if tr E F, or of length t, if tr E F*, of a nice optimal trace. 
By Lemmas 15 and 16 it follows that at time t in line (8) there exists a trace in F U 3* 
that is prefix of length max{t, TIMEd(t if tr E F, or of length nextRTimes(t), if 
tr E F*, of a nice optimal trace. Hence, (ic) holds. 
Case B: t # cc and after an execution of TraceExtend(t, tr) optimal = true: By 
Lemma 15 F” = { tr} contains a prefix of length t with TIMEd d t of a nice 
optimal trace where the results of all tasks in M”(t - 1) have been received on tr, 
and each task u E IZc,r with avail”(u) = true has been computed on tr. In line (14) of 
OptTrace 5 = F” and F-* = 8 and the for loop is leaved. Since F* = 0 NewTrace 
is not invoked in line (19) of OptTrace. Thus at the next execution of line (8) the 
lemma holds. 
Case C: t = 00: Lemmas 15 and 16 imply that F* = 8, there exists a nice opti- 
mal trace in F, and on each trace in a set F** returned by TraceExtend all nodes 
on nv,r are computed and tr is a nice trace. Clearly, the trace tr E F with minimal 
TIME(tr) returned in line (24) of OptTrace is a nice optimal trace. Hence, (iii) 
holds. 0 
The next lemma shows the correctness and time complexity of OptTrace. 
Theorem 17. Let G = (V, E,c, 1) be an inverse tree with root r, v E V, Cmin 2 A, and 
for any u E PRED(lI,,) the time rtime(u) be given. OptTrace computes in time 
O(log IV1 . /vy+‘) a nice optimal trace computing Ilo,_ 
Proof. By Lemma 14 the set F contains a nice optimal trace when t = cc (Note that 
the while-loop in OptTrace is performed lRTimes( + 1 times and afterwards t = m 
holds). Moreover, if t = 0~) then for each trace in tr E F all tasks in Ii’v,r are computed 
on tr. Since OptTrace returns the trace with minimal execution time when t = cm this 
trace is an optimal one. 
It is not hard to see that all traces in F U F/I* are pairwise different. Each trace 
trE,FUF* contains idle intervals [t : t’] where Lemma 7 could be applied only 
if t, t’ E RTimes. By Lemma 14 the sum of the length of the idle intervals where 
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Lemma 7 could be applied at time is at most d. Hence, IF U F* / < [R7’imesld. Func- 
tions TraceExtend and OptTrace need at most time O(( VI) to create a new trace. For 
the extension of a trace by one operation TraceExtend and OptTrace need at most 
time O(log ( VI). This time may be necessary to find a task in the heap M” (and to 
add tasks to Ml’). Each trace is extended at most IUv,rl + IPRED(III,,)J times. Alto- 
gether it follows that OptTrace needs time O(lV( + log /VI . (II7,,l + (PRED(lI,,)J) . 
lRTimesld) = O(log (VI . I VI’+‘). 0 
Now we can show our main result: 
Theorem 18. Let G = ( V, E, c, 1) be an inverse tree where c,,, 2 A and A = 0( 1). Then 
Algorithm 1 computes an optimal linear schedule in time O(height(G).log (VI.1 VlA+2). 
Proof. We run Algorithms 1 and 2 using Algorithm 3 for implementing OptTrace. 
The correctness follows immediately from Theorems 5 and 17. Observe that for the 
ith iteration of line (3) of Algorithm 1 all subtrees G, are disjoint. Since OptTrace 
needs time O(log 1 VI . ( VJAf ’ ) and by Theorem 5 we conclude that Algorithm 1 needs 
time O(height(G) . log (VI . I VlA+2). c3 
4. NP-completeness result 
In this section we show that we can not retain polynomial time solvability (unless 
P = NP) if we omit our restriction to linear schedules. 
Theorem 19. The decision version of the problem to find an optimal restricted sched- 
ule for coarse grained inverse trees is NP-complete even for instances for which there 
exists a restricted schedule which is an optimal schedule and there is no gap (i.e. 
g<o), c, o, and L are constants, and recomputation is allowed. The same result 
holds for “general” optimal schedules instead of restricted optimal schedules. 
Proof. Obviously, our problem is in NP. To show the completeness we reduce a 
version of 3-SAT that is shown to be NP-complete in the next claim. 
Claim 20. 3-SAT is NP-complete even if each instance W = {Cl, (22,. . . , Cm} is a set 
of clauses each of size 3 over a set V = {VI, ~2,. . .,v,} of variables and where each 
variable is contained in exactly 5 clauses. 
Proof. It is known that 3-SAT is NP-complete if each variable is contained in at most 
3 clauses [lo]. To see that our version of 3-SAT is NP-complete assume that there 
is a clause C of size ~2. Then let x, y,z be new variables, add x to C, and add the 
clauses {X, y,z}, {X, y,?}, {.?, jj,z}, {X, v,Z} to %‘. Repeat this until all clauses have size 
three. Now, assume that a variable v occurs in <4 clauses. Then let x1,x2,x3,x4 be new 
variables and add the clauses {v,xi,xi}, {x1,x2,&}, {xi,xs,Xs}, {x1,x4,&}, {&,X3,x4}, 
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{x~,X~,x~},{x~,x~,~~}, {xt,Zi,xz}, {xs,&,x4} to W. Repeat this until all variables occur 
in exactly 5 clauses. It is easy to see that this new instance is satisfiable iff the old 
instance was. q 
Proof of Theorem 19 (continued). In the following we construct a coarse grained 
inverse tree G=(V’,E). Let o= 1, g=O, and L=2. 
Set V’~{~~,~~,~~,Y~,~~‘,S~(iE{1,...,~}}U{~~,U~,~~,~~.,U~,W~~iE{1,...,~}}U{ii~, 
6;) i$‘, . . , $, Wi 1 i E { 1,. , n}}. The edges of G are defined as indicated in Figs. 10 
and 11: 
Now let us define the computation times of the tasks of G. For this set IZ; = 1 On + 3i 
for iE[O:m]. Let c(pi)=c(qi)=c(si)= 10, c(Yi)=n, + 25(i - 1) + 8, c(T,!)=~,+ 
25(i - 1) + 9, c($)=n, + 25(i - 1) + 10 for i~{l,..., n}. For i~{l,..., n} let 
Fig. 10. Bottom part of inverse tree G 
t0 S i+l ifi<n 
from S i_ 1 
Fig. 11. Subgraphs of inverse tree G, i E (2,. , n} 
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Ci, > Ci, 2 . . . , Cis, l<il <i2< ... <is <m be the clauses which contain Vi or 17~ and for 
jE{l,...,S} let 
Hi,_1 - 3 if ViECi,, 
Hi,_1 - 2 if UiECi,, 
(ii) c($) = 
i 
?Zi,_l -2 if ViECi,, 
q-1 - 3 if V,EC,,. 
Let c(Ui)=C(Ui)=lO and c(wi)=n,+25(i-l)-3 for ie{l,...,n}. It is not hard 
to see that G is coarse grained. Set TmM = n, + 25n - 1. 
Assume that there exists a g satisfying truth assignment. We show that there ex- 
ists a restricted schedule for G with time < T,,. For i E { 1,. . . , n} let gi = pi if Vi is 
true and otherwise let gi=qi. For iE{l,...,n}, j~{1,...,5} let xi=Ui, y(=vi/ and 
Zi = Wi if gi = pi. Otherwise, if gi = qi let Xi = ii,, JJ;’ = fi/ and zi = Wi. For j E { 1,. . . , m} 
let y;, Yk, .Y:‘, h<k<l, jh,jkd { E 1,. . . ,5} be the tasks corresponding to clause 
q, i.e. Vh, Vk, vi are the variables occurring in C - positive or negated - and Cj 
is the jhth Gkth, jlth) clause in Ci, C,,. . . , C, that contains Vh (respectively, 
vk, vl). 
We define a restricted schedule for G with time ,( T,, as follows. For i E { 1,. . , n}, 
je { 1,. . . ,5} each of the tasks v/, r$, ri, Y:, Y;‘, zi is computed on its own trace starting 
at time 0. For i~{l,... ,n} we define a restricted schedule for the inverse subtree of 
G with root pi (qi) if pi # gi (respectively, qi # gi). It is left to the reader to show 
that this is possible such that the computation of p, (respectively, qr ) is finished before 
time n, + 25(i - 1) + 11. Finally, we define a trace T, where all the remaining tasks 
are computed as follows: 
_ For i~{l,..., n} task Xi is computed on trace T, from time lO(i - 1) to 1Oi - 1. 
_ For je{l,..., m} the tasks yhjh, yk/k, yp are received between time nj and nj + 2. 
Observe that this is possible since each clause contains a true literal which means 
that at least one of the tasks yhjh, y:, y/’ has computation time nj - 3. 
_ For iE{l,..., m} (camp. Fig. 12): 
l task zi is received at time n, + 25(i - 1); 
l task gi is computed from time n, + 25(i - 1) + 1 to n, + 25(i - 1) + 10; 
l tasks ri, q!, ri’ are received from time n, + 25(i - 1) + 11 to n, + 25(i - 1) + 13; 
l if pi # gi (qi # gi) then p, (respectively, qi) is received at time n, +25(i - 1) + 14; 
l task si is computed from time n, + 25(i - 1) + 15 to n, + 25(i - 1) + 24. 
It is not hard to verify that the defined schedule is restricted. For the other direction 
of the proof assume that there exists a schedule for G with time <T,,. Since G is 
an inverse tree we can assume that each task is computed only once. We need the 
following claims. 
Claim 21. For i~{l,..., n} holds: If pi (qi) is computed on the same trace as tili 
(respectively Gi) then the computation of pi (respectively qi) can not start before 
time n, + 25(i - 1) + 3 and otherwise this computation cannot start before time 
n,+25(i- 1>+1. 
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time - n ,+25(i-1) n ,+25(i- 1)+8 nm+25(i-1)+15 nrn+25i 
trs 
Fig. 12. Part of trace tr, if gi = pi 
Proof. Since c(Wi) = n, + 25(i - 1) - 3 and there must be at least 6 additional time 
steps to receive or compute 24i, ui, .. . , v; before the computation of pi can start on the 
same trace as Wi the first statement follows. On the other hand it will take at least 
c(wi) + 20 + L = n, + 25(i - 1) + 1 time steps to compute wi and send it to another 
trace containing pi and receive it there. Analogously, show the claim for qi. 0 
Claim 22. For i E { 1,. . , n} holds: Zf si is computed on the same trace as either p, or 
qi and none of ri,r!,rr is computed on one of the traces where pi or qi are computed 
then the computation of si cannot start before time n, + 25(i - 1) + 15 and otherwise 
this computation can not start before time n, + 25(i - 1) + 16. 
Proof. Assume, Si is computed on the same trace TPz as pi and none of qi, ri, ri, r,!’ 
is computed on TP,. Clearly, ri (r:, ri’) can not be received before time c(ri) +o+L = 
n,+25(i-l)+ll (respectively n,+25(i-1)+12, n,+25(i-1)+13). By Claim 21 qi 
can not be received before time n,+25(i-l)+l+c(qi)+L+o= n,+25(i-1)+14. 
Therefore, the computation of Si can not start before time n, + 25( i - 1) + 15. The case 
that si is computed on the same trace T4, as qi and neither pi nor ri are computed on 
Tqz is symmetrical. 
For the second statement, consider three cases. Firstly, if pi(qi) is computed on 
the same trace as one of ri, ri, r-i’ then there must be at least c(ri) + c(pi) = n, + 
25(i - 1) + 20 time steps plus 6 time steps for receiving or computing ui, u:, . . , v’ 
(respectively Ui, t?:, . . . , 5:) before the computation of Si can start. Secondly, if pi and qi 
are computed on the same trace we derive from Claim 21 that pi and qi must be com- 
puted after time n, + 25(i - 1) and ri, r:, ri’ must be received after time n, + 25(i - 1). 
Thus, the computation of Si must start after time n, + 25(i - 1) + c( pi) + c(qi) + 3 = 
It,,, + 25(i - 1) + 23. Thirdly, if si is computed on another trace than pi and qi then 
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pi and qi can not be received before time n, + 25(i - 1) + 14 on trace trSr. Thus the 
computation of Si can not start before time n, + 25(i - 1) f 16. 0 
Claim 23. For iE[2 :n] it holds that the computation of si in trace TY, cannot be 
finished before time n, + 25i tf one of the following conditions hold 
(i) the computation of si_1 is not jinished before time n, + 25(i - 1) or wi is not 
received by trSt at time n, + 25(i - 1) or 
(ii) si-i is not computed on truce T,, or 
(iii) neither pi nor gi are computed on trace T,,. 
Proof. If (iii) holds the claim follows from Claim 22. Assume (iii) does not hold and 
w.1.o.g. that pi is computed on trace T,,. After the computation of pi and before the 
computation of s; starts there must be at least 4 time steps for receiving (or computing) 
/ 
ri, vi, ri ", and qi. Hence, for the computation of si to be finished before time n, + 25i 
the task si-r must be received or computed on T,, at time <n, + 25(i - 1). By 
Claim 22 this is possible only if Si-i is computed on T,,. But then the task Wi can 
not be computed on T,, . Thus w, must be received at time n, + 25(i - 1). Hence, the 
computation of .s-t on TSC must be finished before time n, + 25(i - 1). 0 
Proof of Theorem 19 (continued). Claim 23 shows that si,s2,. . . ,s, are all com- 
puted on the same trace and in this order. Call this trace T,. Further, we conclude 
for iE{l,...,n}: 
(i) wi is received at time n, + 25(i - 1) on T,, 
(ii) either pi or qi is computed from time n, + 25(i - 1) + 1 to n, + 25(i - 1) + 10 
on T,, 
(iii) ri, r;, and ry are received at time steps n, + 25(i - 1) + 11 to n, + 25(i - 1) + 13 
on T, and pi or qi is received at time n, + 25(i - 1) + 14 on T,, 
(iv) si is computed from time n, + 25(i - 1) + 15 to time n, + 25(i - 1) + 24 on r,. 
For iE{l,... ,n} let gi = pi(gi = qi) if pi (respectively, qi) is computed before si 
on trace T,. For iC{l,..., n}, j~{l,..., 5) let xi = u;, y/ = U/ and z; = wi if gi = pi. 
Otherwise, if gi = qi let x; = iii, y/ = t$ and zi = W;. Define a truth assignment for V 
by letting vi, iE{l,. . , ,n} be true if gi = pi and false otherwise. 
Now, we obtain that all tasks xi, y:, i E { 1,. . . , n}, jE { 1,. . . ,5} must be received 
or computed on T, before time n, = 10n + 3m. Clearly, it is not possible that one of 
the tasks y/, ig{l,..., n}, j~{l,..., 5) IS computed on z. Since c(y/) >no - 3 for 
iE{l,..., n},jE{l,..., 5) all these tasks y/ must be received at time steps no = 10n to 
n,-l=lOn+3m-l.Thetasksxr,xz ,..., .x~ must be received or computed before time 
no=lOn. ForjE{l,..., m} let yk, ykjl, yp, h<k<Z,jh,jk,jtE{l,..., 5) be the tasks 
corresponding to clause Cj, i.e. oh, ok, VI are the variables occurring in Cj - positive or 
negated. It is not hard to show that if j E { 1,. . . , m} none of the tasks yk, yk, y: 
can be computed on T,. Further, if jE { 1,. . . , m} the tasks yj, y?, $ must be received 
between time nj-1 and nj_ 1 + 2. Thus at least one of the tasks yhjh, ykjl, $’ must 
have computation time nj_i -3. Since for iE{l,...,n}, j~{1,...,5} the task vj (9) 
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has computation time ni,_i - 3 if ui E Ci, (respectively, V, E C;, ) it follows that we have 
a truth assignment that satisfies C. 
It remains to conclude from the following facts that we can assume that the given 
schedule for G is restricted. 
(i) Recall that ~1, ~2,. . , s, are computed on trace T, in this order 
(ii) If pi # gi (qi # gi) then the subtree of G with root pi (respectively, qi) can easily 
be scheduled linearly in time n, + 25(i - 1) + 11 for i E { 1,. . . , a}. 
(iii) If pi #gi (qi # gi) we can assume that the predecessor ui (respectively, 171) 
with c(ui) = 10 (respectively, c(iii = 10) is computed on trace T, before time 
?z()= 10n. 0 
5. Conclusions 
Restricting us to linear schedules we could show that for inverse tree-like task graphs 
optimal linear (restricted) schedules under the communication model of the LogP- 
machine can be found in polynomial time when max{g - o, 0) is constant and the 
minimal computation time of a task c,in is at least max{g - o, 0) (no matter whether 
the tree-like task graphs are coarse grained or not). Unfortunately, for practical purposes 
the running time of our algorithm is prohibitive if the constant max{ g - o, 0) is large 
because it occurs in the exponent. It would be nice to have an algorithm which is 
faster than ours. An interesting question is also the complexity of the problem if one 
of the restrictions that max{g - o, 0) is constant or max{g - o, 0) <cm,,, is dropped. 
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