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ABSTRACT 
The s i g n a l  i s  a s tochas t i c  process  s a t i s f y i n g  t h e  
s tochas t i c  d i f f e r e n t i a l  equation dx = f ( x ) d t  + dz and observa- 
t i o n s  $ = g(x)  + 5 are taken, where 6 i s  white noise.  The 
exact  dynamical equation for t h e  mode of t h e  cond i t iona l  dens i ty  
of Xt i s  derived and discussed. 
I. INTRODUCTION: The System and Observation Model, 
A f i l t e r i n g  problem w i l l  be studied f o r  t h e  following 
system. The s ignal ,  x s a t i s f i e s  t h e  vector  I t8  s tochas t i c  
equation 
t 
dx = f ( x ) d t  + dz . 
The vector valued observations 
ab le  at time t. For convenience t = 0 i s  t h e  i n i t i a l  time. 
$, = h(xs) + Gs, s d t, a r e  ava i l -  
t 
z and w a r e  independent Wiener processes;  fi and 2 may be 
considered t o  be independent white noises.  The symbol d denotes 
a d i f f e r e n t i a l ;  e.g., dw = w ~ + ~ ~  -w ).  The subscr ipt  t ind ica t e s  
a func t iona l  dependence on time, and w i l l  be omitted occasionally.  
E(dw)(dw)'  = Ctdt, where Et i s  independent of x, and E(dz)(dz)'  = 
V( x , t )d t .  
t t t t 
Equation (1) and a l l  subsequent s tochas t i c  equations a r e  
t o  be in t e rp re t ed  i n  t h e  sense of I t 8  [ 11 ( see  a l s o  Doob 123"). 
~ 
* 
An a l t e r n a t i v e  i n t e r p r e t a t i o n  of t h e  s tochas t i c  d i f f e r e n t i a l  equa- 
t i o n  has been given by Stratonovich [ 3 ] ,  and a l so  s tudied by Wong 
and Zakai [4]  and Clark [3].  Results derived with on in t e rp re t a -  
t i o n  can be transformed by known formulas t o  r e s u l t s  obtained with 
t h e  o ther  i n t e r p r e t a t i o n ;  see Clark [ 5 ]  f o r  a discussion s p e c i f i c  
t o  t h e  f i l t e r i n g  problem. 
2 
Notation and t h e  Problem. The cond i t iona l  d e n s i t y  of  xt, given 
s 5 t, i s  w r i t t e n  simply as P(a , t ) .  For s i m p l i c i t y  t h e  de- 
YS , 
pendence o f  P(a , t )  on ys, s 6 t, i s  suppressed i n  t h e  nota t ion .  
The mode o f  P( a , t ) ,  w r i t t e n  a i s  a s tochas t i c  process  (sup- t' 
posing t h a t  t h e r e  i s  a mode), and t h e  ob jec t  of t h i s  paper i s  t h e  -
der iva t ion  o f  a dynamical  equation sa t i s f ied  by a 
we l l  known l inear -gauss ian  case, t h e  equation conta ins  t h e  obser- 
A s  i n  t h e  t' 
va t ion  as a d r i v i n g  term. 
The r e s u l t  of  t h e  paper i s  new and is ,  i n  a sense, an 
extension of  e a r l i e r  work (Kushner [6],[7]) where dynamical equa- 
t i o n s  f o r  t h e  cond i t iona l  d e n s i t y  P ( a , t )  and f o r  cond i t iona l  
expectat ions of func t ions  E h ( a )  h(a)P(a , t )da  a r e  derived. 
The de r iva t ion  here  depends upon t h e  r e s u l t  i n  [6]. 
i n  [6], derived formally, p e r t a i n s  t o  
t 
The r e s u l t  
P ( a , t ) ;  paper [7]  provides  
a r igorous j u s t i f i c a t i o n  of t h e  equat ions f o r  t h e  cond i t iona l  
t expectat ions E h(a) .  (See a l s o  Stratonovich [ 8 ] . )  The s implest  
of  a l l  of  t h e  dynamical  equat ions f o r  f i l t e r i n g  is, of course, 
t h e  w e l l  known r e s u l t  of Kalman and Bucy [9]  f o r  t h e  l i n e a r -  
gaussian case ( f o r  which [7] provides  a r igorous  j u s t i f i c a t i o n ) .  
The de r iva t ion  i n  t h i s  paper i s  formal, al though t h e  r u l e s  of t h e  
ca l cu lus  of I t 6  a r e  followed f o r  manipulat ing d i f f e r e n t i a l s  of 
func t iona ls  of Wiener processes.  
Whether it i s  more u s e f u l  t o  know t h e  cond i t iona l  mode, 
r a t h e r  than t h e  cond i t iona l  mean, f o r  some f i l t e r i n g  problem, i s  a 
3 
con t rove r s i a l  mat ter  depending on t h e  s p e c i f i c  problem of  concern, 
and i s  of no i n t e r e s t  here. Despite t h e  controversy, it i s  usefu l  
t o  compare d i f f e r e n t  methods of processing observed data,  o r  a t  
l e a s t  t o  have ava i lab le  a l t e r n a t i v e  means f o r  such processing. 
Furthermore, t h e  est imate  of t h e  condi t iona l  mode has t h e  i n t u i t i v e  
appeal attached t o  a 'maximum likelihood'  es t imate .  The der iva t ion  
i s  f o r  a continuous time problem. 
f o r  t h e  d i s c r e t e  problem remains t o  be seen. 
course, descr ibe  t h e  movement of t h e  mode f o r  a continuous system 
w i t h  d i s c r e t e  observat ions -- 'between' t h e  observations.)  I n  any 
case, other  than a straightforward appl ica t ion  of Bayes' ru le ,  a t  
present  t h e r e  i s  no r e a l l y  s a t i s f a c t o r y  dynamical system representa-  
t i o n  f o r  a f i l t e r  f o r  a r e a l l y  non-linear and d i s c r e t e  problem. 
A s  w i l l  appear, f o r  the non-linear problem, a system 
Whether or not it has relevance 
(The r e s u l t  does, of 
corresponding t o  t h e  exact equation cannot be b u i l t  with f i n i t e  
components (which i s  a l s o  t r u e  f o r  t h e  equation f o r  t h e  condi t iona l  
mean). Nevertheless, it i s  usefu l  t o  have an e x p l i c i t  exhib i t ion  
of t h e  exact equation, so t h a t  approximations derived by any method 
can be compared, o r  f o r  i t s  usefulness i n  suggesting approximations, 
o r  t o  know what must be approximated. 
view of t h e  g rea t  importance and d i f f i c u l t y  of t h e  problem of 
processing ' non-linear '  data.  The i s sue  of adequate approximations 
i s  s t i l l  wide open. 
This i s  e spec ia l ly  t r u e  i n  
An only s l i g h t l y  d i f f e r e n t  problem, i n  d i s c r e t e  and con- 
t inuous  time, was considered i n  s eve ra l  i n t e r e s t i n g  papers (Bryson 
4 
and Fraz ie r  [lo], Cox [ll] and Friedland and Bers te in  [ 121). 
t h e  system be  x 
Then, t h e  d i s c r e t e  time equivalent t o  our problem i s  t o  f ind  t h e  
sequence x maximizing the  sequence P( xnI el,. . . ,en).  The problem 
Let 
= f n ( x  ) + 6 , with observation n + l  n n n 8 = g(xn)+Vn. 
n 
i n  [lO],[11] and [12] i s  t o  f ind  t h e  sequence of  l as t  values  xn 
maximizing t h e  sequence P(xl, . . . ,xn)l el,. . . ,e  ), and was ' approx- n 
imately'  resolved v i a  approximations t o  a two-point boundary 
problem. 
An advantage t o  be  claimed by approximating t h e  equations 
of t h e  sequel, r a t h e r  than using approximations derived ind i r ec t ly ,  
as i n  [lo],[ 111, [ 123, i s  t h a t  t h e  exact meaning of  a l l  dropped o r  
subs t i tu ted  terms i s  c l e a r ;  t h e r e  a r e  no longer m u l t i p l i e r s  o r  o ther  
q u a n t i t i e s  which a r e  not defined i n  terms of known quan t i t i e s .  
course, the  numerical r e s u l t s  of t h e  c i t e d  works stand by them- 
O f  
se lves ,  although t h e i r  r e l a t i o n  t o  t h e  mode i s  not  c l ea r .  
It i s  i m p l i c i t l y  supposed t h a t  P ( a , t )  i s  s u f f i c i e n t l y  
d i f f e r e n t i a b l e  with r e spec t  t o  t h e  components of ' a ' .  Then, a t  
a t h e  gradient  s a t i s f i e s  Pa(at , t)  E 0. Subscr ip ts  ai denote 
a der iva t ive ,  subscr ip t  ' a' a gradient ,  t h e  subsc r ip t  aa denotes 
t' 
t h e  mat r ix  of second p a r t i a l s ,  and Paisa, denotes  [ Pailaa. It 
i s  supposed t h a t  Pa,(at,t) 
t h e  mode i s  not  unique, o r  a f i n i t e  jump i n  
in f in i t e s ima l  of time, o r  o ther  a n a l y t i c a l  problems a r i s e .  
i s  not s ingular ,  f o r  i f  it is,  e i t h e r  
at can occur i n  an 
Actually, it i s  not  necessary t o  suppose t h a t  P (a , t )  
5 
i s  unimodal. Supposing t h a t  a i s  t h e  loca t ion  of a l o c a l  
maximum of P(a,O), (Pa(ao,O) = 0), t h e  t h e  r e s u l t ,  equation ( 2 ) ,  
gives t h e  movement of t h e  loca t ion  of  t h e  local maximum a cor- 
responding t o  i n i t i a l  l oca t ion  a as long as a moves con- 
t i nuous ly  and P ( a  , t) i s  non-singular. 
0 
t 
0’ t 
aa t 
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11. THE MAIN RESULT. 
The der iva t ion ,  a computation us ing  I t6 '  s ca lcu lus  and 
The genera l  r e s u l t  t h e  r e s u l t  of [6], appears i n  t h e  appendix. 
i s  t h a t  t he  vec tor  process ( t h e  cond i t iona l  mode) at s a t i s f i e s  
t h e  s tochas t i c  d i f f e r e n t i a l  equation* (2 ) .  The funct ions f ,  V, 
g, P and t h e i r  d e r i v a t i v e s  a r e  evaluated a t  ( a t , t ) .  The prime 
i s  t h e  matr ix  whose ith column i s  t h e  
g; 
i s  transpose,  
g rad ien t  (with respec t  t o  a) of gi, t h e  ith component of t h e  
vec tor  g. dyidyj i s  t o  be in t e rp re t ed  as Edwidw = 6. . d t  ( s e e  
appendix), t h e  i,jth element of 
J 1J 
C. 
d a  = -P  . P-lg'C-l(dy-gdt)-Pi:(L*P)adt aa a 
2 -1 1 1 1 2 - 1  
+ P Paa[dy'C- glaaP,a'p;C- dy- P Paau 
where u i s  a vec to r  with components 
( 3 )  
and 
1 L*P = - c + p c (VijP)a.a . 
i i i, J 1 3  
Reca l l  t h a t  &/at = L+Q i s  Kolmogorov's equat ion f o r  t h e  d e n s i t y  
* 
If t h e  reader p r e f e r s  'whi te  noise '  t o  d i f f e r e n t i a l s  of Wiener 
Processes, he may ( a t  t h e  r i s k  of  f a l l i n g  i n t o  one of t h e  many t r a p s  
l a i d  by  t h e  'wh i t e  noise '  concept) d iv ide  (2 )  and subsequent equa- 
t i o n s  through by d t .  
7 
t ' of t h e  condi t iona l  process x 
Next, wr i t e  t h e  equations f o r  s c a l a r  valued observat ions.  
2 I n  t h i s  case, dy i s  a scalar d i f f e r e n t i a l  and (dy)  i s  t o  be 
in t e rp re t ed  a s  2 u d t  = Cdt  ( s e e  appendix) and 
(4) 
P'l da = -P - aa gt(dy-gdt)-Pi-'(L*P)adt 
2 a  
(5 
P- l r  d t  p2 aa P - l  
g P-lg 'dt  - , 2 aa 
2a2 + '2 aa aa a u 
where (no te  t h a t  g: is a column vec tor )  
ri = ( p (  a. aa 
1 
gas* i s  t h e  i, jth element of t h e  matr ix  and ga.a  
l j  
If, i n  addi t ion,  x i s  a s c a l a r  valued process, then  t 
(4) s impl i f i e s  t o  t h e  equation, where t h e  abbreviat ion q = -P/Paa 
i s  used, P = 0 and V i s  sca la r ,  a 
3va VP ''a q'aaa 
aaa 1 da = (dy-gdt) + [ f -q f  + - - - - 
2 2 2Paa aa (5 
2 2 2 
d t  - 'aaaga d t  . gaaga 
2P u2 2 
+ 
(5 
aa 
I n  view of t h e  complexity of ( 2 ) ,  t h e  remainder of t h e  
d iscuss ion  of q u a l i t a t i v e  p rope r t i e s  will concern only t h e  scalar 
8 
case ( 5 ) .  If t h e  r e a l i z a t i o n s  of t h e  processes P/Paa and Paaa/Paa 
were avai lable ,  then  t h e  system ( 5 )  could be  bui l t " ,  and we would 
have a dynamical system whose input  i s  t h e  observation, and whose 
output i s  t h e  cond i t iona l  mode. 
l i n e a r  and gaussian, then  Paaa 0 and P/Paa i s  t h e  nega t ive  
of t h e  condi t iona l  convariance of t h e  cond i t iona l  mean (which then  
co inc ides  with a t ) ;  i.e.,  q -P/P s a t i s f i e s  t h e  r i c a t t i  equa- 
t i on .  
If t h e  system were completely 
aa 
There are two cases  i n  which ( 3 ) ,  ( 4 )  and ( 3 )  can be  
immediately checked. One i s  t h e  completely l inear -gauss ian  case, 
t h e  o the r  i s  t h e  case where f = 0 and V = 0 (no  dynamics). I n  
t h e  l a t t e r  case, xt EE x and t h e  cond i t iona l  mode sat isf ies  
where ( s  ind ica t e s  t ime dependence) 
(6) follows by  no t ing  t h a t  (fjiy = yiA-yibfl and nA = t)  
* 
It is, i n  fact, poss ib l e  t o  do t h i s  i n  an approximate sense when 
t h e  no i ses  G t  and k t  are 'wide band'. See Clark  [ 51 and S t r a -  
tonovich [3]. We cannot pursue t h i s  matter here,  b u t  t h e  gene ra l  
i dea  i s  t o  transform ( 5 )  by adding some terms, then  d i v i d e  by d t ,  
suppose t h a t  6t i s  'wideband' and use ord inary  analog components. 
The t ransformations a r e  discussed i n  [ 3 ]  and [ 5 ] ;  t h e  wider  t h e  'band- 
width',  t h e  b e t t e r  t h e  approximation. See a l s o  Wong and Zakai [41. 
Also,  if the  noises  Wd-Wn&A are t r u l y  independent f o r  Small A, 
then  ( 5 )  may be  simulated on a d i g i t a l  computer d i r e c t l y .  
. .  
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where t h e  denomenator does not depend on x, and t h e  second order  
terms i n  6.y i n  numerator and denomenator cance l  
1 
each other .  A l s o  P/Paa = F/Faa, and 'aaalPaa - Faaa/Faa> s ince  
F = (cons tan t )  P. Now applying It8's Lemma and t h e  i m p l i c i t  func- 
t i o n  theorem t o  (6) y i e l d s  the  d i f f e r e n t i a l  of 
d t  and dy. Since a more general  case i s  t r e a t e d  i n  t h e  appendix, 
at i n  terms of 
t h e  d e t a i l s  here  a r e  l e f t  t o  t h e  reader.  
Returning t o  ( 5 ) ,  denote -P/Paa by q. It i s  poss ib le  
aaal  'aa* 
/P  ), and so on. 
t o  de r ive  d i f f e r e n t i a l  equations s a t i s f i e d  by q and by P 
These, i n  turn,  w i l l  involve new terms (e.g., 
I n  view of t h e  i d e n t i f i c a t i o n ,  i n  t h e  gaussian l i n e a r  case, of q 
'aaa aa 
wi th  t h e  cond i t iona l  variance,  an equation f o r  
resemblence t o  t h e  Ricat t i  equation) would be of i n t e r e s t .  
q (and i t s  poss ib le  
F i r s t  
n a t e t h a t  a l l  func t ions  below of t h e  form 
a r e  evaluated a t  (at , t)  a t  time t. A l s o  f o r  a t ime func t ion  
of t h e  form 
t+d t ) -L(  a , t).  Then via  an app l i ca t ion  of I t6 's  dL = dF = L(atMt, 
P/Paa, Pa,, P, f, V, e t c .  
L(a t , t )  = F ( t ) ,  dF i s  a t o t a l  s tochas t i c  d i f f e r e n t i a l :  
t 
Lemma ( s e e  appendix) 
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where, by v i r t u e  of Its's Lemma, t h e  products of t h e  d i f f e r e n t i a l s  
a r e  t o  be replaced by t h e  expectations of t h e  products up t o  
terms. 
O ( d t )  
An evaluation of (7) ( s e e  appendix) gives 
-1 
P dq =  [ L*P + q(L*P)aa]dt aa 
P 2 
3 d t  2 3 aaaa [5s  + 9 -- 'a -2 'aa 
3 3 ga'aaa g p  a "&&]dt+ (dy-Ezgdt)2[  gaa 'aaaga - 3s 
0 'aa 
'aaa "aa 
t where E g = E[ g(xt)l ys, s 6 t]. 
The f i r s t  term of (8) equals 
aaaa V 9 V 'aaa - - + q[-faaaq + 2f + f - + -q - 
2 aa 2 a 'aa 2 - v 
"aaaa 
2Paa 
I .  P aaa 
aa 
-3Vaa- 2va p - 
Note t h a t  (8) reduces t o  t h e  r i c a t t i  equation i f  t h e  system i s  
- - - completely l i n e a r  and gaussian, f o r  then  
t' 'aaa = O and 'aaaalPaa 'ma 
comparison, (10) and (11) a r e  t h e  exact equations f o r  t h e  cond i t iona l  
mean (mt)  and var iance  (%t) f o r  t h e  genera l  s c a l a r  
Va = Vaa - Vaaaa - gaa - 
= -3/q. For = 0, and a t  a = a 
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non-linear problem ( s e e  [ 61, [ 71 f o r  t h e  method of der iva t ion) .  
t 1 t t dm = E f d t  + -$dy-E gdt)(E (x-m)g) 
U 
t t 2 2  
dm2 = [v2 + 2E (x-m)f-(E (x-m)g) /a ]at  
The question o f  usefu l  approximations t o  ( 5 )  and (8) i s  
s t i l l  qu i t e  open. It seems customary i n  t h e  der iva t ion  of 'approx- 
imate' o r  ' l i nea r i zed '  f i l t e r s  t o  drop a l l  terms with too  many 
der iva t ives .  The e f f e c t  of t h i s  o r  any o ther  procedure i s  not 
known, although some numerical inves t iga t ions  and comparisons a r e  
c u r r e n t l y  being conducted on the  system (lo), (11). A r a t h e r  
i n t e r e s t i n g  and de ta i l ed  t h e o r e t i c a l  treatment of l i n e a r i z a t i o n  
f o r  a c l a s s  of d i s c r e t e  time problems appears i n  [13]. 
Observations. The movement of t h e  condi t iona l  mean and covariance 
t involve func t iona ls  of t h e  funct ions f, V and g, ( i . e . ,  E f, 
E gh, e t c . ) .  
on t h e  p rope r t i e s  of f , V  and g i n  t h e  neighborhood of a and 
i n d i r e c t l y ,  v i a  q, on t h e  e n t i r e  function. 
t The movement of the  condi t iona l  mode depends d i r e c t l y  
t' 
Consider t h e  spec ia l  case where t h e  instantaneous values 
s a t i s f y  ( a t  at) Paaa = V = ga - gaa = 0; i.e., symmetry of  P, no 
observat ions and no system d r i v i n g  noise .  Then ( 5 )  reduces t o  
12 
( 12) da  = ( f -qfaa)d t  
The behavior exhibi ted by (12) i s  s l i g h t l y  s u r p r i s i n g  a t  f i r s t .  
Suppose f ( x )  i s  given by t h e  quadra t ic  of Figure 1, where 
faa > 0, a l l  a. Then, f o r  f ( a t )  = 0 at t ime t, t h e  ins tan-  
taneous change i n  a i s  i n  t h e  negat ive d i r ec t ion ,  as cont ras ted  
t o  t h e  instantaneous change i n  m which must be  p o s i t i v e  ( r e c a l l  
P(x , t )  i s  supposed symmetric). I n  fact, f o r  t h i s  example, t h e  
mode tends  t o  x' while t h e  mean tends t o  + m. This  behavior 
i s  explained by t h e  fac t  t h a t ,  owing t o  t h e  dynamics 
t h e  ' d e n s i t y  of p robab i l i t y '  i s  th inning  out  f a s t e r  f o r  
than  f o r  x < x". 
do not  exh ib i t  t h i s  behavior (although t h e i r  problem i s  s l i g h t l y  
d i f f e r e n t ,  it appears t h a t  t h i s  q u a l i t a t i v e  feature should be  
preserved) ,  Even i f  t h e r e  a r e  no observations,  t h e  'odd' terms 
con t r ibu te  t o  dq, and t h e r e  does not  appear t o  be  any a p r i o r i  
reason why such terms should be  neglected i n  comparison t o  o the r  
terms ( t h e  usua l  l i n e a r i z a t i o n s  do neg lec t  t h e  odd terms). 
complexity of  (8) i s  r a t h e r  d i s turb ing ,  b u t  he lps  t o  emphasize 
t h a t  g r e a t  c a r e  may be  necessary i n  choosing an approximation. 
t 
t' 
( faa  > 0), 
x > x' ,  
The approximate so lu t ions  of [lo],[ 11],[ 121 
The 
In  any case, t h e r e  are only 2 unknown terms i n  ( 8 ) ,  
13 
q3 = Paaa/Paa and 94 = p /P Equations f o r  t hese  may a l s o  aaaa aa' 
be wri t ten,  and w i l l  involve higher de r iva t ives .  A s  t h e  order  of 
t h e  d e r i v a t i v e  increases ,  t h e  l e s s  re levant  t o  t h e  mode it becomes. 
Nevertheless, some approximation, preserving t h e  important qua l i -  
t a t i v e  e f f e c t s  of t he  higher de r iva t ives  on t h e  motion of t h e  
es t imate  of t h e  mode, must u l t imate ly  be made, and i s  c u r r e n t l y  
under inves t iga t ion  f o r  a system of t h e  type of (10) and (11). 
To understand an approximation, it must be studied i n  
t h e  context  of some p a r t i c u l a r  problem. Hopefully, we w i l l  be 
more enl ighted i n  the  fu ture .  
would take  up too  much space here. 
The quest ion of approximations 
14 
111. APPENDIX. Background: Itst s Lemma and r e l a t e d  r e s u l t s .  
The d iscuss ion  i s  purely h e u r i s t i c  and no condi t ions 
f o r  v a l i d i t y  a r e  given. Let wt = ( w  ) be  a set  of  independent it 
normed Wiener processes.  By t h e  no ta t ion  
i = 1, ... , n  . 
i s  meant t h a t  t he re  e x i s t s  a process 
(where t h e  s tochas t i c  i n t e g r a l  i s  understood i n  t h e  sense of I t 6  
(Uit) = Ut which s a t i s f i e s  
c 1 3 ,  c 21 ) 
t t 
Uit = uio + ! Fi(Us,s)ds + 2 G .  . ( U s , s ) d w .  J , 1 J  
0 0 3  
i = 1, ..., n . 
L e t  Q(U, s) be a doubly d i f f e r e n t i a b l e  func t ion  of U1,. . . ,Un, S; 
then, roughly speaking, Its's Lemma s ta tes  t h a t  
where 
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where by t h e  second order  terms 
t i o n  ( given t h e  Ui) 
(dUj)(dUk) i s  meant t h e  expecta- 
up t o  f i r s t  order  terms o r  
E[C GikdWk C, Gjkdwk] = C GikGjkdt . 
k k 
I n  v i e w  of t h e  d e f i n i t i o n  of t he  product (dU.)(dUk), t h e  term i s  
equal  t o  any o the r  with t h e  same expectation, conditioned on 
Higher order  products are said t o  be zero, i n  t h a t  t hey  need not  
b e  taken i n t o  accout i n  computing t h e  i n t e g r a l  (A3) .  
J 
{Uit}. 
This  r e s u l t  
w i l l  be basic:  It de f ines  a d i f f e r e n t i a l  so tha t ,  wi th  a proper 
i n t e r p r e t a t i o n  of t h e  in t eg ra l ,  (A2) holds, and dU has  t h e  
i n t u i t i v e  i n t e r p r e t a t i o n  dU = U ( t + d t ) - U ( t ) .  I n  t h e  sequel, t 
ai o r  a etc . ,  de r iva t ives ;  denotes  t ime dependence, i a subscript ,  
o the r  notat ion,  e.g., t h e  subscr ip t  aa, has been a l r eady  given 
i’ 
i n  t h e  t e x t .  
Suppose t h a t  t h e  Fi and Gij depend on a constant  
vec to r  parameter a = (ai} and a r e  s u f f i c i e n t l y  d i f f e r e n t i a b l e  
with r e spec t  t o  it. Then 
( U t , a , s ) d t  + Gij (U t , a , s )dw j . 
j %  
(A4)  
Now, suppose t h a t  at i s  a process s a t i s f y i n g  
d a  = A . ( U  a t ) d t  + c Bjk(Ut,at,t)dw . 
k j J t’ t’ 
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Then ( A b )  i s  now only a ' p a r t i a l '  d i f f e r e n t i a l .  
d ' L  as t h e  s t o c h a s t i c  d i f f e r e n t i a l  of L( c, t ) ,  where c i s  a 
at. I n t u i t i v e l y  d 'L (a  t )  = constant,  bu t  evaluated a t  c = 
L( at, t + d t )  -L( at, t )  . 
Define d 'L(cr t , t )  = 
t' 
With t h e  foregoing conventions regarding products of two o r  more 
d i f f e r e n t i a l s ,  t h e  fol lowing formal r e su l t  i s  seen t o  hold. 
= [ Ui( at, t + d t )  -Ui( at, t )  ] + [ Ui( t + d t )  -Ui( at, t + d t )  1 
= d'  Ui( at, t)  + [ C Uia, ( at, t+dt)dCY. + 
J 
J J 
+; c u (at, t + d t )  ( d a . )  J ( dak) 1 .  
j ,  k iaj % 
I n  t h e  l a s t  term on t h e  r igh t ,  t h e  d t  argument con t r ibu te s  a 
3 ' rd  order  term; a l s o  U iaj ( a t , t + d t )  = U. ICY; . ( a t , t )+d*qa j ( a t , t ) .  
Thus, dropping t h e  (at, t) arguments, 
. o r  
If t h e  dUi, dlUi, dlUia ,Uia and Uia were given, 
j j  3% 
t hen  t h e  d a  could be computed, I n  fact, d a  can be no more 
j j 
than  a second order  polynomial i n  t h e  o ther  d i f f e r e n t i a l s .  
Derivat ion of ( 2).  
I n  [ 6 ] ,  it i s  formally shown t h a t  t h e  condi t iona l  d e n s i t y  
P( a, t )  s a t i s f i e s  
t -1 t 
(A71 dP( a, t )  = P( a, t )  ( dy-E gdt) ' ct( g( a) -E g) +( L*P( a, t )  ) d t  
t ( see  t e x t  f o r  d e f i n i t i o n s  of E g and L*P.) The cond i t iona l  moments 
s a t i s f y  equat ions de r ivab le  from (AT),, and these  equat ions a r e  
j u s t i f i e d  r igorous ly  i n  [7]. It i s  supposed t h a t  P (a , t )  i s  
s u f f i c i e n t l y  d i f f e r e n t i a b l e  w i t h  r e spec t  t o  a. It i s  also supposed 
t h a t  at satisfies a s tochas t i c  d i f f e r e n t i a l  equation (i. e , ,  it 
has  a s t o c h a s t i c  d i f f e r e n t i a l ) .  
-
If t h i s  i s  not  assumed, t hen  t h e  
same r e s u l t  can be obtained by  a longer r e l a t e d  argument, r equ i r ing  
t h e  t ak ing  o f  formal l i m i t s ,  and which does not  seem t o  be  more 
advantageous than  t h e  present  argument. 
The fol lowing scalar, vec tor  and matr ix  equat ions may 
be v e r i f i e d  from (A7). The arguments ( a , t )  are mostly omitted. 
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d 'Pa(a , t )  = Pg; c (dy-E t gdt )  + (L*P)adt 
'a + terms l i n e a r  i n  
t -1 t d'Paa(a,t)  = (dy-E gd t ) 'C  (g-E g)Paa 
-1 
+ 4g'c (dy-Etgdt)] aa + (L*P)aa 
+ terms l i n e a r  i n  'a 
-1 
P t ( a , t )  = (dy-E gd t ) 'C  [ g  P 
+ 'ak aiaj 
"iak 
d'Pa a a i j k  
d t  t p + (g-E g)pa a I+(L*p), a a 
+ g a  i a a  j k  + g a a a  i j k  i jalr i j k  
+ terms l i n e a r  i n  Pa. 
By d e f i n i t i o n  o f  a Pa(at, t)  f 0 and Pa( at +6t a, t +A) - t' 
or, equivalent ly ,  dP ( a , t )  G 0. Pa(at , t )  0, where 6 t a = a t +A- at' a 
Since dUi = dP = 0, 
"i 
0 = d'Pa (a t , t )  + P a. a (a t , t )da j  
i j = J  
I n  vec tor  notat ion,  and dropping t h e  arguments, 
I (A121 0 = dlPa  + (Pas+ d'Paa)(da) + s , 
where s i s  a vector  with ith component 
si = (da) 'Paeaa(da)  . 
1 
It i s  c l e a r  t h a t ,  i f  t h e  d i f f e r e n t i a l s  a c t u a l l y  s a t i s f y  ( A 1 2 ) ,  then  
da may be obtained i n  t h e  following way: From ( A 1 2 ) ,  
1 1 1  da = -(I + Piad!paa)- P- aa  (d '  Pa) 
1 -1 -1 -ls - 2 (I  + Paad'Paa) Paa - 
1 1 The f i r s t  term of (A13)  equals  
S u b s t i t u t e  t h i s  i n t o  ( A l 3 ) ,  and then  s u b s t i t u t e  t h e  e n t i r e  r i g h t  
s i d e  of ( A l 3 )  i n t o  t h e  d a  terms of s. Obviously, i n  t h i s  l a t t e r  
-P- [ d' Pa-d' Paa-Paa d' Pa]. aa  
s u b s t i t u t i o n  only t h e  f i r s t  order terms (-Pi> '  Pa) w i l l  matter,  
f o r  t h e  o the r s  w i l l  put  products of more than  two d i f f e r e n t i a l s  
i n t o  t h e  term s. 
Thus, f i n a l l y ,  r e t a in ing  only d i f f e r e n t i a l s  up t o  t h e  
second order,  
where 
1 -L 
da = -Pi:dlPa + P,:(d'Paa)P,:d'Pa- T 'aaS 9 
cv s = (d'P,)'P-lP P-'(d'Pa) . i aa a.aa aa 
1 
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The subs t i t u t ion  of  t h e  appropr ia te  q u a n t i t i e s  from ( A 8 )  t o  ( A 1 0 )  
(without t h e  zero 
whose expectations a r e  no g rea t e r  than 
Pa terms) i n t o  ( A l 5 )  and keeping only terms 
d t ,  y i e l d s  t h e  equivalent  
of (2). 
The eva lua t ions  of (7)  r equ i r e s  merely dPaa and dP 
(with,  again, t h e  s u b s t i t u t i o n  of second order  terms by t h e i r  
average values up t o  O ( d t ) ) .  
cedure (here  a,g are s c a l a r  valued),  
A s  was done i n  t h e  previous pro- 
dP = P(a t + d t '  t + d t )  - P(a t , t )  
= [ P(at , t+dt)-P(at , t ) ]+[  P(at+dt,t+dt)-P(at,t+dt)] 
2 
= d ' P  + Pada + Paa(da) / 2  + (d 'Pa)(da)  . 
The second term of ( A 1 0 )  i s  zero. 
I n  t h e  i n t e r e s t  of saving space t h e  s u b s t i t u t i o n s  w i l l  no t  be 
ca r r i ed  out, except f o r  no t ing  t h a t  
dPaa i s  der ived s i m i l a r i l y ,  
2 2  2 
Paaq Q, pqga 
+ -  3 d t  t 2 
U 
dP = w- a P( g-E g)+[L*P+ 2u 2 
t t - (dy-E 2 g)Paa+ Pgaa+ Paaa4gal 
U 
dPaa - 
2 2 2 2 2  
'aaaaq 'a I +  * -L*P q ',ag, - 'aaaga 
aa U 2 2PaaU2 2u2 
4- ( ( L  PI aa+ P a a a [ r  + 
CONCLUSIONS 
The exact dynamical equation s a t i s f i e d  by t h e  condi t iona l  
The equation depends on terms '/'a,, mode has been derived. 
Paaa/'aa, 
equations. The system, for a non-linear problem i s  not f i n i t e  
dimensional, but i s  a t  l e a s t  exact, and i s  t h e  most u se fu l  start-  
i n g  poin t  f o r  t h e  study of  approximations. 
etc., which i n  turn,  a r e  given by o ther  s tochas t i c  
22 
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