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COMMUTATOR WIDTH IN THE FIRST GRIGORCHUK GROUP
LAURENT BARTHOLDI, THORSTEN GROTH, AND IGOR LYSENOK
Abstract. Let G be the first Grigorchuk group. We show that the commutator
width of G is 2: every element g ∈ [G,G] is a product of two commutators, and
also of six conjugates of a. Furthermore, we show that every finitely generated
subgroup H ≤ G has finite commutator width, which however can be arbitrarily
large, and that G contains a subgroup of infinite commutator width. The proofs
were assisted by the computer algebra system GAP.
1. Introduction
Let Γ be a group and let Γ′ = [Γ,Γ] denote its derived subgroup. The commutator
width of Γ is the least n ∈ N ∪ ∞ such that every element of Γ′ is a product of n
commutators.
We compute, in this article, the commutator width of the first Grigorchuk group
G, see §1.2 for a brief introduction. This is a prominent example from the class
of branched groups, and as such is a good testing ground for decision and algebraic
problems in group theory. We prove:
Theorem A. The first Grigorchuk group and its branching subgroup have commu-
tator width 2.
It was already proven in [LMU16] that the commutator width of G is finite,
without providing an explicit bound. Our result also answers a question of Elisabeth
Fink [Fin14, Question 3]:
Corollary B. Every element of G′ is a product of 6 conjugates of the generator a
and there are elements g ∈ G′ which are not products of 4 conjugates of a.
There are examples of groups of finite commutator width with subgroups of infi-
nite commutator width; and even finitely presented, perfect examples in which the
subgroup has finite index, see Example 1. However, we can prove:
Theorem C. Every finitely generated subgroup of G has finite commutator width;
however, their commutator width cannot be bounded, even among finite-index sub-
groups. Furthermore, there is a subgroup of G of infinite commutator width.
1.1. Commutator width. Let Γ be a group. It is well-known that usually
elements of Γ′ are not commutators—for example, [X1, X2] · · · [X2n−1, X2n] is not a
commutator in the free group F2n when n > 1. In fact, every non-abelian free group
has infinite commutator width, see [Rhe68].
On the other hand, some classes of groups have finite commutator width: finitely
generated virtually abelian-by-nilpotent groups [Seg09], and finitely generated solv-
able groups of class 3, see [Rhe69].
Finite groups are trivial examples of groups of finite commutator width. There
are finite groups in which some elements are not commutators, the smallest having
order 96, see [Gur80]. On the other hand, non-abelian finite simple groups have
commutator width 1, as was conjectured by Ore in 1951, see [Ore51], and proven
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in 2010, see [LOST10]. The commutator width cannot be bounded among finite
groups; for example, Γn = 〈x1, . . . , x2n | xp1, . . . , xp2n, γ3(〈x1, . . . , x2n)〉 is a finite
class-2 nilpotent group in which Γ′n has order p(
2n
2 ) but at most
(p2n
2
)
elements are
commutators, so Γn’s commutator width is at least n/2.
Commutator width of groups, and of elements, has proven to be an important
group property, in particular via its connections with “stable commutator length”
and bounded cohomology [Cal09]. It is also related to solvability of quadratic equa-
tions in groups: a group Γ has commutator width ≤ n if and only if the equation
[X1, X2] · · · [X2n−1, X2n]g = 1 is solvable for all g ∈ Γ′. Needless to say, there are
groups in which solvability of equations is algorithmically undecidable. It was proven
in [LMU16] that there exists an algorithm to check solvability of quadratic equations
in the first Grigorchuk group.
We note that if the character table of a group Γ is computable, then it may be used
to compute the commutator width: Burnside shows (or, rather, hints) in [Bur55,
§238, Ex. 7] that an element g ∈ Γ may be expressed as a product of r commutators
if and only if ∑
χ∈Irr(Γ)
χ(g)
χ(1)2r−1 > 0.
This may yield another proof of Theorem A, using the quite explicit description of
Irr(G) given in [Bar13].
Consider a group Γ and a subgroup ∆. There is in general little connection
between the commutator width of Γ and that of ∆. If ∆ has finite commutator
width and [Γ : ∆] is finite, then obviously Γ also has finite commutator width—for
example, because Γ/ core(∆)′ is virtually abelian, and every commutator in Γ can
be written as a product of a commutator in ∆ with the lift of one in Γ/ core(∆)′, but
that seems to be all that can be said. Danny Calegari pointed to us the following
example:
Example 1. Consider the group ∆ of orientation-preserving self-homeomorphisms
of R that commute with integer translations, and let Γ be the extension of ∆ by
the involution x 7→ −x. Then, by [EHN81, Theorems 2.3 and 2.4], every element of
Γ′ = ∆ is a commutator in Γ, while the commutator width of ∆ is infinite.
Both Γ and ∆ can be made perfect by replacing them respectively with (Γ oA5)′
and ∆ o A5; and can be made finitely presented by restricting to those self-homeo-
morphisms that are piecewise-affine with dyadic slopes and breakpoints.
1.2. Branched groups. We briefly introduce the first Grigorchuk group [Gri80]
and some of its properties. For a more detailed introduction into the topic of self-
similar groups we refer to [BGŠ03, Nek05] and to Section 3.
A self-similar group is a group Γ endowed with an injective homomorphism
Ψ: Γ → Γ o Sn for some symmetric group Sn. It is regular branched if there ex-
ists a finite-index subgroup K ≤ Γ such that Ψ(K) ≥ Kn. It is convenient to write
〈g1, . . . , gn〉pi for an element g ∈ Γ o Sn. We call gi the states of g and pi its activity.
It is also convenient to identify, in a self-similar group, elements with their image
under Ψ.
A self-similar group may be specified by giving a set S of generators, some relations
that they satisfy, and defining Ψ on S. There is then a maximal quotient Γ of the
free group FS on which Ψ induces an injective homomorphism to Γ o Sn.
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The first Grigorchuk group G may be defined in this manner. It is the group
generated by S = {a, b, c, d}, with a2 = b2 = c2 = d2 = bcd = 1, and with
a = 〈1,1〉(1, 2), b = 〈a, c〉 , c = 〈a, d〉 , d = 〈1, b〉 .
Here are some remarkable properties of G: it is an infinite torsion group, and
more precisely for every g ∈ G we have g2n = 1 for some n ∈ N. On the other
hand, it is not an Engel group, namely it is not true that for every g, h ∈ G we
have [g, h, . . . , h] = 1 for a long-enough iterated commutator [Bar16a]. It is a group
of intermediate word growth [Gri83], and answered in this manner a celebrated
question of Milnor.
We have decided to concentrate on the first Grigorchuk group in the computational
aspects of this text; though our code would function just as well for other examples
of self-similar branched groups, such as the Gupta-Sidki groups [GS83].
1.3. Sketch of proofs. The general idea for the proof of Theorem A is the decom-
position of group elements into states via Ψ. We show that each element g ∈ G′ is a
product of two commutators by solving the equation E = [X1, X2] · · · [X2n−1, X2n]g
for all n ≥ 2.
If there is a solution then the values of the variables Xi have some activities σi.
If we fix a possible activity of the variables of E then by passing to the states of
the Xi we are led to two new equations which (under mild assumptions and after
some normalization process) yields a single equation of the same form but of higher
genus.
Not all solutions for the new equations lead back to solutions of the original
equation. Thus instead of pure equations we consider constrained equations: we
require the variables to lie in specified cosets of the finite-index subgroup K. The
pair composed of a constraint and an element g ∈ G will be a good pair if there is
some n such that the constrained equation [X1, X2] · · · [X2n−1, X2n]g is solvable. It
turns out that this only depends on the image of g in the finite quotient G/K ′.
Then by direct computation we show that every good pair leads to another good
pair in which the genus of the equation increases. We build a graph of good pairs
which turns out to be finite since the constants of the new equation are states of the
old equation and we can use the strong contracting property of G.
The computations could in principle be done by hand, but one of our motivations
was precisely to see to which point they could be automated. We implemented
them in the computer algebra system GAP [GAP14]. The source code for these
computations is distributed with this document as ancillary material. It can be
validated using precomputed data on a GAP standard installation by running the
command gap verify.g in its main directory.
To perform more advanced experimentation with the code and to recreate the
precomputed data, the required version of GAP must be at least 4.7.6 and the
packages FR [Bar16b] and LPRES [BH16] must be installed.
2. Equations
We fix a set X and call its elements variables. We assume that X is infinite
countable, is well ordered, and that its family of finite subsets is also well ordered,
by size and then lexicographic order. We denote by FX the free group on the
generating set X . We use 1 for the identity element of groups, and for the identity
maps, to distinguish it from the numerical 1.
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Definition 2.1 (G-group, G-homomorphism). Let G be a group. A G-group is a
group with a distinguished copy of G inside it; a typical example is H ∗G for some
group H. A G-homomorphism between G-groups is a homomorphism that is the
identity between the marked copies of G.
A G-equation is an element E of the G-group FX ∗G, regarded as a reduced word
in X ∪ X−1 ∪ G. For E a G-equation, its set of variables Var(E) ⊂ X is the set of
symbols in X that occur in it; namely, Var(E) is the minimal subset of X such that
E belongs to FVar(E) ∗G.
An evaluation is a G-homomorphism e : FX ∗G → G. A solution of an equation
E is an evaluation s satisfying s(E) = 1. If a solution exists for E then the equation
E is called solvable. The set of elements X ∈ X with s(X) 6= 1 is called the support
of the solution.
The support of a solution for an equation E may be assumed to be a subset of
FVar(E) and hence the data of a solution is equivalent to a map Var(E) → G. The
question of whether an equation E is solvable will be referred to as the Diophantine
problem of E .
Every homomorphism ϕ : G → H extends uniquely to an FX -homomorphism
ϕ∗ : FX ∗ G → FX ∗ H. In this manner, every G-equation E gives rise to an H-
equation ϕ∗(E), which is solvable whenever E is solvable.
Definition 2.2 (Equivalence of equations). Let E ,F ∈ FX ∗G be two G-equations.
We say that E and F are equivalent if there is a G-automorphism ϕ of FX ∗G that
maps E to F . We denote by Stab(E) the group of G-automorphisms of E .
Lemma 2.3. Let E be an equation and let ϕ be a G-endomorphism of FX ∗ G. If
ϕ(E) is solvable then so is E. In particular, the Diophantine problem is the same for
equivalent equations.
Proof. If s is a solution for ϕ(E), then s ◦ ϕ is a solution for E . 
2.1. Quadratic equations. A G-equation E is called quadratic if for each variable
X ∈ Var(E) exactly two letters of E are X or X−1, when E is regarded as a reduced
word.
A G-equation E is is called oriented if for each variable X ∈ Var(E) the number of
occurrences with positive and with negative sign coincide, namely if E maps to the
identity under the natural map FX ∗ G → FX /[FX , FX ] ∗ 1. Otherwise E is called
unoriented.
Lemma 2.4. Being oriented or not is preserved under equivalence of equations.
Proof. E is oriented if and only if it belongs to the normal closure of [FX , FX ] ∗ G;
this subgroup is preserved by all G-endomorphisms of FX ∗G. 
2.2. Normal form of quadratic equations.
Definition 2.5 (On,m,Un,m). For m,n ≥ 0, Xi, Yi, Zi ∈ X and ci ∈ G the following
two kinds of equations are called in normal form:
On,m : [X1, Y1][X2, Y2] · · · [Xn, Yn]cZ11 · · · cZm−1m−1 cm(1)
Un,m : X21X22 · · ·X2ncZ11 · · · cZm−1m−1 cm .(2)
The form On,m is called the oriented case and Un,m for n > 0 the unoriented case.
The parameter n is referred to as the genus of the normal form of an equation.
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We recall the following result, and give the details of the proof in an algorithmic
manner, because we will need them in practice:
Theorem 2.6 ([CE81]). Every quadratic equation E ∈ FX ∗ G is equivalent to an
equation in normal form, and the G-isomorphism can be effectively computed.
Proof. The proof proceeds by induction on the number of variables. Starting with
the oriented case: if the reduced equation E has no variables then it is already in
normal form O0,1. If there is a variable X ∈ X occurring in E then X−1 also appears.
Therefore the equation has the form E = uX−1vXw or can be brought to this form
by applying the automorphism X 7→ X−1. Choose X ∈ X in such a way that Var(v)
is minimal.
We distinguish between multiple cases:
Case 1.0: v ∈ G. The word uw has fewer variables than E and can thus be brought
into normal form r ∈ On,m by a G-isomorphism ϕ. If r ends with a variable,
we use the G-isomorphism ϕ ◦ (X 7→ Xw−1) to map E to the equation
rvX ∈ On,m+1. If r ends with a group constant b, say r = sb, we use the
isomorphism ϕ ◦ (X 7→ Xbw−1) to map E to the equation svXb ∈ On,m+1.
Case 1.1: v ∈ X ∪X−1. For simplicity let us assume v ∈ X ; in the other case we can
apply the G-homomorphism v 7→ v−1. Now there are two possibilities: either
v−1 occurs in u or v−1 occurs in w. In the first case E = u1v−1u2X−1vXw,
and then the G-isomorphism X 7→ Xu1u2, v 7→ vu1 yields the equation
[v,X]u1u2w. In the second case E = uX−1vXw1v−1w2 is transformed to
[X, v]uw1w2 by the G-isomorphism X 7→ Xuw1w−11 , v 7→ v−uw1 . In both
cases u1u2w, respectively uw1w2 have fewer variables and so composition
with the corresponding G-isomorphism results in a normal form.
Case 2: Length(v) > 1. In this case v is a word consisting of elements X ∪X−1 with
each symbol occurring at most once as v was chosen with minimal variable
set, and some elements of G. If v starts with a constant b ∈ G we use the
G-homomorphism X 7→ bX to achieve that v starts with a variable Y ∈ X ,
possibly by using the G-homomorphism Y 7→ Y −1. As in Case 1.1 there are
two possibilities: Y −1 is either part of u or part of w. In the first case E =
u1Y −1u2X−1Y v1Xw we can use the G-isomorphism X 7→ Xu1v1u2, Y 7→
Y u1v1v−11 to obtain [Y,X]u1v1u2w. In the second we use the G-isomorphism
X 7→ Xuw1v1v−11 w−11 , Y 7→ Y −uw1v1v−11 to obtain [X,Y ]uw1v1w2. In both
cases the second subword has again fewer variables and can be brought into
normal form by induction.
Therefore each oriented equation can be brought to normal form by G-isomorphisms.
In the unoriented case there is a variable X ∈ X such that E = uXvXw. Choose
v to have a minimal number of variables. By induction, the shorter word uv−1w is
equivalent by ϕ to a normal form r.
The G-isomorphism ϕ◦ (X 7→ Xuv−1) maps E to X2r. If r ∈ Un,m for some n,m,
there remains nothing to do. Otherwise r = [Y,Z]s, and then the G-homomorphism
X 7→ XY Z, Y 7→ Z−1Y −1X−1Y ZXY Z, Z 7→ Z−1Y −1X−1Z
mapsX2r toX2Y 2Z2s. This homomorphism is indeed an isomorphism, with inverse
X 7→ X2Y −1X−1, Y 7→ XYX−1Z−1X−1, Z 7→ XZ.
Note that s ∈ On,m. If n ≥ 1 then this procedure can be repeated with Z, in place
of X, r. 
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For a quadratic equation E we denote by nf(E) := nfE(E) the image of E under
the G-isomorphism nfE constructed in the proof.
From now on we will consider oriented equations On,1. For this we will use the
abbreviation
Rn(X1, . . . , X2n) =
n∏
i=1
[X2i−1, X2i]
and often write Rn = Rn(X1, . . . , X2n) if the Xi are the first generators of FX .
2.3. Constrained equations.
Definition 2.7 (Constrained equations [LMU16]). Given an equation E ∈ FX ∗G, a
group H, a homomorphism pi : G→ H and a homomorphism γ : FX → H, the pair
(E , γ) is called a constrained equation and γ is called a constraint for the equation
E on H.
A solution for (E , γ) is a solution s for E with the additional property that pi◦s = γ.
We note that the constraint γ needs only to be specified on Var(E).
3. Self-similar groups
Let Tn be the regular rooted n-ary tree and let Sn be the symmetric group on n
symbols. The group Aut(Tn) consists of all root-preserving graph automorphisms
of the tree Tn.
Let T1,n, . . . , Tn,n be the subtrees hanging from neighbors of the root. Every
g ∈ Aut(Tn) permutes the Ti,n by a permutation σ and simultaneously acts on each
of them by isomorphisms gi : Ti,n → Tiσ ,n.
Note that for all i the tree Tn is isomorphic to Ti,n; identifying each Ti,n with
Tn, we identify each gi with an element of Aut(Tn), and obtain in this manner an
isomorphism
Ψ: Aut(Tn)
∼−→ Aut(Tn) o Sn
g 7→ 〈g1, . . . , gn〉σ.
A self-similar group is a subgroup G of Aut(Tn) satisfying G ≤ Ψ(G). For the
sake of notation we will identify elements with their image under this embedding
and will write g = 〈g1, . . . , gn〉σ for elements g ∈ G. Furthermore we will call gi ∈ G
the states of the element g, will write g@i := gi to address the states, will call σ ∈ Sn
the activity of the element g, and will write act(g) := σ.
3.1. Commutator width of Aut(T2). To give an idea of how the commutator
width of Grigorchuk’s group is computed, we consider as an easier example the group
Aut(T2). In this group we have the following useful property: for every two elements
g, h ∈ Aut(Tn) the element 〈g, h〉 is also a member of the group. This is only true up
to finite index in the Grigorchuk group and will produce extra complications there.
Proposition 3.1. The commutator width of Aut(T2) is 1.
For the proof we need a small observation:
Lemma 3.2. Let H be a self-similar group acting on a binary tree. If g ∈ H ′ then
g@2 · g@1 ∈ H ′.
Proof. It suffices to consider a commutator g = [g1, g2] in H ′. Then g@2 · g@1
is the product, in some order, of all eight terms (gi@j) for all i, j ∈ {1, 2} and
 ∈ {±1}. 
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Proof of Proposition 3.1. Given any element g ∈ Aut(T2)′ we consider the equation
[X,Y ]g. If in it we replace the variable X by 〈X1, X2〉 and Y by 〈Y1, Y2〉(1, 2) we
obtain 〈X−11 Y −12 X2Y2g@1, X−12 Y −11 X1Y1g@2〉 . Therefore, [X,Y ]g is solvable if the
system of equations {X−12 Y −12 X2Y2g@1, X−11 Y −11 X1Y1g@2} is solvable. We apply
the Aut(T2)-homomorphism X1 7→ X1, X2 7→ Y −11 X1Y1g@2, Yi 7→ Yi to eliminate
one equation and one variable.
Thus the solvability of the constrained equation ([X,Y ]g, (X 7→ 1, Y 7→ (1, 2)))
follows from the solvability of X−11 Y −12 Y −11 X1Y1(g@2)Y2(g@1) which is under the
normal form Aut(T2)-isomorphism Y1 7→ Y1Y −12 equivalent to the solvability of
[X1, Y1](g@2)Y2g@1. After choosing Y2 = 1 we are again in the original situation
since g@2g@1 ∈ H ′.
This allows us to recursively define a solution s for the equation [X,Y ]g as follows:
s(X) = 〈a1, b−11 a1b1g@2〉 , s(Y ) = 〈b1,1〉(1, 2), c1 = g@2 · g@1,
and for all i ≥ 1
ai = 〈ai+1, b−1i+1ai+1bi+1ci@2〉 , bi = 〈bi+1,1〉(1, 2), ci+1 = ci@2 · ci@1.
Note that the elements ai, bi ∈ Aut(T2) are well-defined, although they are con-
structed recursively out of the aj , bj for larger j. Indeed, if one considers the re-
cursions above for i ∈ {1, . . . , n} and sets an+1 = bn+1 = 1, one defines in this
manner elements a(n)1 , b
(n)
1 ∈ Aut(T2) which form Cauchy sequences, and therefore
have well-defined limits a1 = lim a(n)1 and b1 = lim b
(n)
1 . 
4. The first Grigorchuk Group
The first Grigorchuk group [Gri80] is a finitely generated self-similar group acting
faithfully on the binary rooted tree, with generators
a = 〈1,1〉(1, 2), b = 〈a, c〉 , c = 〈a, d〉 , d = 〈1, b〉 .
Some useful identities are
a2 = b2 = c2 = d2 = bcd = 1,
ba = 〈c, a〉 , ca = 〈d, a〉 , da = 〈b,1〉 ,
(ad)4 = (ac)8 = (ab)16 = 1.
Definition 4.1 (Regular branched group). A self-similar group Γ is called regular
branched if it has a finite-index subgroup K ≤ Γ such that K×n ≤ Ψ(K).
Lemma 4.2 ([Roz93]). The Grigorchuk group is regular branched with branching
subgroup
K :=
〈
(ab)2
〉G
=
〈
(ab)2, (bada)2, (abad)2
〉
.
The quotient Q := G/K has order 16. 
For an equation E ∈ FX ∗G, recall that Stab(E) denotes the group of G-automor-
phisms of E .
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Denote by Un the subgroup of Stab(Rn) generated by the following automor-
phisms of F2n:
ϕi : Xi 7→ Xi−1Xi, others fixed for i = 2, 4, . . . , 2n,
ϕi : Xi 7→ Xi+1Xi, others fixed for i = 1, 3, . . . , 2n− 1,
Xi 7→ Xi+1X−1i+2Xi,
ψi : Xi+1 7→ Xi+1X−1i+2Xi+1Xi+2X−1i+1, for i = 1, 3, . . . , 2n− 3
Xi+2 7→ Xi+1X−1i+2Xi+2Xi+2X−1i+1,
Xi+3 7→ Xi+1X−1i+2Xi+3, others fixed
Remark. In fact, we have Un = Stab(Rn) though formally we do not need the
equality. Due to classical results of Dehn–Nielsen, Stab(Rn) is isomorphic to the
mapping class groups M(n, 0) of the closed orientable surface of genus n. It can be
checked that the automorphisms ϕi and ψi represent the Humphries generators of
M(n, 0). For details on mapping class groups, see for example [FM11].
Lemma 4.3 ([LMU16]). Given n ∈ N and a homomorphism γ : FX → Q with
supp(γ) ⊂ 〈X1, . . . , X2n〉 there is an element ϕ ∈ Un < Aut(FX ) such that supp(γ ◦
ϕ) ∈ 〈X1, . . . , X5〉. 
Lemma 4.4. Identify the set {γ : FX → Q | supp(γ) ⊂ 〈X1, . . . , Xn〉} with Qn.
Then ∣∣∣Q2n/Un∣∣∣ ≤ 90 for all n.
Proof. Note that according to our identification we have Qm ⊂ Qn for m < n. By
Lemma 4.3 every orbit Q2n/Un has a representative in Q5. Let Rn denote a set of
representatives of Q2n/Un in Q5. Since Un ⊂ Un+1 we can assume that Rn+1 ⊂ Rn
for n ≥ 3.
Direct computation shows that |R3| = 90, see Section 6.3. 
Remark. In fact we have
∣∣Q2n/Un∣∣ = 90 for all n ≥ 3. To prove this one can show
by direct computation that R3 = R4 = R5 and then show for all θ ∈ Un, n ≥ 6 and
γ, γ′ ∈ R3, γ 6= γ′ that γ ◦ θ 6= γ′.
Notation 4.5 (R, reduced constraint). Lemmas 4.3 and 4.4 imply that there is
a set of 90 homomorphisms γ : FX → Q with supp(γ) ⊂ 〈X1, . . . , X5〉 that is a
representative system of the orbits Q2n/Un for each n ≥ 3. Fix such a set R
and for γ : FX → Q with finite support (say X1, . . . , X2n) denote by ϕγ the G-
homomorphism in Un such that γ ◦ ϕγ ∈ R.
The element γ ◦ ϕγ will be called a reduced constraint.
Lemma 4.6. The solvability of a constrained equation (Rng, γ) is equivalent to the
solvability of (Rng, γ ◦ ϕγ).
Proof. If s is a solution for (Rng, γ) then s ◦ ϕγ is a solution for (Rng, γ ◦ ϕγ). 
Definition 4.7 (Branch structure [Bar13]). A branch structure for a group G ↪→
G o Sn consists of
(1) a branching subgroup KEG of finite index;
(2) the corresponding quotient Q = G/K and the factor homomorphism pi : G→
Q;
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(3) a groupQ1 ⊂ QoSn such that 〈q1, . . . , qn〉σ ∈ Q1 if and only if 〈g1, . . . , gn〉σ ∈
G for all gi ∈ pi−1(qi);
(4) a map ω : Q1 → Q with the following property: if g = 〈g1, . . . , gn〉σ ∈ G
then ω(〈pi(g1), . . . , pi(gn)〉σ) = pi(g).
All regular branched groups have a branch structure (see [Bar13, Remark after
Definition 5.1]). We will from now on fix such a structure for G and take the group
K defined in Lemma 4.2 as branching subgroup and denote by Q the factor group
with natural homomorphism pi : G→ G/K = Q.
Remark. The branch structure of G is included in the FR package and can be
computed by the method BranchStructure(GrigorchukGroup).
4.1. Good Pairs. It is not true that for every g ∈ G′ and every constraint γ there
is an n ∈ N such that the constrained equation (Rng, γ) is solvable. For example(
Rn(ab)2, (γ : Xi 7→ 1 ∀i)
)
is not solvable for any n because (ab)2 /∈ K ′. This motivates the following definition.
Definition 4.8 (Good pair). Given g ∈ G′ and γ ∈ R, the tuple (g, γ) is called a
good pair if (Rng, γ) is solvable for some n ∈ N.
Lemma 4.9. Denote by
τ : G→ G/K ′ and ρ : G/K ′ → (G/K ′)/(K/K ′) ' G/K
the natural projections.
The pair (g, γ) is a good pair if and only if there is a solution s : FX → G/K ′ for
R3τ(g) with s(Xi) ∈ ρ−1(γ(Xi)).
Proof. If (g, γ) is a good pair and s a solution for (Rng, γ) then s(Xi) ∈ K for i ≥ 6,
so s(Rn) = s(R3) · k′ for some k′ ∈ K ′. Therefore there is a solution τ ◦ s for R3τ(g)
with s(Xi) = γ(Xi).
On the other hand if there is a solution s : FX → G/K ′ for R3τ(g) with for
each s(Xi) ∈ ρ−1(γ(Xi)) then for gi ∈ τ−1(s(Xi)) there is some k′ ∈ K ′ such that
R3(g1, . . . , g6)k′g = 1 and so (g, γ) is a good pair. 
The previous lemma shows that the question whether (g, γ) is a good pair depends
only on the image of g in G/K ′. For q ∈ Q, we call (q, γ) a good pair if (g, γ) is a
good pair for one (and hence all) preimages of q under τ .
Corollary 4.10. The following are equivalent:
(a) K has finite commutator width;
(b) there is an n ∈ N such that (Rng, γ) is solvable for all good pairs (g, γ) with
g ∈ G′ and γ ∈ R.
Proof. (b)⇒(a): if k ∈ K ′ then (k,1) is a good pair, so (Rnk,1) is solvable in G; and
the constraints ensures that it is solvable in K. Therefore the commutator width of
K is at most n.
(a)⇒(b): if (g, γ) is a good pair there is an m′ ∈ N and a solution s for (Rm′g, γ).
As pi(s(Xi)) = 1 for all i ≥ 6 there is k ∈ K ′ such that s is a solution for (R3kg, γ).
By (a) there is an m such that all k can be written as product of m commutators
of elements of K and therefore there is a solution for (Rm+3g, γ). We may take
n = m+ 3. 
We study now more carefully the quotients G/K, G/K ′ and G/(K ×K).
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Lemma 4.11. Let us write k1 := (ab)2, k2 := 〈1, k1〉 = (abad)2 and k3 := 〈k1,1〉 =
(bada)2. Then
G′ =
〈
k1, k2, k3, (ad)2
〉
,
K = 〈k1, k2, k3〉 ,
K ×K = {〈k, k′〉 | k, k′ ∈ K}
=
〈
k2, k3, [k1, k2], [k1, k3], [k−11 , k2], [k−11 , k3]
〉
,
K ′ = 〈[k1, k2]〉G
=
〈
[k2, k1], [k1, k−12 ], [k2, k1]k2 , [k−11 , k2], [k2, k1]k1 , [k−12 , k−11 ]
〉{1,a}
Furthermore these groups form a tower with indices
[G : G′] = 8, [G′ : K] = 2, [K : K ×K] = 4, [K ×K : K ′] = 16.
Proof. The chain of indices is shown for example in [BGŠ03] and the generating sets
can be verified using the GAP standard methods NormalClosure and Index. 
4.2. Succeeding pairs.
Definition 4.12 (Ract, active constraints). We define the activity act(q) of an
element q ∈ Q as the activity of an arbitrary element of pi−1(q). This is well defined
since all elements of K have trivial activity.
Consider a constraint γ : FX → Q. Define act(γ) : FX → C2 by X 7→ act(γ(X)).
Denote by Ract the reduced constraints in R that have a nontrivial activity.
Lemma 4.13. For each q ∈ G′/K ′ there is γ ∈ Ract such that (q, γ) is a good pair.
Proof. This is a finite problem which can be checked in GAP with the function
verifyLemmaExistGoodConstraints. For more details see Section 6.1. 
We will now give a procedure to start with a constrained equation say of class
On,1 and result with an equations of class O2n−1,1 and a a set of constraints such
that the solvability of any of the later constrained equations implies the solvability
of the original one.
Instead of an infinitely generated free group FX we can restrict ourselves to a
finite set X of order 2n for the variables of the original equation and another set
Y for the variables of the resulting equation. For fixed n we notate the free groups
FX , FY and FY ′ on the following generating sets:
X = {X` | 1 ≤ ` ≤ 2n}, Y = {Y`,i | 1 ≤ ` ≤ 2n, i = 1, 2}, Y ′ = Y \ {Y6,1, Y6,2}.
Denote by S the set {1, a, b, c, d, ab, ad, ba} ⊂ G. We will define for all q ∈ G′/K ′
a map Γq which for any n ≥ 3 maps a reduced constraint γ ∈ Ract, say γ : FX → Q,
to a set of constraints γ′ : FY → Q with the following property:
(*) There is x ∈ S with γ′(Y6,1) = pi(x), such that for all g ∈ G′ with τ(g) = q
the solvability of the constrained equation (R2n−1(g@2)x ·g@1, γ′|FY′ ) implies
the solvability of (Rng, γ).
We will define this map in several steps and afterwards show that for all good
pairs (q, γ) and all g such that τ(g) = q there is some constraint γ′ ∈ Γq(γ) such
that ((g@2)x · g@1, γ′|FY′ ) is a good pair.
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For the first step we take the branching structure (K,Q, pi,Q1, ω) of the Grig-
orchuk group as before and complete the set S to a transversal S′ of G/K. Denote
by rep: Q→ S′ the map such that pi(rep(q)) = q.
Γn1 (γ) =
{
γ′ : FY → Q
∣∣∣∣ 〈γ′(Y`,1, γ′(Y`,2)〉 ∈ ω−1(γ(X`)),γ′(Yk,i) = 1, 1 ≤ ` ≤ 6, k > 6, i = 1, 2
}
.
For some formal equalities for equations in G we will need two auxiliary free groups
FG = 〈g〉, FH = 〈g1, g2〉, and define homomorphisms
Φγ :
FX ∗ FG → (FY ∗ FH) o C2,
g 7→ 〈g1, g2〉 ,
Xi 7→ 〈Yi,1, Yi,2〉 act(γ(Xi)),
Φ˜γ :
FX ∗G → (FY ∗G) o C2,
g 7→ Ψ(g),
Xi 7→ 〈Yi,1, Yi,2〉 act(γ(Xi)).
Lemma 4.14. If γ is a constraint with nontrivial activity, and Φγ(Rng) = 〈w1, w2〉
then Var(w1) ∩Var(w2) 6= ∅.
Proof. Let ` ∈ 1 . . . 2n be such that γ(X`) has nontrivial activity. Then Rn contains
either a factor [X`, Xk] or [Xk, X`] for another generator Xk 6= X`. Assume without
loss of generality the first case. Let σ be the activity of γ(Xk) then Φγ(Rng) contains
a factor
[〈Y`,1, Y`,2〉(1, 2), 〈Yk,1, Yk,2〉σ] =
{
〈Y −1`,2 Y −1k,2 Y`,2Yk,1, Y −1`,1 Y −1k,1 Y`,1Yk,2〉 if σ = 1
〈Y −1`,2 Y −1k,1 Y`,1Yk,2, Y −1`,1 Y −1k,2 Y`,2Yk,1〉 if σ = (1, 2).
In both cases Yk,1, Yk,2 ∈ Var(w1) ∩Var(w2). 
For q1, q2 ∈ Q and n ≥ 3 ∈ N define
Γq1,q2,n2 (γ) =
{
γ′ ∈ Γn1 (γ)
∣∣∣∣$ : FH→Qg1 7→q1g2 7→q2 satisfies (γ′ ∗$)2(Φγ(Rng)) = 〈1,1〉
}
.
For γ ∈ Ract denote by v and w the elements of F{Y1,1,...,Y6,2} such that Φγ(R3g) =
〈v, w〉〈g1, g2〉 . Then
Φγ(Rn(X∗)g) = 〈v, w〉〈Rn−3(Y7,1, . . . , Y2n,1)g1, Rn−3(Y7,2, . . . , Y2n,2)g2〉 .
By Lemma 4.14 there is Y0 ∈ Y ∪ Y−1 such that v = v1Y0v2 and w = w1Y −10 w2.
Then the FH-homomorphism
`Y0,n :
FY ∗ FH → FY ∗ FH,
Y 7→
{
Y if Y 6= Y0
w2Rn−3(Y7,2, . . . , Y2n,2)g2w1 if Y = Y0
maps the second coordinate of Φγ(Rn(X∗)g) to 1 and the first coordinate to an
equation
E = v1w2Rn−3(Y7,2, . . . , Y2n,2)g2w1v2Rn−3(Y7,1, . . . , Y2n,1)g1.
For γ′ ∈ Γq1,q2,n2 (γ) we have γ′(Y0) = (γ′ ∗$)(w2g2w1) = (γ′ ∗$)(`Y0,n(Y0)) and
hence
(1) γ′ = (γ′ ∗$) ◦ `Y0,n for all γ′ ∈ Γq1,q2,n2 (γ), $ : gi 7→ qi, Y0.
Consider the automorphisms
ψ1 :
FY ∗ FH → FY ∗ FH
Yk,1 7→ Y g
−1
1
k,1
Yk,2 7→ Y (g2w1v1g1)
−1
k,2
Yk,j 7→ Yk,j ,
ψ2 :
FY ∗ FH → FY ∗ FH
Yk,1 7→ Y g
Y6,1
2 g1
k,1 for k > 6
Yk,2 7→ Y g
Y6,1
2 g1
k,2 for k > 6
Yk,j 7→ Yk,j for k ≤ 6, j = 1, 2
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ψ3 :
FY ∗ FH → FY ∗ FH
Y2k,1 7→ Yn+k,2 for k > 3
Y2k−1,1 7→ Yn+k,1 for k > 3
Y2k,2 7→ Y3+k,2 for k > 3
Y2k−1,2 7→ Y3+k,1 for k > 3
Yk,` 7→ Yk,` for k ≤ 6, ` = 1, 2
and note that for nfγ,n,Y0 := ψ3 ◦ ψ2 ◦ nfv1w2g2w1v2g1 ◦ ψ1 we have
nfγ,n,Y0(E) = R2n−1(Y1,1, Y1,2, . . . ,Y6,1,Y6,2, . . . , Y2n,2)g
Y6,1
2 g1.
This leads to the following definition.
Γq1,q2,n,Y03 (γ) =
{
γ′ ◦ nf−1γ,n,Y0 : FY → Q
∣∣∣γ′ ∈ Γq1,q2,n2 } .
Note that nfγ,n,Y0 fixes the sets {Yk,` | k > 6, ` = 1, 2} and {Yk,` | k ≤ 6, ` = 1, 2}
and hence for k > 6 we have γ′′(Yk,`) = 1 for all γ′′ ∈ Γq1,q2,n,Y03 (γ) independently of
qi, n, Y0 and γ and therefore we can naturally identify the mappings Γq1,q2,n,Y03 and
Γq1,q2,3,Y03 for every n ≥ 3. Note further that nfγ,n,Y0(Y0) = Y6,2.
Given g ∈ G′, gi = g@i for i = 1, 2, an active constraint γ ∈ Ract and γ′′ ∈
Γpi(g1),pi(g1),n,Y03 (γ) then a solution for the the constrained equation
E ′ = (R2n−1(Y∗,∗)grep(γ
′′(Y6,1))
2 g1, γ
′′)
can be extended by the map Y6,1 7→ rep(γ′′(Y6,1)) to a solution s′ of the equa-
tion (R2n−1(Y∗,∗)gY6,12 g1, γ′′). Notate the epimorphism iH : FH → G, gk 7→ gk and
note that since nfγ,n,Y0 is an FH-homomorphism n := (1 ∗ iH) ◦ nfγ,n,Y0 maps E to
R2n−1(Y∗,∗)gY6,12 g1. Moreover by (1) we have that γ′ := γ′′ ◦ n ∈ Γq1,q2,n2 (γ).
Hence the map
s : Yi,j 7→
{
w2g2w1 if i, j = 6, 2
s′ ◦ n(Yi,j) otherwise
is a solution for
(
(1 ∗ iH) ◦ Φγ(Rng), γ′) and thus also for
(
Φ˜γ(Rng), γ′
)
. By the
definition of ω the element ti := 〈s(Yi,1), s(Yi,2)〉 act(γ(Xi)) belongs to G for all i.
Moreover since γ′ ∈ Γn1 (γ) we have pi(ti) = γ(Xi). Thus the mapping Xi 7→ ti is a
solution for (Rng, γ).
The map Γq1,q2,n,Y03 does depend on the choice of the variable Y0. To remove this
dependency we observe that the set of all variables Y0 ∈ Var(v) ∩ Var(w) does not
depend on n and define
Γq1,q24 (γ) =
⋃
Y0∈Var(v)∩Var(w)
Γq1,q2,3,Y03 (γ).
Note that q1, q2 ∈ Q are determined by q ∈ G′/K ′ in the sense that there is a
map @¯i : G′/K ′ → Q such that if τ(g) = q and gi = g@i then qi = q@¯i. This map
@¯i is well defined since k′@i ∈ K for all k′ ∈ K ′. Thus we can write Γq1,q24 (γ) as
Γq4(γ), and filter out those constraints that do not fulfill the requested properties;
we finally define
Γq(γ) :=
{
γ′ ∈ Γq4(γ)
∣∣act(γ′) 6= 1, γ′(Y6,1) ∈ pi(S)} .(2)
Note that (*) holds automatically by construction.
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Proposition 4.15. For each good pair (q, γ) with q ∈ G′/K ′ and γ ∈ Ract the
set Γq(γ) contains some constraint γ′ such that for all g with τ(g) = q the pair(
(g@2)rep(γ′(Y6,1)) · g@1, γ′|FY′
)
is a good pair.
For the proof of this proposition we need an auxiliary lemma:
Lemma 4.16. The map
p¯h :
G′/K ′ → G′/K ×K
gK ′ 7→
(
(g@2)h · g@1
)
K ×K
is well defined.
Proof. We need to show that k@i ∈ K ×K for i = 1, 2 and k ∈ K ′. Remember the
generators k1 = (ab)2, k2 = (abad)2. Then
[k1, k2] = bba(dba)2bab(bad)2 = 〈1, cabab〉 = 〈1, 〈1, dabac〉〉 = 〈1, 〈1, k−12 k1〉〉 .
So both states of [k1, k2] are in K × K. Now take an arbitrary element k ∈ K ′.
There is n ∈ N, ε ∈ {1,−1} and gi ∈ G such that k = ∏nj=1[k1, k2]εgj and therefore
k@i =
n∏
j=1
(([k1, k2]εgj )@i) =
n∏
j=1
(
([k1, k2])@ig
−1
j
)εgj@ig−1j ∈ K ×K
Then for k ∈ K ′ we have
ph(gk) = ((gk)@2)h · (gk)@1 = (g@2)h · (k@2)h · g@1 · k@1 ∈ ((g@2)h · g@1)K ×K.

Proof of Proposition 4.15. In the construction above it is clear that the sets Γq,Y03
and hence Γq,Y04 are nonempty. For the finitely many γ ∈ Ract checking whether
some of the finitely many γ′ ∈ Γq4(γ) fulfill γ′(Y6,1) ∈ pi(S) and act(γ′) 6= 1 (i.e.
γ′ ∈ Γq(γ)) is implemented in the procedure below.
Define for h ∈ G maps ph : G → G by g 7→ (g@2)h · g@1. These maps are in
general not homomorphisms but by Lemma 3.2 for g ∈ G′ we have ph(g) ∈ G′ for
all h ∈ G.
By Lemma 4.16 we can define the map p¯h : G′/K ′ → G′/(K ×K) and the natural
homomorphism
ρ′ : G′/K ′ → (G′/K ′) / (K ×K/K ′) ' G′/(K ×K)
and now we only need to show that there is a γ′ ∈ Γq(γ) such that all preimages
of p¯rep(γ′(Y6,1))(q) under ρ′ form good pairs with γ′|FY′ . In formulas with P the
predicate of being a good pair what needs to be checked is:
∀q ∈ G′/K ′ ∀γ ∈ Ract ∃γ′ ∈ Γq(γ) ∀r ∈ ρ′−1(p¯rep(γ′(Y6,1))(q)) : P(q, γ)⇒ P(r, γ′|FY′ ).
This last formula quantifies only over finite sets, and could be implemented. It
can be checked in GAP with the function verifyPropExistsSuccessor. 
Definition 4.17 (Succeding pair). For each q ∈ G′/K ′ and γ ∈ Ract such that
(q, γ) is a good pair fix a constraint γ′ ∈ Γq(γ) and an element x = rep(γ′(Y6,1)) ∈ S
with the property of Proposition 4.15.
By Lemma 4.6 we can replace γ′|FY′ by a reduced constraint γ′r. For a good pair
(g, γ) ∈ G′ × Ract the succeeding pair is defined as ((g@2)xg@1, γ′r). Moreover by
applying this iteratively we get the succeeding sequence (gk, γk) of (g, γ): (g0, γ0) =
(g, γ) and (gk+1, γk+1) is the succeding pair of (gk, γk).
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The following lemma illustrates the use of the construction.
Lemma 4.18. Let (gk, γk) be the succeeding sequence of a good pair (g, γ). If
(gi, γi) = (gj , γj) for some distinct i, j then the equation (Rng, γ) is solvable for
all n ≥ 3.
Proof. By (*) for any i, j with i < j and any n ≥ 3 there exists n′ > n such that
solvability of (Rn′gj , γj) implies solvability of (Rngi, γi). If (gi, γi) = (gj , γj) then n′
can be taken arbitrarily large. If (g, γ) is a good pair then (gi, γi) is also a good pair
by construction. We deduce the solvability of (Rngi, γi) and hence the solvability of
(Rng, γ). 
4.3. Product of 3 commutators. We will prove that every element g ∈ G′ is
a product of three commutators by proving that all succeeding sequences (gk, γk)
as defined after Proposition 4.15 loop after finitely many steps. For this purpose
remember the map px : g 7→ (g@2)xg@1 from the proof of Proposition 4.15. We will
show that for each g ∈ G′ the sequence of sets
Sucg1 = {g}, Sucgn = {px(h) | h ∈ Sucgn−1, x ∈ S}
stabilizes in a finite set.
In [Bar98] there is a choice of weights on generators which result in a length on
G with good properties.
Lemma 4.19 ([Bar98]). Let η ≈ 0.811 be the real root of x3 + x2 + x − 2 and set
the weights
ω(a) = 1− η3 ω(c) = 1− η2
ω(b) = η3 ω(d) = 1− η
then
η(ω(b) + ω(a)) = ω(c) + ω(a)
η(ω(c) + ω(a)) = ω(d) + ω(a)
η(ω(d) + ω(a)) = ω(b). 
The next lemma is a small variation of a lemma in [Bar98].
Lemma 4.20. Denote by ∂ω the length on G induced by the weight ω. Then there
are constants C ∈ N, δ < 1 such that for all x ∈ S, g ∈ G with ∂ω(g) > C it holds
∂ω(px(g)) ≤ δ∂ω(g).
Corollary 4.21. The sequences of sets
Sucg1 = {g}, Sucgn = {px(h) | h ∈ Sucgn−1, x ∈ S}
stabilizes at a finite step for all g ∈ G.
Proof of Lemma (see [Bar98, Proposition 5]). Each element g ∈ G can be written in
a word of minimal length of the form g = aεx1ax2a . . . xnaζ where xi ∈ {b, c, d} and
ε, ζ ∈ {0, 1}. Denote by nb, nc, nd the number of occurrences of b, c, d accordingly.
COMMUTATOR WIDTH IN THE FIRST GRIGORCHUK GROUP 15
Then
∂ω(g) = (n− 1 + ε+ ζ)ω(a) + nbω(b) + ncω(c) + ndω(d)
∂ω(px(g)) ≤ (nb + nc)ω(a) + nbω(c) + ncω(d) + ndω(b) + 2∂ω(x)
= η ((nb + nc + nd)ω(a) + nbω(b) + ncω(c) + ndω(d)) + 2∂ω(x)
= η(∂ω(g) + (1− ε− ζ)ω(a)) + 2∂ω(x)
≤ η(∂ω(g) + ω(a)) + 2(ω(a) + ω(b))
= η(∂ω(g) + ω(a)) + 2.
Thus the length of px(g) growths with a linear factor smaller than 1 in terms of the
length of g. Therefore the claim holds. For instance one could take δ = 0.86 and
C = 50 or δ = 0.96 and C = 16. 
This completes the proof of the following proposition:
Proposition 4.22. If n ≥ 3 and (g, γ) is a good pair with active constraint γ with
supp(γ) ⊂ {X1, . . . , X2n} then the constrained equation (Rn(X1, . . . , X2n)g, γ) is
solvable. 
Corollary 4.23. The Grigorchuk group G has commutator width at most 3.
Proof. This is a direct consequence of the proposition and Lemma 4.13. 
4.4. Product of 2 commutators. The case of products of two commutators can
be reduced to the case of three commutators by using the same method as before.
We can compute the orbits of Q4/U2 and take a representative system denoted
by R4. It turns out that there are 86 orbits and we can check that there are again
enough active constraints:
Lemma 4.24. For each q ∈ G′/K ′ there is γ ∈ R4act such that (q, γ) is a good pair.
Proof. This can be checked in GAP with the function
verifyLemmaExistGoodGammasForRed4. 
To formulate an analog of Proposition 4.15 we literally transfer the definition of
the function Γq to the case n = 2. Denote the new function Γq,2. For a constraint
γ : F{X1,...,X4} → Q with nontrivial activity it produces a set Γq,2(γ) of constraints
γ′ : F{Y1,1,...,Y4,2} → Q.
Proposition 4.25. For each good pair (q, γ) with q ∈ G′/K ′ and γ ∈ R4act the set
Γq,2(γ) contains some active constraint γ′ such that for all g with τ(g) = q the pair(
(g@2)rep(γ′(Y4,1)) · g@1, γ′|F{Y1,1,...Y3,2}
)
is a good pair.
Proof. The proof is the same as for Proposition 4.15. The corresponding formula
which needs to be checked is
∀q ∈ G′/K ′ ∀γ ∈ R4act ∃γ′ ∈ Γq(γ) ∀r ∈ ρ′−1(p¯rep(γ′(Y4,1))(q)) : P(q, γ)⇒ P(r, γ′).
This can be checked in GAP with the function verifyPropExistsSuccessor. 
The resulting succeeding pairs are now equations of genus 3 with an active con-
straint. Those are already shown to be solvable by Proposition 4.22. Hence we have
the following corollary which improves Proposition 4.22:
Corollary 4.26. If n ≥ 2 and (g, γ) is a good pair with active constraint γ with
supp(γ) ⊂ {X1, . . . , Xn} then the constrained equation (Rn(X1, . . . , X2n)g, γ) is solv-
able.
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Together with Lemma 4.24 this proves the first part of Theorem A.
Corollary 4.27. K has commutator width at most 2.
Proof. To show that K has commutator width at most 2 it is sufficient to show
that the constrained equations (R2g,1) have solutions for all g ∈ K ′. Since 1
has trivial activity one cannot directly apply Proposition 4.22. However one can
check that all pairs (h, γ1), (f, γ2) such that g = 〈h, f〉 and γ1 = (1,1, pi(bad),1),
γ2 = (1,1,1, pi(ca)) are good pairs with active constraints and hence admit solutions
s1, s2 : F4 → G.
We can then define the map s : F4 → G,Xi 7→ 〈s1(Xi), s2(Xi)〉 ; it is a solution
for R2g and s(Xi) ∈ K for all i = 1, . . . , 4. Therefore the commutator width of K is
at most 2.
This can be checked in GAP with the function verifyCorollaryFiniteCWK. 
4.5. Not every element is a commutator. The procedure used to prove that
every element is a product of two commutators can not be used to prove that every
element is a commutator since for equations of genus 1 the genus does not increase
by passing to a succeeding pair.
In fact not every element g ∈ G′ is a commutator. This can be seen by considering
finite quotients. A commutator in the group would be also a commutator in the
quotient group.
We will define an epimorphism to a finite group with commutator width 2.
Analogously to the construction of Ψ: Aut(Tn) → Aut(Tn) o Sn we can define
a homomorphism Ψn : G → G o2n (G/ StabG(n)) by mapping an element g to its
actions on the subtrees with root in level n and the activity on th n-th level of the
tree.
Consider the following epimorphism:
germ:
G→ 〈b, c, d〉 ' C2 × C2,
a 7→ 1,
b, c, d 7→ b, c, d.
It extends to an epimorphism germn : G o2nG/ StabG(n)→ germ(G) o2nG/ StabG(n).
We will call the image germ(G) =: G0 the 0-th germgroup and furthermore Gn :=
germn ◦Ψn(G) the n-th germgroup.
The 4-th germgroup of the Grigorchuk group has order 226 and has commutator
width 2. If the FR package is present this group can be constructed in GAP with
the following command.
gap> Range(EpimorphismGermGroup(GrigorchukGroup,4))
There is an element in the commutator subgroup of this germgroup which is not a
commutator. This element is part of the precomputed data and can be accessed in
GAP as PCD.nonCommutatorGermGroup4. For the computation of this element we
used the character table of G4. For more details see Section 6.2.
A corresponding preimage in G with a minimal number of states is the automa-
ton shown in Figure 1. The construction of the element can be found in the file
gap/precomputeNonCommutator.g. With the representation in standard generators
it is easy to show using the homomorphism pi on the generators that this element is
even a member of K. This finishes the proof of Theorem A.
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a
b
1/1
c
2/2
d
1/1
e
2/2
f
1/1
g
2/2
h
1/1 2/2
aa
1/1
ab
2/2
ac
1/12/2
ad
1/1
ae
2/2
2/2
af
1/1
ag
1/1
ah
2/2
ba
1/1
bb
2/2
bc
1/1 bd
2/2
be
1/1
bf
2/2
2/2
bg
1/1
2/2
1/1
bh
1/2
ca
2/1
2/1
cb
1/2
1/2
2/1 2/1
cc
1/2
1/22/1
1/1 2/2
2/1cd
1/2
2/2
1/1
1/2
2/1
2/1
ce
1/2
1/2 2/12/1 1/2
1/12/2
2/11/2
1/2
2/1
Figure 1. Element of the derived subgroup of the Grigorchuk group
which is not a commutator. In standard generators:
(acabacad)3acab(ac)2(acabacad)2(acab)3acadacab(ac)2
(acabacad)2(acabacadacab(ac)3abacad(acab)2)5acabacadacab(ac)2
(acabacad)2(acabacadac)2(abac)3adacab(ac)2(acabacad)3
acab(ac)2(acab(ac)3abacad)2acabacad((acabacadacab(ac)2)2
acabacad(acab)3acadacab(ac)2)2((acabacad)3acab)2
acab(acabacad)2acab(ac)2(acabacad)3acab(ac)3aba
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4.6. Bounded conjugacy width. In [Fin14] it is proven that G has finite
bounded conjugacy width. Here we give an explicit bound on this width.
Proposition 4.28. Let g be in G′. Then the equation
aX1aX2aX3aX4aX5ag = 1
is solvable in G.
Proof. We need to solve the constrained equation (E = aX1aX2aX3aX4aX5ag, γ)
for some constraint γ. Independently of the chosen constraint, replacement of the
variableXi by 〈Yi, Zi〉 act(γ(Xi)) leads after normalization to an equivalent equation
R2(g@2)(g@1). Similarly to the construction of Γq in the previous section, one can
find for each q ∈ G′/K ′ a constraint γ such that γ(E1∗pi) = 1 and γ′ ∈ Γ1(γ) such
that for all g ∈ pi−1(q) the pairs (g@2g@1, γ′) are good pairs and γ′ is an active
constraint. Therefore the constrained equation (R2(g@2)(g@1), γ′) is solvable by
Corollary 4.26 for each g ∈ G′ and hence the equation aX1aX2aX3aX4aX5ag. This can
be checked in GAP with the function verifyExistGoodConjugacyConstraints. 
Lemma 4.29. There exits an element g ∈ G′ such that the equation
aX1aX2aX3ag = 1
is not solvable.
Proof. As before independently of the activities of a possible constraint γ and of the
element g ∈ G′ the normalform of Φ˜γ(aX1aX2aX3ag) turns out to be R1(g@2)g@1.
So all there is to prove is that there is an element h ∈ K where the products of
states h@2 · h@1 is not a commutator.
The element g displayed in Figure 1 provides such an element. It can easily
be verified that 〈pi(cag), pi(ac)〉 ∈ Q1 and ω(〈pi(cag), pi(ac)〉) = 1. Thus by the
properties of the branch structure we have 〈pi(cag), pi(ac)〉 ∈ K < G′. 
This finishes the proof of Corollary B.
Definition 4.30 (Conjugacy width [Fin14]). The conjugacy width of a group G
with respect to a generating set S is the smallest number N ∈ N such that every
element g ∈ G is a product of at most N conjugates of generators s ∈ S.
Corollary 4.31. The Grigorchuk group G with generating set {a, b, c, d} has conju-
gacy width at most 8.
Proof. The following set T is a transversal of G/G′:
T = {1, a, daa, da, b, aba, cad, bda}.
Therefore, every element g ∈ G can be written as g = th with t ∈ T and h ∈ G′. As
every element of G′ is a product of at most 6 conjugates of a this proves the claim.

5. Proof of Theorem C
We will prove the statement first for finite-index subgroups.
Proposition 5.1. All finite-index subgroups H ≤ G have finite commutator width.
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Proof. Note that from Corollary 4.27 it follows that K ×K and furthermore K×n
have commutator width 2.
Let H be a subgroup of finite index. Since G has the congruence subgroup prop-
erty ([BG02]) we can find a nontrivial normal subgroup N = StabG(m) < H for
some m ∈ N. Furthermore since K is inactive we have
K < StabG(1), K ×K < StabG(2), K×4 < StabG(3).
Furthermore we have StabG(n) = StabG(3)×2
n−3 for n ≥ 4 and hence for every
subgroup H of finite index there is an n such that K×2n ≤ H.
SinceK ′ has finite index inK by Lemma 4.11, the index in [H,H] of [K×2n ,K×2n ]
is finite. Taking a transversal T of [H,H]/[K×2n ,K×2n ] we can find m ∈ N such
that every element in T is a product of at most m commutators in H. We can thus
write each element h ∈ [H,H] as product kt with k ∈ K×2n , t ∈ T and thus as a
product of at most 2 +m commutators. 
Proposition 5.2. All finitely generated subgroups H ≤ G are of finite commutator
width.
Proof. Every infinite finitely generated subgroup of G is abstractly commensurable
to G, see [GW03, Theorem 1].
This, by definition, means that every infinite finitely generated subgroup H ≤ G
contains a finite-index subgroup which is isomorphic to a finite-index subgroup of G
and hence by Proposition 5.1 has finite commutator width. 
To show that there cannot be a bound on the commutator width of subgroups we
need some auxiliary results. They are well-known, but since we could not find an
original reference we will sketch their proofs here.
Proposition 5.3.
(1) For all n ∈ N there is a finite 2-group of commutator width at least n.
(2) K contains every finite 2-group as a subgroup.
(3) Every finite 2-group is a quotient of two finite-index subgroups of G.
Proof.
(1) Consider the groups Γn = Fn/〈γ3(Fn), x21, . . . , x2n〉. These are extensions of
Cn2 by C
(n2)
2 and are class 2-nilpotent 2-groups. The derived subgroup is hence
of order 2(
n
2). Let T be a transversal of Γn/Γ′n. Thus T is of order 2n and
for x, y ∈ Γn there are t, s ∈ T and x′, y′ ∈ Γ′ such that every commutator
[x, y] = [tx′, sy′] = [t, s]. Therefore there are at most
(2n
2
)
commutators.
This means there are at most
(2n
2
)m ≤ 2(2n−1)m products of m commu-
tators but the size of Γ′n is 2(
n
2) ≥ 2n
2
4 and hence the commutator width of
Γ8m is at least m.
(2) K contains for each n the n-fold iterated wreath product Wn(C2) = C2 o · · · o
C2. This can be shown by finding finitely many vertices of the tree T2 which
define a (spaced out) copy of the finite binary rooted tree with n levels Tn2 ,
and finding elements ki ∈ K such that 〈ki〉 acts on Tn2 like the full group of
automorphisms Aut(Tn2 ) 'Wn(C2).
Then since Wn(C2) is a Sylow 2-subgroup of S2n every finite 2-group is a
subgroup of Wn(C2) for some n, and hence a subgroup of K.
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(3) Consider again some the vertices of T2 which define a copy of the finite tree
Tn2 on which a subgroup of K acts like Wn(C2). If we take m large enough
such that all these vertices are above the m-th level we can find a copy of
Wn(C2) inside G/ StabG(m). 
In the following theorem we summarize our results for the commutator width of
the Grigorchuk group.
Theorem 5.4.
(1) G and its branching subgroup K have commutator width 2.
(2) All finitely generated subgroups H ≤ G have finite commutator width.
(3) The commutator width of subgroups is unbounded even among finite-index
subgroups.
(4) There is a subgroup of G with infinite commutator width.
Proof. Statements (1) and (2) are proven in Theorem A and Proposition 5.2. For
every n ∈ N we can find two groups H1, H2 of finite index in G such that H1/H2
has commutator width at least n. Then H1 has commutator width at least n as well
and thus the commutator width of finite-index subgroups can not be bounded.
For the last claim, consider a sequence (Hi) of subgroups of K such that Hi has
commutator width at least i. Let ψ0 : K → K × K ≤ K be the map k 7→ 〈k,1〉
and for i ≥ 1 let ψi : K → K × K ≤ K be the map k 7→ 〈1, ψi−1(k)〉 . Then
H := 〈ψi(Hi) : i ∈ N〉 is a subgroup of K and hence of G and is isomorphic to the
restricted direct product of the Hi, so it has infinite width. 
6. Implementation in GAP
6.1. Usage of the attached files. Typing the command gap verify.g in the
main directory of the archive will produce as output a list of functions with their
return value. All these functions should return true.
This approach uses precomputed data which are also in the archive, and is very
fast.
Furthermore, these data can be recomputed if a sufficiently new version of GAP
and some packages are present. For details see Section 6.2.
This is what the functions check:
verifyLemma90orbits: This function verifies that there are indeed 90 orbits
of U3 on Q6 as claimed in Lemma 4.4.
verifyLemma86orbits: Analogously to the previous function this one verifies
that there are 86 orbits of U2 on Q4.
verifyLemmaExistGoodConstraints: This verifies that for each q ∈ G′/K ′
there is some γ ∈ Ract such that (q, γ) forms a good pair. This is claimed in
Lemma 4.13.
verifyLemmaExistGoodConstraints4: This is a sharper version of the pre-
vious function. It checks that the above statement is already true if one
replaces Ract by R4act as claimed in Lemma 4.24.
verifyPropExistsSuccessor: This verifies that for each good pair (q, γ) ∈
G′/K ′ × (Ract ∪ R4act) there exists a γ′ ∈ Γq(γ) such that all preimages of
p¯rep(Y6,1)(q) under the map ρ′ form good pairs with the constraint γ′. This
is needed in the proof of Proposition 4.15 and Proposition 4.25.
verifyCorollaryFiniteCWK: Corollary 4.27 needs the existence of succeeding
good pairs of the pair (1,1) ∈ K ′/K ′ × R4. This function verifies this
existence.
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verifyExistGoodConjugacyConstraints: This verifies that for the equation
aX1aX2aX3aX4aX5a there are constraints γ that admit good succeeding pairs.
This is needed in the proof of Proposition 4.28.
verifyGermGroup4hasCW: This function verifies the existence of an element in
the derived subgroup of the 4-th level germgroup that is not a commutator.
6.2. Precomputed data. In the interactive gap shell started by gap verify.g
the precomputed data is read from some files in gap/PCD/ and stored in a record
PCD.
One can use the function RedoPrecomputation with one argument. In each case
the result is written to one ore multiple files and will override the original precom-
puted data. The argument is a string and can be one of the following:
“orbits”: This will compute the 90 orbits of Aut(F6)/U3 and the 86 orbits
of Aut(F4)/U2. This computation will take about 12 hours on an ordinary
machine and has no progress bar.
“goodpairs”: First this will compute for each constraint γ ∈ R ∪R4 the set
of all q ∈ G′/K ′ such that (q, γ) is a good pair.
Then it computes for each good pair (q, γ) one γ′ ∈ Γq(γ) with decorated
X = Y6,1 or X = Y4,1 ∈ S as defined in equation (2) which fulfills depending
whether γ ∈ R4act or γ ∈ Ract either Proposition 4.15 or Proposition 4.25.
This computation will take about half an hour on ordinary machines and is
equipped with a progress bar.
Afterwards the succeeding pairs of (1,1) which are needed for Corol-
lary 4.27 are computed.
“conjugacywidth”: Denote by Eg the equation aX1aX2aX3aX4aX5ag. For each
τ(g) = q ∈ G′/K ′ this will compute a constraint γ : F5 → Q for the equations
Eg and a constraint γ′ : F4 → Q such that (γ ∗ pi)(Eg) = 1,
E ′g := nf(Φ˜γ(Eg)) = [X1, X2][X3, X4](g@2)(g@1),
and (E ′g, γ′) is a good pair for all g with τ(g) = q.
The computation will take about one hour and is equipped with a progress
bar.
“charactertable”: This will compute the character table of the 4-th level
germgroup and the set of irreducible characters. As the germgroup is quite
large, this will take about 3 hours. There is no kind of progress bar.
“noncommutator”: Inside the 4-th level germgroup there is an element which is
not a commutator but in the commutator subgroup. Since this group is finite
we could in principle search by brute force for a commutator. Luckily there
are only 3106 irreducible characters in this group and therefore we can use
Burnside’s formula (1.1). The search will almost immediately give a result.
Most of the computation time is used to assert that the found element is
indeed not a commutator.
The element is then lifted to its preimage in G with a minimal number of
states.
Checking the assertion will take approximately 3 hours and is equipped
with a progress bar.
“all”: This will do all of the above one after another.
To recompute the orbits or the charactertable GAP should be started with the -o
flag to provide enough memory for the computation. For example start GAP by
gap -o 8G verify.g
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6.3. Implementation details.
6.3.1. Reduced Constraints. The proof of Lemma 4.3 in [LMU16] provides a con-
structive method to reduce any constraint to one with support only in the first five
variables. We have implemented this in the function ReducedConstraint in the file
gap/functionsFR.g.
It uses that the quotient Q = G/K is a polycyclic group with
C0 = Q = 〈pi(a), pi(b), pi(d)〉 , C1 = 〈pi(a), pi(d)〉 , C2 = 〈pi(ad)〉 .
We take the generators of Un as given in the proof of Lemma 4.4 plus additional
ones which switch two neighboring pairs:
si :
Xi 7→ Xi+2
Xi+1 7→ Xi+3
Xi+2 7→ X [Xi+2,Xi+3]i
Xi+3 7→ X [Xi+2,Xi+3]i+1
for i = 1, 3, . . . , 2n− 3.
It can easily be checked, that these are also contained in Un. These elements are
used to reduce a given constraint in a form of a list with entries in Q to a list where
all entries with index larger then 5 are trivial. This constraint can then be further
reduced by a lookup table for the orbits of Aut(F6)/U3.
If the file verify.g is loaded in a GAP environment with the FR package available
the function ReducedConstraint can be used as an alias to get reduced constraints.
For example:
gap> f1 := Q.3;
gap> gamma:= [f1,f1,f1,f1,f1,f1];
gap> constr := ReducedConstraint(gamma);;
gap> Print(constr.constraint);
[ <id>, <id>, <id>, <id> , f1, <id>]
6.3.2. Good pairs. For g ∈ G and a constraint γ the question whether (g, γ) is a
good pair depends only on the image of g in G/K ′ and the representative of γ ∈ R.
(See Section 4.1.) So this is already a finite problem.
Given a given constraint γ, to obtain all q which form a good pair we can enu-
merate all possible commutators [r1, r2][r3, r4][r5, r6] with ri ∈ ρ−1(γ(Xi)). Since
|K/K ′| = 64, it would take too much time to consider all combinations at once; thus
the possible values for [r1, r2] are computed and in a second step triple products of
those elements are enumerated. This is implemented in the function goodPairs in
the file gap/functions.g.
6.3.3. Successors. The key ingredient for the proof of Theorem A is Proposi-
tion 4.15. The main computational effort there is to compute the sets Γq(γ) and
find good pairs inside them.
This is implemented exactly as explained in the construction of the map Γq in the
function GetSuccessor in the file gap/precomputeGoodPairs.g. Given an element
q ∈ G′/K ′ and an active constraint γ this function returns a tuple (γ′, X) with
γ ∈ R and X the decorated element Y6,1 or > Y4,1 depending if γ ∈ R4 or γ ∈ R.
Given an inactive constraint γ it returns a pair of constraints γ1, γ2 such that
both have nontrivial activity and with ω the map from the branch structure it
holds: ω(〈γ1(Xi), γ2(Xi)〉) = γ(Xi).
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If the FR package is available the function GetSuccessorLookup can be used to
explore the successors of elements. It returns the succeeding pair. For example
gap> f4 := Q.1;
gap> gamma:= [f4,f4,f4,f4,f4,f4];;
gap> g := (a*b)^8;;
gap> IsGoodPair(g,gamma);
true
gap> suc := GetSuccessorLookup(g,gamma);;
gap> suc[1];
<Trivial Mealy element on alphabet [ 1 .. 2 ]>
gap> suc[2].constraint;
[ <id>, <id>, <id>, <id>, f1*f3, <id> ]
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