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Abstract
Upon its inception the theory of regularity structures [Hai14] allowed for the treatment
for many semilinear perturbations of the stochastic heat equation driven by space-time
white noise. When the driving noise is non-Gaussian the machinery of the theory can
still be used but must be combined with an infinite number of stochastic estimates in
order to compensate for the loss of hypercontractivity, as was done in [HS15]. In this
paper we obtain a more streamlined and automatic set of criteria implying these esti-
mates which facilitates the treatment of some other problems including non-Gaussian
noise such as some general phase coexistence models [HX16], [SX16] - as an example
we prove here a generalization of the Wong-Zakai Theorem found in [HP15].
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1 Introduction
In the paper [HP15] the main focus was the convergence of smooth approximations uǫ to
the solution of the SPDE
∂tu = ∂
2
xu+H(u)+G(u)ξ. (1.1)
Here u(t, x) is a function from R+ × S1 to R, H,G : R → R are respectively twice
and five-times continuously differentiable and ξ denotes space-time white noise. One
can immediately obtain a solution u to (1.1) by viewing it as an infinite dimensional Itoˆ
integral equation in time.
The fundamental obstacle to interpreting (1.1) without stochastic calculus is the irreg-
ularity of ξ. The smooth approximations uǫ satisfy the above equation with ξ replaced by
ξε := ξ ∗ ̺ε where ̺ε is a mollifier converging to a space-time delta function as ε ↓ 0.
More concretely the authors of [HP15] set
̺ε(t, x) := ε
−3̺(ε−2t, ε−1x),
where ̺ : R2 7→ R is an even, smooth, compactly supported function which integrates to
1. Let uε denote the classical solution to the equation driven by ξε.
Unsurprisingly, the uε do not converge to u in general. One already sees this in finite
dimensions where the Wong-Zakai Theorem [WZ65a, WZ65b] (for more recent progress
c.f. [KR13] and references therein) states that smooth approximations to an SDE con-
verge to the Stratonovich solution to the SDE which in general differs from the Itoˆ solu-
tion. Of course this discrepancy can be cured by “renormalizing” the SDE by inserting
a Stratonovich-Itoˆ correction term into the mollified SDEs. The main result of [HP15] is
the corresponding result for the SPDE setting.
Theorem 1.1 (Hairer-Pardoux [HP15]) Assume that H and G are of classes C2 and C5
respectively, both with bounded first derivatives. Let ̺ and ξε be as above. Let u denote
the Itoˆ solution to (1.1) with some initial condition u(0, ·) ∈ C(S1). Then there exist
finite ε independent constants C (1)̺ , c
(1)
̺ , and c
(2)
̺ such that the following holds: If uε is the
classical solution to the random PDE
∂tuε = ∂
2
xuε + H¯(uε)−
C (1)̺
ε
G′(uε)G(uε) +G(uε) ξε , (1.2)
where
H¯(u)
def
= H(u)− c(1)̺ G′(u)3G(u)− c(2)̺ G′′(u)G′(u)G2(u) . (1.3)
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with initial condition uε(0, ·) = u(0, ·) then for any T > 0, one has
lim
ε→0
sup
(t,x)∈[0,T ]×S1
|u(t, x)− uε(t, x)| = 0 ,
in probability. For any α ∈ (0, 1
2
) and t > 0, the restriction of uε to [t, T ]× S1 converges
to u in probability for the topology of Cα/2,α([t, T ]× S1) as ε ↓ 0.
We defer exact formulae for the renormalization constants; they can be explicitly writ-
ten as integrals involving the heat kernel and ̺. The 1
ε
term in (1.2) is exactly the Itoˆ-
Stratonovich correction term which diverges as expected - there is no notion of infinite
dimensional analog of Stratonovich integration. The definition of H¯(u) also involves two
finite renormalizations which are chosen so that it is precisely the Itoˆ solution to which
the uε are converging. In fact, along the proof [HP15] obtains a natural notion of solution
to (1.1) which is pathwise - an analogous situation as in [LCL07] (on rough paths) and
[GT10] (on evolution equations).
In [HP15, Remark 1.7] Hairer and Pardoux ask if an analogous statement can be
proven if one replaces the mollified space-timewhite noise ξε(t, x) with ε
−3/2ζ(ε−2t, ε−1x)
where ζ is a non-Gaussian random field which is supported on smooth functions and sat-
isfies a central limit theorem. They conjectured that in addition to the renormalization
seen in the Gaussian case one would see additional terms of order ε−
1
2 .
The question of [HP15, Remark 1.7] is our point of departure. Let ζ be stationary,
centered, generically non-Gaussian random field onR2 which is almost surely continuous
and for which all cumulants1 exist and are exponentially decaying2. We also assume that
ζ is normalized
∫
ζ(0)ζ(z) dz = 1. Let ζ (ε) be a random field on R× [− 1
2ε
, 1
2ε
] which is a
periodization of ζ (see Remark 1.3). We then set
ζε(t, x) := ε
−3/2ζ (ε)(ε−2t, ε−1x). (1.4)
Our result is then the following, which is proved using the theory of regularity structures
developed in [Hai14].
Theorem 1.2 Let ζ be as above andH andG be as in Theorem 1.1 and as before u be the
Itoˆ solution to (1.1) started from some initial condition u(0, ·) ∈ C(S1). Then there exist
constants {C (i)ζ }3i=1 and {c(j)ζ }4j=1, all of which are independent of the parameter ε, such
that the following holds: Suppose that uε is the classical solution to the random PDE
∂tuε = ∂
2
xuε+H¯(uε)−
C (1)ζ
ε
G′(uε)G(uε)
− C
(2)
ζ
ε1/2
G′(uε)
2G(uε)−
C (3)ζ
ε1/2
G′′(uε)G
2(uε)+G(uε) ζε ,
(1.5)
1See Appendix A for definition of cumulants.
2See Definition A.1.
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where
H¯(u)
def
= H(u)− 1
6
c(1)ζ G
′′′(u)G3(u)− c(2)ζ G′(u)3G(u)
−
(1
2
c(3)ζ + c
(4)
ζ
)
G′′(u)G′(u)G2(u)
(1.6)
and uε is started with the initial condition u(0, ·) ∈ C(S1).
Then for every T > 0, the family of random functions uε converges in law to the Itoˆ
solution u as ε ↓ 0, with initial data u0 in the space Cα/2,α([0, T ]×S1), for any α ∈ (0, 12).
We now explictly specify the renormalization constants of appearing in the above theorem.
We write
C (1)ζ = C C
(2)
ζ = C C
(3)
ζ = C
c(1)ζ = C c
(2)
ζ = C1 + C2 + C3
c(3)ζ = C c
(4)
ζ = C1 + C2 + C3
(1.7)
where the new constants appearing above are defined by the diagrammatic formulae
C = , C = , C = ,
C1 = , C2 = , C3 = ,
C1 = , C2 = , C3 = ,
C = , C =
These diagrams represent integrals of various kernels. The black vertices represent inte-
grated variables in R2 while the single green vertex represents 0 ∈ R2. A blue arrow
corresponds to the heat kernel P evaluated at the difference of its terminal vertex
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and initial vertex. The lightly blue shaded regions (e.g. ) should be thought of as “hy-
peredges”, they represent a cumulant of ζ evaluated at the positions of the vertices within
the region. (See Appendix A for definition of the n-th cumulants, which will be written
as Cn.) For example we have
C =
∫
R2
∫
R2
dz1 dz2 P (z2 − z1)P (0− z2)C3(z1, z2, 0).
Finally, the notation stands for a renormalized kernel. If the variables correspond-
ing to its endpoints are z1 and z2 then it represents the kernel
P (z1 − z2)C2(z1 − z2)− C δ(z1 − z2).
Remark 1.3 In (1.4) the field ζ (ε) on R × [− 1
2ε
, 1
2ε
] where [− 1
2ε
, 1
2ε
] is identified with
the circle of length 1
ε
is said to be a periodization of ζ , in the same sense as in [HS15,
Assumption 2.1], i.e. for every sufficiently small ε > 0, there exists a coupling of ζ (ε) and
ζ such that for every T > 0 and every δ > 0,
sup
|t|≤Tε−2
sup
|x|≤(1−δ)/(2ε)
lim
ε→0
ε−3E|ζ(t, x)− ζ (ε)(t, x)|2 = 0 . (1.8)
As an example, let µ be a Poisson point process on R2 × [0, 1] with uniform intensity
measure, let ϕ(t, x, a) be a continuous function bounded by e−|t|−|x|, and set
ζ(t, x) =
∫
R2×[0,1]
ϕ(t− s, x− y, a)µ(ds, dy, da)− µ(ϕ) . (1.9)
Let µ(ε) be the periodic extension to R2 × [0, 1] of a Poisson point process on R ×
[−1/(2ε), 1/(2ε)]× [0, 1] with uniform intensity measure, and
ϕ(ε)(t, x, a)
def
= ϕ(t, x, a)ϕ˜ε−1/4(t, x)
where ϕ˜ε−1/4(t, x) is a continuous function that is equal to 1 when |x| < ε−1/4 and 0 when
|x| > 2ε−1/4, and let ζ (ε) be as in (1.9), with µ replaced by µ(ε) and ϕ replaced by ϕ(ε).
Then one can verify that for ε small enough, (1.8) is satisfied, where the natural coupling
between ζ and ζ (ε) is such that ζ = ζ (ε) on R× [−1
2
ε−1+ ε−
1
4 , 1
2
ε−1− ε− 14 ]. Note that the
cumulants of ζ (ε) are allowed to have infinite range (but exponential decaying) in t.
Remark 1.4 The same results as Corollaries 1.10, 1.11, 1.13 in [HP15] (on local continu-
ity of the solution with respect to the initial condition in pathwise sense, sharp regularity
result for the solution etc.) can also be proved. Since the proofs follow along the same
lines, we refrain from redoing them here.
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1.1 Moment estimates for SPDE with non-Gaussian fields
Much of our paper is spent developing a set of criterion for estimating moments of certain
non-Gaussian random variables which will be written as (Π0τ )(ϕ
λ
0 ) and defined in Sec-
tion 2. These random variables can be represented as rooted trees. Each of these random
variables is a multilinear functional of the driving noise ζε and the tree describes how to
write this functional as an integral - the edges correspond to kernels, at each leaf we have
an occurrence of the driving noise, and all variables other than the root correspond to
integrated space-time variables.
Roughly speaking3, the p-th moments of this random variable can be written as a
graphical sum where one takes p copies of this tree, identifies their roots, and then sums
over all the possible ways of grouping the leaves into cumulants. For Gaussian noise only
second cumulants appear but in general we have higher order cumulants which we view
as hyperedges (edges incident to more than two vertices). We refer to this graphical sum
as a cumulant expansion.
Estimates on moments are needed to establish regularity/homogeneity of certain ran-
dom space-time processes via a generalization of the Kolmogorov continuity criterion,
the random variable we are estimating is the analog of an “increment” of the process with
the size of the increment given by a parameter λ. Our primary goal is, for each p, a bound
of the type ∣∣E[(Π0τ)(ϕλ0)p]∣∣ . λ|τ |p (1.10)
uniform in λ ∈ (0, 1] and ε small where |τ | is determined by the structure of the tree.
Here, for any continuous function ϕ : R2 7→ R, z = (t, x) ∈ R2, and λ > 0,
ϕλz (t¯, x¯)
def
= λ−3ϕ(λ−2(t¯− t), λ−1(x¯− x)).
For the bound (1.10) we need to estimate, for each of the larger hypergraphs appearing in
the cumulant expansion of the given moment, a complicated convolution of kernels and
cumulants.
The paper [HQ15] developed criteria for graphs which guarantee that they satisfy the
desired upper bound. Moreover by hypercontractivity (e.g. [Hai14, Lemma 10.5]) one
has
E
[
(Π0τ)(ϕ
λ
0 )
p
] ≤ Cp∣∣E[(Π0τ)(ϕλ0 )2]∣∣p/2.
Thus in the Gaussian case one needs (1.10) only for p = 2 which is obtained by checking
a small number of graphs.
When hypercontractivity is not available establishing (1.10) for every p involves es-
timating infinitely many hypergraphs4. This problem was tackled in [HS15] where a
criterion for individual trees was given which implies that any larger graph built by merg-
ing p copies of this tree satisfies the necessary criterion in [HQ15]. However the criteria
3See [Hai15b, Section 5] for a more in depth discussion.
4One actually only needs (1.10) bound for p large enough to facilitate a Borel-Cantelli argument - but if
p > 10 this is already daunting.
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of [HS15] requires one to do some manipulation on the trees and the larger graphs one
got after the merging: (i) cumulants had to be replaced by collections of edges and good
factors had to be distributed according to “epsilon allocation rules” and (ii) so called “pos-
itively - renormalized” edges had to be estimated by hand on a case by case basis leading
to more trees to check.
In this paper we provide streamlined criteria for these trees, proving the sufficiency
of these criterion will also be easier. By working with hyperedges issue (i) is avoided -
this makes proving very general results like [SX16] much easier. Handling the positively-
renormalized edges automatically deals with issue (ii) which makes the treatment of the
Wong-Zakai problem much easier.
In Section 2 we fix our regularity structures and formulate the abstract fixed point
problem for the Wong-Zakai equation in a space of modeled distributions. In Section 3
we prove Theorem 3.19 which states that certain criteria on the graphs yield the desired
moment bounds. In Section 4 we apply the results obtained in Section 3 to the Wong-
Zakai problem and prove Theorem 1.2.
1.2 Acknowledgements
AC and HS both thank Martin Hairer for numerous helpful conversations. AC also thanks
Martin Hairer for financial support from his Leverhulme Trust award. HS was partially
supported by the NSF through DMS-1712684. We also thank the reviewer for their close
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2 Regularity Structures
The moment estimates we prove will be used as input for the theory of regularity struc-
tures developed in [Hai14] (see also [Hai13]). This machinery allows us to go from these
estimates to the construction of an actual solution to the SPDE in question along with
convergence of regularized and renormalized solutions to this limiting solution.
We refer readers looking for a detailed exposition to [Hai15a], [FH14][Ch. 15], and
[CW15]; our description of the theory will be quite brief. The most basic object in the
theory is a regularity structurewhich consists of a triple (A, T ,G). The set A ⊂ R is a list
of the possible homogeneities we allow in our expansions; it is assumed to be locally finite
and bounded below. T is a graded vector space T = ⊕α∈ATα where each Tα is a Banach
space with a distinguished basis. G is a group of continuous linear transformations on T
with the property that for all α ∈ A, τ ∈ Tα, and Γ ∈ G one has (Γτ − τ ) ∈ ⊕β<αTβ .
A regularity structure is used to describe “jets of abstract Taylor expansions”; the vector
space T is the target space for the jets and the structure group G includes transformations
on the target space corresponding to change of base-point operations.
2.1 The Wong-Zakai regularity structure
The specific regularity structure we use for our Wong-Zakai type model is exactly the
same as the one used in [HP15]; in particular T is spanned by a set of indeterminants
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τ ∈ W , each carrying a homogeneity |τ |. We first define a a larger class of indeterminants
and then takeW as an appropriate subset.
We start with the indeterminants 1, X0, and X1 which are the abstract counterparts of
1, t, and x - since our scaling is parabolic we set |1| = 0, |X0| = 2, and |X1| = 1. Given a
multi-index k = (k0, k1) ∈ N2 we writeXk as a shorthand forXk00 Xk11 . For such k we set
|k|s def= 2k0 + k1 so |Xk| = |k|s. We also write T¯ for the commutative algebra generated
by 1,X0, and X1, the set of abstract polynomials.
This set also carries a commutative, multiplicative structure (for which 1 will act as a
unit). Given two indeterminants τ, τ¯ we enforce that |τ τ¯ | = |τ |+ |τ¯ |.
We also introduce the indeterminant Ξ which represents the driving noise ξ, we set
|Ξ| = −3/2 − κ where κ is a fixed, small positive parameter 5. We also introduce an
operator I(·) on indeterminants, enforcing that I(Xk) vanish for any multi-index k; if
I(τ ) 6= 0 we enforce |I(τ )| = |τ |+ 2.
Define U to be the smallest collection of indeterminants which contains 1,X0, andX1
and that satisfies the conditions (i) τ ∈ U ⇒ I(τ ) ∈ U , (ii) τ ∈ U ⇒ I(Ξτ ) ∈ U , and
(iii) τ, τ¯ ∈ U → τ τ¯ ∈ U . Finally we set
W :=
{
τ ∈ U ∪ { τΞ : τ ∈ U} : |τ | ≤ 5
2
}
. (2.1)
A is given by the set of homogeneities that appear inW which by [Hai14, Lemma 8.10]
is bounded below and locally finite, also for each α ∈ A the vector space Tα spanned by
indeterminants of homogeneity α inW is finite dimensional.
Often we write the elements ofW as blue symbolic trees with Ξ = . Each occurrence
of the abstract integrationmap I is then denoted by a downward straight line. The product
τ and τ¯ is represented by attaching the trees for τ and τ¯ at the root. For example, we have
ΞI2(Ξ) = . Note that we never see an expression of the form Ξ2 inW . We also use the
shorthand ΞX1 = . The elements inW with negative homogeneities are:
| | = −3
2
− κ , | | = −1 − 2κ , | | = | | = −1
2
− 3κ ,
| | = −1
2
− κ , | | = | | = | | = | | = −4κ , | | = | | = −2κ .
(2.2)
Having defined the T of the Wong-Zakai regularity structure, now we turn to defining a
structure group G. To do this we introduce another set of indeterminants denotedW+ and
denote by T+ the commutative algebra they generate. The construction of the structure
group can be summarized as follows: there will be a single “abstract” matrix of indeter-
minants from T+ which acts on T - all the individual elements of G arise by specifying an
appropriate map f ∈ T ⋆+ where T ⋆+ is the set of algebra homomorphisms from T+ to R.
Following [HP15] we set
W+ def= {X0, X1} ∪
{Jk(τ ) : τ ∈ W \ T¯ , k ∈ N2 with |k|s < |τ |+ 2}.
5fixing κ ∈ (0, 1/10) suffices
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Here the operators Jk(·) onW+ are analogous to I[·] onW . We use the convention that
Jk(τ ) def= 0 if |τ | ≤ −2 + |k|s.
The abstract matrix described earlier will be map ∆ : T 7→ T ⊗ T+ which we now
define recursively on T . The base cases are given by
∆1
def
= 1⊗ 1, ∆Ξ def= Ξ⊗ 1, and ∆Xi def= Xi ⊗ 1+ 1⊗Xi .
We then recursively set
∆(τ τ¯ )
def
= ∆(τ ) ·∆(τ ) and ∆I(τ ) def= (I ⊗ Id)∆τ +
∑
l,k∈N2
X l
l!
⊗ X
k
k!
Jl+k(τ ).
The product on the RHS of the first definition is component-wise. Also note that the sum
in the second definition only has finitely many non-vanishing terms.
Given any f ∈ T ∗+ we define a linear transformation Γf : T 7→ T by setting
Γfτ
def
= (Id⊗ f )∆τ. (2.3)
We then define G to be the set of all linear transformations of the above form. The only
non-trivial thing is to check is that G forms a group. This is done by equipping T+ with a
Hopf-algebra structure for which∆ serves as a comodule coproduct - we refer the curious
reader to [Hai14, Section 8].
2.2 Admissible models and renormalized models
It is convenient to replace the heat kernel P with a truncationK : R2 \ {0} 7→ R with the
following properties: (i) K(z) vanishes for |z| > 1, (ii) for |z| < 1/2, K(z) = P (z), (iii)
K is smooth on R2 \ {0}, and (iv) ∫
R2
dz K(z)zk = 0 for any multi-index k with |k|s < 3.
The existence of such aK is not hard to show, see [Hai14, Section 5], and we consider
it fixed for the rest of the paper. We now have everything in place to define the set of
admissiblemodels M on the Wong-Zakai regularity structure.
Amodel is a pair of maps (Π,Γ) withΠ : R2 7→ L(T ,S ′(Rd)) which we write z 7→ Πz
and Γ : R2 × R2 7→ G which we write (z, z¯) 7→ Γzz¯. Here L(T ,S ′(R2)) is the space of
linear maps from T into the space of tempered distributions S ′(R2). These maps are
required to satisfy the algebraic conditions
ΠzΓzz¯ = Πz¯ and Γzz¯Γz¯z′ = Γzz′ for any z, z¯, z
′ ∈ R2. (2.4)
Let B be the set of all ϕ ∈ S ′(R2) supported on the ball of radius 1 and with |Dkϕ| ≤ 1
where D denoted differentiation and k ∈ N2 with |k|s ≤ 2. We also require that models
satisfy the analytic bounds
sup
z∈K
∣∣(Πzτ )(ϕλz)∣∣ . λ|τ | and sup
z,z¯∈K
z 6=z¯
‖Γzz¯τ‖α . |z − z¯||τ |−α (2.5)
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for each compact set K ⊂ R2, uniformly over ϕ ∈ B, λ ∈ (0, 1], τ ∈ W and α ∈ A. In
the second bound ‖τ‖α denotes the Tα-norm of the Tα component of τ .
The set of models can be equipped with a family of pseudometrics indexed by compact
sets K ⊆ R2 - for two models Z = (Π,Γ) and Z¯ = (Π¯, Γ¯) one sets |||Z; Z¯|||K to the
maximum of two optimal constants for each of the the bounds of (2.5) where in the first
and second bound the individual objects are replaced by differences (Πz− Π¯z) and (Γzz¯−
Γ¯zz¯), respectively. Together the pseudometrics |||·; ·|||K make the space of models a non-
linear metric-space 6.
To formulate the condition of admissibility it is convenient to switch to parameterizing
models by pairs of maps (Π, f ) where Π is as before and f : R2 7→ T ∗+ which we write
z 7→ fz. The correspondance between f ’s and Γ’s is given by Γzz¯ = Γ−1fz Γfz¯ , here we use
the notation of (2.3). It is straightforward to verify that (Π,Γ) constructed in such a way
automatically satisfies condition (2.4).
The notion of admissibility can then be stated as follows.
Definition 2.1 A pair of maps (Π, f ) as above is said to be admissible on (T ,G) if the
following conditions hold for all z, z¯ ∈ Rd, and for any multi-index k,
(Πz1)(z¯) = 1, (ΠzX
kτ )(z¯) = (z¯ − z)k(Πzτ )(z¯), fz(Xk) = (−z)k
and for every τ ∈ W with I(τ ) ∈ W ,
fz(Jkτ ) =− 1{|k|s<|τ |+2} ×
∫
R2
DkK(z − z¯)(Πzτ )(dz¯),
(ΠzIτ )(z¯) =
∫
R2
K(z¯ − z′)(Πzτ )(dz′)+
∑
k
(z¯ − z)k
k!
fz(Jkτ ).
We remark that if the pair (Π, f ) is admissible and Π satisfies the first bound of (2.5) then
the Γ’s built from f satisfy the second and (Π, f ) determines a model. We denote by M
the complete metric space of admissible models.
We now describe one way to lift a continuous space-time function ψ to a correspond-
ing admissible model Zψ = (Π, f ). The algebraic constraints placed on admissible mod-
els are quite strong - if we define
(ΠzΞ)(z¯)
def
= ψ(z¯) and (Πzτ τ¯ )(z¯)
def
= (Πzτ )(z¯) · (Πzτ )(z¯) (2.6)
then one can use the identities of Definition 2.1 to define the rest of the action of (Π, f ).
We call the model Zψ built this way the canonical model built from ψ - we use the short-
hand Zε = (Π
ε, f ε)
def
= Zζε where ζε is our rescaled random field.
A defect of the family of models Zε is that they do not converge to a limiting model
in M as ε ↓ 0, the key difficulties coming from symbols τ which correspond to products
6the non-linearity coming from the constraint (2.4)
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of insufficiently regular space-time processes. We will have to modify this family to get
a new collection of renormalized models Zˆε = (Πˆ
ε, fˆ ε) - in general these new models
will not satisfy the second identity of (2.6) - as an example we will have Πεz(I[Ξ]Ξ)(z¯) =
Πεz(I[Ξ])(z¯)Πεz(Ξ)(z¯)− C ε−1, without this subtraction the RHS would not converge to
a meaningful object.
It is a fairly non-trivial task to determine how to deform the product property of a
canonical model and still be left with an admissible model. In the theory of regularity
structures this type of deformation of the product property is encoded via the action of a
linear map M : T0 7→ T0 for an appropriate subset T0 ⊂ T . One then has the following
theorem, which is combination of Prop. 8.36, Def. 8.41, Theorem 8.44 in [Hai14] and
Theorem B.1 of [HQ15].
Theorem 2.2 Let T0 ⊂ T satisfy the properties that ⊕α≤0Tα ⊂ T0 and
∆T0 ⊂ T0 ⊗ Alg(T0)
where Alg(T0) is the subalgebra of T+ spanned by terms of the form Xk
∏
i Jli(τi) with
τi ∈ T0.
LetM : T0 7→ T0 be a linear map that commutes with both the application of I[·] and
multiplication by Xk. Then there exist a unique linear, multiplicative map Mˆ : T+ 7→ T+
fixing abstract polynomials and a unique linear map ∆M : T 7→ T ⊗ T+ such that one
has
MˆJk =M(Jk ⊗ 1)∆M and (1⊗M)(∆⊗ 1)∆M = (M ⊗ Mˆ )∆.
Suppose furthermore that the map ∆M is upper triangular, that is for every α ∈ A and
τ¯ ∈ Tα one has∆Mτ ∈ (⊕β≥αTα)⊗ T+. Then if (Π, f ) is an admissible model then so is
the renormalized model (ΠM , fM ) given by
ΠMz
def
= (Πz ⊗ fz)∆M and fMz def= fz ◦ Mˆ.
Furthemore, the family of M satisfying the above properties form a group R under com-
position.
Later, we will prescribe renormalization maps Mε, sketch how one checks the upper-
triangle condition for∆M
ε
, and set Πˆε
def
= (Πεz ⊗ f εz )∆Mε and fˆ ε = fz ◦ Mˆε. Returning to
our previous example, one will have∆M
ε
= Mε ⊗ 1 andMε = − C ε−1.
2.3 Modeled distributions and abstract fixed point problem
Given an admissible modelZ, one can then start formulating abstract fixed point problems
in spaces of modelled distributionsDγ,η.
Definition 2.3 Given an admissible model Z ∈ M and γ, η ∈ R we define the space of
modelled distributions Dγ,η to be the set of all functions U : R2 7→ ⊕α<γTα such that for
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every compact set K ⊂ R2 one has
‖U‖γ,η def= sup
z∈κ
sup
α<γ
‖U(z)‖α
|t|(η−α)/2 + sup(z,z¯)∈K(2)
sup
α<γ
‖U(z)− Γzz¯U(z¯)‖α
(|t| ∧ |t¯|)(η−γ)/2|z − z¯|γ−α <∞. (2.7)
Here K(2)
def
= {(z, z¯) ∈ K2 : |z − z¯| ≤ 1 ∧ 1
2
√|t| ∧ |t¯|}.
One of the main theorems in [Hai14] says that there exists a reconstruction operator R
mapping the elements of Dγ,η to actual functions or distributions. In the space Dγ,η one
can define the notions of multiplication and composition with smooth functions. It is also
possible to construct a linear operator P on this space which represents the space-time
convolution by the heat kernel, namely one has RPU = P ∗ RU where ∗ is space-time
convolution. These constructions allow us to formulate and solve abstract fixed point
problems in the space Dγ,η, and then apply the operatorR on the abstract solution, which
yields an actual function or distribution. For instance, regarding the equation (1.1), the
abstract fixed point problem in the space Dγ,η is formulated as follows:
U = P((Hˆ(U) + Gˆ(U)Ξ)1t>0) + Pu0 , (2.8)
where Pu0 is understood as naturally lifted to the abstract polynomials T¯ . We actually
consider this fixed point problem in a subspace Dγ,ηU ⊂ Dγ,η consisting of functions that
take values in the span of U rather thanW (see (2.1)).
The functions Hˆ, Gˆ appearing in (2.8) are understood as follows. Given U ∈ Dγ,ηU
with U(z) = u(z)1 + U˜(z) where U˜(z) takes values in
⊕
α>0 Tα and a smooth function
G : R→ R, we write
(Gˆ(U))(z) = G(u(z))1 +
∑
k≥1
DkG(u(z))
k!
U˜ (z)k , (2.9)
with the understanding that the product between any number of terms such that their
homogeneity adds up to γ or more vanishes. Another property we will use is that PU −
IU ∈ T¯ , so any solution U to (2.8) satisfies
U(z)− I(Hˆ(U(z)) + Gˆ(U(z))Ξ) ∈ T¯ , (2.10)
for all points z = (t, x) with t ∈ (0, T ).
It follows from (2.10) and (2.9) that if we consider it as an element of Dγ,η with γ
greater than, but sufficiently close to, 3
2
, then U is of the form
U = u 1+G(u) +G′(u)G(u) + u′X1 (2.11)
+G′(u)2G(u) +
1
2
G′′(u)G2(u) +G′(u)u′ ,
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for some functions u and u′. The symbols appearing here are introduced in Subsection 2.1.
In Dγ′ for γ′ > 0 sufficiently close to 0 we have the identity
Gˆ(U)Ξ = G(u) +G′(u)G(u) +G′(u)2G(u) +G′(u)u′
+
1
2
G′′(u)G2(u) +
1
6
G′′′(u)G3(u) +G′(u)3G(u)
+
1
2
G′′(u)G′(u)G2(u) +G′′(u)G′(u)G2(u)
+G′(u)2u′ +G′′(u)G(u)u′ .
(2.12)
This expansion is needed to derive the renormalized equations (1.5) and (1.6).
3 Graphical Moment Bounds
As discussed earlier the moments we need to bound can be represented by sums of graphs
with hyperedges representing higher cumulants of the non-Gaussian noise. In this section
we prove Theorem 3.19 which states that Assumption 3.17 for a given tree implies the
desired bounds for every graph that appears in the aforementioned sum for the moment
of that tree. We do not specialize to (1.1) and instead work in the general setting of
d-dimensional space Rd with fixed scaling s ∈ Nd.
3.1 Assumptions on kernels associated to hyper-edges
We start by recalling the notion of labeled coalescence trees, which will be useful for
both the definition of norms on the kernels that are functions of more than two variables,
and the proof to Theorem 3.7. A labeled coalescence tree (T, ℓ) is a rooted binary tree
with every inner node v associated with a natural number ℓv which respects the partial
order of the nodes, namely, ℓv ≥ ℓw whenever v ≥ w (i.e. w belongs to the shortest path
connecting v to the root).
We denote by Tn the set of labeled coalescence trees with precisely n leaves. Given
(T, ℓ) ∈ Tn we define D(T, ℓ) ⊂ (Rd)n to be the set of all tuples (x1, . . . , xn) such that for
any 1 ≤ i < j ≤ n one has |xi − xj | ∼ 2−ℓvi∧vj where v1, . . . , vn denote the leaves of T .
Definition 3.1 For any α ≥ 0 we define the following quantities and any function κn of
n > 2 space-time points, we define
‖κn‖α def= sup
(T,ℓ)∈Tn
[
2−αℓ̺ sup
(x1,...,xn)∈D(T,ℓ)
|κn(x1, . . . , xn)|
]
.
Here ̺ denotes the root of the tree (T, ℓ).
Definition 3.2 Given any α ≥ 0 and p ∈ N, and a function κ2 : Rd \ {0} → R set
‖κ2‖α def=
( ∫
Rd
dx |κ2(x)|
)
∨ sup
(T,ℓ)∈T2
k∈Nd, |k|s≤p
[
2−(α+|k|s)ℓ̺ sup
(x1,x2])∈D(T,ℓ)
|κ2(x1 − x2)|
]
.
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Remark 3.3 Note that the definition of |·‖α,p given by Definition 3.2 dominates that given
[Hai14, Definition 10.12] for kernels of homogeneity α. The extra integral included in
Definition 3.1 is needed in order to handle renormalizations that arise when α ≥ |s|.
Lemma 3.4 Suppose the family of cumulants {Cn}n∈N are exponentially decaying as in
Definition A.1. Then for each n ∈ N one has
‖C(ε)n ‖α .∞ (3.1)
uniform in ε ∈ (0, 1] when α = n/2× |s|, where the {C(ε)n }n∈N are rescaled cumulants.
Proof. Without loss of generality suppose (A.1) with θ = e−1. Fix n, and suppose we
are given ~z = (z1, . . . , zn) ∈ (Rd)n - we can assume that diam(z1, . . . , zn) = |z1 − z2|. It
follows that we have ∣∣C(ε)n (z1, . . . , zn)∣∣ . ε−n|s|/2e−ε−1|z1−z2|.
We want to show that if ~z ∈ D(T, ℓ) then the RHS above is bounded by some constant
times 2nℓ(̺)|s|/2. If 2−ℓ(̺) < ε then this is immediate (just bound the exponential factor by
one), so suppose instead that 2−ℓ(̺) ≥ ε. Then since |z1 − z2| ∼ 2−ℓ(̺) we have∣∣C(ε)n (z1, . . . , zn)∣∣ . ε−n|s|/2e−ε−12−ℓ(̺) . ε−n|s|/2 × (ε−12−ℓ(̺))−n|s|/2
where we used the inequality e−t . t−n|s|/2 for t ≥ 1. Thus the claim follows.
3.2 The entire graph with hyper-edges
We now state a modified version of the bound on generalized convolutions found in
[HQ15]. The difference here is that we allow for the presence of the hyperedges de-
scribed above. The proof of our version of the bound essentially follows in the same way
as that found in [HQ15], so instead of giving a full proof here we only list the ways in
which the proof needs to be modified.
The basic setting for these proofs is encoding the key properties of our generalized
convolution as a (decorated) finite graph G = (V, E). V as before is the vertex set, which
includes a subset of distinguished vertices V⋆, one of which we call 0. The set E can be
decomposed as E2 ⊔ Eh (⊔ meaning disjoint union) where E2 is the set of normal directed
edges (denoted by ordered pairs (e−, e+) with e−, e+ ∈ V) and Eh is the set of hyper-edges
(subsets e ⊂ V with |e| ≥ 3) 7.
We make further assumptions on the set E which we list below.
• For any distinct e1, e2 ∈ Eh one has e1 ∩ e2 = 6#.
• For any e ∈ E2 one has |e ∩
(⋃
e¯∈Eh
e¯
)
| ≤ 1.
7We sometimes use the term edge to refer to any element of E , not just the elements of E2.
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• For all e ∈ Eh one has e ∩ V⋆ = 6#.
The edges e ∈ E are also decorated with labels ae, re where ae ∈ R and re ∈ Z. We
now list assumptions we make on these labels.
(a) For every e ∈ Eh, ae = |e||s|/2 and re = 0.
(b) If e ∈ E2, e¯ ∈ Eh, and e ∩ e¯ 6= 6#, then re ≤ 0 and e ∩ e¯ = {e−}. 8
The edges e ∈ E2 are associated with kernels Ke which are smooth functions on
Rd × Rd \ {0} and satisfy ‖Ke‖ae,p <∞ for any p > 0. The edges e ∈ Eh are associated
with functions κe on (R
d)|e| with ‖κe‖ae < ∞ where ‖κe‖ae is defined in Definition 3.1.
We will write κe(e)
def
= κe(x1, . . . , x|e|) if e = {x1, . . . , x|e|}. For edges e ∈ E2 one also
has renormalized kernels Kˆe as follows. If re < 0 then define the distribution
(RKe)(ϕ) =
∫
Ke(x)
(
ϕ(x)−
∑
|k|s<|re|
xk
k!
Dkϕ(0)
)
dx+
∑
|k|s<|re|
Ie,k
k!
Dkϕ(0) (3.2)
where {Ie,k}|k|s<|re| is a collection of real numbers, and the distributional “kernel” Kˆe acts
on smooth ϕ on Rd × Rd by Kˆe(ϕ) def= 12
∫
RKe(ϕz) dz where ϕz(z¯)
def
= ϕ((z + z¯)/2, (z −
z¯)/2). For re ≥ 0, we define
Kˆe(xe− , xe+) = Ke(xe+ − xe−)−
∑
|j|s<re
xje+
j!
DjKe(−xe−) . (3.3)
To lighten notation we assume that the κe are always symmetric functions of their
arguments. With these notations the key quantity of interest is as follows.
IG(ϕλ, K, κ) def=
∫
(Rd)V0
∏
e∈E2
Kˆe(xe−, xe+)
∏
e∈Eh
κe(e)
∏
v∈V⋆\{0}
ϕλ(xv) dx , (3.4)
where xv ∈ Rd is the point corresponding to the vertex v ∈ V .
For any V¯ ⊂ V , the subsets E↑(V¯) and E↓(V¯) of E are defined in the same way as in
[HQ15], namely, E↑(V¯) = {e ∈ E : e ∩ V¯ = e− & re > 0} and E↓(V¯) = {e ∈ E :
e ∩ V¯ = e+ & re > 0}, in particular E↑(V¯), E↓(V¯) ⊂ E2 by our assumption on the label
re. We also set
E0(V¯) def= {e ∈ E : e ⊂ V¯} , and E(V¯) def= {e ∈ E : e ∩ V¯ 6= 6#} . (3.5)
We use the shorthands r+e = (re ∨ 0) and r−e = −(re ∧ 0). We now state our main
assumptions on the labels (ae, re)e∈E .
8This requirement allows us to ensure that we never need estimates on derivatives of the kernels associ-
ated to our hyperedges.
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Assumption 3.5 The labelled graph (V, E) satisfies the following properties.
1. For every edge e ∈ E2, one has ae − r−e < |s|.
2. For every subset V¯ ⊂ V0 of cardinality at least 3, one has∑
e∈E0(V¯)
ae < |s| (|V¯| − 1) . (A.2)
3. For every subset V¯ ⊂ V containing 0 and of cardinality at least 2, one has∑
e∈E0(V¯)
ae +
∑
e∈E↑(V¯)
(ae + re − 1)−
∑
e∈E↓(V¯)
re < |s| (|V¯| − 1) . (A.3)
4. For every non-empty subset V¯ ⊂ V \ V⋆, one has the bounds∑
e∈E(V¯)\E↓(V¯)
ae +
∑
e∈E↑(V¯)
re −
∑
e∈E↓(V¯)
(re − 1) > |s| |V¯| . (A.4)
Remark 3.6 The second assumption above is automatic for V¯ = e ∈ Eh since condition
(A.2) then asks that |s| |V¯|/2 < |s| (|V¯| − 1) which follows from |e| = |V¯| ≥ 3.
The main result in this subsection is the following.
Theorem 3.7 Under Assumption 3.5 we have the bound
|IG(ϕλ, K, κ)| . λα
∏
e∈E2
‖Ke‖ae;p
∏
e∈Eh
‖κe‖ae (3.6)
where α = |s||V \ V⋆| −
∑
e∈E ae, λ ∈ (0, 1], p = max{|re| : e ∈ E} + 1, and the
proportionality constant only depends on the structure of G and the labels re.
Multiscale expansion
The proof of Theorem 3.7 is by a multiscale analysis implemented by a scale decomposi-
tion of all kernels. For e ∈ E2 the kernels Kˆe are decomposed into an infinite collection
of kernels Kˆ (n)e with n ∈ N3 just as in [HQ15, Lemma A.4,A.5]. We remark that as in
[HQ15], for an edge e ∈ E2 without any kernel Ke associated, the kernel Kˆ (n)e is still
defined and we set (ae, re) = (0, 0).
We also implement a multiscale decomposition for the κe as follows.
Definition 3.8 Given e = {v1, . . . , v|e|} ∈ Eh, let me
ne = {ni,j}1≤i<j≤|e| ∈ (N3) 12 |e|(|e|−1)
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where ni,j = n{vi,vj} ∈ N3. We define κ(ne)e as follows. We set κ(ne)e = 0 unless ni,j =
(mi,j, 0, 0) for every i < j; in the latter case, we set
κ(ne)e (xv1 , . . . , xvN )
def
= κe(xv1 , . . . , xvN )
∏
i 6=j
Ψ(mi,j )(xvi − xvj ) , (3.7)
where N = |e|, Ψ(n) is the cutoff function supported in the annulus of radius ∼ 2−n with
k-th derivative bounded by 2|k|sn, and
∑
nΨ
(n) = 1.
We can then decompose our generalized convolution as
IG(ϕλ, K, κ) =
∑
n
∫
(Rd)V0
∏
e∈E2
Kˆ (ne)e (xe− , xe+)
∏
e∈Eh
κ(ne)e (e)
∏
v∈V⋆\{0}
ϕλ(xv) dx.
As in [HQ15] for λ ∈ (0, 1], let Nλ be the set of n such that 2−|ne| ≤ λ for every
e = (0, v) with v ∈ V⋆ \ {0}. Since ϕλ can be viewed as a kernel with a = 0 and norm
being λ−|s|, it suffices for the proof of Theorem 3.7 to show
|IGλ (K, κ)| . λα
∏
e∈E2
‖Ke‖ae;p
∏
e∈Eh
‖κe‖ae (3.8)
where α = |s||V0| −
∑
e∈E ae and IGλ (K, κ) =
∑
n∈Nλ
In,Gλ (K, κ) with
In,Gλ (K, κ) def=
∫
(Rd)V0
∏
e∈E2
Kˆ (ne)e
∏
e∈Eh
κ(ne)e dx. (3.9)
Multiscale clustering and coalescence trees
As in [HQ15] one can associate a coalescence tree (T, ℓ) ∈ T (V) to any collection of
vertex positions {xv}v∈V0 with xv ∈ Rd via a coalescing process. For any two nodes u, v
of T , u ∧ v denotes the common ancestor of u, v. For any edge e ∈ E of the graph (may
be hyperedge), e↑ is the common ancestor of all the leaves for the points in e, and e⇑ is
the immediate ancestor of e↑.
Given a labelled tree (T, ℓ) ∈ T (V) and a constant c > 0, we define the setN (T, ℓ) of
functions n : V2 → N3 as in [HQ15] with the additional constraint that for every e ∈ Eh
and every {v, w} ⊆ e we enforce n(v,w) = (m, 0, 0) with |m − ℓv∧w| ≤ c. If {v, w} /∈ E2
and {v, w} 6⊂ e for all e ∈ Eh, then the set N (T, ℓ) imposes no requirement on n(v,w).
Lemma 3.9 There exists c > 0 such that the following holds: for every n with the prop-
erty that integral in (3.9) is non-vanishing, there exists an element (T, ℓ) ∈ T (V) with
n ∈ N (T, ℓ).
Proof. The only difference in our setting versus that of [HQ15, Lemma A.9] are the
additional constraints imposed by the requiring the support of κ(ne) to be non-empty for
every e ∈ Eh, however the argument remains exactly the same.
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Lemma 3.9 allows us to bound IGλ by a sum over labelled trees:
|IGλ (K, κ)| .
∑
(T,ℓ)∈Tλ(V)
∑
n∈N (T,ℓ)
|In,Gλ (K, κ)| , (3.10)
where Tλ(V) ⊂ T (V) is the set of coalescence trees such that 2−ℓv∧w ≤ λ for any v, w ∈
V⋆. As in [HQ15], when one wants to implement negative renormalizations to get a better
(convergent) bound on the contribution from certain problematic labeled trees (T, ℓ) ∈
Tλ(V) the procedure is to replace the integrand appearing in (3.9) with a cleverly chosen
function K˜n(x) (see below) which satisfies supp K˜n ⊂ D(T, ℓ) and integrates to the same
value. We then write
|IGλ (K, κ)| .
∑
(T,ℓ)∈Tλ(V)
( ∏
v∈T ◦
2−ℓv|s|
)
sup
n∈N (T,ℓ)
sup
x
|K˜n,T (x)| ,
where T ◦ is the set of inner nodes of T .
In [HQ15] the key criterion used to get the bound (3.8) is the following lemma. The
distinguished node v∗ in this lemma will correspond to the internal node of T which is
first common ancestor of the leaves V∗.
Lemma 3.10 ([HQ15, Lemma A.10]) Given a coalescence tree T with a fixed distin-
guished node v⋆, and the set of labelings denoted byNλ(T ) satisfying 2−ℓv⋆ < λ, together
with a function η : T ◦ → R, we write
Iλ(η) =
∑
n∈Nλ(T )
∏
v∈T ◦
2−nvηv .
Furthermore suppose that the two following conditions on η hold:
1. For every u ∈ T ◦, one has∑v≥u η(v) > 0.
2. For every u ∈ T ◦ such that u ≤ v∗, one has
∑
v 6≥u η(v) < 0.
Then it follows that one has Iλ(η) . λ|η| uniform for λ ∈ (0, 1] where |η| def=
∑
v∈T ◦ η(v).
Since Lemma 3.10 is a result only about coalescence trees, and has nothing to do with
the graph (V, E), we do not need to re-prove this lemma.
The goal is to show that Assumption 3.5 implies that for any labeled tree (T, ℓ) ∈
Tλ(V) we can find an η : T ◦ 7→ R such that: (i) the bound
|In,Gλ (K, κ)| .
∏
v∈T ◦
2−nvη(v)
holds uniform in n ∈ N (T, ℓ) and (ii) the above function η satisfies the two conditions in
Lemma 3.10.
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Definition of η and proof of the theorem
As in [HQ15] let A− ⊂ E be the subset of edges e with re < 0 such that e↑ only has two
descendants e− and e+ in the tree T . Given any edge e = (e−, e+) and any r > 0, we
define an operator Y re acting on sufficiently smooth functions V : R
V → R by
(Y re V )(x) = V (x)−
∑
|k|s<r
(xe+ − xe−)k
k!
(Dke+V )(Pe(x)) ,
where De+ is differentiation with respect to the coordinate xe+ and (Pe(x))v = xv if
v 6= e+ and (Pe(x))v = xe− if v = e+ (in other words it turns xe+ to xe−).
We replace the integrand in (3.10) by
K˜(n)(x) =
(
Y
r
e(k)
e(k)
· · ·Y re(1)
e(1)
( ∏
e∈E2\A−
K (ne)e
∏
e∈Eh
κ(ne)e
))
(x)
∏
e∈A−
K (ne)e (xe− , xe+)
where A− = {e(1), . . . , e(k)}. By our assumption (see assumption (b) in the beginning
of this subsection), if e ∈ A− intersects a hyper-edge, then the intersection is the single
vertex e−. Therefore the operator Y
r
e leaves κ
(ne)
e unchanged, which is very important in
the following proofs.
Define
η˜(v) = |s|+
∑
e∈E
η˜e(v) , (3.11)
η˜e(v) = ηe(v)+ |re|1e∈A−(1e↑(v)− 1e⇑(v))
where
ηe(v) = −ae1e↑(v)+ re(1e+∧0(v)− 1e↑(v))1re>0,e+∧0>e↑
+ (1− re − ae)(1e−∧0(v)− 1e↑(v))1re>0,e−∧0>e↑ .
Although the definition looks the same as in [HQ15], the e ∈ E here may be a hyper-edge,
and in the case e ∈ Eh we have η˜e(v) = −12 |s||e|1e↑(v). In other words for a hyper-
edge e = {v1, . . . , vn}, we add a weight of α = |s|n/2 to the first common ancestor of
v1, . . . , vn.
Lemma 3.11 The functions K˜(n) satisfy the bound( ∏
v∈T ◦
2−ℓv|s|
)
sup
n∈N (T,ℓ)
sup
x
|K˜(n)(x)| .
∏
v∈T ◦
2−ℓv η˜(v) (3.12)
uniform in n ∈ N (T, ℓ).
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Proof. Since the operator Y re leaves κ
(ne)
e unchanged, the functions K˜(n) can be factored
as
K˜(n) =
( ∏
e∈A−
K (ne)e
∏
e∈Eh
κ(ne)e
)
· K˜(n)1 (3.13)
and the last factor here is
K˜(n)1 (x) def=
∑
k∈∂A−
∫
(Rd)A
−
( ∏
e∈A−
Dkexe+
)( ∏
e/∈A−
K (ne)e (x|y)
) ∏
e∈A−
Qk,ex (dye) (3.14)
We refer to [HQ15, Lemma A.16] for the precise definition of the notations ∂A−, x|y and
Qk,ex (dye) appearing above, but only remark that K˜(n)1 and the first product on the right
hand side of (3.13) can both be bounded as in [HQ15] by the right hand side of (3.12)
if η˜(v) were defined as in (3.11) with
∑
e∈E replaced by
∑
e∈E2
. By the multiplicative
structure of the second factor, it remains to show that for each e ∈ Eh
sup
x∈Rd
|κ(ne)e (x)| .
∏
v∈T ◦
2−ℓv η˜e(v) = 2−ℓe↑ η˜e(e↑) = (2ℓe↑ )
1
2
|s||e|
.
This follows immediately from Definitions 3.1 and 3.8. Note that the cut-off functions
Ψ(mi,j ) in (3.7) impose that the tree (T¯ , ℓ¯) over the |e| vertices of e induced from the tree
(T, ℓ) has precisely e↑ as its root.
The proof of Theorem 3.7 is finished with the following lemma.
Lemma 3.12 For each T ∈ T (V) the map η˜ : T ◦ 7→ R as given in (3.11) satisfies the
two conditions of Lemma 3.10 and one also has |η˜| = |s| × (|V| − 1)−∑e∈E(V) ae.
Proof. The proof of [HQ15][Lemma A.19] applies to our situation verbatim so we just
give a sketch here. Fix ν ∈ T ◦, we write Lν ⊂ V for the set of leaves which are descen-
dants of ν in T .
When one calculates
∑
v≥ν η˜(v) the result takes three different forms. If Lν = e for
some e with re < 0 then it takes the value |s| − ae + re. Otherwise, the value depends
on whether 0 6∈ Lν or 0 ∈ Lν - in the former case the value of the sum is given by
the difference of the righthand and lefthand sides of (A.2) of Assumption 3.5 while in
the latter it is given by the difference of the righthand and lefthand sides of (A.3) of
Assumption 3.5 - in both cases one takes V¯ = Lν .
On the other hand, if ν ≤ ν∗ then
∑
v 6≥ν η˜(v) is given by the difference of the righthand
and lefthand sides of (A.4) with V¯ = V \ Lν .
3.3 The elementary graphs
In this subsection we will show that Assumption 3.17 imposed on an “elementary graph”
will imply that Assumption 3.5 holds for any (much larger) graph constructed from Wick
contracting the elementary graph. Basically the graphs showing in the pictures in Sec-
tion 4 are all examples of elementary graphs.
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Definition 3.13 An elementary graph H is a connected graph labelled with (ae, re) for
each edge e as in Subsection 3.2 above, with only one special non-zero vertex v⋆, namely
H⋆ = {0, v⋆}. Additionally there is a unique distinguished edge e⋆ = {0, v⋆} attached
to 0 - other edges may also connect to 0 but they are not called distinguished edges. The
set H0 = H \ {0} can be decomposed as a union of two disjoint subsets of vertices
H0 = Hex ⊔Hin which we call external and internal vertices, respectively.
We also enforce that deg(v) = 1 for every v ∈ Hex and deg(v) ≥ 2 for every v ∈ Hin.
Any edge e with e ∩Hex 6= 6# will be called an“external edge”. Edges e 6= e⋆ which are
not external edges are called “internal edges”. The unique internal vertex connected to
an external vertex v will be denoted i(v). We require that v⋆ ∈ Hin, and that for every
external edge e one has ae = |s|. 9 We also enforce that for all edges e with |e| = 2 one
has ae < 2|s|.
We can construct graphs V by Wick contracting several copies of H , similarly as in
[HS15], except that we now build hyper-edges over external vertices instead of identifying
them. For a set D we denote by P(D) the set of partitions of D.
Definition 3.14 Given a set A and an integer p > 1, let {A(i)}pi=1 be p copies of A and let
D be their p-fold disjoint union - that isD = ⊔pi=1A(i). For π ∈ P(D) we say that
π ∈ Pw(D;A, p) ⊂ P(D)
if for every B ∈ π, one cannot find 1 ≤ i ≤ p such that B ⊂ A(i). In other words,
we enforce that every block of the partition π must contain elements from at least two
different copies of A. In particular, one must have |B| > 1.
Definition 3.15 Suppose that we are given an elementary graph H and an integer p > 1.
For 1 ≤ i ≤ p letH (i) be a copy of the graphH . Suppose that we are also given a partition
π ∈ Pw(⊔pi=1H (i)ex;Hex, p). FromH , p, and π we will construct a labeled graph G = (U , E)
which will be called a p-fold Wick contraction of H .
To define the vertex set U we first start with ⊔pi=1H (i) and then identify all the p copies
of the distinguished vertex 0. The edge set is given by
E(U) def= ( ⊔pi=1 E0(H (i))) ⊔ Ec(U) , where Ec(U) def= π.
As in the last section we have the decomposition E(U) = E2(U) ⊔ Eh(U).
Each edge e ∈ E(U) is naturally associated with a label (ae, re), which is (|s|,−1) if
e ∈ Ec(U) ∩ E2(U), or (|e||s|/2, 0) if e ∈ Ec(U) ∩ Eh(U), or otherwise inherits the label
(ae, re) from H . We also set U0 def= U \ {0} and U⋆ ⊂ U to be given by the set ⊔pi=1H (i)⋆
with all the copies of 0 identified.
9In practice one can always attach a new edge with label |s| representing the Dirac function to an external
vertex to ensure this assumption holds.
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While we have defined enough structure to formulate Assumption 3.5 for G, it turns
out that this labeled graph does not quite satisfy this assumption in general; the second
inequality will be violated whenever one has a block B = {u, v} in π of cardinality 2.
Pictorially one then has
i(u)
u v
i(v)
(3.15)
where as before, for an external vertex w ∈ H (i)ex we denote by i(w) the unique element
of H (i)in which is connected to w by an edge of E0(H (i)). In this scenario a subset V ⊂
{u, v, i(u), i(v)} with |V | > 2 is called a bad chain for G.
The outer two edges of (3.15) each carry a label (|s|,−1). While they are divergent
by power counting we expect them to be integrable since they represent approximate
identities. The solution is to perform the integration of vertices u and v beforewe perform
our multiscale analysis. Pictorially we replace (3.15) by
i(u) i(v)
which carries a label (|s|,−1).
Definition 3.16 Given a a partition π ∈ Pw(⊔pi=1H (i)ex;Hex, p) we define a labeled graph
G ′ = (V, E ′(V)) which we call a reduced p-foldWick contraction ofH . Let G = (U , E(U))
denote the corresponding non-reduced p-fold Wick contraction as in Definition 3.15. G ′
represents the reduced graph obtained after we have integrated out the following variables
10
Urem =
⊔
B∈π∩E2(U )
B.
The vertex set is given by V = U \ Urem, while the edge set is given by
E ′(V) def= {e ∈ ⊔pi=1E0(H (i)) : e ∩ Urem = 6#} ⊔ E ′c(V),
where E ′c(V) def=
(
π \ E2(U)
)
⊔ {{i(u), i(v)} : {u, v} ∈ π ∩ E2(U)}.
As before, we write E ′(V) = E ′2(V)⊔E ′h(V). The edges of E ′c(V)∩E ′2(V) are given the
label (|s|,−1). Since E ′(V) \ [E ′c(V) ∩ E ′2(V)] ⊂ E(U) we can just let all the other edges
inherit their labeling from G.
Finally we let V0 = V \ {0} and V⋆ = U⋆ and also define a retraction map r : U 7→ V
associated to G given by
r(a)
def
=
{
i(a) if a ∈ Urem,
a otherwise .
10In plain words, Urem is the set of vertices like u and v in (3.15) for which we want to remove from the
vertex set.
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We now state our counterpart of Assumption 3.5 for the elementary graphs H . For
various sets of edges we recall the notation (3.5).
Assumption 3.17 The labelled graph (H, E) satisfies the following properties.
1. For every edge e ∈ E2, one has ae − r−e < |s| where r−e = −(re ∧ 0).
2. For every subset H¯ ⊂ H0 of cardinality at least 3, one has∑
e∈E0(H¯)
ae < |s|
(
|H¯in|+ 1
2
(|H¯ex| − 1− 1H¯ex= 6#)
)
. (H.2)
3. For every subset H¯ ⊂ H containing 0 and of cardinality at least 2, one has∑
e∈E0(H¯)
ae +
∑
e∈E↑(H¯)
(ae + re − 1)−
∑
e∈E↓(H¯)
re < |s|
(
|H¯in|+ 1
2
|H¯ex|
)
. (H.3)
4. For every non-empty subset H¯ ⊂ H \H⋆, one has the bounds∑
e∈E(H¯)\E↓(H¯)
ae +
∑
e∈E↑(H¯)
re −
∑
e∈E↓(H¯)
(re − 1) > |s|
(
|H¯in|+ 1
2
|H¯ex|
)
. (H.4)
Our goal is to show that Assumption 3.17 on an elementary graph H will imply as-
sumptions 3.5 for any reduced p-foldWick contraction built fromH . It is more convenient
to instead prove a weaker version of Assumption 3.5 for the corresponding non-reduced
Wick contraction. We have the following lemma which is a straightforward consequence
of our definitions.
Lemma 3.18 LetH be an elementary graph, G = (U , E(U)) be a p-fold Wick contraction
ofH , and G ′ = (V, E ′(V)) be the corresponding reduced p-fold Wick contraction. Suppose
that G satisfies items 1,3, and 4 of Assumption 3.5 and that Eq. (A.2) holds for every subset
U¯ ⊂ U0 of cardinality at least 3 which is not a bad chain. Then the graph G ′ satisfies
Assumption 3.5.
Proof. The fact that G ′ will satisfy item 1 is quite clear so we focus on the other items.
The first key point is that for any of the conditions 2,3, and 4 of Assumption 3.5, given an
appropriate V¯ ⊂ V the difference between the LHS and RHS’s of the needed inequality
remains the same if one replaces V¯, E ′(V¯), E ′0(V¯), and E ′↓(V¯) by U¯ def= r−1(V¯), E(U¯), E0(U¯),
and E↓(U¯ ), respectively - one must have |U¯ | = 2n in which case making this switch
increases both the LHS and RHS by 2n|s|. The second point is that for |V¯| > 2 the set
r
−1(V¯) will not be a bad chain.
We will denote the p copies ofH byH (1), . . . , H (p) and writeH (j)in andH
(j)
ex for the sets of
internal vertices and external vertices of these copies.
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Theorem 3.19 Let H be an elementary graph satisfying Assumption 3.17. Let p ≥ 2,
and let (V, E) be a reduced p-fold Wick contraction ofH constructed as in Definition 3.16.
Then (V, E) satisfies Assumption 3.5. In particular, the conclusion (3.6) of Theorem 3.7
holds.
Proof. Let (U , E(U)) be as in Definition 3.15, namely, the p-fold Wick contraction from
which (V, E ′(V)) is constructed. It suffices to prove that (U , E(U)) satisfies the assump-
tions of Lemma 3.18.
Item 1 of the assumption on (H, E), together with the definition of the labels for edges
in Ec(U), obviously implies item 1 of the assumption on (U , E).
To prove item 2 let U¯ ⊂ U0 be vertex set of cardinality at least 3 which is not a bad
chain. We aim to show (A.2). We first show that it is sufficient to treat the case where U¯
is connected. First we claim it suffices to treat the case where no connected component
of U¯ is a bad chain - if there is such at least one such connected component it suffices to
prove (A.2) for the union of all the other connected components of U¯ .
If U¯ has connected components of size 1 then it suffices to check (A.2) for the smaller
vertex set where one drops these components; and the same holds for components of size
2 (here one uses the assumption |ae| < 2|s| in Definition 3.13). If all the components of U¯
have cardinality at least 3, then if (A.2) holds for each of these components then summing
up these bounds yields an even stronger bound for U¯ . This covers all the disconnected
cases so we assume that U¯ is connected.
Let H¯ (i)
def
= U¯ ∩H (i). Let J1, J2, J≥3 be three disjoint subsets of {1, . . . , p}, such that
|H¯ (i)| = 1 for each i ∈ J1, and |H¯ (i)| = 2 for each i ∈ J2, and |H¯ (i)| ≥ 3 for each i ∈ J≥3.
The LHS of (A.2) is then∑
e∈E0(U¯ )
ae =
∑
i∈J1
∑
e∈E0(H¯ (i))
ae +
∑
i∈J2
∑
e∈E0(H¯ (i))
ae +
∑
i∈J≥3
∑
e∈E0(H¯ (i))
ae +
∑
e∈E0(U¯ )∩Ec(U )
ae
≤ |J2||s|+
∑
i∈J≥3
|s|
[
|H¯ (i)in |+
1
2
(|H¯ (i)ex| − 1− 1H¯ (i)ex= 6#)
]
+
|s|
2
∑
i∈J1∪J2∪J≥3
|H¯ (i)ex|
(3.16)
For going to the bottom lines we use the following reasoning for each of the terms on the
first line: (i) the sum over J1 is obviously zero, (ii) since |U¯ | ≥ 3 and is assumed to be
connected, the edges involved in the J2-summation are all external with labels |s|, (iii)
one can apply (H.2) for the sum over J≥3, and (iv) one has∑
e∈E0(U¯ )∩Ec(U )
ae = |s|/2×
∑
e∈E0(U¯)∩Ec(U )
|e| ≤ |s|/2×
∑
i∈J1∪J2∪J≥3
|H¯ (i)ex|. (3.17)
Observe that if J≥3 6= 6# then by (H.2) the inequality in (3.16) is actually strict.
We now deal with the case where J1 = J2 = 6# and |J≥3| = n ≥ 1. If J≥3 = {i} then
the last term on the first line of (3.16) must vanish so∑
e∈E0(U¯ )
ae < |s| (|H¯ (i)in |+
1
2
(|H¯ (i)ex| − 1− 1H¯ (i)ex= 6#)) (3.18)
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with the RHS being bounded above by |s|(|U¯ | − 1), as desired. If n > 1 we must have
H¯ (i)ex 6= 6# for all i ∈ J≥3 and our claim follows from the fact that
∑
e∈E0(U¯)
ae < |s| ×
∑
i∈J≥3
[
|H¯ (i)in |+ (1/2 + 1/2)|H¯ (i)ex| −
1
2
]
= |s|(|U¯ | − n/2). (3.19)
Note that in all remaining cases one must have H¯ (i)ex 6= 6# for i ∈ J1 ⊔ J2 ⊔ J≥3. The
case when |J≥3| ≥ 1 and J1⊔J2 6= 6# follows similarly to the two cases treated above: the
upper bounds in (3.18) and (3.19) will apply if we increase them by (1
2
|J1|+ 32 |J2|)× |s|
but the quantity |s|(|U¯ | − 1) we compare them against goes up by (|J1|+ 2|J2|)× |s|.
Henceforth we assume J≥3 = 6#. Suppose that (|J1|, |J2|) = (1, 1) or (0, 2). Since U¯
is not a bad chain it must be the case that E0(U¯) ∩ Ec(U) = 6#. Then by (3.16) one has∑
e∈E0(U¯ )
ae ≤ |J2| × |s| which is strictly smaller than |s| × (|J1|+ 2|J2| − 1).
In the remaining scenarios J≥3 = 6# and (|J1|, |J2|) 6= (1, 1) or (0, 2) - (A.2) then
follows by observing that
∑
e∈E0(U¯ )
ae ≤ |s| ×
(
3
2
× |J2|+ 1
2
|J1|
)
< (2|J2|+ |J1| − 1)× |s| = |s|(|U¯ | − 1).
We now turn to proving that (H.3) implies (A.3). Let U¯ ⊂ V be of cardinality at least
two with U¯ ∋ 0. Let J be the set of j ∈ {1, . . . , p} with the property that |U¯ ∩H (j)| ≥ 2.
We immediately have
∑
e∈E↑(U¯ )
(ae + re − 1)−
∑
e∈E↓(U¯ )
re =
∑
i∈J
( ∑
e∈E↑(H¯ (i))
(ae + re − 1)−
∑
e∈E↓(H¯ (i))
re
)
. (3.20)
Applying item 3 of Assumption 3.17 and the bound (3.17) with the summation set
replaced by J gives∑
e∈E0(U¯ )
ae +
∑
e∈E↑(U¯ )
(ae + re − 1)−
∑
e∈E↓(U¯ )
re
≤
∑
i∈J
( ∑
e∈E0(H¯ (i))
ae +
∑
e∈E↑(H¯ (i))
(ae + re − 1)−
∑
e∈E↓(H¯ (i))
re +
|s|
2
|H¯ (i)ex|
)
<|s| ×
∑
i∈J
(
|H¯ (i)in |+ |H¯ (i)ex|
)
= |s| (|U¯ | − 1),
where for the last equality we note that 0 is neither internal nor external.
We now show (H.4) implies (A.4). Suppose U¯ ⊂ U \ U⋆. Using the bound
∑
e∈E(U¯)∩Ec(U )
ae ≥
p∑
i=1
|H¯ (i)ex|,
26 GRAPHICAL MOMENT BOUNDS
a decomposition similar to (3.20), and applying (H.4) to each non-empty H¯ (i) gives∑
e∈E(U¯)
ae +
∑
e∈E↑(U¯ )
re −
∑
e∈E↓(U¯ )
(re − 1)
≥
p∑
i=1
[ ∑
e∈E(H¯ (i))\E↓(H¯ (i))
ae +
∑
e∈E↑(H¯ (i))
re −
∑
e∈E↓(H¯ (i))
(re − 1)+ |s|
2
|H¯ (i)ex|
]
> |s| ×
p∑
i=1
(
|H¯ (i)in |+ |H¯ (i)ex|
)
= |s| × |U¯ |.
We now state a lemma which is a partial converse to the above theorem in the case of
symmetric pairings of elementary graphs. A symmetric pairing of H is a special type of
Wick contraction - one has p = 2 and π = {{v(1), v(2)} : v ∈ Hex} where for v ∈ H we
write v(i) for v’s instantiation inH (i).
Lemma 3.20 For a given elementary graph H , let (V, E ′) be the reduced two-fold Wick
contraction corresponding to the symmetric pairing of H . Suppose that (V, E ′) satisfies
Assumption 3.5, then H satisfies Assumption 3.17.
Proof. Clearly H satisfies the first item of Assumption 3.17 as a consequence of (V, E ′)
satisfying the first item of Assumption 3.5.
For the other items we first observe that V = H (1)in ⊔H (2)in ⊔ {0} and
E ′ \
[
E0(H (1)in ) ⊔ E0(H (2)in )
]
= ∪v∈Hex{i(1)(v), i(2)(v)} (3.21)
where i(j)(v) is the instantiation of i(v) in H (j)ex .
For item 2 fix some H¯ ⊆ H0. If H¯ ∩Hex = 6# then (H.2) follows by applying (A.2)
to V¯ = H¯ (1) - the right hand side of (H.2) is equal to |s| (|H¯| − 1).
We claim that given appropriate H¯ ⊂ H , the needed criteria for the other case of
item 2 (where H¯ ∩ Hex 6= 6#) or items 3 or 4 are equivalent to the corresponding items
of Assumption 3.5 for the set V¯ ⊂ V , where V¯ def= H¯ (1)in ⊔ H¯ (2)in if H¯ 6∋ 0 and V¯ def=
H¯ (1)in ⊔ H¯ (2)in ⊔ {0} if H¯ ∋ 0.
Since the arguments are so similar we only do the other case of item 2 here. Suppose
H¯ ⊂ H0 with H¯ ∩ Hex 6= 6#. Defining V¯ as described and then applying (A.2) together
with (3.21) to V¯ gives
2
∑
e∈E0(H¯)
ae − |s| × |H¯ex| =
∑
e∈E0(V¯)
ae < |s|(|V¯| − 1) = |s|(2|H¯in| − 1),
which is exactly the desired condition for H¯.
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Remark 3.21 The above lemma establishes a type of “hypercontractive” or “equivalence
of moments” bound in the non-Gaussian setting.
We state two lemmas and a remark before proceeding to the stochastic estimates.
Lemma 3.22 Suppose that the elementary graph H = (V, E) satisfies Assumption 3.17,
and that H ′ = (V, E ′) is another elementary graph which has the same vertex set V .
Assume that there exist internal edges e1, e2 ∈ E with aej = |ej ||s|/2 and rej ≤ 0 for
j = 1, 2, and that E ′ = (E \ {e1, e2}) ∪ e with e = e1 ∪ e2 and ae = |e||s|/2. In
plain words H ′ is formed by merging e1, e2 into one hyper-edge e. Then,H
′ also satisfies
Assumption 3.17.
Proof. For items 1-3 of Assumption 3.17 and any allowable subset H¯ ⊂ V , the LHS of
the bounds for H¯ as a subgraph of H ′ is always smaller or equal to the LHS for H¯ as a
subgraph of H , while the RHS remains the same.
For item 4 and any allowable subset H¯, the LHS of the bound for H¯ as a subgraph of
H ′ is always larger or equal to the LHS for H¯ as a subgraph of H , while the RHS again
remains the same.
Therefore if H satisfies Assumption 3.17, then after merging e1, e2 into one hyper-
edge the new graph also satisfies Assumption 3.17.
Lemma 3.23 For graphs H such that Hex = 6#, Assumption 3.17 for H is equivalent
with Assumption 3.5 for V = H .
Proof. Immediate upon comparing the two assumptions with the conditionHex = 6#.
Remark 3.24 Whenwe do our stochastic estimates there are symbols τ and self-contractions
π on τ such that the elementary graph Hτ,π will have a bad chain, failing to abide As-
sumption 3.17. However, it is easy to see that the finite set of bad chains of Hτ,π can be
eliminated by integrating a noise vertex in each one yielding an abiding H˜τ,π. Below this
is done implicitly whenever the scenario arises.
4 Application: Wong-Zakai theorem for non-Gaussian noise
We now apply the machinery of the preceding sections to prove Theorem 1.2.
4.1 Renormalization
We fix T0 ⊂ T to be the span ofW0 where
W0 def=
{
, , , , , , , , , , , 1, , , ,
}
.
Our mapsM : T0 7→ T0 will be of the form
M = exp(−
7∑
i=1
ℓiL
(i)) (4.1)
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where {ℓi}7i=1 ⊂ R and the {L(i)}7i=1 are nilpotent linear operators on T0 given as follows.
L(1) is defined in the same way as the map called in L in [HP15]: it iterates over all
occurrences of as a “subsymbol” of τ and “erases” it in the graphical notation:
L(1) = 1 , L(1) = , L(1) = 2 ,
L(1) = 3 , L(1) = + , L(1) = + ,
L(1) = + 2 , L(1) = X1 , L
(1) = X1 .
(4.2)
Note that there is no term appearing in L(1) because I(1) = 0, and similarly for the
other terms. We furthermore have L(1)τ = 0 for every τ ∈ W0 which is not one of the
above nine elements. Regarding the other maps, one has
L(2) = 1 , L(2) = , L(2) =
and L(2)τ = 0 for every τ ∈ W0 \ { , , }, and
L(3) = 1 , L(3) = 3 , L(3) =
and L(3)τ = 0 for every τ ∈ W0 \ { , , }, and
L(4) = 1 , L(5) = 1 , L(6) = 1 , L(7) = 1 .
and L(i)τ = 0 for every τ ∈ W0 \ {τ} with (i, τ ) ∈ {(4, ), (5, ), (6, ), (7, )}.
Recall thatR is the renormalization group introduced in Theorem 2.2.
Theorem 4.1 For any choice of the constants ℓj , andM ∈ R.
Proof. One can check that L(i)L(j)τ = 0 for for all τ ∈ W0 and any i, j - thus the
operators L(i) all commute and one actually hasM = I −∑7i=1 ℓiL(i). Furthermore since
R is a group it suffices to check, for 1 ≤ j ≤ 7, the upper-triangularity of ∆Mj where
Mj
def
= e−ℓjLj . This can be checked by computation.
The j = 1 case requires the most work but the computations for this case are exactly
the same as those found in [HP15][Sec 4.2] for the operator called L.
For j ≥ 2 we observe that one has, for all τ ∈ T0, MˆjJk(τ ) = Jk(Mjτ ) and ∆Mj =
Mj ⊗ Id. Clearly ∆Mj is upper triangular.
We then define, for each ε ∈ (0, 1], a mapMε ∈ R by specifying the constants
ℓ1 = ε
−1C , ℓ2 = ε
− 1
2C , ℓ3 = ε
− 1
2C ,
ℓ4 = c
(2)
ζ , ℓ5 = c
(4)
ζ , ℓ6 = c
(1)
ζ , ℓ7 = c
(3)
ζ .
(4.3)
Recall that the constants on the right hand side are defined in (1.7).
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4.2 Moment bounds
In order to identify the limit of our sequence of models (Πˆ(ε), Γˆ(ε)) as the Itoˆ model we
follow the approach in [HS15] and introduce another level of regularization ζε,ε¯ = ̺ε¯ ∗ ζε
with ε¯ > 0 and ̺ε¯ = ε¯
−3̺(ε¯−2t, ε¯−1x), where ̺ is smooth, compactly supported, even in
the space variable and integrating to one.
We then construct the renormalized model (Πˆ(ε,ε¯), Γˆ(ε,ε¯)) from ζε,ε¯ together with the
renormalization maps Mε,ε¯ with constants specified in the same way as in (4.3), except
that we replace every P by our truncationK, every Cn by C
(ε)
n , and finally drop the factors
ε−1 and ε−
1
2 in (4.3). For example, the constant ε−1C in (4.3) is replaced by
K C(ε)2
̺ε¯
̺ε¯
One may find that for a fixed ε > 0, sending ε¯ to zero does not exactly recover the
renormalization constants for (Πˆ(ε), Γˆ(ε)); for instance in the latter model the renormaliza-
tion constants are defined via P . This does not matter for two reasons: (i) we will only
consider the situation that ε is much less than ε¯; (ii) when we bound the moments for
(Πˆ(ε)x τ )(ϕ
λ
x) below, we will actually replace the constants for Πˆ
(ε) by the ones defined via
K and C(ε)n here, with an error that goes to zero as ε→ 0. More precisely, for the constants
ε−1C , ε−
1
2C , ε−
1
2C , by exponential decay of Cn and the fact that P (z) = K(z) for
|z| < 1, one can easily see by a scaling argument that this error is bounded by θ 1ε with
θ ∈ (0, 1); thus even though these errors are multiplied by “graphs” which may diverge
as ε → 0 they still vanish in that limit. For the other constants one can also argue as in
[HP15] that the error of such replacement vanishes as ε→ 0.
Proposition 4.2 Let (Πˆ(ε), Γˆ(ε)) and (Πˆ(ε,ε¯), Γˆ(ε,ε¯)) be defined as above. There exist κ, η >
0 such that for every τ ∈ { , , , , , , , , , } and every p > 0, one has
E|(Πˆ(ε)x τ − Πˆ(ε,ε¯)x τ )(ϕλx)|p . ε¯κλp(|τ |s+η) (4.4)
uniformly in all ε¯ ∈ (0, 1] and all ε ∈ (0, 1] sufficiently small depending on ε¯, all λ ∈
(0, 1], all test functions ϕ ∈ B, and all x ∈ R2.
Remark 4.3 We will actually mainly focus on a weaker bound
E|(Πˆ(ε)x τ )(ϕλx)|p . λp(|τ |+η) , (4.5)
and (4.4) will turn out to follow in the same way.
We introduce more graphical notation. We denote by a generic test function
ϕλ rescaled to scale λ and label it by (0, 0). An arrow labeled by (1, 0) represents
the kernel K. A barred arrow labeled by (1, 1) represents a function K(t − s, y −
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x) −K(−s,−x), where (s, x) and (t, y) are the coordinates of the starting and end point
respectively. A double barred arrow labeled by (1, 2) represents a function K(t −
s, y − x) − K(−s,−x) − yK ′(−s,−x). The dotted lines represent the Dirac
distributions and are labeled by (3,−1). A polygon with n points inside (n = 4 here)
represents the cumulant C(ε)n (z1, · · · , zn) and is labeled by (−3n/2, 0).
We also draw an arrow with label (2, 0) for the kernelK ′ = ∂xK and for
the test function (t, x) 7→ xϕλ(t, x). Note that ϕ˜(t, x) = xϕ(t, x) is again an admissible
test function and one has xϕλ(t, x) = λϕ˜λ(t, x). As a consequence, when a test function
ϕ is replaced with test function ϕ˜, one gains an additional power of λ.
4.2.1 The symbols , , and
We start with the simplest object after the noise. By translation invariance we take the
point x in (4.5) to be 0. Using Definition A.3 which allows us to represent a product of
the noises as Wick products, one has
(Πˆ(ε)0 )(ϕ
λ
0) = + − ε−1C = − + Eε (4.6)
where Eε here and below is an error which arises from the difference between ε
−1C and
Cε and goes to zero.
Now if we compare the above graphs with the corresponding ones in [HP15, Eq. (5.2)]
in the Gaussian noise case, we realize that they are essentially the same graphs. Since
in [HP15] it is checked that the symmetric pairing of the first graph, as well as the last
graph above, satisfy Assumption 3.5, our Lemma 3.20 and Lemma 3.23 immediately yield
Assumption 3.17 for the two graphs on the RHS of (4.6), and therefore by Theorem 3.19
one concludes the desired bounds for (Πˆ(ε)0 )(ϕ
λ
0 ).
The other two symbols and are bounded in the same way. In these cases, graphs
appearing in the expansions are the same with those in the Gaussian case. However, in
general, for other symbols below, there will be new terms due to the nontrivial higher
cumulants of our non-Gaussian noise (we sometimes refer to them as just “new terms”).
The discussion here shows that we only need to treat with these new terms.
4.2.2 The symbol
Besides the terms appearing in [HP15], we have the following new terms in the expression
for (Πˆ(ε)0 )(ϕλ):
− ε− 12C = − − + Eε
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It is straightforward to check that Assumption 3.17 is satisfied for the two graphs on the
RHS, which yields the desired bounds E|(Πˆ(ε)x )(ϕλx)|p . λp(−
1
2
+η).
4.2.3 The symbol
We now turn to . In this case, besides the terms shown in [HP15], we have the following
new terms in the expression for (Πˆ(ε)0 )(ϕλ):
− ε− 12C = −2 + + Eε
One can also check that Assumption 3.17 holds for these two graphs.
4.2.4 The symbol
The new terms for (Πˆ(ε)0 )(ϕλ) are:
+ +
+ − ε− 12C + − C3 + Eε
The sum of the last two terms can be written as a sum of 11 graphs (expanding the terms
represented by the barred arrows yield 12 terms, and the renormalization constant cancels
one of them); each of them has a fourth order hyper-edge which can be split into two
edges as ⇒ . After this split all the graphs satisfy Assumption 3.5 as checked in
[HP15] so they satisfy Assumption 3.17 by Lemmas 3.23 and 3.22.
After cancellations with renormalization constant we only need to check the assump-
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tion for the following graphs
− − + +
+ − − −
where represents the kernel
z
− Cε δ(z)
understood as a function of z, with label (31
2
,−1). It can be checked that these eight
graphs all satisfy the conditions in Assumption 3.17.
4.2.5 The symbol
The new terms are
+ − ε− 12C +
+ − ε− 12C + − C3 + Eε
For the last two terms, after cancellation with C3,ε , there are seven terms, each having a
hyper-edge that can be split into two edges representing a cumulant of the top and bottom
noises and a cumulant of the left and right noises. These terms all satisfy Assumption 3.5
as checked in [HP15].
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So we are left with
− − +
− − +
where represents the kernel
z
− ε− 12C δ(z)
labeled by (31
2
,−1). It can be checked that these seven graphs all satisfy the conditions in
Assumption 3.17.
4.2.6 The symbol
The new terms are
+ 3 − 3ε− 12C + − C
The sum of the 2nd and the 3rd terms is
−6 + 3
The sum of the last two terms is
− 3 + 3 −
34 APPLICATION: WONG-ZAKAI THEOREM FOR NON-GAUSSIAN NOISE
Therefore, for this symbol, six graphs remain to be checked. Indeed, they all satisfy
Assumption 3.17.
4.2.7 The symbol
The new terms are
2 − 2C√
ε
+ + + − C
The sum of the first two terms is 2 times
− − −
where is
z
− ε− 12C δ(z)
labeled by (31
2
,−1).
The 4th term is equal to (noting that the heat kernels in annihilate constants)
−2 +
Finally the sum of the last two terms is
− − + − 2
The first two graphs above have a fourth order hyper-edge, by splitting it into two
edges and using Lemma 3.22 they become the graphs checked in [HP15].
Therefore, for this symbol, there are still nine graphs to be checked. It is straightfor-
ward (though a bit tedious) to check that they all satisfy Assumption 3.17.
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Proof of Proposition 4.2. Collecting all the results of this section, we obtain the weaker
bound (4.5). The bound (4.4), follows in essentially the same way as the first bound, by
the argument in [HS15] (see also the verification of the second bound in [Hai14, The-
orem 10.7]). Indeed, as we consider the difference between Πˆ(ε)0 τ and Πˆ
(ε,ε¯)
0 τ for any
τ 6= Ξ, we obtain the same graphs as above, and in each graph some of the instances
of δ are replaced by ̺ε¯ and exactly one instance is replaced by δ − ̺ε¯. By the bound
‖δ − ̺ε¯‖−3−κ . ε¯κ one obtains the same bound as (4.5) with an extra factor ε¯κ, which is
exactly required by the bound (4.4). The case τ = Ξ can be also proved as in [HS15].
4.3 Proof of the main theorem
It was shown in [HP15] that if we replace ζε by ξε with ξε = ̺ε ∗ ξ where ξ is the
Gaussian space-time white noise, the renormalised models built from ξε converge to the
limit Zˆ = (Πˆ, Γˆ) called the Itoˆ model, which satisfies the following property. For every
τ ∈ U and every (t, x), the process s 7→ (Πˆ(t,x)τ)(s, ·) is Fs-adapted for s > t and, for
every smooth test function ϕ supported in the future {(s, y) : s > t}, one has the identity
(Πˆ(t,x)Ξτ)(ϕ) =
∫ ∞
t
〈(Πˆ(t,x)τ)(s, ·)ϕ(s, ·), dW (s)〉 , (4.7)
where the integral on the right is the Itoˆ integral.
The goal of this section is to show that our renormalised models (Πˆ(ε), Γˆ(ε)) built from
ζε defined above converge to the same limit. We prove this by applying a “diagonal
argument” as in [HS15].
Theorem 4.4 Let Zˆε = (Πˆ
(ε), Γˆ(ε)) be the renormalised model built from ζε defined in
the previous sections (with the choice of renormalisation constants given by (1.7)). Let
Zˆ = (Πˆ, Γˆ) be the Itoˆ random model. Then, as ε→ 0, one has Zˆε → Zˆ in distribution in
the space M of admissible models for T .
Proof. Since the topology onM is generated by the pseudometrics defined in Section 2.2,
it is sufficient to show that
lim
ε→0
E|||Zˆε, Zˆ||| = 0 , (4.8)
where the compact domain that the pseudometric depends on is omitted in the notation
since it does not matter much in the sequel. We have
E|||Zˆε, Zˆ||| ≤ E|||Zˆε, Zˆε,ε¯|||+ E|||Zˆε,ε¯, Zˆ0,ε¯|||+ E|||Zˆ0,ε¯, Zˆ||| ,
which is valid for any fixed ε¯ > 0 and for any coupling between ξ and ζε, where Zˆε,ε¯ is the
previously defined “intermediate” model, and the model Zˆ0,ε¯ is obtained again in the same
way as Zˆε,ε¯ but built from the noise ζ0,ε¯
def
= ξ ∗ ̺ε¯, with renormalization constants defined
in the same way as those for Zˆε,ε¯ except that every ̺ε¯ is replaced by a delta function.
Therefore,
lim
ε→0
E|||Zˆε, Zˆ||| ≤ lim
ε¯→0
lim
ε→0
(E|||Zˆε, Zˆε,ε¯|||+ E|||Zˆε,ε¯, Zˆ0,ε¯|||+ E|||Zˆ0,ε¯, Zˆ|||) . (4.9)
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For the last term, limε¯→0E|||Zˆ0,ε¯, Zˆ|||p = 0 for every p was already shown in [HP15].
Note that since ξ is Gaussian, all the renormalization constants associated with the model
Zˆ0,ε¯ containing cumulants of order higher than two vanish; the other constants slightly
differ from the corresponding ones in [HP15] because our constants for Zˆ0,ε¯ are defined
via the kernel K, but this error vanishes as ε¯→ 0.
Regarding the first term, by [Hai14, Thm 10.7] and the second bound in Theorem 4.2,
we obtain the bound E|||Zˆε, Zˆε,ε¯||| . ε¯κ uniformly over ε sufficiently small, so that this
term also vanishes.
It therefore remains to bound the second term. This follows from the same argument
as in [HS15]. Firstly, one has a central limit theorem for the noise ζε, namely for every
α < −3
2
the field ζε converges in law to space-time white noise ξ in Cα(R × S1), see
[HS15, Prop. 6.1]. Therefore
lim
ε→0
E‖ζ0,ε¯ − ζε,ε¯‖pC1;K = 0 . (4.10)
for any bounded domain K. Also, the map from the space of stationary and almost surely
periodic noise equipped with Lp of C1 norm to the space of random admissible models is
continuous. Therefore one has
lim
ε→0
E|||Zˆε,ε¯, Zˆ0,ε¯||| = 0 ,
for every fixed (sufficiently small) ε¯ > 0, so that the second term in (4.9) also vanishes,
thus concluding the proof.
We finally collect all our results and prove the main theorem.
Proof of Theorem 1.2. By [HP15, Thm 3.9] or [Hai14, Sec. 7] one has for every ε > 0
a unique maximal solution Uε to the fixed point problem (2.8) in Dγ,0 with respect to
the renormalized model Πˆ(ε), and solution U respect to the Itoˆ model Πˆ, and by [HP15,
Thm 4.7] we have limε→0 P(‖U ;Uε‖γ,0 > εθ) = 0 for every θ < κ/2.
Using the identity
(Πˆ(ε)z τ)(z) = (Π
(ε)
z Mετ)(z) ,
with Mε defined above (4.3), together with (1.7), (4.2), we see that this expression is
non-zero for the symbols 1, , , , , , , and , where one has
(Πˆ(ε)z 1)(z) = 1 , (Πˆ
(ε)
z )(z) = ξε(z) , (Πˆ
(ε)
z )(z) = −C (1)ζ /ε ,
(Πˆ(ε)z )(z) = −C (2)ζ /
√
ε , (Πˆ(ε)z )(z) = −C (3)ζ /
√
ε ,
(Πˆ(ε)z )(z) = −c(2)ζ , (Πˆ(ε)z )(z) = −c(1)ζ ,
(Πˆ(ε)z )(z) = −c(3)ζ , (Πˆ(ε)z )(z) = −c(4)ζ .
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WriteRε as the reconstruction map with respect to the renormalized model Πˆ(ε). Com-
bining the above identities with (2.12) it follows that one has the identity
Rε(Gˆ(U)Ξ)(z) = G(u(z))ξε(z)−
C (1)ζ
ε
G′(u(z))G(u(z))
− C
(2)
ζ
ε1/2
G′(u(z))2G(u(z))− C
(3)
ζ
ε1/2
G′′(u(z))G2(u(z))
− 1
6
c(1)ζ G
′′′(u(z))G3(u(z))− c(2)ζ G′(u(z))3G(u(z))
−
(1
2
c(3)ζ + c
(4)
ζ
)
G′′(u(z))G′(u(z))G2(u(z))
By Theorem 4.4, the limiting model is the Itoˆ model; it is proved in [HP15, Corollary 6.3]
that u = RU constructed with respect to the Itoˆ model is indeed the classical weak
solution interpreted in the Itoˆ sense ([Wal86, DPZ14]) which concludes the proof.
Appendix A Cumulants and Wick products
We define joint cumulant functions Cn(z1, . . . , zn) of a space-time centered random field
ζ . Given any subset A of space-time points we will define a joint cumulant function C(A¯)
of ζ . The definition operates recursively in |A|, one sets
C(A)
def
= E(
∏
z∈A
ζ(z))−
∑
π∈P(A)
π 6={A}
∏
B∈π
C(B) (A.1)
where P(A) denotes the set of all partitions of A. The key cumulant identity comes from
moving all the cumulants of (A.1) to the LHS.
We write Cn for the n-th joint cumulant function of the field ζ at n space-time points
A = {z1, . . . , zn}:
Cn(z1, . . . , zn) = C(A) . (A.2)
Note that C1 = 0 since ζ is assumed to be centered. We write C
(ε)
n for the n-th cumulant
function of ζε
Definition A.1 We say that ζ has exponentially decaying cumulants if there exists θ ∈
(0, 1) such that for each n ∈ N one has the bound
|Cn(z1, . . . , zn)| . θdiam(z1,...,zn) (A.3)
uniform in z1, . . . , zn ∈ Rd where we set diam(z1, . . . , zn) def= sup1≤i,j≤n |zi − zj |.
We give an example of a random field ζ satisfying the above property.
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Example A.2 Let µ be a finite positive measure on C(Rd) such that for every ϕ ∈ supp(µ)
and p > 1 one has ∫ (
sup
z∈Rd
e2|z|s|ϕ(z)|
)p
µ(dϕ) <∞
Denote by µˆ a realisation of the Poisson point process on C(Rd)×Rd with intensity µ⊗dz
and set
ζ(z) =
∫
ϕ(z − z′) µˆ(dϕ⊗ dz′)−
∫ ∫
ϕ(z) dzµ(dϕ) .
Then ζ satisfies Definition A.1.
We now give the definition of the Wick product of a generically non-Gaussian random
field evaluated at a collection of points.
Definition A.3 Given a collection of space-time pointsA, theWick product :
∏
z∈A ζ(z) :
is defined recursively in |A| by setting :1 : = 1 and then setting
:
∏
z∈A
ζ(z) :
def
=
∏
z∈A
ζ(z)−
∑
B(A
:
∏
z∈B
ζ(z) : E
( ∏
z∈A\B
ζ(z)
)
(A.4)
=
∏
z∈A
ζ(z)−
∑
B(A
:
∏
z∈B
ζ(z) :
∑
π∈P(A\B)
∏
B¯∈π
C(B¯) .
Note that :
∏
z∈B ζ(z) : is understood as an operation on {ζ(z)}z∈B , not the product.
The second line of (A.4) follows from the first by applying (A.1). Note that any non-empty
Wick product is always mean zero.
The key Wick product identity comes from moving all the subtracted terms of on the
RHS of the second line of (A.4) to the first line of the RHS.
We close with a lemma which is sometimes called “diagram formula” in the literature
11 and generalizes (A.1). It states that moments of Wick products can be calculated by
summing over partitions without “self-contractions”.
Lemma A.4 For every p ≥ 1 andm ≥ 1, one has
E
( p∏
k=1
:ζε(x
(1)
k ) · · · ζε(x(m)k ) :
)
=
∑
π∈PM (M×P )
∏
B∈π
Cε(B) (A.5)
where M
def
= {i : 1 ≤ i ≤ m}, P def= {k : 1 ≤ k ≤ p}, and PM (M × P ) denotes the
set of all partitions π ∈ P(M × P ) with the property that for every B ∈ π there exist
(i, k), (i′, k′) ∈ B such that k 6= k′ (in particular |B| > 1).
11 See [Sur83, GS86] or [HS15].
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