Combining different models is a widely used paradigm in machine learning applications. While the most common approach is to form an ensemble of models and average their individual predictions, this approach is often rendered infeasible by given resource constraints in terms of memory and computation, which grow linearly with the number of models.
ature as well as in many successful practical machine learning applications, as a way to combine different models and improve their prediction performance and robustness. Ensembling works by maintaining K independently trained models and averaging their predictions for each unseen example.
However, storing and running K models at test time quickly becomes infeasible for many applications with limited computational resources, especially in view of the ever growing size of modern deep learning models, such as in natural language processing.
The simplest way to fuse two parent networks into a single network of the same size is direct weight averaging, which we denote as vanilla averaging; here for simplicity, we assume that the network architecture is identical for all models. Unfortunately, neural networks are typically highly redundant in their parameterizations, so that there is no one-to-one correspondence between the weights of two different neural networks, even if the networks would describe the very same function of the input. In practice, vanilla weight averaging is known to perform very poorly on trained neural networks whose weights differ non-trivially.
Finally, a third way to combine two models is finetuning or distillation, where one of the networks would be retrained on its training data, using labels or output activations of the other network respectively. Both scenarios are considered infeasible in our setting, since we aim for approaches in absence of training data. This requirement is particularly crucial if the training data is to be kept private, such as in federated learning applications, or unavailable due to e.g. legal reasons.
Contributions. We propose a novel layer-wise incremental approach of aligning neurons and weights of two different trained models, for fusing them into a single model of the same architecture. Our method relies on optimal transport (OT) (Monge, 1781; Kantorovich, 1942) , as to minimize the transportation cost of neurons present in the layers of individual models, measured by their adjacent weights or activations. The resulting arXiv:1910.05653v1 [cs. LG] 12 Oct 2019 layer-wise averaging scheme can be interpreted as computing the Wasserstein barycenter (Agueh and Carlier, 2011; Cuturi and Doucet, 2014) of the weight vectors of each layer of the parent models.
We empirically demonstrate that our method succeeds in one-shot merging of networks of different weights, and in all scenarios significantly outperforms vanilla weight averaging. Our experiments cover standard image classification datasets, MNIST and CIFAR10, for neural networks such as multi-layer perceptrons (MLPs) and convolutional neural networks (CNNs) such as VGG11 (Simonyan and Zisserman, 2014) .
More surprisingly, we also show that our method succeeds in merging two networks that were trained for slightly different tasks (such as using a different set of labels). The method is able to "inherit" new abilities unique to one of the parent networks, while outperforming the same parent network on the task associated with the other network.
Extensions and Applications. Our techniques are straight-forward to extend to the case of merging more than two parent networks. Also, while we require the overall number of layers to be identical, we do allow corresponding layers between the several networks to be of different sizes.
The method provides a new building block for enabling several use-cases. This includes for example 1) the personalization of a global model to personal additional training data, including cases where the global model is very costly to train. 2) Federated or decentralized learning applications, where training data is not allowed to be shared due to privacy reasons or simply due to its large size. Having a more powerful model averaging technique such as ours might improve model exchange and reduce communication requirements.
Related Work
Ensemble methods. Model ensembling-that is the combination of the outputs of several trained modelshas long been in use in deep learning and machine learning in general (Breiman, 1996; Wolpert, 1992; Schapire, 1999) . While known to improve robustness and often accuracy, in our scenario it is assumed infeasible to maintain and run several trained models.
Distillation. Besides prediction-based ensembling, another line of work by Hinton et al. (2015) ; Buciluǎ et al. (2006) ; Schmidhuber (1992) proposes distillation techniques. Here the key idea is to employ the knowledge of a pre-trained teacher network (typically larger and and expensive to train) and transfer its abilities to a smaller model called the student network. During this transfer process or distillation, the goal is to utilize the relative probabilities of misclassification of the teacher as a more informative training signal for the student network.
While distillation also results in a single model, a main drawback is its computational complexity-the distillation process is essentially as expensive as training the student network from scratch, and also involves its own set of hyper-parameter tuning. In addition, distillation still requires the availability of (unlabelled) training data, which we avoid here.
In a different line of work, Shen et al. (2018) have come up with approaches building upon a Generative Adversarial Network (Goodfellow et al., 2014) where the student network is forced to produce outputs mimicking the teacher networks. This still does not resolve this problem of the high computational cost involved in this kind of knowledge transfer. Moreover, it does not provide a principled way to aggregate the parameters of different models, something we provide via our method.
Relation to other network fusion methods. Several studies have investigated a method to merge two trained networks into a single network without the need of retraining (Smith and Gashler, 2017; Utans, 1996; Leontev et al., 2018) . Leontev et al. (2018) proposed using Elastic Weight Consolidation, which formulates an assignment problem on top of the diagonal approximations to the Hessian matrices of each of the two parent neural networks. Their proposed method however only works when the weights of the parent models are already close, i.e. share a significant part of the training history (Smith and Gashler, 2017; Utans, 1996) , by relying on SGD with periodic averaging, also known as local SGD (Stich, 2019) . The shown performance in experiments by Leontev et al. (2018) nevertheless was not improved over vanilla averaging.
Wasserstein barycenters. Optimal transport has recently received a lot of interest in machine learning applications, since the entropic regularization introduced by Cuturi (2013) , which has made it more viable for practical use. The notion of Wasserstein barycenter was introduced by Agueh and Carlier (2011) and a regularized variant was presented by Cuturi and Doucet (2014) . In the past, Wasserstein barycenters have been mainly used in problems concerning clustering (Cuturi and Doucet, 2014) , Bayesian averaging (Backhoff-Veraguas et al., 2018) , sentence representations (Singh et al., 2018) , graphics (Solomon et al., 2015) , and more.
Recently, Dognin et al. (2019) used Wasserstein barycenters to average predictions, as in ensembling, for multi-label or multi-class settings. However, this is orthogonal to our work, as we are concerned with obtaining one single model, in contrast to ensembling.
Overall, the application of Wasserstein barycenters for averaging the weights of neural networks has-to our knowledge-not been considered in the past.
Background on Optimal Transport
We present a short background summary on optimal transport (OT) in the discrete case, and in this process set up the notation for the rest of the paper. OT gives a way to compare two probability distributions defined over a ground space S, provided an underlying distance or more generally the cost of transporting one point to another in the ground space. Essentially, it lifts a distance between points to a distance between distributions. Next, we describe the linear program which lies at the heart of OT.
Linear Program Formulation. First, let us consider two empirical probability measures µ A and µ B denoted by a weighted sum of Diracs, i.e.,
Here δ(s) denotes the Dirac (unit mass) distribution at point s ∈ S and the set of points S = (s (1) , . . . , s (n) ) ∈ S n . The weight α = (α 1 , . . . , α n A ) lives in the probability simplex Σ n A :
Further, let C ij denote the ground cost of moving point s (i) to s (j) . Then the optimal transport between µ A and µ B can be formulated as finding the solution to the following linear program.
Where, T , C := tr T C = ij T ij C ij is the Frobenius inner product of matrices. The optimal T ∈ R (n A ×n B ) + is called as the transportation matrix or transport map, and T ij represents the optimal amount of mass to be moved from point s (i) to point s (j) . An intuitive example where this holds is the problem of moving a given amount of goods, like bread, from certain bakeries to meet the demands at some cafes, such that the overall transportation cost is minimal.
Wasserstein Distance. In the case where S = R d and the cost is defined with respect to a metric D S over S i.e., C ij = D S (s (i) , s (j) ) p for any i, j , OT establishes a distance between empirical probability distributions. This is called the p-Wasserstein distance and is defined as W p (µ A , µ B ) := OT(µ A , µ B ; D p S ) 1/p . Wasserstein Barycenters. This represents the notion of averaging in the Wasserstein space. To be precise, the Wasserstein barycenter Agueh and Carlier (2011) is a probability measure that minimizes the weighted sum of (p-th power) Wasserstein distances to the given N measures {µ A1 , . . . , µ A N }, with corresponding weights η = {η 1 , . . . , η N } ∈ Σ N . Hence, the Wasserstein barycenter can be written as
Regularization. The solution to Eq. (1) lies at the extreme points of the polyhedra corresponding to this linear program. However, computing this exactly is expensive and scales in about O(n 3 log(n)) (n being the cardinality of the support of the measures) when using network simplex or interior point methods. A common way to tackle this nowadays, is to consider the entropy regularized Wasserstein dis- Cuturi (2013) . Here the search space for the optimal T is instead restricted to a smooth solution close to the extreme points of the linear program by subtracting λH(T ) from the linear objective, where
Sinkhorn iterations. The regularized problem is then solved efficiently using Sinkhorn iterations (Sinkhorn, 1964) . Although the cost of each Sinkhorn iteration is quadratic in n, it has been shown in Altschuler et al. (2017) that convergence can be attained in a number of iterations which is independent of n. This results in overall complexity of O(n 2 ). Also, these iterations which mostly consist of matrix-vector products are further amenable to GPU acceleration.
Proposed Algorithm
In this section, we discuss our proposed algorithm for model aggregation. Without loss of generality, we consider that we are averaging the parameters of only two neural networks. For now, we ignore the bias parameters and we only focus on the weights. This is to make the presentation succinct, and it can be easily extended to the case of multiple models and incorporating the bias parameters.
Motivation. As alluded to earlier in the introduction, the problem with vanilla averaging of parameters is the lack of one-to-one correspondence between the structures of the models. In particular, for a given layer, there is no direct matching between the neurons of the two neural networks. For example, this means that the k th neuron of the model A might behave very differently (in terms of its activation response to input data) from the k th neuron of the other model B and instead might be quite similar to the k + 1 th neuron.
Imagine if we would knew a perfect matching between the neurons, then we could simply align the neurons of (say) the model A with respect to B. Using this, it would make more sense to then perform vanilla averaging of the neuron parameters as compared to before. The matching or assignment could be formulated as a permutation matrix, and just multiplying the parameters by this matrix would give the aligned parameters.
But in practice, it is more likely to obtain soft correspondences between the neurons of the two models for a given layer. This is where optimal transport comes in and provides us a transport map T in the form of a soft-alignment matrix. In other words, the alignment problem can be rephrased as transporting the neurons in a given layer of model A to the neurons in the same layer of model B.
General procedure. Before we go further, note that since the input layer is identical for both models, we start this alignment from the second layer onwards. Additionally, the order of neurons for the very last layer, i.e., in the output layer, again is identical. Therefore we will consider the (scaled) transport map at the last layer to be the identity. Without further ado, let's jump into the procedure.
First, the layers of the models are considered as
Next, we use uniform distributions to initialize the histogram (or probability mass values) for each layer, although we note that it is possible to additionally use other measures of neuron importance (Dhamdhere et al., 2019; Datta et al., 2018; Sundararajan et al., 2017) . In particular, if the size of layer of models A and B is denoted by n ( ) A , n ( ) B respectively, we have:
( 3) Now, in terms of the alignment procedure, we first align the incoming edge weights for the current layer . This can be done by post-multiplying with the previous layer transport matrix T ( −1) , normalized appropriately via the inverse of the corresponding column marginals β ( −1) :
This update can be interpreted as follows: the ma-
A , thus post-multiplying W ( , −1) A with it will produce a convex combination of the points in W ( , −1) A with weights defined by the optimal transport map T ( −1) . This can be seen from the local quadratic approximation used in the derivation of the free-support barycenter (Cuturi and Doucet, 2014) , and is discussed in the Section S4 of the Appendix.
Once this has been done, we focus on aligning the neurons in this layer of the two models. Let us assume, we have a suitable ground metric D S (which we discuss in the sections ahead). Then the optimal transport map T between the measures µ A , µ B for layer can be computed as follows:
The ∼ acts as a placeholder for the obtained Wasserstein-distance value. Now, we use this transport map T to align the neurons (more precisely their weights) of the first model (A) with respect to the second (B), as follows:
We will refer to the model with the weights in Eq. (6) as model A aligned with respect to model B. In the end, with this alignment in place, we can average the weights of two layers to obtain the final weight matrix W ( , −1) , as shown ahead:
We iterate the described procedure over all the layers sequentially. The above discussion implies that we need to design a ground metric D S between the inter-model neurons. So, we branch out into the following two ways based on the nature of the ground metric used for the alignment.
Activation-based alignment
In this variant, we run inference over a subset of the samples in the training set (say, m of them) and store the activations for all neurons in the model. Then, we consider two neurons across the different models are similar if they produce similar activation outputs for the given set of samples. We measure this by computing the Euclidean distance between the resulting activation vectors. This serves as the ground metric for optimal transport computations.
In practice, we use the pre-activations, i.e., the values obtained before applying an activation function such as ReLU or Sigmoid. Lastly, a complete description of the overall procedure with this kind of ground metric is summarized in Algorithm 1.
Algorithm 1: Model averaging with activation-based alignment 1: hyperparameters: OT regularization λ. # training samples m to compute activations for 2: input:
trained models M A , M B , of same #layers L 3: notation: size of layer j of model M A is written as n (j)
A , and the weight matrix between the layer and − 1 is denoted as W (1) and so the transport map is defined as
Store the computed activations 6:
8: end for 9: for each layer = 2, . . . , L do Align incoming edges for M A weights 10:
Initialize probability mass values for neurons 11:
Form ground metric 13:
Compute OT map and distance 14:
17: end for
Weight-based alignment
Here, we consider each neuron is given by the (vector of) weights of the incoming edges and thus is represented essentially by the corresponding row of the weight matrix. The reasoning for this is that a neuron activation at a particular layer is calculated as the inner product between this weight vector and the output of the previous layer.
Like before, we view a layer as a probability measure where the support is over the neurons of that layer and the coordinates of each neuron are given by the weight vector:
This is then used to form the ground metric for OT computations, as follows:
Besides this difference of employing the actual weights in the ground metric, the rest of the algorithm remains identical.
Discussion
Practical considerations. (a) We flatten the convolutional layers for ground metric computations and hence all the weights of a 3D (# channels × width × height) convolution block are aligned with the same transport map. (b) The bias of a neuron is set to zero in all of the experiments. It is possible to handle it as a regular weight by keeping the corresponding input as 1, but we leave that for future work. (c) We also find it useful to normalize the weight vectors to unit norm while computing the ground metric.
Unsuitability of fixed-support barycenters. The formulation of layer-wise averaging is similar to that of the Wasserstein barycenters of the probability measures, which are over the neurons of the individual model layers. However, it is not possible to directly employ the commonly used Iterative Bregman Projections (IBP) scheme (Benamou et al., 2015) to compute the averaged model. This is because it is based on the fixed-support barycenter assumption, which does not make sense in our case where the supports are given by activation vectors or weight vectors corresponding to the neurons.
Averaging more than 2 models. A straightforward way is by calling this method of averaging two models recursively as a helper routine. But, when using the weight-based alignment, it can be done in a more principled manner, by completely using the free-support Wasserstein barycenters algorithm from Cuturi and Doucet (2014) 1 .
Already the update in Eq. (4) can be partly seen as an instance of using their algorithm when the support of the barycenter is initialized as the weights of model B. However, in the case of two models, we stick to the methodology adopted in the Algorithm 1 to utilize the computed transport map, since it leads to a simpler algorithm.
Runtime efficiency. From our discussion in Section 3, running the Sinkhorn algorithm for the transport map would be roughly quadratic in the width of the network (which is ≤ 600 for the models considered here). This is not an issue for us, as networks are generally deeper than wider and the cost is only linear in the depth or number of layers. The structure-wise aggregation procedure is thus efficient for deep neural networks, for example, it takes less than half a minute on 1 Nvidia TitanX GPU to average two VGG11 models and more details can be found in Section S1.4.
Empirical results

Experimental Setup
Datasets and Models. We first study the empirical performance of the proposed method for averaging parameters of a multi-layer perceptron on the MNIST handwritten digits dataset. The particular network that we consider has 3 fully-connected hidden layers comprising of 400, 200, 100 units respectively. The input is a 28 × 28 image and the output is a vector of classification scores of length 10. We refer to this network as MLPNet and the overall architecture can be summarized as 784 → 400 → 200 → 100 → 10. Further, we also benchmark on the CIFAR10 dataset and for those experiments, we consider the VGG11 (Simonyan and Zisserman, 2014) convolutional network (whose architecture is depicted in the Figure S1 ), and adapt its fully-connected part for the CIFAR10 dataset.
Baselines.
In order to compare the model averaging performance, we mention the performance of 'prediction' ensembling and 'vanilla' averaging besides the performance of individual models. The prediction ensembling refers to averaging the model predictions (output layer scores) and thus reflects the (unachievable) upper bound on the performance that we can hope to achieve with a single model. The vanilla averaging denotes the direct averaging of parameters without taking into account the underlying structure. All the performance scores are test accuracies in. Other experimental details can be found in Section S1.1 of the Appendix.
Results
Activation-based alignment. Here, the individual models used are MLPNet which have been trained for 10 epochs on MNIST. They differ only in their seeds and thus in the initialization of the parameters alone. We ensemble the final checkpoint of these models via OT averaging and the baseline methods.
This activation-based variant (Algorithm 1) of OT averaging involves computing activations for input examples of batch size m, which are randomly sampled from the training dataset. Thus, we report the mean and standard deviation (stdev) accuracies over 5 different seeds, for each of the different values of m. Table 1 shows the results for this setting.
We observe that as the batch size increases, the performance of OT averaging keeps increasing until it starts to plateau around m = 200. Besides, the standard deviation also goes down with an increase in the batch size. From about 25 examples, the OT averaging starts to outperform the vanilla averaging with ease. The last column of Table 1 indicates the performance of the model A aligned with respect to model B. This aligned model A is what gets (vanilla) averaged with model B to give rise to our OT averaged model.
Weight-based alignment. In Table 2 , we show the performance of weight-based alignment for two particular settings. First, in case of MLPNet on MNIST, the results are similar to those for the activation-based alignment, albeit slightly lower.
The more interesting setting is that of VGG11 on CIFAR10. Here, the two individual models (differing only in their seeds) are trained on CIFAR10 for 300 epochs and performance of their best checkpoint is reported.
Vanilla averaging absolutely fails in this case, and is 5× worse than OT averaging. In contrast to MLPNet which has only 2 hidden layers, the model used here has 7 hidden layers and with much more parameters. Further, we know that by default only the ordering of neurons in the input and output layers is consistent across the models. Hence, this results in the poor performance of vanilla averaging and reflects the importance of aligning the neurons for deeper models.
Exact OT. We can see from the Tables 1 and 2, that the exact optimal transport computations lead to an improved test accuracy, in comparison to when employing Sinkhorn, without affecting the running time (see Section S1.4). Henceforth, our results for OT average will use the exact mode.
Discussion. In the above tables, we observe that OT average significantly outperforms the vanilla average. Yet, these results are still slightly lower than the individual models and the upper bound from prediction ensembling, but we discuss a possible way around in the next section. Besides, in our experience, the activationbased alignment is more difficult to work with, in case of CNNs. Nevertheless, our weight-based alignment handles that case as shown above. We compare the results of retraining the models whose weights have been aggregated, namely, vanilla and OT averaging, in order to improve their performance. In Tables S4 and 4, we report the results of retraining (i.e. fine-tuning) the averaged models for (MNIST, MLPNet) and (CIFAR10, VGG11) respectively, at a variety of retraining learning rates (Retrain LR) for each. For comparison, we also show the performance of individual models when further retrained in this setting. Although in general, the individual model retraining is not realistic, since it is not known which one will lead to an improvement and this incurs # models × the retraining cost. Retraining takes place for a total of 60 and 100 epochs in case of (MNIST, MLPNet) and (CIFAR10, VGG11) respectively. The curves for retraining, i.e., Figures S5 and S6 , can be found in Section S5 of the Appendix. Plus, the results with Sinkhorn based OT avg. can be found in Section S2.3.
We observe that for both vanilla and OT averaging it helps to retrain, although in comparison the OT averaging leads to a better score almost always. Further, the test accuracy of OT averaging after retraining, is on average, at least the mean of accuracies of the original models. Particularly, for Retrain LR = 0.01 in both the experiment settings, OT averaging has higher accuracy (98.28%, 90.73%) than the best individual models (97.75%, 90.50%). Overall, this retraining of the averaged models alleviates the small gap in performance remaining after one-shot averaging and can also outperform the best individual models. 
Ablation studies
Aggregation performance as training progresses. We compare the performance of averaged models at various points during the course of training the individual models (for the setting of MLPNet on MNIST). We notice that in the early stages of training, vanilla averaging performs even worse, which is not the case for OT averaging. The corresponding Figure  S2 and Table S1 can be found in Section S2.1 of the Appendix. Overall, we see OT averaging outperforms vanilla averaging by a large margin, thus pointing towards the benefit of aligning the neurons via optimal transport.
Transport map for the output layer. Since our algorithm runs until the output layer, we inspect the alignment computed for the last output layer. We find that the ratio of the trace to the sum for this last transport map is ≈ 1, indicating accurate alignment as the ordering of output units is the same across models.
Skill Transfer
We again consider the setting of merging two models A and B but now assume that model A has some special skill or capability which B does not possess. However, B is overall more powerful on the remaining set of skills in comparison to A. The goal of fusion now is to obtain a single model that can gain from the strength of B on overall skills and also acquire the specialized skill possessed by A.
Such a scenario can arise e.g. in reinforcement learning where these models are agents that have had different training experiences so far. Another use case lies in federated learning, where model A is a client application that has been trained to perform well on certain personalized tasks and model B is the server which typically has a strong skillset for a wider range of tasks.
An important constraint in such settings is that training examples can not be shared between A and B so as to maintain privacy. Hence, we approach this problem by fusing the given models via the OT averaging.
More concretely, we consider the MNIST digit classification task, where the unique skill of model A corresponds to the ability to predict one particular 'personalized' label ( We show that averaging the weights of models by taking into account the layer-wise weight structure and (soft) aligning the neurons via optimal transport significantly outperforms the vanilla averaging of weights. This allows for just keeping one model rather than a complete ensemble of models at inference time. Furthermore, we have shown a successful one-shot transfer of knowledge between models without sharing training data , which is not possible with other techniques to the best of our knowledge.
Future avenues include application in distributed optimization, studying robustness properties in relation to adversarial examples, and averaging recurrent and generative models. Overall, the promising empirical results of the presented algorithms warrant attention for further investigation and new use-cases. S1 Technical specifications S1.1 Experimental Details
Pre-activations. The results for the activation-based alignment experiments are based on pre-activation values, which were generally found to perform better than post-activation values.
Regularization. The regularization constant used for the activation-based alignment results in Table 1 is 0.05 and that used for weight-based alignment results in Table 2 is 0.0025.
VGG11 training details. It is trained by SGD for 300 epochs with an initial learning rate of 0.05, which gets decayed by a factor of 2 after every 30 epochs. Momentum = 0.9 and weight decay = 0.0005. The batch size used is 128. Checkpointing is done after every epoch. The block diagram of VGG11 architecture is shown below for reference. Figure S1 : Block diagram of the VGG11 architecture. Adapted from https://bit.ly/2ksX5Eq.
MLPNet training details. This is also trained by SGD at a constant learning rate of 0.01 and momentum = 0.5. The batch size used is 64.
S1.2 Combining weights and activations for alignment
The output activation of a neuron over input examples gives a good signal about the presence of features in which the neuron gets activated. Hence, one way to combine this information in the above variant with weight-based alignment is to use them in the probability mass values.
In particular, we can take a mini-batch of samples and store the activations of all the neurons. Then we can use the mean activation as a measure of a neuron's significance. But it might be that some neurons produce very high activations (in absolute terms) irrespective of the kind of input examples. Hence, it might make sense to also look at the standard deviation of activations. Thus, one can combine both these factors into an importance weight for the neuron as follows:
Here, M k denotes the k th model into which we pass the inputs [x 1 , · · · , x d ], M denotes the mean, σ(.) denotes the standard deviation and denotes the elementwise product. Thus, we can now set the probability mass values b
, and the rest of the algorithm remains the same.
S1.3 Optimal Transport
We make use of the Python Optimal Transport (POT) S1 for performing the computation of Wasserstein distances and barycenters on CPU. These can also be implemented on the GPU to further boost the efficiency, although it suffices to run on CPU for now , as evident from the timings below.
S1.4 Timing information
The time taken to average MLPNet for MNIST is 14.06 and 24.24 seconds respectively for the exact optimal transport computation and Sinkhorn with small regularization λ = 0.0025. In case of VGG11 on CIFAR10, this changes to 32.16 and 55.68 seconds respectively for exact and regularized Sinkhorn mode. S1 http://pot.readthedocs.io/en/stable/ This regularized version currently takes more time, as currently it is run on the CPU. Further, the Sinkhorn computations highly make use of matrix-vector products and lead to a reduction in running time when computed on GPU, hence explaining this observation.
S2 Miscellaneous Additional Results
S2.1 Aggregation performance as training progresses Table S4 : Effect of retraining for activation-based alignment for (MNIST, MLPNet): Note that model A and model B accuracies correspond to best checkpoints when originally trained for 10 epochs. Figure S3 : Skill Transfer performance: Comparison results of OT based model fusion (OT avg) with vanilla averaging for different w B . Each point for OT avg. curve (magenta colored) is obtained by activation-based alignment with a batch size m = 400, and we plot the mean performance over 5 seeds along with the error bars, which show the corresponding standard deviation. Here the remaining data besides the special digit, is split as 90% for model B and the other 10% for model A. Figure S4 : Skill Transfer performance: Comparison results of OT based model fusion (OT avg) with vanilla averaging for different w B . Each point for OT avg. curve (magenta colored) is obtained by activation-based alignment with a batch size m = 400, and we plot the mean performance over 5 seeds along with the error bars, which show the corresponding standard deviation. Here the remaining data besides the special digit, is split as 95% for model B and the other 5% for model A. Figure S5 : Illustrates the performance of structure-aware and vanilla averaging during the process of retraining for CIFAR10 with VGG11. Figure S6 : Retraining with reference plots of individual models. Other than that same as above.
S5 Retraining curves
