A maximum principle is proved for the weak solutions uAL N ðR Â T 3 Þ of the telegraph equation in space dimension three u tt À D x u þ cu t þ lu ¼ f ðt; xÞ; when c40; lAð0; c 2 =4 and f AL N ðR Â T 3 Þ (Theorem 1). The result is extended to a solution and a forcing belonging to a suitable space of bounded measures (Theorem 2). Those results provide a method of upper and lower solutions for the semilinear equation u tt À D x u þ cu t ¼ Fðt; x; uÞ: Also, they can be employed in the study of almost periodic solutions of the forced sine-Gordon equation. A counterexample for the maximum principle in dimension four is given. r
Introduction
It has been proved in [6] that a maximum principle holds for the weak doubly 2p-periodic solutions (namely uAL N ðT 2 Þ; T ¼ R=2pZ; the unit circle) of the telegraph
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In [4] , those results were extended to the weak solutions uðt; xÞ of equation (LT) which are 2p-periodic with respect to x and bounded over R with respect to t (namely uAL N ðR Â TÞÞ: It was shown that, if lA 0; is optimal and the maximum principle is not strong. Using an approximation argument, the maximum principle was generalized in [4] to the case where f is replaced by an element in a suitable class of bounded measures. Using this tool, one could extend to equation (NT), when the function u/F ðt; x; uÞ þ c 2 4 u is nondecreasing, the method of upper and lower solutions for the (weak) solutions which are 2p-periodic in x and bounded in t: This method was then applied in [4] to the forced dissipative sine-Gordon equation u tt À u xx þ cu t þ a sin u ¼ pðt; xÞ; ðSGÞ when 0oap c 2 4 and pAL N ðR Â TÞ: Various conditions were found, which provide existence and/or uniqueness of a solution uAW 1;N ðR Â TÞ of equation (SG) . In particular, when p is continuous and almost-periodic on R Â T; and jjpjj L N oa; the existence-uniqueness result together with an argument of Amerio's type [3] implies the existence of a unique almost periodic solution for equation (SG) .
All those results were restricted to telegraph equations with space dimension one. The aim of this paper is to prove similar results for the telegraph equation with space dimensions three and two. An example showing that the maximum principle does not extend to higher dimensions is also presented.
The results of Sections 2 and 3 were announced in [5] . The use of a descent method for dealing with dimension two was suggested to us by E.N. Dancer.
A maximum principle in
In this section, we will state and prove an existence-uniqueness theorem, as well as a maximum principle for the weak solutions uAL N ðR Â T 3 Þ of the telegraph equation. We first define in a precise manner our concept of solution.
The main result of this section is the following one. Before proving Theorem 1, we make a few useful remarks about its statement. is optimal, and the maximum principle is not strong.
It is a consequence of Remarks 1 and 2 in [4] . 
It follows by comparison with the case where f is constant.
Remark 3.
The results extend to doubly periodic solutions.
This is just a consequence of the uniqueness of bounded solutions.
Proof of Theorem 1. Uniqueness: By an indirect argument, let us assume that u is a nontrivial bounded solution of (1) for f ¼ 0: After convoluting u with an appropriate function SADðR Â T 3 Þ we find another solution v ¼ u Ã S which is not identically zero and belongs to where a is the eigenvalue of ÀD on T 3 corresponding to g: Thus wðtÞ is a bounded nontrivial solution of the ordinary differential equation
for some positive constant Z; and we arrive at a contradiction.
Existence for l ¼ : The function
belongs to L 1 ðR 3 Þ and satisfies
This allows us to define the measure U 3 on R Â R 3 by the formula
fðjxj; xÞ jxj dx; fAC 0 ðR Â R 3 Þ:
Þ is the space of continuous functions on R Â R 3 with compact support, and the definition of measure is taken as in [2] . It is easy to prove that
Also we notice that U 3 is a positive measure. Now we are going to prove that U 3 is a solution of
Here dAMðR Â R 3 Þ is the Dirac measure
To do this we employ the following result, which is a consequence of the Kirchhoff's formula (see [1, p. 40] 
Given fADðR Â R 3 Þ; define cADðR Â R 3 Þ by cðt; xÞ ¼ e À ct 2 fðt; xÞ:
Here we have applied Lemma 1 to c: Once we know that U 3 is a fundamental solution of L þ It is well known (see [2, 14.9.2] ) that u is well defined, belongs to L N ðR Â R 3 Þ and satisfies
A standard argument now proves that u is a solution of
Let us now assume that f AL N ðR Â T 3 Þ: This means that T v f ¼ f for each vA2pZ 3 ; where T v f ðt; xÞ ¼ f ðt; x þ vÞ:
To complete the proof, we need to show that we can replace 
For an arbitrary function gAL 1 ðR Â T 3 Þ; the identities below are easily proved:
for all aAN 3 ; jaj40: Here @ x means that only partial derivatives with respect to the x j ð j ¼ 1; 2; 3Þ are taken. Now, given a function fADðR Â T 3 Þ; fj is a test function in DðR Â R 3 Þ; and one can apply (2) to obtain
Now it follows from (3) that
The proof is now complete for l ¼ : We proceed as in [4] . The linear operator
is bounded, positive and has norm 4 c 2 : Problem (1) is equivalent to
; the inverse is given by
This leads to the existence and positivity principles. &
A maximum principle for some bounded measures
As in [4] we consider, for each hAR; the seminorm in the space of measures MðR Â T 3 Þ defined as
where
The class of measures for which this family of seminorms is bounded independently of h is indicated by E: It becomes a Banach space with the norm
The usual ordering in MðR Â T 3 Þ induces an order structure on E: The cone of positive measures will be indicated as
We shall employ some properties of the vague topology in MðR Â T 3 Þ (see [2] ).
Given m n and m in MðR Â T 3 Þ it is said that m n converges vaguely to m ðm n ,mÞ if, for
/m n ; fS-/m; fS:
We need a slight variant of a compactness criterion sometimes called de La Valle´e Poussin selection theorem.
Lemma 2. Assume that m n AE is a bounded sequence in E; namely sup n jjm n jj E pCoN:
Then there exists a subsequence m n k which converges vaguely to some mAE:
Proof. It follows from the vague compactness of bounded sets in MðR Â T 3 Þ that m n has a subsequence m n k with m n k ,m: In principle m is an arbitrary measure and we must prove that m belongs to E: Given fAC 0 ðR Â T 3 Þ with suppðfÞCK h ; /m n k ; fS-/m; fS and, since /m n ; fSpC; we deduce that jjmjj h pC: & As in [4] we define a norm in
This norm coincides with the norm in E if we identify f to the measure m ¼ f dt dx:
As in Lemma 1 in [4] , given mAE we can find a sequence f n AL N ðR Â T 3 Þ such that f n dt dx converges vaguely to m and jjj f n jjjp2jjmjj E :
The proof of Lemma 1 in [4] was for the cylinder R Â T but it extends without changes to our case.
Let us now go back to problem (1) to show that its solutions u can be estimated in terms of the new norm.
Lemma 3. The solution u of problem (1) satisfies the inequality
The periodicity of f with respect to x implies that Z
Case lA 0; : We employ the formula
Given mAE we now consider the problem of the existence of a bounded measure solution under a bounded measure forcing term.
Theorem 2. There exists a unique solution to problem (4) and ZX0 if mX0:
Proof. Uniqueness: Let ZAE be a solution of
Given SADðR Â T 3 Þ we consider the convolution of Z and S; Z Ã S: This convolution is understood in the topological group R Â T 3 : This function v ¼ Z Ã S is continuous (see [2, (14.9. 3)]) and, from the properties of convolution and duality, given fADðR Â T 3 Þ; Z
HereŠðt; xÞ ¼ SðÀt; ÀxÞ:
which implies, by Theorem 1, that v ¼ 0: Since S is arbitrary we conclude that also Z ¼ 0: Existence and positivity: Given mAE we approximate it (in the vague sense) by a sequence
The sequence of measures ðZ n Þ ¼ ðu n dt dxÞ has a subsequence Z n k vaguely convergent to some ZAE: Since Z 
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it is easy to conclude that Z is a solution of (4). Also
Finally, we notice that positivity is preserved by limits in the vague topology and this leads to the positivity principle. &
The method of descent: two space dimensions
Given a function g ¼ gðt;
In this way
For each f AL N ðR Â T 2 Þ and lA 0; i consider the problems
and Lw þ lw ¼fðt;
If we are given a test function f in D 0 ðR Â T 3 Þ and x 3 is fixed then fðÁ ; x 3 Þ is in
This fact can be employed to deduce that if u is a solution of (5) then its extensionũ is a solution of (6). We can now apply Theorem 1 to prove the uniqueness for (5). To prove that (5) has a solution we start with w solution of (6) .
This says that the function uðt; x 1 ; x 2 Þ ¼ 1 2p
is a solution of (5). Using again the uniqueness we conclude that w ¼ũ: After this discussion it is clear that there is a version of Theorem 1 (and hence a maximum principle) for (5).
The main difference between two and three dimensions is in the regularity of solutions. To show this we are going to find an explicit formula for the solution of (5) when l ¼ 
q maps the half spaces fy 3 40g and fy 3 o0g onto K ¼ fðt; xÞAR 3 =jxjotg: It reduces the previous integral to uðt; x 1 ; x 2 Þ ¼ 1 2p
If we define
where w K is the characteristic function of K; then
In contrast to U 3 ; which was only a measure, U 2 is a function in L 1 ðR Â R 2 Þ: In fact it belongs to L p ðR Â R 2 Þ with pA½1; 2Þ: As a consequence we obtain the following result. Proof. The function U 2 is in L 1 ðR 3 Þ and so it is L 1 -continuous. This means that oðrÞ tends to 0 as rr0 where
Here h is a vector in R 3 and
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From (7) we deduce that the solution of (5) for l ¼ The function f belongs to L N ðR Â T 3 Þ but u ¼ U 3 Ã f has a nonremovable discontinuity at the origin because uðt; xÞ ¼ 0 if jxjo À t and uðt; xÞXa if jxjot; jjxjj N p p 2 with a40 a constant. To check this one uses that f X0 everywhere and the properties
5. An obstruction to the maximum principle for higher dimensions
The fundamental solution E N of the wave operator can be computed explicitly also in dimension NX4 (see [1] or [7] ). In these cases E N is not a measure and so it cannot be positive. In this section we exploit this fact to prove that an analogous of Theorem 1 is not valid for N ¼ 4 and l ¼ This discussion allows the definition of the distribution U 4 AD 0 ðR Â R 4 Þ given by
This is a distribution of order one satisfying
Next, we claim that U 4 is a solution of
where d is the Dirac measure concentrated at the origin, /d; fS ¼ fð0; 0Þ: To prove the claim we notice that the distribution E 4 AD 0 ðR Â R 4 Þ given by [7] ). Next, we notice that
The rest goes as the proof for U 3 in Theorem 1.
Once we know that U 4 is a fundamental solution of L þ c 2 4 we define, for each f ADðR Â R 4 Þ; the convolution
This is a function in
The basic properties of the convolution of a distribution and a function can be seen in [7, p. 126] . The function u solves
and satisfies
Up to now we were assuming that the forcing f is in DðR Â R 4 Þ and in the next discussion we shall assume that f is in BC N ðR Â R 4 Þ: This space has not been defined but it has an obvious meaning. To extend the result to the general case f ABC N ðR Â R 4 Þ we notice that the integral formula involved in the definition of U 4 still makes sense for functions in BC N ðR Â R 4 Þ: Hence, the functional U 4 can be extended to BC N ðR Â R 4 Þ and this extension has the continuity property: given where T ðt;xÞ f ðt; xÞ ¼ f ðt þ t; x þ xÞ andfðt; xÞ ¼ f ðÀt; ÀxÞ: In principle, one could interpret u as a convolution of distributions but we shall not employ this fact.
Instead, given f ABC N ðR Â R 4 Þ; we approximate it by functions f n ADðR Â R 4 Þ where the convergence is understood in the sense previously stated. The functions u n ¼ U 4 Ã f n converge pointwise to u and so this function solves (9). The definition of u shows that it belongs to BC N ðR Â R 4 Þ: The proof of the proposition is now complete because an argument of uniqueness shows that if f is periodic in x; the same happens to u: & From the previous proof we retain the formula
which is valid for the solution of (8) if f ABC N ðR Â T 4 Þ: The next result proves at the same time that the resolvent operator associated to (8) is not continuous with respect to the L N -norm and that there is no maximum principle.
Proposition 3.
There exists a sequence of functions f n in BC N ðR Â T 4 Þ with 0pf n p1 everywhere and such that the solutions u n of (8) satisfy u n ð0; 0Þ-À N as n-N:
For the proof of this proposition we shall need the following result, which can be proved in a straightforward way. Nðs; x þ 2pZÞ
If Za0 and jjxjj N op;
From this, Z In this section, we assume that the forcing f is almost periodic and prove a result about the existence of almost periodic solutions of
A similar result was presented in [4] for one space dimension. However, the method of the proof in [4] was based on some compactness properties of the linear problem which are not valid in three dimensions. We shall present here a simple argument which is only based on Banach contraction principle. First of all we must be precise about the notion of almost periodicity. Since R Â T with k ¼ 1 À 4a c 2 cos U: Since ko1 the fixed point of F will be the searched almost periodic solution. Letting A to tend to a and U to 
Weak upper and lower solutions
Consider the nonlinear equation
where F : R Â T 3 Â R-R satisfies Carathe´odory conditions and the function
We shall design a method of upper and lower solutions in order to obtain bounded solutions.
A lower solution of (12) is a function
An upper solution u Ã AL N ðR Â T 3 Þ is a function satisfying the reversed inequality.
Theorem 4. Let u Ã and u Ã be lower and upper solutions of (12) with u Ã pu Ã a:e: R Â T 3 :
In addition, assume that
if u Ã ðt; xÞpu 2 ou 1 pu Ã ðt; xÞ; a.e. ðt;
This result and his proof is similar to Theorem 4.1 in [6] . The result in [6] dealt with the doubly periodic case.
In the present case one must employ an iterative scheme together with Theorem 1 and the following auxiliary result. Proof. We consider the distribution on the cylinder
and we shall prove that m can be extended to a measure in E þ : To do this we consider a function cADðR Â T 3 Þ satisfying c ¼ 1 on ½Àp; p Â T 3 ; c ¼ 0 outside ½À2p; 2p Â T 3 ; 0pcp1 everywhere:
Given hAR we denote by c h the translated function c h ðt; xÞ ¼ cðt À h; xÞ: Then, for each fADðR Â T 3 Þ with suppðfÞCK h one has fpjjfjj L N c h :
By assumption we know that m is non-negative and so
where G :¼ jjujj L N R RÂT 3 ½jL Ã cj þ ljcj: From here we deduce that mAE þ and u is a solution of
Lu þ lu ¼ m:
We can now apply Theorem 2 to finish the proof. & As an easy example showing how to apply Theorem 4, we consider the equation Let us now assume that the nonlinearity F satisfies the conditions (C1) F ðÁ ; Á ; uÞAAPðR Â T 3 Þ for each uAR: (C2) F is uniformly continuous in R Â T 3 Â ½Àr; r for each r40:
These conditions guarantee the following composition property: given jAAPðR Â T 3 Þ; the function Fðt; xÞ ¼ F ðt; x; jðt; xÞÞ also belongs to APðR Â T 3 Þ: The proof can be adapted from the standard case of APðRÞ (see for instance [3, Theorem 2.11]).
It is now natural to discuss the existence of almost periodic solutions and we shall show that the method of upper and lower solutions still works if one assumes that F is decreasing in u: The proof is a direct extension of the proof of Theorem 3. The contraction principle is now applied on O ¼ fuAAPðR Â T 3 Þ=u Ã pupu Ã g:
