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The reliability of density-functional calculations hinges on accurately approximating the unknown
exchange-correlation (xc) potential. Common (semi-)local xc approximations lack the jump experi-
enced by the exact xc potential as the number of electrons infinitesimally surpasses an integer, and
the spatial steps that form in the potential as a result of the change in the decay rate of the density.
These features are important for an accurate prediction of the fundamental gap and the distribution
of charge in complex systems. Although well-known concepts, the exact relationship between them
remained unclear. In this Letter, we establish the common fundamental origin of these two features
of the exact xc potential via an analytical derivation. We support our result with an exact numerical
solution of the many-electron Schro¨dinger equation for a single atom and a diatomic molecule in one
dimension. Furthermore, we propose a way to extract the fundamental gap from the step structures
in the potential.
Density functional theory (DFT) [1], in the Kohn-
Sham (KS) approach [2], is widely used for simulating
many-electron systems [3–11]. The accuracy of density-
functional calculations hinges on approximating the un-
known exchange-correlation (xc) energy term, Exc[n].
While numerous successful approximations exist [12–23],
they often lack the discontinuous nature of the derivative
of Exc[n] with respect to electron number, N , at integer
N (derivative discontinuity (DD) [24–29]).
The DD is essential for exactly describing the funda-
mental gap – a feature of central importance for any ma-
terial. When relying on the KS eigenvalues, approxi-
mate functionals (e.g., [12–15]) lacking the DD underes-
timate this quantity by ∼ 50% [18, 30–34]. Furthermore,
these functionals may qualitatively fail in the dissocia-
tion limit, by predicting spurious fractional charges on
the atoms of a stretched diatomic molecule [24, 35–43],
violating the principle of integer preference [44]. This
indicates that common approximations may also fail to
describe charge transfer in molecules and materials [45–
53].
One manifestation of the DD is the emergence of a spa-
tially uniform ‘jump’, ∆, in the level of the KS potential,
vs(r), as N infinitesimally surpasses an integer value of
N0 by δ: ∆ = limδ→0+ vs(r;N0+δ)−vs(r;N0−δ) [54–67].
∆ originates from the piecewise-linearity of the total en-
ergy, E(N) [24, 68–73], which implies a stair-step struc-
ture of the highest occupied (ho) KS eigenvalue, εho(N),
with discontinuities at integer N . In particular, for a
neutral system of N0 electrons, infinitesimally below N0,
εho(N−0 ) equals −I, the negative of the ionization poten-
tial (IP), and infinitesimally above N0, ε
ho(N+0 ) equals
−A, the negative of the electron affinity (EA) [24, 65, 74–
77]. To enforce this behavior, the exact vs(r) has to ex-
perience a discontinuous jump [54, 55]:
∆ = I −A− (εlu − εho), (1)
where εho and εlu are the ho and the lowest unoccupied
(lu) KS eigenvalues at and infinitesimally below N0 (from
here on, the argument N−0 is suppressed for brevity).
While this constant shift in vs(r) does not affect the elec-
tron density, n(r), it is vital to accurately predict the
fundamental gap [30, 31, 33, 54, 72, 73, 78–95].
In addition, the existence of the DD implies that the
KS potential may form a ‘plateau’ – a constant increase in
the level of vs(r) in a given region – to correctly distribute
charge throughout the system [44, 51, 63, 96–106]. At the
edge of a plateau, vs(r) forms a spatial step.
In a stretched diatomic molecule L · · ·R, the height of
the step, S, at the interface between the two atoms can be
deduced [107] from the change in the exponential decay of
the density. When the density decay from the left atom,
which has the analytic form n(r) ∝ e−2
√
2IL|r| [24, 75],
meets the density decay from the right atom (e−2
√
2IR|r|),
a step of height
S = IR − IL + εhoR − εhoL (2)
forms in vs(r) at this point [107–115].
The exact relationship between the two aforemen-
tioned manifestations of the DD, ∆ and S, remains un-
clear. These two quantities are usually treated as un-
related, because the jump in vs(r) is a function of N ,
whereas a plateau is a function of space. Furthermore,
the EA and the lu energy contribute to ∆, while they are
absent from S.
A complete understanding of how the presence of steps
in the KS potential account for the DD is essential for our
ability to predict the fundamental gap of many-electron
systems within DFT. Hence, in this Letter we directly ad-
dress this problem by identifying the general mechanism
that gives rise to ∆ and S. We explore the properties
of the plateau in the exact KS potential as a function of
N and show how ∆ can be deduced from the step struc-
ture of the KS potential as N decreases to an integer.
This is done first via an analytical derivation, relying on
fundamental properties of many-electron systems, and
supported with an exact numerical solution of the many-
electron Schro¨dinger equation in one dimension, for a sin-
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2gle atom and a diatomic molecule. Modelling in 1D is
necessary to solve the Schro¨dinger equation exactly; yet,
the principles demonstrated may be generalized to 3D
systems [121] .
To establish the relationship between ∆ and S, we pro-
pose initially to study a single atom with a fractional
N = N0 + δ. Then, the density is piecewise-linear [24]:
n(x;N) = (1− δ) · n(x;N0) + δ · n(x;N0 + 1), (3)
being a combination of the density of a neutral atom and
an anion (N0 and N0 + 1 electrons, respectively). When
δ is small and positive, the density has two regions of
exponential decay: as |x| → ∞, n(x;N) ∝ n(x;N0 +
1) ∝ e−2
√
2A|x| (the decay rate is governed by the IP
of the anion, which equals the EA of the neutral). We
term this the region of ‘A-decay’. However, for small δ,
n(x;N0) ∝ e−2
√
2I|x| starts to dominate the density at
some point approaching the nucleus (‘I-decay’). Based
on Ref. [107], we expect a step in the KS potential to
form at the crossover between these two decays.
From the KS perspective, in the A-decay region vs(x)
reaches the asymptotic value v′, and in the I-decay region
it has the value v. In general, v and v′ may differ, forming
the step S := v − v′.
In the limit δ → 0+, in the A-decay region, n(x;N) ∝
|ϕlu(x)|2 ∝ e−2
√
2(v′−εlu)|x|, where {ϕi(x)} are the KS
orbitals. In the I-decay region, n(x;N) ∝ |ϕho(x)|2 ∝
e−2
√
2(v−εho)|x|. Therefore, A = v′− εlu and I = v− εho.
Thus, S = v − v′ = I + εho − (A + εlu) = ∆, exactly as
in Eq. (1).
To summarize, for an atom, when N infinitesimally
surpasses an integer, the plateau that forms in the region
of the atom elevates the level of the KS potential by that
required to obtain the exact fundamental gap.
We now model atoms in real space comprised of N
same-spin electrons in 1D, where 1 6 N 6 2, using
the iDEA code [116] [121] . Solving the Schro¨dinger
equation for N > 2 poses an immense computational
challenge, which scales exponentially with N . Therefore,
by enforcing the same spin for all electrons, we ensure
that for a two-electron system two KS orbitals are occu-
pied (in contrast to a spin singlet – one orbital occupied
by two electrons with opposite spins), which is neces-
sary for the concepts demonstrated in this Letter to be
general [122]. Our electrons interact via the appropri-
ately softened, 1D Coulomb interaction (|x− x′| + 1)−1
(atomic units) [117] [121] . The external potential is
vext(x) = −2/(0.4 · |x|+ 1); it tends to zero as |x| → ∞,
as appropriate. We initially calculate n(x) for N = 1
and separately for N = 2. Then, n(x) for the (1 + δ)-
electron system is calculated via Eq. (3). Finally, we
reverse engineer the exact KS potential from the exact
(1 + δ)-electron density for varying δ.
Figure 1(a) shows the natural log of the density,
ln [n(x)], for δ = 0, 10−8, 10−6, and 10−4, as a function of
x. Plotting the log helps to recognize the regions of ex-
ponential decay. For δ = 0, there is only one such region
(I-decay). For δ > 0, we clearly recognize the I- and the
A-decay regions. The above analysis indicates that the
points where the decay rate changes are also the points
where the steps in vs(x) occur. This is demonstrated nu-
merically in Fig. 1(b) and (c): for all finite values of δ,
the exact KS potential has two spatial steps. The steps
act to elevate the level of the KS potential for the cen-
tral region, where most of the electron density resides
[cf. vs(x = 0) for δ = 0 and δ > 0]. For all small val-
ues of δ the step height is the same and equals ∆, which
we calculate from total energy differences and the ex-
act KS eigenvalues; see the Hartree-exchange-correlation
(Hxc) potential [vHxc(x) = vs(x) − vext(x)] in Fig. 1(c).
The positions of the steps vary with δ – the smaller δ is,
the further from the atom the steps form. Therefore, as
δ → 0+, the plateau becomes a spatially uniform shift in
the potential, as required for the exact fundamental gap.
The presented example clearly establishes the relation-
ship between the derivative discontinuity and the steps’
height in the atomic case, namely, that ∆ = S. It sug-
gests that approximate xc functionals that are sensitive
to the change in the decay rate of the density, and re-
spond by forming steps in the xc potential (see sugges-
tions in Refs. [27, 91, 114]), are theoretically capable of
producing the expected jump in the KS potential as N
surpasses an integer, and therefore yielding an accurate
fundamental gap.
We now consider a stretched diatomic molecule, which
is one system consisting of two atoms, L and R, sep-
arated by a large distance, d. As d → ∞, the num-
ber of electrons on each atom, NL and NR, can be de-
fined. We now imagine transferring an infinitesimal elec-
tronic charge, δ, from L to R. Therefore, NL = N
0
L − δ
and NR = N
0
R + δ, so the total number of electrons,
NL···R = NL + NR is constant. Relying on Eq. (1), one
may expect a plateau to form in the region of atom R,
whose height is ∆R = IR−AR−(εluR−εhoR ). Similarly, for
a charge transfer from R to L, one may expect a plateau
∆L around L. However, Eq. (2) demonstrates that the
height of the step in vs(r) that forms between L and R
is independent of the EA of either atom.
To consolidate these seemingly opposing viewpoints,
we consider our atomic example above. We realize that
for δ > 0, we expect the density of atom R to have two
regions of exponential decay (IR- and AR-decay), while
the density of atom L will have one such region (IL-decay
only). For δ < 0, the reverse picture applies.
Figure 2(a) shows a diagram of ln [n(x)] very far from,
and between, the atoms. In this region the decaying den-
sity from atom R changes its decay rate (because of the
transferred charge) at point (2), then meets the decaying
density from atom L at point (1). Therefore, between
the atoms there are two changes in the decay, and hence
two steps that manifest in the KS potential (Fig. 2(b)).
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FIG. 1: (a) ln [n(x)] for an atom with 1+δ electrons; see key
on (b). The I- and A-decay regions for δ > 0 are apparent.
(b) Steps form in the exact KS potential, and (c) the plateau
elevates the Hxc potential by ∆, for δ > 0.
We emphasize that Step (1) arises because L · · ·R is one
system, despite d being large. Notably, the height of the
step does not depend on the magnitude of n(x) at the
point where it forms, and therefore the step is expected
to appear at any d, as long as the atoms may be con-
sidered one system [123]. The heights of Steps (1) and
(2) are derived as before: S(1) = AR + ε
lu
R − (IL + εhoL )
and S(2) = IR + ε
ho
R − (AR + εluR). They depend both
on the IP, the EA, and the ho and lu KS eigenvalues.
S(2) = ∆R, whereas S
(1) is not so recognizable a quan-
tity. We term this the negative of the ‘charge-transfer
derivative discontinuity’, ∆CTL→R, being the difference be-
tween the energy it costs to move an electron from L
to R and the corresponding difference in the KS energy
levels [46, 53, 112, 118–120].
The overall difference in the level of vs(x) in the region
of L and the region of R, which is the determining char-
acteristic of vs(x) regarding the distribution of charge be-
tween the atoms, is S = S(1)+S(2) = IR−IL+εhoR −εhoL ,
exactly as given by Eq. (2), and independent of AR and
εluR , in contrast to the individual gaps S
(1) and S(2) [124].
We now model a one-dimensional molecule L · · ·R
consisting of two atoms and two same-spin electrons
(NL···R = 2) separated by a large distance d = 40 a.u.
The external potential, vext(x) = −4/(0.8 · |x− 12d|+1)−
2/(0.4 · |x+ 12d|+ 1), consists of two wells that represent
the left and right nuclei. The potential is chosen so that
two interacting electrons occupying this potential local-
FIG. 2: (a) A diagram of ln [n(x)] far from, and between, the
atoms of a molecule L · · ·R shows a transition from the IR-
to the AR-decay region (point (2)) and from the AR- to the
IL-decay region (point (1)). The changes in the density give
rise to steps in the KS potential (b).
ize such that there is one electron’s worth of charge in
each well; see Fig. 3(a). To reproduce such a density in
the KS system, vs(x) must form a spatial step between
the atoms [107]. In the absence of the step, εluR would be
lower than εhoL , which would cause both electrons to arti-
ficially localize on atom R. Figure 3(b) shows a clear step
in vs(x), whose height is given by Eq. (2) and its position
is at the point where the decay rate of n(x) changes [cf.
Fig. 3(a) and (b)]. To the far right of the atom R there
is another change in the decay rate of n(x), which causes
a step down (not shown).
For the above molecule we correctly observe no regions
of A-decay, as none of the excited states of L or R are
occupied. We now consider transferring a small amount
of charge from L to R by making the right well deeper.
This shifts the density minimum to the right, hence shift-
ing the step in vs(x) correspondingly, but no AR-decay
region forms. The height of the step is unaffected.
To further investigate the structure of vs(x) when the
density has three regions of decay in between the nuclei,
as shown in Fig. 2, we increaseNL···R to be 2+δ, with δ →
0+. We additionally calculate a three-electron system
with the same vext(x) and use Eq. (3). In the three-
electron case, one electron is localized on the left and
two on the right. For δ = 10−8, the AR-decay region
can be observed in Fig. 3(c) and two points of decay
change can be recognized in ln [n(x)] between the atoms,
similar to Fig. 2(a). Correspondingly, two steps in vs(x)
can now be observed between the atoms [Fig. 3(d)]. The
sum S(1)+S(2) is described by Eq. (2) and is independent
of AR.
As δ decreases, points (1) and (2) travel towards each
other until they meet, forming a density minimum. Like-
wise, steps (1) and (2) coincide and form the overall step
S. In parallel, far from both atoms the AR-decay prevails
(not shown). Hence, far to the left and to the right of
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FIG. 3: (a) ln [n(x)] for 2 electrons in a stretched 1D molecule.
(b) The corresponding exact KS potential (solid red) forms a
step S between atoms L and R. The external potential (dot-
ted gray) is shown for comparison. (c) ln [n(x)] for 2+10−8
electrons (dashed blue) for the same external potential as (a).
The 2-electron density of (a) is shown for comparison (solid
red). (d) The exact KS potential corresponding to (c) (dashed
blue) forms two steps between the atoms. The external po-
tential (dotted gray) is shown for comparison.
the molecule we find a step SL···R = IL−AR− (εluR−εhoL )
that increases the level of the KS potential everywhere
for the molecule; we note SL···R = −S(1). This is exactly
the uniform jump predicted by Eq. (1), noting that the
global EA and lu level are those of atom R, whereas the
global IP and ho level are those of atom L. Moreover,
the DD of atom R, ∆R, can be deduced directly from the
step structure of the KS potential at δ → 0+, simply by
adding S and SL···R.
This example demonstrates that the sensitivity of ap-
proximate xc functionals to the change in the density
decay rate and their ability to form steps in the xc po-
tential is crucial to correctly distribute electronic charge
in a system with appreciable spatial separation. Sugges-
tions made, e.g., in Refs. [27, 91, 114] are relevant in this
context.
To conclude, in this Letter we clarified the relation-
ship between the jump experienced by the Kohn-Sham
(KS) potential as the number of electrons in the system
infinitesimally surpasses an integer, and the spatial steps
that form in the KS potential as a result of a change in
the density decay rate.
For a single atom, as the electron number passes an
integer, two regions of exponential decay in the density
manifest far from the nucleus. As a result, two steps
in the exact KS potential form a plateau. In the limit
of δ → 0+, this plateau elevates the level of the poten-
tial everywhere in real space by ∆, which is the amount
required to obtain the exact fundamental gap from KS
eigenvalues.
For a stretched diatomic molecule with an integer N ,
the KS potential forms a step between the atoms to cor-
rectly distribute the electronic charge in the molecule.
The height of the step is independent of the atomic EAs.
The step forms at the interface between the atoms, where
the decay rate of the density changes. Slightly increas-
ing the number of electrons above an integer causes the
molecule’s KS potential to develop two steps between
the atoms. Each step individually depends both on the
atomic IP and EA; however, the overall difference in the
level of the KS potential between the atoms remains in-
sensitive to the atomic EAs.
The properties of the exact KS potential outlined in
this work depend on the fine details of the asymptotic
decay of the electron density. Accounting for these prop-
erties with standard approximations to the exchange-
correlation (xc) functional poses a great challenge. How-
ever, since an accurate step structure in an approximate
xc potential is crucial to predict the fundamental gap and
provide a correct distribution of the electronic charge in
complex systems, it should be taken into account in the
development of future approximations.
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THE IDEA CODE
The electron densities presented in the Letter were
found by solving the many-electron Schro¨dinger equa-
tion in one-dimension with the iDEA code [1]. The code
finds the fully-correlated, ground-state, many-electron
wavefunction by propagating an exchange-antisymmetric
wavefunction through imaginary time in our chosen ex-
ternal potential [2]. The Crank-Nicolson method [3] is
used to numerically propagate the wavefunction. The in-
teraction between the electrons is not the full Coulomb
interaction, |r − r′|−1, but rather the softened Coulomb
interaction, whose form has been stated in the main
text. The softened Coulomb interaction is appropriate
for one dimension, and avoids the numerical instabili-
ties that arise in 1D. This softened Coulomb interaction
has been successfully used in the past [1, 4], and proved
useful in modelling atoms and molecules in one dimen-
sion, in various contexts. The numerical conversion of
the electron density is monitored by evaluating the in-
tegral Cn =
∫∞
−∞ |n(x)− n′(x)|dx. The density is con-
sidered converged once Cn < 10
−14 a.u. Our solution
of the many-electron Schro¨dinger equation also gives ac-
cess to the exact energy of the system. The energies are
converged to three significant figures.
From the exact density we can obtain the exact Kohn-
Sham (KS) potential (vs) by inversion. For this we use
the ‘reverse-engineering’ algorithm of iDEA [1], where
vs → vs +µ[n(x)p−n′(x)p] is iterated over until [n(x)p−
n′(x)p] is minimzed. p and µ are numerical parameters;
p is typically 0.05 and focuses the iterative procedure on
the low density regions (that we are interested in), and
µ is used for numerical stability (typically µ = 1). From
the KS potential we can obtain the KS eigenvalues and
orbitals by solving the one-electron Schro¨dinger equation.
We use same-spin electrons in our calculations mean-
ing they each occupy a distinct KS orbital. In this way,
we maximize the number of KS orbitals occupied in the
system for a given computational effort, hence allowing
higher energy states to be occupied and making our re-
sults more general.
Atomic systems
Converged results were obtained for both the one- and
two-electron atomic systems with spatial grid spacing of
δx = 0.4, however, further converged results were pre-
sented in the Letter (δx = 0.1). Our results for N = 1+δ,
where δ = 10−8, 10−6, and 10−4, are converged also, as
they are a piecewise-linear combination of the two integer
densities.
The atomic systems share the external potential given
in the main text. For both the one- and two-electron
systems, the electrons are bound in the well, and have a
well-defined ionization potential (I) and electron affinity
(A).
The exact KS potential is reverse-engineered using the
exact electron density (described above). The absolute
integrated difference between the KS density, n′(x), and
the exact, n(x), Cn above, is below 10
−12 a.u. for all our
atomic systems, hence the potential that yields n′(x) is
deemed exact.
Diatomic molecule systems
Converged results were obtained for the one-, two-, and
three-electron diatomic molecular systems with δx = 0.4;
furthermore, the results presented in the Letter corre-
spond to δx = 0.32. Hence, as for the atomic systems,
the N = 2 + 10−8 diatomic molecule is also converged.
Each atom in the diatomic molecule has a well-defined
‘local’ ionization potential and electron affinity, and I
and A for the whole system are also well defined. The
atoms are stretched sufficiently (d = 40 a.u.) to ensure
that the electron density from each atom decays asymp-
totically.
The exact KS potential for both diatomic molecular
systems yields Cn < 10
−12 a.u.
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