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Die Entwicklung von softwarebasierten Fahrzeugsystemen unter Befolgung des 
neuen Standards ISO 26262 – Funktionale Sicherheit für Straßenfahrzeuge – er-
fordert ein gemeinsames Verständnis sowie die Verzahnung des Vorgehens in 
beiden Domänen. Ziel dieser Arbeit ist die Berücksichtigung von Anforderungen 
der funktionalen Sicherheit während der Modellierung von Elektrik/Elektronik 
Architekturen (EEA), ihre formale Zuteilung zu Modellinhalten sowie die Unter-
stützung nebenläufiger und nachfolgender Aktivitäten der Fahrzeugentwicklung.
Ein gemeinsames Verständnis wird durch die gegenseitige Einstufung der adres-
sierten Aspekte sowie der Wirkungs- bzw. Geltungsbereiche geschaffen. Me-
thoden der Darstellung von Sicherheitsanforderungen und deren gegenseitigen 
Relationen aus Perspektive der EEA Modellierung sowie Gefährdungsselektiven 
Beziehungen zwischen Anforderungen und Modellartefakten unterstützen die 
formale Kombination beider Domänen. Im Sinne der Architekturoptimierung er-
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Zusammenfassung
Die Entwicklung von Software-basierten Fahrzeugsystemen unter Befolgung des neu-
en Standards ISO 26262 -Funktionale Sicherheit für Straßenfahrzeuge- erfordert ein ge-
meinsames Verständnis sowie die Verzahnung des Vorgehens in beiden Domänen.
Ziel dieser Arbeit ist die Berücksichtigung von Anforderungen der funktionalen Si-
cherheit während der Modellierung von Elektrik/Elektronik Architekturen (EEA),
ihre formale Zuteilung zu Modellinhalten sowie die Unterstützung nebenläufiger
und nachfolgender Aktivitäten der Fahrzeugentwicklung.
Ein gemeinsames Verständnis wird durch die gegenseitige Einstufung der adressier-
ten Aspekte sowie der Wirkungs- bzw. Geltungsbereiche geschaffen. Methoden der
Darstellung von Sicherheitsanforderungen und deren gegenseitigen Relationen aus
Perspektive der EEA Modellierung sowie Gefährdungs-selektiven Beziehungen zwi-
schen Anforderungen und Modellartefakten unterstützen die formale Kombination
beider Domänen. Im Sinne der Architekturoptimierung ermöglicht dies eine Bewer-
tung des Einsatzes von Maßnahmen der funktionalen Sicherheit. Hierzu wird eine
qualitative und Gefährungs-selektive Bewertung hinsichtlich der System-bezogenen
Fehlerarten »Unterlassung« und »unerwünschte Ausführung« vorgestellt.
In EEA Modellen enthaltene Daten können durch den Einsatz Kontext-bezogener Ex-
traktionsmethoden effizient als Eingangsdaten für nachfolgende Entwicklungsakti-
vitäten bereitgestellt werden. Hierfür wird die Methode des Freischneidens adaptiert
und beispielhaft für die Sicherheitsanalysemethode FMEA sowie die Testtechnologie
Hardware-in-the-Loop dargestellt.
Im Rahmen des Freischneidens werden Modellabfragen angewendet. Diese spezifi-
zieren mögliche Instanziierungsmuster des zu Grunde liegenden Meta Modells. In
dieser Arbeit wird eine Erweiterung der Spezifikationsmittel durch Herstellung der
Verfügbarkeit eines logisches Basissystems sowie die damit verbundene Methodik
zur Ermittlung von Ergebnismengen präsentiert.
Im Sinne des Model Driven Engineering (MDE) können Modelle nur als Instanzen
des zu Grunde liegenden Meta Modells formuliert werden. Die EEA Modellierung
folgt dem MDE-Paradigma. Im Unterschied dazu werden in Ontologien Konzepte
in Kategoriesysteme eingeordnet und über semantische Relationen in Beziehung ge-
setzt. Hier wird eine Methode zur Überführung von EEAs in Ontologien vorgestellt.
Gezeigt wird, dass auf dieser Basis semantische Schlussfolgerungen zur Konsistenz-




The development of software-based automotive systems in compliance with the new standard
ISO 26262 -functional safety for road vehicles- requires a common understanding and the
interleaving of actions and methods in both domains. Considering requirements of functional
safety, while modeling electric/electronic architectures (EEA), formally allocating them to
the model content and supporting concurrent and succeeding activities of the automotive
development are the goals of this work.
A common understanding is created by the mutual classification of addressed aspects and
scopes. The formal combination of the two domains is supported by methods to present safety
requirements and their mutual relations form the EEA modeling point of view as well as the
hazard-selective relation between safety requirements and model artifacts. This facilitates the
evaluation of functional safety measures in terms of architecture optimization. With respect
to the system-related failure modes »commission« and »omission«, this work introduces a
qualitative and hazard-selective evaluation approach.
By applying context-oriented extraction methods, the data contained in EEA models can be
made available as input data for successive development activities. For this purpose, the free
body cut methodology is adapted and exemplarily presented for the safety assessment method
FMEA and the test-technology hardware-in-the-loop.
This free body cut methodology applies model queries. They specify potential instantiation-
pattern from the underlying meta model. This work presents an extension to the specification
measures by creating the availability of a logic basic system and the particular methodology
for determining the respective set of results.
In terms of the model driven engineering (MDE), models can only be formulated as instances
from the underlying meta model. The EEA modeling obeys the MDE-paradigm. In contrast,
in ontologies, concepts are classified in category systems and semantically related. This work
presents an approach to transfer EEAs into ontologies. On this basis, semantic inference can
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Individuelle Mobilität hat für Menschen einen herausragenden Stellenwert. Als Sinn-
bild hierfür steht das Automobil. Die Rolle der Elektrik und Elektronik im Kraftfahr-
zeug hat sich über die Jahrzehnte drastisch verändert [47] (s. Abbildung 1.1).
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1991 CAN Bus System
1997 D2B
2001 MOST
Abbildung 1.1: Historie der Elektrik und Elektronik im Kraftfahrzeug nach [47]
Während die ersten Fahrzeuge auf rein mechanischen Systemen basierten [172], ste-
hen bei aktuellen Modellen die meisten Systeme in direktem Zusammenhang mit
Elektrik oder Elektronik. Viele dieser Systeme werden durch innovativen Einsatz von
Elektrik und Elektronik effizienter oder überhaupt erst realisierbar.
1
1 Einleitung
Beispiele hierfür sind DKG 1, Luftfederung, ESP 2, ABS 3, ACC 4, etc. Heute gelten
Sicherheit, Komfort und Effizienz als Treiber für Innovationen in der Automobilin-
dustrie [202] und betreffen damit direkt den Bereich der Elektrik/Elektronik.
1.1.1 Komplexitätszuwachs
Diese Innovationen sind nicht zuletzt vom Kunden getrieben. Laut [38] und [157]
wächst die Komplexität im Fahrzeug aufgrund gestiegener Kundenwünsche in den
Bereichen Sicherheit, Komfort und Unterhaltung. Das betrifft auch die Auslegung
und Anzahl von Fahrerassistenzfunktionen, welche aktiv in die Bewegung des Fahr-
zeugs eingreifen. Einige dieser Systeme aktueller Fahrzeugen sind: Parkassistent [88],
Spurhalteassistent 5 / Toter Winkel Assistent [53] und Bremsassistent 6 [109].
Aktuelle Forschungen zielen auf ein drastischeres Eingreifen von Sicherheitssyste-
men in die Bewegung des Fahrzeugs ab, unter Überstimmung / Nichtbeachtung
von Fahrerbefehlen. Hierzu zählen: Automatisches Rechts-Ran-Fahren [15], automa-
tisches Ausweichen [134] oder bei erkannter Fahrunfähigkeit des Fahrers, beispiels-
weise durch Herzinfarkt, das Fahrzeug sicher zum stehen zu bringen [104].
Derartige Funktionen sind überwiegend softwarebasiert und stellen hohe Anforde-
rungen an ihre Ausführung. Dies wird auf kleinen Rechnern, den Steuergeräten, rea-
lisiert. Dabei ist die Erfüllung und Abarbeitung von vorausschauenden Fahrassis-
tenzfunktionen und sicherheitsbezogenen Funktionen zunehmend auf mehrere Steu-
ergeräte verteilt. So sind beispielsweise laut [197] sieben 7 verschiedenartige Elektri-
k/Elektronik Komponenten an der Erfüllung der adaptiven Fahrgeschwindigkeitsre-
gelung (ACC) beteiligt. Diese müssen zur Erfüllung der Systemfunktion interagieren,
wobei häufig harte Realzeitbedingungen einzuhalten sind. Zur Interaktion sind Steu-
ergeräte über Standard-Automotive-Bussysteme wie CAN, Lin, FlexRay und MOST
miteinander vernetzt. In Fahrzeugen der Oberklasse kommen bei Vollausstattung
heute bereits mehr als 70 Steuergeräte zum Einsatz [202]. Hätte jedes Steuergerät nur
zwei Zustände, so ergäben sich dabei 270 Kombinationsmöglichkeiten [172].
Dabei kann es zu Fehlern in der Ausführung von Fahrzeugfunktionen kommen, ba-
sierend auf unvorhergesehenen Kombinationen von Zuständen, welche bei der Im-
plementierung nicht berücksichtigt wurden. Häufig besteht die Herausforderung bei
der Realisierung nicht in der Erfüllung/Ausführung von Funktionen bei korrekten






5Bei Daimler in Form selektiven Bremsens von Rädern über ESP, welches eine Gier-Bewegung er-
zeugt, die der Richtung der Gefährdung entgegenwirkt.
6Beispielsweise Distronic Plus bei Daimler.
7Stand 2004, hierzu gehören neben Steuergeräten auch aktive Raddrehzahlsensoren.
2
1.1 Umfeld
Um die Realisierung und Markteinführung von Fahrzeugfunktionen wie autonomes
Fahren, im Sinne eines selbstständigen Zurechtfindens des Fahrzeugs im Straßen-
verkehr, überhaupt in greifbare Nähe zu rücken, werden große Anforderungen an
die Sicherheit, Zuverlässigkeit und Verfügbarkeit der Software sowie der erfüllen-
den Systeme gestellt. Ebenfalls stellt der formale Umgang mit der Entwicklung von
Fahrzeugsystemen und vor allem von Fahrdynamiksystemen eine große Herausfor-
derung dar.
Eine weitere Ausprägung des Komplexitätszuwachses besteht in der Möglichkeit,
Software-Funktionen zur Ausführung beliebig auf Komponenten des Hardware Netz-
werks des Fahrzeugs zu verteilen. Dies bedeutet eine Auftrennung der direkten Zu-
ordnung zwischen Software-Funktionen und ausführenden Hardware-Komponenten.
Damit erwächst aus der Zuteilung ein multikriterielles Optimierungsproblem, bei
welchem unter anderem Kriterien wie Belegung von Ressourcen und Timing sowie
Buslast, Verfügbarkeit und funktionale Sicherheit betrachtet werden müssen.
1.1.2 Qualität
Laut [79] verdoppeln sich die Softwareumfänge im Fahrzeug mit jeder neuen Fahr-
zeuggeneration. Die Qualität von Software sicherzustellen ist eine komplexe und teu-
re Aufgabe. Weit größere Kosten entstehen jedoch, wenn Fehler erst erkannt werden,
wenn sich das Produkt bereits im Feld befindet. Grund für solche Fehler ist unzurei-
chende Qualität von Software. Damit sind Fehler gemeint, die während der Erstel-
lung der Software entstanden, jedoch erste während der Produktbenutzung erkannt
werden [161].
Zur Sicherstellung der Verfügbarkeit von Fahrzeugfunktionen und -Systemen muss
jedoch nicht nur sichergestellt werden, dass die Software theoretisch/logisch korrekt
ist. Dazu gehört es auch sicherzustellen, dass sie ausgeführt werden kann. Dies be-
trifft die Verfügbarkeit von Recheneinheiten und den Netzwerken über welche sie
zur Erfüllung verteilter Funktionen interagieren. Abbildung 1.2 stellt die entstehen-
den Kosten für Fehlerbehebungen über die Phasen des Lebenszyklus von Software-
produkten dar [156]. Daraus ist ein exponentieller Anstieg der Kosten erkennbar in
Bezug auf den Zeitpunkt während der Entwicklung, an welchem der Fehler entstand.
Für Kosteneffizienz ist es daher erforderlich, Fehler bereits in frühen Entwicklungs-
phasen zu erkennen bzw. zu vermeiden.
3
1 Einleitung
Abbildung 1.2: Kosten für Fehlerbehebung [156]
1.1.3 Unfallstatistik und Vertrauen in E/E-basierte Systeme
Ein Blick auf die Unfallstatistik, herausgegeben vom Statistischen Bundesamt Deutsch-
land zeigt, dass trotz steigender Anzahl von Fahrzeugen und dem damit einherge-
henden Anstieg der Verkehrsdichte, die Anzahl von Unfällen, vor allem aber die An-
zahl der im Straßenverkehr getöteten Personen, zurückgeht (s. Abbildung 1.3). Dabei
gab es in den letzten Jahren keine nennenswerten Änderungen in der Gesetzgebung
8. Im gleichen Zuge werden Fahrzeuge größer, schwerer und leistungsstärker [205]
[11] [65]. Ebenso nimmt der Anteil von Software im Fahrzeug mit aktuell mehreren
Millionen Lines of Code stetig zu [202].
Damit lässt sich aus der Unfallstatistik folgern, dass Fahrassistenzfunktionen und
sicherheitsrelevante Funktionen in Fahrzeugen einen Betrag zur Sicherheit im Stra-
ßenverkehr leisten 9.
8Folgende nennenswerte Regelungen wurden in den letzten 60 Jahren eingeführt: Höchstgeschwin-
digkeit von 50 km/h innerhalb von Ortschaften (September 1957), Höchstgeschwindigkeit von 100
km/h auf Landstraßen(Oktober 1972), 0,8 Promille-Höchstgrenze für den Blutalkoholkonzentrati-
onswert (Juli 1973), Richtgeschwindigkeit auf Autobahnen (März 1974), Helmtragepflicht (August
1980), Gurtanlegepflicht (August 1984), 0,5 Promille-Höchstgrenze für den Blutalkoholkonzentra-
tionswert (Mai 1998) [64].
91978 bringt BOSCH sein elektronisches Antiblockiersystem (ABS) auf den Markt. Seit dem
01.07.2004 werden aufgrund einer Selbstverpflichtung der europäischen Automobilindustrie
(ACEA) alle Fahrzeuge mit weniger als 2,5 t zulässigem Gesamtgewicht serienmäßig mit ABS
ausgestattet. 1995 stellt Mercedes das Elektronische Stabilitätsprogramm ESP vor. Seit dem ersten
Elchtest am 21. Oktober 1997 (mit echtem Elch) gehört es zur Serienausstattung vieler Pkw [47].
Ab November 2011 müssen alle neuen Pkw- und Nutzfahrzeuge, die in der Europäischen Union
zugelassen werden, mit ESP ausgerüstet sein [150].
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Abbildung 1.3: Entwicklung des Fahrzeugbestandes über Anzahl der Unfälle und
Anzahl der getöteten Personen im Straßenverkehr [64]
Dies geht so weit, das es elektronische Fahrhilfen offensichtlich erst ermöglichen sehr
leistungsstarke Fahrzeuge für den Normalverbraucher fahrbar zu machen 10. Das be-
deutet, dass merklich ein gewisses Vertrauen gegenüber softwarebasierten Systemen
sowie der Elektrik/Elektronik im Fahrzeug besteht.
1.1.4 Juristische Konsequenzen
Das Vertrauen der Kunden in die Produkte der Automobilhersteller wird jedoch im-
mer wieder durch Rückrufaktionen negativ beeinflusst. Vor allem wenn diese auf-
grund bestehender, ernsthafter Gefahr für Leib und Leben von Verkehrsteilnehmern
durchgeführt werden.
Neben der Tatsache, dass Rückrufaktionen, die auf Versäumnisse während der Ent-
wicklung bzw. Entwicklungsfehler zurückzuführen sind, hohe Kosten verursachen
und dem Ansehen des Herstellers schaden, so können sie auch strafrechtlich verfolgt
werden.
10So die Britische TV Serie TopGear über eine aktuelle, leistungsstarke Mittelklasse-Limousine: When
the traction control is on, it interferes constantly, nearly every time you hit the throttle. But when you switch
it off, you better be awake, (...) (sinngemäß -driving in this mode-) the greatest thing in life is getting out of
this car alive [35].
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Nach §823 BGB [20] und §1 Abs.1 ProdHaftG [19] muss der Hersteller, der neue
Produkte in Verkehr bringt, die Sicherheit und Gesundheit der Kunden bei bestim-
mungsgemäßer Verwendung, aber auch bei vorhersehbarer Fehlanwendung sicher-
stellen und bei entstandenem Schaden Schadensersatz leisten. Dies wird von gel-
tendem EU Recht (§4 GPSG - Geräte- und Produktsicherheitsgesetz) bestätigt. In
Deutschland kann jedoch nach §1 Abs.2 ProdHaftG die Ersatzpflicht des Herstellers
ausgeschlossen werden, wenn er den Produktfehler zum Zeitpunkt des Inverkehr-
bringens bei Einhaltung des Stands der Wissenschaft und Technik. nicht erkennen konn-
te. Hier gilt die Beweislastumkehr. Das bedeutet der Hersteller muss Konformität
zum Stand der Wissenschaft und Technik von Gericht nachweisen. Dokumentation
durch den gesamten Entwicklungsprozess ist daher im Eigeninteresse der Hersteller
erforderlich.
1.1.5 Sicherheit und komplexe Fahrassistenzfunktionen
Um sich gegenüber anderen Automobilherstellern mit ihren Produkten am Markt
zu positionieren setzen Hersteller neben Design und Image vermehrt auf technische
Merkmale. Diese betreffen alle Bereiche von Fahrzeugsystemen (Komfort, Effizienz,
Sicherheit, etc.). Vor allem beim Kauf von Fahrzeugen des Premium Segments nam-
hafter Hersteller erwarten Kunden eine große Anzahl funktionaler Ausstattungs-
merkmale. Sie sollen das Fahren angenehmer und sicherer machen. So stehen gerade
Hersteller von Fahrzeugen dieses Segments unter einem hohen Innovationsdruck.
Viele etablierte konstruktive und funktionale Sicherheitsmaßnahmen im Automobil
(Seitenaufprallschutz, pyrotechnischer Gurtstraffer, Airbag, etc.) dienen der Verrin-
gerung von Auswirkungen und Schäden und werden damit der passiven Sicherheit
zugeordnet. Systeme der aktiven Sicherheit sind wohlerwogen an der Vermeidung
von Unfällen beteiligt oder leiten bereits vor dem Unfall reversible Maßnahmen ein,
um die Auswirkungen und den Schaden zu verringern. Dass die Entwicklung in bei-
den Kategorien längst nicht stagniert, zeigt Mercedes-Benz mit dem Experimental-
Sicherheits-Fahrzeug ESF 2009 [169].
Weiter in die Zukunft blickend, verringert sich die Verschiedenheit von aktiver Si-
cherheit und autonomem Fahren. Um über die Minimierung der Auswirkungen ei-
nes nicht mehr vermeidbaren Unfalls hinaus Gefährdungen aktiv abwenden zu kön-
nen, ist es erforderlich, dass das Fahrzeug selbstständig in die Steuerung des Fahr-
zeugs eingreift. Dies betrifft Lenken, Bremsen sowie Beschleunigen. Dabei müssen
diese Systeme die Einschätzung der Umgebungsbedingungen und die daraus entste-
henden Schlussfolgerungen im Vergleich zu denen des Fahrers als »richtiger« werten.
Die Fahrbefehle des Fahrers werden somit überstimmt. Damit fährt das Fahrzeug in
kritischen Situationen autonom.
Hierzu ist eine mechanische Entkopplung zwischen Bedieneinrichtungen wie Lenk-
rad, Pedalen oder Schalthebel und der Aktuatorik des Fahrzeugs (Vorderräder, Dros-
selklappe, Einspritzanlage, Getriebe, etc.) erforderlich.
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Während dies bei Gaspedal (E-Gas) und Automatikschaltung bereits umgesetzt und
in den Markt eingeführt wurde, ist die Lenkung am Draht (Steer-by-Wire) davon noch
weit entfernt. Laut [101] werden vor der Vorstellung des autonomen Fahrens (Drive-
by-Wire) noch mehr als 10 Jahre (Stand 2007) vergehen.
Einer der Gründe hierfür ist die Problematik die Funktionsfähigkeit und Sicherheit
solcher Systeme zu gewährleisten. Die Option, Erfahrungen in Bezug auf derartige
Systeme im Feld zu sammeln und damit den Kunden zum Beta-Tester zu machen,
ist nicht existent. Dies ist in der Rechtsprechung verankert. So gilt beispielsweise per
Gesetz: (...) rein elektrische Übertragungseinrichtungen (...) sind so lange verboten, bis die
Vorschriften dieser Richtlinie durch spezielle Vorschriften für diese Erreichung ergänzt wur-
den. Im Falle von Steer-by-Wire bedeutet dies, dass ein Hersteller ein entsprechendes
System entwickeln und dessen Sicherheit nachweisen müsste. Dann könnten die zu-
gehörigen Richtlinien erarbeitet werden, welche schließlich dem Gesetzestext hinzu-
gefügt würden.
1.1.6 Vergleich mit Flugzeugen und Schienenfahrzeugen
Fällt die Lenkung in einem Straßenfahrzeug aus, so ist ein Unfall so gut wie un-
vermeidbar. Damit bestehen wesentliche Unterschiede zu den Fly-by-Wire Systemen
von Flugzeugen. Diese betreffen unter anderem:
• Kontrollierbarkeit: Fällt bei einem Flugzeug das Querruder aus, so kann das
Flugzeug mit den Seitenleitwerken und vor allem mit den Triebwerken gelenkt
werden (bei entsprechender Vergrößerung des Wendekreises).
• Zeitliche Anforderungen: Bei Flugzeugen ist beispielsweise beim Ausfall des
Querruders die notwendige Reaktionszeit viel länger als beim Fahrzeug. Bei
kleinen Kursabweichungen besteht nicht das unmittelbare Risiko der Kollision
mit stehenden oder bewegten Objekten wie Brückenpfeilern oder Gegenver-
kehr.
• Kostenverhältnis: Im Vergleich zu den Gesamtkosten des Flugzeugs ist der Ab-
sicherungsanteil von Fly-by-Wire Systemen eher gering. Fahrzeuge haben eine
andere Kostenstruktur und die Automobilbranche steht darüber hinaus einem
wachsenden Kostendruck gegenüber [79].
Aus einer Machbarkeitsstudie geht hervor, dass Steer-by-Wire Systeme für Fahrzeu-
ge teuer und schwer sind [100]. Die eingesetzten Sicherheitskonzepte bei aktuellen
Systemen von Schienenfahrzeugen oder Flugzeugen variieren in Abhängigkeit vom
sicheren Zustand, also dem Zustand in welchen das System überführt werden muss,
damit Gefährdungen abgewendet sind.
• Zweifache Auslegung der Systeme. Überführen des Gesamtsystems in einen
sicheren Zustand (im Falle eines Schienenfahrzeugs wäre dies Stop), falls sich
die Ergebnisse der Systeme unterscheiden.
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• Dreifaches Auslegung der Systems. Bei Flugzeugen ist der einzige sichere Zu-
stand das Fliegen, zumindest so lange, bis der nächste Flughafen erreicht ist.
Daher muss erkannt werden, welches der Systeme nicht die richtigen Ergebnis-
se liefert 11.
Die Anforderungen des Fahrzeugs ähneln am ehesten denen von Flugzeugen. Je-
doch beziehen sie sich auf einen kleineren Reaktionsspielraumes (Platz und Zeit).
Der sicher Zustand ist auch hier ein stehendes Fahrzeug außerhalb von Gefahrenbe-
reichen. Da dies nicht immer unmittelbar zu erreichen ist (Autobahn, Brücke, Tunnel,
etc.) muss das Fahrzeug am Fahren gehalten werden können.
1.1.7 Sicherheit als Entwicklungsziel
Es lässt sich festhalten, dass die Entwicklung von Sicherheits- und Fahrerassistenz-
systemen auf dem Weg zum unfallfreien bzw. autonomen Fahren an einem heraus-
fordernden Punkt angelangt ist. Zum einen gilt es Systeme zu entwickeln, welche die
gestellten, hohen Anforderungen an Sicherheit erfüllen 12, zum anderen sind Metho-
den und Maßnahmen erforderlich, mit welchen qualitative Aussagen über die Sicher-
heit dieser Systeme getroffen werden können. Diese Anforderungen beeinflussen alle
Phasen des Entwicklungsprozesses bzw. des Lebenszyklus dieser Systeme.
Für die Beschreibung von Softwareentwicklungsprozessen wird häufig das V-Modell
als V-Modell 97 [124] oder V-Modell XT [117] als Modell für den Produktlebenszyklus
herangezogen. Ein auf den Automobilelektronikentwicklungsprozess angepasstes V-
Modell, »The Automotive V Model« ist in Abbildung 1.4 dargestellt [47] 13.
Aus dieser Darstellung ist ersichtlich, dass die Entwicklung von Fahrzeugen und
den Systemen, welche sie beinhalten eine komplexe und verteilte Aufgabe mit vie-
len beteiligten Rollen und Schnittstellen darstellt. Um die Sicherheit der in der Ent-
wicklung befindlichen Systeme über den gesamten Entwicklungsprozess nachhaltig
zu betrachten und zu realisieren, existieren entsprechende Verfahrensvorschriften,
Richtlinien, Normen und Standards.
11Dies wird üblicherweise durch Mehrheitsentscheidungen erreicht. Eine etablierte Methode ist
Triple-Modular-Redundancy, die auf einer 2 aus 3 Mehrheitsentscheidung basiert.
12Darüber hinaus müssen diese Systeme die Fähigkeiten in Puncto Sicherheit von bestehenden Syste-
me erweitern bzw. übertreffen um als Alternative überhaupt zugelassen werden zu können. Hier-
bei stellt beispielsweise eine Lenkung mit authentischem Lenkgefühl in allen Fahrsituationen und
auf jedem Untergrund eine große Herausforderung dar.
13Eine alternative Darstellung als V-Modell des Softwareentwicklungsprozesses für Automobil-
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The Automotive V Model
Abbildung 1.4: The Automotive V Model [47]
1.1.8 Funktionale Sicherheit
Im Jahr 1998 wurde die internationale Norm IEC 61508 -Funktionale Sicherheit si-
cherheitsbezogener elektrischer/elektronischer/programmierbar elektronischer Systeme- ver-
öffentlicht [131]. Sie stellt ihrerseits einen auf Sicherheitsaspekte fokussierten Lebens-
zyklus (sog. Sicherheitslebenszyklus) dar. Funktionale Sicherheit ist dabei derjenige
Teil der Gesamtsicherheit, der von der korrekten Funktion des sicherheitsbezogenen
Systems abhängt [164]. Häufig werden die Begriffe sicherheitsbezogen und sicherheits-
relevant nicht klar von einander getrennt. Im Rahmen dieses Kapitels sollen diese
synonym verwendet werden.
Ein sicherheitsbezogenes System ist ein System, das eine oder mehrere Funktionen
zur Umsetzung der Anforderung nach funktionaler Sicherheit besitzt und bei deren
Versagen gefährliche Auswirkungen die Folge wären [48]. In der Automobilbranche
benachbarten Bereichen gibt es schon seit einiger Zeit domänenspezifische Interpre-
tationen der IEC 61508 14. In Bezug auf den Automobilbereich wird die Veröffentli-
chung der ISO 26262 [139] für 2011 erwartet. ISO 26262 ist die Anpassung der IEC
61508, um den spezifischen Anforderungen des Anwendungsgebietes von EE Syste-
men in Straßenfahrzeugen nachzukommen. Zum Zeitpunkt der Anfertigung dieser
Arbeit liegt der Standard in der Version ISO/FDIS 26262 (ISO Final Draft Internatio-
nal Standard) vor.




1.1.9 Zur Gefährdungsreduzierung reichen herkömmliche Prozesse
nicht mehr aus
Der Standard ISO 26262 spezifiziert einen Sicherheitslebenszyklus. Er beschreibt Me-
thoden, Aktivitäten und Arbeitsprodukte (Dokumentation, Projektplanung, etc.) die
während der Entwicklung sowie während Produktion, Betrieb, Wartung und Entsor-
gung von sicherheitsbezogenen Systemen von Kraftfahrzeugen durchgeführt wer-
den müssen um den, durch den Standard gestellten Anforderungen nach funktio-
naler Sicherheit zu genügen. Funktionale Sicherheit bedeutet in diesem Zusammen-
hang, dass Schäden an Personen oder an der Systemumwelt, die durch den Ausfall
oder das fehlerhafte Verhalten eines Systems entstehen, vermieden werden sollen.
Wie bei IEC 61508, so richten sich auch bei ISO 26262 die geforderten Aufwände und
Auflagen nach den Gefährdungen und Risiken, die in direktem Zusammenhang mit
dem betrachteten sicherheitsbezogenen System stehen. In IEC 61508 werden betrach-
tete Systeme durch die Zuordnung zu Safety Integrity Level (SIL) entsprechend der
bestehenden Gefährdungen und Risiken klassifiziert. ISO 26262 passt dieses Vorge-
hen sowie die Klassifizierung für die spezifische Verwendung im Automobilbereich
an. Hier werden Systeme zu Automotive Safety Integrity Levels (ASIL) zugeordnet.
Den durch funktionale Sicherheit im Sinne der ISO 26262 gestellten Anforderungen
an die Durchführung einer Entwicklung kann dabei nicht mehr durch herkömmliche
Methoden des Qualitäts- und Prozess-Management wie ISO 15504/SPICE 15 [143]
[118] [173], CMMI 16 [152] oder ISO 9001 17 [138] genügt werden 18. Dies wird in
Abbildung 1.5 veranschaulicht [120].
Durch die Anwendung der ISO 26262 steigen die Komplexität der Entwicklung durch
zusätzliche Aufgaben, Testaufwand 19 sowie die Arbeitsorganisation 20.
Jedoch ist funktionale Sicherheit in erster Linie eine Produkteigenschaft. Sie muss ak-
tiv eruiert und konstruktiv entwickelt werden. Die Anforderungen an das Erreichen
von funktionaler Sicherheit sind aber so hoch, dass sie nicht allein von der Rolle des
Entwicklungsingenieur erreicht werden können [120]. Daher muss die Entwicklung
durch Prozesse und die Einbeziehung von Rollen wie Sicherheitsverantwortlichen,
Qualitäts- und Prozess-Management unterstützt werden.
15Die Abkürzung SPICE steht in diesem Zusammenhang für Software Process Improvement and Capabi-
lity Determination.
16Die Abkürzung CMMI steht in diesem Zusammenhang für Capability Maturity Model Integration.
17Die ISO 9000 Familie von Standards bezieht sich auf Quality Management Systems.
18Eine Übersicht über die genannten Standards der Qualitätssicherung in der Softwareentwicklung
findet sich in [34].
19Im Zusammenhang mit der Realisierung funktionaler Sicherheit ist es häufig erforderlich Überwa-
chungsfunktionen u.ä. einzusetzen. Diese müssen zusätzlich zu den eigentlichen Systemfunktio-
nen getestet werden.




Abbildung 1.5: Zur Gefährdungsreduzierung reichen herkömmliche Methoden des
Qualitäts- und Prozessmanagements nicht mehr aus [120]
1.1.10 Systemauslegung und Entwicklung
Vom Entwicklungsingenieur wird ein entscheidender Beitrag zur funktionalen Si-
cherheit erwartet. Funktionale Sicherheit bedeutet, Maßnahmen und deren techni-
sche Umsetzung zu entwickeln, um Gefährdungen abzuwenden bzw. gar nicht erst
entstehen zu lassen. Qualitäts- und Prozessmanagement beantworten die Frage: Wie
wird entwickelt? und Wie kann der Entwicklungsprozess / die Qualität verbessert werden?
Darüber hinaus beantwortet funktionale Sicherheit ebenfalls die Frage: Was wird ent-
wickelt um Gefährdungen und Risiken zu begegnen?
Um funktionale Sicherheit zu gewährleisten sind zwei Dinge 21 zu erfüllen:
• Eine Gefahrensituation muss als solche erkannt werden (Diagnose).
• Auf die Erkennung hin muss derart reagiert werden, dass ein Unfall verhindert
oder dessen Schwere vermindert wird (Reaktion).
Diese beiden Mechanismen müssen auf alle Prozesse der Entwicklung und Detaillie-
rungsgrade des zu entwickelnden Systems angewendet werden. Beispielsweise be-
schreibt Annex D (Evaluation of Diagnostic Coverage) von Part 5: Product development:
hardware level der ISO 26262, das Hinzufügen eines Parity-Bits zu Botschaften, die
über Bussysteme übertragen werden, als Methode, mit der Bit-Fehler in der Über-
tragung erkannt werden können. Daneben beschreibt Part 3: Concept phase des Stan-
dards die Ableitung von funktionalen Sicherheitsanforderungen, also Maßnahmen,
die ergriffen werden um Funktionale Sicherheit zu gewährleisten.
21Neben den beiden dargestellten Dingen zur Gewährleistung funktionaler Sicherheit, kann durch
das Systemdesign ebenfalls auf die Kontrollierbarkeit des Systems oder des Fahrzeugs durch den




Diese Beschreibung erfolgt mit den Worten »The functional safety requirements shall
be derived from the safety goals and safe states, considering the preliminary architectural
assumptions, functional concepts, operations modes and system states« [139].
Während die Applikation von Parity-Bits einen konkreten Hinweis auf eine mögli-
che Implementierung darstellen, ist die Aussage über funktionale Sicherheitsanfor-
derungen eher abstrakt. Dies hängt mit den Freiheitsgraden des Entwurfsraumes in
der jeweiligen Stufe der Entwicklung zusammen. In Part 3: Concept phase der ISO
26262, der nebenläufig zum Bereich System-Anforderungsanalyse (SE1) 22 des Submo-
dells Systemerstellung (SE) des V-Modell 97 betrachtet werden kann, wird das als
grobe Architektur vorliegende sicherheitsbezogene System, in Bezug auf Gefährdun-
gen und Risiken analysiert, die in direktem Bezug zu funktionaler Sicherheit stehen.
Als Beispiel eines solchen Systems nennt Part 10: Guidelines on ISO 26262 die auto-
matische Schiebetür eines Vans. Eine Gefährdung für Passagiere besteht in Bezug
auf dieses System durch das fehlerhafte bzw. selbstständige Öffnen bei höheren Ge-
schwindigkeiten, da hier Passagiere aus dem Fahrzeug fallen können. Ist dies er-
kannt, so bestehen viele Realisierungsmöglichkeiten für die funktionale Sicherheit
des Systems.
1.2 Motivation
Bevor der Detaillierungsgrad eines Systems erhöht und mit der Realisierung und
schließlich der Implementierung fortgefahren werden kann, muss festgelegt sein, mit
welchen konstruktiven, architekturbildenden und funktionalen Mitteln die funktio-
nale Sicherheit dieses Systems erreicht werden soll. Dabei hat die gewählte Archi-
tekturalternative in Bezug auf die Elektrik/Elektronik Architektur (EEA) für softwa-
rebasierte Systeme und Funktionen im Fahrzeug einen entscheidenden Einfluss auf
nachfolgende Entwicklungsschritte sowie die konstruktive Entwicklung funktiona-
ler Sicherheit. Damit ist die Entwicklung der EEA maßgeblich und richtungsweisend
an der Erfüllung funktionaler Sicherheitsanforderungen beteiligt. Laut [238] erfolgen
ca. 90 % aller Innovationen im Kraftfahrzeug unter Nutzung elektronischer Systeme.
Die Entwicklung der EEA findet in einer frühen Phase des Produktlebenszyklus des
Fahrzeugs statt 23. Dabei wird die Struktur von softwarebasierten Fahrzeugfunktio-
nen, sowie das Netzwerk von Hardwarekomponenten, welches diese Struktur aus-
führt, entworfen. Die EEA, genauer das statische Modell der Architektur von E/E
Komponenten im Fahrzeug, stellt selbst nicht die Erfüllung von Anforderungen der
funktionalen Sicherheit dar. Obwohl in der EEA keine funktionalen Abläufe darge-
stellt werden 24, so hat die hier stattfindende Strukturierung und die Definition von
22Auszug aus der Kurzbeschreibung des V-Modell 97 bezüglich SE1: ... Durchführung einer Bedrohungs-
und Risikoanalyse; Erarbeiten eines fachlichen Modells für Funktionen/Daten/Objekte. [125]
23In Bezug auf das V-Modell 97 betrifft dies die Phasen SE1 (System-Anforderungsanalyse), SE2
(System-Entwurf) und SE3 (SW-/HW Anforderungsanalyse).
24Für den rechnergestützten Entwurf werden hier in der Automobilindustrie häufig Werkzeuge wie
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Schnittstellen einen entscheidenden Einfluss auf die Funktionsrealisierung und so-
mit auf die Umsetzung funktionaler Sicherheit.
Jedoch ist der Abstraktionsgrad der durch die EEA in Relation gesetzten Inhalte und
Elemente hoch, der Entwurfsraum groß [1] und die Architekturvarianten vielfältig.
Ebenfalls ist genormte Sicherheit abstrakt [101]. Bezogen auf frühe Phasen der Ent-
wicklung macht hier auch die ISO 26262 keine Ausnahme, was sich ebenfalls durch
die hohe Anzahl an abzudeckenden Realisierungsmöglichkeiten begründen lässt (s.
Kapitel 1.1.10).
Dennoch bildet das statische Modell der EEA die Grundlage für nachfolgende Ent-
wicklungsschritte, oder deren Teilbereiche im Umfeld Elektrik/Elektronik. Damit
haben die während der Entwicklung der EEA ergriffenen architekturbildenden Maß-
nahmen direkten Einfluss auf die folgenden Phasen. Nur in dieser Phase und den da-
zu nebenläufigen Phasen der Entwicklung besteht ein umfassender Überblick über
die fahrzeugweiten Zusammenhänge in Bezug auf E/E. Ausprägungen, die von der
EEA unterstützt werden, lassen sich später nur mit erhöhten Aufwänden realisieren,
falls dies überhaupt ohne Architekturänderung möglich ist. In Anlehnung an Ab-
bildung 1.2 hat man es hier mit Spezifikations- und Entwurfsfehlern zu tun, deren
Auswirkung nicht auf Teilfunktionen oder Teilsysteme begrenzt ist, sondern deren
Korrektur sich auf größere Teile der Gesamtentwicklung auswirken können.
Allerdings ist davon auszugehen, dass es durch die Spezifikation vorausschauen-
der Maßnahmen in der EEA Modellierung möglich ist, die Komplexitätssteigerung
(s. Kapitel 1.1.9) in folgenden Entwicklungsphasen, welche durch die Erfüllung der
durch die ISO 26262 gestellten Anforderungen entsteht, gering zu halten. Hier gilt es
unter anderen folgende Fragen beantworten zu können:
• Welche Elemente sind Teile sicherheitsbezogener Systeme?
• Wie ist während der Modellierung von EEAs mit ASILs zu verfahren?
• Welchen Einfluss hat die Applikation von Redundanzmitteln in der EEA auf
die funktionale Sicherheit?
• Wie können in der EEA vorhandene Daten für nebenläufige und nachfolgende
Entwicklungsaktivitäten verfügbar gemacht werden?
Dabei trägt die Modellierung der EEA als Entwicklungsphase nicht nur zu funktio-
naler Sicherheit im Sinne einer Produkteigenschaft bei. Sie führt eine gesamtheitliche
Betrachtung von Systemen durch, die später von verschiedenen Verantwortungs-
bereichen detailliert, implementiert, integriert und getestet werden. Somit stellt die
EEA Modellierung nicht nur technische Schnittstellen zwischen diesen Systemen 25
her sondern muss auch in Bezug auf die verschiedenen Anforderungen von Syste-
men und den Rollen, welche sie entwickeln, ein gemeinsames Verständnis schaffen.
Simulink von Mathworks [89] oder ASCET von ETAS [84] eingesetzt.
25Schnittstellen zwischen Systemen im Sinne von Hardware- und Softwareschnittstellen.
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1.3 Ziele und eigener Beitrag
Diese Arbeit zielt darauf ab, ein gemeinsames Verständnis bzw. eine gemeinsame
Sprache zwischen der ISO 26262 und der EEA Modellierung im Sinne einer Entwick-
lungsphase zu schaffen, die Optimierung von EEA Modellen bzgl. funktionaler Si-
cherheit methodisch zu begleiten, sowie Vorgehensweisen und Werkzeuge bereitzu-
stellen, um die in EEA Modellen enthaltenen, formalen Daten für nebenläufige und
nachfolgende Entwicklungsaktivitäten gemäß dem V-Modell verfügbar zu machen
sowie die Rückverfolgbarkeit zu unterstützen. In diesem Zusammenhang adressiert
diese Arbeit vier Teilfragestellungen:
• Entwicklung eines gemeinsamen Verständnisses sowie sprachlich formale Mit-
tel um entsprechende Inhalte und Relationen festzuhalten und auszudrücken.
• Mehtoden zur Unterstützung der Optimierung von EEAs hinsichtlich funktio-
naler Sicherheit.
• Hilfestellung zur Durchführung der Fahrzeugentwicklung gemäß V-Modell durch
die Bereitstellung kontextbezogener Daten aus EEA Modellen als Eingangsda-
ten für nebenläufige und nachfolgende Entwicklungsaktivitäten.
• Einen Lösungsansatz in Hinblick auf Methodik und Werkzeugunterstützung
zur Formulierung und Ausführung von Fragestellungen mit logischen Relatio-
nen gegenüber EEA Modellen.
Diese vier Teilfragestellungen werden im Folgenden detaillierter betrachtet.
1.3.1 Entwicklung gemeinsames Verständnis
Die Auswirkungen der ISO 26262 auf die Modellierung der EEA, im Sinne einer Ent-
wicklungsphase, werden bestimmt. Dabei wird gezeigt, wie bestehende Anforderun-
gen funktionaler Sicherheit in Bezug auf ihre gegenseitigen Abhängigkeiten struktu-
riert, dargestellt und formal auf Elemente von EEA Modellen (EEA Artefakte) bezo-
gen werden. Dies wird anhand einer domänenspezifischen Beschreibungssprache für
Elektrik/Elektronik Architekturen von Fahrzeugen gezeigt. Funktionale Sicherheit
als Produkteigenschaft bezieht sich auf das Fahrzeug als Gesamtprodukt. Die ISO
26262 adressiert jedoch selektiv einzelne, sicherheitsbezogene Systeme in Bezug auf
Gefährdungen, welche durch deren Ausfall bzw. fehlerhafte Ausführung entstehen
können. EEA Modelle stellen eine gemeinschaftliche Betrachtung von interagieren-
den Systemen dar. In dieser Arbeit werden die Auswirkungen der Vernetzung von
Systemen in Bezug auf die systemselektive Betrachtung der ISO 26262 dargestellt
und Methoden für die Zuteilung und Propagation von Anforderungen funktionaler
Sicherheit auf EEA Artefakte vorgestellt.
In die Modellierung von EEAs unter Berücksichtigung funktionaler Sicherheit fließt
viel Wissen und Erfahrung seitens der Entwickler ein. In dieser Arbeit werden Ansät-
ze vorgestellt, mit welchen durch Verwendung bestehender Mittel Wissen und wei-
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terführende Informationen innerhalb von EEA Modellen festgehalten werden kann.
Zusätzlich werden Ansätze der Wissensmodellierung aus der Domäne des Semantic
Web auf die Domäne der EEA Modellierung übertragen. Dabei wird eine Methode
zur Übertragung von EEA Modellen in eine Ontologie auf Basis einer Ontologiespra-
che vorgestellt sowie die daraus entstehenden Möglichkeiten. Eine Ontologie dient
damit als gemeinsame Sprache und ermöglicht das Fassen sowie das gegenseitige,
semantische in Bezug setzen von Konzepten der ISO 26262 sowie der EEA Modellie-
rung.
1.3.2 EEA Optimierung bezüglich funktionaler Sicherheit
In Bezug auf die Überarbeitung und Optimierung von EEAs funktional sicherheits-
bezogener Systeme wird die Methode der ISO 26262 ASIL Dekomposition im Zu-
sammenhang mit dem Einsatz von Redundanzmitteln erörtert. Eine Vorgehensweise
zur Überarbeitung von EEA Modellen in Hinblick auf funktionale Sicherheit sowie
eine Metrik zur Bewertung von Überarbeitungen basierend auf Fehlerarten wird vor-
gestellt.
1.3.3 Hilfestellung bei Durchführung gemäß V-Modell
Modelle von Elektrik/Elektronik Architekturen enthalten eine systemübergreifende
Betrachtung aller Elektrik/Elektronik-bezogenen Daten eines Fahrzeugs auf Basis ei-
ner formalen Beschreibungssprache. Die formalen Zusammenhänge zwischen Mo-
dellartefakten ermöglichen die Anwendung von Modellabfragen zum Konsistenz-
Check oder der Akkumulation von Modellartefakten bezüglich formaler Fragestel-
lungen. Viele dieser Informationen können nebenläufigen oder nachfolgenden Ak-
tivitäten der Entwicklung gemäß V-Modell als Eingangsdaten bereitgestellt werden.
Hierzu wird eine Methode zur kontextbezogenen Bestimmung von Daten aus EEA
Modellen präsentiert, welche sich am Ansatz des Freischneidens aus der Mechanik
und Statik orientiert.
1.3.4 Fragestellungen gegenüber EEA Modellen
Für die Unterstützung der Entwicklung gemäß V-Modell ist für die rechnergestütz-
te Bestimmung von Daten aus Modellen von EEAs hinsichtlich Fragestellungen mit
logischen Ausdrücken ein umfassendes Konzept zur Spezifikation und Ausführung
von Fragestellungen auf Grundlage eines Basissystems hilfreich. Aktuelle Ansätze
und Werkzeugrealisierungen zur Ausführung von Fragestellungen auf rechnerge-
stützt modellierten EEAs genügen diesen Anforderungen nicht. In dieser Arbeit wird
eine Erweiterung bestehender Ansätze vorgestellt, welche ein Basissystem verfügbar
macht und somit die rechnergestützte Spezifikation, Ausführung und Ergebnisbe-
stimmung umfassender Fragestellungen mit logischen Relationen ermöglicht.
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1 Einleitung
Folgende Teilgebiete werden von der vorliegenden Arbeit adressiert:
• Einfluss der ISO 26262 auf die Modellierung von EEAs.
• Darstellung und Strukturierung von funktionalen Sicherheitsanforderungen.
• Formaler Bezug zwischen funktionalen Sicherheitsanforderungen und dem In-
halt von EEA Modellen.
• Gegenüberstellung von ASIL Dekomposition und dem Einsatz von Redundanz-
mitteln im Sinne der Optimierung von EEA Modellen.
• Bewertung von Optimierungen von EEA Modellen in Bezug auf Fehlerarten.
• Bestimmung von kontextbezogenen Daten aus EEA Modellen.
• Schaffen eines Basissystems sowie einer Methodik zur Spezifikation und Aus-
führung von Fragestellungen mit logischen Relationen auf Modellen von EEAs
sowie Bestimmung der entsprechenden Ergebnisse.
• Betrachtung von EEA Modellen als Ontologien im Sinne der Wissensmodellie-
rung.
1.4 Gliederung der Arbeit
Die vorliegende Arbeit wird in die drei Abschnitte Voraussetzungen, Abgrenzung und
Umsetzung gegliedert. Jeder Abschnitt enthält ein oder mehrere Kapitel. Eine Über-
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Abbildung 1.6: Gliederung der Arbeit
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Im Abschnitt Voraussetzungen gibt Kapitel 2 zunächst einen Überblick über die Grund-
lagen, auf welchen die folgenden Kapitel der Arbeit aufbauen.
Abschnitt Abgrenzung dient zur Positionierung der vorliegenden Arbeit gegenüber
dem Stand von Wissenschaft und Technik, sowie der Abgrenzung gegenüber diesem
und der Formulierung der Anforderungen an die Arbeit. Ein Überblick über ISO
26262 sowie eine detaillierte Betrachtung der Teile 3, 4, 5 und 6 dieses Standards wer-
den in Kapitel 3 vorgestellt. Ebenfalls präsentiert dieses Kapitel den aktuellen Stand
der Technik, Forschung und Diskussion in Bezug auf die Umsetzung und Anwen-
dung der ISO 26262.
Das folgende Kapitel 4 stellt die Anforderungen an den Umgang mit Sicherheits-
anforderungen nach ISO 26262 in der Konzeptphase der Fahrzeugentwicklung dar.
Diese beziehen sich auf die Darstellung von Sicherheitsanforderungen in Modellen
von EEAs, ihrer Zuteilung zu konkreten Modellartefakten und ihre Rückverfolgbar-
keit. Ebenfalls werden Anforderungen an eine Methode zur Überarbeitung von EEA
Modellen in Hinblick auf funktionale Sicherheit aufgestellt. Diese Anforderungen
werden mit dem Stand der Wissenschaft und Technik verglichen. Anschließend wer-
den die Anforderungen systematisch zusammengefasst und die Vorgehensweise für
ihre Erfüllung abgeleitet.
Die folgenden Kapitel widmen sich der Vorstellung und Präsentation von Methoden,
Ansätzen, Werkzeugen und Beispielen und stellen die eigentlichen Inhalte der vor-
liegenden Arbeit dar. Sie sind unter der Überschrift Umsetzung zusammengefasst.
Die Entwicklung eines gemeinsamen Verständnisses zwischen ISO 26262 und der
Modellierung von Elektrik/Elektronik Architekturen wird drei Kapiteln unter ver-
schiedenen Modellierungsparadigmen vorgestellt.
Kapitel 5 stellt die Zusammenhänge zwischen Anforderungen der funktionalen Si-
cherheit und Modellen von Elektrik/Elektronik Architekturen in der Konzeptphase
der Fahrzeugentwicklung dar, sowie eine Methode zur strukturierten Darstellung
dieser Anforderungen innerhalb von EEA Modellen.
Kapitel 6 beschreibt die Zuteilung von Sicherheitsanforderungen zu Artefakten von
EEA Modellen. Hierbei werden zwei Methoden unterschieden. Eine beschreibt die
manuelle Zuteilung, die andere eine automatisierbare Propagation von Zuteilungen
entsprechend den funktionalen und vernetzungstechnischen Strukturen von EEA
Modellen.
Die Kapitel 5 und 6 unterliegen dem Paradigma des Model Driven Engineering. Die
folgenden Kapitel 7, 8 und 9 bauen auf der in den Kapiteln 5 und 6 gelegten Methodik
auf und erweitern diese, bzw. begleiten sie durch weitere Entwicklungsaktivitäten.
Kapitel 10 hingegen widmet sich der Darstellung von Konzepten und Relationen von
Elektrik/Elektronik Architekturen in Form von Ontologien. Dies verfolgt auch das
Ziel der Entwicklung eines gemeinsamen Verständnisses. Da dieser Ansatz jedoch in




Kapitel 7 behandelt die Optimierung und Überarbeitung von Elektrik/Elektronik
Architekturen hinsichtlich funktionaler Sicherheit. Können bestehende Anforderun-
gen von Architekturen nicht erfüllt werden, oder ist die Verteilung von ASILs (Au-
tomotive Safety Integrity Level) auf bestehende Architekturartefakte ungünstig, so
besteht die Notwendigkeit zur Überarbeitung. ISO 26262 beschreibt die ASIL De-
komposition als Methode zur Aufteilung von ASILs auf mehrere Elemente, mit dem
Ziel die Entwicklungsauflagen bei gleichbleibender Sicherheitsintegrität zu reduzie-
ren. In Kapitel 7 wird die ASIL Dekomposition gegenüber dem Einsatz von Redun-
danzmitteln diskutiert und eine Methode zur Bewertung von Überarbeitungen von
EEA basierend auf Fehlerarten vorgestellt.
Aussagen über EEA Modelle basieren auf Modelldaten. Modelle von EEAs beinhal-
ten eine Menge von Daten und Zusammenhängen, die für Aussagen über diese Mo-
delle selbst verwendet werden können, als auch für Aktivitäten, welche zur Model-
lierung von EEAs nebenläufig durchgeführt werden oder dieser nachgelagert sind.
In Kapitel 8 wird eine Methode zur Bestimmung kontextbezogener Daten aus EEA
Modellen vorgestellt, welche sich am Ansatz des »Freischneidens« aus der Mechanik
und Statik orientiert. Diese wird beispielhaft an der Verwendung von freigeschnitte-
nen Daten für FMEAs (engl. Failure Mode and Effect Analysis) und der Spezifikation
von Hardware-in-the-Loop Testsystemen gezeigt.
Aus den vorigen Kapiteln ergibt sich die Anforderung nach der Verfügbarkeit eines
Basissystems zur Spezifikation von Suchregeln für die Bestimmung von Daten aus
EEA Modellen. In Kapitel 9 wird diesbezüglich der aktuelle Stand der Wissenschaft
und Technik bezogen auf die Domäne der EEA Modellierung vorgestellt. Darauf auf-
bauend wird eine Methode präsentiert, welche die bestehenden Ansätze um die Ver-
fügbarkeit eines Basissystems zur graphenbasierten Darstellung von Fragestellungen
sowie deren Ergebnisfindung erweitert.
In die Modellierung von EEAs fließt viel Expertise und Wissen seitens der Entwickler
ein. In Kapitel 10 werden bestehende Methoden diskutiert, mit welchen sich dieses
Wissen in Modellen darstellen lässt. Darüber hinaus werden in Kapitel 10 Ansätze
der Wissensmodellierung in die Domäne der EEA Modellierung übertragen. Hierzu
wird eine Möglichkeit für die Transformation von EEA Modellen in eine ontologie-
sprachenbasierte Entsprechung vorgestellt, sowie die Handhabung der resultieren-
den EEA Ontologien an einem Beispiel beschrieben.
Die Arbeit schließt in Kapitel 11 mit einer Zusammenfassung und dem Ausblick.
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In diesem Kapitel werden Grundlagen gegeben, welche für das Verständnis der fol-
genden Kapitel benötigt werden. Grundlagen zur ISO 26262 finden sich im separaten
Kapitel 3. Grundlagen über Hardware-in-the-Loop Testsysteme werden in Kapitel
8.3.1 gegeben, Grundlagen zu Wissensmodellierung, Ontologien und Ontologiespra-
chen im Umfeld des Semantic Web in Kapitel 10.
2.1 Mengenlehre
2.1.1 Mengen
Eine Menge A ist eine Zusammenfassung bestimmter, wohlunterscheidbarer Objek-
te a unserer Anschauung oder unseres Denkens zu einem Ganzen. Diese Definition
findet sich erstmals in [55] und wird auch in [51] und [162] verwendet. Laut [61] ist
eine Menge eine Zusammenfassung von gut unterscheidbaren Objekten zu einem
Ganzen. Die folgenden Grundlagen zu Mengenlehre sind aus [51] entnommen.
Objekte a werden Elemente der Menge genannt. Für die Aussagen »a ist Element von
A« schreibt man a ∈ A (bzw. für »a ist nicht Element von A« schreibt man a /∈ A).
Eine Menge kann beschrieben werden durch Aufzählung der Elemente, die sie ent-
hält (z.B. M = {a, b, c}) oder durch Nennung der definierten Eigenschaften, welche
genau den Elementen der Menge zukommt. So kann die Menge U der ungeraden
natürlichen Zahlen beschrieben werden durch
U = {x|x ist eine ungerade natürliche Zahl}.
Extensionalitätsprinizp: Zwei Mengen A und B sind genau dann gleich, wenn sie
die gleichen Elemente enthalten, also A = B⇔ ∀x(x ∈ A⇔ x ∈ B) 1.
Teilmenge: Sind A und B Mengen und gilt ∀x(x ∈ A⇒ x ∈ B), dann ist A Teilmenge
von B und man schreibt A ⊆ B. Gibt es für A ⊆ B in B weitere Elemente, die nicht in
A vorkommen, so ist A echte Teilmenge von B und man schreibt A ⊂ B.
Leere Menge: Die leere Menge ∅ ist eine Menge, die keine Elemente enthält. ∅ ist
Teilmenge jeder Menge M (∅ ⊆ M).
Gleichheit von Mengen: Zwei Mengen sind genau dann gleich, wenn jede Teilmen-
ge der anderen gleich ist: A = B⇔ A ⊆ B ∧ B ⊆ A 2.
1Wobei ∀x bedeutet »für alle x gilt«.
2∧ steht hier für das logische »und«, ∨ steht für das logische »oder«.
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Kardinalität/Kardinalitätszahl: Die Anzahl der Elemente einer endlichen Menge M
heißt Kardinalitätszahl von M und wird mit |M| bezeichnet.
Vereinigung: Die Vereinigungsmenge oder Vereinigung zweier Mengen A und B ist
definiert durch A ∪ B = {x|x ∈ A ∨ x ∈ B}, man liest »A vereinigt mit B«. Sind A
und B durch die Eigenschaften E1 und E2 beschrieben, so enthält A∪ B alle Elemente,
die eine der beiden Eigenschaften besitzen.
Durchschnitt: Der Durchschnitt oder die Schnittmenge zweier Mengen A und B ist
definiert durch A∩ B = {x|x ∈ A∧ x ∈ B}, man liest »A geschnitten B«. Sind A und
B durch die Eigenschaften E1 und E2 beschrieben, so enthält A∩ B alle Elemente, die
beiden Eigenschaften besitzen.
Disjunkte Mengen: Zwei Mengen A und B, die keine gemeinsamen Elemente besit-
zen werden als disjunkt bezeichnet (A ∩ B = ∅).
Komplement: Betrachtet man nur Teilmengen (beispielsweise A) einer gegebenen
Grundmenge M, so besteht die Komplementärmenge oder Komplementmenge CM(A)
von A bezüglich M aus allen Elementen von M, die nicht A angehören:
CM(A) = {x|x ∈ M ∧ x /∈ A}. Man liest »Komplement von A bzgl. M«. Ist die
Grundmenge M aus den Zusammenhang offenbar, so wird für das Komplement
auch A geschrieben.
Differenz: Die Menge der Elemente von A, die nicht zu B gehören, wird Differenz-
menge oder Differenz von A und B genannt: A\B = {x|x ∈ A∧ x /∈ B}. Wird A durch
die Eigenschaft E1 und B durch die Eigenschaft E2 beschrieben, dann liegen in A\B
diejenigen Elemente, welche zwar die Eigenschaft E1, nicht aber die Eigenschaft E2
besitzen.
Symmetrische Differenz: Die symmetrische Differenz A4B ist die Menge aller Ele-
mente, die zu genau einer der beiden Mengen A und B gehören:
A4B = {x|(x ∈ A ∧ x /∈ B) ∨ (x ∈ B ∧ x /∈ A)}. Damit gilt auch:
A4B = (A\B)∪ (B\A). Somit enthält die symmetrische Differenz alle Elemente, die
genau eine der beiden Eigenschaften E1 (zu A) und E2 (zu B) besitzen.
Kartesisches Produkt: Das kartesische Produkt zweier Mengen A× B ist durch
A × B = {(a, b)|a ∈ A ∧ b ∈ B} definiert. Die Elemente (a, b) von A × B heißen
geordnete Paare und sind charakterisiert durch (a, b) = (c, d) ⇔ a = c ∧ b = d.
Die Anzahl der Elemente im kartesischen Produkt zweier endlicher Mengen beträgt
|(A× B)|= |A||B|.
2.1.2 Relation
Relationen beschreiben Beziehungen zwischen den Elementen einer oder verschie-
dener Mengen. Eine n-stellige Relation R zwischen den Mengen A1, ..., An ist eine Teil-
menge des kartesischen Produktes dieser Mengen, d.h. R ⊆ A1 × ...× An. Sind die
Mengen Ai sämtlich gleich der Menge A, so wird R ⊆ An und heißt n-stellige Relati-
on in der Menge A. Relationen sind Mengen.
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So können über ihnen die üblichen Mengenoperationen ausgeführt werden. Die fol-
genden Grundlagen zu Relationen sind überwiegend aus [51] und [162] übernom-
men.
Binäre Relation: Eine zweistellige (binäre) Relation zwischen zwei Mengen A und
B ist eine Vorschrift R, die für beliebige Elemente a ∈ A und b ∈ B festlegt, ob a in
einer Beziehung R zu b steht. Steht a in der Beziehung zu b, so schreibt man aRb,
anderenfalls aRb. Sind A und B gleich, so spricht man von einer Relation auf oder in
einer Menge.
Relationsmatrix: Eine Relationsmatrix gibt wider zwischen welchen Elementen einer
Menge A eine Relation gilt bzw. nicht gilt. Dazu werden die Elemente von A als
Zeilen- und Spalteneingänge einer Matrix verwendet. Am Schnittpunkt der Zeile zu
a ∈ A mit der Spalte zu b ∈ A wird eine 1, falls aRb gilt, ansonsten eine 0 notiert.
Eine häufige Anwendung ist die Adjazenzmatrix 3.
Eigenschaften von Relationen:
• reflexiv: ∀a ∈ A(aRa). Wenn R eine binäre Relation ist und für alle Elemente
a gilt aRa. Beispielsweise ist die Kleiner-Gleich-Relation ≤ auf reellen Zahlen
reflexiv, da stets a ≤ a gilt.
• irreflexiv: ∀a ∈ A(¬aRa). Wenn R eine binäre Relation ist und für alle Elemente
a gilt ¬aRa. Die Kleiner-Relation < ist irreflexiv, da a < a stets falsch ist.
• symmetrisch: ∀a, b ∈ A(aRb ⇒ bRa). Besteht eine zweistellige Relation R zwi-
schen den Elementen a und b, so besteht diese Relation auch zwischen den
Elementen b und a. Symmetrie ist eine der Voraussetzungen für eine Äquiva-
lenzrelation.
• antisymmetrisch: ∀a, b ∈ A(aRb ∧ bRa ⇒ a = b). Eine zweistellige Relation R
heißt antisymmetrisch, wenn für je zwei verschiedene Elemente a und b nicht
gleichzeitig aRb und bRg gelten kann. Die Relationen≤ und ≥ auf reellen Zah-
len sind antisymmetrisch, da aus a ≤ b und a ≥ b folgt a = b.
• transitiv: ∀a, b, c ∈ A(aRb ∧ bRc ⇒ aRc). Ist R eine zweistellige Relation, so
folgt aus aRb und bRc stets aRc. Transitivität ist eine der Voraussetzungen für
eine Äquivalenzrelation oder eine Ordnungsrelation. Die Kleiner-Relation < auf
reellen Zahlen ist transitiv, da aus x < y und y < z folgt x < z.
• linear: ∀a, b ∈ A(aRb ∨ bRa).
2.2 Graphentheorie
Ein Graph ist ein anschauliches mathematisches Modell zur Beschreibung von Objekten,
die untereinander in gewisser Beziehung stehen [61]. Die folgenden Grundlagen zur Gra-
phentheorie sind [51], [61] und [162] entnommen.
3Siehe Fußnote 4 auf Seite 20.
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Graph, Knoten und Kanten: Ein Graph G ist ein geordnetes Paar (V,E) aus einer
nichtleeren Menge V von Knoten und einer (möglicherweise leeren) Menge E von
Kanten mit V ∩ E = ∅. Auf E ist eine Abbildung Φ, die Inzidenzfunktion erklärt, die
jedem Element von E eindeutig ein geordnetes oder ungeordnetes Paar (nicht not-
wendig verschiedener Elemente) von V zuordnet. Über Φ wird somit E in V × V
abgebildet.
Gerichtet/ungerichtet: Man bezeichnet G als ungerichteten Graphen, wenn jedem Ele-
ment von E ein ungeordnetes Paar zugeordnet wird. Dagegen bezeichnet man G als
gerichteten Graphen, falls jedem Element von E ein geordnetes Paar zugeordnet wird.
In diesem Falle heißen die Elemente von E Bögen oder gerichtete Kanten.
Beziehungen zwischen Knoten und Kanten: Mit Inzidenz wird in einem ungerichte-
ten Graphen eine Beziehung zwischen Knoten und Kanten beschrieben. Dabei geht
die Blickrichtung von der Kante zum Knoten. Ein Knoten heißt in einem ungerichte-
ten Graph inzident mit einer Kante, wenn er von dieser Kante berührt wird.
Beziehungen zwischen Knoten: Mit Adjazenz wird in einem Graphen eine Bezie-
hung zwischen Knoten und Kanten beschrieben. Die Blickrichtung geht dabei vom
Knoten zur Kante. Gilt (v, w) ∈ E, dann heißt der Knoten v adjazent (d.h. benachbart)
zum Knoten w 4. Der Knoten v heißt Startpunkt von (v, w), w heißt Zielpunkt von
(v, w), v und w heißen Endpunkte von (v, w). Zwei verschiedene Kanten (g, h) ∈ V
heißen ebenso adjazent zu einem gemeinsamen Knoten v. In ungerichteten Graphen
redet man nur von Adjazenz und Endpunkten. Verbindet eine Kante g ∈ V die Kon-
ten (v, w) ∈ E, so sind v und w Nachbarknoten. Ist (v, w) ein geordnetes Paar und g
damit gerichtet, so ist w der direkte Nachfolger von v, bzw. v der direkte Vorgänger von
w. Kanten, deren Endpunkte zusammenfallen nennt man Schleife.
Adjazenzmatrix: Graphen können als Matrix beschrieben werden: Es sei G = (V, E)
ein Graph mit V = {v1, v2, ..., vn} und E = {e1, e2, ..., em}. Dabei bezeichne m(vi, vj)
die Anzahl der Kanten von vi nach vj. Die Matrix A vom Typ (n, n) mit A = (m(vi, vj))
wird Adjazenzmatrix genannt. Ist der Graph zusätzlich schlicht, so hat die Adjazenz-
matrix folgende Gestalt: A = (ai,j) =
{
1, für (vi, vj) ∈ E,
0, für (vi, vj) /∈ E.
D.h. in der Matrix A steht in der i-ten Zeile und der j-ten Spalte genau dann eine 1,
wenn eine Kante von vi nach vj verläuft.
4Dabei besteht ein Unterschied zwischen Inzidenz und Adjazenz. Beide bezeichnen eine Beziehung
zwischen Knoten und Kanten in einem Graphen. Während Inzidenz die Beziehung zwischen Kno-
ten und Kanten betrachtet, so betrachtet Adjazenz Knoten, die über Kanten in Beziehung stehen.
Dies wird durch die Darstellung als Adjazenzmatrix oder Inzidenzmatrix offenbar. In der Adja-
zenzmatrix repräsentieren Zeilen- und Spaltenindizes jeweils die Knoten eines Graphen. Die Ele-
mente der Matrix sagen aus, ob es eine Kante zwischen den Knoten gibt (0 oder 1). In der Inzi-
denzmatrix repräsentieren Zeilen- und Spaltenindizes jeweils Knoten und Kanten eines Graphen.
Die Elemente der Matrix sagen aus, ob es jeweils eine Inzidenzbeziehung zwischen einem Knoten
und einer Kante gibt. Da es bei gerichteten und ungerichteten Graphen verschiedene Inzidenz-
beziehungen gibt, nehmen die Elemente der Matrix Werte der Menge {0, 1, 2} bzw. der Menge
{−1,−0, 0, 1} an (siehe [51] S. 340-341).
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Folgen von Kanten / Beziehungen zwischen Kanten: In einem ungerichteten Gra-
phen G = (V, E) wird jede Folge F = ({v1, v2}, {v2, v3}, ..., {vs, vs+1}) von Elemen-
ten aus E eine Kantenfolge der Länge s genannt.
Ist vs+1 = v1, dann spricht man von einer geschlossenen Kantenfolge oder einem Kreis,
anderenfalls von einer offenen Kantenfolge.
Eine Kantenfolge F heißt Weg, wenn v1, v2, ..., vs paarweise verschiedene Knoten sind.
Ein geschlossener Weg ist ein Elementarkreis.
Ist mehreren Kanten oder Bögen dasselbe ungeordnete oder geordnete Paar von Kno-
ten zugeordnet, so spricht man von Mehrfachkanten. Eine Kante mit identischen End-
punkten heißt Schlinge.
Eigenschaften von Graphen: Existiert zu je zwei verschiedenen Knoten v, w in G ein
Weg der v und w verbindet, so ist G ein zusammenhängender Graph. Legt man einen ge-
richteten Graphen zugrunde, so spricht man von streng zusammenhängend. Ist G nicht
zusammenhängend, so zerfällt G in Komponenten, also zusammenhängende Unter-
graphen mit maximaler Knotenzahl. Graphen ohne Schlingen und Mehrfachkanten
werden schlicht genannt. Als Grad dG(v) eines Knotens v bezeichnet man die Anzahl
der mit v inzidenten Kanten.
Gibt es mindestens eine Kante in einem Graphen, welche Knoten g mit h aber nicht
h mit g verbindet, so spricht man von einem gerichteten Graphen, anderenfalls ist der
Graph ungerichtet. Falls es eine Folge von Kanten gibt, die von jedem beliebigen Kno-
ten zu jedem beliebigen anderen Knoten führt, so spricht man von einem zusammen-
hängenden Graphen. Von streng zusammenhängend spricht man nur im Zusammenhang
mit gerichteten Graphen. Endliche Graphen besitzen eine endliche Menge von Knoten
und eine endliche Menge von Kanten. Ist E ⊆ ∅, enthält also keine Kanten, so wird
der Graph entartet genannt. Ein ungerichteter schlichter Graph mit der Knotenmenge
V heißt vollständiger Graph, wenn je zwei verschiedene Knoten aus V durch eine Kan-
te verbunden sind. Ist G = (V, E) ein Graph und f eine Abbildung, die jeder Kante
eine reelle Zahl zuordnet, so heißt (V, E, f ) ein bewerteter Graph und f (e) die Bewer-
tung der Kante e. In der Literatur ist von Bewertungen auch von Kantengewichten die
Rede [162]. Ein Graph dessen Kanten gewichtet sind, heißt gewichteter Graph.
Untergraphen: Ist G = (V, E) ein Graph, dann heißt ein Graph G′ = (V′, E′) Unter-
graph von G, wenn V′ ⊆ V und E′ ⊆ E gilt. Ein Untergraph von G′ = (V′, E′) von
G = (V, E) wird Teilgraph von G genannt, wenn V′ = V, das bedeutet, wenn G′ alle
Knoten von G besitzt.
Baum: Ein ungerichteter zusammenhängender Graph, in dem kein Kreis existiert,
wird Baum genannt. Jeder Baum mit mindestens zwei Knoten enthält mindestens
zwei Knoten vom Grad 1. Jeder Baum mit der Knotenzahl n enthält genau n − 1
Kanten. Knoten eines Baumes mit dem Grad 1 werden Blätter genannt. Ein gerich-
teter Graph heißt Baum, wenn G zusammenhängend ist und keinen Zyklus enthält.
Ein Baum mit einem ausgezeichneten Knoten wird Wurzelbaum genannt, der ausge-
zeichnete Knoten heißt Wurzel. Wege werden in einem Wurzelbaum von der Wurzel
weggerichtet betrachtet. Hat ein Baum genau einen Knoten vom Grad 2 und sonst
nur Knoten vom Grad 1 oder 3, dann wird er regulärer binärer Baum genannt.
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Werden aus einem zusammenhängenden Graphen Kanten entfernt, ohne dass dabei
die Eigenschaft zusammenhängender Graph zerstört wird, so entsteht ein Graph mit
Baumcharakter der aufspannender Baum genannt wird.
Beziehungen/Eigenschaften zwischen Graphen: Isomorphie ist eine Eigenschaft,
die zwischen zwei Graphen besteht. Ein Graph G1 = (V1, E1) heißt isomorph zu ei-
nem Graphen G2 = (V2, E2), wenn es je eine bijektive Abbildung ϕ von V1 auf V2
und ψ von E1 auf E2 gibt, die verträglich mit der Inzidenzfunktion sind. D.h. sind
u, v Endpunkte einer Kante, dann sind ϕ(u) und ϕ(v) Endpunkte einer Kante.
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Abbildung 2.1: Beispiel zweier zueinander isomorpher Graphen [51]
2.3 Logik
Die folgenden Grundlagen zu Logik sind [51], [162], [61], [218] und [95] entnommen.
Logik ist die allgemeine Theorie der folgericht gen Aussagen und ihrer gültigen Be-
ziehungen [61]. Dabei wird eine Sprache (Kalkül) geschaffen, in der logische Zusam-
menhänge besser, übersichtlicher und exakter dargestellt werden können. Außerdem
werden Regeln eingeführt, mit denen von gegebenen Formeln und Zeichenreihen zu
anderen Formeln bzw. Zeichenreihen übergegangen werden kann.
Grundlegend für die Beschreibung von Logik sind Aussagen 5. Die Menge aller Aus-
sagen wird mit S bezeichnet. Um auszudrücken, dass ein Satz s aus den Sätzen s1,
s2 und s3 folgt, wird üblicherweise {s1, s2, s3 |= s} geschrieben. Dabei stellt |= die
Schlussfolgerungsrelation dar, welche Mengen von Aussagen zu einzelnen Aussagen
in Beziehung setzt. Eine Logik L setzt sich zusammen aus einer Menge von Aussa-
gen gemeinsam mit einer Schlussfolgerungsrelation und kann abstrakt beschrieben
werden durch L = (S , |=) [116].
Im Folgenden werden Aussagenlogik, Prädikatenlogik und Beschreibungslogik be-
trachtet. In dieser Reihenfolge steigt die Ausdrucksfähigkeit der Logiken.
5Aussagen werden in der Logik auch als Sätze bezeichnet.
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Die Wertigkeit einer Logik gibt an mit wie vielen Wahrheitswerten sie arbeitet. Eine
2-wertige Logik arbeitet mit wahr und falsch. Ist eine Logik 2-wertig und extensional 6,
so spricht man von klassischer Logik. Zu diesen gehören die Aussagenlogik und die
Prädikatenlogik. Fällt das Prinzip der Extensionalität weg, so wird von intensionaler
Logik, wie beispielsweise der Modallogik 7 gesprochen.
2.3.1 Aussagenlogik
Sprachen dienen der Kommunikation und dem Ausdruck von Informationen. Infor-
mationen werden in Form von Aussagen dargestellt [82]. Aussagen sind gedankliche
Widerspiegelungen eines Sachverhaltes in Form eines Satzes einer natürlichen oder
künstlichen Sprache. Jede Aussage ist wahr oder falsch. wahr (auch W oder 1) bzw.
falsch (auch F oder 0) werden Wahrheitswerte der Aussage genannt und auch als aussa-
genlogische Konstanten bezeichnet. Die Aussagenlogik untersucht den Wahrheitswert
von extensionalen 8 Aussagenverbindungen in Abhängigkeit von den Wahrheitswerten
der einzelnen Aussagen. In Aussagen werden Elemente 9 über Junktoren 10 erweitert
oder verbunden.
Der Wahrheitswert wird über Verbindung durch die folgenden klassischen Junktoren
bestimmt:
• NICHT A (¬A)
• A ODER B (A ∨ B)
• A UND B (A ∧ B)
• WENN A, DANN B (A⇒ B)
• A GENAU DANN, WENN B (A⇔ B) 11
Dabei bezieht sich der einstellige Junktor (¬) auf ein Element, zweistellige Junktoren
setzten zwei Elemente zueinander in Relation. Damit können Aussagen über Aussa-
gen gemacht werden. Aussagen die sich nicht weiter in Aussagen unterteilen lassen,
heißen Atome.
6Die Extensionalität (auch Wahrheitsfunktionalität) ist ein Eigenschaft von Sprachen, die besagt, dass
die Bedeutung eines Wortes eindeutig durch den benannten Gegenstand, und die Bedeutung eines
zusammengesetzten Ausdrucks eindeutig durch die Bedeutung der Worte und deren Zusammen-
hang festgelegt ist [82].
7Modallogik enthält zusätzlich zu den Elementen der Prädikatenlogik Operatoren, mit denen Mo-
dalitäten wie »möglich« oder »manchmal« ausgedrückt werden können.
8Der Wahrheitswert der Aussagenverbindung hängt nur von den Wahrheitswerten der Teilaussagen
und den verbindenden Junktoren ab.
9In der Literatur auch als Argumente oder Operanden bezeichnet.
10In der Literatur, vor allem in Verbindung mit Prädikatenlogik und Wissensmodellierung, auch als
Prädikate bezeichnet.

































Mit den dargestellten Verknüpfungen (Negation, Konjunktion, Disjunktion, Impli-
kation und Äquivalenz) können aus gegebenen Aussagenvariablen kompliziertere
Ausdrücke der Aussagenlogik aufgebaut werden. Diese Ausdrücke werden induktiv
definiert:
1. Konstanten und Variablen sind Ausdrücke.
2. Sind A und B Ausdrücke, so sind es auch (¬A), (A ∧ B), (A ∨ B), (A ⇒ B),
(A⇔ B).
Die Aussage WENN A UND B DANN C lautet in Aussagenlogik A ∧ B ⇒ C. Für
¬A wird auch häufig A verwendet.
Wird jeder Aussagenvariablen eines Ausdrucks ein Wahrheitswert zugeordnet, so
wird von Belegung der Variablen gesprochen.
Eine n-stellige Wahrheitsfunktion 12 ist eine Funktion, die jedem n-Tupel von Wahr-
heitswerten wieder einen Wahrheitswert zuordnet. Beispielsweise ordnet die 3-stellige
Wahrheitsfunktion A ∧ B ⇒ C jedem möglichen 3-Tupel von Wahrheitswerten für
die Aussagen A, B, C wieder einen Wahrheitswert zu.
Zwei aussagenlogische Ausdrücke A und B heißen logisch äquivalent oder wertver-
laufsgleich (A = B), wenn sie die gleiche Wahrheitsfunktion repräsentieren.
NAND/NOR: Jede Wahrheitsfunktion kann durch einen aussagenlogischen Ausdruck
repräsentiert werden. Auf Implikation und Äquivalenz kann dabei verzichtet wer-
den, da durch sie formulierte Wahrheitsfunktionen auch durch Kombinationen von
Negation, Konjunktion und Disjunktion ausgedrückt werden können 13. Darüber
hinaus gibt es zwei zweistellige Wahrheitsfunktionen, die einzeln zur Repräsenta-
tion aller Wahrheitsfunktionen ausreichen.
12Eine Wahrheitsfunktion ist auch eine BOOLEsche Funktion (siehe Kapitel 2.3.2).
13Siehe Ersetzungsregeln laut [51] S. 285.
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Diese sind zum einen die NAND-Funktion 14 (Funktionssymbol: |), zum anderen die













Tautologien: Mit Tautologie oder allgemeingültig wird ein aussagenlogischer Ausdruck
benannt, der die Wahrheitsfunktion identisch W repräsentiert. Demnach sind die
Ausdrücke A und B genau dann logisch äquivalent, wenn A ⇔ B eine Tautologie
ist. Hierauf basieren mathematische Schlussweisen.
2.3.2 BOOLEsche Algebra und Schaltalgebra
Es bestehen Analogien in Bezug auf die Grundgesetze der Mengenalgebra und der
Aussagenlogik, welche auch auf die Rechenregeln und Operationen mit anderen ma-
thematischen Objekten zutreffen. Die Untersuchung dieser Rechenregeln führt auf
den Begriff der BOOLEschen Algebra.
Eine BOOLEsche Algebra 16 gründet auf den fünf Huntingtonschen Axiomen 17 {Ab-
geschlossenheit, Kommutativgesetz, Distributivgesetz, Existenz eines neutralen Ele-
ments, Komplement} [122].
BOOLEsche Algebra: Eine Menge M, versehen mit zwei binären Operationen u
(“Konjunktion ”) und t (“Disjunktion ”), einer einstelligen Operation ¬ (“Negati-
on ”) und zwei ausgezeichneten Elementen 0 und 1 aus B, heißt BOOLEsche Alge-
bra B = (M,u,t,¬, 0, 1) wenn Assoziativgesetz, Kommutativgesetz, Absorptions-
gesetz, Distributivgesetz sowie
• a u 1 = 1 bzw. a t 0 = a,
• a u 0 = 0 bzw. a t 1 = 1,
• a u ¬a = 0 bzw. a t ¬a = 1
gelten. Die in BOOLEschen Algebren verwendeten Symbole für Operationen sind
nicht notwendigerweise identisch mit den in der Aussagenlogik verwendeten Ope-
rationen mit gleicher Bezeichnung.
14auch SHEFFER-Funktion genannt.
15auch PIERCE-Funktion genannt.
16Mit dem Begriff Algebra als mathematische Struktur wird eine (meist nichtleere) Menge bezeichnet,
auf der eine oder mehrere Verknüpfungen (bzw. Operationen) definiert sind und in der gewisse
Axiome gelten.
17Ein Axiom ist ein nicht deduktiv (im Sinne einer Schlussfolgerung von gegebenen Prämissen auf
die logisch zwingenden Konsequenzen) abgeleiteter Grundsatz einer Theorie. Laut [162] ist ein
Axiomensystem ein Verknüpfungsgebilde, dessen einzelne Aussagen nicht beweisbar, aus dem
aber alle weiteren Regeln ableitbar sind.
27
2 Grundlagen
Jede endliche BOOLEsche Algebra hat 2n Elemente. Im Falle n = 2, d.h. bei zwei
BOOLEschen Variablen a und b, gibt es 16 verschiedene BOOLEsche Funktionen (u.a.
AND, OR, NAND, NOR, XOR, Äquivalenz, Implikation) 18. Es bezeichnet B eine
zweielementige BOOLEsche Algebra. Eine n-stellige BOOLEsche Funktion f ist eine
Abbildung von Bn in B.
BOOLEsche Ausdrücke werden induktiv definiert: Es sei X = x, y, z, ... eine (abzählba-
re) Menge BOOLEscher Variablen, die nur Werte aus 0, 1 annehmen können, dann
• sind die Konstanten 0 und 1 sowie die Booleschen Variablen aus X BOOLEsche
Ausdrücke.
• Falls S und T BOOLEsche Ausdrücke sind, so sind auch T, (S u T) und (S t T)
BOOLEsche Ausdrücke.
Enthält ein BOOLEscher Ausdruck die Variablen x1, ..., xn so stellt er eine n-stellige
BOOLEsche Funktion f T dar. Man bezeichnet m als Belegung der BOOLEschen Varia-
blen x1, ..., xn im Falle m = (m1, ..., mn) ∈ M, also aus der Menge M der BOOLEschen
Algebra.
Basissystem: In der Schaltalgebra wird eine Menge von Verknüpfungen 19 als Basis-
system bezeichnet, wenn sich mit diesen Verknüpfungen jede beliebige Schaltfunk-
tion eindeutig darstellen lässt. So ist beispielsweise {¬,∧,∨} ein Basissystem. Durch
Anwendung der DE MORGANschen Regeln lässt sich jeweils die Operation ∧ bzw.
die Operation ∨ eliminieren, so dass auch {¬,∨} bzw. {¬,∧} Basissysteme sind. Wird
dabei jeweils die einstellige Verknüpfung auf das Ergebnis der zweistelligen Ver-
knüpfung angewendet, so entstehen Basissysteme, die nur noch aus jeweils einer
Verknüpfung bestehen und {NAND} bzw. {NOR} genannt werden. Diese sind kon-
form zu entsprechenden Überlegungen der Aussagenlogik (siehe Kapitel 2.3.1).
2.3.3 Prädikatenlogik
Wissenschaftliche Domänen als Ausprägungen der Mathematik (z.B. Informatik) ha-
ben es häufig mit Individualbereichen zu tun, in welchen gewisse Relationen und
Operationen ausgezeichnet, bzw. von Interesse sind. Diese können mit der Sprache
der Aussagenlogik nur teilweise oder sehr eingeschränkt ausgedrückt werden. Zur
logischen Grundlegung der Mathematik wird daher eine ausdrucksstärkere Logik
als die Aussagenlogik benötigt [51]. Die Prädikatenlogik ist der Teil von Logik, der
die Eigenschaften solcher Relationen und Operationen einer logischen Analyse un-
terzieht. Dafür sind außer logischen Symbolen auch Variablen für die Individuen
des betreffenden Bereiches nötig, sowie Symbole für die eingesetzten Relationen und
Operationen [194]. Die folgenden Grundlagen der Prädikatenlogik sind [51], [95],
[116], [194], [212] und [218] entnommen.
18Siehe Tabelle 5.4 in [51] S. 334.
19Diese Verknüpfungen entsprechen Operationen der BOOLEschen Algebra.
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Prädikate: Betrachtete Objekte (oder Elemente) seien zu einem Individualbereich X
zusammengefasst. Dabei wird X als Menge dieser Objekte betrachtet. Eigenschaften
dieser Objekte werden als Prädikate bezeichnet 20. Ein n-stelliges Prädikat über dem
Individualbereich X ist eine Abbildung P : Xn ⇒ {F, W}, die jedem n-Tupel von
Individuen einen Wahrheitswert zuordnet [51]. 2-stellige Prädikate spezifizieren den
Zusammenhang oder die Relation zwischen zwei Elementen eines Individualberei-
ches (z.B. A ∨ B). 1-stellige Prädikate spezifizieren eine Eigenschaft eines Elements
(z.B. ¬A).
Quantoren: Charakteristisch für Prädikatenlogik ist die Verwendung von Quanto-
ren. Dabei erweitert die Prädikatenlogik erster Stufe die Aussagenlogik um den All-
quantor ∀ und den Existenzquantor ∃. Ist P ein 1-stelliges Prädikat so wird die Aus-
sage »Für jedes x aus X gilt P(x)« mit ∀xP(x) und die Aussage »Es gibt ein x aus X
für das P(x) gilt« mit ∃xP(x) bezeichnet.
Ausdrücke: 21: Ausdrücke des Prädikatenkalküls sind induktiv definiert:
• Sind x1, ..., xn Individuenvariable und P eine n-stellige Prädikatenvariable, so
ist P(x1, ..., xn) ein Ausdruck.
• Sind A und B Ausdrücke, so sind es auch (¬A), (A ∧ B), (A ∨ B), (A ⇒ B),
(A⇔ B), (∀xA) und (∃xA).
Damit ist die Aussagenlogik ein Teil der Prädikatenlogik.
In [218] werden Terme als grundlegender Bestandteil prädikatenlogischer Formeln
beschrieben und entsprechen Ausdrücken in [51]. Diese sind als abstrakte Beschrei-
bungen von Objekten der realen Welt mit Hilfe von Variablen und Funktionen zu
verstehen.
Beispiele für prädikatenlogische Ausdrücke (Terme) sind nach [95]:
• ∃x see(x, princess) “Es existiert jemand, der die Prinzessin sieht ”
• ∀x see(x, princess) “Alle sehen die Prinzessin ”
Funktion: Eine Funktion ist ein Mapping von Elementen einer bestimmten Menge
zu einem bestimmten Element einer anderen Menge [95]. Betrachtet man den prädi-
katenlogischen Ausdruck (bezeichnet als Formel in [218]) » f ather(princess) = king«,
so wird darin der Term f ather(princess), der seinerseits aus dem Prädikat f ather()
und dem Term (bezeichnet als Variable in [95]) princess besteht, auf den Term king
gemappt.
Regel: Mit Prädikaten, Funktionen und logischen Operatoren und Quantoren kön-
nen Regeln spezifiziert werden, beispielsweise
in(princess, palace) ∧ in(king, garden)⇒ ¬see(king, princess) [95].
20Dabei adressieren Prädikate nicht nur Eigenschaften dedizierter Objekte im Sinne von Attributen,
sondern auch Eigenschaften im Sinne von Relationen, die zwischen Objekten bestehen.
21Zur Terminologie der Begriffe Aussage und Ausdruck. Eine Aussage ist die gedankliche Widerspie-
gelung eines Sachverhaltes in Form eines Satzes einer natürlichen oder künstlichen Sprache. Durch
Verknüpfungen entstehen aus Aussagen (Aussagenvariablen) Ausdrücke (siehe [51] S. 283).
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Interpretation: Eine Interpretation eines Ausdrucks der Prädikatenlogik besteht aus
• einer Menge (Individualbereich) und
• einer Zuordnung, die jeder n-stelligen Prädikatenvariablen ein n-stelliges Prä-
dikat zuweist.
Die Interpretation einer geschlossenen Formel liefert somit eine Aussage. Enthält ein
Ausdruck der Prädikatenlogik freie Variablen, so repräsentiert eine Interpretation
dieses Ausdrucks eine Relation im Individualbereich. In [162] werden mit Interpreta-
tion Verknüpfungsgebilde benannt, die durch Abstraktion auf ein bestimmtes Axio-
mensystem zurückgeführt werden können. In [116] wird der Begriff der Interpre-
tation etwas weiter gefasst. Dies basiert auf der Grundidee Aussagen (als syntakti-
sche Aussagen einer Logik) gegenüber Interpretationen ins Verhältnis zu setzen. Dabei
stellt man sich Interpretationen als denkbare »Realitäten«, »Welten« oder »Ausprä-
gungen von Realitäten« vor. Es sind Kriterien von Interesse, anhand derer entschie-
den werden kann ob eine konkrete Interpretation I eine konkrete Aussage s ∈ S
erfüllt. Hier schreibt man I sei Modell von s, also I |= s. Daraus wird die Folgerungs-
relation abgeleitet: Eine Aussage s ∈ S folgt aus einer Menge von Aussagen S ⊆ S
(also: S |= s) genau dann, wenn jede Interpretation I, die jede Aussage s′ aus S erfüllt
(also: I |= s′ für alle s′ ∈ S), auch Modell von s ist (I |= s).
Dies kann als Folgerung von implizitem Wissen, bzw. der Erfüllung von hinreichen-
den Bedingungen betrachtet werden. Auf diesen Punkt wird in Kapitel 10 genauer
eingegangen.
Prädikatenlogik erster Stufe: Verglichen mit der Aussagenlogik (siehe Kapitel 2.3.1)
ermöglicht die Prädikatenlogik erster Stufe einen feingranulareren Ansatz in Bezug
auf die Beschreibung und logische Schlussfolgerung von Aussagenteilen [212]. Man
unterscheidet zwischen Prädikatenlogik erster Stufe und Prädikatenlogiken höherer
Stufen. Prädikatenlogiken höherer Stufen wie Modallogik, Fuzzy-Logik oder Neu-
ronale Netze können alle mit den Mitteln der Prädikatenlogik erster Stufe definiert
werden [95] 22. Im Gegensatz zu Prädikatenlogiken höherer Stufe sind die Quanti-
fizierungsmöglichkeiten bei der Prädikatenlogik erster Stufe beschränkt [194] [212].
Damit sind Ausdrücke der Prädikatenlogik erster Stufe entscheidbar, was für Aus-
drücke von Prädikatenlogik höherer Stufe nicht mehr gelten muss.
2.3.4 Kategorien und Konzepte
Die bisherigen Ausführungen bezogen sich überwiegend auf mathematische Grund-
lagen. Die betrachteten Sprachen zur Beschreibung von Logik werden für die Dar-
stellung von Zusammenhängen zwischen konkreten sowie abstrakten Dingen ange-
wendet.
22Sowa [212] über die Prädikatenlogik erster Stufe: »It can be used as metalanguage for defining other
kinds of logic, and even more: First-order logic has enough expressive power to define all of mathematics,
every digital computer that has ever been build, and the semantics of every version of logic, including itself «.
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Da der dargestellte Inhalt auf einer Logik basiert, also aus einer Menge von Aus-
drücken und einer Schlussfolgerungsrelation (vgl. Kapitel 2.3), kann daraus implizi-
tes Wissen gefolgert werden. Es ist eine große Motivation der Wissensmodellierung
Wissen darzustellen und auf Wissen, welches implizit in dieser Darstellung vorhan-
den ist, zu schließen.
Das Semiotische Dreieck [175] 23 verdeutlicht das Dilemma, welches entsteht, wenn
Sprache eingesetzt wird um Dinge zu beschreiben und ihnen Bedeutung zu geben
(siehe Abbildung 2.2). Es gibt einen Unterschied zwischen einem Ding, Objekt oder
Konzept, dem Symbol, Namen oder Identifikator der dafür verwendet wird und der





Abbildung 2.2: Semiotisches Dreieck nach [218]
Um die Klarheit von Formulierungen und Aussagen zu erhöhen, gilt es Begrifflich-
keiten einzuführen und gegeneinander abzugrenzen. Hier ist der Terminus Kategorie
zu nennen, der vergleichbar zu den Termini Klasse aus der Softwaretechnik, Konzept
aus dem Ontology-Engineering oder Begriff aus der Linguistik zu verstehen ist.
Ein Konzept fasst die Erwartungen zusammen, die ein Betrachter mit Objekten ver-
bindet, welche diesem Konzept zugeordnet werden. Der Begriff Objekt bezieht sich
dabei auf Dinge der realen Welt, während ein Konzept ein fiktives Konstrukt bezeich-
net. Eng verwandt mit Konzepten sind Kategoriesysteme. Diese ordnen Objekte auf-
grund ihrer Eigenschaften in unterschiedliche Kategorien ein. Dabei kann eine hier-
archische Struktur von Kategorien entstehen. Bei Kategorisierung unterscheidet man
zwischen extensionaler Beschreibung, bei welcher die Kategorie durch die Menge der
Objekte beschrieben wird, welche zur Kategorie gehören, und der intensionalen Be-
schreibung, bei welcher die Eigenschaften beschrieben werden, welche allen Objekten
gemeinsam sind, die zur Kategorie gehören.
23Mit Semiotik wird die Lehre von Zeichen und ihrer Bedeutung beschrieben.
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Im Rahmen dieser Arbeit wird eine Anzahl an Begriffen benötigt, deren Unterschei-
dung sich nicht zwangsläufig aus den Adressaten ergibt, sondern vielmehr aus den
Perspektiven oder den Hintergründen vor welchen sie betrachtet werden. Die im
Rahmen dieser Arbeit verwendeten Termini sind:
• Ding: Bezeichnung einer Sache unabhängig ob sie etwas Reales oder Fiktives,
Konkretes oder Abstraktes, Spezielles oder Generelles beschreibt.
• Element: Begriff für ein fiktives Ding in Zusammenhang mit mengentheoreti-
schen Betrachtungen. Mengen enthalten immer Elemente. Jedes Element kann
seinerseits Konzepte erfüllen.
• Menge: Dieser Begriff wird als Zusammenfassung von Elementen 24 verstan-
den.
• Objekt: Bezieht sich immer auf ein Ding aus der realen Welt bzw. ein direktes
Modell davon 25.
• Klasse: Intensionale Beschreibung einer Kategorie im Bereich des Model Dri-
ven Engineering. Eine Klasse kann auf den Ebenen M1, M2 und M3 nach [140]
beschrieben sein (s. Kapitel 2.9.2).
• Instanz: Dieser Begriff bezieht sich ebenfalls auf den Bereich des Model Driven
Engineering (s. Kapitel 2.9.2) und drückt eine Ableitung von oben nach unten
aus (Top Down). Eine Instanz ist ein erschaffenes reales oder fiktives Ding, wel-
ches die intensional beschriebenen Eigenschaften einer Klasse erfüllt. Man sagt
auch “Instanz der Klasse K ”um die Ableitung zu verdeutlichen. Eine Instanz
einer Klasse kann dabei Klasse einer anderen Instanz sein.
• Konzept: Wird synonym für die intensionale Beschreibung von Eigenschaften
sowie für die Menge von Elementen, welche diesen Eigenschaften genügen,
verwendet. Im Gegensatz zum Begriff »Klasse« wird »Konzept« verwendet um
eine Zuordnung von unten nach oben (Bottom Up) auszudrücken. Durch diesen
Zusammenhang beschreibt jedes Konzept auch eine Menge und damit deren
Elemente.
• Individuum: Dinge, die einem oder mehreren Konzepten zugeordnet sind oder
sich im Begriff befinden einem oder mehreren Konzepten zugeordnet zu wer-
den. Wird ein Konzept als eine Menge verstanden, so entsprechen Individuen
den Elementen.
• Relation: Beschreibt eine Beziehung zwischen Dingen. Dabei ist eine Relation
selbst ein Ding. Relationen werden als 2-stellige Prädikate verstanden 26.
24In Kapitel 2.1.1 ist von Objekten die Rede, dieser Begriff ist allerdings hier schon vorbelegt.
25Nach [18] können Benutzerobjekte als Modellrepräsentationen von realen Objekten auf M1 Ebene
(Metapyramide nach [140]) betrachtet werden




Mit Beschreibungslogiken wird eine Familie von Sprachen bezeichnet, mit welcher
das Wissen einer Domäne dargestellt werden kann. Die Domäne wird dabei durch
Konzeptbeschreibungen beschrieben. Beschreibungslogiken verfügen im Vergleich
zu ihren Vorgängern, wie beispielsweise Semantischen Netzen [211], über formale,
logikbasierte Notationen. Beschreibungslogiken beschränken üblicherweise die Ver-
wendung von Prädikaten auf einstellige und zweistellige Prädikate. Damit stellen
Beschreibungslogiken eine Untermenge der Prädikatenlogik erster Stufe dar. Im Ver-
gleich zu diesen verwenden Beschreibungslogiken eine andere Syntax und eine an-
dere Semantik, die sich mehr an der Darstellung von Ontologien 27 orientiert [218].
Zur Darstellung von Zusammenhängen werden häufig Tripel verwendet. Das mitt-
lere Element des Tripels beschreibt ein Prädikat, das sich auf die beiden äußeren Ele-
mente bezieht, bzw. diese in Relation setzt. Gängig sind Object-Attribute-Value Tripel
(O-A-V), mit welchen Werte konkreten Objekten zugeordnet werden können. Ein
Beispiel eines O-A-V Tripels wäre »Ball-hatFarbe-gelb« [95].
Abstrakter sind Subjekt-Prädikat-Objekt Tripel (S-P-O). Ein S-P-O Tripel beschreibt einen
Zusammenhang oder eine Relation, die durch das Prädikat zwischen einem Subjekt
und einem Objekt besteht.
Ein Beispiel eines S-P-O Tripels ist »Funktion-wirdAusgeführtAuf-Prozessor«. Subjekte
und Objekte beziehen sich je nach Anwendung oder Sprache häufig auf Dinge [98]
bzw. Ressourcen [151]. Beschreibungslogiken wurden in der Erstellung verschiede-
ner Web Ontologie Sprachen verwendet.
In Beschreibungslogiken werden zwei Mengen, sog. »Boxen« von Dingen unterschie-
den. Die T-Box beschreibt Konzepte, Klassen und terminologisches Wissen, die A-Box
beschreibt konkrete Objekte 28. Ein System, das auf einer Wissensbasis aufbaut, die
als T-Box-A-Box-Paar strukturiert ist, kann Schlussfolgerungen über Terminologie
und Aussagen treffen [95].
Es seinen A und B Ausdrücke. Dann sind Kombinationen von A und B unter Ver-
wendung der von Beschreibungslogiken unterstützen Operatoren ebenfalls Ausdrücke:
• Konjunktion (A u B) beschreibt die Menge aller Element die Konzept A genü-
gen und ebenfalls Konzept B.
• Disjunktion (At B) beschreibt die Menge aller Elemente, die Konzept A genü-
gen oder Konzept B.
• Negation (¬A) beschreibt die Menge aller Elemente, die nicht Konzept A ge-
nügen.
27Ontologien sind ein Teilgebiet der Informatik das sich mit der meist sprachlich gefassten und formal
geordneten Darstellung einer Menge von Begrifflichkeiten und der zwischen ihnen bestehenden
Beziehungen in einem bestimmten Gegenstandsbereich kümmert. Ontologien beschreiben nach
[102] eine »... explizite formale Spezifikation einer Konzeptualisierung.« (s. Kapitel 10).
28Dabei steht »T« für Terminological und »A« für Assertional.
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• Existenzrestriktion (∃xi A) stellt die Forderung auf, dass es eine Relation zu
einem anderen Element gibt. ∃xi A beschreibt die Menge aller Elemente, welche
die Relation xi zum Element A haben.
• Typrestriktion (∀xi A) stellt die Forderung auf, dass alle Elemente, die eine be-
stimmte Relation zum beschriebenen Element haben, einem bestimmten Kon-
zept genügen müssen (falls die Menge möglicher Elemente nicht ∅ ist). ∀xi A
beschreibt alle Elemente, welche die Relation xi nur zu Elementen vom Typ A
haben.
• Kardinalitätsrestriktion (z.B. ≥ 5xi A) beschreibt die Menge von Elementen,
die mindestens 5 Relationen vom Typ xi zu Elementen vom Typ A haben.
Die genannten Ausdrücke lassen sich verwenden um bestimmte Mengen von Ele-
menten zu beschreiben. Sollen Konzepte genauer beschrieben werden, so ist es erfor-
derlich eine Verbindung zwischen Konzeptnamen und der entsprechenden Definiti-
on herzustellen. Dies geschieht durch folgende Axiome:
• Subsumption (A v B) bedeutet, dass die Menge von Objekten, welche durch
das Konzept A beschrieben wird, eine Untermenge der Menge von Objekten
darstellt, welche durch das Konzept B beschrieben werden. Dies entspricht der
Vererbungsrelation im Paradigma der Objektorientierung.
• Äquivalenz (A ≡ B) bedeutet, dass die Konzepte A und B die gleiche Menge
von Elementen beschreibt. Dies entspricht dem Ausdruck (A v B) u (B v A).
• domain und range Restriktion: Legen die Typen von Elementen fest, die in ei-
ner Relation auftreten dürfen:
– ∃r v C entspricht domain Restriktion der Relation r auf Elemente vom
Typ C.
– > v ∀r.C 29 entspricht der range Restriktion, da das Axiom ausdrückt,
dass der Ausdruck ∀r.C für alle Elemente, die ja durch > dargestellt wer-
den, gilt 30.
2.4 Vorgehensmodelle
Die Entwicklung von umfassenden Systemen wie Industrieanlagen, Fahrzeugen, Flug-
zeugen, Schiffen oder Kraftwerken ist eine herausfordernde Aufgabe. Neben der
Vielfalt zu bewältigender Einzelaufgaben gilt es Ressourcen für die Umsetzung ein-
zuplanen, sowie auf eine Abnahme des Systems hinzuarbeiten. Das Gesamtsystem
ist üblicherweise so komplex, dass es nicht möglich ist, Systemdetails, Systemüber-
sicht und Entwicklungsübersicht gemeinsam sowie durch eine Rolle zu betrachten.
29Ausdrücke der Form r.C bedeutet, dass sich eine Relation r auf ein Konzept C bezieht.
f riends.Elephant beschreibt die Menge aller Elemente, die mit einem Element, das dem Konzept
Elephant genügt, in der Relation f riend stehen.
30Durch > wird die Menge aller Elemente, durch ⊥ die leere Menge repräsentiert.
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Dies macht eine Unterteilung des Gesamtsystems in Teilsysteme, eine Aufteilung der
Entwicklung in Entwicklungsphasen sowie eine gemeinsamen Bearbeitung der Ent-
wicklung in einem Team mit verteilten Rollen erforderlich. Daraus entsteht die Not-
wendigkeit von Schnittstellen zwischen den einzelnen Teilen, Rollen und Phasen. Die
Softwaretechnik hat historisch eine Vorreiterrolle in der Formalisierung der Entwick-
lung großer Systeme. Die Grundlagen für die Vorgehensweise bei der Entwicklung
von Softwareprodukten wurde in von Benington [39] gelegt. Heute existieren etliche
Weiterentwicklungen und Interpretationen von Entwicklungs- und Vorgehensmo-
dellen für verschiedene Domänen, Sichtweisen und Systemausprägungen.
Ein Prozessmodell, auch Vorgehensmodell genannt, legt fest, welche Aktivitäten in
welcher Reihenfolge von welchen Personen erledigt werden, welche Ergebnisse da-
bei entstehen und wie diese in der Qualitätssicherung überprüft werden [32].
In Vorgehensmodellen wird der Zustand oder Status eines Systems häufig von der
Wiege bis zur Bare modellhaft dargestellt. Dabei muss das System nicht in jedem be-
schriebenen Zustand real sein. Jede Systementwicklung, und damit auch jedes Sys-
tem beginnt mit einer mehr oder weniger konkreten Idee, die ihrerseits einen Zu-
stand des Systems darstellt. Abhängig von Art und Komplexität von Systemen sowie
dem Umfeld in dem sie entwickelt oder eingesetzt werden, unterscheidet sich der
Fokus von Lebenszyklusmodellen sowie die betrachtete Abdeckung von Systemzu-
ständen. Der Beginn jedes Lebenszyklusmodells ist eine Art von Anforderungsana-
lyse (engl. Requirements Engineering [200]). Der letzte betrachtete Zustand variiert
zwischen Systemfertigstellung über Auslieferung, bis zur Entsorgung. Im Folgenden
werden einige Lebenszyklusmodelle vorgestellt.
Hunger beschreibt in [121] eine ausführliche Anforderungsanalyse. Das darin vorge-
stellte Modell bezieht sich auf die Entwicklung militärischer Systeme und beschreibt
mit den Phasen Sortie Mission und Life Mission eine differenzierte und umfassen-
de Analyse von möglichen Einsatzszenarien des zu entwickelnden Systems sowie
der Analyse möglicher Systemzustände. Die Betrachtungen dieses Vorgehensmo-
dells schließen mit der Entwicklungsspezifikation sowie der Beschreibung von Re-
views während der folgenden Umsetzung.
Das Spiralmodell [46] nach Boehm detailliert vor allem die Konzept- und Spezifika-
tionsphasen einer Entwicklung. Sein Vorschlag geht dahin, in jedem Detaillierungs-
grad der Entwicklung eine Risikoanalyse 31 sowie ein Prototyping durchzuführen,
sowie durch Simulation oder Modellierung das Design und die Spezifikation zu ver-
feinern und zu dokumentieren. Das Spiralmodell geht davon aus, dass die Durchfüh-
rung der Entwicklung aus mehreren gleichartigen Phasen besteht. Wobei sich diese
vor allem in den kumulativen Kosten jeder Phase unterscheiden [34]. Dabei werden
für jedes Teilprodukt und für jede Detaillierungsgrad vier zyklische Schritte durch-
laufen. Diese sind: Festlegung der Ziele und Beurteilung von Alternativen, Risiko-
analyse, Entwicklung und Test sowie Planung des nächsten Zyklus.




Die meisten Vorgehensmodelle basieren in irgendeiner Weise auf den Ideen, die Roy-
ce 1970 im sog. Wasserfallmodell beschrieb [198]. Darin wird ein flussorientierter Ab-
lauf von Entwicklungsphasen angenommen. Am Ende jeder Phase existierten eine
oder mehrere Dokumente, welche die Arbeitsprodukte der abgeschlossenen Phase
beinhalten. Diese dienen folgenden Phasen als Eingangsdaten. Ausgangspunkt des
Vorgehensmodells ist die Erkenntnis, dass jede Entwicklung von Softwareproduk-
ten aus Analyse und Umsetzung (Coding) besteht. Diese werden detailliert in die
Entwicklungsphasen (engl. Implementation Steps nach [198]):
• Systemanforderungen
• Softwareanforderungen
• Vorläufiges Programm Design (engl. Preliminary Program Design)
• Analyse
• Programm Design
• Umsetzung (engl. Coding)
• Test
• Verwendung (engl. Operations)
Da jede Phase die Arbeitsergebnisse der vorangehenden Phase detailliert, bzw. die
in einer Phase erarbeiteten Ergebnisse einer nachfolgenden Phase als Eingangsda-
ten dienen, gibt es Iterationen zwischen benachbarten Phasen. Durch die Tatsache,
dass erst der Test am Ende der Entwicklung über die Bereitstellung der geforderten
Funktionalität Aufschluss gibt, muss damit gerechnet werden, dass Testergebnisse
iterativ Einfluss auf das Programm Design oder gar die Softwareanforderungen neh-
men. Dieser Möglichkeit soll die Phase Vorläufiges Programmdesign entgegenwirken.
Darin gilt es die technische Realisierbarkeit nachzuweisen 32. Im Wasserfallmodell
wird ebenfalls die Idee des Rapid System Prototyping vorgestellt. Dabei soll basierend
auf dem vorläufigen Programm Design durch Simulation gezeigt werden, dass das
Endprodukt funktioniert. Dabei werden alle Folgephasen des Vorgehensmodells in
einer Art Miniaturisierung zur Anwendung gebracht. Dies resultiert in nützlichen
Informationen für den Durchführung der entsprechenden Phasen der eigentlichen
Entwicklung.
Des Weiteren geht das Wasserfallmodell auf Planung des Testprozesses, Durchfüh-
rung und Management des Testens, sowie Reviews in dedizierten Phasen der Ent-
wicklung ein. Abbildung 2.3 stellt die Inhalte des Wasserfallmodells sowie dessen
flussbasierten Ablauf dar.
32Bestimmung von Speicherbedarf, Ausführungsdauer, Synchronisation von Prozessen, etc.
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Das V-Modell ist heute bei der Entwicklung eingebetteter Systeme einer der am häu-
figsten eingesetzten Referenzprozesse [202]. Das V-Modell legt Aktivitäten und Pro-
dukte des Entwicklungs- und Pflegeprozesses fest. Es wurde ursprünglich für die
Entwicklung eingebetteter Systeme entwickelt, wobei Software immer als ein Be-
standteil eines informationstechnischen Systems (IT-System) angesehen wird [33].
Das V-Modell ist eine Entwicklungsstandard aus der IT-Branche, der aus dem Was-
serfallmodel weiterentwickelt wurde. Die erste Version des V-Modells lag 1992 vor.
1997 wurde die Weiterentwicklung, das V-Modell 97 vorgestellt, 2005 das V-Modell
XT 33 veröffentlicht. Aktuell ist das V-Modell XT (s. Kapitel 2.4.3) als Entwicklungs-
standard für IT-Systeme des Bundes für die Planung und Durchführung von IT Pro-
jekten verbindlich vorgeschrieben [128]. Die in diesem Kapitel dargestellten Grund-
lagen beziehen sich auf das V-Modell 97 [126].
Das V-Modell ist eine Weiterentwicklung des Wasserfallmodells. Es integriert die
Qualitätssicherung in das Wasserfallmodell [33]. Das V-Modell besteht aus den fol-






Abbildung ?? stellt das Zusammenspiel der Submodelle des V-Modell 97 dar 34 [126].
Die Schritte des Submodells Systemerstellung (SE) werden in Form eines »V« dar-
gestellt (s. Abbildung 2.5). Die oberen Enden der beiden Schenkel des »V« bilden
die Hauptaktivitäten Systemanforderungsanalyse (SE1) und Überleitung in die Nutzung
(SE9), die in der Hauptaktivität Softwareimplementierung (SE6) zusammenlaufen. Die-
se Repräsentation entspricht dem Einführen eines Knicks in der Entwicklungsphase
“Coding ”des Wasserfallmodells.




• Grobentwurf von Software und Hardware (SE4),
• Feinentwurf von Software und Hardware (SE5),
• Implementierung von Software und Hardware (SE6),
• Integration von Software und Hardware (SE7),





Abbildung 2.4: Zusammenspiel der Submodelle nach [126]
• Systemintegration (SE8) und
• Überleitung in die Nutzung (SE9),
die ihrerseits in Aktivitäten verfeinert sind. Zwischen den Hauptaktivitäten werden
Dokumente und Materialien beschrieben, welche Arbeitsergebnisse/Arbeitsproduk-
te der vorangehenden Hauptaktivität sind oder den nachfolgenden Hauptaktivitäten
als Eingangsdaten dienen.
Hierbei haben Tests einen besonderen Stellenwert. Man unterscheidet mit steigender
Abstraktion die Typen Modultest, Integrationstest, Systemtest und Abnahmetest, wobei
die ersten drei dem Bereich der Verifikation zugeordnet werden, während der letztge-
nannte dem Bereich der Validierung zugeordnet wird 35. Der Detaillierungsgrad des
Systems, welches durch einen Typ von Tests überprüft wird, entspricht im V-Modell
dem Detaillierungsgrad der Systemspezifikation auf gleicher Höhe des gegenüber-
liegenden Schenkels der »V« Darstellung. Dabei wird gegen die Arbeitsprodukte
(Spezifikationen) getestet, die in der gegenüberliegenden Hauptaktivität erarbeitet
wurden.
Im V-Modell wird die Entwicklung von Systemen mit Software- und Hardwareantei-
len betrachtet. Hauptaktivitäten mit einem hohen Abstraktionsgrad führen eine ge-
meinschaftliche Betrachtung auf einem System durch. Zwischen SE3 und SE8 können
die Entwicklungen von Software und Hardware als nebenläufig betrachtet werden.
35Unter Verifikation wird die Überprüfung der Übereinstimmung zwischen einem Softwareprodukt
und seiner Spezifikation, unter Validation (bzw. Validierung) die Eignung bzw. der Wert eines Pro-




Abbildung 2.5: Submodell SE nach [126]
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Abbildung 2.5 stellt die Hauptaktivitäten des Submodell SE, Arbeitsprodukte, sowie
Relationen zwischen Hauptaktivitäten im Sinne von Prüfungen/Tests sowie Relatio-
nen zwischen Hauptaktivitäten und Arbeitsprodukten dar 36 [126].
2.4.3 V-Modell XT
Das V-Modell XT [127] stellt eine Weiterentwicklung des V-Modell 97 dar und adres-
siert Erkenntnisse und Erfahrungen die im Laufe von dessen Einsatzes gewonnen
wurden. Das V-Modell XT ist ein Referenzmodell für den Prozess eines Softwareent-
wicklungsprojektes, ein Katalog zur Konfiguration projektspezifischer Vorgehens-
modelle sowie ein Vorgehensmodell für Vorgehensmodelle. Der Fokus liegt dabei
auf der universellen Einsatzmöglichkeit [117]. Vielfältige Typen von Projekten, de-
ren Aufgabenstellungen, beteiligte Rollen, geforderte Dokumentationen und zeitli-
che Organisation machten ein einheitliches Regelwerk sowie eine angepasste No-
menklatur erforderlich. Das V-Modell XT führt sog. Vorgehensbausteine ein um das
Vorgehensmodell auf spezifische Projektausrichtungen anpassen zu können.
Das V-Modell XT setzt sich aus den Grundkonzepten Projekttypen, Vorgehensbaustei-
ne, Projektdurchführungsstrategien und Entscheidungspunkten zusammen, die in einem
Projekt zusammenspielen. Es werden die Projekttypen Systementwicklungsprojekt ei-
nes Auftraggebers, Systementwicklungsprojekt eines Auftragsnehmers sowie Einführung
und Pflege eines organisationsspezifischen Vorgehensmodells unterschieden. Durch den
angewendeten Projekttyp werden Vorgehensbausteine ausgewählt, die als Kern im-
mer die Bausteine Projektmanagement, Qualitätssicherung, Konfigurationsmanagement
sowie Problem- und Änderungsmanagement beinhalten 37. Ebenso werden durch den
Projekttyp die Projektdurchführungsstrategien ausgewählt, welche sich auf den in-
haltlichen und zeitlichen Ablauf des Projektes beziehen und eine zuverlässige Pla-
nung und Steuerung ermöglichen. Eine Projektdurchführungsstrategie ist dabei ei-
ne zeitlich geordnete Folge von Entscheidungspunkten zur Ablaufgestaltung eines
Projektes. Entscheidungspunkte stellen Meilensteine im Projekt dar, an welchen der
aktuelle Stand des Projektes evaluiert wird. An deren graphischer Darstellung lassen
sich am besten die Parallelen zwischen V-Modell XT und Submodell SE des V-Modell
97 erkennen (s. Abbildung 2.6).
Aus Gründen der Übersichtlichkeit und der grafischen Darstellung wird im Rahmen
dieser Arbeit stets auf das V-Modell 97 verwiesen.
36Entnommen aus EStdIT-VModell-Regelung-4SE.DOC der Spezifikation des V-Modell 97.
37Eine sog. Landkarte der Vorgehensbausteine ist in [117] Seite 10 dargestellt.
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Abbildung 2.6: Entscheidungspunkte im V-Modell XT nach [127]
2.5 Sicherheit
Sicherheit bezeichnet das Nichtvorhandensein einer Gefahr für Menschen oder Sach-
werte. Unter Gefahr ist ein Zustand zu verstehen, in dem (unter anzunehmenden
Betriebsbedingungen) ein Schaden zwangsläufig oder zufällig entstehen kann, ohne
dass ausreichende Gegenmaßnahmen gewährleistet sind [80]. Der Begriff »Sicherheit«
stellt in der deutschen Sprache ein Homonym 38 dar, mit dem Angriffssicherheit und
Betriebssicherheit bezeichnet werden.
Es ist üblich gemeinsam mit Sicherheit auch eine Aussage darüber zu geben auf
was sie sich bezieht, bzw. wovor die betrachtete Sache oder der betrachtete Sach-
verhalt sicher ist. [170] bezeichnet Sicherheit als die Wahrscheinlichkeit, mit der eine
Betrachtungseinheit während einer bestimmten Zeit keiner Gefahr ausgesetzt ist. Da-
mit ist eine mathematische Betrachtungsweise von Sicherheit hergestellt. Gefahr und
Sicherheit können als komplementär zueinander betrachtet werden (Sicherheit =
1− Ge f ahr) [155]. Zur greifbareren Definition wird der Begriff des Risikos mit ein-
bezogen. Die Definitionen von Sicherheit in [68], [70], [136] 39, [137], [131] und [139]
sind sich sehr ähnlich. Sie beschreiben Sicherheit im Sinne von Betriebssicherheit als
eine Sachlage oder einen Zustand, in dem das Risiko (eines Schadens/eines Perso-
nenschadens) nicht größer ist als das Grenzrisiko 40.
Während sich Betriebssicherheit (engl. Safety) auf eine Schutz einer Umgebung vor
einer Sache bezieht, so adressiert Angriffssicherheit (engl. Security) den Schutz einer
Sache vor der Umgebung. Im weiteren Verlauf dieser Arbeit wird Sicherheit immer
im Sinne von Betriebssicherheit verwendet und alternativ zum Begriff Safety einge-
setzt. Im folgende werden Begriffe im Umgang mit Sicherheit definiert und erklärt.
38Homonym bezeichnet ein Wort, das für verschiedene Begriffe oder unterschiedliche Einzeldinge
steht. Homonym kann als Antonym (Gegenteil) zu Synonym betrachtet werden.
39DIN 0801 wurde ersetzt durch ISO 9000.
40Alternativ zum Begriff »Grenzrisiko« wird auch »nicht annehmbarer Wert«, »unangemessen«, »un-




Mit Risiko wird die zu erwartende Häufigkeit des Eintritts eines zu Schaden führen-
den Ereignisses in Kombination mit dem beim Ereigniseintritt zu erwartenden Scha-
densausmaß beschrieben 41 [155]. Mathematisch gesehen ist das Risiko R ein Paar
aus Ereignishäufigkeit H und Schadensausmaß S, (R = (H, S)) [40]. Ist das Risiko
quantifizierbar und kann im konkreten Fall von einem mittleren Schaden bei Eintritt
des Ereignisses ausgegangen werden, so kann R = H · R als Quantifizierung des Ri-
sikos verwendet werden. Nach [71] setzt sich die Häufigkeit H aus den folgenden
drei Größen zusammen:
• der Aufenthaltsdauer im Gefahrenbereich A,
• der Möglichkeit zur Abwendung der Gefahr G und
• der Wahrscheinlichkeit des Eintritts des unerwünschten Ereignisses W.
Diese Begriffe werden in verschiedenen Methoden zur Fehler-, Gefahren- und Risi-
koanalyse weiter kategorisiert um detailliertere Aussagen über Risiken zu erhalten,
die in Bezug auf einen Zustand bestehen. Damit sind auch Risiken unterschiedlicher
Zustände miteinander vergleichbar. Beispiele hierzu sind die Failure Model and Effect
Analyses (FMEA) (s. Kapitel 2.7.2.1) oder die Gefährdungs- und Risiko-Analyse entspre-
chend Teil 3 der ISO 26262 (s. Kapitel 3.1.1.1).
2.5.2 Grenzrisiko
In [40] wird Grenzrisiko definiert, als das größte noch vertretbare Risiko eines be-
stimmten technischen Vorgangs oder Zustands. Das Grenzrisiko legt eine Schwelle
fest, deren Überschreitung nicht mehr vertretbar, tolerierbar oder zumutbar ist. Diese
kann im allgemeinen nicht quantifiziert werden. Sie hängt von der Natur des tech-
nischen Vorgangs, dem Einsatzbereich und Einsatzzweck sowie dem persönlichen
Empfinden der Benutzer bzw. des betroffenen Personenkreises ab. Das Restrisiko
wird meist durch Normen, Standards, Richtlinien oder andere staatliche Maßnah-
men erlassen, die aus Experteneinschätzungen und Erfahrungswerten (welche die
vorherrschende Meinung bilden) resultieren.
2.5.3 Gefahr
Entsprechend Kapitel 2.5 ist Gefahr das Komplement von Sicherheit. Unter Einbezie-
hung des Grenzrisikos wird Gefahr als die Sachlage verstanden, bei der das Risiko
größer als das Grenzrisiko ist.
41Dies entspricht der Definition von »risk« nach [139] und [131] als »... combination of the probability




Ein weiterer Begriff im Zusammenhang mit Sicherheit und Risiko ist die Gefähr-
dung. Nach [131] und [139] ist Gefährdung eine potentielle Schadensquelle. Damit
beschreibt Gefährdung eine Situation, in der tatsächliche oder mögliche Gefahr für
Personen oder die Umwelt eines betrachteten Systems besteht. Dieser Begriff wird in
Sicherheitsanalysen wie beispielsweise der Gefährdungs- und Risiko-Analyse aus Teil 3
der ISO 26262 (s. Kapitel 3.1.1.1) eingesetzt um ausgehend vom möglichen Schaden,
der bei Verwendung eines technischen Systems entstehen kann, eine Sicherheitsklas-
sifizierung dieses Systems im Sinne von Sicherheitsstufen [41] vorzunehmen.
2.5.5 Sicherheitsrelevanz
Sicherheit wird in Bezug auf Systeme in verschiedenen Ausprägungen verwendet.
Neben Angriffssicherheit und Betriebssicherheit sind die Begriffe sicherheitsrelevant,
sicherheitskritisch und sicherheitsbezogen anzutreffen. Diese sind in ihrer Verwendung
nicht immer scharf voneinander zu trennen.
• Sicherheitsbezogen wird in Verbindung mit Systemen verwendet, bei welchen
die statistische Möglichkeit für nicht korrekte Ausführung von Systemfunktion
besteht, wodurch potentielle Schadensquellen (also Gefährdungen) entstehen.
Mit anderen Worten Bauteile oder Systeme, deren Fehlerhaftigkeit oder Ausfall
eine unmittelbare Gefahr für Leib und Leben ihres Umfelds zur Folge haben
kann. Im Rahmen dieser Arbeit wird die Verwendung dieses Begriffs bevor-
zugt.
• Als sicherheitsrelevant werden Systeme bezeichnet, die entweder selbst Gefah-
ren verursachen können, oder aber für die Reduzierung von Risiken eingesetzt
werden. [40] bezieht diesen Begriff nur auf den Aspekt eines Systems Verursa-
cher von Gefahren zu sein.
• Als sicherheitskritisch werden in [206] Systeme beschrieben, bei welchen Ak-
tuatoren von Kontrolleinheiten angesteuert werden. Durch die Tatsache, dass
Aktuatoren die Bedienungen der physikalischen Umgebung verändern kön-
nen, besteht die Möglichkeit der Gefahr für Leib und Leben.
2.6 Zuverlässigkeit und Verfügbarkeit
Technische Systeme bestehen aus Komponenten der realen Welt, welche physikali-
schen Gesetzen unterworfen und Umwelteinflüssen ausgesetzt sind. Diese wirken
sich neben Materialermüdung und Korrosion auch auf Materialreinheit und Ferti-
gungsprozesse aus. Von der idealen Vorstellung allgemeingültiger absoluter Sicher-
heit unter Abwesenheit jeder Gefahr kann somit nicht ausgegangen werden.
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Daraus ergibt sich die Frage nach der Verhältnismäßigkeit von Sicherheit und »Wie
sicher ist sicher genug?«.
Zuverlässigkeit (eng. Reliability) ist nach ISO 8402 [136] sowie nach [43] die Fähigkeit
eines Systems, während einer vorgegebenen Zeitdauer bei zulässigen Betriebsbedin-
gungen ein funktionsgerechtes Verhalten zu erbringen, also korrekt zu arbeiten. Bei
der Betrachtung der Zuverlässigkeit eines Systems ist erforderlich, dass dieses Sys-
tem zu Beginn der Beobachtung korrekt funktioniert. Zuverlässigkeit ist damit die
bedingte Wahrscheinlichkeit, dass ein System im Zeitintervall [t0, t] korrekt funk-
tioniert, falls es zum Zeitpunkt t0 korrekt funktioniert hat [174]. Um dies genauer
betrachten zu können, bedarf es zusätzlich einiger stochastischer Grundlagen. Diese
sind [147] entnommen.
2.6.1 Statistische Grundlagen
Ergebnis und Ereignis: Ein endlicher Ergebnisraum ist eine nichtleere Menge
Ω = x1, ...xn. Die Elemente xi heißen Ergebnisse. Jede Teilmenge A ⊂ Ω wird als
Ereignis, jede einelementige Teilmenge xi ⊂ Ω als Elementarereignis bezeichnet.
Zufallsvariable: Eine Funktion X = X(x) : Ω → R, die jedem Ergebnis x ∈ Ω eine
reelle Zahl zuordnet, heißt Zufallsvariable, falls jedes Intervall (−∞, a] ⊂ R einem
Ergebnis des Ergebnisraumes Ω zugeordnet wird.
Verteilungsfunktion: die Funktion F(x) := P(X ≤ x) der reellen Variablen x heißt
Verteilungsfunktion der Zufallsvariablen X.
Dichte/Dichtefunktion: Eine Zufallsvariable X heißt stetig, wenn eine integrierbare
Funktion f (x) ≥ 0∀x ∈ R existiert, so dass sich die Verteilungsfunktion F(x)∀x ∈ R
in der Form F(x) =
x∫
−∞






f (x)dx = 1. f (x) gibt an, wie die Wahrscheinlichkeitsmasse von 1 über
die x-Achse verteilt ist.
Hauptsatz der Differenzial- und Integralrechnung: Die Verteilungsfunktion F(x)
ist eine Stammfunktion der Dichtefunktion f (x). Damit gilt für die Wahrscheinlich-
keit, dass X einen Wert aus dem Intervall (x1, x2] annimmt: P(x1 < X < x2) =
F(x2) − F(x1) =
x2∫
x1
f (x)dx. Daraus folgt auch, dass die Wahrscheinlichkeit, dass X





f (x)dx = 0.
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Exponentialverteilte Zufallsvariable: Eine stetige Zufallsvariable X genügt der Ex-
ponentialverteilung, falls ein reeller Paremeter λ mit λ > 0 existiert, so dass gilt:
fλ(t) =
{
λe−λt x ≥ 0
0 x < 0
2.6.2 Statistische Beschreibung von Zuverlässigkeit
Die genannten Grundlagen der Stochastik werden nun verwendet um die Zuverläs-
sigkeit eines Systems bzw. einer Einheit zu beschreiben. Die Zufallsvariable X ordnet
in dieser Betrachtung jedem Zeitpunkt t eine Wahrscheinlichkeit zu, die dem Ausfall
der betrachteten Einheit zu diesem Zeitpunkt entspricht. Die x-Achse der Betrach-
tungen aus 2.6.1 wird zur t-Achse. Die Wahrscheinlichkeit, dass eine Einheit genau
zu einem dedizierten Zeitpunkt ausfällt, ist gleich 0. In der Praxis werden daher die
Ausfälle innerhalb von Zeitintervallen betrachtet, wobei die Breite der Zeitintervalle
jeweils der betrachteten Einheit sowie der Erhebung angemessen gewählt ist. Aus
diesen zeit- und wertediskreten Betrachtungen können Formeln abgeleitet werden,
mit welchen sich die Verteilung der Ausfälle über die Zeit kontinuierlich betrachten
lassen. Legt man diese Näherung zugrunde, so beschreibt die Verteilungsfunktion
F(t) die Wahrscheinlichkeit, dass eine Einheit bis zum Zeitpunkt t ausgefallen ist.
Dabei gilt F(t) =
t∫
0
f (t)dt. Vor dem Zeitpunkt t = 0 wird die Einheit nicht betrach-
tet. F(t) ordnet also jedem Zeitpunkt t einen Wert zu, der durch Kumulation aller
Ausfallwahrscheinlichkeiten entsteht, welche durch die Zufallsvariable X den ein-
zelnen Zeitpunkten t zugeordneten sind. F(t) wird auch Kumulative Fehlerfunktion
oder Ausfallwahrscheinlichkeit genannt.
Zuverlässigkeit/Überlebenswahrscheinlichkeit: Zuverlässigkeit oder Überlebens-
wahrscheinlichkeit wird komplementär zur Ausfallwahrscheinlichkeit definiert als
R(t) = 1− F(t). Dieser Wert gibt die Wahrscheinlichkeit an zum Zeitpunkt t eine
funktionierende Einheit anzutreffen, vorausgesetzt, dass dies auch für den Startzeit-






. Die Variable λ wird als Ausfallrate/Fehlerrate bezeichnet. Die Va-
riable ξ dient hier als Platzhalter für Variablen oder Kombinationen von Variablen,
die sich aus verschiedenen betrachteten Verteilungsfunktionen ergeben.
Ausfallrate: Die Ausfallrate λ beschreibt die Ausfälle in einem Zeitintervall dt be-
zogen auf die Anzahl der zum Zeitpunkt t noch intakten Einheiten. Sie ist allge-
mein definiert als das Verhältnis von Ausfalldichte zu Überlebenswahrscheinlichkeit:
λ(t) = f (t)R(t) . Die Ausfallrate λ(t) wird als die bedingte Wahrscheinlichkeit bezeich-
net, mit der eine Einheit, die bis zum Zeitpunkt t korrekt funktioniert (überlebt) hat,
im folgenden Zeitintervall ∆t Ausfällt: λ(t) = lim
∆t→0
P(t1 < t ≤ t1 + ∆t).
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Weibullverteilung: Die Weibullverteilung ist die am häufigsten angewendete Ver-
teilungsfunktion für die Überlebenswahrscheinlichkeit von mechanischen oder elek-
trischen Komponenten. Die Parameter der 3-parametrigen Weibullverteilung sind die
Ausfallsteilheit b, die charakteristische Lebensdauer T und die ausfallfreie Zeit T0.
Damit ergibt sich die Dichtefunktion der Weibullverteilung zu:






)b . F(t) = 1− e−(
t−T0
T−T0
)b ist die Verteilungsfunktion
der Weibullverteilung. Falls T0 = 0 gilt, so spricht man von der 2-parametrigen Wei-




, da R(t) = 1− F(t).
Mit Werten von b < 1 werden Frühausfälle beschrieben, mit Werten von b > 1 Aus-
fälle durch Verschleiß. Für einen Wert von b = 1 reduziert sich die Weibullverteilung
auf die Exponentialverteilung. Dann gilt R(t) = e−λt, wobei λ den Kehrwert der
Lebensdauer darstellt (λ = 1T ).
Hat eine relativ neue Einheit das gleiche zukünftige Fehlerverhalten wie eine Ein-
heit die sich bereits seit einiger Zeit im Betrieb befindet, so kann ihr Ausfallverhalten
durch die Exponentialfunktion beschrieben werden. Das Ausfallverhalten von elek-
trischen Komponenten weist drei typische Bereiche auf. Erhöhte Ausfallraten in frü-
hen Betriebsphasen sowie gegen Ende der Lebenszeit, bedingt durch Verschleiß oder
Ermüdung, sowie einen Bereich mit konstanter Ausfallrate dazwischen. Dieser Ver-
lauf der Ausfallrate kann nach [217] mit der sog. Badewannenkurve modelliert werden.
Sieht man von Frühausfällen und Ausfällen durch Ermüdung ab, so hat die Expo-
nentialverteilung des Ausfallverhaltens für die meisten elektrischen Komponenten
Gültigkeit.
Mittlere Lebensdauer: Mit der Mittleren Lebensdauer (engl. Mean Time to Failure




t · f (t)dt =
∞∫
0
R(t)dt. Wird eine Exponentialverteilung mit konstan-
ter Ausfallrate λ zu Grunde gelegt, so gilt: MTTF =
∞∫
0
e−λ·tdt = 1λ = T. Damit ist
die mittlere Lebensdauer T einer Einheit mit exponentialverteiltem Ausfallverhalten
der Kehrwert der Ausfallrate λ.
Verfügbarkeit: Während die Zuverlässigkeit das Zeitintervall betrachtet, in dem ei-
ne Einheit korrekt funktioniert, bezieht sich Verfügbarkeit auf den zeitlichen Anteil,
in welchem die Einheit zur Benutzung bereit steht. Dabei werden auch die Repa-
raturzeiten berücksichtigt. Die momentane Verfügbarkeit ist definiert als die Wahr-
scheinlichkeit, eine Einheit zu einem vorgegebenen Zeitpunkt t der geforderten An-





Ausfälle von Einheiten entstehen durch Fehler. Die unterschiedlichen Bedeutungen
des Homonyms Fehler lassen sich leicht durch die Nennung der englischen Begriffe
Fault, Error und Failure darstellen. Eine Übersicht der Begriffe kann aus [160] entnom-
men werden:
Fehlerursache: (engl. Fault) ist der Auslöser eines Fehlerzustandes.
Fehlerzustand: (engl. Error) ist ein Systemzustand, der dafür verantwortlich ist, dass
eine Fehlerauswirkung bzw. ein Ausfall auftritt. Die Fehlerursache wird im System
offenbar.
Fehlerauswirkung oder Ausfall: (engl. Failure) Abweichung der erbrachten Leis-
tung von der in der Systemspezifikation geforderten Leistung. Ein Ausfall einer Kom-
ponente kann die Fehlerursache eines übergeordneten Systems sein.
2.6.4 Fehlerursachen
Um Fehler vermeiden zu können ist es wichtig Klarheit darüber zu haben, wie sie
entstehen. In [80] werden Ursachen für Fehler beschrieben:
• Entwurfsfehler führen dazu, dass von vornherein ein fehlerhaftes System kon-
zipiert wird. Dies lässt sich weiter unterteilen in:
– Spezifikationsfehler: Bei der Überführung von Benutzervorgaben in eine
formale oder verbale Spezifikation können sich Unvollständigkeiten, Ab-
weichungen oder Widersprüche ergeben.
– Implementierungsfehler: Die Implementierung/Umsetzung kann beispiels-
weise wegen Flüchtigkeitsfehlern oder Fehlinterpretationen von der Spe-
zifikation abweichen.
– Dokumentationsfehler: Die fehlerhafte Dokumentation einer Implemen-
tierung kann zu unzulässigem Gebrauch oder Wartungsfehlern führen. Da
die Dokumentation Bestandteil eines Systems ist, müssen Abweichungen
zwischen System und Dokumentation in die Fehlerbetrachtung einbezo-
gen werden.
• Herstellungsfehler: Diese können verhindern, dass aus einem korrekten Ent-
wurf ein fehlerfreies Produkt entsteht.
• Betriebsfehler: Diese erzeugen während der Nutzungsphase einen fehlerhaf-
ten Zustand in einem vormals fehlerfreien System. Diese Fehler treten erst nach
der Inbetriebnahme auf und lassen sich weiter untergliedern in:
– Störungsbedingte Fehler: Fehler, die auf äußere Einflüsse zurückzuführen
sind. Diese können während der gesamten Betriebsdauer gleichermaßen
auftreten.
48
2.7 Methoden zur Kategorisierung von Gefährdungen sowie Sicherheitsassessments
– Verschleißfehler: Entstehen mit zunehmender Betriebsdauer. Hierfür ist
die Alterung von Bauelementen verantwortlich.
– Zufällige physikalische Fehler: Physikalisch bedingter Ausfall der Funk-
tion von Hardwarekomponenten.
– Bedienungsfehler: Entstehen durch fehlerhafte Verwendung bzw. Bedie-
nung des Systems
– Wartungsfehler: Diese Art von Fehlern entsteht während Wartungsarbei-
ten, die nicht korrekt ausgeführt werden.
Neben der Fehlerursache ist auch der Fehlerentstehungsort von Bedeutung. Hier
wird nach [80] unterschieden in:
• Hardwarefehler: Umfassen alle Entwurfs-, Herstellungs- und Betriebsfehler,
die in der Hardware des Systems entstehen.
• Softwarefehler: Umfassen alle Fehler, die nicht in physikalischen Komponen-
ten, sondern in Programmteilen entstehen. In der Regel sind Softwarefehler
Entwurfsfehler, in manchen Fällen auch Herstellungsfehler oder Wartungsfeh-
ler.
2.7 Methoden zur Kategorisierung von
Gefährdungen sowie Sicherheitsassessments
Durch die Unterlassung oder die nicht korrekte Ausführung der Systemfunktionen
von sicherheitsbezogenen Systemen können Gefährdungen für die Umgebung des
Systems entstehen. Für die Systementwicklung ist es notwendig diese Gefährdungen
früh zu erkennen um das System im Folgenden so zu entwickeln, dass das mit der
Verwendung oder dem Einsatz des Systems in Verbindung stehende Risiko gering
gehalten wird. In frühen Phasen der Entwicklung werden daher Gefährdungsana-
lysen durchgeführt. Dabei wird untersucht welches die Fehlfunktionen des Systems
sein können und welche Gefährdungen und Auswirkungen diese für das Umfeld des
Systems mit sich bringen. Die gewählte Perspektive ist dabei von der Systemumge-
bung in Richtung des Systems. Ziel der Untersuchung ist es Auflagen und Anforde-
rungen abzuleiten 42, welchen das realisierte System genügen muss. Im Verlauf der
weiteren Entwicklung erhöht sich stufenweise die Granularität des Systemdesigns.
Dabei muss evaluiert werden, ob das im jeweiligen Detaillierungsgrad vorliegende
System in der Lage ist, die gestellten Anforderungen hinsichtlich Sicherheit zu erfül-
len. Die gewählte Perspektive geht hierbei aus dem System heraus in Richtung der
gestellten Anforderungen.
42Diese Anforderungen beziehen sich meist auf die maximale Ausfallrate bzw. Fehlerwahrscheinlich-
keit des Systems sowie auf Prozessschritte und deren Arbeitsergebnisse die während der weiteren
Entwicklung zu durchlaufen bzw. zu erstellen sind.
49
2 Grundlagen
Dabei wird bestimmt zu welchen Fehlern es innerhalb des Systems kommen kann,
und welche Auswirkungen diese auf die Komponenten des Systems oder auf das
System selbst haben können. Hierzu werden qualitative oder quantitative Analysen
angewendet.
Ziel dieser Analysen ist es Aussagen darüber treffen zu können, ob das System den
gestellten Anforderungen genügt. Ist dies nicht der Fall, stellen die Ergebnisse der
Analysen eine Grundlage für die Überarbeitung des Systems dar. Etablierte Metho-
den zur Analyse von Gefährdungen, Risiken, Fehlern, Fehlerfortpflanzung und Feh-
lerauswirkung lassen sich meist nicht eindeutig einer der beiden dargestellten Per-
spektiven zuordnen. Beispielsweise werden bei der Fehlerbaumanalyse (engl. Fault
Tree Analysis (FTA)) (s. Kapitel 2.7.2.2) in einem ersten Schritt unerwünschte Ereig-
nisse identifiziert, die in Verbindung mit dem System auftreten können. Dies ist der
Analyse von Gefährdungen und damit der Perspektive von der Umgebung in Rich-
tung des Systems zuzuordnen. In weiteren Schritten werden systeminterne Fehler
identifiziert und qualitativ oder quantitativ bewertet, die für sich oder in Kombina-
tion zum Auftreten des unerwünschten Ereignisses führen können. Dies wiederum
entspricht der Perspektive vom System in Richtung der gestellten Anforderungen.
Im Folgenden werden einige etablierte und standardisierte Methoden dargestellt, die
zur Analyse und dem Assessment von sicherheitsbezogenen Systemen eingesetzt
werden.
2.7.1 Bestimmung von Sicherheitsanforderungen
In frühen Entwicklungsphasen werden Gefährdungen und Risiken bestimmt, die in
Verbindung mit der Verwendung von Systemen bestehen. Gibt es ernstzunehmende
Gefährdungen, so muss das System dahingehend zu entwickeln, dass diese mög-
lichst vermieden werden, bzw. dass die Wahrscheinlichkeit ihres Auftretens dem
Grad der Gefährdung sowie dem damit verbundenen Risiko angemessen ist. Diese
Angemessenheit wird durch Normen festgelegt. Dabei werden Systeme oder Sys-
temfunktionen in Kategorien eingeordnet. Jede Kategorie bezieht sich auf ein quali-
tativ oder quantitativ festgelegtes Risikointervall und ist direkt verbunden mit An-
forderungen an die Sicherheit des Systems.
Obwohl die Norm DIN V 19250 [71] zurückgezogen wurde, so beschreibt sie doch
eine anschauliche Methode zu Kategorisierung von Systemen, die in ähnlicher Form
auch in anderen Normen und Standards Anwendung findet und daher hier darge-
stellt wird 43.
43Die Normen DIN V 19250 (»Grundlegende Sicherheitsbetrachtungen für MSR-
Schutzeinrichtungen«) und DIN V 19251 (»Leittechnik - MSR-Schutzeinrichtungen - Anfor-
derungen und Maßnahmen zur gesicherten Funktion«) wurden im August 2004 zurückgezogen,
da sie Festlegungen enthielten, die den Festlegungen in den Normen der Reihe DIN EN 61508
entgegenstanden oder zu ihnen redundant waren [222]. Die IEC 61508 wurde 1998 erstmals
veröffentlicht und 2000 überarbeitet. 2001 wurde sie inhaltsgleich als EN 61508 übernommen. In
Deutschland hat sie als deutsche Fassung seit 2002 unter dem Namen DIN EN 61508 und VDE
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Dieser Methode liegt die Betrachtung des Risikos nach Kapitel 2.5.1, als Paar aus
Ereignishäufigkeit H und Schadensausmaß S (R = (H, S)) zugrunde. Die Häufig-
keit H wird weiter unterteilt in Aufenthaltsdauer A, Gefahrenabwendung G und
Wahrscheinlichkeit des unerwünschten Ereignisses W. Die Kategorisierung von Sys-
temen wird anhand des Risikographen vorgenommen, wie er in Abbildung 2.7 dar-
gestellt ist. Durch die Betrachtung der Systeme hinsichtlich der Variablen S, A, G und
W wird nach Tabelle 2.1 eine Einordnung in die Kategorien a...h vorgenommen. Die
Kategorien entsprechen Anforderungsklassen. Je höher der Ordnungswert der An-
forderungsklasse, desto höher ist das mit dem System verbundene Risiko. Dies hat























Abbildung 2.7: Risikograph nach DIN V 19250 [71]
Ähnliche Kategorien werden in der FMEA (engl. Failure Mode and Effect Analysis)
zur qualitativen oder quantitativen Bestimmung der sog. Risikoprioritätszahl ver-
wendet. Diese beziehen sich auf die Bedeutung B, die Auftretenswahrscheinlichkeit
A und die Entdeckungswahrscheinlichkeit E von Fehlern. Die FMEA wird in Kapitel
2.7.2.1 beschrieben. In IEC 61508 44 [131] werden die Anforderungsklassen der DIN V
19250 zu sogenannten Sicherheitsintegritätsleveln (engl. Safety Integrity Level (SIL))
zugeordnet, von SIL 1 bis SIL 4.
0803 [226] Gültigkeit. Ihre Anwendung ist freiwillig.
44IEC 61508 spezifiziert einen Sicherheitslebenszyklus für sicherheitsbezogene elektrische/elektro-
nische/programmierbar elektronische Systeme. Abhängig von der Kategorisierung nach SIL be-
schreibt der Standard Maßnahmen und Anforderungen für die folgende Entwicklung, Betreibung,
Wartung, Reparatur, Außerbetriebnahme und Ausmusterung der betrachteten Systeme. Auf Si-
cherheitslebenszyklen wird in Kapitel 3 eingegangen.
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Schadensausmaß S1 Leichte Verletzung einer Person, kleinere schädliche
Umwelteinflüsse
S2 Schwere irreversible Verletzungen einer oder mehrerer
Personen oder Tod einer Person; vorübergehende,
größere, schädliche Umwelteinflüsse
S3 Tod mehrere Personen; lang andauernde, größere,
schädliche Umwelteinflüsse
S4 Katastrophale Auswirkungen, sehr viele Tote
Aufenthaltsdauer A1 selten bis öfter
A2 häufig bis dauernd
Gefahren- G1 möglich unter bestimmten Bedingungen
abwendung G2 kaum möglich
Eintritts- W1 sehr gering
wahrscheinlich- W2 gering
keit W3 relativ hoch
Tabelle 2.1: Kategorisierung nach DIN V 19250 [71]
Sicherheitsintegrität ist in diesem Zusammenhang als die Wahrscheinlichkeit zu ver-
stehen, mit der ein sicherheitsbezogenes System die geforderten Sicherheitsfunktio-
nen unter allen festgelegten Bedingungen innerhalb eines festgelegten Zeitraumes
entsprechend der geltenden Anforderungen erfüllt. Damit wird das Maß der in Be-
zug auf die Systementwicklung notwendige Risikominimierung quantifiziert. Die
Vorgehensweise bei der Ermittlung des jeweiligen SIL ist dabei nicht vorgeschrie-
ben und kann qualitativ oder quantitativ erfolgen. Tabelle 2.2 45 stellt den Zusam-
menhang zwischen DIN V 19250 und IEC 61508 dar 46. Die mit den einzelnen SIL
verbundenen Anforderungen reichen von der maximalen Fehlerrate bis zur einzu-
setzenden Programmiersprache [40].
2.7.2 Sicherheitsassessments
In Sicherheitsassessments wird der Grad an Sicherheit beurteilt, der sich durch die
Systemauslegung bzw. das Systemdesign ergibt. In Hinblick auf die Tatsache, dass
sich der Detaillierungsgrad von Systemen im Verlauf der Entwicklung ändert, wer-
den angepasste Analysemethoden eingesetzt um qualitative oder quantitative Aus-
sagen bezüglich Ausfallsicherheit oder Risiko zu unterstützen. Die Analysemetho-
den FMEA, FTA und Markov-Ketten sind nicht nur in der Automobilindustrie eta-
bliert. Abbildung 2.8 stellt die Kategorisierung der drei Risikoanalysen dar 47.
45E/E/PE SRS steht für Elektrisches/Elektronisches/Programmierbares Elektronisches Sicherheits-
relevantes System.
46SRS steht hier für »Sicherheitsrelevantes System«.
47Die Darstellung ist aus [225] abgeleitet.
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Notwendige SIL Max. Fehlerwahr-
min. Reduktion Fehlerrate scheinlichkeit
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Abbildung 2.8: Gebräuchliche technische Risikoanalysen nach [225]
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2.7.2.1 Fehler-Möglichkeits- und Einfluss-Analyse FMEA
Die Fehler-Möglichkeits- und Einfluss-Analyse 48 ist eine systematische Methode zur
Identifizierung und Vermeidung von Produkt- und Prozessproblemen bevor diese
entstehen können. Der Fokus liegt auf der Prävention von Fehlern und der Steige-
rung der Sicherheit [63]. Die FMEA ist eine der wichtigsten Methoden zur Präventi-
on, die in frühen Entwicklungsphasen angewendet werden können [215].
Nach [225] werden die beiden Arten Produkt-FMEA und Prozess-FMEA unterschie-
den, die alle Begriffe der FMEA abdecken. Als Betrachtungsumfänge werden Syste-
me, Softwarefunktionen, Schnittstellen, Konstruktion, Komponenten, Fertigungsab-
läufe, Montageabläufe, Logistik, Transport und Maschinen genannt.
• Produkt-FMEA: Betrachtet die geforderte Funktion von Produkten und Syste-
men bis auf die Auslegung von Eigenschaften und Merkmalen. Es werden mög-
liche Abweichungen betrachtet und entsprechende Maßnahmen zur Sicherstel-
lung der Anforderungen definiert.
• Prozess-FMEA: Betrachtet alle Abläufe zur Herstellung von Produkten und
Systemen bis zu den Anforderungen an die Prozesseinflussfaktoren. Abwei-
dungen werden betrachtet und entsprechende Maßnahmen zur Sicherstellung
von Abläufen und Produktmerkmalen definiert.
Die FMEA kann um die Bewertung der Ausfallwahrscheinlichkeit von Fehlern und
den zu erwartenden Schaden erweitert werden. Sie wird dann als “Failure Modes,
Effects and Criticality Analysis”, kurz FMECA bezeichnet [224] [49].
[225] unterscheidet in Bezug auf Ausfallratenanalysen zwischen induktiven Analy-
sen 49 und deduktiven Analysen 50. FMEA und FMECA zählen zu den induktiven
Analysen.
Von [225] wird das DAMUK© Prozessmodell zur Umsetzung der FMEA Methode
im Unternehmen vorgeschlagen. DAMUK© ist eine Abkürzung der Anfangsbuch-
staben der Phasen Definition, Analyse, Maßnahmenentscheidung, Umsetzung und
Kommunikation. In der Analysephase werden alle Forderungen auf Plausibilität,
Verifizierbarkeit, Validierbarkeit und deren Risiken systematisch ermittelt. Für den
ausgewählten Umfang werden die bekannten und bewährten Maßnahmen und Ver-
besserungspotentiale aufgezeigt.
48Die FMEA wurde 1963 von der NASA für das Apollo Projekt entwickelt. 1980 wurde sie in Deutsch-
land unter der Bezeichnung »Ausfalleffektanalyse« in der DIN 25448 genormt. Diese wurde 2006
durch die DIN EN 60812 [73] »Analysetechniken für die Funktionsfähigkeit von Systemen - Ver-
fahren für die Fehlzustandsart- und -auswirkungsanalyse (FMEA)« aktualisiert. Der Verband der
Automobilindustrie (VDA) veröffentlichte 1996 eine FMEA-Systematik [224], die seit 2006 in der
zweiten Auflage als »Produkt- und Prozess-FMEA« [225] vorliegt.
49Induktion bedeutet seit Aristoteles den abstrahierenden Schluss aus beobachteten Phänomenen auf
eine allgemeinere Erkenntnis, etwa einen allgemeinen Begriff oder ein Naturgesetz, also vom Spe-
ziellen zum Allgemeinen.
50Mit Deduktion wird in der Philosophie und der Logik eine Schlussfolgerung von gegebenen Prä-
missen auf die logisch zwingenden Konsequenzen bezeichnet, also vom Allgemeinen zum Spezi-
ellen.
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Die FMEA wird in der Analysephase nach dem DAMUK© Prozessmodell in fünf
Schritten durchgeführt (s. Abbildung 2.9). Diese Schritte werden in [225] hinsichtlich
der Produkt-FMEA und der Prozess-FMEA interpretiert und dargestellt.
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Abbildung 2.9: Fünf Schritte zur Erstellung der FMEA [225]
• Strukturanalyse: Systeme bestehen aus einzelnen Systemelementen. Ziel der
Strukturanalyse ist es, die Zusammenhänge zwischen diesen Elementen festzu-
stellen. Dabei ist die hierarchische Tiefe abhängig vom Detaillierungsgrad des
vorliegenden Systems, welches durch die FMEA analysiert werden soll. Die er-
forderliche Tiefe ist erreicht, wenn Fehler in diesem Detaillierungsgrad durch
Maßnahmen ausreichend abgesichert sind. Die unterste Ebene der jeweiligen
Betrachtung stellen die Merkmale von Komponenten als Bestandteile von Sys-
temelementen dar. Durch die Strukturanalyse werden auch die Schnittstellen
zwischen den Systemelementen und deren funktionale Zusammenhänge be-
schrieben.
• Funktionsanalyse: Auf Basis der Systemstruktur werden die Systemelemente
hinsichtlich ihrer Funktionen und Fehlfunktionen analysiert. Dazu sind um-
fassende Kenntnisse über das System sowie dessen Umgebungsbedingungen
erforderlich. Ziel der Funktionsanalyse ist die Bestimmung der verschiedenen
Funktionen bzw. Aufgaben, die jedes Systemelement als Bestandteil des Sys-
tems hat und damit zur Erfüllung der Systemfunktion beiträgt. Die Beschrei-
bung von Funktionen muss eindeutig, verifizierbar und validierbar sein. Da-
mit ein Systemelement seine Funktion erfüllen kann, sind in der Regel andere
Systemelemente erforderlich. Das Zusammenwirken unterschiedlicher System-
elemente im Sinne einer Funktion wird entsprechend dargestellt 51.
51Hierzu können Funktionsnetze, Funktionsstrukturen, Funktionsbäume, Fluss- oder Ablaufdia-
gramme zum Einsatz kommen.
55
2 Grundlagen
• Fehleranalyse: Hier werden mögliche Fehlfunktionen ermittelt und zu Syste-
melementen und Funktionen zugeordnet. Dabei werden auch die Betriebszu-
stände der Systemelemente dargestellt um Fehlerursachen und Fehlerfolgen
nachvollziehbar zu machen. In der Regel sind einer Funktion mehrere Fehl-
funktionen zugeordnet. Entsprechend der Fehleranalyse werden Fehlfunktio-
nen strukturiert dargestellt 52. Eine Fehlfunktion kann damit als Fehlerursache,
Fehler oder Fehlerfolge betrachtet werden.
• Maßnahmenanalyse: Bezüglich der Maßnahmen werden die beiden Gruppen
Vermeidungsmaßnahmen und Entdeckungsmaßnahmen unterschieden. Vermeidungs-
maßnahmen dienen der Auslegung von Systemen mit dem Ziel die Auftretens-
wahrscheinlichkeit von Fehlern gering zu halten bzw. zu verringern. Entde-
ckungsmaßnahmen haben zum Ziel Fehler während der Entwicklung zu iden-
tifizierten oder die Wirksamkeit von Vermeidungsmaßnahmen zu bestätigen.
Mit jedem Fehler ist ein Risiko verbunden das beurteilt wird. Hierzu wird häu-
fig die Metrik der »Risikoprioritätszahl R« herangezogen. Diese ergibt sich durch
Multiplikation der Werte »Bedeutung B«, »Auftretenswahrscheinlichkeit A« und
»Entdeckungswahrscheinlichkeit E«. B bezieht sich auf die Bedeutung der Fehler-
folge in Bezug auf den Betrachtungsumfang. Dies betrifft die Beeinträchtigun-
gen von Sicherheit oder Funktion sowie die Verletzung von Vorschriften oder
die Existenzbedrohung der Hersteller. A beschreibt die Auftretenswahrschein-
lichkeit der Fehlerursache über die Systemlebensdauer unter Berücksichtigung
der zugehörigen Vermeidungsmaßnahmen. Bei der präventiven Erstellung der
FMEA repräsentiert der A-Wert eine Einschätzung entsprechend des aktuellen
Kenntnisstandes. E stellt die Wahrscheinlichkeit dar, einen Fehler zu entdecken.
Dabei werden alle vorgesehenen Entdeckungsmaßnahmen berücksichtigt. Zur
Vergleichbarkeit von Analyseergebnissen werden B, A und E Zahlenwerte zwi-
schen 1 und 10 zugeordnet. Dies resultiert in einem R-Wert zwischen 1 und
1000. Werte ab 100 werden üblicherweise als kritisch angesehen [40]. Ähnlich
Tabelle 2.1 aus Kapitel 2.7.1 können in der FMEA zur Bestimmung der Werte
B, A und E entsprechende Tabellen angewendet werden. Tabelle 2.3 zeigt ein
unternehmensspezifisches Bewertungsblatt 53.
• Optimierung: In diesem Schritt werden basierend auf den Ergebnissen der
vorangegangenen Schritte Maßnahmen zur Verbesserung ermittelt und deren
Wirksamkeit bewertet.
Für die Dokumentation der Ergebnisse der Analysephase der FMEA werden sog.
FMEA Formblätter verwendet [225], [239], [74]. Beispielhaft zeigt Tabelle 2.4 ein aus-
gefülltes Formblatt für die Analyse eines mechatronischen Systems nach [225].
52Für die Strukturierung von Fehlfunktionen können beispielsweise Fehlernetze oder Fehlerbäume
eingesetzt werden.
53Das dargestellte Bewertungsblatt entspricht einer Darstellung aus [239]. Diese Darstellung wurde
aus [59] abgeleitet.
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8 hoch 1 in 8 125.000 8 unsicher 50% (in einem von 2 Fällen






7 1 in 8 50.000 7 80% (in 4 von 5 Fällen wird
das fehlerhafte Teil
entdeckt)







5 1 in 400 2.500 5 wenig wahr-
scheinlich
95% (in 19 von 20 Fällen wird
das fehlerhafte Teil
entdeckt)
4 4 gering 1 in 2.000 500 4 98% (in 98 von 100 Fällen
wird das fehlerhafte Teil
entdeckt)
3 3 1 in 15.000 66 3 wahr-
scheinlich
99% (in 99 von 100 Fällen
wird das fehlerhafte Teil
entdeckt)
2 Folgen für Kunden kaum
erkennbar
2 sehr gering 1 in 150.000 6 2 sehr wahr-
scheinlich
99.9% (in 999 von 1000 Fällen
wird das fehlerhafte Teil
entdeckt)




1 in 1.500.000 0,66 1 sicher
100% (in 100% der Fälle wird
das fehlerhafte Teil
entdeckt)
Tabelle 2.3: Beispiel für FMEA-Bewertungsblatt nach [239]
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Tabelle 2.4: Beispiel Maßnahmenanalyse und Optimierung bei mechatronischen Sys-
temen nach [225]
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2.7.2.2 Fehlerbaumanalyse FTA
Mit der Fehlerbaumanalyse (engl. Fault Tree Analysis (FTA)) werden die logischen
Verknüpfungen von Komponenten- oder Teilsystemausfällen, die zu einem uner-
wünschten Ereignis führen, ermittelt und graphisch dargestellt. Die FTA ist ein de-
duktives Verfahren zur Ermittlung von Ausfallursachen und deren funktionaler Zu-
sammenhänge. Sie kann sowohl präventiv als auch zur Ursachenermittlung beste-
hender Probleme eingesetzt werden [225]. Sie wurde ursprünglich entwickelt um
das Startkontrollsystem nuklearer Interkontinentalraketen auf die Möglichkeit und
Wahrscheinlichkeit eines unautorisierten oder versehentlichen Abschusses zu unter-
suchen [240]. Die FTA wurde 1981 in der DIN 25424 [66] und 1990 in der IEC 61025
[130] genormt.
Im Umfeld der FTA werden dedizierte Termini verwendet. Eine Komponente stellt
die unterste Betrachtungseinheit eines technischen Systems dar. Jeder Komponen-
ten sind ein oder mehrere Funktionselemente zugeordnet. Funktionselemente sind die
untersten Betrachtungseinheit eines Funktionssystems und beschreiben nur elemen-
tare Funktionen (z.B. Drehen, Schalten). Ein Ausfall oder Versagen wird als unzulässi-
ge Abweichung einer betrachteten Einheit von ihrem Leistungsziel verstanden, un-
ter Fehler eine unzulässige Abweichung eines Merkmals. Ausfallart oder Versagens-
art beschreibt die verschiedenen Möglichkeiten des Ausfalls einer Komponente. Mit
dem Begriff unerwünschtes Ereignis oder Top Event wird der Ausfall des untersuchten
Funktionssystems beschrieben. Dieser kann durch verschiedene Kombinationen von
Ausfällen verursacht werden. Unter Ausfallkombination wird das gleichzeitige Vor-
liegen von Funktionsausfällen verstanden, die zum unerwünschten Ereignis führen
können.
Ein Fehlerbaum entspricht einem Baum als spezielle Form eines Graphen. Das un-
erwünschte Ereignis ist die Wurzel des Baumes, während Ereignisse in Bezug auf
Komponenten (sog. Basisereignisse) die Blätter darstellen. Die Blätter sowie das ge-
samte betrachtete System können jeweils zwei Zustände annehmen (intakt/defekt).
Für jeden Knoten (mit Ausnahmen der Blätter) ist eine Funktion gegeben, welche
den Zustand des Knotens in Abhängigkeit der Zustände seiner direkten Vorgänger
beschreibt. Diese Funktionen entsprechen den Funktionen bzw. Gattern AND bzw.
OR der Schaltalgebra. Unterschiedliche Ausfallarten der gleichen Komponente kön-
nen sich in verschiedener Weise auf das unerwünschte Ereignis auswirken. Ist dies
der Fall, so können die unterschiedlichen Ausfallarten nicht in einem Basisereignis
zusammengefasst werden. Sie stellen eigenständige Basisereignisse dar und sind an
verschiedenen Stellen des Fehlerbaumes einzutragen. Nach [225] werden fünf Ar-
beitsschritte für die Erstellung von Fehlerbäumen unterschieden:
• Systemanalyse: Ermittlung der Systemfunktionen und der Umgebungsbedin-
gungen unter welchen das System ordnungsgemäß funktionieren soll. Ermitt-
lung von systeminternen Abhängigkeiten.
• Definition des unerwünschten Ereignisses (Top Event) und der Ausfallkriteri-
en. Dabei können präventive oder korrektive Ansätze zugrunde liegen.
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• Bestimmung von Zuverlässigkeitskenngrößen und Zeitintervallen. Für quanti-
tative Bewertungen wird unterschieden zwischen »Ausfallwahrscheinlichkeit
über eine Zeitspanne« und »Nichtverfügbarkeit zu einem Zeitpunkt«. Für qua-
litative Bewertungen werden Rangfolgen (z.b. »... besser als ...«) verwendet.
• Bestimmung der Ausfallarten der Komponenten: Falls keine differenzierten In-
formationen über die Ausfallarten der Komponenten verfügbar sind, wird der
»worst-case« angenommen. Es ist zweckmäßig der Fehlerbaumanalyse eine
Fehlerartenanalyse (z.B. FMEA) vorzuschalten, damit die Menge der möglichen
Fehlerarten bekannt ist.
• Erstellung des Fehlerbaumes: Ein Komponentenausfall kann durch die Ver-
oderung von Primärausfall, Sekundärausfall oder Kommandoausfall dargestellt
werden 54. Ein Beispiel eines Fehlerbaumes wird in Abbildung 2.10 gezeigt.
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Abbildung 2.10: Beispiel zur Fehlerbaumanalyse nach [239]
Ein erstellter Fehlerbaum bildet die Basis für nachfolgende qualitative oder quantita-
tive Analysen. Die FTA ist ein vollständiges Verfahren. Das bedeutet, es können alle
Ereigniskombinationen, die zum unerwünschten Ereignis führen, gefunden werden.
Die Grenzen der Methoden liegen daher im Kenntnisstand und in der Möglichkeit
funktionales Aussageverhalten als kausale Wirkungskette darzustellen.
Auch wenn keine Eingangsdaten, wie beispielsweise Ausfallraten verfügbar sind,
können Fehlerbäume durch qualitative Auswertungen Informationen über die Sys-
temzuverlässigkeit geben. So ist es beispielsweise möglich kritische Pfade 55 für Sys-
temausfälle zu ermitteln oder über die Methode der minimalen Schnittmenge die
minimale Kombination von Systemkomponenten zu ermitteln, deren Ausfall zum
unerwünschten Ereignis führt.
54Primärausfall beschreibt ein Ausfall unter zulässigen Umgebungsbedingungen, Sekundärausfall
einen Ausfall unter unzulässigen Umgebungsbedingungen. Unter Kommandoausfall wird Miss-
brauch oder Fehlbedienung verstanden.
55Als kritischer Pfad wird ein Ast des Fehlerbaumes bezeichnet, in dem die aufgeführten Komponen-
tenausfälle nicht durch systemeigene Vermeidungs- bzw. Prüfmechanismen belegt sind [225].
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Werden die Basisereignisse von Fehlerbäumen mit Zuverlässigkeitskenngrößen wie
beispielsweise Ausfallwahrscheinlichkeiten hinterlegt, so ist die quantitative Bewer-
tungen sowie Aussagen über die Eintrittswahrscheinlichkeit des Top Events möglich.
Die Rechenverfahren werden in DIN 25424, Teil 2 [66] beschrieben. Es ist von Inter-
esse zu ermitteln, welche Basisereignisse maßgeblich zum unerwünschten Ereignis
beitragen. Mit Sensitivitätsanalysen werden diese Basisereignisse aufgezeigt.
2.7.2.3 Markov-Ketten
Sollen bei komplexen Systemen und Zustandsänderungen auch stochastische Pro-
zesse berücksichtigt werden, stößt die Fehlerbaumanalyse an ihre Grenzen. In diesen
Fällen können die Probleme mit Markov Ketten dargestellt werden um die Wahr-
scheinlichkeit eines zuvor definierten Systemzustandes, wie beispielsweise einem
kritischen Fehlerzustand, zu berechnen. Bei der Modellierung von Markov-Ketten
werden die Zustände des betrachteten Systems sowie Zustandsübergänge mit zu-
gehörigen Parametern wie Fehlerrate, Verweildauer in einem Zustand, Reparatur-
zeit, etc. beschrieben. Bei der Analyse werden die Wahrscheinlichkeiten für jeden de-
finierten Systemzustand berechnet [220]. Die Verwendung von Markov-Ketten zur
Zuverlässigkeitsanalyse ist mathematisch anspruchsvoll. In Bezug auf Details wird
auf weiterführende Literatur verwiesen wie beispielsweise [237] [58].
2.8 Redundanz
Da technische Systeme aus Einheiten bestehen, deren Fähigkeit ihre angedachte Funk-
tion korrekt auszuführen einem stochastischen Ausfallverhalten unterworfen ist, be-
steht meist nicht die Möglichkeit Systeme so zu gestalten, dass es innerhalb ihrer
Grenzen nicht zu Fehlern kommen kann 56. Zur Erkennung und Aufrechterhaltung
von Systemfunktionen oder Überführung in einen sicheren Zustand werden zusätz-
liche Mittel eingesetzt, die unter dem Begriff Redundanz zusammenzufassen sind.
Nach DIN 40041 [69] bedeutet Redundanz das Vorhandensein von mehr als für die
Ausführung von vorgesehenen Aufgaben an sich notwendigen Mitteln. Nach [14]
bezeichnet Redundanz das funktionsbereite Vorhandensein von mehr technischen
Mitteln, als für die spezifizierten Nutzfunktionen eines Systems benötigt werden.
Dabei wird die Fehlertoleranzfähigkeit selbst in diesem Zusammenhang nicht als ei-
gentliche Nutzfunktion eines Systems angesehen.
Es ist das Ziel von Fehlerbetrachtungen die Möglichkeiten, dass ein System wegen
eintreten eines oder mehrerer Fehler seine Funktion nicht korrekt ausführt, zu elimi-
nieren, bzw. Sorge dafür zu tragen, dass durch Fehlfunktionen kein Schaden entsteht.
56Die in Software implementierten Funktionen eingebetteter System werden auf physikalischen
Hardwareelementen ausgeführt, die beispielsweise durch Materialunreinheiten, Höhenstrahlung
etc. untrennbar mit Ausfall- oder Fehlerwahrscheinlichkeiten verbunden sind.
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Die Begriffe Fehlervermeidung und Fehlertoleranz werden wie folgt definiert:
• Fehlervermeidung bezeichnet die Verbesserung der Zuverlässigkeit durch Per-
fektionierung der konstruktiven Maßnahmen, um das Auftreten von Fehlern
im Vorhinein zu vermeiden.
• Fehlertoleranz bezeichnet die Fähigkeit eines Systems, auch mit einer begrenz-
ten Anzahl fehlerhafter Komponenten seine spezifizierte Funktion zu erfüllen.
In Bezug auf Redundanz wird eine Gruppierung in Merkmale und Aktivierung vor-
genommen. Die Merkmale von Redundanz lassen sich durch die Kriterien Struk-
tur, Funktion, Information und Zeit charakterisieren. Zur Bezeichnung der Redundanz
wird bei technischen Systemen üblicherweise das Merkmal verwendet. Aktivierung
bezeichnet den Zeitpunkt zu dem redundante Mittel aktiviert werden. Die Katego-
risierung von Redundanz nach [80] ist in Abbildung 2.11 dargestellt. Mischformen





























Abbildung 2.11: Überblick über Formen der Redundanz nach [80]
Die Merkmale von Redundanz lassen sich wie folgt unterscheiden, wobei die einzel-
nen Merkmale auch in Kombination realisiert werden können. In Bezug auf Unter-
scheidungskriterien für die Aktivierung von Redundanzmitteln wird auf weiterfüh-
rende Literatur verwiesen (z.B. [80]).
Als strukturelle Redundanz wird » ... die Erweiterung eines Systems um zusätzliche
(gleich- oder andersartige) für den Nutzbetrieb entbehrliche Komponenten« bezeichnet [80].
Triple Modular Redundancy [165] ist ein Beispiel für strukturelle Redundanz. Dabei
wird die Nutzfunktion von drei gleichartigen Elementen parallel und unabhängig
von einander ausgeführt. Die Ergebnisse werden von einem Entscheider verglichen,
der eine Mehrheitsentscheidung durchführt. Stimmen die Ergebnisse von mindes-
tens zwei der drei Komponenten überein, so wird dieses weitergereicht.
62
2.9 Modellierung
Ist dies nicht der Fall, hängt das weitere Vorgehen von der jeweiligen Implementie-
rung ab 57.
Als funktionelle Redundanz wird »... die Erweiterung eines Systems um zusätzliche für
den Nutzbetrieb entbehrliche Funktionen ...« bezeichnet [80]. Funktionelle Redundanz
wird weiter untergliedert in Zusatzfunktionen und Diversität.
Mit funktioneller Redundanz in Form von Zusatzfunktionen werden Funktionen
bezeichnet, » ... deren Spezifikation sich von den Spezifikationen aller Nutzbetriebs-Funktionen
unterscheidet (folglich sind auch die Implementierungen verschieden)« [80]. Ein Beispiel
hierfür sind Überwachungsfunktionen, die im Falle der Überschreitung eine Abwei-
chungsschwelle entsprechende Maßnahmen einleiten.
Funktionelle Redundanz in Form von Diversität bezeichnet »... die Erfüllung der
Spezifikation einer Nutzbetriebs-Funktion durch mehrere verschiedenartig implementierte
Funktionen ...« [80]. Beim N-Version Programming 58 [57] [30] handelt es sich um
Entwurfsredundanz.
Informationsredundanz bezieht sich auf die Bereitstellung von Informationen neben
den Nutzinformationen. »Informationsredundanz beschränkt sich nicht nur auf Codie-
rungstechniken, sondern schließt alle in einem System vorhandene Zusatzinformationen ein«
[80]. Beispiel hierfür sind Prüfinformationen wie Cyclic Redundancy Check (CRC),
mit dem Verfälschungen von Rohdaten ermittelt werden können [192].
Als Zeitredundanz wir die Erzeugung »... über den Zeitbedarf des Normalbetriebs hin-
ausgehende zusätzliche Zeit, die einem funktionell redundanten System zur Funktionsaus-
führung zur Verfügung steht«, verstanden [80]. Hierzu zählen beispielsweise Antwort-
oder Reaktionszeiten.
In Realisierungen sind meist Mischformen der genannten Redundanzmittel anzu-
treffen. Beispielsweise erfordert Informationsredundanz funktionelle Redundanz zu
ihrer Erzeugung und strukturelle Redundanz zur Realisierung des Erzeugers.
2.9 Modellierung
2.9.1 Modell
Modelle werden nicht nur in der Wissenschaft in vielfältigen Ausprägungen und
zu unterschiedlichen Zwecken eingesetzt. Eine generelle Definition eines Modells
findet sich in [106]: »Ein Modell ist eine vereinfachte Abstraktion der Realität«. Seidewitz
betrachtet ein Modell als eine Menge von Aussagen über ein untersuchtes System
[207].
57Die Ergebnisse können beispielsweise verworfen oder neu angefordert werden.
58Mit N-Version Programming (NVP) oder Multiversion Programming wird eine Methode oder ein Pro-
zess im Software Engineering bezeichnet, bei welchem mehrere funktional äquivalente Program-
me auf Basis der gleichen initialen Spezifikation unabhängig von einander erstellt werden [57].
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Nach Stachowiak ist ein Modell durch die drei Merkmale Abbildung, Verkürzung und
Pragmatismus gekennzeichnet [214]. Ein Modell ist somit eine Repräsentation eines
natürlichen oder künstlichen Originals, wobei es nicht alle Eigenschaften/Attribute
des Originals fasst, sondern nur diejenigen, die im Rahmen des Betrachtungskon-
textes für relevant erachtet werden. Unter Pragmatismus eines Modells wird die
Zuordnung eines Modells zum Original zu einem bestimmten Zweck und für ei-
ne bestimmte Zeitspanne verstanden. Dies wird auch als Interpretation des Modells
bezeichnet.
In der Entwicklung von Systemen werden Modelle hauptsächlich zu deren Entwurf
59 und Dokumentation genutzt. Allerdings nehmen Trends zum Einsatz von Model-
len für den Einsatz in Analyse, Betrieb, Wartung und Diagnose von Systemen zu
[99].
Das bedeutet, Modelle werden eingesetzt, um Informationen und Zusammenhänge
bezüglich realer oder virtueller Dinge für einen bestimmten Zweck zu fassen. Bezieht
sich ein Modell auf Dinge der Realität, so werden diese im modellhaften/virtuellen
Umfeld interpretiert und zueinander in Relation gesetzt. Relationen können aus dem
gegenseitigen Verhältnis zwischen Dingen der realen Welt hervorgehen oder die In-
terpretationen von Dingen zu einem bestimmten Zweck in einen bestimmten Zusam-
menhang bringen. Dabei besteht ein Unterschied zwischen Dingen der realen Welt,
den Symbolen, welche diese Dinge in Modellen repräsentieren und der Bedeutung,
unter welcher das Symbol mit den Dingen der realen Welt in Verbindung gebracht
wird. Diese Unterscheidung zwischen Darstellung, realem Objekt und damit verbun-
denen Erwartungen können nach [175] als Ecken eines Dreiecks angesehen werden,
die Relationen zwischen ihnen als Kanten dieses Dreiecks. In [218] findet sich die in
Abbildung 2.2 gezeigte Darstellung des semiotischen Dreiecks 60.
Neben realen Dingen, verwendeten Symbolen und deren Bedeutung wird im Zu-
ge der Bearbeitbarkeit, Speicherbarkeit und Austauschbarkeit von Modellen noch
einer weiterer Aspekt betrachtet. Diese beziehen sich auf die Repräsentation der
durch Modelle gefassten Inhalte. Fertigt ein Architekt im Bauwesen beispielsweise
ein Modell eines Gebäudes aus Pappe, Holz und Klebstoff an, stellen die verwen-
deten Formen (Pappwände, etc.) jeweils Dinge der realen Welt dar (Wände, Decken,
etc.). Für den kundigen Betrachter erschließt sich die Bedeutung der verwendeten
Formen (Symbole) und ihrer Zusammensetzung. Im beschriebenen Beispiel stellen
sie ein verkleinertes Abbild eines Gebäudes dar. Dabei wird als Repräsentation eine
plastische Struktur verwendet. Den gleichen Zweck, nämlich Festhalten von Infor-
mationen in einem Kontext, würden Zeichnungen auf Papier oder Datensätze in ei-
nem CAD-Programm auf einem Speichermedium aus dem Bereich moderner EDV
61 erfüllen. Es unterscheiden sich dabei lediglich die Repräsentationen der Modelle,
nicht die durch sie gefasste Information.
59Sog. ausführbare Modelle werden überwiegend für die Generierung lauffähiger Software eingesetzt.
60Das Semiotische Dreieck soll nach [159] in der Mitte des 17. Jahrhunderts veröffentlichten Grammatik
von Port-Royal erstmals eingeführt worden sein.
61EDV bedeutet Elektronische Datenverarbeitung.
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Zur Modellierung 62 werden Beschreibungssprachen/Modellierungssprachen ein-
gesetzt. Während natürliche Sprachen von Menschen zum Informationsaustausch
und zu allen Zwecken der Kommunikation verwendet werden, wurden künstliche
Sprachen entwickelt um Fakten, Denkabläufe und Schlussfolgerungen zu beschrei-
ben und zu analysieren [61]. Modellierungssprachen sind den künstlichen Sprachen
zuzuordnen.
Damit hat Modellierung eine starke Relation zur Linguistik 63, da auch hier Kom-
binationen von Symbolen verwendet werden um Aussagen zu treffen oder festzu-
halten. Daher werden zuerst einige Begriffe der allgemeinen Sprachwissenschaft 64
geklärt.
Mit Vokabular wird ein Wortschatz oder eine Wörterverzeichnis bezeichnet, mit Le-
xikon ein alphabetisch geordnetes allgemeines Nachschlagewerk oder Wörterbuch
[77].
Semantik ist ein Teilgebiet der Linguistik. Es bezeichnet die Lehre von der inhalt-
lichen Bedeutung einer Sprache [61]. Semantik befasst sich mit der Bedeutung von
sprachlichen Gebilden wie Wörtern, Phrasen, grammatischen Formen und Sätzen,
nicht aber mit Handlungen und Phänomenen [163]. Phonologie befasst sich mit der
Beschreibung der Gestalt von Grundausdrücken, Morphologie 65 mit der Bildung zu-
lässiger Formen und Syntax mit den Regeln, nach welchen Wortkomplexe gebildet
werden. Die Interpretation aller drei Ebenen Wort, Wortform und Wortkomplexe sind
bedeutungsrelevant und Gegenstand der Semantik [163].
Grammatik gibt an, wie komplexe Ausdrücke aus gegebenen Grundausdrücken mit
lexikalischer Bedeutung zusammenzusetzen sind [163] 66 67.
Syntax ist ein Teilgebiet der Grammatik. Mit Syntax wird in der allgemeinen Sprach-
wissenschaft die Lehre von Regeln und Funktionen zur Erstellung von Satzzeichen-
sequenzen bzw. der (formale) Bau des Satzes bezeichnet [228] [78] [61] 68.
62Modellierung bezeichnet die Erstellung eines Modells zu einer Anwendung [61].
63Linguistik wird in der Sprachwissenschaft die zuständige Disziplin verstanden, die unterschiedli-
che Gegenstandsbereiche der Sprache erforscht [85].
64Allgemeine Sprachwissenschaft wird auch als theoretische Linguistik bezeichnet. Diese untersucht
Sprache als abstraktes System sowie der Aufstellungen allgemeiner Theorien über Sprache.
65Morphologie beschäftigt sich grob mit der Zusammensetzung von Worten aus einzelnen Wortbe-
standteilen [218].
66Grammatik steht für Zeichenlehre [77].
67Im Bereich der Informatik werden Grammatiken als Regeln aufgefasst, die aus zwei Typen von
Symbolen bestehen. Zum einen den Terminalsymbolen, die in den Zeichenketten selbst vorkom-
men und zum anderen den Nonterminalsymbolen, welche zur Beschreibung der Struktur genutzt
werden [195].
68In der Informatik wird die Syntax einer Programmiersprache über einen Zeichensatz C festgelegt,
der zur Formulierung von Programmen zur Verfügung steht. Eine Teilmenge S ⊆ C′ wird als
Sprache bezeichnet, S wird Syntax genannt [52].
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Semiotik ist die Wissenschaft vom Ausdruck bzw. der Bedeutungslehre [78]. Nach
[81] untersucht Semiotik alle kulturellen Prozesse als Kommunikationsprozesse. Ihre
Absicht ist es zu zeigen, wie den kulturellen Prozessen Systeme zugrunde liegen 69.
Semiotik in Bezug auf Modellierung ist nicht Gegenstand dieser Arbeit.
2.9.2 Ausprägungen von Modellen
Als die fünf wesentlichen Charakteristika von Modellen im Umfeld der rechnerge-
stützten, modellgetriebenen Entwicklung nennt [208] Abstraktion, Verständlichkeit, Ex-
aktheit, Voraussagbarkeit und Preiswertigkeit. Ein entscheidender Ansatz in der rechner-
gestützten Software- und Systementwicklung ist die modellgetriebene Entwicklung
(engl. Model Driven Engineering (MDE)). Dieser Ansatz schlägt vor zuerst ein Mo-
dell des untersuchten Systems anzufertigen, welches dann in Bestandteile der Reali-
tät transformiert werden kann [95]. Modell-getriebene Entwicklung ist ein Paradig-
menwechsel von der Objekt Orientierung hin zum Model-Engineering 70.
MDE wird in der Softwareentwicklung eingesetzt um die Entwicklung von der reali-
sierungsorientierten Sichtweise zu lösen bzw. davon zu abstrahieren. Entwicklungen
werden dabei nicht auf Basis von Programmiersprachen umgesetzt, sondern auf Ba-
sis von Modellen. MDE setzt domänenspezifische Modellierungssprachen ein, die
durch Metamodelle beschrieben werden. Metamodelle beschreiben Typensysteme.
Elemente eines Typensystems werden verwendet um Modelle zu erstellen. Transfor-
matoren und Generatoren werden eingesetzt um Modelle zu analysieren, Informa-
tionen abzuleiten oder ihren Inhalt in andere Repräsentationen zu überführen [204].
Eine nennenswerte Ausprägung der modellgetriebenen Entwicklung ist die Model-
Driven Architecture (MDA). In der MDA unterscheiden sich Modelle dahingehend
wie viel Information über die Zielplattform, also die Plattform auf welcher die Ent-
wicklung ausgeführt werden soll, sie enthalten [17].
MDA erlaubt die Definition von maschinenlesbaren Applikationen und Datenmo-
dellen, die sich durch hohe Flexibilität in Bezug auf Implementierung, Integration,
Wartbarkeit, Test und Simulation auszeichnen. Dazu wird ein System durch drei
Modelle betrachtet: Dem Computation Independent Model (CIM), dem Plattform Inde-
pendent Model (PIM) und dem Plattform Specific Model (PSM) [179]. Durch den Einsatz
von Modelltransformationen werden generelle bzw. plattformfernere Modelle durch
die Hinzunahmen zusätzlicher Informationen zu plattformnäheren Modellen [17] 71.
MDE kann durch die zwei Relationen Repräsentation und Konformität charakterisiert
werden. Repräsentation bedeutet, dass ein Modell ein Ding / eine Sache aus einer
Perspektive und zu einem Zweck darstellt, während mit Konformität gemeint ist,
dass ein Modell den Vorgaben eines Metamodells entspricht [95].
69Diese Begriffsklärung basiert auf einer umfassenden Diskussion anderer Quellen sowie einer Ab-
grenzung des Begriffes.
70[42] vergleicht die Grundgedanken der Objekt Orientierung und der modellgetriebenen Entwick-
lung: Everything is an Objekt und Everything is a Model.
71Dieser Prozess wird in [17] als Model weaving bezeichnet.
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Als Metamodell wird in [176] ein Modell bezeichnet, welches eine Sprache zum Aus-
druck von Modellen definiert. Es ist ein Modell, das verwendet wird um Modellie-
rung selbst zu modellieren [181] 72.
Basierend auf dem Prinzip der Metamodellierung kann zur Veranschaulichung eine
vertikale Schichtung von Modellen und Metamodellen vorgenommen werden, die
als Metapyramide bezeichnet wird [17] [86]. Dabei stehen Komponenten benachbarter
Ebenen/Modelle jeweils in einer InstanzeOf -Relation. Dies orientiert sich stark an der
Objekt Orientierung und ist nicht für alle Betrachtungen geeignet [86].
Im Rahmen der modellgetriebenen Entwicklung hat sich die Unterteilung von Me-
tadaten in vier Ebenen etabliert, wobei die Anzahl generell nach oben nicht begrenzt
ist [201]. Diese wird in [17] als mainstream Metapyramide der MDE bezeichnet 73. Die
Ebenen werde wie folgt unterschieden: M0 Ebene (Objekte), M1 Ebene (Modell), M2
Ebene (Metamodell oder Sprachebene) und M3 Ebene(Metametamodell oder Sprach-
beschreibungsebene). Als Schlüsselkonzepte der Modellierung werden Klassifikato-
ren und Instanzen sowie die Möglichkeit der Navigation von der Instanz zu ihrem
Metaobjekt (ihrem Klassifikator) angesehen [181].
Als Bestandsaufnahme lässt sich festhalten, dass das Paradigma der Metamodellie-
rung in der Existenz von Modellen besteht, die beschreiben wie modelliert wird, bzw.
welche Mittel (Typen) zur Modellierung zur Verfügung stehen. MDE wird als eine
Weiterentwicklung oder Konsequenz der OO 74 betrachtet. Es wird in erster Linie
mit der Entwicklung von Computerprogrammen assoziiert.
Für die Beschreibung/Modellierung hierarchischer Strukturen oder Kategoriensys-
temen ist die Vier Ebenen Architektur nur teilweise geeignet. Beispielsweise lässt sich
die Kategorisierung nach Abbildung 2.12 nur bedingt in die vier Ebenen der Meta-
pyramide der MDE einordnen 75.
Die Betrachtung von InstanzeOf -Relationen als one-size-fits-all Lösung skaliert schlecht.
Daher wird eine Unterscheidung in linguistische Metamodellierung und ontologische
Metamodellierung 76 vorgeschlagen [18]. Linguistische Metamodellierung entspricht
dabei bisheriger Betrachtung von Metamodellen nach [176], [181] und [207] als die
Art und Weise Modellierungssprachen und ihre Primitive auf der Ebene eines Meta-
modells zu beschreiben [95].
72Eine verbreitete Definition findet sich in [207]: »A metamodel is a specification model for a class of systems
under study where each system under study in the class is itself a valid model expressed in a certain modeling
language. That is, a metamodel makes statements about what can be expressed in the valid models of a certain
modeling language.«
73In [176] wird die vierschichtige Architektur als traditional Framework zu Metamodellierung bezeich-
net.
74OO steht hier für Objekt Orientierung
75Der Inhalt der Abbildung geht auf Summulae Logicales von Peter of Spain zurück. Die grafische Dar-
stellung ist aus [213] (Tree of Porphyry) entnommen. Diese Darstellung findet sich auch in [218].
76Eine Ontologie ist nach [102] eine explizite Spezifikation einer Konzeptionalisierung. Der Begriff




Konzepte der Sprache werden in Modellen (linguistisch) instanziiert. Ontologische
Metamodellierung befasst sich mit der Domänendefinition. Die beiden Arten der
Metamodellierung werden als orthogonal zueinander betrachtet.
Abbildung 2.12: Beispiel eines Kategoriesystems nach [213]
Abbildung 2.13 zeigt eine mögliche Darstellung der beiden zueinander orthogona-
len Modellierungsarten. L1 und L2 stellen die linguistischen Ebenen dar und ent-
sprechen M1 und M2 der Metapyramide der MDE. O0 bis O2 stellen ontologische
Ebenen dar, die als hierarchische Kategorisierung aufzufassen sind. Objekt, Klasse
und Metaklasse sind Dinge, die in der Definition der Sprache, also der linguistischen
Metamodellierung anzusiedeln sind. Instanzen davon befinden sich linguistisch be-
trachtet auf L1 Ebene, allerdings auf verschiedenen Ebenen der ontologischen Me-
tamodellierung. Dabei ist ein Objekt (Lassie) eine ontologische Instanz einer Klasse
(Collie). Mit diesen Überlegungen kann die M0 Ebene der klassischen Vier Ebenen Ar-
chitektur verworfen werden, da es keine Grund gibt M0 und M1 in der Modellierung
zu trennen 77.
77M0 stellt Dinge der realen Welt dar, die zwar durch eine separate Ebene der Metapyramide be-
trachtet werden, aber nie Teil eines Modells sind. Im Modellierungskontext, in welchem die M1
Ebene Dinge der realen Welt separiert repräsentiert, enthält M1 alle notwendigen Informationen,





















O2 O1 O0 L1 
L2 
repräsentiert repräsentiert repräsentiert 
Abbildung 2.13: Ontologische und linguistische Meta Modellierung nach [18]
Diese Arbeit verwendet in erster Linie linguistische Metamodellierung. Der Bedeu-
tung von modellierten Inhalten kommt eine gewisse Bedeutung zu. Ontologische
Metamodellierung wird dabei jedoch vorerst nicht verwendet. Kapitel 10 befasst sich
unter anderem mit Ontologien. Notwendige Grundlagen diesbezüglich werden zu
Beginn dieses Kapitels gelegt.
2.9.3 Standards im Umfeld des Model Driven Engineering
Neben der Ausprägung Model Driven Archtiecture gibt es einige Standards, die im
Umfeld des Model Driven Engineering von der Object Managment Group (OMG) 78
formuliert wurden. Hier werden die folgenden genauer betrachtet: Meta-Object Faci-
lity (MOF), Unified Modelling Language (UML) und XML Metadata Interchange (XMI).
In diesem Zuge wird auch die eXtensible Markup Language (XML) vorgestellt, die vom
World Wide Web Consortium (W3C) 79 spezifiziert wurde.
2.9.3.1 Extensible Markup Language XML
XML steht für Extensible Markup Language und beschreibt eine Klasse von Datenob-
jekten, den sog. XML-Dokumenten, sowie teilweise das Verhalten von Computerpro-
grammen, welche diese Dokumente verarbeiten [232]. XML ist eine Metasprache.
78OMG ist ein 1989 gegründetes, internationales, gemeinnütziges Konsortium der Computer Indus-
trie. Ziel ist es herstellerunabhängige und systemübergreifende Standards im Umfeld der Pro-
grammierung und rechnergestützten Entwicklung hervorzubringen.




Sie stellt ein simples, klar strukturiertes, menschenlesbares und computerverarbeit-
bares Textformat dar, das von der SGML 80 abgeleitet ist. XML Dokumente bestehen
aus zergliederten Daten, wovon mache Nutzdaten und andere Markup darstellen.
Markup verschlüsselt die Beschreibung des Speicherlayouts oder die logische Struk-
tur des Dokuments. Der Markup wird durch Symbole, den sog. Marken (engl. Tags),
repräsentiert wobei jede Marke mit »<« beginnt und mit »>« endet. Damit ist XML
eine Auszeichnungssprache 81. Marken werden als Instruktionen oder Klassifikation
von Daten interpretiert [232] [61] [196].
XML verfügt über Sprachelemente, mit denen man spezielle kontextfreie Grammati-
ken erzeugen kann. Diese entsprechen daher der Backus-Nauer-Form 82 [61]. Die De-
klaration des XML Dokumenten Typs enthält oder zeigt auf Markup-Deklarationen,
die eine Grammatik (oder den konkreten Aufbau) für eine Klasse von Dokumenten
bereitstellen. Diese Grammatik wird Dokument Type Declaration (DTD) genannt [232].
Auf Basis von XML und Einschränkungen, wie beispielsweise DTD oder XML Sche-
ma, lassen sich anwendungsspezifische Sprachen definieren. Beispiele hierfür sind
XMI, ODX, FIBEX, AUTOSAR-Templates oder XML-Schema.
1 <!ELEMENT Studiengang ( Student + , Vorlesung *) >
<!ATTLIST T i t e l r e f CDATA #REQUIRED>
3
<!ENTRY % AccentuatedLet ters PUBLIC "ATHENS//DTD AL//FR>
5 % AccentuatedLet ters ;
7 <!ELEMENT Student ( Vornahme+ ,Nachname+)>
<!ELEMENT Vorname (#PCDATA) >
9 <!ELEMENT Nachname (#PCDATA) >
11 <!ELEMENT Vorlesung ( T i t l e * , Dozent ) >
<!ELEMENT T i t e l (#PCDATA) >
13 <!ELEMENT Dozent (#PCDATA) >
Listing 2.1: Beispiel einer DTD nach [196]










Listing 2.2: Beispiel eines XML Dokuments nach [196]
80SGML steht für Standard Generalized Markup Language und ist standardisiert in ISO 8879 [135].
81Auszeichnungssprachen werden Sprachen genannt, in deren Zeichenfolgen spezielle Symbole ein-
gefügt sind, um gewisse Teile der Zeichenfolge auszuzeichnen [61].
82Die Extended Backus-Nauer Form ist standardisiert als ISO/IEC 14977 [142].
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Das oben stehende Beispiel (s. Listing 2.1) zeigt eine Document Type Description und
ein dazu konformes XML Dokument (S. Listing 2.2). Die Daten des Dokuments, bei-
spielsweise John werden begrenzt von Marken, in diesem Fall der Anfangsmarke
<Student> und der Endmarke </Student>. Daten können weiter verschachtelt sein,
wodurch im XML Dokument eine Baumstruktur entsteht.
2.9.3.2 XML Schema
XML Schema wird verwendet um eine Klasse von XML-Dokumenten zu definie-
ren, also Dokumente, welche einem bestimmten Schema entsprechen [236]. Ein XML
Schema stellt eine Möglichkeit dar, durch welche ein XML Prozessor 83 die Syntax
und einen Teil der Semantik eines XML Dokuments validieren kann. XML Schemas
können (optional) in XML Dokumenten referenziert werden [180].
XML Dateien werden unter anderem verwendet um spezifische Datensätze in ge-
ordneter, strukturierter und computerverarbeitbarer Form festzuhalten. Datensätze,
die verschiedene Ausprägungen (Instanzen) der selben Klasse von Dokumenten dar-
stellen, sind sich ähnlich. XML Schema wird verwendet um die möglichen (und im
Sinne der Verifikation zulässigen) Ausprägungen einer Klasse von Dokumenten fest-
zuhalten. Das folgende Beispiel (s. Listing 2.3 auf folgender Seite) zeigt die Definition
zweier komplexer Typen (Bestellstatus und DeAdresse), mit ihren Elementen und At-
tributen. Dabei sind die Typen verschachtelt (beispielsweise referenziert Lieferadresse
den Typ DeAdresse) 84. Ein Beispiel eines zu diesem XML Schema konformen XML
Dokuments ist im Folgenden dargestellt (s. Listing 2.4 85).
<?xml vers ion ="1 .0"? >
2 <Bes te l lung beste l ldatum ="2011−05−10">
< L i e f e r a d r e s s e land ="DE">
4 <Name>Al ice Schmid</Name>
<Straße >Walnussgasse 42</ Straße >
6 <Ort>Frankfurt/Main</Ort>
<PLZ>60000</PLZ>
8 </L i e f e r a d r e s s e >
<Rechnungsadresse land ="DE"> . . . </Rechnungsadresse >
10 <Kommentar> . . . </Kommentar>
<Waren> . . . </Waren>
12 </Beste l lung >
Listing 2.3: Beispiel eines XML-Dokuments
83Mit XML Prozessor wird ein rechnergestütztes Werkzeug zur Verarbeitung von XML-Dokumenten
genannt.
84Das dargestellte Beispiel ist aus [236] entnommen.
85( ... ) steht im dargestellten XML Schema Dokument als auch im XML Dokument für weitere Inhalte,
die in Beispiel nicht ausführlich dargestellt sind.
71
2 Grundlagen
<xsd : schema xmlns : xsd =" ht tp ://www. w3 . org /2001/XMLSchema">
2 <xsd : annotation >
<xsd : documentation xml : lang ="DE">
4 Buchbestel lung Schema für Example . com .
Copyright 2001 Example . com . Alle Rechte vorbehalten .
6 </xsd : documentation >
</xsd : annotation >
8 <xsd : element name=" Bes te l lung " type =" Bestel lungTyp "/>
<xsd : element name="Kommentar " type =" xsd : s t r i n g "/>
10 <xsd : complexType name=" Bestel lungTyp ">
<xsd : sequence >
12 <xsd : element name=" L i e f e r a d r e s s e " type =" DeAdresse"/>
<xsd : element name=" Rechnungsadresse " type =" DeAdresse"/>
14 <xsd : element r e f ="Kommentar " minOccurs="0"/ >
<xsd : element name="Waren" type ="WarenTyp"/>
16 </xsd : sequence >
<xsd : a t t r i b u t e name=" beste l ldatum " type =" xsd : date "/>
18 </xsd : complexType>
<xsd : complexType name=" DeAdresse">
20 <xsd : sequence >
<xsd : element name="Name" type =" xsd : s t r i n g "/>
22 <xsd : element name=" Straße " type =" xsd : s t r i n g "/>
<xsd : element name=" Ort " type =" xsd : s t r i n g "/>
24 <xsd : element name="PLZ" type =" xsd : decimal "/>
</xsd : sequence >
26 <xsd : a t t r i b u t e name=" land " type =" xsd :NMTOKEN" f i x e d ="DE"/>
</xsd : complexType>
28 <xsd : complexType name="WarenTyp"> . . . </xsd : complexType>
<xsd : simpleType name="ISBNTyp"> . . . </xsd : simpleType >
30 </xsd : schema>
Listing 2.4: Beispiel eines XML Schemas
2.9.3.3 XSL Translation (XSLT)
XSLT ist die Abkürzung für XSL Transformation und steht für eine Programmierspra-
che zur Transformation von XML-Dokumenten in andere XML-Dokumente. XSLT
ist ein Teil der Extensible Stylesheet Language (XSL) 86. In XSLT werden die Umwand-
lungsregeln selbst in einer Baumstruktur, dem sog. Stylesheet gefasst, so dass ein
XSLT-Dokument ein gültiges XML-Dokument darstellt.
Spezielle Programme, sog. XSLT Prozessoren, sind in der Lage durch die in einem
XSLT-Dokument spezifizierten Transformationsregeln aus einer Menge von Eingangs-
XML-Dokumenten ein Ausgangs-XML-Dokument zu erzeugen. Die Spezifikation
von XSLT (Version 2.0) ist in [233] zu finden.
2.9.3.4 Grundlagen der Objekt Orientierung (OO)
Im Folgenden werden einige Konzepte der Objekt Orientierung (OO) aus Sicht der
Modellierungssprache UML (Unified Modeling Language) dargestellt. Unter Objek-
torientierung wird die Sichtweise auf Systeme kooperierender Objekte verstanden.
86Die Spezifikation von XSL (Version 1.1) ist unter [231] zu finden.
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Mit Objekt oder Instanzbeschreibung 87 wird allgemein ein Gegenstand des Inter-
esses, insbesondere einer Beobachtung, Untersuchung oder Messung bezeichnet. Im
Kontext der OO stellt ein Objekt ein individuelles Exemplar eines Dings, einer Person
oder eines Begriffs der realen Welt oder der Vorstellungswelt dar. Ein Objekt besitzt
einen bestimmten Zustand und reagiert mit einem definierten Verhalten auf seine
Umgebung [32]. Ein Objekt ist Instanz einer Klasse.
Eine Klasse 88 ist allgemein eine Gruppe von Dingen mit gemeinsamen Merkma-
len. In der OO spezifiziert Klasse die Gemeinsamkeiten einer Menge von Objekten
mit denselben Eigenschaften (Attributen), demselben Verhalten (Operationen 89) und
denselben Beziehungen [32].
Attribute 90 definieren die Eigenschaften von Objekten, indem sie eine Beziehung
zwischen einem Namen (dem Attributnamen) und einem Wert herstellt. In Klassen
können Attribute definiert werden, die als Typ eine andere Klasse besitzen, und so
an einer Instanz auf eine weitere Instanz verweisen [149].
Generalisierung und Instanziierung: Durch Generalisierung 91 werden aus einer
Menge von Klassen deren gemeinsame Eigenschaften herausgelöst und in einer neu-
en, generelleren Klasse gefasst. Spezialisierung ist das Gegenteil der Generalisierung.
Hier wird für eine Klasse eine spezifischere Variante mit spezifischeren Eigenschaf-
ten geschaffen und diese in Beziehung zur generelleren Klasse gesetzt. Durch Ge-
neralisierung und Spezialisierung können Hierarchien von Klassen erstellt werden
[149].
Assoziationen: Eine Relation zwischen mindestens zwei Klassen wird Assoziation
92 genannt. Eine Instanz einer Assoziation wird Link genannt. Die Anbindung einer
Klasse an eine Assoziation wird Assoziationsende genannt und ist als separates Kon-
zept definiert. Dies ist motiviert durch die Tatsache, dass sich für jedes Assoziations-
ende separate Eigenschaften definieren lassen, wie die Multiplizität, der Rollenname
(Einschränkung der Menge von Instanzen, die in konkreter Relation zueinander ste-
hen können) oder die Sichtbarkeit [149]. Um die Beziehung zwischen Instanzen der
über eine Assoziation verbunden Klassen als Teile-Ganze Beziehung auszudrücken,
können Assoziationen in Form von Aggregationen oder Kompositionen genauer spezi-
fiziert werden 93.
87Definition nach [184]: »An instance specification is a model element that represents an instance in a
modeled system«.
88Definition nach [184]: »A class describes a set of objects that share the same specifications of features,
constraints, and semantics«.
89Definition nach [184]: »An operation is a behavioral feature of a classifier that specifies the name,
type, parameters and constraints for invoking an associated behavior«.
90Definition nach [184]: »An attribute is a structural feature. A property related to a classifier by ow-
nedAttribute represents an attribute. It relates an instance of the class to a value or collection of
values of the type of the attribute«.
91Definition nach [184]: »A generalization is a taxonomic relationship between a more general classifier
and a more specific classifier«.
92Definition nach [184]: »An association describes a set of tuples whose values refer to typed instances.
An instance of an association is called a link«.
93Eine Aggregationen stelle eine lose Teile-Ganze Beziehung dar, während eine Komposition eine Art
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Pakete: Zur Strukturierung von Modellelementen werden Pakete 94 verwendet. Die-
se eröffnen jeweils einen Namensraum (engl. Namespace). Pakete erlauben Hierar-
chisierung. Um den Zugriff von Elementen unterschiedlicher Pakete zu ermöglichen,
stehen die Konzepte Elementimport («import», Übernehmen von Elementen außer-
halb eines Paketes in dessen Namensraum), Paketimport («access» Übernehmen von
Paketen außerhalb eines Paketes in dessen Namensraum) und Paket-Merge («merge»)
zur Verfügung. Letzteres wird verwendet, wenn Modellkonzepte, die bereits in ei-
nem Paket existieren, unter gleichem Namen in einem anderen Paket Erweiterungen
erfahren sollen [149].
2.9.3.5 Unified Modeling Language (UML)
Modelle können nach [60] als Graphen dargestellt werden. Die Unified Modeling Lan-
guage (UML) ist eine graphische Notationssprache zur Modellierung, Dokumentati-
on, Spezifizierung und Visualisierung komplexer Softwaresysteme [201].
Zum Zeitpunkt der Erstellung dieser Arbeit liegt die UML als Version 2.3 in den bei-
den, sich ergänzenden Dokumenten UML Infrastructure [184] und UML Superstruc-
ture [185] vor. Die Trennung in zwei Dokumente existiert seit UML Version 2.0. UML
Version 1.4.2 ist standardisiert als ISO/IEC 19501 [144].
Die UML vereint im Gegensatz zu früheren, auf konkrete Einsatzzwecke zugeschnit-
tenen Entwurfssprachen, eine Vielzahl von Modellierungskonzepten und Modellie-
rungsmechanismen im Sinne eines Werkzeugkastens und auf einer einheitlichen kon-
zeptionellen Basis. Damit kann die Sprache den gesamten Entwicklungsprozess hin-
durch eingesetzt werden [149].
Organisation des UML Metamodells Die UML wird durch zwei getrennte Dokumente
spezifiziert, der UML Infrastructure [184], die das Metametamodell erklärt und UML
Superstructure [185], welche die UML selbst erläutert und dazu die UML Infrastruc-
ture verwendet. Das bedeutet alle Elemente des UML-Metamodells sind Instanzen
der Elemente der UML Infrastructure und das UML-Metamodell importiert alle Ele-
mente der UML Infrastructure [149]. Die Konzepte der UML Infrastructure entsprechen
dem Kern der Sprache UML. Dies erklärt den Import, obwohl sich UML Infrastruc-
ture und UML Superstructure auf verschiedenen Metaebenen befinden. Die Konzepte
der Modellierungssprache UML, also die UML Infrastructure, stellen wiederum ein
Modell dar.
UML Infrastructure repräsentiert das Paket InfrastructureLibrary, welches seinerseits
aus den Paketen Core und Profiles besteht. Profiles definiert Mechanismen zum An-
passen von Metamodellen.
physikalischer Inklusion beschreibt.




Core hingegen beinhaltet Kernkonzepte der Metamodellierung und zeichnet sich durch
hohe Wiederverwendbarkeit aus. UML, CWM 95 und MOF gründen auf diesem ge-
meinsamen Core (s. Abbildung 2.14). Dies ist Grundlage für die Erweiterbarkeit und
Anpassbarkeit der Sprache, aber auch für die Speicherung und Verarbeitung von




Abbildung 2.14: UML Core Paket als gemeinsamer Kern nach [184]
Das Paket Core besteht aus vier Unterpaketen: Primitive Types definiert primitive Da-
tentypen; Basic erklärt Grundbegriffe wie Klasse, Attribut, Operation und Paket; Ab-
straction beschreibt weiterführende Konzepte wie Generalisierung, Instanz, Namens-
raum, Sichtbarkeit oder Relation; Constructs enthält das Grundkonzept der Assozia-
tion. Constructs importiert («import») Basic und Abstraction, welche beide Primitive
Types importieren. Dabei werden importierte Konzepte durch den Mechanismus der
Spezialisierung mit weiteren Eigenschaften versehen [149]. Abbildung 2.15 zeigt die
Metaklasse Class des Constructs Package. Dabei werden die Assoziationsenden einer
Assoziation als Eigenschaften der Assoziation aufgefasst, ähnlich den Attributen ei-
ner Klasse. Property ist die gemeinsame Metaklasse für die Begriffe Attribut und As-
soziationsende.
UML Superstructure Die UML trennt zwischen Inhalt und Form eines Modells. Un-
ter Form wird dabei die Repräsentation eines Modells als Diagramme verstanden
[149]. Dem kann die Definition eines Modells nach [207] zugrunde gelegt werden,
die besagt dass ein Modell eine Menge von Aussagen über ein betrachtetes System
ist. Aussagen setzten dabei Dinge in Relation zueinander. Dinge und Relationen wer-
den als Modellartefakte bezeichnet. Soll das System von einer bestimmten Sichtweise
betrachtet werden, so bezieht sich dies auf eine Untermenge der Aussagen. Die Re-
präsentation soll der Sichtweise angepasst sein.
95CWM steht für Common Warehouse Model und beschreibt eine Standard der OMG für den einfachen
Austausch von Depot- und Geschäfts- Metadaten zwischen entsprechenden Werkzeugen, Plattfor-
men und Repositories in verteilten heterogenen Umgebungen [178].
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-isReadOnly : Boolean 
-default : String 
-isComposite : Boolean 
-isDerived : Boolean 




-isAbstract : Boolean Class 




0..* +class 0..1 
+ownedOperation 
0..* +class 0..1 
+/attribute 
0..* +classifier 0..1 
+onwnedEnd 

















1..* 0..* 2..* 
Abbildung 2.15: Klassendiagramm des Constructs Package nach [184]
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Die UML Superstructure [185] verwendet die UML Infrastructure und beschreibt unter
anderem 13 unterschiedliche Diagramme, mit teils diagrammspezifischen, teils dia-
grammübergreifenden Notationselementen zur sichtweisenbezogenen Darstellung
von Aussagen. Dabei werden Strukturdiagramme und Verhaltensdiagramme unter-
schieden.
Zu den Strukturdiagrammen gehören Klassendiagramm, Paketdiagramm, Objektdiagramm,
Kompositionsstrukturdiagramm, Komponentendiagramm und Verteilungsdiagramm, wäh-
rend Use-Case-Diagramm, Aktivitätsdiagramm, Zustandsautomat, Sequenzdiagramm, Kom-
munikationsdiagramm, Timing-Diagramm und Interaktionsübersichtsdiagramm zu den Ver-
haltensdiagrammen gezählt werden.
Die relevanten Aussagen eines Modells können sich bezüglich einer Sichtweise auf
eine Anzahl von Diagrammen des gleichen Diagrammtyps verteilen. Wichtig ist die
Unterscheidung von Modell und Diagramm. Ein Diagramm repräsentiert lediglich
eine Menge von Aussagen als Untermenge eines Modells, entsprechend einer be-
stimmten Sichtweise.
Die Konzepte der UML Sprachdefinition besteht aus einer Reihe aufeinander aufbau-
ender oder einander ergänzender Sprachdefinitionspakete, den sog. Language Units.
Jede dieser Einheiten enthält Modellierungskonzepte, die in Bezug auf eine speziel-
le Betrachtungsweise oder einen bestimmten Formalismus besonders geeignet sind.
Language Units sind hierarchisch in vier sog. Compliance Level eingeteilt.
• Level 0 (L0): Fasst die UML Infrastructure. Stellt eine Basis für die Interopera-
bilität zwischen verschiedenen Kategorien von Modellierungswerkzeugen dar.
• Level 1 (L1): Fügt L0 neue Language Units hinzu, beispielsweise für Use-Cases
(engl. Use Case), Interaktionen (engl. Interactions), Strukturen (engl. Structu-
res), Aktivitäten (engl. Activities) und Aktionen (engl. Actions).
• Level 2 (L2): Fügt L1 neue Language Units hinzu, unter anderem für Verteilung
(engl. Deployment), die Modellierung von Zustandsautomaten (engl. State Ma-
chine Modeling) und Profile (engl. Profiles).
• Level 3 (L3): Diese Ebene repräsentiert die gesamte UML. Sie erweitert L2 um
die Modellierung von Informationsflüssen (engl. Information Flow), Vorlagen
(engl. Templates) und Modellkomprimierung (engl. Model Packing).
In der hierarchische Struktur kommt die Methode des Paket-Merge zum Einsatz. Das
Paket Kernel auf L1 ist das zentrale Paket in der UML Superstructure. Es verwendet
überwiegend Konzepte der UML Infrastructure, nämlich Constructs und PrimitiveTy-
pes. Für weitere Informationen wird auf [185] verweisen.
2.9.3.6 Meta Object Facility
Die Definition der Symbole einer Modellierungssprache und die Spezifikation von
deren Aussehen in Diagrammen wird konkrete Syntax genannt, das Datenmodell ei-
ner Modellierungssprache abstrakte Syntax.
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Der Standard Meta Object Facility spezifiziert eine Modellierungssprache zur Model-
lierung der abstrakten Syntax von Metamodellen. Meta Object Facility kann nach [200]
frei als Metaobjektmöglichkeiten übersetzt werden. Die konkrete Syntax von MOF ist
eine Teilmenge des UML Standards [196].
Die Meta Object Facility (MOF) stellt ein Rahmenwerk zur Handhabung von Meta-
daten bereit, sowie eine Menge von Diensten/Vorgaben für Entwicklung und Aus-
tauschbarkeit von Modellen in Metadaten getriebenen Systemen [181]. MOF Version
1.4.1 ist als ISO/IEC 19502 [145] standardisiert.
Die Konzepte von MOF sowie die Konzepte der UML Superstructure integrieren und
verwenden die Konzepte der UML Infrastructure (s. Abbildung 2.14) [181].
Ab Version MOF 2.0 besteht eine Aufteilung in Essential MOF (EMOF) und Complete
MOF (CMOF). EMOF erlaubt die Definition einfacher Metamodelle unter Verwen-
dung simpler Konzepte und bietet für einfache MOF-basierte Metamodelle ein ein-
faches Rahmenwerk für ihre Zuordnung zu Implementierungen wie beispielsweise
XMI. CMOF entsteht durch die Vereinigung von EMOF und dem Paket Constructs
der UML Infrastructure und ermöglicht die Definition umfassenderer Metamodelle
wie beispielsweise UML 2 [181]. Eine Übersicht von Paketen der UML Infrastruc-
ture, MOF sowie das Paket Kernel der UML Superstructure sind in Abbildung 2.16
dargestellt. Die einzelnen Konzepte von MOF werden unter Verwendung von MOF
Konzepten definiert. Dies kann mit der Erklärung eines Wortes in einem Wörterbuch
verglichen werden, welche das zu erklärende Wort selbst enthält [95].
Als Bestandteil von MOF wurde unter anderem die Technologieabbildung XML Me-
tadata Interchange (XMI) definiert. Dieser erklärt wie Instanzen des MOF Modells (Ele-
mente eines Metamodells) auf XML-Dokumententyp- bzw. -Schemadefinitionen ab-
gebildet werden [149].
2.9.3.7 XML Metadata Interchange (XMI)
MOF und die UML spezifizieren Rahmenwerke zur Beschreibung von Modellen und
Sprachen mit graphischen Notationselementen. Die entstehenden Diagramme sind
zwar für Menschen mit ihrer visuellen Wahrnehmung einfach zu deuten, nicht je-
doch für Rechner, welche im Umgang mit Zeichenketten und Listen sehr effizient
sind. Zur Unterstützung der rechnergestützten Arbeit mit Modellen und deren Aus-
tausch wurde die Technologie XML Metadata Interchange (XMI) von der OMG spezi-
fiziert. Mit XML, UML und MOF integriert sie die Schlüsselstandards im Bereich der
modellgetriebenen Entwicklung. XMI beschreibt unter anderem Methoden um MOF-
basierte Metamodelle und UML Modelle in XML-Dokumenten zu serialisieren. Die
OMG definiert XMI als eine von MOF abgeleitete Technologie für die Manipulati-
on von Metadaten und den Metadaten getriebenen Austausch [181]. Zum Zeitpunkt
der Erstellung dieser Arbeit liegt XMI in Version 2.1.1 [182] vor. XMI Version 2.0.1 ist
















Abbildung 2.16: Abhängigkeiten zwischen Paketen von MOF und UML
Infrastructure
XMI beschreibt das Mapping von MOF bzw. MOF-basierten Modellen nach XML.
Die Version von XMI korreliert dabei zwangsläufig mit der gewählten Version von
MOF. Beispielsweise korrespondieren XMI 1.1 [177] zu MOF 1.3 [176] und XMI 2.1
[180] zu MOF 2.0 [181].
Die Technologie von XMI umfasst regelbasierte Vorgehen für die Serialisierung von
Modellen sowie eine Art von XML-Dokumenten und XML-Schemata. Fassen letztere
Schemainformationen oder Modellinformationen in Bezug auf MOF-basierte Model-
le, so werden sie XMI-Dokumente bzw. XMI-Schema genannt. Modelle werden auf
Rechnern meist in Form von XMI-Dokumenten abgelegt.
XMI beschreibt XML Dokumente, die auf Basis von MOF Modellen produziert wer-
den und XML Schemata, die verwendet werden können um diese Dokumente zu
validieren. Sowohl XMI-Dokumente als auch XMI-Schema können auf allen Model-
lierungsebenen bestehen. Ihre Ausprägung orientiert sich an den Inhalten, welche se-
rialisiert sind. Wird ein Modell einer Ebene in Bezug auf den Modellinhalt serialisiert,
so handelt es sich um ein XMI-Dokument. Wird hingegen das Modell einer Ebene
(in diesem Falle ein Metamodell) im Sinne der Verifikation möglicher Instanziierun-
gen der nachfolgenden Ebene abgebildet, liegt ein XMI-Schema vor. Abbildung 2.17
96 veranschaulicht dies. Gestrichelte Pfeile zwischen XMI-Dokumenten und XML-
Schema stellen jeweils eine Konformitätsbeziehung dar.













Abbildung 2.17: Mapping von Modellen nach XMI (nach [95])
XMI stellt Regeln, Spezifikationen und Produktionsregeln im Umfeld des Mappings
zwischen MOF und XML bereit [180]. Dazu gehören:
• Regeln, mit welchen Schema Dateien generiert werden können für alle validen,
in XMI-überführbaren MOF-basierten Modelle.
• Produktionsregeln für XML Dokumente zur Codierung und Decodierung von
MOF basierten Metadaten.
• Design Prinzipien für XMI basierte Schemata und XML Dokumente.
• Produktionsregeln für den Import von XML DTDs in ein MOF basiertes Meta-
modell.
Ein XMI-Dokument besteht aus drei Bereichen. Header enthält allgemeine Inhalte des
Dokuments (Namen, Version, etc.), Content die Modelldaten und der optionale Be-
reich Extensions (werkzeugspezifische) Zusatzinformationen.
Metaklassen werden als Schlüsselworte der Marken verwendet, Metaattribute als At-
tribute der Marken. In einem XMI-Dokument ist jedes Element über die xmi.id ein-
deutig identifizierbar. Dokumentenübergreifende Referenzierung ist durch die Zu-
weisung der xmi.uuid 97 möglich.
Ein MOF-basiertes Modell stellt meist einen Graphen oder ein Netz dar. Dieses wird
ein einem XMI-Dokument als Baum mit Zusatzinformationen gefasst. Beziehungen
zwischen Modellelementen, die einer Komposition entsprechen, können durch den
Baum abgebildet werden. Für andere Beziehungen kommt ein Referenzmechanis-
mus zum Einsatz. Eine Referenz xmi.idref verweist auf ein Element mit der gleichen
xmi.id.
97UUID steht für Universally Unique Identifier.
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Eine Marke beginnt in einem XMI-Dokument mit dem Typ, welcher mit der Meta-
klasse aus dem zugrundeliegenden MOF Modell korrespondiert. Dem folgen xmi.id
und evtl. xmi.uuid als Attribute. Im Falle einer Referenz beginnt die Marke ebenfalls
mit dem Typ, enthält als Attribut jedoch nur die xmi.idref.
Abbildung 2.18 stellt ein einfaches UML Modell dar, bestehend aus einem Paket,
zwei Klassen, einem Attribut, einer Generalisierungsrelation und einer Assoziati-
on dar. Das folgende XMI-Dokument (siehe Listing 2.5) ist die Serialisierung dieses
UML Modells, unter der Annahme, dass dieses auf MOF basiert.
mm 







Abbildung 2.18: Beispiel eines einfachen UML Modells
2.9.3.8 ECORE
ECORE ist ein konzeptionelles Modellierungsrahmenwerk, welches in EMF 98 ver-
wendet wird um Modelle zu modellieren [216]. EMF wurde parallel zur MDA der
OMG entwickelt und bietet eine ähnliche Menge von Sprachen zur Metamodellie-
rung und zum Modellaustausch [95]. ECORE entspricht im Wesentlichen EMOF, die
Unterschiede sind gering [242]. In der aktuellen Version 2.0 kann ECORE bzw. EMF
im weiteren Sinne als eine Implementierung von EMOF angesehen werden. Dies be-
trifft die Abbildung auf XML sowie auf Java [103].
Abbildung 2.19 zeigt die Relationen, Attribute und Operationen von ECORE Kom-
ponenten nach [129]. Dabei sind nach [216] und [95] die folgenden vier Klassen not-
wendig um ein Modell einer Modellierungssprache zu erstellen:
• EClass repräsentiert eine modellierte Klasse. Eine EClass hat einen Namen, kei-
ne oder mehrere Attribute und keine oder mehrere Referenzen.
• EAttribute stellt ein modelliertes Attribut dar. Attribute haben einen Namen
und einen Typ.
98EMF steht für Eclipse Modeling Framework. Das EMF Projekt ist ein Modellierungsrahmenwerk und
Hilfsmittel zur Code-Generierung um Werkzeuge und Applikationen auf Basis eines strukturier-
ten Datenmodells aufzubauen [221].
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<?xml vers ion = " 1 . 0 " encoding ="UTF−8" ?>
2 <XMI xmi . vers ion = " 1 . 1 " xmlns : Model="omg . org/mof . Model/1.3" >
<XMI . header >
4 <XMI . model xmi . name=" eea " xmi . vers ion ="3.0.611" > </XMI . model>
<XMI . metamodel xmi . name="MOF" xmi . vers ion ="1.3" > </XMI . metamodel>
6 </XMI . header >
<XMI . content >
8 <Model : Package xmi . id =" a8 " name="mm" isReadOnly =" t rue " isRoot =" f a l s e " i s L e a f =" f a l s e " i s A b s t r a c t =" f a l s e "
v i s i b i l i t y =" p u b l i c _ v i s ">
10 <Model : Namespace . contents >
<Model : Class xmi . id =" a0 " name=" Superc lass " isReadOnly =" t rue " i s S i n g l e t o n =" f a l s e " i s A t t r i b u t e =" f a l s e "
12 isRoot =" t rue " i s L e a f =" f a l s e " i s A b s t r a c t =" t rue " v i s i b i l i t y =" p u b l i c _ v i s ">
<Model : Reference xmi . id =" a5 " name=" s u b c l a s s " isReadOnly =" t rue " type =" a1 " isChangeable =" t rue "
14 referencedEnd =" a4 " scope =" i n s t a n c e _ l e v e l " v i s i b i l i t y =" p u b l i c _ v i s ">
<Model : S t r u c t u r a l F e a t u r e . m u l t i p l i c i t y >
16 <XMI . f i e l d >0</XMI . f i e l d >
<XMI . f i e l d >−1</XMI . f i e l d >
18 <XMI . f i e l d > f a l s e </XMI . f i e l d >
<XMI . f i e l d >true </XMI . f i e l d >
20 </Model : S t r u c t u r a l F e a t u r e . m u l t i p l i c i t y >
</Model : Reference >
22 <Model : A t t r i b u t e xmi . id =" a7 " name="name" isReadOnly =" t rue " timeStamp = " 2 4 . 0 3 . 2 0 1 0 0 9 : 4 0 : 2 7 "
type =" S t r i n g " isChangeable =" t rue " isDerived =" f a l s e " i s V o l a t i l e =" f a l s e " placementOrder ="0"
24 a t t r i b u t e K i n d =" v e r s i o n A t t r i b u t e " scope =" i n s t a n c e _ l e v e l " v i s i b i l i t y =" p u b l i c _ v i s ">
<Model : S t r u c t u r a l F e a t u r e . m u l t i p l i c i t y >
26 <XMI . f i e l d >1</XMI . f i e l d >
<XMI . f i e l d >1</XMI . f i e l d >
28 <XMI . f i e l d > f a l s e </XMI . f i e l d >
<XMI . f i e l d > f a l s e </XMI . f i e l d >
30 </Model : S t r u c t u r a l F e a t u r e . m u l t i p l i c i t y >
</Model : At t r ibute >
32 </Model : Class >
<Model : Class xmi . id =" a1 " name=" Subclass " isReadOnly =" t rue " i s S i n g l e t o n =" f a l s e " i s A t t r i b u t e =" f a l s e "
34 isRoot =" t rue " i s L e a f =" f a l s e " i s A b s t r a c t =" f a l s e " v i s i b i l i t y =" p u b l i c _ v i s " supertypes =" a0">
<Model : Reference xmi . id =" a6 " name=" s u p e r c l a s s " isReadOnly =" t rue " type =" a0 " isChangeable =" t rue "
36 referencedEnd =" a2 " scope =" i n s t a n c e _ l e v e l " v i s i b i l i t y =" p u b l i c _ v i s ">
<Model : S t r u c t u r a l F e a t u r e . m u l t i p l i c i t y >
38 <XMI . f i e l d >0</XMI . f i e l d >
<XMI . f i e l d >−1</XMI . f i e l d >
40 <XMI . f i e l d > f a l s e </XMI . f i e l d >
<XMI . f i e l d >true </XMI . f i e l d >
42 </Model : S t r u c t u r a l F e a t u r e . m u l t i p l i c i t y >
</Model : Reference >
44 </Model : Class >
<Model : Assoc ia t ion xmi . id =" a3 " name=" r i c h t i g e r Name" isReadOnly =" t rue " isRoot =" f a l s e " i s L e a f =" f a l s e "
46 i s A b s t r a c t =" f a l s e " v i s i b i l i t y =" p u b l i c _ v i s " isDerived =" f a l s e ">
<Model : Namespace . contents >
48 <Model : AssociationEnd xmi . id =" a2 " name=" s u p e r c l a s s " isReadOnly =" t rue " isNavigable =" t rue "
aggregat ion ="none " isChangeable =" t rue " type =" a0">
50 <Model : AssociationEnd . m u l t i p l i c i t y >
<XMI . f i e l d >0</XMI . f i e l d >
52 <XMI . f i e l d >−1</XMI . f i e l d >
<XMI . f i e l d > f a l s e </XMI . f i e l d >
54 <XMI . f i e l d > f a l s e </XMI . f i e l d >
</Model : AssociationEnd . m u l t i p l i c i t y >
56 </Model : AssociationEnd >
<Model : AssociationEnd xmi . id =" a4 " name=" s u b c l a s s " isReadOnly =" t rue " isNavigable =" t rue "
58 aggregat ion ="none " isChangeable =" t rue " type =" a1">
<Model : AssociationEnd . m u l t i p l i c i t y >
60 <XMI . f i e l d >0</XMI . f i e l d >
<XMI . f i e l d >−1</XMI . f i e l d >
62 <XMI . f i e l d >true </XMI . f i e l d >
<XMI . f i e l d >true </XMI . f i e l d >
64 </Model : AssociationEnd . m u l t i p l i c i t y >
</Model : AssociationEnd >
66 </Model : Namespace . contents >
</Model : Associat ion >
68 </Model : Namespace . contents >
</Model : Package>
70 </XMI . content >
</XMI>
Listing 2.5: XMI-Serialisierung des MOF-basierten UML Modells aus Abbildung 2.18
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• EReference repräsentiert Assoziationen zwischen Klassen.
• EDataType stellt Typen von Attributen dar. Diese können primitive Typen wie
int oder float oder Objekt Typen wie java.util.Date sein.
+create(eClass:EClass)() : EObject 
+createFromString(eDataType:EDataType, literalValue:String)() : EJavaObject 
+convertToString(eDataType:EDataType, instanceValue:EJavaObject)() : String 
EFactory 
abstract : boolean 
interface : boolean 
+isSuperTpyeOf(someColass:EClass)() : Boolean 
+getEStructuralFeature(featureID:int)() : EStructuralFeature 
+getEStructuralFeature(featureName:String)() : EStructuralFeature 
EClass 
+getEEnumLiteral(name:String)() : EEnumLiteral 
+getEEnumLiteral(value:int)() : EEnumLiteral 
EEnum 
+getEAnnotation(source:String)() : EAnnotation 
EModelElement 
instanceClass : EJavaClass 
instandeClassName : String 
defaultValue : EJavaObject 
+isInstance(object:EJavaObject)() : Boolean 
+getClassifierID()() : int 
EClassifier 
nsURI : String 
nsPrefix : String 
+getEClassifier(name:String)() : EClassifier 
EPackage 
changable : boolean = true 
volatile : boolean 
transient : boolean 
defaultValueLiteral : String 
defaultValue : EJavaObject 
unsettable : boolean 
derived : boolean 
+getFeatureID()() : int 
+getContainerClass()() : EJavaClass 
EStructuralFeature 
source : String 
details : EStringToStringMapEntry 
EAnnotation 
containment : boolean 
container : boolean 
resolveProxies : boolean = true 
EReference 
serializable : boolean = true EDataType 
ordered : boolean = true 
unique : boolean = true 
lowerBound : int 
upperBound : int = 1 
many : boolean 
required : boolean 
ETypedElement 
value : int 
instance : EEnumerator 
EEnumLiteral 
iD : boolean EAttribute 





































Abbildung 2.19: ECORE Definition nach [129]
Über XMI können auch ECORE basierte Modelle in XML-Dokumente serialisiert
werden. Listing 2.18 zeigt die Serialisierung des UML Modells aus Abbildung 2.18
unter der Annahme, dass dieses auf ECORE basiert. Es ist ersichtlich, dass die Se-
rialisierung des ECORE-basierten Modells weniger umfangreich ist. Dies liegt unter
anderem an der Art und Weise wie in ECORE Assoziationen definiert sind.
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Während bidirektionale Assoziationen in MOF separate Konzepte darstellen, so wer-
den sie in ECORE durch zwei Referenzen modelliert, von welchen jede die andere als
ihr eOpposite definiert [216]. In der Serialisierung des ECORE-basierten Modells sind
Referenzen Attribute von Klassen, in der Serialisierung des MOF-basierten Modells
sind Assoziation separat ausgewiesen.
1 <?xml vers ion = " 1 . 0 " encoding ="ISO−8859−1"?>
<ecore : EPackage xmlns : ecore =" ht tp ://www. e c l i p s e . org/emf/2002/ Ecore " xmlns : Model="omg . org/mof . Model / 1 . 3 "
3 xmlns : xmi=" ht tp ://www. omg . org/XMI" xmlns : x s i =" ht tp ://www. w3 . org /2001/XMLSchema−i n s t a n c e " xmlns=" ht tp :// t e s t . de "
xmi : vers ion = " 2 . 0 " name=" eea2 " nsURI=" ht tp ://www. i t i v . k i t . edu/eea " n s P r e f i x =" eea ">
5 <ecore : eSubpackages name="mm" nsURI=" ht tp ://www. i t i v . k i t . edu/mm" n s P r e f i x ="UML">
< e C l a s s i f i e r s x s i : type =" ecore : EClass " name=" Superc lass " a b s t r a c t =" t rue " eSuperTypes ="" >
7 < e S t r u c t u r a l F e a t u r e s x s i : type =" ecore : EReference " name=" s u b c l a s s " eType="#//mm/Subclass "
eOpposite ="#//mm/Subclass/ s u p e r c l a s s " lowerBound ="0" upperBound="−1"/>
9 </ e C l a s s i f i e r s >
< e C l a s s i f i e r s x s i : type =" ecore : EClass " name=" Subclass " a b s t r a c t =" f a l s e " eSuperTypes="#//mm/Superc lass ">
11 < e S t r u c t u r a l F e a t u r e s x s i : type =" ecore : EReference "name=" s u p e r c l a s s " eType="#//mm/Superc lass "
eOpposite ="#//mm/Superc lass/s u b c l a s s " lowerBound ="0" upperBound="−1"/>
13 </ e C l a s s i f i e r s >
</ecore : eSubpackages >
15 </ecore : EPackage>
Listing 2.6: XMI-Serialisierung des ECORE-basierten Modells aus Abbildung 2.18
2.9.3.9 Modeling Spaces
Um Modelle zu beschreiben, können verschiedene Ansätze, Repräsentationen und
Realisierungen angewendet werden. Nach dem Paradigma der Metamodellierung
leiten sich die in einem Modell verwendeten Konstrukte konform aus der Definition
dieser Konstrukte auf einer höheren Modellierungsebene ab. Dieser Vorgang kann so
lange verfolgt werden, bis eine Ebene erreicht ist, die sich selbst beschreibt. Dies ist
beispielsweise bei MOF der Fall. Die Konzepte dieser Ebene können durch Konzepte
eines anderen Modellierungsansatzes beschrieben werden. Dabei ist nicht vorgege-
ben, dass die verwendeten Konzepte ebenfalls aus der höchsten, sich selbst beschrei-
benden Ebene entnommen sind. Ein Beispiel hierfür ist die Serialisierung von MOF
in einem XML-Dokument. Während MOF als M3 Ebene anzusehen ist, stellt seine Se-
rialisierung (ein XML-Dokument) ein Modell auf M1 Ebene dar. Dieses ist konform
zur XML-Grammatik auf M2 Ebene, die wiederum konform zur Extended Backus
Nauer Form (EBNF) [142] ist. Um mögliche derartige Abhängigkeiten in einer über-
greifenden Sichtweise zu fassen wurden Modeling Spaces eingeführt [75].
Ein Modeling Space ist eine Modellierungsarchitektur die auf einem bestimmten Su-
permetamodell basiert. Als Supermetamodell wird ein Metametamodell bezeichnet,
welches sich selbst definiert, wie dies beispielsweise bei MOF, ECORE oder EBNF
der Fall ist. Diese werden entsprechend MOF Modeling Space oder ECORE Modeling
Space genannt. Es werden parallele und orthogonale Modeling Spaces unterschieden:
• Als parallel werden Modeling Spaces bezeichnet, welche die gleiche Menge von
Dingen der realen Welt modellieren, aber auf unterschiedliche Art und Weise.
Beispielsweise ist der MOF Modeling Space parallel zum ECORE Modeling Space.
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• Als orthogonal werden zwei Modeling Spaces bezeichnet, falls der eine Mo-
deling Space Konzepte des anderen Modeling Space als Dinge der realen Welt
darstellt. Ein Beispiel hierfür ist die Serialisierung eines MOF-basierten Modells
99 als XML-Dokument. Während MOF selbst auf M3 Ebene des MOF Modeling
Space steht, entspricht seine Serialisierung einer Instanz des EBNF Modeling
Spaces auf M1 Ebene.
Beispiele für parallele und orthogonale Modeling Spaces sind in Abbildung 2.20 dar-
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Abbildung 2.20: Parallele und Orthogonale Modeling Spaces nach [95]
99Dies kann MOF selbst, ein MOF-basiertes Metamodell oder ein MOF-basiertes Modell sein.
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2.10 Modellierung von Elektrik/Elektronik
Architekturen in der Automobilentwicklung
Eine umfassende Gegenüberstellung von Werkzeugen zur Modellierung der Elektrik
/ Elektronik Architektur (EEA) von Fahrzeugen findet sich in [167]. Im Folgenden
wird auf die EEA Modellierung mit dem quasi Standard Werkzeug PREEvision [13]
eingegangen.
2.10.1 PREEvision
PREEvision ist ein Werkzeug zur modellbasierten Entwicklung und Bewertung von
EEAs. Es wurde in einer Kooperation zwischen der Daimler Chrysler Forschung, der
Daimler Chrysler Entwicklung 100 und dem Forschungszentrum Informatik (FZI) in
Karlsruhe prototypisch entwickelt. Seit 2005 kümmert sich die aquintos GmbH 101
um die Weiterentwicklung und kommerzielle Vermarktung von PREEvision. Aktuell
ist PREEvision in der Version 3.1 verfügbar 102.
Das Werkzeug PREEvision basiert auf Eclipse. Ihm liegt die EEA Beschreibungsspra-
che EEA-ADL zugrunde [167]. Diese ermöglicht die Beschreibung von EEA Modellen
in verschiedenen Abstraktionsebenen (s. Abbildung 2.21). EEA-ADL stellt ein Meta-
modell nach dem Paradigma des Model Driven Engineering dar. Die Sprache basiert
auf MOF 1.3. Das aktuell vorliegende Metamodell (Version 3.0.611) umfasst ca. 1200
Klassen, ca. 400 Assoziationen und ca. 400 Attribute. Die Modellartefakte eines EEA
Modells sind Instanzen des Metamodells. Durch EEA-ADL können alle EEA relevan-
ten Daten erstmals in einem Modell beschrieben werden.
2.10.1.1 Abstraktionsebenen
Die Abstraktionsebenen der EEA-ADL fassen die folgenden Informationen:
• Die Anforderungsebene beinhaltet Kundenanforderungen und Zielvorgaben
in textueller Form. Diese können gruppiert und zueinander in Beziehung ge-
setzt werden. Die Visualisierung erfolgt in Form von Anforderungstabellen.
Funktionale Anforderungen können darüber hinaus als Feature Funktions Netz-
werke [167] in speziellen Diagrammen dargestellt werden. Hierdurch lässt sich
der funktionale Zusammenhang zwischen kundenerlebbaren Ausstattungsmerk-
malen, sowie deren Requestoren und Erfüllern (engl. Fulfiller) modellieren.
100Heute Daimler AG.
101Seit 2010 hält die Vector Informatik GmbH eine 100%-ige Beteiligung an der aquintos GmbH.
102Teile der vorliegenden Arbeit beziehen sich auf PREEvision Version 2.2. Die Hauptunterschiede
der beiden Versionen liegen in Hinblick auf die hier vorgestellte Arbeit im Feature Funktions
Netzwerk. Während dieses in Version 2.2 eine eigenständige Modellierungsebene mit eigenen Dia-
grammen darstellt, wurde es in Version 3.1 zu einer tabellarischen Darstellung der Artefakte im
Sinne von Anforderungen.
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Abbildung 2.21: Abstraktionsebenen von EEA-ADL
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• In der Logischen Architektur werden logische Zusammenhänge unabhängig
von ihrer Realisierung in Hardware oder Software dargestellt.
• Im Funktionsnetzwerk wird die Funktionsarchitektur durch Funktionen, Schnitt-
stellen sowie deren logischen und funktionalen Abhängigkeiten beschrieben.
Das Funktionsnetzwerk orientiert sich an der Application Software sowie dem
Virtual Functional Bus nach AUTOSAR und betrachtet noch keine physikali-
sche Realisierung. Der Aufbau wird durch die Funktionstypen einer Funkti-
onsbibliothek unterstützt und ermöglicht so die Wiederverwendung. Mit den
Funktionstypen werden auch Ports (als Port Prototypen) und deren Interfaces
beschrieben. Die Funktionen des Funktionsnetzwerks werden aus den Funk-
tionstypen der Funktionsbibliothek bei Bedarf instanziiert. Durch Verbindung
von Ports entsteht entsprechend den Interface Beschreibungen die Kommuni-
kation zwischen Funktionen sowie die kommunizierten Signale. Durch Kom-
positionen können Funktionsnetze hierarchisch aufgebaut werden. Die graphi-
sche Modellierung erfolgt in Funktions Netzwerk Diagrammen. Die System-
zugehörigkeit von Inhalten des Funktionsnetzwerks sowie die Interaktion zwi-
schen Systemen kann auf dieser Abstraktionsebene durch Systemdiagramme vi-
sualisiert werden.
• Für die Modellierung der Hardware werden verschiedene Diagrammarten mit
unterschiedlichem Abstraktionsfokus angeboten. Im Komponentendiagramm
wird das Innenleben von Hardwarekomponenten in Bezug auf enthaltene Ein-
heiten wie CPU, RAM, Transceiver, etc. beschrieben. Das Komponenten Netz-
werk Diagramm dient zur Spezifikation und Darstellung der logischen Ver-
netzung sowie des Leistungsversorgungskonzeptes und Massekonzeptes von
Hardwarekomponenten wie ECUs, Sensoren, Aktuatoren, Batterien, etc. durch
Bussysteme und konventionelle Verbindungen. Die logischen Schnittstellen von
Hardwarekomponenten werden durch Anbindungen dargestellt. Durch Spezi-
fikation von Netzen jeweils gleichen elektrischen Potentials sowie der elektri-
schen Pins, über welche diese Netze mit Hardwarekomponenten verbunden
sind, werden logische Verbindungen und Anbindungen im Stromlaufplandia-
gramm weiter detailliert. Die Modellierung des Kabelsatzes als Realisierung
des Stromlaufplanes mit Steckern, Pins, Kabeln, Leitungen, Trennstellen und
Splices erfolgt im Kabelsatzdiagramm.
• Das Topologie Diagramm modelliert die im physikalischen Fahrzeug vorhan-
denen Bauräume und Topologiesegmente, in welchen Hardwarekomponenten
der EEA sowie der Leitungssatz untergebracht werden können.
Die Modellartefakte verschiedener Abstraktionsebenen können über Mappings (in
Abbildung 2.21 als umkreiste Ms zwischen den Ebenen dargestellt) zueinander in
Relation gesetzt werden. Anforderungen können beinahe auf jeden anderen Typ von
Modellartefakten gemappt werden. Für alle anderen Modellartefakte orientieren sich
die Mappings an der Sinnhaftigkeit, also der Semantik solcher Relationen.
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2.10.1.2 Modellabfragen
Das Werkzeug PREEvision offeriert verschiedene Perspektiven zur Bearbeitung von
Inhalten im Umfeld der Modellierung von EEAs. In der Perspektive PREEvision Stan-
dard werden die Inhalte eines EEA Modells in den beschriebenen Abstraktionsebenen
modelliert. Um spezifische Inhalte von EEA Modellen zu akkumulieren unterstützt
PREEvision Modellabfragen, die in der Perspektive Modellabfrageregelwerk Editor gra-
phisch modelliert werden können [196]. Dem Modellabfrageregelwerk liegt ein se-
parates Metamodell zugrunde, aus welchem Regelobjekte und Links zwischen die-
sen zur Modellierung spezifischer Modellabfragen instanziiert werden können. Eine
Modellabfrage entspricht der Left Hand Side (LHS) einer Modell zu Modell Trans-
formation (s. Kapitel 9.1.1.1). Durch eine Modellabfrage wird ein Muster von Mo-
dellartefakten basierend auf Klassen, Assoziationen und Attributen der EEA-ADL
beschreiben, welche zueinander in bestimmten Relationen stehen. Die Ausführung
einer Modellabfrage auf einem EEA Modell gibt diejenigen Modellartefakte zurück,
welche dem spezifizierten Muster entsprechen.
LHS 
source : ElectronicComposite x_lhs2 : ComponentConnector x_lhs3 : ComponentPin 
x_lhs4 : SchematicPin x_lhs5 : WirePin x_lhs6 : WiringConnector 














Abbildung 2.22: Beispiel einer Modellabfrage im Modellabfrageregelwerk von
PREEvision
Ein Beispiel einer PREEvision Modellabfrage ist in Abbildung 2.22 dargestellt. Eine
Modellabfrage hat immer einen Startknoten, source genannt. Die Modellabfrage wird
beginnend von allen Modellartefakten, welche den Anforderungen dieses Startkno-
tens entsprechen, ausgeführt. Durch die Beschreibung sog. Anker kann die Menge
von Startobjekten eingeschränkt werden. Wird beispielsweise ein Paket als Anker de-
finiert, so werden nur Modellartefakte dieses Pakets in Bezug auf Übereinstimmung
mit dem entsprechend Regelobjekt untersucht.
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Des Weiteren kann unter anderem die Rückgabereihenfolge der Rückgaben und das
Vorhandensein von Ergebnissen in der Rückgabemenge der Ausführung der Modell-
abfrage definiert werden (in Abbildung 2.22 jeweils durch Icons in der oberen rechten
Ecke der Regelobjekte dargestellt). Ebenso ist es möglich Regelobjekte als optional zu
kennzeichnen. Eine spezifische Menge von Modellabfragen kann als Modellabfrage-
regelwerk in Form einer sog. *.rm3 Datei gespeichert oder aufgerufen und so auf
verschiedene EEA Modelle angewendet werden.
Für die Ausführung von Modellabfragen auf einem EEA Modell müssen diese Mo-
dellabfragen zuerst im Modellabfrageregelwerk generiert werden. Hierbei entsteht
aus den graphisch modellierten Modellabfrage ausführbarer Code. Anschließend
können die generierten Modellabfrage in das sog. Abfragenpaket eines EEA Modells
synchronisiert werden.
2.10.1.3 Metrikdiagramm
Die Beschreibung und Ausführung von Metriken, basierend auf den Inhalten von
EEA Modellen sowie der Veränderung von Modellinhalten basierend auf Ergebnis-
sen von Metriken, kann in PREEvision im Metrik Paket festgehalten werden. In Me-
trik Diagrammen kann ein Programmablauf als Blockdiagramm mit spezifischen
Blöcken sowie Datenflüssen graphisch modelliert werden. Für die Akkumulation
von Informationen aus dem EEA Modell werden synchronisierte Modellabfragere-
geln referenziert.
Für die graphische Erstellung einer Metrik stehen verschiedene Blöcke bereit, die
über Datenflüsse miteinander verbunden werden können. Jeder Block kapselt da-
bei ein Programm, welches Operationen auf einer Menge von Daten ausführt. Über
einen Metrikkontextblock lassen sich Anker für Modellabfragen sowie Kontexte für
weitere Blöcke angeben. Modellabfragen referenzieren synchronisierte Modellabfra-
geregeln und stellen die zurückgegebenen Modellartefakte an ihren Ausgängen als
Listen oder Tabellen zur Weiterverarbeitung bereit. Berechnungsblöcke enthalten Pro-
gramme in Form von benutzerspezifischem Java Code. Darüber können beispiels-
weise Operationen wie Formatierungen der oder Metriken auf den Eingangsdaten
ausgeführt werden. Generator Blöcke, als spezielle Form von Berechnungsblöcken kön-
nen Modelländerungen vornehmen sowie Modellartefakte generieren. Die Ergeb-
nisse von Berechnungsblöcken können zur Visualisierung an Skalen- oder Ampelblö-
cke oder zur Erstellung von Dokumentationen an Reportgenerierungsblöcke übergeben
werden. Über Plugins können benutzerspezifische Methoden in Spezifischen Blöcken
gekapselt und im Metrikdiagramm verwendet werden.
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3 ISO 26262 Functional Safety for
Road Vehicles - Stand von
Forschung und Technik
ISO 26262 (- Funktional Safety for Road Vehicles -) 1 ist ein internationaler Standard
für die funktionale Sicherheit von Straßenfahrzeugen bis zu einem max. zulässigen
Gesamtgewicht von 3,5t. ISO 26262 beschreibt einen Sicherheitslebenszyklus. Die
Grundnorm IEC 61508 [131], ist nach Löw [164] nur eingeschränkt nutzbar für Se-
rienprodukte. ISO 26262 geht auf die speziellen Anforderungen hinsichtlich der Se-
rienentwicklung und Produktion von Straßenfahrzeugen ein und stellt eine Spezia-
lisierung der IEC 61508 dar. Entsprechend Löw [164] definiert die Norm IEC 61508
Sicherheit im Sinne von Betriebssicherheit als »Freiheit von unvertretbaren Risiken«.
Funktionale Sicherheit wird als Teil der Gesamtsicherheit bezeichnet, der von der
korrekten Funktion des sicherheitsbezogenen Systems abhängt. Der Sicherheitsle-
benszyklus nach ISO 26262 bezieht sich auf Management, Entwicklung, Produktion,
Betrieb, Service und Außerbetriebnahme.
In diesem Kapitel wird auf die Hauptbestandteile der ISO 26262 sowie Herausfor-
derungen bei ihrer Umsetzung eingegangen. Die vorliegende Arbeit beschreibt den
Umgang und die Einflüsse der ISO 26262 in Bezug auf die Entwicklung von EEAs
von Fahrzeugen. Die Ausführlichkeit der Beschreibung der Teile der ISO 26262 ori-
entiert sich an dieser Zielsetzung.
Dem folgt eine Übersicht über den aktuellen Stand der Wissenschaft und Technik
sowie eine erste Abgrenzung gegenüber der hier vorliegenden Arbeit.
1Zur Zeit der Ausfertigung dieser Arbeit liegt der Standard in der Version ISO/FDIS 26262 [139]
vor. FDIS steht für »Final Draft International Standard«. Die Veröffentlichung als internationaler
Standard wird im Laufe des Jahres 2011 erwartet.
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3.1 Erklärung der ISO 26262
ISO 26262 ist in zehn Teile gegliedert. Die Teile 3 bis 7 beziehen sich auf die einzelnen
Phasen des Lebenszyklus, die übrigen Teile sind phasenunabhängig. Diese sind 2:
• Teil 1: Glossar (Vocabulary)
• Teil 2: Management der funktionalen Sicherheit
• Teil 3: Konzeptphase
• Teil 4: Produktentwicklung Systemebene
• Teil 5: Produktentwicklung Hardware Ebene
• Teil 6: Produktentwicklung Software Ebene
• Teil 7: Produktion und Betrieb
• Teil 8: Unterstützende Prozesse
• Teil 9: ASIL- und sicherheitsorientierte Analysen
• Teil 10: Orientierungshilfen (informativ)
Abbildung 3.1 zeigt eine Übersicht der ISO 26262 3.
Der Sicherheitslebenszyklus nach ISO 26262 beschreibt Phasen, Aktivitäten und Ar-
beitsergebnisse, die parallel zu den bestehenden Entwicklungs- und Produktlebens-
zyklen wie dem Automotive V-Modell (s. Kapitel 1.1.7) oder dem V-Modell XT (s.
Kapitel 2.4.3), Reifegradmodellen oder Methoden des Qualitäts- und Produktmana-
gement wie ISO 15504 / SPICE [118], Automotive SPICE [173], CMMI [152] oder ISO
9001 betrachtet werden sollen. Dabei beziehen sich die Ausprägungen der ISO 26262
ausschließlich auf funktionale Sicherheit sowie anwendbaren Maßnahmen und Me-
thoden zu deren Einhaltung und Nachweis. Im Folgenden werden die Teile der ISO
26262 beschrieben, welche für die hier vorliegenden Arbeit relevanten sind. Diese
bezieht sich auf die Betrachtung der ISO 26262 während der EEA Modellierung in
der Konzeptphase der Fahrzeugentwicklung.
3.1.1 ISO 26262 Teil 3: Konzeptphase
»Teil 3: Konzeptphase« der ISO 26262 befasst sich mit der Betrachtung von Gefähr-
dungen und der Einschätzung von Risiken, welche im Zusammenhang mit der funk-
tionalen Sicherheit von sicherheitsbezogenen Fahrzeugsystemen bestehen. Basierend
auf der Klassifizierung von Gefährdungen in sog. Automotive Safety Integrity Level
(ASIL) werden Sicherheitsziele sowie funktionale Sicherheitsanforderungen jeweils
als Anforderungen an die betrachteten Systeme oder ihre Teilsysteme definiert. Da-
bei wird in der ISO 26262 mit dem Begriff Item eine Funktion, ein System oder eine
Anordnung von Systemen bezeichnet, auf welche die ISO 26262 angewendet wird.
2Die Übersetzungen der ursprünglich englischen Bezeichnungen sind entsprechend [164].
3Die Inhalte der Darstellung entsprechen [139].
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Abbildung 3.1: Übersicht der ISO 26262 nach [139]
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Teil 3 beginnt mit der Definition von Items. ISO 26262 wird auf jedes Item selektiv
angewendet. Im ersten Schritt ist ein grundlegendes Verständnis sowie eine Definiti-
on eines Item zu entwickeln. Hierbei sind alle verfügbaren Informationen wie nicht-
funktionale, rechtliche und Sicherheitsanforderungen in Bezug auf das Item, die Ele-
mente des Item sowie die Interaktion des Item mit seiner Umgebung, sein Verhalten
und mögliche Betriebsszenarien zu betrachten. Hierzu gehören auch Anforderungen
der Umgebung an das Item sowie Anforderungen des Item an dessen Umgebung.
Anschließend wird der Sicherheitslebenszyklus in Bezug auf das Item initiiert. Falls
es sich bei dem Item um eine Neuentwicklung handelt, wird der komplette Sicher-
heitslebenszyklus angewendet. Im Falle einer Modifikation des Item wird unter-
sucht, welche Teile des Sicherheitslebenszyklus anzuwenden sind 4. Modifikationen
beziehen sich dabei auf Design und Implementierung, die aus Veränderungen von
Anforderungen, funktionaler Erweiterung oder Optimierungen hervorgehen oder
aus Veränderungen in Bezug auf die Umgebung des Item (z.B. durch Einsatz in einer
anderen Fahrzeugvariante).
Modifikationen werden in Bezug auf Unterschiede zwischen vorigen und zukünf-
tigen Bedingungen des Item betrachtet 5. Diese Veränderungen sowie ihr Einfluss
auf funktionale Sicherheit und die damit in Bezug stehenden Arbeitsprodukte und
Aktivitäten werden beschrieben. Hieraus sollten die Aktivitäten der anzuwenden-
den Phasen des Lebenszyklus in Bezug auf funktionale Sicherheit angepasst werden
6. Im Falle einer Wiederverwendung von Systemen oder Elementen können Aktivi-
täten der ISO 26262 entsprechend angepasst werden. Diese Anpassung bezieht sich
auf die Bereitstellung der nach ISO 26262 erforderlichen Arbeitsprodukte und der
Erfüllung der Anforderungen nach ISO 26262.
3.1.1.1 Gefährdungs- und Risikoanalyse
Im nächsten Schritt erfolgt die Gefährdungs- und Risikoanalyse basierend auf der
Definition des Item. Hierzu definiert die ISO 26262 zur Analyse ein qualitatives Ver-
fahren, das auf den Automobilbereich zugeschnitten ist. Zu den Eingangsinforma-
tionen gehören die Definition des Anwendungsbereichs, eine Liste bereits bekann-
ter Gefährdungen, eine Liste mit Betriebsbedingungen (Normalbetrieb, Wartungs-
betrieb, etc.), eine Liste mit Einsatzbedingungen (Witterung, Fahrbedingungen, etc.)
und ein Katalog mit möglichen Fehlbedienungen. In der Gefährdungs- und Risiko-
analyse werden Items ohne Sicherheitsmechanismen betrachtet. Basierend auf den
4Die Prozessschritte und Aktivitäten in Bezug auf Modifikationen werden in Teil 3 §6.4.2 beschrie-
ben.
5Diese beziehen sich beispielsweise auf Situationen der Ausführung, Schnittstellen, Installationsorte
oder Umgebungsbedingungen.
6Dies bezieht sich auf die Planung der Sicherheitsaktivitäten in den Entwicklungsphasen des Sicher-
heitslebenszyklus, deren Detaillierungsgrad davon abhängt, ob es sich beim Item um eine Neu-
entwicklung, eine Modifikation oder ein existierendes Item handelt (Teil 2 §6.4.3.1). Bei einer An-
passung des Sicherheitslebenszyklus ist dies im Sicherheitsplan zu definierten und entsprechend
26262-8 10 zu begründen (Teil 2 §6.4.3.4).
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Eingangsdokumenten werden mögliche funktionale Fehler (beispielsweise Verlust
der Lenkunterstützung), ohne Analyse von Ursachen, ermittelt (Teil 3 §7.4.4.3) 7. Da-
bei wird festgehalten, wie die Auswirkungen dieser Fehler auf Fahrzeugebene be-
obachtet werden können (Teil 3 §7.4.4.4). Diese Auswirkungen werden selektiv nach
Einsatzsituationen (beispielsweise Geradeausfahrt, Kurvenfahrt, Geschwindigkeit <
20km/h, etc.) betrachtet. Gefährdungen, die außerhalb des Fokus der ISO 26262 lie-
gen (Fehlbedienung bei korrekter funktionaler Ausführung des Item) werden im
weiteren Sicherheitslebenszyklus nach ISO 26262 nicht betrachtet (Teil 3 §7.4.4.6).
Gefährdungen werden klassifiziert nach den folgenden Kriterien:
• Schwere eines möglichen Schadens (engl. Severity S)
– S0: Keine Verletzungen
– S1: Leichte bis mittlere Verletzungen
– S2: Schwere Verletzungen, Überleben wahrscheinlich
– S3: Lebensgefährliche Verletzungen, Überleben unwahrscheinlich
• Häufigkeit der Fahrsituation (engl. Probability of Exposure E)
– E0: Unvorstellbar
– E1: Sehr niedrige Wahrscheinlichkeit
– E2: Niedrige Wahrscheinlichkeit
– E3: Mittlere Wahrscheinlichkeit
– E4 Hohe Wahrscheinlichkeit
• Beherrschbarkeit durch den Fahrer (engl. Controllability C) 8 9
– C0: Im allgemeinen Beherrschbar
– C1: Einfach beherrschbar
– C2: Normalerweise beherrschbar
– C3: Schwierig oder nicht beherrschbar
Basierend auf diesen Klassifizierungen werden entsprechend Tabelle 3.1 jeweils die
ASILs für die betrachteten Gefährdungen bestimmt. Werte von A bis D erfordern
spezielle Maßnahmen, QM steht für Qualitätsmanagement. ASILs sind nach [164]
Klassen zur Spezifizierung der notwendigen Sicherheitsanforderungen des Systems,
um ein akzeptables Restrisiko zu erzielen.
7Dieser Schritt kann durch Techniken wie Checklisten, Brainstorming oder FMEA unterstützt wer-
den.
8C1 bedeutet, dass 99% aller Fahrer oder Verkehrsteilnehmer die Situation beherrschen können. Bei
C2 wird von mehr als 90% und bei C3 von weniger als 90% ausgegangen. In Bezug auf den Fahrer
wird davon ausgegangen, dass er fahrtüchtig und erfahren (im Sinne des Besitzes einer gültigen
Fahrerlaubnis) ist.
9Falls eine Gefährdung in der Nichtverfügbarkeit von Items besteht, die keinen Einfluss auf den
sicheren Betrieb des Fahrzeugs haben, wie beispielsweise rein informative Fahrerassistenzfunktio-
nen, so werden sie mit C0 klassifiziert
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Tabelle 3.1: ASIL Bestimmung nach ISO 26262
Diese Klassen stehen in Verbindung mit Maßnahmen und Techniken zur Risikomi-
nimierung. Die höchste Klasse ist ASIL D. Sie erfordert die anspruchsvollsten bzw.
effektivsten Maßnahmen.
Entsprechend der Gefährdungen werden nun Sicherheitsziele als höchste Ebene von
Sicherheitsanforderungen bestimmt. Diese beschreiben funktionale Zielvorgaben zur
Vermeidung von Risiken und Gefährdungen, jedoch keine technischen Realisierun-
gen. Ergeben sich ähnliche Sicherheitsziele für verschiedene Gefährdungen, so kön-
nen diese kombiniert werden. Sicherheitsziele erben ASILs von Gefährdungen, bei
Kombination jeweils den höchsten ASIL. Falls das Sicherheitsziel durch Überführung
des Item in einen sicheren Zustand erfüllt werden kann, so ist dieser festzuhalten.
Anschließend findet ein Review der bisherigen Arbeitsergebnisse statt.
3.1.1.2 Das funktionale Sicherheitskonzept
Es folgt die Erstellung des funktionalen Sicherheitskonzepts (§8) 10. Dieses spezifi-
ziert Sicherheitsmaßnahmen und -mechanismen zur Erfüllung von Sicherheitszielen
in Form von funktionalen Sicherheitsanforderungen 11. Sie werden den Elementen
der Systemarchitektur des Item zugeteilt.
10Hier genannte Paragraphen beziehen sich, falls nicht anders ausgewiesen auf Teil 3 der ISO 26262.
11Anforderungen an das Management von Sicherheitsanforderungen nach ISO 26262 Teil 8 §6 sind
unter anderem hierarchische Strukturierung, Rückverfolgbarkeit, Vollständigkeit und Konsistenz
nach außen. Sicherheitsanforderungen selbst sollen eindeutig, verständlich, atomar, in sich kon-
sistent, realisierbar, nachweisbar und wartbar sein. Sie sollen in natürlicher Sprache formuliert
sein, wobei eine semiformale Notation für ASIL C und D besonders geeignet ist. Attribute von
Sicherheitsanforderungen sind Bezeichner, Status (vorgeschlagen, angenommen, zugestimmt, ge-
prüft, etc.) und ASIL.
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Diese ist nach [164] noch nicht auf die Software- und Hardwarearchitektur herun-
ter gebrochen, was erst im Systemdesign erfolgt. Das funktionale Sicherheitskonzept
adressiert Fehlererkennung und -vermeidung, Überführung in einen sicheren Zu-
stand, Mechanismen der Fehlertoleranz, Warnung des Fahrers und Arbitrierungs-
logiken (§8.2). Als Eingangsinformationen sollen die vorläufige Systemarchitektur,
das funktionale Konzept sowie die Betriebszustände und -arten verfügbar sein. Zwi-
schen Sicherheitszielen und funktionalen Sicherheitsanforderungen besteht eine 1..*
zu 1..* Beziehung. Falls anwendbar, soll jede funktionale Sicherheitsanforderung un-
ter Berücksichtigung der folgenden Informationen beschrieben werden: Betriebsart,
Zeitspanne für Fehlertoleranz, sichere Zustände, Zeitspanne des Notfallbetriebs und
funktionelle Redundanz (§8.4.2.3) 12. Funktionale Sicherheitsanforderungen werden
den Elementen der vorläufigen Systemarchitektur zugeteilt (§8.4.3). Dabei erben die
Elemente den höchsten ASIL der ihnen zugeteilten Anforderungen 13. Falls das funk-
tionale Sicherheitskonzept auf Maßnahmen zur Risikoverringerung beruht, werden
für diese ebenfalls funktionale Sicherheitsanforderungen abgeleitet.
Anschließend wird das funktionale Sicherheitskonzept in Bezug auf Übereinstim-
mung und Konsistenz mit den Sicherheitszielen verifiziert (§8.4.4). Die funktiona-
len Sicherheitsanforderungen werden hinsichtlich ihrer Wirksamkeit beispielsweise
durch Tests, Prototypen oder Simulationen bewertet (§8.4.5) 14.
3.1.2 ISO 26262 Teil 4: Produktentwicklung auf Systemebene
Anforderungen an die Entwicklung von sicherheitsbezogenen Systemen auf Syste-
mebene werden in Teil 4 der ISO 26262 erläutert. Dieser bezieht sich auf Aktivitäten
und Methoden vor dem Herunterbrechen in Hardware und Software sowie während
deren Integration. Damit hüllt Teil 4 die Teile 5: »Produktentwicklung auf Hardwa-
reebene« und 6: »Produktentwicklung auf Softwareebene« ein.
In Teil 4 der ISO 26262 werden zuerst technische Sicherheitsanforderungen als Verfei-
nerung des funktionalen Sicherheitskonzeptes aus Teil 3 der ISO 26262 spezifiziert,
bevor das Systemdesign durchgeführt wird. Dabei werden aus realisierungsunab-
hängigen funktionalen Sicherheitsanforderungen realisierungsabhängige technische
Sicherheitsanforderungen 15 abgeleitet, die sich auf Hardware- oder Softwareelemen-
te beziehen, welchen sie zugeordnet werden (§7.4.5) 16.
12Diese Aktivitäten können durch FMEA oder FTA unterstützt werden.
13In dieser Aktivität kann die Dekomposition von ASILs vorgenommen werden. Diese wird in Kapitel
7.1 beschrieben.
14Dies adressiert das Verhalten von Fehlerursachen (vorübergehende, andauernd).
15Durch technische Sicherheitsanforderungen werden sicherheitsbezogene funktionale und nicht-
funktionale Abhängigkeiten zwischen Systemen oder Elementen des Item sowie zwischen dem
Item und anderen Systemen spezifiziert (§ 6.4.6), sowie Sicherheitsmechanismen. Zu diesen zäh-
len Maßnahmen zur Erkennung, Kennzeichnung und Überwachung von Fehlerursachen im Sys-
tem selbst sowie von externen Komponenten, die mit dem System interagieren, Maßnahmen zur
Überführung oder zum Halten eines sicheren Zustandes sowie Wartungskonzepte (§6.4.7).
16Hier genannte Paragraphen beziehen sich, falls nicht anders ausgewiesen auf Teil 4 der ISO 26262.
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Der Ableitung von technischen Sicherheitsanforderungen liegen vorläufige Architek-
turannahmen zugrunde 17.
Es folgt die Entwicklung von Systemdesign 18 und technischem Sicherheitskonzept
als Erfüllung der funktionalen Anforderungen und der Spezifikation der technischen
Sicherheitsanforderungen des Item. Jedes Element der Architektur wird als sicher-
heitsbezogen betrachtet, falls es nicht unabhängig von den sicherheitsbezogenen Ele-
menten des betrachteten Item ist 19 oder die Implementierung das Kriterium für Ko-
existenz 20 erfüllt.
Zur Ermittlung systematischer Fehler (§7.4.3) werden induktive Analysen wie FMEA
oder deduktive Analysen wie FTA angewendet. Zur Wiederverwendung etablierter
Prinzipien 21 wird geraten. Diese sind auf ihre Eignung in Bezug auf das neue Design
zu überprüfen. In Zusammenhang mit Fehlerursachen durch zufällige Hardwareef-
fekte, sollen abhängig vom ASIL Zielvorgaben für Fehlerraten und Diagnoseabde-
ckung auf der Ebene von Elementen spezifiziert werden (§7.4.4). Die Schnittstelle
zwischen Hardware und Software wird während des Systemdesign spezifiziert 22
und während der Hardware- und der Softwareentwicklung detailliert (§7.4.6).
Dem folgt die Spezifikation von Anforderungen für Produktion, Betrieb, Wartung
und Außerbetriebnahme (§7.4.7). Anschließend wird das Systemdesign auf Überein-
stimmung und Vollständigkeit gegenüber dem technischen Sicherheitskonzept veri-
fiziert (§7.4.8) und übergeleitet in die Teile 5 und 6 der ISO 26262. Die Ergebnisse die-
ser Phasen werden zum Gesamtsystem integriert, was wiederum in Teil 4 beschrie-
ben ist. Jedes Item wird gegenüber allen Sicherheitsanforderungen getestet (§8). Das
Item wird anschließend hinsichtlich der funktionalen Sicherheitsziele validiert (§9)
und die funktionale Sicherheit begutachtet (§10). Dem folgt die Freigabe für die Pro-
duktion (§11).
17Dabei werden externe Schnittstellen, Umgebungsbedingungen und Anforderungen an die System-
konfiguration betrachtet (§6.4.2).
18Hier soll die Verifizierbarkeit des Designs, die Wirksamkeit der Hardware- und Softwareentwick-
lung sowie die Testbarkeit der Systemintegration beachtet werden (§7.4.1.2). Dabei soll die Archi-
tektur jedes Systems oder Subsystems die Übereinstimmung mit technischen Sicherheitsanforde-
rungen und ihren ASILs ermöglichen (§7.4.2.2).
19Hierbei sind die externen Schnittstellen von sicherheitsbezogenen Elementen präzise zu definieren
um auszuschließen, dass andere Elemente nachteilige sicherheitsbezogene Effekte auf sicherheits-
bezogene Elemente haben (§7.4.2.4).
20Entsprechend ISO 26262 Teil 9 §6.
21Hier werden in §7.4.3.4.1 Sicherheitsarchitektur, Hardware-, Software-, Komponentendesigns, Me-
chanismen zur Fehlererkennung sowie standardisierte Schnittstellen genannt.
22Die Betrachtung bezieht sich auf Betriebsarten, Hardwareeigenschaften, Benutzung und Zugriff auf
Hardwareressourcen und zeitliche Bedingungen.
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3.1.3 ISO 26262 Teil 5: Produktentwicklung Hardwareebene
Die Erstellung einer konsistenten und vollständigen Hardwarespezifikation wird in
Teil 5 der ISO 26262 behandelt. Dabei können sich Anforderungen an die Hardware,
dem technischen Sicherheitskonzept nach Teil 4 23 sowie dem Softwaresicherheits-
konzept nach Teil 6 ergeben. Zuerst werden Hardwaresicherheitsanforderungen in
Bezug auf die Betriebssicherheit bestimmt 24 25. Dem folgt das Hardwaredesign.
Hierbei wird die Hardware entsprechend den Spezifikationen des Systemdesigns so-
wie den Hardwaresicherheitsanforderungen entwickelt und gegen diese verifiziert.
Jedes Hardwareelement erbt den höchsten ASIL ihm zugewiesener technischer Si-
cherheitsanforderungen 26. Die Wiederverwendung etablierter Hardwarekomponen-
ten (§7.4.1.7) 27 sowie nichtfunktionale Fehlerursachen (§7.4.1.8) 28 sollen während
des Designs der Hardwarearchitektur in Betracht gezogen werden.
Metriken zur Bestimmung der Wirksamkeit der Systemarchitektur in Bezug auf zu-
fällige Hardwarefehler sind zu bestimmen. Hierzu sind die Ausfallraten der sicher-
heitsbezogenen Hardwareteile zu bestimmen (§8.4.4). Für jedes Sicherheitsziel sind
entsprechende Zahlenwerte für Einfachfehler und latente Fehler 29 zu bestimmen,
die einzuhalten sind.
Es ist nachzuweisen, dass die Wahrscheinlichkeit einer Verletzung der Sicherheitszie-
le durch zufällige Hardwareausfälle in Bezug auf Einzelfehler, Restfehler und Zwei-
punktfehler akzeptabel gering ist. Die vermuteten Ausfallraten von Hardwareteilen
können auf anerkannten Quellen, Statistiken mit adäquatem Konfidenzniveau oder
Expertenurteilen beruhen.
Die jeweils akzeptablen Fehlerraten für Hardwareelemente hängen in Bezug auf de-
ren ASILs von Ausfallwahrscheinlichkeitsklassen ab, die sich an der Zielvorgabe für
ASIL D orientieren sowie der Diagnoseabdeckung 30 zur Erkennung der Ausfälle/-
Fehler (§ 9.4.4.3 - §9.4.4.12).
23Für die technischen Sicherheitsanforderungen, die auf Hardware abgebildet sind.
24Hierzu zählen Mechanismen zur Überwachung interner Fehlerursachen der Hardware, Fehlerto-
leranz gegenüber externen Fehlerursachen, Entsprechen von Sicherheitsanforderungen anderer
Komponenten, Erkennen und Melden interner oder externer Fehlerursachen.
25Arbeitsprodukte sind die Spezifikation der Hardwaresicherheitsanforderungen, von Anforderun-
gen an Metriken der Hardwarearchitektur, Anforderungen in Bezug auf zufällige Hardwarefehler,
eine Überarbeitung der Spezifikation der Hardware-Software Schnittstellen und ein Bericht zur
Verifikation der Hardwaresicherheitsanforderungen.
26ASIL Dekomposition und das Kriterium für Koexistenz können hier angewendet werden.
27Hier genannte Paragraphen beziehen sich, falls nicht anders ausgewiesen auf Teil 5 der ISO 26262.
28Hierzu zählen Temperatur, Vibrationen, Wasser, Staub, elektromagnetische Störausstrahlung und
Übersprechen.
29Eine Metrik für Einzelfehler findet sich in Annex C von Teil 5. Sie reflektiert die Robustheit des
Item. In der entsprechenden Formel werden jeweils die Ausfallraten der Hardwareelemente des
Item addiert. Eine ähnliche Metrik ergibt sich für latente Fehler.
30Annex D von Teil 5 der ISO 26262 befasst sich mit der Diagnoseabdeckung von in Bezug auf Ein-
zelfehler und latente Fehler. Möglichkeiten zur Diagnose werden hier dargestellt.
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3.1.4 ISO 26262 Part 6: Produktentwicklung Softwareebene
In Teil 6 der ISO 26262 werden Sicherheitsanforderungen an die Software, die aus
dem technischen Sicherheitskonzept und dem Systemdesign abgeleitet werden, spe-
zifiziert, sowie die Anforderungen an die Hardware-Software Schnittstellen detail-
liert. Da Software auf Hardware ausgeführt wird, ergeben sich in Bezug auf die An-
forderungen diesbezügliche Randbedingungen. Sicherheitsanforderungen von Soft-
ware beziehen sich auf softwarebasierte Funktionen, deren Fehlfunktion eine Verlet-
zung von auf Software zugeteilten technischen Sicherheitsanforderungen nach sich
ziehen kann (§6.4.1) 31 32.
Nachdem die Sicherheitsanforderungen an die Software bestimmt sind, wird die
Softwarearchitektur entwickelt. Dazu gehören statische und dynamische Aspekte in
Bezug auf Schnittstellen zwischen Softwarekomponenten (§7.2) sowie statische und
dynamische Aspekte in Bezug auf Softwarekomponenten (§7.4.5). Es wird zwischen
neuen Entwicklungen von Softwarekomponenten, Wiederverwendung mit Modi-
fikationen, Wiederverwendung ohne Modifikationen und COTS Produkten unter-
schieden (§7.4.8) 33. Führt eine eingebettete Softwarekomponente unterschiedliche
ASILs aus, so ist sie entsprechend des höchsten zugewiesenen ASILs zu betrachten
(§7.4.10). Software kann partitioniert werden um die gegenseitige Beeinflussung zwi-
schen Softwarekomponenten auszuschließen (Annex D) 34. Ebenso kann an dieser
Stelle ASIL Dekomposition 35 durchgeführt werden. Bezüglich Softwarekomponen-
ten ist eine Analyse der Betriebssicherheit durchzuführen 36, bevor die Software auf
Units herunter gebrochen und implementiert wird (§8). Die weiteren Abschnitte von
Teil 6 befassen sich mit Software Unit Tests (§9), Software Integration und Test (§10)
sowie der Verifikation von Sicherheitsanforderungen an die Software (§11), bevor zur
Integration und dem Test von Software und Hardware auf Teil 4 §8 verwiesen wird.
31Hier genannte Paragraphen beziehen sich, falls nicht anders ausgewiesen auf Teil 4 der ISO 26262.
32Hierzu gehören Funktionen zum Überführen in und Halten eines sicheren Zustandes, zum Erken-
nen, Kennzeichnen und Handhaben von Fehlerursachen von sicherheitsbezogenen Hardwareele-
menten, zum Erkennen, Kennzeichnen und Mindern von Fehlerursachen in der Software, für On-
Board und Off-Board Tests. Funktionen zur Modifikation von Software, Funktionen mit Schnitt-
stellen zu nicht sicherheitsbezogenen Funktionen, Funktionen zum Ausführen zeitkritischer Ope-
rationen und Funktionen mit Schnittstellen oder Interaktionen zwischen Software- und Hardwa-
reelementen.
33Bei Wiederverwendung ohne Modifikationen oder COTS (Commercial off-the-shelf) Produkten ist
deren Qualifikation nach Teil 8 §12 nachzuweisen.
34Dies betrifft die Verteilung von Softwarekomponenten auf verschiedene Mikrocontroller, die Zu-
ordnung von CPU Zeit, Speicherbereichen sowie Schnittstellen zur Kommunikation mit IOs.
35ASIL Dekomposition ist in Teil 9 §5 der ISO 26262 beschrieben.
36Maßnahmen zur Analyse der Betriebssicherheit sind in Teil 9 §8 der ISO 26262 beschrieben.
100
3.2 Herausforderungen bei der Umsetzung der Norm
3.2 Herausforderungen bei der Umsetzung der
Norm
Der Standard ISO 26262 stellt ab dem Datum seiner Veröffentlichung den aktuel-
len Stand der Technik dar. Somit ist, wie in der Einleitung dargestellt, die Anwen-
dung des Standards entsprechend des Produkthaftungsgesetzes erforderlich. Dies
stellt für Automobilhersteller und Zulieferer keine triviale Aufgabe dar. Bei diesen
existieren bereits etablierte Lebenszyklusmodelle, welche Entwicklung, Fertigung,
Wartung und Entsorgung von Fahrzeugen und deren Komponenten abdecken. Die
ISO 26262 stellt einen eigenen Lebenszyklus dar, der sich ausschließlich mit funktio-
naler Sicherheit befasst. Den darin beschriebenen Phasen wird üblicherweise bereits
in den existierenden und etablierten Lebenszyklusmodellen Rechnung getragen, je-
doch unter Umständen nicht in der durch die ISO 26262 geforderten Ausführlichkeit
/ Umfang bzw. dem geforderten Formalismus.
Die bestehenden Phasen müssen mit den Anforderungen und Aktivitäten der ISO
26262 abgeglichen, bzw. entsprechend erweitert werden. Die ISO 26262 hat mit der
Gefährdungs- und Risikoanalyse, dem Ableiten des funktionalen Sicherheitskonzep-
tes sowie dessen Herunterbrechens auf technische Sicherheitsanforderungen bereits
großen Einfluss auf die Konzeptphase der Entwicklung. Diese Phase zeichnet sich
durch einen großen Entwurfsraum für die Möglichkeit vielfältiger Architekturent-
scheidungen aus [1]. Die von der ISO 26262 spezifizierten Anforderungen an diese
frühe Entwicklungsphase sind überwiegend abstrakt gehalten und machen nur we-
nige Aussagen bezüglich möglicher Realisierungsalternativen. Spezifikations- und
Entwurfsfehlern muss in dieser Phase vorgebeugt werden. Dies bezieht sich auch auf
die korrekte Verwendung von Anforderungen und Klassifikationen nach ISO 26262
37.
Eine weitere Herausforderung liegt in der Wiederverwendung bereits etablierter Me-
thoden oder Teilsysteme in zukünftigen Entwicklungen sicherheitsbezogener Fahr-
zeugsysteme. In diesen Fällen müssen die Methoden oder Teilsysteme hinsichtlich
ihrer Konformität gegenüber ISO 26262 überprüft werden. Eine der größten Heraus-
forderungen im Hinblick auf die effiziente Entwicklung sicherheitsbezogener Syste-
me liegt im »intelligenten Systemdesign«. Durch die geschickte Auswahl von EEA
Alternativen, können die Entwicklungsauflagen, die sich durch die Klassifikation
nach möglichen Gefährdungen ergeben, gering gehalten werden 38.
37Klassifikationen und Anforderungen der ISO 26262 in Bezug auf die Konzeptphase betreffen ASIL,
Sicherheitsziel, funktionale Sicherheitsanforderungen, technische Sicherheitsanforderungen.
38Beispiele hierfür sind eine intelligente Verteilung von Sicherheitsfunktionen auf Steuergeräte, die
zeitliche Limitierung des Systemeingriffs zur Steigerung der Kontrollierbarkeit [203] oder die Ak-
tivierung von Airbags durch nebenläufige Teilsysteme [197].
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3.3 Stand der Wissenschaft und Technik
In diesem Kapitel wird der aktuelle Stand der Wissenschaft und Technik in Bezug
auf die Umsetzung der ISO 26262 in der Konzeptphase der Entwicklung von EEAs
von Fahrzeugen dargestellt. Dabei werden jeweils die bestehenden Methoden oder
Techniken erläutert und gegenüber der vorliegenden Arbeit abgegrenzt. Die vorlie-
gende Arbeit enthält darüber hinaus weitere Teile, die sich mit der Erfüllung von
Anforderungen, welche sich während der Umsetzung der Anforderungen der ISO
26262 in der Modellierung von EEAs ergeben. Die zur Erfüllung dieser Anforderun-
gen beschriebenen Methoden werden in jeweiligen Kapiteln (Kapitel 9 und Kapitel
10) gesondert gegenüber dem aktuellen Stand der Wissenschaft und Technik abge-
grenzt.
3.3.1 ATESST Projekt und Architekturbeschreibungssprache
EAST-ADL
Die Beschreibungssprache EAST-ADL 39 wurde im Projekt EAST-EEA 40 zur Model-
lierung und Beschreibung von EEAs in der Automobilentwicklung entwickelt. Die
Sprache wurde zu EAST-ADL2 im Abschlussprojekt ATESST 41 weiterentwickelt,
wobei unter anderem AUTOSAR (s. Kapitel 3.3.4) integriert wurde. EAST-ADL be-
schreibt ein Metamodell, welches zur Modellierung für Dokumentations-, Design-,
Analyse- und Synthesezwecken eingesetzt werden kann [167].
3.3.1.1 Beschreibung
EAST-ADL ist als MOF-konformes Metamodell spezifiziert und unterteilt in fünf
Abstraktionsebenen, welche die unterschiedlichen Phasen der Fahrzeugentwicklung
betrachten. Ein Teilsystem wird dabei ebenenübergreifend in den verschiedenen Ab-
straktionsebenen modelliert (s. Abbildung 3.2).
• Im Vehicle Level werden die Features 42 in Form von Feature Modellen 43 zur Be-
schreibung der Charakteristika eingesetzt, welche eine Fahrzeugvariante haben
oder nicht haben soll [7].
39EAST-ADL steht für Electronic Architecture and Software Technology - Architecture Description
Language
40EAST-EEA steht für Electronic Architecture and Software Technology - Embedded Electronic Ar-
chitecture. Projektdauer 05/2001 - 07/2004
41ATESST steht für Advancing Traffic Efficiency and Safety Through Software Technology. Projekt-
dauer: 01/2006 - 03/2008
42Features werden in diesem Kontext als Eigenschaften, Funktionalitäten oder Merkmale verstanden.
43Eine Beschreibung von Feature Modellen nach Kang findet sich in [148].
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Abbildung 3.2: Abstraktionsebenen von EAST-ADL nach [3]
• Im Analysis Level ist die Funktional Analysis Architecture (FAA) beschrieben,
welche das Verhalten und die Algorithmen der Features des Vehicle Level in
Form von Funktionen beschreibt. Diese Ebene beinhaltet die hierarchische De-
komposition von Features auf Funktionen sowie die Modellierung von abstrak-
ten Sensoren und Aktuatoren [3]. Auf dieser Ebene werden ebenfalls kritische
Systemparameter identifiziert.
• Die Design Architecture enthält die Functional Design Architecture (FDA) sowie
die Hardware Design Architecture (HDA). Die FDA repräsentiert die Realisierung
der FAA als hierarchische Definition von Funktionsblöcken und deren Interak-
tion. Die HDA stellt die Architektur und Vernetzung von Hardwarekomponen-
ten des Fahrzeugs dar. Die Funktionsblöcke der FDA werden auf diese Hard-
warekomponenten verteilt [2].
• Im Implementation Level werden die Funktionen der FDA über AUTOSAR in
eine den ausführenden Hardwarekomponenten konformen Infrastruktur ein-
gebettet. Dabei entspricht nach [6] AUTOSAR dem Implementation Level von
EAST-ADL.
• Das Operational Level entspricht dem eingebetteten System im realen Fahr-
zeug, nicht im Modell [5].
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Verglichen zu UML2 (s. Kapitel 2.9.3.5) oder SysML 44, stellt EAST-ADL eine do-
mänenspezifische Sprache dar. Die Konzepte von EAST-ADL sind als UML2 Profile
verfügbar, so dass UML2 Werkzeuge zur Modellierung von EAST-ADL Modellen
eingesetzt werden können. In ATESST wird auf die Verwendung des UML2 Model-
lierungswerkzeugs Papyrus verwiesen [5].
Das Open Source Projekt Papyrus [56] befasst sich mit der Entwicklung eines Eclipse-
basierten Werkzeugs zur graphischen Modellierung von UML2 Modellen. Für dieses
Werkzeug existiert ein Add-In zur Modellierung von EAST-ADL2 konformen Mo-
dellen. Dieses Add-In implementiert alle Stereotypen und verwandte Eigenschaften
nach der EAST-ADL2.0 Spezifikation und kann zur Erstellung von UML Modellen
in Papyrus verwendet werden.
EAST-ADL unterstützt verschiedene Arten von Anforderungen. Zum Einen gene-
rische Anforderungen als einfache Objekte, welche alle Information in angepassten
Attributen enthalten und zusätzlich Links und Gruppen unterstützen. Zum Ande-
ren spezialisierte Anforderungen, die bestimmte Attribute und Assoziationen zu ei-
nem bestimmten Zweck und mit einer bestimmten Semantik (bsp. zeitlichen An-
forderungen) ausdrücken. Darüber hinaus werden anwenderspezifische Attribute un-
terstützt, welche für EAST-ADL Anforderungen und andere EAST-ADL Elemente
verfügbar gemacht werden können [8]. EAST-ADL verwendet den werkzeugunab-
hängigen Austausch von Anforderungen über RIF 45 [9].
Die Sprachdefinition von EAST-ADL [4] spezifiziert in Bezug auf Sicherheit und Zu-
verlässigkeit folgende Zusammenhänge:
• Fehlermodell (ErrorModel): Unterstützt die Modellierung von inkorrektem Ver-
halten eines Systems (beispielsweise Fehler von Komponenten und deren Pro-
pagation). Dies ermöglicht Sicherheitsanalysen durch externe Werkzeuge. Es
ermöglicht die Verfolgung von Fehlverhalten und Gefährdungen zu Spezifika-
tionen von Sicherheitsanforderungen und weiter zu funktionalen und nicht-
funktionalen Anforderungen bezüglich der Handhabung von Fehlern und der
Vermeidung von Gefährdungen ebenso wie zu den notwendigen Aufwänden
bezüglich Verifikation und Validierung. Durch die Klasse Anomaly wird die
Fehlerart beschrieben.
• Sicherheitseinschränkungen (Safety Constraints): Abbildung 3.3 stellt das EAST-
ADL Metamodell für Safety Constraints dar. FaultFailure repräsentiert eine be-
stimmte Fehlerursache oder eine bestimmte Fehlerauswirkung. QuantitativeSa-
fetyConstraint beschreibt Werte der Zuverlässigkeit (bsp. Ausfallrate). Safety-
Constraint stellt qualitative gefasste Einschränkungen in Bezug auf Fehlerur-
sachen oder Fehlerauswirkungen dar.
44Die Abkürzung SysML steht für Systems Modeling Language und ist ein offizieller Standard der OMG
zur graphischen Modellierung technischer Systeme [183].
45Das Requirements Interchange Format (RIF) wurde von der Herstellerinitiative Software (HIS) spe-
zifiziert.
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• Sicherheitsanforderungen (Safety Requirements): Beschreibt den Zusammen-
hang zwischen Betriebsmodus, Gefährdung, Sicherheitsziel, Sicherheitsanfor-
derung sowie technischem Sicherheitskonzept und funktionalem Sicherheits-
konzept entsprechend ISO 26262 (s. Abbildung 3.4).
• Sicherheitsnachweis (Safety Case): Der Sicherheitsnachweis beschreibt warum
ein betrachtetes System im betrachteten Kontext mit akzeptabler Sicherheit und
Zuverlässigkeit betrieben werden kann 46. Die Klasse Claim bezeichnet eine
Aussage, deren Wahrheit bestätigt werden muss. Diese Aussagen basieren auf
Beweisen. Dies sind spezifische Fakten über Situationen, welche den Claim be-
kräftigen.
Datatypes::EADatytypePrototype 
+genericDescription : String ErrorModel::Anomaly 
FaultFailure 
+asilValue : ASILKind SafetyConstraint 
+failureRate : float 
























Abbildung 3.3: ATESST2: Diagramm für Sicherheitsauflagen nach [4]
EAST-ADL unterstützt Sicherheitsaspekte und ISO 26262 auf der Ebene der Sprache
47 [5]. Die Gefahren- und Risikoanalyse sowie die Spezifikation von Sicherheitszie-
len nach ISO 26262 Teil 3 §7 betreffen dabei den Vehicle Level, die Spezifikation von
funktionalen Sicherheitsanforderungen nach ISO 26262 Teil 3 §8 den Analysis Le-
vel. Hierfür werden entsprechende Konzepte (Hazard, ASILKind, SafetyGoal, etc.)
bereitgestellt. Die Spezifikation von technischen Sicherheitsanforderungen entspre-
chend ISO 26262 Teil 4 §6 sowie die Spezifikation des Systemdesign nach ISO 26262
Teil 4 §7 beziehen sich auf das Designlevel.
46Safety Cases wurden in der Atomindustrie eingeführt.
47Diese Unterstützung umfasst ASIL Kategorisierung durch Anforderungen, Unterstützung des Sa-
fety Case, Organisation von Informationen im Einklang mit ISO 26262 und Unterstützung von
Methoden die von der ISO 26262 gefordert werden.
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+classificationAssumptions : String 
+exposure : ExposureClassKind 
+controllability : ControllabilityClassKind 
+hazardClassification : ASILKind 
+severity : SeverityClassKind 
Dependability:HazardousEvent 
+condition : String Behavior:Mode +formalism : String 
+url : String 
Requirements::Requirement 
+HazardClassification : ASILKind 





















Abbildung 3.4: ATESST2: Diagramm für Konzept Betriebssicherheit nach [4]
Während die Spezifikation von Hardware-Safety-Anforderungen entsprechend ISO
26262 Teil 5 §6 sowie von Software-Safety-Anforderungen nach ISO 26262 Teil 6 §6
vom Implementation Level adressiert werden. Um Fehlerverhalten zu modellieren
wird eine parallele Architektur verwendet 48.
EAST-ADL unterstützt die Modellierung von Fehlern, die Fehleranalyse, die Propa-
gation von Fehlern, die Bildung einer Basis für die Gefährdungsanalyse, sowie eine
Werkzeuganbindung für die Durchführung automatisierter FTAs und FMEAs [5].
Ein Auszug des entsprechenden Meta Modells nach [4] ist in Abbildung 3.5 darge-
stellt. Für die Durchführung von FTAs und FMEAs wird die Methode HiP-HOPS
nach Papadopoulos [191] angewendet. Gleiches gilt für die automatische Dekompo-
sition von ASILs, die auf Basis von HiP-HOPS-Fehlerbäumen durchgeführt wird 49
sowie für die in [10] vorgestellte Architekturoptimierung 50 51.
48Diese bezieht sich auf Typen und Prototypen von Fehlermodellen, Fehlerverhalten, Internen
Fehlerursachen, Fehlerursachen und Fehlerauswirkungen, Schnittstellen von Fehlerursachen-
Fehlerauswirkungen (Propagation von Fehlerauswirkungen zwischen Fehlermodellen durch
Links), Gefährdungen sowie Gefährdungs-Links zwischen komponentenbezogenen Fehlerursa-
chen und systembezogenen Fehlerauswirkungen, Randbedingungen in Bezug auf Betriebssicher-
heit [10].
49Die Ursache für Systemfehler liegen in den Cut Sets. ASILs für Systemfehler können auf die Ele-
mente des Cut Sets verteilt werden [10].
50EAST-ADL unterstützt Design Optimierung hinsichtlich der Maximierung / Minimierung von At-
tributen. Entsprechend der Methode HiP-HOPS werden durch Optimierung Pareto-optimale Lö-
sungen bestimmt [188].
51Zum Zeitpunkt des ATESST2 Final Workshop in Juni 2011 lagen bezüglich der Applikation von HiP-
HOPS im Zusammenhang mit EAST-ADL basierte Architekturen nur experimentelle Ergebnisse
vor, HiP-HOPS war kein Teil der Werkzeugkette von ATESST [10].
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Abbildung 3.5: ATESST2: Diagramm für Betriebssicherheit nach [4]
3.3.1.2 Abgrenzung
EAST-ADL beschreibt eine Sprache für die Beschreibung von EEAs in Form eines
Metamodells. Die darin enthaltenen Konzepte ermöglichen die Ableitung detaillier-
ter und umfassender Modelle von EEAs. Nach [167] werden weder in EAST-ADL
noch in ATESST Aussagen über den Entwicklungsprozess, die Vorgehensweise in
der Modellierung oder die genaue Spezifikation der Visualisierung von Modellen
gegeben.
Auf die strukturelle Darstellung von Sicherheitsanforderungen sowie einem formali-
sierten Vorgehen für die Zuteilung von Sicherheitsanforderungen zu Artefakten von
EEA Modellen wird nicht eingegangen. Für die Sicherheitsanalyse in Bezug auf FTA
und FMEA werden externe Werkzeuge eingesetzt. Die Auswirkungen von ASIL De-
komposition auf die Modellierung von EEAs sowie der Einsatz von Redundanzmit-
teln in dieser Phase der Entwicklung wird nicht behandelt. Der Umgang mit Frage-
stellungen in Bezug auf die Domäne der EEA Modellierung wird nicht adressiert.
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Über Methoden zur Bestimmung von kontextspezifischen Daten und Relationen aus
EEA Modellen wird keine Aussage gemacht. Die Beschreibung von semantischen
Relationen zwischen Artefakten der EEA im Sinne der Wissensmodellierung wird
nicht unterstützt.
3.3.2 E/E-Architekturen zur Ableitung von Sicherheitszielen
In seiner Dissertation mit dem Titel Abstraktionsebenenübergreifende Darstellung von
Elektrik/ Elektronik-Architekturen in Kraftfahrzeugen zur Ableitung von Sicherheitszielen
nach ISO 26262 [167] beschreibt Matheis die EEA-ADL 52 sowie Erweiterungen die-
ser Sprache zur Ableitung und Darstellung funktionaler Sicherheitsanforderungen
in Form von Sicherheitszielen.
3.3.2.1 Beschreibung
Das Funktionalitätennetzwerk, als Ebene der EEA-ADL und von Matheis vorgestell-
te Erweiterung, ermöglicht die Modellierung kundenerlebbarer funktionaler Anfor-
derungen als Funktionalitäten sowie die Wechselwirkungen zwischen diesen. Wech-
selwirkungen werden als Wirkketten modelliert. Zur Analyse ermöglichen Wirk-
ketten Rückschlüsse auf die Vorgänge, welche Ereignisse auslösen. Ereignisse wer-
den von Erfüllern umgesetzt. Entsprechend ergeben sich die Modellierungsartefak-
te Ereignisse, Funktionalitäten und Erfüller. Eine Wirkkette besteht jeweils aus einer
Menge von Ergebnissen, Funktionalitäten sowie Erfüllern. Durch die Zusatzartefak-
te Bedingung, Datenartefakt, Benutzerrückmeldung und Aspekt lassen sich in Bezug auf
Wirkketten zusätzliche Informationen spezifizieren. Über Bedingungen lassen sich
die zwischen den Elementen von Wirkketten geltenden, semantischen Beziehungen
modellieren. Die Darstellung von Funktionalitätsnetzwerken kann entsprechend un-
terschiedlicher Perspektiven auf das Modell im Kompositionsdiagramm, dem Kontext-
diagramm sowie dem Beziehungsdiagramm erfolgen. Über Mappings lassen sich die
Komponenten des Funktionalitätennetzwerks mit Artefakten der übrigen Ebenen
der EEA-ADL in Relation setzen.
Matheis verwendet das Funktionalitätennetzwerk zur Ableitung und Darstellung
von Sicherheitsanforderungen, die sich aus der Gefährdungs- und Risikoanalyse nach
ISO 26262 Teil 3 §7, angewendet auf die enthaltenen funktionalen kundenerlebbaren
Anforderungen, ergeben. Hierzu werden im Metamodell der EEA-ADL unter ande-
rem die zusätzlichen Klassen Item, SafetyGoal, HazardDescription (mit den Attributen
controllability, severity und exposure), Hazard, OperationMode, DrivingSituation und Ha-
zardAnalysis hinzugefügt. Diese ermöglichen die Modellierung der Ergebnisse einer
Gefährdungs- und Risikoanalyse entsprechend den Konzepten der ISO 26262.
52EEA-ADL steht für Elektrik/Elektronik Architektur Architecture Description Language.
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Zur graphischen Darstellung wird das sog. Gefahren- und Risikoanalysediagramm vor-
gestellt, welches sich an der Repräsentation des Kompositionsdiagramms entspre-
chend der Darstellung von Funktionalitätsnetzwerken orientiert (s. Abbildung 3.6).
Abbildung 3.6: Diagramm Gefahren- und Risikoanalyse nach [167]
Ereignisse werden als Gefahrenbeschreibungen verwendet. Sie tragen Werte für Schwe-
re eines möglichen Schadens (Severity), Häufigkeit der Fahrsituation (Exposure) und
Beherrschbarkeit durch den Fahrer (Controllability). Die Gefährdung sowie die Fahr-
situation auf welche sich die Gefahrenbeschreibung bezieht, werden als zusätzli-
che Modellartefakte ähnlich zu Aspekt und Datenelement des Funktionalitätennetz-
werks dargestellt. Items entsprechen Funktionalitäten, Sicherheitsziele entsprechen
Erfüllern. ASIL ist ein Attribut der Klasse Sicherheitsziel. Zur abstraktionsebenenüber-
greifenden Darstellung von funktionalen Sicherheitsanforderungen werden zwei Ta-
bellen vorgeschlagen. Eine Tabelle stellt Sicherheitsziele in Bezug auf die Items, Ge-
fährdungen und Fahrsituationen dar, die Andere gibt Aufschluss über den Bezug
zwischen Hardwarekomponenten, Funktionen, Sicherheitsanforderungen und Sicher-
heitszielen.
Im Rahmen der hier vorliegenden Arbeit wird noch eine weiterer Aspekt der Arbeit
von Matheis als Stand der Wissenschaft betrachtet. Dabei handelt es sich um den
Umgang mit Fragestellungen in der Domäne der EEA Modellierung. Die Beschrei-
bung dieses Aspekts sowie die Abgrenzung der hier vorliegenden Arbeit gegenüber
diesem erfolgt gesondert in Kapitel 9.
3.3.2.2 Abgrenzung
Der Ansatz von Matheis beschreibt die Darstellung von Sicherheitsanforderungen
nach Teil 3 der ISO 26262 auf Basis der EEA-ADL als Teil von EEA Modellen von
Fahrzeugen. Der Fokus des Ansatzes liegt auf der Durchführung einer Gefährdungs-
und Risikoanalyse nach Teil 3 §7, sowie der Darstellung von abgeleiteten funktiona-
len Sicherheitszielen nach Teil 3 §8 der ISO 26262.
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Der Ansatz geht nicht auf die Behandlung und Darstellung von technischen Sicher-
heitsanforderungen entsprechend der Teile 4 bis 6 der ISO 26262 ein sowie deren Re-
lationen zu Sicherheitsanforderungen nach Teil 3 (Sicherheitszielen und funktiona-
len Sicherheitsanforderungen.). Matheis interpretiert Sicherheitsziele als allgemeins-
te Form von funktionalen Sicherheitsanforderungen und stellt über mögliche Map-
pings einen Bezug zwischen Sicherheitsanforderungen und Artefakten der EEA her.
Sicherheitsziele werden dabei auf Funktionen des Funktionsnetzwerks der EEA zu-
geordnet. Diese werden wiederum auf Komponenten des Hardwarenetzwerks aus-
geführt, wodurch sich auch eine Zuordnung zwischen Sicherheitszielen und Arte-
fakten dieses Netzwerks ergibt. Nach ISO 26262 werden aus Sicherheitszielen zuerst
realisierungsunabhängige (in Bezug auf Software sowie Hardware) funktionale Si-
cherheitsanforderungen und schließlich realisierungsabhängige Sicherheitsanforde-
rungen abgeleitet, die sich dann direkt auf Komponenten (Software und Hardware)
der EEA beziehen. Auf diese Zusammenhänge geht Matheis nicht ein. Möglichkeiten
der automatisierten oder teilautomatisierten Zuteilung von Sicherheitsanforderun-
gen und Artefakten der EEA werden ebenfalls nicht beschrieben. Auf die Tatsache,
dass ASILs gefährdungsbezogen und nicht Item-bezogen sind, wird nicht eingegan-
gen. Der direkte Bezug zwischen ASIL Dekomposition und den daraus resultieren-
den Bedingungen wird nicht beschrieben. In der Erweiterung des Metamodells der
EEA-ADL werden die Eigenschaften der Klasse Item an die Klassen Functionality,
FunctionBlock und DetailedElectricElectronic 53 vererbt (s. Abbildung 3.7). Dies deckt
sich nicht vollständig mit der Definition eines Item nach ISO 26262 54. Zwar passt die
Vererbung zu FunctionBlock, jedoch gibt es keine Möglichkeit eine Art von System
als Item zu definieren. Eine DetailedElectricElectronic sollte in ihrer Natur als Hardwa-






Abbildung 3.7: Metamodell Item nach [167]
53DetailedElectricElectronic ist im Metamodell der EEA-ADL eine Superklasse für Hardwarekompo-
nenten wie Steuergeräte, Aktuatoren oder Sensoren.
54ISO 26262 definiert Item als eine Funktion, ein System oder ein Verbund von Systemen, auf welche
die ISO 26262 anzuwenden ist.
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3.3.3 Entwicklungsmethodik für sicherheitsrelevante
Elektroniksysteme im Automobil
In seiner Dissertation mit dem Titel Eine Entwicklungsmethodik für sicherheitsrelevan-
te Elektroniksysteme im Automobil [40] beschreibt Benz eine Anpassung bestehender
Entwicklungsprozesse für Elektroniksysteme im Automobilbereich hinsichtlich der
Betrachtung von Sicherheit und Zuverlässigkeit.
3.3.3.1 Beschreibung
Die Arbeit wurde 2004 veröffentlicht. Zu diesem Zeitpunkt existierten Modelle für Si-
cherheitslebenszyklen für elektrische/elektronische/programmierbar elektronische
Systeme (IEC 61508 [131]) sowie für die Entwicklung von Flugzeugen (SEA ARP
4754 [209] sowie SAE ARP 4761 [210]), jedoch nicht für den Automobilbereich. Die
Arbeit von Benz kann als einen Vorläufer der ISO 26262 bezeichnet werden. Benz
beschreibt darin einen Vorschlag für einen standardisierbaren Sicherheitslebenszy-
klus für die Entwicklung von sicherheitsrelevanten Systemen im Automobilbereich.
In Anlehnung an die Tatsache, dass sich der Entwicklungsprozess in dieser Domäne
stark am V-Modell 97 orientiert, stellt die vorgeschlagene Entwicklungsmethode ein
zweites »V« dar, welches Erweiterungen des bestehenden »V« hinsichtlich Sicherheit
und Zuverlässigkeit beschreibt und nebenläufig zu diesem betrachtet wird. Die Er-
weiterung ist an signifikanten Stellen mit dem bereits bestehenden »V« verknüpft.
Grundlage seiner Methode sind die Inhalte des Luftfahrtstandards SAE ARP 4761
[210] die durch Benz an die Verhältnisse in der Automobilindustrie angepasst wer-
den. Die Verwendung einer Gefährdungsanalyse zur Bewertung von Systemen sowie
den Einsatz von Methoden wie der »Fehlerbaumanalyse« oder der »Failure Mode
and Effect Analysis« werden beschrieben. Zur Klassifizierung von Systemen werden
Sicherheitsstufen nach [41] verwendet. Diese sind ähnlich zu SIL (Safety Integrity Le-
vel) nach IEC 61508 [131], beziehen sich jedoch auf die speziellen Gegebenheiten im
Automobilbereiches. Die Entwicklungsmethode gliedert sich in die folgenden Pha-
sen, wobei sich die Darstellung am V-Modell 97 [125] orientiert:
• Systemanforderungsanalyse: Definition eines funktionalen Grundkonzeptes
des Systems, dessen Aufgaben sowie der bestehenden Randbedingungen.
• Funktionaler Entwurf: Detaillierung der Einsatzbestimmung des Systems so-
wie der Systemfunktionen in unterschiedlichen Hierarchieebenen, sowie Be-
schreibung der damit verbundenen Anforderungen. Durchführung einer funk-
tionalen Gefährdungsanalyse auf Basis jeder Hierarchieebene.
• Funktionale Gefährdungsanalyse: Bestimmung der Gefährdungen, die in Zu-
sammenhang mit der Ausführung des Systems auftreten können sowie Ablei-
tung von funktionalen Sicherheitsanforderungen. Klassifizierung des Systems
hinsichtlich der Gefährdungen in direktem Bezug zu seinen Funktionen ent-
sprechend Sicherheitsstufen.
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Zuordnung von Zuverlässigkeitsanforderungen in Form von Fehlerraten oder
Fehlerwahrscheinlichkeiten zu Sicherheitsstufen. Zuordnung von Sicherheits-
anforderungen zu funktionalen Einheiten. Ebenfalls Spezifikation von Metho-
den für die Verifikation.
• Systementwurf (enthält Softwareentwurf und Hardwareentwurf): Abbildung
der funktionalen Systembeschreibung auf eine Systemarchitektur. Verfeinerung
der Systemarchitektur (technische Architektur). Verfeinerung des Sicherheits-
konzeptes bei iterativer Durchführung der entwurfsbegleitenden Systemsicher-
heitsbewertung. Zuordnung von Sicherheitsanforderungen auf Elemente der
technischen Architektur. Spezifikation der Systemintegration und -verifikation.
Ableitung von Anforderungen an Software und Hardware. Durchführung von
Softwareentwurf und Hardwareentwurf, jeweils als Grob- und Feinentwurf.
• Entwurfsbegleitende Systemsicherheitsbewertung: Bewertung der Erfüllung
der Sicherheitsanforderungen entsprechend des jeweiligen Detaillierungsgra-
des des Systementwurfs. Die Bewertung findet durch qualitative oder quantita-
tive Analyse in Bezug auf Fehler oder Kombinationen von Fehlern des Systems
bzw. von Systemkomponenten statt, die zu einer Gefährdung führen können.
Einsatz von Methoden wie FTA, FMEA und Markov Ketten. Ableitung von Si-
cherheitsanforderungen für Komponenten auf den nächstniedrigeren Hierar-
chieebene.
• Implementierung: Umsetzung der durch Systementwurf und entwicklungsbe-
gleitende Systemsicherheitsbewertung gegebenen Vorgaben für die Implemen-
tierung.
• Integration und Test: Schrittweise Integration der einzelnen Systemkomponen-
ten sowie jeweils funktionaler Tests gegen die geltenden Spezifikationen, be-
gleitet von der parallel durchgeführten Systemsicherheitsbewertung.
• Systemsicherheitsbewertung: Überprüfung der Erfüllung von gestellten Si-
cherheitsanforderungen, welches in dieser Phase, anders als in der Phase »Ent-
wurfsbegleitende Systemsicherheitsbewertung«, physikalisch vorliegt.
• Zulassung und Inbetriebnahme: Erprobung des Systems und Validierung bei
realen Einsatz- und Randbedingungen. Zulassung anhand von Dokumentatio-
nen wie Sicherheitskonzept oder Systementwurf.
3.3.3.2 Abgrenzung
Die Arbeit beschreibt einen Lebenszyklus zur Betrachtung von Sicherheit und Zuver-
lässigkeit für Entwicklungen im Automobilbereich in Anlehnung an entsprechende
Standards aus der Luftfahrt. Ähnlich wie bei der ISO 26262 werden darin Prozess-
schritte, Aktivitäten und Arbeitsprodukte entlang der Entwicklung sicherheitsbezo-
gener Systeme gegeben. Wie in der ISO 26262 werden in Bezug auf die Konzeptphase
der Entwicklung standardisierte Methoden zur Analyse empfohlen oder gefordert.
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Ebenso besteht eine Klassifikation des Systems hinsichtlich Gefährdungen in Sicher-
heitsstufen und der Ableitung entsprechender Sicherheitsanforderungen. Konkrete
Maßnahmen in Bezug auf die modellbasierte Entwicklung von EEAs werden nicht
beschrieben. Auf Hierarchisierung, Darstellung, formale Relation und Rückverfol-
gung von Sicherheitsanforderungen wird nicht eingegangen. Eine Unterstützung der
vorgeschlagenen Methoden zur Bewertung von Sicherheit und Zuverlässigkeit mit
Daten aus EEA Modellen wird nicht beschrieben.
3.3.4 AUTOSAR
AUTOSAR 55 ist ein Konsortium von OEMs 56, Tier One Zulieferern und Herstellern
von Entwicklungswerkzeugen mit dem Ziel eine standardisierte Softwarearchitektur
für softwarebasierte Automobilsysteme zu schaffen. »Cooperate on Standards - Compete
on Implementation« ist der Slogan dieses Zusammenschlusses.
3.3.4.1 Beschreibung
AUTOSAR beschreibt eine in Ebenen strukturierte Softwarearchitektur für einge-
bettete, elektronische Systeme von Fahrzeugen. Einer der Hauptaspekte ist dabei
die Trennung zwischen realisierungsunabhängigen / wettbewerbsdifferenzierenden
und realisierungsabhängigen / nicht wettbewerbsdifferenzierenden Softwarekom-
ponenten. Letztere beziehen sich auf die Softwareinfrastruktur durch welche die
Ausführung und Interaktion von realisierungsunabhängigen/wettbewerbsdifferen-
zierenden Softwarekomponenten bereitstellen. Nach Fürst [92] stellt AUTOSAR nur
den Teil der Infrastruktur der Software eines Systems dar. AUTOSAR bildet unter
anderem ein statisches Modell von Software im Sinne einer Architektur. Für die Ele-
mente der AUTOSAR Softwarearchitektur werden von AUTOSAR 57 sowohl Anfor-
derungen an die Software sowie an die Implementierung dieser Anforderungen spe-
zifiziert. Diese Anforderungen umfassen die Beschreibung von dynamischem Ver-
halten in Bezug auf die Elemente der Softwareinfrastruktur sowie deren Ansprechen
bzw. Verwendung von Softwarekomponenten entsprechend der eigentlichen reali-
sierungsunabhängigen/wettbewerbsdifferenzierenden Funktionen.
55AUTOSAR steht für AUTomotive Open System Architecture
56OEM steht in diesem Kontext für »Original Equipment Manufacturer«.
57Unter dem Begriff AUTOSAR wird in der Literatur die Sammlung von Spezifikationen, Anforde-
rungen und Dokumentationen verstanden, welche Informationen über den AUTOSAR Ansatz die
AUTOSAR Software enthalten bzw. beschreiben. Software, welche diese Anforderungen umsetzt
wird »entwickelt nach AUTOSAR«, »entspricht AUTOSAR«, oder »AUTOSAR Software« bezeich-
net.
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Abbildung 3.8 zeigt den generellen AUTOSAR Ansatz. Die eigentlichen (wettbe-
werbsdifferenzierenden) Funktionen, als AUTOSAR Software Components (SW-C)
bezeichnet, sind unabhängig von der Infrastruktur auf der sie ausgeführt werden
oder über welche sie interagieren. Dies wird im oberen Teil der Abbildung darge-
stellt, in welchem die SW-Cs über eine gemeinsame Kommunikationsebene, dem
sog. Virtual Functional Bus (VFB [28]) interagieren. SW-Cs werden auf Rechenknoten
(Mikrocontrollern, Prozessoren, etc.) ausgeführt die neben anderen Komponenten
(Speicher, Treiber, Transceiver, etc.) Bestandteile von Steuergeräten sind. Steuergerä-
te stehen im Fahrzeug über ein Kommunikationsnetzwerk von Direktverbindungen
und standardisierten Bussystemen wie CAN, Lin oder FlexRay miteinander in Ver-
bindung. Werden interagierende SW-Cs auf den Rechenknoten verschiedener Steu-
ergeräte ausgeführt, so wird die Kommunikation über das Netzwerk realisiert. Die
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Abbildung 3.8: AUTOSAR: Vorgehensweise nach [21] und [28]
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Die Realisierung eines Teils des VFB, seinerseits Teil der Software auf einem Rechenk-
noten, wird als Runtime Environment (RTE [25]) bezeichnet. Um die Ausführung die-
ser SW-Cs sowie die Kommunikation zu realisieren, sind zusätzliche Softwaremodu-
le wie Betriebssystem oder Protokoll-Stack erforderlich. Diese stellen eine Infrastruk-
tur bereit, die von der eingesetzten Hardware sowie den Kommunikationsprotokol-
len abhängt, in erster Linie jedoch nicht von den eigentlichen Funktionen. Da diese
Infrastruktur nicht maßgeblich zur Wettbewerbsdifferenzierung beiträgt, haben sich
Hersteller darauf geeinigt sie zu standardisieren. Der untere Teil von Abbildung 3.8
zeigt die Verteilung von SW-Cs auf verschiedene Rechenknoten. Die SW-Cs als Teile
der sog. Application Software werden jeweils auf ein RTE aufgesetzt, die Infrastruktur
zur Ausführung und Kommunikation wird durch die sog. Basic Software dargestellt.
Abbildung 3.9: AUTOSAR: Übersicht über Softwareebenen nach [22]
Die Basic Software umfasst alle Softwareteile, die zur Ausführung und Kommunika-
tion der AUTOSAR Softwarekomponenten erforderlich sind (s. Abbildung 3.9). Sie
sind in vier Kategorien Service Layer 58, ECU Abstraction Layer 59, Microcontroller Ab-
straction Layer 60 und Complex Drivers 61 unterteilt.
58Umfasst Systemservices wie das Betriebssystem, Memory Services und Communication Services.
59Umfasst Onboard Device Abstraction, Memory Hardware Abstraction, Communication Hardware Abstrac-
tion und I/O Hardware Abstraction.
60Besteht aus Microcontroller Drivers, Memory Drivers, Communication Drivers und I/O Drivers.
61Complex Drivers kapselt Software, mit welcher das Runtime Environment unabhängig von den
anderen Ebenen der Basic Software direkt mit dem Mikrocontroller bzw. dessen Registern in Ver-
bindung gebracht werden kann. Dies kann beispielsweise bei der Verwendung von nicht standar-
disierten Kommunikationsprotokollen verwendet werden.
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Für die Kommunikation zwischen den einzelnen Teilen der Ebenen sind standar-
disierte Schnittstellen erforderlich. Eine abstrakte Übersicht nach [22] in Abbildung
3.10 dargestellt.
ECU-Hardware
















































































Abbildung 3.10: AUTOSAR: Komponenten und Interfaces nach [22]
Der Austausch von Daten zwischen Sendern und Empfängern von eingebetteten Sys-
temen, die sicherheitsbezogene Funktionen ausführen, muss in Bezug auf Integrität
der Daten, zufälligen Fehler der Hardware, Interferenz sowie systematischen Feh-
lern abgesichert werden. Anforderungen der funktionalen Sicherheit fließen daher in
AUTOSAR ein. Der Ansatz bei der Entwicklung von AUTOSAR für die funktionale
Sicherheit ist vergleichbar mit dem Ansatz der Entwicklung eines kontextunabhängi-
gen Sicherheitselements (sog. SEooC) 62.
62ISO 26262 Teil 10 §10 [139] beschreibt die Entwicklung von SEooCs (engl. Safety element out of con-
text). Ein SEooC ist ein sicherheitsbezogenes Element, welches zur Zeit seiner Entwicklung noch
nicht Teil eines Item ist. Ein SEooC kann ein Subsystem, eine Software- oder Hardwarekompo-
nente sein. AUTOSAR Softwaremodule sollen generisch in verschiedenen Realisierungen als Tei-
le der Softwareinfrastruktur verwendet werden können. Damit ist ihre Entwicklung unabhängig
von Items und somit unabhängig von deren Sicherheitszielen. Für die Entwicklung von SEooCs
werden Sicherheitsanforderungen daher durch Annahmen (beispielsweise Erkennung und Hand-
habung von Ausfallarten durch das betrachtete Element) ersetzt, welche die Basis für die Imple-
mentierung solcher generischer Softwareelemente bilden [27].
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Der AUTOSAR Technical Safety Concept Status Report [27] beschreibt Sicherheitsmerk-
male, (engl. Safety Features) als Anforderungen bzw. Methoden, die sich auf funk-
tionale Sicherheit hinsichtlich AUTOSAR tangierter/abgedeckter Bereiche eingebet-
teter Fahrzeugsysteme beziehen. Diese Bereiche sind:
• Merkmale in Bezug auf Monitoring des Programm Flusses
• Merkmale in Bezug auf Timing
• Merkmale in Bezug auf Monitoring von E-Gas
• Merkmale in Bezug auf Kommunikationsstacks
• Merkmale in Bezug auf die Ende-zu-Ende Kommunikationsabsicherung
• Merkmale in Bezug auf Partitionierung von Speicher und User/Supervisor-
Modi
In jedem dieser Bereiche ist mindestens ein Sicherheitsmerkmal 63 im Sinne einer
Methode zur Absicherung beschrieben. Für jedes Sicherheitsmerkmal ist mindestens
ein Absicherungskriterium definiert. Jedes Absicherungskriterium bezieht sich auf
ein oder mehrere Anforderungen aus Dokumenten der AUTOSAR Softwarespezifi-
kation.
Die Beziehungen zwischen Sicherheitsmerkmalen, Anforderungen von AUTOSAR
Softwareanforderungsspezifikationen 64 und AUTOSAR Softwarespezifikationen 65
sind tabellarisch dargestellt. Diese Darstellungen beziehen sich auf den Zusammen-
hang zwischen Sicherheitsmerkmalen und sicherheitsbezogenen Anforderungen ent-
sprechend AUTOSAR Softwareanforderungsspezifikationen 66 sowie auf den Zu-
sammenhang zwischen Anforderungen entsprechend AUTOSAR Softwarespezifi-
kationen hinsichtlich Sicherheitsmerkmalen 67. Diese Zusammenhänge ermöglichen
die Rückverfolgbarkeit.
Zu den Sicherheitsmerkmalen in Bezug auf Kommunikations-Stacks gehören die
Kontrolle von Datensequenzen 68 und der Umgang mit mehreren Kommunikations-
pfaden 69. In Bezug auf die Kontrolle von Datensequenzen wird gefordert, dass AU-
TOSAR Mechanismen bereitstellen soll, um die Sequenz von Daten zu kontrollieren.
63Sicherheitsmerkmale werden in AUTOSAR Spezifikationen mit BRF abgekürzt.
64Dokumente der Art AUTOSAR Software Requirements Specification (Abkürzung SRS) beschreiben An-
forderungen an die Implementierung von AUTOSAR Software.
65Dokumente der Art AUTOSAR Software Specification (Abkürzung SWS) beschreiben wie die An-
forderungen der AUTOSAR Softwareanforderungsspezifikationen (SRS) realisiert werden sollen
und stellen somit den höchsten Detaillierungsgrad der AUTOSAR Softwarespezifikation dar. Bei-
spielsweise spezifiziert das Dokument (AUTOSAR_SWS_COM.pdf) [24] wie die Anforderungen
an AUTOSAR COM Module nach (AUTOSAR_SRS_COM.pdf) [23] implementiert werden sollen.
66Dabei »genügen« sicherheitsbezogene Anforderungen den Sicherheitsmerkmalen.
67Hierbei werden Sicherheitsmerkmale von Anforderungen entsprechend AUTOSAR Softwarespezi-
fikationen abgedeckt.
68AUTOSAR Safety Feature BRF00111 - Data Sequence Control.
69AUTOSAR Safety Feature BRF00241 - Multiple Communication Links.
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Damit können Empfänger überprüfen, ob Signale entsprechend der vermuteten Rei-
henfolge empfangen wurden 70. Die Unterstützung mehrerer Kommunikationspfade
adressiert die Übertragung von Informationen über verschiedene Kommunikations-
wege zwischen Sender und Empfänger 71.
Safety-Protokolle benutzen Mechanismen wie Check-Summen, die von einigen Netz-
werkstacks bereit gestellt werden. Diese leisten nach [27] einen Beitrag zu Verfüg-
barkeit und Fehlertoleranz, nicht aber zu Sicherheit im Sinne von Safety (FlexRay
bildet hier teilweise eine Ausnahme). Um die Interaktion und Kommunikation zwi-
schen Softwaremodulen der Application Software sowie der Basic Software in Bezug auf
funktionale Sicherheit abzusichern, beschreibt der AUTOSAR Technical Safety Concept
Status Report [27] verschiedene Arten von möglichen Fehlern (s. Abbildung 3.11).
Maßnahmen zur Absicherung gegen diese Fehler auf der Ebene von Applikationen
werden durch Sicherheitsmerkmale in Bezug auf die Ende-zu-Ende Kommunikati-
onsabsicherung 72 betrachtet.
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Abbildung 3.11: AUTOSAR: Ende-zu-Ende Absicherung nach [27]
70Dies kann durch das Hinzufügen von Sequenzzählern erreicht werden.
71Beispielsweise durch ein 1..2 Voting (Verwenden einer von zwei korrekt empfangenen Informatio-
nen) kann der Empfänger entscheiden welche Information verwendet wird. Darüber hinaus kann
bei Ausfall eines Übertragungsweges kann der andere für die Kommunikation verwendet werden.
72AUTOSAR Safety Feature BRF00114 - SW-C end-to-end communication protection.
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In [26] werden Anforderungen an die Implementierung einer standardisierten Bi-
bliothek (E2E-Protection Library) von Ende-zu-Ende Absicherungsmechanismen be-
schrieben. Unter Benutzung dieser Bibliothek können einerseits kommunizierte Da-
ten vom Sender abgesichert werden, andererseits können Empfänger Kommunikati-
onsfehler zur Laufzeit erkennen und handhaben. Durch die Verwendung der Biblio-
thek wird eine zusätzliche Ebene zwischen RTE und Application Software eingefügt.
Hierdurch besteht die Möglichkeit Datenelemente, welche über das RTE-gesendet
werden, durch das Hinzufügen von Kontrolldaten abzusichern. Zusätzlich erlaubt
die Auswertung dieser Kontrolldaten die Verifikation von Daten, welche über das
RTE empfangen werden. Hierfür werden den Ports von SW-Cs zusätzliche Konfigu-
rationsattribute hinzugefügt. Diese enthalten Status Informationen der Kommunika-
tion.
Checks werden von zustandsunabhängigen Funktionen der E2E-Protection Libra-
ry durchgeführt. Da die Nutzdatenbereiche von eingesetzten Kommunikationsnetz-
werken verwendet werden um die Kontrolldaten zu fassen, ist das Sicherheitsproto-
koll unabhängig vom Kommunikationsnetzwerk und kann in allen von AUTOSAR
unterstützten Netzwerken und Bussen eingesetzt werden (CAN, Lin, SPI und Flex-
Ray). Die Anforderungen an das Protokoll müssen bezüglich Zuverlässigkeit und
Art des Netzwerkes, Größe und Kritikalität der übertragenen Daten und Fehlertole-
ranz der Applikation spezifisch angepasst werden. Die Bibliothek enthält verschiede-
ne Profile 73 von Absicherungsmechanismen, die auf der Ebene von Datenelementen
eingesetzt werden können.
3.3.4.2 Abgrenzung
AUTOSAR spezifiziert Anforderungen an eine geschichtete Softwarearchitektur so-
wie an die Implementierungen der Elemente dieser Architektur. Damit ist AUTOSAR
in erster Linie eine Sammlung von Spezifikationen und keine Methode.
Die Verwendung/Instanziierung von AUTOSAR Softwareelementen in der Softwa-
re von sicherheitsbezogenen Fahrzeugsystemen betrifft Phasen der Entwicklung, die
von den Teilen 5 und 6 der ISO 26262 in Bezug auf funktionale Sicherheit betrach-
tet werden. Die Modellierung der EEA in der Konzeptphase der Automobilentwick-
lung betrifft die Struktur funktionaler Softwarekomponenten und deren Interaktion.
In Werkzeugen zur Unterstützung der Konzeptphase (z.B. PREEvision [13]), orien-
tieren sich Methoden zur Modellierung von Funktionsvernetzung häufig an der Ap-
plication Software und dem VFB. Die Verwendung/Instanziierung von Elementen der
AUTOSAR Basic Software werden nicht betrachtet. Die Implementierung von AUTO-
SAR SW-Cs (Software Components) ist unabhängig von der EEA Modellierung. Die
Verwendung/Instanziierung von AUTOSAR SW-Cs ist dieser nachgelagert. Damit
können in der EEA Modellierung Hinweise auf die Verwendung von AUTOSAR SW-
Cs für die nachfolgenden Softwareimplementierung gegeben werden.
73Diese Profile verwenden Mechanismen wie CRC, Alive Counter, Sequence Counter oder Daten ID.
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Dies betrifft beispielsweise die in [27] beschriebenen Sicherheitsmerkmale in Bezug
auf Kommunikations-Stacks sowie die Ende-zu-Ende Kommunikationsabsicherung.
In der EEA Modellierung können bereits Datenelemente, Signale, Botschaften und
Transmissionen spezifiziert werden, die sich auf diese Sicherheitsmerkmale bezie-
hen. Diese betreffen CRC, Alive-Zähler, Sequenz-Zähler oder Daten ID. Des weiteren
besteht in der EEA die Möglichkeit, die Anwendung von Sicherheitsmaßnahmen in
nachfolgenden Phasen der Entwicklung zu fordern (z.B. Ende-zu-Ende Kommuni-
kationsabsicherung). Methoden bezüglich der Darstellung derartiger Forderungen
werden in der vorliegenden Arbeit behandelt (s. Kapitel 10). Methoden zur gra-
phischen Darstellung von Softwarearchitekturen sowie Formalismen zur Darstel-
lung von Relationen zwischen Sicherheitsanforderungen und Artefakten der Soft-
warearchitektur werden in AUTOSAR nicht behandelt. Die in AUTOSAR spezifi-
zierten Sicherheitsmerkmale sowie die damit in Relation stehenden Anforderungen
der Softwareanforderungsspezifikation und der Softwarespezifikation sind nach ISO
26262 technische Sicherheitsanforderungen (unterschiedlicher Detaillierungsgrade)
auf Softwareebene entsprechend Teil 6 der ISO 26262. Durch die Realisierungsun-
abhängigkeit besteht kein Zusammenhang zu Sicherheitsanforderungen der Teile 3
und 4 der ISO 26262.
Die Abgrenzung zwischen AUTOSAR und der vorliegenden Arbeit ist einerseits ge-
geben durch die unterschiedlichen Entwicklungsphasen auf welche sich die Ansätze
beziehen, andererseits durch die Tatsache, dass bei der Implementierung von sicher-
heitsbezogenen Systemen bestehende AUTOSAR Komponenten verwendet bzw. re-
ferenziert werden.
3.3.5 HiP-HOPS
Die Abkürzung HiP-HOPS [191] [189] steht für Hierarchically Performed Hazard Origin
and Propagation Studies und ist eine Methode zur Sicherheitsanalyse nach Papado-
poulos. Diese Methode wird im ATESST Projekt für die Sicherheitsbewertung sowie
der Architekturoptimierung von EEA basierend auf der Sprache EAST-ADL vorge-
schlagen (s. Kapitel 3.3.1).
3.3.5.1 Beschreibung
HiP-HOPS verwendet Methoden wie die Functional Failure Analysis (FFA) 74, FMEA
und FTA. Es unterstützt Sicherheitsassessments komplexer Modelle von der Betrach-
tung der funktionalen Ebene bis zu Ausfallarten von Hardwarekomponenten. Durch
den Einsatz von HiP-HOPS kann ein großer Teil der Analyse vereinfacht, Fehlerbäu-
me abgeleitet und die Konsistenz der Ergebnisse garantiert werden. Die Methoden,
welche nach [191] im Rahmen von HiP-HOPS eingesetzt werden, sind im Folgenden
beschrieben.
74Die Functional Failure Analysis (FFA) wird im Luftfahrtstandard SAE ARP 4761 beschrieben [210].
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Functional Failure Analysis (FFA) FFA ist eine Methode um in einer frühen Entwick-
lungsphase Systeme bezüglich Sicherheit zu bewerten, die dato nur als abstraktes
funktionales Modell vorliegen. Dabei werden funktionale Fehler im System sowie
plausible Kombinationen solcher Fehler identifiziert und ihre Auswirkungen und
deren Kritikalität bewertet. Das funktionale Modell wird dabei durch ein Blockdia-
gramm visualisiert, aus dem die Systemfunktionen sowie deren Abhängigkeiten in
Bezug auf Interaktion, als den Austausch von Materie, Energie oder Daten, hervor-
gehen. Die Funktionen werden hinsichtlich ihrer Fehlerarten 75 betrachtet. Für jeden
Fehler werden Fehlerauswirkungen, Kritikalität sowie Möglichkeiten zur Fehlerer-
kennung und der Korrektur ermittelt. Die bestimmten Einzelfehler werden zu plausi-
blen Mehrfachfehlern kombiniert und diese bewertet. Ziel der FFA ist es, funktionale
Fehler des Systems und deren Auswirkungen in einer frühen Phase der Entwicklung
zu entdecken und zu vermeiden.
Interface Focused FMEA Bei der traditionellen FMEA werden Fehler untersucht, de-
ren Ursachen innerhalb von Komponenten liegen. Fehler können jedoch auch durch
Kombinationen oder zeitliche Abfolgen von Werten an den Eingängen einer Kom-
ponente verursacht werden. Ebenso ist es möglich deren Propagation durch entspre-
chende Reaktionen der Komponente selbst zu vermeiden 76. Ein tabellarisches Ver-
fahren um Fehlerarten an den Ausgängen von Komponenten in Abhängigkeit ihrer
Eingänge zu beschreiben wird in [191] als Interface Focused FMEA (IF-FMEA) bezeich-
net. Abbildung 3.12 stellt ein Beispiel einer IF-FMEA für ein elektronisches Gaspedal
nach [191] dar.
Die erste Spalte enthält die Fehlerarten der Ausgänge des betrachteten Komponente,
die zweite Spalte die dazugehörende Beschreibung. In Spalte 3 werden Kombinatio-
nen der Eingänge beschrieben, welche diese Fehlerart herbeiführen können. Spalte
4 enthält die dazugehörende Fehlerbeschreibung der betrachteten Komponente und
Spalte 5 die zugehörigen Ausfallraten. Die IF-FMEA enthält Ausdrücke, welche die
Ursache für Fehler an den Ausgängen von Komponenten als logische Kombinati-
on von komponenteninternen Fehlverhalten oder Kombinationen an den Eingängen
von Komponenten beschreiben [191].
75Unter dem Begriff Fehlerart (engl. Failure Mode) werden in [191] die Klassen Funktionsverlust, unbe-
absichtigte Funktionsausführung sowie verfrühte oder verspätete Bereitstellung unterschieden. Die Men-
ge der Klassen von Ausfallarten unterliegt in der Literatur einer gewissen Dynamik. [54] trennt
zwischen verfrühter Ausführung, Unfähigkeit während der vorgeschriebenen Zeitdauer die korrekte Funk-
tion zu erbringen, Unfähigkeit, die gestellte Aufgabe während der vorgeschriebenen Zeitdauer zu beenden,
Ausfall während der Ausführung und verminderte oder überhöhte Tauglichkeit zur Ausführung. [189] un-
terscheidet in Bezug auf eingebettete Systeme zwischen Ausfall (engl. Loss), unbeabsichtigter Aus-
führung (engl. Inadvertent Delivery) und fehlerhaftem Betrieb (engl. Incorrect Operation). In [190]
werden im Zusammenhang mit der automatischen Allokation von SIL zu eingebetteten Systemen
fehlerhafte Ausführung (engl. Commission) und Unterlassung der Ausführung (engl. Omission) von-
einander abgegrenzt.
76Beispielsweise können die Komponenten eine unplausiblen Wert erkennen und für interne Berech-
nungen durch einen Default-Wert ersetzen.
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Bei logischer Kombination von Komponenten, für welche IF-FMEAs vorliegen, lässt
sich zurückverfolgen welche Kombinationen von Fehlerarten einzelner Komponen-
ten in einem unerwünschten Ereignis resultieren. Dies ermöglicht die Ableitung von
Fehlerbäumen. Eine Methode zur Synthese derartiger Fehlerbäume wird in [191] be-
schrieben.
Abbildung 3.12: Modell und Fragment der IF-FMEA eines »Pedal Task« nach [191]
Unterstützung von EAST-ADL Die Methode HiP-HOPS wurde im ATESST2 Projekt
auf die Analyse von EAST-ADL basierten EEA angepasst. Durch die Top-Down 77 Al-
lokation von Sicherheitsanforderungen wird eine Bottom-Up 78 Zuverlässigkeitsana-
lyse durch Anwendung von IF-FMEA und der Synthese von Fehlerbäumen ermög-
licht [188]. Durch ein bestehendes HiP-HOPS Plugin für das Modellierungswerk-
zeug Papyrus [56], werden die automatisierte Sicherheitsanalysen Gefährdungsana-
lyse, Fehlerbaumanalyse, Fehlerart- und Auswirkungsanalyse und HiP-HOPS unter-
stützt. Dazu sind Modell zu Modell und Modell zu Text Transformationen erforder-
lich um EAST-ADL Modelle in HiP-HOPS Modelle zu überführen [188].
77Top-Down (engl. für »von oben nach unten«) beschreibt ein Vorgehen vom Abstrakten zum Kon-
kreten oder vom Allgemeinen zum Speziellen.
78Bottom-Up (engl. für »von unten nach oben«) beschreibt ein Vorgehen vom Konkreten zum Ab-
strakten oder vom Speziellen zum Allgemeinen.
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Automatisierte Allokation von ASILs Im Rahmen des ATESST2 Projektes wurde ein
Algorithmus entwickelt, welcher die Zuteilung von ASILs zu Komponenten von EE-
As optimiert [188] [190]. Dieser basiert auf der Unterscheidung von ASIL-Zuteilungen
zu Systemausgängen in Bezug auf die Fehlerarten. Besteht das System aus mehreren
Komponenten, so werden diese in Bezug auf Fehlerarten untersucht sowie auf Kom-
binationen der jeweiligen Fehlerarten dieser Komponenten, welche zu den Fehlerar-
ten an den Ausgängen des Systems führen. Basierend auf dieser Betrachtung werden
die ASILs des Systems, welche sich jeweils auf Fehlerarten der Systemausgänge be-
ziehen, auf die Komponenten des Systems verteilt/propagiert. Dabei erhalten die
Komponenten jeweils den höchsten ASIL der Fehlerarten von Systemausgängen, auf
welchen sie durch die Interaktionsstruktur im System Einfluss nehmen können. Ab-










Abbildung 3.13: ASIL Allokation nach [188] und [190]
Architekturoptimierung Im Rahmen des ATESST2 Projektes wurde eine Architektu-
roptimierung für die Ermittlung Pareto-optimaler Lösungen für das multikriteriel-
le Optimierungsproblem »Kosten gegen Zuverlässigkeit« vorgeschlagen [188]. Da-
bei stellen eine EEA, entsprechende Architekturvarianten, Fehlermodelle und Kos-
ten der Varianten sowie Optimierungsparameter die Eingangsinformationen für die
Optimierung dar. Der Einsatz von Architekturvarianten in der Architektur wird per-
mutiert und für jede Permutation, entsprechend der hinterlegten Kostenfunktion,
ein Ergebnis berechnet. Die Ergebnisse werden verglichen und die Pareto-Front er-
mittelt.
3.3.5.2 Abgrenzung
HiP-HOPS beschreiben eine Methode zur Sicherheitsanalyse und Architekturopti-
mierung, welche nebenläufig zur EEA Entwicklung, jedoch auf Daten dieser erfolgt.
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Auf die Darstellung und Strukturierung von Sicherheitsanforderungen im Kontext
der ISO 26262 wird nicht eingegangen. Ebenso wird die methodische Bestimmung
von Daten aus EEAs und deren Verwendung als Eingangsinformationen für Sicher-
heitsanalysen nicht behandelt.
In Bezug auf die Architekturoptimierung wird ein Algorithmus zur Ermittlung op-
timaler Lösungen erwähnt. Informationen über die vielfältigen Zusammenhänge im
Entwurfsraum der EEA Modellierung, den Auswirkungen von Architekturänderun-
gen, beispielsweise bei Einsatz von Redundanzmitteln, sowie das Fassen dieser Zu-
sammenhänge in der Optimierungsfunktion werden nicht gegeben 79. Auf den Zu-
sammenhang zwischen Architekturvarianten, den davon tangierten EEA Ebenen so-
wie den Auswirkungen beim Einsatz von Architekturvarianten im Sinne von Red-
undanzmitteln auf die jeweils betrachtete EEA wird nicht eingegangen.
Die Architekturoptimierung wird als vollautomatisiertes Komplettpaket vorgestellt.
Die Auswirkungen und der Vergleich von Architekturüberarbeitungen in Bezug auf
jeweilige systembezogene Gefährdungen als Entscheidungsgrundlage für die An-
wendung von Redundanzmitteln wird nicht beschrieben.
79Informationen über derartige Zusammenhänge in Bezug auf Optimierungsaktivitäten im Umfeld
von EEAs finden sich in [1].
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4 Anforderungen an den Umgang
mit Sicherheitsanforderungen in
der Konzeptphase
In diesem Kapitel werden zuerst die Herausforderungen im Umgang mit der ISO
26262 in der Konzeptphase der Automobilentwicklung diskutiert. Der Fokus liegt
dabei auf die Modellierung von E/E-Architekturen (EEAs). Anschließend werden
die Anforderungen an die vorliegende Arbeit abgeleitet. Diese gliedern sich in An-
forderungen bezüglich Darstellung und Rückverfolgbarkeit von Sicherheitsanforde-
rungen, sowie die Bewertung von Überarbeitungen von EEAs in Bezug auf funktio-
nale Sicherheit.
Kontextbezogene Aussagen (z.B. bezüglich funktionaler Sicherheit) über EEA Mo-
delle basieren notwendigerweise auf Daten dieser Modelle. Dafür müssen entspre-
chende Daten kontextspezifisch bestimmt werden können. Dies macht eine Methode
zur kontextspezifischen Spezifikation und Bestimmung von Daten aus EEA Model-
len erforderlich, sowie eine Methode zur Spezifikation, Ausführung und Ergebnisbe-
stimmung bezüglich Fragestellungen. Die Anforderungen in Hinblick auf diese Teile
werden in den Kapiteln 8 und 9 gegeben.
Ein weiterer Teil der vorliegenden Arbeit befasst sich mit der Modellierung und dem
Festhalten von Wissen in der Domäne der Entwicklung und Modellierung von EE-
As sowie den sich daraus ergebenden Möglichkeiten zur semantischen Schlussfol-
gerung impliziten Wissens. Die damit verbundenen Anforderungen sowie der Stand
der Technik werden gemeinsam mit der vorgestellten Methode und deren Realisie-
rung in Kapitel 10 behandelt.
4.1 Diskussion der Herausforderungen
Der Sicherheitslebenszyklus nach ISO 26262 beeinflusst alle Phasen der Entwicklung
von Fahrzeugen. Von besonderer Wichtigkeit sind dabei die frühen Phasen der Ent-
wicklung. Hier werden die in Bezug auf die funktionale Ausführung der Fahrzeug-
systeme bestehenden Gefährdungen identifiziert und formuliert. Ebenfalls werden
Anforderungen an die Absicherung dieser Gefährdungen spezifiziert und mit den
Elementen des Systemdesigns in Verbindung gebracht.
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In der Konzeptphase der Entwicklung von EEAs von Fahrzeugen werden elektronik-
basierte Fahrzeugsysteme sowie deren Interaktion als statisches Modell auf verschie-
denen Abstraktions- und Betrachtungsebenen entworfen. Konsistente EEA Modelle
stellen Basis sowie Voraussetzung für Aktivitäten zur Erstellung detaillierter Spezi-
fikationen von elektronikbasierten Fahrzeugsystemen sowie deren Implementierung
dar, welche sich in den nachfolgenden Phasen der Entwicklung anschließen.
Der Sicherheitslebenszyklus nach ISO 26262 beginnt jeweils selektiv mit der Defini-
tion von Items, auf welche (einzeln) die ISO 26262 anzuwenden ist. Jedes Item muss
zur Initiierung des Sicherheitslebenszyklus als Annahme einer groben Systemarchi-
tektur vorliegen. Die Entwicklung des Modells der EEA eines Fahrzeugs stellt eine
der initialen Phasen der Automobilentwicklung dar 1. Obwohl sie von Sicherheits-
verantwortlichen begleitet wird, werden detaillierte Sicherheitsuntersuchungen und
-assessments vermehrt erst auf Basis detaillierter Spezifikationen von sicherheitsbe-
zogenen Systemen durchgeführt. Damit sind sie im Entwicklungslebenszyklus der
Modellierung von EEAs nachgelagert. Die Herausforderung ist somit die EEA eines
Fahrzeugs bereits so auszulegen, dass die enthaltenen Systeme entsprechend ihrer
spezifizierten Struktur derart weiter detailliert und schließlich implementiert wer-
den können, dass sie den bereits bekannten oder in folgenden Phasen ermittelten
Sicherheitsanforderungen genügen und diese weitere Detaillierung und Implemen-
tierung effizient möglich ist.
Um den Aufwand durch nachträglich erforderliche Änderungen gering zu halten,
müssen bereits während der Entwicklung der EEA bestmögliche Abschätzungen
bezüglich Sicherheitsanforderungen und Sicherheitsklassifizierungen (ASIL) an die
dargestellten Systeme gemacht werden. Nur so können zu den Prozessschritten »Item
Definition«, »Initiierung des Sicherheitslebenszyklus« und »Gefährdungs- und Risi-
koanalyse« der ISO 26262 die erforderlichen Annahmen grober Systemarchitekturen
bereitgestellt werden.
Die ISO 26262 wird selektiv auf Items angewendet. Die EEA stellt ein statisches Mo-
dell von interagierenden (Teil-) Systemen und somit von Items dar. Dabei kann nicht
ausgeschlossen werden, dass sich Items in Bezug auf die Realisierung ihrer Funktio-
nen nicht überlappen. Der korrekte Umgang mit diesem Umstand ist während der
EEA Modellierung erforderlich, obwohl er von der ISO 26262 nicht adressiert wird.
Die in der EEA abgebildeten sicherheitsbezogenen Systeme können hinsichtlich ih-
re Struktur überarbeitet/ergänzt werden um die Erfüllung von Sicherheitszielen/-
Sicherheitsanforderungen bezüglich folgender Implementierungen überhaupt zu er-
möglichen oder im Sinne der ASIL Dekomposition (s. Kapitel 7.1) eine Verringerung
der Sicherheitsklassifizierung und damit eine Verringerung der Anforderungen und
Entwicklungsauflagen für die jeweiligen Teilsysteme zu erreichen. Überarbeitungen
im Sinne der ASIL Dekomposition beziehen sich jedoch selektiv auf einen ASIL und
damit auf eine Gefährdung. Diese Gefährdung stehen im Zusammenhang mit Items
und so mit Teilen der EEA.
1Bei der Daimler AG ist sie beispielsweise in der sog. Vorentwicklung angesiedelt.
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In Bezug auf das Design einer konsistenten Architektur, ist es erforderlich, die Aus-
wirkungen von Architekturüberarbeitungen hinsichtlich aller in der EEA enthalte-
nen System- oder Subsystem spezifischen Gefährdungen zu betrachten und entspre-
chend des Detaillierungsgrades der EEA zu bewerten. Da in der EEA die Vernet-
zung und Interaktion der betroffenen Systeme mit deren Umgebung modelliert ist,
lassen sich auch Auswirkungen über System- bzw. Item-Grenzen hinweg ermitteln.
Darüber hinaus ist es möglich die Dekomposition über diese Grenzen hinweg vor-
zunehmen, indem beispielsweise Teilsysteme in andere, mit dem betrachteten Item
interagierende Items verschoben werden und somit dem Entstehen von Gefährdung
bereits an frühen Stellen des Kontroll- / Datenflusses entgegengewirkt werden kann
2.
Bei der Kombination der ISO 26262 und der Entwicklung von EEAs sollten Items
und die realisierenden Systeme differenziert betrachtet werden. Die Rückverfolg-
barkeit von Sicherheitsanforderungen, die Bewertung von Architekturalternativen
sowie Sicherheitsassessments wie FMEA/FTA und Methoden der Verifikation und
des Tests in nebenläufigen und nachgelagerten Entwicklungsphasen erfordern initial
Daten und Zusammenhänge, die in frühen Phasen der Entwicklung spezifiziert wer-
den. EEAs beinhalten einen Teil dieser Daten. Bestehen domänenspezifische Forma-
lismen/Sprachen, beispielsweise in Form eines Metamodells aus welchem Architek-
turen abgeleitet/instantiiert werden, so können diese Daten über regelbasierte Ab-
fragen bestimmt werden. Die Möglichkeiten zur Spezifikation von Fragestellungen
in Form von regelbasierten Abfragen ist eng verknüpft mit werkzeugspezifischen
Lösungen für die Darstellung und Speicherung von EEAs sowie der zugrundelie-
genden domänenspezifischen Sprache. Zur automatisierten, rechnergestützten Be-
schreibung sowie Ausführung der Fragestellungen ist die Verfügbarkeit eines Basis-
systems erforderlich, sowie eine Methode zur Ausführung und Ergebnisbestimmung
hinsichtlich Fragestellungen mit logischen Relationen. Die entsprechenden Anforde-
rungen werden gesondert in den Kapiteln 8 und 9 dargestellt.
2In [203] werden Beispiele für funktionale Sicherheitskonzepte in Bezug auf die Funktion Adaptive
Cruise Control gegeben. Der dabei betrachtete Systemverbund besteht sowohl aus Systemen für
die Verzögerung sowie aus Systemen für die Beschleunigung des Fahrzeugs und der damit ver-
bundene Sensorik / Aktuatorik. hinsichtlich verschiedener funktionaler Sicherheitskonzepte wer-
den Teilsysteme zwischen diesen Systemen verschoben. Auch wenn dies im genannten Beitrag
nicht adressiert wird, so können die Systeme ihrerseits als Items im Sinne der ISO 26262 betrach-
tet werden. Somit würden verschiedene funktionale Sicherheitskonzepte einer Verschiebung von
Funktionen über Item-Grenzen hinweg entsprechen.
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4.2 Anforderungen an die Darstellung von
Sicherheitsanforderungen
Um die Konzepte der ISO 26262 bereits in der Phase der Entwicklung von EEAs zu
unterstützen, ist ihre methodische Integration in die Modellierung und Darstellung
von EEAs erforderlich. Diese betreffen Gefährdungen, Sicherheitsziele, funktionale
und technische Sicherheitsanforderungen sowie die damit verbundenen Attribute
(z.B. ASIL). Tabellen sind ein etabliertes Mittel zur Darstellung von Massendaten
und Anforderungen und sollen daher für die Darstellung von Sicherheitsanforde-
rungen verwendet werden. Sicherheitsanforderungen sollen entsprechend ihres Typs
(Sicherheitsziel, funktionale/technische Sicherheitsanforderung) gegliedert sein. Da
sich Sicherheitsanforderungen aus Gefährdungen ableiten, welche systemselektiv in
Verbindung mit der Ausführung der Funktionen von Systemen bestehen, soll ihre
Darstellung nach den Systemen, auf welche sie sich beziehen, gegliedert werden.
Dabei sollen auch die Gefährdungen mit ihren Attributen »Schwere eines möglichen
Schadens«, »Häufigkeit der Fahrsituation« und »Kontrollierbarkeit« dargestellt wer-
den, sowie die konkrete »Fahrsituation« auf welche sich die Gefährdung bezieht.
Da Sicherheitsanforderungen einer hierarchischen Architektur unterliegen, sollen sie
durch Verwendung eines Formalismus jeweils untereinander in Beziehung gesetzt
werden können. Während Sicherheitsziele systemselektiv sind, können zur Erfüllung
dieser Ziele auch allgemeingültige bzw. nicht systemselektive Methoden/Mechanis-
men und technische Realisierungen eingesetzt werden. Einige davon können bereits
während der Modellierung von EEAs angewendet, bzw. deren Anwendung in fol-
genden Entwicklungsphasen bereits während der Modellierung von EEAs gefordert
werden.
Eine erweiterbare Menge dieser Methoden/Mechanismen und technischen Realisie-
rungen ist zu bestimmen und in Form von funktionalen und technischen Sicher-
heitsanforderungen zu fassen. Diese sollen in einer erweiterbaren Bibliothek zusam-
mengefasst werden, die durch ihre Allgemeingültigkeit auch zwischen Architektu-
ren austauschbar sein soll. In Bezug auf dedizierte Entwicklungen sollen die von
EEAs spezifizierte Sicherheitsanforderungen sollen auf die Inhalte dieser Bibliothek
verweisen können. Diese Methoden/Mechanismen und technische Realisierungen
betreffen teilweise auch den Einsatz von Redundanzmitteln auf verschiedenen Ebe-
nen der EEA Modellierung. Daran gestellte Anforderungen werden in Kapitel 4.4
formuliert.
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4.3 Anforderungen an die Rückverfolgbarkeit von
Sicherheitsbeziehungen
Während sich das vorige Kapitel (4.2) auf die Darstellung von Sicherheitsanforderun-
gen im Kontext der Modellierung von EEAs sowie deren gegenseitigen Relationen
bezieht, werden in diesem Kapitel die Anforderungen für Beziehungen zwischen Si-
cherheitsanforderungen und den Artefakten von EEAs sowie der Darstellung dieser
Beziehungen beschrieben.
Dies adressiert die formale Zuteilung von Sicherheitsanforderungen auf Artefakte
von EEA Modellen, die Rückverfolgung dieser Zuteilungen sowie die Propagati-
on von Sicherheitsanforderungen über in Verbindung stehende Artefakte von EEA
Modellen. Sicherheitsanforderungen sollen durch Anwendung eines Formalismus
Artefakten von EEA Modellen zugeteilt werden können. Ein Metamodell kann die
Konzepte dieser Zuteilung fassen. Im Falle der Verwendung eines existierenden Me-
tamodells ist zu prüfen, ob die darin beschriebenen Klassen und Assoziationen zur
Erfüllung der beschriebenen Anforderungen verwendet/interpretiert werden kön-
nen. Eine entsprechende Interpretation ist in diesem Falle festzuhalten.
Die Darstellung der Beziehungen zwischen Sicherheitsanforderungen und Artefak-
ten von EEA Modellen soll bezüglich verschiedener Perspektiven der EEA Model-
lierung möglich sein. Eine Perspektive bezieht sich auf die Top-Down Zuteilung von
Sicherheitsanforderungen auf Artefakte von EEA Modellen und der damit verbunde-
nen Rückverfolgbarkeit und tabellarischen Darstellung. Die in Kapitel 4.2 beschrie-
bene tabellarische Darstellung von Sicherheitsanforderungen soll erweitert werden.
Durch die Erweiterung soll aus der Tabelle für jede Sicherheitsanforderung hervor-
gehen, welche Sicherheitsanforderung sie detailliert bzw. zur Vermeidung welcher
Gefährdung sie beiträgt 3.
Ebenfalls soll ersichtlich werden, auf welche Artefakte der betrachteten EEA sie sich
bezieht. Obwohl sich alle hier betrachteten Sicherheitsanforderungen entsprechend
des Standards ISO 26262 für funktionale Sicherheit ergeben, betreffen sie auch Ar-
tefakte, die nicht unmittelbar die Ausführung von Funktionen realisieren. Zu diesen
gehören beispielsweise Artefakte der Energieversorgung oder des Kommunikations-
netzes. Adressierte Artefakte umfassen Funktionen, Ports und deren Kommunikati-
onsanforderungen 4, Hardwarekomponenten wie Sensoren, Aktuatoren und Steuer-
geräte sowie Anbindungen von Hardwarekomponenten.
Eine zweite Perspektive bezieht sich auf die Bottom-Up Zuteilung von Sicherheits-
anforderungen, welche durch die Vernetzungs- und Interaktionsstruktur des EEA
Modells unterstützt wird.
3Dies entspricht der nach ISO 26262 bestehenden Hierarchie zwischen Gefährdung, Sicherheitsziel,
funktionaler Sicherheitsanforderung und technischer Sicherheitsanforderung.
4Zu Fehlerarten zählen neben Nichtverfügbarkeit oder fälschlicher Aktivierung auch verfrühte oder
verspätete Aktivierung. Entsprechende Anforderungen beziehen sich auf die Schnittstellen (engl.
Ports) von Funktionen.
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Gefährdungen im Sinne funktionaler Sicherheit treten dann auf, wenn sich Aktuato-
ren und deren Ansteuerung nicht spezifikationsgemäß verhalten [112], vorausgesetzt
es bestehen keine Spezifikationsfehler. Ein Sicherheitsziel, welches aus einer oder
mehreren Gefährdungen abgeleitet ist und die korrekte Funktion und Ausführung
eines oder mehrerer Aktuatoren fordert, betrifft jeweils sowohl den Aktuator selbst
als auch Komponenten, welche zu dessen korrekter Ansteuerung beitragen. Es soll
ein Mechanismus entwickelt werden, durch welchen diese Komponenten, als Arte-
fakte des EEA Modells, automatisiert / teilautomatisiert ermittelt werden können.
Es soll eine Möglichkeit entstehen, die Menge von Artefakten zu ermitteln, welche in
Bezug auf die Erfüllung von Sicherheitszielen betrachtet werden sollten/müssen.
Für die rechnergestützte automatisierte / teilautomatisierte Rückverfolgung von Zu-
teilungen zwischen Sicherheitsanforderungen und Artefakten von EEAs, den Auf-
bau einer tabellarischen Übersicht der Zusammenhänge und die automatisierte /
teilautomatisierte Propagation von Sicherheitsanforderungen sollen angepasste Ab-
frageregeln zur Bestimmung der benötigten Daten eingesetzt werden. Hierfür ist die
rechnerbasierte sowie modellbasierte Darstellung von Sicherheitsanforderungen so-
wie EEAs erforderlich.
4.4 Anforderungen an die Überarbeitung und
Bewertung von E/E Architekturen
Im Rahmen der Entwicklung ist es eventuell erforderlich EEA Modelle sicherheits-
bezogener Systeme zu überarbeiten. Der Einsatz von Redundanzmitteln ist eine pro-
bate Methode zur Erhöhung der Zuverlässigkeit von Elektrik-/Elektronik-basierten
Systemen. Auf dem Detaillierungsgrad der Entwicklung von EEA Modellen anwend-
bare Redundanzmittel sollen bestimmt werden. Ebenfalls sind die Auswirkungen
ihrer jeweiligen Anwendung auf die verschiedenen Ebenen der EEA Modellierung
festzuhalten.
Zur Bewertung von Überarbeitungen soll eine Vorgehensweise mit zugehöriger Me-
trik entwickelt werden, welche es auf dem Detaillierungsgrad der EEA ermöglicht,
qualitative Aussagen über Verbesserung/Verschlechterung zu machen. Dabei sollen
von den Rollen des Sicherheitsverantwortlichen sowie des jeweiligen Systemverant-
wortlichen Informationen über die Fehlerarten einzelner Systemkomponenten sowie
den Auftrittswahrscheinlichkeiten dieser Fehlerarten einfließen.
4.5 Vergleich mit dem Stand der Technik
Die dargestellten Anforderungen an die vorliegende Arbeit adressieren die Entwick-
lung von EEAs in der Konzeptphase der Automobilentwicklung unter Beachtung
der durch ISO 26262 gestellten (Sicherheits-) Anforderungen.
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Ebenfalls beziehen sie sich auf Anforderungen hinsichtlich Festhalten und Darstellen
von Informationen und Zusammenhängen in Hinblick auf die Unterstützung effizi-
enter und konsistenter Realisierung in nachfolgenden Entwicklungsphasen. Zur Er-
füllung dieser Anforderungen ist neben methodischem Vorgehen auch die formale
Darstellung, Werkzeugunterstützung für die Modellierung von EEAs und die An-
wendung von Fragestellungen zur Bestimmung von Daten aus EEA Modellen not-
wendig.
EAST-ADL (s. Kapitel 3.3.1) ist eine Sprache zur Modellierung von EEAs sowie damit
in Beziehung stehender Sicherheitsanforderungen. EAST-ADL beschreibt nicht de-
ren Darstellung und das damit verbundene methodische Vorgehen in der Entwick-
lungsphase der EEA Modellierung. Die Darstellung von Sicherheitsanforderungen
entsprechend Matheis (s. Kapitel 3.3.2) unterstützt die Modellierung von Gefähr-
dungen und Sicherheitszielen entsprechend ISO 26262 Teil 3 §7 und §8. Die weite-
re Detaillierung in funktionale und technische Sicherheitsanforderungen sowie die
damit verbundene Darstellung der Zuteilungen auf Artefakte der EEA wird nicht
beschrieben. Die Entwicklungsmethodik nach Benz (s. Kapitel 3.3.3) nennt im darge-
stellten Sicherheitslebenszyklus die Bestimmung von Sicherheitsanforderungen. Auf
die notwendige Realisierung und Umsetzung der Methodik während der Modellie-
rung von EEAs wird jedoch nicht eingegangen. AUTOSAR (s. Kapitel 3.3.4) sowie
HiP-HOPS (s. Kapitel 3.3.5) liefern keine Vorschläge für die Spezifikationen oder die
Darstellung von Sicherheitsanforderungen während der Entwicklung von EEAs. Ob-
wohl AUTOSAR nicht auf funktionale Sicherheitsanforderungen eingeht, so können
die in AUTOSAR beschriebene »Kontrolle der Sequenz empfangener Daten« sowie
die »Ende-zu-Ende Absicherung« als generische Maßnahmen im Sinne funktionaler
Sicherheit bereits während der EEA Entwicklung gefordert werden.
Die Möglichkeit zur Rückverfolgung von Sicherheitsanforderungen ist prinzipiell in
allen vorgestellten Ansätzen gegeben, bei welchen sowohl Sicherheitsanforderungen
als auch Artefakten von EEAs auf einer formalen Sprache basieren. Dies ist neben
EAST-ADL (s. Kapitel 3.3.1) und HiP-HOPS, welches auf EAST-ADL als domänen-
spezifische Sprache aufbaut, auch bei Matheis (s. Kapitel 3.3.2) der Fall, dessen Arbeit
auf der Sprache EEA-ADL basiert. Im Zusammenhang mit EAST-ADL wird keine
Methodik für die Rückverfolgung und der damit verbundenen Darstellung beschrie-
ben. Matheis geht auf die Modellierung von Gefährdungen und Sicherheitszielen ein,
sowie auf die Rückverfolgung von Beziehungen zwischen Sicherheitsanforderungen
und Artefakten von EEA Modellen und der tabellarischen Darstellung dieser Zusam-
menhänge. Dabei werden jedoch keine funktionalen oder technischen Sicherheitsan-
forderungen betrachtet. Ebenso wird bei der Rückverfolgung nur auf die Top-Down
Zuteilung von Sicherheitsanforderungen auf Artefakte von EEA Modellen eingegan-
gen, nicht aber auf die Propagation von Sicherheitsanforderungen durch die gegebe-
ne Kommunikationsstruktur von EEAs.
Die Überarbeitung von EEAs wird bei Benz, dessen Arbeit einen Sicherheitslebens-
zyklus vorstellt, (s. Kapitel 3.3.3), ähnlich wie in der ISO 26262, als Teil des Entwick-
lungslebenszyklus beschrieben.
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Welche Methoden dabei eingesetzt werden, sowie die Bewertung von Überarbeitun-
gen wird nicht adressiert. HiP-HOPS (s. Kapitel 3.3.5) enthalten eine Methode zur Si-
cherheitsanalyse von Fahrzeugsystemen basierend auf Fehlerarten. Die Anwendung
dieser Methode erfordert detaillierte Kenntnisse über die Struktur und die funktio-
nalen Zusammenhänge in den Systemen. Ihr Einsatzzweck liegt in der Bewertung
von Systemen basierend auf Informationen über ihre strukturelle und funktionale
Architektur und dient der automatisierten Synthese von Fehlerbäumen.
In Bezug auf die Überarbeitung von EEAs im Sinne funktionaler Sicherheit liegt der
Fokus der hier vorliegenden Arbeit auf der Bereitstellung von Methoden, welche
• Redundanzmittel zur Überarbeitung bereitstellen und deren Auswirkungen auf
die unterschiedlichen Betrachtungsebenen von EEAs beschreiben,
sowie
• der qualitativen und gefährdungsselektiven Aussagen in Hinblick auf Verbes-
serung/Verschlechterung bezüglich funktionaler Sicherheit bei Einsatz der Red-
undanzmittel.
Auf die Gefährdungsselektivität und deren Bewertung wird beim Einsatz von Archi-
tekturalternativen in HiP-HOPS nicht eingegangen.
Abbildung 4.1 betrachtet die diskutierten Methoden und Ansätze im adressierten
Bereich hinsichtlich verschiedener Kriterien. Dabei wird ersichtlich, dass ein Sicher-
heitslebenszyklus, neben ISO 26262 auch bereits in einem anderen Ansatz beschrie-
ben wurde.
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Abbildung 4.1: Gegenüberstellung Stand der Technik
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4.6 Systematische Zusammenfassung der Anforderungen
Mit EAST-ADL und EEA-ADL (teilweise beschrieben und verwendet von Matheis)
sind darüber hinaus domänenspezifische Sprachen verfügbar, welche zur Darstel-
lung von Objekten und Zusammenhängen in der Domäne der EEA Modellierung
eingesetzt werden können. Methodiken zur Darstellung von Sicherheitsanforderun-
gen sind nur bedingt oder rudimentär verfügbar oder Decken nicht den gesamten
erforderlichen Anwendungsbereich ab. Gleiches gilt für Methodiken für die gefähr-
dungsselektive Optimierung von EEAs sowie die Bewertung von EEAs bezüglich
funktionaler Sicherheit. Damit werden durch die unteren drei Kriterien in Abbildung
4.1 Lücken des aktuellen Standes der Technik identifiziert, welche, neben anderen
Lücken 5 in der vorliegenden Arbeit adressiert und geschlossen werden.
4.6 Systematische Zusammenfassung der
Anforderungen
Aus der zuvor durchgeführten Diskussion werden folgende Anforderungen die vor-
liegende Arbeit abgeleitet:
Darstellung von Sicherheitsanforderungen:
• Hierarchisch strukturierte und tabellarische Darstellung
• Formale und rückverfolgbare Beziehungen zwischen Sicherheitsanforderungen
• Generische, von dedizierten EEAs unabhängige und erweiterbare Bibliothek
mit Sicherheitsanforderungen bzw. Realisierungen zur Erfüllung von Sicher-
heitsanforderungen
• Formale und rückverfolgbare Beziehung zwischen Bibliothekselementen und
den dedizierten EEAs auf welche sie angewendet werden
Beziehungen zwischen Sicherheitsanforderungen und Artefakten von EEAs:
• Rückverfolgbare Zuteilung von Sicherheitsanforderungen zu Artefakten von
EEAs (Top-Down)
• Erweiterung der tabellarischen Darstellung von Sicherheitsanforderungen um
die Darstellung der zugeteilten EEA Artefakte
• Rechnergestützte Ermittlung der zugeteilten EEA Artefakte
• Methode zur rechnergestützten, automatisierten bzw. teilautomatisierten Pro-
pagation von Sicherheitsanforderungen entsprechend der Kommunikationsstruk-
tur in EEAs (Bottom-Up)
5Kapitel 8 behandelt eine Lösung für die Herausforderung, dass eine Methodik zur Bestimmung
kontextbezogener Informationen aus EEA Modellen im aktuellen Stand der Wissenschaft und
Technik nur von Matheis generell behandelt wird. Kapitel 9 befasst sich mit dem Umgang mit
Fragestellungen gegenüber EEA Modellen. In Kapitel 9 wird eine separate Betrachtung des dies-
bezüglichen Standes der Wissenschaft und Technik durchgeführt, Lücken darin identifiziert sowie
die Anforderungen und das Vorgehen zu deren Schließung abgeleitet.
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Redundanzmittel:
• Betrachtung der ASIL Dekomposition nach ISO 26262 gegenüber dem Einsatz
von Redundanzmitteln
• Bestimmung von Redundanzmitteln, welche im Rahmen der EEA Modellie-
rung angewendet werden können
• Bestimmung der Auswirkungen der jeweiligen Redundanzmittel auf die ver-
schiedenen Ebenen von EEA Modellen
Metrik zur Bewertung von Überarbeitungen:
• Bestimmung einer Methode, durch welche auf Basis der während der EEA Mo-
dellierung vorliegenden Informationen Aussagen über die gefährdungsselekti-
ven Auswirkungen von Modelländerungen getroffen werden können.
• Aufstellen einer Metrik zur qualitativen Bewertung der gefährdungsselektiven
Auswirkungen im Sinne von Verbesserung/Verschlechterung bei Anwendung
von Architekturalternativen bzw. von Redundanzmitteln.
4.7 Sprache- und Werkzeugauswahl
Die in dieser Arbeit vorgestellten Methoden zum Umgang mit den Anforderungen
der ISO 26262 adressiert die rechnergestützte und modellbasierte Entwicklung von
EEAs von Fahrzeugen. Damit orientiert sich ihre Auslegung und Anwendung an
den in dieser Domäne existierenden Sprachen zur Modellierung von EEA sowie
an Werkzeugen, welche die Modellierung auf Basis dieser Sprachen unterstützen.
Die beispielhafte Umsetzung der Methoden dieser Arbeit als Machbarkeitsnachweis
erfordern eine Umgebung, in welcher EEAs basierend auf einer domänenspezifi-
schen Sprache modelliert werden können. Die Verfügbarkeit entsprechender Edito-
ren und Diagramme sowie Techniken zur Definition und Ausführung von Modell-
abfragen unterstützen diese beispielhafte Umsetzung. Das EEA Modellierungswerk-
zeug PREEvision von Aquintos [13] erfüllt als einziges Werkzeug in der Domäne der
EEA Modellierung diese Anforderungen und wird daher zur Präsentation der vor-
gestellten Methoden verwendet.
4.8 Vorgehensweise
Aus den bestehenden Anforderungen an die hier vorliegende Arbeit leitet sich fol-
gendes Vorgehen ab:
Im ersten Schritt wird in Kapitel 5 die Darstellung von Sicherheitsanforderungen als
Teil der Anforderungen für EEA Modelle bestimmt. Dies beginnt mit einer Interpre-
tation des Item nach ISO 26262 in Bezug auf die Inhalte von EEA Modellen.
134
4.8 Vorgehensweise
Anschließend wird die hierarchische Struktur von Sicherheitsanforderungen sowie
die zwischen diesen geltenden Relationen bestimmt. Dem schließt sich die Beschrei-
bung einer generischen Bibliothek mit technischen Sicherheitsanforderungen sowie
Realisierungen an, sowie die Verbindung zwischen Bibliothekselementen und Sicher-
heitsanforderungen dedizierter Architekturen. Die Zusammenhänge werden tabella-
risch und beispielhaft auf Basis der EEA-ADL dargestellt.
Im zweiten Schritt folgt in Kapitel 6 der formale Bezug zwischen Sicherheitsanfor-
derungen und Artefakten von EEA Modellen. Dabei werden verschiedene Mecha-
nismen betrachtet, diese Zuteilungen sowohl in der Anforderungsebene also auch
in den Ebenen der EEA Modellierung darzustellen. Die in Schritt 1 beispielhafte,
tabellarische Darstellung wird derart erweitert, dass auch die Artefakte präsentiert
werden, auf welche Sicherheitsanforderungen zugeteilt sind. Anschließend wird eine
Methode zur automatisierten/teilautomatisierten Propagation bzw. Zuteilung von
Sicherheitsanforderungen auf Artefakte von EEA Modellen beschrieben.
Im dritten Schritt (s. Kapitel 7) wird die Überarbeitung von EEAs entsprechend der
ASIL-Dekomposition (ISO 26262 Teil 9 §5) motiviert und bezüglich Bedeutung und
Herangehensweise diskutiert. Da die ASIL Dekomposition üblicherweise eine Form
von Redundanz voraussetzt um durch bestehende ASILs existente Entwicklungsauf-
lagen auf unterschiedliche Komponenten und damit unterschiedliche ASILs auftei-
len zu können, werden Redundanzmittel bestimmt, welche in der EEA Modellierung
angewendet werden können. Ebenso werden deren ebenenübergreifende Auswir-
kungen beschrieben.
Im vierten Schritt wird in Kapitel 7 gezeigt, dass sich die Anwendung von Redun-
danzmitteln in Abhängigkeit von der betrachteten Gefährdung auf die Zuverlässig-
keit von Systemen auswirkt. Es wird eine Metrik vorgestellt, welche eine gefähr-
dungsselektive, qualitative Bewertung von Architekturänderungen ermöglicht.
Im fünften Schritt (s. Kapitel 8) wird eine Methode vorgestellt, nach der kontextspe-
zifische Daten aus EEA Modellen bestimmt werden können. Dies ist angelehnt an
die Methode des »Freischneidens« aus der Mechanik und Statik. Die Methode wird
beispielhaft angewendet zur Bestimmung von Eingangsdaten aus EEAs für FMEAs
sowie zur Bestimmung von Eingangsdaten zur Spezifikation von Hardware-in-the-
Loop Testsystemen.
Im sechsten Schritt wird eine Methode zur formalen Spezifikation von Fragestellun-
gen beschrieben, die auf die speziellen Anforderungen und Zusammenhänge der
Modelle von EEAs zugeschnitten ist (s. Kapitel 9). Diese Methode erweitert beste-
hende Ansätze in dieser Domäne um die Verfügbarkeit eines Basissystems. Die Im-
plementierung dieses Vorgehens wird beispielhaft als Plugin für PREEvision zur Be-
stimmung von Daten aus EEA-ADL basierten EEA Modellen für Fragestellungen mit
logischen Relationen dargestellt.
Unter anderem stellt die Einhaltung von Normen, Standards und Richtlinien eine
große Herausforderung bei der Entwicklung von EEA Modellen dar. Dieser entgeg-
nen Entwickler mit Erfahrung und Wissen.
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Im siebten Schritt werden Konzepte der Wissensmodellierung im Kontext der EEA
Modellierung betrachtet (s. Kapitel 10). Dazu wird eine Methode vorgestellt, EEAs in
eine ontologiesprachenbasierte Entsprechungen zu transformieren. Ebenfalls wird er
Umgang mit den Transformationsergebnissen gezeigt.
Die Schritte 6 und 7 unterscheiden sich in Bezug auf Allgemeingültigkeit und adres-
siertem Kontext von den Schritten 1 bis 5. Daher wird in diesen Schritten der selekti-
ve Stand der Wissenschaft und Technik gesondert betrachtet und die Anforderungen
an dieser Schritte aufgestellt und systematisiert. Ebenfalls wird in diesen Schritten




In diesem Kapitel wird die Darstellung von Sicherheitsanforderungen nach ISO 26262
in der E/E-Architektur (EEA) Modellierung vorgestellt. Hierfür wird die Phase der
EEA Modellierung in den Lebenszyklus der Automobilentwicklung eingeordnet so-
wie die auf diese Phase bezogenen Teile bzw. Paragraphen der ISO 26262 identifi-
ziert. Dem folgt die Bestimmung der relevanten Konzepte der ISO 26262, welche
bei der Darstellung von Sicherheitsanforderungen zu berücksichtigen sind. Anschlie-
ßend wird das »Item« als Geltungsrahmen der ISO 26262 in Bezug zu Systemen der
EEA gesetzt. Unter Verwendung der Ergebnisse wird die formalisierte Darstellung
von Sicherheitsanforderungen vorgestellt. An Ende des Kapitels wird eine Bibliothek
von Sicherheitsanforderungen beschrieben, deren Elemente unabhängig von dedi-
zierten EEA Modellen sind und Sicherheitsanforderungen beliebiger EEA Modelle
zugeteilt werden können.
5.1 Konzeptphase und E/E-Architektur im
Lebenszyklus der Automobilentwicklung
Im Folgenden werden jeweils ISO 26262, V-Model 97 und EEA Modellierung zuein-
ander in Bezug gesetzt. Abbildung 5.1 visualisiert die folgenden Betrachtungen.
Bezug zwischen ISO 26262 und V-Modell 97: Der Sicherheitslebenszyklus nach ISO
26262 hat Auswirkungen auf alle Phasen der Entwicklung von funktional sicher-
heitsbezogenen E/E-basierten Systemen von Automobilen. Die Entwicklung derar-
tiger Systeme orientiert sich im Automobilbereich am V-Modell. Teil 3 der ISO 26262
(»Konzept Phase«) beschreibt die Ermittlung von Gefährdungen, die in Verbindung
mit funktionalen Systemen bestehen, sowie die Ableitung von Sicherheitszielen und
des funktionalen Sicherheitskonzepts. Hierfür sind als Eingangsinformationen so-
wohl eine grobe Systembeschreibung als auch eine grobe Systemarchitektur erfor-
derlich. Daher bezieht sich Teil 3 der ISO 26262 sowohl auf die Phasen »Anforde-
rungsanalyse« als auch »Systementwurf« nach V-Modell 97.
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Abbildung 5.1: Wirkungsbereich der E/E-Architektur Modellierung
Teil 4 der ISO 26262 »Produktentwicklung auf Systemebene« befasst sich mit der Ver-
feinerung der Systemarchitektur und der damit verbundenen Detaillierung von rein
systembezogenen funktionalen Sicherheitsanforderungen des funktionalen Sicher-
heitskonzepts in realisierungsabhängige technische Sicherheitsanforderungen. Dabei
werden technische Sicherheitsanforderungen Systemteilen zugeordnet, die in folgen-
den Entwicklungsphasen in Hardware oder Software realisiert werden sollen. Daher
ist dieser Teil sowohl von der Phase »Systementwurf« (SE2) als auch von der Pha-
se »Hardware/Software Anforderungsanalyse« (SE3) nach V-Modell 97 beeinflusst.
Anders als im V-Modell 97 werden die Teile der ISO 26262 nicht in Design, Imple-
mentierung und Integration unterschieden. Teil 4 deckt alle Entwicklungsphasen ab,
in welchen ein sicherheitsbezogenes System betrachtet wird und somit auch Syste-
mintegration und Test von Software und Hardware. Daher beeinflusst Teil 4 auch
die Phasen »Systemintegration« (SE8) und »Überleitung in die Nutzung« (SE9) nach
V-Modell 97. Die Teile 5 (»Produktentwicklung auf Hardwareebene«) und 6 (»Pro-
duktentwicklung auf Softwareebene«) der ISO 26262 beziehen sich jeweils auf alle
Phasen der Entwicklung, in der die Hardware- bzw. die Softwareanteile des zu ent-
wickelnden Systems betrachtet werden. Diese Teile beeinflussen daher jeweils die
Phasen »Anforderungsanalyse« (SE3), »Grobentwurf« (SE4), »Feinentwurf« (SE5),
»Implementierung« (SE6) und »Integration« (SE7) von Software und Hardware. Teil
7 (»Produktion und Verwendung«) der ISO 26262 bezieht sich auf Herstellung, Ver-
wendung, Wartung und Außerbetriebnahme und hat damit teilweise Einfluss auf
die Phase »Überleitung in die Nutzung« (SE9) nach V-Modell 97. Während die Teile 3
bis 7 der ISO 26262 den Sicherheitslebenszyklus beschreiben, liefern die übrigen Teile
Informationen, Maßnahmen oder Methoden, die im Sicherheitslebenszyklus Anwen-
dung finden. Aus dieser Betrachtung geht hervor, dass sich die Teile der ISO 26262
nicht direkt den Phasen des vom V-Modell 97 beschriebenen Entwicklungslebenszy-
klus zuteilen lassen.
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Bezug zwischen EEA Modellierung und V-Modell 97: Ähnliches gilt für den Wir-
kungsbereich der EEA Modellierung. Die hier entworfene Vernetzungsstruktur ein-
gebetteter Hardware-/Softwaresysteme basiert auf Informationen der »Systemanfor-
derungsanalyse« (SE1) nach V-Modell 97. EEA Modellierung ermöglicht jedoch auch
die modellbasierte Spezifikation von Anforderungen sowie der bestehenden Abhän-
gigkeiten zwischen diesen Anforderungen. Somit hat ihr Wirkungsbereich Überschnei-
dungen mit dieser Phase. In der EEA Modellierung wird die statische Struktur von
interagierenden Systemen in Form ihrer Funktionsarchitektur sowie ihrer groben
Hardware- und elektrischen Vernetzungsarchitektur beschrieben, wobei Elemente
der Funktionsarchitektur zur Ausführung Einheiten der Hardwarearchitektur zuge-
teilt werden. Damit bezieht sie sich sowohl auf den »Systementwurf« (SE2) sowie
auf den »Grobentwurf von Software und Hardware« (SE4) nach V-Modell 97. Da
die elektrische Vernetzung detailliert beschrieben wird, jedoch bei der Funktionsar-
chitektur auf algorithmische Zusammenhänge häufig verzichtet wird, gilt letzterer
Bezug nur teilweise.
Bezug zwischen EEA Modellierung und ISO 26262: Während sich die Anwendung
der ISO 26262 jeweils auf einzelne Items (der Bezug zwischen Items und Systemen
wird in Kapitel 5.3 dargestellt) bezieht, werden die EEA Modellierung alle E/E-
basierten Systeme eines Fahrzeugs in eine Vernetzungs- und Interaktionsstruktur
eingebettet. Um die effiziente Umsetzung der enthaltenen, sicherheitsbezogenen und
damit entsprechend ISO 26262 zu betrachtenden Systeme zu ermöglichen, können in
der EEA Modellierung entsprechende Maßnahmen ergriffen werden. Diese betref-
fen verschiedene Teile der ISO 26262. Obwohl die Durchführung der »Gefährdungs-
und Risikoanalyse« nach Teil 3 der ISO 26262 unabhängig vom detaillierten inter-
nen Aufbau eines Systems ist, so können die Ergebnisse sowie daraus abgeleitete
Sicherheitsziele und funktionale Sicherheitsanforderungen im EEA Modell formal
beschrieben und auf Artefakte des EEA Modells bezogen werden. Teil 4 §5-7 der ISO
26262 bezieht sich auf die Entwicklung von Systemen, die Ableitung und Zuteilung
von technischen Sicherheitsanforderungen auf Komponenten des betrachteten Sys-
tems, welches in Hardware- und Softwarebestandteile unterteilt wird. Somit können
diese Paragraphen von Teil 4 in der EEA Modellierung betrachtet, bzw. Informatio-
nen für die jeweilige separate Detaillierung der Systementwicklung festgehalten wer-
den. Die Spezifikation von Ports, Kommunikationsanforderungen und der internen
Bestandteile (Transceiver, Controller, Prozessor, Speicher, etc.) von Hardwarekompo-
nenten bezieht sich auf die Produktentwicklung auf Hardware- und Softwareebene
und somit auf den »Grobentwurf von Software und Hardware« (SE4) nach V-Modell
97 und die Teile 5 und 6 der ISO 26262. Teil 5 §8.4.3 der ISO 26262 beschreibt in Bezug
auf Anhang D.8 dieses Teils Mechanismen zur Absicherung bzw. Diagnose der Kom-
munikation zwischen Hardwarekomponenten. Die genannten Mechanismen (Hard-
wareredundanz, Übertragungsredundanz, Informationsredundanz, Frame Counter,
etc.) können bereits in der EEA Modellierung spezifiziert und von der Realisierung
in nachfolgenden Entwicklungsphasen gefordert werden.
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Teil 6 §7.4.11 beschreibt die Partitionierung von Software zur Ausführung auf ei-
nem Controller, verschiedenen Controllern auf dem gleichen Steuergerät oder auf
verschiedenen, durch Bussysteme verbundenen Steuergeräten. Annex D dieses Teils
fordert die Beeinträchtigungsfreiheit in Bezug auf die Partitionierung von Software
und adressiert Absicherungsmechanismen für die Kommunikation zwischen Soft-
warepartitionen (Bezeichner, Keep Alife Botschaften, Alife Counter, Sequenzzähler,
etc.) zur Absicherung gegen die Fehlerursachen Verlust der Kommunikation, Botschafts-
wiederholung, Verlust von Botschaften, fälschliches Einfügen von Botschaften, falsche Rei-
henfolge von Botschaften, etc. Diese Maßnahmen müssen ebenfalls bereits in der EEA
Modellierung berücksichtigt werden.
5.2 Relevante Konzepte der ISO 26262 für die
Darstellung von Sicherheitsanforderungen
Die jeweiligen systembezogenen Sicherheitsanforderungen nach ISO 26262 sowie de-
ren formale Abhängigkeiten müssen identifiziert und dargestellt werden um sie in
der EEA Modellierung nachhaltig verwenden zu können. Abbildung 5.2 stellt die
Konzepte von §7 (Gefährdungs- und Risikoanalyse) und §8 (Funktionales Sicher-
heitskonzept) aus Teil 3, sowie technische Sicherheitsanforderungen wie sie in den
Teilen 4 bis 6 der ISO 26262 verwendet werden als Klassendiagramm dar. Die Inhalte
dieser Abbildung werden bei der Darstellung von Sicherheitsanforderungen in der
EEA Modellierung berücksichtigt.
5.3 Interpretation des Item in der E/E-Architektur
Die ISO 26262 wird jeweils auf sog. »Items« angewandt. Dabei wird ein Item als
Funktion, System oder Systemverbund bezeichnet, welches/welcher im Sinne der
26262 zu betrachten ist/sind. Die Definition eines Item wird in Teil 3 §5 der ISO
26262 beschrieben. In Bezug auf die Definition des Geltungsbereiches eines Items
sind dabei dessen Elemente, Auswirkungen seines Verhaltens auf seine Umgebung
(auch auf andere Items), bestehende Anforderungen durch andere Items, Zuteilung
von Funktionen auf die beteiligten Systeme/Elemente des Item sowie Betriebssze-
narien (falls diese die Funktionalität des Item beeinflussen) zu betrachteten. Jedoch
wird letztlich nicht beschrieben was als Item angesehen werden kann.
Die Interpretation eines Item als Ausstattungsmerkmal, kundenerlebbare Funktion
oder System eines Fahrzeugs ist naheliegend, jedoch auch mit Schwierigkeiten ver-
bunden. Diese rühren von der Vernetzung von Fahrzeugfunktionen und der nicht
notwendigerweise eindeutigen Zuordenbarkeit von Software- und Hardwarekom-
ponenten entsprechend dieser Interpretation her.
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+Beherrschbarkeit durch den Fahrer : Controllability
+Schwere des möglichen Schadens : Severity 
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Abbildung 5.2: Konzepte der ISO 26262
Da sich Items im Sinne der funktionalen Sicherheit auf funktionale Zusammenhänge
beziehen, ist es für ihre Definition nicht relevant wie diese Funktionen zur Ausfüh-
rung auf Hardwarekomponenten zugeteilt werden, auch wenn diese Zuteilung einen
Einfluss auf die Aufwände in nachfolgenden Entwicklungsaktivitäten hat.
5.3.1 Beispiel Automatischer Heckspoiler
Am Beispiel des Ausstattungsmerkmals »Automatischer Heckspoiler« 1 2 soll das
Vorgehen bei der Definition von Items verdeutlicht werden. Die Komponenten, wel-
che Merkmale im Umfeld des automatischen Heckspoilers realisieren, sind in Ab-
bildung 5.3 als grobe Systemarchitektur dargestellt. Dabei ist ersichtlich, dass die
Ursache einer Fehlfunktion neben der Ansteuerung und dem Aktuator selbst auch
in der Bestimmung der Fahrzeuggeschwindigkeit und den dafür notwendigen Rad-
drehzahlsensoren liegen können.
1Ein automatischer Heckspoiler ist ein Teil der Aerodynamikmaßnahmen eines Fahrzeugs und üb-
licherweise in den Kofferraumdeckel integriert. Bei höheren Geschwindigkeiten wird die Orien-
tierung oder die Position des Heckspoilers im Luftstrom über das Fahrzeugheck verändert. Damit
wird der Anpressdruck an der Hinterachse erhöht und die Fahrstabilität bzw. die Fahrbarkeit des
Fahrzeugs bei hohen Geschwindigkeiten verbessert.
2Die kundenerlebbare Funktion des automatischen Heckspoilers ist als sicherheitsbezogen einzustu-
fen, da Fehlfunktionen, beispielsweise durch fälschliches Einfahren bei hohen Geschwindigkeiten
oder Unterlassung des Ausfahrens bei Steigerung der Geschwindigkeit, negativen Einfluss auf die
Fahrstabilität des Fahrzeugs nehmen.
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Die Ergebnisse der Bestimmung der Fahrzeuggeschwindigkeit werden jedoch neben
dem betrachteten System auch von anderen Systemen wie beispielsweise Elektroni-
sches Stabilitätsprogramm (ESP) oder Anti-Blockier-System (ABS) als Eingangsinforma-
tionen verwendet. All diese sind funktional sicherheitsbezogene Ausstattungsmerk-
male und daher ebenfalls im Sinne der ISO 26262 zu behandeln. Würde die Bestim-
mung der Fahrzeuggeschwindigkeit jedem dieser Ausstattungsmerkmale (Feature)
zugeteilt, so müsste sie im Umfeld jedes Sicherheitslebenszyklus nach ISO 26262 be-
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Abbildung 5.3: Merkmale zur Definition von Items
Gefährdungen, im Sinne funktionaler Sicherheit nach ISO 26262, bestehen in Verbin-
dung mit sicherheitsbezogenen Systemen, falls sich diesen Systemen zugerechnete
Aktuatoren in einer Art verhalten, in der die angedachten Systemfunktionen nicht
korrekt umgesetzt werden und durch diese Verhalten negative Auswirkungen auf
die Sicherheit des Umfeldes (Fahrer, Verkehrsteilnehmer, Mechaniker, etc.) des Fahr-
zeug hat. Somit sind Komponenten, welche Aktuatoren elektrisch ansteuern, durch
deren inkorrekte Ausführung Gefährdungen im Sinne funktionaler Sicherheit beste-
hen, entsprechend des Sicherheitslebenszyklus nach ISO 26262 zu entwickeln. Jeder
Aktuator wird zur Erfüllung eines (evtl. abstrakten) Merkmals eingesetzt (z.B. Erhö-
hen der Fahrstabilität bei hohen Geschwindigkeiten durch Erhöhung des Anpress-
drucks an der Hinterachse). Diese Merkmale werden jeweils als Item interpretiert.
Sind die Beschreibungen von Merkmalserfüllungen mehrerer Aktuatoren in Bezug
auf die Interaktion mit der Umgebung der EEA deckungsgleich, so können diese zu
einem Item zusammengefasst werden.
Aktuatoren selbst, im Sinne von Wandlern elektrischer Informationen in Interaktion
mit der Umgebung der EEA (bsp. Luftwiderstand im Falle des automatischen Hecks-
poilers) unterliegen nicht dem Wirkungsbereich der ISO 26262 3.
3Beinhalten Aktuatoren elektronische Komponenten, so unterliegen diese Anteile dem Wirkungsbe-
reich der ISO 26262.
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Die Ansteuerung von Aktuatoren basiert auf dem aktuellen Zustand des Fahrzeugs
sowie den Informationen von Sensoren über welche die EEA ihre Umgebung wahr-
nimmt (z.B. Raddrehzahl). In der Informationskette zwischen Sensoren und Aktua-
toren können an vielen Stellen Fehlerursachen auftreten, von denen eine Gefährdung
ausgeht.
5.3.2 Zuordnung von Einheiten der EEA zu Items
Von den Aktuatoren ausgehend werden die Einheiten der groben Funktionsarchi-
tektur (in ISO 26262 Teil 3 »Preliminary System Architecture Assumptions« genannt)
jeweils so lange den identifizierten Items zugeordnet (die Einheit Ansteuerung au-
tomatischer Heckspoiler gehört somit zum Item), bis Informationen nicht mehr ex-
klusiv für ein Item zur Verfügung stehen. Dies ist im Beispiel für die übermittelte
Fahrzeuggeschwindigkeit der Fall. An dieser Stelle endet der Geltungsbereich des
bisher betrachteten Items. Nun werden entsprechend Teil 3 §5.4.3 der ISO 26262 An-
forderungen an die Bereitstellung der Informationen gestellt, welche vom betrach-
teten Item eingelesen werden 4. Die bereitzustellende Information selbst wird als
Ausgangspunkt für die Definition eines neuen Item verwendet. Die initiale Kom-
ponente dieses Items generiert die betrachtete Information. Da dieses nicht in unmit-
telbarer Interaktion mit der Umgebung der EEA steht, richtet sich die Benennung
nach der Funktion, welche durch diese Merkmal realisiert wird (z.B. Bestimmung
der Fahrzeuggeschwindigkeit). Dieser Mechanismus wird so lange verfolgt, bis alle
am Signalpfad beteiligten Komponenten betrachtet und jeweils einem Item zugeord-
net sind. Sensoren werden dabei dem Geltungsbereich des Merkmals zugeordnet,
da ihre Fähigkeit zur korrekten Wahrnehmung der Umgebung einen wesentlichen
Einfluss auf funktionale Sicherheit hat. Durch Anwendung dieser Methode ist si-
chergestellt, dass jede funktionale Einheit exklusiv einem Item zugeordnet wird. Die
funktionale Abhängigkeit zwischen Items wird durch gerichtete Anforderungen spe-
zifiziert.
5.4 Formalisierte Darstellung von
Sicherheitsanforderungen
In den vorigen Kapiteln wurde die Phase der EEA Modellierung einem Lebenszy-
klusmodell (V-Modell 97) sowie dem Sicherheitslebenszyklus nach ISO 26262 gegen-
übergestellt sowie der Geltungsbereich von Items und damit der selektiven Anwen-
dung der ISO 26262 dargestellt. Um in der EEA Modellierung Informationen über
Sicherheitsanforderungen und deren gegenseitige Abhängigkeiten formal verfügbar
zu machen, wird nun eine Struktur dieser Informationen in Form einer Tabelle vor-
gestellt.
4Auf Einzelheiten dieser Anforderungen wird in Kapitel 6.3 eingegangen.
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Diese kann unabhängig von der Nutzung konkreter Werkzeugrealisierungen zur
EEA Modellierung geführt und gepflegt werden. Die Spezifikation der tabellarischen
Übersicht innerhalb eines Werkzeugs zur EEA Modellierung unter der Verwendung
werkzeugspezifischer Konzepte ist ebenfalls möglich. In diesem Fall können Me-
chanismen zur Rückverfolgung von Abhängigkeiten und Zuteilungen automatisiert
werden. Tabelle 5.1 zeigt zur Beschreibung der Struktur beispielhaft einen Auszug ei-
ner solchen Darstellung. Zeilen entsprechen jeweils Anforderungen als konkrete Ob-
jekte oder Pakete zur Realisierung einer hierarchischen Struktur. Spalten adressieren
jeweils Attribute der Objekte oder Zusammenhänge zwischen Objekten. Es wird an-
genommen, der Auszug entstamme einem Paket mit der Bezeichnung »Funktionale
Sicherheit« als Untermenge aller formalisierten Anforderungen an ein Fahrzeug.
Hierin besteht das Anforderungspaket »Items«, welches wiederum ein Anforderungs-
paket für jedes Item (genannt Item-Anforderungspaket) enthält (hier »Automatischer
Heckspoiler« und »Bestimmung der Fahrzeuggeschwindigkeit«). Jedes dieser Anfor-
derungspakete enthält eine Anforderung, in welcher das als Item interpretierte Merk-
mal beschrieben wird, sowie jeweils ein weiteres Anforderungspaket für »Anforde-
rungen an andere Items«, »Anforderungen von anderen Items«, »Gefährdungen«,
»Sicherheitsziele«, »Funktionale Sicherheitsanforderungen« und »Technische Sicher-
heitsanforderungen«. Diese enthalten Anforderungsobjekte, von welchen jedes je-
weils eine bestehende Gefährdung bzw. Anforderung repräsentiert und beschreibt.
Die folgenden Spalten geben Attribute der Anforderungsobjekte oder bestehende Be-
ziehungen wieder. Die Spaltenbezeichner werden wie folgt interpretiert (Die Spalte
»Technische Sicherheitsanforderungen« sowie die Zeilen unter »Bibliothek« werden
im folgenden Kapitel 5.5 beschrieben):
• Anforderung an andere Items - Item als Ziel der Anforderung: Gibt für je-
des Anforderungsobjekt des Pakets »Anforderungen an andere Items« diejeni-
gen Item-Anforderungspakete zurück, welche Anforderungsobjekte im Paket
»Anforderungen von anderen Items« auf welche die betrachtete Anforderung
zugeteilt ist.
• Funktionale Sicherheitsanforderung - Anforderung an andere Items als Ziel:
Anforderungen an andere Items stellen Maßnahmen/Methoden und damit funk-
tionale Sicherheitsanforderungen dar um Sicherheitsziele zu erfüllen. In dieser
Spalte wird für jedes Anforderungsobjekt des Pakets »Funktionale Sicherheits-
anforderungen« diejenigen Anforderungsobjekte des Pakets »Anforderungen
an andere Items« zurückgegeben (im gleichen Item-Anforderungspaket), auf
welche sie zugeteilt sind.
• Anforderungen von anderen Items - Item als Quelle der Anforderung: Entge-
gengesetzt zu »Anforderungen an andere Items - Item als Ziel der Anforderung.
• Betrachtete Fahrsituation: Beschreibung der Fahrsituationen in welchen jeweils
die betrachtete Gefährdung besteht.
• Severity: engl. für »Schwere eines möglichen Schadens«, Attribut einer betrach-
teten Gefährdung.
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Tabelle 5.1: Tabellarische Darstellung von Sicherheitsanforderungen incl. Bibliothek
mit technischen Sicherheitsanforderungen
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• Exposure: engl. für »Häufigkeit der Fahrsituation«, Attribut einer betrachteten
Gefährdung.
• Controllability: engl. für »Beherrschbarkeit durch den Fahrer«, Attribut einer
betrachteten Gefährdung.
• ASIL: Aus den Attributen resultierender ASIL 5 nach Kapitel 3.1.1.1. ASILs
werden jeweils für Gefährdungen bestimmt und entsprechend der Ableitungs-
struktur auf Sicherheitsziele, funktionale und technische Sicherheitsanforde-
rungen vererbt.
• Fehlerart: Klassifizierung der betrachteten Gefährdung nach ihrer Fehlerart.
• Sicherheitsziele - Gefährdungen: Gibt für jedes Anforderungsobjekt aus »Si-
cherheitsziele« diejenigen Anforderungsobjekte aus »Gefährdungen« zurück,
auf welche es zugeteilt ist.
• Funktionale Sicherheitsanforderungen - Sicherheitsziel: Gibt für jedes Anfor-
derungsobjekt aus »Funktionale Sicherheitsanforderungen« diejenigen Anfor-
derungsobjekte aus »Sicherheitsziele« zurück auf welche es zugeteilt ist.
• Technische Sicherheitsanforderungen - Funktionale Sicherheitsanforderun-
gen: Gibt für jedes Anforderungsobjekt aus »Technische Sicherheitsanforderun-
gen« diejenigen Anforderungsobjekte aus »Funktionale Sicherheitsanforderun-
gen« zurück auf welche es zugeteilt ist.
Werden die Pakete, Anforderungen und Attribute auf Basis einer domänenspezifi-
schen Modellierungssprache wie der EEA-ADL im Werkzeug PREEvision spezifi-
ziert, so können Anforderungen durch Links aufeinander bezogen werden. Da der
überwiegende Teil der Spalten der Tabelle Ergebnisse von Rückverfolgungen von
Links zwischen Anforderungen darstellen, können sie automatisch befüllt werden.
Dabei wird jede Spalte einer Modellabfrageregel zugeordnet, die auf jeder Anforde-
rung (jeder Zeile der Tabelle) ausgeführt wird und deren Ergebnisse in die jeweils
aktuelle Zelle der Tabelle eingetragen werden. Diese Modellabfrageregeln sind spe-
ziell auf die verwendete hierarchische Struktur von Sicherheitsanforderungen sowie
die Benennung der Pakete angepasst.
Abbildung 5.4 zeigt als Beispiel die verwendete Modellabfrageregel für die Bestim-
mung der Inhalte der Spalte »Anforderungen an andere Items - Items als Ziel der
Anforderung«. Die Modellabfrageregel wird auf jedem Anforderungsobjekt ausge-
führt (»source:Requirement« ist Wurzelelement der Modellabfrageregel). Ergebnisse
bestehen, falls sich diese Objekte in einem RequirementPackage mit dem Namen »An-
forderungen an andere Items« befindet, über einen RequirementLink mit einem an-
dern Requirement verbunden ist, das sich in einem RequirementPackage mit dem Na-
men »Anforderungen von anderen Items« befindet und dieses wiederum in einem
anderen RequirementPackage liegt.
5Die hier aufgeführte Einstufung ist rein akademischer Natur und dient ausschließlich der Lieferung
von plausiblen Beispieldaten. Als Vorlage diente die Gefährdungsanalyse und Risikoeinschätzung
einer Auswahl von PKW-Funktionen gem. ISO/DIS 26262, welche 2009 von einem Arbeitskreis
aus Lieferanten der Automobilindustrie als informative Liste aufgestellt wurde.
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Entsprechend der zugrundeliegenden hierarchischen Struktur repräsentieren letzte-
re jeweils Item-Anforderungspakete. Trifft die Modellabfrageregel, so wird das Item
Anforderungspaket als Teil der Ergebnismenge zurückgegeben und in der entspre-
chenden Zelle als Schnittpunkt der Zeile des aktuellen Anforderungsobjektes und
der Spalte, welcher die Modellabfrageregel zugeordnet ist, eingefügt.
source : Requirement Link : RequirementLink 
Anforderung : Requirement 
name : =Anforderungen an andere Items Anforderungs-Paket-Quelle : RequirementPackage 











Abbildung 5.4: Regel der Spalte »Anforderungen an andere Items - Items als Ziel der
Anforderung« entsprechend Abbildung 5.1
5.5 Bibliothek mit technischen
Sicherheitsanforderungen
Technische Sicherheitsanforderungen betreffen teilweise konkrete Realisierungen, wel-
che zur Erfüllung von Sicherheitszielen eingesetzt werden können. Realisierungen,
welche nicht spezifisch für eine bestimmte Architektur sind, können architekturüber-
greifend angewendet werden. Diese lassen sich in einer Bibliothek zusammenfassen,
welches als Anforderungspaket in unterschiedliche Architekturen eingebunden wer-
den kann. Diese Realisierungen können in Bezug auf ihre Berücksichtigung in der
Modellierung der EEA folgendermaßen kategorisiert werden 6:
• Maßnahmen bezüglich Kommunikation: Betreffen die Absicherung der Kom-
munikation zwischen interagierenden Einheiten eines Items sowie verschiede-
ner Items. Hierunter fallen keine Maßnahmen, die durch die Verwendung ei-
nes Kommunikationssystems von diesem bereitgestellt werden (z.B. CRC bei
CAN Bus), da diese nicht in den betrachteten Einflussbereich der EEA Model-
lierung fallen. Somit werden nur Maßnahmen betrachtet, die in der Applika-
tionsschicht der Softwarearchitektur Anwendung finden. Hierzu zählen neben
»Ende-zu-Ende Absicherung« nach AUTOSAR (s. Kapitel 3.3.4) auch Informa-
tionsredundanz (s. Kapitel 2.8), PDU-Routing 7.
6In Bezug auf die aufgelisteten Beispiele besteht kein Anspruch auf Vollständigkeit.
7PDU steht für Protocol Data Unit. Werden unterschiedliche Signale zur Übertragung zu Grup-
pen/PDUs zusammengefasst, und werden diese Gruppen bei der Übertragung über Gateways
jeweils wie ein Signal behandelt, so spricht man von PDU-Routing.
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Ebenso gehören dazu die redundante Übertragung der gleichen Information
über unterschiedliche Übertragungswege/-arten (z.B. als Signal über Bussys-
tem sowie als Direktverbindung).
• Maßnahmen bezüglich Topologie: Können angewendet werden, wenn die Plat-
zierung von E/E-Komponenten sowie von Leitungen zur Signalübertragung
in dedizierte Bauräume und Topologiesegmente des geometrischen Fahrzeugs
Einfluss auf die funktionalen Sicherheit bzw. Betriebssicherheit von Fahrzeug-
systemen hat. Hierzu zählen die Platzierung von E/E-Komponenten in Crash-
geschützten oder vibrationsarmen Bauräumen sowie die Verwendung Crash-
geschützter Topologiesegmente für die Verlegung von Leitungen, welche si-
cherheitsbezogene Signale übertragen oder die Auswahl unterschiedlicher To-
pologiesegmente für die Verlegung von Leitungen zur redundanten Übertra-
gung von Signalen.
• Softwaremaßnahmen: Umfassen alle Arten von Überwachungs- und Sicher-
heitsmaßnahmen, welche in Software realisiert werden und einen positiven
Beitrag zur funktionalen Sicherheit liefern. Hierzu gehören strukturelle Soft-
wareredundanz sowie funktionale Redundanz in Form von Zusatzfunktionen
oder Diversität. Beispiele sind die Verifizierung von Eingangsinformationen,
Überwachung von Aktuatoren, Einsatz von Beobachtern (Observer), Vergleich
von Ausgangswerten, Voting, etc.
• Hardwaremaßnahmen: Umfassen alle Maßnahmen, bei welchen eingesetzte
Hardwareeinheiten einen positiven Beitrag zur funktionalen Sicherheit liefern.
Hierzu zählen beispielsweise redundante Spannungsversorgungseingänge oder
die Verwendung eines Unterbrechers im Ansteuerungspfad zu einem Aktuator
(s. Kapitel 7.2.1).
Die Implementierung etlicher dieser Maßnahmen hat kategorieübergreifende Aus-
wirkungen auf Kommunikation, Topologie, Software und Hardware. In Bezug auf
technische Sicherheitsanforderungen werden hier die initialen Maßnahmen als Mo-
tivation für die Implementierung verwendet. Diese Motivation kann in den meisten
Fällen einer dieser Kategorien zugeordnet werden. Auf die Auswirkungen bei der
Anwendung wird in Kapitel 7 eingegangen.
Wie in Tabelle 5.1 dargestellt, bildet die Bibliothek ein zusätzliches Anforderungs-
paket. Um die Inhalte der Bibliothek unabhängig von bestimmten Architekturen
zu halten, werden architekturabhängige, technische Sicherheitsanforderungen zu Bi-
bliothekselementen in Relation gesetzt. Über den Einsatz von dedizierten Modell-
abfrageregeln werden auch hier diese Relationen nachverfolgt. Die letzte Spalte der
Tabelle stellt diejenigen Bibliothekselemente dar, auf welche die jeweilige technische
Sicherheitsanforderung bezogen ist.
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5.6 Zusammenfassung der Darstellung von
Sicherheitsanforderungen
Zur Unterstützung der Spezifikation und Ableitung von Sicherheitsanforderungen
im Sinne der ISO 26262 in der EEA Modellierung wurde in diesem Kapitel eine Me-
thode vorgestellt, um Sicherheitsanforderungen in übersichtlicher Form darzustel-
len. Dies ermöglicht es in EEAs einen Grundstock von Anforderungen bezüglich
funktionaler Sicherheit zu spezifizieren. Da die Methode Konzepten von Sprachen
aus der Domäne der EEA Modellierung berücksichtigt, lässt sie sich leicht in der je-
weils eingesetzten Werkzeugumgebung anwenden.
Die vorgestellte Methode zur Identifikation von Items im Sinne von Merkmalen und
die Verwendung von Item-übergreifenden Anforderungen ermöglicht die klare Tren-
nung von Items und somit die dedizierte Zuordnung von Gefährdungen und den
daraus abgeleiteten Sicherheitsanforderungen. Durch die Verwendung einer domä-
nenspezifischen Sprache wie EEA-ADL wird die formale Definition von Konzepten
und ihrer Hierarchie sowie die regelbasierte Rückverfolgbarkeit der Relationen zwi-
schen Sicherheitsanforderungen als Instanzen dieser Konzepte unterstützt.
Die Einführung einer Bibliothek von technischen Sicherheitsanforderungen, die un-
abhängig von speziellen EEA sind, und der Möglichkeit Anforderungen spezieller
Architekturen auf diese zu verweisen, unterstützen Architekten bei der Ableitung
von Anforderungen an technische Lösungen als Beitrag zur funktionalen Sicherheit.
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6 Zuteilung und Rückverfolgung
von Sicherheitsanforderungen
Nachdem im vorigen Kapitel (5) eine formale Darstellung zur Repräsentation von
Items, Gefährdungen und Sicherheitsanforderungen sowie deren gegenseitiger Re-
lationen eingeführt wurden, beschreibt dieses Kapitel die Erstellung von Relationen
zwischen Sicherheitsanforderungen und Artefakten von Elektrik/Elektronik Archi-
tektur (EEA) Modellen. Dabei wird unterschieden zwischen der Top-Down Zutei-
lung, bei welcher Anforderungsobjekte auf Artefakte von EEAs zugeteilt werden und
Bottom-Up Zuteilung, bei der die Zuteilung von Sicherheitsanforderungen durch die
bestehende Kommunikations- und Vernetzungsstruktur der betrachteten EEA be-
stimmt wird. Methoden zur Durchführung sowie zur Darstellung der Zuteilungen
werden im Folgenden präsentiert.
6.1 Unterscheidung zwischen Top-Down und
Bottom-Up Zuteilung
Entsprechend der Chronologie des Sicherheitslebenszyklus nach ISO 26262 werden
ausgehend von der Definition des Item sowie seiner groben Systemarchitektur Ge-
fährdungen identifiziert und daraus Sicherheitsziele und funktionale Sicherheitsan-
forderungen abgeleitet. Diese werden den Elementen der groben Architektur zuge-
teilt. Im Verlauf der Entwicklung werden die grobe Architektur sowie die Sicher-
heitsanforderungen detailliert und Sicherheitsanforderungen auf Artefakte des EEA
Modells zugeteilt. Dieses Vorgehen erfordert, dass die Detaillierung der EEA entspre-
chend der Verfeinerung von Sicherheitsanforderungen zunimmt. So werden techni-
sche Lösungen zur Erfüllung des funktionalen Sicherheitskonzeptes sowie techni-
scher Sicherheitsanforderungen erdacht, gefordert oder entwickelt. EEA-spezifische
Ausprägungen dieser Konzepte werden der bestehenden und betrachteten Architek-
tur hinzugefügt. Zur Repräsentation von Sicherheitsanforderungen werden Anfor-
derungsobjekte verwendet, welche auf die entsprechenden Artefakte der EEA zuge-
teilt werden. Bei der Entwicklung von Automobilen werden unter anderem etablierte
Lösungen, evtl. in abgewandelter Form wiederverwendet.
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Dies bezieht sich auf das generelle Architekturkonzept sowie auf die Verwendung
von Teilarchitekturen als Basis für neu hinzukommende Merkmale 1.
Im Falle der Integration neuer Merkmale in bestehende Architekturen ist von Interes-
se, wie sich Sicherheitsanforderungen an diese Merkmale, auf deren Architektur so-
wie auf die bestehende Architektur auswirken. Hierfür können aus der Kommunika-
tionsstruktur und Interaktionsstruktur innerhalb des Merkmals sowie gegenüber der
bestehenden Architektur erste Indizien für die Auswirkungen abgeleitet werden. Es
wird eine Methode vorgestellt, die durch formalisierte Bestimmung von Zusammen-
hängen in Kommunikationsstrukturen und Interaktionsstrukturen von EEAs dieje-
nigen Artefakte bestimmt, welche eine Zuteilung von Sicherheitsanforderungen er-
fahren. Da die Zuteilung von Seiten der EEA initiiert wird, wird dieses Vorgehen als
Bottom-Up Zuteilung von Sicherheitsanforderungen bezeichnet.
1 ISO 26262 Teil 3 §6.2 und §6.4.2 unterscheiden in Bezug auf Items zwischen »Neuentwicklungen«,
»Modifikationen« oder »Verwendung bestehender Items«.
Bei Neuentwicklung sind alle Teile des Sicherheitslebenszyklus anzuwenden.
Im Falle einer Veränderung von Items oder deren Einsatzbedingungen sind diese Modifikatio-
nen zu beschreiben (Teil 3 §6.4.2.3-4), in Bezug auf den Zustand vor der Modifikation darzustellen
(Teil 3 §6.4.2.5) und zu bewerten (Teil 3 §6.4.2). Des weiteren werden die Auswirkungen der Modi-
fikation auf funktionale Sicherheit beschrieben (Teil 3 §6.4.2.6), die betroffenen Arbeitsergebnisse
identifiziert (Teil 3 §6.4.2.7), die Ergebnisse der Einflussanalyse dokumentiert (Teil 3 §6.4.2.8) sowie
die Aktivitäten betreffend Betriebssicherheit in Bezug auf anwendbare Phasen des Lebenszyklus
angepasst (Teil 3 §6.4.2.9). Dem folgt die Durchführung der Gefährdungs- und Risikoanalyse, bei
welcher nach Teil 3 §7.4.3 auch bereits implementierte Sicherheitsmechanismen zum funktionalen
Sicherheitskonzept und damit auch zur vorläufigen Annahme der Systemarchitektur gehören.
Der Sicherheitslebenszyklus des Item kann nach Teil 2 §6.4.2.4 aufgrund einer Modifikation an-
gepasst werden.
Handelt es sich bei dem Item um ein bewährte Technik, so kann basierend auf einem sog. »Pro-
ven in Use Argument« (PiUA) ebenfalls der Sicherheitslebenszyklus angepasst werden. Hierfür
müssen entsprechende Informationen verfügbar sein. PiUAs können auch auf Produkte angewen-
det werden, deren Definition und Einsatzbedingungen gleich oder sehr ähnlich mit einem neuen
Produkt sind, welches sich bereits im Betrieb befindet (Teil 8 §14.2). Wenn ein »neues« Produkt mit
geändertem Design oder anderer Implementierung ein bestehendes Produkt ersetzen soll, kann
das PiUA nicht angewendet werden. Ist ein Kandidat bestimmt, werden die Relevanz der Erhe-
bungen (aus Test, Probeläufen oder dem Feld) sowie die Veränderungen bestimmt. In Bezug auf
die Analyse von Daten aus dem Feld, werden die betrachteten Einheiten nach Teil 8 §14.4.5.2 der
Erfüllbarkeit von Sicherheitszielen mit entsprechenden ASILs zugeordnet. Das Maß hierfür sind
die mit einer Sicherheitswahrscheinlichkeit von 70 % erkannten Ereignisse, aus welchen Fehler
entstehen konnten, die das Potential zur Verletzung eines Sicherheitsziels haben (Teil 8 §14.4.5.2.4).
In Bezug auf die Produktentwicklung wird die Verwendung vertrauter Designprinzipien zur
Vermeidung von Fehlern nach Teil 4 §7.4.3.4 angeraten. Hierzu zählen Sicherheitsarchitekturen, Ele-
mente, Hardware- und Softwarekomponenten, Mechanismen zur Fehlererkennung und Fehlerbeherrschung
sowie standardisierte Interfaces. Diese Prinzipien sind auf ihre Eignung in Bezug auf die neue Ent-
wicklung zu untersuchen (§7.4.3.4.2). Im Falle von ASIL D ist zu begründen, warum ein vertrautes




In diesem Kapitel wird die Top-Down Zuteilung von Sicherheitsanforderungen auf
Artefakte der EEA beschrieben. Diese umfasst eine Diskussion von Zuteilungszie-
len, die Darstellung und Rückverfolgung von Zusammenhängen auf der Ebene von
Anforderungen sowie auf den Ebenen des EEA Modells.
6.2.1 Zuteilung von Gefährdungen und Sicherheitszielen
Zur beispielhaften Beschreibung des Vorgehens wird das Beispielsystem zur Beein-
flussung der Fahrzeuglängsbewegung betrachtet, dessen grobe Systemarchitektur
in Abbildung 6.1 dargestellt ist 2. Die Grundfunktionalitäten dieses Systems sind
die Verzögerung durch mechanisches Abbremsen der Räder durch ein elektrisches



















Abbildung 6.1: Beispielsystem Beeinflussung der Fahrzeuglängsbewegung
Die grobe Systemarchitektur enthält eine Komponente zur Bestimmung der Verzö-
gerung basierend auf der Verzögerungsanforderung, welche von einem anderen Sys-
tem der E/E bereitgestellt wird. Diese steuert elektrische Bremsen als Aktuatoren an
und gibt eine Verzögerungsanforderung für die Motorbremse an die Komponente
zur Bestimmung und Ansteuerung des elektrischen Antriebes des Fahrzeugs weiter.
Die Komponente Bestimmung/Ansteuerung el. Antrieb steuert den elektrischen Antrieb
als Aktuator entsprechend der Verzögerungs- oder der Drehmomentanforderung der
E/E-Umgebung (z.B. El. Gaspedal, Tempomat, ACC) an. Die beiden Komponenten
geben jeweils Informationen über ihre aktuellen Zustände an die E/E-Umgebung
zur dortigen Verwendung weiter.
2Das Beispiel wird zur Erläuterung der Methodik der Zuteilung von Gefährdungen und Sicherheits-
zielen verwendet. Auf Vollständigkeit sowie analoger Umsetzung in realen Entwicklungen wird
nicht bestanden.
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Die vorgestellten Merkmale im Sinne der Beeinflussung der Fahrzeuglängsbewe-
gung werden als ein Item interpretiert, für welches im Rahmen einer beispielhaf-
ten Gefährdungs- und Risikoanalyse folgende Gefährdungen und zugehörige Sicher-
heitsziele identifiziert wurden:
• Gefährdung 1: »Ungewollte Aktivierung der elektrischen Bremsen« mit Sicher-
heitsziel 1: »Verhinderung der ungewollten Aktivierung der elektrischen Brem-
sen«.
• Gefährdung 2: »Ungewollte Beschleunigung« mit Sicherheitsziel 2: »Verhinde-
rung ungewollten Beschleunigens«.
• Gefährdung 3: »Ungewollte Aktivierung der Verzögerung durch die E-Maschine«
mit Sicherheitsziel 3: »Verhinderung der ungewollten Aktivierung der Verzöge-
rung durch die E-Maschine«.
Die Geltungsbereiche der Item-Definition sowie der bestimmten Sicherheitsziele zeigt
Abbildung 6.2. Entsprechend der Diskussion aus Kapitel 5.3 beziehen sich Gefähr-



























Abbildung 6.2: Gefährdungen und Geltungsbereich von Sicherheitszielen
Der Geltungsbereich von Gefährdungen und Sicherheitszielen ist nicht notwendiger-
weise deckungsgleich mit den Merkmalen, welche den Definitionsrahmen des Item
bilden. Gefährdungen und Sicherheitsziele beziehen sich nur auf diejenigen Kom-
ponenten des Item, in Bezug auf deren eigener Fehlfunktion oder Weiterleitung von
Fehlern ein Zustand an den Ausgängen des Item hervorgerufen werden kann, durch




Gibt es in Bezug auf ein Item unterschiedliche Gefährdungen mit entsprechenden
Sicherheitszielen 3, so können sich diese entsprechend der funktionalen Zusammen-
hänge im Item, auf unterschiedliche Komponenten der groben Architektur beziehen.
Dabei können sich die Geltungsbereiche von Sicherheitszielen in Bezug auf Kompo-
nenten überlappen.
Sicherheitsziel 1 des Beispiels bezieht sich auf Verzögern unter Verwendung elek-
trischer Bremsen. Dies adressiert die Verfügbarkeit der Verzögerungsanforderung,
die Bestimmung/Ansteuerung der Verzögerung sowie die Ansteuerung der Aktua-
toren. Sicherheitsziel 2 bezieht sich auf elektrisches Fahren aufgrund einer Drehmo-
mentanforderung und betrifft die Bestimmung und Ansteuerung des el. Antriebs.
Sicherheitsziel 3 umfasst durch die Verwendung des elektrischen Antriebs für die
Verzögerung sowohl die Bestimmung der Verzögerung als auch die Bestimmung
und Ansteuerung des Antriebs. Entsprechend werden die drei Sicherheitsziele auf
die Komponenten der groben Systemarchitektur zugeteilt.
Für die Entwicklung von EEAs werden domänenspezifische Modellierungssprachen
sowie entsprechende Modellierungswerkzeuge eingesetzt. Die folgende Methodik
stellt die Initiierung der EEA Modellierung als Übergang aus der groben Systemar-
chitektur und der Bestimmung von Gefährdungen und Sicherheitszielen vor. Die
umfassenden Konzepte der EEA-ADL (s. Matheis [167]) und die vorhandene eta-
blierte Werkzeugunterstützung durch PREEvision (s. [13]) eignen sich gut zur Dar-
stellung der Methodik und werden daher zugrunde gelegt bzw. verwendet. Jedoch
kann die Methode auch auf andere EEA Modellierungssprachen aufgesetzt werden.
6.2.1.1 Initiierung der Sicherheitsmodellierung
Die Bestimmung von Gefährdungen und die Ableitung von Sicherheitszielen erfolgt
auf Basis von Items sowie deren grober Architektur. Im Sinne der funktionalen Si-
cherheit werden dabei in erster Linie funktionale Zusammenhänge betrachtet. Das
Funktionsnetzwerk der EEA-ADL stellt die Interaktion von funktionalen Einheiten
dar und orientiert sich an der Struktur von Softwarekomponenten des Application
Layer sowie des Runtime Environment nach AUTOSAR (s. Kapitel 3.3.4). Es unterstützt
hierarchische Strukturierung durch zusammenfassen von Artefakten zu Komposi-
tionen sowie die Definition von Kompositionen als System. Durch die Betrachtung
funktionaler und realisierungsunabhängiger Zusammenhänge wird diese Darstel-
lung als erste formale EEA Realisierung des Item verwendet.
Im Vergleich zur groben Systemarchitektur des Beispiels betrachtet ein EEA-ADL ba-
siertes Funktionsnetzwerk alle Softwarekomponenten, Funktionen für Sensoren und
Aktuatoren sowie deren Ports und Interaktionen, welche die Systemmerkmale erfül-
len. Die Komponenten der Systemarchitektur sowie deren Interaktion werde durch
die Verwendung mehrerer Artefakte detailliert. Dies macht eine Zuteilung von Si-
cherheitszielen zu diesen Artefakten erforderlich.
3Nach ISO 26262 Teil 3 §7.4.8 wird für jede Gefährdung ein Sicherheitsziel abgeleitet.
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Durch eine selektive Zuteilung nur auf die von der Erfüllung von Sicherheitszielen
betroffenen Artefakten wird auf dieser Betrachtungsebene der Geltungsbereich von
Sicherheitszielen ebenfalls detailliert.
6.2.1.2 Auswirkungen auf weitere Modellierungsebenen
Zur Berechnung werden die Funktionen des Funktionsnetzwerks auf reale Kom-
ponenten der Elektrik/Elektronik des Hardwarenetzwerks zugeteilt. Hier wird der
Grad der Detaillierung wiederum durch den internen Aufbau von Steuergeräten,
physikalische Übertragungswege oder den Leistungsversorgung erhöht. Durch die
Zuordnung von Funktionen zu ausführenden Einheiten erfolgt auch hier eine selek-
tive Zuteilung von Sicherheitszielen auf die Artefakte des Hardwarenetzwerks.
Da sich der Geltungsbereich von Sicherheitszielen unterschiedlich auf die Artefak-
te der verschiedenen Ebenen der EEA auswirken kann, ist ein Mechanismus, erfor-
derlich, der die (Ebenen-)selektive Zuteilung und Rückverfolgung unterstützt. Dazu
werden Sicherheitsannotationen eingesetzt.
Hier werden nur die Ebenen des Funktionsnetzwerks (FN) und des Komponenten-
netzwerks (CMPN) unterschieden. Auswirkungen von Sicherheitszielen auf den Lei-
tungssatz und die Topologie werden nicht direkt betrachtet sondern im Sinne tech-
nischer Realisierungen durch die Zuteilung technischer Sicherheitsanforderungen.
6.2.2 Sicherheitsannotationen
Komponenten, die sich im Geltungsbereich eines Item befinden, werden jeweils zu
Gruppen zusammengefasst. Die Zuteilung zu einer Gruppe ist nicht exklusiv. Eine
Komponente kann mehreren Gruppen zugeteilt werden. Für die Beschreibung einer
Gruppe sowie für die Zuteilung von Komponenten zu dieser Gruppe werden An-
forderungsobjekte im Sinne von Sicherheitsannotationen eingesetzt. Diese werden
den Komponenten zugeteilt. Ein Sicherheitsziel wird jeweils der Sicherheitsannota-
tion zugeteilt, welche die Gruppe als Menge von Komponenten im Geltungsbereich
des betrachteten Sicherheitsziels beschreibt bzw. diese annotiert. Verglichen mit der
direkten Zuteilung der Sicherheitsziele auf die einzelnen Komponenten bietet dieses
Vorgehen eine thematische Trennung von Sicherheitsbetrachtungen (Gefährdungen
und Sicherheitsanforderungen) sowie die Möglichkeit zur ebenenspezifischen Bil-
dung von Gruppen.
Es werden drei verschiedene Typen von Sicherheitsannotationen (SA) vorgeschla-
gen. Jede einzelne orientiert sich an einer spezifischen Ebene der EEA Modellie-
rung. Adressiert werden das Funktionsnetzwerk (FN) und das Komponentennetz-
werk (CMPN). Die Konzepte von Sicherheitsannotationen und ihr Bezug zu Anfor-
derungen der funktionalen Sicherheit (FuSi) sowie den Konzepten der EEA werden




































Abbildung 6.3: Darstellung von Sicherheitsannotationen als Klassendiagramm
Artefakte des FN, welche an der Erfüllung von Funktionen des betrachteten Merk-
mals/Items beteiligt sind, oder Eingangsinformationen für dieses liefern, erhalten
jeweils eine FN-SA zugeteilt. Entsprechend wird mit CMPN-SAs verfahren, die den-
jenigen Hardwarekomponenten zugeteilt werden, welche entsprechend annotierte
Funktionen des FN ausführen. Falls durch die Ausführung von Funktionen auf Hard-
warekomponenten ein direkter Bezug zwischen CMPN-SAs und FN-SAs besteht,
wird dieser durch eine entsprechende Relation (FuSi-Link-FN-CMPN) formal ge-
fasst. Diese Relation ist nicht notwendigerweise vorhanden, da beispielsweise An-
bindungen für Bussysteme als Komponenten des CMPN zwar nicht direkt Funktio-
nen ausführen, jedoch im Falle der Beteiligung an der Interaktion sicherheitsbezoge-
ner Komponenten berücksichtigt werden müssen.
Es ist zu beachten, dass durch diese Methode Gefährdungen/Sicherheitsziele nicht
direkt (oder indirekt über Sicherheitsannotationen) auf Items zugeteilt werden. Ge-
fährdungen ergeben sich zwar aus der Betrachtung des Item, bestehen jedoch selek-
tiv für Interaktionspunkte des Item mit dessen Umgebung. Ein Sicherheitsziel betrifft
jeweils diejenigen Komponenten des Item, welche Einfluss auf die Gefährdung neh-
men können. Durch die sicherheitszielspezifische Betrachtung von Komponenten er-
geben sich durch die verschiedenen Geltungsbereiche von ASILs unterschiedliche
Auflagen und Anforderungen an die Entwicklung 4.
4Für die detailliertere Betrachtung der Komponenten in Bezug auf ihre Bestandteile und deren Be-
teiligung an der Erfüllung von Sicherheitszielen beschreibt ISO 26262 in Teil 9 §6 das Kriterium für
Koexistenz von Elementen. Sind demnach nur Teile der betrachteten Komponenten von der not-
wendigen Erfüllung eines Sicherheitsziels betroffen, so gelten die gestellten Anforderungen und
Auflagen nur für diese Teile, falls bewiesen werden kann, dass von den nicht von der notwendigen
Erfüllung des Sicherheitsziels betroffenen Teile keine Beeinflussung der betroffenen Teile ausgeht.
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An das physikalische Kommunikations- und Leistungsversorgungsnetzwerk der EEA
sind sowohl sicherheitsbezogene als auch nicht sicherheitsbezogene Hardwarekom-
ponenten angebunden. Die Verfügbarkeit des Kommunikations- und Leistungsver-
sorgungsnetzwerks ist ebenfalls Aspekt der funktionalen Sicherheit und wird durch
ein angepasstes Vorgehen behandelt.
6.2.2.1 Annotationen von Kommunikationsnetzen
Im Kommunikationsnetzwerk aus Bussystemen und Direktverbindungen werden
Informationen als Signal- oder Botschaftstransmissionen ausgetauscht. Signale sind
die informationstechnische Repräsentation von Daten, welche zwischen Komponen-
ten des Funktionsnetzwerks (FN) ausgetauscht werden. Signale enthalten keine De-
tails über ihre physikalische Realisierung. Eine Signaltransmission (und ebenso ei-
ne Frametransmission) repräsentiert die Übertragung (und damit die physikalische
Übermittlung) von Signalen (und Frames) in einem Kommunikationsnetz. Signa-
le verwenden logische Netze zur Interaktion. Ein bestimmtes logisches Netz muss
somit den Sicherheitsanforderungen der Funktionen entsprechen, deren Signale es
überträgt.
Automotive Bussysteme wie CAN, Lin oder FlexRay implementieren verschiede-
ne Sicherheitsmethoden (CRC, ID, priorisierte Arbitrierung, etc.) und decken damit
einen gewissen Grad an Sicherheit ab. Jedoch betreffen die Spezifikationen dieser
Bussysteme den Physical Layer (Ebene 1) und den Data Link Layer (Ebene 2) entspre-
chend des Open Systems Interconnection (OSI) Modells nach ISO/IEC 7498 [141]. Die
Ebenen 3 bis 6 des OSI Modells werden vom eingesetzten Softwarestack auf den
Mikrocontrollern von Steuergeräten gehandhabt. Dazu gehört nicht die Applika-
tionssoftware. Dieser Softwarestack umfasst Hardwareabstraktionsschicht, Betriebssys-
tem, Kommunikationsstacks und Middleware. Entsprechend der AUTOSAR Architektur
(s. Abbildung 3.9) betrifft dies die Ebenen Microcontroller Abstraction, Basic Software
und Runtime Environment. Funktionen des FN der EEA Modellierung entsprechen
Softwarekomponenten des AUTOSAR Application Layer und sind Ebene 7 (Applica-
tion Layer) des OSI Modells zuzuschreiben. Die Bussysteme Lin, CAN und FlexRay
umfassen Spezifikationen bezüglich des Aufbaus und der Absicherung von Interak-
tionen (OSI Ebenen 1-6). Diese werden vom Funktionsnetzwerk der EEA Modellie-
rung nicht adressiert. Jedoch müssen diese Informationen in Hinblick auf ISO 26262
betrachtet werden. Dies bezieht sich auf Aktivitäten der Entwicklung, welche der
EEA Modellierung nachgelagert sind. Kommunikation kann zusätzlich durch An-
wendung spezieller Maßnahmen auf dem Application Layer (OSI Ebene 7) abgesichert
werden. IEC 62280-2 [132] spezifiziert Maßnahmen für die Kommunikation in offe-
nen Systemen, die auch von AUTOSAR in Bezug auf die »Ende-zu-Ende Absiche-
rung« [27] (vgl. Kapitel 3.3.4.1) adressiert werden. Diese Methoden betreffen den Ap-
plication Layer und sind daher in der EEA Modellierung zu berücksichtigen. Sie sind
jedoch unabhängig von den eingesetzten Kommunikationssystemen (Bussystemen).
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Alle Komponenten (Mikrocontroller, logische Anbindungen (zu sehen als Kombina-
tion von Kommunikationscontroller und Transceiver), logische Verbindungen, Signal-
und Frametransmissionen), die an der Übertragung von Signale oder Frames betei-
ligt sind, welchen eine Sicherheitsannotation zugeteilt ist, erhalten eine Zuteilung
der entsprechenden CMPN-SA für jede adressierte Signal-/Frame-Übertragung. Be-
vor die Zuteilung möglich ist, werden zuerst Signalartefakte für jede über das logi-
sche Netzwerk kommunizierte Information instantiiert 5. Jede erzeugte Instanz wird
mit derjenigen CMPN-SA annotiert, die jeweils der FN-SA zugeteilt ist, welche im
Funktionsnetzwerk den Geltungsbereich des Sicherheitsziels beschreibt, in welchem
die kommunizierte Information liegt. Hat eine Recheneinheit mehrere Anbindun-
gen zu Kommunikationsnetzen, so werden nur diejenigen annotiert, welche an der
Übertragung sicherheitsbezogener Signale beteiligt sind. Damit wird die eventuell
folgende Anwendung des Kriteriums der Koexistenz von Elementen (ISO 26262 Teil
9 §6) durch die differenzierte sicherheitsbezogene Betrachtung deren Schnittstellen
unterstützt. Die Annotationen von Recheneinheiten (Mikrocontroller, etc.) in Kom-
bination mit den Annotationen der von ihnen kommunizierten Signale adressieren
deren Softwarestack und dessen Realisierung in folgenden Entwicklungsphasen.
Für die weitere Sicherheitsbetrachtung, die Überarbeitung der Architektur und die
Anwendung von Redundanz wird das Kommunikationssystem separat von den Grup-
pen von Funktionen sowie den ausführenden Komponenten betrachtet. Dies trägt
der Tatsache Rechnung, dass alle Anbindungen an ein Kommunikationsnetz, über
welches sicherheitsbezogene Signale übertragen werden, dem geforderten Sicher-
heitsstandard entsprechen müssen. Dies ist unabhängig davon ob das zugehörige
Gerät (Steuergerät, Sensor, Aktuator, etc.) sicherheitsbezogene Signale überträgt.
6.2.2.2 Annotationen von Leistungsversorgungsnetzen
Komponenten der Leistungsversorgung umfassen Batterien, Generatoren, Sicherungs-
/Relaisboxen, Masseanbindungen, etc., sowie die zugehörigen Übertragungsnetze.
Da nur versorgte Komponenten ihre Funktionen ausführen können, muss die Leis-
tungsversorgung im Sinne der ISO 26262 betrachtet werden. Mit einer Lebenserwar-
tung von ca. 5 Jahren können Batterien alleine die gestellten Anforderungen an Ver-
fügbarkeit der Leistungsversorgung nicht erfüllen. Jedoch wird die Leistungsversor-
gung im Fahrzeug nicht nur von der Batterie gespeist. Wenn der Verbrennungsmotor
läuft, speist der Generator Leistung ein, die Batterie ist in diesem Falle ein System der
Standby-Redundanz. Die vorgestellte Methode adressiert nicht die Erzeugung von
Leistung.
Entsprechend der Methodik für die Behandlung von Kommunikationsnetzen, wer-
den diejenigen Artefakte annotiert, die an der Leistungsversorgung von annotierten
Hardwarekomponenten beteiligt sind.
5Die Instanziierung von Signalen wird im Werkzeug PREEvision durch einen automatisieren Signal
Router unterstützt.
159
6 Zuteilung und Rückverfolgung von Sicherheitsanforderungen
Dies wird ausgehend von der entsprechenden logischen Anbindung (Leistungsver-
sorgungseingang / -ausgang) bis zur nächsten Sicherungsbox oder Relaisbox bzw.
der nächsten Masseanbindung durchgeführt. Es betrifft die Leistungsversorgungs-
eingänge und -ausgänge der betrachteten Komponenten, die verbundenen Leistungs-
versorgungsnetze und Massenetze sowie die entsprechenden Masseanbindungen und
Sicherungsboxen oder Relaisboxen. Diese werden mit der entsprechenden CMPN-
SA annotiert. Das betrifft jede Annotation, welche Hardwarekomponenten, die mit
dem jeweiligen Netz verbunden sind, aufweisen.
Wie Kommunikationsnetze werden auch Leistungsversorgungsnetze in Bezug auf
die Überarbeitung von Architekturen getrennt von den Funktionsgruppen betrach-
tet.
6.2.3 Darstellung von Sicherheitsannotationen
Die Zuteilung von Sicherheitsannotationen auf Artefakte der EEA kann sowohl aus
Sicht der Annotationen, als auch aus der Perspektive der annotierten Artefakte dar-
gestellt werden.
Abbildung 6.4 zeigt das Diagramm eines Funktionsnetzwerks (FN) der Komponen-
ten des Beispiels nach Abbildung 6.1 mit zugeteilten Sicherheitsannotationen. Hier-
durch werden die Relationen aus der Perspektive der Artefakte der EEA dargestellt.
Abkürzungen der Form »FN AN SZ #« stehen jeweils für eine dem Sicherheitsziel_#
entsprechende Annotation auf Ebene des Funktionsnetzwerks. Funktionen und Ports
tragen nur Annotationen derjenigen Sicherheitsziele, in deren Geltungsbereich sie
fallen.
Abbildung 6.5 zeigt das Diagramm eines Komponentennetzwerks (CMPN), auf des-
sen Komponenten die Funktionen aus Abbildung 6.4 zur Ausführung zugeordnet
sind. Abkürzungen der Form »CMPN AN SZ #« stehen jeweils für eine dem Sicher-
heitsziel_# entsprechenden Annotationen auf Ebene des CMPN. Hier wird die In-
formation »Verzögerungsanforderung Motorbremse« zwischen dem Bremsensteu-
ergerät »Bremsen-SG« und dem Steuergerät »EE-ElAntrieb« über die Komponen-
te Gateway geroutet. Aus den Annotationen wird ersichtlich, dass die Funktionen
»VerzögerungsFunktion« auf dem Steuergerät «Bremsen-SG« und die Funktion
»LeistungsregelungElAntrieb« auf dem Steuergerät «EE-Antrieb« ausgeführt wird.
Da beide Funktionen und damit die zwischen ihnen bestehende Interaktion im Gel-
tungsbereich von »Sicherheitsziel_3« liegen und das Gateway diese Interaktion reali-
siert, wird es auch mit der entsprechenden Annotation »CMPN AN SZ 3« versehen.
Tabelle 6.1 zeigt die zugehörige tabellarische Darstellung der Zuteilungen aus der
Perspektive der Sicherheitsannotationen. Die Inhalte erweitern die tabellarische Dar-
stellung von Sicherheitsanforderungen aus Kapitel 5.4 (s. Tabelle 5.1). Der Eintrag
»Sicherheitsannotationen« steht auf der gleichen Hierarchiestufe wie »Items« und
»Bibliothek«. Die nächste Spalte enthält die betrachteten Items, für welche Annota-

























































































































































































































































































































































































































































Abbildung 6.4: Sicherheitsannotationen im Funktionsnetzwerk
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Abbildung 6.5: Sicherheitsannotationen im Komponentennetzwerk
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6.2 Top-Down Zuteilung
Unter jeder dieser Annotationskategorien werden die bestehenden Annotationen ge-
listet. Für jede dieser Annotationen wird das referenzierte Sicherheitsziel (entspre-
chend Tabelle 5.1) sowie die jeweils annotierten Software- und Hardwarekomponen-
ten, deren Schnittstellen in Form von Ports, Anbindungen, Pins und Steckern, sowie
Signale und Frames, Signal- und Frametransmissionen und Komponenten der Leis-
tungsversorgung wiedergegeben.
Tabelle 6.1: Übersichtstabelle mit Sicherheitsannotationen
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6.2.4 Zuteilung von funktionalen und technischen
Sicherheitsanforderungen
Funktionale Sicherheitsanforderungen (FSA) stellen Maßnahmen und Methoden zur
Erfüllung von Sicherheitszielen dar 6. FSAs sind realisierungsunabhängig und ent-
halten noch keine Informationen bezüglich ihrer Realisierung in Hardware oder Soft-
ware. Entsprechend Abbildung 5.1 stellen FSAs das »Was« in Bezug auf die Erfüllung
von Sicherheitszielen dar, während technische Sicherheitsanforderungen (TSA) auf
das »Wie« und somit die Realisierung der FSAs eingehen. FSAs werden in der Kon-
zeptphase des Sicherheitslebenszyklus abgeleitet, ihr »Was« bezieht sich auf funktio-
nale Zusammenhänge auf Basis der groben Systemarchitektur.
In Kapitel 5.4 wurde diskutiert, dass Anforderungen an andere Items in Bezug auf
den Geltungsbereich von Sicherheitszielen als Notwendigkeit zur Funktionserfül-
lung des Item zu verstehen sind. Da sie zur Erfüllung der sicherheitsbezogenen Funk-
tionen des Item beitragen, sind Methoden und Maßnahmen erforderlich um die-
se Anforderungen abzusichern. Daher werden Anforderungen an andere Items als
FSAs interpretiert. Während Sicherheitsziele einen Geltungsbereich in Bezug auf die
Komponenten des Item haben, beziehen sich FSAs auf diejenigen Teile des Item, die
in der groben Systemarchitektur entweder noch nicht vorhanden sind oder, falls die
grobe Systemarchitektur bereits Sicherheitsmaßnahmen berücksichtigt, auf Teile, die
ohne Sicherheitsanforderungen nicht notwendig wären. Die EEA ist die Detaillie-
rung der groben Systemarchitektur. FSAs werden selektiv auf diejenigen Artefakte
des betrachteten EEA Modells bezogen, welche entsprechende Sicherheitsmaßnah-
men und -methoden realisieren sollen.
Für die Zuteilung von FSAs zu Artefakten des EEA Modells werden ähnlich wie bei
der Zuteilung von Sicherheitszielen Annotationen eingesetzt. Jedoch werden FSA
Annotationen (FSA-AN) nicht nach Architekturebenen unterschieden. FSA-ANs re-
ferenzieren direkt Sicherheitsziele und nicht deren Annotationen. Im Vergleich zu ei-
ner Architektur ohne Sicherheitsziele betreffen FSAs immer bereits vorhandene oder
hinzuzufügende Anreicherungen zur Realisierung der spezifizierten Sicherheitsme-
thoden und -maßnahmen. Diese Anreicherungen beziehen sich im Sinne der ISO
26262 auf funktionale Zusammenhänge und sind damit auf der Ebene des Funkti-
onsnetzwerks anzusiedeln. FSA-ANs referenzieren FSAs entsprechend Tabelle 5.1.
FSA-ANs werden jeweils auf alle Komponenten des FN zugeordnet, die von der Rea-
lisierung der referenzierten FSA im Sinne ihrer funktionalen Erfüllung betroffen sind.
Interaktionen und Ports betreffen die technische Realisierung und sind daher von
der Zuteilung von FSAs nicht betroffen (erst von der Zuteilung von TSAs). Bei dieser
Sichtweise werden bestehende Funktionen (oder Kompositionen von Funktionen)
des FN als Komponenten der groben Systemarchitektur des Item interpretiert.
6Hierzu zählen Methoden und Maßnahmen zur Fehlererkennung und Fehlervermeidung, Überfüh-




Ist durch die Verwendung von Kompositionen in der betrachteten EEA bereits ei-
ne hierarchische Funktionsstruktur vorhanden, so wird die Zuordnung über diese
Hierarchiestufen hinweg vorgenommen. Dabei werden von detaillierteren Stufen
nur diejenigen Kompositionen/Funktionen annotiert, welche zur Erfüllung der Si-
cherheitsmethode oder -maßnahme beitragen. Wird das FN, auf welches bereits alle
bestehenden FSA-ANs zugeteilt wurden, im Laufe der weiteren Entwicklung detail-
liert, so ist es nicht zwingend erforderlich, FSA-ANs nachzuziehen. Die Detaillierung
betrifft technische Realisierungen, die von TSAs adressiert werden, welche sich aus
FSAs ableiten. Da der Detaillierungsgrad von TSAs mit der Detaillierung des EEA
Modells zunimmt und hier entsprechende Annotationen nachgezogen werden, blei-
ben Konsistenz und Rückverfolgbarkeit gewährleistet. Dies betrifft jedoch nur die
interne Detaillierung von Komponenten des Funktionsnetzwerks. Wird, beispiels-
weise durch Dekomposition, die Erfüllung von FSAs auf mehrere Komponenten des
Funktionsnetzwerks verteilt, so sind FSA-ANs nachzuziehen.
In Bezug auf Sicherheitsziele betreffen TSAs das »Wie« und damit die dedizierte
technische Realisierung von FSAs. Der Detaillierungsgrad von TSAs steigt mit der
Entwicklung, wobei generellere TSAs von detaillierteren TSAs beschreiben werden.
TSAs werden auf diejenigen Artefakte der EEA bezogen, welche die Realisierung re-
präsentieren. Auch hierfür werden Annotationen eingesetzt. TSAs der generellsten
Stufe sind jeweils den funktionalen Sicherheitsanforderungen (FSA) zugeordnet, auf
deren Realisierung sie sich beziehen. TSAs speziellerer Stufen sind jeweils TSAs der
nächst generelleren Stufe zugeordnet. Damit besteht die Zuordnung vom Generellen
zum Allgemeinen oder in Richtung der Erfüllung/Vermeidung der Gefährdung. Die
Zuordnung von TSAs auf Artefakte der EEA findet auf vergleichbarer Detaillierungs-
stufe statt. Propagationen genereller TSAs auf detailliertere Hierarchiestufen (z.B.
interne Struktur von Funktionskompositionen) werden nicht vorgenommen. Somit
wird eine selektive Zuteilung unterstützt. Die Rückverfolgung wird über Links zwi-
schen den TSAs verschiedener Detaillierungsstufen vorgenommen, nicht über die
Struktur der EEA. Wie FSA-ANs werden auch TSA-ANs nicht in Bezug auf Ebenen
der EEA Modellierung unterschieden.
Abbildung 6.6 zeigt die Zuteilung von TSA Annotationen (TSA-AN) auf Komposi-
tionen oder Elemente der jeweiligen Hierarchiestufen des EEA Modells. Da die EEA
Modellierung in frühen Entwicklungsphasen angesiedelt ist, wird hier nicht die de-
taillierteste Stufe von TSAs beschrieben sein. Bezieht sich ein TSA auf eine technische
Realisierung, die in der EEA nur grob spezifiziert wird, so kann nur eine Annotation
auf abstrakter Stufe erfolgen, wie dies in der Abbildung beispielsweise für »TSA-AN
2 Stufe x« der Fall ist. Werden in der EEA viele Details einer technischen Realisierung
als Beitrag zur Erfüllung von Sicherheitszielen spezifiziert (z.B. »TSA-AN 1 Stufe x«),
so können auch Detaillierungen der TSA-ANs den entsprechenden Modellartefakten
zugeteilt werden.
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TSA-AN 1 Stufe x 
 TSA-AN 1.1 Stufe x+1 
  TSA-AN 1.1.1 Stufe x+2 
 TSA-AN 1.2 Stufe x+1 
 TSA-AN 1.3 Stufe x+1 
  TSA-AN 1.3.1 Stufe x+2 
  TSA-AN 1.3.2 Stufe x+2 
TSA-AN 2 Stufe x 

















Komposition Stufe x 
Komposition/Element Stufe x+1 
Komposition/Element Stufe x+2 
Abbildung 6.6: Zuteilung von TSAs auf Artefakte des Funktionsnetzwerks
Die Konzepte und Relationen der Zuteilung von FSAs und TSAs auf Artefakte von
EEA Modellen durch Einsatz von Annotationen ist in Abbildung 6.7 dargestellt 7.
Diese erweitern das Klassendiagramm aus Abbildung 6.3. Die Konzepte beziehen
sich auf »Anforderung«, »Anforderungszuteilung« und »EE-Artefakt« als Konzepte
der zugrundeliegenden Sprache (beispielsweise EEA-ADL oder EAST-ADL). Oben
rechts in der Abbildung werden die Vererbungsrelationen zwischen den hier vor-
gestellten sicherheitsbezogenen Konzepten und Konzepten der zugrunde liegenden
Sprache dargestellt. Technische Realisierungen können auch Anforderungen an den
Leitungssatz sowie die Topologie stellen, weswegen diese Ebenen in Bezug auf TSRs
beleuchtet werden.
6.2.5 Übersicht der Aktivitäten
Eine Übersicht über die Aktivitäten in Bezug auf die Handhabung von Sicherheits-
anforderungen in Bezug auf EEA Modelle wird in Abbildung 6.8 dargestellt. Die Ak-
tivitäten der Definition des Item, seiner groben Systemarchitektur, die Bestimmung
von Gefährdungen und Sicherheitszielen, die Bestimmung von Anforderungen an
andere Items sowie die Zuteilung dieser Anforderungen sind noch unabhängig vom
EEA Modell. Die Ergebnisse dieser Aktivitäten können in tabellarischer Form ent-
sprechend Kapitel 5.4 Tabelle 5.1 dargestellt werden. Dies kann durch die Verwen-
dung von EEA Modellierungswerkzeugen unterstützt werden. Die folgenden Ak-
tivitäten beziehen sich auf die Zuteilung bestehender Anforderungen auf die EEA
Modelle, der Ableitung und Detaillierung von FSAs und TSAs sowie deren Zutei-
lung auf Artefakte von EEA Modellen. Diese Aktivitäten sind abhängig von den spe-
zifischen Zusammenhängen im EEA Modell und unter Verwendung von Konzepten
domänenspezifischer Sprachen wie EEA-ADL oder EAST-ADL durchzuführen.
7FN steht für Funktionsnetzwerk, CMPN für Komponentennetzwerk, WH für Kabelsatz (von engl.
















































Abbildung 6.7: Klassendiagramm für Annotationen von FSAs und TSAs
6.3 Bottom-Up Zuteilung
Im vorangehenden Kapitel wurden Methoden und Aktivitäten für die Betrachtung
und Zuteilung von Sicherheitsanforderungen auf Artefakte von EEA Modellen vor-
gestellt. Diese Aktivitäten sind händisch durchzuführen und ihre Anwendung eignet
sich in Verbindung mit parallel entwickelten sowie bestehenden EEA Modellen. Um
den Aufwand bei der Zuteilung von Sicherheitsannotationen bei bestehenden EEA
Modellen zu verringern wird in diesem Kapitel eine Methode vorgestellt, die einen
Teil der Zuteilungen automatisiert.
Die Automatisierung bezieht sich auf die Zuteilung von Sicherheitsannotationen,
welche Sicherheitsziele adressieren, auf Artefakte von EEA. Damit wird der Gel-
tungsbereich von Sicherheitszielen aufgespannt. Die Kommunikationsstruktur und
Interaktionsstruktur der bestehenden Architektur ist Grundlage für die Durchfüh-
rung. Da sich FSAs und TSAs selektiv auf Artefakte innerhalb des Geltungsbereiches
von Sicherheitszielen beziehen, ist für deren Zuteilung Entwicklerwissen erforder-
lich. Daher werden FSAs und TSAs bei der automatisierten Zuteilung nicht berück-
sichtigt.
Die vorgestellte Methode ist als Unterstützung der Sicherheitsbetrachtungen zu ver-
stehen sowie dem schnellen Übersichtsgewinn über die Geltungsbereiche von Sicher-
heitsanforderungen und den damit verbundenen ASIL-Klassifizierungen. Durch die
Verwendung der Kommunikationsstruktur und Interaktionsstruktur ermöglicht sie
Aussagen in Bezug auf die Ebenen Funktionsnetzwerk (FN) und Komponentennetz-
werk (CMPN).
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Iterative Aktivität 
Zuteilung von funktionalen  
Sicherheitsanforderungen auf Sicherheitsziele  
entsprechend ihrer Ableitung 
Definition des Item 
Zuteilung von Gefährdungen zu den  
Komponenten der groben Systemarchitektur  
des Item 
Zuteilung von Sicherheitszielen auf  
Gefährdungen entsprechend ihrer Ableitung 
Zuteilung der Anforderungen von anderen 
 Items an die entsprechenden Interaktions- 
punkte der groben Systemarchitektur  
des Item 
Modellierung der funktionalen Zusammen- 
 hänge des Item als Funktionsnetzwerk unter  
Verwendung domänenspezifischer Sprache 
Zuteilung des betrachteten Sicherheitsziels   
zur groben Systemarchitektur des Item 
Zuteilung von Gefährdungen zu Artefakten 
des FN des E/E-Architektur Modells des Item 
Anlegen von Modellierungsebenenspezifi- 
schen Annotationen für jedes Sicherheitsziel 
Zuteilungen der Anforderungen an andere  
Items an entsprechende Interaktionspunkte 
der groben Systemarchitektur des Item 
Definition der groben Systemarchitektur des  
Item 
Übertragung der Zuteilung entsprechend der  
Ausführungszuteilung von Funktionen auf  
ausführende Einheiten des  
Komponentennetzwerks 
Bestimmung von Gefährdungen 
Zuteilung der Anforderungen von anderen  
Items an die entprechenden Interaktions- 
punkte des FN des Item 
Definition von Anforderungen  
an andere Items 
Ableitung von funktionalen  
Sicherheitsanforderungen 
Anlegen von Annotationen für technische  
Sicherheitsanforderungen 
Ableitung von Sicherheitszielen 
Anlegen von  Annotationen für funktionale  
Sicherheitsanforderungen 
Annotation von Kommunikationsnetzen im  
Komponentennetzwerk (Anbindungen,  
Verbindungen, Signal- und  
Frame-Transmissionen) 
Stellt Erfüllung von betrachtetem  
Sicherheitsziel Anforderungen an  
andere Items 
Ableitung von technischen  
Sicherheitsanforderungen 
Annotation von Leistungsversorgungsnetzen  
(Anbindungen, Verbindungen, Massestellen  
und Sicherungs-Relais-Boxen) 
Zuteilung von Annotationen für funktionale  
Sicherheitsanforderungen auf  
Funktionen/Kompositionen des FN 
Detaillierungsgrad-spezifische Zuteilung von  
Annotationen für technische  
Sicherheitsanforderungen auf Artefakte des  
E/E-Architektur Modells 
Zuteilung von technischen  
Sicherheitsanforderungan auf funktionale  
Sicherheitanforderungen entsprechend ihrer  
Ableitung 
Existieren Anforderungen  
von anderen Items 
Übertragung der Zuteilung von  
Sicherheitszielen auf Artefakte des FN  
(Funktionen, Ports) 
Detailierung des Modells der E/E-Architektur 
Zuteilung von technischen  
Sicherheitsanforderungen auf technische  
Sicherheitsanforderungen entsprechend  
ihrer Ableitung 
Abbildung 6.8: Aktivitäten der Ableitung und Zuteilung von Gefährdungen und Si-
cherheitsanforderungen auf Artefakte von EEA Modellen
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Die automatisierte Zuteilung erfordert als Anfangsbedingung, dass die Funktionen
der betrachteten Merkmale des aktuell betrachteten Item zu einer dem Item entspre-
chenden Komposition zusammengefasst sind. Durch die automatisierte Zuteilung
werden jeweils die auf Gefährdungen bezogenen Sicherheitsziele durch die beste-
hende Kommunikations- und Interaktionsstruktur der EEA propagiert.
6.3.1 Propagation von Annotationen im Funktionsnetzwerk
Die Propagation beginnt mit der Zuteilung von Gefährdungen zu den entsprechen-
den Aktuatorfunktionen. Die Propagation wird selektiv für jede zugeteilte Gefähr-
dung durchgeführt. Sie beginnt mit der Zuteilung der Sicherheitsannotation auf die
entsprechende Aktuatorfunktion und von dort aus über die Vernetzungsstruktur des
Funktionsnetzwerks bis zu den jeweiligen elementaren Funktionen, welche zur An-
steuerung der Aktuatorfunktion beitragen. Die Propagation erfolgt über Hierarchie-
stufen hinweg, welche durch Kompositionen realisiert werden. Kompositionen selbst
werden nicht annotiert. Dabei wird die Nomenklatur festgelegt, dass ein »Ausgangs-
port« einer Komposition einem »hierarchischen Eingang« und ein »Eingangsport«
einer Komposition einem »hierarchischen Ausgang« jeweils auf der nächsten de-
taillierteren Hierarchiestufe entspricht. Ist ein Eingangsport der Item-Komposition
erreicht, so wird eine »Anforderung an ein anderes Item« als Anforderungsobjekt
angelegt. Die aktuell betrachtete Sicherheitsannotation wird diesem Anforderungs-
objekt zugeteilt. Die »Anforderung an ein anderes Item« wird dem betrachteten Ein-
gangsport der Item-Komposition zugeteilt. Entsprechend der Vernetzungsstruktur
propagieren die Zuteilungen dieser Anforderung bis zu den elementaren Funktio-
nen des anderen Items, welche zur Bereitstellung von Daten für diesen Eingangsport
beitragen. Ebenfalls wird die Komposition des andern Item annotiert.
Elementaren Funktionen von EEA Modellen sind nicht notwendigerweise Übertra-
gungsfunktionen hinterlegt aus denen hervorgeht, welche Eingänge bei der Bereit-
stellung eines bestimmten Ausgangs berücksichtigt werden. Um die Durchführung
der automatisierten Zuteilung zu ermöglichen, werden diese Informationen jeweils
in der Beschreibung von elementaren Funktionen hinterlegt. Ist
• E = {e1, e2, e3, e4, e5} die Menge der Eingänge einer elementaren Funktion und
• A = {a1, a2, a3} die Menge der Ausgänge einer elementaren Funktion, so be-
schreibt
• a1 : (e1, e3); a2 : (e2, e3, e4); a3 : (e1, e3, e5) die Abhängigkeiten der Ausgänge aus
A von den Eingängen aus E.
Hierdurch ist die Propagation der Annotationszuteilungen von Ausgängen auf Ein-
gängen möglich. Abbildung 6.9 stellt die automatisierte Zuteilung von Sicherheits-
annotationen für Sicherheitsziele als Programmablaufplan dar.
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Start
Auswahl einer SA die über ein SZ 
einer Gefährdung zugeteilt ist
Entsprechende Gefährdung 
bereits zugeteilt?
Zuteilung der Gefährdung 
betroffene AktuatorfunktionenNein
Ja
Zuteilung der ausgewählten SA auf 
gleiche Aktuatorfunktion wie 
zugeteilte Gefährdung
Zuteilung der SA auf Eingangsport 
der Aktuatorfunktion
Zuteilung der SA auf zugehörigen 
Ausgangsport von Funktion oder 
Komposition
Ist verbunden mit 
hierarchischem 
Eingang?
Anlegen einer entsprechenden 
Anforderung an andere Items Item Grenze erreicht?Ja
Zuteilung der Anforderung an 
anderes Item auf aktuell 
betrachteten Eingangsport 
Zuteilung der der Anforderung an 
anderes Item auf zugehörigen 
Ausgangsport von Funktion/
Komposition 
Zuteilung der SA auf zugehörigen 
hierarchischen Eingangsport der 
Komposition
Ja
Zuteilung der SA auf Funktion des 
Ausgangsports
Nein




Zuteilung der SA auf zugehörigen 
hierarchischen Ausgang der 
Komposition
Ja Zuteilung auf verbundenen Eingang der KompositionNein
Nein
Ist Ausgangsport 
verbunden mit hierarchischem 
Eingang?
Zuteilung der Anforderung an 
anderes Item auf zugehörigen 
hierarchischen Eingangsport der 
Komposition
Ja
Zuteilung der Anforderung an 




Zuteilung der Anforderung an 
anderes Item auf Funktion/
Komposition des aktuell 
betrachteten Ausgangsports
Ist Ausgangsport von Item? Ja
Nein
Abbildung 6.9: Programmablaufplan für automatisierte Zuteilung von SAs für SZs
auf Artefakte des FN
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6.3.2 Propagation von Annotationen im Komponentennetzwerk
Durch bestehende formale Zuteilungen von Funktionen des Funktionsnetzwerks (FN)
auf ausführende Hardwarekomponenten des Komponentennetzwerks (CMPN) kann
die automatisierte Zuteilung von Sicherheitsannotationen (SA) für Sicherheitsziele
(SZ) auch auf das CMPN ausgeweitet werden. Der entsprechende Programmablauf-
plan wird in Abbildung 6.10 dargestellt. Hierbei werden die komponentennetzwerk-
spezifischen Annotationen CMPN-SA verwendet.
Start
Auswahl einer annotierten 
Funktion
Zuteilung der entsprechenden CMPN-
Annotation auf Aktuator des 





Zuteilung der entsprechenden CMPN-
Annotation auf Sensor des 





Zuteilung der entsprechenden CMPN-
Annotation auf ausführende Einheit 
des Komponentennetzwerks auf 




Zuteilung der aktuellen CMPN-
Annotation auf Steuergerät, in 
welchem sich die ausführende Einheit 
befindet
Abbildung 6.10: Programmablaufplan für automatisierte Zuteilung von SAs für SZs
auf Artefakte des CMPN
6.3.3 Propagation von Annotationen auf Netze der Kommunikation
und Leistungsversorgung
Die Anwendung der Propagation kann auf Übertragungen von Signalen und Frames
sowie Komponenten von Kommunikations- und Leistungsversorgungsnetzen ent-
sprechend der Diskussion in den Kapiteln 6.2.2.1 und 6.2.2.2 angewendet werden.
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Dabei werden Annotationen des Typs CMPN-SA auf Übertragungen angewendet,
welche Signale übertragen, die den zwischen entsprechend annotierten Eingangs-
und Ausgangsports des FN kommunizierten Informationen entsprechen. Anbindun-
gen und Verbindungen, welche diese Übertragungen senden oder empfangen wer-
den ebenfalls mit CMPN-SA annotiert. Der zugehörige Programmablaufplan ist in
Abbildung 6.11 dargestellt. Für Leistungsversorgungsnetze ergibt sich ein Program-
mablauf, der Leistungsversorgungsanbindungen annotierter Komponenten des Kom-
ponentennetzwerks ebenfalls diese Annotationen zuteilt. Die in Bezug auf Leistungs-
versorgungsanbindungen vorhandenen Annotationen werden ebenfalls den entspre-
chenden Verbindungen (Leistungsversorgungsnetze) sowie den entsprechenden Mas-
sestellen und Sicherungs-/Relaisboxen zugeteilt.
6.3.4 Realisierung
Die domänenspezifische Sprache EEA-ADL bietet die Konzepte Anforderung sowie
Anforderung-to-X-Mapping, welche hier für eine beispielhafte Implementierung ver-
wendet werden. Das Konzept Anforderung wird jeweils für Objekte der Art »Gefähr-
dung«, »Sicherheitsziel« und »Sicherheitsannotation« instanziiert, Anforderung-to-X-
Mapping jeweils für Relationen zwischen diesen Objekten sowie für Relationen zwi-
schen diesen Objekten und Artefakten der EEA.
Die Realisierung wird unter Einsatz von Modellabfrage-, Berechnungs- und Genra-
torblöcken in einem Metrikdiagramm (s. Kapitel 2.10.1.3) gefasst. Die Ausführung
erfolgt jeweils auf den Anforderungsobjekten im Paket »Gefährdungen« des jeweils
betrachteten Item (s. Tabelle 5.1). Jede Gefährdung wird von einem oder mehre-
ren Sicherheitszielen referenziert, die ihrerseits Instanzen des Konzeptes Anforderung
sind. Diese liegen im Paket »Sicherheitsziele« des betrachteten Item. Zur Realisierung
dieser Referenz werden FuSi-Links als Instanzen des Konzeptes Anforderung-to-X-
Mapping eingesetzt.
Zuerst erfolgt die Zuteilung von Sicherheitsannotationen auf Artefakte des Funkti-
onsnetzwerks (FN). Eine entsprechende Annotation (FN-SA) als Instanz des Kon-
zepts Anforderung wird im Paket »FN Annotationen« (s. Tabelle 6.1) des jeweils be-
trachteten Item angelegt sowie ein FuSi-Link als Instanz des Konzepts Anforderung-
to-X-Mapping, als Referenz zwischen dieser Annotation und dem Sicherheitsziel auf
welches sie sich bezieht. Die Zuteilung der Annotationen wird entsprechend des
Programmablaufplans nach Abbildung 6.9 selektiv für jedes Sicherheitsziel des Item
durchgeführt. Für jedes zu annotierende Artefakt des Funktionsnetzwerks wird ein
FuSi-Link als Instanz von Anforderung-to-X-Mapping angelegt als Referenz zwischen
der aktuell betrachteten Sicherheitsannotation und dem Artefakt. Ergeben sich An-
forderungen an andere Items, so wird für die betrachtete Annotation eine Instanz des
Konzepts Anforderung im Paket »Anforderungen an andere Items« des aktuell be-
trachteten Item angelegt sowie ein FuSi-Link als Instanz des Konzepts Anforderung-
to-X-Mapping zwischen diesem Anforderungsobjekt und dem aktuell betrachteten




Generierung aller Signale als 
Repräsentation von Informationen, 
welche zwischen Hardware 
Komponenten ausgetauscht werden, 
sowie den zugehörigen 
Signaltransmissionen und 
Frametransmissionen
Auswahl einer unbearbeiteten 
Signaltransmission und des 
zugehörigen Signals
Ist Port annotiert?
Ermittlung eines Ports im FN, welcher 
das Datenelement, aus welchem das 
ausgewählte Signal generiert wurde, 
empfängt
Bestimmung der Annotation auf FN-
Ebene sowie ihrer zugehörigen 
CMPN-AN
Ja
Übertragen der CMPN-AN auf die 
betrachtete Signaltransmission und 
Markierung der Signaltransmission als 
bearbeitet
Annotation der Verbindung (CMPN) 
über welche die betrachtete 
Signaltransmission übertragen wird
Annotation derjenigen Anbindungen 












mission unbearbeitete annotierte 
Signal-transmissionen?
Auswahl einer dieser annotierten 
Signaltransmission und ihrer 
Annotation (CMPN-AN)
ja
Annotation der Frametransission mit 
der Annotation der betrachteten 
Signaltransmission
Frametrans-
mission bereits mit dieser 
annotiert?
nein










Abbildung 6.11: Programmablaufplan für automatisierte Zuteilung von SAs für SZs
auf Netze der Kommunikation und Leistungsversorgung
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Entsprechend wird jeweils ein Anforderungsobjekt im Paket »Anforderungen von
anderen Items« des jeweils anderen Items angelegt. Dem Programmablaufs nach Ab-
bildung 6.9 folgend, wird für jedes bestimmte E/E-Artefakt des anderen Items ein
FuSi-Link (Instanz des Konzepts Anforderung-to-X-Mapping) als Referenz zwischen
dem betrachteten E/E-Artefakt und dem jeweiligen Anforderungsobjekt im Paket
»Anforderungen von anderen Items« des anderen Item erstellt.
Für die Zuteilung von Annotationen zu Artefakten des CMPN, zu Signal- und Fra-
metransmissionen sowie zu Artefakten von Kommunikations- und Leistungsver-
sorgungsnetzen wird entsprechend verfahren. Auch hier werden jeweils entspre-
chende FuSi-Links als Relation zwischen CMPN-spezifischen Sicherheitsannotatio-
nen (CMPN-SA) und Artefakten des EEA Modells angelegt.
Durch die Generierung der Zusammenhänge zwischen Sicherheitszielen und Arte-
fakten der Ebenen FN und CMPN des EEA Modells entsteht eine schnelle Über-
sicht über den vermeindlichen Geltungsrahmen von Sicherheitszielen. Dies bildet
die Grundlage für Überarbeitungen der EEA, die Gegenstand des folgenden Kapi-






In den beiden vorigen Kapiteln 5 und 6 wurden Methoden zum Umgang mit Sicher-
heitsanforderungen in Bezug auf deren Geltungsbereiche in E/E-Architektur (EEA)
Modellen dargestellt. Dieses Kapitel beschäftigt sich mit der Überarbeitung von EE-
As in Hinblick auf die Bereitstellung sicherer, funktional sicherheitsbezogener Merk-
male 1. Hierbei wird die Bedeutung der ASIL Dekomposition beschrieben, sowie die
Anwendung von Redundanzmitteln zur Steigerung der funktionalen Sicherheit 2.
Schließlich wird eine Metrik vorgestellt, mit welcher sich Architekturalternativen in
Bezug auf funktionale Sicherheit vergleichen lassen.
7.1 ASIL Dekomposition nach ISO 26262
ISO 26262 stellt in Teil 9 §5 eine Methode zur Dekomposition von ASILs vor. Die-
ser liegt zugrunde, dass sich die an eine Komponente gestellten Anforderungen und
Auflagen entsprechend einer ASIL-Klassifikation auf mehrere Komponenten vertei-
len lassen, wobei die Klassifikation für jede dieser Komponenten in Bezug auf die
ursprüngliche Klassifikation herabsetzen lässt. Abbildung 7.1 stellt die ASIL Dekom-
positionsmetrik nach ISO 26262 Teil 9 §5.4.7 dar. Dabei steht die Bezeichnung QM für
Maßnahmen der Qualitätssicherung und des Qualitätsmanagement. Bezeichnungen
der Form ASIL X(Y) geben die Ableitung eines ASIL X von einem ASIL Y wieder.
Dies bezieht sich auf zusätzliche Anforderungen an die beiden Komponenten, auf
welche der vor der Dekomposition bestehende gültige ASIL verteilt wird. Diese An-
forderungen sind in Teil 9 §5.4.8 und §5.4.9 beschrieben.
1Die Inhalte dieses Kapitels wurden vom Autor der hier vorliegenden Arbeit und Co-Autoren in
[112] veröffentlicht.
2Teile der in diesem Kapitel dargestellten Inhalte wurden im Zuge der vom Autor der vorliegenden
Arbeit betreuten Studienarbeit von Herrn Thomas Glock mit dem Titel »Methodische Beschrei-
bung von Redundanz in Bezug auf ASIL Dekomposition nach ISO 26262 zur Erhöhung der funk-
tionalen Sicherheit in Automobilen« [Glo11] erarbeitet.
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Dabei wird unter anderem die Unabhängigkeit der Komponenten, auf welche der
ursprüngliche ASIL verteilt wird, in Bezug auf gemeinsame Fehler gefordert. Darauf
bezogen wird die Unabhängigkeit der Komponenten dadurch begründet,
• dass die Analyse abhängiger Fehler keinen Fall abhängiger Fehler aufdeckt,
welcher zu einer Verletzung der vor der Dekomposition bestehenden Sicher-
heitsanforderung führen kann, oder,
• wenn jeder aufgedeckte Fall von abhängigen Fehlern durch eine adäquate Maß-
nahme mit dem ASIL des geltenden Sicherheitsziels kontrolliert wird.
Die Dekomposition von ASILs kann an einigen Stellen des Sicherheitslebenszyklus
nach ISO 26262 angewendet werden:
• Allokation von funktionalen Sicherheitsanforderungen nach Teil 3 §8.4.3.2
• Spezifikation des Systemdesigns und des technischen Sicherheitskonzepts nach
Teil 4 §7.4.2.5
• Hardwaredesign nach Teil 5 §7.4.3.1
• Design der Softwarearchitektur nach Teil 6 §7.4.12
Damit kann es sich bei Komponenten auf welchen die ASIL Dekomposition ange-
wendet wird um Komponenten des groben Architekturdesign, des Systemdesign,
des Hardwaredesign oder der Softwarearchitektur handeln.
ASIL D 
ASIL B(D) ASIL B(D) 
ASIL B 
ASIL A(B) ASIL A(B) 
ASIL C 
ASIL B(C) ASIL A(C) 
ASIL D 
ASIL C(D) ASIL A(D) 
ASIL D 
ASIL D(D) QM (D) 
ASIL C 
ASIL C(C) QM (C) 
ASIL B 
ASIL B(B) QM (B) 
ASIL A 
ASIL A(A) QM(A) 
Abbildung 7.1: Klassifikationsschema von ASILs für die Dekomposition von Sicher-
heitsanforderungen nach ISO 26262
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7.2 Diskussion der ASIL Dekomposition
Die ASIL Dekomposition bezieht sich jeweils auf eine Komponente der jeweils be-
trachteten Detaillierungsstufe der Entwicklung. Dabei ist es der prinzipielle Gedan-
ke, die in Bezug auf die betrachtete Komponente mit einem Sicherheitsziel verbun-
denen Anforderungen an funktionale Sicherheit durch mehrere Komponenten zu
erbringen. Da diese Erbringung auf mehrere Komponenten verteilt wird, kann der
Grad der Klassifizierung und die damit verbundenen Auflagen für jede dieser Kom-
ponenten im Vergleich zum Zustand vor der Dekomposition verringert werden. Wer-
den die Komponenten, auf welche der vor der Dekomposition bestehende ASIL ver-
teilt wird, gemeinsam betrachtet, so entspricht diese Kombination der vor der De-
komposition geltenden Klassifizierung, auch wenn für jede einzelne Komponente
dieser Kombination geringere Sicherheitsanforderungen bestehen.
Jedoch wird beispielsweise aus der Klassifikation ASIL C durch Dekomposition nicht
nur ASIL B und ASIL A. Es bestehen zusätzliche Anforderungen zwischen den bei-
den dekomposierten Klassifikationen, wie beispielsweise die Unabhängigkeit in Be-
zug auf gemeinsame Fehler. Daher ist zu berücksichtigen, wie Klassifikationen zu-
stande gekommen sind. Aus diesem Grund werden die Ergebnisse mit ASIL B(C)
und ASIL A(C) betitelt.
Die Dekomposition von ASILs bezieht sich jeweils einzeln auf Sicherheitsziele bzw.
Gefährdungen, welche in der Gefährdungs- und Risikoanalyse nach ISO 26262 Teil
3 §7 mit den vor der Anwendung der Dekomposition geltenden ASILs klassifiziert
wurden. Werden in Hinblick auf die Anwendung der ASIL Dekomposition Maßnah-
men der funktionalen Sicherheit angewendet, so muss die ASIL Dekomposition für
jedes für die betrachtete Komponente geltende Sicherheitsziel einzeln angewendet
werden. Daraus kann sich ergeben, dass eine Verteilung der vor der Dekomposition
bestehenden ASILs für ein oder mehrere geltenden Sicherheitsziele möglich ist, für
andere jedoch nicht.
7.2.1 Dekompositionsbeispiel
Dies soll anhand eines Beispiels verdeutlicht werden. Hierzu wird das Merkmal eines
automatischen Heckspoilers (AHS) betrachtet, wie bereits in Kapitel 5.3 beschrieben.
In Bezug auf den AHS werden folgende Gefährdungen betrachtet 3:
• Der Spoiler fährt bei Erhöhung der Geschwindigkeit nicht aus. Damit geht die
Gefährdung des Wegbrechens des Fahrzeughecks einher. Eine Gefährdungs-
und Risikoanalyse nach ISO 26262 Teil 3 ergab eine Klassifikation der Schwere
eines möglichen Schadens mit S3, der Häufigkeit der Fahrsituation mit E3 sowie
der Beherrschbarkeit durch den Fahrer mit C2. Daraus resultiert ASIL B.
3Die dargestellte Klassifizierung ist rein akademischer Natur und dient ausschließlich der Bereitstel-
lung von Beispieldaten. Sie stehen in keinerlei Bezug zu bestehenden oder aktuell entwickelten
Systemen.
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• Der Spoiler fährt unerwünscht bei höheren Geschwindigkeiten ein. In diesem
Falle kann ebenfalls das Fahrzeugheck wegbrechen. Eine Gefährdungs- und
Risikoanalyse nach ISO 26262 Teil 3 ergab eine Klassifikation der Schwere eines
möglichen Schadens mit S3, der Häufigkeit der Fahrsituation mit E3 sowie der
Beherrschbarkeit mit C3. Daraus resultiert ASIL C.
Damit bestehen zwei Gefährdungen in Bezug auf das Merkmal AHS 4. Abbildung
7.2 stellt die grobe Systemarchitektur des Merkmals AHS dar, welches in diesem Zu-
sammenhang als Item interpretiert wird 5.
Für das Item sowie für die darin enthaltene Komponente »Ansteuerung automati-
scher Heckspoiler« gelten Anforderungen und Entwicklungsauflagen entsprechend
der am höchsten klassifizierten Gefährdung, die in Zusammenhang mit der nicht
korrekten Erfüllung der Funktion des Item besteht. Diese sind ASIL B und ASIL C,















Abbildung 7.2: Grobe Systemarchitektur des AHS vor Dekomposition
Zur Erhöhung der funktionalen Sicherheit des Systems, kann eine zusätzliche Kom-
ponente in den Kontrollpfad des Aktuators des AHS eingebracht werden, welche
eine Ansteuerung zulassen muss, bzw. unterbrechen kann. Abbildung 7.3 stellt die
resultierende grobe Systemarchitektur dar.
Die zusätzliche Komponente bestimmt anhand der Fahrzeuggeschwindigkeit und
anderer Parameter 6 ob eine Ansteuerung zur aktuellen Situation zulässig ist. Hier
wurde bereits eine ASIL Dekomposition durchgeführt. Das Einbringen der zusätz-
lichen Komponente trägt zur funktionalen Sicherheit bezüglich der Gefährdung des
Einfahrens des AHS bei höheren Geschwindigkeiten bei. ASIL Dekomposition wird
in Hinblick auf diese Gefährdung und die damit verbundene Klassifikation durchge-
führt.
4Dies ist eine akademische Betrachtung im Sinne der Verfügbarkeit eines Beispiels. Es wird kein
Anspruch auf Vollständigkeit erhoben.
5Abbildung 7.2 entspricht einem Auszug von Abbildung 5.3 aus Kapitel 5.3.
6Würden Bestimmung der Fahrzeuggeschwindigkeit und deren Übertragung in Bezug auf die Kom-
ponenten des Item auf gleiche Weise realisiert, so wäre die Unabhängigkeit gegenüber gemeinsa-
men Fehlern, wie falsch bestimmte Fahrzeuggeschwindigkeit oder Fehler bei der Übertragung,
nicht gegeben und somit die Dekomposition nicht zulässig.
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Abbildung 7.3: Grobe Systemarchitektur des AHS nach Dekomposition
Entsprechend Abbildung 7.1 wird die Dekomposition von ASIL C zu ASIL B(C) und
ASIL A(C) gewählt. ASIL B(C) bleibt auf der ursprünglichen Komponente, ASIL
A(C) wird auf die hinzugekommene Komponente übertragen.
In Bezug auf die andere bestehende Gefährdung bleibt die Klassifikation der ur-
sprünglichen Komponente unverändert. Da von dieser Gefährdung auch die hin-
zugekommene Komponente betroffen ist, wird sie ebenfalls mit ASIL B klassifiziert.
Somit müssen beide Komponenten des Item entsprechend der Klassifikation ASIL
B entwickelt werden. Zusätzlich gelten auf die Dekomposition bezogenen Anfor-
derungen, welche jeweils durch Angabe des Zustandekommens der Klassifikation
ausgedrückt werden können. Wird das Item von außen betrachtet, so bleiben die Pa-
rameter der Gefährdungseinstufung unverändert 7.
7.2.2 Bezug zwischen Dekomposition und Architekturänderungen
Wie im vorigen Kapitel dargestellt ist die ASIL Dekomposition jeweils abhängig von
bestehenden Gefährdungen bzw. Sicherheitszielen und deren ASIL Klassifizierung.
Zudem werden bei Anwendung der ASIL Dekomposition zusätzliche Anforderun-
gen an die Komponenten gestellt, auf welche der vor der Dekomposition für die
ursprüngliche Komponente geltende ASIL verteilt wird. EEA spezifische Maßnah-
men können einen Einfluss auf die Zuverlässigkeit der modellierten Merkmale haben
und damit zur möglichen Anwendung der ASIL Dekomposition beitragen. Bestehen
in Zusammenhang mit einem Merkmal mehrere Sicherheitsziele, so haben Anwen-
dungen von Architekturmaßnahmen häufig Auswirkungen auf diese. Sicherheitszie-
le werden in Bezug auf Gefährdungen abgeleitet, welche durch Abweichungen des
beabsichtigten Verhaltens der Erfüllung des betrachteten Merkmals entstehen.
7Während in Bezug auf die Parameter »Schwere eines möglichen Schadens« und »Häufigkeit der
Fahrsituation« üblicherweise kein Einfluss durch Maßnahmen der Elektrik und Elektronik genom-
men werden kann, so lässt sich die »Kontrollierbarkeit durch den Fahrer« durch entsprechende
Maßnahmen verändern. Dies kann zu einer veränderten ASIL Klassifizierung führen.
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Dabei können diese Abweichungen generell in zwei Fehlerarten unterschieden wer-
den:
• Unterlassung: Eine Funktion des Merkmals ist erforderlich, wird aber nicht
ausgeführt.
• Unerwünschte Ausführung: Eine Funktion des Merkmals wird ausgeführt, ob-
wohl sie nicht angefordert wurde.
Zur Erhöhung der Sicherheit und Zuverlässigkeit von merkmalserfüllenden Syste-
men lassen sich Maßnahmen der Architekturänderung anwenden. Dabei besteht je-
doch grundsätzlich die Möglichkeit, dass Maßnahmen, welche sich positiv auf die
Sicherheit und Zuverlässigkeit bezüglich Gefährdungen der einen Fehlerart auswir-
ken, einen negativen Einfluss auf Gefährdungen der anderen Fehlerart haben.
7.2.3 Betrachtung im Zuverlässigkeits-Block-Diagramm
Die Zuverlässigkeit eines Systems, das aus mehreren Komponenten besteht, kann
entsprechend der Methode von Zuverlässigkeits-Block-Diagrammen (ZBD) (engl.
Reliability Block Diagram) [223] dargestellt und berechnet werden 8.
Abbildung 7.4 stellt Zuverlässigkeits-Block-Diagramme (ZBDe) des Automatischen
Heckspoilers vor und nach dem Einsatz einer Sicherheitsmaßnahme dar. Diese bezie-
hen sich jeweils auf die Zuverlässigkeit der Erfüllung des Merkmals »automatischer
Heckspoiler« in Bezug auf die ermittelten Fehlerarten »Unterlassung« und »Uner-
wünschte Ausführung«. Der linke Teil der Abbildung zeigt das ZBD vor Einsatz
der Sicherheitsmaßnahme und entspricht der groben Systemarchitektur nach Abbil-
dung 7.2. Die Merkmalserfüllung wird hier ausschließlich durch die Komponente
»Ansteuerung automatischer Heckspoiler« realisiert, die im ZBD als AHS-Controller
bezeichnet ist. Damit haben die Zuverlässigkeits-Block-Diagramme für diese Syste-
marchitektur in Bezug auf die beiden betrachteten Fehlerarten die gleiche Struktur.
Der mittlere sowie der rechte Teil der Abbildung zeigen die ZBDe entsprechen der
groben Systemarchitektur nach Anwendung der Sicherheitsmaßnahme, wie in Ab-
bildung 7.3 dargestellt.
8In einem ZBD werden die Komponenten des betrachteten Systems in Form untereinander verbun-
dener Blöcke dargestellt. Jeder Block repräsentiert die Zuverlässigkeit der jeweiligen Komponen-
te. Die Verbindung der Blöcke orientiert sich dabei nicht am Kontroll- oder Datenfluss im System
sondern an der Aufrechterhaltung der Systemfunktion. Dabei werden die Blöcke so miteinander
verbunden, wie es ihrem Beitrag zur Aufrechterhaltung der Systemfunktion entspricht. Repräsen-
tieren in einem ZBD die beiden Blöcke RK1 und RK2 jeweils die Zuverlässigkeiten (engl. Reliability)
von zwei Systemkomponenten K1 und K2, und sind diese in einer seriellen Struktur angeordnet,
so können diese zu einem Block Rseriell zusammengefasst werden. Die resultierende Zuverlässig-
keit dieses Blocks berechnet sich zu Rseriell = RK1 · RK2. Im Falle einer parallelen Struktur der
beiden Blöcke RK1 und RK2 können diese zu einem Block Rparallel zusammengefasst werden, des-
sen Zuverlässigkeit sich zu Rparallel = RK1 + RK2 − RK1 · RK2 berechnet. Dies gilt jedoch nur unter
der Annahme, dass die Zuverlässigkeiten der Komponenten K1 und K2 stochastisch unabhängig
von einander sind.
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Die eingesetzte Architekturmaßnahme besteht im Einbringen einer zusätzlichen Kom-
ponente, welche die Ansteuerung des Heckspoilers weiterleitet oder unterbricht. Der
mittlere Teil bezieht sich auf die Fehlerart »Unerwünschte Ausführung«. Dieser Feh-
ler wird vermieden, wenn eine der beiden Komponenten AHS-Controller oder AHS-
Switch (entspricht der Komponente »Gewährung/Unterbrechung der Ansteuerung
nach Abbildung 7.3) ordnungsgemäß funktioniert, also der Heckspoiler entweder
korrekt angesteuert oder die Ansteuerung bei erkanntem Fehler unterbrochen wird.
Hieraus ergibt sich eine Parallelschaltung, da ein valider Pfad vom Eingang des
Zuverlässigkeits-Block-Diagramms zum Ausgang besteht, wenn mindestens eine der
Komponenten ordnungsgemäß funktioniert. Der rechte Teil zeigt das ZBD in Bezug
auf die Anwendung der gleichen Sicherheitsmaßnahme, jedoch unter Betrachtung
der Fehlerart »Unterlassung«. Um den Aktuator des Heckspoilers korrekt ansteuern
zu können ist es erforderlich, dass beide Komponenten ordnungsgemäß funktionie-
ren. Daraus ergibt sich eine Serienschaltung im ZBD. Durch die Stochastik werden
Zuverlässigkeiten Werte zwischen 0 und 1 zugeordnet. Entsprechend der Formel für
die Parallelschaltung im ZBD liegt der Wert und damit die Zuverlässigkeit höher










Fehlerhafte Ausführung, Unterlassung 
Abbildung 7.4: Zuverlässigkeits-Block-Diagramme für Architekturalternativen des
Merkmals automatischer Heckspoiler
7.2.4 Vorgehen bei der Dekomposition
Die Möglichkeiten der Anwendung der ASIL Dekomposition erfordert den Einsatz
von Sicherheitsmechanismen und -methoden. Diese müssen dem betrachteten Sys-
tem hinzugefügt werden. Sie tragen üblicherweise nicht zur Merkmalserfüllung des
Systems selbst bei sondern zur Erfüllung der Anforderungen nach funktionaler Si-
cherheit. Etliche können den Mechanismen von Redundanz (s. Kapitel 2.8) zuge-
schrieben werden. Somit ist die ASIL Dekomposition eng mit dem Einsatz von Red-
undanzmechanismen verbunden, wobei diese in den meisten Fällen Voraussetzung
für die Anwendung der ASIL Dekomposition sind.
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Abbildung 7.5: Randbedingungen der ASIL Dekomposition
Abbildung 7.5 stellt die Randbedingungen dar, die bei der ASIL Dekomposition zu
betrachten sind. Um die Betrachtung dieser Randbedingungen bei der Überarbei-
tung oder dem initialen Design von EEA Modellen zu strukturieren wird im Folgen-
den eine entsprechende Methodik vorgestellt. Diese besteht aus zwei Teilen. Zum
Einen einem Nachschlagewerk, welches mögliche Redundanzmittel und deren Aus-
wirkungen auf die EEA beschreibt. Die erweiterbare Struktur eines solchen Nach-
schlagewerks wird hier beispielhaft dargestellt. Zum Anderen aus einem methodi-
schen Vorgehen zum Einbringen von Redundanzmittel in neue oder bestehende EEA
und der folgenden Anwendung der ASIL Dekomposition.
7.2.4.1 Nachschlagewerk
Das Nachschlagewerk soll einen Überblick über Redundanzmittel bieten, die im Rah-
men der EEA Modellierung einsetzbar sind. Beim Anlegen von Einträgen für das
Nachschlagewerk sollte darauf geachtet, werden, dass die Lösungen hinreichend all-
gemein sind. Sie sollten mehr Design Pattern (engl. für Entwurfsmuster) darstellen
als konkrete Realisierungen. Nach [76] ist ein Design Pattern eine verallgemeinerte
Lösung, die auf ein vorkommendes allgemeines Problem angewendet werden kann.
Um ein Design Pattern als solches verwenden zu können, muss es auf ein häufiges
wiederkehrendes Problem nützlich anwendbar sein. Entsprechend [76] gehören zur
Beschreibung eines Design Pattern ein Bezeichner, der Einsatzzweck, die Lösung so-
wie die Folgen.
Folgende Kategorien des Nachschlagewerks berücksichtigen das Konzept von De-
sign Pattern:
• Ebene der EEA Modellierung: Beschreibt die Ebene der EEA Modellierung,
auf welcher der Einsatz des Redundanzmittels initiiert wird. Hierzu zählen das
Funktionsnetzwerk (FN), das Komponentennetzwerk (CMPN), der Leitungs-
satz sowie der Signalpool.
• Redundanzmittel: Beschreibt das eingesetzte Redundanzmittel. Hierzu zählen
in Bezug auf das FN:
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– Funktionelle Redundanz
– Funktionelle Redundanz im Form von Zusatzfunktionen
– Funktionelle Redundanz in Form von Diversität
in Bezug auf das CMPN:
– Strukturelle Redundanz
sowie in Bezug auf den Signalpool:
– Informationsredundanz
– Zeitredundanz: In Bezug auf die EEA Modellierung bezieht sich dies auf
die zeitlichen Kommunikationsanforderungen von Signalen.
• Mechanismen: Beschreibt den speziellen Typ des Redundanzmittels. Hierzu
zählen Überwachungs- und Beobachterfunktionen, Rückfallebenen, N-Version
Progamming, sowie der Einsatz von Strukturen und Komponenten in Kontroll-
und Ansteuerungspfaden zur Unterbrechung der Ansteuerung oder Überfüh-
rung in einen sicheren Zustand.
• Auswirkungen auf Fehlerarten: Bezieht das eingesetzte Redundanzmittel auf
Anwendbarkeit im Sinne der Absicherung gegen die Fehlerarten »Unterlas-
sung« oder »Unerwünschte Ausführung«.
• Struktur vor der Anwendung: Gibt die Struktur der EEA bzw. den betroffenen
Teil vor Anwendung des Redundanzmittels wieder.
• Struktur nach der Anwendung/Architekturalternative: Gibt die Struktur der
EEA bzw. den betroffenen Teil nach der Anwendung des Redundanzmittels als
Architekturalternative wieder.
• Verweis auf Beispiele: Verweist in Bezug auf das jeweilige Redundanzmittel
auf repräsentative Beispielarchitekturen.
• Auswirkungen auf Ebenen der EEA Modellierung: Beschreibt die Ebenen der
EEA, auf welche sich die Anwendung der Architekturalternative auswirkt. So
hat beispielsweise das Einbringen von Überwachungsfunktionen wie Watch-
dog oder Beobachtern, die auf dem gleichen Prozessor wie die abzusichernden
Funktionen ausgeführt werden, Auswirkungen auf das FN, nicht aber auf das
CMPN, den Leitungssatz oder den Signalpool. Die Duplikation eines Signals
zur Übertragung über verschiedene Übertragungswege des Kommunikations-
netzwerks betrifft die Verfügbarkeit zusätzlicher Ports von Funktionen im FN,
sowie eventuell das CMPN und den Leitungssatz, wenn die verwendeten zu-
sätzlichen Übertragungswege noch nicht vorhanden sind (redundante Übertra-
gung eines Signals über eine Direktverbindung).
Beispielhaft werden die Bestimmungen von Einträgen des Nachschlagewerks ent-
sprechend einiger Sicherheitsmaßnahmen dargestellt, wie sie nach [197] in Airbag
Steuergeräten eingesetzt werden.
183
7 Optimierung von E/E-Architekturen unter Berücksichtigung funktionaler Sicherheit
Die entsprechenden Einträge sind in Tabelle 7.1 dargestellt. Die Spalten »Vorher« und
»Nachher« referenzieren auf Beispielarchitekturen, auf welche in der Darstellung aus
Gründen der Übersichtlichkeit verzichtet wurde.
7.2.4.2 Methodisches Vorgehen
Das methodische Vorgehen in Bezug auf die Anwendung von Redundanzmitteln
sowie die folgende ASIL Dekomposition ist in die drei Teile »Voraussetzungen«,
»Durchführung« und »Zusätzliche Kriterien« gegliedert. Notwendige Eingangsin-
formationen werden im Teil »Voraussetzungen« beschrieben. Hierzu zählen:
• Grenzen des betrachteten Item, seinen funktionellen Merkmalen, sowie der gro-
ben Systemarchitektur.
• Abgeschlossene Gefährdungs- und Risikoanalyse, ASIL Klassifikation der er-
mittelten Gefährdungen und sowie formulierte Sicherheitsziele.
• Vormodellierte oder skizzierte EEA des Items und seiner Umgebung oder Ge-
samtarchitektur des Fahrzeugs.
• Geltungsbereiche der Sicherheitsziele in Bezug auf die grobe Systemarchitek-
tur sowie auf die Artefakte des bestehenden EEA Modells. Anforderungen an
andere Items sowie Anforderungen von anderen Items mit den jeweils verbun-
denen Sicherheitszielen und ASILs.
Der Ablauf der Auswahl eines geeigneten Redundanzmittels sowie der folgenden
ASIL Dekomposition ist in Abbildung 7.6 dargestellt. Dieser Ablauf kann auf Items
angewendet werden, die entweder als grobe Systemarchitektur oder EEA Modell
vorliegen. Der rechte obere Teil des Ablaufplans bezieht sich auf Maßnahmen der
Überarbeitung, die sich auf die Gefährdung selbst auswirken indem sie die Kontrol-
lierbarkeit durch den Fahrer erhöhen. Dies kann eine Änderung des ASIL nach sich
ziehen. Die beiden Teile links und rechts unten beziehen sich jeweils auf die Teil-
prozesse »Bestimmung eines geeigneten Redundanzmittels ...« sowie »Anwendung
des Redundanzmittels ...«. Bestehen in Bezug auf das betrachtete Item verschiede-
ne Sicherheitsziele mit unterschiedlichen ASIL Klassifizierungen, so ist es ratsam die
Methodik jeweils auf die Komponenten mit der höchsten Klassifizierung anzuwen-
den.
Redundanzmittel sind unter Betrachtung verschiedener Kriterien auszuwählen:
• Anwendbarkeit,
• Verhältnis zwischen Entwicklungs-, Produktions- und Wartungsaufwand und
dem Ergebnis im Sinne der funktionalen Sicherheit, und
• Beeinflussung der Erfüllung anderer Sicherheitsziele durch den Einsatz zusätz-
licher Komponenten.
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Tabelle 7.1: Beispiel Nachschlagewerk mit in der EEA Modellierung anwendbaren
Redundanzmitteln
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Anwendung des Redundanzmittels auf das
bestehende E/E-Architektur Modell oder
Implementierung als Architekturalternative
Bestimmung eines geeigneten Redundanzmittels





Bestimmung des Sicherheitsziels, dessen
ASIL dekomponiert werden soll
(üblicherweise in jedem Schritt die höchste
geltende Klassifizierung)
Bestimmung von Maßnahmen zur
Erfüllung im Sinne funktionaler
Sicherheitsanforderungen
Betrachten der Auswirkungen des




Identifizierung der kritischen Pfade bzw.
der kritischen Komponenten im
Geltungsbereich des Sicherheitsziels in
der Groben Systemarchitektur
nein
Identifikation dieser Pfade bzw. dieser
Komponenten im bestehenden E/E-
Architektur Modell
Besteht bereits E/E-
Architektur Modell der identifizierten
Teile?
Ja
Bestimmung der Komponenten der E/E-
Architektur, auf welcher der bestehende





26262 Teil 9 ¤5.4.8 bzw. ¤5.4.9
implementiert eerden?
Durchführung der ASIL Dekomposition
entsprechend Dekompositionsmetrik
derart, dass jeweils eine möglichst
homogene Zuteilung von ASILs in Bezug






Einfügen des Redundanzmittels in die
grobe Systemarchitektur (umfasst in der
Regel eine Hierarchiebene)
Bestimmung der Komponenten der groben
Systemarchitektur auf welche der ASIL
verteilt werden soll
Anwendung des Redundanzmittels
auf das bestehende E/E-Architektur












Verschiebung von Funktionen zwischen
Steuergeräten, falls hierdurch in Bezug auf
Steuergeräte eine einheitliche ASIL-
Zuteilung erreicht werden kann
Einbringen dieser Maßnahmen in das








Wiederholung der Gefährdungs- und
Risikoanalyse für die beeinflusste












Sichtung von Redundanzmitteln und
Treffen einer Vorauswahl
Start
Bestimmung der Beeinflussung der















Abbildung 7.6: Methodisches Vorgehen bei Auswahl von Redundanzmitteln und
Dekomposition
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Wird ein Redundanzmittel auf die EEA angewendet, so sind dessen Auswirkungen
auf allen Ebenen des EEA Modells zu bestimmen und bei der Anwendung zu berück-
sichtigen. Bei Items, bei welchem die merkmalserfüllenden Funktionen auf mehrere
Steuergeräte verteilt werden, kann evtl. durch gezieltes Verschieben von Funktio-
nen oder Teilfunktionen zwischen Steuergeräten eine Verringerung der Anzahl von
Steuergeräten erreicht werden, welche Funktionen mit hoher ASIL Klassifizierung
ausführen. Nach Anwendung des Redundanzmittels ist zu überprüfen, ob diejeni-
gen Komponenten, auf welche der vor der Überarbeitung bestehende ASIL verteilt
werden soll, entsprechend der Kriterien nach ISO 26262 Teil 9 §5.4.8, bzw. §5.4.9 ent-
wickelt bzw. implementiert werden können. Ist dies der Fall, kann eine ASIL Dekom-
position durchgeführt werden.
In ersten Veröffentlichungen zur Thematik der ASIL Dekomposition nach ISO 26262
wird zur Darstellung der Vorgehensweise nur ein Sicherheitsziel betrachtet. Der Ein-
satz von zusätzlichen Funktionen für die Validierung, die Beobachtung oder Begren-
zung von Ansteuerungen ist darin ein probates Mittel zur Realisierung der Anforde-
rungen an funktionale Sicherheit und der Möglichkeit der Dekomposition von ASILs.
In [153] wird eine Assistenzfunktion mit Bremseingriff betrachtet. Durch die Re-
duzierung der Ansteuerungsdauer der automatischen Bremsung wird die Kontrol-
lierbarkeit durch den Fahrer erhöht. Allerdings muss die Ansteuerungsdauer über-
wacht und gegebenenfalls die Ansteuerung unterbrochen werden. Der ursprünglich
geltende ASIL kann durch Einsatz einer Überwachungs- und Begrenzungsfunkti-
on auf die ursprüngliche Funktion und die Zusatzfunktion verteilt werden. In [203]
werden verschiedene funktionale Sicherheitskonzepte für ACC 9 Systeme betrach-
tet, ebenfalls unter spezieller Betrachtung »automatischen, gefährlichen Bremsens«.
Auch hier werden zusätzliche Funktionen zur Limitierung der Bremskraft und der
Priorisierung des Fahrerwunsches eingesetzt, um eine geschickte Funktionsvertei-
lung und ASIL Kategorisierung vornehmen zu können.
Funktionen der Validierung, Beobachtung, Begrenzung und Priorisierung sind pro-
bate Mittel um die Erfüllung von Merkmalen in Bezug auf die bestehenden Anfor-
derungen nach funktionaler Sicherheit abzusichern. Derartige Sicherheitsfunktionen
werden im Nachschlagewerk besonders berücksichtigt.
Bei Einsatz dieser Sicherheitsfunktionen besteht die Möglichkeit den bestehenden
ASIL zwischen der Komponente, welche das Merkmal erfüllt sowie der jeweiligen Si-
cherheitsfunktion aufzuteilen. Ist die eingesetzte Sicherheitsfunktion verglichen mit
der eigentlichen Funktion einfacher im Sinne ihrer Entwicklung und Produktion und
/ oder genügt sie unter Verursachung geringerer oder gleicher Kosten höheren Si-
cherheitsanforderungen, so ist es ratsam die Dekomposition derart vorzunehmen,
dass die einfachere oder günstigere Komponente die höhere Klassifikation erhält.
9ACC steht für Adaptive Cruise Control.
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Steht eine Komponente hinsichtlich der Merkmalserfüllung eines Item in Bezug zu
mehreren Sicherheitszielen, so kann, falls keine anderen Anforderungen verletzt wer-
den, für jedes Sicherheitsziel jeweils ein Sicherheitsmechanismus oder eine Sicher-
heitsfunktion angewendet werden, um die Merkmalserfüllung gegen die bestehen-
den Gefährdungen abzusichern. Bei der Dekomposition können höhere ASILs je-
weils den Sicherheitsmechanismen zugeteilt werden, während der Merkmalserfül-
lung selbst die niedrigeren ASILs zugeteilt werden. Abbildung 7.7 zeigt die Erfüllung
eines Merkmals bei dessen Ausführung drei Gefährdungen bestehen.
Erfüllung des Merkmals 
G1: ASIL C 
G2: ASIL B 
G3: ASIL A 
Gefährdung 1 (G1) Gefährdung 2 (G2) 
Gefährdung 3 (G3) 
Abbildung 7.7: Erfüllung eines Merkmals ohne Sicherheitsfunktionen
Abbildung 7.8 zeigt die gleiche Erfüllung des Merkmals unter Einsatz der Sicher-
heitsfunktionen SF1 bis SF3. Erfüllen diese die Anforderungen nach ISO 26262 Teil
9 §5.4.8, so kann jeweils eine Dekomposition der bestehenden ASILs vorgenommen
werden. In der Abbildung werden die ASILs nach der Dekompositionsmetrik so ver-
teilt, dass sich eine Konzentration von ASIL A aus der Erfüllung des Merkmals ergibt.
Erfüllung des Merkmals 
G1: ASIL A(C) 
G2: ASIL A(B) 
G3: ASIL A(A) 
Gefährdung 1 (G1) Gefährdung 2 (G2) 
Gefährdung 3 (G3) 
SF 1 
G1: ASIL B(C) 
SF 2 
G2: ASIL A(B) 
ISO 26262 Teil 9 §5.4.8 
ISO 26262 Teil 9 §5.4.8 ISO 26262 Teil 9 §5.4.8 
Abbildung 7.8: Erfüllung eines Merkmals mit Sicherheitsfunktionen
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7.3 Redundanzmittel und Dekomposition in
E/E-Architektur Modellierung
In den vorigen Kapiteln wurde die Anwendung von Redundanzmitteln und der De-
komposition während der EEA Modellierung diskutiert. Dieses Kapitel beschreibt,
wie entsprechende Informationen über die Anwendung dieser Mittel auf Basis einer
domänenspezifischen Sprache für die Beschreibung von EEA Modellen festgehalten
werden können. Dabei werden wie in Kapiteln 6.2.2 und 6.2.4 die Konzepte »An-
forderung«, »Anforderungs-Zuteilung« und »EE-Artefakt« der zugrundeliegenden
Sprache verwendet, um Aussagen zu formulieren. Durch die Spezifikation der spe-
zifischen Verwendung dieser Konzepte im Kontext der Modellierung der Anwen-
dung von Redundanzmitteln und der Dekomposition entsteht, wie auch in den be-
schriebenen Fällen der genannten Kapitel, eine semantische Zwischenschicht. Diese
beschreibt die kontextbezogenen Verwendung von Konzepten.
+Anforderung : Zus.AnforderungenDekomposition 
ZusätzlicheAnforderungen 
Bibliothek 
+Auswirkung : AuswirkungenAufEEA 
Auswirkung auf EEA 
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ISO 26262 Teil 9 §5.4.9 
<<enumeration>> 
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Abbildung 7.9: Modellierung von Redundanzmitteln und Dekomposition
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Abbildung 7.9 zeigt die in diesem Zusammenhang wichtigen Konzepte dieser Zwi-
schenschicht. Alle dargestellten Klassen sind vom Typ »Anforderung«, mit Ausnah-
me von »EE-Artefakt«, welche sich auf Artefakte des EEA Modells bezieht.
Zwischen den dargestellten Klassen bestehen jeweils Anforderungszuteilungen (wie
beispielsweise Anforderungs-to-X-Mapping), durch welche bei zugrunde legen einer
entsprechenden domänenspezifischen Sprache die im Klassendiagramm dargestell-
ten Assoziationen ausgedrückt werden. Aus Gründen der Übersichtlichkeit wurden
diesen in Abbildung 7.9 weggelassen. Die dargestellte Ableitungsstruktur von Ge-
fährdung, Sicherheitsziel, Sicherheitsanforderung und ASIL entspricht der Darstellung
aus Abbildung 5.2. TSAs beziehen sich auf technische Realisierungen von Methoden
und Maßnahmen der funktionalen Sicherheit. Redundanzmittel entsprechen techni-
schen Realisierungen. Die Bibliothek mit TSAs nach Kapitel 5.5 wird daher um die
Kategorien »Redundanzmittel« und »Auswirkungen auf EEA« erweitert. Diese re-
präsentieren die Inhalte der jeweiligen Kategorien des Nachschlagewerks aus Kapi-
tel 7.2.4.1. Zu »Auswirkungen auf E/E-Architektur« zählen die in Aufzählung »Aus-
wirkungenAufEEA« von Abbildung 7.9 dargestellten Literale. Zu »Redundanzmit-
tel« zählen die Literale der Aufzählung »Redundanzmittel«. Wird in einer TSA die
technische Realisierung einer Sicherheitsmaßnahme unter Anwendung von Redun-
danz beschrieben, so kann diese Anforderung zur genaueren Spezifikation auf die
genannten Elemente der Bibliothek verweisen.
Im Zuge der Umsetzung von TSAs kann die Dekomposition von ASILs vorgenom-
men werden, falls die Randbedingungen dies erlauben. Hierbei ist von Interesse, ob
in Verbindung mit der Realisierung einer TSA eine Dekomposition von ASILs vorge-
nommen wurde, auf welche Artefakte sie sich auswirkt und wie der zuvor beste-
hende ASIL verteilt wurde. Hierzu wird das Konzept »DekompositionsReferenz«
eingesetzt. Eine Instanz dieses Konzepts wird bei Bedarf von einer TSA referen-
ziert. Die »DekompositionsReferenz« selbst wird als Container oder Paket betrach-
tet, welches eindeutig identifizierbar ist und alle Informationen über die Dekompo-
sition in Bezug auf eine TSA enthält. Hierzu zählen zum Einen die Auswirkungen
der Dekomposition im Sinne der Verteilung des ursprünglichen ASIL, zum Ande-
ren die von der Dekomposition betroffenen Artefakte der EEA. Da Komponenten,
auf welche sich die ASIL Dekomposition bezieht, in den meisten Fällen aus mehre-
ren Artefakten unterschiedlicher Ebenen der EEA bestehen, wird durch das Konzept
der »EEA-ArtefaktGruppe« ein Mechanismus bereitgestellt, die Artefakte entspre-
chend ihrer Zugehörigkeit zu einer solchen Komponente zusammenzufassen. Eine
Instanz vom Typ EEA-ArtefaktGruppe wird durch Instanzen von »Anforderungs-to-
X-Mapping« mit den jeweiligen Artefakten des EEA Modells verbunden. »Auswir-
kungDerDekomposition« bezieht sich auf die EEA-ArtefaktGruppen durch die ASIL
Dekomposition zugeteilten ASILs. Die Möglichkeiten sind in Aufzählung »ASIL-
NachDekomposition« zusammengefasst. Für die Zuteilung besteht die Regel, dass
jeweils geklammerte Klassifikation dem vor Anwendung der Dekomposition gelten-
den ASIL entsprechen muss und dass die Dekompositionsmetrik nach ISO 26262 Teil
9 §5.4.7 angewendet wird.
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Um die durch die ASIL Dekomposition entstandenen Anforderungen in Bezug auf
die Komponenten, auf welche der ursprüngliche ASIL verteilt wurde, auszudrücken,
wird das Konzept »ZusätzlicheAnforderungen« instanziiert. Eine Instanz verweist
jeweils auf die gültigen Anforderungen sowie auf die Gruppen von Artefakten zwi-
schen welchen diese Anforderungen bestehen.
Hiermit besteht eine Struktur, welche das methodische Vorgehen bei Auswahl und
Anwendung von Redundanzmitteln, sowie bei der ASIL Dekomposition unterstützt
und formal festhält. Diese kann sowohl zur Spezifizierung der Inhalte und Rela-
tionen verwendet werden als auch zur Rückverfolgung, falls die gewählte, domä-
nenspezifische Sprache und das Modellierungswerkzeug dies unterstützen. Unter
Einsatz entsprechender Rückverfolgungsregeln wird hier folgende Struktur vorge-
schlagen. Gemeinsam mit einer TSAs, welche den Einsatz von Redundanzmitteln
beschreibt, werden die referenzierten Bibliothekselemente »Auswirkung auf EEA«
und »Redundanzmittel« angegeben. Wird auf die E/E-Artefakte, welche diese An-
forderung realisieren eine ASIL Dekomposition angewendet, so wird ebenfalls die
entsprechende »DekompositionsReferenz« angegeben. Jede »DekompositionsRefe-
renz« gibt Auskunft über die »AuswirkungDerDekomposition«, die damit verbun-
denen Instanzen des Typs »EEA-ArtefaktGruppe« sowie die geltenden Instanzen des
Typs »ZusätzlicheAnforderungen«. »ZusätzlicheAnforderungen« beziehen sich je-
weils auf die referenzierten Instanzen des Typs »EEA-ArtefaktGruppe«. Diese geben
ihrerseits jeweils diejenigen »EE-Artefakte« wieder, welche sie gruppieren, sowie die
Instanz des Typs »ASIL NachDekomposition«, welcher ihnen zugeordnet ist. Tabelle
7.2 stellt eine entsprechende Anforderungstabelle für das Merkmal »Elektronisches
Gaspedal« als Teil des E-Gas dar 10.
10Die Position des Gaspedals wird meist über zwei Potentiometer mit unterschiedlichen Arbeitsberei-
chen bestimmt. Die Informationen werden über getrennte Leitungen übertragen. Aufgrund dieser
und anderer Informationen steuert das Motorsteuergerät die entsprechenden elektrischen Aktua-
toren des Antriebsmotors an [238] [123].
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Tabelle 7.2: Tabelle mit Relationen zwischen EEA Modell, Redundanzmitteln und
ASIL Dekomposition
192
7.4 Methode zur Bewertung von Überarbeitungen
7.4 Methode zur Bewertung von Überarbeitungen
In den vorangehenden Kapiteln wurde die Überarbeitung von EEAs unter Einsatz
von Redundanzmitteln dargestellt, sowie die gefährdungsbezogene Dekomposition
von ASILs in Bezug auf eingesetzte Maßnahmen zur Realisierung von Anforderun-
gen der funktionalen Sicherheit. In Kapitel 7.2 wurde beschrieben, dass die Anwen-
dung von Sicherheitsmaßnahmen, im Falle der Überlappung von Sicherheitszielen in
Bezug auf merkmalserfüllende Komponenten, unterschiedliche Auswirkungen be-
züglich der geltenden Sicherheitsziele haben kann. So besteht die Möglichkeit, dass
durch Einsatz einer entsprechenden Maßnahme die Zuverlässigkeit und funktiona-
le Sicherheit der Erfüllung eines Merkmals in Bezug auf eines der geltenden Sicher-
heitsziele erhöht wird, während sie sich in Bezug auf andere geltende Sicherheitsziele
verschlechtert. Um bereits während der EEA Modellierung Aussagen über das Maß
an Verbesserung bzw. Verschlechterung machen zu können, wird in diesem Kapitel
eine Methode zur qualitativen Bewertung von Überarbeitungen von EEAs bezüglich
funktionaler Sicherheit vorgestellt.
7.4.1 Anforderungen an eine Methode zur qualitativen Bewertung
Benötigt wird eine einfache Berechnungsmethode um die Qualität spezifizierter Sys-
teme zur Erfüllung von Merkmalen bezüglich funktionaler Sicherheit bewerten zu
können. Dies entspricht dem Grad der Detaillierung der EEA Modellierung. Die Me-
thode muss jedoch bedeutungsvoll genug sein, um Unterschiede herauszustellen. Da
die Methode in der Domäne der EEA Modellierung eingesetzt werden soll und nicht
generell in der Sicherheitsanalyse, genügen qualitative und zeitinvariante Ergebnis-
se.
7.4.2 Überblick über die Methode
Für die Bestimmung werden verschiedene Fehlerarten von Komponenten merkmal-
serfüllender Systeme betrachtet, Wahrscheinlichkeiten mit welchen sich die betrach-
teten Komponenten in der jeweiligen Fehlerart befinden sowie die Propagation von
Fehlerarten.
Eingesetzt wird die Methode zum Vergleich der Zuverlässigkeit (engl. Reliability)
des merkmalserfüllenden Systems gegenüber den »systembezogenen« Fehlerarten
»Unterlassung« (mit UL bezeichnet) und »Unerwünschte Ausführung« (mit UA be-
zeichnet).
Dieser Vergleich basiert auf den Wahrscheinlichkeiten, mit welchen sich die internen
Komponenten eines betrachteten Systems ihrerseits in bestimmten Fehlerzuständen
bzw. Fehlerarten befinden. In Bezug auf Komponenten werden Fehlerarten unter-
schieden, die dem Detaillierungsgrad der internen Systemstruktur angepasst sind.
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Diese werden als »ausgangsbezogene« Fehlerarten bezeichnet, da sie den Zustand
(Fehlerzustand) der Ausgängen der Komponenten oder des Systems beschreiben.
Die möglichen Fehlerarten am Systemausgang werden aufgrund der möglichen Feh-
lerarten der Ausgänge der internen Komponenten bestimmt. Durch Verknüpfung
der Zustandswahrscheinlichkeiten der internen Komponenten können so Aussagen
hinsichtlich der Zuverlässigkeit des Systems bezüglich der systembezogenen Feh-
lerarten getroffen werden. Dabei wird nicht zwischen verschiedenen Ausgangsports
oder -pins von Komponenten unterschieden. Betrachtet werden Ausgangszustände
in Hinblick auf ihren Beitrag zu Fehlerzuständen des Systems. Da die Methode für
den Vergleich von Überarbeitungen der Architektur hinsichtlich der systembezoge-
nen Fehlerarten eingesetzt werden soll, werden die Ergebnisse jeweils in Relation zu
dem System Design gesetzt, welches vor der Überarbeitung bestand. Damit ergibt
sich eine qualitative Aussage über die relative Verbesserung/Verschlechterung der
Überarbeitung im Vergleich um ursprünglichen Design.
7.4.3 Methode im Detail
Die Methode betrachtet Wahrscheinlichkeiten, welche ausdrücken, dass sich eine be-
stimmte Komponente in einer gewissen Fehlerart befindet bzw. eine gewisse Fehler-
art in Bezug auf eine bestimmte Komponente vorliegt. Die Variable pC,FA steht für
die Wahrscheinlichkeit, dass sich der Ausgang einer Komponente (oder eines Sys-
tems) entsprechend des Bezeichners C in der Fehlerart entsprechend des Bezeich-
ners FA befindet. Es wird zwischen den systembezogenen Fehlerarten UL und UA
sowie zwischen ausgangsbezogenen Fehlerarten unterschieden. Die ausgangsbezo-
genen Fehlerarten sind:
• Kein Fehler (FA = 0): Es liegt kein Fehler am Ausgang der betrachteten Kom-
ponente bzw. des betrachteten Systems vor.
• Ausgangsinformation nicht vorhanden (FA = 1): Am Ausgang der betrach-
teten Komponente bzw. des betrachteten System liegt keine Information zur
Weitergabe bzw. Weiterverarbeitung an.
• Ausgangsinformation statisch (FA = 2): Der Ausgang der betrachteten Kom-
ponente bzw. des betrachteten Systems hängt auf einem statischen Wert fest.
• Ausgangsinformation zufällig (FA = 3): Der Ausgang der betrachteten Kom-
ponente bzw. des betrachteten Systems liefert zufällige Werte.
7.4.3.1 Durchführung in Bezug auf jeweils eine systembezogene Fehlerart
Für jede betrachtete Komponente besteht eine Wahrscheinlichkeit, mit welcher sich
der Zustand ihres Ausgangs durch eine der ausgangsbezogenen Fehlerarten FA ∈
{0, 1, 2, 3} beschreiben lässt.
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Die Variable pC,FA beschreibt somit jeweils die Wahrscheinlichkeit eines Fehlers im
betrachteten Zeitintervall 11 und weist damit Parallelen zur Ausfallrate auf (s. Kapi-
tel 2.6.2). Die entsprechenden Wahrscheinlichkeiten, mit welchen sich Komponenten
in den betrachteten Fehlerarten befinden, wird in Form einer Matrix festgehalten.
Die Matrix »Wahrscheinlichkeit für ausgangsbezogene Fehlerarten« aus Abbildung
7.10 stellt dies beispielhaft für zwei Komponenten KompA und KompB dar. Werden
mehr als zwei Komponenten betrachtet, ist die Matrix entsprechend zu erweitern.
Die Variable mi repräsentiert jeweils die Auftrittswahrscheinlichkeit einer Fehlerart
von KompA entsprechend des Bezeichners i. Gleiches gilt für die Variable nj in Be-
zug auf die Auftrittswahrscheinlichkeit einer Fehlerart von KompB entsprechend des
Bezeichners j.
pKompA,i = mi; pKompB,j = nj; i, j ∈ {0, 1, 2, 3} (7.1)
Abbildung 7.10: Matrizen zur Darstellung der Methode zur Bewertung von Überar-
beitungen von EEAs
Es werden zwei weitere Matrizen (Matrix1 und Matrix2 entsprechend Abbildung
7.10) eingesetzt. Zur Darstellung der Methode wird ein System Sys angenommen,
das aus den beiden Komponenten KompA und KompB besteht. Die Fehlerarten in
Bezug auf den Systemausgang von Sys hängen von den Fehlerarten dieser beiden in-
ternen Komponenten ab. Da bei dieser Betrachtung nur zwei Komponenten beteiligt
sind, kann der Ansatz in Form von jeweils zweidimensionalen Matrizen dargestellt
werden.
Da Kombinationen von Fehlerarten der Komponenten KompA und KompB betrachtet
werden, repräsentieren die Fehlerarten einer dieser Komponenten jeweils die verti-
kale, die der anderen Komponente jeweils die horizontalen Achse von Matrix1 und
Matrix2 in Abbildung 7.10.
11Die zugrundeliegenden Wahrscheinlichkeiten können sich beispielsweise auf die aufgetretenen
Fehlerfälle in Bezug auf die Anzahl an Probanden (Parts per Million (ppm)) während einer be-
stimmten Zeitdauer, beispielsweise der erwarteten Fahrzeuglebensdauer, beziehen. Hier kann auf
Vergleichswerte bestehender Systeme zurückgegriffen oder die entsprechenden Werte können ab-
geschätzt werden.
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Die Werte i, j sind die Indizes von Matrix1 und Matrix2 und korrespondieren mit den
Bezeichnern der Fehlerarten von KompA und KompB (i, j ∈ {0, 1, 2, 3}).
Jede Zelle ai,j von Matrix1 repräsentiert die resultierende Fehlerart des Systems Sys,
die besteht, falls sich KompA in der Fehlerart i und KompB in der Fehlerart j befindet.
Dabei fließt die interne Struktur des Systems Sys indirekt über die Bestimmung der
resultierenden Fehlerarten ein. Es ist dabei unerheblich wie diese Komponenten mit-
einander verbunden sind. Entscheidend ist, wie sich Fehlerarten ihrer Ausgänge auf
die Fehlerart des Systemausgangs hinsichtlich der Erfüllung des Merkmals auswir-
ken. Jede Zelle bi,j von Matrix2 gibt die Wahrscheinlichkeit wieder, dass sich KompA
in der Fehlerart i und KompB in der Fehlerart j befindet (hier wird die statistische
Unabhängigkeit der Fehlerarten von KompA und KompB vorausgesetzt).
bi,j = PKompA,mi · PKompB,nj (7.2)
Tritt in Matrix1 ein bestimmter Wert von ai,j öfter auf, so bedeutet dies, dass es meh-
rere Kombinationen von Fehlerarten der KompA und KompB gibt, welche in der glei-
chen Fehlerart in Bezug auf den Ausgang von Sys resultieren. In jeder Zelle von Ma-
trix2 steht jeweils die Wahrscheinlichkeit für eine bestimmte Kombination von Feh-
lerarten von KompA und KompB. Für die Bestimmung der Wahrscheinlichkeit, dass
sich der Ausgang von Sys in einer bestimmten Fehlerart befindet, werden alle Zellen
von Matrix2 betrachtet, mit den gleichen Indizes wie diejenigen Zellen von Matrix1,
in welchen der Bezeichner dieser bestimmten Fehlerart eingeschrieben steht. Jede
Zelle von Matrix1 stellt eine exklusive Kombination von Fehlerarten von KompA und
KompB dar. Unterschiedliche Zellen stehen somit in einer exklusiven Oder-Relation
zueinander. Aus diesem Grund können die entsprechenden Wahrscheinlichkeitswer-
te der Zellen aus Matrix2 in Bezug auf die Bestimmung der Wahrscheinlichkeiten für
ausgangsbezogene Fehlerarten des Systems addiert werden.
Das System Sys befindet sich in einer bestimmten Fehlerart entsprechend des Be-
zeichners k (k ∈ {0, 1, 2, 3}) für jede Kombination von Fehlerarten von KompA und
KompB, die in einem Wert von k in Matrix1 resultieren (ai,j = k).
Die Werte pSys,k beschreiben jeweils die Wahrscheinlichkeit, dass in Bezug auf den
Ausgang des Systems Sys eine Fehlerart entsprechend des Bezeichners k besteht
k ∈ {0, 1, 2, 3}. Jeder dieser Werte ergibt sich durch Akkumulation derjenigen Werte
aus Zellen von Matrix2, für welche die entsprechenden Zellen von Matrix1 mit den








bi,j nur wenn ai,j = k (7.3)
Besteht ein betrachtetes System aus mehr als zwei Komponenten, muss die entspre-
chende Anzahl von Dimensionen (> 2) den Matrizen und den Berechnungen hinzu-
gefügt werden.
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7.4.3.2 Vergleich zwischen Ergebnissen vor und nach einer Überarbeitung sowie in Bezug
auf verschiedene, systembezogene Fehlerarten
Um einen Vergleich der Überarbeitung betreffend Verbesserung/Verschlechterung in
Bezug auf die systembezogenen Fehlerarten (SbFA) »Unterlassung« (UL) und »Un-
erwünschte Ausführung« (UA) vornehmen zu können, wird die Methode je einmal
für jede systembezogene Fehlerart angewendet. Im Folgenden repräsentiert SysA das
System vor, SysB das System nach der Überarbeitung. Jede Ausführung resultiert in
Werten für die betrachteten ausgangsbezogenen Fehlerarten k (k ∈ {0, 1, 2, 3}) des
Systems. Üblicherweise unterscheiden sich diese für die betrachteten systembezo-
genen Fehlerarten. Es wird der Multiplikator MSbFA,k eingeführt, der jeweils für je-
de Durchführung der Methode (also jeweils für die systembezogenen Fehlerarten
SbFA (SbFA ∈ {UL, UA})) den Faktor zwischen den Ergebnissen jeweils gleicher
ausgangsbezogener Fehlerarten k in Bezug auf eine systembezogene Fehlerart UL
oder UA darstellt. Der Faktor MSbFA,k berechnet sich entsprechend Gleichung 7.4,
wobei pSbFA,Sys,k jeweils für ein Ergebnis der Gleichung 7.3 für die systembezogene





, pSbFA,SysA,k > pSbFA,SysB,k
pSbFA,SysB,k
pSbFA,SysA,k
, pSbFA,SysA,k < pSbFA,SysB,k
0, pSbFA,SysA,k = pSbFA,SysB,k
(7.4)
Der Wert MSbFA,k gibt den Faktor der Verbesserung/Verschlechterung zwischen dem
System vor der Überarbeitung und überarbeitetem System an und ist stets positiv.
Um zusätzlich eine Information über Verbesserung oder Verschlechterung zu erhal-
ten wird die zusätzliche Variable ISbFA,k (ISbFA,k ∈ {+,−,=}) eingeführt (I steht für
Improvement (engl. für Verbesserung)). Die Bedeutung der Variable I unterscheidet
sich in Bezug auf die betrachteten ausgangsbezogenen Fehlerarten. Es wird unter-
schieden zwischen k ∈ {0} (s. Gleichung 7.5) und k ∈ {1, 2, 3} (s. Gleichung 7.6).
Ein höherer Wert in Bezug ein Fehlerart ∈ {0} bedeutet eine Verbesserung, während




+, pSbFA,SysA,k < pSbFA,SysB,k
−, pSbFA,SysA,k > pSbFA,SysB,k




+, pSbFA,SysA,k > pSbFA,SysB,k
−, pSbFA,SysA,k < pSbFA,SysB,k
=, pSbFA,SysA,k = pSbFA,SysB,k
(7.6)
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Der Einsatz von Maßnahmen der funktionalen Sicherheit, wie beispielsweise Red-
undanzmitteln, kann sich in einer Änderung der Verteilung von Wahrscheinlich-
keiten bezüglich ausgangsbezogenen Fehlerarten niederschlagen. Dies betrifft die
Verschiebung der Wahrscheinlichkeitsmasse zwischen den betrachteten ausgangs-
bezogenen Fehlerarten. Eine Verbesserung muss nicht zwangsläufig im Wert + für
alle ISbFA,k; k ∈ 0, 1, 2, 3 resultieren. Das gleiche gilt für die Betrachtung der Über-
arbeitung hinsichtlich der betrachteten systembezogenen Fehlerarten. Eine Verbes-
serung hinsichtlich der Absicherung gegenüber einer dieser Fehlerarten kann eine
Verschlechterung gegenüber der anderen ergeben. Experten der Domänen EEA Mo-
dellierung sowie der funktionalen Sicherheit sollten unter anderem auf Basis der Er-
gebnisse der hier vorgestellten Methode gemeinsam über die Auswahl von Überar-
beitungsmaßnahmen und Architekturalternativen entscheiden.
7.4.4 Beispielhafte Anwendung der Methode
Im Folgenden wird die im vorigen Kapitel vorgestellte Methode zur Bewertung von
Architekturänderungen hinsichtlich der funktionalen Sicherheit gegenüber system-
bezogener Fehlerarten beispielhaft auf das Merkmal des »automatischen Heckspoi-
lers« angewendet. Dieses Merkmal wurde bereits in den Kapiteln 5.3 und 5.4 erläu-
tert und für die Anwendung eines Redundanzmittels und der Durchführung einer
beispielhaften Dekomposition (s. Kapitel 7.2.1) herangezogen.
Abbildung 7.11 zeigt das CMPN des automatischen Heckspoilers entsprechend Ab-
bildung 7.2 aus Kapitel 7.2.1. Die Fahrzeuggeschwindigkeit wird auf dem Steuer-
gerät des Antriebsstranges ermittelt und über den CAN-Bus an das Steuergerät des
automatischen Heckspoilers übertragen, welcher seinerseits den Aktuator des auto-
matischen Heckspoilers über eine Direktverbindung ansteuert.
Übrige E/E Umge- 
bung des  
Fahrzeugs 
AktAHS AnstAHS BestFzG 
Antriebsstrang  
Steuergerät Automatischer  Heckspoiler  






Legende der Funktionen: 
BestFzG  Bestimmung der Fahrzeuggeschwindigkeit 
AnstAHS  Ansteuerung Automatischer Heckspoiler 
AktAHS  Aktuator Automatischer Heckspoiler 
Abbildung 7.11: Komponentennetzwerk vor Überarbeitung
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Abbildung 7.12 stellt das entsprechende CMPN nach der Überarbeitung dar und
entspricht Abbildung 7.3 aus Kapitel 7.2.1. Hier wurde ein zusätzliches Sicherheits-
steuergerät eingesetzt, welches ebenfalls die Daten über die aktuelle Fahrzeugge-
schwindigkeit vom Steuergerät des Antriebsstrangs über den CAN-Bus empfängt.
Es nimmt, basierend auf diesen Informationen, eine Validierung der Ansteuerung
des Aktuators seitens des Steuergerätes des automatischen Heckspoilers vor und lei-
tet diese weiter oder unterbricht die Ansteuerung.
Übrige E/E Umge- 
bung des  
Fahrzeugs 







Steuergerät Automatischer  Heckspoiler  
Steuergerät Automatischer Heckspoiler  Aktuator 
Massestelle 
Batterie 
Legende der Funktionen: 
BestFzG  Bestimmung der Fahrzeuggeschwindigkeit 
AnstAHS  Ansteuerung Automatischer Heckspoiler 
GUA.  Gewährung/Unterbrechung der Ansteuerung 
AktAHS  Aktuator Automatischer Heckspoiler 
Abbildung 7.12: Komponentennetzwerk nach Überarbeitung
7.4.4.1 Durchführung auf ursprünglichem System
Es werden die drei Komponenten »Antriebsstrang Steuergerät« (ASG), »Automa-
tischer Heckspoiler Steuergerät« (AHSS) und »Sicherheitssteuergerät« (SHSG) be-
trachtet. Dabei werden die in Tabelle 7.3 dargestellten Wahrscheinlichkeiten zugrun-
de gelegt. Diese Wahrscheinlichkeiten entsprechen dem linken Teil von Abbildung
7.10 12 13. Die Werte der Tabelle geben jeweils die Wahrscheinlichkeiten an, mit wel-
cher sich der Ausgang der jeweiligen Komponente (Spalten) in der jeweiligen aus-
gangsbezogenen Fehlerart (Zeilen) befindet. Die Werte 0 bis 3 entsprechen den in
Kapitel 7.4.3 beschriebenen ausgangsbezogenen Fehlerarten.
Nun werden die ausgangsbezogenen Fehlerarten der Systemkomponenten betrach-
tet, und jeweils die ausgangsbezogene Fehlerart des Systems in Abhängigkeit derer
der Systemkomponenten bestimmt.
12Die dargestellten Werte sind rein akademischer Natur und dienen der Vorstellung der Methode als
Beispieldaten. Sie stehen in keinerlei Bezug zu bestehenden oder aktuell entwickelten Systemen.
13Die dargestellten Werte in Tabellen sind jeweils auf drei bis fünf Nachkommastellen gerundet. Ein-
träge der Form 2, 000E− 05 sind gleichbedeutend mit 2, 000−5.
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Die linke Tabelle von Abbildung 7.13 stellt die Resultate für die Betrachtung des Sys-
tems gegenüber der systembezogenen Fehlerart UL dar (in Bezug auf Matrix1 aus
Abbildung 7.10). Da die beiden Komponenten zur Ansteuerung des Aktuators in
einer Reihenstruktur vorliegen, wird jeweils die Fehlerart der letzten Komponente
(AHSS) übernommen, außer wenn diese korrekt funktioniert. In diesem Fall wird an-
genommen, dass sie die Eingangswerte vom ASG auf Plausibilität überprüft und im
Falle eines erkannten Fehlers keine Ansteuerung des Aktuators vornimmt. In Bezug
auf den Schutz von Unterlassung entspricht dies einer nicht vorhandenen Ausgangs-
information (FA = 1).
Tabelle 7.3: Wahrscheinlichkeiten für ausgangsbezogene Fehlerarten
Die rechte Tabelle von Abbildung 7.13 stellt jeweils die Wahrscheinlichkeit einer ent-
sprechenden Kombination von ausgangsbezogenen Fehlerarten der Systemkompo-
nenten dar und bezieht sich auf Matrix2 aus Abbildung 7.10.
Abbildung 7.13: Ausgangsbezogene Fehlerarten und zugehörige Wahrscheinlichkei-
ten für Unterlassung vor Überarbeitung
Abbildung 7.14 stellt die entsprechenden Tabellen für die Betrachtung der system-
bezogenen Fehlerart UA dar. Funktioniert das AHSS korrekt (FA = 0), so erkennt es
einen Fehler an seinem Eingang und steuert den Aktuator nicht an. Ist die Ausgangs-
information am AHSS nicht vorhanden (FA = 1), wird der Aktuator ebenfalls nicht
angesteuert. In beiden Fällen kommt es nicht zu einer unerwünschten Ausführung.
Im Kontext dieser systembezogenen Fehlerart liegt demnach kein Fehler vor (jeweils
0 in linker Tabelle). Liefert der Ausgang des AHSS einen statischen (FA = 2) oder zu-
fälligen (FA = 3) Wert, so kann keine Aussage über die Ansteuerung des Aktuators
getätigt werden (jeweils 3 in linker Tabelle).
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Abbildung 7.14: Ausgangsbezogene Fehlerarten und zugehörige Wahrscheinlichkei-
ten für unerwünschte Ausführung vor Überarbeitung
7.4.4.2 Durchführung auf überarbeitetem System
Nun wird die Überarbeitung am System vorgenommen und basierend auf dem Re-
sultat die entsprechenden Tabellen hinsichtlich der beiden systembezogenen Feh-
lerarten erstellt. Die Tabellen der Abbildungen 7.15 und 7.16 beziehen sich auf die
Komponenten des Hardwarenetzwerks entsprechend Abbildung 7.12. Durch die zu-
sätzlich betrachtete Komponente »Sicherheitssteuergerät« (SHSG) erhöhen sich die
Dimensionen der Tabellen im Vergleich zu den Abbildungen 7.13 und 7.14 jeweils
um eins.
Abbildung 7.15: Ausgangsbezogene Fehlerarten und zugehörige Wahrscheinlichkei-
ten für Unterlassung nach Überarbeitung
7.4.4.3 Bestimmung der qualitativen Vergleichswerte
Damit liegen die vermuteten ausgangsbezogenen Fehlerarten des ursprünglichen so-
wie des überarbeiteten Systems jeweils in Abhängigkeiten der beiden betrachteten
systembezogenen Fehlerarten vor.
201
7 Optimierung von E/E-Architekturen unter Berücksichtigung funktionaler Sicherheit
Abbildung 7.16: Ausgangsbezogene Fehlerarten und zugehörige Wahrscheinlichkei-
ten für unerwünschte Ausführung nach Überarbeitung
Im nächsten Schritt werden die Ergebnisse für das ursprüngliche System und das
überarbeitete System jeweils für die beiden systembezogenen Fehlerarten verglichen.
Dazu werden zuerst die Wahrscheinlichkeiten entsprechend Gleichung 7.3 berechnet
und über den Faktor MSbFA,k entsprechend Gleichung 7.4 in Relation gesetzt. Zudem
wird die Variable ISbFA,k jeweils in Bezug auf die Eingangsdaten für MSbFA,k berech-
net. Abbildung 7.17 stellt die Ergebnisse für UL dar. Die linke Tabelle bezieht sich
dabei auf das ursprüngliche System, die Tabelle in der Mitte auf das überarbeitete
System. Die Ergebnistabelle stellt MSbFA,k jeweils als den Faktor dar, der zwischen
den pSys,k der beiden anderen Tabellen in Bezug auf die gleiche ausgangsbezogene
Fehlerart besteht. ISbFA,k gibt Auskunft ob die Überarbeitung zu einer Verbesserung
oder Verschlechterung in Bezug auf eine bestimmte ausgangsbezogene Fehlerart ge-
führt hat. Im Beispiel bleiben die Änderungen für die Fehlerarten ∈ {0, 1, 2} gering,
während die Überarbeitung in Bezug auf Fehlerart ∈ {3} eine Verschlechterung um
den Faktor 50 mit sich bring 14.
Abbildung 7.17: Ergebnisse für Fehlerart »Unterlassung«
14Die dargestellten Werte sind jeweils auf drei Nachkommastellen gerundet.
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Abbildung 7.18 zeigt die entsprechenden Ergebnisse für die systembezogene Feh-
lerart UA. Hier wirkt sich die Überarbeitung in Bezug auf die ausgangsbezogenen
Fehlerarten ∈ {0, 1, 2} ebenfalls gering aus, während sich für Fehlerart ∈ {3} eine
Verbesserung um den Faktor 12500 ergibt.
Abbildung 7.18: Ergebnisse für Fehlerart »Unerwünschte Ausführung«
7.4.4.4 Diskussion der Ergebnisse
In der beispielhaften Durchführung der Gefährdungs- und Risikoanalyse für das
Merkmal »automatischer Heckspoiler« in Kapitel 7.2.1, wurden die ermittelten Ge-
fährdungen »Der Spoiler fährt bei Erhöhung der Geschwindigkeit nicht aus« mit
ASIL B und »Der Spoiler fährt unerwünscht bei höheren Geschwindigkeiten ein« mit
ASIL C klassifiziert. Die erste Gefährdung entspricht der systembezogenen Fehlerart
UL, während die Zweite der Fehlerart UA entspricht. Die Ergebnisse der Bewertung
ergeben durch den Einsatz der Überarbeitungsmaßnahme eine Verbesserung gegen-
über der mit ASIL C klassifizierten Gefährdung um den Faktor 12500, während sich
gegenüber der mit ASIL B klassifizierten Gefährdung eine Verschlechterung um den
Faktor 50 ergibt. Auf Basis dieser Informationen können Entwickler der EEA und Si-
cherheitsverantwortliche über den Einsatz der Überarbeitungsmaßnahme entschei-
den.
7.4.5 Fazit
Die vorgestellte Methode zur Bewertung von Überarbeitungen bietet Architekten
und Sicherheitsbeauftragten bereits in frühen Phasen der Entwicklung von EEAs
die Möglichkeit, die Auswirkungen des Einsatzes von Sicherheitsmaßnahmen in Be-
zug auf ermittelte Gefährdungen zu bestimmen und qualitativ zu vergleichen. Das
dargestellte Beispiel basierte auf Wahrscheinlichkeiten, für das Vorliegen bestimmter
Fehlerarten. In den frühen Phasen der Entwicklung kann hierfür beispielsweise auf
Daten vergleichbarer und bereits eingesetzter Komponenten und Systeme zurückge-
griffen werden 15. Ebenfalls sind benutzerspezifische Skalen einsetzbar.
15In Anlehnung an das »Proven in Use Argument« entsprechend ISO 26262 Teil 8 §14, s. Kapitel 6.2.
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Die Bestimmung der jeweiligen ausgangsbezogenen Fehlerart am Systemausgang er-
fordert eine gewisse Kenntnis über die Implementierung der Komponentenfunktio-
nen oder stellt Anforderungen an die nachfolgende Implementierung dieser Funk-
tionen. Dies bezieht sich darauf, welche Fehler bzw. Fehlerkombinationen an den
Eingängen einer Komponenten erkannt werden sollen und welches Verhalten der
Komponenten in den jeweiligen Fällen gefordert wird. Die Methode kann für kom-
ponentenbasierte merkmalserfüllende Systeme angewendet werden. Der Aufwand
der Durchführung skaliert mit jeder zusätzlichen Komponente um einen Faktor ent-
sprechend der betrachteten ausgangsbezogenen Fehlerarten. Daher wird die Anwen-
dung für übersichtliche Systeme mit wenigen Komponenten empfohlen. Durch den
matrixbasierten Ansatz können die Berechnungsschritte leicht automatisiert werden.
Die Berechnung basiert auf der statistischen Unabhängigkeit der betrachteten Kom-
ponenten in Bezug auf bestehende Fehlerarten. Dies ist für eine Abschätzung der
Auswirkungen von Architekturänderungen ausreichend, da komplexe Berechnun-
gen vermieden werden. Das hinterlegen von Ergebnissen für Beispielsysteme im
Nachschlagewerk (s. Kapitel 7.2.4.1) ist denkbar.
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8 Hilfestellung zur Durchführung
anhand der Beispiele FMEA und
HiL-Test
Der Sicherheitslebenszyklus nach ISO 26262 adressiert alle Phasen des Automobille-
benszyklus. In den vorigen Kapiteln wurde der Einfluss der ISO 26262 auf die Mo-
dellierung von E/E-Architekturen (EEAs) in der Konzeptphase der Automobilent-
wicklung sowie der nachhaltigen Handhabung der resultierenden Anforderungen
dargestellt. Teil 4 der ISO 26262 adressiert die Produktentwicklung auf Systemebene
und damit auch die Integration von Software und Hardware zu funktional sicher-
heitsbezogenen Systemen und deren Verifikation. Um den formalen Bezug sowie die
damit verbundene Rückverfolgbarkeit zwischen Design und Integration zu unter-
stützen, ist es erforderlich, dass die jeweils relevanten Inhalte und Informationen der
verschiedenen Phasen des Entwicklungslebenszyklus auf dem gleichen Metamodell,
bzw. auf vergleichbaren Metamodellen basieren.
Viele der EEA Entwicklung nachgelagerte Phasen des Automobilentwicklungszy-
klus, beispielsweise Sicherheitsanalysen und -bewertungen oder Verifikation und
Test, basieren unter anderem auf Daten, die im Modell der EEA bereits strukturiert
vorhanden sind. Es existieren domänenspezifische Sprachen, auf deren Grundlage
EEA Modelle spezifiziert werden können. Daten aus EEA Modellen können als Ein-
gangsinformationen für nachfolgende Phasen und Aktivitäten des Entwicklungsle-
benszyklus dienen. Damit reduzieren sich für diese Phasen die Aufwände der Akti-
vitäten zur Datenbeschaffung sowie die Möglichkeiten für Spezifikations- und Ent-
wurfsfehler durch inkonsistente Daten.
In diesem Kapitel wird eine Methode zur spezifischen Bestimmung und Sammlung
(Akkumulation) von Daten aus EEA Modellen zur kontextspezifischen Verwendung
in anderen Entwicklungsphasen und -aktivitäten vorgestellt. Diese Methode sowie
die Beispiele werden auf Basis von EEA-ADL [167] und der damit verbundenen
guten Werkzeugunterstützung durch PREEvision [13] präsentiert. Die beschriebene
Herangehensweise orientiert sich an der Methode des »Freischneidens« aus der Me-
chanik und Statik. Dieser Ansatz wird jeweils Anhand der Verwendung der akkumu-
lierten Daten für die Durchführung von Fehler-Möglichkeits- und Einfluss-Analyse
(FMEA) sowie für die Spezifikation von Hardware-in-the-Loop Testsystemen de-
monstriert. Beide sind probate Methoden zur Analyse und Verifikation funktionaler
Sicherheit im Sicherheitslebenszyklus nach ISO 26262.
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8.1 Akkumulation kontextspezifischer Daten
In der Mechanik und Statik existiert die Methode des »Freischneidens«. Dabei wer-
den durch Freischnitt eines Körpers aus einer Struktur alle an diesem Körper angrei-
fenden Kräfte und Momente bestimmt [50]. In der hier vorgestellten Methode wird
das Freischneiden auf Modelle von EEAs übertragen.
Während sich in der Mechanik das Freischneiden auf die Kräfte und Momente be-
zieht, so hängen die zu bestimmenden Daten aus EEA Modellen vom Kontext ihrer
weiteren Verwendung ab 1. Für Sicherheitsassessments sind beispielsweise andere
Informationen relevant als für die Spezifikation von Testsystemen. Zudem unter-
scheiden sich die zugrundeliegenden Datenformate der jeweiligen Verwendungs-
aktivität 2 in den meisten Fällen von der zur Modellierung von EEAs eingesetzten
Sprache. Auch kann nicht vorausgesetzt werden, dass durch Daten aus EEA Model-
len alle für die betrachtete Verwendungsaktivität erforderlichen Eingangsdaten be-
reitgestellt werden können. Die Daten von EEA Modellen setzten sich aus Artefakten
zusammen, die untereinander über verschiedene Modellierungs- und Betrachtungs-
ebenen in Zusammenhang stehen.
Zur Nutzung von EEA Daten als Eingangsinformationen für andere Verwendungs-
aktivitäten ist es notwendig, die zu bestimmenden Daten dem Verwendungskontext
entsprechend zu wählen 3. Sollen beispielsweise Informationen über ein Steuerge-
rät als Modellartefakt des Komponentennetzwerks (CMPN) für die Spezifikation ei-
nes Hardware-in-the-Loop Testsystems gesammelt werden, so ist es nicht trivial, den
Rahmen für die Informationsbeschaffung (elektrische Anbindungen und deren me-
chanische Ausführung, Kommunikation mit der Umgebung, etc.) abzustecken, auch
wenn das Steuergerät im CMPN offensichtlich ist. Soll das gleiche Steuergerät Ge-
genstand einer Sicherheitsanalyse sein, liegen andere Informationen im Fokus. Im
Vergleich zum Freischneiden in der Mechanik und Statik sind die Möglichkeiten
an relevanten Informationen bei EEA Modellen vielfältiger. Sie werden durch den
Kontext ihrer Verwendung bestimmt. Verwendungsaktivitäten werden überwiegend
rechner- und werkzeuggestützt durchgeführt. Daher ist es zusätzlich erforderlich
die akkumulierten Daten ihrer weiteren Verwendung entsprechend zu formatieren,
bzw. dem zugrundeliegenden Datenformat entsprechend anzupassen. Eine Alterna-
tive besteht in der Vermeidung eines Werkzeugwechsels, wie in Kapitel 8.2 anhand
der Durchführung von FMEAs im EEA Werkzeug PREEvision dargestellt wird.
Da EEA Modelle auf Basis domänenspezifischer Sprachen spezifiziert werden, lässt
sich diese Sprache ebenfalls dazu verwenden um Konzepte und Zusammenhänge
als Muster zu formulieren, welchen zu akkumulierende Daten genügen sollen.
1Im Folgenden werden zwischen Daten und Informationen unterschieden. Daten sind spezifisch
und beziehen sich auf konkrete Objekte und Werte. Informationen hingegen beziehen sich auf
Konzepte und Zusammenhänge, die in einem bestimmten Betrachtungskontext von Interesse sind.
2Verwendungsaktivität bezeichnet Domäne und Aktivität, in welcher Daten aus EEA Modellen ver-
wendet werden.
3Der generelle Ansatz des Freischneidens von Daten aus EEA Modellen wurde vom Autor der hier
vorliegenden Arbeit und Co-Autoren in [115] veröffentlicht.
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Dies kann, wie vom Werkzeug PREEvision unterstützt, in Form von ausführbaren
Modellabfragen geschehen. Ausgeführt auf einem EEA Modell geben sie diejenigen
Daten zurück, welche die formulierten Muster erfüllen.
Zur Durchführung einer kontextabhängigen Akkumulation von Daten aus EEA Mo-
dellen sowie deren Formatierung sind die Prozessschritte entsprechend Abbildung
8.1 anzuwenden.
Abbildung 8.1: Prozessschritte des Freischneidens zur Anwendung auf EEA
Modellen
8.2 Freischneiden für Sicherheitsanalysen
Sicherheitsanalysen basieren auf Daten über die zu bewertenden Einheiten (Systeme
oder Komponenten). Anhand der Struktur der Einheit, den Funktionen ihrer Elemen-
te, den zu erfüllenden Aufgaben im Sinne von Merkmalen werden mögliche Feh-
lerursachen, deren Auswirkungen und die damit verbundenen Gefährdungen und
Risiken ermittelt. Sicherheitsanalysen können in Hinblick auf die Bereitstellung von
Daten über Strukturen und Funktionen sowie durch Kataloge von Fehlerursachen
und vordefinierten Kategorien zur Bewertung einzelner Charakteristika unterstützt
werden, stellen als Ganzes jedoch eine kognitive und nicht (vollständig) automati-
sierbare Aktivität dar.
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In diesem Kapitel wird am Beispiel der Fehler-Möglichkeits- und Einfluss-Analyse
FMEA (s. Kapitel 2.7.2.1) dargestellt, wie sich die Bestimmung von Daten zur Ermitt-
lung von Strukturen und Funktionen aus Modellen von EEA durch Anwendung der
Methode des Freischneidens unterstützen lässt. Darüber hinaus wird gezeigt, wie
auch die weiteren Schritte der FMEA innerhalb des EEA Modellierungswerkzeugs
PREEvision durchgeführt werden können, womit ein Werkzeugwechsel vermieden
werden kann 4 5.
8.2.1 Durchführung am Beispiel der FMEA
Am Markt verfügbare FMEA-Werkzeuge legen den Fokus unter anderem auf Sicher-
heitsanalysen und Qualitätsmanagement. Das Werkzeug »DATA-SOFT FMEA« [62]
von DATA-SOFT basiert auf Microsoft Access Datenbanken und erlaubt die Ent-
wicklung einer Wissensbasis, das Werkzeug »IQ-FMEA« [12] von APIS stellt eine
umfassende Umgebung für Sicherheitsanalysen und der Verfolgung von Aktivitäten
bereit. Diese Werkzeuge bieten umfangreiche Möglichkeiten zur Durchführung von
Analysen sowie der Darstellung von Ergebnissen und werden in der Automobilent-
wicklung eingesetzt. Jedoch muss die Struktur der zu bewertenden Einheit hinterlegt
werden.
Domänenspezifische Sprachen zur Modellierung von EEAs, wie EEA-ADL, bieten
mit den bereits in vorigen Kapiteln vorgestellten Mitteln zur Modellierung von An-
forderungen und deren Relationen gute Möglichkeiten die für FMEAs relevanten
Daten unter Verwendung der Modellierungssprache abzubilden. Zudem sind in EEA
Modellen die Strukturen selbst enthalten und Anforderungen können unter Verwen-
dung formaler Relationen auf die jeweilig adressierten Modellartefakte bezogen wer-
den. Wird eine FMEA unter Verwendung der Konzepte der EEA Modellierungsspra-
che durchgeführt, so können sie auf der modellierten Architektur selbst basieren. Bei
Änderungen der Architektur werden die Auswirkungen in Bezug auf die FMEA di-
rekt offensichtlich, ein Nachziehen der Änderungen in einem anderen Werkzeug ist
nicht erforderlich. Dies reduziert die Möglichkeiten für Inkonsistenzen.
Jedoch können unter Verwendung der Sprache zur EEA Modellierung nicht alle Kon-
zepte und Fähigkeiten spezieller Sicherheitsanalysewerkzeuge abgedeckt werden.
Auch sind diese Werkzeuge häufig als fester Bestandteil im Entwicklungsprozess
von Automobilen etabliert. Allerdings ist ihre initiale Verwendung durch das Be-
schreiben der notwendigen Datenbasis (Informationen über Struktur und Funktio-
nen der zu analysierenden Einheit) mit entsprechenden Aufwänden verbunden.
4Die Inhalte dieses Kapitels wurden vom Autor der hier vorliegenden Arbeit und Co-Autoren in
[111] veröffentlicht.
5Teile der in diesem Kapitel dargestellten Inhalte wurden im Zuge der vom Autor der vorliegenden
Arbeit betreuten Studienarbeit von Herrn Vladimir Belau mit dem Titel »Implementierung der
FMEA Methodik in die Modellierung von EEAs im Automobilbereich mit PREEvision« [Bel09]
erarbeitet.
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Die folgende Methode kann eingesetzt werden, um formale und werkzeugunter-
stützte Sicherheitsanalysen mit Unterstützung von Sicherheitsbeauftragten bereits in
der Phase der EEA Modellierung auf Basis der modellierten Daten durchführen zu
können oder Informationen über die zu analysierenden Einheiten als Eingangsdaten
für umfassende und etablierte Sicherheitsanalysen in nachfolgenden Entwicklungs-
phasen bereitzustellen.
8.2.2 FMEA auf Basis von E/E-Architektur Modellen
Die Produkt FMEA auf Systemebene (s. Kapitel Kapitel 2.7.2.1) betrachtet die ge-
forderte Funktion von Produkten und Systemen bis auf die Auslegung von Eigen-
schaften und Merkmalen. Diese Art der FMEA entspricht dem Detaillierungsgrad
von EEA Modellen. Ihre Durchführung mit Unterstützung von Daten aus EEA-ADL
basierten EEA Modellen sowie ihre Durchführung innerhalb des Werkzeugs PREE-
vision wird im Folgenden betrachtet.
Die folgenden Erläuterungen werden beispielhaft anhand der EEA des Merkmals
»Automatischer Außenspiegel« veranschaulicht, der die Merkmale »Anklappen des
Spiegelgehäuses in Bezug auf Garagenposition oder Komfortschließen«, »Anklappen
des Spiegelgehäuses bei Precrash Erkennung«, »Automatische Spiegelheizung« und
»Automatisches Abblenden« umfasst. Abbildung 8.2 stellt alle für die Analyse rele-
vanter Daten erforderlichen Artefakte des EEA Modells des automatischen Außen-
spielgels sowie dessen direkter Umgebung dar. Diese beziehen sich auf die Ebenen
des Feature Funktions Netzwerks (FFN) (s. Abbildung 8.2 oben), des Funktionsnetzwerks
(FN) (s. Abbildung 8.2 Mitte) sowie des Komponentennetzwerks (CMPN) (s. Abbildung
8.2 unten). Die folgenden Erläuterungen orientieren sich an dieser Abbildung.
8.2.2.1 Strukturanalyse der FMEA
Die Produkt FMEA auf Systemebene, wie auch die Gefährdungs- und Risikoanalyse
der ISO 26262 adressieren Systeme (in Bezug auf die Erfüllung von Merkmalen). Das
Item definiert die Systemgrenze des betrachteten Systems. Dies resultiert in der Par-
titionierung des Gesamtprodukts (Fahrzeug) in Subsysteme. Für die Produkt FMEA
auf Systemebene enthält die Spezifikation des betrachteten Subsystems Daten über
Hardware- und Softwarekomponenten, die zur Erfüllung des Merkmals beitragen.
EEA-ADL bietet die Möglichkeit der Modellierung sog. Funktionalitäten im Sinne
funktionaler Anforderungen. Diese können mit einem Merkmal (oder Item) gleich-
gesetzt werden [167]. Funktionalitäten werden in PREEvision 6 im Feature Funktions
Diagramm (FFN-Diagramm) modelliert (s. (1) in Abbildung 8.2). Funktionalitäten re-
präsentieren Merkmale wie Precrash (2), die Bestimmung von Wetterbedingungen
(3) oder Lichtverhältnissen (4) oder die funktionalen Merkmalen eines automatischen
Außenspiegels (7) (wie oben genannt).
6Für die hier beschriebenen Ausführungen beziehen sich auf PREEvision Version 2.2.#.
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Abbildung 8.2: E/E-Architektur Modell des Merkmals »Automatischer
Außenspiegel«
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Requestoren (6) fordern Funktionalitäten an, Erfüller (8) erfüllen Funktionalitäten. Die
Bestimmung einer Precrash Situation wird von der entsprechenden Funktionalität er-
bracht. Informationen über eine aktuelle Precrash Situation werden an andere Funk-
tionalitäten, wie den automatischen Außenspiegel übertragen. Die Funktionalität des
automatischen Außenspiegels bestimmt nicht selbst die Precrash Situation. Sie wird
von der Funktionalität, welche die Precrash Situation bestimmt, angefordert. Die Zu-
sammenhänge des FFN-Diagramms repräsentieren Daten für die Strukturanalyse als
Teil der FMEA.
8.2.2.2 Funktionsanalyse der FMEA
In der Funktionsanalyse werden die Funktionen jeder Komponente des betrachteten
Merkmals bestimmt. In Bezug auf das Modell einer EEA betrifft dies die Bereitstel-
lung von Ausgangsdaten basierend auf der Historie, dem aktuellen Zustand sowie
den aktuellen Eingangsdaten. Dies wird von Softwarekomponenten realisiert, die
durch Sensor- (9), Funktions- (10) und Aktuatorblöcke (11) im FN dargestellt werden
(s. (12) in Abbildung 8.2). Zusätzlich adressiert ist die Verfügbarkeit von Hardware-
komponenten zur Berechnung und Kommunikation (13), Sensoren (14) und Aktua-
toren (15). Diese sind als Artefakte des CMPN (16) dargestellt.
Abbildung 8.2 zeigt die Abhängigkeit von E/E-Artefakten. Für die Sicherheitsanaly-
se der Funktionalität des automatischen Außenspiegels müssen zusätzlich die Funk-
tionalität der Requestoren und Erfüller betrachtet werden. Der Geltungsbereich der
zu betrachtenden Artefakte ist durch Umrandung von (6), (7) und (8) dargestellt. Die-
ser Rahmen repräsentiert den Freischnitt. Artefakte des FN, welche die entsprechen-
den Artefakte des FFN realisieren, sind ebenfalls vom Freischnitt betroffen. Ebenso
diejenigen Komponenten des CMPN, welche die betroffenen Funktionen ausführen.
Diese werden in Abbildung 8.2 jeweils durch Freischnittrahmen bezüglich FN Dia-
gramm und CMPN Diagramm dargestellt.
8.2.2.3 Fehleranalyse, Analyse von Aktivitäten sowie Optimierung und Dokumentation
der FMEA
Wenn Funktionen im Kontext der Funktionsanalyse der FMEA nicht verfügbar sind,
können Fehler auftreten. Dies hat Konsequenzen für die Verfügbarkeit von Merkma-
len. Für jede Funktion werden daher in der Phase der »Fehleranalyse« der FMEA
mögliche Fehler, ihre Ursachen und Auswirkungen bestimmt. Während die beiden
vorigen Phasen zum Teil automatisierbar sind, wird diese Aktivität von der Rolle des
Sicherheitsexperten durchgeführt.
Für jede Funktion wird ein FMEA Formblatt entsprechend Kapitel 2.7.2.1 Abbildung
2.4 geführt. Dieses Dokument wird verwendet um die Ergebnisse der Analyse fest-
zuhalten und zusammenzufassen.
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In der Phase »Analyse von Aktivitäten« der FMEA werden basierend auf den be-
stimmten Tripeln von Fehler, Ursachen und Auswirkungen der vorigen Phase, die ent-
stehenden Gefährdungen und Risiken in Bezug auf die betrachtete Funktion be-
stimmt. Die Risikoprioritätszahl fasst die Ergebnisse zusammen. Basierend auf deren
Wert werden Maßnahmen zur Überarbeitung abgeleitet. Die Ergebnisse werden im
FMEA Formblatt vermerkt.
In der Phase der »Optimierung und Dokumentation« der FMEA wird das betrachtete
System überarbeitet und erneut analysiert um die Auswirkungen der durchgeführ-
ten Maßnahmen zu bestimmen. Die Ergebnisse werden ebenfalls im FMEA Form-
blatt festgehalten.
8.2.3 Akkumulation von Daten für die FMEA
Die Akkumulation der relevanten Daten aus einem Modell der EEA beginnt mit der
Identifikation von Konzeptketten im Metamodell der zugrundeliegenden Sprache.
Das Metamodell stellt einen Graphen dar (s. Kapitel 9). Konzepte (Klassen) sind die
Knoten des Graphen, Relationen (Assoziationen und Attribute) die Kanten. Konzept-
ketten bilden jeweils einen Untergraphen. Werden Konzeptketten als Suchmuster de-
finiert, das auf einem EEA Modell ausgeführt wird, so besteht jedes Ergebnis jeweils
aus einer Menge von Artefakten und Attributwerten, welche durch ihre gegenseiti-
gen Zusammenhänge dem Muster genügen. Für die vorliegende Anwendung wer-
den Konzeptketten in der Art spezifiziert, dass die Ergebnismengen diejenigen Daten
repräsentieren, welche für die Verwendungsaktivität (hier als Eingangsdaten für die
FMEA) relevant sind.
Das Werkzeug PREEvision offeriert die Möglichkeit Konzeptketten entsprechend im
Metamodell vorhandener Relationen (Assoziationen und Attribute) zu spezifizieren.
Die Spezifikation von Negationen in Bezug auf Konzepte oder Relationen wird nur
bedingt, die Spezifikation von Alternativen gar nicht unterstützt. Um alle relevanten
Daten zu akkumulieren ist somit die Spezifikation mehrerer Konzeptketten erfor-
derlich. Diese Konzeptketten können sich in bestimmten Konzepten überschneiden,
was redundante Daten in Bezug auf die Menge der Ergebnisse zur Folge hat. Diese
Redundanzen müssen in einem nachfolgenden Schritt beseitigt werden.
Für die Durchführung wird wieder das Merkmal des automatischen Außenspiegels
nach Abbildung 8.2 betrachtet. Abbildung 8.3 zeigt einen Auszug der EEA-ADL, mit
einem Teil der für die FMEA relevanten Konzepte. Daraus kann nur die Konzeptket-
te in Bezug auf Funktionen abgeleitet werden. Für Sensor- und Aktuatorfunktionen
existieren ähnliche Strukturen aus welchen sich die entsprechenden Konzeptketten
ableiten lassen. Die dargestellte Struktur zeigt von links unten nach rechts unten die
Zusammenhänge zwischen Konzepten des FFN, des FN und ausführenden Hard-
wareartefakten des CMPN. Abbildung 8.4 zeigt eine Konzeptkette in Form einer aus-
führbaren Modellabfrage zur Ermittlung von Steuergeräten, auf welchen Funktionen
zur Erfüllung des betrachteten Merkmals ausgeführt werden.
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Abbildung 8.3: Teil von EEA-ADL mit relevanten Konzepten in Hinblick auf die Ak-
kumulation von Daten zur Verwendung in FMEAs
Die Modellabfrage beginnt mit einem Artefakt der FFN-Ebene und ermittelt Zutei-
lungen zu Artefakten der FN-Ebene (oben). Da Funktionen sowie Kompositionen
auf Artefakte des CMPN zugeteilt sein können, ermittelt ein Iterationsblock (Mitte)
Funktionen, welche in Kompositionen enthalten sind. Eine ermittelte atomare Funk-
tion wird auf Zuteilung zu Artefakten des CMPN hin untersucht (unten). Zur Bestim-
mung aller Hardwareartefakte die einen Beitrag zur Erfüllung des Merkmals liefern,
sind zusätzliche Regeln für Zuteilungen zu Sensoren und Aktuatoren als Artefakte
des CMPN erforderlich.
source : Functionality x_lhs2 : FFNFNMapping x_lhs3 : Block 
LHS_Iteration 
kind = normal 
multiplicity = 0..* 
x_lhs4 : Port x_lhs5 : AssemblyConnector x_lhs6 : Port 
x_lhs7 : FunctionBlock x_lhs8 : FunctionBlockMapping 



















Abbildung 8.4: Beispiel Modellabfrage für Akkumulation von Daten für die FMEA
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Die Ergebnisse der Ausführung der Modellabfrage auf einem EEA Modell werden
nun im Sinne ihrer kontextbezogenen Verwendung gefiltert. Berechnungsblöcke im
Metrikdiagramm von PREEvision können hierfür verwendet werden. Abbildung 8.5
zeigt den Datenfluss von der Ausführung von Modellabfragen und der Formatie-
rung der Ergebnisse. Der Block mit der Bezeichnung »Kontext« (1) repräsentiert den
Kontext der Abfrage, hier die Funktionalität des Automatischen Außenspiegels, in
Bezug auf deren Erfüllung beitragende Hardwareartefakte ermittelt werden sollen.
Hierdurch wird das »source-Objekt« der Modellabfrage definiert und so die Menge
von Artefakten auf welchen die Modellabfrage ausgeführt wird, eingeschränkt. Der
Modellabfrageblock mit der Bezeichnung »Datenbestimmung_FFN« (2) führt hinter-
legte Modellabfragen aus und gibt eine Liste mit Requestoren und Erfüllern zurück,
welche mit dem Kontext in Verbindung stehen. In einer Schleife (3) werden für al-
le zuvor ermittelten Requestoren und Erfüller diejenigen Funktions- und Hardwa-
reartefakte ermittelt, auf welche sie zugeteilt sind. Die entsprechenden Ergebnisse
werden jeweils durch Ausführung einer entsprechenden Modellabfrage (4: »Daten-
bestimmung_FN/CMPN«) bestimmt. In den folgenden Metrikblöcken (5: »Anpas-
sung« und FFilter«) werden die Ergebnismengen zusammengefasst und redundant
vorhandene Informationen gelöscht. Am Ausgang des letzten Blocks steht eine sor-
tierte Liste der ermittelten Hardwareartefakte zur Weiterverarbeitung oder Speiche-
rung bereit. Diese Informationen können in Werkzeuge für Sicherheitsassessments
importiert werden oder, wie im folgenden Kapitel dargestellt, Basis für die Durch-






















Rear View Mirror 
Datenbestimmung_FN/CMPN 
Abbildung 8.5: Metrikdiagramm zur Bestimmung von Modellabfrageergebnissen
und deren Formatierung
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8.2.4 Durchführung der FMEA im EEA Modellierungswerkzeug
PREEvision
Mit Anforderungstabellen stellt PREEvision eine Möglichkeit zur Handhabung und
Präsentation von Anforderungen bereit, auf welche bereits in den Kapiteln 5 und 6
verwiesen wurde. In der FMEA werden sog. FMEA-Formblätter (ihrerseits Tabellen)
für die Durchführung der Analyse sowie der Dokumentation der Ergebnisse heran-
gezogen. Durch den Einsatz von Anforderungstabellen im Werkzeug der EEA Mo-
dellierung zur Darstellung und Handhabung der akkumulierten Daten, zur Durch-
führung der Analyse und zum Festhalten der Ergebnisse, können FMEA-Daten ge-
meinsam mit dem Modell der EEA gespeichert werden. So wird ein Werkzeugwech-
sel vermieden.
8.2.4.1 Generierung von Anforderungstabellen
Um die FMEA im EEA Modellierungswerkzeug zu ermöglichen, ist es notwendig,
die Werkzeugstrategie an diese Verwendungsaktivität zu adaptieren. In der Anfor-
derungstabelle von PREEvision repräsentieren Zeilen Anforderungsobjekte als In-
stanzen des Konzeptes »Requirement« der Sprache EEA-ADL. Spalten stellen die
Attribute dieser Objekte dar. Dementsprechend wird für jedes zuvor bestimmte E/E-
Artefakt ein Anforderungsobjekt (im Folgenden FMEA-Objekt genannt) erzeugt.
FMEA-Objekte sollen entsprechend den Kriterien von FMEA-Formblättern analy-
siert werden. Daher werden für FMEA-Objekte eine Menge von Attributen definiert,
wobei jedes Attribut einer Zelle des FMEA-Formblattes entspricht. Die Datentypen
der Attribute werden den Datentypen des FMEA-Formblattes entsprechend auf In-
teger oder String festgelegt. Bei der Generierung von FMEA-Objekten können Attri-
butwerte jeweils automatisch auf Standardwerte (Datum, Zuständigkeit, Laufende
Nummer des FMEA-Formblattes, etc.) oder Daten aus der vorangegangenen Akku-
mulation gesetzt werden.
Abbildung 8.6 zeigt das Metrikdiagramm für die Generierung der Anforderungs-
tabelle und der FMEA-Objekte. Block 1 (»Kontext_Paket«) spezifiziert den Kontext
der folgenden Generierung. Hier wird das Anforderungspaket im Modellbaum des
EEA Modells angegeben, in welches die FMEA-Objekte erzeugt werden sollen. Die
folgenden Schritte der Generierung werden für jedes Artefakt der Eingangsliste ent-
sprechend der vorangegangenen Akkumulation durchgeführt (s. Loop-Block (2)).
Block 3 (»Bestimmung_Bezeichner«) gibt den Bezeichner des eingehenden Artefakts
zurück. Block 4 (»Generierung_FMEA_Objekt«) generiert eine neues Anforderungs-
objekt (FMEA-Objekt) und weist ihm den bestimmten Bezeichner zu.
Die Blöcke 6 (»Attribut_Type« und »Attribut_Fault«) stellen eine Auswahl an At-
tributen dar, welche dem generierten Objekt durch Block 5 (»Attribut_Zuteilung«)
zugeordnet werden. Sind Standardwerte hinterlegt, werden diese von Block (5) dem
entsprechenden Attribut zugeordnet.
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Abbildung 8.6: Metrikdiagramm zur Generierung von FMEA-Objekten
8.2.4.2 Durchführung der FMEA
Basierend auf der generierten Tabelle führen nun Sicherheitsexperten die FMEA durch.
Dabei werden Werte für Bedeutung (B), Auftretenswahrscheinlichkeit (A) und Entde-
ckungswahrscheinlichkeit (E) bestimmt. Für die Berechnung der Risikoprioritätszahl
(R) wurde eine entsprechende Metrik implementiert. Diese analysiert jedes FMEA-
Objekt der FMEA-Tabelle (Kontext dieser Metrik) nach Werten für B, A und E, be-
stimmt R und weist den Wert dem Attribut RPZ des FMEA-Objekts jeweiligen zu.
Hiernach bestimmen die Assessoren, falls notwendig, Maßnahmen der Überarbei-
tung. Anschließend wird eine erneute Bewertung durchgeführt um die Auswirkun-
gen der Überarbeitung zu beurteilen. Alle Ergebnisse werden in die entsprechenden
Zellen der FMEA-Tabelle eingetragen. Abbildung 8.7 zeigt ein Beispiel einer teilwei-
se ausgefüllten FMEA-Tabelle im Werkzeug PREEvision.
Abbildung 8.7: Beispiel für FMEA-Tabelle auf Basis der EEA-ADL in PREEvision
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8.2.4.3 Generierung von Reports
Das Werkzeug PREEvision bietet die Möglichkeit der Generierung von OpenOffi-
ce.org™Dokumenten [187]. Zu Dokumentationszwecken wird dieser Generator ver-
wendet um für jedes FMEA-Objekt ein FMEA-Formblatt zu erzeugen, gefüllt mit
den entsprechenden Attributwerten des jeweiligen FMEA-Objekts. Die Reportge-
nerierung wird auf Basis einer für diesen Zweck definierten Vorlage durchgeführt.
Darin wird das Format des Reports definiert, sowie die jeweiligen Stellen, an wel-
chen Informationen aus dem EEA Modell eingefügt werden sollen. Im ersten Schritt
wird der Umfang der FMEA-Tabelle erfasst um die Anzahl der zu generierenden
Reports zu bestimmen. Die Befüllung der Zellen der Vorlage wird in Anlehnung an
die Generierung der FMEA-Tabelle durchgeführt. Durch spezielle Regeln wird die
FMEA-Tabelle (Kontext der Regelausführung) nach FMEA-Objekten durchsucht. Die
Attributwerte eines FMEA-Objekts werden sequenziell ermittelt und an den entspre-
chenden Stellen des Reports eingetragen. Tabelle 8.1 zeigt einen generierten Report,
bei welchem Teile der Zellen zu Demonstrationszwecken ausgefüllt sind. Reports
können zu jedem Zeitpunkt während der Analyse generiert werden, vorausgesetzt
es existieren bereits FMEA-Objekte.
FMEA-Nr








Änderungsstand: Firma: Datum: 19.05.11
Mögliche 
Fehlerfolgen:













Tabelle 8.1: Generierter FMEA Report
8.2.5 Ergebnisse
Durch Akkumulieren von Eingangsdaten für die FMEAs direkt aus EEA Modellen
schafft die hier vorgestellte Methode eine formale Verbindung zwischen EEA Mo-
dellen und Sicherheitsassessments. Dies resultiert in konsistenten und eindeutigen
Informationen über das zu bewertende Merkmal. Damit wird die Dauer der Da-
tenbeschaffung für Sicherheitsanalysen verringert. Durch die formalen Beziehungen
zwischen Artefakten in EEA Modellen kann die Methode des Freischneidens zur Ak-
kumulation kontextrelevanter Daten angewendet werden.
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Die dafür notwendigen Modellabfragen und Formatierungen wurden entsprechend
des Kontextes der Verwendungsaktivität definiert. Durch Generierung spezifischer
Modellobjekte und Attribute im Sinne der durchzuführenden Sicherheitsanalyse kann
diese ohne Notwendigkeit eines Werkzeugwechsels direkt im Werkzeug der EEA
durchgeführt werden.
Damit wurde gezeigt, dass die Anwendung der Methode des Freischneidens auf EEA
Modelle detaillierte Kenntnisse der Konzepte der Verwendungsaktivität voraussetzt,
sowie detaillierte Kenntnisse über die entsprechenden Konzepte und Relationen in
der Sprache, welche dem betrachteten EEA Modell zugrunde liegt. Die Beschreibung
von Modellabfragen zur Ermittlung von Konzeptketten in PREEvision unterstützt
nur Konjugationsrelationen zwischen Konzepten und Attributwerten. Da somit kein
Basissystem (s. Kapitel 2.3.2) vorhanden ist, müssen zur Ermittlung der relevanten
Daten notwendigerweise mehrere Modellabfragen spezifiziert werden, deren Ergeb-
nismengen gemeinsame Elemente enthalten können. Dadurch können umfangreiche
Filterungs- und Formatierungsaktivitäten erforderlich werden, wie im nächsten Ka-
pitel demonstriert wird 7.
8.3 Einsatz Freischneiden für Verifikation und Test
ISO 26262 nennt in Teil 4 §8 (»Item Integration and Testing«) Testmethoden in Bezug
auf »Hardware-Software Integration und Test« (§8.4.2) und »Systemintegration und
Test« (§8.4.3). Etliche dieser Methoden können und werden durch den Einsatz der
Hardware-in-the-Loop Technologie in der Integrations- und Testphase des Entwick-
lungslebenszyklus der Automobilentwicklung abgedeckt.
Das Testen von Hardware und Software von merkmalserfüllenden funktional sicher-
heitsbezogenen Fahrzeugsystemen ist erforderlich um die funktionale Korrektheit
und die Erfüllung der Anforderungen nachzuweisen. Während der Integrationspha-
se von Hardware und Software wird Hardware-in-the-Loop Technologie (HiL) einge-
setzt um reproduzierbare und belastbare Tests von merkmalserfüllenden Funktionen
durchzuführen, die auf Hardwarekomponenten des verteilten Kontrollsystems eines
in der Entwicklung befindlichen Fahrzeugs ausgeführt werden [202]. Dabei werden
elektronische Komponenten des Kontrollsystems an ihren elektrischen (und teilwei-
se mechanischen) Schnittstellen mit HiL-Testsystemen verbunden. Diese emulieren
die Umgebung der Komponente (andere Steuergeräte, Sensoren, Lasten, etc.). Durch
Einsatz ausführbarer Verhaltensmodelle können in Bezug auf die zu testende Kom-
ponente (SuT, engl. für System under Test) authentische Situationen reproduzierbar
eingeprägt und das Verhalten des SuT gegenüber seiner Spezifikation verifiziert wer-
den.
7Teile der in diesem Kapitel dargestellten Inhalte wurden im Zuge der vom Autor der vorliegen-
den Arbeit betreuten Studienarbeit von Herrn Zhongjian Liang mit dem Titel »Entwurf eines do-
mänenspezifischen EE-Fahrzeugmodells mit PREEvision zur Konfiguration und Bewertung von
Realisierungsalternativen« [Lia09] erarbeitet.
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Verschiedene Rollen (HiL Spezifikation, HiL Integration, HiL Betreibung, Test De-
sign, ECU Spezifikation, ECU Integration, etc.) sind oder können an der Spezifikation
und der strukturellen Auslegung von HiL-Testsystemen beteiligt sein. Emuliert ein
HiL-Testsystem nicht authentisch die Umgebung des SuT, so können die Testergeb-
nisse nicht zur Verifikation herangezogen werden. Daher ist die Unterstützung von
Methoden und Werkzeugen erforderlich um der Spezifikation von HiL-Testsystemen
authentische Eingangsdaten bereitzustellen. Damit kann der Entwicklungsprozess
beschleunigt und die Möglichkeiten für Spezifikationsfehler reduziert werden.
Das EEA Modell eines Fahrzeugs enthält eine Vielzahl formalisierter Informatio-
nen über funktionale Zusammenhänge und Strukturen, welche die Spezifikation von
HiL-Testsystemen unterstützen können. Die Entwicklung von EEA ist ein iterativer
Prozess, Architekturen können nachträglich geändert werden. Dies hat Auswirkun-
gen auf die Spezifikation von HiL-Testsystemen.
Die Methode des Freischneidens wird in diesem Kapitel auf die Bestimmung von
Informationen aus EEA Modellen angewendet, die im Zusammenhang mit der Spe-
zifikation von HiL-Testsystemen relevant sind 8.
8.3.1 Grundlagen zu HiL-Testsystemen
HiL-Testsysteme bestehen aus Hardware- und Softwarekomponenten, deren Elemen-
ten nach [114] in verschiedene Ebenen entsprechend Abbildung 8.8 eingeteilt wer-
den. Ein Kontrollrechner (Testing Host) verwaltet die Ausführung von Tests sowie
die Analyse der Ergebnisse. das HiL-Testsystem selbst setzt sich aus folgenden Be-
standteilen zusammen: ein Echtzeitrechner (Rechner Einheit) führt die Simulation der
funktionalen Umgebung für das SuT aus. Die IO Generierung generiert fahrzeugspe-
zifische elektrische Signale. Hierzu zählen digitale und analoge Ein- und Ausgänge
sowie Datagramm-basierte Kommunikationen wie CAN oder FlexRay. Die Signal-
konditionierung realisiert die elektrischen Anforderungen an den Verbindungen zum
SuT. Die Fehlersimulation prägt elektrische Fehler wie Kurzschlüsse oder getrennte
Verbindungen ein. Ein angepasster Kabelsatz verbindet das HiL-Testsystem, mit dem
SuT. Die Software des HiL-Testsystems besteht aus einem ausführbaren Modell (Si-
mulation), welche das funktionale Verhalten der Umgebung darstellt sowie einem
Signal Pool, welcher den aktuellen Zustand des Modells sowie die aktuellen Werte
der mit dem SuT kommunizierten Signale beinhaltet.
HiL-Testsysteme kommen in unterschiedlichen Ausbaustufen für unterschiedliche
Anwendungen zum Einsatz. Bei einem Komponenten HiL-Testsystem wird ein einzel-
nes Steuergerät (SuT) an ein HiL-Testsystem angebunden, welches die funktionale,
elektrische und elektronische Umgebung des SuT nachbildet. Diese Variante kommt
häufig bei der Steuergeräteentwicklung bei Zulieferern oder OEMs 9 zum Einsatz.
8Die Inhalte dieses Kapitels wurden vom Autor und Co-Autoren in [114] und [115] veröffentlicht.
9Die Abkürzung OEM steht für Original Equipment Manufacturer und bezieht sich auf Automobil-
hersteller.
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Abbildung 8.8: Struktur eines HiL-Testsystems nach [114]
In der Entwicklungsphase der Systemintegration werden alle Steuergeräte, welche
der Domäne des gleichen Kommunikationsbusses zugeordnet sind (Antriebsstrang,
Body, Chassis, etc.), mit einem sog. Integrations HiL-Testsystem verbunden. Steuerge-
räte, die noch nicht verfügbar sind, können durch das HiL-Testsystem emuliert wer-
den. Jede Leitung, die zwischen den Steuergeräten besteht, wird zur Beobachtung,
Manipulation oder der Einprägung elektrischer Fehler über das HiL-Testsystem ge-
führt. Mit 20 oder mehr Steuergeräten an einem Bussystem ist der Berechnungs- und
Hardwareaufwand von Integrations HiL-Testsystemen enorm.
8.3.2 Aktuelle Durchführung der Spezifikation von HiL-Testsystemen
Aktuell werden HiL-Testsysteme manuell auf Basis von Spezifikationen der zu tes-
tenden Komponenten spezifiziert. Diese Dokumente beschreiben das Verhalten des
SuT textuell oder in Form von UML-Diagrammen. Die Steckerbelegungen des SuT
sind in Form von Listen dargestellt [91]. Da textuelle Beschreibungen häufig nicht
eindeutig und Spezifikationen lebende Dokumente sind, ist für eine passende Spezi-
fikation des HiL-Testsystems ist eine gute Kommunikation zwischen den beteiligten
Rollen erforderlich.
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In seiner Dissertation stellt Sebastian Fuchs ein Datenmodell als domänenspezifische
Sprache für die Beschreibung von HiL-Testsystemen vor [90]. Damit ist die Spezifika-
tion aller für den Aufbau eines HiL-Testsystems notwendigen Daten in einem Modell
möglich, die Datenbeschaffung muss jedoch wie zuvor durchgeführt werden.
8.3.3 Rahmenbedingungen - Freischneiden zur Spezifikation von
HiL-Testsystemen
In diesem Kapitel wird die Methode des Freischneidens für die Verwendung der
ermittelten Daten im Kontext der Spezifikation von HiL-Testsystemen vorgestellt.
So sollen durch Freischneiden alle in einem EEA Modell in Verbindung mit einem
Steuergerät vorhandenen Daten akkumuliert werden, welche für die Spezifikation
von HiL-Testsystemen relevant sind. Die Bedeutung des Ansatzes ist in Abbildung
8.9 beispielhaft an einem Komponentennetzwerk dargestellt 10.
Das Türsteuergerät Fahrerseite soll mit einem HiL-Testsystem verbunden werden und
stellt somit das SuT dar. Um die Umgebung des SuT authentisch nachzubilden, muss
das HiL-Testsystem alle Verbindungen und Interaktionen dem SuT und seiner Um-
gebung berücksichtigen. Dies wird in Abbildung 8.9 durch die gestrichelte Linie dar-
gestellt, welche das SuT »freischneidet«. Für die Akkumulation der relevanten Da-
ten soll ein allgemein einsetzbarer Satz von Modellabfragen implementiert werden,
der diese Daten jeweils in Bezug auf ein definierbares Steuergerät als Artefakt des
EEA Modells akkumuliert. Redundanzen sollen aus den Ergebnismengen beseitigt
werden. In Hinblick auf die weitere Verwendung sollen die bestimmten Daten ent-
sprechend der Verwendungsaktivität (beispielsweise der formalen Spezifikation von
HiL-Testsystemen nach Fuchs) strukturiert und in einem Austauschformat bereitge-
stellt werden.
8.3.4 Akkumulation von Daten
Relevante Informationen beziehen sich auf funktionale Zusammenhänge in Hinblick
der Realisierung eines ausführbaren Umgebungsmodells sowie auf elektrische Ei-
genschaften des SuT selbst und seiner Verbindung mit der Umgebung im CMPN der
EEA.
10Abbildung 8.9 zeigt Hardwareartefakte, welche zur Erfüllung des bereits im vorigen Kapitel be-
schriebenen Merkmals des automatischen Außenspielgels beitragen. Die Ansteuerung der Aktua-
toren der Außenspielgel wird von den jeweiligen Türsteuergeräten auf der Fahrer- und Beifahrer-
seite realisiert. Aktionen können durch Bedienelemente an der Fahrertür oder von anderen Steu-
ergeräten (Elektronischer Zündschlossschalter, Rest des Fahrzeugs) angefordert werden, welche über
Bussysteme mit dem Türsteuergerät der Fahrerseite verbunden sind. Die Reaktionen werden auf
dem Türsteuergerät Fahrerseite berechnet. Zur Ansteuerung sind die Aktuatoren des Spiegels der
Fahrerseite direkt mit diesem Steuergerät verbunden. Die Aktuatoren des Spiegels der Beifahrer-
seite hängen am Türsteuergerät Beifahrerseite, das ebenfalls über ein Bussystem mit dem Türsteuer-
gerät Fahrerseite in Kommunikation steht.
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Abbildung 8.9: Darstellung der Methode des Freischneidens im CMPN
Diese Informationen können durch eine Untermenge der EEA-ADL bestehend aus
ca. 40 Konzepte und den zwischen ihnen bestehenden Relationen bestimmt werden.
Abbildung 8.10 zeigt diese Konzepte jeweils gruppiert in software- und funktions-
technische Informationen (links) sowie Hardware- und elektrische Informationen
(rechts). Das grau unterlegte Konzept steht in jeder Gruppe für das Konzept des SuT.
Die Gruppierung orientiert sich an den beiden grundlegenden Betrachtungsweisen
von HiL-Testsystemen. Für das Hardwaresetup des Testsystems liegen die elektri-
schen Eigenschaften von Pins sowie die elektrischen Verbindungen zwischen SuT
und HiL-Testsystem im Fokus der Betrachtung. Für die Erstellung des Umgebungs-
modells sind die kommunizierten Signale sowie die zwischen ihnen bestehenden
funktionalen Zusammenhänge relevant.
Software- und funktionsbezogene Daten geben Aufschluss über Transmissionen, Input-
und Outputports zum Informationsaustausch, die Interfaces dieser Ports, sowie Si-
gnale. Darin sind auch Daten enthalten, über die Anbindungen und Verbindungen
über welche Informationen übertragen werden. Dies betrifft den Verbindungstyp, die
Organisation von Signalen in Frames sowie die logische Interpretation elektrischer
Werte (bsp. Spannung, Strom, Frequenz). Das zentrale Element dieser Betrachtung
ist das Signal.
Details über Hardwareartefakte umfassen Informationen über Sensoren, ECUs und
Aktuatoren, deren Betriebsbedingungen, Anbindungen, Pins und Steckverbindun-
gen, Leitungen und Leitungstypen. Das zentrale Element dieser Betrachtung ist der
Pin.
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Abbildung 8.10: Im Kontext der HiL-Spezifikation relevante Konzepte der EEA-ADL
Akkumulierte Daten über diese Artefakte und die zwischen ihnen bestehenden Zu-
sammenhänge werden in ein Übergabeformat übertragen, dessen Struktur der Ver-
wendungsaktivität sowie den in diesem Kontext bestehenden Perspektiven ange-
passt ist.
8.3.4.1 Verwendungsaktivitätspezifisches Übergabeformat
Zur Darstellung der Speicherung und dem Austausch von akkumulierten Daten
wird ein Übergabeformat definiert. Dieses fasst alle Informationen zusammen, wel-
che aus EEA Modellen für die Verwendung zur Spezifikation von HiL-Testsystemen
gesammelt werden können. Gespeichert werden die Daten im von Rechnern leicht
zu verarbeitenden XML-Format (s. Kapitel 2.9.3.1). Auf höchster Ebene in der Se-
rialisierung steht das SuT (ECU, engl. für Electronic Control Unit) auf der nächs-
ten Ebene folgen Daten in Bezug auf elektrische, nicht funktionale und geometri-
sche Informationen sowie Daten über Betriebsbedingungen, elektrische Verbindun-
gen (zusammengefasst im Paket ConnectionBasedInfo) und Transmissionen (zusam-
mengefasst im Paket TransmissionBasedInfo). Abbildung 8.11 stellt diese Konzepte in
Form eines Klassendiagramms dar. Kompositionen entsprechen darin jeweils Hier-
archieebenen der XML-Datei.
Abbildung 8.12 zeigt die im Paket ConnectionBasedInfo enthaltenen Konzepte bzw.
Hierarchien der XML-Datei. Darin sind alle Informationen enthalten, die in Bezug
auf die Verbindung des SuT an das HiL-Testsystem sowie den elektrischen Betrieb
des SuT am HiL aus Modellen der EEA bestimmt werden können.
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+NeedsCooling : boolean 
NonFunctionalInfo 
+MinVoltage : float 
+MaxVoltage : float 




+Width : float 
+Height : float 
+Length : float 
Dimensions 
+ShutDownCondition : String
+StartCondition : String 
OperatingConditions 
Abbildung 8.11: Übergabeformat des Freischnittes - Übersicht
+Diameter : float
+Isolation : String 




+MaleFemale : String 
+MaxCurrent : float 
+MaxIsolationDiameter : float 
+MaxWireDiameter : float
+MinIsolationDiameter : float 






+SecondColor : String 
+ThirdColor : String 
SingleWire 
+DriverType : String 
+MaxCurrent : float 








+TerminalType : String 
GroundConnection 
+TerminalType : String 
PowerConnection 









+MaxBaudRate : float 
+Termination : String 
+Transceiver : String 
BusConnectorType +BaudRate : float 
+MaxFrameLength : int 




+MaxBaudRate : float 
+Termination : String 
+Transceiver : String 
BusConnection 
SchematicPin 
Abbildung 8.12: Übergabeformat: Konnektierungs-bezogene Informationen
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Abbildung 8.13 zeigt selbiges in Bezug auf die Interaktion mit dem SuT und stellt
Informationen dar, welche für die Entwicklung des Verhaltensmodells relevant sind.
Für die Verbindung dieser beiden Betrachtungsweisen muss bekannt sein, welche
elektrischen Anschlüsse (oder Gruppen elektrischer Anschlüsse im Falle von Bussys-
temen oder benötigten anschlussspezifischen Bezugspotentialen) für Transmissio-
nen verwendet werden. Hierfür werden Referenzen zwischen den jeweiligen elektri-
schen Verbindungen (in Abbildung 8.12 dargestellt durch SchematicConnection) und
den zugeteilten logischen Verbindungen (dargestellt durch RepresentingLogicalLayer-
Artefact) verwendet.
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+BasicCycle : float 
+CycleTime1 : float 
+CycleTime2 : float 
+FrameTransmissionID : int 
+RepeateMode : String 
+SendMode : String 
FrameTransmission 
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+NatureType : String 
+NumberOfElements : int 
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+Length : int 
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+BitLength : int 
+DefaultValue : int 
+NatureType : String 
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Abbildung 8.13: Übergabeformat: Transmissions-bezogene Informationen
8.3.4.2 Realisierung
Zur Akkumulation der relevanten Daten wurden 12 Modellabfragen implementiert.
4 Regeln sind notwendig für die Bestimmung von Daten in Bezug auf die elektri-
schen Anschlüsse des Steuergeräts, welches das SuT darstellt. Dies betrifft jeweils
eine Modellabfrage für Masseanschlüsse, Leistungsversorgungsanschlüsse, Bussys-
teme und Direktverbindungen. Abbildung 8.14 zeigt als Beispiel die Modellabfrage
zur Bestimmung von Daten in Bezug auf Bussysteme.
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source : ElectronicComposite 
ComponentConnector : ComponentConnector 
ComponentPin : ComponentPin 
SchematicPin : SchematicPin 
WirePin : WirePin 
AbstractWire : AbstractWire WireTypeAbstractWire : WireType 
SchematicConnection : SchematicConnection BusSystem : BusSystem 
ComponentConnectorType : EEConnectorHousingType 
PinTypeComponentPin : PinType 
PinTypeWirePin : PinType BusConnector : BusConnector 
BusConnectorType : BusConnectorType 
BusType : BusType 
WiringConnector : WiringConnector WiringConnectorType : EEConnectorHousingType 
Abbildung 8.14: Modellabfrage zur Bestimmung von Daten über Bussysteme
Zur Bestimmung von Daten hinsichtlich der Interaktion des SuT mit seiner Umge-
bung sind 8 Regeln notwendig. Diese ergeben sich aus der Unterscheidung zwischen
Frametransmissionen und Signaltransmission, der damit verbundenen Interaktion
über Bussysteme oder Direktverbindungen und darauf bezogen ob die Transmissio-
nen gesendet oder empfangen werden.
Abbildung 8.15 zeigt das Metrikdiagramm mit den für die Bestimmung der Daten
und der Generierung der Übergabedatei eingesetzten Blöcken. Diese sind in vier
Spalten angeordnet. Der Kontextblock in der ersten Spalte dient zur Definition des
oder der Steuergeräte als Artefakte des EEA Modells, über welche Daten akkumu-
liert werden sollen. Werden hier mehrere Artefakte angegeben, so wird die Daten-
bestimmung selektiv für jedes dieser Artefakte ausgeführt. Ebenfalls wird bezogen
auf jedes dieser Artefakte eine separate Übergabedatei generiert. Die zweite Spalte
enthält Modellabfrageblöcke, denen jeweils eine Modellabfrage zugeordnet ist (aus
Gründen der Übersichtlichkeit sind hier nur die Blöcke entsprechend der 4 Modell-
abfrage in Bezug auf elektrische Anschlüsse dargestellt. Für die Akkumulation al-
ler Daten werden 12 Regeln eingesetzt.). Eine Tabelle der Modellabfrageergebnisse
wird jeweils an einen Berechnungsblock der folgenden Spalte übergeben. Die Aufga-
be dieser Berechnungsblöcke ist es jeweils die Eingangsinformationen entsprechend
der Struktur des Übergabeformates (s. Abbildungen 8.11, 8.12 und 8.13) zu organisie-
ren. Die Ergebnisse werden jeweils als String an den nachfolgenden Block (s. Block
Merge_ConnectionInfo in Abbildung 8.15) übergeben.
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Dieser erzeugt aus jedem der eingehenden Strings eine XML-Datei entsprechend der
Struktur des Übergabeformates und speichert diese ab. Nach Generierung und Spei-
cherung aller zwölf Dateien stößt er den nachfolgenden Block (FileGeneration) an.
Dieser liest die zuvor generierten Dateien ein und fügt sie zu einer Einzigen entspre-


















Abbildung 8.15: Metrikdiagramm für Ausführung des Freischneidens für HiL-TS
Spezifikation
8.3.4.3 Test
Die Implementierung wurde am Beispiel des EEA Modells des zuvor beschriebenen
automatischen Außenspiegels getestet. Die Akkumulation der Daten für Türsteuer-
gerät der Fahrerseite benötigte inklusive Generierung der XML-Datei ca. 4 Sekunden
auf einem aktuellen Standard-PC. Die XML-Datei umfasste in diesem Fall mehr als
1000 Elemente und Attributwerte. Wurde noch das Türsteuergerät der Beifahrerseite
hinzugefügt, so dauerte die Bearbeitung ca. 5 Sekunden auf dem gleichen Rechner.
Die generierten XML-Dateien enthielten dabei ca. 1400 Elemente und Attributwerte.
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8.3.5 Diskussion der Ergebnisse
In Bezug auf Freischneiden für die Verwendung der akkumulierten Daten im Kon-
text der Spezifikation von HiL-Testsystemen wurde ein methodisches Vorgehen zum
Bestimmen aller in diesem Kontext relevanten und aus EEA Modellen extrahierten
Daten vorgestellt. Des Weiteren wurde diese Methode implementiert.
Die Implementierung ist speziell zugeschnitten auf die Akkumulation von Daten
entsprechend der Verwendungsaktivität (Spezifikation von HiL-Testsystemen) und
präsentiert diese in einem angepassten Übergabeformat. Die Implementierung kann
ohne große Anpassungen (nur der Pfad unter welchem die Übergabedatei gespei-
chert werden soll) für beliebige EEA Modelle (basierend auf EEA-ADL) angewendet
werden. Bei Ausführung sind die Ergebnisse innerhalb weniger Sekunden verfügbar.
Die Methode wurde am Beispiel der Spezifikation eines HiL-Testsystems für ein ein-
zelnes Steuergerät vorgestellt. Da bei Integrations-HiL-Testsystemen alle Leitungen
und Interaktionen zwischen den angeschlossenen Steuergeräten über das Testsys-
tem geführt werden, entsprechen die hierfür benötigten Daten der Gesamtmenge
der Daten, welche durch selektive Anwendung des Freischneidens auf jedes einzel-
ne Steuergerät akkumuliert werden, das mit dem Integrations-HiL-Testsystem ver-
bunden werden soll. Durch die Durchführung des Freischneidens für jedes Arte-
fakt, das als Kontext der Implementierung des Blocks SUT_Context definiert wurde,
und die Erzeugung separater Übergabedateien, sind die für die Spezifikation eines
Integrations-HiL-Testsystems relevanten Daten nach einmaliger Ausführung der Im-
plementierung verfügbar.
Neben den Daten, die aus EEA Modellen gewonnen werden können, sind bei der
Spezifikation von HiL-Testsystemen weitere Randbedingungen zu berücksichtigen,
die sich unter anderem an den eingesetzten Hardwaremodulen, der Ausbaustufe
und dem Einsatzzwecks orientieren. Diesbezügliche Daten sind in EEA Modellen
nicht verfügbar. Daher ist die Ableitung einer umfassenden Spezifikation von HiL-
Testsystemen aus EEA Daten nicht möglich.
Die schnelle Verfügbarkeit eines Teils der benötigten Daten trägt jedoch wesentlich
zur Verringerung der Spezifikationsdauer sowie den Möglichkeiten für Spezifikati-
onsfehler bei. Die Implementierung ist durch die Notwendigkeit von 12 Modellab-
fragen umfangreich, zumal sich einige Regeln nur wenig unterscheiden. Dies hängt
damit zusammen, dass für die Spezifikation von Modellabfragen im verwendeten
Werkzeug PREEvision kein Basissystem zugrunde liegt und somit keine Alternati-
ven oder Negationen spezifiziert werden können.
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8.4 Zusammenfassende Diskussion des
Freischneidens
Im Modell der EEA eines Fahrzeugs, welchem eine domänenspezifische Sprache
(Metamodell) zugrunde liegt, ist eine Vielzahl von Daten und Zusammenhänge vor-
handen. Diese stellen für nachfolgende Aktivitäten des Entwicklungslebenszyklus
sowie des Sicherheitslebenszyklus nach ISO 26262 eine Untermenge der relevanten
Eingangsinformationen dar. Durch die formale Basis der beschriebenen EEA Modelle
wird die formale Bestimmung von Zusammenhängen und Artefakten als Instanzen
von Konzepten der eingesetzten Sprache ermöglicht. Die rechnerbasierte Werkzeug-
unterstützung zur Modellierung von EEAs begünstigt die automatisierbare Bestim-
mung dieser Untermengen.
Die Bestimmung der relevanten Daten orientiert sich an der Methode des »Frei-
schneidens« aus der Mechanik und Statik und ist für verschiedene Verwendungs-
aktivitäten adaptierbar. Das methodische Vorgehen in Bezug auf Freischneiden von
Informationen aus EEA Modellen entspricht dabei jeweils den in Kapitel 8.1 (s. Abbil-
dung 8.1) dargestellten Schritten. In Bezug auf die Aktivitäten des Sicherheitslebens-
zyklus nach ISO 26262 wurde die Methode des Freischneidens auf EEA Modellen
zur Unterstützung zweier Aktivitäten demonstriert. Diese Aktivitäten werden zur
Bewertung und Verifikation der funktionalen Sicherheit von eingebetteten Systemen
in unterschiedlichen Phasen des Entwicklungslebenszyklus eingesetzt 11.
Die Vorteile der Methode des Freischneidens auf EEA Modellen liegen in der Redu-
zierung von Aktivitäten und Dauer zur Datenbeschaffung, der Verfügbarkeit forma-
ler Relationen zwischen den bestimmten Daten sowie der Verringerung der Mög-
lichkeiten für Spezifikations- und Entwurfsfehler (in Bezug auf die Aktivitäten, in
welchen die bestimmten Daten eingesetzt werden). Bei nachträglicher Änderung des
EEA Modells sind diese Änderungen durch erneute Anwendung der Methode zeit-
nah für die jeweilige Entwicklungsaktivität verfügbar.
Die Methode des Freischneidens auf EEA Modellen ist von Art und Zielsetzung der
zu bestimmenden Informationen abhängig und damit kontextspezifisch. Die Aus-
führung wird durch speziell dem jeweiligen Kontext entsprechend implementierten
Modellabfragen realisiert. Um die gesammelten Informationen ihrer Verwendungs-
aktivität zuzuführen, sind zusätzlich Filterungs- und Formatierungsschritte erforder-
lich. Es hängt von der eingesetzten Werkzeugunterstützung der Verwendungsaktivi-
tät ab, in welcher Form die gesammelten Daten präsentiert werden sollen. In diesem
Kapitel wurde am Beispiel der Durchführung von FMEAs die werkzeuginterne, so-
wie am Beispiel der Spezifikation von HiL-Testsystemen die werkzeugübergreifende
Verwendung der gesammelten Daten dargestellt.
11Neben den im Rahmen dieser Arbeit dargestellten Anwendungen, wurde die Methode des Frei-
schneidens im Zuge der Bestimmung von Eingangsdaten zur automatisierten und bedarfsgerech-
ten Konfiguration von FlexRay Parametersätzen verwendet. Diesbezügliche Ergebnisse sind in
[108] und [107] veröffentlicht. Der Autor dieser Arbeit war an den genannten Veröffentlichungen
als Co-Autor beteiligt.
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Die erforderlichen Filterungsschritte resultieren in der eingesetzten Werkzeugunter-
stützung vor allem durch die Nichtverfügbarkeit eines Basissystems in Bezug auf die
Spezifikation von Modellabfragen. Daher ist es erforderlich spezifische Regeln für
die jeweiligen Zusammenhänge zwischen Konzepten der zugrundeliegenden Spra-
che zu implementieren, deren Instanzen im Sinne des Verwendungskontextes be-
stimmt werden sollen. Im folgenden Kapitel wird ein Ansatz und dessen Realisie-
rung dargestellt, durch welchen ein Basissystem für die Spezifikation von Fragestel-
lungen in Bezug auf EEA Modelle verfügbar wird.
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9 Fragestellungsgraphen
In den vorigen Kapiteln wurden Fragestellungen dargestellt, die sich im Zusam-
menhang mit Elektrik/Elektronik Architektur (EEA) Modellen ergeben. Die Ablei-
tung von Daten aus EEA Modellen zur spezifischen Verwendung als Eingangsdaten
für FMEAs wurde in Kapitel 8.2, für die Spezifikation von Hardware-in-the-Loop
Testsystemen in Kapitel 8.3 dargestellt. In beiden Fällen wurden Modellabfragen für
die jeweilige Bestimmung der Daten verwendet. Durch die variantenreichen Zusam-
menhänge der zu bestimmenden Daten war die Spezifikation mehrerer Modellabfra-
gen mit redundanten Artefakten notwendig. Dies bringt vermeidbare Aufwände mit
sich. Diese bestehen hinsichtlich der Aufteilung der Fragestellung in Modellabfragen
sowie der Bestimmung von Ergebnissen im Sinne Fragestellung aus den Ergebnissen
einzelner Modellabfragen.
In diesem Kapitel wird eine Methode zur Spezifikation und Ausführung von kom-
plexen logischen Fragestellungen vorgestellt, die auf graphenbasiert modellierte EE-
As bezogen sind. Durch die ebenfalls vorgestellte Realisierung dieser Methode wer-
den die genannten zusätzlichen Aufwände verringert.
Zunächst wird der Stand der Wissenschaft und Technik in Bezug auf Fragestellungen
hinsichtlich EEA-ADL basierter EEA Modelle dargestellt. Darauf aufbauend wird ei-
ne Erweiterung der Spezifikation und Ausführung von Fragestellungen identifiziert
sowie die sich ergebenen Anforderungen festgehalten. Dem folgt die schrittweise Er-
läuterung und Darstellung der Methode zur Spezifikation und Ausführung umfas-
sender Fragestellungen durch das verfügbar machen eines Basissystems (s. Kapitel
2.3.2). Dies erfolgt zuerst hinsichtlich graphenbasierter Zusammenhänge, anschlie-
ßend bezüglich der besonderen, domänenspezifischen Eigenschaften von EEA Mo-
dellen. Abschließend wird eine domänenspezifische Implementierung der Methode
beschrieben und die Ergebnisse anhand eines Ausführungsbeispiels vorgestellt. Das
Kapitel schließt mit einer Zusammenfassung sowie einer Diskussion der Methode
und einem Ausblick auf weiterführende Aktivitäten.
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9.1 Stand der Wissenschaft und Technik
In diesem Kapitel wird der Stand der Wissenschaft und Technik in Bezug auf Fra-
gestellungen und deren Ergebnisermittlung dargestellt. Die Betrachtung beschränkt
sich auf die Domäne der EEA Modellierung, genauer auf EEA-ADL basierte Model-
le. Diesbezüglich existieren bereits wissenschaftliche Arbeiten und Werkzeugrealisie-
rungen. Die in diesem Teil der Arbeit vorgestellte Methode zum Umgang mit Frage-
stellungen stellt eine Erweiterung der existierenden Ansätze dar. Dafür werden diese
Ansätze teilweise verwendet.
9.1.1 Mustersuche der Modell-zu-Model-Transformation
In seiner Dissertation beschreibt Reichmann [196] graphisch notierte Modell-zu-Modell-
Transformationen basierend auf der Sprache M2ToS für den Entwurf eingebetteter
Systeme.
9.1.1.1 Beschreibung
Die Modell-zu-Modell-Transformation der Sprache M2ToS besteht aus den Schritten
Mustersuche, Erzeugung, Objektzuordnung und Verschmelzen. Die »Mustersuche« be-
schreibt das Auffinden von Objekten eines Modells, die einem vorgegebenen Muster
genügen. Ein »Muster« ist dabei definiert als:
• »Ein Muster besteht aus einem zusammenhängenden, attributierten und markierten
Graphen von typisierten Objekten und Links. Die Knoten des Graphen korrespondieren
mit UML-Objekten, die Kanten mit UML-Links. Die Objekte und Links sind Instanzen
von MOF Klassen und MOF Relationen genau eines Metamodells. Es kann keine zwei
identischen Objekte oder Links geben.« 1.
Eine Modell-zu-Modell-Transformation besteht jeweils aus mindestens zwei Mus-
tern. Eines, die sog. Left Hand Side (LHS), beschreibt einen Teil eines Modells vor
der Transformation, das Andere, die sog. Right Hand Side (RHS), einen Modellteil,
durch welchen dieser im Zuge der Transformation ersetzt wird. Die LHS beschreibt
einen Regeltest. LHS bzw. Regeltest wird definiert als:
• Die LHS »... besteht aus einem Muster, das konform zum Quellmetamodell ist. Zu-
sätzlich kann die LHS Muster enthalten, die konform zu den deklarierten zusätzlichen
Datenquellen sind.« 2.
1Siehe [196] S. 128.
2Siehe [196] S. 128.
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9.1.1.2 Abgrenzung / Erweiterung
Bei Reichmann wird ein Muster im Sinne einer LHS als Graph entsprechend Instan-
zen des Quellmetamodells beschrieben. In Bezug auf EEA Modelle würde ein Mus-
ter demnach ein (»kleines«) EEA Modell beschreiben, welches aus der zugrundelie-
genden Sprache (im betrachteten Fall EEA-ADL) abgeleitet bzw. instantiiert werden
kann. Damit beziehen sich die Kanten zwischen den Knoten des Musters auf Rela-
tionen entsprechend Links, die sich aus dem Metamodell instantiieren lassen. Durch
Links sind alle Arten von Assoziationen des Quellmetamodells instantiierbar. Diese
drücken eine Form von Kenntnis oder Zugehörigkeit zwischen den Instanzen von
Klassen des Metamodells aus, jedoch keine logischen Relationen. Durch die Spezifi-
kation von Fragestellungen alleine durch Muster können die Anforderungen an ein
Basissystem nicht erfüllt werden 3.
9.1.2 Modellabfrageregelwerk im E/E-Architektur
Modellierungswerkzeug PREEvision
Das EEA Modellierungswerkzeug PREEvision von Aquintos [13] stellt eine umfas-
sende Werkzeugunterstützung für die Modellierung von EEA-ADL basierten EEA
Modellen [97], die Bestimmung von Daten aus EEA Modellen durch die Ausführung
von LHS-basierten Abfragen und die Bewertung von EEA Modellen anhand von Ab-
frageergebnissen und benutzerdefinierbaren Metriken [96] bereit. Die Methode der
Modell-zu-Modell-Transformation nach Reichmann [196] (s. Kapitel 9.1.1) ist in die
Implementierung des Werkzeugs PREEvision eingeflossen.
9.1.2.1 Beschreibung
In der Ansicht Perspektive Modellabfrage-Regeleditor des Werkzeugs können Modellab-
fragen graphisch spezifiziert werden. Eine Modellabfrage besteht aus Regelobjekten
und Links zwischen diesen Regelobjekten. Regelobjekte und Links sind Instanzen
der Konzepte eines separaten Regelmetamodells. Regelobjekte referenzieren Klassen
der EEA-ADL. Links beziehen sich auf Assoziationen (entsprechend der EEA-ADL)
zwischen den referenzierten Klassen. Gemeinsam mit Links können die jeweiligen
Rollennamen der entsprechenden Assoziationsenden spezifiziert werden. Gemein-
sam mit Regelobjekten können die in Bezug auf Instanzen geforderte konkreten Wer-
te für Attribute der durch das Regelobjekt referenzierten Klasse angegeben werden.
Abbildung 9.1 zeigt ein Beispiel einer einfachen Modellabfrage mit den beschrieben
Bestandteilen.
3Ausnahmen bestehen jeweils, falls eine Fragestellung durch ein einziges Muster, im Sinne der LHS,




source : ECU x_lhs2 : BusConnector 
name : =CAN-Bus 
x_lhs3 : BusSystem 







Abbildung 9.1: Beispiel einer Modellabfrage
Bevor eine Modellabfrage auf einem EEA Modell ausgeführt werden kann, wird in
einem Generierungsschritt ein ausführbares Programm der Modellabfrage erzeugt.
Als Bestandteil des Abfragenpakets Model Query kann diese ausführbare Repräsen-
tation der Modellabfrage als LHS-basierte Abfrageregel in ein EEA Modell synchroni-
siert und anschließend in diesem verwendet werden. In einem Modell lassen sich
LHS-basierte Abfrageregeln von Modellabfragen verwenden. Modellabfragen sind Blöcke
eines Metrikmodells, welche LHS-basierte Abfrageregeln auf dem EEA Modell ausfüh-
ren und eine Liste der Ergebnisse präsentieren sowie diese zur Weiterverarbeitung
im Metrikdiagramm zur Verfügung stellen.
Abbildung 9.2 zeigt ein Metrikdiagramm mit einem Kontextblock zur Einschränkung
der Grundmenge, auf der eine LHS-basierte Abfrageregel ausgeführt werden soll, so-
wie einen Modellabfrage (Modellabfrageblock) mit Ergebnissen entsprechend der Mo-
dellabfrage aus Abbildung 9.1. Die darin enthaltenen Ergebnisse sind Teil eines EEA










Abbildung 9.2: Metrikdiagramm mit Kontext-Block und Modellabfrage
Zudem wird die bedingte Ausführung von Modellabfragen unterstützt. Dabei wird
eine Modellabfrage nur dann ausgeführt, wenn die Ergebnismenge einer Anderen
(mit der die Erste in einer bedingten Ausführungsrelation steht) nach deren Ausfüh-
rung gleich/ungleich der leeren Menge ist.
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9.1.2.2 Abgrenzung / Erweiterung
Eine Modellabfrage beschreibt eine Struktur oder einen Bauplan einer Art von Ablei-
tungen (Instanziierungen) aus einem Metamodell oder einer Sprache. Bei der Spezifi-
kation einer Modellabfrage kommen Konzepte aus zwei Modellierungsebenen zum
Einsatz. Zum Einen beschreibt der Bauplan spezifisch die Instanziierungen von Klas-
sen des Metamodells sowie die zwischen diesen geltenden Relationen, die ihrerseits
Instanzen von Assoziationen des Metamodells sind. Um den Geltungsbereich dieses
Bauplans weiter einzuschränken, besteht zum Anderen die Möglichkeit, Instanziie-
rungen der Klassen mit konkreten Werten in Bezug zu setzen (z.B. name:=CAN-Bus).
Bei Ausführung auf einem Modell werden alle Kombinationen von Modellartefakten
bestimmt, welche den durch die Modellabfrage (den Bauplan) spezifizierten Bedin-
gungen (Instanziierung von Klassen und Assoziationen sowie konkreten Werten für
Attribute) genügen.
Durch eine Modellabfrage wird ein Bauplan für einen Teil eines EEA Modells be-
schrieben, der vollständig konform zum verwendeten Metamodell ist. Das bedeutet,
dass sich die Regelobjekte und Links nur auf Klassen und Assoziationen des Meta-
modells beziehen können. Logische Relationen werden somit nicht unterstützt. Die
bedingte Ausführung von Modellabfragen bietet keine umfassende Möglichkeit zur
formalen Spezifikation von Fragestellungen, basierend auf den logischen Relationen
eines Basissystems.
9.1.3 Abstraktionsebenenübergreifende Darstellung von E/E
Architekturen in Kraftfahrzeugen
Die Dissertation von Matheis [167] befasst sich unter anderem mit dem Thema von
Fragestellungen in Bezug auf EEA Modelle.
9.1.3.1 Beschreibung
Für den Umgang mit Fragestellungen in der Domäne der EEA Modellierung wer-
den die Schritte entsprechend Abbildung 9.3 für eine phasenbasierte Vorgehensweise
vorgeschlagen:
Abbildung 9.3: Phasenbasiertes Vorgehen nach Matheis [167]
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• Formulierung der Fragestellung: Die Fragestellung wird in natürlicher Spra-
che formuliert. Damit ist sie auch für Personen verständlich, die nicht direkt in
die werkzeugspezifische Modellierung von EEAs involviert sind.
• Analyse der Fragestellung: Nachdem die Fragestellung in eine modellnahe
Form gebracht wurde, werden die Ziele der Fragestellung untersucht. Hat ei-
ne Fragestellung mehr als ein Ziel, so wird sie in Teilfragestellungen aufgeteilt.
Dies geschieht so lange, bis jede Teilfragestellung nur noch ein Ziel hat. In jeder
Teilfragestellung wird ein Ursprungsartefakt als Ausgangspunkt für die Beant-
wortung der Fragestellung beschrieben.
• Kategorisierung der Fragestellung: Auswahl von Mechanismen, die genutzt
werden um die Fragestellung zu beantworten. Diese sind davon abhängig, ob
sich die gewünschten Informationen auf konkrete Modellartefakte, Typen von
Modellartefakten oder Messergebnissen bezieht. Suchregeln fassen dabei Teil-
fragestellungen in ausführbarer Form. Hierfür kann Code in einer Program-
miersprache oder die LHS einer Modell zu Modell Transformation nach Reich-
mann [196] zum Einsatz kommen.
• Anwendung der Fragestellung auf dem Modell
• Auswertung der Ergebnisse: Hier werden die Ergebnisse der Ausführung der
Teilfragestellung auf dem EEA Modell interpretiert und in natürlicher Sprache
formuliert.
In der weiteren Arbeit legt Matheis seinen Fokus auf die Darstellung von Ergebnissen
von Fragestellungen bezogen auf EEA-ADL basierte EEA Modelle. Für die Spezifi-
kation und Ausführung von Teilfragestellungen wird der Ansatz nach Reichmann
[196] eingesetzt.
9.1.3.2 Abgrenzung / Erweiterung
Die Arbeit liefert einen Ansatz für den Umgang mit Fragestellungen in Bezug auf
EEA Modelle. Dabei wird das generelle Vorgehen von der menschenverständlichen
textuellen Notation einer Fragestellung zu deren rechnergestützter Ausführung auf
einem Modell sowie der Interpretation der Ergebnisse betrachtet. Die einzelnen Schrit-
te werden methodisch umrissen, jedoch nicht detailliert ausgeführt. Bei den Schritten
»Kategorisierung der Fragestellung« und »Anwendung der Fragestellung auf dem Modell«
wird auf die Verwendung bestehender Implementierungen verwiesen. Damit erge-
ben sich keine weiterführenden Möglichkeiten zur Verwendung logischer Relationen
bei Spezifikation Modellabfragen.
Die Prozessschritte »Analyse der Fragestellung«, in dem Fragestellungen in Teilfrage-
stellungen zerlegt werden, »Kategorisierung der Fragestellung«, in welchem Teilfrage-
stellungen in eine ausführbare Form gebracht werden und »Auswertung der Ergeb-
nisse«, im welchem aus den Ergebnisse der Teilfragestellungen die Ergebnisse der
eigentlichen Fragestellung ermittelt werden, sind nicht detailliert ausgeführt.
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Diese, nach Matheis manuell durchgeführten Tätigkeiten, könnten durch die Bereit-
stellung eines logischen Unterbaus im Sinne eines Basissystems teilweise automati-
siert werden. Hierdurch würde die beschriebene Vorgehensweise erweitert bzw. de-
tailliert.
9.2 Anforderungen
9.2.1 Anforderungen an die Akkumulation von Daten aus
E/E-Architektur Modellen
Die in den Kapiteln 4.2 und 4.3 aufgestellten Anforderungen benötigen eine Möglich-
keit zur Bestimmung von Daten aus EEA Modellen. Um regelbasierte Fragestellun-
gen sowie deren rechnergestützte Ausführung verfügbar zu machen, ist es erforder-
lich, dass die betrachteten EEAs auf einer Sprache bzw. einem Metamodell basieren,
wodurch die formalen Zusammenhänge und Abhängigkeiten zwischen den verwen-
deten Konzepten bzw. Klassen spezifiziert sind. So können die Klassen bzw. Konzep-
te bei der Formulierung von Fragestellungen verwendet werden und eine rechnerge-
stützte Ermittlung von Übereinstimmungen zwischen Fragestellungen und Inhalten
von EEA Modellen ist möglich.
In Kapitel 8 wurde die Bestimmung von Daten aus EEA Modellen zur weiteren kon-
textbezogenen Verwendung außerhalb der Domäne der EEA Modellierung vorge-
stellt. Dabei können für die Realisierung der Fragestellung mehrere Modellabfragen
notwendig werden, wenn sich die Fragestellung auf verschiedene Ketten von Ele-
menten (Artefakten) des Modells (bei Matheis als Teilfragestellung bezeichnet) be-
zieht. Im Sinne der Fragestellung (nach Kapitel 8.3) stehen die Ergebnisse der Teilfra-
gestellungen in einer OR-Beziehung.
Komplexere Fragestellungen ergeben sich bei der Überprüfung von EEA Modellen
hinsichtlich Konformität gegenüber verschiedener Entwicklungsvorgaben, die un-
terschiedliche Realisierungen zulassen 4. Ist ein EEA Modell konform zu einer Ent-
wicklungsvorgabe, wenn es auf eine oder eine andere, jedoch nicht auf eine dritte
Arte realisiert wird, so ist die Spezifikation logischer Relationen zwischen diesen
Realisierungsarten bereits in der Spezifikation der Fragestellung notwendig. Diese
logischen Relationen können die Abhängigkeit zwischen Teilfragestellungen mit un-
terschiedlichen Zielen bzw. Teilfragestellungswurzelobjekten ausdrücken, aber auch
die logische Relation zwischen Elementen einer Teilfragestellung, in Bezug auf das
gleiche Wurzelobjekt.
Die textuelle Formulierung von Fragestellungen ist für Menschen einfach verständ-
lich, jedoch bei der Beschreibung komplexer und umfangreicher Zusammenhänge
unübersichtlich und nicht eindeutig.
4Siehe dazu auch Kapitel 10
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Eine formale Beschreibung von Fragestellungen, bestehend aus den Möglichkeiten
zur Spezifikation von Modellabfragen entsprechend der Kapitel 9.1.1 und 9.1.2 so-
wie der Möglichkeit der Spezifikation logischer Relationen zwischen Regelobjekten
in Form von Junktoren (s. Kapitel 2.3.1) oder Booleschen Funktionen (s. Kapitel 2.3.2),
ist hingegen eindeutig. Zudem können damit die Ergebnisse rechnergestützt ermit-
telt werden.
Daraus ergeben sich die folgenden Anforderungen: Zur logischen Formulierung von
Fragestellungen soll ein Basissystem verfügbar gemacht werden, um die Formulie-
rung von Teilfragestellungen (Ketten von Modellelementen und konkreten Werten
entsprechend Assoziations- oder Attribut-Beziehungen des zugrundeliegenden Me-
tamodells), Alternativen und Negationen zu ermöglichen. Bei der Auswahl der ver-
wendeten Sprache zur Darstellung von EEAs bzw. des verwendeten Werkzeugs zur
Modellierung von EEAs sind die verfügbaren Möglichkeiten zur Formulierung und
rechnergestützten Ausführung von Fragestellungen hinsichtlich der Verfügbarkeit
eines Basissystems zu bewerten. Falls erforderlich sind bestehende Methoden der-
art zu erweitern, dass sie die Formulierung von Fragestellungen mit den Mitteln der
Logik sowie die rechnergestützte Bestimmung von Ergebnissen unterstützen.
9.2.2 Vergleich mit dem Stand der Technik
Die rechnergestützte Bestimmung von Daten aus EEAs erfordert die Spezifikation
von Zusammenhängen der EEA basierend auf einer formalen Sprache. Hierfür kom-
men unter anderem 5 EAST-ADL sowie EEA-ADL in Frage. Während für EAST-ADL
kein spezifisches Vorgehen für die Bestimmung von Daten beschrieben ist, bietet das
EEA Modellierungswerkzeug PREEvision, in welchem EEA-ADL zugrunde liegt,
einen Mechanismus zur Datenbestimmung in Form von Modellabfragen. Dessen Im-
plementierung orientiert sich an der Methode von Reichmann [196] und unterstützt
die Spezifikation von Teilfragestellungen auf Basis von Zusammenhängen entspre-
chend des zugrundeliegenden Metamodells (EEA-ADL) sowie Relationen zu kon-
kreten Werten. Damit liegt jedoch noch kein Basissystem für die Spezifikation und
Ausführung von Fragestellungen vor.
Die meisten Schritte der Vorgehensweise bezüglich des Umgangs mit Fragestellun-
gen nach Matheis [167] basieren auf Aktivitäten, die manuell durchzuführen sind.
Nur in Schritt »Anwendung der Fragestellung auf dem Modell« erfolgt rechnerge-
stützt. Hierbei können nur Modellabfragen im Sinne von Teilfragestellungen aus-
geführt werden. Mit Ausnahme von Assoziations- und Attribut-Relationen, die als
logisches AND interpretiert werden können, werden keine logischen Relationen unter-
stützt.
Durch die Verfügbarkeit derartiger Relationen würden bereits für den ersten Schritt
der Vorgehensweise nach Matheis (»Formulierung der Fragestellung«) eine formale
5In [167] findet sich eine ausführliche Gegenüberstellung von modellbasierten Entwurfsmethodiken
zur Entwicklung von EEAs.
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Formulierung der Fragestellung auf Basis logischer Zusammenhänge bereitgestellt.
Durch entsprechende Werkzeugunterstützung könnten die weiteren Schritte auto-
matisiert werden. Damit könnten Ergebnisse im Sinne der Fragestellung und nicht
nur im Sinne einzelner Teilfragestellungen rechnergestützt ermittelt werden. Die ma-
nuelle Aufteilung der Fragestellung in Teilfragestellungen sowie die Interpretation
von deren Ergebnissen im Sinne der Fragestellung könnte vermieden werden.
9.2.3 Systematische Ableitung von Anforderungen
Aus der vorangegangenen Diskussion ergeben sich folgende Anforderungen an die
Realisierung der Spezifikation und Ausführung von Fragestellungen unter Verwen-
dung logischer Relationen:
• Bestimmung eines Formates zur Spezifikation von Fragestellungen auf Basis
logischer Zusammenhänge, welches von Rechnern verarbeitet werden kann.
• Aufbau bzw. Erweiterung bestehender Konzepte, Realisierungen und Werk-
zeugunterstützungen im Zusammenhang mit Fragestellungen in der Domäne
der EEA Modellierung.
• Auswahl einer Menge von logischen Relationen sowie Spezifikation von deren
Bedeutungen, welche in Bezug auf die Beschreibung von Fragestellungen im
Rahmen der Modellierung von EEAs zu verwenden sind.
• Realisierung und Integration der Methode in eine bestehendes und etablierte
modellbasierte und rechnergestütztes Vorgehen zur Entwicklung von EEAs.
9.3 Detaillierte Betrachtung der E/E-Architektur
Modellierung in Bezug auf Fragestellungen
In diesem Kapitel werden EEA Modelle in Bezug auf Fragestellungen als Graphen
interpretiert und darauf basierend eine graphenbasierte Darstellung von Fragestel-
lungen abgeleitet.
9.3.1 M-Graphen und MM-Graph
Ein EEA Modell wird für die weitere Betrachtung als Graph interpretiert. Artefakte
einer EEA sind dabei Knoten des Modellgraphen (im folgenden M-Graph genannt),
Links zwischen den Artefakten entsprechen Kanten. Die Inhalte eines EEA Modells
sind aus dem zugrundeliegenden Metamodell instantiiert 6.
6Für die hier geführte Betrachtung wird die EEA-ADL als Metamodell verwendet.
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Das Metamodell stellt seinerseits einen Graphen dar, der im folgenden als Meta-
modellgraph (MM-Graph) bezeichnet wird. Die Klassen des Metamodells sind die
Knoten des MM-Graphen, Assoziationen und Vererbungsrelationen die Kanten. Die
Knoten des M-Graphen entsprechen Instanzen von Klassen des Metamodells und
damit Instanzen der Knoten des MM-Graphen. Wegen der Instanziierungsrelation
zwischen Knoten des M-Graphen und Knoten des MM-Graphen werden die Kno-
ten des M-Graphen im Folgenden auch als Modellobjekte bezeichnet. Links zwi-
schen Modellobjekten entsprechen Instanzen von Assoziationen des Metamodells
und beziehen sich dabei auf einen Teil der Kanten des MM-Graphen (Kanten ent-
sprechend Vererbungsrelationen des MM-Graphen werden nicht instanziiert). Mo-
dellobjekte stehen im M-Graphen über eine weitere Arte von Kanten mit konkreten
Werten in Relation. Diese Relationen entsprechen Attributen von Metamodellklassen
(MM-Klasse), aus welcher das jeweilige Modellobjekt instantiiert wurde.
9.3.1.1 M-Graph
Ein M-Graph als Graph eines (Instanz-) Modells kann wie folgt beschrieben werden:
Ein M-Graph ist geordnetes Paar (MV, ME) aus einer nichtleeren Menge MV von
Knoten und einer (möglicherweise leeren) Menge ME von Kanten mit MV ∩ME =
∅. Die Menge MLnkE ⊂ ME beinhaltet alle Kanten, welche Instanzen von Asso-
ziationen des zugrundeliegenden MM-Graphen darstellen. Die Menge MAttrE ⊂
ME beinhaltet alle Kanten, welche Attributrelationen entsprechen. Es gilt MLnkE ∩
MAttrE = ∅. Die Menge MObjV ⊂ MV beinhaltet alle Knoten, welche Instanzen
von Klassen des zugrundeliegenden MM-Graphen darstellen. Die Menge MWrtV ⊂
MV beinhaltet alle Knoten, die konkrete Werte darstellen. Es gilt MObjV∩MWrtV =
∅. Eine Kante g ∈ MLnkE besteht zwischen zwei verschiedenen Knoten (v, w) ∈
MObjV. Eine Kante h ∈ MAttrE besteht zwischen einem Knoten v ∈ MObjV und
einem Knoten w ∈ MWrtV.
9.3.1.2 MM-Graph
Ein MM-Graph als Graph eines Metamodells kann wie folgt beschrieben werden:
Ein MM-Graph ist ein geordnetes Paar (MMV, MME) aus einer nichtleeren Menge
MMV von Knoten und einer (möglicherweise leeren) Menge MME aus Kanten mit
MMV ∩MME = ∅. Die Menge MMVrrbE ⊂ MME beinhaltet alle Kanten, die eine
Vererbungsrelation darstellen. Die Menge MMAsszE ⊂ MME beinhaltet alle Kan-
ten, die eine Assoziationsrelation darstellen. Die Menge MMAttrE ⊂ MME bein-
haltet alle Kanten, die eine Attribut darstellen. Es gilt MMVrrbE ∩MMAsszE = ∅,
MMVrrbE ∩MMAttrE = ∅ und MMAttrE ∩MMAsszE = ∅.
Die Menge MMKlssV ∈ MMV beinhaltet alle Knoten, die einer Klasse entsprechen.
Die Menge MMAttrWrtV ∈ MMV beinhalten alle Knoten, die nach der Instanziie-
rung ein konkreter Wert zugeordnet werden kann.
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Es gilt MMKlssV ∩ MMAttrWrtV = ∅. Eine Kante f ∈ MMVrrbE besteht zwi-
schen zwei notwendigerweise verschiedenen Knoten (r, s) ∈ MMKlssV. Eine Kante
g ∈ MMAsszE besteht zwischen zwei nicht notwendigerweise verschiedenen Kno-
ten (t, u) ∈ MMKlssV. Eine Kante h ∈ MMAttrE besteht zwischen einem Knoten
v ∈ MMKlssV und einem Knoten w ∈ MMAttrWrtV.
9.3.1.3 Teilfragestellungsgraph (TFS-Graph)
Aktuelle Implementierungen von Fragestellungen beschränken sich auf Teilfrage-
stellungen. Jede Teilfragestellung (TFS) hat ein Ziel bzw. bezieht sich auf ein Wur-
zelelement. Wird eine TFS als Graph interpretiert, so beziehen sich die darin verwen-
deten Knoten und Kanten auf die Mengen von Knoten und Kanten von M-Graphen
und MM-Graphen. Ein TFS-Graph als Graph einer Teilfragestellung kann wie folgt
beschrieben werden:
Ein TFS-Graph besteht aus einem geordneten Paar (TFSV, TFSE) aus einer nicht-
leeren Menge TFSV von Knoten und einer (möglicherweise leeren) Menge TFSE
von Kanten mit TFSV ∩ TFSE = ∅. Die Menge TFSLnkE ⊂ TFSE beinhaltet alle
Kanten, die sich auf Kanten der Menge MLnkE des M-Graphen als Instanzen von
Kanten der Menge MMAsszE des MM-Graphen beziehen. Die Menge TFSAttrE ⊂
TFSE beinhaltet alle Kante, die sich auf Kanten der Menge MAttrE des M-Graphen
als Instanzen von Kanten der Menge MMAttrE des MM-Graphen beziehen. Die
Menge TFSObjV ⊂ TFSV beinhaltet alle Knoten, die sich auf Knoten der Menge
MObjV des M-Graphen als Instanzen von Knoten der Menge MMKlssV des MM-
Graphen beziehen. Die Menge TFSWrtV ⊂ TFSV beinhaltet alle Knoten, die sich
auf Knoten der Menge MWrtV des M-Graphen als die konkreten zugeordneten Wer-
te von Instanzen der Menge MMAttrWrtV des MM-Graphen beziehen. Eine Kante
i ∈ TFSLnkE bestehen zwischen zwei verschiedenen Knoten (n, o) ∈ TFSObjV. Ei-
ne Kante j ∈ TFSAttrE bestehen zwischen einem Knoten p ∈ TFSObjV und einem
Knoten q ∈ TFSWrtV.
Damit stellt ein TFS-Graph einen Bauplan oder eine Struktur für Untergraphen ei-
nes M-Graphen dar, die aus dem MM-Graphen instanziiert werden können. Dabei
werden im TFS-Graphen Konzepte (Knoten und Kanten) des MM-Graphen in Hin-
blick auf die Struktur des Untergraphen verwendet. Darüber hinaus können im TFS-
Graphen konkrete Werte als Knoten der Menge TFSWrtE spezifiziert werden, wel-
che mit Werten als Knoten der Menge MWrtV des Untergraphen übereinstimmen
sollen. Ein TFS-Graph kann somit als Relation zwischen dem MM-Graphen und al-
len Untergraphen des M-Graphen aufgefasst werden, die dem spezifizierten Bauplan
entsprechen. Wird ein TFS-Graph als Suchregel realisiert und auf einem M-Graphen
ausgeführt, so werden alle Untergraphen zurückgegeben, welche dem durch den
TFS-Graph spezifizierten Bauplan genügen. Ein TFS-Graph verwendet nur Konzep-
te, die sich auf Konzepte des MM-Graphen oder des M-Graphen sowie deren In-
stanziierungsrelation beziehen. Der durch einen TFS-Graph spezifizierte Bauplan ist
eindeutig und enthält keine logischen Relationen.
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9.3.2 Graphenbasierte Darstellung von Fragestellungen
Als Grundlage für das weitere Vorgehen wird die graphenbasierte Darstellung von
Fragestellungen anhand von Beispielen diskutiert. Dabei werden zuerst die Heraus-
forderungen bei der Verwendung von Teilfragestellungsgraphen dargestellt. Diese
werden anschließend um logische Relationen erweitert.
Jeder Teilfragestellungsgraph bezieht sich auf ein Wurzelelement. Der linke Graph in
Abbildung 9.4 stellt einen einfachen Teilabfragegraphen mit dem Wurzelelement A∗
dar. Hierbei gilt (A∗, B, C, D, E) ∈ TFSObjV und (F′a) ∈ TFSWrtV (die Endung ′a
symbolisiert, dass sich der Knoten auf einen konkreten Wert bezieht). Für die Kanten
gilt {(A∗, B), (B, C), (B, D), (C, E)} ∈ TFSLnkE und {(D, F′a)} ∈ TFSAttrE. Durch
diese Art von Graph können Relationen zwischen den Knoten ausgedrückt werden,




































Abbildung 9.4: Beispiel Teilfragestellungsgraph und graphenbasierte Darstellung ei-
ner Fragestellung
Im Hinblick auf die Spezifikation von Fragestellungen ist dies jedoch nicht ausrei-
chen. Wie in den vorigen Kapiteln diskutiert, ist ein Basissystem erforderlich um
logische Relationen zwischen den Knoten einer Fragestellung auszudrücken. Hierzu
zwei Beispiele:
• Alternativen: Unterschiedliche Kombinationen von Knoten ∈ MObjV erfüllen
die Fragestellung. Diese unterschiedlichen Kombinationen können sich auf das
gleiche oder auf verschiedene Wurzelelemente beziehen. Bei Verwendung von
Teilfragestellungsgraphen muss für jede valide Kombination ein separater Teil-
fragestellungsgraph spezifiziert und ausgeführt werden. Aus der Menge der
Ergebnisse der Teilfragestellungsgraphen ist anschließend manuell die Ergeb-
nismenge im Sinne der Fragestellung zu ermitteln.
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• Negationen: Die Fragestellung ermittelt Kombinationen von Knoten∈ MObjV.
Dabei soll ein bestimmtes Element eines Ergebnisses im M-Graphen nicht in ei-
ner bestimmten Relation zu Elementen eines bestimmten Typs (Instanzen einer
bestimmten Klasse des MM-Graphen) stehen. Beispiel hierfür wäre die Suche
nach Steuergeräten, die keinen FPGA 7 beinhalten.
Negationen können nicht aus dem zugrundeliegenden MM-Graphen abgelei-
tet und damit in Teilabfragegraphen nicht verwendet werden. Hier kann die
Spezifikation von zwei Teilabfragegraphen Abhilfe schaffen, aus welchen zur
Bestimmung der Ergebnismenge der Fragestellung manuell das Komplement
gebildet wird.
Der rechte Graph in Abbildung 9.4 stellt eine Erweiterung des Konzeptes von Teilab-
fragegraphen dar. Dabei werden logische Relationen entsprechend der Fragestellung
in eine graphenbasierte Darstellung integriert. Dieser Graph veranschaulicht einige
der Herausforderungen beim formalen Umgang mit Fragestellungen. Ein Graph die-
ser Art wird Graphenbasierte Darstellung einer Fragestellung genannt. Er besteht aus ei-
ner Menge von Knoten in Anlehnung an Knoten ∈ TFSObjV und ∈ TFSWrtV. Ein
»∗« symbolisiert ein Wurzelelement der Fragestellung, ein ′a, dass sich der Knoten
auf einen konkreten Wert bezieht. Die dünn dargestellten Kanten beziehen sich auf
Assoziations- und Attributbeziehungen des zugrundeliegenden MM-Graphen. Fett
dargestellte Kanten repräsentieren eine Auswahl logischer Relationen zwischen ein-
zelnen Knoten.
Einige logische Relationen beziehen sich auf Wurzelelemente {(A∗, G∗), (G∗, K∗)},
einige auf Elemente, die über Relationen entsprechend Assoziations- und Attribut-
beziehungen des zugrundeliegenden MM-Graphen {(E, F), (N, M), (P, O), (U, V)}.
Andere logische Relationen {(I, J′a), (O, Q)} drücken eine Negationsbeziehung (NOT)
aus. Mit IF bezeichnete Relationen setzten Ergebniselemente von Knoten in eine
bedingte Beziehung zu Ergebnismengen, die sich durch die Ausführung von Ele-
mentkombinationen des Graphen auf einem M-Graphen ergeben. Diese Bedingun-
gen können sich auf Wurzelelemente beziehen ({(K∗, R∗)}) oder auf Elemente, die
keine Wurzelelement darstellen ({(M, T∗)}). Die detaillierte Bedeutung dieser Rela-
tionen wird in Kapitel 9.8 gegeben.
Dieses Beispiel repräsentiert die eigentliche Idee hinter der graphenbasierten Dar-
stellung bzw. Spezifikation von Fragestellungen. Im Folgenden wird die graphen-
basierte Darstellung von Fragestellungen sowie deren Aufteilung in Kombinationen
von Elementen vorgestellt, zwischen welchen ausschließlich Relationen bestehen, die
aus dem zugrundeliegenden MM-Graphen abgeleitet werden können. Die Ergebnis-
se dieser Aufteilung entsprechen dem Konzept von Teilfragestellungsgraphen, die
unter Verwendung bestehender Realisierungen rechnergestützt auf M-Graphen aus-
geführt werden können. In Hinblick auf die Aufteilungsschritte wird jedoch eine an-
gepasste Nomenklatur eingeführt.
7FPGA steht für Field Programmable Gate Array. Dies ist ein integrierter Schaltkreis, in den eine
Schaltung auf der Ebene logischer Gatter programmiert werden kann [45].
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Definition 9.1 Als Logische Relationen werden Relationen in der graphenbasierten Dar-
stellung einer Fragestellung oder den Graphen, die durch dessen Aufteilung entstehen, be-
zeichnet, welche sich nicht auf Assoziations- oder Attributbeziehungen des zugrundeliegen-
den MM-Graphen beziehen.
Definition 9.2 Als Konjunktionsrelationen werden Relationen in der graphenbasierten
Darstellung einer Fragestellung oder den Graphen, die durch dessen Aufteilung entstehen,
bezeichnet, welche sich auf Assoziations- oder Attributbeziehungen des zugrundeliegenden
MM-Graphen beziehen.
Definition 9.3 Ein Graphenbasierte Darstellung einer Fragestellung fasst die Konzep-
te und Relationen einer Fragestellungen als Graph. Ein graphenbasierte Darstellung einer
Fragestellung enthält ein oder mehrere Wurzelelemente. Umfasst sie mehr als ein Wurzel-
element, müssen diese über logische Relationen miteinander verbunden sein. Elemente gra-
phenbasierter Darstellungen von Fragestellungen, die keine Wurzelelemente sind, können
untereinander über logische Relationen oder Konjunktionsrelationen in Beziehung stehen,
wobei es immer genau eine Kantenfolge von Konjunktionsrelationen oder dazu ähnlichen Lo-
gischen Relationen geben muss, über welche ein Element mit genau einem Wurzelelement in
Beziehung steht.
Als zu Konjunktionsrelationen ähnliche logische Relationen werden logische Rela-
tionen bezeichnet, die sich in einer Art von Negation auf Assoziations- oder Attri-
butbeziehungen des zugrundeliegenden MM-Graphen beziehen.
9.3.3 Graphenbasierte Darstellung einer Abfrage
Im Folgenden wird die Aufteilung von graphenbasierten Darstellungen von Frage-
stellungen (später detailliert als Fragestellungsgraphen) beschrieben. Dies geschieht
in drei Aufteilungsschritten, deren Arbeitsprodukte jeweils spezielle Graphen dar-
stellen. Diese Graphen werden als graphenbasierte Darstellung von Abfragen (später
detailliert als Abfragegraphen), Regelabfragegraphen und Konjunktionsgraphen bezeich-
net.
Definition 9.4 Eine Graphenbasierte Darstellung einer Abfrage ist ein Untergraph ei-
ner graphenbasierten Darstellung einer Fragestellung, der nur ein Wurzelelement enthält,
sowie Knoten, die über eine Kantenfolge von Konjunktionsrelationen oder dazu ähnlichen lo-
gischen Relationen mit diesem Wurzelelement in Beziehung stehen. Zwischen Knoten, die
keine Wurzelelemente sind, können logische Relationen bestehen.
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Entsprechend dieser Definition ergeben sich aus der graphenbasierten Darstellung
der Fragestellung aus Abbildung 9.4 die graphenbasierten Darstellungen von Ab-
fragen entsprechend Abbildung 9.5. Um die schrittweise Aufteilung von graphenba-
sierten Darstellungen von Fragestellungen rechnergestützt durchführen zu können,
wird ein Datenformat vorgestellt, auf Basis dessen derartige Darstellungen spezifi-
ziert und von einem rechnergestützten Werkzeug ausgewertet werden können. Vor-
her wird jedoch noch auf Besonderheiten von EEA Modellen eingegangen, welche
für die Anwendbarkeit von graphenbasierten Darstellungen von Fragestellungen in


























Abbildung 9.5: Graphenbasierte Darstellungen von Abfragen
9.4 Bedeutung von Artefaktkombinationen
In domänenspezifischen Sprachen zur Instanziierung/Ableitung von EEA Model-
len, wie der EEA-ADL, werden zulässige Kombinationen von Modellartefakten spe-
zifiziert, welche von Modellen eingehalten werden müssen. Fragestellungen müssen
sich an diesen Vorgaben orientieren um auf EEA Modelle angewendet werden zu
können. Um dies beispielhaft darzustellen wird eine Fragestellung betrachtet, die
nach allen Steuergeräten (ECUs) sucht, die entweder mit einem Aktuator oder einem
Sensor kommunizieren. Abbildung 9.6 zeigt eine graphenbasierte Darstellung einer
Abfrage, welche dies auf pragmatische Weise ausdrückt. Da sich die Fragestellung
auf ein Wurzelelement (ECU*) bezieht, ist die sich ergebende graphenbasierte Dar-
stellung der Fragestellung gleich der enthaltenen graphenbasierten Darstellung der
Abfrage.
Abbildung 9.7 stellt einen Auszug der EEA-ADL mit den entsprechend Klassen dar,







Abbildung 9.6: Pragmatische graphenbasierte Darstellung einer Abfrage
Daraus ist ersichtlich, dass es keine direkte Verbindung in Form von Assoziationen
zwischen den Klassen ECU, Sensor und Actuator gibt. Verbindungen zum Informa-
tionsaustausch erfordern entsprechende Anbindungen (LogicalConnector) an diesen
Artefakten (DetailedElectricElectronic). Die Anbindungen wiederum stehen mit Ver-
bindungen (SignalConnection) in Bezug. Da sich eine Fragestellung am MM-Graphen
(in diesem Fall EEA-ADL) orientieren soll, müssen die dort spezifizierten Konzepte


























Abbildung 9.7: Auszug der EEA-ADL
Die Ausführung einer Fragestellung auf einem M-Modell resultiert in einer (eventu-
ell leeren) Menge von Ergebnissen. Die Spezifikation und Bedeutung von Fragestel-
lungen und deren Ausführung muss notwendigerweise in Hinblick auf die erwarte-
ten Ergebnisse und deren Struktur betrachtet werden.
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Definition 9.5 Als Ergebnis wird ein Untergraph des M-Graphen bezeichnet. Ein Ergeb-
nis besteht aus einer Menge von Knoten ∈ MObjV oder ∈ MWrtV sowie aus einer Men-
ge von Kanten ∈ MLnkE oder ∈ MAttrE. Die Knoten eines Ergebnisses entsprechen In-
stanzen von Knoten ∈ MMKlssV bzw. ∈ MMAttrWrtV des zugrundeliegenden MM-
Graphen, die Kanten eines Ergebnisses entsprechen Instanzen von Kanten ∈ MMAsszE
bzw. ∈ MMAttrE dieses MM-Graphen. Die Struktur von Knoten und Kanten eines Ergeb-
nisses stellt eine Artefaktkette dar und entspricht den Knoten und Kanten einer zusammen-















































Abbildung 9.8: Graphenbasierte Darstellung einer Abfrage - Lösungsansatz 1
Abbildung 9.8 zeigt einen Versuch die in Abbildung 9.6 dargestellte graphenbasierte
Darstellung einer Abfrage entsprechend der Knoten und Kanten des zugrundelie-
genden MM-Graphen zu erweitern. Dabei wird die logische Relation XOR verwendet.
Diese Spezifikation der Fragestellung führt jedoch aus zwei Gründen nicht zum ge-
wünschten Ergebnis.
Erstens: Die dargestellten Kanten der Menge AFLnkE der graphenbasierten Darstel-
lung der Fragestellung beziehen sich auf Kanten der Menge MMAsszE des MM-
Graphen. Diese sind nach der Diskussion in Kapitel 9.3.3 Konjunktionsrelationen
(AND) gleichzusetzen. Die XOR Relation im linken Teil von Abbildung 9.8 drückt aus,
dass entweder ein Sensor oder ein Actuator über die jeweils darüberliegende Kan-
te entsprechend der Rollenbeziehungen (eeLogicalConnection/electronicComposite) mit
einem ConventionalConnector verbunden sein soll. Diese logische Relation XOR bezieht
sich demnach neben den Knoten auch auf die in der Abbildung darüberliegenden
Kanten. Wird der linke Teil der Abbildung separat betrachtet, so sucht der resultie-
rende Abfragegraph nach einer ECU mit zwei ConventionalConnetors, von welchen
jeder mit einer ConventionalConnection verbunden ist, die ihrerseits eine Verbindung
zu zwei weiteren ConventionalConnectors besitzen.
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Falls einer dieser ConventionalConnectors zu einem Sensor gehört, so darf der andere
nicht zu einem Actuator gehören, und umgekehrt. Eine ECU, die nur eine Conventio-
nalConnection besitzt, über welche sie mit einem Sensor interagiert, würde durch das
Fehlen eines Zweiten in der Ergebnismenge der Fragestellung nicht berücksichtigt,
obwohl sie die notwendigen Bedingungen hinsichtlich der eigentlichen Fragestel-
lung erfüllt. Im eigentlichen Sinne der Fragestellung bezieht sich die XOR Relation
jedoch auf Artefaktketten, jeweils ab den Knoten ConventionalConnectors als Teil des
Wurzelelements ECU. Damit bestehen Kombinationen von Artefakten als Teile von
Artefaktketten, die nur gemeinsam betrachtet Sinn haben (im dargestellten Beispiel
ECU, Sensor und Actuator mit ihren jeweiligen Anbindungen).
Zweitens: Angenommen, das in der vorigen Diskussion aufgezeigte Problem sei ge-
löst, so liefert die dargestellte graphenbasierte Darstellung einer Abfrage dennoch
nicht die gewünschten Ergebnisse. Sensoren und Aktuatoren können über konven-
tionelle Verbindungen oder Bussysteme mit Steuergeräten kommunizieren. Intera-
giert ein Steuergerät über eine konventionelle Verbindung mit einem Sensor und ei-
nem Bussystem mit einem Aktuator, so wird es der Ergebnismenge der graphenba-
sierten Darstellung der Abfrage hinzugefügt. Dies entspricht jedoch nicht der Fra-
gestellung. Im dargestellten Fall führt das Einfügen zusätzlicher XOR Relationen ent-
sprechend Abbildung 9.9 zur Lösung dieses Problems. Jedoch ist diese Art des Um-
gangs mit logischen Relationen umständlich und entfernt die Spezifikation von gra-

















































Abbildung 9.9: Graphenbasierte Darstellung einer Abfrage - Lösungsansatz 2
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Aus den beiden dargestellten Problemen entstehen weitere Anforderungen an die
graphenbasierte Darstellung und Spezifikation von Fragestellungen. Diese soll:
• eine einfache Übertragung von textuell oder verbal beschriebenen Fragestel-
lungen erlauben. Hierfür ist es notwendig den Geltungsrahmen von logischen
Relationen festlegen zu können. Bei der textuellen Notation algebraischer Aus-
sagen wird hierfür das Konzept der Klammerung verwendet. Ein entsprechen-
des Konzept ist auf die graphenbasierte Spezifikation von Fragestellungen zu
übertragen.
• das Zusammenfassen von Knoten graphenbasierter Darstellungen von Abfra-
gen entsprechend sinnvoll zusammengehörender Artefakte ermöglichen.
• Relationen, welche sich auf Kanten∈ MMAsszE bzw.∈ MMAttrE des zugrun-
deliegenden MM-Graphen beziehen gemeinsam mit dem jeweiligen Zielknoten
in der graphenbasierten Darstellung der Fragestellung betrachten.
9.5 Strukturierung graphenbasierter Darstellungen
Im Folgenden werden die beiden Konzepte Abfrageelement und Abfragegruppe vorge-
stellt, welche zur Erfüllung der in Kapitel 9.4 aufgestellten Anforderungen in die gra-
phenbasierte Darstellung von Fragestellungen und Abfragen einfließen. Unter An-
wendung der beiden Konzepte werden diese dann als Fragestellungsgraphen bzw.
Abfragegraphen bezeichnet.
9.5.1 Abfrageelement
In der graphenbasierten Darstellung einer Fragestellung hat eine Kante, die sich auf
eine Kante der Menge ∈ MMAsszE bzw. ∈ MMAttrE bezieht, nur dann Sinn, wenn
es zwei Knoten gibt, zwischen welchen diese Kante besteht und die sich wiederum
auf Knoten der Menge ∈ MMKlssV bzw. ∈ MMAttrWrtV beziehen.
Eine graphenbasierten Darstellung einer Fragestellung wird dadurch detailliert, dass
vom Wurzelelement ausgehend Verbindungen zu weiteren Knoten gefordert wer-
den, welche mögliche Ergebnisse genauer spezifizieren. Durch das Anhängen weite-
rer Knoten entstehen so Ketten oder Bäume, wobei hierfür jeweils eine Kante und ein
Knoten erforderlich sind. Damit kann eine Kante, die eine Konjunktionsrelation oder
eine dazu ähnliche logische Relation darstellt, gemeinsam mit dem anzuhängenden
Knoten betrachtet werden.
Eine derartige Kombination einer Kante und eines Knotens in der graphischen Dar-
stellung einer Fragestellung wird als Abfrageelement bezeichnet. Der enthaltene Kno-




Entsprechend der Kette oder des Baums, welche durch die Aneinanderreihung von
Abfrageelementen entstehen, wird ausgehend von Wurzelabfrageelement zwischen
Abfrageelementvorgängern und Abfrageelementnachfolgern bzw. zwischen direkten Abfra-
geelementvorgängern und direkten Abfrageelementnachfolgern unterschieden.
Jedes Abfrageelement hat eine beliebige Anzahl von direkten Abfrageelementnach-
folgern, aber nur einen Abfrageelementvorgänger. Ein Wurzelabfrageelement hat
nur Abfrageelementnachfolger, ein Blattabfrageelement nur Abfrageelementvorgän-
ger. Ein Wurzelabfrageelement besteht nur aus einem Abfrageelementknoten.
Definition 9.6 Ein Abfrageelement ist synonym zu einer Kante (Abfrageelementkante)
und einem Knoten (Abfrageelementknoten) in der graphenbasierten Darstellung einer Frage-
stellung. Eine Abfrageelementkante stellt eine Konjunktionsrelation oder eine dazu ähnliche
logische Relation dar. Durch die Abfrageelementkante wird der Abfrageelementknoten mit
dem direkten Abfrageelementvorgänger verbunden bzw. im Sinne der Fragestellung in Rela-
tion gesetzt. Abfrageelemente erhalten jeweils die Bezeichnung ihres Abfrageelementknotens.
Abbildung 9.10 stellt beispielhaft und unter Vernachlässigung einiger logischer Rela-
tionen die Elemente der Ketten bzw. Bäume aus Abbildung 9.5 als Abfrageelemente
dar. Ein Abfrageelement wird dabei durch jeweils eine Abfrageelementkante sowie
den Abfrageelementknoten am kreisförmigen Ende dieser Kante dargestellt. Die Ab-
frageelementkanten der Abfrageelemente J′a und Q repräsentieren jeweils zu Kon-






















Abbildung 9.10: Darstellungen entsprechend Abbildung 9.5 mit Abfrageelementen
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9.5.2 Abfragegruppe
Zur Erfüllung der bestehenden Anforderungen an die Erweiterung des Konzeptes
der graphenbasierten Darstellung von Fragestellungen werden Abfragegruppen ein-
geführt.
Definition 9.7 Abfragegruppe: In einer Abfragegruppe werden Abfrageelemente oder Ab-
fragegruppen zusammengefasst. Abfragegruppen ermöglichen eine Hierarchisierung und Grup-
pierung der Elemente von graphenbasierten Darstellungen von Fragestellungen. Eine Abfra-
gegruppe enthält entweder nur Abfrageelemente oder nur Abfragegruppen. Logische Relatio-





























































Abbildung 9.11: Graphenbasierte Darstellung einer Abfrage mit Abfragegruppen
und Abfrageelementen
Abbildung 9.11 zeigt eine graphenbasierte Darstellung einer Abfrage (AFGR_A) ent-
sprechend Abbildung 9.6 unter Verwendung von Abfragegruppen. Darin sind je-
weils die Kommunikationsbeziehungen zu Sensoren und Aktuatoren in den Ab-
fragegruppen A f Gr_A.2 undA f Gr_A.3 zusammengefasst und über XOR in Relati-
on zueinander gesetzt. Innerhalb dieser Gruppen besteht jeweils eine weitere Hier-
archieebene in welcher die Abfrageelemente entsprechend einer Kommunikations-
beziehung über eine konventionelle Verbindung (ConventionalConnection) oder ein
Bussystem (BusSystem) zusammengefasst sind. Für Sensoren ergeben sich die Grup-
pen AFGr_A.2.1 und A f Gr_A.2.2, für Aktuatoren die Gruppen A f Gr_A.3.1 und
A f Gr_A.3.2. Diese sind jeweils innerhalb der Gruppen A f Gr_A.2 und A f Gr_A.3
über OR in Relation gesetzt.
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Daraus entsteht ein logisch korrekter Graph, der unter Verwendung der Konzep-
te des zugrundeliegenden MM-Graphen (s. Abbildung 9.7) die pragmatische Dar-
stellung der Fragestellung entsprechend Abbildung 9.6 spezifiziert. Es können sich
Fragestellungen ergeben, welche nach geschlossenen Ketten von Abfrageelementen
suchen. Für die Darstellung geschlossener Ketten ist es erforderlich, dass sich alle
Abfrageelemente einer Kette innerhalb einer Abfragegruppe befinden.
9.5.3 Abfragegraph
Unter Verwendung der Konzepte Abfrageelement und Abfragegruppe wird nun der Ab-
fragegraph als spezielle Form der graphenbasierten Darstellung von Abfragen defi-
niert.
Definition 9.8 Ein Abfragegraph ist eine graphenbasierte Darstellung einer Abfrage un-
ter Verwendung der Konzepte Abfrageelement und Abfragegruppe. Ein Abfragegraph bezieht
sich auf ein Abfragewurzelelement. In einem Abfragegraphen gibt es nur Abfrageelemente
oder Abfragegruppen. In einem Abfragegraphen bestehen logische Relationen, die nicht ähn-
lich zu Konjunktionsrelationen sind, ausschließlich zwischen Abfragegruppen.
9.5.4 Fragestellungsgraph
Mit der Definition von Abfragegraphen kann nun die Definition von »Fragestel-
lungsgraphen« als spezielle Form der graphenbasierten Darstellung von Fragestel-
lungen gegeben werden.
Definition 9.9 Ein Fragestellungsgraph besteht aus Abfragegraphen sowie logischen Re-
lationen, die nicht ähnlich zu Konjunktionsrelationen sind sowie bedingten Relationen zwi-
schen diesen Abfragegraphen. Ein Fragestellungsgraph ist eine vollständige Beschreibung
einer Fragestellung.
Abbildung 9.12 zeigt einen Fragestellungsgraphen entsprechend der Fragestellung
aus Abbildung 9.4. AFGR_A bis AFGR_E sind die Abfragegraphen des Fragestel-
lungsgraphen.
Die Kanten (AFGR_A, AFGR_B), (AFGR_B, AFGR_C), (AFGR_C, AFGR_D) sind
die logischen bzw. bedingten logischen Relationen des Fragestellungsgraphen. Die
Kante (A f Gr_C.3, AFGR_E) ist eine bedingte logische Relation zwischen einem Ab-
fragegraphen und einer Abfragegruppe. In Hinblick auf die folgende Aufteilung von
Fragestellungsgraphen wird diese Relation ebenfalls dem Fragestellungsgraphen zu-
gerechnet.
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Abbildung 9.12: Fragestellungsgraph entsprechend Abbildung 9.4
In der hier gewählten Nomenklatur bezeichnet AFGR_# (Großbuchstaben) einen Ab-
fragegraphen, während A f Gr_# (Groß- und Kleinbuchstaben) eine Abfragegruppe
bezeichnet. Durch die Verwendung von Trennzeichen (.) wird in Bezeichnungen von
Abfragegruppen deren Hierarchiestufe innerhalb des Abfragegraphen angegeben.
Generell sind jedoch beliebige eindeutige Bezeichner einsetzbar.
9.6 Datenformat für Fragestellungsgraphen
Für die rechnergestützte Auswertung von Fragestellungsgraphen wird ein Datenfor-
mat benötigt, welches alle Informationen einer Fragestellung fassen, auf Rechnern
gespeichert und von einem Programm zur Ausführung von Fragestellungsgraphen
ausgewertet werden kann. Hierfür wird ein XML-basiertes Datenformat vorgestellt.
Die Konzepte dieses Datenformats zeigt Abbildung 9.13 in Form eines Klassendia-
gramms.
In einem nachfolgenden Schritt der Aufteilung werden Fragestellungsgraphen, die
im Format des vorgestellten Datenformats vorliegen, durch eine Menge von Graphen
repräsentiert, die unter Verwendung einer bestehenden Realisierung auf M-Grpahen
ausgeführt werden können. Die hier vorgestellte Darstellung orientiert sich an M-
Graphen als EEA Modelle basierend auf der EEA-ADL. Hierfür notwendige Daten
werden bereits im vorgestellten Datenformat für Fragestellungen berücksichtigt.
Eine Fragestellungsgraph.xml Datei besteht aus drei Sektionen. Diese sind ihrerseits

















+returnOrder : int 
+type : String 
+id : int 
+parent.id : int 
+anchor : int 
+optional : Boolean = false 
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Abbildung 9.13: Klassendiagramm Austauschformat Fragestellungsgraph
Die Sektionen einer Fragestellungsgraph.xml Datei sind:
• NodeSection: Die nicht optionale NodeSection enthält Daten über Abfrageele-
mente und Abfragegruppen. Je ein Abfrageelement ist einem XML-Element No-
de (Knoten) zugeordnet. Eine Abfragegruppe wird durch einen sog. GroupNode
repräsentiert. Jeder Knoten ist dabei ein direktes oder indirektes Kindelement
eines GroupNode. Enthält ein GroupNode mehrere Knoten, so wird deren Hier-
archie durch die Verwendung von Kindelementen spezifiziert. Ein GroupNode
enthält genau einen Knoten als direktes Kindelement.
• GroupSection: In der GroupSection werden Verbindungshierarchien von Grup-
pen (Group) definiert. Die GroupSection kann entsprechend Fragestellungsgra-
phen mehrere Gruppen als Kindelemente enthalten. Einer Gruppe der Hierar-
chiestufe x (x ∈ Z+0 ) werden die damit in Zusammenhang stehenden Gruppen
der Stufe x + 1 etc. zugeordnet. Ein Gruppe kann eine beliebige Anzahl (≥ 0)
von Gruppen als Kindelemente enthalten. Jede Gruppe der GroupSection refe-
renziert genau einen GroupNode der NodeSection.
• RelationSection: In dieser optionalen Sektion werden logische Relationen (Re-
lation) zwischen Konten der NodeSection oder Gruppen der GroupSection spe-
zifiziert. Falls der dargestellte Fragestellungsgraph keine logischen Relationen
enthält, entfällt diese Sektion. Die RelationSection beinhaltet eine beliebige An-
zahl von Relationen. Jede Relation hat genau zwei Kindelemente. Diese refe-
renzieren jeweils eine Gruppe als XML-Element der GroupSection.
Abbildung 9.14 zeigt einen Fragestellungsgraphen, der eine Fragestellung zum Auf-
finden von ECUs spezifiziert, die über ein Bussystem entweder mit einem Aktuator
oder einem Sensor kommunizieren. Dabei besteht die zusätzliche Bedingung, dass
Ergebnisse nur gültig sind, falls im M-Graphen, auf welchem der Fragestellungs-
graph ausgeführt werden soll, mehr als drei ECUs existieren. Die Knoten entspre-
chen Abfrageelementen entsprechend der Klasse Node des Klassendiagramms aus
Abbildung 9.13.
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Das Datum jeweils in der ersten Zeile vor dem Doppelpunkt bezieht sich auf das
Attribut name, das Datum danach auf das Attribut type. Die Attribute anchor und re-
turnOrder beziehen sich auf die spätere werkzeugspezifische Ausführung. Hier kann
auch das Attribut optional verwendet werden. anchor bezieht sich auf einen spezi-
fizierten Kontext (Paket oder E/E-Artefakt), durch welches die Grundmenge des
M-Graphen, auf welchem die Fragestellung ausgeführt wird, eingeschränkt werden
kann. Ein Wert von »-1« bedeutet keine Einschränkung. returnOrder adressiert die
Reihenfolge, in welcher E/E-Artefakte als Ergebnis eines Knotens der Menge AFObjV
zurückgegeben werden. Die Knoten der Abbildung bilden jeweils mit den darüber-
liegenden Kanten Abfrageelemente. Die Kanten beziehen sich auf Assoziationen ent-
sprechend des zugrundeliegenden MM-Graphen (s. Abbildung 9.7). Die Bezeich-
nung der Kanten entsprechen jeweils dem Rollennamen der Assoziationsenden an
der Klasse, auf welche sich das Abfrageelement zu welchem die Kante gehört, be-
zieht. Beispielsweise bildet der Knoten Sens:Sensor mit der Kante eeLogicalConnec-
tors ein Abfrageelement, das sich auf den Knoten BCon12:BusConnector bezieht. Im
MM-Graphen besteht eine Assoziation zwischen den Klassen Sensor und BusConnec-
tor. Dort ist eeLogicalConnectors der Rollenname des Assoziationsendes an der Klasse
BusConnector.
Die Suchrichtung in einem Fragestellungsgraphen orientiert sich an den Elementen
seiner Abfragegraphen. In jedem Abfragegraphen gibt es ein Abfrageelement, bei
welchem die Suche starten soll.
Definition 9.10 Mit Abfragegraphwurzelabfrageelement wird das Abfrageelement be-
zeichnet, bei welchem die Suche in Bezug auf einen Abfragegraphen startet.
Definition 9.11 Mit Abfragegraphblattabfrageelement wird ein Abfrageelement bezeich-
net, das keine Nachfolger hat.
Definition 9.12 Mit Abfragegraphwurzelgruppe wird die Gruppe eines Abfragegraphen
bezeichnet welche das Abfragegraphwurzelabfrageelement enthält.
In einem Abfragegraphen startet die Suche bei einem Abfragegraphwurzelabfrage-
element und pflanzt sich in Richtung seiner Nachfolger fort. Dabei werden üblicher-
weise auch Grenzen von Abfragegruppen überschritten.
Definition 9.13 Mit Abfragegruppewurzelabfrageelement wird das Abfrageelement ei-
ner Abfragegruppe bezeichnet, das entsprechend der Suchreihenfolge innerhalb der Abfrage-
gruppe keinen Vorgänger in Form eines Abfrageelements hat.
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In Abbildung 9.14 ist Abfragegruppe id0 die Abfragegraphwurzelgruppe. Das Abfra-
geelement source:ECU ist das Abfragegraphwurzelabfrageelement des Abfragegra-
phen. Die Abfrageelemente mit den Bezeichnungen source:ECU, BCon11:BusConnector,
BCon21:BusConnector und source:ECU sind jeweils die Abfragegruppenwurzelabfra-
geelemente der Abfragegruppen id0, id1, id2 und id3. Die Abfrageelemente Sens:Sensor













































Abbildung 9.14: Beispiel Fragestellungsgraph
Listing 9.1 zeigt die XML-Serialisierung des Fragestellungsgraphen nach Abbildung
9.14. In der NodeSection werden jeweils die Abfrageelemente und ihre Anordnung
spezifiziert. Laut Definition enthält eine Gruppe entweder nur Gruppen oder nur
Knoten. Daher existiert für die Fragestellungswurzelelemente source:ECU jeweils ein
separater GroupNode (id0 bzw. id3). Die Hierarchie der Knoten in den GroupNodes
id1 und id2 stellt die Abfolge der enthaltenen Abfrageelemente entsprechend der
Suchrichtung der Fragestellung dar. In der GroupSection werden die existierenden
GroupNodes der NodeSection in einer hierarchischen Struktur angeordnet. In der Re-




1 <?xml vers ion = " 1 . 0 " encoding ="UTF−8"?>
<Root xmlns : x s i =" ht tp ://www. w3 . org /2001/XMLSchema−i n s t a n c e " x s i : noNamespaceSchemaLocation ="Schema . xsd">
3 <NodeSection >
<GroupNode id =" id0 ">
5 <Node anchor="−1" name=" source " returnOrder ="0" roleName ="" type ="ECU" id ="0" >
</Node>
7 </GroupNode>
<GroupNode id =" id1 ">
9 <Node anchor="−1" name="BCon11 " returnOrder ="1" roleName=" elec tronicComposi te " type =" BusConnector " id ="1"
parent . id ="0" >
11 <Node anchor="−1" name=" BSys1 " returnOrder ="2" roleName=" busConnectors " type =" BusSystem " id ="2" >
<Node anchor="−1" name="BCon12 " returnOrder ="3" roleName=" busSystem " type =" BusConnector " id ="3" >





<GroupNode id =" id2 ">
19 <Node anchor="−1" name="BCon21 " returnOrder ="5" roleName=" elec tronicComposi te " type =" BusConnector " id ="5"
parent . id ="0" >
21 <Node anchor="−1" name=" BSys2 " returnOrder ="6" roleName=" busConnectors " type =" BusSystem " id ="6" >
<Node anchor="−1" name="BCon22 " returnOrder ="7" roleName=" busSystem " type =" BusConnector " id ="7" >





<GroupNode id =" id3 ">





<Group group . id =" id0 ">
35 <Group group . id =" id1 "/>
<Group group . id =" id2 "/>
37 </Group>
<Group group . id =" id3 "/>
39 </GroupSection >
< R e l a t i o n s S e c t i o n >
41 <Rela t ion type ="XOR">
<group1 group . id =" id1 "/>
43 <group2 group . id =" id2 "/>
</Relat ion >
45 <Rela t ion type =" IF " value ="3" compareType=" Greater ">
<group1 group . id =" id0 "/>
47 <group2 group . id =" id3 "/>
</Relat ion >
49 </R e l a t i o n s S e c t i o n >
</Root>
Listing 9.1: Austauschformat Fragestellung.xml entsprechend Abbildung 9.14
9.7 Ergebnistabellen
Mit dem beschriebenen Austauschformat können Fragestellungsgraphen mit einem
oder mehreren Abfragegraphwurzelabfrageelementen und den entsprechenden Ab-
fragegraphen dargestellt werden. Im Austauschformat selbst wird nicht zwischen




Die Enumeration RelationType in Abbildung 9.13 listet daher alle logischen Relatio-
nen, ungeachtet zwischen welchen Arten von Abfrageelementen, Abfragegruppen
oder Abfragegraphen sie verwendet werden dürfen, bzw. ihre Verwendung zu den
gewünschten Ergebnissen führt.
Bevor die gelisteten logischen Relationen in Bezug auf ihre Relationsenden und ihre
Bedeutung definiert werden, müssen die Ergebnisse von Fragestellungsgraphen und
Abfragegraphen genauer betrachtet werden. Auf einem M-Graphen selbst werden
nur sog. Konjugationsgraphen ausgeführt.
Definition 9.14 Als Suchpfad wird in einem Abfragegraphen oder daraus abgeleiteten
Graphen ein zusammenhängender evtl. verzweigter Kantenzug von Abfrageelementkanten
von einem Abfragegraphwurzelabfrageelement zu einem oder mehreren Abfragegraphblatt-
abfrageelementen bezeichnet.
Definition 9.15 Als Konjunktionsgraph wird ein Untergraph eines Abfragegraphen be-
zeichnet, der nur aus Knoten, welche sich auf Knoten ∈ MMKlssV oder ∈ MMAttrWrtV
des zugrundeliegenden MM-Graphen bezieht, sowie aus Konjunktionsrelationen als Kanten
zwischen diesen Knoten besteht. In Konjunktionsgraphen gibt es keine Kanten, die logischen








































id=0; busConnectors busSystem eeLogicalConnectors
electronicComposite eeLogicalConnectorsbusConnectors busSystem
electronicComposite
Abbildung 9.15: Beispiel Konjunktionsketten
Abbildung 9.15 zeigt zwei Konjunktionsgraphen. Diese entsprechen den beiden Such-
pfaden des Fragestellungsgraphen aus Abbildung 9.14. Ein Konjunktionsgraph stellt
nicht notwendigerweise den Graphen entsprechend eines kompletten Suchpfades
dar.
Wird ein Konjunktionsgraph auf einem M-Graphen ausgeführt, so werden jeweils
Untergraphen des M-Graphen als Ergebnisse zurückgegeben, welchen dem durch
den Konjunktionsgraphen spezifizierten Bauplan (Struktur) entsprechen. Ein solcher
Untergraph wird Konjunktionsgraphenergebnis genannt.
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Definition 9.16 Ergebniselement: Knoten der Menge MObjV des M-Graphen als Ergeb-
nis oder Bestandteil eines oder mehrerer Ergebnisse eines Fragestellungsgraphen oder eines
davon abgeleiteten Graphen.
Definition 9.17 Konjunktionsgraphenergebnis: Genügen geordnete Untermengen von
Knoten der Menge MObjV des M-Graphen (als Ergebniselemente) dem durch den betrach-
teten Konjunktionsgraphen spezifizierten Bauplan, so beschreibt ein Konjunktionsgraphener-
gebnis in Bezug auf den betrachteten Konjunktionsgraphen jeweils eine solche Untermenge.
Konjunktionsgraphen lassen sich übersichtlich in Tabellen darstellen. In einer sol-
chen Konjunktionsgraphenergebnistabellen entspricht jede Zeile einem Konjunktions-
graphenergebnis.
Definition 9.18 Als Konjunktionsgraphenergebnistabelle wird eine Tabelle bezeichnet,
die Konjunktionsgraphenergebnisse jeweils als Zeilen einer Tabelle darstellt. Die Spalten der
Tabelle beziehen sich jeweils auf Abfrageelemente des betrachteten Konjunktionsgraphen. Die
Zellen einer Zeile enthalten jeweils Elemente eines Konjunktionsgraphenergebnisses entspre-
chend der Spaltenreferenz.
Abbildung 9.16 zeigt jeweils eine Konjunktionsgraphenergebnistabelle entsprechend
der Konjunktionsgraphen aus Abbildung 9.15. Darin sind beispielhaft Knoten der
Menge MObjV eines M-Graphen als Elemente von Konjunktionsgraphenergebnissen
dargestellt.
Abbildung 9.16: Beispiel Konjunktionsgraphenergebnistabelle nach Abbildung 9.15
Die ersten Spalten der dargestellten Konjunktionsgraphenergebnistabellen beziehen
sich jeweils auf das Konjunktionsgraphenwurzelabfrageelement (source) vom Typ
ECU als Knoten der Menge MMKlssV des MM-Graphen.
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Definition 9.19 Konjunktionsgraphenwurzelabfrageelement: Abfrageelement eines Kon-
junktionsgraphen, welches in Bezug auf den betrachteten Konjunktionsgraphen keinen Vor-
gänger hat.
Definition 9.20 Konjunktionsgraphenergebniselement: Ergebniselement als Element ei-
nes Ergebnisses in Bezug auf einen Konjunktionsgraphen hinsichtlich eines Knotens der
Menge MObjV oder MWrtV.
In diesem Beispiel gibt es Knoten der Menge MObjV des M-Graphen, die als Ergeb-
niselemente jeweils in Bezug auf das Konjunktionsgraphenwurzelabfrageelement
in beiden Konjunktionsgraphenergebnistabellen vorkommen (TürSteuergerätFahrer,
KlimaSteuergerät). Das bedeutet, dass es in Bezug auf die beiden Konjunktionsgra-
phen Ergebniselemente als Knoten der Menge MObjV des M-Graphen, auf welchem
die Konjunktionsgraphen ausgeführt wurden, gibt, die in beiden Konjunktionsgra-
phenergebnismengen enthalten sind. Ergebniselemente als Teile von Ergebnissen,
die sich auf eine Wurzelabfrageelement beziehen werden Wurzelergebniselemente
genannt.
Definition 9.21 Als Wurzelergebniselement wird ein Ergebniselement als Element eines
Ergebnisses bezeichnet, welches bezogen auf den jeweiligen Graphen (Fragestellungsgraph,
Abfragegraph, Konjunktionsgraph) keinen Vorgänger hat.
Definition 9.22 Fragestellungsgraphenergebnis: Menge von Elementen eines Ergebnis-
ses, welche durch die spezifische Kombination dieser Elemente im M-Graphen einem oder
mehreren im Sinne der Fragestellung geforderten Bauplänen genügt.
Definition 9.23 Fragestellungsgraphenergebnismenge: Menge aller Fragestellungsgra-
phenergebnisse in Bezug auf einen Fragestellungsgraphen.
Um die Bestimmung von Ergebnissen hinsichtlich logischer Relation herzuleiten wird
deren Bedeutung an einem Beispiel diskutiert. Dabei soll eine Fragestellungsgra-
phenergebnismenge aus den Ergebnismengen von Konjunktionsgraphen (ihrerseits
Untergraphen des betrachteten Fragestellungsgraphen) bestimmt werden, wobei zwi-
schen den Konjunktionsgraphen eine logische Relation besteht.
Für das Beispiel sei angenommen, die beiden Konjunktionsgraphen aus Abbildung
9.15 seinen Untergraphen eines Fragestellungsgraphen. Durch jeden Konjunktions-
graphen wird jeweils ein Bauplan für Konjunktionsgraphenergebnisse in Bezug auf
Abfragewurzelelemente dieses Fragestellungsgraphen beschreiben. Zwischen den
Ergebnismengen der beiden Konjunktionsgraphen bestehe eine XOR Relation.
260
9.7 Ergebnistabellen
Im Sinne der Mengenlehre würde dies bedeutet, dass jedes Ergebnis exklusiv in
nur einer Ergebnismenge der beiden Konjunktionsgraphen vorkommt. Durch einen
Konjunktionsgraphen wird die Existenz eines Sensors, durch den anderen die Exis-
tenz eines Aktuators gefordert. Damit trifft die Forderung nach Exklusivität in Bezug
auf Ergebnisse der beiden Konjunktionsgraphen immer zu. Jedoch entspricht diese
Betrachtungsweise nicht der eigentlichen Bedeutung logischer Relationen in Frage-
stellungen, welche nicht komplette Ergebnisse sondern einzelne Ergebniselemente
adressieren. Dies führt zu folgender Definition der Bedeutung logischer Relationen:
Definition 9.24 Logische Relationen in Fragestellungen beziehen sich auf Ergebnisse als
Elemente von Ergebnismengen, hinsichtlich spezifischer Knoten ∈ MObjV bez. ∈ MWrtV
entsprechend Abfragegruppenwurzelabfrageelementen, die Quelle oder Ziel der logischen Re-
lation darstellen.
Werden die beiden Konjunktionsgraphen aus Abbildung 9.15 entsprechend des Fra-
gestellungsgraphen aus Abbildung 9.14 in eine XOR Relation zueinander gesetzt, so
bezieht sich diese Relation auf Ergebnisse der beiden resultierenden Ergebnismen-
gen hinsichtlich gleicher Ergebniselemente für die jeweiligen Konjunktionsgraphen-
wurzelabfrageelemente der beiden Konjunktionsgraphen. In den Tabellen von Ab-
bildung 9.16 existieren Ergebnisse, die in Bezug auf das jeweilige Konjunktionsgra-
phenwurzelabfrageelement das gleiche Ergebniselement aufweisen. Diese sind Kli-
maSteuergerät und TürSteuergerätFahrer. In Hinblick auf die genannte XOR Relation
gehören die jeweiligen Ergebnisse mit diesen Ergebniselementen in Bezug auf die je-
weiligen Konjunktionsgraphenwurzelabfrageelemente nicht zur Ergebnismenge im
Sinne der Fragestellung. Die übrigen Ergebnisse der beiden Konjunktionsgraphener-
gebnismengen werden zur Fragestellungsgraphenergebnismenge zusammengefasst.
Tabelle 9.1 zeigt die entsprechende Ergebnismenge.




In Kapitel 9.3.2 wurden Definitionen für Logische Relationen und Konjunktionsrelatio-
nen in Hinblick auf graphenbasierte Darstellungen von Fragestellungen gegeben.
Nach den in den vorigen Kapiteln gegebenen Definitionen und der geführten Dis-
kussion über die Bedeutung logischer Relationen, werden in diesem Kapitel deren
Ausprägung sowie die Bedeutung ihrer jeweiligen Verwendung beschrieben.
Einige der vorgestellten logischen Relationen bestehen auf der Ebene von Abfrage-
graphen, andere zusätzlich oder exklusiv auf der Ebene von Fragestellungsgraphen.
Logische Relationen beziehen sich im Falle von Abfragegraphen auf Ergebnisse, im
Falle von Fragestellungsgraphen auf die Kardinalität von Ergebnismengen bezüglich
ihrer Relationsenden. In Anlehnung an die Wahrheitstafeln für Junktoren der Aussa-
genlogik (s. Kapitel 2.3.1) werden folgende logische Relationen für die Anwendung
in graphenbasierten Darstellungen von Fragestellungen definiert:
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Den logischen Relationen wird darüber hinaus die bedingte Relation IF sowie die
verallgemeinernde Negation VERALLGNOT zugeordnet, obwohl sich ihre Art von den
übrigen logischen Relationen unterscheidet. Sie werden daher gesondert betrachtet.
9.8.1 Logische Relationen auf Ebene von Fragestellungsgraphen
Auf der Ebene von Fragestellungsgraphen können die logischen Relationen XOR, OR




Durch die Wahrheitstafeln dieser Relationen (s. Kapitel 9.8) wird jeweils ausgedrückt,
in welcher Konstellation die Ergebnismengen der Relationsenden vorliegen müssen,
um daraus eine gültige Ergebnismenge im Sinne der Relation zu bestimmen. Die Be-
trachtung der einzelnen Ergebnismengen beschränkt sich in Bezug auf die betrach-
teten logischen Relationen auf deren Kardinalität. In den Wahrheitstafeln stehen die
Spaltenbezeichner A und B jeweils für die Relationsenden der logischen Relation und
damit für die Ergebnismengen des jeweiligen Abfragegraphen. Eine Wahrheitswert
von 0 in der Wahrheitstafel drückt aus, dass die Ergebnismenge des entsprechenden
Abfragegraphen gleich der leeren Menge ist. Ein Wahrheitswert von 1 drückt ent-
sprechend eine nicht leere Menge aus. Eine Kombination des Wahrheitswertes 0 für
A und des Wahrheitswertes 1 für B bedeutet, dass bei der Ausführung des Abfra-
gegraphen A auf einem M-Graphen keine Ergebnisse sowie bei der Ausführung des
Abfragegraphen B auf dem gleichen M-Graphen eine beliebige Anzahl von Ergebnis-
sen (> 0) zurückgegeben wurde. Ein Wahrheitswert von 1 in der Spalt der logischen
Relation (z.B. A XOR B) bedeutet, dass die entsprechende Kombination von Wahr-
heitswerten in Bezug auf die Relationsenden zu einem gültigen Ergebnis führt. Ein
Wahrheitswert von 0 bedeutet entsprechend, dass es sich um keine gültige Kombina-
tion handelt. Die Ergebnisse verschiedener Abfragegraphen sind nicht vergleichbar,
da sie sich auf unterschiedliche Abfragegraphwurzelabfrageelemente beziehen. Da-
her besteht die Ergebnismenge im Sinne einer logischen Relation aus der Kombina-
tion der Abfragegraphergebnismengen der Relationsenden, falls die Kardinalitäten
der Abfragegraphergebnismengen die Bedingungen der logischen Relation entspre-
chend der Wahrheitstafel erfüllen.
Abbildung 9.17 zeigt ein Beispiel einer logischen Relation auf der Ebene eines Frage-
stellungsgraphen. Hier besteht die Relation XOR zwischen den Abfragegraphen AF-
GR_A und AFGR_B. Entsprechend der Wahrheitstafel von XOR besteht die Ergebnis-
menge des Fragestellungsgraphen aus der Ergebnismenge bezüglich AFGR_A, falls





A* B C XOR
Abbildung 9.17: Beispiel logischer Relation auf Ebene von Fragestellungsgraph
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9.8.1.1 Bedingte Logische Relation IF
Über die gerichtete, bedingte logische Relation IF wird eine Kardinalitätsbedingung
gegenüber den Ergebnissen eines Abfragegraphen gesetzt. Dabei sind (bestimmte)
Ergebnisse eines Abfragegraphen als Quelle der Relation nur dann als Ergebnisse im
Sinne der Fragestellung gültig, wenn die Kardinalität der Ergebnisse des Abfrage-
graphen, als Ziel der Relation der diesbezüglich bestehenden Bedingung entspricht.
Bedingungen werden unter Verwendung eines Vergleichsoperators aus der Menge
{<,≤,=, 6=,≥,>} spezifiziert.
Abbildung 9.18 zeigt die beiden Varianten der Verwendung der Relation IF. In Va-
riante 1 bildet Abfragegraph AFGR_A die Quelle der Relation. Das bedeutet, dass
alle Ergebnisse dieses Abfragegraphen nur dann gültige Ergebnisse im Sinne des
Fragestellungsgraphen FSGR_A darstellen, falls die Ergebnismenge des Abfragegra-
phen AFGR_B genau 3 Ergebnisse enthält. In Variante 2 bezieht sich die Relation nur
auf die Abfragegruppe AfGr_A.3. Ergebnisse des Abfragegraphen AFGR_A können
wegen der geltenden XOR Relation nur Ergebnisse enthalten, welche entweder Ergeb-
niselemente entsprechend B als Abfrageelement der Abfragegruppe AfGr_A.2 oder
Ergebniselemente entsprechend C als Abfrageelement der Abfragegruppe AfGr_A.3
enthalten. In diesem Falle gelten nur Ergebnisse des Abfragegraphen AFGR_A, wel-
che Ergebniselemente entsprechend C enthalten, als Ergebnisse im Sinne der Fra-
gestellung, falls die Kardinalität von AFGR_B die spezifizierte Bedingung erfüllt.
Ergebnisse mit Ergebniselementen entsprechend B werden in diesem Fall von der























Variante 1 Variante 2
IF(=3)
Abbildung 9.18: Beispiel IF auf Ebene von Fragestellungsgraphen
Definition 9.25 Gerichtete, bedingte, logische Relation IF auf Ebene von Fragestel-
lungsgraphen: Über die gerichtete, bedingte, logische Relation IF wird jeweils eine Bedin-
gung spezifiziert, welche erfüllt sein muss, damit Ergebnisse eines Abfragegraphen der Er-
gebnismenge eines Fragestellungsgraphen zugerechnet werden.
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Quelle der Relation ist ein Abfragegraph oder eine Abfragegruppe. Ziel der Relation ist ein
Abfragegraph. Erfüllt die Kardinalität der Ergebnismenge des Relationsziels die über einen
Vergleichsoperator der Menge {<,≤,=, 6=,≥,>} spezifizierte Bedingung, so werden Ergeb-
nisse des Abfragegraphen, welcher die Relationsquelle darstellt oder diese enthält zur Ergeb-
nismenge im Sinne der Fragestellung zugeteilt. Bei dieser Zuteilung werden nur diejenigen
Ergebnisse auf Erfüllung der Bedingung hin überprüft, welche Ergebniselemente entspre-
chend der Relationsquelle enthalten.
9.8.2 Logische Relationen auf Ebene von Abfragegraphen
Auf der Ebene von Abfragegraphen können die logischen Relationen XOR, OR, NOR,
AND, NAND, EQUIV, IMPLIC, NOT und VERALLGNOT, angewendet werden. Die Relationen
NOT und VERALLGNOT sind ähnlich zu Konjunktionsrelationen und werden daher ge-
sondert betrachtet. Die folgenden Ausführungen adressieren diese beiden Relationen
nicht.
Auf der Ebene von Abfragegraphen bestehen logische Relationen immer zwischen
Abfragegruppen. Jede Abfragegruppe ist dabei in einen Kantenzug des Suchpfa-
des vom Abfragegraphwurzelabfrageelement zum den Anfragegraphblattabfrage-
elementen eingebunden.
Der linke Graph von Abbildung 9.19 zeigt ein Beispiel der logischen Relation XOR auf
der Ebene des Abfragegraphen AFGR_A. Die Relationsenden sind die beiden Ab-
fragegruppen AfGr_A.2 und AfGr_A.3. Beide Abfragegruppen stehen jeweils über
die Abfrageelementkante ihres Abfragegruppenwurzelabfrageelements mit einem
Abfrageelement entsprechend des Suchpfades des Abfragegraphen in Verbindung.
Diese Abfrageelementvorgänger sind jeweils nicht Element der Abfragegruppen. Im
dargestellten Beispiel ist der Abfrageelementvorgänger jeweils das Abfragegraphwur-
zelabfrageelement A∗ als Element der Abfragegraphwurzelgruppe AfGr_A.1.
Eine logische Relation bezieht sich jeweils sowohl auf die Abfragegruppen an ihren
Enden sowie die Abfrageelementkanten, über welche die Abfragegruppenwurzelab-
frageelemente dieser Abfragegruppen mit Abfrageelementen außerhalb der betrach-
teten Abfragegruppen in Verbindung stehen.
Die logischen Relationen auf der Ebene von Abfragegraphen beziehen sich eben-
falls auf die zuvor vorgestellten Wahrheitstafeln. Die Spaltenbezeichner A und B ste-
hen jeweils für eine Menge von Ergebniselementen in einem Ergebnis des Abfrage-
graphen sowie die Existenz von Zusammenhängen unter Beteiligung dieser Ergeb-
niselemente. Eine 1 fordert die Existenz entsprechender Ergebniselemente und Zu-
sammenhänge. Eine 0 fordert, dass keine Zusammenhänge zu entsprechenden Ele-

















Abbildung 9.19: Beispiel logischer Relation auf Ebene von Abfragegraph
Dies wird am Beispiel des Abfragegraphen aus Abbildung 9.19 erläutert. Ein Ergeb-
nis in Bezug auf diesen Abfragegraphen ist gültig, falls ihm der Wahrheitswert 1 für
den Spaltenbezeichner A und 0 für den Spaltenbezeichner B zugeordnet wird, oder
umgekehrt. Im Folgenden wird durch :Y ein Ergebniselement entsprechend eines
Abfrageelementknotens mit der Bezeichnung Y benannt. Gültige Ergebnisse enthal-
ten somit ein Element :A∗ sowie entweder ein Element :B, wobei der Zusammen-
hang zwischen :A∗ und :B der Abfrageelementkante (A∗,B) entsprechen muss, oder
entsprechendes in Bezug auf das Abfrageelement C. Im ersten Fall wird durch die lo-
gische Relation XOR zusätzlich gefordert, dass es im M-Graphen kein Element :C gibt,
mit welchem :A∗ im Zusammenhang entsprechend der Abfrageelementkante (A∗,C)
steht. Gleiches gilt im zweiten Fall bezüglich der Abfrageelementkante (A∗,B).
Im rechten Teil von Abbildung 9.19 ist jeweils die Struktur gültiger Ergebnisse dar-
gestellt. Ergebniselemente entsprechend Abfrageelementknoten, die über eine dünn
dargestellte Abfrageelementkante mit ausgefülltem Ende in Beziehung stehen, sind
erforderlich. Ein Zusammenhang entsprechend Abfrageelementknoten, die über eine
fett dargestellte Abfrageelementkante mit nicht ausgefülltem Ende angehängt sind,
darf nicht bestehen. Im Beispiel gehört ein Element :A∗ zu jedem Ergebnis. Die Exis-
tenz von Ergebniselementen :B bzw. :C sowie die entsprechenden Zusammenhänge
zu :A∗ unterliegen der logischen Relation und damit den Spaltenbezeichnern A und
B der Wahrheitstafel.
Demnach beziehen sich die Spaltenbezeichner der Wahrheitstafeln der betrachteten
logischen Relationen auf die Existenz von Ergebniselementen unter Erfüllung des
durch eine entsprechende Abfrageelementkante geforderten Zusammenhangs zu ih-
rem Vorgänger bzw. auf die Nichtexistenz eines Zusammenhangs zwischen dem Vor-
gänger der entsprechenden Abfragekante und einer Kombination von Elementen des






























Abbildung 9.20: Beispiel logischer Relation auf Ebene von Abfragegraph
Dies wird an einem weiteren Beispiel dargestellt. Der linke Teil von Abbildung 9.20
zeigt dazu einen weiteren Abfragegraphen mit einer logischen Relation. Dieser ent-
hält Abfragegruppen mit mehreren Abfrageelementen.
Die logische Relation XOR besteht zwischen zwei Abfragegruppen, von welchen eine
mit einer Nachfolgerabfragegruppe über eine Abfrageelementkante verbunden ist.
Den Spaltenbezeichnern der Wahrheitstafel der logischen Relation werden die Abfra-
gegruppen zugeordnet, zwischen welchen die logische Relation besteht, sowie deren
Nachfolger. Dem Spaltenbezeichner A wird die Existenz von Ergebniselementen mit
den entsprechenden Zusammenhängen bezüglich der Abfragegruppe AfGr_A.3 zu-
geordnet.
Dem Spaltenbezeichner B wird die Existenz mit dem zugehörigen Zusammenhang
entsprechend Abfragegruppe AfGr_A.4 und bedingt die Existenz mit den zugehö-
rigen Zusammenhängen entsprechend Abfragegruppe AfGr_A.5 zugeordnet. Diese
bedingte Zuordnung gilt für den Wahrheitswert 0. Hier wird von einem Ergebnis ge-
fordert, dass es kein Element :C des M-Graphen gibt, mit welchem :A∗ als Element
des betrachteten Ergebnisses in dem durch die Abfrageelementkante (A∗,C) spezifi-
zierten Zusammenhang steht. In diesem Fall sind weitere Zusammenhänge zwischen
der Gruppe welche C enthält und anderen Gruppen, welche Nachfolger der Gruppe
mit C sind, vernachlässigbar.
Der rechte Teil der Abbildung zeigt dies anhand der Strukturen gültiger Ergebnisse.
Die erste Ergebnisstruktur enthält Ergebniselemente entsprechend AfGr_A.3, wes-
halb es keine Zusammenhänge zu Elementen des M-Graphen entsprechend den Ab-




Die zweite Ergebnisstruktur enthält Ergebniselemente entsprechend AfGr_A.2 (und
AfGr_A.4) weshalb es keine Zusammenhänge zu Elementen des M-Graphen entspre-
chend der Abfrageelemente in AfGr_A.3 geben darf. Das Relationsende ist in diesem
Fall eine Abfragegruppe mit mehreren Abfrageelementen. Ein Wahrheitswert von 0
für den Spaltenbezeichner A bedeutet, dass es in Bezug auf ein Ergebniselement :B
kein Element :D des M-Graphen geben darf, mit welchem :B in einem Zusammen-
hang entsprechend der Abfrageelementkante (B,D) steht und welches mit einem Ele-
ment :E des M-Graphen im Zusammenhang entsprechend (D:E) steht. Das bedeutet,
dass für ein gültiges Ergebnis die Kombination aus Zusammenhang entsprechend
der Abfragekante (B:D) als auch die Struktur entsprechend der Gruppe AfGr_A.3 er-
füllt sein muss. Treffen alle anderen Bedingungen hinsichtlich der zweiten Ergebniss-
truktur zu und steht :B zu einem :D in einem Zusammenhang entsprechend (B:D),
gibt es jedoch kein :E im M-Graph mit welchem :D in einem Zusammenhang ent-
sprechend (D:E) steht, so handelt es sich um ein gültiges Ergebnis.
Dieses Beispiel zeigt, dass sich durch das Zusammenfassen von Abfrageelementen
zu Abfragegruppen sowie der Anwendung logischer Relationen komplexe Frage-
stellungen beschreiben lassen.
Definition 9.26 Logische Relationen auf Basis von Abfragegraphen: Eine logische Re-
lation auf der Ebene von Abfragegraphen adressiert Elemente des M-Graphen entsprechend
der Abfrageelemente in den Abfragegruppen an den Relationsenden. Ein Spaltenbezeichner
der Wahrheitstafel einer logischen Relation beziehen sich auf die Struktur von Abfrageele-
menten innerhalb der Abfragegruppe am entsprechenden Relationsende, sowie auf die Abfra-
geelementkante des Abfragegruppenwurzelabfrageelements. Eine Zeile einer Wahrheitstafel
einer logischen Relation beschreibt eine Kombination von Anforderungen an die Ergebnisele-
mente eines Ergebnisses des Abfragegraphen. Diese Anforderungen ergeben sich durch die
Wahrheitswerte, welche in der Zeile jeweils den Spaltenbezeichnern zugewiesen sind.
Der Wahrheitswert 1 drückt aus, dass Ergebniselemente als Untermenge eines Ergebnisses
der Struktur der Abfrageelemente in der durch den Spaltenbezeichner adressierten Abfrage-
gruppe entsprechen müssen. Hierzu zählt auch die Abfrageelementkante des Abfragegrup-
penwurzelabfrageelements.
Der Wahrheitswert 0 drückt aus, dass es in einem Ergebnis vom Ergebniselement, welches
dem direkten Vorgänger des Abfragegruppenwurzelelements der Abfragegruppe am Ende der
logischen Relation entspricht, keinen Zusammenhang entsprechend der Abfrageelementkante
dieses Abfragegruppenwurzelabfrageelements zu Elementen des M-Graphen gibt, welche der
Struktur der Abfragegruppe am betrachteten Ende der logischen Relation entsprechen.
Die Ergebnisspalte der Wahrheitstafel drückt aus, ob eine Kombination von Anforderungen,
ausgedrückt durch Wahrheitswerte für die Spaltenbezeichner, ein gültiges Ergebnis im Sinne
der logischen Relation darstellt.
268
9.8 Logische Relationen
Diese Definition gilt für die logischen Relationen XOR, OR, NOR, NAND, EQUIV und IMPLIC.
Die logische Relation AND wird auf der Ebenen von Abfragegraphen nicht unterstützt,
da diese Art der Relation durch Konjunktionsrelationen ausgedrückt wird. Die logi-
schen Relationen NOT und VERALLGNOT unterscheiden sich vom Verwendungskonzept
und der Bedeutung der übrigen logischen Relationen und werden im Folgenden se-
parat betrachtet.
9.8.2.1 Logische Relation NOT
Im Gegensatz zu den übrigen logischen Relationen ist NOT eine unäre Relation, die
auf Abfrageelementgruppen angewendet wird. Im Abfragegraph in Abbildung 9.21










Abbildung 9.21: Logische Relation NOT auf Ebene von Abfragegraphen
Dies ist durch die fett gezeichnete Begrenzungslinie dieser Gruppe dargestellt. Ähn-
lich einem zugewiesenen Wahrheitswert von 0 in den Wahrheitstafeln der zuvor be-
handelten logischen Relationen bezieht sich NOT auf das Nichtvorhandensein von
Elementen bzw. das Nichtvorhandensein von Beziehungen zu Ergebniselementen
in gültigen Ergebnissen, im Sinne der logischen Relation. Der Spaltenbezeichner A
steht für die Abfragegruppe, auf welche die Relation NOT bezogen ist, sowie der Ab-
fragekante des Abfragegruppenwurzelabfrageelements dieser Abfragegruppe zum
entsprechenden Abfrageelementvorgänger. Für das dargestellte Beispiel ist ein Er-
gebnis gültig, falls es kein Element :C des M-Graphen gibt, mit welchem das Er-
gebniselement :A∗ des betrachteten Ergebnisses in der über die Abfragekante (A∗,C)
spezifizierten Verbindung steht. Dies wird durch die Struktur gültiger Ergebnisse im
rechten Teil der Abbildung dargestellt.
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Befindet sich in der Abfragegruppe, auf welche die Relation NOT bezogen wird, eine
(hierarchische) Struktur mehrerer Abfrageelemente, so adressiert das Nichtvorhan-
densein der Verbindung zwischen Elementen des M-Graphen entsprechend Abfra-
geelementwurzelabfrageelement und Ergebniselementen entsprechend dem Abfra-
geelementvorgänger, die gesamte, durch diese Abfragegruppe spezifizierte Struktur.
Die Wahrheitstabelle der logischen Relation NOT drückt aus, dass ein Ergebnis (Spal-
tenbezeichner NOT A) im Sinne der logischen Relation korrekt ist, also einen Wahr-
heitswert von 1 zugewiesen bekommt, falls es eine Verbindung zu Strukturen gemäß
der Abfragegruppe, auf welche sich die logische Relation bezieht, nicht gibt. In die
Spalte mit dem Spaltenbezeichner A wird ein Wahrheitswert von 0 eingetragen, falls
es diese Verbindung nicht gibt, sowie ein Wahrheitswert von 1 falls es diese Verbin-
dung gibt. Im Falle eines Wahrheitswertes von 1 umfasst das Ergebnis Ergebnisele-
mente entsprechend der durch die Abfragegruppe spezifizierten Struktur, auf welche
sich die logische Relation NOT bezieht.
Definition 9.27 Logische Relation NOT auf Ebene von Abfragegraphen: Die logische
Relation NOT ist eine unäre Relation, welche sich auf Ergebniselemente eines Ergebnisses ei-
nes Abfragegraphen hinsichtlich der Abfragegruppe bezieht auf welche die logische Relation
NOT angewendet wird. Die logische Relation bezieht sich auf eine Abfragegruppe sowie die
Abfrageelementkante des entsprechenden Abfragegruppenwurzelabfrageelements zu seinem
Abfrageelementvorgänger. Ein Ergebnis ist gültig im Sinne der logischen Relation NOT, falls
es keine Elemente im M-Graphen gibt, die der Struktur der Abfragegruppe entsprechen, auf
welche sich die logische Relation NOT bezieht, mit welchen das Ergebniselement entsprechend
des Abfrageelementvorgängers in der über die entsprechend der genannten Abfrageelement-
kante spezifizierten Verbindung steht.
9.8.2.2 Logische Relation VERALLGNOT
Anders als die übrigen logischen Relationen bezieht sich VERALLGNOT auf alternative
Ergebniselemente. Es ist die einzige logische Relation, deren Relationsenden Abfra-
geelementknoten bzw. Abfrageelemente und nicht Abfragegruppen sind. Durch die
logische Relation VERALLGNOT wird ein Komplement in Bezug auf Ergebniselemente
gültiger Ergebnisse im Sinne der logischen Relation gebildet.
Abbildung 9.22 stellt einen Abfragegraphen dar, in welchem die logische Relation
VERALLGNOT verwendet wird. Sie ist durch eine fette Linie mit unausgefüllter Raute
an einem Relationsende dargestellt 8. Am Relationsende ohne Raute steht ein Abfra-
geelementknoten entsprechend eines spezielleren Konzeptes, am Relationsende mit
Raute ein Abfrageelementknoten entsprechend eines allgemeineren Konzeptes.
8Diese Darstellung hat nichts zu tun mit der Darstellung von Aggregationen als spezielle Assozia-
tionen in der UML.
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Dabei ist vorausgesetzt, dass die Menge der Elemente des M-Graphen entsprechend
des Abfrageelementknotens des spezielleren Konzeptes (Menge Mspez) vollständig in
der Menge der Elemente des M-Graphen entsprechend des Abfrageelementknotens









Abbildung 9.22: Logische Relation VERALLGNOT auf Ebene von Abfragegraphen
Durch diese Relation wird das Komplement von Mspez bezüglich Mallg gebildet. Die-
ses werde Mverallgnot genannt. Damit dürfen die Ergebniselemente gültiger Ergeb-
nisse an den entsprechenden Stellen des spezielleren Konzeptes nur Elemente der
Menge Mverallgnot enthalten.
Im Beispiel bezieht sich der Abfrageelementknoten B::C auf eine Klasse B des zu-
grundeliegenden MM-Graphen, welche eine Spezialisierung der Superklasse C ist.
Die Abfrageelementkante (A∗,B::C) setzt den Abfrageelementknoten B::C in Bezie-
hung zum Abfrageelement A∗. Die Relation VERALLGNOT als Kante (B::C,C) drückt
aus, dass Ergebniselemente entsprechend des Abfrageelementknotens B::C nicht In-
stanzen der Klasse B sein dürfen, wohl aber Instanzen der Klasse C (mit Ausnahme
von deren Spezialisierung B). Der rechte Teil von Abbildung 9.22 zeigt die Struk-
tur möglicher Ergebnisse. In der ersten Struktur stehen Elemente :C des M-Graphen
entsprechend der allgemeinen Klasse C, anstelle von Elementen entsprechend der
speziellen Klasse B::C. Hier gilt zusätzlich, dass die Ergebniselemente :C nicht der
Klasse B::C entsprechen dürfen. In der zweiten Struktur steht D::C für eine spezielle
Klasse ungleich B, welches von C abgeleitet ist.
Neben Klassen und Superklassen bezieht sich die Unterscheidung zwischen speziel-
len und allgemeinen Konzepten 9 auf die Eingrenzung der Menge gültiger Elemente
durch Spezifikation konkreter Werte. Beispielsweise alle Elemente vom Typ X, wel-
chen nicht der konkrete Wert »Motorsteuergerät« entsprechend des Attributs Name
zugeordnet ist.
9Dabei ist ein Konzept eine intentionale Beschreibung hinreichender Bedingungen, welche Elemente
erfüllen müssen um einen Konzept zugerechnet zu werden.
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Definition 9.28 Logische Relation VERALLGNOT auf Ebene von Abfragegraphen: Die
logische Relation VERALLGNOT verbindet ein Abfrageelement (Quelle), mit einem Abfrageele-
mentknoten entsprechend des spezielleren Konzeptes Mspez, mit einem Abfrageelementkno-
ten (Ziel) entsprechend eines allgemeineren Konzeptes Mallg, wobei gilt Mspez ⊆ Mallg.
Das Konzept Mverrallgnot beschreibe das Komplement von Mspez bezüglich Mallg beschreibt
(Mverrallgnot = Mallg−Mspez). Ergebnisse sind im Sinne der logischen Relation VERALLGNOT
gültig, wenn an der jeweiligen Stelle entsprechend des Abfrageelements, welches die Quelle
der Relation darstellt, nur Elemente aus Mverrallgnot vorkommen.
9.9 Zerlegung von Fragestellungen
In den vorigen Kapiteln wurde die graphenbasierte Darstellung von Fragestellungen
und eine Serialisierungsformat zur formalen Spezifikation und der rechnerbasier-
ten Speicherung von Fragestellungen vorgestellt, sowie logische Relationen definiert,
die zur Spezifikation graphenbasierter Darstellungen von Fragestellungen verwen-
det werden sollen. Die Menge der logischen Relationen geht über die Verfügbarkeit
eines Basissystems hinaus und bietet einen umfangreichen Satz an Ausdrucksmög-
lichkeiten zur präzisen Spezifikation von graphenbasierten Darstellungen von Frage-
stellungen. Diese logischen Relationen erweitern bestehende Ansätze zur formalen
Darstellung von Fragestellungen in der Domäne der EEA Modellierung.
In diesem Kapitel werden die notwendigen Schritte dargestellt, um Fragestellungen,
welche unter Einsatz der genannten Methoden spezifiziert und serialisiert wurden,
auf graphenbasierten Modellen (M-Graphen) auszuführen. Das vorgestellte Vorge-
hen soll auf Modellen von EEA angewendet werden. Für die Ausführung von Kon-
junktionsketten auf EEAs Modellen in Form von M-Graphen besteht bereits eine
Werkzeugrealisierung. Diese wird vom vorgestellten Vorgehen verwendet.
Damit besteht die Herausforderung Fragestellungsgraphen durch ein Menge von
Konjunktionsketten auszudrücken sowie durch Bearbeitungsschritte, welche die Kom-
bination bzw. Verarbeitung von Konjunktionskettenergebnissen zu Fragestellungser-
gebnissen spezifizieren. Dies wird im folgenden Kapitel beschrieben.
9.9.1 Übersicht über das Vorgehen
Bevor die Zerlegung von Fragestellungsgraphen in Konjunktionsketten, deren Aus-
führung auf einem M-Graphen sowie die Bestimmung von Ergebnissen im Sinne
des Fragestellungsgraphen aus den Ergebnissen dieser Ausführung im Detail erläu-
tert wird, gibt dieses Kapitel eine Kurzübersicht über das Vorgehen. Abbildung 9.23
zeigt die generelle Übersicht über das Vorgehen.
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Im ersten Schritt wird die Fragestellung in Form eines Fragestellungsgraphen ge-
fasst. Dieser wird anschließend in Abfragegraphen aufgeteilt. In diesem Schritt wer-
den ebenfalls die zwischen den Abfragegraphen geltenden logischen Relationen auf
Ebene von Fragestellungsgraphen festgehalten. Abfragegraphen können logische Re-
lationen auf Ebene von Abfragegraphen enthalten. Diese werden im zweiten Schritt
aufgelöst. Dabei wird auf Basis jedes Abfragegraphen eine Menge sog. Regelabfrage-
graphen erzeugt. Die Auflösung erfolgt entsprechend der Zeilen der Wahrheitstafeln
der jeweiligen logischen Relationen, welche zu einem gültigen Ergebnis im Sinne
der logischen Relation führen. Dabei lässt sich ein Abfragegraph jeweils durch einen
Graphen darstellen, der nur noch Konjunktionsrelationen sowie die logische Rela-
tion NOT enthält. In diesem Schritt werden ebenfalls die zwischen den einzelnen Re-
gelabfragegraphen geltenden Beziehungen festgehalten. Im dritten Schritt wird jeder
Regelabfragegraph durch eine Menge von Konjunktionsgraphen festgehalten sowie
Komplementbeziehungen zwischen diesen Konjunktionsgraphen ausgedrückt. In ei-
nem Konjunktionsgraphen gibt es ausschließlich Konjunktionsrelationen.
Für jede logische Relation NOT eines ursprünglichen Regelabfragegraphen wird eine
Menge von Konjunktionsgraphen erzeugt, welche jeweils die Grundmenge dieser
Relation und die davon auszuschließende Menge von Ergebnissen bestimmt. Die-
se stehen zueinander in Komplementbeziehungen. Im folgenden Schritt werden aus
den bestehenden Konjunktionsgraphen werkzeugspezifische Konjunktionsketten er-
zeugt, die auf M-Graphen, welche im eingesetzten Werkzeug vorliegen, ausgeführt
werden können. Diese Ausführung erfolgt im fünften Schritt. Basierend auf den be-
stimmten Ergebnissen dieses Schritts sowie den jeweils in vorhergehenden Schritten
festgehaltenen Beziehungen, wird die Ergebnismenge im Sinne des Fragestellungs-
graphen bestimmt.
9.9.2 Aufteilung von Fragestellungsgraphen
Im ersten Schritt werden Relationen des Typs IF aufgelöst. Abfragegraphen als Ziele
von IF Relationen werden im Folgenden als eigenständige Abfragegraphen betrach-
tet. Abfragegraphen als Quellen von IF Relationen erhalten eine Referenz auf das
Relationsziel. Da jeweils ein Abfragegraph als Relationsziel der IF Relation exklusiv
für diese Relation ist, wird die Bedingung mit entsprechenden Abfragegraphen wei-
tergeführt. Nach diesem Schritt gibt es im Fragestellungsgraphen keine IF Relationen
mehr.
Im zweiten Schritt werden Fragestellungsgraphen in Abfragegraphen sowie die zwi-
schen diesen geltenden logischen Relationen zerlegt. Dabei werden alle logischen
Kombinationen in Bezug auf die Kardinalität der Ergebnismengen der Abfragegra-
phen aufgeschlüsselt. Dies erfolgt in Form einer Liste. Diese Liste umfasst für jede be-
stehende logische Relation auf der Ebene von Fragestellungsgraphen zwei Spalten,
jeweils eine für jedes Relationsende. Im Tabellenkopf werden die Abfragegraphen in
ihrer Eigenschaft als Relationsenden durch ihren Bezeichner identifiziert.
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Ist ein Abfragegraph Relationsende in Bezug auf mehrere Relationen, so wird er hin-
sichtlich jeder dieser Relationen durch eine Spalte repräsentiert. Jede Zeile der Tabel-
le entspricht einer Kombination des Fragestellungsgraphen in Bezug auf geforder-
te leere oder nichtleere Ergebnismengen seiner Abfragegraphen. Eine leere Menge
wird dabei durch den Wahrheitswert 0 dargestellt, eine nichtleere Menge durch den
Wahrheitswert 1. In Bezug auf die logischen Relationen werden nur Kombinationen
betrachte, die zu einem gültigen Ergebnis im Sinne des Fragestellungsgraphen füh-
ren. Zweimal der Wahrheitswert 0 für die in Relation stehenden Mengen wird nicht
betrachtet.
Damit ergeben sich für die logischen Relationen auf der Ebene von Fragestellungs-
graphen folgende betrachtete Kombinationen:
• AFGR_A AND AFGR_B: {1,1}
• AFGR_A XOR AFGR_B: {1,0};{0,1}
• AFGR_A OR AFGR_B: {1,0};{0,1};{1,1}
Abbildung 9.24 zeigt ein Beispiel eines Fragestellungsgraphen, mit zwischen seinen
Abfragegraphen geltenden logischen Relationen. Details über die interne Struktur
der Abfragegraphen sind in der Abbildung nicht dargestellt. Die erste Tabelle in Ab-
bildung 9.25 zeigt die logischen Relationen sowie die im Sinne dieser Relationen gül-







Abbildung 9.24: Beispiel Fragestellungsgraph mit logischen Relationen
Die jeweils in einer Farbe unterlegten Zellen markieren sich gegenseitig ausschlie-
ßende logische Kombinationen in Bezug auf Ergebnismengen des gleichen Abfra-
gegraphen. Die entsprechenden Zeilen stellen keine gültige Kombination von Er-
gebnismengen im Sinne des Fragestellungsgraphen dar. Die zweite Tabelle der Ab-
bildung fasst die übrigen gültigen Kombinationen zusammen. Damit ergeben sich
für Ergebnismengen von AFGR_A bis AFGR_D folgende gültige Kombinationen:
{1, 1, 0, 1};{1, 1, 1, 0}. Diese Informationen werde gespeichert und einem späteren
Schritt während des Zusammensetzens der Ergebnismengen der Abfragegraphen im
Sinne des Fragestellungsgraphen verwendet.
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Abbildung 9.25: Tabellarische Darstellung der Kombinationen von Ergebnismengen
9.9.3 Aufteilung von Abfragegraphen
Nach der Auflösung von logischen Relationen zwischen den Abfragegraphen des
Fragestellungsgraphen liegen nur noch Abfragegraphen vor, zwischen welchen kei-
ne Relationen mehr bestehen. Im Folgenden wird jeder dieser Abfragegraphen sepa-
rat betrachtet.
In einem Abfragegraphen existieren Abfragegruppen sowie logische Relationen auf
der Ebene von Abfragegraphen. Es wird eine Methode vorgestellt, mit welcher je-
der Abfragegraph durch eine Menge von Konjunktionsketten sowie zwischen diesen
Konjunktionsketten geltenden logischen Relationen ausgedrückt werden kann. Die-
se Konjunktionsketten können unter Verwendung bestehender Realisierungen auf
M-Graphen ausgeführt werden. Die zwischen den Konjunktionsketten bestehenden
logischen Relationen werden anschließend dazu verwendet um die Ergebnismengen
der einzelnen Konjunktionsketten im Sinne des Abfragegraphen zu kombinieren.
Die Zerlegung von Abfragegraphen erfolgt in drei Stufen. Hierbei werden folgende
Zwischenformate erzeugt:
Definition 9.29 Regelabfragegraph: In einem Regelabfragegraph sind alle Abfrageelemen-
te in Hierarchien von Gruppen gekapselt. Ein Regelabfragegraph enthält als einzige logische
Relationen zwischen diesen Gruppen Konjunktionen und Negationen.
Definition 9.30 Konjunktionsgraph: In einem Konjunktionsgraph sind alle Abfrageele-
mente in Hierarchien von Gruppen gekapselt. Ein Konjunktionsgraph enthält als einzige lo-
gische Relation zwischen diesen Gruppen Konjunktionen.
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Alle in einem Abfragegraphen vorkommenden logischen Relationen beziehen sich
auf das Vorhandensein oder Nichtvorhandensein von Ergebnissen in der Ergebnis-
menge des Abfragegraphen. Ein Abfragegraph kann daher durch Konjunktionsket-
ten ausgedrückt werden, sowie durch Komplementbeziehungen zwischen den Er-
gebnissen dieser Konjunktionsketten. Dieses Vorgehen umfasst folgende Schritte:
• Zerlegung in Regelabfragegraphen: Im ersten Schritt wird eine Menge von
Regelabfragegraphen und Relationen zwischen diesen erzeugt, die synonym
zum betrachteten Abfragegraphen sind.
• Zerlegung in Konjunktionsgraphen: Im zweiten Schritt wird jeweils eine Men-
ge von Konjunktionsgraphen und den zwischen ihnen geltenden Komplemen-
trelationen erzeugt, die synonym zum betrachteten Regelabfragegraphen sind.
• Transformation in Konjunktionsketten: Im dritten Schritt wird aus jedem Kon-
junktionsgraphen eine Konjunktionskette erzeugt, die jeweils zu diesem syn-
onym ist.
9.9.3.1 Aufteilung in Regelabfragegraphen
Bei der Zerlegung von Abfragegraphen in Regelabfragegraphen werden alle logi-
schen Relationen mit Ausnahme von NOT und VERALLGNOT aufgelöst. Dabei wird der
Abfragegraph durch eine Menge von Regelabfragegraphen realisiert, die bezüglich
ihrer Ergebnismengen in einer Disjunktionsrelation stehen. Jeder Regelabfragegraph
stellt eine boolesche Kombination von Gruppen dar, die im Sinne des Abfragegra-
phen gültig ist.
Abbildung 9.26 stellt einen Abfragegraphen mit logischen Relationen dar. Alle Abfra-
geelemente sind darin in Abfragegruppen gekapselt. Das Wurzelabfrageelement je-
der Gruppe sowie die Wurzelabfragegruppe des Abfragegraphen sind darin jeweils
durch ein (*) nach dem Bezeichner identifiziert. Im dargestellten Abfragegraphen
existiert eine OR sowie eine XOR Relation.
Zur Erfüllung einer OR Relation gibt es drei boolesche Kombinationen der Relations-
enden ({1,0};{0,1};{1,1}), für die Erfüllung einer XOR Relation sind es zwei ({1,0};{0,1}).
Daher existieren maximal 6 Regelabfragegraphen (diese Zahl kann geringer sein,
falls sich boolesche Kombinationen in Bezug auf gleiche Relationsenden gegensei-
tig ausschließen).
Tabelle 9.2 zeigt eine Tabelle mit den 6 resultierenden Regelabfragegraphen. Wahr-
heitswerte von 0 bzw. 1 beziehen sich jeweils auf ein gefordertes Vorhandensein oder
Nichtvorhandensein von Ergebniselementen in einem Ergebnis entsprechend des Re-
gelabfragegraphen. Eine 0 spezifiziert, dass ein Ergebnis nur gültig ist, wenn es nicht
mit einem Ergebniselement vom Typ der durch 0 markierten Gruppe in Verbindung
steht. Dies gilt immer bei VERALLGNOT Relationen, weshalb diese im aktuellen Schritt
nur mitgezogen und nicht aufgelöst werden, sowie bei den übrigen logischen Rela-



























Abbildung 9.26: Beispiel Abfragegraph für Zerlegung in Regelabfragegraphen
Gruppe 6.4 steht im Beispiel in einer NOT Relation zu Gruppe 6.2, die ihrerseits in
Bezug auf ihre OR Relation zu Gruppe 6.3 durch eine 0 in der Tabelle repräsentiert
sein kann. In diesen Fällen werden theoretisch folgende Werte von 0 entsprechend
des Suchpfades nicht weiter betrachtet. In der Tabelle ist dies in Spalte 6.4 durch das
Zeichen (-) dargestellt.
Tabelle 9.2: Resultierende Regelabfragegraphen
Abbildung 9.27 zeigt den resultierenden Regelabfragegraphen entsprechend Zeile 3
aus Tabelle 9.2. Darin sind die logischen Relationen aufgelöst. Auf die in dieser Zeile
der Tabelle mit dem Wahrheitswert 0 belegten Gruppen wird die logische Relation
NOT angewendet. Diese werden im Folgenden als »Negierte Gruppen« bezeichnet.
Abbildung 9.28 zeigt den Programmablaufplan der Aufteilung von Abfragegraphen
und die Erzeugung der Tabelle der resultierenden Regelabfragegraphen.
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Abbildung 9.27: Regelabfragegraph entsprechend Zeile 3 Abbildung 9.2
9.9.3.2 Aufteilung in Konjunktionsgraphen
In diesem Schritt wird je ein Regelabfragegraph durch eine Menge von Konjunk-
tionsgraphen sowie den zwischen diesen geltenden Relationen ausgedrückt. Dabei
wird die NOT Relation aller negierten Gruppen aufgelöst. In Bezug auf eine negierte
Gruppe werden jeweils zwei Konjunktionsgraphen erzeugt.
Der erste Konjunktionsgraph (Grundmengenkonjunktionsgraph) enthält die negier-
te Gruppe nicht, der zweite Konjunktionsgraph (Negationskonjunktionsgraph) ent-
hält diese, betrachtet sie jedoch nicht als negiert. Die Ergebnismenge des Negations-
konjunktionsgraphen enthält genau die Ergebnisse, die nicht zur Ergebnismenge des
Konjunktionsgraphen gehören. Die Ergebnismenge des Negationskonjunktionsgra-
phen bildet eine Untermenge der Ergebnismenge des Grundmengenkonjunktions-
graphen. Durch Bildung des Komplements des Negationskonjunktionsgraphen ge-
genüber dem Grundmengenkonjunktionsgraphen wird die Menge der gültigen Er-
gebnisse ermittelt.
In ähnlicher Weise wird mit VERALLGNOT Relationen verfahren. Diesbezüglich wird
ebenfalls ein Grundmengenkonjunktionsgraph erzeugt, welcher das allgemeinere
Konzept enthält und ein Negationskonjunktionsgraph, der das speziellere Konzept
enthält. Auch in diesem Fall enthält die Ergebnismenge des Negationskonjunktions-
graphen diejenigen Ergebnisse, welche aus der Ergebnismenge des Grundmengen-
konjunktionsgraphen gelöscht werden sollen.
Ebenfalls wird durch Bildung des Komplements des Negationskonjunktionsgraphen




Abbildung 9.28: Aufteilung Abfragegraphen in Regelabfragegraphen
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Tabelle 9.3 zeigt eine Tabelle mit den resultierenden Konjunktionsgraphen entspre-
chend Abbildung 9.27 und damit entsprechend Zeile 3 der tabellarischen Darstellung
resultierender Regelabfragegraphen aus Tabelle 9.2. Zeile 1 repräsentiert den Grund-
mengenkonjunktionsgraphen, die Zeilen 2 bis 5 repräsentieren die Negationskon-
junktionsgraphen. Die mit dem Wahrheitswert (1) belegten Gruppen sind Bestand-
teile des jeweiligen Konjunktionsgraphen, die mit dem Zeichen (−) beschriebenen
Gruppen jeweils nicht.
Tabelle 9.3: Resultierende Konjunktionsgraphen entsprechend Abbildung 9.27
9.9.3.3 Transformation in Konjunktionsketten
Alle bisher erfolgten Aufteilungsschritte erfolgten auf Gruppen. Diese werden bei
der folgenden Transformation von Konjunktionsgraphen in Konjunktionsketten auf-
gelöst. Abbildung 9.29 zeigt die Konjunktionskette entsprechend des Konjunktions-





Abbildung 9.29: Konjunktionskette entsprechend Zeile 2 aus Tabelle 9.3
Konjunktionsketten können durch bestehende Implementierungen auf M-Graphen
ausgeführt werden. In der vorliegenden Arbeit wird die Ausführung auf EEA Mo-
dellen basierend auf der EEA-ADL dargestellt.
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Die Realisierung der Zerlegung von Fragestellungsgraphen, Integration bestehender
Implementierungen sowie die Bestimmung von Ergebnissen wird in Kapitel 9.10 dar-
gestellt. Zuvor wird ein Überblick über die Aufteilungsresultate gegeben sowie das
Vorgehen zur Bestimmung von Ergebnissen im Sinne des Abfragegraphen aus den
Ergebnissen von Konjunktionsketten.
9.9.3.4 Übersicht der Aufteilungsresultate
Nach Durchführung der Aufteilungsschritte wird der ursprüngliche Abfragegraph
durch Konjunktionsgraphen (bzw. Konjunktionsketten) repräsentiert sowie durch
Relationen, die nach der Ausführung der Konjunktionsketten auf einem M-Graphen
auf die Ergebnisse angewendet werden. Die Resultate der Aufteilungsschritte (an-
gewendet auf den Abfragegraphen aus Abbildung 9.26) und damit die bestehenden













































Abbildung 9.30: Übersicht der Zerlegung des Abfragegraphen aus Abbildung 9.26
Jede Gruppe bzw. jeder Knoten dieser Darstellung repräsentiert einen Graphen als
Ergebnis eines Aufteilungsschritts. Zuerst wurde der Abfragegraph entsprechend
Abbildung 9.26 in sechs Regelabfragegraphen zerlegt, welche durch die Gruppen
RgAfGr-(1-6) dargestellt werden. Die Ergebnisse dieser Regelabfragegraphen stehen
in Hinblick auf die Ergebnisse im Sinne des Abfragegraphen in OR Beziehungen.
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Anschließend wurde jeder Regelabfragegraph durch eine Menge von Konjunktions-
graphen ausgedrückt. Hierbei entstehen in Bezug auf einen Regelabfragegraphen je
ein Konjunktionsgraph für jede Gruppe, auf welche die Relation NOT angewendet
war oder im Zuge der Aufteilung wurde (Negationskonjunktionsgraph), plus einen
Grundmengenkonjunktionsgraph.
Grundmengenkonjunktionsgraphen sind in Abbildung 9.30 durch die Knoten KjGr-
#.1 dargestellt, Negationskonjunktionsgraphen jeweils durch Knoten KjGr-#.#’ mit
#’>1. Die mit Neg beschriebenen Kanten drücken die Komplement-Relationen jeweils
zwischen Grundmengenkonjunktionsgraphen und Negationskonjunktionsgraphen
aus. Entsprechend dieser Darstellung werden die Ergebnisse entsprechend Konjunk-
tionsketten im Sinne des Abfragegraphen ermittelt.
9.9.4 Ermittlung von Ergebnissen
Nach der Ausführung von Konjunktionsketten auf einem M-Modell existiert für je-
de Konjunktionskette eine Ergebnismenge. Jedes Konjunktionskettenergebnis ent-
hält eine geordnete Menge von Ergebniselementen als Knoten des M-Graphen, die
durch ihre Anordnung im M-Graphen der durch die Konjunktionskette spezifizier-
ten Struktur entsprechen.
Konjunktionskettenergebnisse werden in Konjunktionskettenergebnistabellen dar-
gestellt. Jedes Konjunktionskettenergebnis besitzt ein Konjunktionskettenergebnisele-
ment in Bezug auf das Konjunktionskettenwurzelelement.
Alle aus einem Abfragegraphen abgeleiteten Konjunktionsketten besitzen das glei-
che Konjunktionskettenwurzelelement, das seinerseits das Abfragegraphwurzelab-
frageelement ist. Das Zusammensetzen von Ergebnissen erfolgt in umgekehrter Rei-
henfolge wie die Zerlegung.
Im ersten Schritt werden aus den Konjunktionskettenergebnissen die Regelabfrage-
ergebnisse bestimmt. Dabei wird jeweils ein Ergebniselement in Bezug auf das Kon-
junktionskettenwurzelelement betrachtet. Gibt es in der Ergebnismenge der Gesamt-
mengenkonjunktionskette Ergebnisse in Bezug auf das betrachtete Ergebniselement
und existiert in keiner der Ergebnismengen der entsprechenden Negationskonjunk-
tionsketten ein Ergebnis in Bezug auf dieses Ergebniselement, so wird dieses Kon-
junktionskettenergebnis zur Ergebnismenge des Regelabfragegraphen hinzugefügt.
Am Ende dieses Schritts gibt es für jeden Regelabfragegraphen eine (möglicherweise
leere) Ergebnismenge.
In zweiten Schritt werden die Ergebnisse der Ergebnismengen aller Regelabfragegra-
phen des betrachteten Abfragegraphen zusammengefasst. Dies ist möglich, da die
Ergebnismengen verschiedener Regelabfragegraphen in Bezug auf den betrachteten
Abfragegraphen keine gleichen Ergebnisse besitzen.
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Im dritten Schritt werden die Kardinalitäten der Ergebnismengen derjenigen Abfra-
gegraphen bestimmt, welche Ziel einer IF Relation sind. Ist ein Abfragegraph Quelle
der Relation und erfüllt die Ergebnismenge des Relationsziels nicht die geforderte
Bedingung, so werden alle Ergebnisse des Abfragegraphen, der die Quelle der Rela-
tion darstellt, verworfen. Ist eine Gruppe Quelle der Relation, so werden nur Ergeb-
nisse gelöscht, die Ergebniselemente entsprechend dieser Gruppe enthalten.
Im vierten Schritt werden die Kardinalitäten der Ergebnismengen derjenigen Abfra-
gegraphen bestimmt, die mit anderen Abfragegraphen auf der Ebene des Fragestel-
lungsgraphen in einer logischen Relation stehen. Eine leere Menge wird in Bezug auf
einen Abfragegraphen mit einer 0, eine nicht leere Menge mit einer 1 codiert. Ent-
spricht die entstehende Codierung der Abfragegraphen einer gültigen Kombination,
die während der Zerlegung von Fragestellungsgraphen ermittelt wurde, so werden
die Ergebnismengen aller Abfragegraphen zur Ergebnismenge des Fragestellungs-
graphen kombiniert. Anderenfalls ist die Ergebnismenge des Fragestellungsgraphen
die leere Menge.
9.10 Realisierung
In diesem Kapitel wird die Umsetzung der Spezifikation von graphenbasierten Fra-
gestellungen, der Zerlegung und Ausführung von Fragestellungsgraphen sowie der
Bestimmung von Ergebnissen im Sinne dieser Fragestellungsgraphen beschrieben.
9.10.1 Aktivitäten der Ergebnisermittlung
Die vorgestellte Methode ist generell auf Modellen anwendbar, die als M-Graphen
vorliegen und aus einem Metamodell abgeleitet sind, das den Anforderungen eines
MM-Graphen entspricht. Für die Anwendung der Methode auf konkreten Model-
len müssen deren spezifische Eigenschaften bei der Realisierung berücksichtigt wer-
den. Greift die Realisierung auf bestehende Werkzeugrealisierung zurück, so sind
deren Eigenschaften und Schnittstellen an den entsprechenden Stellen der Realisie-
rung ebenfalls zu berücksichtigen.
Zur Umsetzung der Methode als rechnergestütztes Werkzeug werden im Folgenden
die erforderlichen Schritte der Ausführung dargestellt. Teile der Umsetzung bezie-
hen sich nur auf die Eigenschaften spezifischer M-Graphen bzw. MM-Graphen in
der Domäne der Anwendung. Andere Teile beziehen sich auf die Einbindung beste-
hender Werkzeugrealisierungen und sind damit werkzeugspezifisch.
Abbildung 9.31 zeigt den generellen Ablauf der Ausführung von Fragestellungsgra-
phen auf M-Graphen. Die Aktivitäten der ersten Spalte sind werkzeug- und realisie-
rungsunabhängig. Hier werden Rollen-, Klassen- und Attributnamen entsprechend
des MM-Graphen verwendet, aus welchem M-Graphen abgeleitet wurden, auf die
sich die Fragestellung bezieht.
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Des weiteren sind in der Spezifikation des Fragestellungsgraphen und den Arbeits-
produkten aller Auflösungs- und Transformationsschritte dieser Spalte Attribute ent-
halten, die sich auf die verwendete Werkzeugrealisierung beziehen. Diese Attribute
werden in den Aktivitäten der ersten Spalte mitgezogen und haben keinen Einfluss
auf die Verarbeitung oder die Erzeugung der jeweiligen Arbeitsprodukte.
Abbildung 9.31: Ablaufplan Ausführung Fragestellungsgraphen auf M-Graphen
Die Aktivitäten der zweiten Spalte beziehen sich auf die Verwendung einer Werk-
zeugrealisierung und sind damit werkzeugspezifisch. In der ersten Aktivität dieser
Spalte werden Konjunktionsketten in eine werkzeugspezifische Darstellung von Mo-
dellabfragen transformiert, welche in der zweiten Aktivität im Werkzeug selbst er-
zeugt werden. In der dritten Aktivität werden die erzeugten Modellabfragen auf ei-
nem M-Graphen ausgeführt und die Ergebnisse entsprechend der Werkzeugrealisie-
rung präsentiert.
Die dritte Spalte stellt Aktivitäten dar, welche aus den Ergebnissen durch Ausfüh-
rung der erzeugten Modellabfragen die Ergebnisse des Fragestellungsgraphen er-
mitteln. Diese Aktivitäten verknüpfen die werkzeugunabhängigen Zusammenhän-
ge der ersten Spalte mit der werkzeugabhängigen Präsentation der Ergebnisse der




Die vorgestellte Methode wird beispielhaft für die Ermittlung von Ergebnissen im
Sinne von Fragestellungsgraphen in der Domäne der EEA Modellierung angewen-
det. Hierfür wird die Werkzeugrealisierung des EEA Modellierungswerkzeugs PREE-
vision 10 zur Spezifikation und Ausführung von Modellabfragen auf EEA Model-
len auf Basis der EEA-ADL verwendet. Hierzu wird die Methode entsprechend den
durch das Werkzeug gestellten Anforderungen implementiert. Um eine Portierung
der Implementierung auch in andere Domänen und die Verwendung anderer Werk-
zeuge zur Ausführung von Modellabfragen zu vereinfachen, wird eine Unterteilung
entsprechend der Spalten von Abbildung 9.31 vorgenommen. Da die Aktivitäten der
ersten Spalte unabhängig vom eingesetzten Werkzeug sind, werden diese als eigen-
ständiges Programm in einer gängigen Programmiersprache realisiert. Die werkzeu-
gabhängigen Aktivitäten der zweiten Spalte werden als Plugin umgesetzt, welches
im Werkzeug verwendet wird und die Erzeugung und Ausführung von Modellab-
fragen ermöglicht. Die Ausführung der Aktivitäten der dritten Spalte erfordern eine
enge Verzahnung mit den erzeugten Modellabfragen und deren Ergebnissen. Au-
ßerdem besteht in den meisten Fällen die Anforderung Abfrageergebnisse innerhalb
der Werkzeugumgebung für weitere Aktivitäten verwenden zu können. Damit ist
es erforderlich auch die Ergebnisse von Fragestellungsgraphen innerhalb der Werk-
zeugumgebung zu präsentieren. Daher wird für die Aktivitäten der dritten Spalte
ebenfalls eine Realisierung als Plugin bevorzugt.
Die Implementierung der Methode verwendet im Folgenden die bestehende Reali-
sierung des EEA Modellierungswerkzeugs PREEvision, die in Kapitel 9.1.2 vorge-
stellt wurde.
9.10.2 Anforderungen durch Verwendung bestehender Realisierung
Für die Verwendung der bestehenden Werkzeugrealisierung zur Spezifikation und
Ausführung von Modellabfrage müssen die entsprechenden Aktivitäten in die Rea-
lisierung der Methode zur Ausführung von Modellabfragegraphen eingebettet wer-
den. Abbildung 9.32 zeigt die Schritte der Spezifizierung und Ausführung von Mo-
dellabfragen der einzubettenden Realisierung.
Die Werkzeugrealisierung ist so ausgelegt, dass die dargestellten Schritte manuell an-
gestoßen bzw. durchgeführt werden. Die Spezifikation von Modellabfragen erfolgt
manuell in einem graphischen Editor. Die Schritte Generierung und Synchronisation
von Modellabfragen wird üblicherweise ebenfalls manuell angestoßen 11. Vor der
Ausführung von synchronisierten Modellabfragen (als LHS-basierte Abfrageregeln be-
zeichnet) müssen diese von sog. Modellabfragen referenziert werden. Die Ausführung
von LHS-basierten Abfrageregeln erfolgt jeweils im Zuge der Ausführung einer Mo-
dellabfrage.
10Eine Erklärung zum Umgang mit Modellabfragen in PREEvision findet sich in PREEvision Version
3.1.1 - Inhalte der Hilfetexte - PREEvision User Manual - Model Query Rules
11Bei entsprechender Einstellung im Werkzeug besteht auch die Möglichkeit, dass graphisch spezifi-
zierten Modellabfragen nebenläufig im Hintergrund generiert werden.
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Abbildung 9.32: Aktivitäten zur Ausführung von Modellabfragen in PREEvsion
Für die Realisierung der Methode müssen diese Schritte automatisiert durchgeführt
werden. Des Weiteren muss ein Übergabeformat spezifiziert werden, welches alle
Informationen von im Verlauf der Auflösung von Fragestellungsgraphen erzeugten
Konjunktionsketten in einer Form darstellt, die der werkzeuginternen Spezifikation
von Modellabfragen entspricht.
9.10.3 Aktivitäten der Realisierung
Abbildung 9.33 stellt die Aktivitäten zur Ermittlung von Ergebnissen im Sinne von
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Abbildung 9.33: Übersicht über Schritte der Realisierung
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1. Die Auflösung des Fragestellungsgraphen in Konjunktionsketten liest die Be-
schreibung eines Fragestellungsgraphen (Fragestellungsgraph.xml) ein und löst
deren Inhalte in Konjunktionsketten auf. Die Ergebnisse werden an den fol-
genden Transformationsschritt übergeben. Des Weiteren werden die Zusam-
menhänge zwischen den Konjunktionsketten an Aktivität 4 übergeben. Die Im-
plementierung dieser Aktivität ist unabhängig von den Inhalten des Fragestel-
lungsgraphen. Sie ist werkzeugunabhängig, da sie werkzeugspezifische Infor-
mationen zur Realisierung von Modellabfragen nicht verarbeitet bzw. nur wei-
terreicht.
2. Die übergebenen Konjunktionsketten werden in eine werkzeugspezifische Dar-
stellung transformiert und in Form einer Liste an die folgende Aktivität überge-
ben. Die Implementierung dieser Aktivität ist bezogen auf das Werkzeug bzw.
die darin verwendete Darstellung von Modellabfragen, welches im weiteren
Verlauf verwendet wird.
3. Erzeugung von Modellabfragen aus der übergebenen Liste mit werkzeugspe-
zifischen Darstellungen von Konjunktionsketten. Dabei wird jeder erzeugten
Modellabfrage ein Bezeichner zugewiesen, über welchen sie im weiteren Ver-
lauf eindeutig identifiziert werden kann. Diese Informationen werden an Ak-
tivität 4 übergeben. Die Implementierung der Erzeugung von Modellabfragen
erfolgt unter Verwendung von Methoden des Werkzeugs und ist damit werk-
zeugabhängig.
4. Aus den Informationen über die Zusammenhänge zwischen Konjunktionsket-
ten aus Aktivität 1 und der Identifikation von Modellabfragen die in Schritt 3
aus diesen Konjunktionsketten erzeugt wurden, generiert diese Aktivität eine
Beschreibung (Regelzusammenhang.xml), welche die Zusammenhänge (entspre-
chend der Aufteilung des Fragestellungsgraphen in Konjunktionsketten) in Be-
zug auf die Bezeichner von Modellabfragen enthält. Durch die werkzeugspezi-
fischen Bezeichner für Modellabfragen ist diese Aktivität werkzeugabhängig.
5. In dieser Aktivität wird die Generierung der in Aktivität 3 erzeugten Modell-
abfragen angestoßen. Da sie direkt auf Methoden des Werkzeugs arbeitet, ist
sie werkzeugabhängig.
6. Anstoßen der Synchronisation der generierten Modellabfragen angestoßen. Da
diese Aktivität direkt auf Methoden des Werkzeugs arbeitet, ist sie werkzeug-
abhängig.
7. Die Ausführung der synchronisierten Modellabfragen (LHS-basierte Abfrage-
regeln) wird in dieser Aktivität unter Verwendung von Methoden des Werk-
zeugs durchgeführt. Die Ergebnisse werden direkt der nachfolgenden Aktivität




8. Nach Ausführung von Aktivität 7 liegen die Ergebnisse jeder einzelnen ausge-
führten LHS-basierten Abfrageregel der Aktivität 8 als Eingangsinformationen
vor. Da die LHS-basierten Abfrageregeln mit dem gleichen Bezeichner verse-
hen sind, wie die entsprechende Modellabfrage, werden in dieser Aktivität aus
den Abfrageergebnissen der einzelnen Abfragen und den Informationen über
deren Zusammenhänge entsprechen der Beschreibung in der Serialisierung
Regelzusammenhang.xml die Ergebnisse im Sinne des Fragestellungsgraphen er-
mittelt. Die Implementierung diese Aktivität ist werkzeugabhängig, da die Ein-
gangsinformationen und die Ausgangsinformationen innerhalb des Werkzeugs
vorliegen bzw. vorliegen sollen. Die Implementierung soll wiederverwendbar
sein und sich auf unterschiedliche Anzahlen von Mengen von Eingangsinfor-
mationen entsprechend unterschiedlicher Abfragen adaptieren können. Daher
ist sie ergebnisadaptiv auszulegen.
9.10.4 Datenformat für Regelzusammenhang
In Abbildung 9.33 wird ein Übergabeformat verwendet, welches die Struktur der
Bestimmung der Ergebnismenge im Sinne des Fragestellungsgraphen aus den Er-
gebnismengen der erzeugten Modellabfragen enthält. Es trägt die Bezeichnung
Regelzusammenhang.xml. Listing 9.2 zeigt ein Beispiel einer solchen Datei.
Die Graphs Sektion enthält eine Liste mit allen Abfragegraphen des betrachteten Fra-
gestellungsgraphen. Jeder Abfragegraph wird über den Knoten Graph mit dem Be-
zeichner der Gruppe identifiziert, welche das Abfragegraphwurzelabfrageelement
enthält. Das Beispiel enthält drei Abfragegraphen, die Gruppen tragen die Bezeich-
ner id0, id1 bzw. id2. Abfragegraphen werden in Regelabfragegraphen aufgelöst, de-
ren Ergebnisse verodert werden. Dies wird durch den Knoten OR in der Sektion je-
des Abfragegraphen repräsentiert. Regelabfragegraphen werden in Konjunktions-
graphen aufgeteilt, wobei es zu jedem Regelabfragegraphen einen Grundmengen-
konjunktionsgraphen und einen oder mehrere Negationskonjunktionsgraphen gibt.
Die Konjunktionsgraphen eines Regelabfragegraphen sind jeweils in einer ANDNOT
Sektion enthalten, falls eine Komplementrelationen besteht. Ist dies nicht der Fall,
wie im Beispiel für die Modellabfrage mit dem Bezeichner def011, so ist die Regel
ein direktes Kindelement der OR Sektion. Das erste Element jeder ANDNOT Sekti-
on identifiziert diejenige Modellabfrage, die entsprechend eines Grundmengenkon-
junktionsgraphen erzeugt wurde. Die übrigen Elemente der ANDNOT Sektion iden-
tifizieren die Modellabfragen entsprechend den Negationskonjunktionsgraphen in
Bezug auf den jeweiligen Regelabfragegraphen.
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<?xml vers ion = " 1 . 0 " encoding =" utf −8"?>
2 <Root>
<Graphs>
4 <Graph id =" id0 ">
<OR>
6 <ANDNOT>
<Regel id =" def001 " >
8 <IF value ="3" compareType=" l e s s " graph . id =" id2 " />
</Regel >
10 <Regel id =" def002 " />
<Regel id =" def003 " />
12 </ANDNOT>
<ANDNOT>
14 <Regel id =" def004 " />
<Regel id =" def005 " />




20 <Graph id =" id1 ">
<OR>
22 <ANDNOT>
<Regel id =" def007 " />
24 <Regel id =" def008 " />
</ANDNOT>
26 <ANDNOT>
<Regel id =" def009 " />




32 <Graph id =" id2 ">
<OR>






40 <Zei le >
< p o s i t i v >
42 <graph graph . id =" id0 " />
</p o s i t i v >
44 <negativ >
<graph graph . id =" id1 " />
46 </negativ >
</Zei le >
48 <Zei le >
< p o s i t i v >
50 <graph graph . id =" id1 " />
</p o s i t i v >
52 <negativ >





Listing 9.2: Beispiel für Datei Regelzusammenhang.xml
Im Beispiel wurde der Abfragegraph id0 in zwei Regelabfragegraphen aufgeteilt.
Die Modellabfragen bezüglich deren Grundmengenkonjunktionsgraphen sind def001
und def004, entsprechend sind def002 und def003 bzw. def005 und def006 die Modellab-
fragen bezüglich den jeweiligen Negationskonjunktionsgraphen. Im Beispiel besteht
eine IF Relation zwischen der Modellabfrage mit dem Bezeichner def001 und dem
Abfragegraphen mit dem Bezeichner id2. Dies wird durch einfügen eines Kindele-
ments innerhalb der Definition der Modellabfrage def001 spezifiziert.
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Das Beispiel stellt die bedingte Relation IF(<3) dar. Der Wert »3« wird dabei dem
Attribut value zugeordnet, der Vergleichstyp < (codiert als »less«) dem Attribut
compareType.
Die Sektion LogikTabelle bezieht sich auf die Ermittlung der Ergebnisse des Frage-
stellungsgraphen entsprechend der Kardinalitäten der Ergebnismengen der Abfra-
gegraphen. Entsprechend der Beschreibung aus Kapitel 9.9.2 können die gültigen
Kombinationen leerer und nicht leerer Abfragegraphergebnismengen als Zeilen ei-
ner Tabelle repräsentiert werden. Jeweils ein Knoten mit dem Bezeichner Zeile im
vorgestellten Datenformat bezieht sich auf eine solche Zeile. Unter dem Knoten po-
sitiv werden hier die Abfragegraphen gelistet, deren Ergebnismengen nicht leer sein
dürfen, unter dem Knoten negativ diejenigen, deren Ergebnismengen gleich der lee-
ren Menge sein müssen um in Kombination ein valides Ergebnis im Sinne des Fra-
gestellungsgraphen darzustellen. Das Beispiel stellt eine XOR Relation zwischen den
Abfragegraphen dar, die über id0 bzw. id1 identifiziert werden.
9.10.5 Struktur der Realisierung
In der Darstellung der Aktivitäten (s. Abbildung 9.33) wird zwischen den Kategorien
»werkzeugunabhängig«, »werkzeugbezogen«, »werkzeugabhängig« und »ergebni-
sadaptiv« unterschieden. Entsprechend dieser Kategorien wird die Realisierung aus-
geführt. Die erste Aktivität wird werkzeugunabhängig in einer gängigen Program-
miersprache implementiert. Zur Verwendung in einer entsprechenden Werkzeugum-
gebung werden die Schnittstellen angepasst. Die zweite Aktivität wird ebenfalls als
werkzeugunabhängiges Programm implementiert, wobei sich die darin beschriebe-
ne Transformation auf die Konzepte des Zielwerkzeugs bezieht. Die Aktivitäten 3
bis 7 werden werkzeugabhängig implementiert. Sie sind unabhängig von der einge-
henden Menge von Modellabfragebeschreibungen, den zu bearbeitenden und aus-
zuführenden Regeln sowie dem M-Graphen auf welchem dies geschehen soll. Die
einzelnen Aktivitäten werden als Plugin für das Zielwerkzeug realisiert. Die Struktur
der Aktivitäten wird in einem separaten Paket unter Verwendung des Plugin festge-
halten. Diese Struktur bleibt unverändert und kann für die Ausführung in beliebige
Modellumgebungen des Werkzeugs importiert bzw. kopiert werden. Die letzte Akti-
vität wird ebenfalls als Teil des Plugin realisiert. Jedoch kann sie nicht der statischen
Struktur der Aktivitäten 3 bis 7 zugeordnet werden, da ihre Struktur ergebnisadap-
tiv ist. Daher wird diese Aktivität in einer Vorlagenstruktur festgehalten, von wel-
cher während der Ausführung von Aktivität 7 eine Arbeitskopie erstellt und diese
entsprechend der Ergebnisse angepasst wird.
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9.10.6 Realisierung im E/E-Architektur Werkzeug PREEvision
Der Metrikeditor des EEA Werkzeugs PREEvision 12 bietet die Möglichkeit Teile ei-
nes Programms als Blöcke eines Blockdiagramms (Metrikdiagramm) 13 zu spezifi-
zieren. Verbindungen zwischen den Blöcken entsprechen dem Datenfluss zwischen
den Programmteilen. Des Weiteren besteht die Möglichkeit benutzerdefinierte Pro-
gramme in der Programmiersprache JAVA in sog. Berechnungsblöcken zu kapseln,
welche in einem Metrikdiagramm verwendet werden können. Programme, welche
durch in diesen Blöcken gekapselten JAVA Code beschrieben sind, werden während
der Ausführung des enthaltenden Metrikdiagramms erzeugt und ausgeführt. Um
diesen Erzeugungsschritt zu umgehen, können derartige Programme vor-compiliert
und in Form von benutzerdefinierten Blöcken in Metrikdiagrammen verwendet wer-
den. Diese Möglichkeiten werden zur Realisierung der in Kapitel 9.10.3 beschriebe-
nen Aktivitäten angewendet.
Abbildung 9.34 zeigt ein Metrikdiagramm der statischen Struktur der Realisierung
mit den Blöcken, welche die Aktivitäten 1 bis 7 realisieren. Diese werden im Folgen-
den beschrieben. Die Abbildung zeigt unter anderem Blöcke, die Bestandteile des in
Kapitel 9.10.5 beschriebenen Plugins sind. Dieses Plugin wird im Folgenden unter
der Bezeichnung »Regelgenerierungs- und Ausführungs-Plugin« geführt.
• Fragestellungsinput: Block vom Typ Parameterblock aus der Standardpalette
des PREEvision Metrikdiagrammeditors. Dient zur Spezifikation des Pfades
zur Serialisierung der auszuführenden Fragestellung (Fragestellung.xml) über
Port output.
• GraphZerlegung: Block vom Typ Berechnungsblock der Standardpalette des Me-
trikdiagrammeditors von PREEvision . Dieser Block kapselt die JAVA Imple-
mentierungen der Aktivitäten 1 und 2. Liest Serialisierung der Fragestellung
(Port input). Führt die Aufteilung des eingelesenen Fragestellungsgraphen in
Abfragegraphen durch. Eine Tabelle entsprechend dieser Aufteilung (s. Ab-
bildung 9.25) wird an Port Table bereitgestellt. Führt die Aufteilung von Ab-
fragegraphen über Regelabfragegraphen, Konjunktionsgraphen und die Trans-
formation von Konjunktionsgraphen in Konjunktionsketten durch. Beschreibt
die Struktur des Zusammensetzens der Ergebnisse der erstellten Konjunktions-
ketten im Sinne der Abfragegraphen. Informationen dieser Struktur werden
über Port XMLDataWrapper bereitgestellt. Transformiert Konjunktionsketten in
werkzeugspezifische Beschreibung von Modellabfragen. Eine Liste mit diesen
Beschreibungen wird über Port RM3Api bereitgestellt.
12Für die Realisierung wird ein Entwicklungsderivat von PREEvision Version 3.1.1 verwendet, wel-
ches in Zusammenarbeit mit dem Werkzeughersteller Aquintos auf die speziellen Anforderungen
der Realisierung der vorgestellten Methode angepasst wurde. Diese Anpassungen sollen in einer
späteren Version des Werkzeugs verfügbar sein.
13Eine Erklärung zum Umgang mit Metrikdiagrammen in PREEvision findet sich in PREEvision Ver-












































































































































































































































































































































































Abbildung 9.34: Metrikdiagramm mit statischer Struktur der Realisierung
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• Regelerzeugung: Block vom Typ Rule Creation Block als Bestandteil des
Regelgenerierungs- und Ausführungs Plugin. Kapselt die Implementierung von
Aktivität 3. Erzeugt entsprechend der übergebenen Beschreibungen an Port In-
put Modellabfragen im Modellabfrageregelwerkeditor in PREEvision. Eine Lis-
te mit den Bezeichnern der erzeugten Modellabfragen wird an Port Output be-
reitgestellt.
• Relationsziel: Block vom Typ Parameterblock aus der Standardpalette des PREE-
vision Metrikdiagrammeditors. Dient zur Spezifikation des Pfades unter wel-
chem die von Block Relationsbestimmung erzeugte Datei gespeichert werden soll
an Port output.
• Relationsbestimmung: Block vom Typ Berechnungsblock aus der Standardpalet-
te des PREEvision Metrikdiagrammeditors. Kapselt die Implementierung von
Aktivität 4. Erzeugt eine Datei mit der Bezeichnung Regelzusammenhang.xml
unter dem an Port FileInput angegebenen Pfad. Diese Datei enthält die Zusam-
menhänge entsprechend der an den Ports TableInput und XMLDataWrapperIn-
put übergebenen Informationen über Relationen zwischen den erzeugten Mo-
dellabfragen. Die Bezeichner der erzeugten Modellabfragen werden von Port
RM3Input eingelesen. Die Inhalte dieser Datei spezifizieren wie aus den Er-
gebnissen der einzelnen Modellabfragen die Ergebnisse im Sinne des Frage-
stellungsgraphen bestimmt werden. Stellt an Port TriggerOut eine Information
über eine erfolgreiche Generierung der Datei Regelzusammenhang.xml zur Ver-
fügung.
• QuerySyncTargetFolder: Block vom Typ Metrikkontextblock aus der Standard-
palette des PREEvision Metrikdiagrammeditors. Enthält eine Referenz auf das
Paket des Modellbaums, in welchen die generierten Modellabfragen synchro-
nisiert werden sollen (Port Context).
• Regelgenerierung und Regelsynchronisierung: Block vom Typ Synchronizing
Block als Bestandteil des Regelgenerierungs- und Ausführungs-Plugin. Kapselt die
Implementierung der Aktivitäten 5 und 6. Generiert die Modellabfragen ent-
sprechend der Liste von Bezeichnern, die über Port Erzeugte Regeln eingelesen
werden. Synchronisiert diese nach der Generierung in das entsprechend Port
AbfragePaket spezifizierte Paket des Modellbaums. Stellt an Port Model Queries
eine Liste mit den synchronisierten LHS-basierten Abfrageregeln zur Verfü-
gung.
• MetricTargetSource: Block vom Typ Metrikkontextblock aus der Standardpalette
des PREEvision Metrikdiagrammeditors. Enthält eine Referenz auf das Paket
des Modellbaums, welches die Vorlagenstruktur der ergebnisadaptiven Imple-
mentierung entsprechend Aktivität 8 enthält (Port Context).
• MetricTargetFolder: Block vom Typ Metrikkontextblock aus der Standardpalette
des PREEvision Metrikdiagrammeditors. Enthält eine Referenz auf das Paket
des Modellbaums, in welches die Vorlagenstruktur der ergebnisadaptiven Im-
plementierung entsprechend Aktivität 8 kopiert werden soll (Port Context).
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• ResultCombination: Block vom Typ Parameterblock der Standardpalette des Me-
trikdiagrammeditors von PREEvision . Dient zur Spezifikation des Blocks, wel-
cher die Ergebnismanipulation von Ergebnissen der Modellabfragen im Sinne
der Bestimmung der Ergebnisse hinsichtlich des Fragestellungsgraphen durch-
führt (Port output).
• Regelausführung: Block vom Typ Metric Generation Block als Bestandteil des
Regelgenerierungs- und Ausführungs Plugin. Kapselt die Implementierung von
Aktivität 7. Kopiert die Vorlagenstruktur aus dem über Port Source Package spe-
zifizierten Paket in das über Port Target Package spezifizierte Paket des Modell-
baums. Erzeugt am Block mit der entsprechend über Port Metric Object eingele-
senen Bezeichnung der Kopie der Vorlagenstruktur eine Anzahl von Eingangs-
ports. Die Anzahl von Eingangsports entspricht der Kardinalität der über Port
ModelQueries übergebenen LHS-basierten Abfrageregeln. Erzeugt für jede über
Port ModelQueries übergebene LHS-basierte Abfrageregel einen Modellabfrage-
block 14 als Block im Metrikdiagramm der Kopie der Vorlagenstruktur. Stellt für
jeden erzeugten Modellabfrageblock eine Referenz zu je einer LHS-basierten
Abfrageregel her. Benennt jeden Modellabfrageblock entsprechend der referen-
zierten LHS-basierten Abfrageregel. Verbindet je einen erzeugten Modellabfra-
geblock mit je einem der erzeugten Eingangsports am entsprechend Port Metric
Object bezeichneten Block. Die Reihenfolge dieser Verbindungen entspricht da-
bei der Reihenfolge von Modellabfragen in der Serialisierung entsprechend der
Datei Regelzusammenhang.xml. Führt die erzeugten Modellabfrageblöcke aus.
Abbildung 9.35 zeigt das Metrikdiagramm der Vorlagenstruktur vor dem Kopier-
schritt. Es beinhaltet zwei Blöcke. Abbildung 9.36 zeigt ein Metrikdiagramm der
Vorlagenstruktur nach Ausführung des Blocks »Regelausführung«. Es wurden 30
Modellabfrageblöcke erzeugt und an den Block »Ergebnismanipulation« zur Bestim-
mung der Ergebnisse im Sinne des Fragestellungsgraphen angebunden. Grundlage







Abbildung 9.35: Metrikdiagramm mit dynamischer Struktur der Realisierung
14Als Modellabfrageblock wird hier ein Block des Typs Modellabfrage aus der Standardpalette des
PREEvision Metrikdiagrammeditors bezeichnet. Ein Modellabfrageblock referenziert oder mehre-
re LHS-basierte Abfrageregeln. Bei Ausführung des Modellabfrageblocks werden diese auf dem




• Relationsquelle: Block vom Typ Parameterblock aus der Standardpalette des
PREEvision Metrikdiagrammeditors. Dient zur Spezifikation des Pfades, unter
welchem die Datei Regelzusammenhang.xml gespeichert ist (Port output).
• Ergebnismanipulation: Block vom Typ Metric Result Combination Block als Be-
standteil des Regelgenerierungs- und Ausführungs-Plugin. Kapselt die Implemen-
tierung von Aktivität 8. Liest vom über Port xml input spezifizierten Pfad die
Datei
Regelzusammenhang.xml. Kombiniert bzw. manipuliert die Ergebnisse der Aus-
führung von LHS-basierten Abfrageregeln die an seinen weiteren Eingangs-
ports anliegen (s. Abbildung 9.36) entsprechend der serialisierten Spezifikation
der eingelesenen Datei. Gibt die bestimmten Ergebnisse im Sinne des Fragestel-
lungsgraphen in Form einer Liste aus, deren Einträge zur weiteren werkzeugs-
pezifischen Verwendung bereitstehen.
9.11 Beispiel
In diesem Kapitel wird die zuvor beschriebene Realisierung an einem überschauba-
ren Beispiel angewendet. Dabei wird eine Fragestellung, deren Fragestellungsgraph
in Abbildung 9.37 graphisch dargestellt ist, auf dem EEA Modell aus Abbildung 9.38
ausgeführt 15.
Das EEA Modell stellt Steuergeräte (ECUs), Sensoren und Aktuatoren in einem Kom-
ponentennetzwerk (CMPN) dar, die über verschiedene Typen von Bussystemen und
konventionellen Verbindungen vernetzt sind. Zusätzlich sind funktionale Sicherheits-
ziele mit verschiedenen ASILs spezifiziert und den Steuergeräten zugeteilt. Eine zu-
gewiesene Anforderung wird jeweils unten links innerhalb einer ECU dargestellt.
Die Bezeichnung der Sicherheitsanforderungen sind so gewählt, dass ihr letzter Buch-
stabe jeweils dem ASIL des Sicherheitsziels entspricht, das sie repräsentieren (»SZ_A«
entspricht einem Sicherheitsziel mit ASIL A).
Der Fragestellungsgraph besteht aus drei Abfragegraphen, wobei ein Abfragegraph
(AFGR_C) das Ziel einer IF Relation ist. AFGR_A spezifiziert ECUs, welche über ei-
ne konventionelle Verbindung mit einem Sensor oder einem Aktuator, bzw. über ein
Bussystem mit einem Sensor der keine konventionelle Anbindung besitzt, verbun-
den sind. AFGR_B spezifiziert Sensoren, die keine konventionelle Anbindung besit-
zen und über eine Bussystem vom Typ »Lin« mit einer ECU verbunden sind, die kei-
nen Sicherheitszielen mit »ASIL A« bzw. »ASIL B« genügt. AFGR_C sucht nach Ak-
tuatoren und ist das Ziel der bedingten Relation. Der erste Teil der Bezeichner von
dargestellten Abfrageelementkonten sind teilweise gleich (z.B. source:ECU*, sour-
ce:Sensor*). Damit werden entsprechende Ergebniselemente der Ergebnisse in der
resultierenden Ergebnistabelle in der gleichen Spalte eingeordnet. Dies resultiert in
einer übersichtlicheren Ergebnistabelle.
15Das im beschriebenen Beispiel erzeugte Metrikdiagramm der dynamischen Struktur mit Regeln ist













































































































































































































































































































































































































































































































































































































































































































































































































































































































Abbildung 9.38: Beispiel E/E-Architektur Modell
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Vor der Ausführung wird das EEA Modell vorbereitet. Hierzu wird das Pakte mit
den Inhalten entsprechend der Abbildungen 9.34 und 9.35 in das EEA Modell impor-
tiert. Anschließend wird der dargestellte Fragestellungsgraph (s. Abbildung 9.37) im
Serialisierungsformat nach Kapitel 9.6 spezifiziert und auf dem Rechner gespeichert.
Listing 9.3 zeigt die Datei Fragestellung.xml als Serialisierung des Fragestellungs-
graphen entsprechend Abbildung 9.37.
1 <?xml vers ion = " 1 . 0 " encoding ="UTF−8"?>
<Root xmlns : x s i =" ht tp ://www. w3 . org /2001/XMLSchema−i n s t a n c e " x s i : noNamespaceSchemaLocation ="Schema . xsd">
3 <NodeSection >
<GroupNode id ="AfGr_A.1" >
5 <Node anchor="−1" name=" source " returnOrder ="0" roleName ="" type ="ECU" id ="0"/ >
</GroupNode>
7 <GroupNode id ="AfGr_A . 2 . 1 " >
<Node anchor="−1" name="Con1 " returnOrder ="1" roleName=" elec tronicComposi te " type =" ConventionalConnector " id ="1"
9 parent . id ="0" >
<Node anchor="−1" name="ConSys1 " returnOrder ="2" roleName=" convConnectors " type =" ConventionalConnection " id ="2"/ >
11 </Node>
</GroupNode>
13 <GroupNode id ="AfGr_A . 2 . 2 " >
<Node anchor="−1" name="Con2 " returnOrder ="3" roleName=" convConnection " type =" ConventionalConnector " id ="3"
15 parent . id ="2" >
<Node anchor="−1" name=" TargetEE1 " returnOrder ="4" roleName=" eeLogicalConnectors " type =" Sensor " id ="4"/ >
17 </Node>
</GroupNode>
19 <GroupNode id ="AfGr_A . 2 . 3 " >
<Node anchor="−1" name="Con3 " returnOrder ="5" roleName=" convConnection " type =" ConventionalConnector " id ="5"
21 parent . id ="2" >
<Node anchor="−1" name=" TargetEE2 " returnOrder ="6" roleName=" eeLogicalConnectors " type =" Actuator " id ="6"/ >
23 </Node>
</GroupNode>
25 <GroupNode id ="AfGr_A.3" >
<Node anchor="−1" name="Con4 " returnOrder ="7" roleName=" elec tronicComposi te " type =" BusConnector " id ="7"
27 parent . id ="0" >
<Node anchor="−1" name="ConSys3 " returnOrder ="8" roleName=" busConnectors " type =" BusSystem " id ="8" >
29 <Node anchor="−1" name="Con5 " returnOrder ="9" roleName=" busSystem " type =" BusConnector " id ="9" >





35 <GroupNode id ="AfGr_A.4" >
<Node anchor="−1" name="Con6 " returnOrder ="11" roleName=" elec tronicComposi te " type =" ConventionalConnector " id ="11"
37 parent . id ="10"/ >
</GroupNode>
39 <GroupNode id ="AfGr_A.2" >
<Group group . id ="AfGr_A . 2 . 1 " >
41 <Group group . id ="AfGr_A .2 .2 "/ >
<Group group . id ="AfGr_A .2 .3 "/ >
43 </Group>
</GroupNode>
45 <GroupNode id ="AfGr_B . 1 . 1 " >
<Node anchor="−1" name=" source " returnOrder ="12" roleName ="" type =" Sensor " id ="12" >
47 <Node anchor="−1" name="Con6 " returnOrder ="13" roleName=" elec tronicComposi te " type =" BusConnector " id ="13" >




<GroupNode id ="AfGr_B . 1 . 2 " >
53 <Node anchor="−1" name="ConSysType1 " returnOrder ="15" roleName=" usedBusSystems " type ="LINType " id ="15"
parent . id ="14"/ >
55 </GroupNode>
<GroupNode id ="AfGr_B . 1 . 3 " >
57 <Node anchor="−1" name="Con7 " returnOrder ="16" roleName=" busSystem " type =" BusConnector " id ="16" parent . id ="14" >
<Node anchor="−1" name=" TargetEE " returnOrder ="17" roleName=" eeLogicalConnectors " type ="ECU" id ="17" >




63 <GroupNode id ="AfGr_B .2" >
<Node anchor="−1" name="Conv8 " returnOrder ="19" roleName=" elec tronicComposi te " type =" ConventionalConnector " id ="19"
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65 parent . id ="12"/ >
</GroupNode>
67 <GroupNode id ="AfGr_B .3" >
<Node anchor="−1" name="Req1 " returnOrder ="20" roleName=" requirementTargetMappings " type =" Requirement " id ="20"
69 parent . id ="18" >
<Node anchor="−1" name="RAV1" returnOrder ="21" roleName=" requirement " type =" RequirementAttributeValue " id ="21" >
71 < A t t r i b u t e name=" value " value ="=A"/>
<Node anchor="−1" name="RAD1" returnOrder ="22" roleName=" values " type =" RequirementAtt r ibuteDef in i t ion " id ="22" >





<GroupNode id ="AfGr_B .4" >
79 <Node anchor="−1" name="Req2 " returnOrder ="23" roleName=" requirementTargetMappings " type =" Requirement " id ="23"
parent . id ="18" >
81 <Node anchor="−1" name="RAV2" returnOrder ="24" roleName=" requirement " type =" RequirementAttributeValue " id ="24" >
< A t t r i b u t e name=" value " value ="=B"/>
83 <Node anchor="−1" name="RAD2" returnOrder ="25" roleName=" values " type =" RequirementAtt r ibuteDef in i t ion " id ="25" >





89 <GroupNode id ="AfGr_C">




<Group group . id ="AfGr_A.1" >
95 <Group group . id ="AfGr_A.2"/ >
<Group group . id ="AfGr_A.3" >
97 <Group group . id ="AfGr_A.4"/ >
</Group>
99 </Group>
<Group group . id ="AfGr_B . 1 . 1 " >
101 <Group group . id ="AfGr_B .1 .2 "/ >
<Group group . id ="AfGr_B .2"/ >
103 <Group group . id ="AfGr_B . 1 . 3 " >
<Group group . id ="AfGr_B .3"/ >
105 <Group group . id ="AfGr_B .4"/ >
</Group>
107 </Group>
<Group group . id ="AfGr_C"/>
109 </GroupSection >
< R e l a t i o n s S e c t i o n >
111 <Rela t ion type ="OR">
<group1 group . id ="AfGr_A.2"/ >
113 <group2 group . id ="AfGr_A.3"/ >
</Relat ion >
115 <Rela t ion type ="OR">
<group1 group . id ="AfGr_A .2 .2 "/ >
117 <group2 group . id ="AfGr_A .2 .3 "/ >
</Relat ion >
119 <Rela t ion type ="NOT">
<group1 group . id ="AfGr_A.4"/ >
121 <group2 group . id ="AfGr_A.4"/ >
</Relat ion >
123 <Rela t ion type ="NOT">
<group1 group . id ="AfGr_B .2"/ >
125 <group2 group . id ="AfGr_B .2"/ >
</Relat ion >
127 <Rela t ion type ="NOR">
<group1 group . id ="AfGr_B .3"/ >
129 <group2 group . id ="AfGr_B .4"/ >
</Relat ion >
131 <Rela t ion type ="OR">
<group1 group . id ="AfGr_A.1"/ >
133 <group2 group . id ="AfGr_B .1 .1 "/ >
</Relat ion >
135 <Rela t ion type =" IF " value ="2" compareType=" GreaterEqual ">
<group1 group . id ="AfGr_C"/>




139 </R e l a t i o n s S e c t i o n >
</Root>
Listing 9.3: Fragestellung.xml für Fragestellungsgraph entsprechend Abbildung
9.37 und EEA Modell entsprechend Abbildung 9.38
Nun wird der Parameter im Block Fragestellungsinput auf dem Pfad zur gespeicherten
Serialisierung des Fragestellungsgraphen gesetzt. Zusätzlich wird ein Pfad zur Spei-
cherung der Datei Regelzusammenhang.xml durch den Block Relationsziel festgelegt.
Damit sind alle Vorkehrungen getroffen und die Ausführung kann gestartet werden.
Durch die Ausführung wird der Fragestellungsgraph bis auf Konjunktionsgraphen
aufgeteilt, welche in Konjunktionsketten transformiert werden. Entsprechend dieser
Konjunktionsketten werden Modellabfragen erzeugt und als LHS-basierte Abfrage-
regeln ins Modell der EEA importiert. Die zur Ergebnisbestimmung des Fragestel-
lungsgraphen bestehenden Relationen zwischen erzeugten Modellabfragen werden
in der Datei Regelzusammenhang.xml gespeichert. Listing 9.4 zeigt die erzeugte Datei
Regelzusammenhang.xml für den Fragestellungsgraphen entsprechen Abbildung 9.37.
<?xml vers ion = " 1 . 0 " encoding ="UTF−8"?>
2 <Root>
<Graphs>
4 <Graph id =" id0 ">
<OR>
6 <ANDNOT>
<Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
8 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 Con6 " />
</ANDNOT>
10 <ANDNOT>
<Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 " />
12 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
</ANDNOT>
14 <ANDNOT>
<Regel id ="RM3Rule : source Con4 ConSys3 Con5 TargetEE4 " />
16 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
<Regel id ="RM3Rule : source Con4 ConSys3 Con5 TargetEE4 Con6 " />
18 </ANDNOT>
<ANDNOT>
20 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con4 ConSys3 Con5 TargetEE4 " />
<Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
22 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con4 ConSys3 Con5 TargetEE4 Con6 " />
</ANDNOT>
24 <ANDNOT>
<Regel id ="RM3Rule : source Con1 ConSys1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
26 <Regel id ="RM3Rule : source Con1 ConSys1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 Con6 " />
<Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
28 </ANDNOT>
<ANDNOT>
30 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 " />
<Regel id ="RM3Rule : source Con1 ConSys1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
32 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 " />
</ANDNOT>
34 <ANDNOT>
<Regel id ="RM3Rule : source Con1 ConSys1 Con3 TargetEE2 " />
36 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 " />
<Regel id ="RM3Rule : source Con1 ConSys1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
38 </ANDNOT>
<ANDNOT>
40 <Regel id ="RM3Rule : source Con4 ConSys3 Con5 TargetEE4 " />
<Regel id ="RM3Rule : source Con4 ConSys3 Con5 TargetEE4 Con6 " />
42 <Regel id ="RM3Rule : source Con1 ConSys1 Con2 TargetEE1 Con3 TargetEE2 Con4 ConSys3 Con5 TargetEE4 " />
</ANDNOT>
44 <ANDNOT>
<Regel id ="RM3Rule : source Con4 ConSys3 Con5 TargetEE4 " />
46 <Regel id ="RM3Rule : source Con4 ConSys3 Con5 TargetEE4 Con6 " />
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<Graph id =" id1 ">
52 <OR>
<ANDNOT>
54 <Regel id ="RM3Rule : source Con6 ConSys4 ConSysType1 Con7 TargetEE ReqMap ">
<IF value ="2" compareType=" GreaterEqual " graph . id =" id2 " />
56 </Regel >
<Regel id ="RM3Rule : source Con6 ConSys4 ConSysType1 Con7 TargetEE ReqMap Req2 RAV2 RAD2 ">
58 <IF value ="2" compareType=" GreaterEqual " graph . id =" id2 " />
</Regel >
60 <Regel id ="RM3Rule : source Conv8 Con6 ConSys4 ConSysType1 Con7 TargetEE ReqMap ">
<IF value ="2" compareType=" GreaterEqual " graph . id =" id2 " />
62 </Regel >
<Regel id ="RM3Rule : source Con6 ConSys4 ConSysType1 Con7 TargetEE ReqMap Req1 RAV1 RAD1 ">





<Graph id =" id2 ">
70 <OR>





76 <Zei le >
< p o s i t i v >
78 <graph graph . id =" id1 " />
</p o s i t i v >
80 <negativ >
<graph graph . id =" id0 " />
82 </negativ >
</Zei le >
84 <Zei le >
< p o s i t i v >
86 <graph graph . id =" id0 " />
</p o s i t i v >
88 <negativ >
<graph graph . id =" id1 " />
90 </negativ >
</Zei le >
92 <Zei le >
< p o s i t i v >
94 <graph graph . id =" id0 " />
<graph graph . id =" id1 " />
96 </p o s i t i v >
<negat iv />
98 </Zei le >
</LogikTabelle >
100 </Root>
Listing 9.4: Regelzusammenhang.xml für Fragestellungsgraph entsprechend Abbil-
dung 9.37 und EEA Modell entsprechend Abbildung 9.38
Modellabfragen, welche die erzeugten LHS-basierten Abfrageregeln referenzieren,
werden ebenfalls erzeugt und mit dem Block »Ergebnismanipulation« verbunden,
welcher basierend auf den Ergebnissen der Modellabfragen die Ergebnisse im Sinne
des Fragestellungsgraphen bestimmt. Diese sind im verwendeten Werkzeug PREE-
vision in der Perspektive »PREEvision Standard« bei Selektion des Blocks »Ergebnis-




Abbildung 9.39 zeigt einen Screenshot der resultierenden Ergebnistabelle bezüglich
des Fragestellungsgraphen aus Abbildung 9.37 und des EEA Modells aus Abbildung
9.38.
9.12 Zusammenfassende Diskussion von
Fragestellungsgraphen
In diesem Kapitel wurde eine Methode und deren Realisierung vorgestellt, welche
die verfügbaren Ansätze zur formalen Spezifikation und Ausführung von Fragestel-
lungen in der Domäne der EEA Modellierung auf ein Basissystem erweitert.
Hierzu wurde die Modellierung von EEAs und die spezifischen Bedürfnisse von
Fragestellungen in dieser Domäne analysiert und darauf basierend ein Format zur
Spezifikation von graphenbasierten Darstellungen von Fragestellungen vorgestellt.
Hierzu wurden die Konzepte der Abfrageelemente sowie der Abfragegruppen einge-
führt. Nach der Festlegung verwendbarer logischer Relationen und deren Bedeutung
bei Verwendung in Fragestellungen wurde eine Methode zur Aufteilung von Frage-
stellungsgraphen und Konjunktionsgraphen vorgestellt. Zur nahtlosen Ausführung
dieser Konjunktionsketten auf EEA Modellen und der Bestimmung der Ergebnis-
se der ursprünglichen Fragestellung wurde beispielhaft eine Implementierung für
EEA-ADL basierte Modelle unter Verwendung des Werkzeugs PREEvision gezeigt
und anhand eines Beispiels dokumentiert.
9.12.1 Diskussion
Die vorgestellte Methode erweitert bestehende Vorgehensweisen, da sie die Mög-
lichkeit zur Spezifikation logischer Relationen bietet und damit auch zur formalen
Beschreibung komplexer Fragestellungen verwendet werden kann. Die Diskussion
und Entwicklung der Methode erfolgte in Hinblick auf die Domäne der Modellie-
rung von EEAs. Jedoch ist sie grundsätzlich auch für andere Modelle oder Zusam-
menhänge von Elementen anwendbar, welche den Anforderungen eines M-Graphen
genügen und auf Basis einer Sprache spezifiziert sind, die wiederum den Anforde-
rungen eines MM-Graphen genügt.
Die Einführung von Abfrageelementen erleichtert den domänenspezifischen Um-
gang mit Kanten und Knoten des M-Graphen, da diese häufig nur in Kombination
Sinn haben. Die Vorstellung von hierarchisierbaren Abfragegruppen ermöglicht die
graphenbasierte Repräsentation der Festlegung einer Ausführungssemantik ähnlich
dem Verwenden von Klammern in algebraischen Ausdrücken. Darüber hinaus ha-
ben Abfragegruppen in Bezug auf den domänenspezifischen Einsatz der Methode
eine weitere wichtige Bedeutung.
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Sie beschreiben Design Pattern (engl. für Entwurfsmuster). In diesem Sinne können
Abfragegruppen verwendet werden, um Elemente zusammenzufassen, deren Kom-
bination sich erfahrungsgemäß als sinnvoll herausgestellt hat.
Die formale Beschreibung umfassender Fragestellungen ist auch mit der Verfügbar-
keit eines Basissystems keine triviale Aufgabe. Während die Bedeutung von Teilfra-
gestellungsgraphen [167] für den erfahrenen Betrachter eindeutig ist, so trifft dies bei
der Verwendung logischer Relationen zwischen Elementen graphenbasierter Dar-
stellungen von Fragestellungen nicht zwangsläufig zu. Grund hierfür sind die Be-
deutungen von Negationen sowie deren Auswirkungen auf andere Relationen oder
verschachtelte Gruppen von Elementen.
In diesem Kapitel wurde ein Ansatz für ein Basissystem zur Verwendung auf gra-
phenbasierten Modellen in der Domäne der EEA Modellierung mit seinen Ausprä-
gungen vorgestellt. Diese ermöglicht die Spezifikation von Fragestellungen in Bezug
auf beliebige logische Kombinationen von Elementen. Die Verwendung wird jedoch
nicht als trivial eingestuft, da mögliche Ergebnisstrukturen auch aus einer graphi-
schen Darstellung einer komplexen Fragestellung nicht unmittelbar hervorgehen.
Für die Benutzung der Methode wird empfohlen für spezifizierte Fragestellungs-
graphen Beispielmodelle zu erstellen, welche mit Gutfällen und Schlechtfällen eine
ausreichende Testabdeckung realisieren.
9.12.2 Ausblick
In der zukünftigen Anwendung der vorgestellten Methode können sich Erweiterun-
gen sowohl in Bezug auf die Methode und das schrittweise Vorgehen als auch in
Hinblick auf ihre Implementierung ergeben. Einige können direkt adressiert werden.
• Es wird ein graphischer Editor vorgeschlagen, mit welchem Fragestellungsgra-
phen benutzerfreundlich modelliert und im vorgestellten Serialisierungsformat
gespeichert werden können. Für modellierungssprachen- und domänenspezifi-
sche Anwendungen wird vorgeschlagen, die Beschreibung von Fragestellungs-
graphen sowie deren Ausführung direkt im entsprechenden Modellierungs-
werkzeug zu realisieren.
• In Bezug auf das EEA Modellierungswerkzeug PREEvision könnte eine Inte-
gration direkt in die graphisch Modellierung von Modellabfragen in der Per-
spektive »Modellabfrage-Regeleditor« erfolgen. Dies würde hinsichtlich der vor-
gestellten Beispielimplementierung die Transformation von Konjunktionsgra-
phen in werkzeugspezifische Konjunktionsketten sowie die Erzeugung entspre-
chender Modellabfragen vereinfachen bzw. überflüssig machen.
• Zur Vereinfachung der Verifikation von Fragestellungsgraphen wird eine au-
tomatische Erzeugung von zwei Kategorien von Strukturen im Sinne von Ele-
menten des M-Graphen vorgeschlagen. Gutfälle stellen Strukturen dar, welche
durch die Fragestellung gefunden werden. Schlechtfälle sind leichte Variatio-
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nen von Gutfällen, die jedoch nicht in die Ergebnismenge übernommen wer-
den. Eine graphenbasierte und graphische Darstellung dieser Fälle erleichtert
die Spezifikation von Fragestellungsgraphen im Sinne der jeweiligen Fragestel-
lungen.
• Die Spezifikation von Abfragegruppen kann mit Erfahrungen in der Erstel-
lung domänenspezifischer Modelle gekoppelt werden. Häufig vorkommende
modellierungsebenenübergreifende Kombinationen von Elementen können als
Entwurfsmuster katalogisiert und in der Modellierung als auch in der Spezi-
fikation von Fragestellungen verwendet werden. Fragestellungen lassen sich
auch als Konsistenz Checks verwenden. Werden Entwurfsmuster mit Anforde-
rungen (z.B. Sicherheitsanforderungen) verknüpft, denen sie genügen, so lässt
sich durch die Verwendung der vorgestellten Methode zur Spezifikation von






Die vorangegangenen Kapitel haben gezeigt, dass bei der Entwicklung von Elek-
trik/Elektronik Architekturen (EEAs) im Automobilbereich viele Randbedingungen
und Anforderungen berücksichtigt werden müssen. Diese sind nicht nur technischer
oder funktionaler Natur, sondern beziehen sich unter anderem auch auf Vorgaben
durch die Gesetzgebung, Standards, Normen und Richtlinien. Weitere Anforderun-
gen ergeben sich durch die angestrebte Positionierung von Produkten am Markt, der
Abgrenzung von Konkurrenzprodukten sowie der administrativen Struktur und den
damit verbundenen Rollen und Zuständigkeiten in Unternehmen.
Obwohl diese Anforderungen den Entwurfsraum einschränken, so sind deren An-
zahl sowie die sich daraus ergebenden Realisierungsalternativen für die EEA sowie
die erforderliche Vernetzung und Abstimmung zwischen Modellartefakten zu viel-
fältig, als dass sie von Entwicklern in ihrer Gesamtheit einfach überblickt werden
könnten. Die Erarbeitung sowie die Auswahl von Realisierungsalternativen ist ei-
ne hochgradig kognitive Aktivität und basiert auf Erfahrung sowie gesundem Men-
schenverstand. Als gesunden Menschenverstand bezeichnet Sowa das, was vielen
Menschen klar ist, aber nur wenige verbalisieren [213]. Da in Bezug auf Innovation
im Bereich der Automobiltechnik und speziell im Bereich Elektrik/Elektronik auch
in Zukunft keine Stagnation zu erwarten ist (s. Kapitel 1), ist Werkzeugunterstützung
erforderlich, um Entwickler- und Entwurfswissen festzuhalten und Architekturent-
scheidungen mit diesem Wissen abzugleichen.
In diesem Kapitel werden Möglichkeiten zum Festhalten von Wissen im Bereich der
EEA Entwicklung von Fahrzeugen aufgezeigt und anhand von Beispielen diskutiert.
Die erste vorgestellte Methode entspricht, wie die modellbasierte Entwicklung von
EEAs, dem Paradigma des Model Driven Engineering (MDE) (s. Kapitel 2.9.2). Da-
bei werden Annotationen und Modellabfragen zum Festhalten von Wissen betrach-
tet. Der zweite Ansatz bezieht sich auf Ontologien, die als Modelle aus der Domäne
der Wissensmodellierung und künstlichen Intelligenz betrachtet werden können. Sie
entsprechen nicht dem Paradigma des MDE und ihr Einsatz bietet interessante Mög-
lichkeiten in Bezug auf die Domäne der EEA Entwicklung 1 2.
1Teile der in diesem Kapitel dargestellten Inhalte haben der Autor der hier vorliegenden Arbeit zu-
sammen mit Co-Autoren in [113] veröffentlicht.
2Teile der in diesem Kapitel dargestellten Inhalte wurden im Zuge der vom Autor der vorliegenden
Arbeit betreuten Studienarbeit von Herrn Jochen Kramer mit dem Titel »Evaluation und Perspek-
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10.1 Möglichkeiten zum Fassen und Ableiten von
Wissen in der Entwicklung von EEAs
Nach dem Ansatz des MDE besteht eine Modell auf M1 Ebene aus Modellartefakten,
die Instanzen von Klassen eines Metamodells auf M2 Ebene sind. Das Metamodell
stellt eine Sprache dar, welche für die Spezifikation dieser Modelle verwendet wird.
Dabei wird durch die Sprache eine Syntax, sprich Terme sowie deren erlaubte Kom-
bination, festgelegt. Die Inhalte eines Modells, welche konform aus einem Metamo-
dell abgeleitet/instanziiert wurden, sind syntaktisch korrekt, im Sinne der durch das
Metamodell spezifizierten Sprache.
Aus dieser Tatsache ergibt sich jedoch nicht, dass bestimmte Kombinationen von
Modellartefakten, welche der Syntax einer Sprache entsprechen, auch sinnvoll oder
bedeutsam sein müssen. In Bezug auf EEAs ist Bedeutung an bestimmte Kontexte
gekoppelt, beispielsweise eine Menge von Anforderungen, welche von einer spezifi-
schen Kombination von Modellartefakten erfüllt werden soll. Die Bedeutung solcher
Kombinationen erschließt sich für den Experten, der diese betrachtet. Er interpretiert
die Inhalte eines Modells auf Basis seines Domänenwissens. Die Inhalte des Modells
selbst enthalten allein aus der Verwendung von Konstrukten der Sprache (des Meta-
modells) heraus noch keine Bedeutung.
10.1.1 Annotationen
Eine Art die Semantik von Kombinationen von Modellartefakten in der Domäne der
EEA Modellierung zu fassen, besteht in der Verwendung von Annotationen. Diese
werden eingesetzt, um Modellartefakte mit zusätzlichen Informationen zu versehen,
welche sich nicht aus dem Metamodell ableiten lassen (z.B. «Sonderausstattung ab Bau-
jahr 2011«). Annotationen stellen ihrerseits Modellartefakte dar und stehen jeweils in
Relation zu den Modellartefakten über welche sie informieren.
Kann eine Annotation zu mehreren Modellartefakten in Relation gesetzt werden, so
besteht die Möglichkeit der Vernetzung dieser Artefakte in einem gewissen Kontext,
der seinerseits in der Annotation beschrieben ist. Wird für die Beschreibung ein Voka-
bular semantisch vordefinierter Begriffe verwendet, so besteht direkt innerhalb von
EEA Modellen die Möglichkeit der formalen Wissensmodellierung.
Basierend auf der EEA Modellierungssprache EEA-ADL können Instanzen der Klas-
se Requirement (engl. Anforderung) als Annotationen verwendet werden, obwohl sie
im eigentlichen Sinne nicht dafür vorgesehen sind. Einem Requirement kann als Be-
zeichner eine beliebige Zeichenfolge zugeordnet werden. Die Menge der Attribute
von Requirements ist erweiterbar.
tiven Semantischer Netze und Ontologien zur Unterstützung von Architekturentscheidungen in
der Konzeptphase der Automobilentwicklung« [Kra11] erarbeitet.
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Darüber lässt sich die Ausprägung der gekapselten Information/Bedeutung diffe-
renziert spezifizieren. Requirement-Artefakte lassen sich über Mapping-Objekte mit


































+ isDiagnosticCompatible:Boolean = ... 
+ isOBDcompatible:Boolean = true 
+ complexity:Float













































































Abbildung 10.1: Requirements in der EEA-ADL
Abbildung 10.1 zeigt einen Auszug aus der EEA-ADL, aus welchem die Möglich-
keit der Verwendung von Requirements als Annotationen hervorgeht. Die Klasse Re-
quirement, als RequirementMappingSource, steht in Relation zu ReqMapping. ReqMap-
ping wiederum steht in Relation zu RequirementMappingTarget steht. AbstractEEArte-
fact erbt von RequirementMappingTarget und stellt über weitere Vererbungsrelationen
eine Superklasse für die Klassen des Komponentennetzwerks (CMPN) dar. Die Ab-
bildung zeigt mit den Klassen LogicalConnection, ComponentConnector, LocalConnector,
EnergySources, Actuator, Sensor, ECU und Groundspot einen Auszug aus der Menge
der Klassen des CMPN.
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Klassen des Kabelsatzes und der Topologie sind ebenfalls Spezialisierungen von Ab-
stractEEArtefakt. Aus Gründen der Übersichtlichkeit sind diese jedoch in der Abbil-
dung nicht dargestellt. Um Requirements mit Artefakten des Funktionsnetzwerkes in
Relation zu setzen, besteht ein separater Mechanismus. Über die Klasse ReqBlockMap-
ping, welche die Eigenschaften von AbstractReqFNMapping erbt, können Modellarte-
fakte vom Typ Requirement zu Artefakten der Klasse TypedBlock in Relation gesetzt
werden. Diese wiederum ist Superklasse unter anderem von SensorBlock, Function-
Block und ActuatorBlock.
Abbildung 10.2 zeigt als Erweiterung von Abbildung 7.12 die prinzipielle Anwen-
dung von Requirement-Artefakten als Annotationen am Beispiel eines CMPN.
Übrige E/E Umge- 
bung des  
Fahrzeugs 
AktAHS GUA AnstAHS BestFzG 
Antriebsstrang  
Steuergerät Automatischer  Heckspoiler  











Legende der Funktionen: 
BestFzG  Bestimmung der Fahrzeuggeschwindigkeit 
AnstAHS  Ansteuerung Automatischer Heckspoiler 
GUA  Gewährung/Unterbrechung der Ansteuerung 




Abbildung 10.2: Anforderungsartefakte als Annotationen (Erweiterung von Abbil-
dung 7.12)
Dabei werden Requirements zum Ausdruck vierer verschiedener Arten von Annota-
tionen (jeweils durch die gestrichelte Umrandung gekennzeichnet) genutzt. Die dar-
gestellten Inhalte orientieren sich am Beispiel aus Kapitel 7.4.4. Dabei kapseln die An-
notationen zwei Gefährdungen (Unterlassung und Unerwünschte Ausführung), die in
Zusammenhang mit dem dargestellten System bestehen. Das System wird repräsen-
tiert durch die Softwarefunktionen BestFZG, AnstAHS, GUA (vom Typ FunctionBlock)
und AktAHS (vom Typ ActuatorBlock) sowie den Hardwarekomponenten Antriebss-
trang Steuergerät, Automatischer Heckspoiler Steuergerät, Sicherheitssteuergerät (jeweils
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vom Typ ECU) und Automatischer Heckspoiler Aktuator (vom Typ Actuator) und den
Kommunikations- und Leistungsversorgungsnetzen 3. Durch Verwendung der Zu-
sammenhänge im Metamodell, welche im vorigen Abschnitt beschrieben wurden,
werden diese Annotationen zu den dargestellten Modellartefakten in Relation ge-
setzt 4. Jede Annotation der Abbildung steht in Bezug zu mehreren Modellartefakten.
Damit werden diese im Sinne des in der Annotation festgehaltenen Kontextes bzw.
der festgehaltenen Bedeutung zusammengefasst. Diese Informationen über Kontext
bzw. Bedeutung lassen sich nicht aus dem Metamodell ableiten.
10.1.2 Modellabfragen
Eine weitere Art zum Festhalten von Informationen und Wissen ist die Beschreibung
von Modellabfragen (s. Kapitel 9). Hierbei werden Strukturen oder Baupläne von
Artefaktkombinationen spezifiziert und in Bezug auf einen Kontext in logische Re-
lationen zueinander gesetzt bzw. als gültig oder ungültig im Sinne eines Kontex-
tes befunden. Darüber hinaus können in der Spezifikation von Modellabfragen auch
Annotationen und die darin enthaltenen Informationen verwendet werden, um über
diese im Modell spezifiziertes Wissen abzufragen.
Abbildung 10.3 zeigt beispielhaft die Spezifikation einer Modellabfrage in der Per-
spektive Modellabfrage Regeleditor des EEA Modellierungswerkzeugs PREEvision (s.
Kapitel 9.1.2). Diese hält das Wissen fest, dass Softwarekomponenten, welche Funk-
tionen von Rückhaltesystemen berechnen, auf ECUs ausgeführt werden müssen, die
in Crash-sicheren Einbauorten zu platzieren sind.
name : =KontrolleRueckhaltesysteme source : Requirement 
rk2 : ReqBlockMapping 
rk3 : FunctionBlock 
rk4 : FunctionBlockMapping 
rk5 : ProcessUnit 
rk6 : ECU 
rk7 : PlacementComponentMapping 
rk8 : InstallationLocation 
rk9 : ReqMapping 


















Abbildung 10.3: Beispiel zum Festhalten von Wissen mit einer Modellabfrage
3Diese Modellartefakte sind Instanzen der Klassen EnergySources, GroundSpot, ComponentConnector
und LogicalConnector.
4Verbindungslinien zwischen Annotationen und Modellartefakten entsprechen Instanzen von
Mapping-Klassen des Metamodells.
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In den Spezifikationen der Modellabfragen werden zwei Annotationen in Form von
Requirements verwendet. Den Startknoten (source) der Modellabfrage bildet eines die-
ser Requirement-Objekte. Alle weiteren Knoten werden im Beispiel mit rk# (für Mo-
dellabfrageknoten) bezeichnet. FunctionBlock wird über ReqBlockMapping mit der An-
notation KontrolleRueckhaltesysteme versehen, die durch den Startknoten dargestellt
wird. Dieser FunctionBlock wird auf einer ProcessUnit, als Bestandteil einer ECU aus-
geführt. Diese wiederum wird in einer InstallationLocation platziert, die ihrerseits mit
einer Annotation in Form eines Requirements versehen wird, welches die Installation-
Location mit der Eigenschaft CrashsichererEinbauort belegt. Die Bezeichnungen an den
Enden der Kanten stehen jeweils für Rollennamen. Diese Rollennamen entsprechen
den Bezeichnungen von Assoziationsenden derjenigen Assoziation, welche die von
den Modellabfrageknoten referenzierten Klassen des Metamodells verbinden. Ergeb-
nisse der Modellabfrageausführung auf einem Modell der EEA sind jeweils Mengen
(Ergebnisse) von Instanzen (Ergebniselementen), welche den durch die Modellabfra-
ge spezifizierten notwendigen Bedingungen entsprechen. Die dargestellte Modellab-
frage beschreibt somit jeweils ein Ergebnis, bestehend aus Ergebniselementen, die in
der spezifizierten Relationsverkettung (Konjunktionsgraph, s. Kapitel 9.7) zueinan-
der stehen, als valide im Sinne des durch die Modellabfrage beschriebenen Kontextes
/ der beschriebenen Bedeutung.
Unter Einsatz von Modellabfragen ergibt sich die Möglichkeit abstrakte Anforde-
rungen oder die Spezifikation valider Entwurfsalternativen in Bezug auf einen Kon-
text extensional 5 zu beschreiben. Diese Art der Beschreibung basiert darauf, dass
bestimmten Realisierungsalternativen von Artefaktkombinationen eine gewisse Be-
deutung zugewiesen wird. Alternativen werden in Form von Modellabfragen ge-
fasst, die auf einem Modell der EEA ausgeführt werden. Damit wird das EEA Mo-
dell auf Konformität in Bezug auf die extensionalen Beschreibung überprüft. Ergeben
sich hieraus Übereinstimmungen in Form von Artefaktkombinationen im EEA Mo-
dell, so wird diesen die beschriebene Bedeutung zugewiesen. Dieser Ansatz wird als
Geschlossene Welt Annahme 6 bezeichnet, da das abstrakte Konzept (die Bedeutung)
durch eine endliche Menge von Individuen (den Modellabfragen) beschrieben ist.
Die Zuweisung einer Artefaktkombination des EEA Modells zu einem abstrakten
Konzept findet nur statt, wenn sie einem Individuum der Menge der extensionalen
Beschreibung entspricht (s. Abbildung 10.4).
10.1.3 Bewertung
Modellabfragen unterliegen der Geschlossenen Welt Annahme. Wird zur Spezifikation
von Modellabfragen eine Modellabfragesprache eingesetzt, die kein Basissystem be-
reitstellt (wenn beispielsweise als logische Verknüpfung nur Konjunktionen verwen-
det werden können), so muss zusätzliches Wissen in die Formulierung der eigentli-
5Wird ein Konzept durch eine Menge von Objekten definiert, so spricht man von extensionaler Be-
schreibung dieses Konzeptes.
6vgl. [218] S. 34 und [116] S. 255.
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Abbildung 10.4: Extensionale Beschreibung von Anforderungen durch
Modellabfragen
chen Aussagen in Form von mehreren Modellabfragen sowie die Interpretation von
deren Ergebnissen einfließen 7.
Das Festhalten semantischen Wissens wird durch Annotationen ermöglicht. Ohne
Einsatz eines semantisch vordefinierten Vokabulars sind Aussagekraft, Wartbarkeit
und Wiederverwendbarkeit jedoch begr zt.
Durch die Kombination der beiden Ansätze entsteht die Möglichkeit Wissen unter
Verwendung von Annotationen zu modellieren. Werden Abfragen auf den entste-
henden Netzwerken ausgeführt, können sich Erkenntnisse ergeben, die Aussagen
bezüglich der Konformität der modellierten Inhalte gegenüber komplexen Anforde-
rungen oder der Notwendigkeit der Überarbeitung nach sich ziehen.
10.2 Ansätze zur Wissensmodellierung
In der Literatur finden sich verschiedene Ansätze und Methoden zum formalen Fest-
halten von Wissen. Der Kerngedanke der Wissensmodellierung liegt dabei in der
Erstellung von Konzepten im Sinne von Begriffen oder Eigenschaften, durch wel-
che Individuen bezeichnet bzw. beschrieben werden können, sowie von Relationen
zwischen Konzepten und Individuen. Es folgen Beschreibungen ausgewählter Me-
thoden, die im hier gesetzten Rahmen zur Wissensmodellierung geeignet sind.
Eine Taxonomie oder Konzept-Hierarchie stellt eine hierarchische Kategorisierung
oder Klassifizierung von Dingen in einer Domäne dar [95].
7Eine Lösung des Problems wurde in Kapitel 9 vorgestellt.
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Mit Thesaurus wird nach DIN 1463-1 [67] im Bereich der Information und Dokumen-
tation » {...} eine geordnete Zusammenstellung von Begriffen und deren (vorwiegend natür-
lichsprachigen) Beziehungen bezeichnet, die in einem Dokumentationsgebiet zum Indizieren,
Speichern und Wiederauffinden dienen.« Damit ist ein Thesaurus ein kontrolliertes Vo-
kabular, dessen Begriffe zueinander in Relation gesetzt sind. Diese Relation bezieht
sich häufig in erster Linie auf Synonyme sowie Unter- und Oberbegriffe (Hyponyme
/ Hyperonyme).
Ein Semantisches Netzwerk ist eine graphische Notation zur Darstellung von Wis-
sen als Muster von untereinander verbundenen Knoten und Kanten [211]. Kanten
stehen dabei für Relationen. Semantische Netzwerke zeichnen sich dadurch aus, dass
sie zwischen unterschiedlichen Typen von Kanten unterscheiden, die für unterschied-
liche Arten von Relationen stehen. Semantische Netzwerke stellen jedoch in den sel-
tensten Fällen eine vollständige Beschreibung hinreichender Bedingungen von Kon-
zepten dar, die es erlauben, Individuen eindeutig einer entsprechenden Kategorie
zuzuordnen [218].
Der Begriff Ontologie stammt aus dem Griechischen und kann übersetzt werden mit
der »Lehre von Dingen die sind« 8. In den technischen Wissenschaften werden Ontolo-
gien im Sinne des Semantic Web und im Zuge der Erforschung künstlicher Intelligenz
betrachtet [116]. Eine Ontologie einer bestimmten Domäne umfasst deren Terminolo-
gie im Sinne ihres domänenspezifischen Vokabulars, alle essenziellen Konzepte die-
ser Domäne, deren Klassifikation und Taxonomie, den bestehenden Relationen sowie
den Axiomen der Domäne [95]. Die am häufigsten verwendete Definition von Onto-
logie stammt von Gruber [102]: »An ontology is an explicit specification of a conceptiona-
lization«. Eine eloquentere und im Kontext dieses Kapitels passendere Definition von
Ontologien wird von Blomqvist [44] gegeben: »An ontology is a hierarchically structured
set of concepts describing a specific domain of knowledge that can be used to create a know-
ledge base«. Eine Ontologie beschreibt damit in einer formalen Weise Konzepte sowie
Relationen zwischen Konzepten die in einer Domäne existieren und die verwendet
werden können, um eine Wissensbasis aufzubauen.
Im weiteren Verlauf dieses Kapitels wird untersucht, ob und wie unter Verwendung
von Ontologien ein Beitrag zur EEA Entwicklung geleistet werden kann. Hierzu ist
die Darstellung einige Grundlagen erforderlich.
10.3 Grundlagen zur Wissensmodellierung mit
Ontologien
In Kapitel 2.9.2 wurde ontologische Metamodellierung nach Atkinson und Kühne
[18] beschrieben als orthogonale Modellierungsausprägung zu linguistischer Meta-
modellierung, die weitestgehend den Ansätzen des Model Driven (MDE) Enginee-
ring entspricht. MDE wird im Sinne von »etwas Neues schaffen« eingesetzt.
8Ontos steht für Sein und Logos für Lehre oder Wort.
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Dabei werden Modelle unter Verwendung der Konzepte von Metamodellen/Sprach-
definitionen abgeleitet. Das hat zur Folge, dass nur Dinge erschaffen werden können,
die konform zum Metamodell bzw. der Sprache sind. Dies wird als Geschlossene Welt
Annahme bezeichnet (s. Kapitel 10.1.2).
Im Gegensatz dazu werden beim Ontological Engineering 9 Klassifizierungen / Ka-
tegorisierungen / Hierarchisierungen von Konzepten vorgenommen, in welche exis-
tierende Dinge / Individuen 10 eingeordnet werden sollen. Während bei der MDE
nur Dinge beschrieben werden können, die sich aus der jeweiligen Beschreibungs-
sprache (dem Metamodell) direkt ableiten lassen, so ist es im Ontological Enginee-
ring durchaus möglich, dass sich ein Individuum nicht in die bestehenden Katego-
rien einordnen lässt. Ontologien basieren auf der Open World Asumption (engl. für
Offene Welt Annahme), da in diesem Fall die Ontologie erweitert werden kann, mo-
tiviert durch das Hinzufügen bestehender Dinge (Bottom Up). Ontologien stellen
die ursprüngliche Art der Wissenschaft, wie beispielsweise der frühen Biologie oder
Medizin dar, bei welcher Dinge der realen Welt (Individuen) klassifiziert und in Ka-
tegorien eingeordnet wurden. Das Hinzufügen von Relationen zwischen Individuen
und Konzepten sowie zwischen Konzepten ermöglicht das Festhalten von Wissen
über die reale Welt und das deduktive 11 Schlussfolgern (nach Aristoteles Sylogis-
mus genannt [16]).
10.3.1 Logischer Hintergrund
Es existieren verschiedene Sprachen, die zur Darstellung der formalen Semantik von
Ontologien verwendbar sind. Diese basieren auf Beschreibungslogiken (s. Kapitel
2.3.5) und unterscheiden sich in ihrer Ausdrucksstärke bezüglich der darstellbaren
Inhalte. Dabei wird zwischen verschiedenen Arten von Wissen unterschieden, die
Teil der Ontologie sind. Zum einen werden modellierte Konzepte und Relationen
als explizites Wissen oder explizite Modellierung bezeichnet. Lässt sich aufgrund
der dargestellten Zusammenhänge auf weitere Konzepte oder Relationen schließen,
so spricht man von implizitem Wissen. Dieses wurde nicht modelliert, ist aber den-
noch im Modell beinhaltet. Um Ontologien rechnergestützt bearbeiten zu können,
basieren Schlussfolgerungen auf einem Satz von Regeln, die auf dem verwendeten,
vordefinierten Vokabular von Ontologiebeschreibungssprachen ausgeführt werden
können. Aktuelle Beschreibungssprachen für Ontologien wurden für spezifische An-
wendungen in Hinblick auf das Semantic Web entwickelt.
9Ontological Engineering bezieht sich auf die Menge von Aktivitäten, welche den Entwicklungspro-
zess von Ontologien, den Ontologie-Lebenszyklus und die Methoden zum Erstellen von Ontolo-
gien sowie Werkzeuge und Sprachen, welche diese Aktivitäten unterstützen [105].
10Als Individuen werden im eigentlichen Sinne Dinge der realen Welt bezeichnet. Im Kontext der
EEA Modellierung werden Modellartefakte als Individuen interpretiert.
11Deduktion wird als Schlussfolgerung vom Allgemeinen zum Besonderen verstanden.
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10.3.2 Darstellung und Methodik von Ontologien
Ontologiebeschreibungssprachen zielen auf eine formale Darstellung von Ontologi-
en ab sowie deren Verwendbarkeit auf Computern. Im Folgenden werden aktuelle
Ontologiebeschreibungssprachen vorgestellt.
10.3.2.1 Resource Description Framework
Das Resource Description Framework (RDF) ist ein Standard des World Wide Web Con-
sotrium (W3C) zur Repräsentation von Informationen über Ressourcen 12 und eine
Sprache, um Konzepte und die zwischen ihnen bestehenden Relationen als Kno-
ten und Kanten eines Graphen zu beschreiben [151]. Eine Aussage wird dabei als
Subjekt-Prädikat-Objekt Tripel (s. Kapitel 2.3.5) interpretiert. Subjekt und Objekt sind
dabei Konten des Tripels. Die zwischen ihnen bestehende, gerichtete Relation, das
Prädikat 13, wird durch eine Kante dargestellt. Eine Menge von Tripeln wird als RDF
Graph bezeichnet. Die Bedeutung eines RDF Graphen entspricht der Konjunktion (lo-
gisches AND) aller Aussagen, welche den enthalten Tripeln entsprechen [151].
Mit RDF kann Aussagenwissen, sog. »assertionales Wissen« dargestellt werden [116].
RDF basiert auf der Beschreibungslogik SHIQ [31]. Für RDF ist eine XML-basierte
Serialisierungs-Syntax definiert, die mit RDF/XML bezeichnet wird [37]. Tripel wer-
den dabei in der N-Tripes Notation wiedergegeben [36]. Ein XML-Dokument der von
RDF vordefinierten Begriffe ist in einem Namensraumdokument zusammengefasst,
welches unter [229] zu finden ist.
Die Anwendbarkeit von Ontologiesprachen im Web macht es erforderlich, Subjek-
te, Prädikate und Objekte eindeutig zu referenzieren. Hierzu werden bei RDF sog.
Universal Resource Identifier (URI) Referenzen verwendet. Diese beginnen mit der De-
finition eines Namensraumes und einem optionalen Fragment am Ende [166].
In http://www.itiv.kit.edu/staff/professor wäre http://www.itiv.kit.edu/staff
der Namensraum und professor das Fragement.
Abbildung 10.5 zeigt einen einfachen RDF-Graphen bestehend aus den beiden Kno-
ten professor (als Subjekt), Systems-And-Software-Engineering (als Objekt) sowie dem
Prädikat givesLecture. Vor diesen Fragmenten stehen jeweils die Namensräume. Lis-
ting 10.1 stellt die Serialisierung dieses Graphen in RDF/XML Syntax dar. In Zeile
zwei werden die Namensräume deklariert und die Bezeichner angegeben, welche
sie innerhalb des Dokumentes referenzieren. Zeile 4 eröffnet das Subjekt, Zeile 5 das
Prädikat und Zeile 6 das Objekt der Aussage.
12Ressourcen sind Dinge, die über einen sog. Universal Resource Identifier (URI) direkt identifizierbar
sind.
13In der Literatur werden Prädikate auch als Properties bezeichnet [151].
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Abbildung 10.5: Beispiel eines einfachen RDF Graphen
<?xml version=" 1 . 0 " encoding=" utf−8" ?>
2 <rdf:RDF xmlns :rdf=" h t t p : //www. w3org/1999/02/22− rdf−syntax−ns " x m l n s : a c t i v i t y =" h t t p : //www. i t i v . k i t . edu/ a c t i v i t y ">
4 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : //www. i t i v . k i t . edu/ s t a f f /p r of e s so r ">
< a c t i v i t y : g i v e s L e c t u r e >
6 < r d f : D e s c r i p t i o n r d f : a b o u t =" h t t p : //www. i t i v . k i t . edu/ l e c t u r e s /Systems−And−Software−Engineering ">
</ r d f : D e s c r i p t i o n >
8 </ a c t i v i t y : g i v e s L e c t u r e >
</ r d f : D e s c r i p t i o n >
10 </rdf:RDF>
Listing 10.1: RDF/XML Serialisierung des RDF-Graphen aus Abbildung 10.5
10.3.2.2 RDF Schema
Resource Description Framework Schema (RDFS) erweitert das Vokabular von RDF zum
Ausdrücken terminologischen Wissens [116]. Dies wird erreicht, durch die Spezi-
fikation von Hintergrundinformationen über die Terme eines Vokabulars. Beispiel
hierfür ist die Festlegung von Definitionsbereich (domain) und Wertebereich (range)
eines Prädikates. So kann eine Relation in Bezug auf die Subjekte und Objekte die
sie verbindet, eingeschränkt werden. Damit stellt RDFS eine einfache Ontologiespra-
che dar. Die Verfügbarkeit von semantisch vordefinierten Begriffen in RDFS erlaubt
die Schlussfolgerung impliziten Wissens. Das Namensraumdokument von RDFS ist
unter [230] zu finden.
Im Gegensatz zum MDE ist es mit Ontologien generell möglich, dass verschiede-
ne Konzepte im Sinne von Synonymen das gleiche Ding beschreiben. Um auszu-
drücken, dass verschiedene Konzepte auch verschiedene Dinge beschreiben, müssen
sie als unequal (engl. ungleich) oder disjoint (engl. disjunkt) zu einander in Relation
gesetzt werden. Es ist mit RDF oder RDFS nicht möglich, Ungleichheit, Negation
oder Disjunktion auszudrücken, was aussagekräftigere Sprachen wie OWL erforder-
lich macht.
10.3.2.3 Web Ontology Language
Die Web Ontology Language (OWL) 14 ist ebenfalls vom W3C standardisiert und er-
weitert wiederum das Vokabular von RDFS. Es stellt eine umfassendere Sammlung
semantisch vorbelegter Begriffen bereit.
14Es gibt nach [87] sinnvolle Erklärungen sowie Anekdoten für den Buchstabendreher in dieser Ab-
kürzung.
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OWL baut auf RDFS und somit auch auf RDF auf. Es existieren drei unterschiedli-
che Sprachausprägungen von OWL, die sich in ihrer Beschreibungsmächtigkeit aber
auch in der Entscheidbarkeit ihrer Aussagen unterscheiden [168].
• OWL Full bietet die Möglichkeit der vollständigen Verwendung von RDF, RDFS
und OWL Artefakten. Damit können beliebige Beziehungen zwischen termi-
nologischem und assertionalem Wissen dargestellt werden. Dies kann jedoch
dazu führen, dass Ontologien nicht mehr entscheidbar sind und keine Schluss-
folgerung möglich ist.
• OWL DL 15 basiert auf der Beschreibungslogik SHOIN (D) und schränkt die
Nutzung von Logikelementen auf solche erster Ordnung ein. Damit sind sämt-
liche Definitionen entscheidbar und Schlussfolgerungen führen in endlicher
Zeit zu Ergebnissen. Die Einschränkungen von OWL DL beziehen sich z.B. dar-
auf, dass keine Individuen als Klassen verwendet werden dürfen.
• OWL Lite ist eine vereinfachte Version von OWL DL mit Einschränkungen bei-
spielsweise bezüglich Kardinalitäten. In der Praxis findet OWL Lite kaum Ver-
wendung, da diese Einschränkungen die Stärken von OWL gegenüber anderen
Sprachen zunichte machen.
Es werden nun ausgewählte Elemente für die Beschreibung von Ontologien mit der
Sprache OWL vorgestellt.
owl:Class definiert Klassen, owl:ObjectProperty und owl:DatatypeProperty geben Objekt-
bzw. Datentypeneigenschaften an. owl:NamedIndividual wird verwendet, um Indivi-
duen zu referenzieren. Eine Klasse kann als Kategorie verwendet werden, in welche
sich Individuen einordnen lassen. rdfs:subClassOf stellt eine Klassenhierarchie her.
Darüber können notwendige Bedingungen spezifiziert werden. Im Gegensatz dazu
werden durch owl:equivalentClass hinreichende Bedingungen spezifiziert. Ein Indi-
viduum ist ein Element, welches vom Typ einer Klasse ist und damit Objekt- und
Dateneigenschaften besitzen kann. In Bezug auf ein Prädikat bestimmen rdfs:domain
und rdfs:range den Definitionsbereich bzw. den Wertebereich als Mengen von Eigen-
schaften, welche Individuen erfüllen müssen, um als Subjekt-Konzept oder Objekt-
Konzept dieser Relation hinzugefügt werden zu können.
Verglichen mit RDFS stellt OWL Terme zur Spezifikation von Relationen zwischen
Klassen (owl:disjointWith, owl:equivalentClass, etc.) und ebenfalls zwischen Individuen
(owl:sameAs, owl:differentFrom, owl:distinctMembers, etc.) bereit.
OWL bietet logische Konstruktoren auf Klassen (owl:intersectionOf (AND), owl:unionOf
(OR), owl:complementOf (NOT)).
Es werden Quantoren bereitgestellt wie (owl:allValuesFrom (∀), owl:someValuesFrom
(∃), owl:cardinality (e.g. ≥ 5xi A), etc.) und Einschränkungen von Rollen (functional,
transitive, symmetric, etc. [119]).
15DL steht in diesem Fall für Description Logic.
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Listing 10.2 zeigt ein Beispiel einer Ontologie in der Sprache OWL. Darin ist beschrie-
ben, dass die Objekteigenschaft hasConnector durch die domain Einschränkung nur
von Individuen des Typs Component verwendet werden darf. Die Klasse ECU ist über
rdfs:subClassOf mit notwendigen Bedingungen von Component definiert. Das Indivi-
duum PSD_Controller ist vom Typ ECU und damit auch vom Typ Component. Somit
darf PSD_Controller die Objekteigenschaft hasConnector verwenden.
<owl :ObjectProperty r d f : a b o u t="&i t i v ; hasConnection ">
2 <rdfs:domain r d f : r e s o u r c e ="&i t i v ; Component "/>
</owl :ObjectProperty>
4
<owl :Class r d f : a b o u t="&i t i v ;ECU">
6 <rdfs : subClassOf r d f : r e s o u r c e ="&i t i v ; Component "/>
</owl :Class>
8
<owl:NamedIndividual r d f : a b o u t="&i t i v ; PSD_Controller ">
10 < r d f : t y p e r d f : r e s o u r c e ="&i t i v ;ECU"/>
< i t i v : h a s C o n n e c t o r r d f : r e s o u r c e ="&i t i v ; PSD_Controller_Con1 "/>
12 </owl:NamedIndividual>
Listing 10.2: OWL Beispiele
10.3.2.4 F-Logic
F-Logic 16 ist eine Sprache zur Darstellung von Ontologien, die als Erweiterung der
Prädikatenlogik zur Darstellung von objektorientierten Konzepten wie Klassen und
Vererbung entwickelt wurde [218]. Im Gegensatz zu RDF bietet F-Logic die Möglich-
keit domänenspezifische (auch mehrwertige) Relationen zu definieren und zu ver-
wenden. Ebenfalls ist es möglich, beliebige Ableitungsregeln als Logikprogramme
zu spezifizieren. Da sich so komplexe Zusammenhänge auch innerhalb großer Sys-
teme einfacher beschreiben lassen, bedeutet dies einen Vorteil gegenüber RDFS. Die
bekannteste Syntax und Implementierung von F-Logic bietet ontobroker, eine kom-
merzielle Inferenzmaschine der Firma ontoprise GmbH [186].
10.3.2.5 Schlussfolgerungen
Obwohl die Modellierung bestimmter Relationen für den menschlichen Betrachter
eine semantische Bedeutung tragen können, bleiben die Darstellungen für den Rech-
ner, der diese Zusammenhänge verarbeiten soll, reine Syntax. Im Falle der Wissens-
modellierung mit Ontologien wird die Semantik durch Ableitungsregeln, sog. De-
duktionsregeln ausgedrückt, die sich auf die Begriffe eines semantisch vordefinierten
Vokabulars beziehen. Durch Anwendung dieser Regeln kann auf implizites Wissen
geschlossen werden. Im Folgenden wird dies anhand von RDFS erläutert.
16F-Logic steht für Frame-Logic. Für weitere Informationen, siehe [95] S.18f und S. 27ff.
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Deduktionsregeln entsprechen der Form s1...sns . Dies bedeutet, dass falls s1...sn gültige
Aussagen einer Ontologie sind, s ebenfalls eine gültige Aussage darstellt und daher
der Ontologie hinzugefügt werden kann. Dies wird beispielhaft an einer Dedukti-
onsregel (Regel 1) dargestellt 17. Diese sagt aus, dass wenn u eine Unterklasse von x
und v vom Typ u ist, ebenfalls v vom Typ x ist.
Regel 1 : u rd f s:subClassO f x . v rd f :type u .v rd f :type x . (10.1)
Es liege der RDF Graph aus Abbildung 10.6 vor, der durch zwei Subjekt-Prädikat-
Objekt Tripel dargestellt werden kann:
AirbagSteuergerät rdf:type KontrollEinheit .
KontrollEinheit rdfs:subClassOf Komponente .





Abbildung 10.6: Einfache Beispiel-Ontologie
Durch Anwendung von Regel 1 auf diesen RDF Graph wird das folgende Tripel hin-
zugefügt:
AirbagSteuergerät rdf:type Komponente .
Damit ist gefolgert, dass AirbagSteuergerät auch vom Typ Komponente ist.
10.3.2.6 Abfragen
Neben Deduktionsregeln existieren auch Abfragesprachen für Ontologien. Hier ist
vor allem SPARQL 18 zu nennen, eine zu SQL19 ähnliche Abfragesprache, die auf
RDF-Daten arbeitet [193]. Das Java Programm Pellet stellt eine Implementierung von
SPARQL bereit.
17Eine detaillierte Beschreibung der Ableitungsregeln von RDFS finden sich in [116] S. 105ff.
18Die Abkürzung SPARQL steht für SPARQL Protocol and RDF Query Language.
19SQL steht für Sturctured Query Language. Für Informationen über SQL wird auf weiterführende
Literatur wie [158] oder [154] verwiesen.
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Eine SPARQL Abfrage ist unterteilt in einen Kopf, der PREFIX Angaben enthalten
kann, um lange URIs in der Abfrage verkürzt darzustellen, sowie der Abfrage selbst.
Diese besteht aus einer SELECT-Anweisung mit den Variablen, die in der Ausgabe auf-
geführt werden sollen, sowie einer WHERE-Anweisung, welche Filterregeln definiert.
Das Beispiel für eine SPARQL Abfrage ist in 10.3 dargestellt. Hier sind ?individual
und ?class die aufzuführenden Variablen, der WHERE-Teil enthält die Suchgraph-
Regel. Im Abfrageergebnis werden RDF-Tripel gesucht, die rdf:type als Prädikat
verwenden.
PREFIX r d f : < h t t p : //www. w3 . org/1999/02/22− rdf−syntax−ns#>
2
SELECT ? indiv idua l ? c l a s s
4 WHERE {
? indiv idua l r d f : t y p e ? c l a s s .
6 }
Listing 10.3: Beispiel einer SPARQL Abfrage
SPARQL unterstützt die Spezifikation von alternativen Graphmustern über das Schlüs-
selwort UNION sowie optionale Teile von Graphmustern über OPTIONAL. Die Vergleichs-
operatoren <, >, =, <=, >=, != sind auf allen in SPARQL speziell definierten Daten-
typen definiert. Weiterhin werden boolesche Operationen in Form von logischem
UND, logischem ODER oder logischer NEGATION sowie arithmetische Operatio-
nen (+,-,*,/) zur Kombination numerischer Werte unterstützt.
10.3.2.7 Graphische Darstellung
Im Gegensatz zu UML im Bereich des MDE besteht bisher keine standardisierte gra-
phische Darstellung für Ontologien. In [95] findet sich jedoch ein Vorschlag, um UML
hierfür einzusetzen. Die in diesem Kapitel verwendeten Darstellungen von Ontolo-
gien entsprechen daher folgender selbst gewählter Konvention: Ellipsen stehen für
Konzepte, Quadrate mit abgerundeten Ecken für Individuen. Pfeile und deren Be-
zeichnung repräsentieren Prädikate. In den Abbildungen nimmt der Abstraktions-
grad von unten nach oben zu.
323
10 E/E-Architekturen als Ontologien
10.4 Motivation für den Einsatz von Ontologien
Die Möglichkeit zur formalen Wissensmodellierung wird vom Autor der vorliegen-
den Arbeit als potente Methode angesehen, um auch zukünftig den sich aus steigen-
der Komplexität von EEAs ergebenden Ansprüchen gerecht zu werden und konform
zu bestehenden heterogenen Anforderungen zu entwickeln. Die Wissensmodellie-
rung wird als eine Methode zur Spezifizierung und der Weitergabe von Wissen in
Bezug auf Architekturentscheidungen betrachtet. Ebenso stellen die Möglichkeit zur
regelbasierten Schlussfolgerung von implizitem Wissen und die Anwendbarkeit ei-
ner umfassenden Abfragesprache wie SPARQL entscheidende Kriterien zum Einsatz
von Ontologien in der Entwicklung dar. Im Folgenden wird daher das Potential des
Einsatzes dieser Methoden und Konzepte im Umfeld der EEA Entwicklung von Au-
tomobilen betrachtet.
10.4.1 Anforderungen an die Transformation und die Nutzung der
ontologiebasierten Darstellung
Aus der Motivation heraus Ontologien im Bereich der EEA Modellierung einzuset-
zen, ergeben sich im ersten Schritt folgende abstrakte Anforderungen, welche die
Betrachtung von EEAs unter ontologischen Gesichtspunkten ermöglichen:
• Die Modellierung von Domänenwissen unabhängig von konkreten EEA Mo-
dellen sowie die werkzeuggestützte Unterstützung bei der Zuordnung von mo-
dellierten Inhalten zu den Konzepten, die von Domänenwissen dargestellt wer-
den.
• Rechnergestützte Übersetzung vorliegender EEA Modelle auf Basis einer Be-
schreibungssprache (z.B. EEA-ADL), welche von etablierten Entwicklungswerk-
zeugen (z.B. PREEvision) eingesetzt werden, in eine ontologiesprachenbasierte
Darstellung.
• Methodik zum Hinzufügen von Wissen im Sinne von Bedingungen, Kategori-
en, Konzepten und Relationen.
• Einsetzbarkeit von rechnergestützten Schlussfolgerungen und Abfragesprachen
für Ontologien.
Die weiteren Teile dieses Kapitels sind wie folgt gegliedert: Zuerst wird der Stand
der Wissenschaft und Forschung in Bezug auf die Anwendung von Ontologien in der
Fahrzeugentwicklung bzw. in der Architekturentwicklung betrachtet. Dem folgt die
Darstellung einer Methode mit der EEA Modelle, die basierend auf der Architektur-
modellierungssprache EEA-ADL erstellt sind, in eine ontologische Repräsentation,
basierend auf der Ontologiesprache OWL, übersetzt werden können. Anschließend
wird dargestellt, wie diese Repräsentation mit Wissen angereichert werden kann.
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Möglichkeiten für Schlussfolgerungen und Abfragen auf Basis der entstandenen In-
halte werden an Beispielen demonstriert. Schließlich werden die Ergebnisse disku-
tiert und ein Ausblick auf weitere Forschungsarbeiten gegeben.
10.5 Stand der Forschung und Technik
Im folgenden Abschnitt wird ein Überblick über den aktuellen Stand der Forschung
und Technik bezüglich der Verwendung von Ontologie in der modellbasierten Ent-
wicklung von Automobilsystemen gegeben. Eine Abgrenzung des derzeitigen Stan-
des der Forschung und Technik gegen die in diesem Kapitel beschriebene Methodik
schließt sich an.
10.5.1 Ontologie-basierte Ansätze zur Auswertung von
Hardware-in-the-Loop Testergebnissen
In [219] wird die Verwendung von Ontologien im Bereich der Auswertung von Hard-
ware-in-the-Loop (HiL) Testdaten von Motorsteuergeräten beschrieben. Dabei wird
durch die Ontologie ein einheitliches Vokabular zur Beschreibung von Regeln dieser
Domäne bereitgestellt. Diese Regeln beschreiben Konzepte und Eigenschaften von
Zustandsautomaten einer Motorsteuerung und Abhängigkeiten von Testdaten, die
in einer Domänenontologie gefasst werden. Aufgezeichnete Testdaten werden als In-
dividuen dieser Ontologie formatiert. Anschließend wird überprüft, ob und welchen
Konzepten der Domänenontologie sie zugeordnet werden können.
Abgrenzung: Der genannte Beitrag beschreibt die Anwendung von Ontologien in
der Integrations- und Testphase der Entwicklung, nicht in der Architekturmodellie-
rung. Die Domänenontologie wird aus Expertenwissen aufgebaut. Eine bestehende
Modellierungssprache wird hierfür nicht verwendet.
10.5.2 Design Process Model for Automotive Systems (DeSCAS)
Die DeSCAS (Design Process Model for Automotive Systems) Initiative, bestehend
aus Partnern des German Aerospace Center, der Universität Oldenburg und der
Technischen Universität Braunschweig, befasst sich mit der Entwicklung eines be-
nutzerzentrierten Entwicklungsprozesses für sicherheitskritische Automobilsysteme.
Dieser ist angelehnt an Entwicklungsprozesse wie das V-Modell XT [117] oder auch
den Sicherheitslebenszyklus nach ISO 26262 [139]. Ziel ist es, unterschiedliche, ver-
zahnte Aktivitäten der Entwicklung in einem Entwicklungsprozess zu verflechten.
Die Grundzüge des DeSCAS Entwicklungsprozesses sind in [93] veröffentlicht.
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Im Entwicklungsprozess und in dessen Beschreibung kommen Ontologien als ge-
meinsame und verständliche Sprache zur formalen Repräsentation von Prozessele-
menten zum Einsatz. Ein Entwicklungsprozess setzt sich dabei aus sog. Development
Streams (beispielsweise Architektur und Funktionsentwicklung, Sicherheitsmaßna-
men, etc.) zusammen, welche unter anderem Prozessschritte, Beteiligte und eine On-
tologie umfassen, die den Kontext dieses Development Streams definieren. Ontolo-
gien werden abhängig vom Development Stream dazu verwendet, das Wissen der
jeweiligen Domäne zu formalisieren. Dieses bezieht sich auf die Taxonomie, sowie
Relationen zwischen Konzepten. Der sog. Core umfasst domänenunabhängige Kon-
zepte und Beschreibungen (Ontologien) in Bezug auf Prozesse, Domänen, Produkte
und Services. Darauf basierend dieser werden domänenspezifische Konzepte und
Beschreibungen erstellt, die sich zum überwiegenden Teil auf den linken Ast der V-
Darstellung von Entwicklungsmodellen (wie beispielsweise dem V-Modell XT) be-
ziehen. Eine spezielle Ausprägung des DeSCAS Projektes ist die Betrachtung von Si-
cherheitsanforderungen und Maßnahmen nach ISO 26262. Dabei wurde das Modell
der ISO 26262 unter Verwendung von Ontologien formalisiert, analysiert und auf das
DeSCAS Prozessmodell gempappt. Eine Methodik für den ontologiegestützten Um-
gang mit diesen Sicherheitsanforderungen ist in [94] veröffentlicht. Darin werden
die im Folgenden aufgeführten Schritte beschrieben, bei welchen die Inhalte über-
wiegend in Form der OWL dargestellt werden:
• Funktionale Anforderungen werden basierend auf dem KAOS Metamodell in
einer Ontologie ausgedrückt. Diese Anforderungen werden mit domänenspe-
zifischen Attributen annotiert.
• Auf Basis der annotierten Attribute werden mögliche Kombinationen der Para-
meter einer Gefahren- und Risikoanalyse abgeleitet.
• Auf Grundlage der abgeleiteten Gefährdung wird der ASIL bestimmt und zu-
geordnet. Die Auswirkungen von ASILs verschiedener Komponenten aufein-
ander wird betrachtet. Um diese Auswirkungen ableiten zu können, werden
die typisierten Relationen fulfills, hasToFulfill, despendsOn, neededBy eingeführt,
sowie Regeln, so dass basierend auf den Relationen Schlussfolgerungen ange-
stellt werden können.
• Als nächster Schritt werden auf Grundlage der ASIL Klassifizierungen Links
zur Nachverfolgung eingeführt. Diese zeigen auf Sicherheitsanforderungen, die
ihrerseits mit Methoden und Maßnahmen verbunden sind, welche eingesetzt
werden können, um die Sicherheitsanforderungen zu erfüllen. Diese Methoden
und Maßnahmen sind auch mit den Entwicklungsphasen verknüpft, in denen
sie zum Einsatz kommen.
• Daraus wird ein angepasster Workflow abgeleitet, der sich aus den funktiona-
len Anforderungen und ihrem Einfluss auf das Produkt und den Entwicklungs-
prozess ergibt.
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Abgrenzung: Der DeSCAS Entwicklungsprozess setzt Ontologien ein, um die Kon-
zepte, die in der Entwicklung von sicherheitskritischen Systemen vorkommen und
deren gegenseitige Relationen in Terminologien zu fassen. Dabei liegt das Haupt-
augenmerk auf der ganzheitlichen Betrachtung des Entwicklungsprozesses bzw. des
Vorschlags zu einer Solchen (siehe [93]). Die spezielle Ausprägung des DeSCAS Ent-
wicklungsprozesses in Bezug auf die Entwicklung sicherheitskritischer Automobil-
systeme wird in [94] beschrieben. Um den Entwicklungsprozess anzupassen, werden
dabei Ontologien zur Darstellung von Zusammenhängen zwischen funktionaler Ent-
wicklung und den Schlussfolgerungen der Auswirkungen von ASIL Klassifizierun-
gen angewendet.
Auf die Anpassung dieses Ansatzes auf Modelle, die mit etablierten Werkzeugen
zur Erstellung der EEA eingesetzt werden (beispielsweise PREEvision), wird nicht
eingegangen. Haben derartige Werkzeuge im Entwicklungsprozess einen festen und
etablierten Stellenwert, so ist die Verwendung von ontologiebasierten Inhalten von
Architekturmodellen und den sich daraus ergebenden Möglichkeiten zu beachten.
Anstelle eines umfassenden, neuen Entwicklungsprozesses müssen die Möglichkei-
ten, die aus der ontologischen Betrachtung und Bewertung bestehender Architektur-
modelle erwachsen mit dem bestehenden Entwicklungsprozess in Verbindung ge-
bracht, bzw. in diesen integriert werden können. Diesem Ansatz widmet sich die
vorliegende Arbeit.
10.5.3 ModelCVS
ModelCVS [171] ist ein Projekt der Universität von Linz und Wien, das sich mit
der Austauschbarkeit von Modellen befasst. Hieraus ergeben sich Möglichkeiten zur
transparenten Transformation von Modellen in Hinblick auf verschiedene Werkzeu-
ge, Sprachen und Austauschformate sowie die Versionierung der Modelle unter Nut-
zung von Syntax und Semantik. Dabei kommen semantische Technologien sowie In-
tegrationsmuster auf der Ebene von Metamodellen zum Einsatz. Eine Wissensbasis
hält darüber hinaus wichtige Informationen für die Werkzeugumsetzung fest. Das
sog. »Meta Modell Bridging« unterstützt den Umgang mit heterogenen Metamodellen
basierend auf sog. »Bridging Pattern«. Diese wiederum sind Grundlage für eine spezi-
elle Meta Modell Bridging Sprache. Durch die Betrachtung von Integrationsproblemen
auf semantischer Ebene wird eine Steigerung der Qualität der Werkzeugunterstüt-
zung erreicht. Hierzu werden die Metamodelle in Ontologien beschrieben, in denen
Wissen über die Metamodelle selbst und über das Bridging festgehalten wird.
Abgrenzung: Das ModelCVS Projekt befasst sich mit einer generischen Methode zur
Austauschbarkeit von Modellen, die auf heterogene Metamodelle angewendet wer-
den kann. Dabei werden Ontologien als Wissensbasis in Bezug auf die Modelltrans-
formationen eingesetzt. In der hier vorliegenden Arbeit sind die Anforderungen an
die Transformation zwischen zwei ähnlichen Metamodellen (beide implementieren
im weiteren Sinnen MOF) klar zu bestimmen.
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Das für die Transformation erforderliche Wissen kann direkt in der Implementierung
der Transformationen umgesetzt werden. Für den Umgang mit ontologiebasierten
Darstellungen von Modellen der EEA von Fahrzeugen zeigt ModelCVS keine dedi-
zierten Lösungen auf.
10.6 Anforderungen an die ontologische
Betrachtung von E/E-Architekturen
In diesem Kapitel werden die Anforderungen an die ontologiebasierte Betrachtung
von EEAs erforderlichen Bereiche dargestellt und deren Bewertung vorgenommen.
Ein Vergleich mit dem Stand der Technik sowie die systematische Zusammenfassung
der Anforderungen schließen sich an. Eine Betrachtung der Vorgehensweise folgt.
10.6.1 Anforderungen an die Übersetzung
Das Hauptziel der im Folgenden dargestellten Aktivitäten ist es, die Stärken von
Ontologien, nämlich Offenheit und die Möglichkeit zur Wissensmodellierung und
Schlussfolgerung in der Entwicklung von EEA Modellen zu nutzen.
Da die Prozesse der EEA Entwicklung sowie die Werkzeuglandschaft bei Automo-
bilherstellern bereits einen etablierten Teil des Gesamtentwicklungsprozesses dar-
stellen, soll die Nutzung von Ontologien eine mögliche Erweiterung der Entwick-
lungsaktivitäten darstellen und Perspektiven für die entwickelten Inhalte bieten. Da-
bei sollen Architekturen, die mit Hilfe bestehender Methoden und Werkzeuge ent-
wickelt wurden, unverändert in die ontologische Betrachtung übernommen werden
können. Eine Rückkopplung von Ergebnissen der ontologiebasierten Betrachtung in
den etablierten Entwicklungsprozess soll ebenfalls als optional angesehen werden.
Für dieses Vorgehen ist im ersten Schritt eine möglichst automatisierte Transformati-
on von bestehenden EEA Modellen in eine ontologiebasierte Darstellung von deren
Inhalten erforderlich. Das zugehörige Metamodell der EEA umfasst Informationen
über die Taxonomie von Konzepten sowie deren Relationen aus der Perspektive des
MDE. Um Redundanzen in der Modellierung und Übertragungsfehlern vorzubeu-
gen, sollen diese Informationen ebenfalls automatisiert in eine Domänenontologie
abgebildet bzw. transformiert werden.
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10.6.2 Anforderungen an die Nutzung der ontologiebasierten
Betrachtung
Durch die ontologiebasierte Betrachtung von Elektrik/Elektronik Architekturen sol-
len Wissensmodellierung, Schlussfolgerung und Anwendung auf Grundlage von exis-
tierenden Ontologieabfragesprachen bewerkstelligt werden. Dabei sollen auch nicht-
funktionale Anforderungen, wie beispielsweise Sicherheitsanforderungen abgebil-
det und mit semantischen Zusammenhängen versehen werden können. Die Stärken
von Ontologien können erst zum Zug kommen, wenn die entsprechenden Informa-
tionen in der Ontologie vorhanden sind.
Da die EEA nach der Transformation einen ähnlichen Inhalt aufweisen wird wie zu-
vor, muss sie mit diesem Wissen angereichert werden. Diese Anreicherung soll be-
reits auf einer ontologischen Darstellung der EEA und möglichst mit Werkzeugunter-
stützung erfolgen. Dazu ist ein Transformationsziel (Sprache) zu wählen, in welches
die Inhalte von bestehenden EEA Modellen und dem entsprechenden Metamodell
möglichst verlustfrei übersetzt werden können und welches von etablierten Werk-
zeugen im Bereich des Ontological Engineering unterstützt wird.
Die Anreicherung der Transformationsergebnisse mit Wissen soll möglichst unab-
hängig von den dedizierten EEAs sein, auf welchen dieses Wissen zur Anwendung
kommen soll.
Weiter sollen die Ergebnisse der ontologiebasierten Betrachtung und Bewertung von
EEAs in die Entwicklung (entlang eines etablierten Entwicklungsprozesses) zurück-
fließen können.
10.6.3 Vergleich mit dem Stand der Technik
Alle in Kapitel 10.5 dargestellten Beiträge nutzen Offenheit sowie die Möglichkeit
der Schlussfolgerung als Stärken der Ontologie im jeweiligen Kontext.
Während sich die Methodik zur ontologiebasierten Betrachtung von HiL Testergeb-
nissen relativ einfach an einen bestehenden Entwicklungsprozess adaptieren lässt, so
stellt DeSCAS selbst einen umfassenden Entwicklungsprozess dar, was die Adapti-
on erschwert. Allerdings werden bei DeSCAS Arbeitsergebnisse von Entwicklungs-
schritten in ontologiesprachenbasierte Darstellungen übersetzt, um Methoden des
Ontology Engineering anzuwenden.
ModelCVS stellt einen generischen Ansatz zum Umgang mit heterogenen Modellen
dar und verwendet Ontologien zur Wissensmodellierung bezüglich der Transforma-
tionen zwischen diesen Modellen. Die Umsetzung einer umfassenden Transformati-
onsmethodik ist im Rahmen der vorliegenden Arbeit nicht erforderlich. Als notwen-
dig erweist sich hier nur eine unidirektionale Transformation von Modellen zweier
Modellierungssprachen (Sprache zur MDE-basierten Modellierung von EEAs und
Ontologiesprache).
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Aus der Betrachtung von HiL Testergebnissen kann die Interpretation von Entwick-
lungsdaten (in der vorgestellten Anwendung in Form von Testergebnissen) als Indi-
viduen einer Domänenontologie auch für die Inhalte eines EEA Modells angewen-
det werden. Jedoch wird angenommen, dass in der EEA Entwicklung einsetzbare
Domänenontologien deutlich umfangreicher sind, als Zustandsautomaten eines zu
testenden, eingebetteten Systems. Der DeSCAS Entwicklungsprozess zeichnet sich
durch eine umfassende Betrachtung und Berücksichtigung von Sicherheitsanforde-
rungen während früher Entwicklungsphasen aus, die unter Ausnutzung von Stär-
ken der Ontologie-basierten Betrachtung gelingt. Der Fokus liegt neben der Durch-
führung einer Gefahren- und Risikoanalyse und der Betrachtung der Auswirkungen
von ASIL-Sicherheitsklassifizierungen auf dem Requirements Engineering in Bezug
auf die Durchführung realisierender und implementierender Entwicklungsphasen
sowie auf der Anpassung des Gesamtentwicklungsprozesses. Auf die Anwendung
in Verbindung mit etablierten Werkzeugen zur EEA Modellierung sowie die allge-
meine Verwendbarkeit der ontologiebasierten Darstellung derartiger Architekturen
wird nicht eingegangen.
10.6.4 Systematische Zusammenfassung der Anforderungen
Basierend auf der vorangegangenen Diskussion lassen sich folgende Anforderungen
an die vorliegende Arbeit ableiten:
• Übersetzung des EEA Metamodells in eine ontologiebasierte Darstellung als
initiale Domänenontologie.
• Übersetzung von EEA Modellen in eine ontologiebasierte Darstellung. Diese
sollen sich auf die Konzepte der Domänenontologie beziehen.
• Entwicklung / Bereitstellung von Methoden zur Überarbeitung von Transfor-
mationsergebnissen sowie zur Anreicherung mit Domänenwissen (notwendige
und hinreichende Bedingungen).
• Anwendung bestehender Werkzeuge im Umfeld des Ontology Engineering,
speziell für Schlussfolgerungen und Abfragen.
• Schaffen einer Möglichkeit für die Einordnung in den Entwicklungsprozess von
EEAs.
10.6.5 Vorgehensweise
Die sich aus den dargestellten Anforderungen ergebenden Aktivitäten werden in fol-
genden Teilschritten erarbeitet, die in den weiteren Kapiteln dargestellt werden. Zu-
erst erfolgt die Auswahl einer Zieldarstellung (Sprache) für Transformationsergeb-
nisse. Darauf aufbauend werden die Transformationen von EEA Modell und dem




In einem weiteren Schritt werden die Transformationsergebnisse aufbereitet und mit
zusätzlichem Domänenwissen angereichert (s. Kapitel 10.8). Besonders wird dabei
auf notwendige und hinreichende Bedingungen eingegangen. Die Ergebnisse dieses
Schrittes werden für die Durchführung von Schlussfolgerungen und Abfragen ver-
wendet (s. Kapitel 10.9). Am Beispiel des EEA Modells einer automatischen Schie-
betür wird dann der beschriebene Verlauf demonstriert. Die Einordnung der ontolo-
giebasierten Betrachtung von EEAs in deren Entwicklungsprozess (s. Kapitel 10.10)
schließt sich an.
10.7 Transformation
10.7.1 Einführung des Beispielmodells
Als Fallbeispiel für die folgenden Betrachtungen wird ein sicherheitsbezogenes Sys-
tem herangezogen, das in der ISO 26262 ebenfalls als Beispielsystem verwendet wird
20. Dabei handelt es sich um die automatische Schiebetür eines Fahrzeugs. Abbil-
dung 10.7 zeigt die Hardwarearchitektur des Systems. Dargestellt sind die beiden
Steuergeräte PT_Controller (Power Train Controller 21) und PSD_Controller (Powered
Sliding Door Controller 22), welche Informationen bezüglich der Fahrzeuggeschwin-
digkeit austauschen und der Aktuator PSD_Actuator (Powered Sliding Door Actua-
tor 23), welcher vom PSD_Controller angesteuert (engl. control) wird. Mit »*_Con#«
werden jeweils Anbindungen der Komponenten bezeichnet.
Im Beispiel aus ISO 26262 Part 10 resultiert die durchgeführte Gefahren- und Risiko-
analyse für das System in der Klassifizierung mit ASIL C für das Sicherheitsziel: »Die
Tür wird nicht geöffnet, so lange die Fahrzeuggeschwindigkeit höher als 15 km/h ist«.
Abbildung 10.7: EEA eines sicherheitsbezogenen Systems in Anlehnung an [139]
20vgl. ISO 26262, Part 10.
21engl. für Steuergerät des Antriebsstrangs.
22engl. für Steuergerät der Automatischen Schiebetür.
23engl. für Aktuator der Automatischen Schiebetür.
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10.7.2 Konzeption der Transformation
Das in Abbildung 10.7 dargestellte Modell besteht aus Modellartefakten, welche sich
durch Instanziierung der Klassen des darüberliegenden Metamodells ergeben. Die
Inhalte dieses Metamodells (Klassen und Relationen zwischen diesen Klassen) stel-
len einen Teil des Wissens in der Domäne der EEA Entwicklung dar und sollen auch
in die ontologiebasierte Darstellung einfließen.
Aussagekräftige Sprachen zur Wissensmodellierung basieren auf Beschreibungslo-
giken. In Bezug auf die modellierten Inhalte wird bei diesen zwischen einer A-Box
und einer T-Box unterschieden (s. Kapitel 2.3.5). Die A-Box enthält assertionales Wis-
sen und konkrete Objekte (Individuen). Die T-Box enthält terminologisches Wissen
und bezieht sich auf Konzepte und Relationen einer Domäne. Verglichen mit der
EEA Modellierung unter dem Paradigma des Model Driven Engineering entspricht
das Modell der EEA, bestehend aus Modellartefakten, einer A-Box. Die Metamodell
Artefakte des darüberliegende Metamodells sind Konzepten und Relationen einer
T-Box zuzurechnen. Aus dem Metamodell kann somit eine Domänenontologie und
aus dem Modell eine Instanzontologie aufgebaut werden. Diese Trennung bringt ent-
scheidende Vorteile mit sich, die in der ontologiebasierten Darstellung der EEA ge-
nutzt werden sollen. Das Wissen lässt sich in der Domänenontologie konzentrieren
und ist unabhängig von einer konkreten Instanzontologie. Somit können verschie-
dene Instanzontologien gegenüber den Konzepten der Domänenontologie der EEA
bewertet werden.
An die Sprache, welche zur ontologiebasierten Darstellung der EEA verwendet wer-
den soll, werden so folgende Anforderungen gestellt:
• Hohe Aussagekraft in Bezug auf semantische Zusammenhänge.
• Etabliertheit in der Domäne der Wissensmodellierung, hohe Verbreitung, mög-
lichst Standardisierung.
• Gute Werkzeugunterstützung für Modellierung, Schlussfolgerung und Abfra-
gen
• Werkzeugunterstützung möglichst frei erhältlich (ohne Lizenzgebühren).
• Gute Lesbarkeit für Menschen.
Als aktuelle Ontologiebeschreibungssprachen aus dem Umfeld der Wissensmodel-
lierung und des Semantic Web sind vor allem die Web Ontology Language (OWL)
und F-Logic zu nennen. OWL baut auf den ebenfalls vom W3C 24 standardisierten
Sprachen RDFS und RDF auf, bietet eine XML-basierte Serialisierung und stellt ein
umfassendes und domänenunabhängiges Vokabular semantisch vorbelegter Begriffe
bereit. Mit F-Logic lassen sich zwar domänenspezifische Relationen und Ableitungs-
regeln definieren, allerdings sind umfassende Werkzeugumgebungen nicht frei er-
hältlich.
24W3C steht für World Wide Web Consortium.
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OWL erfüllt die gestellten Anforderungen am besten, vor allem durch die Standar-
disierung und frei erhältliche Werkzeugunterstützung und soll daher für die ontolo-
giebasierte Darstellung von EEAs verwendet werden.
Im Folgenden werden die Transformationen von Modell und Metamodell der EEA,
basierend auf dem Paradigma des MDE, in OWL-Ontologien vorgestellt. Die Reali-
sierung von Transformationen 25 ist stark vom jeweiligen Datenformat der Transfor-
mationsquellen sowie deren Serialisierung abhängig. Transformationsquellen wer-
den auch als LHS (engl. für Left Hand Side) (s. Kapitel 9.1.1.1) einer Transformation
bezeichnet, während die Transformationsergebnisse RHS (engl. für Right Hand Side)
genannt werden.
Die im Rahmen dieser Arbeit durchgeführten Transformationen beziehen sich als
Beispiel für die vorgestellte Methodik auf die Übersetzung von EEA Modellen sowie
das darüberliegende Metamodell basierend auf EEA-ADL.
EEA-ADL ist das Metamodell für EEAs, welche im EEA Modellierungswerkzeug
PREEvision erstellt werden 26. Es basiert auf der Metasprache MOF Version 1.3 [176].
Es wird in einer XML-basierten Serialisierung entsprechend XMI Spezifikation Ver-
sion 1.1 [177] abgelegt. Für OWL basierte Ontologien existieren verschiedene Seria-
lisierungen, unter anderem OWL/XML und RDF/XML. In RDF/XML werden Tri-
pel nach Subjekten gruppiert dargestellt 27. Es gibt eine bestimmte Übersetzung für
OWL Konstrukte nach RDF/XML 28. Die OWL/XML Syntax stellt eine, durch ein
XML Schema definierte, XML Syntax für OWL dar 29.
Ein Teil der Übersetzung kann durch bestehende Transformatoren unterstützt wer-
den. Das Open Source Projekte emftriple 30 stellt eine Reihe von Eclipse Plugins zur
Verfügung, die beim Bridging 31 von EMF 32 und Technologien des Semantischen
Web wie OWL, RDF oder SPARQL helfen können. Neben anderen Hilfsmitteln stellt
emftriple eine Transformation von ECORE-basierten Metamodellen in OWL-basierte
Ontologien (OWL RDF/XML Syntax 33) bereit. Zum Nachweis der Effizienzsteige-
rung ist es sinnvoll für einen Machbarkeitsnachweis bestehende Quellen und Imple-
mentierungen einzubinden. Daher soll emftriple für die Transformation von EEAs in
Ontologien verwendet werden.
25Eine Übersicht über Modell zu Modell Transformationen finden sich in [196].
26In dieser Arbeit wird Version 3.0.611 des PREEvision EEA Metamodells EEA-ADL verwendet.
27siehe [116] S.43.
28Das Mapping von OWL nach RDF ist in [235] beschrieben.
29Die XML Serialisierung von OWL ist in [234] beschrieben.
30Zur Zeit der Bearbeitung der vorliegenden Arbeit befindet sich emftriple in der Entwicklung (Version
0.6.1) [110].
31Bridging wird hier im Sinne von Brücken schlagen bzw. überbrücken verwendet.
32EMF steht für Eclipse Modeling Framework, siehe Kapitel 2.9.3.8.
33Es existieren Konverter, beispielsweise im Werkzeug Protégé [98], mit welchen die OWL Serialisie-
rungen OWL/XML und RDF/XML ineinander überführt werden können.
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Es ergeben sich somit zwei Transformationspfade (s. Abbildungen 10.8 und 10.11).
Um emftriple für die Übersetzung anzuwenden, ist eine vorhergehende Transfor-
mation des im Werkzeug PREEvision MOF-basiert implementierten Metamodells
in ein ECORE-basiertes Metamodell erforderlich. Anschließend können daraus un-
ter Verwendung von emftriple OWL-basierte Ontologien in OWL/XML-Syntax er-
zeugt werden. Diese werden als Domänenontologien der EEA oder kurz EEA-DOs
bezeichnet. Der zweite Transformationspfad bezieht sich auf die Übersetzung von
EEA Modellen, welche auf dem genannten Metamodell basieren, in entsprechende
OWL-basierte Ontologien. Diese werden als Instanzontologien der EEA oder kurz als
EEA-IOs bezeichnet. Die Individuen von EEA-IOs referenzieren dabei die Konzepte
der EEA-DO.
Für alle Inhalte entlang der Transformationspfade gibt es jeweils eine XML-basierte
Serialisierung. Das Metamodell der EEA basiert auf MOF. Es liegt durch Anwendung
von XMI als XML Dokument vor (eea300.xml). Ebenfalls werden Modelle von EEAs
als XML-Dokumente abgelegt. Im vorgestellten Beispiel steht EeaM1Mod.eea für ein
solches Dokument. Die darin serialisierte EEA ist vergleichbar mit der eines Fahr-
zeugs der unteren Mittelklasse. Auch für ECORE-basierte Metamodelle besteht ei-
ne XML-basierte Serialisierung 34. Die entlang des Transformationspfades entstehen-
den Ontologien können in OWL/XML-Syntax serialisiert werden. Transformationen
können daher auf den XML-basierten Serialisierungen vorgenommen werden. Hier-
zu kommt die Transformationssprache XSLT zum Einsatz. In den folgenden beiden
Kapiteln werden die Schritte der Transformation entlang der Transformationspfade
beschrieben.
10.7.3 Transformation des E/E-Architektur Metamodells
Abbildung 10.8 stellt eine Übersicht über die Schritte und Formate zur Übersetzung
des EEA Metamodells (EEA-MM) in eine OWL-basierte Domänenontologie (EEA-
DO) entlang des Transformationspfades dar.
Der Transformationspfad geht dabei über drei parallele Modeling Spaces. Zwei da-
von basieren auf Metametamodellen aus dem Paradigma des MDE und werden als
MOF- bzw. ECORE-Modeling Space bezeichnet. Der dritte Modeling Space betrifft
die ontologiebasierte Darstellung von EEAs. In [95] wird ein solches Konstrukt als
RDF(S) Modeling Space bezeichnet 35. Bei diesem steht RDF(S) auf M3, RDF(S) und
OWL auf M2 sowie RDF(S) Modelle bzw. OWL Ontologien auf M1-Ebene. Bei der
Übertragung dieser Bezeichnung auf den hier vorliegenden Fall ist jedoch zu be-
achten, dass die OWL Ontologie auf M1-Ebene des RDF(S) Modeling Space sowohl
die Domänenontologie als auch die Instanzontologie der EEA Modellierung umfasst.
Nach [18] kann dies mit der gegenseitigen Orthogonalität von linguistischer und on-
tologischer Metamodellierung erklärt werden (siehe Kapitel 2.9.3.9).











































































































































































































































































































































































































































































Abbildung 10.8: Transformationspfad vom Metamodell der EEA in eine OWL-
basierte Domänenontologie
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Die Ebenen des RDF(S) Modeling Space stellen die linguistische Metamodellierung
dar, während die (hierarchische) Kategorisierung der Domänendefinition sowie die
Objekte der Domäne selbst von der ontologischen Metamodellierung abgedeckt wer-
den.
In Ontologien ist es erforderlich, dass Konzepte und Individuen eindeutig identifi-
zierbar sind. Dies wird über den URI (Universal Resource Identifier) erreicht. Die
Konzepte des Metamodells der EEA sind in Pakete aufgeteilt, die kein Attribut uri
tragen. Daher wird in einem ersten Schritt jedem Paket des Metamodells der EEA
dieses Attribut hinzugefügt. Die entsprechenden Regeln sind im Transformationsdo-
kument EeaM2MofInsertUri.xslt beschrieben und werden auf die Serialisierung des
EEA Metamodells eea300.xml angewendet. Ergebnis dieser Transformation ist das
Dokument EeaM2MofInsertedUri.xml.
EeaM2MofInsertedUri.xml ist Eingangsdokument für die Transformation des MOF 1.3
basierten Metamodells der EEA in ein ECORE-basiertes Metamodell. Die entspre-
chenden Regeln sind im Transformationsdokument EeaM2MofToEcore.xslt festgehal-
ten. Bei dieser Transformation ergeben sich folgende Besonderheiten:
• Assoziationen und Referenzen: Ein Beispiel für die Serialisierung von MOF
(Version 1.3) entsprechend XMI (Version 1.1) wurde in Listing 2.5 dargestellt.
Diese Serialisierung bezog sich auf das einfache MOF-basierte UML Modell
nach Abbildung 2.18. Die Serialisierung aus Listing 2.5 wird in Abbildung 10.9
veranschaulicht. Dabei wird deutlich, dass eine Referenz als Bestandteil einer
Klasse aufgefasst wird und auf ein Assoziationsende verweist, welches seiner-
seits eine Klasse (genau genommen die von der Referenz referenzierte Klas-
se) referenziert. In ECORE hingegen gibt es keine Assoziationen, nur Referen-
zen. Eine Referenz in der XMI-Serialisierung von MOF ist wie in der XMI-
Serialisierung von ECORE Bestandteil einer Klasse. Referenzen sind in ECORE
immer unidirektional. Abbildung 10.10 stellt einen Auszug des ECORE Meta-
modells dar. Hieraus ist ersichtlich, dass der Typ eOpposite verwendet werden
kann, um den bidirektionalen Charakter einer Assoziation auszudrücken.
• Klassen: In der XMI-Serialisierung von MOF-basierten Metamodellen sind Ele-
mente über die xmi.id eindeutig identifizierbar (z.B. xmi.id=a0). Die xmi.id
wird auch für die Referenzierung von Superklassen verwendet. In ECORE hin-
gegen wird der Pfad der Superklasse als Referenz genutzt (z.B. #//mm/eea/co-
re/EEcomposite). Daher löst die Transformation die xmi.id in den Pfad auf.
• Datentypen: Viele Datentypen des Metamodells (EEA-ADL) der EEA entspre-
chen JAVA-Datentypen und sind nicht von MOF abgeleitet. Dies kann auf die
Tatsache zurückgeführt werden, dass das Werkzeug PREEvision auf dem Eclip-
se Framework aufbaut. Jedoch werden die JAVA-Datentypen überwiegend für
die Codegenerierung/Regelgenerierung verwendet und somit für die ontolo-
giebasierte Darstellung der EEA nicht benötigt. Die in Tabelle 10.1 aufgeführten
Datentypen werden bei der Transformation berücksichtigt.
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Institut für Technik der Informationsverarbeitung20 KIT – die Kooperation von Forschungszentrum Karlsruhe GmbH und Universität 


















Abbildung 10.9: Darstellung der XMI-basierten Serialisierung eines MOF-basierten
Modells
Institut für Technik der Informationsverarbeitung22 KIT – die Kooperation von Forschungszentrum Karlsruhe GmbH und Universität 









Abbildung 10.10: Auszug aus ECORE - Referenzen
Das Ergebnis dieser zweiten Transformation (EeaM2MofToEcore.xslt) ist die XMI-
Serialisierung des EEA Metamodells basierend auf ECORE (EeaM2Ecore.xml).
Bei der dritten Transformation handelt es sich um eine, für die in dieser Arbeit vor-
gestellte Anwendung angepasste Version von emftriple 36. Für die hier dargestellte
Transformation werden die emftriple-Dateien ecore2owl.atl und ecore2owlhelpers.atl be-
nötigt. Ergebnis der Transformation ist das Dokument EeaDoOwl.xml. Da OWL keine
Pakete unterstützt, wird jedes Paket des ECORE-basierten Metamodells in ein sepa-
rates OWL RDF/XML-Dokument übersetzt. Die Übersetzung des EEA Metamodells
(Version 3.0.611) resultiert in 49 OWL RDF/XML Dokumenten. Die Vereinigung die-
ser Dokumente bildet die Domänenontologie. Tabelle 10.2 präsentiert ECORE Daten-
typen und ihre Transformationsergebnisse.
36Die Anpassung des Quellcodes von emftriple bezieht sich auf die korrekte Transformation des At-
tributes eOpposite, sowie enumerations und die Differenzierung zwischen Elementen, welche im
Eingangsdokument gleiche Namen tragen.
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{Hecadecimal, Number, Text, File, RGB} EString
Enumeration EEnum
Tabelle 10.1: Transformation von Datentypen bei der Übersetzung von MOF nach
ECORE





Enumeration owl:oneOf and owl:Literal
eOpposite owl:inverseObjectPorperty
Tabelle 10.2: Transformation von ECORE Datentypen in OWL Attribute
Tabelle 10.3 stellt die Dokumente dar, welche im Transformationspfad der Überset-
zung vom MOF-basierten Metamodell der EEA in eine entsprechende Domänenon-
tologie vorkommen. Diese ist in OWL RDF/XML Syntax serialisiert.
In Bezug auf das Ergebnis der Transformation sollen Assoziationen bzw. Referenzen
erneut betrachtet werden. Diese stellen in MOF-basierten Metamodellen Referenzen
zwischen Klassen dar. Der Ursprung von MOF und UML liegt im Software Enginee-
ring. Die Motivation der Darstellungen liegt demnach darin, Programme graphisch
darzustellen bzw. aus grafischen Darstellungen Programme erzeugen zu können.
Name Type Size LoC
eea300.xml EEA-MM 2455 kB 36721
EeaM2MofInsertUri.xslt Transf. 3 kB 46
EeaM2MofToEcore.xslt Transf. 15 kB 236
EeaM2Ecore.xml EEA-MM 688 kB 7634
ecore2owl.atl Transf. 20 kB 621/637
ecore2owlhelpers.atl Transf. 13 kB 372
EeaDoOwl.xml EEA-DO 1663 kB 40431
Tabelle 10.3: Transformations-, Quellen- und Ergebnisdokumente der Übersetzung
des MOF-basierten EEA Metamodells in eine Domänenontologie
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Eine Assoziation repräsentiert eine gegenseitige Zugriffsmöglichkeit von Klassen auf
ihre Attribute und Operationen und wird im Falle einer Assoziation oder Aggrega-
tion als Pointer übersetzt. Die Rollennamen an den Assoziationsenden entsprechen
dem Bezeichner unter dem die referenzierte Klasse bekannt ist. Listing 10.4 zeigt die
Deklaration der Klasse Superclass aus Abbildung 2.18.
c l a s s Superc lass {
2 publ ic : Subclass * s u b c l a s s ;
}
Listing 10.4: Deklaration der Klasse Superclass entsprechend Abbildung 2.18
Die Bezeichnung der Assoziation selbst hat hierfür die Darstellung von Programmen
nur eine geringe Bedeutung. Nicht so in der Ontologie. Hier werden durch Relatio-
nen Zusammenhänge zwischen Subjekten und Objekten von Aussagen dargestellt.
Der Fokus liegt dabei nicht in der Darstellung von Softwareprogrammen sondern
im Festhalten von Domänenwissen. Relationen in Ontologien sind noch am ehesten
mit Referenzen und den Rollennamen der Assoziationsenden auf welche sie zeigen
vergleichbar (vorausgesetzt es wird MOF als M3 Modell zugrunde gelegt). Im Ge-
gensatz jedoch zur Spezifikation des (Rollen-)Namens unter welchem die referen-
zierte Klasse bekannt ist, drückt in einer Ontologie der Bezeichner einer Relation
deren semantische Bedeutung aus (beispielsweise hatKonnektor). Obwohl sich der-
artige Semantik dem Betrachter erschließen mag, so ist sie doch im MOF-basierten
Metamodell der EEA nicht hinterlegt.
Die Ontologie bietet die Möglichkeit der Typisierung von Relationen, so dass auch
auf Basis der eingesetzten Relationen Schlussfolgerungen angestellt werden können.
Dieser Ausdruck der Semantik einer Relation bzw. deren Typisierung kann erst nach
der Transformation vorgenommen werden. Dennoch werden bestehende Assoziatio-
nen bei der Transformation berücksichtigt.
Jede Assoziation wird in zwei Relationen (owl:ObjectProperty) übersetzt. Listing 10.5
zeigt das Transformationsergebnis der Assoziation zwischen den Klassen DetailedE-
lectricElectronic und LogicalConnector des Metamodells der EEA. eeLogicalConnectors
und electronicComposite entsprechen den Rollennamen der Assoziation, die in zuein-
ander inverse Objekteigenschaften übersetzt werden. Die dargestellte Objekteigen-
schaft zeigt von DetailedElectricElectronic zu LogicalConnector, was durch domain und
range angegeben ist. Damit ist auch im Transformationsergebnis der Domänenonto-
logie festgehalten, wie Konzepte in gegenseitiger Verbindung stehen. Jedoch sind die
Relationsnamen wenig aussagekräftig, da sie auf Rollennamen basieren. Im Hinblick
darauf bedarf das Transformationsergebnis gewisser Überarbeitung.
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1 <owl : ObjectProperty rdf : about ="# D e t e i l e d E l e c t r i c E l e c t r o n i c . eeLogicalConnectors ">
<owl : inverseOf >
3 <owl : ObjectProperty rdf : about ="# LogicalConnector . e lec t ronicComposi te "/>
</owl : inverseOf >
5 <r d f s : domain rdf : resource ="# D e t a i l e d E l e c t r i c E l e c t r o n i c "/>
<r d f s : range rdf : resource ="# LogicalConnector "/>
7 </owl : ObjectProperty >
Listing 10.5: Beispiel einer Objekteigenschaft als Ergebnis der Transformation einer
Assoziation
10.7.4 Transformation des E/E-Architektur Modells
Abbildung 10.11 zeigt den Transformationspfad für die Übersetzung eines MOF-
basierten EEA Modells in eine OWL-basierte Instanzontologie.
Die Individuen einer Instanzontologie referenzieren die Konzepte einer Domänenon-
tologie, welchen sie zugeordnet sind, sowie den Namensraum in dem sie betrachtet
werden. Dabei werden in der Instanzontologie auch Attribute als eigenständige Indi-
viduen betrachtet, die im EEA Modell Teil eines Objektes sind. Listing 10.6 stellt den
Auszug aus einem EEA Modell dar, in dem das Objekt PTController als Instanz der
Klasse ECU beschrieben wird (an den mit {...} markierten Stellen stehen zusätzliche
Attributwerte auf deren Darstellung hier aus Gründen der Übersichtlichkeit verzich-
tet wurde).
1 <UML:ECU . . . isChangeable =" t rue " . . . xmi . id =" gsid : a55 " . . . name=" PTControl ler " . . . >
</UML:ECU>
Listing 10.6: Auszug einer Objektdefinition aus EeaM1Mof.eea
Das Attribut isChangable wird jedoch nicht in der Klasse ECU des Metamodells der
EEA beschrieben, sondern in einer ihrer Superklassen. Aus der Objektbeschreibung
ist nicht ersichtlich, in welcher Superklasse diese Beschreibung vorgenommen wird.
Dieses Attribut stellt in der Instanzontologie ein eigenständiges Individuum dar und
erfordert die komplette Auflösung des Namensraumes des Konzeptes, also der Klas-
se des EEA Metamodells, aus welchem es sich ableitet. Um dies zu bestimmen müss-
te das Metamodell beginnend von der Definition der Klasse ECU entlang der Ver-
erbungshierarchie durchsucht werden, bis zur Superklasse, in welcher das Attribut
isChangable definiert ist. Durch den rekursiven Aufbau der Serialisierung des Meta-
modells erfordert dies mehrere Schritte. Diese Prozedur wäre für jedes Attribut des




Um dies zu umgehen, wird die Serialisierung des Metamodells der EEA vor der
Transformation des EEA Modells in eine Serialisierung mit flacher Hierarchie über-
setzt. Darin werden die Beschreibungen von Attributen, die in Superklassen der
jeweils betrachteten Klasse definiert sind, direkt in die Beschreibung dieser Klasse
eingefügt. Listing 10.7 stellt einen Auszug des Dokuments EeaM2Summary.xml dar,
welches durch die Transformation EeaM2MofSummary.xslt aus der Serialisierung des
EEA Metamodells mit eingefügtem URI (durch Anwendung der Transformation Ee-
aM2MofInsertUri.xslt) erzeugt wurde ({...} steht auch hier für Platzhalter). Aus dieser
Darstellung ist zu erkennen, dass isChangable ein Attribut der Klasse ECU ist, in deren
Superklasse IsChangeable definiert wird, die sich im Paket /mm/commoncore befindet.
<abc : Class name="ECU" u r i =" ht tp ://www. i t i v . k i t . edu/mm/eea/componentslayer ">
2 . . .
<abc : A t t r i b u t e name=" isChangeable " type =" Boolean " c l a s s =" IsChangeable " u r i =" ht tp ://www. i t i v . k i t . edu/mm/commoncore"/>
4 . . .
</abc : Class >
Listing 10.7: Auszug der Klassendefinition von ECU aus EeaM2Summary.xml
Diese Darstellung der Inhalte des EEA Metamodells vereinfacht die Übersetzung des
EEA Modells, da keine rekursiven Suchen zum Auflösen des Namensraumes von
Attributen erforderlich ist. Listing 10.8 zeigt einen Auszug der Instanzontologie als
Ergebnis der Transformation EeaM1MofToOwl.xslt des EEA Modells EeaM1Mof.eea 37.
Das dargestellte Individuum ist die Übersetzung des Attributes isChangeable von Ob-
jekt gsid:a55 aus Listing 10.6.
Die Tabelle 10.4 stellt die Dokumente dar, welche im Transformationspfad der Über-
setzung vom MOF-basierten EEA Modell zur Individuenontologie vorkommen. Die-
se ist in OWL/XML Syntax serialisiert. Von EeaM1MofToOwl.xslt werden folgende
Transformationen vorgenommen:
• Ein Objekt (Modell Artefakt) wird in owl:NamedIndividual transformiert.
• Relationen zwischen Klassen werden in owl:ClassAssertion,
owl:DataPropertyAssertion oder owl:ObjectPropertyAssertion übersetzt.
10.7.5 Durchführung der Transformation und Diskussion der
Ergebnisse
Zu Beginn liegen das EEA Metamodell (EEA-ADL) im Werkzeug PREEvision sowie
ein EEA Modell vor, welches ebenfalls mit diesem Werkzeug erstellt wurde. Zuerst
wird die Transformation des Metamodells durchgeführt.
37Die Endung »eea« steht für Electric/Electronic Architecture und ist der Datentyp der XMI-
Serialisierung von Modellen des Werkzeugs PREEvision.
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1 <owl : DataPropertyAssert ion >
<owl : DataProperty IRI =" ht tp ://www. i t i v . k i t . edu/mm/commoncore# IsChangeable . isChangeable "/>
3 <owl : NamedIndividual IRI ="# gsid : a55"/>
<owl : L i t e r a l datatypeIRI =" ht tp ://www. w3 . org /2001/XMLSchema# boolean "> true </owl : L i t e r a l >
5 </owl : DataPropertyAssert ion >
Listing 10.8: Auszug der Instanz-Ontologie EeaIo.owl
Name Type Size LoC
eea300.xml EEA-MM 2455 kB 36721
EeaM2MofSummary.xslt Transformation 6 kB 109
EeaM2Summary.xml EEA Metamodell 3971 kB 35612
EeaM1Mof.eea EEA Instanzmodell 15714 kB 145272
EeaM1MofToOwl.xslt Transformation 24 kB 330
EeaM1Owl.owl EEA Individuenontologie 120625 kB 2678100
Tabelle 10.4: Transformations-, Quellen- und Ergebnisdokumente der Übersetzung
einer EEA-ADL basierten EEA in eine Individuenontologie.
Die beiden Transformationen EeaM2MofInsertUri.xslt und EeaM2MofToEcore.xslt wer-
den mit dem XSLT-Transformator Kernow 38 durchgeführt. Schließlich kommt emftri-
ple zum Einsatz. Bei jedem Transformationsschritt werden Quelldokumente und Ziel-
dokument manuell angegeben und die Transformation manuell gestartet. Die Lauf-
zeiten der Transformationen liegen im Sekundenbereich. Ergebnis sind 49 Ontologi-
en. Jede resultiert aus einem Paket des MOF-basierten Metamodells. Dies Ontologien
bilden gemeinsam die Domänenontologie.
Zur Übersetzung eines EEA Modells in eine Instanzontologie kommt für die Ausfüh-
rung der Transformationen EeaM2MofSummary.xslt und EeaM1MofToOwl.xslt eben-
falls das Werkzeug Kernow zum Einsatz. Die Laufzeiten liegen auch hier im Sekun-
denbereich.
Wird die Transformation auf ein EEA Modell vom Umfang eines Fahrzeuges der un-
teren Mittelklasse angewendet, so resultiert dies in einer Instanzontologie als XML-
Dokument mit ca. 2,5 Mio Zeilen. Dies liegt zum einen an den besonderen Anfor-
derungen von Ontologien zusätzliche Aussagen einzufügen (wie beispielsweise der
Ungleichheit verschiedener Individuen), an der gewählten Serialisierungssyntax OW-
L/XML sowie an der Tatsache, dass jedes Modellartefakt (auch Attribute) in eigen-
ständige Individuen in der Ontologie übersetzt werden. Im Vergleich zu OWL RD-
F/XML erlaubt diese eine geradlinige textbasierte Transformation. Mit verfügbaren
Transformatoren können diese Darstellungen ineinander überführt werden 39.
38Kernow ist ein Open Source Werkzeug zur Ausführung von XSLT Transformationen [241].
39Ein Transformator für die Überführung von OWL/XML nach OWL RDF/XML sind beispielsweise
im Werkzeug Protégé verfügbar.
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Bei der Übersetzung werden Enumerationen noch nicht berücksichtigt. Dies liegt
darin begründet, dass Enumerationen selbst Klassen sind, die als Literale bereits In-
dividuen enthalten. Diese Individuen können daher nicht nochmals in der Instanz-
Ontologie instanziiert werden. In der Modellierung von EEAs in PREEvision werden
Enumerationen überwiegend in benutzerdefinierten Datentypen verwendet, die zu-
sätzlich zu den vom Werkzeug bereitgestellten Datentypen bestimmt werden kön-
nen. Da sie für die Modellierung nicht unbedingt erforderlich sind, kann für den
Machbarkeitsnachweis der Transformationsmethode auf sie verzichtet werden.
Die Realisierung der Überführung von EEAs in Ontologien erfüllt die in Kapitel
10.6.4 gestellten Anforderungen. Durch die Organisation der Transformationen auf
zwei Ebenen kann die Überführung des Metamodells der EEA unabhängig von der
Überführung entsprechender Modelle durchgeführt werden. Die Durchführung der
Transformationen EeaM2MofInsertUri.xslt, EeaM2MofToEcore.xslt, ecore2owl.atl und Ee-
aM2MofSummary.xslt wird nur bei Versionsänderungen des Metamodells der EEA
erforderlich und auch nur, wenn die Objekte des EEA Modells Inhalte des Meta-
modells referenzieren, die von den Versionsänderungen betroffen sind. Die Kon-
zepte der Domänenontologie werden von den Transformationsergebnisse von Ee-
aM1MofToOwl.xslt referenziert. Das Hinzufügen von Wissen durch zusätzliche Kon-
zepte wird auf Basis der Domänenontologie durchgeführt.
Aktuell ist noch kein Mechanismus realisiert, mit dem diese, nach der Transforma-
tion hinzugekommenen Konzepte auf eine andere Version der Domänenontologie
übertragen werden können, die beispielsweise durch die Aktualisierung des Meta-
modells der EEA erforderlich wird. Dies wird als möglicher Inhalt nachfolgender
Arbeiten angesehen.
10.8 Bearbeitung der ontologiebasierten
Darstellung von E/E-Architekturen
Die ontologiebasierte Darstellung der EEA erlaubt das hinzufügen von Domänen-
wissen und bietet die Möglichkeit zur logischen Schlussfolgerung. Die Überführung
der MDE-basierten Darstellung der EEA in eine ontologiebasierte, wurde im vorigen
Kapitel dargestellt. Da die Transformationen keine zusätzlichen Informationen im
Sinne der Wissensmodellierung einfügen, ist der Informationsgehalt der EEA Dar-
stellungen vor und nach der Überführung in etwa gleich. Da beispielsweise Assozia-
tionen nicht in den Transformationsergebnissen betrachtet werden, entstehen einige
Verluste. Um das in der Domäne der EEA Modellierung vorhandene Wissen in Form
einer Ontologie zu fassen, gilt es im nächsten Schritt die Transformationsergebnis-
se mit zusätzlichen Aussagen, Konzepten und Relationen anzureichern, die dieses
Wissen ausdrücken. im folgenden Kapitel wird die Bearbeitung der Transformati-
onsergebnisse sowie die Anreicherung zur Ontologie am Beispiel der automatischen
Schiebetür aus Abbildung 10.7 erläutert.
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10.8.1 Aufbereitung der Transformationsergebnisse
Eine graphische Darstellung der übersetzten und teilweise überarbeiteten Ontologie
der EEA der automatischen Schiebetür aus Abbildung 10.7 ist in Abbildung 10.12 zu
sehen. Individuen der Instanzontologie stehen darin über die Relation rdf:type mit
Konzepten der Domänenontologie in Verbindung.
Die Klassenhierarchie zwischen Klassen des Metamodells der EEA sind in der Domä-
nenontologie durch die Verwendung der Relation rdfs:subClassOf modelliert. Thing
stellt das allgemeinste Konzept der Domänenontologie dar. Durch rdfs:subClassOf
stehen alle Konzepte mit Thing in Relation, was bedeutet, dass alle diese Konzepte

































Abbildung 10.12: Vereinfachte Domänenontologie (DO) und Instanzontologie (IO)
Die abgebildete Ontologie wird nun mit zusätzlichen Konzepten und Relationen an-
gereichert. Hierzu werden die Relationen eea:hasConnector, eea:hasConnection und
eea:hasComponent hinzugefügt. {eea:...} bezieht sich auf den Namensraum der Re-
lation. Im Beispiel wird hierfür {http://www.itiv.kit.edu/} angenommen.
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Abbildung 10.13 zeigt Relationen des Typs owl:ObjectProperty sind. Für diese Ob-
jekteigenschaften werden jeweils Definitionsbereich (rdfs:domain) und Wertebereich
(rdfs:range) angegeben. Z.B. gilt für die Relation eea:hasConnector, dass sowohl Kon-
zepte des Typs Component als auch Konzepte des Typs Connection diese Relation als
Subjekt verwenden dürfen. Der Definitionsbereich von eea:hasConnector ergibt sich
aus der Vereinigungsmenge der beiden Konzepte, die über eine OR-Relation spezifi-
ziert wird. Entsprechend dürfen nur Konzepte des Typs Connector diese Relation als
Objekt verwenden.
Diese Relationen werden der Ontologie hinzugefügt. Die in Abbildung 10.13 dar-
gestellten Relationen vom Typ owl:ObjectProperty werden in der Domänenontologie
spezifiziert.
















Abbildung 10.13: Objekteigenschaften der Domänenontologie
Zusätzlich wird die Verwendung dieser Relationen in der Instanzontologie in Form
von Tripeln beschrieben. Hierbei wird für ein Individuum (beispielsweise als Subjekt
des Tripels) die Relation sowie das darüber in Verbindung stehende Individuum (in
diesem Falle das Objekt des Tripels) spezifiziert. Daraus ergibt sich die in Abbildung
10.14 graphisch dargestellte Instanzontologie.
10.8.2 Anreicherung mit Domänenwissen
Diese vorangegangenen Schritte werden unter »Überarbeitung der Transformations-
ergebnisse« eingeordnet, da sie lediglich ausdrücken, was die miteinander in Verbin-
dung stehenden Modell Artefakte eines EEA Modells für einen kundigen Betrachter
bedeuten. Nun folgt die Anreicherung der Ontologie mit Domänenwissen. Diese be-
zieht sich auf die Spezifikation von hinreichenden und notwendigen Bedingungen.
Abbildung 10.15 stellt eine hinreichende Bedingung dar. Diese sagt aus, dass wenn
ein Individuum mit dem Bezeichner I1 vom Typ Konzept_1 ist und über eine Objek-
teigenschaft eea:relationXy_1 mit einem weiteren Individuum mit dem Bezeichner I2
in Relation steht, welches vom Typ Konzept_2 ist, I1 vom Typ NeuesKonzept_1 ist.
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PT_Controller PSD_Controller PSD_Actuator















Abbildung 10.14: Assoziationen der Instanzontologie







Dies bedeutet: ASIL-C_Component wird definiert als neue Klasse mit 
den hinreichenden Bedingungen: 
rdfs:subClassOf some EEA_Component
eea:controls some ASIL-C
Somit werden alle Individuen, die vom Typ EEA_Component sind und 
die Objekteigenschaft eea:controls zu einem ASIL-C besitzen, dem 
Konzept ASIL-C_Component zugeordnet
Dipl.-Ing. Martin Hillenbrand 
Ontologie-basierte Betrachtung der E/E Architekturen von Fahrzeugen
13.03.2012




Abbildung 10.15: Beispiel für die Modellierung von hinreichenden Bedingungen
Abbildung 10.16 zeigt die Spezifikation ei er notwe digen B dingung und sagt aus,
dass jedes Individuum I1 vom Typ Neu sKonzept_2, notwendigerweise eine Objektei-
genschaft eea:relationXy_2 zu ein m Individuum I2 vom Typ Konzept_3 besitzt.







Dies bedeutet: ASIL-C_Component wird definiert als neue Klasse mit 
den hinreichenden Bedingungen: 
rdfs:subClassOf some EEA_Component
eea:controls some ASIL-C
Somit werden alle Individuen, die vom Typ EEA_Component sind und 
die Objekteigenschaft eea:controls zu einem ASIL-C besitzen, dem 
Konzept ASIL-C_Component zugeordnet
Dipl.-Ing. Martin Hillenbrand 
Ontologie-basierte Betrachtung der E/E Architekturen von Fahrzeugen
13.03.2012




Abbildung 10.16: Beispi l für die Modellierung von notwendigen Bedingungen
Die Anreicherung sowie die daraus entstehenden Schlussfolgerungen werden am
Beispiel der Propagation von Automotive Safety Integrity Leveln (ASIL) veranschau-
licht. Sowohl die Domänenontologie als auch die Instanzontologie enthält bisher nur
Inhalte, die bereits im EEA Modell bzw. im darüberliegenden Metamod ll nach dem
Paradigma des MDE modelliert wurden. Einzige Erweiterung stellen die zusätzlich
eingeführten Relationen nach Abbildung 10.14 dar. Nun wird die Domänenontolo-
gie mit zusätzlichem Wissen angereichert. Dem vorgestellten Beispiel liegt zugrunde,
dass jede Komponente, die in Interaktion mit einer als ASIL-C eingestuften Kompo-
nente steht, ebenfalls das Konzept ASIL-C erfüllen soll.
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Abbildung 10.17: Domänenontologie angereichert mit terminologischem Wissen
In Abbildung 10.17 ist dieses hinzugefügte Wissen in der Domänenontologie dar-
gestellt. Gestrichelten Verbindungen sowie gestichelt eingefassten Konzepte stellen
die Inhalte der Domänenontologie aus Abbildung 10.12 dar. Durchgezogene Verbin-
dungen sowie durchgezogen eingefasste Konzepte repräsentieren hinzugekommene
Inhalte.
Das Konzept ASIL-C_Component ist über die Relation owl:equivalentClass gleich ei-
nem Konzept, das den hinreichenden Bedingungen des Konzeptes Component genügt
(dies wird über die Relation rdfs:subClassOf modelliert) und über eea:hasConnector mit
dem Konzept Connector in Relation steht. Ebenfalls wird beschrieben, dass das Kon-
zept Connector über die Relation eea:hasConnector mit dem Konzept ASIL-C_Component
in Relation stehen kann. Diese hinreichenden Bedingungen von ASIL-C_Component
sind in Listing 10.9 dargestellt. Sie besagen, dass das Konzept ASIL-C_Component
einen Connector hat, welcher über eine Connection wiederum mit einem Connector ver-
bunden ist und dieser über hasComposite in Relation zum Konzept ASIL-C_Component
steht.
Die in Abbildung 10.14 eingeführten Relationen eea:hasConnection und eea:hasConnector
bestehen zwischen den Konzepten Connector und Connection und werden ebenfalls in
der Domänenontologie hinzugefügt.
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1 Component
and ( hasConnector some
3 ( Connector
and ( hasConnection some
5 ( Connection
and ( hasConnector some
7 ( Connector
and ( hasComposite some ASIL−C_Component ) ) ) ) ) ) )
Listing 10.9: Hinreichende Bedingung für ASIL-C_Component
10.9 Verwendung der ontologiebasierten
Darstellung von E/E-Architekturen
10.9.1 Schlussfolgerung impliziten Wissens
Im verwendeten Beispiel wird davon ausgegangen, dass das System der automa-
tischen Schiebetür basierend auf den Ergebnissen einer Gefahren- und Risikoana-
lyse als ASIL-C eingestuft wird. Diese Einstufung bezieht sich auf Gefährdungen,
die entstehen, wenn der Aktuator der Schiebetür fälschlicherweise die Tür öffnet.
Da diese Gefährdung in erster Linie direkt mit dem Aktuator zusammenhängt wird
davon ausgegangen, dass die repräsentierende Komponente PSD_Actuator im Zuge
der Gefährdungs- und Risikoanalyse dem Konzept ASIL-C_Component hinzugefügt
wurde.
Da PSD_Actuator von einem Kontrollsystem angesteuert wird, das die fehlerhaf-
te Ansteuerung hervorrufen kann, ist es erforderlich, dass dieses System ebenfalls
den durch die Klassifizierung ASIL-C gestellten Anforderungen genügt. Für das Bei-
spiel bedeutet dies, dass auch das Kontrollsystems, also PSD_Controller, den hinrei-
chenden Bedingungen des Konzepts ASIL-C_Component genügen soll. Dies wird nun
durch logische Schlussfolgerung bestimmt.
PSD_Actuator ist vom Typ ASIL-C_Component sowie vom Typ Actuator und damit
auch vom Typ Component. Er hat einen Connector, der über eine Connection mit einem
anderen Connector verbunden ist, der wiederum zu einer Instanz vom Typ Compo-
nent gehört. Somit erfüllt diese Instanz die in Listing 10.9 spezifizierten hinreichen-
den Bedingungen einer ASIL-C_Component. Diese Information steckt bereits implizit
in der Ontologie, auch wenn explizit noch keine Relation besteht, die aussagt, dass
PSD_Controller vom Typ ASIL-C_Component ist.
In Anlehnung an Kapitel 10.3.2.5 wurde dies durch Ausführen einer Inferenzmaschi-
ne 40 (auch Reasoner genannt) der Ontologie hinzugefügt.
40In dieser Arbeit wurde der Reasoner Pellet verwendet. Dieser ist als Plugin für das Werkzeug Protégé
verfügbar, welches für das Hinzufügen von Domänenwissen verwendet wurde.
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Ist diese Relation für PSD_Controller vorhanden, besteht zwischen diesem Indivi-
duum und PT_Controller der gleiche Zusammenhang, wie zw. PSD_Actuator und
PSD_Controller, was zur Folge hat, dass PT_Controller ebenfalls die hinreichenden
Bedingungen des Konzeptes ASIL-C_Component erfüllt. Abbildung 10.18 stellt die
Domänen- und Instanzontologie der EEA des Beispiels nach Ausführung der Infe-
renzmaschine dar.
Die Schlussfolgerung des impliziten Wissens resultiert im Hinzufügen der beiden
durchgezogenen Verbindungen. Über diese werden PSD_Controller und PT_Controller
dem Konzept ASIL-C_Component zugeordnet.
PT_Controller PSD_Controller PSD_Actuator



















Abbildung 10.18: EEA-Ontologie mit Ergebnis aus Schlussfolgerung
10.9.2 Regelabfragen
Nachdem im vorigen Kapitel die Möglichkeiten zur Schlussfolgerung impliziten Wis-
sens und dem damit verbundenen Hinzufügen von Relationen zur Ontologie be-
schrieben wurden, geht dieses Kapitel nun auf die Abfrageregeln ein.
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Dies wird unter Verwendung der Abfragesprache SPARQL veranschaulicht. Listing
10.10 stellt eine einfache Abfrage entsprechend der Syntax der Abfragesprache SPAR-
QL dar. Diese sucht nach Instanzen, welche die Anforderungen der Konzepte ECU
und ASIL-C_Component erfüllen und eine Anbindung vom Typ ConventionalConnec-
tor aufweisen.
Weiter wird gesucht nach Instanzen, welche den Anforderungen der Konzepte Ac-
tuator und ASIL-C_Component entsprechen und ebenfalls eine Anbindung vom Typ
ConcentionalConnector aufweisen. Beide Varianten werden über owl:unionOf, das ei-
nem logischen OR entspricht, als alternativ zueinander betrachtet.
Abbildung 10.19 stellt die SPARQL Abfrage aus Listing 10.10 graphisch dar.
%e n t s p r i c h t F i l e new . sparql
2 PREFIX r d f s : <ht tp ://www. w3 . org /2000/01/ rdf−schema#>
PREFIX rdf : <ht tp ://www. w3 . org/1999/02/22− rdf−syntax−ns#>
4 PREFIX owl : <http ://www. w3 . org /2002/07/owl#>
PREFIX eea : <http :// i t i v . k i t . edu#>
6
SELECT ?component ? connector
8 WHERE {
?component rdf : type [
10 owl : i n t e r s e c t i o n O f (
eea : ASIL−C_Component
12 [ owl : unionOf (
eea :ECU




18 ?component eea : hasConnector ? connector .
? connector rdf : type eea : ConventionalConnector .
20 }
Listing 10.10: Beispiel einer Ontologie-Abfrage mit SPARQL















Abbildung 10.19: Graphische Darstellung der SPARQL Abfrage aus Listing 10.10
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%e n t s p r i c h t F i l e new2 . sparql




6 PSD_Controller | PSD_Controller_Con
Listing 10.11: Ergebnis einer SPARQL-Abfrage entsprechend Listing 10.10
Listing 10.11 zeigt das Ergebnis der Abfrage. Durch die Verwendbarkeit von OR über-
trifft diese die aktuellen Möglichkeiten zur Spezifikation und Ausführung von Fra-
gestellungen des EEA Modellierungswerkzeugs PREEvision.
10.9.3 Diskussion der Ergebnisse
Neben der Möglichkeit des formalen Festhaltens von Wissen motivieren sowohl Schluss-
folgern von implizitem Wissen aus auch die Möglichkeit zum Einsatz mächtiger Ab-
fragesprachen zur ontologiebasierten Darstellung von EEAs.
Ontologien basieren auf Beschreibungslogiken. Über die sich hieraus ergebende Mög-
lichkeit zur Verwendung und Kombination von Ontologiesprachelementen ergibt
sich die Folgerung von Aussagen, die sich zwar logisch aus der Menge von beste-
henden Aussagen ergeben, allerdings nicht explizit in dieser Menge vorhanden sind.
Zur Erläuterung der Methodik von Schlussfolgerungen wurde mit Abbildung 10.18
ein Beispiel gewählt, dessen Menge von Aussagen noch übersichtlich ist und auf des-
sen Basis die logischen Konsequenzen, die sich aus der Menge bestehender Aussagen
ergeben, nachvollzogen werden können.
Es mag auf Grund der Verwendung des einfachen Beispiels der Eindruck entstehen,
dass der Aufwand, der zur Wissensanreicherung der Domänenontologie und für das
Ermöglichen derartiger Schlussfolgerungen betrieben werden muss, nicht in einem
effizienten Verhältnis zur erreichten Unterstützung durch die Schlussfolgerung steht.
Es ist im Beispiel offensichtlich, dass die Individuen PSD_Controller und PT_Controller
entsprechend der Einstufung ASIL-C betrachtet werden müssen. Das in diesem Bei-
spiel betrachtete, ontologiebasierte EEA Modell umfasst, wie in Abbildung 10.14 dar-
gestellt, neun Instanzen.
EEA Modelle aktueller Fahrzeuge können mehrere 100.000 Modellartefakte und da-
mit Instanzen enthalten. Die Entwicklung des EEA Modells muss eine Vielzahl ver-
schiedener Anforderungstypen beachten; die Zuordnung zu ASILs und die damit
verbundenen Auswirkungen ist nur eine davon. Um logische Zusammenhänge in
dieser Menge von Aussagen herstellen und nachvollziehen zu können, ist Werkzeug-
unterstützung erforderlich. Inferenzmaschinen sind hier in der Lage, einen entschei-
denden Beitrag zu leisten.
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Komplexe Abfragesprachen wie SQL oder SPARQL übersteigen die Ausdrucksmög-
lichkeiten des Modellabfrageregelwerks von PREEvision. EEAs werden in bestehen-
den Werkzeugen als Graphen/Netze modelliert, was auch der Sichtweise bzw. der
Assoziation von Entwicklern auf Architekturen entspricht. Die Überführung derar-
tiger Architekturen in auf RDF basierende Sprachen, in welchen Konzepte und Re-
lationen als Knoten und Kanten eines Graphen interpretiert werden, entspricht die-
ser Sichtweise und damit der Nachvollziehbarkeit der Darstellung. Die Möglichkeit
hierauf eine ausdrucksstarke Abfragesprache wie SPARQL anzuwenden, die ihrer-
seits auf RDF-Anfragen in Form von Graph-Mustern 41 basiert, unterstützt ebenfalls
diese Sichtweise. In SPARQL können zur Beschreibung komplexerer Abfragemuster
nützliche Mechanismen wie die Bildung von Alternativen, Verwendung von Ver-
gleichsoperatoren oder Boolescher Funktionen verwendet werden. Dies unterstützt
die direkte Spezifikation und Notation von Suchmustern ohne die Notwendigkeit
der speziellen Partitionierung der eigentlichen Fragestellung. Die Einsetzbarkeit von
SPARQL wird damit als eine der Hauptmotivationen für die ontologiebasierte Be-
trachtung von EEAs angesehen.
10.10 Einordnung in den Entwicklungsprozess
Wie anfänglich dargestellt, soll es nicht die Zielsetzung der ontologiebasierten Dar-
stellung von EEA Modellen sein, etablierte Entwicklungsmethoden und -werkzeuge
abzulösen. Die modellbasierte Entwicklung nach dem Paradigma des MDE hat we-
gen ihrer Nähe zur Realisierung (im Sinne von Codegenerierung) sowie zu Simula-
tion und Test im Vergleich zum Ontological Engineering entscheidende Vorteile in
der Entwicklung von softwarebasierten, eingebetteten Systemen. Das Potential der
Ontologien wird in der Beurteilung/Bewertung von EEAs gesehen, die unter dem
Paradigma der MDE entwickelt wurden.
Bezogen auf die Entwicklung von EEAs von Fahrzeugen umfasst dies die Model-
lierung von Domänenwissen und die Bottom-Up Zuordnung der modellierten Kon-
strukte zu den Konzepten dieses Domänenwissens. Damit basiert die Beurteilung
bzw. Bewertung von EEAs durch die Verwendung ontologiebasierter Darstellungen
auf bereits vorhandenen Metamodellen und Modellen, die unter dem Paradigma des
MDE entwickelt wurden. In den Kapiteln 10.7.3 und 10.7.4 wurde dargestellt, wie
diese jeweils in Ontologien transformiert werden können, die zueinander in Bezie-
hung stehen. Nach der Transformation wird die entstandene Domänenontologie mit
Domänenwissen in Form von zusätzlichen Konzepten angereichert, wie in Kapitel
10.8.2 vorgestellt. Die Individuen der Instanzontologie müssen, zumindest teilweise,
diesen Konzepten zugeordnet werden, um Schlussfolgerungen von implizitem Wis-
sen zu ermöglichen. Dies liegt daran, dass sich die Individuen der Instanz-Ontologie
nach der Transformation aus EEA Modellen lediglich auf Konzepte beziehen, die
auch in deren Metamodell bereits spezifiziert sind.
41vgl. [116] S. 202.
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Erst durch die Beschreibung von bedeutungsbehafteten Relationen in der Domäne-
nontologie, wie die in Abbildung 10.17 dargestellten eea:hasConnection oder
eea:hasConnector und deren Verwendung als Relationen zwischen Instanzen der In-
stanzontologie ergeben sich Aussagen, die logisch bewertet werden können.
Nun besteht die Möglichkeit der Schlussfolgerung impliziten Wissens und der Aus-
führung komplexer Abfragen. Dies geht über die Fähigkeiten von MDE basierten
Werkzeugen zur Architekturmodellierung hinaus.
Auf Grund des beschriebenen Stellenwertes etablierter Methoden und Werkzeuge in
der modellbasierten Entwicklung von EEAs sollen die Ergebnisse von Schlussfolge-
rung und Abfragen in diese zurückfließen. Von einer automatisierten Rückkopplung
wird abgesehen. Dies liegt daran, dass nach der vorgestellten Methode die Menge
von Individuen der Instanzontologie nicht verändert wird. Diese werden den ange-
reicherten Konzepten der Domänenontologie ausschließlich über Schlussfolgerung
zugeordnet. Hierdurch ergeben sich zwar Informationen über die modellierten In-
halte, das Modell selbst, als Menge der Individuen der Instanzontologie, aber bleibt
unangetastet. Somit entstehen keine neuen Inhalte, die direkt in das Modell zurück
gekoppelt werden können.
Die Ergebnisse von Schlussfolgerungen und Abfragen müssen von Experten gedeu-
tet werden, um jeweils dem Kontext angepasste Maßnahmen zur Überarbeitung zu
ergreifen. Diese sind in Abbildung 10.20 als Maßnahme 1 bis 3 bezeichnet und kön-
nen folgender Art sein:














Deutung der Ergebnisse durch Experten
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Abbildung 10.20: Adaption der ontologiebasierten Betrachtung von EEAs im
Entwicklungsprozess
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10.10 Einordnung in den Entwicklungsprozess
• Überarbeitung der Domänenontologie: Durch Schlussfolgerung kann sich der
Inhalt der Instanzontologie in Bezug auf Relationen zu Konzepten der Domäne-
nontologie ändern. Dies betrifft die Zuordnung von Individuen zu Konzepten.
Darüber hinaus kann auch die Domänenontologie von Erweiterungen betrof-
fen sein, welche sich durch die Schlussfolgerung impliziten Wissens ergeben.
Werden beispielsweise transitive 42 Relationen verwendet, so können diese zu-
sätzliche Relationen implizieren, welche durch Schlussfolgerung innerhalb der
Domänenontologie hinzugefügt werden. Die Ergebnisse von Schlussfolgerun-
gen sollten von Experten begutachtet werden. Daraus können sich Erkenntnisse
ergeben, welche dazu führen können, dass das angereicherte Wissen der Domä-
nenontologie überarbeitet oder erweitert werden muss.
• Überarbeitung des EEA Modells: In Abbildung 10.18 wurden als Ergebnis-
se des Schlussfolgerns dargestellt, dass die Komponenten PSD_Controller und
PT_Controller den hinreichenden Bedingungen von ASIL-C_Component genü-
gen. Im EEA Modell sind sie jedoch bereits Instanzen der Klasse ECU. Ihre
Zugehörigkeit zu ASIL-C_Component ist zwar eine wichtige Information, je-
doch wird sich hierdurch nicht der Typ ändern, von welchem diese Objekte
instanziiert werden. Die Information, dass diese beiden Objekte dem Konzept
ASIL-C_Component genügen, kann im Modell der EEA auf verschiedene Arten
dargestellt/modelliert werden. Eine Möglichkeit stellt das Hinzufügen entspre-
chender Annotationen dar, wie es in Kapitel 10.1.1 vorgestellt wurde. Es liegt
in der Natur der jeweils angewendeten Modellierungsmethoden, wie derarti-
ge Informationen festzuhalten sind. Darüber hinaus können sich aus der Deu-
tung von Schlussfolgerungen und den Ergebnissen von Abfragen Hinweise auf
Modellierungs- und Entwurfsfehler ergeben. In diesem Falle ist das Modell der
EEA zu überarbeiten.
• Überarbeitung des Metamodells der EEA: Die Konzepte, mit denen die Domä-
nenontologie als Transformationsergebnis des Metamodells angereichert wur-
de, können sich als geeignet für die Verwendung als Klassen im Sinne der Me-
tamodellierung erweisen. Ist dies der Fall, so kann dies eine Überarbeitung des
Metamodells nach sich ziehen.
Abbildung 10.20 ordnet die Verwendung der ontologiebasierten Betrachtung von EE-
As in deren Entwicklung ein und stellt die sich ergebenden Auswirkungen und Maß-
nahmen dar. Diese sind stets als alternativ und optional zu betrachten.
42Unter Transitivität oder Kettenschluss wird ein aussagenlogischer Schluss der Form aus A → B
und B→ C folgt auch A→ C verstanden.
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10.11 Zusammenfassung und Ausblick
Die dargestellten Beispiele haben gezeigt, dass die Möglichkeiten der ontologieba-
sierten Betrachtung von EEA Modellen die Möglichkeiten und Fähigkeiten aktueller
Modellierungsmethoden unter dem Paradigma des MDE übersteigen. Domänenwis-
sen formal festzuhalten ist im Bereich der EEA Modellierung, die sich einer großen
Anzahl von Anforderungen und Randbedingungen gegenüber sieht, fast unerläss-
lich. Die Verwendung von semantisch vordefinierten Sprachkonstrukten, wie sie von
OWL bereitgestellt werden, ermöglicht die Erstellung einer gemeinsamen Wissens-
basis, die darüber hinaus zur logischen Schlussfolgerung verwendet werden kann.
Um diese Möglichkeiten nutzen zu können, sind jedoch zusätzliche Aktivitäten er-
forderlich. Die vorgestellten Transformationen unterstützen bei der Überführung be-
stehender EEA Modelle und des darüberliegenden Metamodells. Sie tragen zur Mi-
nimierung von Übertragungsfehlern bei, die bei der manuellen Erstellung der Onto-
logien als Abbilder der Modelle nicht auszuschließen sind.
Die Anreicherung der Transformationsergebnisse mit Domänenwissen stellt eine große
Herausforderung und umfangreiche Aufgabe dar. Der Mehrwert besteht in der for-
malen und logikbasierten Darstellung, der Möglichkeit zur Schlussfolgerung von
implizitem Wissen unter Anwendung der formalen Semantik und den damit ver-
bundenen Regeln als Teil der eingesetzten Ontologiesprache sowie der Nutzbarkeit
mächtiger Abfragesprachen.
Die Domänenontologie entspricht dem Metamodell der EEA und kann mit allen In-
stanzontologien verwendet werden, welche Modellen entsprechen, die auf Basis die-
ses Metamodells erstellt wurden. Da die Assoziationen des Metamodells in Hinblick
auf das Werkzeug PREEvision derzeit keine im Sinne von Ontologien bedeutsame
Namen wie beispielsweise eea:hasConnector tragen, müssen Instanzontologien in die-
ser Hinsicht überarbeitet werden. Diese Überarbeitung ist für jede Instanzontologie
als Transformationsergebnis eines Modells erforderlich. Da die notwendigen Infor-
mationen nicht oder nur zum Teil aus Modell und Metamodell der EEA erschlossen
werden können, ist es erforderlich diese Aktivität manuell durchzuführen. Wären
die Assoziationen des Metamodells der EEA mit derartigen Bezeichnern versehen, so
könnten diese anstatt der derzeit verwendeten Rollennamen während der Transfor-
mation berücksichtigt werden. Für die effiziente Verwendung der ontologiebasierten
Betrachtung ist die Verfügbarkeit derartiger Informationen im Metamodell erforder-
lich.
Die formale Modellierung von Domänenwissen in Form von Ontologien wird in Be-
reichen der modellbasierten bzw. modellgetriebenen Entwicklung an Stellenwert ge-
winnen. Die enge Abstimmung und Verzahnung der beiden Paradigmen bzw. der






Die ISO/FDIS 26262, deren Veröffentlichung als internationaler Standard für 2011
erwartet wird, stellt hohe Anforderungen an die funktionale Sicherheit von auf Elek-
trik/Elektronik basierenden Automobilsystemen sowie deren Entwicklung. Die vor-
liegende Arbeit befasst sich mit der Berücksichtigung bzw. der Anwendung dieses
Standards bereits in der Phase der Elektrik/Elektronik Architektur (EEA) Modellie-
rung. Diese stellt eine frühe Aktivität im Entwicklungslebenszyklus von Kraftfahr-
zeugen dar.
Eine große Herausforderung besteht in der Tatsache, dass durch die ISO 26262 funk-
tionale Zusammenhänge adressiert werden, die EEA hingegen ein statisches Modell
der Vernetzung von Software und Hardware eines Fahrzeugs darstellt, jedoch kei-
ne Funktionalität oder Modellierung dieser beinhaltet. Architekturentscheidungen
in Bezug auf die Realisierung der Vernetzung sicherheitsbezogener Softwarefunk-
tionen sowie deren Verteilung auf ausführende Komponenten des Hardwarenetz-
werks beeinflussen jedoch nachhaltig die Sicherheitsklassifizierung von Steuergerä-
ten des Fahrzeugs. Dies hat direkte Auswirkungen auf die damit verbundenen Ent-
wicklungsaktivitäten und Dokumentationsaufwände.
Die vorliegende Arbeit adressiert die formale Darstellung von Sicherheitsanforde-
rungen, ihren Bezug zu Software- und Hardwarekomponenten der EEA sowie den
Umgang mit Architekturänderungen. Als allgemeine Erweiterung des Umgangs mit
EEA Modellen wird eine bestehende Methode zur Spezifikation und Ausführung
von Modellabfragen auf die Verfügbarkeit eines Basissystems hin erweitert. Durch
Anwendung dieser Erweiterung können Fragestellungen mit logischen Relationen
formal spezifiziert, ausgeführt und die entsprechenden Ergebnisse bestimmt werden.
In der Domäne der EEA Modellierung ist viel Wissen und Expertise seitens der Ent-
wickler vorhanden. Dieses ist notwendig um die beschriebenen nachhaltigen Archi-
tekturentscheidungen zu treffen und sichere Kraftfahrzeuge kostenoptimal produ-
zieren und anbieten zu können. Um dieses Wissen gemeinsam mit Architekturdaten
zu fassen und implizites Wissen schlusszufolgern, werden EEA Modelle sowie ein
EEA Metamodell unter einem Paradigma aktueller Wissensmodellierung betrachtet.
357
11 Zusammenfassung und Ausblick
Das Umfeld der vorliegenden Arbeit wurde im Einleitungskapitel abgesteckt. Da-
bei werden die Herausforderungen im Automobilbereich bzgl. E/E und funktio-
naler Sicherheit dargestellt. Ebenso werden die Anforderungen und Möglichkeiten
von Kraftfahrzeugen hinsichtlich funktionaler Sicherheit gegenüber Flugzeugen und
Schienenfahrzeugen verglichen. Auf Grundlage dessen wurden Motivation und Zie-
le der vorliegenden Arbeit abgeleitet. Im Grundlagenkapitel wurden Inhalte darge-
stellt, auf denen die weitere Arbeit aufbaut.
11.1.1 ISO 26262 in der Entwicklungsphase der Modellierung von
Elektrik/Elektronik Architekturen
Die für die EEA Modellierung relevanten Teile des zukünftigen Standards ISO 26262
wurden im folgenden Kapitel gemeinsam mit den Herausforderungen seiner Um-
setzung in der Domäne der EEA Modellierung sowie dem diesbezüglichen Stand
der Wissenschaft und Technik vorgestellt. Anforderungen an die vorliegende Arbeit
wurden daraufhin aufgestellt und gegen den Stand der Wissenschaft und Technik
abgegrenzt. Dem folgte die systematische Zusammenfassung der Anforderungen so-
wie die Ableitung der Vorgehensweise.
Der Begriff »Item« wird in der ISO 26262 jeweils für die Geltungsrahmen verwen-
det, auf welche der Standard selektiv anzuwenden ist. Die gesamte EE eines Fahr-
zeugs wird im EEA Modell hinsichtlich mehrerer Betrachtungsperspektiven darge-
stellt. Der Geltungsrahmen eines Item wird daher gegenüber den Modellartefakten
und Zusammenhängen der EEA beschrieben.
Dem folgt eine formalisierte Darstellung von Sicherheitsanforderungen mit wechsel-
seitigen Beziehungen im Sinne der ISO 26262. So können während der Entwicklung
spezifizierte Anforderungen gefasst sowie zwischen ihnen geltende Abhängigkeiten
dargestellt und nachvollzogen werden.
Die Einführung einer architekturabhängigen Bibliothek technischer Sicherheitsanfor-
derungen sowie die Erläuterung ihrer Verwendung in Kombination mit der formali-
sierten Spezifikation von Sicherheitsanforderungen erweitern diesen Ansatz.
Artefakte, entsprechend verschiedener Perspektiven (Funktionsnetzwerk, Kompo-
nentennetzwerk, etc.) der EEA, leisten in unterschiedlicher Weise einen Beitrag zu
funktionaler Sicherheit. Anforderungsartefakte im Sinne von Annotationen werden
für die formale, manuelle oder teilautomatisierte Zuteilung von Sicherheitsanforde-
rungen auf Artefakte von EEA Modellen verwendet.
Der Standard ISO 26262 beschreibt die Methode der ASIL Dekomposition zur Auf-
teilung hoher Sicherheitsklassifizierungen in mehrere Geringere. Dies wird erreicht
durch Zuteilung auf mehrere Komponenten. Da sich ASILs selektiv auf Gefährdun-
gen beziehen, deren Geltungsbereich sich in Bezug auf die Komponenten eines Item




Die Dekomposition eines ASILs bezüglich einer Gefährdung sowie der Einsatz von
Redundanzmitteln zum Ermöglichen der Dekomposition, kann Auswirkungen auf
andere Gefährdungen haben, die in Zusammenhang mit dem Item bestehen. Dies
wurde anhand eines Zuverlässigkeits-Block-Diagramms dargestellt. Ebenfalls wur-
de eine Methode zur qualitativen Bewertung von Architekturalternativen hinsicht-
lich systembezogener Fehlerarten präsentiert, welche die in direktem Bezug zu den
betrachteten Gefährdungen stehen. Diese Gefährdungen basierten auf Fehlerarten
von Systemkomponenten und können bereits in der Phase der EEA Modellierung
angewendet werden. Ebenfalls können sie als Grundlagen für Architekturentschei-
dungen oder Sicherheitsüberarbeitungen dienen.
Im Modell der EEA eines Fahrzeugs sind alle Architekturdaten und deren Abhängig-
keiten über E/E basierte Systeme vorhanden. Diese beruhen auf einem gemeinsamen
Datenmodell. Das EEA Modell umfasst Informationen, die Eingangsinformationen
für andere Entwicklungsphasen darstellen.
Zur Bestimmung und Akkumulation von kontextbezogenen Daten aus EEA Model-
len wird die aus der Mechanik und Statik stammende Methode des Freischneidens
adaptiert. Dies wurde an einem Beispiel aus der Domäne »Sicherheitsassessment«
(konkret an der FMEA) sowie »Verifikation und Test« durchgeführt. Im Falle der
FMEA wurden diejenigen Hardwarekomponenten des EEA Modells bestimmt, wel-
che Softwareteile entsprechend eines Systemmerkmals bzw. einer Funktionalität aus-
führen.
Durch die ergebnisbezogene Generierung von FMEA Objekten entsprechend FMEA
Formblättern wird ein Werkzeugwechsel verzichtbar.
Im Falle des Freischnitts zur Spezifikation von Hardware-in-the-Loop Testsystemen
wurden die Ergebnisse in einem angepassten Datenformat serialisiert, welches die
Betrachtungsperspektiven von HiL Entwicklern aufgreift.
11.1.2 Fragestellungsgraphen zur domänenspezifischen Anwendung
auf Elektrik/Elektronik Architekturen
Die vorangegangen Kapitel haben aufgezeigt, dass wegen der Nichtverfügbarkeit
eines Basissystems in der eingesetzten Werkzeugumgebung zur Spezifikation und
Ausführung von Modellabfragen zur Datenbestimmung, die manuelle Aufteilung
der eigentlichen Fragestellung in mehrere Konjugationsketten notwendig wird. Evtl.
bestehen dabei Modellabfragen mit großen Gleichanteilen.
Daher wurde der Stand der Technik in Bezug auf den Umgang mit Fragestellungen
bezüglich EEA-ADL basierter EEA Modelle identifiziert. Entsprechend wurde eine
Erweiterung der bestehenden Methoden zur Verfügbarkeit eines Basissystems vor-
geschlagen.
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Zur Spezifikation und Serialisierung von Fragestellungsgraphen wurde ein Daten-
format vorgestellt sowie eine graphenbasierte Darstellung von Fragestellungen und
Abfragen unter Verwendung der eingeführten Konzepte »Abfrageelement« und »Ab-
fragegruppe«.
Logische Relationen wurden in Hinblick auf ihre Verwendung in Fragestellungsgra-
phen identifiziert und ihre Bedeutung definiert.
Eine Methode zur Aufteilung von Fragestellungsgraphen in Konjugationsgraphen
wurde vorgestellt sowie die Bestimmung von Ergebnissen im Sinne der Fragestel-
lung durch die Anwendung der Mengenoperationen Vereinigung und Komplement
auf den Ergebnismengen von Konjugationsgraphen.
Für die Ausführung von Fragestellungsgraphen auf EEA-ADL basierten EEA Model-
len wurde die Methode im EEA Modellierungswerkzeug PREEvision implementiert.
Wiederverwendbarkeit der Implementierung wurde durch die Kapselung werkzeu-
gabhängiger Methoden in einem PREEvision Plugin sowie der Modellierung des
Programmablaufes in Form eines importierbaren EEA Modellpakets erreicht.
11.1.3 Elektrik/Elektronik Architekturen als Ontologien
Durch die gesamtheitliche Betrachtung von E/E Systemen erfordert die EEA Model-
lierung viel Wissen und Erfahrung seitens der Entwickler.
Im vorigen Kapitel wurde dargestellt, dass durch die Verwendung von Annotatio-
nen und deren bedingten Zuteilung auf Artefakte der EEA semantische Netze ge-
bildet werden können. Ebenfalls wurde diskutiert, dass durch die Spezifikation von
bedeutungsbehafteten Modellabfragen und Fragestellungsgraphen Wissen über gül-
tige und nicht gültige Kombinationen von Modellartefakten spezifiziert werden kön-
nen.
Hierdurch kann in der Domäne der EEA Modellierung Wissen in Verbindung mit
den EEA Modellen dokumentiert und gespeichert werden.
Im Verlauf des Kapitels wird eine weiter Möglichkeit vorgestellt und erarbeitet, wo-
bei EEAs unter der Perspektive und mit den Mitteln der Wissensmodellierung be-
trachtet werden.
Zuerst wurde hierzu der Stand der Wissenschaft und Technik bezogen auf den Ein-
satz von Ontologien im Zusammenhang mit EEAs in der Automobilentwicklung
dargestellt.
Die diesbezüglichen Ziele der hier vorliegenden Arbeit wurden gegenüber dem Stand
der Wissenschaft und Technik abgegrenzt sowie das Vorgehen für eine ontologieba-
sierte Betrachtung und Bearbeitung von EEAs abgeleitet. Dieses umfasst die Schritte
»Transformation der MDE basiert dargestellten EEA«, »Überarbeitung der Transformations-
ergebnisse« und »Anreicherung der Überarbeitungsergebnisse« mit Domänenwissen.
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11.2 Ausblick
Es wurden zwei Transformationspfade zur Transformation der EEA-ADL sowie EEA-
ADL basierter EEA Modelle in ihre ontologischen Entsprechungen vorgestellt. Diese
entsprechen Domänen- und Instanzontologien unter Verwendung der Sprache OWL.
Nach Darstellung der Schritte »Überarbeitung« und »Anreicherung« wurde die Ver-
wendung der ontologiebasierten Darstellung von EEA Modellen zur Schlussfolge-
rung impliziten Wissens demonstriert. Die Anwendung der Methode sowie der Ver-
wendung der Ergebnisse wurde gegenüber dem Entwicklungslebenszyklus von Fahr-
zeugen positioniert.
Zusammenfassungen und Diskussionen der einzelnen Themenschwerpunkte der vor-
liegenden Arbeit wurden jeweils am Ende eines thematisch zusammengehörenden
Abschnitts gegeben.
11.2 Ausblick
Der Stellenwert der individuellen Mobilität wird sich mittelfristig für die Menschen
in Westeuropa nicht bedeutend verändern. Bisher ist noch der Verbrennungsmotor
ein entscheidendes, wettbewerbsdifferenzierendes Merkmal der Automobilherstel-
ler und ihrer Produkte. Die Bedeutung dessen wird im Zuge der Elektromobilität
zurückgehen, so dass Qualität, Komfort und Sicherheit eine größere Relevanz zu-
kommt. Aktuelle Entwicklungen auf dem Sektor von Fahrerassistenzfunktionen eb-
nen den Weg zu autonomem Fahren. Da diese Funktionen und Systeme aktiv Ein-
fluss auf die Bewegung des Fahrzeugs nehmen, muss ihre funktionale Sicherheit
ausreichend gewährleistet sein.
Es ist eine Komplexitätsanstieg softwarebasierter Systeme im Fahrzeug zu verzeich-
nen. Um die bestehenden Sicherheitsanforderungen umfassend zu berücksichtigen,
ist es notwendig, funktionale Sicherheit von Beginn der Entwicklung an zu betrach-
ten. Dies wird durch den internationalen Standard ISO 26262 adressiert, dessen Ver-
öffentlichung in 2011 erwartet wird. Zur effizienten Erfüllung der durch diesen Stan-
dard gestellten Anforderungen wird die Betrachtung und Bewertung funktionaler
Sicherheit in nächster Zukunft nahtloser in Entwurfsaktivitäten und Entwurfswerk-
zeuge integriert werden.
In die Entwicklungsphase der Modellierung von Elektrik/Elektronik Architekturen
werden weitere Methoden Einzug erhalten, welche die Entwicklung und Bewertung
von Architekturen hinsichtlich funktionaler Sicherheit nachhaltig vereinfachen, bei
gleichzeitiger Erhöhung des Informations- und Formalisierungsgrades.
Einige Aufmerksamkeit sollte auf den Ausbau der Bibliothek für technische Sicher-
heitsanforderungen sowie auf das Hinterlegen entsprechender Architektur- oder Rea-
lisierungsvarianten gerichtet werden. Dies betrifft ebenfalls die Anreicherung und
Pflege des Nachschlagewerks von Redundanzmitteln und deren Referenzen auf Bei-
spielarchitekturen.
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Die Verwendung der entsprechenden Methoden im produktiven Einsatz sowie deren
Verbesserung anhand der gemachten Erfahrungen und Erkenntnisse.
Eine bedarfsgerechte Integration derartiger Maßnahmen in die werkzeugunterstütz-
te Modellierung von EEAs sowie die teilautomatisierte Auswahl und Anwendung
von optimalen Architekturalternativen ist wünschenswert. Folgende Aktivitäten soll-
ten sich neben einem weiteren Ausbau der in der vorliegenden Arbeit beschriebenen
Unterstützung der FMEA im Werkzeug der EEA Modellierung auch der FTA in Ver-
bindung mit HiP-HOPS widmen.
Eine weitere Herausforderung besteht in der Überprüfung von EEAs auf Konfor-
mität gegenüber Sicherheitsanforderungen. Dies ist keine triviale Aufgabe, da die
Anforderungen von Standards bezüglich früher Phasen der Entwicklung überwie-
gend abstrakt gehalten sind. Hierfür kann die in dieser Arbeit vorgestellte Metho-
de im Umgang mit Fragestellungsgraphen auf EEA Modellen einen entscheidenden
Beitrag leisten, da Entwurfsalternativen spezifiziert und logisch in Relation gesetzt
werden können. Eine Herausforderung besteht in der Erarbeitung der Verwendung
dieser Methode für umfassende Konformitätschecks gegenüber abstrakten Anforde-
rungen sowie der bedarfsgerechten Spezialisierung der Methode.
Die steigende Komplexität der zu entwickelnden Systeme in verteilten Entwicklun-
gen erfordert einen formalisierten Umgang mit dem Wissen, welches in den jewei-
ligen Entwicklungsdomänen vorhanden ist. Ontologien bilden eine gute Möglich-
keit Domänenwissen festzuhalten. Darüber hinaus kann ihnen implizites Wissen ge-
schlussfolgert werden. Die vorliegende Arbeit hat einen Vorstoß hinsichtlich des Ein-
satzes von Ontologien in der Entwicklung von EEAs unternommen und die daraus
erwachsenden Möglichkeiten demonstriert. Für deren effizienten Einsatz ist eine en-
gere Kopplung zwischen MDE basierter Modellierung von EEAs und deren ontolo-
gischer Betrachtung erforderlich. Dies kann im ersten Schritt durch die Anreicherung
des zur Transformation verwendeten EEA Metamodells geschehen. Die Spezifikati-
on von Assoziationsnamen kann hierbei einen großen Beitrag leisten. Doch neben
den technischen Möglichkeiten muss eine Akzeptanz des Einsatzes von Konzepten
der Wissensmodellierung in der Domäne der EEA Entwicklung etabliert werden.
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Die Entwicklung von softwarebasierten Fahrzeugsystemen unter Befolgung des 
neuen Standards ISO 26262 – Funktionale Sicherheit für Straßenfahrzeuge – er-
fordert ein gemeinsames Verständnis sowie die Verzahnung des Vorgehens in 
beiden Domänen. Ziel dieser Arbeit ist die Berücksichtigung von Anforderungen 
der funktionalen Sicherheit während der Modellierung von Elektrik/Elektronik 
Architekturen (EEA), ihre formale Zuteilung zu Modellinhalten sowie die Unter-
stützung nebenläufiger und nachfolgender Aktivitäten der Fahrzeugentwicklung.
Ein gemeinsames Verständnis wird durch die gegenseitige Einstufung der adres-
sierten Aspekte sowie der Wirkungs- bzw. Geltungsbereiche geschaffen. Me-
thoden der Darstellung von Sicherheitsanforderungen und deren gegenseitigen 
Relationen aus Perspektive der EEA Modellierung sowie Gefährdungsselektiven 
Beziehungen zwischen Anforderungen und Modellartefakten unterstützen die 
formale Kombination beider Domänen. Im Sinne der Architekturoptimierung er-
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