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Abstract
Conditions are determined for the starlikeness of the Libera transform of functions
of bounded turning. In addition, several other differential subordinations and differential
inequalities are considered.
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1. Introduction
Let An be the class of functions f , which are analytic in the unit disc U
with normalization of the form f (z) = z + an+1zn+1 + an+2zn+2 + · · ·, with
A = A1. The subclass of A consisting of univalent functions is denoted by S ,
while the subclass of S consisting of starlike functions is denoted by S∗. An
analytic description of S∗ is given by
S∗ = {f ∈A: ∣∣argzf ′(z)/f (z)∣∣< π/2}.
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The class of strongly starlike functions of order β , denoted by S∗[β], is
S∗[β] = {f ∈A: ∣∣argzf ′(z)/f (z)∣∣< βπ/2},
where β ∈ (0,1]. Functions in the class
R= {f ∈A: Ref ′(z) > 0}
are called functions with bounded turning, and also satisfy R⊂ S .
There are many relations between the classes R and S∗. In this article we
discuss a relation between these two classes which involves the Libera integral
operator defined by
F(z)= 2
z
z∫
0
f (t) dt. (1)
There are many proofs of the result that if L :A→ A is the integral operator
defined by L[f ] = F , where F is given by (1), then
L[S∗] ⊂ S∗.
In 1986 Mocanu [3] showed that
L[R] ⊂ S∗ = S∗[1],
while in 1995 Mocanu [4] improved this result by showing that
L[R] ⊂ S∗[8/9].
In this article we show that a subcase of this last result can be sharpened to
L[R∩A2] ⊂ S∗[2/3].
In other words, if f ∈A and f ′′(0)= 0, then
Ref ′(z) > 0⇒ ∣∣argzF ′(z)/F (z)∣∣< π/3. (2)
From the definition of F as given in (1) we see that (2) is equivalent to the
following differential implication
Re
[
F ′(z)+ 1
2
zF ′′(z)
]
> 0⇒
∣∣∣∣arg zF ′(z)F (z)
∣∣∣∣< π3 . (3)
We use the theory of differential subordinations to prove this and other related
results in Section 3.
2. Preliminaries
We will need the three lemmas presented in this section to prove the main
results in Section 3. Recall that if f and g are analytic in U and g is univalent,
then the function f is said to be subordinate to g, written f ≺ g or f (z)≺ g(z),
if f (0)= g(0) and f (U)⊂ g(U).
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Lemma A (Hallenbeck and Ruscheweyh [1], [2, p. 71]). Let h be convex in U ,
with h(0) = 1, γ = 0 and Reγ  0. If p(z) = 1 + pnzn + pn+1zn+1 + · · · is
analytic in U and
p(z)+ zp
′(z)
γ
≺ h(z), (4)
then
p(z)≺ q(z)= γ
nzγ/n
z∫
0
h(t)t(γ /n)−1 dt. (5)
The function q is convex and is the best dominant.
Lemma B (Miller and Mocanu [2, p. 73]). Let n be a positive integer, λ > 0, and
let β0 = β0(λ,n) be the root of the equation
βπ = 3π/2− tan−1(nλβ).
In addition, let
α = α(β,λ,n)= β + (2/π) tan−1(nλβ), (6)
for 0 < β  β0. If p(z)= 1+ pnzn + pn+1zn+1 + · · · is analytic in U , then
p(z)+ λzp′(z)≺
[
1+ z
1− z
]α
⇒ p(z)≺
[
1+ z
1− z
]β
. (7)
Lemma C. Let q be convex in U , with q(0)= 1 and Req(z) >−1/2. If
h(z)≡ 2zq ′(z)+ q2(z)+ q(z),
then h is univalent (close-to-convex) in U . Moreover, if p is analytic in U , with
p(0)= 1, p′(0)= 0, and
zp′(z)+ p2(z)+ p(z)≺ h(z),
then p ≺ q , and q is the best dominant.
The proof of this last lemma follows by using a subordination chain argument
similar to that found in [2, p. 383].
3. Main results
Theorem 1. For 1/2 < ρ  1 define the functions
q(z)= qρ(z)=
[
1+ z
1− z
]ρ
, (8)
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and let t0 ∈ (0,1) be the unique solution of
tρ
[
(1− ρ)t2 cos ρπ
2
+ t sin ρπ
2
− (1− ρ) cos ρπ
2
]
+ t2 − 1= 0. (9)
If p is analytic in U , with p(0)= 1, p′(0)= 0 and∣∣arg[zp′(z)+ p2(z)+ p(z)]∣∣
< (ρ + 1)π
2
− arctan t0
1+ ρ − (1− ρ)t20
, (10)
then p(z)≺ qρ(z).
Proof. For the functions q(z)= qρ(z) as given in (8) define the functions
h(z)= hρ(z)= 2zq ′(z)+ q2(z)+ q(z).
The functions qρ are convex and satisfy |argq(z)|< ρπ/2. The functions hρ are
univalent (close-to-convex) and the domains hρ(U) are symmetric with respect to
the real axis. Our aim is to determine conditions on ρ so that
zp′(z)+p2(z)+ p(z)≺ hρ(z), (11)
and then use Lemma C to obtain p(z)≺ qρ(z).
Since the domain h(U) is symmetric with respect to the real axis, if we let
z = eiθ , then in analyzing its boundary we can restrict our attention to the case
0  θ  π . If we set t = cotθ/2, then t  0, z = (it − 1)/(it + 1), q(z)= (it)ρ
and
zq ′(z)=−ρ(it)ρ−1 1+ t
2
2
.
In this case we obtain
h(eiθ )= (it)ρ−1H(t), (12)
where
H(t)= (it)ρ+1 + it − ρ(1+ t2). (13)
From (12) we see that if
ϕ(ρ)≡Min
t0
[
argH(t)
]
, (14)
then
argh(eiθ ) (ρ − 1)π/2+ ϕ(ρ). (15)
If we set a = cos(ρ + 1)π/2 = − sinρπ/2 and b = sin(ρ + 1)π/2 = cosρπ/2,
in (13), then H(t)=U(t)+ iV (t), where{
U(t)= atρ+1 − ρ(1+ t2),
V (t)= btρ+1 + t . (16)
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Finding the minimum in (14) corresponds to finding the unique root of
V ′(t)U(t)−U ′(t)V (t)≡ ρG(t), (17)
where
G(t)≡ tρK(t)+ t2 − 1,
and
K(t)= (1− ρ)bt2 − at − b(1+ ρ).
Since 1/2 < ρ  1, a simple check shows that G(1)=K(1)=−(a + 2ρb) > 0,
G(0) < 0, and G(t) > K(t) > 0 for t > 1. In addition, since G′′(t) > 0, for
0 < t < 1, the function G(t) has a unique root t0 ∈ (0,1). From (16) and (17)
we obtain{
U(t0)=−
(
bt
ρ
0 + 1
)[
1+ ρ − (1− ρ)t20
]
,
V (t0)= t0
(
bt
ρ
0 + 1
)
and combining this with (14) and (15) we deduce that∣∣argh(eiθ )∣∣ (ρ − 1)π/2+ π − arctan t0
1+ ρ − (1− ρ)t20
, (18)
where t0 ∈ (0,1) is the unique solution of (9). Hence, if (9) and (10) are satisfied,
then we see from (18) that (11) is also satisfied. Thus we can apply Lemma C to
conclude that p(z)≺ qρ(z). ✷
If we set ρ = 1 in the theorem, then (9) has solution t0 =
√
2/2 and we obtain
the following result.
Corollary 1.1. If p is analytic in U , with p(0)= 1, p′(0)= 0 and
∣∣arg[zp′(z)+ p2(z)+ p(z)]∣∣< π − arctan
√
2
4
= 2.8017 . . ., (19)
then Rep(z) > 0.
Theorem 2. If F ∈A2 satisfies
Re
[
F ′(z)+ 1
2
zF ′′(z)
]
> 0, (20)
then ∣∣∣∣arg zF ′(z)F (z)
∣∣∣∣< π3 .
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Proof. We first show that condition (20) implies a sharp bound on |argF ′(z)|.
If we set p = F ′ in (20) and let h(z) = (1 + z)/(1 − z), n = 2 and γ = 2,
then differential inequality (20) can be rewritten in the form of differential
subordination (4). In this case we can apply Lemma A and from (5) obtain the
sharp subordination
F ′(z)≺ q(z)= 1
z
z∫
0
1− t
1+ t dt =−
2
z
log(1− z)− 1.
Using a previous calculation [5] for the specific function q we obtain∣∣argF ′(z)∣∣< θ ≡Max
|z|=1
∣∣argq(z)∣∣= 0.9110 . . .(52.23 . . .◦). (21)
We next use Lemma B to obtain a bound on |argF(z)/z|. In that lemma we take
λ= 1, n= 2, p(z)= F(z)/z and α = 2θ/π , where θ is given in (21). In this case
a simple calculation shows that p(z)+ zp′(z)= F ′(z), β0(1,2)= 1.1323 . . . and
we can use (6) and (7) to conclude that∣∣argF(z)/z∣∣< βπ/2= 0.419 . . . (24.0 . . .◦),
where β = 0.26737 . . .< β0 is the solution of
2θ/π = 0.5799 . . .= β + (2/π) tan−1(2β).
Our last step is to use Theorem 1 to obtain a bound on |argzF ′(z)/F (z)|. If we
set P(z)= F(z)/z and p(z)= zF ′(z)/F (z), then
F ′(z)+ 1
2
zF ′′(z)= 1
2
P(z)
[
zp′(z)+ p2(z)+ p(z)], (22)
where∣∣argP(z)∣∣< βπ/2= 0.419 . . . . (23)
From (20), (22) and (23) we obtain∣∣arg[zp′(z)+ p2(z)+ p(z)]∣∣< (1+ β)π/2. (24)
As in Theorem 1, for 1/2< ρ  1 define the functions
q(z)= qρ(z)=
[
1+ z
1− z
]ρ
.
Our aim is to satisfy conditions (9) and (10) of Theorem 1 in order to obtain
p(z)≺ qρ(z). From (24) we see that we can satisfy condition (10) by determining
values of ρ and t0 that satisfy (9) and
(ρ + 1)π/2− arctan t0
1+ ρ − (1− ρ)t20
 (1+ β)π/2= 1.99078 . . . . (25)
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In the special case when ρ = 2/3, Eq. (9) simplifies to
t2/3
[
t2
6
+
√
3
2
t − 1
6
]
+ t2 − 1= 0,
which has solution t0 = 0.7363 . . . . In this case, condition (25) is satisfied and
simplifies to
5π
6
− arctan 3t0
5− t20
= 2.1578 . . . (1+ β)π/2= 1.99078 . . ..
Thus we can apply Theorem 1 to conclude that p(z)≺ q2/3(z) and∣∣∣∣arg zF ′(z)F (z)
∣∣∣∣= ∣∣argp(z)∣∣< π3 . ✷
We next examine another differential inequality implying starlikeness.
Theorem 3. If F ∈A2, then∣∣∣∣arg
[
F ′(z)+ 1
2
zF ′′(z)
]∣∣∣∣< 2π3 ⇒ Re zF
′(z)
F (z)
> 0. (26)
Proof. Let p(z)= F ′(z), λ= 1/2 and n= 2 in Lemma B to obtain∣∣∣∣arg
[
F ′(z)+ 1
2
zF ′′(z)
]∣∣∣∣< απ2 ⇒ Re
∣∣arg[F ′(z)]∣∣< β π
2
, (27)
where
α = β + (2/π) tan−1(β), (28)
for 0 < β  β0 = 1.2187 . . . . If we let p(z)= F(z)/z, then p(z)+ zp′(z)= F ′(z)
and we can apply Lemma B again with λ= 1 and n= 2 to obtain
∣∣arg[F ′(z)]∣∣< β π
2
⇒
∣∣∣∣arg
[
F(z)
z
]∣∣∣∣< γ π2 , (29)
where
β = γ + (2/π) tan−1(2γ ), (30)
for 0 < γ  γ0 = 1.1323 . . . . If we set p(z)= zF ′(z)/F (z), then
F ′(z)+ 1
2
zF ′′(z)= 1
2
[
F(z)
z
][
zp′(z)+ p2(z)+ p(z)]. (31)
If F satisfies the first inequality in (27), then from (27), (29) and (31) we obtain∣∣arg[zp′(z)+ p2(z)+ p(z)]∣∣< (α+ γ )π/2.
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Comparing this last condition with condition (19) of Corollary 1.1, we see that if
(α+ γ )π
2
< π − arctan
√
2
4
= 2.8017 . . ., (32)
then we can apply Corollary 1.1, to obtain Rep(z) > 0.
If we choose α = 4/3, then from (28) we obtain β = 0.8755 . . . , and from (30)
we obtain γ = 0.4261 . . . . In this case (32) is satisfied since
(α+ γ )π
2
= 2.7637 . . .< π − arctan
√
2
4
= 2.8017 . . .,
and we conclude that
Re
zF ′(z)
F (z)
= Rep(z) > 0. ✷
2. Integral versions
If f ∈A, then the Libera integral operator L is defined by L[f ] = F , where
F(z)= 2
z
z∫
0
f (t) dt. (33)
A simple computation shows that
F ′(z)+ 1
2
zF ′′(z)= f ′(z),
and because of this relationship, we can apply Theorems 2 and 3 to deduce the
following properties of the Libera integral.
Theorem 4. If f ∈A with f ′′(0)= 0 and F is defined by (33), then
(a) Ref ′(z) > 0⇒ ∣∣argzF ′(z)/F (z)∣∣< π/3.
(b)
∣∣arg[f ′(z)]∣∣< 2π
3
⇒ Re zF
′(z)
F (z)
> 0.
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