Abstract. This paper introduces complexes of linear varieties, called inclics (for INductively Constructible LInear ComplexeS). As examples, we study galaxies (these are constructed starting with a star configuration to which we add general points in a larger projective space). By assigning an order of vanishing (i.e., a multiplicity) to each member of the complex, we obtain fat linear varieties (fat points if all of the linear varieties are points). The scheme theoretic union of these fat linear varieties gives an inclic scheme X. For such a scheme, we show there is an inductive procedure for computing the Hilbert function of its defining ideal IX , regardless of the choice of multiplicities.
Introduction
There is a long tradition of research on ideals of unions of linear varieties in projective spaces. Such an ideal is the intersection of ideals generated by linear forms. Examples include square free monomial ideals, ideals of star configurations [GHM] and ideals of finite sets of points. Research started with the radical case (see [D, DS, GO, HH, HS, L] for example) but there is also a lot of interest in ideals of schemes of linear varieties with assigned multiplicities, including but not limited to fat points (see [CHT, Fa, FHL, FaL, FrL, Fr, FMN, V] for just a few examples). The ideals in the uniform multiplicity case are symbolic power ideals; ideals in this special case are also of interest and are receiving increasing attention (see [BH, BH2, GHM, GMS, GHV2, HaHu, M] for example), but there are few cases where the Hilbert functions of arbitrary symbolic powers can be determined.
In this paper we introduce inclic schemes. These are schemes whose components comprise a complex of linear varieties called an inclic (for INductively Constructible LInear Complex). An inclic scheme is obtained by arbitrarily assigning a multiplicity (i.e., an assigned order of vanishing) to each component. Our main foundational result provides a recursive procedure for computing Hilbert functions of ideals of inclic schemes (in a forthcoming paper we will study minimal free resolutions). In certain cases this procedure can be applied to compute Hilbert functions of arbitrary symbolic powers of radical ideals. This substantially extends the range of examples of ideals for which this is possible. As an application, we define galactic schemes and explicitly compute the Waldschmidt constants of certain galactic schemes built up from star configurations. (A Waldschmidt constant is an asymptotic measure of the initial degrees of the symbolic powers of an ideal. These have arisen in a range of previous research (such as [BH, Ch, DHST, GHV1, HaHu, M, W, W2] ) and are related to work on multiplier ideals (see [EV, HaHu] and [La, Proposition 10.1.1 and Example 10.1.3] ).) 1.1. Inclics. To define inclics, let n > 0 be an integer. We work in the projective space P n over an arbitrary field K (some results will require the characteristic to be 0). An inclic
. . , H s P n such that the following conditions hold:
If s = 0 and each L i is a point, then the inclic is just a choice of r points L i , 0 < i ≤ r, of the hyperplane H 0 and one point L 0 not on H 0 .
1.2.
Galaxies. An interesting special case of an inclic comes from what we refer to as a galaxy. For this, we start with a star configuration. We recall [GHM] that a star configuration in P n is defined by a set of u > n hyperplanes A 1 , . . . , A u ⊂ P n such that the intersection of any i of the hyperplanes has dimension at most n − i. The star configuration of codimension e ≤ n is the set S(n, e, u) of the u e linear varieties arising as intersections of e arbitrary distinct choices A i 1 , . . . , A ie of the hyperplanes. Let N ≥ 1 be an integer and regard P n as a linear subvariety of P n+N . The galaxy G = G(n, N, e, u, h) = G(n, N, e, u, h; S(n, e, u), H) consists of S(n, e, u) and a choice of h general points H = {P 1 , . . . , P h } ⊂ P n+N . We refer to S(n, e, u) as the galactic center, to P n as the galactic (n-)plane, and to H as the galactic halo.
When h = N , this is an inclic
is the linear span of P n and the points P 1 , . . . , P h−1 , r = u e + h − 1 and the linear varieties L i are the points P j , j < h and the e-wise intersections comprising the elements of S(n, e, u).
1.3. Hilbert functions, symbolic powers, Waldschmidt constants and resurgences. Let
For any linear subvariety V ∈ P n , the ideal I V ⊂ R is the ideal generated by all forms vanishing on V . Let l i and h j be non-negative integers. An inclic scheme is a scheme of the form X = i≥0 l i L i + j>0 h j H j , by which we mean the scheme defined by
We note that such ideals are homogeneous and saturated.
, and for any m ≥ 1, the symbolic power I (m) is I (m) = I X in the case that l i = h i = m for all i and j.
For any homogeneous ideal I ⊆ R, the Hilbert function of I is the function h(I) defined as h(I, t) = dim K I t , where I t is the K-vector space span of all forms in I of degree t. If I X R is the saturated ideal defining a subscheme X ⊆ P n , the Hilbert function of X is the function h(X, t) = h(R, t) − h(I X , t) = t+n n − h(I X , t). In all cases, we adopt the understanding that Hilbert functions are 0 when t < 0.
An important value associated to any homogeneous ideal (0) = I ⊆ R is α(I), defined to be the least degree t such that h(I, t) = 0. We then define the Waldschmidt constant (introduced by Waldschmidt in [W] in case I is the ideal of a finite set of points) to be
This limit exists but in general is hard to compute and not many specific values are known.
Another asymptotic measure related to γ(I) which is also hard to compute is the resurgence [BH, BH2, GHV1] , defined for any homogeneous ideal (0) 
In general it is difficult to determine for which m and r we have I (m) ⊆ I r . The interest of ρ(I) is that it is the largest real c such that we always have I (m) ⊆ I r for m/r > c, but it is difficult to compute. It is not a priori even clear that it exists. It is known and easy to see that 1 ≤ ρ(I).
Much deeper is the fact that I (m) ⊆ I r whenever m/r ≥ n [ELS, HoHu] from which it follows that ρ(I) ≤ n and hence ρ(I) exists. This raised the issue of getting better bounds. One of the main results for bounding and sometimes computing ρ(I) is that of [BH] which says that
, where reg(I) is the CastelnuovoMumford regularity of I, but these bounds depend on γ(I) which has so far been computed in relatively few cases.
1.4. An application. Our work here builds on the results of [FHL, FaL] concerning finding Hilbert functions of fat points for points lying in a hyperplane, but now we allow linear spaces of higher dimension, not all of which need to be contained in a hyperplane. As an application of our results we compute galactic Waldschmidt constants. To state our result, let G = G(n, N, e, u, N ). Let G ⊂ P n+N be the reduced Galactic inclic scheme whose components are the elements of G; i.e., G is the reduced scheme theoretic union of the N points of G and the u e e-wise intersections of the associated star configuration S(n, e, u). Then we have: Theorem 1.1. Let G be a reduced galactic inclic scheme as above.
(a) We have 2
(c) If e = n, then
In the case that h = N = 1, e = n and u = n + 1, we can, up to choice of coordinates, regard G as the coordinate vertices in P n+1 . In this case, u = n + 1 so the ideal I G can be chosen to be a monomial ideal and we recover the known facts that γ(I G ) = n+2 n+1 and ρ(I G ) = 2(n+1) n+2 . We note that the bound 2 γ(I G ) ≤ ρ(I G ) is always better than the bound 1 ≤ ρ(I G ), and the bound ρ(
is often better than the bound ρ(I G ) ≤ n + N (such as if u is not too big, say u ≤ 2n + N ).
The foundation for these results is our work on inclics. In section 2 we prove a lemma we will use later and we set up our technical notation. In section 3 we prove our main foundational results for inclics. In section 4 we prove Theorem 1.1.
Preliminaries
Let X ⊂ P n be a set of c points regarded as a reduced subscheme. It is well known that reg(I X ) = τ + 1 where τ is the least degree t such that the points impose independent conditions on forms of degree t (i.e., such that h(I X , t) = t+n n − c).
Lemma 2.1. Let H ⊂ P n be a hyperplane and let X ⊂ P n be a set of c + 1 points regarded as a reduced subscheme, with exactly c of the points lying in H. Let X ′ = X∩H, then reg(I X ′ ) = reg(I X ).
Proof. Choose coordinates such that
. Let τ ′ = reg(I X ′ ) − 1 and let τ = reg(I X ) − 1. Thus the points of X ′ impose independent conditions on forms of degree τ ′ in K[H], and hence also in K[x 0 , . . . , x n ]. Let p be the point of X not in H; up to choice of coordinates we can regard p as being general, hence it imposes an additional independent condition. Thus τ ≤ τ ′ .
On the other hand, it follows from [FrL, Corollary 3.3] and from [DG, Proposition 2 .1] that τ ′ ≤ τ , hence τ = τ ′ , so reg(I X ′ ) = reg(I X ).
Hereafter we study fat inclic schemes for some fixed hyperplane H 0 ⊂ P n . Clearly, we may choose coordinates such that
We fix such a choice of coordinates for the rest of this article. We denote the linear forms defining H j for j > 0 by η j . We also take Y to be the fat subscheme
The following notation will be useful. If
Note that in the special case that k = 0 (i.e., that L 0 is the point p defined in P n by (x 1 , . . . , x n )), we have (J ′(0,t) ) i = J ′ i for i ≥ t and (J ′(0,t) ) i = 0 for i < t; in short, if we know J ′ , then we immediately know J ′(0,t) for all t.
Note that R has a bi-grading; i.e., the direct sum R = ⊕ ij R ij has the property that R ij R st = R i+s,j+t , where R i is the K-vector space span of the forms in R ′ = K[x 1 , . . . , x n ] of total degree i, and R ij is the K-vector subspace x j 0 R i ⊂ R. We say an element F ∈ R is bi-homogeneous if F ∈ R ij for some i and j, and we say an ideal I ⊆ R is bi-homogeneous if I = ⊕ ij I ij , where I ij = I ∩ R ij . As usual, I is bi-homogeneous if and only if I has bi-homogeneous generators, and intersections, sums and products of bi-homogeneous ideals are bi-homogeneous.
Hilbert Functions
We can now state and prove our main theorem.
Theorem 3.1. Let Y ′ , Y ′ i , Z, W and X be as above, let l ′ = max(l 1 , . . . , l r ). Then I X = η h 1 1 · · · η hs s I W and h(I X , t) = h(I W , t − j>0 h j ), where
Proof. It is obvious that I X = η h 1 1 · · · η hs s I W and h(I X , t) = h(I W , t − j>0 h j ), so now we consider I W and h(I W , t). To begin, note that the ideals I L i ⊂ R are bi-homogeneous (having bihomogeneous generators), so I Y and
The fact that h(I W , t) =
is now immediate, keeping in mind that the Hilbert function is computed with respect to the singly graded structure of R; i.e., (I W ) t = ⊕ i+j=t (I W ) ij . But the value of h(I Z , t − l ′ ) is known; the formula given in the statement of the theorem comes from [DHST, Lemma 2.1].
The case with k = 0 is particularly simple; in this case, if we know the Hilbert functions of Y ′ j for all j, then we know the Hilbert functions of W and hence X.
Corollary 3.2. Under the hypotheses of Theorem 3.1, let λ = min(l ′ − 1, t − l 0 ). If we also have k = 0, then
Proof. This follows immediately from Theorem 3.1, since (
Remark 3.3. Examples for which we would know the Hilbert functions of Y ′ j ⊂ H 0 for all j can be constructed inductively. For example, start with a flag of projective spaces V 1 ⊂ V 2 ⊂ · · · ⊂ V n , each contained in the next as a linear subvariety, with V i ≃ P i . Let U 1 ⊂ V 1 be any finite set of points u 11 , . . . , u 1s . Let U 2 consist of a point u 21 ∈ V 2 \V 1 together with any lines u 22 , . . . , u 2s 2 ⊂ V 2 not containing u 21 or any component of U 1 (i.e., not containing u 1i for any i). Continue in this way, so U i consists of a point u i1 ∈ V i \ V i−1 and a finite set of hyperplanes u ij ⊂ V i not containing u i1 and not containing any of the components of U j for j < i. Then U 1 ∪· · ·∪U n defines an inclic and for any multiplicities m ij we can inductively compute h(I X , t) for any t, for X = ij m ij u ij . Indeed, define X 1 = j m 1j u 1j , and then X 2 = X 1 + j m 2j u 2j , and in general X k = X k−1 + j m kj u kj . Since we know h((X 1 ) i , t) for all i and t, Theorem 3.1 gives us h((X 2 ) i , t) for all i and t, and similarly h((X k ) i , t) for each k in turn for all i and t, and hence eventually h(X n , t) for all t.
Our result also handles other constructions. For example, instead of starting with points in P 1 , we could start with a star configuration of points in P 2 (i.e., the points of pair-wise intersection of a finite set of lines, no three of which meet at any single point, see [GHM] ). Let S be the scheme theoretic sum of the points of the star and consider the scheme iS. The Hilbert function of iS is known for all i ( [CHT] ), so we can proceed as above to construct an X n , as long as in this case we assign the same multiplicity to each point of S (the Hilbert function is not always known if the multiplicities of the points of S are allowed to vary).
Given a closed subscheme X ⊂ P n with corresponding ideal I X , define α(X) = α(I X ) to be the least degree t such that there is a non-trivial form F ∈ (I X ) t .
Lemma 3.4. With the previous notation, there is a least j ≥ 0 such that α((I Y ′ j ) (k,l 0 ) ) = l 0 . Let l ′ = max(l 1 , . . . , l r ) and let d be this least j. If, moreover, char(K) = 0, then
Thus there is a least j such that 
The argument for the second claim is similar. Let j < d and consider any non-zero homogeneous element
Again not all of the partials of F are 0 but they all belong to I Y ′ j+1 . Since deg(F ) > l 0 , they all also belong to (x k+1 , . . . , x n ) l 0 and hence to (
. . , H s P n be an inclic, and let W = i≥0 l i L i and X = i≥0 l i L i + j>0 h j H j for non-negative integers l i and h i . Let Y ′ i be as above, and let l ′ = max(l 1 , . . . , l r ) and
Proof. Since I X = η h 1 1 · · · η hs s I W , where η i is the linear form defining H i , we see that α(X) = h+α(W ). Since l 1 , . . . , l r , l 0 ≤ α(W ), the lower bound max(l ′ , l 0 ) ≤ α(W ) holds. Since x l ′ 0 x l 0 n ∈ I W , the upper bound α(W ) ≤ h + l ′ + l 0 also holds.
To get more precise information, note by ( * ) in the proof of Theorem 3.1 that
, and in addition we
and hence α(I Y ′ j (k,l 0 ) ) + j ≥ l 0 + d for all j < d, and therefore α(W ) = l 0 + d, as claimed.
Galaxies
In this section we prove Theorem 1.1. In order to compute γ(I X ), we will determine α((I X ) (j) ) for an unbounded sequence of values of j. Our inductive procedure requires information about star configurations as a starting point. The following result is from [BH] .
Theorem 4.1. Let 1 ≤ e ≤ n < u be integers. Let A ⊂ P n be the reduced scheme theoretic union of the linear varieties comprising the star configuration S(n, e, u). Then α(reA) = ru for any integer r ≥ 1, α(A) = u − e + 1 and, if e = n, reg(I A ) = u − n + 1.
Proof of Theorem 1.1. Let G = G(n, N, e, u, N ; S(n, e, u), H) and let the points of the galactic halo
The bounds on ρ(I G ) come from α(I G )/γ(I G ) ≤ ρ(I G ) and, when e = n, ρ(I G ) ≤ reg(I G )/γ(I G ) [BH] . Since G spans P n+N , we see 1 < α(I G ), but G is contained in the span of P n and N points, each of which is contained in a hyperplane in P n+N , so α(I G ) ≤ 2; thus α(I G ) = 2. And by Lemma 2.1 with e = n, reg(I G ) = reg(I G 0 ), but reg(I G 0 ) = u − n + 1 by Theorem 4.1. Now define the following sequence: a 0 = re, a 1 = ru, and for i ≥ 0, let a i+2 = 2a i+1 − a i . It's easy to check that a i = iru − (i − 1)re. In what comes below, for each i we regard I G i as an ideal in K[P n+i ]. We begin by noting that a 1 = α(I a 0 G 0 ). We will show by induction that a i+1 = α(I a i G i ), and hence that α(I a N G N ) = (N + 1)ru − N re, so γ(I G N ) = lim r→∞ ((N + 1)ru − N re)/(N ru − (N − 1)re) = ((N + 1)u − N e)/(N u − (N − 1)e), as claimed.
To show that a i+1 = α(I a i G i ) we will apply Corollary 3.5. The W of Corollary 3.5 is G i ; L 0 = P i and the L j , j > 0 are the components of A and the points P 1 , . . . , P i−1 ; H 0 is the linear span of P n and P 1 , . . . , P i−1 ; P n there is P n+i here; and l ′ = l j = a i for all j. Moreover, k in the corollary is 0, since L 0 is a point. 
