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Abstract. The Internet of Things (IoT) devices gather a plethora of data by sensing and monitoring 
the surrounding environment. Transmission of collected data from the IoT devices to the cloud 
through relay nodes is one of the many challenges that arise from IoT systems. Fault tolerance, 
security, energy consumption, and load balancing are all examples of issues revolving around data 
transmissions. This paper focuses on energy consumption, where a priority-based and energy-
efficient routing (PriNergy) method is proposed. The method is based on the Routing Protocol for 
Low-Power and Lossy Networks (RPL) model, which determines routing through contents. Each 
network slot uses timing patterns when sending data to the destination, while considering network 
traffic, audio and image data. This technique increases the robustness of the routing protocol and 
ultimately prevents congestion. Experimental results demonstrate that the proposed PriNergy 
method reduces overhead on the mesh, end-to-end delay, and energy consumption. Moreover, it 
outperforms one of the most successful routing methods in an IoT environment, namely, the 
Quality of Service RPL (QRPL). 




The Internet of Things (IoT) plays an increasingly significant role in our daily lives, as it maintains 
better service quality through continuous data collection [1, 2]. Sustainable IoT is a system of 
interconnected smart mechanical machines, computing devices, digital machines and objects with 
the capability of transmitting data on a network of connected intermediate nodes to a cloud data 
center. Stationary and mobile IoT devices aid in the provisioning of both simple and complex 
services for cloud environments and big data applications [3]. However, as the size of an IoT 
application grows, the limitations of such IoT devices can be noticed. Fault tolerance, security, 
energy consumption, and load balancing are all examples of challenges that face data transmissions 
within large scale IoT applications [4, 5]. Among these challenges, energy consumption has gained 
particular attention in recent literature [6, 7].  
Energy-aware IoT applications in the light of consumption, harvesting, computing as well as 
energy optimization is becoming a critical industry issue [8, 9]. IoT has paved the path for low 
power devices to become part of the Internet and contribute to the collection and exchange of data 
to meet the requirements of the deployed systems. The deployment of such systems has 
revolutionized the exchange of information and services in a variety of fields including health and 
environmental monitoring. Therefore, energy aware routing is of utmost importance for IoT 
applications. 
Most IoT applications focus on monitoring discrete events that generate an excessive amount of 
data [10]. Mining big data that has been gathered by sensors and other IoT components is a 
challenge for IoT systems. With the wide range of IoT applications that use Wireless Sensor 
Networks (WSN) as a means of communication and data transformation, the related security issues 
become more critical. Hence, different security mechanisms have been proposed [11]. It is worth 
noting that WSNs have many other challenges due to their small coverage area, hardware and 
connectivity capabilities [12]. Obviously, the inherent challenges of such type of networks are the 
aggregation, transmission and routing of data from the source node to the final destination [13]. 
For example, collecting a large amount of big data (containing “videos” and “images”) results in 
a high traffic load in the main network. Network congestion results in an unreliable and 
unpredictable behavior of the network. Therefore, nodes in the environment can be harvested for 
their energy while routing data [14]. 
Smart devices and sensors continuously send data to the cloud in which the cloud must analyze 
the data and make a prompt decision, especially when considering dynamic environments [15]. 
Therefore, to avoid data congestion and overhead, developing an appropriate and energy-efficient 
routing protocol is a must. 
In this paper, a priority-based and energy-efficient routing method is presented that is based on the 
Low-Power and Lossy Networks (RPL) model for sustainable IoT, where routing is determined 
by the content type. In the proposed RPL model, if an error occurs in a parent member node, its 
members will remain alive until the convergence and configuration of the parentless parenthesis 
and their packets expire due to the time lapse. In addition, we attempt to select the parent node and 
prevent delay. We use content-based routing technology alongside the RPL protocol in which 
content determines routing. By combining roaming data related to transitional relay nodes for 
processing, aggregation of data can be achieved at a higher rate, hence the traffic in the main 
network is effectively reduced. Therefore, a considerable reduction in the delay could be obtained 
besides satisfying the requirements of Quality of Service (QoS). 
The main contributions of this paper are summarized as follows: 
• Proposing a priority-based and energy-efficient RPL routing model for IoT systems that 
can reduce traffic, delay and node energy consumption. 
• Selecting the appropriate parent member node in the RPL protocol to prevent the creation 
of inappropriate branches and reduce delay and energy consumption. 
• Increasing network efficiency in terms of optimal speed of packet transmission in the IoT 
environment. 
The remainder of this article is organized as follows. In the next section, studies related to the 
proposed method are reviewed in terms of their limitations and advantages. In Section 3, the 
proposed routing method is presented. Section 4 provides the implementation of the proposed 
method and its evaluations are carried out. Finally, Section 5 concludes the paper with suggestions 
for future work. 
 
2. Related work 
This section presents a discussion on the recent studies of routing protocols for priority-based and 
energy-efficient methods in IoT environments.  
2.1 Priority-based Routing 
Routing models and data aggregation methods in Wireless Sensor Networks (WSNs) are of great 
interest [8, 9]. Two approaches are widely proposed: centralized and distributed. Before the 
network starts to work, a pre-computation is performed and the optimal routing structure is created. 
For example, the authors in [16] proposed a merger tree solution for maximum network lifetime. 
An energy-aware data aggregation approach was considered in [17], that minimizes the number of 
packets in a WSN environment. The above methods incur significant control packet overhead, 
hence, distributed clustering approaches, are used to reduce the overhead [18, 19]. Such 
approaches resort to hierarchical topologies through localized message distribution. Nevertheless, 
shortest path which is a simple topology was used in [20]. An approach of dynamic clustering was 
presented in [21]. In any application or event, the clustering process should be performed. This 
imposes a huge transfer cost to form clusters. Moreover, tree-based approaches [22, 23], or 
Directed Acyclic Graph (DAG) [8] also need a particular routing topology to run, and therefore, 
the ability to handle dynamic network situations is limited. The reason for this is that whenever a 
change in the network dynamics occurs, such as a failure of the initial energy link or discharge of 
some of the critical IoT nodes, the network topology must be updated to reflect the circumstances 
of the ruling. At the same time, this will introduce additional traffic control costs and imposes 
additional delays. 
2.2 Energy Efficient Routing 
The authors in [24] presented an energy-aware routing model to manage power consumption for 
data transfer to cloud data centers. The experimental results have been evaluated with linear 
programming methods. In [12], a routing approach for IoT environments has been proposed. This 
method is based on the Ant Colony inspired algorithm for solving complex problems. The solution 
creates a decentralized ant-based algorithm using the ability to navigate naturally in order to 
discover the shortest route from a source to a destination. Similarly, a specially optimized target 
function for RPL is provided that allows more nodes to be used as routing nodes in the choice of 
the parent to create a Destination Oriented DAG (DODAG) structure. In this method, after 
receiving an IPv6 routing protocol for RPL from a neighbor, a score for each of the unnamed nodes 
is calculated. 
The authors in [25] proposed a power-aware routing protocol based on the Ad hoc On-Demand 
Distance Vector (AODV) protocol for vehicular networks. Moreover, the authors in [26] presented 
an autonomic director architecture based on energy consumption for cloud computing. Finally, to 
cope with the mentioned problems, the Content-Centric Routing (CCR) method proposed in [27] 
was used to deliver content-based information flow and optimal data integration within a network 
with the aim of reducing network delay, protecting energy sources, preventing duplicate network 
traffic, and increasing life span. 
Dhumane et al. [28]  presented an energy-aware deduction routing method based on a many-
objective algorithm for IoT networks. Three important factors including lifetime of node, energy 
and distance rate were considered in the evaluation of the routing protocol. The authors applied 
the c-means method for cluster head selection to minimize the number of IoT nodes. Experimental 
results show that the proposed routing method has feasible and optimal feedback in comparison to 
other heuristic algorithms. In another research [29], the authors proposed a fuzzy clustering 
approach to enhance energy efficiency of routing protocols in IoT environments. This research 
presented an immune-inspired routing algorithm with high reliability and minimal energy 
consumption for IoT nodes. The minimization of energy consumption for cluster communication 
is the primary contribution of this research. Simulation results showed that the packet loss ratio 
and jitter ratio for the proposed algorithm are less than the other optimized algorithms used for the 
same scenario. 
Wang et al. [30] presented a partial energy-aware routing approach to balance energy consumption 
of WSN nodes in the Ad hoc On-Demand Distance Vector (AODV) protocol. This research 
focused on the partial energy level of each node to recognize optimal link information of 
neighboring nodes. Simulations were conducted using the NS2 tool and results showed efficiency 
of the proposed approach. In another work [31], a Markov chain process and an energy-efficient 
routing protocol was presented for Unmanned Aerial Vehicles (UAV) in IoT environments. A 
probabilistic communication graph method was proposed to support semi-deterministic 
communications between UAV nodes with the aim of reducing delay ratio and energy 
consumption using the proposed routing protocol.  
 
3. Proposed Methods 
IoT systems are developed for various applications such as health-care, urban services, and smart 
city infrastructure [10, 32]. However, collecting large amounts of big data for multimedia content 
from such networks often results in traffic congestion in the main network. To solve such an issue, 
we have developed PriNergy: a priority-based routing method based on the RPL protocol. In the 
proposed PriNergy routing method, the timing pattern is used such that the time and distance data 
are sent to the destination in each network slot, in addition to the type of network traffic and data 
type. This process increases the quality of routing and ultimately prevents congestion.  
Figure 1 depicts the proposed PriNergy’s framework. A number of different sensors are used to 
collect data from all the electronic devices that exist in an IoT environment (A). Data transmission 
between nodes and finding the best route between the nodes to transmit, is one of the challenging 
issues in the area of IoT. Therefore, the RPL protocol is employed to look for an appropriate route. 
In an IoT environment, objects have severe resource constraints, and hence, resource management 
is necessary to achieve optimal node connection and communication with other devices over the 
Internet. However, collecting large volumes of data from a network, specifically images and 
videos, results in traffic congestion in the main network area. Therefore, we have developed a 
routing method, which determines the proper route according to the content of the object. In low 
traffic scenarios, video packets are put in Time Division Multiple Access (TDMA) slots. On the 
contrary in high traffic scenarios, audio packets are put in TDMA slots (B and C). In RPL, a node 
employs a DODAG Information Solicitation (DIS) message to find its next node for neighboring 
DODAGs (D). Each node makes DODAG detection, creation, and maintenance. Detailed 
explanation on the framework is provided in the following sub-sections. 
3.1. Low-Power and Lossy Networks (RPL) 
The RPL routing protocol is developed and standardized by the Internet Engineering Task Force 
(IETF) for lossy and low-power networks to enable connectivity in Internet mesh networks [33]. 
RPL employs an active process to create and maintain a routing topology of a destination-oriented, 
directed, non-circular graph. In this graph, the data is concentrated on the root of DODAG. The 
edges make a path from each node to the root of DAG. If the network is happened to be in a 
constant situation, a low-rate DODAG Information Object (DIO) beacon process is used by RPL 
to preserve the topology of the DODAG routing. Trickle timer controls the DIO beacon. 
 
 Figure 1. The proposed RPL routing model for IoT systems 
Generating RPL messages is based on the Trickle timer. Trickle timers allow nodes to reduce the 
transmission of their control messages while preserving network stability. As long as a node 
receives messages that are compatible with its own data, the node expands the sending of its control 
packets exponentially until reaching a maximum value [34]. 
The proposed DODAG is defined as the input of routing with 𝐷𝑂𝐷𝐴𝐺 = (𝑉, 𝑁), such that 𝑉 is 
the set of nodes and 𝑁 is the set of bits to transmit in a packet according to equation (1): 
V= (V0 (Ns), V1 (𝑁+,), V2 (𝑁++), V3 (𝑁-,), V4 (𝑁-+)… Vi (𝑁.,), Vi+1 (𝑁.+), Vi+2 (𝑁./+, ), Vi+3 (𝑁./++ ))     
(1)   
where V0 is the DODAG root, Ns is the initial bit, N1, and N.+ are independently used to show the 
value of 0 and 1 of the ith bit in binary coding video or voice packets. 
3.2. Proposed Priority-Based Routing Protocol 
In the proposed PriNergy routing technique, each node in the network has two properties: ‘priority’ 
and ‘transmission rate’. Node priority is a random digit of 0 or 1 (0 for high priority and 1 for low 
priority). Each packet of the node being generated has a single-bit field, which takes 0 or 1 at the 
source and is sent to the destination node. 
The input packets in the network are mostly video and audio types. As shown in the PriNergy 
Algorithm below, video data transmitting nodes have high priority (0) and audio data transmitting 
nodes have low priority (1). When there is network congestion, nodes with smaller data, such as 
audio and text, have the priority for sending packets. When the network has no congestion, nodes 
with more packets such as videos have priority for transmitting their packets. 
The TDMA time slot is used to synchronize between the sender and receiver and reduce energy 
consumption. In order to place the data in a TDMA slot, traffic is checked first. Provided that the 
traffic is high, audio packets are sent; otherwise, video packets are sent. Dedicating a time slot to 
send the packets is based on node priorities and transmission rates. The coordinator is responsible 
for dedicating time slots. If several nodes have the same priorities, selecting TDMA would be 
based on the transmission rate.  
Using the information processing unit, frame values could be modified to put a frame in an inactive 
mode. Preamble bits are used in the first part of the frame to synchronize between the sender and 
receiver. For example, the receiver finds that valid data is located on the channel by receiving a 
sample of 01010101 when no data is available on the channel. When the receiver receives 
10101011, which includes the two sequential bits of 1, it will indicate that the valid data starts after 
the two sequential 1s, and should be ready for receiving. The module adjusts its preamble bits in 
order to receive the rest of the bits. 
The number of iterations depends on the initial settings made by the information processing unit 
for the module in the preamble bits. After validation of the data on the channel i.e. after receiving 
the sequential bits 11 of the sample 10101011 in the preamble bits), the subsequent bits are sent 
as the address.  
The source address represents the sender's address of the frame. In the receiver's address field, the 
address of the device to which the frame is sent is stored to indicate which frame the sensor node 
should be sent to. In the control part of the packet, it is determined how much the length of the 
payload part is. If a confirmation is needed to be sent, then the Ack bit is activated in the packet 
control section. The payload is also the space used by the data processing unit to receive data from 
the sensor using serial communication between the data processing unit and the module. In the 
module settings section, the length of the payload can be configured from 0 to 32 bytes.  
The Cyclic Redundancy Check (CRC) at the end of the frame is responsible for the correctness of 
the frame. When the error detection code is enabled, the frame's validity is checked, otherwise, if 
the CRC does not match the frame, then the frame is invalid. 
 
 
4. Experiment Discussion 
The evaluation of PriNergy is presented in this section. We first highlight the experimental setup 
and the parameters used, namely, energy consumption, end-to-end delay, and routing overhead. 
Then, a discussion on the results obtained using the proposed method is given.   
4.1. Simulation Setup 
NS2 [35] was adopted for the simulation tests. The parameters used in the experiment are tabulated 
below. 
Table 1. Experimental setup 
Parameters Values  
Radio range of the node 250 meters 
Network Dimensions 1000 x 1000 meters 
Node movement model Random Waypoint 
Simulation time 300 second 
Traffic type CBR 
Packet size 512 Byte 
Node energy 2 Joule 
 
To evaluate the energy consumption factor that includes the energy used to store and retrieve data, 
two equations were formulated as shown below. The energy required to be transmitted is depicted 
in equation (2) and the energy necessary for receiving the data by the node is obtained in 
accordance to equation (3). 
 𝐸3456 = 	𝐸89:53 ∗ 𝑠 + 𝐸:>? ∗ 𝑑-  (2)  
 𝐸94A4.B4 = 𝐸94AB ∗ 𝑠												(3) 
Moreover, total energy consumption for all nodes at the sending and receiving procedure in the 
RPL model is calculated according to equation (4), where k is the number of nodes in the RPL 
path: 
𝐸DE8:F 	= 	∑ (𝐸3456 + 𝐸94A4.B4)H.I+  (4) 
 
Table 2 outlines the parameters used in the energy consumption equations (1) and (2). 
 
Table 2. Energy consumption parameters 
Variable Value 
𝐸89:53  The total energy used to transmit 1 bit of data 
𝐸:>?  Energy consumed for amplification 
𝑠 Message size for each bit 
𝑑 Message transmission distance 
𝐸94AB The energy required to receive a data bit 
𝐸DE8:F 
The energy consumed with all nodes at the 
sending procedure 
The ratio of the total size of control packets to the total size of data packets delivered to the 
destination is identified as the routing overhead. The control packet includes packets sent to request 
a route and the packet sent back because of a route error, denoted by Rreq and Rerr, respectively, to 
the total packet size of data packets delivered to the destinations (Table 3). The overhead of the 
routing bandwidth is another important parameter. However, routing overhead is non-measurable 
in the simulation environment, hence, our experiments neglected routing overhead. For clarity 
reasons, we show how the routing overhead is calculated: 
𝑅𝑜𝑢𝑡𝑖𝑛𝑔	𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑 = VWXY/VXWW
Z
  (5) 
Table 3. Routing overhead parameters 
Variable Value 
Rreq The route requested  
Rerr The error of the route 
V The total packet size of data packets 
 
End-to-end delay (EED) is composed of three parameters dtrans, dprio, and dtraf, where dtrans is the 
time for transmitting a packet's bits, dprio is the time for checking a packet's priority in a TDMA 
slot, and dtraf is the time required to check the network traffic (Table 4). EED is calculated as stated 
in equation 6.  
𝐸𝐸𝐷 =




Table 4. End-to-end delay parameters 
Variable Value 
dtrans The time needed for transmitting a packet's bits  
dprio The time needed for checking a packet's priority in TDMA slot 
dtraf The time required to check the network traffic   
N Number of packets received 
 
We evaluated the priority-based algorithm (PriNergy) in different scenarios using various criteria. 
The proposed algorithm is compared with a QoS based routing protocol for RPL (QRPL) [36] in 
terms of energy consumption, routing overhead, end-to-end delay against maximum speed of the 
nodes, and pause time of the nodes. This comparison shows the efficiency and functionality 
between our proposed model and the QRPL method. 
 
 
4.2. Energy consumption  
A comparison between the PriNergy algorithm and the QRPL is given in this section in terms of 
energy consumption. Each node consumes energy for storing and retrieving data. In a network, the 
energy of a node is very important and depends on the battery, which has a limited energy source. 
The energy consumption adopted within our proposed algorithm considers three criteria: the pause 
time of a node, the number of nodes, and the maximum speed of the nodes. 
4.2.1. Energy Consumption vs Pause Time of the Nodes 
As shown in Figure 2, for each node provided, the pause time is increased and the energy 
consumption is reduced. It shows that the packets are well managed and uploaded for different 
traffic types, and the need to rebuild the links is reduced, hence, the lifetime of the algorithm is 
increased. The trend of reducing energy consumption in the proposed algorithm is higher than that 
of the QRPL algorithm. 
 
Figure 2. Energy consumption vs pause time of the nodes 
4.2.2. Energy Consumption vs the Number of Nodes 
In Figure 3, we compare our proposed technique against QRPL in terms of energy consumption 
against the number of nodes. By increasing the number of nodes, energy consumption of the 
network for both algorithms decreases; when the number of nodes increase in the entire network, 
the frequency of a node in a sample space is greater. It can be said that when the network density 
increases, nodes consume less energy for routing. Such reduction of energy consumption using the 
PriNergy algorithm is due to the use of supplementary nodes. This confirms the scalability of the 
proposed algorithm. The reduction of energy consumption in the proposed algorithm is higher than 
that of the QRPL algorithm. 
 
 
Figure 3. Energy consumption vs the number of nodes 
 
4.2.3. Energy Consumption vs Maximum Speed of the Nodes 
As shown in Figure 4, for both algorithms, when the maximum speed of the nodes is increased, 
the average energy consumption increases as well. This is due to the network topology dynamics; 
when the nodes move more quickly, the network topology changes faster. Therefore, there is a 
need for more routing, which will increase the overall energy consumption. 
 




4.3. Routing overhead 
Simulation results of routing overhead are illustrated in Figure 5 for the PriNergy algorithm and 
compared with that of the QRPL algorithm. Routing overhead is the total number of control 
packets in the network layer that were sent during the simulation time, including packets requesting 
a path, packets responding with the path requested, and packets announcing path failure. The 
maximum speed of nodes is set to 25 m/s, the number of nodes is set to 100, and the energy of 
each node is set to 2 Joules. 
As depicted in Figure 5, as the pause time of the nodes increases and node mobility decreases, the 
routing overhead is reduced. In the PriNergy algorithm, given the prioritization of the coordinates 
and the sending packets regarding the type of traffic, the longer the nodes pause, the less need for 
the redesign of the proposed algorithm. Therefore, fewer requests for paths are sent to the network, 
resulting in a decrease in routing overhead. 
 
Figure 5. Routing overhead vs pause time of the nodes 
 
4.4. Average End-to-End Delay  
A comparison between the PriNergy algorithm and QRPL is presented in terms of end-to-end delay 
in this section. The end-to-end delay is the average time needed for packets to reach their 
destinations. In the simulation settings, the maximum speed of the nodes was set to 25 m/s and the 
number of nodes was set to 100. 
 
4.4.1. The Average End-to-End Delay vs Maximum Speed of the Nodes 
For the simulation, the pause time was set at 1 second. As shown in Figure 6, as the maximum 
speed of nodes increases, the average end-to-end delay also increases in both algorithms. This is 
the effect of the dynamics of network topology and the breakdown rate of the paths. However, the 
average end-to-end delay in the proposed method is lower than QRPL. 
 
 
Figure 6. The average end-to-end delay vs maximum speed of the nodes 
 
4.4.2. The Average End-to-End Delay vs Pause Time of the Nodes 
As can be seen in Figure 7, with increasing pause time of the nodes, network dynamics decreases 
and the network becomes more stable. Therefore, there is no need for re-routing. In this situation, 
as the pause time increases, the delay and the link loss decrease.  Because of the prioritization and 
scheduling for sending packets in the proposed method, delay reduction is more noticeable. 
 
Figure 7. The average end-to-end delay vs pause time of the nodes 
 
4.4.3. The Average End-to-End Delay vs Number of Nodes 
In Figure 8, two algorithms are compared in terms of the average end-to-end delay when the 
maximum speed of the nodes is set to 25 m/s, the energy of each node is 2 Joules and the pause 
time is equal to 1 second. As shown in the figure, increasing the number of nodes does not have a 
very significant effect on end-to-end delay in comparison to other parameters studied. However, 
by increasing the number of nodes and increasing network density, the mean end-to-end delay in 
both algorithms decreases, which is in fact due to the increase in the number of paths between the 
source and the destination, and the selection of auxiliary nodes. 
 
Figure 8. The average end-to-end delay vs number of the nodes 
5. Conclusion and future work 
IoT applications require excessive bandwidth usage and cause traffic congestion in the network 
core. Routing packets from the source to the destination proves to be a challenging issue for IoT 
systems [37], especially in densely crowded environments [38]. With the increase in the number 
of wireless IoT devices, energy consumption has become a critical issue [39]. A new RPL-based 
method is proposed in this article to minimize IoT device energy-consumption. Our method 
considered the QoS of IoT applications, where TDMA time slot is used to synchronize between 
the sender and receiver and reduce energy consumption. Moreover, the DODAG routing topology 
was controlled by the Trickle timer. The evaluation of the proposed method was conducted using 
NS-2 to compare the energy consumption, routing overhead, and end-to-end delay of the proposed 
and traditional methods. Experimental results illustrated that the proposed priority-based routing 
method using the TDMA model does decrease node energy consumption efficiently and provide 
significant minimization of the end-to-end delay for the selection of the communication nodes in 
the IoT network. In future work, we plan to apply the proposed solution in vehicular networks 
[40]. Moreover, we plan to introduce a meta-heuristic algorithm used to manage the transferring 
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