We use a leveraged quantile heterogeneous autoregressive model of realized volatility to illustrate that volatility persistence and the asymmetric "leverage" effect are high volatility phenomena. More specifically, we find that (i) low volatility is not persistent, but high volatility all the more, even featuring properties of explosive processes; and (ii) asymmetry of volatility is only a high volatility phenomenon and there is no asymmetry in low volatility regimes. Our results turn out to be robust to the choice of the realized variance estimator, in particular with respect to jumps. The analysis illustrates that quantile regression can provide information that is hidden in commonly used GARCH or realized volatility models. The quantile regression results can also be linked to the weak empirical evidence of the leverage effect and the volatility feedback effect.
Introduction
Asymmetric volatility is a well-documented empirical phenomenon which states that the conditional volatility is negatively related to returns (see, inter alia, Campbell & Hentschel, 1992; Engle & Ng, 1993; French, Schwert & Stambaugh, 1987) . Therefore, a number of econometric models have been developed that allow to differentiate between the impact of positive and negative returns on the conditional future volatility. The asymmetric GARCH models of Nelson (1991) and Glosten, Jagannathan, and Runkle (1993) are the most prominent examples.
In what follows we propose to use quantile regression to shed additional light on the asymmetric volatility phenomenon. We find that volatility is in general not asymmetric with respect to positive or negative shocks with the exception of high volatility phases. Furthermore, the persistence of volatility also depends on the order of magnitude of the volatility, i.e. the volatility regime. This is information that cannot be unveiled in linear models that consider the expected value of a random variable only, in contrast to quantile regressions which model the complete conditional distribution of that random variable. Lastly, we document that jumps do not affect the detection of persistence in our empirical application. To investigate the effect of jumps in more detail, we draw on a simulation study.
Our findings are directly related to the literature on asymmetric volatility and the leverage effect. Bekaert and Wu (2000) provide an overview of the early literature. Recently, in particular with the availability of high frequency data, more sophisticated models are estimated. Ederington and Guan (2010) consider the impact of equally large positive and negative return shocks. They find that negative shocks are followed by an increase in volatility. However, the effect of positive return shocks seems model-dependent: in the asymmetric GARCH models, volatility rises slightly while implied and realized volatilities decline. Bekaert, Engstrom, and Ermolov (2015) propose a model that allows for two regimes of shocks (labeled good and bad environment) and a conditional variance forecast based on a good or a bad environment. Patton and Sheppard (2015) also distinguish between good and bad volatility by decomposing realized volatility using signed returns and find that negative returns are much more important in predicting volatility than positive returns. Linton, Whang, and Yen (2016) develop a test for this asymmetry that is based on the conditional distribution of volatility but do not find strong support for the hypothesis that negative returns are associated with larger volatility. We contribute to this literature by using a quantile regression framework to analyze good (low) and bad (high) volatility regimes.
Similar to our study, Badshah (2013) uses quantile regression to estimate the impact of positive and negative returns on changes of volatility indices whilst this paper focuses on the level of volatility and estimates its quantile-dependent dynamics in the framework of what we will call the leveraged quantile heterogeneous autoregressive (LQHAR) model which is based on the work of Corsi and Renò (2012) . In contrast, Baur and Dimpfl (2016) illustrate how a quantile autoregression model of returns can be used to estimate volatility and identify asymmetric effects between positive and negative returns on future volatility. Finally, Wu (2001) derives and estimates a model for the log price-dividend ratio which is capable of accounting for leverage and volatility feedback effects. He finds that both of these are important determinants in explaining asymmetric volatility. By construction, however, the model is not able to account for the level of volatility.
The results of the quantile regression also have implications for leverage and the volatility feedback effect. Based on our findings, both phenomena only exist in high volatility regimes. Economically, this result is not surprising. If volatility is low, a change in a firm's leverage should matter less than if volatility is high. Similarly, increased volatility should have a stronger feedback effect on returns and, in turn, volatility if volatility is high than if volatility is low. The findings are consistent with recent studies that provide support for the conditional effects, e.g. only in bear markets. Talpsepp and Rieger (2010) find that economic development and market capitalization as a share of GDP are the most important drivers for volatility asymmetry. Leverage and short selling are found to increase volatility in bear markets only. Haas et al. (2013) also find evidence that leverage affects volatility only in bear markets. Park (2011) considers asymmetry in the volatility of major exchange rates and finds that asymmetric herding provides a better explanation than the leverage and the volatility feedback effect.
The paper proceeds as follows. Section 2 presents the econometric model and describes the data. Section 3 reports and discusses the estimation results of the quantile-dependent volatility dynamics including asymmetric volatility effects. In Section 4 we consider the (asymmetric) volatility feedback effect in more detail. Section 5 evaluates the robustness of our results, in particular assessing the impact of jumps in the estimation of persistence using a simulation study. Section 6 summarizes the main results and concludes.
Methodology and data

The asymmetric LQHAR model
The leverage and the volatility feedback effect have so far been analyzed to the greatest extent based on discrete time models, using in particular GARCH models. In the continuous time context, Corsi and Renò (2012) recently introduced the leveraged HAR model, stating that when modeling realized volatility, it is necessary to mimic the properties and dynamics of the assumed quadratic variation. The LHAR model for realized variance (which is one out of three proposed specifications) reads as
where r t is the close-to-close return and d t is a dummy variable which is one if r t−1 < 0 and zero otherwise. The weekly (monthly) variance ( ) is calculated as the average of daily variances RV t from t − 4 (t − 21) to t. ε t is an i.i.d. white noise process. While Corsi and Renò (2012) design the model to deliver optimal forecasts of RV t+h , our focus is on learning about the dependence structure of the volatility across the entire distribution of the realized variance and we propose to use the LHAR model as a starting point.
The quantile regression framework introduced by Koenker and Bassett (1978) provides the tools to model the conditional distribution of a random variable. In the present context, the extension to quantile autoregressive (QAR) models of Koenker and Xiao (2006) allows us to characterize the dependence structure of realized volatility across its distribution. We follow Andersen et al. (2003) and treat the realized variance as an observed time series of variance observations which constitute the object of further interest. QAR in general extends the possibilities to describe the features of a time series beyond a standard autoregressive model. The general QAR(p) model for a time series variable y t is
where τ denotes the quantile of interest with τ ∈ (0, 1) and θ i (τ) are quantile specific parameters. The model is particularly useful if the properties of the time series process depend on the level of the time series. As studies by Baur, Dimpfl, and Jung (2012) and Zhu et al. (2016 ), or Zhu et al. (2015 showed, the dynamic properties of time series are indeed quantile dependent and this also holds for volatility processes (cp. Badshah, 2013) .
Combining the LHAR model with the quantile autoregressive estimation approach leads to the central model of our analysis, the leveraged quantile heterogeneous autoregressive (LQHAR) model:
In contrast to the LHAR model in Equation (1), we add the additional regressor 2 −1 . The reason is that it provides additional information related to the entire trading day which is by construction not captured in RV t−1 . For example, if r t is (close to) zero, RV t might be high or low, depending on the trading pattern throughout the day. If prices changed heavily and returned to their initial value at the closing of the market, RV t will be high.
From Equation 2 it is now possible to deduce the quantile dependent structure of volatility asymmetry and volatility persistence. The asymmetric effect of past returns on RV is directly observed through the estimation of θ 1 and θ 2 . Persistence is slightly more complicated. Of course, the parameter θ 3 is of great interest as it provides a first impression of the immediate persistence. In the long run, however, it is necessary to consider the full dynamics as captured by θ 3 , θ 4 , and θ 5 . In the standard HAR specification of Corsi (2009) , the weekly and monthly aggregates replace a longer autoregressive dynamic. In the end, the specification in Equation 1 is a short form of an AR(22):
Now for this general AR(p) process to be stationary, a necessary (albeit not sufficient) condition is that the sum of the autoregressive parameters be lesser than 1 in absolute value, i.e. | ∑ 22 =1 |< 1. In the cascading structure of the HAR, these 22 coefficients are summarized in 3 coefficients which are related to the AR(p) as follows:
Basically the HAR imposes the restriction that α 2 to α 5 and α 6 to α 22 are identical. Hence, in the HAR context, the stationarity condition can easily be stated as | β 1 + β 2 + β 3 | < 1.
In the QAR model, Koenker and Xiao (2006) show that a process that is globally stationary might exhibit explosive behavior in the tails of the distribution. For the process to be stationary, the expected value of the QAR parameters needs to be lesser than one in absolute value. In our LQHAR model, the stationarity condition is, thus, that the expected value of the sum (θ 3 (τ) + θ 4 (τ) + θ 5 (τ)) is lesser than one. We can thus sum the coefficients (θ 3 (τ) + θ 4 (τ) + θ 5 (τ)) for each τ to obtain a measure for the overall persistence in the LQHAR model. The stationarity condition is satisfied if, in addition, the absolute value of the sum over τ is lesser 1.
It should be noted that the model presented in Equation (2) has a structure which is similar to the threshold GARCH model of Glosten, Jagannathan, and Runkle (1993) . The heterogeneous terms account for the long persistence which is typically found in realized variance time series, but also a typical feature of the GARCH model where it is captured by the GARCH term. The dependence on lagged squared returns is similar to the ARCH term in the GARCH model (depending on the exact specification of the mean model of course). In order to highlight the gains in information we consider two benchmark models to compare the QAR model to. First, the linear LHAR model of Corsi and Renò (2012) which is parametrized as our QAR model given in Equation (2) and, hence, reads as follows:
where ε t is an i.i.d. white noise process. The second benchmark model is the threshold GARCH model of Glosten, Jagannathan, and Runkle (1993) which is specified as follows:
ℎ = + 2 −1 + ℎ −1 + ( −1 < 0) 2 −1 , where r t is the close-to-close return and I(⋅) is the indicator function that takes on a value of 1 if ε t−1 < 0 and 0 otherwise. The main parameter of interest is then δ which captures the asymmetric response of the variance h t to lagged innovations. We use an AR(1) process for the mean equation in order to account for market imperfections (cp. Campbell & Shiller, 1988) .
A drawback of our specification is that we include the correlated variables 2 and RV t at the same time in our models. The average correlation observed in our data is 0.51. We therefore also estimate a reduced form of Equation (2) where we drop 2 −1 and replace 2 −1 −1 by RV t−1 d t−1 (labeled "robustness regression model"). This allows us to test and ensure that the high correlation does not bias our results. On the other hand, we lose the interpretation of the daily shock which is the driving force in the GARCH model, and, thus, direct comparability of these models.
Data
Our models build on realized variances which have been put forward by Andersen et al. (2003) as an estimator for the quadratic variation of the assumed underlying continuous-time price process. The price process is generally assumed to consist of a continuous sample path and a jump component. The standard realized variance estimator based on squared returns over five minute intervals includes the variance contributions of both jumps and the continuous component (cp. Barndorff-Nielsen & Shephard, 2004) . Thus, in particular large RV observations might include a jump component. As jumps are assumed to be not persistent, this might impact on our dependence analysis. We therefore also consider the MedRV estimator of continuous volatility which is robust to jumps (for details see .
The data used in our analysis are obtained from the Oxford-Man Institute of Quantitative Finance's realized library (Heber et al., 2009) Figure 1 presents time series plots and a correlation diagram for a representative entity of our sample, namely the S&P 500. The time series of returns (depicted in gray in the upper graph) exhibits the welldocumented volatility clustering, in particular at the beginning of the 21st century and during the financial crisis from mid 2007 to mid 2009. This is supported by the second graph (which depicts realized volatility RV t ) where phases of higher and lower volatility seem to alternate. The last graph presents daily cross-correlations for the return and the variance as corr(RV t ,r t+j ) for j ∈ [−30;30]. The vertical lines span a 95% confidence band which is based on GMM methodology using a Bartlett kernel with two lags to account for serial correlation during the estimation of the GMM residual variance-covariance matrix. As can be seen, the contemporaneous correlation is negative which is in line with previous studies on the volatility feedback effect (for example Bollerslev, Litvinova & Tauchen, 2006) . The cross-correlations also indicate the presence of an extensive negative feedback effect of volatility on future returns. The figures present time series plots and correlations for the S&P 500 data. The upper graph holds closing prices (black) and returns (gray). The middle graph presents realized volatility and the lower graph presents cross-correlations for the return and the variance as corr(RV t ,r t+j ) together with a 95% confidence interval (vertical lines). The necessary standard errors are based on GMM methodology using a Bartlett kernel with two lags to account for serial correlation during the estimation of the GMM residual variance-covariance matrix.
Quantile-dependent volatility dynamics
The model is implemented for a discrete choice of quantiles τ ∈ {0.01, 0.02, …, 0.99}. Figure 2 graphically presents the estimated coefficients of the quantile autoregression model given in Equation (2) for all stock indices across all considered quantiles. The effect of squared lagged returns as well as the effect of the squared negative returns is essentially stable for low quantiles of the distribution of realized variance, i.e. for low variances. However, the impact becomes more important in high volatility phases as the order of magnitude of̂1 and̂2 increases markedly for the high quantiles between 0.8 and 0.99. It turns out that negative shocks tend to increase the variance by more (aŝ1 +̂2 > 0) than positive shocks in these quantiles. This suggests that overnight valuation insecurity plays a non-negligible role in the explanation of the (intra-)daily realized variance. Our results highlight the well-documented variance persistence, but we can draw even finer conclusions from the three bottom right graphs in Figure 2 . The estimates of θ 3 , θ 4 and θ 5 are rather small and well below one in low quantiles. However, they gradually increase when moving to higher quantiles. As low quantiles are associated with low variances while high quantiles belong to high variances, the plot implies that variance persistence is actually a question of the level of the variance. If the variance is low, the persistence is rather weak. In contrast, if the variance is high, the persistence is high. For quantiles τ > 0.9 we find estimates of θ 3 that exceed 1 which implies that upper quantiles exhibit even explosive, non-stationary behavior. This implies that extremely high variance is not only self-sustaining, but there is a self-nurturing effect that is in theory able to drive the variance to infinity. However, this only affects the uppermost tail of the variance distribution. The picture is similar for the impact of the weekly variance measures in that low quantiles are less susceptible to variance persistence as higher ones. Only the monthly variance exhibits a flatter pattern of coefficient estimates. They are close to zero for very low quantiles, rise to roughly 0.2 on average and remain there for the remaining quantiles. For the highest quantiles the effect is not clear-cut. Taken together, we find a total persistence effect as presented in Figure 3 . The sum of the coefficient estimateŝ3,̂4, and̂5 as presented in Figure 3 highlights the strong persistence of realized variance. From τ = 0.75 the average of the documented sum becomes larger than 1, implying that the variance exhibits explosive behavior in the upper tail quantiles while still being stationary in a "classical" sense. The sum of the coefficients also highlights that the total persistence of the variance process is quite similar across all observed entities while the individual effects as documented in Figure 2 deviate more strongly.
Changing persistence, in particular, is an effect that cannot be deduced by any of our benchmark models. The solid lines in Figure 2 depict the OLS estimates based on Equation (3). The averages of̂3,̂4 and̂5 across all stock indices are 0.202, 0.368, and 0.214, respectively. While the size of the estimates is remarkable in an autoregressive framework, their sum is 0.784 and, thus, still far from implying the almost non-stationary variance process as documented in the subsequent GARCH model. Table 1 holds the estimation results for the TGARCH model of Glosten, Jagannathan, and Runkle (1993) . The persistence parameter γ is 0.9 on average while the sum + + 1 2 is 0.98 on average which is just slightly below 1, the value which would indicate non-stationarity of the variance process. Of course the implemented constraints prevent estimates that are not compatible with a stationary variance process during the estimation. Indeed, our quantile regression results suggest that there are parts of the distribution of realized variance that are modeled best when allowing a non-stationary behavior. Glosten, Jagannathan, and Runkle (1993) which is specified as = + −1 + , ∼ (0, ℎ ) ℎ = + 2 −1 + ℎ −1 + ( −1 < 0) 2 −1 , where (⋅) is the indicator function. * * * ( * * , *) indicates significance on a 1% (5%, 10%) significance level. The estimator of ω was multiplied by 1000 to enhance readability.
While the results documented in Table 1 show that the variance is highly persistent, the models cannot differentiate between different levels of volatility and the conclusion would be an average persistence for all possible regimes of volatility. Different regimes of volatility can be identified in Figure 1 with a low volatility (tranquil) period after 2003 up to the outbreak of the global financial crisis in mid-2007 and a high volatility period during the global financial crisis. These regimes can be expected to exhibit different volatility dynamics which are hidden by the averaging implicitly performed in a GARCH model or a simple model for realized variance. 1 To ensure that the results presented above are robust, we also estimate the robustness regression model which is a model for realized volatility only as described in Section 2.1. Figure 4 presents the coefficient estimates of the QAR model along with the OLS estimates. The results are qualitatively the same as the ones presented in Figure 2 . In particular, the observation that the persistence is more pronounced for high quantiles, holds. Also, the persistence associated with negative returns is generally slightly higher than the overall average and increases in upper quantiles, i.e. high variance regimes. Looking at the sum of̂1,̂3, and̂4 reveals that the sum is greater than 1 starting with τ = 0.73 which is comparable to the result using RV. While the persistence and stationary implications hold on average, Figure 5 reveals that the dispersion in the extreme upper quantiles is higher than in the previous model. The overall mean of all estimates is 0.844, however, which still implies a pronounced persistence on average for the reference entities in our sample. 
The presence of jumps
An issue in modeling the realized variance might be the presence of jumps. Realized variance as used in the foregoing analysis contains both continuous and jump variation. Therefore, days with higher variance are more likely to have experienced a jump than days with low variance. High variance, however, refers to the upper quantiles in the QAR model results as depicted in Figure 2 . It might therefore be the case that the explosive behavior documented in Figure 2 is a result of the presence of jumps. On the other hand, if jumps dominate the price process in the upper quantiles, they might as well completely overshadow the persistence of the continuous price variation part in upper quantiles as jumps are assumed to be independent over time.
To address this issue, we repeat the estimation of the quantile autoregression model given in Equation (2) for the continuous variance MedRV. This allows us to draw conclusions with respect to the persistence of volatility only and gives an idea on the effect of jumps. The estimation results for all stock indices across all considered quantiles are depicted in Figure 6 . As can be seen, removing the jump variation does not qualitatively alter our main conclusions. In particular, the persistence documented for high quantiles is still clearly present: it has neither been removed nor has the autoregressive behavior in upper quantiles been dampened such that it would now be compatible with a stationary process. Hence, the use of RV which includes the jump component does not impact on the detection of persistence in high quantiles of the variance. The pattern of the sum of the coefficient estimateŝ4,̂5, and̂6 (not reported) is also similar to the pattern documented in Figure 3 . As in the previous subsection, to check that our results are not influenced by the model specification and choice of regressors, we implement the reduced model without r 2 components. Figure 7 presents the respective estimates of the quantile and OLS regressions. Again, the results documented in the previous subsection and in particular in Figure 4 are confirmed by this robustness check. Similarly, the pattern of the sum of the coefficient estimateŝ1,̂3, and̂4 (not reported) is in line with the one presented in Figure 5 . In particular the dispersion in the upper quantiles did not remarkably increase. 
Conditional densities
Our results also allow a finer differentiation with respect to the impact of lagged returns on the variance process. Again, in an asymmetric (threshold) GARCH model or in the linear realized variance model in Equation (3), the effect of the (lagged) return depends on the size and the sign of the return only, but it is independent of the level of the variance. Based on the quantile regression estimates we can compute the conditional density of the variance and thereby account for positive or negative returns and see how they influence the probability density function (pdf). We therefore construct a density forecast for a low (high) variance situation using the value at the 10% (90%) quantile of the empirical distribution of the variance and differentiate the effect of a negative and positive lagged return. For the latter we also use the 10% and 90% quantiles of the empirical return distribution. Plugging these values in the QAR function gives rise to the conditional densities as depicted in Figure 8 . The two densities on the left (solid lines) present low variance regimes and the two densities on the right (dashed lines) are high variance regimes; blue (black) refers to positive (negative) lagged returns. The graphs present density plots for four reference entities for different regimes. The left densities in each plot belong to a low volatility regime while the right densities depict a high volatility regime. A blue line refers to a positive return on the previous day while black depicts a negative return.
The graphs have two interesting implications. First, in a low volatility state, the pdf is much more condensed than it is in a high volatility state. Thus, irrespective of the lagged return, the dispersion of possible realizations of the variance is broader if the variance is high than when it is low. The second implication concerns the impact of lagged returns. In a low variance state, a negative lagged return shifts the distribution markedly to the right. This implies a higher expected variance if the lagged return is negative which is in line with the literature on asymmetric GARCH models. However, in a high variance regime, a lagged negative return has only a weak effect on the distribution of realized variance which is almost identical to an effect of a positive lagged return. It seems that in this situation the effect of r t−1 is to some extent overshadowed by the high persistence of the variance itself.
Comparing Figure 2 and Figure 8 we have two results that seem inconsistent at first glance: Figure 2 implies that the asymmetric effect is more important in a high than in a low variance regime while the densities in Figure  8 suggest that in high variance regimes the effect of lagged returns does not depend on the sign as much. To solve this puzzle we have to consider the low volatility regime. As the variance is low (which can also be seen from the intercept plot in Figure 2 ), the effect of the lagged return is comparatively more important than in a high variance regime. Thus, even a small additional impact of the negative return as opposed to the positive return is able to shift the distribution considerably to the right. In a high state, it would have an even more pronounced effect, but it is eclipsed by the extremely high persistence of the variance itself. In other words, a negative return shock of the same size is in absolute terms less important in a low volatility state than in a high volatility state, while in relative terms its impact is more important in a low volatility state than in a high volatility state.
The finding that volatility asymmetry is predominantly a high volatility phenomenon has implications for the leverage effect and the volatility feedback effect. The leverage effect only matters if volatility and thus uncertainty is high, i.e. debt levels only increase the risk (volatility) of the firm if the risk (volatility) is high. Our results also explain why Linton, Whang, and Yen (2016) found only weak evidence that negative returns mat-ter: as their test considers the conditional distribution as a whole, the asymmetries uncovered with quantile regressions are possibly masked by the use of a single test statistic.
Similarly, the volatility feedback effect appears to be valid only in higher volatility regimes in which volatility follows an explosive process consistent with an amplifying feedback effect on returns and volatility itself (cp. the upper quantiles of the plots in Figure 2 ). This finding also implies that the statement "no news is good news" is only valid in low volatility regimes. In contrast, "no news" still increases volatility in a high volatility regime because there is no innovation (news) that would halt or dampen the explosive process of volatility.
The high volatility implications of the model are important for a better understanding of financial markets and volatility during periods of financial turmoil or crises. The results emphasize that volatility is not just clustered but that there is significant heterogeneity in the "clustering" with a self-nurturing explosiveness in high volatility states. This heterogeneity can in particular not be captured by a GARCH model (as the one presented in Table 1 ) as the autoregressive structure of the variance equation requires an average persistence parameter that holds for all levels of volatility.
Volatility feedback effects
The previous section analyzed the persistence of volatility and the effect of lagged returns on future volatility in light of the leverage effect. In contrast, this section examines the reverse direction from future volatility to lagged returns. This relationship is referred to as volatility feedback Bollerslev, Litvinova, and Tauchen (2006) and offers an alternative explanation for the asymmetric return-volatility relationship using a different causal explanation. Whilst the leverage effect is based on the idea that negative returns increase the debt to equity ratio and thus make the firm and the stock more risky, the volatility feedback effect assumes that investors demand a compensation for increased volatility reducing the current price of a firm and thus allowing a higher expected return. The dynamic structure of the effects is similar, that is, if lagged negative returns increase future volatility consistent with the leverage effect, an expected future increase in volatility decreases current prices according to the volatility feedback effect.
To study the volatility feedback effect, previous literature has to the largest extent relied on GARCH models to extract the relationship (Bae, Kimb & Nelson, 2007; Campbell & Hentschel, 1992; Christensen, Nielsen & Zhu, 2010, cp.) . Only more recently models based on stochastic volatility are applied to this question Bekaert and Wu (2000) and Bollerslev, Litvinova, and Tauchen (2006) . We propose to apply the quantile autoregression framework to obtain a finer description of the volatility feedback effect for different quantiles of the return distribution as we would expect a more pronounced effect for extreme returns as opposed to returns close to zero.
In line with the analysis in the previous section 2 we estimate the volatility feedback effect with a quantile regression model as follows:
where E t denotes the conditional expectation. To implement the estimation, we replace the expected value by the observed RV t+1 . Figure 9 summarizes the estimation results of the quantile model and a mean model (estimated with OLS) for all 20 stock market indices using realized variances. 3 The upper graph displays the estimates of the intercept and the lower graph depicts the quantile-dependent estimates of θ 1 for all τ. The OLS-based mean effects are presented as horizontal (blue) lines. The dashed lines illustrate the cross-sectional dispersion of the estimators across stock market indices. The intercept varies between −2.1 and 2.6 across the quantiles, with the estimate at the median approximately zero which illustrates the distribution of returns. The black solid line in the lower graph shows that the volatility feedback effect is on average negative for lower to intermediate quantiles (up to the 60% quantile on average) and positive for the remaining upper quantiles. This means that an increase in future volatility amplifies both extreme negative returns and extreme positive returns. The OLS-based volatility feedback coefficient is negative on average which is in line with the results documented by Bollerslev and Zhou (2006) (see their Table 4 ) or Koopman and Uspensky (2002) . The volatility feedback effect generally refers to situations in which an anticipated increase of volatility decreases the current price, i.e. increased volatility requires expected returns to rise and thus lowers the price of the asset. Hence, the positive effect for upper quantiles is a novel and possibly puzzling finding.
From a statistical point of view, the pattern documented in the second graph in Figure 9 is consistent with the volatility dynamics identified earlier in this paper: since both positive and negative returns increase future volatility, the volatility feedback effect must work in both directions as well. In other words, if positive shocks increase future volatility, anticipated increases in future volatility (as proxied by RV t−1 cannot be exclusively associated with negative shocks. Still, the effect is estimated to be negative up to the 60% quantile on average which suggests that the largest part of the distribution of the return variable is negatively affected by the future volatility. This is in line with the finding that the OLS estimate is slightly negative.
Whilst the "classical" volatility feedback effect is first and foremost a negative return or "bad state" phenomenon the quantile-based (non-classical) effect identifies situations where investors accept higher volatility and higher prices. A potential example might be Bitcoin: the prospect of high future returns leads some investors to buy the respective asset irrespective of the present price and risk.
Simulation study
Given the large literature on jumps in volatility, the findings obtained within our quantile autoregression framework might be surprising at first glance. To ensure that the results are not a statistical artifact and to dig deeper into the relationship of jumps and quantile dependent persistence, we use a simulation study.
To construct a dataset of 5000 daily realized variance measures, we follow Barndorff-Nielsen and Shephard (2004) and Huang and Tauchen (2005) and use the following stochastic volatility jump diffusion model:
w p and w v are standard Brownian motions with correlation ρ, v(t) is a stochastic volatility factor, L J (t) is a compound Poisson process with constant jump intensity λ and random jump size distributed as (0, 2 ). The data generating process is implemented using the settings as in Huang and Tauchen (2005) which are represented in Table 2 . We implement the Euler discretization based on a ten-second increment per tick which leads to 6 ticks per minute. The simulated trading day is 6.5 hours. We then compute the realized variance on a five minute interval and finally estimate the quantile autoregression model given in Equation (2) The table presents the settings for the data generating process used in the simulation study.
The object of interest in the simulation is how the estimation of the persistence of realized variance, expressed first and foremost by the estimates of θ 3 (τ) in our QAR model is affected. As outlined in Section 3.1, there are two possible effects of jumps on the detection of persistence: first, unpredictable jumps might dominate high volatility and, hence, impede the detection of persistence in high quantiles of the realized variance. If this is the case, the estimates θ 3 (τ) for τ > 0.9 should be close to zero as no persistence can be detected in this case. If, on the other hand, jumps induce non-stationarity, we should observe θ 3 (τ) ≈ 1 for that proportion of the daily RV observations that is "contaminated" with jumps. This effect should be more pronounced as the jump intensity λ or the jump size σ J increase. To investigate these issues, we report averages of the θ 3 (τ) estimates for low (0.02-0.1), intermediate (0.45-0.55) , and high quantiles (0.90-0.98). Table 3 holds the results for a mildly mean-reverting volatility process (α v = −0.1) and presents the average coefficient estimates for the stock markets for comparison. The bigger picture that these results suggest is that moderate jumps do not inhibit the detection of persistence and persistence is higher in high quantiles. As jumps become more important, either through jump intensity λ or jump size σ J , they overshadow the persistence. 5 In more detail the results are as follows. If the volatility process exhibits mild mean reversion (α v = −0.1), we obtain results that are similar to the empirical findings documented in Section 3 if jump intensity is low and jump size is high (λ = 0.082 and σ J =2) or if jump intensity is medium and jump size is small (λ = 0.5 and σ J = 0.5). As both features are connected, obtaining similar results for close settings seems plausible.
For a given jump intensity, we find that as jump size increases, first the low quantile estimates are affected. For low jump intensity (λ = 0.014) the persistence in the upper quantiles is basically not affected at all. Only as jump intensity increases, the high quantile estimates are also reduced, indicating that at some stage, jumps dominate the process which is therefore not predictable any longer. The extreme case is documented for λ = 1. Here, already small jumps in the return equation (σ J = 0.5) superpose the persistence of the volatility equation in the realized variance. For higher values of σ J , persistence cannot be estimated from the realized variance any longer, the quantile regression estimates are virtually zero.
In a second step, we also varied α v (detailed results are provided in the appendix). We find that as the absolute value of α v increases (i.e. stronger mean reversion), the overall persistence is reduced. For example set λ = 0.014 and σ J = 0.5. In this case, the average quantile estimates are 0.50, 0.78, and 1.21 for the low, intermediate and high quantiles, respectively, if α v = −0.00137. This setting is highly persistent as documented by the high QAR estimates which increase from low to high quantiles as we would have expected. Now as the mean reversion increases (α v = −0.1), the persistence is reduced and we find the respective average quantile estimates to be 0.43, 0.69, and 1.05 (see Table 3 ). If the mean reversion in the volatility process is even stronger (α v = −1.386), the QAR estimates documenting persistence reduce to 0.06, 0.13, and 0.16, respectively.
The way jumps impact on the detection of persistence, however, is not altered. It still holds that low jump intensity and low jump size lead to qualitatively similar results as if there were no jumps. Only when the jump intensity is high (λ ≥ 0.5) and/or the jump size is high (σ J ≥ 1), jumps becloud the detection of the persistence. Of course, the stronger the persistence, i.e.the lower |α v |, the less is the impact of jumps felt in estimating persistence.
Summary and concluding remarks
This paper proposes to rethink the stylized facts of volatility clustering and the asymmetric volatility effect. We use quantile regression to analyze the persistence of realized variance and the predictive asymmetry of positive and negative shocks conditional on the state or regime of volatility. We find that low volatility states are very different from high volatility states regarding both the persistence and the asymmetry of volatility. Only high volatility states exhibit pronounced persistence of volatility -even displaying explosive behavior. Similarly, the predictive asymmetry of volatility, i.e. negative shocks increase future volatility by more than positive shocks, is only a high volatility phenomenon and there is no asymmetry in low volatility regimes. The explosive behavior in high quantiles is a phenomenon that has not been documented so far.
Our findings also explain the weak empirical evidence for the "leverage effect" as most studies focus on the average effect and do not condition on the states of volatility. We argue that the results are economically plausible: a firm's leverage will be more important in a high volatility (high risk) regime than in a low volatility environment and volatility feedback effects will be larger and thus more important in high volatility regimes than in low volatility regimes. Finally, if volatility is high and follows an explosive process, "no news" is not "good news" as there is no break in the explosive volatility process. The special role of high volatility regimes with its explosive processes also suggest that financial markets are unstable in high volatility regimes with strong implications for the financial system architecture and policy makers.
In a nutshell, the paper proposes to use an alternative estimation framework for volatility that could also be used, for example, to analyze regime-specific volatility spillovers. Given the large and growing literature on volatility spillovers and contagion, there is ample opportunity for future research. The table presents the results of the simulation study for different settings of the volatility mean reversion parameter α v , the jump intensity λ, and the jump size variation σ J . Columns 4 to 6 report the average estimates θ 3 (τ) for low (τ from 0.02 to 0.1), intermediate (0.45 to 0.55), and high quantiles (0.90 to 0.98). The last line presents the results based on the sample of stock market indices for comparison.
Appendix
Notes
1 Sub-sampling and estimating the TGARCH or RV model for a restricted sample might, to some extent, alleviate the issue of confining the dynamics to one single estimator. However, doing so creates two new issues: determining the appropriate time period for the sub-sample, and a reduction of the number of available observations until the sample is too small for a reliable estimation. 2 Note that the model structure differs from the contemporaneous model structure used in Bollerslev, Litvinova, and Tauchen (2006) but the estimation results also hold for a contemporaneous model. 3 As a robustness check we also implement the model for volatilities 0.5 instead of RV t and find similar results. 4 We also implemented the simulation for 15,000 daily RV observations and find that the (unreported) results are qualitatively similar to the results obtained with 5000 daily observations which leads us to conclude that a sample of the size as used in the empirical analysis is sufficient to reliably estimate also extreme quantiles in this particular QAR application. 5 In order to exclude the possibility that the asymmetric patterns are purely due to measurement error in realized volatility, we also estimated the QAR model using the simulated daily variance directly. While the coefficient estimates are not identical, the dispersion pattern and the conclusions with respect to the jump size still hold.
