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A change in the sign of the frequency of a wave between two inertial reference frames corresponds
to a reversal of the phase velocity. Yet from the point of view of the relation E = ~ω, a positive
quantum of energy apparently becomes a negative energy one. This is physically distinct from
a change in the sign of the wave–vector, and has been associated with various effects such as
Cherenkov radiation, quantum friction, and the Hawking effect. In this work we provide a more
detailed understanding of these negative frequency modes based on a simple microscopic model of
a dielectric medium as a lattice of scatterers. We calculate the classical and quantum mechanical
radiation damping of an oscillator moving through such a lattice and find that the modes where
the frequency has changed sign contribute negatively. In terms of the lattice of scatterers we find
that this negative radiation damping arises due to phase of the periodic force experienced by the
oscillator due to the relative motion of the lattice.
PACS numbers: 03.50.De,81.05.Xj, 78.67.Pt
I. INTRODUCTION
Despite the lack of any immediate physical interpretation, changing the sign of the frequency ω → −ω of a classical
wave from a positive to a negative number does not contradict any physical law. For instance, a plane wave ϕ moving
with a phase velocity vp = ω/k can be written as,
ϕ(x, t) = cos(kx± ω(k)t) = cos[k(x± vpt)] (1)
where the frequency ω(k) is a function of wavevector k. All that happens when ω → −ω is that the wave reverses
its direction, vp → −vp. In this respect the relative sign of ω and k is all that matters, as it encodes the propagation
direction of the wave. Typically the convention is that ω is positive so that the direction is determined by the sign of
k. Yet one cannot ensure that this convention always holds, for there are often situations—usually involving a change
of reference frame—where waves appear to reverse their direction through a change in sign of the frequency rather
than wave–vector. Such situations are not trivial, and they are associated with some interesting physical effects:
Cherenkov radiation is emitted in a cone consisting of waves with positive frequency in the laboratory frame, but
negative frequency in the rest frame of the particle [1, 2]; the “quantum friction” that has been a subject of recent
debate and is predicted to occur between relatively moving dielectrics at zero temperature [3, 4] has similar origin
to the Cherenkov effect [1, 5, 6], and stems from the mixing of positive and negative frequency waves in the two
materials [7, 8]; and Hawking radiation [9] and its laboratory analogues [10, 12] originate from the change in the sign
of the frequency of a wave as it crosses the event horizon, an effect that has been recently experimentally observed in
a number of analogue systems [11, 13–15], and led to the identification of new pulse propagation phenomena within
fibre optics [16]. In this paper we use a very simple model to clarify the physical meaning of a frequency that changes
sign between reference frames. We do this through considering the effect that such modes have on a moving oscillator.
The internal degree of freedom of the oscillator is imagined as a probe of the local density of states, and as a model
for any system coupled to a moving medium, e.g. an atom above a moving surface [7].
Before introducing the model we consider an example to illustrate when we should expect frequencies to change sign
between reference frames. Imagine two cases where an observer travels relative to an electromagnetic wave: (i) moving
through free space at velocity V = V xˆ relative to a light wave with a wavevector at angle θ, k = (ω/c)[cos(θ)xˆ +
sin(θ)yˆ]; and (ii) moving through a medium at the same velocity but parallel to a light wave k = (nω/c)xˆ, where
n > 1 is the refractive index of the medium. In both cases the moving observer sees a wave with wave–vector and
frequency that have undergone a Lorentz transformation [20]
k′x = γ
(
kx − ωV
c2
)
ω′ = γ (ω − V kx) (2)
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2where γ = (1 − V 2/c2)−1/2. In both cases (i) and (ii) the observer can travel fast enough for the wave to appear to
reverse its direction of propagation. In case (i) this occurs when V > c cos(θ), which is where k′x takes a different
sign in the frame of the moving observer, with ω′ remaining positive. Yet in case (ii) the wave appears to reverse
direction when V > c/n where the transformed wavevector k′x remains positive, but the frequency ω
′ changes sign.
Consequently, even though we conventionally take all frequencies positive in one frame of reference, changing reference
frame can cause some of these frequencies to change sign. Applying the formula E = ~ω′, one is led to the conclusion
that positive energy quanta in the rest frame appear as negative energy quanta in the moving frame. Such negative
energy quanta imply a kind of instability where waves can be excited by a moving particle, while lowering the energy
of the system. Such waves were recognised during the early work on quantum electrodynamics by authors such as
Jauch and Watson [17, 18], but still remain somewhat mysterious. A recent more detailed analysis that includes the
dispersion and dissipation of the medium [7] shows that these modes cause the Hamiltonian of the field to lack a
lower bound, and are the origin of the force of quantum friction [19]. From this example it is clear that the change in
the sign of the frequency has its origin in the inclusion of a macroscopic description of a dielectric medium through
the refractive index n (the effect disappearing when n = 1). In this work we use a simple microscopic model of a
dielectric medium—similar to that described in [21, 22]—to understand the microscopic meaning of frequencies that
change their sign between reference frames, and the origin of the negative energy quanta that arise when V > c/n.
II. 1D MODEL OF A DIELECTRIC MEDIUM
In the spirit of taking simplest cases first, we consider a one–dimensional model for a dielectric medium. For a fixed
frequency ω the waves obey the Helmholtz equation{
d2
dx2
+
ω2
c2
[
1 +
∑
n
αδ(x− na)
]}
ϕ(x, ω) = 0 (3)
where the medium is taken to be composed of equally spaced point–like scatterers (atoms) at positions x = na, each
with a polarizability α (in this work α is independent of frequency). At each atom position the wave is continuous
lim
η→0
[ϕ(na− η)− ϕ(na+ η)] = 0 (4)
Meanwhile the boundary condition on the derivative of ϕ can be found through integrating (3) over the infinitesimal
interval [na− η, na+ η]
lim
η→0
[
∂ϕ
∂x
]na+η
na−η
= −ω
2
c2
αϕ(na). (5)
Either side of x = na the field is a sum of two plane waves with wavevector ±ω/c. These waves are subject to the
boundary conditions (4–5) along with the periodic boundary condition ϕ(x + a) = exp(iKa)ϕ(x). Concentrating on
the unit cell centred around x = 0, a suitable form of the field can be written down immediately
ϕn,K(x) = Nn,K

e−iKa/2
[
sin((kn,K +K)a/2)e
ikn,K(x+a/2) + sin((kn,K −K)a/2)e−ikn,K(x+a/2)
]
x < 0
eiKa/2
[
sin((kn,K +K)a/2)e
ikn,K(x−a/2) + sin((kn,K −K)a/2)e−ikn,K(x−a/2)
]
x > 0
(6)
For a fixed value of K there are many possible frequencies kn,K = ω/c that obey the dispersion relation ω(K) and
the subscript n indicates which of these we are considering. The quantity Nn,K is a normalization constant that we
shall determine below. The form of the field given by (6) obeys the periodic boundary condition as well as (4), but
we have not yet imposed (5). Imposing condition (5) yields the dispersion relation that relates ω and K
K = ±1
a
arccos
(
cos (kn,Ka)− αkn,K
2
sin (kn,Ka)
)
. (7)
The quantity K is the Bloch vector, the real part of which is proportional to the phase shift between neighbouring
unit cells. Figure 1 shows this quantity plotted as a function of frequency for the case of α/a = 1. For small ωa/c it
takes the approximate form
K ∼ ±
√
1 +
α
a
ω
c
= ±nω
c
(8)
3which is the result that would be obtained for a macroscopic medium with the uniform permittivity  = 1 +α/a, and
with index n =
√
 (and is also the spatial average of the microscopic permittivity given in (3)). Throughout this
paper we refer to this limit as the macroscopic limit.
To determine the normalization constant Nn,K we write the field (6) in the following form
ϕn,K(x) = Nn,Kun,K(x)e
iKx
where un,K is a periodic function of x with period a. The normalization is chosen such that
Nn,KN
?
m,K
∫ a/2
−a/2
ρ(x)un,K(x)u
?
m,K(x)dx = aδnm. (9)
After applying the dispersion relation (7) we find this to be
Nn,K = sin
−1/2(kn,Ka)
[(
1 +
α
2a
)
sin(kn,Ka) +
αkn,K
2
cos(kn,Ka)
]−1/2
. (10)
Note that with the normalization (9) we can construct a delta function as follows∫ pi/a
−pi/a
dK
2pi
eiK(x−x
′)
∑
n
ρ(x′)un,K(x)u?n,K(x
′) = δ(x− x′) (11)
which is important for the construction of the quantum mechanical field operators in section III B.
To complete our description of our model medium we calculate the velocity of energy flow through the lattice. We
begin with the expression for the time–averaged power flow through the medium 〈S〉. For a monochromatic wave of
frequency ω this is given by
〈S〉 = −
〈
∂ϕ(x, t)
∂t
∂ϕ(x, t)
∂x
〉
=
ω
2
Im
[
ϕ?(x, ω)
dϕ(x, ω)
dx
]
where the units of ϕ are such that the right hand side has the dimensions of energy per unit time. The power is
independent of x for real α, as can be established through taking the derivative with respect to x and applying (3).
For the mode of the lattice given by (6) and normalized according to (9) the power flow is equal to
〈S〉 = 1
2a
(ω
c
)2
vg (12)
which is reduced relative to the power flow through free space (of a similarly normalized mode) due to the reduced
group velocity vg = dω/dK < c. As one would expect, the scatterers impede the propagation of power through the
lattice. The velocity at which this energy flows through the lattice can also be calculated in this model. The power
flow obeys a continuity equation,
∂〈S〉
∂x
+
∂〈U〉
∂t
= 0 (13)
where the time averaged energy density 〈U〉 is given by
〈U〉 = 1
2
〈(
∂ϕ
∂x
)2
+
1
c2
[
1 + α
∑
n
δ(x− na)
](
∂ϕ
∂t
)2〉
(14)
which in the limit of a monochromatic field becomes
〈U〉 → 1
4
{
∂ϕ
∂x
∂ϕ?
∂x
+
ω2
c2
[
1 + α
∑
n
δ(x− na)
]
ϕϕ?
}
(15)
For a frequency dependent α the limiting form of 〈U〉 given in (15) would be given by the Brillouin energy density [1].
Using the continuity equation (13) we find that the centre of energy of the field,
x¯(t) =
∫
dxx〈U〉∫
dx〈U〉 (16)
4moves with a velocity given by the ratio of the total power to the total energy
dx¯(t)
dt
=
∫
dx〈S〉∫
dx〈U〉 . (17)
which can be established after an integration by parts. Using the monochromatic modes of the lattice (6) and
expression (15) one obtains
dx¯
dt
=
c sin(kn,Ka) sin(Ka)
1− cos(kn,Ka) cos(Ka) + α2a sin2(kn,Ka)
= vg (18)
which reduces to c in the limit α → 0, and 0 in the limit α → ∞. The equality of the energy flow velocity with
the group velocity can be found after an application of the dispersion relation (7). Notice that the final term in the
denominator comes from integrating over the delta functions in the energy density (14) and reduces the velocity at
which energy can move through the lattice. This term represents a contribution to the energy from the polarizability
of the lattice itself, in addition to the effect of the scattering. Figure 1a shows the velocity (18) plotted as a function
of frequency.
FIG. 1: The velocity of energy flow and the Bloch vector K in the lattice as a function of ω, plotted for α/a = 1. Panel
(a) shows the velocity of energy flow through the lattice (18) in units of c as a function of ω, for a frequency independent α.
In the long wavelength limit the energy propagates at the phase velocity ω/k with the refractive index given by (8). As one
approaches the Brillouin zone boundary (K = pi/a) the energy flow velocity reduces to zero. The blue circles are the values of
∂ω/∂K computed from (7), showing that the velocity of energy flow equals the group velocity. Panel (b) shows the real and
imaginary parts of the Bloch wavevector as a function of ω, which is real for K < pi/a.
As established in the introduction, the appearance of negative frequencies is ordinarily associated with a refractive
index, a quantity which emerges in the macroscopic limit, which is where ωa/c 1 and concerns the average properties
of the wave. The spatial average of the wave over a unit cell centered on x is given by
〈ϕ(x, t)〉 = e
−ickn,Kt
a
∫ a/2
−a/2
ϕ(x+ y) dy
=
ei(Kx−ckn,Kt)
a
∫ a/2
−a/2
un,K(x+ y)e
iKy
= ei(Kx−ckn,Kt)
1
a
∞∑
m=0
(iK)m
m!
∫ a/2
−a/2
ymun,K(x+ y) dy
∼ ei(Kx−ckn,Kt)〈un,K(x)〉 = A eikn,K(nx−ct) (19)
where A is a constant. Thus, for small ωa/c the average behaviour of the wave is as a plane wave with a wavevector
nω/c where n is given by (8). It is clear from figure 1 that in this regime—with α independent of frequency—the
medium behaves in a way that is equivalent to a dispersionless homogeneous medium with index
√
1 + α/a.
5III. WAVE PROPAGATION THROUGH A MOVING LATTICE, AND THE MEANING OF NEGATIVE
FREQUENCIES
Having outlined the model system we now examine the change in behaviour of the waves when the lattice is set into
motion, and how the coupling of wave energy from a source into the lattice changes when the velocity of the lattice is
increased (in particular when V > c/n). In some respects this calculation is similar to those that deal with Cherenkov
radiation in periodic media (e.g. [2]), but differs in that we are using the periodic lattice as a model to understand
the underlying physics of a uniform medium, which emerges from the lattice model in the long wavelength limit.
Performing a Lorentz transformation to a frame where the lattice is in motion with velocity −V
x = γ(x′ − V t′)
t = γ(t′ − V
c2
x′). (20)
In the unit cell centred around the origin the expression for the scalar field ϕ is given by (6), and when subject to the
Lorentz transformation (20) becomes
ϕ(x′, t′) = Nn,K

e−iKa/2
[
sin((kn,K +K)a/2)e
ikn,Ka/2eikn,K+(x
′−ct′)
+ sin((kn,K −K)a/2)e−ikn,Ka/2e−ikn,K−(x′+ct′)
] − a2γ < x′ + V t′ < 0
eiKa/2
[
sin((kn,K +K)a/2)e
−ikn,Ka/2eikn,K+(x
′−ct′)
+ sin((kn,K −K)a/2)eikn,Ka/2e−ikn,K−(x′+ct′)
]
0 < x′ + V t′ < a2γ
(21)
where
kn,K+ =
√
1 + V/c
1− V/ckn,K
kn,K− =
√
1− V/c
1 + V/c
kn,K (22)
which are the two Doppler shifted frequencies of the wave divided by c. The result (21) shows that in the frame where
the lattice is in motion the spacing between the scatterers is contracted to a/γ, and between each of the scatterers
we have travelling waves of positive frequencies ckn,K±. Yet the time dependence of the field (21) observed at a fixed
point x′ has two contributions: the first is due to the factors of exp(−ickn,K±t) coming from the propagation of the
waves through the empty space between the scatterers; and the second is due to the fact that the lattice is in motion,
causing periodic jumps in the wave amplitude as each scatterer moves past the observer (evident in the piecewise
definition of (21)). The negative frequencies outlined in the introduction that occur in the macroscopic limit when
V > c/n are an expression of these periodic jumps in the field. To see this explicitly consider the transformation of
the field given expanded as a Fourier sum: un,K(x) =
∑
m un,K(m) exp(2piimx/a)
ϕ(x, t) =
∑
m
un,K(m)e
i[(K+ 2pima )x−ωn,Kt]
→ ϕ(x′, t′) =
∑
m
un,k(m)e
iγ[K+ 2pina −
V kn,K
c ]x
′
e−icγ[kn,K−
V
c (K+
2pin
a )]t
′
(23)
which is a superposition of waves with frequencies ω′n,K,m = cγ[kn,K − Vc (K + 2pima )], some of which have changed
sign between the two reference frames. This is true irrespective of the smallness of V because m can take arbitrarily
large positive or negative values. The terms in the sum are a Fourier representation of the piecewise definition of the
field given in (21), and therefore—as anticipated—the negative frequencies that appear in the macroscopic limit are
part of the description of the motion of the scatterers past the observer at fixed x′. When ωa/c  1 then the sum
(23) is dominated by the m = 0 term with the frequency ω′n,0 = γ[ckn − V K] ∼ cknγ[1 − V nc ], which changes sign
when the velocity of the lattice exceeds c/n where the index is given by (8), as expected in the macroscopic limit.
The change in sign of the frequency of a wave between reference frames—as described in the introduction—can thus
be understood as an indication of an underlying microscopic theory, which in our case is the presence of a lattice of
point–like scattering particles.
6FIG. 2: (a) In the frame where the lattice is in motion a small test particle is imagined to be embedded at a fixed position
x0. This particle has an internal degree of freedom X(t) that behaves as a simple harmonic oscillator, coupled to the field
ϕ. When the lattice is at rest the coupling to the field serves to damp the internal degree of freedom, as shown in panel
b. Meanwhile when the lattice is moving, those frequencies that have changed sign between the rest frame and the moving
frame serve to amplify the motion of the internal degree of freedom. (b) Plot of the motion of X(t) as a function of time
and velocity computed using (29), where the lattice is treated as a medium with refractive index n = (1 + α/a)1/2 (initial
conditions: X(0) = 1 and X˙(0) = 0). Below the critical velocity V = c/n the oscillation is damped by the coupling to the field,
a damping which disappears for velocities V > c/n. The disappearance of the damping is due to a cancellation between the
energy gained/lost from the k+ and k− modes, which both propagate left when V > c/n.
We now explore the physical effects associated with the change of sign of the frequency between reference frames,
comparing our microscopic description in terms of a lattice of scatterers and our macroscopic description in terms of
a refractive index n.
A. Classical dynamics of an oscillator moving through the lattice
In the macroscopic limit the medium can be characterised by the refractive index n given in (8) and the wave
equation in the frame where the medium is in motion with velocity −V takes the form[
∂2
∂x′2
− 1
c2
∂2
∂t′2
− γ
2(n2 − 1)
c2
(
∂
∂t′
− V ∂
∂x′
)2]
ϕ(x′, t′) = −κδ(x′ − x0)X˙(t′) (24)
where to obtain this equation we ignored the frequency dependence of the refractive index and applied (20) to the
rest–frame wave equation [∂2x − (n2/c2)∂2t ]ϕ = 0. The oscillating degree of freedom X(t) is coupled to the field with
coupling constant κ and obeys the equation of a forced simple harmonic oscillator
X¨(t′) + ω20X(t
′) = −κϕ˙(x0, t′) (25)
After performing a Fourier transform of equations (24–25) we can immediately find the solution for ϕ(x, t) which is
ϕ(x′, t′) = − iκ
γ2(1− n2V 2c2 )
∫
dk
2pi
∫
dω
2pi
ei[k(x
′−x0)−ωt]
D(ω, k)
ωX˜(ω) (26)
where D(ω, k) is given by
D(ω, k) = (k − k−) (k − k+) (27)
with
k± =
ω + iη
c
(
±n− Vc
1∓ nVc
)
.
The two roots of D(ω, k) = 0 occur where the dispersion relation for the waves in the moving frame is fulfilled. The
quantity η is an infinitesimal positive constant that serves to shift the zeros of D(ω, k) into the lower half complex
7frequency plane. Inserting this expression into (25) and then taking a Fourier transform gives an equation for X˜(ω)
that requires ω to satisfy the following relation
ω2 − ω20 +
κ2ω2
γ2(1− n2V 2c2 )
∫
dk
2pi
1
D(ω, k)
= 0. (28)
The imaginary part of the integral in (28) determines the extent to which the coupling to the field has a damping
effect on the motion of the oscillator, equivalent to a damping constant Γ = −κ2ω ∫ D(ω, k)−1dk/2pi. The damping
has contributions from both of the roots of (27) and can be isolated through taking the limit η → 0 and deforming
the contour of integration to skirt around the poles on the real k axis
Γ =
κ2ω
2γ2(1− n2V 2c2 )
∑
±
sign(k±)
∂D(ω,k)
∂k
∣∣∣
k=k±
=
cκ2
4n
(sign(k+)− sign(k−)) (29)
For |V | < c/n (when the frequencies have the same sign in the moving frame and the rest frame of the medium),
k+ and k− have opposite signs and (29) is positive, meaning that the motion of the oscillator is damped by its
coupling to the field. The two terms in the brackets on the far right of (29) originate from the two solutions to the
dispersion relation (27), and evidently in this regime both solutions contribute equally to this damping. Meanwhile,
when |V | > c/n, k+ and k− have the same sign and (29) vanishes, the coupling to the field no longer providing any
damping of the oscillator. This is because one of the two modes now amplifies the oscillatory motion with an equal
magnitude to the damping due to the second mode. The amplifying mode has a frequency of a different sign in the
moving frame compared to the rest frame of the medium, due to the fact that |V | > c/n. This behaviour of X(t) is
shown in figure 2b.
When the oscillator moves through the medium faster than c/n, its radiation damping reduces to zero. We can
better understand why this is so through using our more detailed description, where we describe the medium as a
lattice of scatterers. In this case the equation of motion for the oscillator is considerably more complicated and is
derived in appendix A
X¨(t′) + ω20X(t
′) = κ2
∂
∂t′
∫ ∞
−∞
dt′0G(x
′
0, x
′
0, t
′, t′0)X˙(t
′
0) (30)
where the Green function G(x′, x′0, t
′, t′0) is given by equation (A11), which for that particular case of x
′ = x′0 reduces
to
G(x′0, x
′
0, t
′, t′0) =
∫ ∞
−∞
dΩ
2pi
∫ pi/a
−pi/a
dK
2pi
[∑
n
φn,K(−γV (t′ − t′0))
− αk
2
0
aD(Ω,K)
∑
n,m
φn,K(γ(x
′
0 − V t′))φm,K(−γ(x′0 − V t′0))
]
e−iγ(Ω+KV )(t
′−t′0) (31)
with the function φn,K is defined by (A8). The Green function (31) depends separately on t
′ and t′0 rather than just
t′ − t′0 as in the formulae preceding (29). This means that the damping of the oscillator is no longer simply related
to the Fourier transform of (31). Nevertheless if we assume a fixed harmonic motion X(t′0) = cos(ωt
′
0), then the
right hand side of (30) tells us the corresponding force F (ω, t′) that would be required to maintain this motion. The
necessary work required is then given by W (ω, t) = −X˙(t′)F (ω, t′)
W (ω, t′) = − sin(ωt′)ω2κ2 ∂
∂t′
∫ ∞
−∞
dt′0G(x
′
0, x
′
0, t
′, t′0) sin(ωt
′
0). (32)
If this requisite work is averaged over a time interval t′ ∈ [−T/2, T/2] then one obtains a quantity equivalent to the
damping of the oscillator as it moves through the lattice. As T →∞ one obtains using (31),
〈W (ω)〉 = −ω
3κ2
2γ
Im
∫ ∞
−∞
dK
2pi
 1(
ωK
c
)2 −K2 − αa (ωK/c)
2
D(ωK ,K)
[(
ωK
c
)2 −K2]2


=
αω3κ2
4γa
∑
n
sn(ωn/c)
2(
∂D(ωK ,K)
∂K
)
K=Kn
[(
ωn
c
)2 −K2n]2 (33)
8where sn = −sign(∂ωD(ωK ,K)/∂KD(ωK ,K))K=Kn , ωK = ω/γ − V K + iη and ωn = ω/γ − V Kn + iη, with Kn the
roots of D(ωK ,K) = 0. In figure 3 the functions (32) and (33) are plotted to illustrate the correspondence between
this lattice model of the medium, and the macroscopic description in terms of a refractive index. As is evident from
panels 3a and 3b, the fact that the damping of the oscillator is predicted to reduce to zero (29) can be attributed to
the collisions with the scatterers that make up the lattice. Each collision causes an emission of radiation which then
acts back on the motion of the oscillation. Above V = c/n this radiation acts to both damp and amplify the oscillator
in equal amounts. In panels 3c and 3d the time averaged work is plotted for two different frequencies of oscillation and
shows that for low frequencies the average work required decreases rapidly to zero for velocities V > c/n as predicted
in the limit where the medium can be described with a refractive index (8). For the higher frequency the oscillator
remains significantly damped above the critical velocity.
FIG. 3: Work done to move an oscillator with a constant amplitude and frequency through a lattice of scatterers (α = 4.0).
Panels (a–b) show the work required as a function of time computed from (32) for half a period of oscillation τ = pi/ω = pia/c.
The maximum value of the work required to maintain the motion of the oscillator when V/c = 0 is given by Wm. As the
velocity of the oscillator is increased from zero, sharp features appear in the work as a function of time. These are due to the
collisions with the scatterers, occuring at the times shown by the vertical dashed lines. The collisions result in the emission of
sharp wavefronts that reflect off the lattice and act back on the oscillator, resulting in the sequence of sharp features in panel
(a). As the velocity is increased beyond V = c/n = c/
√
1 + α/a = c/
√
5 the collisions with the scatterers result in a field that
acts back on the oscillator, adding and subtracting energy in equal amounts. Panel (b) shows that in this regime the requisite
work oscillates, averaging to zero as predicted in the macroscopic limit. Panels (c–d) show two plots of the time averaged
work (33) as a function of velocity, with W0 being the average work required when the oscillator is at rest (in the macroscopic
limit W0 = Γω
2). In panel (c) the frequency is ω = 0.0005c/a and the work decreases in a step–like fashion as the velocity is
increased above c/n (as in the macroscopic limit shown in figure 2), meanwhile panel (d) shows a higher oscillation frequency
ω = 0.1c/a where the macroscopic limit is less applicable, and the work less rapidly reduces to zero.
9B. Quantum dynamics of an oscillator moving through the lattice
We have seen in the previous section that the damping of a classical oscillator that is being dragged through a
medium reduces to zero once the velocity of dragging exceeds the phase velocity of the waves in the medium, attributed
to the change in sign of one of the frequencies between reference frames. Microscopically this can be understood in
terms of the reflection of the field from the moving lattice of scatterers that make up the medium. In this section we
show that an analogous effect also occurs quantum mechanically. When the oscillator and field are initially prepared
in their ground states then the motion of the medium can lead to excitations of both the waves and the oscillator,
again due to the mode with a frequency that changes sign between reference frames. This phenomenon is similar to
that presented in [7] where the oscillator was imagined to be held close to a moving surface. However in this case we
include the lattice of scatterers rather than just describe things in terms of a refractive index.
To describe the system quantum mechanically we start from its Lagrangian, and to illustrate the frame independence
of our results we work in the frame where the medium is at rest and the oscillator is in motion. When the lattice of
scatterers is at rest then the Helmholtz equation (3) and the equation of motion for the oscillator (25) can be derived
from an action S =
∫
Ldt, where
L =
∞∫
−∞
dx
[
−1
2
(
∂ϕ
∂x
)2
+
ρ(x)
2c2
(
∂ϕ
∂t
)2
− κXδ(x− V t)
(
∂ϕ
∂t
+ V
∂ϕ
∂x
)]
+
γ
2
[
X˙2 −
(
ω0
γ
)2
X2
]
(34)
where ρ(x) = [1 + α
∑
n δ(x− na)], and X represents the oscillator amplitude. The velocity dependence of (34) was
found through transforming the equation (25) into the frame where the oscillator is in motion.
The Hamiltonian of the system can then be constructed from the canonical variables derived from the Lagrangian.
The canonical momentum of the field (defined in terms of the Lagrangian density L ) is given by
Πϕ =
∂L
∂(∂tϕ)
=
ρ(x)
c2
∂ϕ
∂t
− κXδ(x− V t) (35)
and that of the oscillator by
pX =
∂L
∂(∂tX)
= γ
∂X
∂t
. (36)
The Hamiltonian can then be written in terms of these canonical variables via
H =
∫ ∞
−∞
dxΠϕ · ∂ϕ
∂t
+ pX · ∂X
∂t
− L
=
∫ ∞
−∞
dx
{
1
2
(
∂ϕ
∂x
)2
+
c2
2ρ(x)
[Πϕ + κXδ (x− V t)]2 + κXδ (x− V t)V ∂ϕ
∂x
}
+
1
2γ
(
p2X + ω
2
0X
2
) (37)
It is slightly difficult to make sense of this Hamiltonian because we have to—for instance—divide by ρ(x)which
contains delta functions. Where this is problematic we must understand the delta functions as the limit of a sharply
peaked function.
The system is quantised by rewriting the canonical variables (ϕ,Πϕ) as operators ϕˆ, Πˆϕ in the Hamiltonian (37)
and enforcing the commutation relations [
ϕˆ(x), Πˆϕ(x
′)
]
= i~δ(x− x′)[
Xˆ, pˆX
]
= i~ (38)
The Hamiltonian operator (37) can be split into a non–interacting part Hˆ0 and an interaction term HˆI
Hˆ = Hˆ0 + HˆI (39)
where to leading order in κ
HˆI = κ
∫ ∞
−∞
dxXˆδ (x− V t)
[
c2
ρ(x)
Πˆϕ + V
∂ϕˆ
∂x
]
(40)
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We work in the interaction picture [25], where the time dependence of the operators is generated by Hˆ0, and that of
the quantum state by HˆI(t) = exp(iHˆ0t/~)HˆI exp(−iHˆ0t/~). The field operator ϕˆ and its conjugate variable Πˆϕ are
written as
ϕˆ(x, t) =
∑
n
∫ pi/a
−pi/a
dK
2pi
√
~c2
2ωn,K
[
un,K (x) e
i(Kx−ωn,Kt)aˆn,K + u∗n,K (x) e
−i(Kx−ωn,Kt)aˆ†n,K
]
(41)
and
Πˆϕ(x, t) = − iρ(x)
c2
∑
n
∫ pi/a
−pi/a
dK
2pi
√
~c2ωn,K
2
[
un,K (x) e
i(Kx−ωn,Kt)aˆn,K − u∗n,K (x) e−i(Kx−ωn,Kt)aˆ†n,K
]
(42)
where ωn,K are the solutions to the dispersion relation of waves in the lattice (7) and the functions un,K are normalized
according to (9). Meanwhile the oscillator operators Xˆ and pˆX are written as
Xˆ = i
√
~
2ω0
(
bˆe−iω0t/γ − bˆ†eiω0t/γ
)
pˆX =
√
~ω0
2
(
bˆe−iω0t/γ + bˆ†eiω0t/γ
)
(43)
The creation and annihilation operators obey the relations[
aˆn,K , aˆ
†
m,K′
]
= 2piδ(K −K ′)δnm[
bˆ, bˆ†
]
= 1 (44)
with all other commutators equal to zero. We expand the wave function for the system to first order in the interaction
Hamiltonian, considering transitions of the system away from the ground state
|ψ(t)〉 = |0〉X ⊗ |0〉ϕ +
∑
n
∫ pi/a
−pi/a
dK
2pi
ζn,K (t) |1〉X ⊗ |1n,K〉ϕ (45)
where ζn,K is the time dependent expansion coefficient which is to be determined, and |0〉X and |0〉ϕ are the ground
states of the oscillator and the field respectively, and |1〉X = bˆ†|0〉X and |1n,K〉ϕ = aˆ†n,K |0〉ϕ. Assuming the interaction
between the oscillator and the field is turned on for a time interval [−T/2, T/2] and applying the Schro¨dinger equation
and the commutators (44) the quantity ζn,K at the end of the interaction period is
ζn,K (T/2) = − i~
∫ T/2
−T/2
dt 〈1n,K |ϕ ⊗ 〈1|X HˆI (t) |0〉X ⊗ |0〉ϕ
= icκ
√
1
ω0ωn,K
[
ω0
2γ
∫ T/2
−T/2
u?n,K(V t)e
i(ω0/γ+ωn,K−V K)t dt
− u?n,K(V T/2) sin ((ω0/γ + ωn,K − V K)T/2)
]
(46)
where it is assumed that the position of the oscillator at t = −T/2 is an integer number of unit cells different from
the position at t = T/2. If the motion begins and ends at the edge of a unit cell as defined in (6) then T = Na/V
where N is an odd integer. The integral over the function un,K(x) can be simplified to one over a single unit cell,∫ T/2
−T/2
u?n,K(V t)e
i(ω0/γ+ωn,K−V K)t dt =
(N+1)/2∑
m=−(N+1)/2
eimβ
∫ a/2V
−a/2V
u?n,K(V t)e
iβV t/a dt
= e−iβ/2
sin(β(N + 1)/2)
sin(β/2)
∫ a/2V
−a/2V
u?n,K(V t)e
iβV t/a dt (47)
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where β = [ω0/γ + ωn,K − V K]a/V .
The total probability of the system having made a transition from the ground to excited state is then given by
p0→1 =
∑
n
∫
(dK/2pi)|ζn,K |2, and the rate at which the system makes these transitions is Γ0→1 = p0→1/T . Taking
the limit N →∞ we find that the oscillator makes transitions to the excited state at a rate
Γ0→1 =
c2κ2ω0
4γ2
∑
n
∫ pi/a
−pi/a
dK
1
ωn,K
∞∑
m=−∞
δ(ω0/γ + ωn,K − V K + 2pimV/a)
∣∣∣∣∣1a
∫ a/2
−a/2
u?n,K(x)e
−2piimx/a dx
∣∣∣∣∣
2
(48)
where we applied the following representation of the periodic delta function
lim
N→∞
[
sin2(Nβ/2)
sin2(β/2)N
]
= 2pi
∞∑
m=−∞
δ(β + 2pim).
Notice the argument of the delta function in (49) can only be zero for the waves that have changed the sign of their
frequency between the rest frame of the medium and the rest frame of the oscillator, as discussed in section III.
Although these ‘negative frequencies’ are somewhat mysterious in the macroscopic limit, in this model system we
have seen that they are simply a shorthand for the periodic interaction of the oscillator with the lattice of scatterers
as they move past. The integral on the right hand side of (49) is the Fourier representation of the periodic functions
un,K(x) which we find to be
1
a
∫ a/2
−a/2
u?n,K(x)e
−2piimx/a dx =
α
a
N?n,K sin(kn,Ka)k
2
n,K
(K − 2pim/a)2 − k2n,K
Thus the rate at which the oscillator extracts energy from the lattice is given by
Γ0→1 =
κ2ω0
4γ2
α2
a2
∑
n
∑
m
∣∣∣∣ sin(kn,Kma)sin(Kma)
∣∣∣∣ k3n,Km|1− V/vg(ωn,Km)|(K2m − k2n,Km)2 (49)
where Km is the m
th solution to ω0/γ + ωn,K − V K = 0 (in this formula K is not restricted to the first Brillouin
zone). In the limit of small a, only the first frequency band (n = 1) contributes significantly to (49), and a good
approximation to the solution to the dispersion relation is K = nk1,K where the index is that given in (8). In this
regime the rate of energy absorption reduces to
Γ0→1 ∼ cκ
2
4nγ
Θ
(
V n
c
− 1
)
(50)
which is the negative part of the damping constant that we recognised in our classical treatment of this problem (29)
(the factor of γ is present because we have worked in the frame where the oscillator is in motion). Thus the modes
that have changed the sign of their frequency between reference frames (positive in the rest frame of the medium, and
negative in the oscillator’s rest frame) can serve to excite a relatively moving quantum system above its ground state,
even though the field is initially in its ground state. The second mode that contributes positively to the damping in
the classical result (29) does not contribute here because a quantum system cannot be reduced in energy below its
ground state. Having derived the result (50) from a model of a dielectric medium as a lattice of scatterers we can—as
in the previous section—now understand these excitations of the oscillator as being due to the modified radiation
damping force that the oscillator is subject to as it moves through the lattice (see figure 3). When the velocity of the
oscillator is above c/n then the periodic interaction with the scatterers is such that the radiation reaction can equally
both amplify and damp the vibration of the oscillator above the ground state (rather than just damp the motion as
it does when V = 0). The amplifying part of this force then serves to excite the oscillator above the ground state.
IV. SUMMARY AND CONCLUSIONS
We considered an example to illustrate the effect of frequencies that change sign between inertial reference frames:
a 1D scalar field coupled to a simple harmonic oscillator that moves through a medium (refractive index n) at velocity
V . When the oscillator moves slower than c/n the coupling to the scalar field has a damping effect on the oscillatory
motion, while when V > c/n we found this damping is reduced to zero. The reason for the suppression of this damping
can be understood as being due to modes that have Doppler shifted from a positive frequency in the rest frame of the
medium, to a negative frequency in the rest frame of the oscillator.
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FIG. 4: The absorption rate (49) plotted for α/a = 1 for various oscillator frequencies taken in the frame of the oscillator,
Γ′ = γΓ0→1 . For ω0 a/c = 1.0× 10−5, the absorption rate exhibits the step-like increase with velocity given in equation (50),
representing the macroscopic limit of a homogeneous material of refractive index n =
√
1 + α/a. As ω0 a/c is increased, the
effect of the lattice becomes more prominent and the velocity above which there is a non-zero absorption decreases. The effect
of including the lattice is therefore to smooth of this step-like rate and allow absorption of energy for velocities much lower
than the phase velocity of light in the medium originally suggested by the macroscopic limit.
To better understand the physical significance of these modes we developed a simple model similar to that presented
by Griffiths and Taussig [21], where the medium is replaced by a lattice of scatterers that in the long wavelength
limit behave collectively as a refractive index n. When considered in this way, we see that the moving lattice causes
a periodic forcing of the oscillator. For velocities much below V = c/n, this periodic forcing always takes energy
from the oscillatory motion. Meanwhile for velocities above c/n the forcing has equal contributions that are both
in phase and out of phase with the oscillatory motion, corresponding to the reduced damping rate observed in the
long wavelength limit. Furthermore we found that by including the various diffracted components of the field the
damping smoothly reduces as the velocity is increased, whereas in the limit where the medium is described in terms
of a refractive index n the damping abruptly reduces above V = c/n.
Our findings provide a more complete understanding of the ‘negative frequency’ modes that have recently received
attention in the context of quantum friction [5, 6] and the analogue Hawking effect [11, 13], and we can now understand
them as encoding an approximation to the forcing effect of the motion of the scatterers past the observer (see figure 3).
Furthermore—to the best of the authors’ knowledge—our simple model of an oscillator coupled to a wave in a moving
medium is new and may be experimentally accessible. After all, our results are not limited to the case of optics where
we are restricted to small V/c, but would hold for any wave theory (with some obvious modifications to the formulae,
such as removing factors of γ). For instance it may be interesting to investigate the phenomenon in acoustics: coupling
a resonator to a moving acoustic material in which the phase velocity of sound is very low. This could potentially be
realised with an acoustic metamaterial [24] constructed from a lattice of resonant elements.
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Appendix A: Emission from an oscillator moving through a lattice of scatterers
Suppose, as in the main text we have an oscillating degree of freedom X(t) that is moving through the lattice of
scatterers described in section II. To solve this problem we first consider the frame where the lattice is at rest. The
equation for the field of a current suddenly turned on at t = t0 at the point x = x0, (the Green function G(x, x0, t, t0))
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is given by the solution of[
∂2
∂x2
−
(
1 + α
∑
n
δ(x− na)
)
1
c2
∂2
∂t2
]
G(x, x0, t, t0) = δ(x− x0)δ(t− t0) (A1)
To solve this equation we first look for the field of a source emitting at a fixed frequency ω, G(x, x0, ω), which solves
(A1) for the case of a monochromatic field of frequency ω, and δ(x−x0) on the right hand side. To find this quantity
we define an auxiliary function GK(x, x0, ω)
G(x, x0, ω) =
∫ pi/a
−pi/a
dK
2pi
GK(x, x0, ω) (A2)
The quantity GK(x, x0, ω) is the wave produced from an array of equally spaced sources, each emitting at frequency
ω and each source differing from the previous one by a phase exp(iKa),[
∂2
∂x2
+ k20
(
1 + α
∑
n
δ(x− na)
)]
GK(x, x0, ω) = a
∑
n
eiKnaδ(x− x0na). (A3)
The motivation for the ansatz (A2) can be understood through considering the identity
∑
n
∫ pi/a
−pi/a
dK
2pi
exp(iKna)δ(x− x0 − na) = 1
a
δ(x− x0).
From (A3) it is clear that GK(x + a, x0, ω) = exp(iKa)GK(x, x0, ω) and GK(x, x0 + a, ω) = exp(−iKa)GK(x, x0, ω)
which implies that it can be written in the form
GK(x, x0, ω) =
∑
n,m
gn,m(K,ω)e
iK(x−x0)e
2pii
a (nx−mx0) (A4)
Substituting (A4) in (A3) we find
gn,m(K,ω) =
δnm − αa k20
∑
p gp,m(K,ω)
k20 −
(
K + 2pina
)2 . (A5)
which is self–consistent if
∑
n
gn,m(K,ω) =
[
1 +
α
a
k20
∑
p
1
k20 −
(
K + 2pipa
)2
]−1
1
k20 −
(
K + 2pima
)2 = 1
D(ω,K)
[
k20 −
(
K + 2pina
)2] (A6)
where D(ω,K) is defined below. Combining (A2–A6) then yields the Green function at a fixed frequency
G(x, x0, ω) =
∫ pi/a
−pi/a
dK
2pi
eiK(x−x0)
[∑
n
φn,K(x− x0)− α
a
k20
D(ω,K)
∑
n,m
φn,K(x)φm,K(−x0)
]
(A7)
where
φn,K(x) =
e
2piin
a x
k20 −
(
K + 2pina
)2 (A8)
Evidently the full Green function (A7) breaks up into two parts. After summation and integration the first term in
the square brackets reduces to the free space Green function—it is the field of the source at x0 in the absence of the
lattice. The second term represents the response of the lattice to the source. It is clear from (A6) that the response
of the lattice is strongest when 1 + αk20
∑
n[k
2
0 − (K + 2pin/a)2]−1 = 0, which is when the lattice dispersion relation
given in the main text (7) is fulfilled
D(ω,K) = 1 +
α
a
k20
∑
n
1
k20 −
(
K + 2pina
)2 = 1− αk0 sin(k0a)2 [cos(k0a)− cos(Ka)] (A9)
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The time domain Green function G(x, x0, t, t0) which we set out to obtain is then given by the Fourier transform
of (A7)
G(x, x0, t, t0) =
∫ ∞
−∞
dω
2pi
G(x, x0, ω)e
−iω(t−t0) (A10)
To find the corresponding quantity in the frame where the lattice is in motion with velocity −V we perform the
Lorentz transformation (20) of both (x, t) and (x0, t0). This is
G(x′, x′0, t
′, t′0) =
∫ ∞
−∞
dω
2pi
∫ pi/a
−pi/a
dK
2pi
eiγK(x
′−x′0−V (t′−t′0))
[∑
n
φn,K(γ(x
′ − x′0 − V (t′ − t′0)))
− α
a
k20
D(ω,K)
∑
n,m
φn,K(γ(x
′ − V t′))φm,K(−γ(x′0 − V t′0))
]
e−iωγ(t
′−t′0−V (x′−x′0)/c2) (A11)
From the coupling to the oscillator given in (24), the field in the moving lattice is thus equal to
ϕ(x′, t′) = −κ
∫ ∞
−∞
dt′0G(x
′, x′0, t
′, t′0)X˙(t0′)
and the motion of the oscillator obeys
X¨(t′) + ω20X(t
′) = κ2
∂
∂t′
∫ ∞
−∞
dt′0G(x
′
0, x
′
0, t
′, t′0)X˙(t
′
0). (A12)
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