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The precise and automated calibration of quantum gates is a key requirement for building a
reliable quantum computer. Unlike errors from decoherence, systematic errors can in principle be
completely removed by tuning experimental parameters. Here, we present an iterative calibration
routine which can remove systematic gate errors on several qubits. A central ingredient is the
construction of pulse sequences that extract independent indicators for every linearly independent
error generator. We show that decoherence errors only moderately degrade the achievable infidelity
due to systematic errors. Furthermore, we investigate the convergence properties of our approach
by performing simulations for a specific qubit encoded in a pair of spins. Our results indicate that a
gate set with 230 gate parameters can be calibrated in about ten iterations, after which incoherent
errors limit the gate fidelity.
I. INTRODUCTION
The implementation of quantum gates with sufficiently
low incoherent and coherent error rates is a key challenge
for building reliable quantum computers. The elimina-
tion of coherent (systematic) errors is particular perti-
nent as there is evidence that for the same average gate
fidelity, coherent errors are more detrimental to error cor-
rection procedures than decoherence-induced errors1.
A first step for the removal of such errors, which can
often be achieved by appropriate changes to control pulse
sequences, is to characterize them. In principle, process
tomography extracts all relevant information about a sin-
gle gate and can thus be used for this purpose. However,
it is not very useful for initial gate tune-up as it requires
fiducial states and measurements. These need to be ei-
ther available with high accuracy or can be generated
using gates – which in turn need to be calibrated. The
solution is to self-consistently characterize and calibrate
a whole set of gates. Prominent self-consistent charac-
terization protocols include Randomized Benchmarking
(RB), Gate Set Tomography (GST) and Randomized
Benchmarking Tomography2–4. Even in the presence of
decoherence as well as state-preparation and measure-
ment (SPAM) errors, these methods can successfully ex-
tract information about gate errors.
RB is based on repeatedly applying random Clifford
gate sequences, which ideally retain the initial qubit
state. For each gate sequence, the return probability
to the initial state is measured. Since errors accumulate
with increasing sequence length, an average error rate for
the entire gate set can be extracted from an exponential
fit of the return probability versus sequence length. In
contrast, GST uses non-random gate sequences to obtain
a full quantum process description of each gate. While
RB lumps coherent and incoherent errors into a single
figure, GST can thus distinguish between different error
types. However, this comes at the cost of requiring more
gate sequences and a much more involved self-consistent
fit of all process parameters. In addition to RB and GST,
more specialized single-qubit approaches like Bootstrap
Tomography5 or Robust Phase Estimation (RPE)6 have
been proposed. Another single-qubit approach, AllXY7,
is specifically tailored to extract a subset of errors rele-
vant to resonant control using a rotating wave approxi-
mation. All three methods extract more (but not neces-
sarily complete) error information than RB but require
fewer resources than GST.
Here, we also take a middle road between RB and GST.
Our gate set characterization and calibration protocol
(which we will from now on abbreviate as GSC) extends
our previous work8–10 based on the bootstrap tomogra-
phy approach from Dobrovitski et al. 5 to larger gate sets
and more than one qubit. It can be made self-consistent,
or applied in a simplified version if single-qubit gates are
already available. For n qubits, we focus on all 22n−1 co-
herent errors generators of a gate (as opposed to 24n−22n
process parameters) since only these can in principle be
completely removed by tuning control parameters. For
a given set of available initial states, gates and mea-
surements, GSC automatically constructs short gate se-
quences for the extraction of all coherent gate errors. Us-
ing these sequences in experiments is straightforward and
requires much fewer measurements than GST and pro-
vides more detailed information than RB. Furthermore,
almost no post-processing of the measurement results is
required, decoherence errors only moderately degrade the
achievable fidelity, and the sequences can also be made
insensitive to SPAM errors.
Once gate errors have been characterized, they can be
corrected by manual or automatic tuning of the available
parameters. Automatic tuning is indispensable for scal-
ing up to many qubits and to systematically deal with
non-orthogonal gate parameters and cross-talk8–14. The
moderate resource requirements of GSC are especially
advantageous for automated calibration, which feeds the
extracted gate errors into an iterative optimization algo-
rithm (from now on referred to as solver).
While GSC can be used in combination with different
optimization algorithms, we focus on investigating the
convergence properties of derivative-based solvers. As an
example we investigate the calibration of a gate set for
two encoded spin qubits15 since a less generic single-qubit
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2version of our calibration routine has already successfully
tuned single-qubit gates with 50 free parameters in this
system10. Our simulations demonstrate that a numeri-
cally optimized gate set with up to 230 free parameters
can be calibrated. Based on a realistic noise model, this
gate set is predicted to be decoherence-limited with a
fidelity of around 99.8 %. Using GSC, fidelities beyond
99.6 % including decoherence and leakage can be reliably
reached in about 10 iterations when tuning a ˆcnot gate
with initial systematic infidelities as large as 20 %.
The paper is organized as follows: In Sec. II , we for-
mally describe the general setting and algorithm which
automatically constructs the gate sequences. Then we
outline in Sec. III how these gate sequences can be used
for tuning. We augment this by a discussion of pos-
sible error sources and the impact of decoherence on
the calibration routine in Sec. IV , and give explicit gate
sequences for a two-qubit gate set in Sec. V . Last, we
present our simulation of the calibration routine for two
exchange-coupled spin qubits in Sec. VI . We mark vec-
tors by arrows, use boldface for matrices, and set scalars
in lightface.
II. CONSTRUCTION OF GATE SEQUENCES
The main idea of GSC is to initialize a well-defined
state and apply a sequence of gates from the set of avail-
able gates, followed by a measurement. By repeating this
process for different gate sequences and optionally initial
states and measurements, all systematic gate errors can
be extracted in a self-consistent manner. In this section
we describe how GSC automatically generates a set of
suitable gate sequences when the available initial states,
gates and measurement operators are given.
We assume that the system consisting of n qubits with
Hilbert space dimension d = 2n can be initialized in any
of ni initial states ρˆi and read out using any of nm mea-
surements Mˆm. In order to calibrate a set of ng quantum
gates with unitary operators Gˆg, the algorithm first con-
structs all ns =
∑nl
l=1 ng
l gate sequences up to a certain
length nl with index s = 1, . . . , ns. Each sequence is a
list of sequentially applied gates with length l(s) ≤ nl.
We define γs,t as the index of the gate to be applied at
time index t = 1, . . . , l(s) for sequence s. We assume that
all gates can be applied independently and that cross-talk
between simultaneously applied single qubit gates as well
as concatenation errors are negligible. The unitary oper-
ator of sequence s is then given by
∏1
t=l(s) Gˆγs,t .
To assess which sequences are most suitable to extract
gate errors, we first define the coherent error operator for
gate Gˆg
Eˆg(~pg) =
d2−1∏
k=1
1ˆ− ipg,kσˆk√
1 + p2g,k
(1)
in terms of the np = ng(d
2−1) error parameters pg,k, us-
ing the d-dimensional Pauli basis σˆk ∈ (Pˆ0, Pˆ1, Pˆ2, Pˆ3)⊗n
with Pˆ0 = 1ˆ. The unitary operators describing each se-
quence perturbed by all possible unitary errors are then
given by
Uˆs(p) =
1∏
t=l(s)
Gˆγs,tEˆγs,t(~pγs,t), (2)
where p is the matrix representation of the error param-
eters pg,k. We consider all nr = ninmns measurement
responses
Rs,i,m(p) = tr(Uˆs(p)ρˆiUˆs(p)
†Mˆm), (3)
arising from applying ns sequences to ni different states
followed by nm different measurements. In order to ex-
tract the measurement responses experimentally, each se-
quence needs to be applied to the respective initial state
several times so that expectation values of the measure-
ments can be computed.
To simplify the notation, we now replace the double
index (g, k) with a single index u = 1, . . . , np, and thus
obtain the vector representation ~p of the matrix p. Like-
wise, we write Rs,i,m as a vector by replacing the triple
index (s, i,m) with a single index r = 1, . . . , nr.
We assume small gate errors, and expand ~R(~p) around
~R(0) = ~R(~0),
Rr(~p)−R(0)r =
np∑
u=1
∂R
(0)
r
∂pu
pu +O(pipj). (4)
The matrix elements Sru = ∂R
(0)
r /∂pu can be calculated
analytically or numerically using finite differences. If S is
square and invertible, and given the measurements ~R(~p)
and knowing the measurement value ~R(0) theoretically
expected for perfect gates, it is possible to solve for ~p
and thus detect and calibrate all coherent gate errors.
But as we will discuss in Sec. III , explicitly solving for
~p is not necessary for calibration purposes. Depending
on the set of gates, initial states and measurements, it
might not be possible to extract all coherent errors and
S will be singular. In this case, additional gates, states
or measurements need to be considered.
If S has more rows (sequences) than columns (coherent
errors) and its rank is np, some of the sequences contain
redundant information so that a subset of np rows of S
can still have rank np and be invertible. As a criterion
for invertibility we use that the condition number of S
may not be pathologically large. A minimal subset of np
linearly independent rows can be determined by using
a rank-revealing QR decomposition16 on the transpose,
SᵀPS = QSRS , with a unitary matrix QS and an upper
triangular matrix RS . The permutation matrix PS is
chosen such that the absolute value of the diagonal ele-
ments of RS is decreasing. If S has rank np, all diagonal
elements of RS will be nonzero. If this is the case, the al-
gorithm uses the matrix RS,min containing only the first
3np columns (sequences) of RS . Choosing the columns
with the largest diagonal elements in this manner ensures
that errors can be extracted well. Next, the algorithm
obtains Sᵀmin = QSRS,minPSᵀ . Using Smin, all coherent
errors can be extracted from ~R to first order if they are
sufficiently small.
III. TUNING ALGORITHM
In experiments, gates are controlled by some exper-
imental parameters qj , j = 1, . . . , nq, which affect the
coherent error parameters ~p via an unknown transforma-
tion. We do not make any assumption about the form
of this transformation, we only assume that it is possible
to find some set of experimental parameters ~q (0) which
remove all coherent gate errors.
Furthermore, realistic measurements can be affected
by non-unitary dynamics and SPAM errors, so that we
cannot directly extract ~R(~q). Instead, we obtain the er-
roneous measurement results ~R(~q), which only reduce
to ~R(~q) for an ideal experiment. For now we assume
~R(0) = ~R(0) but we discuss the validity of this assumption
under various realistic error sources in the next section.
Under these assumptions, we can use ∆ ~R(~q (0)) =
~R(~q (0)) − ~R(0) = 0 to obtain the calibration procedure
by solving the following optimization problem iteratively,
using measurement results for ∆ ~R(~q):
min
~q
|∆ ~R(~q)|2. (5)
Since several solutions generally exist, we require that
we start sufficiently close to the desired solution. This
should be ensured by appropriate pre-characterization of
the qubit system.
Solving the optimization problem works well as long
as a decrease in |∆ ~R(~q)| leads to lower systematic er-
rors, even if nonlinear terms in Eq. 4 cannot be neglected.
Various algorithms for calculating updates for ~q exist
but since an optimal choice depends on the specific ex-
perimental implementation and number of free parame-
ters, we will not go into detail here. For our simulations
we choose the gradient-based Levenberg-Marquardt algo-
rithm (LMA)17, since it can take advantage of a vector-
valued objective function. Since GSC is restricted to co-
herent errors, the number of required measurements just
depends on the number of extracted parameters. Thus, it
is experimentally feasible to obtain gradient information
required by the LMA by measuring finite differences10.
While alternative approaches to estimate the Jacobian
may turn out to be more efficient, this is beyond the
scope of this work.
IV. CALIBRATION ERRORS
So far, we have only considered coherent errors of the
gates themselves, which GSC can calibrate in a self-
consistent manner. However, decoherence, leakage out
of the computational subspace and SPAM errors, or sim-
ply a faulty measurement calibration, could add offsets
to each measurement.
Specifically, we assume that such errors can be mod-
elled as offsets ~δ and visibility factors ~γ in the measure-
ment of sequence r, Rr(~q) = γrRr(~q) − δr, where δr
and γr can depend on ~q. Then, the calibration will null
∆Rr(~q) = γrRr(~q)−δr−R(0)r so that γrRr(~q)−R(0)r = δr
if the calibration has converged. In this case reaching
~q = ~q (0) is not guaranteed even if the calibration routine
has converged.
First, we discuss how coherent and incoherent gate and
SPAM errors lead to offset and visibility errors, and how
they affect different gate fidelity metrics. We also briefly
comment on the effect of energy relaxation processes for
single qubits. Throughout this section, we restrict our-
selves to dynamics within the qubit subspace. This is
justified for qubit systems for which the timescales of
leakage processes are much larger than for decoherence
processes. We find that if decoherence is sufficiently low,
the infidelity of gates after being tuned by GSC is not lim-
ited by remaining coherent errors. In addition, we give
a recipe for the construction of gate sequences which are
robust to offsets and coherent SPAM errors. Example
gate sequences which implement the ideas presented in
this section are presented in Sec. V for a two-qubit gate
set.
A. Stochastic errors
We now discuss calibration errors caused by stochastic
gate and SPAM errors in terms of two common fidelity
metrics. For a completely positive trace-preserving quan-
tum process E , which represents either an imperfect gate
or a whole sequence, we consider the average gate infi-
delity from the identity ϕ(E) = 1 − F(E , 1ˆ)18, and the
diamond distance from the identity, η(E)19. While the
average infidelity is the most common metric, the dia-
mond norm yields an error rate which can be directly
compared to error correction thresholds.20.
We start by modelling coherent errors of a calibrated
gate as Ec(ρˆ) = Eˆg(~p)ρEˆ†g(~p) using Eq. 1. The contri-
bution of the coherent error pk to the average gate in-
fidelity can be calculated as ϕc =
d
d+1p
2
k. Furthermore,
the diamond distance scales linearly with |pk| and has
an upper bound of ηc ≤ d|pk|20. If several small co-
herent errors |~p|2  1 are present at the same time,
ϕc ≈
∑
k
d
d+1p
2
k =
d
d+1 |~p|2. In this case, the diamond
distance has an upper bound of ηc / d|~p|.
As a model for decoherence, we consider a generalized
4Pauli channel19
Ei(ρˆ) =
d2−1∑
k=0
akσˆkρˆσˆ
†
k (6)
describing stochastic (incoherent) errors21, where σˆ0 = 1ˆ.
Since Ei is trace-preserving
∑
k akσˆkσˆ
†
k = 1ˆ, we know
that
∑
k ak = 1 with ak ≥ 0. Thus, we can interpret a0
as the probability of retaining the original state ρˆ, and
ak as the probability of an error of type σˆk occurring.
The infidelity of this channel is ϕi =
d
d+1 (1 − a0), while
the diamond distance is given by ηi = 1 − a019. Thus,
both measures are invariant if the operators σˆk are re-
placed by Uˆ†σˆkUˆ , resulting in the twirled channel Ei,U .
This channel can be used to model several common noise
sources such as dephasing and depolarization processes
(but not relaxation and other non-unital processes). We
limit the following discussion to Ei since fidelity and dia-
mond distance are the same as for Ei,U , but will show that
similar results can be obtained at least for special non-
unital channels describing single-qubit relaxation. The
decisive property of the error model is that it contains
no unitary component, thus reflecting the situation once
all systematic errors have been nulled by the calibration.
We define Ei,r in the form just described as the to-
tal decoherence error of each sequence r, arising from
the corresponding errors of the gates in the sequence
as well as possible SPAM errors. We can thus assume
that the syndrome measurement at the end of the se-
quence is described by the ideal operator Mˆ . The
worst-case syndrome measurement error is then given by
maxρˆ |tr(Ei,r(ρˆ)Mˆ) − tr(ρˆMˆ)| and is upper bounded by
λ(1− a0) = ληi,r = λd+1d ϕi,r. Here, λ = |λmax − λmin| is
the difference between the maximal and minimal eigen-
values of Mˆ . For simplicity we restrict the following dis-
cussion to measurement operators Mˆ for which λ = 1.
Then, the process Ei,r with an infidelity ϕi,r or diamond
distance ηi,r leads to measurement errors |δr| ≤ ηi,r =
d+1
d ϕi,r.
Since the measurement errors ~δ will lead to residual
coherent errors, even after the calibration has converged,
we would now like to bound the effect on the infidelity
ϕc,g and diamond distance ηc,g of one gate due to coher-
ent error parameters ~pg. For |~δ|  1 we can then use
~R(~q) − ~R(0) = ~δ in Eq. 4 to obtain the residual coherent
errors of all gates ~p = S−1~δ +O(δiδj). With b = dd+1 we
obtain
ϕc,g = b |~pg|2 ≤ b |~p|2 = b
∣∣∣S−1~δ∣∣∣2 (7)
≤ b ∣∣S−1∣∣2 ∣∣∣~δ∣∣∣2 ≤ ∣∣S−1∣∣2 |~ϕi|2 , (8)
where |S−1| is the Frobenius norm of S−1. Therefore the
infidelity ϕc,g of gate g from residual coherent errors is
bounded quadratically by the norm of the sequence infi-
delities ~ϕi from stochastic errors. This is very favourable
as long as |~ϕi| < 1. If we repeat the same analysis for the
diamond distance, we get
ηc,g / d |~pg| ≤ d |~p| = d
∣∣∣S−1~δ∣∣∣ (9)
≤ d ∣∣S−1∣∣ ∣∣∣~δ∣∣∣ ≤ d ∣∣S−1∣∣ |~ηi| , (10)
Thus, the diamond distance ηc,g of gate g due to resid-
ual coherent errors is bounded linearly by the norm of
the sequence diamond distances ~ηi from stochastic er-
rors. For both fidelity metrics the error contribution from
residual coherent errors is bounded by the total error
contribution from stochastic errors. While the scaling is
more favourable for the infidelity, the error is still well-
controlled when using the diamond distance.
Note that ϕi,r and ηi,r reflect the total decoherence er-
ror of a sequence. If the underlying noise is Markovian
on the time scale of the duration of each gate, these met-
rics are the sum of those of l(r) individual gates to lowest
order. Thus, they are roughly a factor l(r) larger than
the typical gate error metrics. If correlations leading to
constructive interference of errors exist, a less favorable
scaling with l(r)2 may be encountered.
Naturally, the bounds need not be saturated. A nu-
merical prefactor that is smaller than |S−1| can be ob-
tained by simply considering ~pg rather than all of ~p in
the above inequalities. Moreover, not all decoherence
processes affect the measurement outcomes in the same
way. As an extreme example, let us assume that in the
absence of coherent errors all sequences prepare a single-
qubit state on the equator of the Bloch sphere. If the
decoherence of each sequence Ei,r can be modelled as a
dephasing channel around the z-axis, a measurement of
Pˆ3 will be unaffected by Ei,r and thus result in ~δ = ~0.
This example shows that it may be useful to search for
sets of state and measurements for which the decoher-
ence process does not change the measurement outcomes
to design sequences with tighter bounds.
In addition, the bounds can be improved by reducing∣∣S−1∣∣, i.e. by constructing longer gate sequences which
contain the same gate N times to accumulate coherent
errors. Thus, some elements of S will grow but by no
more than a factor N . However, additional gates will
generally also increase ~ϕi so that longer sequences are
only advantageous if some part of ~ϕi grows slower than
N . Again, this might be due to a decoherence process
which does not change the measurement outcomes. Even
if both the relevant matrix elements of S and ~ϕi grow lin-
early with N , longer gate sequences still have the benefit
of reducing the sensitivity to SPAM errors and increas-
ing the readout signal. Hence, fewer measurements are
needed to calculate expectation values without increasing
the upper fidelity bounds of Eq. 8 and Eq. 10.
We would like to point out that the above arguments
for stochastic errors can also be applied to single-qubit
energy relaxation processes. Energy relaxation is a com-
mon non-unital error encountered in all qubit systems,
typically associated with an exponential decay with the
5characteristic timescale T1. The associated infidelity is
ϕT1 =
d
d+1
t
2T1
+O(t2/T 21 ), where the qubit is subjected to
energy relaxation for a time t. We numerically determine
the diamond distance for single-qubit T1 processes
22,23,
and obtain a linear scaling with tT1 . Thus both ϕ and η
scale linearly with tT1 , the same scaling we used for the
discussion of stochastic errors.
B. Faulty readout calibration and coherent SPAM
errors
In this section we examine the effects of coherent
SPAM errors and a faulty readout calibration, and out-
line possible approaches to increase the robustness of
GSC with respect to these errors.
Coherent SPAM errors can be considered by introduc-
ing an additional gate and error parameters for each mea-
surement and readout. We define Gˆg = 1ˆ and thus in-
troduce additional pg,k, where g = ng + 1, . . . , ng +ni for
initialization errors and g = ng+ni+1, . . . , ng+ni+nm for
measurement errors. These additional gates are treated
exactly like the regular gates except that they are only
applied once in each sequences before (after) the corre-
sponding measurement (initialization). This approach
overparametrizes the initialization errors by considering
their effect on all possible initial states, but treating them
on the same footing as gate errors is very convenient com-
putationally. Using this method we define the modified
unitary sequence operators Vˆs,i,m and modified measure-
ment results Rs,i,m:
Vˆs,i,m(~p) = Gˆng+ni+mUˆs(~p)Gˆng+i (11)
Rs,i,m(~p) = tr(Vˆs,i,m(~p)ρˆiVˆs,i,m(~p)
†Mˆm). (12)
Given specific gate sequences, we can then calculate
which coherent SPAM errors enter to first or only to sec-
ond order in ~δ. There will always be some SPAM errors
which enter to first order, otherwise GSC would not be
first-order sensitive to gate errors.
Remember that a key requirement of our protocol is
to require full rank with respect to the first ng(d
2 − 1)
gate error parameters when selecting a subset of rows
(sequences) of S. In addition, we can enforce first-order
insensitivity to some of the SPAM error parameters rep-
resented by gates with index g > ng. It is possible to
construct gate sequence with no first-order sensitivity to
almost all single-qubit SPAM errors as demonstrated for
a two-qubit gateset in Sec. V . To what extent this reduc-
tion of the number of relevant error generators leads to
a higher accuracy depends on the specific errors present
in the gate set to be calibrated.
Next, we consider the effect of a faulty readout cali-
bration, including both offsets ~δ and visibility factors ~γ.
For known ~δ, the bounds are directly given by Eq. 7 and
Eq. 9. For the measurement result Rr(~q) = γrRr(~q)− δr
the symmetric visibility loss γr does not lead to a bi-
ased calibration if R
(0)
r = 0. This condition can be easily
enforced in the sequence construction. All sequences pre-
sented in this work obey this condition, except the last
two rows in Tab. I as discussed later in Sec. V .
In order to make the calibration insensitive to offset
errors ~δ, we can construct a second complementary se-
quence for each of the original sequences. The result-
ing complementary measurement results ∆~R(2) are then
subtracted from the original measurement results ∆~R(1)
yielding ∆~R = ∆~R(1) −∆~R(2). This will cancel out any
additive errors that are the same for each pair, such as
readout calibration errors. The constructions works as
follows: In order to be still able to detect and calibrate all
coherent gate errors we first require that the difference of
the sensitivity matrices S(1)−S(2) is invertible with good
condition number. Each sequence pair should use the
same measurement, so that the minimal number of addi-
tional sequences needed is at least nm, and possibly more
to ensure invertibility of S(1)−S(2). Note that the num-
ber of complementary sequences can be lower than the
number of primary sequences by paring the same com-
plementary sequence with multiple primary sequences.
V. TWO-QUBIT GATE SET
In this section, we give explicit gate sequences for cal-
ibrating a two-qubit gate set, implementing the ideas
from Sec. IV B . Specifically, we consider the gate set
Gˆ ∈
{
ˆcnot, xˆ
(1)
pi/2, yˆ
(1)
pi/2, xˆ
(2)
pi/2, yˆ
(2)
pi/2
}
, where superscripts
indicate on which qubit the gate is executed. To rep-
resent coherent gate errors, we use the basis elements
Pˆi ⊗ Pˆj and corresponding error strengths pg,ij in Eq. 1.
The initial state is |00〉 and we consider the measurements
σˆ30 = Pˆ3 ⊗ Pˆ0 and σˆ03 = Pˆ0 ⊗ Pˆ3. We denote coherent
initialization and measurement errors by pi,ij and pm,ij ,
where pm,ij is understood to refer σˆ30 or σˆ03, whichever
is used in the sequence. For all of the gate sequence pre-
sented in this section, |S−1| takes on values between 5.1
and 8.1.
If single-qubit gates are already calibrated, i.e. by run-
ning a single-qubit version of GSC on each qubit, the
ˆcnot gate can be tuned by using the sequences given
in Tab. I. Each row contains the gate sequence, measure-
ment operator and expected measurement result with the
linear dependence on the coherent gate error parameters
pg,ij . Higher order terms are omitted.
Notice that all sequences are designed to produce the
same measurement statistics as a completely mixed state.
While our intention is to start the optimization close to a
solution, this might not be the case. In order to make sure
that the initial iterations do not run towards gates that
produce the completely mixed state, we can introduce
additional sequences. In this case, we give sequences 16
and 17 as an example, which ideally reproduce the initial
state. Once the calibration is close to the desired target,
they can be omitted from the calibration. Note that a
sensible choice of such additional sequences requires some
6insight into the decoherence mechanisms, since they need
to cover all types of excess decoherence that can occur in
the gate set at hand.
By using the approach outlined in Sec. IV B , we also
generate sequences for tuning the ˆcnot gate that are
first-order insensitive to all coherent single-qubit initial-
ization errors, and first-order insensitive to all coherent
single-qubit measurement errors except ∝ 1ˆ⊗ σˆx, shown
in Tab. II. This error corresponds to a single-qubit rota-
tion around the x-axis directly before the perfect readout.
This result implies that only a single type of coherent er-
ror of the readout operation needs to be minimized to
reduce SPAM errors.
If single-qubit gates are to be tuned simultaneously, the
sequences in Tab. III can be used. Adding 10 sequences
for 12 new single-qubit error parameters is sufficient since
Pˆ3 measurements only determine the x- and y-axis of each
qubit up to z-rotations. Thus, we obtain the condition
number of 83.5 by adding two equations setting the y-
component of the rotation axis of xˆ
(1)
pi/2 and xˆ
(2)
pi/2 to zero.
Four additional sequences to control for decoherence of
each single-qubit gate are not listed explicitly, but can
be generated in the same manner as before by repeating
each gate twice and measuring the appropriate qubit. Se-
quences 26 and 27 are designed for dealing with energy
relaxation, leakage and offsets in the measurement cali-
bration (in the appendix we also provide more sequences
for dealing with offsets).
VI. APPLICATION TO SINGLET-TRIPLET
QUBITS
In order to study the experimental feasibility and con-
vergence properties of our tuning procedure we now con-
sider a specific qubit model for qubits encoded in two
electron spins, so-called S-T0 qubits
24. Previous work
has shown that it should be possible to implement quan-
tum gates with fidelities approaching 99.9 % in this sys-
tem but reaching this level of accuracy experimentally
will require tune-up of many parameters15. GSC was
developed with this application in mind.
In order to study the calibration of a two-qubit gate,
we use the same model as Cerfontaine et al. 15 , which
we now summarize briefly. Specifically, we consider two
S-T0 qubits formed by four linearly adjacent quantum
dots as shown in Fig. 1 (a). Gate electrodes on top of
the heterostructure control the chemical potential of the
quantum dots and allow control of three exchange inter-
actions Jj,j+1, j ∈ {1, 2, 3}, between any two neighboring
dots via gate voltages j,j+1. Each spin also experiences
a different magnetic field Bj , j ∈ {1, 2, 3, 4}. With ~ = 1,
the Hamiltonian can then be written as
H =
3∑
j=1
Jj,j+1
4
σ(j) · σ(j+1) + 1
2
4∑
j=1
Bjσ
(j), (13)
where σ(j) is the Pauli operator acting on the spin in
quantum dot j. The qubits are encoded in the subspace
{|↑↓〉 , |↓↑〉}⊗2 where only differences between the mag-
netic fields, bj,j+1 = Bj −Bj+1, affect the qubit dynam-
ics. Occupation of the states |↓↓↑↑〉 and |↑↑↓↓〉 is sup-
pressed to a large extent by choosing J23/|b23|  125. We
focus on qubits defined in a GaAs heterostructure, which
have been explored more widely as S-T0 qubits and for
which we have detailed, validated models at hand. Since
experiments in GaAs can achieve bj,j+1 from 0.1 ns
−1
to 7 ns−1 by polarizing the GaAs nuclear spins26,27, we
choose b23 = 7 ns
−1 and b12 = −b34 = 1 ns−1.
The detunings j,j+1 are controlled by using arbi-
trary waveform generators (AWGs) with a fixed sam-
ple rate of typically 1 GS/s. Typical gates between the
four spins consist of Nseg = 20 to 50 samples, and are
parametrized by three detuning voltages for each sam-
ple, j,j+1,l, l = 1...Nseg. From the discrete j,j+1,l we
obtain the actual experimental pulse shapes seen by the
qubit j,j+1(t) by convolution with a typical experimen-
tal impulse response15. Using a phenomenological re-
lation for Jj,j+1(j,j+1) = J0 exp (j,j+1/0) allows us
to obtain Jj,j+1(t) using the experimentally measured
parameters28 0 = 0.272 mV and J0 = 1 ns
−1. Given
all  values, we can thus calculate the time evolution
of this system numerically by approximating the time-
dependence of Jj,j+1(t) and thus the Hamiltonian as
piece-wise constant. Once we have obtained the uni-
tary matrix U() in this manner, we compare this gate to
the desired unitary matrix Ut using the infidelity ϕ() =
1−F(U(), Ut)18. In addition, we calculate leakage out of
the computational subspace L = 1 − tr(V †c Vc)/4, where
Vc is the truncation of U() into the four-dimensional
computational subspace.
We also evaluate the infidelity and leakage due to
charge noise affecting  and hyperfine noise affect-
ing bj,j+1 by calculating the overage of ϕ() over 100
computer-generated noise traces. In GaAs, hyperfine
noise can be approximated as quasistatic with an exper-
imentally measured standard deviation of σb = 0.3 mT
9
using dynamic nuclear polarization26. For charge noise,
we use a quasistatic noise model with σ = 8µV to which
we add white noise with an experimentally measured
noise strength of 4× 10−20 V2/Hz at 1 MHz28.
S-T0 qubits are typically initialized in a singlet state.
They are read out in the singlet-triplet basis by detuning
the two adjacent quantum dots, and observing the charge
response. For a spin singlet, both electrons will occupy
the energetically favourable dot. However, for a triplet
state the Pauli exclusion principle applies and the charge
state remains unchanged. Thus, singlet and triplet states
can be distinguished by their charge response29,30 but it
is not possible to tell different triplet states apart.
It is possible to apply an adiabatic pi/2 pulse before
readout and a −pi/2 pulse after initialization to map |S〉
to |↑↓〉 and |T0〉 to |↓↑〉 before readout (and vice-versa
for initialization)10. Thus, we assume that the initial
state of the qubits is ρˆ1 = |↑↓↑↓〉〈↑↓↑↓|. To include re-
alistic measurements, we construct the measurement op-
7s γs,1 γs,2 γs,3 γs,4 Mˆs Rr(
1
2
~p) for Gates Initialization Measurement
1 ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,11 + p1,22 −pi,11 + pi,22 −pm,10 − pm,13
2 xˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,10 − p1,13 −pi,10 − pi,13 −pm,11 + pm,22
3 ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,21 − p1,12 −pi,21 − pi,12 −pm,20 − pm,23
4 yˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,20 − p1,23 −pi,20 − pi,23 −pm,21 − pm,12
5 ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,01 − p1,31 −pi,01 − pi,31 −pm,01 − pm,31
6 ˆcnot yˆ
(2)
pi/2 σˆ03 0− p1,02 − p1,32 −pi,02 − pi,32 −pm,02 − pm,32
7 xˆ
(1)
pi/2
ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,02 + p1,22 −pi,02 − pi,32 +pm,22 − pm,13
8 xˆ
(1)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,31 − p1,12 −pi,21 − pi,12 −pm,11 − pm,23
9 yˆ
(1)
pi/2
ˆcnot xˆ
(1)
pi/2 σˆ30 0 + p1,31 + p1,22 −pi,11 + pi,22 −pm,21 − pm,13
10 xˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,31 − p1,13 −pi,21 − pi,12 −pm,31 + pm,22
11 yˆ
(1)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,02 − p1,12 −pi,02 − pi,32 −pm,12 − pm,23
12 yˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,32 − p1,23 +pi,21 + pi,12 −pm,02 − pm,12
13 yˆ
(2)
pi/2
ˆcnot xˆ
(2)
pi/2 σˆ03 0 + p1,03 + p1,33 −pi,01 − pi,31 −pm,02 − pm,32
14 xˆ
(1)
pi/2
ˆcnot ˆcnot yˆ
(1)
pi/2 σˆ30 0− 2p1,30 − p1,03 − p1,33 −pi,20 − pi,23 −pm,10 − pm,13
15 xˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,12 + p1,33 −pi,21 − pi,12 −pm,02 + pm,22
16 ˆcnot ˆcnot σˆ30 1
17 ˆcnot ˆcnot σˆ03 1
TABLE I. Full list of sequences for calibration of a ˆcnot gate using the basis elements Pˆi⊗Pˆj and corresponding error strengths
p1,ij . Each row contains a gate sequence, the measurement operator (σˆ30 = Pˆ3 ⊗ Pˆ0 or σˆ03 = Pˆ0 ⊗ Pˆ3) and the expected linear
dependence of the measurement outcome on the coherent error parameters. For clarity, the prefactor of each coefficient p1,ij
was divided by 2. Sequences 1-15 are used for eliminating systematic errors while sequences 16 and 17 can be used to extract
information on decoherence (and leakage). Sequences are applied from left to right. All sequences assume initialization in the
|00〉 state. The condition number of the sensitivity matrix S is 8.4.
erators Mˆm such that |↑↓〉 states yield a measurement
result of 1 and |↓↑〉, |T+〉, |T−〉 yield -1. In the basis
(|↓↓↑↑〉 , |↑↓↑↓〉 , |↑↓↓↑〉 , |↓↑↑↓〉 , |↓↑↓↑〉 , |↑↑↓↓〉) the mea-
surement operators Mˆ1 and Mˆ2 for the first and second
qubit are then given as
Mˆ1 =
−1 Pˆ3 ⊗ Pˆ0
−1
 , Mˆ2 =
−1 Pˆ0 ⊗ Pˆ3
−1
 ,
where omitted matrix elements are zero.
We now simulate two different GSC protocols using
sequences 1-25 given in Tab. I and Tab. III with mea-
surements σˆ30 = Mˆ1 and σˆ03 = Mˆ2 . While the first
case assumes perfect single-qubit gates, which is realis-
tic if they have already been calibrated separately, the
second case is truly self-consistent. For both cases, we
use the initial state and measurements discussed above,
and a previously optimized 50 ns long G1 = ˆcnot gate
shown in Fig. 1 (b)15. In addition, we use the 20 ns long
single-qubit gates G2 = xˆ
(1)
pi/2, G3 = yˆ
(1)
pi/2, G4 = xˆ
(2)
pi/2 and
G5 = yˆ
(2)
pi/2 from Ref. 15 (without capacitive interqubit
coupling and the interqubit exchange J23 turned off).
The ˆcnot gate is parametrized by 3 · 50 free parame-
ters, while each single-qubit gate has 20 free parameters.
For the noise model at hand, the highest predicted gate
fidelity for all gates is 99.8 % in the absence of systematic
errors.
Before solving the minimization problem from Eq. 5,
we introduce coherent gate errors by adding random, un-
correlated disturbances to the detunings  of the gates
subject to calibration. For the single qubit gates we do
not perturb  on the idling qubit. Thus, we obtain a set
of 2500 random starting points with initial infidelities
ϕinitial of up to 20 % due to systematic errors.
For each of these starting points, we iteratively solve
the minimization problem from Eq. 5 with respect to
 using the Levenberg-Marquardt algorithm. The de-
tunings are bounded to experimentally feasible values,
−5.40 ≤ i,j+1(t) ≤ 2.40. For the single-qubit gates
the interqubit exchange is not needed and thus J23 is set
to 0. In each iteration we use the current values of  to
construct unitary operators for each gate, which then al-
lows us to calculate the measurement outcomes for each
sequence. We do not take quantization noise of the mea-
surements into account since it was shown that with suf-
ficient averaging this is not a fundamental problem for
convergence8.
For the first case where just the ˆcnot gate is tuned,
we investigate the effect of sequences 16 and 17 which
are included to keep decoherence low. To this end, we
run two versions of GSC, with and without sequences
16 and 17. For simplicity, we approximate the decoher-
ence channel of each sequence by a depolarizing chan-
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9s γs,1 γs,2 γs,3 γs,4 Mˆs Rr(
1
2
~p) for Gates Initialization Measurement
1 xˆ
(1)
pi/2 σˆ30 0− p2,10 −pi,10 − pi,13 −pm,10 − pm,13
2 yˆ
(1)
pi/2 σˆ30 0− p3,20 −pi,20 − pi,23 −pm,20 − pm,23
3 xˆ
(2)
pi/2 σˆ03 0− p4,01 −pi,01 − pi,31 −pm,01 − pm,31
4 yˆ
(2)
pi/2 σˆ03 0− p5,02 −pi,02 − pi,32 −pm,02 − pm,32
5 ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,11 + p1,22 − p2,10 −pi,11 + pi,22 −pm,10 − pm,13
6 ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,21 − p1,12 − p3,20 −pi,21 − pi,12 −pm,20 − pm,23
7 ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,01 − p1,31 − p4,01 −pi,01 − pi,31 −pm,01 − pm,31
8 ˆcnot yˆ
(2)
pi/2 σˆ03 0− p1,02 − p1,32 − p5,02 −pi,02 − pi,32 −pm,02 − pm,32
9 xˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,10 − p1,13 − p2,10 −pi,10 − pi,13 −pm,11 + pm,22
10 xˆ
(1)
pi/2 yˆ
(1)
pi/2 σˆ30 0− p2,20 − p3,30 −pi,20 − pi,23 −pm,10 − pm,13
11 yˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,20 − p1,23 − p3,20 −pi,20 − pi,23 −pm,21 − pm,12
12 yˆ
(1)
pi/2 xˆ
(1)
pi/2 σˆ30 0 + p2,30 − p3,10 −pi,10 − pi,13 −pm,20 − pm,23
13 xˆ
(2)
pi/2 yˆ
(2)
pi/2 σˆ03 0− p4,02 − p5,03 −pi,02 − pi,32 −pm,01 − pm,31
14 yˆ
(2)
pi/2 xˆ
(2)
pi/2 σˆ03 0 + p4,03 − p5,01 −pi,01 − pi,31 −pm,02 − pm,32
15 xˆ
(1)
pi/2
ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,02 + p1,22 −pi,02 − pi,32 +pm,22 − pm,13
16 xˆ
(1)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,31 − p1,12 −pi,21 − pi,12 −pm,11 − pm,23
17 xˆ
(1)
pi/2 xˆ
(1)
pi/2 yˆ
(1)
pi/2 σˆ30 0− p2,20 − p2,30 + p3,20 −pi,20 − pi,23 +pm,20 + pm,23
18 xˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ30 0− p1,10 + p1,12 − p2,10 −pi,10 − pi,13 −pm,11 + pm,23
19 xˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,31 − p1,13 −pi,21 − pi,12 −pm,31 + pm,22
20 yˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ30 0− p1,20 + p1,22 − p3,20 −pi,20 − pi,23 −pm,21 − pm,13
21 yˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,32 − p1,23 +pi,21 + pi,12 −pm,02 − pm,12
22 xˆ
(2)
pi/2 xˆ
(2)
pi/2 yˆ
(2)
pi/2 σˆ03 0− p4,02 − p4,03 + p5,02 −pi,02 − pi,32 +pm,02 + pm,32
23 yˆ
(2)
pi/2
ˆcnot xˆ
(2)
pi/2 σˆ03 0 + p1,03 + p1,33 + p4,03 − p5,01 −pi,01 − pi,31 −pm,02 − pm,32
24 yˆ
(1)
pi/2
ˆcnot ˆcnot xˆ
(1)
pi/2 σˆ30 0 + 2p1,30 + p1,03 + p1,33 + p2,30 − p3,10 −pi,10 − pi,13 −pm,20 − pm,23
25 yˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,03 − p1,13 − p4,02 −pi,02 − pi,32 +pm,22 − pm,13
26 xˆ
(1)
pi/2 xˆ
(1)
pi/2 xˆ
(1)
pi/2 σˆ30 0 + 3p2,10 +pi,10 + pi,13 +pm,10 + pm,13
27 xˆ
(1)
pi/2
ˆcnot σˆ03 0− p1,10 − p1,13 − p2,10 −pi,10 − pi,13 −pm,11 + pm,22
TABLE III. Gate sequences for tuning the gate set Gˆ ∈
{
ˆcnot, xˆ
(1)
pi/2, yˆ
(1)
pi/2, xˆ
(2)
pi/2, yˆ
(2)
pi/2
}
. The condition number of the sensitivity
matrix S is cond(S) = 9.0. The last two sequences are optional and can be used to make the calibration insensitive to offsets ~δ in
the measurement. This is done by subtracting their measurement results from the other sequences with matching measurement
operators. After subtraction, the condition number of the difference of the sensitivity matrices is cond(Sdiff) = 83.5
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FIG. 1. F(a) Diagram of a quadruple quantum dot config-
uration forming two S − T0 qubits. The local exchange in-
teractions are labeled J12 and J34, the non-local exchange
is labeled J23. In addition to the exchange interaction, the
spins are subject magnetic fields Bi (due to an effective Over-
hauser field generated by the host material’s nuclear spins and
an externally applied magnetic field). (b) Pulse sequence for
a ˆcnot gate with a fidelity of 99.8% (in GaAs) limited by
decoherence. This gate is used for the simulations of the gate
set calibration protocol. Figure adapted from Ref. 15.
nel when the two additional sequences are included. In
each iteration, we match the infidelity of the depolariz-
ing channel to the current infidelity of the ˆcnot gate
times the number of times the ˆcnot gate occurs in the
respective sequence. Note that a strong anisotropy in
the actual decoherence process may require a more re-
fined choice of the decoherence detection sequences to
avoid a degraded performance compared to this simple
generic model. The infidelity of the ˆcnot gate due to
white charge noise is calculated in a computationally ef-
ficient manner by using a Markov approximation25, while
quasistatic noise is included by integrating over discrete
Gaussian distributions15. When sequences 16 and 17 are
not used and in the case where all gates are tuned self-
consistently, we limit ourselves to unitary dynamics to
make the calculation of derivatives more computationally
efficient. Note that the depolarizing channel used during
optimization does not lead to systematic measurement
offsets δ for sequences 1 to 15. Thus, difference in the
convergence behaviour are only due to the effect of the
decoherence sequences 16 and 17.
For each optimization run we characterize the initial
and final gate fidelities, ϕinitial and ϕfinal, and the infi-
delity ϕk in iteration k, always including decoherence.
An analysis for tuning the ˆcnot gate with decoherence
sequences included is given in Fig. 2 panels (a)-(e), while
we present data obtained without the decoherence se-
quences in panels (f) and (g). In Fig. 3 , the entire gate
set was tuned, and thus we plot the infidelities for all
gates. We will now discuss each of the panels in turn.
In both Fig. 2 and Fig. 3 , we plot ϕfinal versus ϕinitial in
panels (a), where red points just contain coherent errors
while blue data additionally includes decoherence from
noise. The results indicate that most optimization runs
successfully remove coherent errors to below 2× 10−4,
consistent with the expectation that some but only small
systematic errors arise from decoherence. Much lower
coherent errors rates on the order of 1× 10−8 can be
reached if only the ˆcnot gate is tuned. In both cases,
incoherent errors cannot be reduced below those of the
initial optimized gates. Each of the horizontal clusters
seen in Fig. 3 belongs to a different gate being tuned,
indicating that coherent errors are removed to a differ-
ent degree due to the asymmetric construction of the
gate sequences with respect to the elements of the gate
set. In panels (b) a similar analysis is shown for leakage.
Due to a sufficiently low ratio J23/b23, leakage is already
very low in the beginning, and this property is retained
throughout the calibration.
We define a run as successful if the final fidelity of
the ˆcnot gate is higher than 99.6 %, close to the opti-
mal value of 99.8 %, and thus obtain the success rates in
panels (c). We focus on the ˆcnot gate because all runs
achieved single-qubit gate fidelities above 99.6 %. These
result indicate that ˆcnot gates with initial infidelities
up to 20 % can reliably calibrated if single-qubit gates
have been calibrated previously. If single-qubit gates are
tuned along with the ˆcnot gate, the success rate drops
to about 50 % at 10 % initial gate fidelity. This approach
is thus less suited for initial tune-up without further im-
provements, but may be useful for compensating small
changes due to drift.
Next, we investigate the convergence of the error syn-
dromes and infidelities in Fig. 2 in panel (d) and (e),
respectively. In the beginning, coherent errors are re-
moved quickly, resulting in rapid convergence. Panel (d)
in Fig. 3 shows that convergence is similar and takes at
most two times more iterations, even though 80 addi-
tional parameters are tuned.
However, we can see from Fig. 2 (d) and (e) that
once coherent errors are comparable to incoherent errors
(around iteration 4), convergence slows. This behaviour
is not observed in panels (f) and (g) of Fig. 2 , which
show the convergence without the two additional deco-
herence sequences. We attribute this to the fact that the
Levenberg-Marquardt inherits some properties from the
Gauss-Newton algorithm (as it interpolates between the
Gauss-Newton algorithm and gradient descent). Specifi-
cally, the Gauss-Newton algorithm can achieve superlin-
ear convergence close to an exact solution, otherwise its
convergence is typically not better than linear31. If we
just include the first 15 sequences, the simulation has an
exact solution. In the presence of decoherence there is
no exact solution as the decoherence sequences will not
be able prepare the ideal pure final state, resulting in the
observed slower convergence of the Gauss-Newton algo-
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FIG. 2. Simulation results for tuning a ˆcnot gate using all sequences from Tab. I. Leakage L and infidelities ϕ from coherent
errors are shown in red. Blue data also include the effect of decoherence from quasistatic and high-frequency noise. (a-b) Final
infidelities and leakages obtained after completing the calibration protocol, as a function of the initial infidelities. The dashed
line indicates error and leakage rates of 4× 10−3. (c) Success rate of the protocol (final infidelity ≥ 99.6 %) as a function of
the initial infidelities. (d-e) Convergence plots for the error syndromes and actual infidelities. (f-g) Convergence plots but for
simulation runs without the additional sequences 15 and 16.
rithm. Thus, additional decoherence sequences should be
avoided or removed from the optimization once the con-
vergence slows, unless an optimization algorithm that is
less sensitive to this issue is used.
Even with decoherence sequences included, coherent
errors can be removed to a level below incoherent errors
in around 10 iterations. A previous experiment on single-
qubit gate tune-up10 measured 2 times fewer sequences
and tuned about 3 times fewer parameters in a compa-
rable number of iterations. Thus, tuning a two-qubit
gate could take about a factor 18 longer as more mea-
surements are needed to determine gradients using finite
differences. However, further speedup is possible by im-
proving the time it takes to upload pulses to the AWG,
which was a relevant factor in Ref. 10. Additional time
can be saved by measuring or approximating the Jaco-
bian in a more efficient manner32. Our approach can also
be used in conjunction with derivative-free methods like
the Nelder-Mead simplex algorithm33, though this may
turn out to be unfavorable as information on the nature
of the errors is lost.
VII. CONCLUSION
In this work, we have introduced GSC, a gate set cali-
bration protocol which allows for straightforward experi-
mental calibration of different gate sets on one or several
qubits. We have presented explicit sequences for a two-
qubit gate set but it is straightforward to automatically
generate sequences optimally suited for a range of gate
sets, experimental requirements and specific errors mod-
els.
Furthermore, it is possible to construct gate sequences
robust to some forms of state preparation and measure-
ment errors and decoherence. This is advantageous if
some errors are more likely to occur than others. We
have given explicit gate sequences which are first-order
sensitive to only one coherent single-qubit readout error.
From our simulations, we also expect that our method
will be able to tune up an entire two-qubit gate set for
S-T0 spin-qubits. Even if 230 or more free parameters
need be adjusted, fast convergence is possible.
The moderate resource requirements of GSC can also
be harnessed to calibrate classical and non-classical cross-
talk in multi-qubit architectures. A straightforward ap-
proach within this framework would be to treat single-
qubit gates which are executed in parallel as a two-qubit
gates. Since each pair thus introduces new systematic
errors, more sequences will generally be required.
To consider larger qubit systems and longer gate se-
quences, the current search for suitable sequences could
also be replaced by a more structured approach. This can
include an explicit optimization of the information gained
by each measurement, instead of simply constructing a
well-conditioned matrix, which will enable longer gate se-
quences to amplify certain errors by multiple application
of the same gate. Furthermore, it will be useful to in-
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FIG. 3. Simulation results for tuning a set of four single-
qubit gates and a ˆcnot gate using the sequences from Tab. III.
(a-b) Final infidelities and leakages obtained after completing
the calibration protocol, as a function of the initial infidelities.
Each gate in the set is represented by a different data point for
each run. (c) Success rate of the protocol (final infidelity of
the ˆcnot gate≥ 99.6 %) as a function of the initial infidelities.
(d) Convergence plot for the error syndromes.
vestigate methods for making the gates sequences more
robust to decoherence and SPAM errors, and extracting
precise errors bars on the error syndromes.
While GSC exhibits a nearly ideal performance in
terms of convergence, it might be necessary to explore
other approaches if the qubit system does not allow for
initial infidelities below 10 − 20 %. These could include
a coarse pre-calibration by reconstructing state trajecto-
ries and optimizing their agreement with the ideal case,
or abandoning the idea of starting from simulated seeds
and doing a global search on the experiment instead.
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ADDITIONAL GATE SEQUENCES
In this appendix, we provide the additional gate sequences referenced in the main text. The first two tables, Tab. IV
and Tab. V, belong together. By subtracting the measurement results obtained by using the sequences from the second
table from those obtained from the first table, common measurement offsets can be cancelled. Each sequence pair
prepares the same final state. The same procedure should be used with the sequences from the last two tables, Tab. VI
and Tab. VII, which only differ by two additional gates in each sequence.
s γs,1 γs,2 γs,3 γs,4 γs,5 Mˆs Rr(
1
2
~p) for Gates Initialization Measurement
1 ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,11 + p1,22 −pi,11 + pi,22 −pm,10 − pm,13
2 ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,21 − p1,12 −pi,21 − pi,12 −pm,20 − pm,23
3 ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,01 − p1,31 −pi,01 − pi,31 −pm,01 − pm,31
4 ˆcnot yˆ
(2)
pi/2 σˆ03 0− p1,02 − p1,32 −pi,02 − pi,32 −pm,02 − pm,32
5 xˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,10 − p1,13 −pi,10 − pi,13 −pm,11 + pm,22
6 yˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,20 − p1,23 −pi,20 − pi,23 −pm,21 − pm,12
7 xˆ
(1)
pi/2
ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,02 + p1,22 −pi,02 − pi,32 +pm,22 − pm,13
8 xˆ
(1)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,31 − p1,12 −pi,21 − pi,12 −pm,11 − pm,23
9 xˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ30 0− p1,10 + p1,12 −pi,10 − pi,13 −pm,11 + pm,23
10 xˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,31 − p1,13 −pi,21 − pi,12 −pm,31 + pm,22
11 yˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ30 0− p1,20 + p1,22 −pi,20 − pi,23 −pm,21 − pm,13
12 yˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,32 − p1,23 +pi,21 + pi,12 −pm,02 − pm,12
13 xˆ
(2)
pi/2
ˆcnot yˆ
(2)
pi/2 σˆ03 0− p1,03 − p1,33 −pi,02 − pi,32 −pm,01 − pm,31
14 xˆ
(1)
pi/2
ˆcnot ˆcnot yˆ
(1)
pi/2 σˆ30 0− 2p1,30 − p1,03 − p1,33 −pi,20 − pi,23 −pm,10 − pm,13
15 xˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,12 + p1,33 −pi,21 − pi,12 −pm,02 + pm,22
TABLE IV. Gate sequences for tuning a ˆcnot gate. The condition number of the sensitivity matrix S is cond(S) = 6.8. These
sequences can be used to make the calibration insensitive to offsets in the measurement by subtracting the measurement results
of the sequences in Tab. V.
s γs,1 γs,2 γs,3 γs,4 γs,5 Mˆs Rr(
1
2
~p) for Gates Initialization Measurement
1 xˆ
(1)
pi/2 yˆ
(1)
pi/2 σˆ30 0 −pi,20 − pi,23 −pm,10 − pm,13
2 yˆ
(1)
pi/2 xˆ
(1)
pi/2 σˆ30 0 −pi,10 − pi,13 −pm,20 − pm,23
3 xˆ
(2)
pi/2 yˆ
(2)
pi/2 σˆ03 0 −pi,02 − pi,32 −pm,01 − pm,31
4 yˆ
(2)
pi/2 xˆ
(2)
pi/2 σˆ03 0 −pi,01 − pi,31 −pm,02 − pm,32
5 ˆcnot ˆcnot xˆ
(1)
pi/2
ˆcnot σˆ30 0− 2p1,10 − p1,11 + p1,22 − 2p1,13 −pi,10 − pi,13 −pm,11 + pm,22
6 ˆcnot ˆcnot yˆ
(1)
pi/2
ˆcnot σˆ30 0− 2p1,20 − p1,21 − p1,12 − 2p1,23 −pi,20 − pi,23 −pm,21 − pm,12
7 xˆ
(1)
pi/2
ˆcnot xˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,02 + 2p1,22 − p1,13 −pi,02 − pi,32 +pm,22 − pm,13
8 xˆ
(1)
pi/2
ˆcnot ˆcnot ˆcnot yˆ
(1)
pi/2 σˆ30 0− 3p1,31 − 2p1,12 − p1,23 −pi,21 − pi,12 −pm,11 − pm,23
9 xˆ
(1)
pi/2
ˆcnot xˆ
(2)
pi/2 σˆ30 0− p1,10 − p1,13 −pi,10 − pi,13 −pm,11 + pm,23
10 xˆ
(1)
pi/2
ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,31 − p1,12 −pi,21 − pi,12 −pm,31 + pm,22
11 yˆ
(1)
pi/2
ˆcnot xˆ
(1)
pi/2 σˆ30 0 + p1,31 + p1,22 −pi,11 + pi,22 −pm,21 − pm,13
12 ˆcnot yˆ
(1)
pi/2 yˆ
(2)
pi/2 σˆ03 0− p1,02 − p1,32 −pi,02 − pi,32 −pm,02 − pm,12
13 ˆcnot ˆcnot xˆ
(2)
pi/2 σˆ03 0− 2p1,01 − 2p1,31 −pi,01 − pi,31 −pm,01 − pm,31
14 ˆcnot ˆcnot ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,10 − 2p1,11 + 2p1,22 − p1,13 −pi,11 + pi,22 −pm,10 − pm,13
15 ˆcnot ˆcnot xˆ
(1)
pi/2 yˆ
(2)
pi/2 σˆ03 0− 2p1,02 − 2p1,32 −pi,02 − pi,32 −pm,02 + pm,22
TABLE V. Gate sequences for tuning a ˆcnot gate. These sequences can be used to make the calibration insensitive to offsets
in the measurement by subtracting their measurement results from those of the sequences in Tab. IV. In the absence of coherent
errors, each sequence prepares the same final state as the corresponding sequence in Tab. IV. After subtraction, the condition
number of the difference of the sensitivity matrices is cond(Sdiff) = 17.9.
15
s γs,1 γs,2 γs,3 γs,4 γs,5 γs,6 Mˆs Rr(
1
2
~p) for Gates Initialization Measurement
1 ˆcnot xˆ
(1)
pi/2 σˆ30 0− p1,11 + p1,22 −pi,11 + pi,22 −pm,10 − pm,13
2 ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,21 − p1,12 −pi,21 − pi,12 −pm,20 − pm,23
3 ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,01 − p1,31 −pi,01 − pi,31 −pm,01 − pm,31
4 ˆcnot yˆ
(2)
pi/2 σˆ03 0− p1,02 − p1,32 −pi,02 − pi,32 −pm,02 − pm,32
5 xˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,10 − p1,13 −pi,10 − pi,13 −pm,11 + pm,22
6 yˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,20 − p1,23 −pi,20 − pi,23 −pm,21 − pm,12
7 xˆ
(1)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,31 − p1,12 −pi,21 − pi,12 −pm,11 − pm,23
8 xˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,31 − p1,13 −pi,21 − pi,12 −pm,31 + pm,22
9 xˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ30 0− p1,10 − p1,11 −pi,10 − pi,13 −pm,10 − pm,11
10 xˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,32 − p1,13 +pi,11 − pi,22 −pm,02 + pm,22
11 yˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ30 0− p1,20 − p1,21 −pi,20 − pi,23 −pm,20 − pm,21
12 yˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ03 0− p1,32 − p1,23 +pi,21 + pi,12 −pm,02 − pm,12
13 xˆ
(2)
pi/2
ˆcnot yˆ
(2)
pi/2 σˆ03 0− p1,03 − p1,33 −pi,02 − pi,32 −pm,01 − pm,31
14 xˆ
(1)
pi/2
ˆcnot ˆcnot yˆ
(1)
pi/2 σˆ30 0− 2p1,30 − p1,03 − p1,33 −pi,20 − pi,23 −pm,10 − pm,13
15 yˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ30 0− p1,03 − p1,13 −pi,02 − pi,32 +pm,22 − pm,13
TABLE VI. Gate sequences for tuning a ˆcnot gate. The condition number of the sensitivity matrix S is cond(S) = 11.4. These
sequences can be used to make the calibration insensitive to offsets in the measurement by subtracting the measurement results
of the sequences in Tab. VII.
s γs,1 γs,2 γs,3 γs,4 γs,5 γs,6 Mˆs Rr(
1
2
~p) for Gates Initialization Measurement
1 ˆcnot xˆ
(1)
pi/2 yˆ
(1)
pi/2 yˆ
(2)
pi/2 σˆ30 0− p1,21 − p1,12 −pi,11 + pi,22 −pm,10 − pm,13
2 ˆcnot yˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,20 − p1,21 − p1,12 − p1,23 −pi,21 − pi,12 −pm,20 − pm,23
3 ˆcnot xˆ
(2)
pi/2 yˆ
(2)
pi/2 xˆ
(2)
pi/2 σˆ03 0− p1,02 − p1,32 −pi,01 − pi,31 −pm,01 − pm,31
4 ˆcnot yˆ
(2)
pi/2
ˆcnot yˆ
(1)
pi/2 σˆ03 0− 2p1,02 − 2p1,32 −pi,02 − pi,32 −pm,02 − pm,32
5 xˆ
(1)
pi/2
ˆcnot xˆ
(1)
pi/2 yˆ
(1)
pi/2 σˆ30 0− p1,02 + p1,22 −pi,10 − pi,13 −pm,11 + pm,22
6 yˆ
(1)
pi/2
ˆcnot yˆ
(1)
pi/2
ˆcnot σˆ30 0− p1,02 − p1,12 −pi,20 − pi,23 −pm,21 − pm,12
7 xˆ
(1)
pi/2
ˆcnot yˆ
(1)
pi/2 xˆ
(1)
pi/2 yˆ
(1)
pi/2 σˆ30 0− p1,02 + p1,22 −pi,21 − pi,12 −pm,11 − pm,23
8 xˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot yˆ
(2)
pi/2 yˆ
(1)
pi/2 σˆ03 0− p1,03 + p1,23 −pi,21 − pi,12 −pm,31 + pm,22
9 xˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot yˆ
(1)
pi/2 yˆ
(2)
pi/2 σˆ30 0− p1,30 − p1,31 −pi,10 − pi,13 −pm,10 − pm,11
10 xˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot ˆcnot yˆ
(1)
pi/2 σˆ03 0− p1,02 + p1,22 − p1,32 − p1,13 +pi,11 − pi,22 −pm,02 + pm,22
11 yˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot ˆcnot xˆ
(2)
pi/2 σˆ30 0− 2p1,20 − 2p1,21 −pi,20 − pi,23 −pm,20 − pm,21
12 yˆ
(1)
pi/2 yˆ
(2)
pi/2
ˆcnot xˆ
(2)
pi/2 σˆ03 0− p1,22 + p1,33 +pi,21 + pi,12 −pm,02 − pm,12
13 xˆ
(2)
pi/2
ˆcnot yˆ
(2)
pi/2 yˆ
(2)
pi/2
ˆcnot σˆ03 0 + p1,01 + p1,31 −pi,02 − pi,32 −pm,01 − pm,31
14 xˆ
(1)
pi/2
ˆcnot ˆcnot yˆ
(1)
pi/2 yˆ
(1)
pi/2 yˆ
(2)
pi/2 σˆ30 0 + p1,10 + p1,11 − p1,22 + p1,13 −pi,20 − pi,23 −pm,10 − pm,13
15 yˆ
(1)
pi/2 xˆ
(2)
pi/2
ˆcnot yˆ
(1)
pi/2 yˆ
(1)
pi/2 σˆ30 0 + p1,20 − p1,22 −pi,02 − pi,32 +pm,22 − pm,13
TABLE VII. Gate sequences for tuning a ˆcnot gate. These sequences can be used to make the calibration insensitive to offsets
in the measurement by subtracting their measurement results from those of the sequences in Tab. VI. After subtraction, the
condition number of the difference of the sensitivity matrices is cond(Sdiff) = 23.0. These sequences are the same as in Tab. VI
except for two additional gates, γs,5 and γs,6
