Sparse Endpoint Estimates for Bochner-Riesz Multipliers on the Plane by Kesler, Robert & Lacey, Michael T.
ar
X
iv
:1
70
7.
05
84
4v
2 
 [m
ath
.C
A]
  1
4 J
an
 20
18
SPARSE ENDPOINT ESTIMATES FOR BOCHNER-RIESZ
MULTIPLIERS ON THE PLANE
ROBERT KESLER AND MICHAEL T. LACEY
Abstract. For 0 < λ < 1
2
, let Bλ be the Bochner-Riesz multiplier of index λ on
the plane. Associated to this multiplier is the critical index 1 < pλ =
4
3+2λ
< 4
3
.
We prove a sparse bound for Bλ with indices (pλ, q), where p
′
λ < q < 4. This is a
further quantification of the endpoint weak Lpλ boundedness of Bλ, due to Seeger.
Indeed, the sparse bound immediately implies new endpoint weighted weak type
estimates for weights in A1 ∩RHρ, where ρ >
4
4−3pλ
.
1. Introduction
We establish a range of sparse bounds for the Bochner-Riesz multipliers in the
plane, at the critical index of p. The Bochner-Riesz multipliers in the plane are
defined through the Fourier transform by
F(Bλf)(ξ) = (1− |ξ|
2)λ+Ff(ξ), 0 < λ <
1
2
.
The case of λ = 1
2
is the critical case in dimension d = 2, where B 1
2
maps Lp to itself
for all 1 < p <∞, and is of weak-type (1, 1). For 0 < λ < 1
2
, the critical index of pλ
is given by
(1.1) pλ =
4
3+2λ
.
The Carleson-Sjo¨lin theorem gives the Lp boundedness of the Bλ.
Theorem A. [2] For 0 < λ < 1
2
, there holds
‖Bλ‖p→p <∞, pλ < p < p
′
λ =
pλ
pλ − 1
.
We recall the notion of a sparse bound, which are a particular quantification of the
(weak) Lp-bounds for an operator. They in particular immediately imply weighted
and vector-valued inequalities. Given a sublinear operator T , and 1 ≤ r, s < ∞,
we set ‖T : (r, s)‖ to be the infimum over constants C so that for all measurable,
bounded, and compactly supported functions f, g,
|〈Tf, g〉| ≤ C sup
∑
Q∈S
〈f〉Q,r〈g〉Q,s|Q|.
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Figure 1. The solid diagonal line indicates the Carleson-Sjo¨lin
bounds. The dotted rhombus Rλ is the open region for which a sparse
bound holds for Bλ, see [8]. The solid vertical line above
1
pλ
indicates
the range of sparse bounds proved in this paper from which the solid
horizontal line is obtained as an immediate consequence. We leave it
as a question if Bλ satisfes a sparse bound for (pλ, s), where
1
4
≤ 1
s
<
1+6λ
4
.
We use throughout the notation 〈f〉Q,r = [|Q|
−1
∫
Q
|f |r dx]
1
r . The supremum above
is formed over all sparse collections S of cubes. A collection S is sparse if for each
Q ∈ S there is a set EQ ⊂ S so that (a) |EQ| ≥
1
10
|Q|, and (b) the sets {EQ : Q ∈ S}
are pairwise disjoint. It is essential that the sparse form be allowed to depend upon
f and g. But the point is that the sparse form itself varies over a class of operators
with very nice properties.
The sparse variant of the Carleson-Sjo¨lin bounds has been studied in [1, 8].
Theorem B. [8] For 0 < λ < 1
2
, let Rλ be the open rhombus with vertices
( 1
pλ
, 1
p′
λ
), (1+6λ
4
, 1
p′
λ
), ( 1
pλ
, 1+6λ
4
), ( 1
p′
λ
, 1
pλ
).
There holds
‖Bλ : (r, s)‖ <∞, (
1
r
, 1
s
) ∈ Rλ
Moreover, the inequality above fails for 1
r
+ 1
s
≥ 1, with (1
r
, 1
s
) not in the closure of
Rλ.
The rhombus Rλ is pictured in Figure 1. At the endpoint in the Carleson-Sjo¨lin
theorem, a weak-type estimate holds, as was proved by Seeger [9], extending the work
of Christ [4].
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Theorem C. For 0 < λ < 1
2
, there holds
‖Bλ‖pλ→(pλ,∞) <∞.
Our main result is a sparse quantification of this last result.
Theorem 1.2. Let 0 < λ < 1
2
, and pλ as in (1.1), these sparse bounds hold.
‖Bλ : (pλ, q)‖ <∞, 4 < q < p
′
λ =
pλ
pλ−1
.
An immediate consequence of Theorem 1.2 is that ||Bλ : (q, pλ)|| < ∞ for the
same range of q and λ. While the sparse bounds in Theorem B are sharp, up to the
boundary, we could not determine sharpness above. Whether ‖Bλ : (pλ, q)‖ < ∞
holds for 0 < λ < 1
2
and 4
1+6λ
< q ≤ 4 remains an open question.
Our main result contains Seeger’s inequality, as well as some weighted inequalities.
While this paper is not the first to show weighted endpoint estimates for the Bochner-
Riesz multipliers, the literature on this subject is limited. While Vargas proves that
Bochner-Riesz multipliers at the critical index n−1
2
are of weak type (1, 1) with respect
to any weight in the A1-Muckenhoupt class [11], weighted inequalities for Bochner-
Riesz multipliers below the critical index are new to our knowledge.
Corollary 1.3. Let 0 < λ < 1
2
and ρ > 4
4−3pλ
. Then, for every w ∈ A1 ∩ RHρ we
have the inequality
‖Bλ‖Lpλ (w)7→Lpλ,∞(w) <∞.
The implied constant depends only on the A1 and reverse Ho¨lder characteristic of w.
The notation above is standard. By [6, Thm 1.3], a quantitative version of Corollary
1.3 is that for 0 < λ < 1
2
, ρ > 4
4−3pλ
, and w ∈ A1 ∩ RHρ,
‖Bλ‖Lpλ (w)7→Lpλ,∞(w) ≤ c(n, ρ)[w
ρ]
1+ 1
pλ
A∞
(
[w]A1[w]RHρ
) 1
pλ .
The study of sparse bounds for the Bochner-Riesz multipliers was initiated by
Benea, Bernicot and Luque [1]; their analysis was recently simplified and extended
by one of us, Mena, and Reguera [8]. The reader should consult that paper for more
background and references to the sparse literature.
2. Lemmas
To align our discussion with the notation of [9], we expand Bochner-Riesz operator
in the following way. For integers j ≥ 0, let Tj be a smooth radial Fourier projection
adapted to {|~ξ| < 1 : dist(~ξ, S1) ≃ 2−j}. Specifically, pick φ ∈ C∞0 ([−2, 2]) such
that φ ≡ 1 on [0, 1] and set ψ(ξ) = φ(ξ) − φ(2ξ) along with ψj(ξ) = ψ(2
jξ) for
every integer j ≥ 0. Then
∑
j≥0 ψj(ξ) ≡ 1 on [0, 1], and consequently (1 − |ξ|
2)λ+ =
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j≥0(1 − |ξ|
2)λ+ψj(1 − |ξ|). Defining T̂
λ
j f(ξ) = 2
λj(1 − |ξ|2)λ+ψj(1 − |ξ|)fˆ(ξ), we will
have for every λ ∈ (0, 1
2
)
Bλ = T
λ
0 +
∑
j≥1
2−λjT λj .
As |T λ0 f(x)| .MHLf(x) for all locally integrable functions f and ||MHL : (1, 1)|| <∞,
it suffices to prove Theorem 1.2 with Bλ replaced by
∑
j≥1 2
−λjT λj . We shall need the
following inequality concerning the kernel of T λj .
Lemma 2.1. Set T λj f(x) = τ
λ
j ∗ f(x). For all integers j, N ≥ 1 and λ ∈ (0,
1
2
),
(2.2) |τλj (x)| .N [2
−j|x|]−2N2−
3j
2 , |x| ≥ 2j.
While the implied constant depends upon N , it is uniform in j ≥ 0 and λ ∈ [0, 1/2].
We could not find a source for this estimate, so include a proof here.
Proof. Fix λ ∈ (0, 1
2
) and let τλj = τj . Then the Fourier transform of τj , τ̂j , is a radial
function, so that it follows from [10, Chap VII 5.12] that for the radial variable u > 0,
we have
τj(u) = 2π
∫ ∞
0
τ̂j(s)J0(2πus) s ds
where J0 is the 0th order Bessel function. For an integer N , apply integration by
parts 2N times, integrating the Bessel function each time. A complication arises here
due to the presence of the Bessel functions, which is addressed in Lemma 2.3.
We have, using a change of variables and (2.4)∣∣∣∫ ∞
0
τ̂j(s)J0(2πus) s ds
∣∣∣ = (2πu)−2N ∣∣∣∫ ∞
0
[M−1DMD]N τ̂j(s) · J0(2πus) s ds
∣∣∣.
Examine the integral above. The function [M−1DMD]N τ̂j(s) is supported in an
interval close to s = 1 of width 2−j . Each derivative applied to τ̂j(s) gains a factor
of 2j, so that the function is bounded bounded by CN2
2jN . And, the asymptotics for
the Bessel function are
|J0(2πu)| . u
− 1
2 . CN2
− j
2 .
Therefore we have the estimate below, which completes the Lemma.
|τj(u)| ≤ CN [u
−12j]2N · 2−
3j
2 .

Lemma 2.3. Let χ be a smooth compactly supported function on (0,∞). We have
(2.4)
∫ ∞
0
χ(s)J0(s)s ds = −
∫
[M−1DMDχ(s)]J0(s)s ds,
where D = d
dx
and Mφ(s) = sφ(s) is multiplication by the independent variable.
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Proof. There are two classical identities concerning the Bessel functions, that we need.
Namely,
D−1sJ0(s) = sJ1(s),(2.5)
D−1J1 = −J0.(2.6)
Using integration by parts, (2.5) and (2.6), in that order we have∫ ∞
0
χ(s) · sJ0(s) ds = −
∫
Dχ(s) · sJ1(s) ds
= −
∫
MDχ(s) · J1(s) ds
= −
∫
DMDχ(s) · J0(s) ds
= −
∫
M−1DMDχ(s) · sJ0(s) ds.
This completes the proof. 
The Lp mapping properties of Tj are well known, namely
(2.7) ‖Tj‖p→p .


2
j
2 p = 1
2λpj 1 < p < 4
3
j
1
4 p = 4
3
.
The first is well known, the second is a consequence of Ho¨rmander’s version of the
Carleson-Sjo¨lin bounds from [7], and the third is due to Co´rdoba [5]. These estimates
are not sufficient for the endpoint case, however. Our proof implicitly relies upon the
Theorem below, a key inequality of Seeger [9] . We will appeal to certain consequences
of it.
Theorem 2.8. [9, Thm 2.1] Suppose that 1 ≤ p < 4
3
and λp = 2(
1
p
− 1
2
) − 1
2
. Then
there is the inequality
(2.9)
∥∥∥ ∞∑
j=1
T
λp
j fj
∥∥∥
p
.
[ ∞∑
j=1
2pλpj‖fj‖
p
p
] 1
p
.
Technically, Theorem 2.1 in [9] yields (2.9) for the family {Sj}j≥1 where Ŝjf(ξ) =
η(ξ)(1− |ξ|2)
λp
+ ψj(1 − |ξ|)fˆ(ξ) where η ∈ C
∞
0 (R
2) has supp(η) ⊂ {ξ ∈ R2 : |ξ1/ξ2| ≤
10−1, ξ2 > 0} and ψj is the same function as before. However, rotating the Fourier
transform of {fj} yields (2.9) for η precomposed with any rotation. It is then straight-
forward to rewrite for any j ≥ 1
ψj(1− |ξ|) =
K∑
k=1
ηk(ξ)ψj(1− |ξ|)
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where K = O(1) and each ηk = η˜k ◦Rk where Rk is a rotation and η˜k ∈ C
∞
0 (R
2) with
supp(η˜k) ⊂ {ξ ∈ R
2 : |ξ1/ξ2| ≤ 10
−1, ξ2 > 0}. This naturally leads to a decomposition
T
λp
j =
∑K
k=1 T
λp
j,k . By the triangle inequality and the validity of (2.9) on the {T
λp
j,k}j≥1
for each 1 ≤ k ≤ K yields (2.9) for {T
λp
j }j≥1 as claimed. The restriction 1 ≤ p <
4
3
above, will by duality, lead to the restriction that s > 4 in our main theorem.
3. Proof
The method of proof begins with the analysis of Seeger [9], and finishes with some
additional arguments. The analysis depends upon a crucial endpoint estimate Theo-
rem 2.8 above, and a fine Caldero´n-Zygmund analysis, in the style of Christ [3, 4].
To state the main recursive estimate needed in the proof, further set a truncated
Bochner-Riesz operator adapted to any dyadic square Q to be
T λp,Qf =
∑
j : 2j<ℓQ
2−λpjT
λp
j f, λp = 2(
1
p
− 1
2
)− 1
2
.
Lemma 3.1. Let 1 < p < 4
3
, 4 < q < p′. For any square E and pair of measurable
and bounded functions f : E → C and h : 3E → C there is a collection B of disjoint
subsquares of E with the properties
∣∣⋃
Q∈BQ
∣∣ ≤ |E|
100
and
(3.2) |〈T
λp,Ef, h〉| . 〈f〉E,p〈h〉3E,q|E|+
∑
Q∈B
|〈T λp,Q(f1Q), 13Qh〉|.
Below, we will cite two inequalities for the Bochner-Riesz operators from the work
of Seeger [9]. But, our application of the estimates differs from their form in [9] in
that we will have a truncation TE in place of the Bochner-Riesz operator. These new
inequalities hold, with the same proof as in [9]. This can be seen from the fact that the
crucial vector-valued inequality [9, Thm 2.1] trivially extends to the truncated case.
And, all of the endpoint interpolation estimates in [9, (3.5-3.14)] extend uniformly.
Proof. Fixing p ∈ (1, 4
3
), let Tj = T
λp
j for all integers j ≥ 1 and let T
Q = T λp,Q for all
dyadic squares Q. If E has area one, the Lemma holds with B being empty. Assume
therefore that E has area larger than one. The following argument is not symmetric,
in that we perform an Lp Caldero´n-Zygmund decomposition on f at level 〈f〉E,p,
while the function h remains untouched. This yields f = g+ b where ‖g‖L∞ . 〈f〉E,p
and ‖g‖p . ‖f‖p. The function b satisfies b =
∑
Q∈B bQ, where B are disjoint dyadic
subsquares of E, with∣∣∣⋃
Q∈B
Q
∣∣∣ ≤ 1100 |E|.
The functions bQ = (f − 〈f〉Q)1Q are supported on Q, and satisfy ‖bQ‖
p
p . 〈f〉
p
E,p|Q|.
Here, 〈f〉Q = |Q|
−1
∫
Q
f dx.
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The function b is then further decomposed into the sum
∑∞
t=0 βt, where the index
t indexes the side lengths of the squares Q ∈ B. Namely,
β0 :=
∑
Q∈B : ℓQ≤0
bQ, and βt :=
∑
Q∈B : ℓQ=2t
bQ, 0 < t < log2 ℓE
where ℓQ and ℓE are the sidelengths of Q and E respectively. We then have the
equality below for the truncated Bochner-Riesz operator applied to b. Setting 21+jE =
ℓE, we have
TEb =
∑
s≥0
jE∑
j=s+1
2−λpjTjβj−s + T
Eβ0 +
∑
σ≥1
jE∑
j=0
2−λpjTjβj+σ.
The inner product in (3.1) is estimated by
(3.3)
|〈TEf, h〉| ≤ |〈TEg, h〉|+
∑
s≥0
∣∣∣〈 jE∑
j=s+1
2−λ(p)jTjβj−s, h
〉∣∣∣
+ |〈TEβ0, h〉|+
∣∣∣〈∑
σ≥1
jE∑
j=0
2−λpjTjβj+σ, h
〉∣∣∣
=: I + II + III + IV.
We estimate the four terms above in order.
As g is bounded, the estimate for the first term is trivial.
I = |〈g, TEh〉| . 〈f〉E,p|E|
1/2‖TEh‖L2(R2)
. 〈f〉E,p〈h〉3E,2|E| . 〈f〉E,p〈h〉3E,q|E|.
This is matches the first term on the right in (3.2).
For term II, we turn to the argument of Seeger, and a consequence of Theorerm
2.8. Recall from [9, (3.2)], that for any 1 < p < r < 4/3,∥∥∥ jE∑
j=s+1
2−jλpTjβj−s
∥∥∥r
r
. 2−
1
2
( r
p
−1)s〈f〉r−pE,p ‖b‖
p
p, s ≥ 0.
Above, we will take r = q′ = q
q−1
. By construction, ‖b‖p . 〈f〉E,p|E|
1/p. Applying
Ho¨lder’s inequality, we see that
(3.4) II . 2−
1
2
( 1
p
− 1
r
)s〈f〉E,p〈h〉3E,q|E|.
For any choice of r the right side above is summable over s. This again matches the
first term on the right in (3.2).
For term III, dominate
|〈TEβ0, h〉| ≤
∑
j≥0
|〈2−jλpTjβ0, h〉|.
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Recall from [9, (3.3)] that for any p < r < 4/3
‖2−jλpTjβ0‖
r
r . 2
− 1
2
( r
p
−1)j〈f〉r−pE,p ‖b‖
p
p.
We arrive at the same estimate as in (3.4):
III . 2−
1
2
( 1
p
− 1
r
)s〈f〉E,p〈h〉3E,q|E|.
The term IV is treated differently. Recalling (3.3), estimate IV by first inserting a
spatial localization term 13Q for the inner product associated with bQ.
IV ≤
∑
σ≥1
∣∣∣〈 jE∑
j=0
∑
Q∈B : ℓQ=2j+σ
2−λpj1(3Q)cTjbQ, h
〉∣∣∣(3.5)
+
∣∣∣〈∑
σ≥1
jE∑
j=0
∑
Q∈B : ℓQ=2j+σ
2−jλp13QTjbQ, h
〉∣∣∣
:= IV1 + IV2.
The term IV1 is an ‘error term,’ which is dealt with in Lemma 3.6 below. In
particular, the conclusion (3.5) of that Lemma implies upon summation over σ ≥ 1
that
IV1 . 〈f〉E,p〈h〉3E,q|E|.
This matches the bound in (3.4).
Turning to IV2, first recognize that the sum can be reorganized to see that
IV2 ≤
∑
Q∈B
|〈TQbQ, 13Qh〉|.
That is, it is close to being the last term in (3.2). Second, recall that bQ = [f−〈f〉Q]1Q.
Thus, for any square Q ∈ B,
|〈TQbQ, 13Qh〉| ≤ |〈f〉Q · 〈T
Q1Q, 13Qh〉|+ |〈T
Qf1Q, 13Qh〉|.
The second term on the right is exactly as in (3.2). We don’t need to argue further
about it. For the first term on the right, we just use the Lp-norm bound, Ho¨lder’s
inequality, and the stopping condition to see that
|〈f〉Q · 〈T
Q1Q, 13Qh〉| . 〈f〉E,p‖T
Q1Q‖q′‖1Qh‖q
. 〈f〉E,p|Q|
1/q′‖13Qh‖q.
The sum over the disjoint squares Q ∈ B is clearly seen to be at most
〈f〉E,p
∑
Q∈B
|Q|1/q‖13Qh‖q′ . 〈f〉E,p〈h〉3E,q|E|.
The proof is complete.

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Lemma 3.6. For every integer σ ≥ 1∣∣∣〈 jE∑
j=0
∑
Q∈Bj+σ
2−λpj1(3Q)cT
λp
j bQ, h
〉∣∣∣ . 2−σ〈f〉E,p〈h〉3E,q|E|
where 1 < p < 4
3
, 4 < q < p′ and E, f : E → C, h : 3E → C, jE, {bQ}Q∈B, and
{Bt}0≤t<log2 ℓE are as in Lemma 3.1.
Proof. Fixing p ∈ (1, 4
3
), let Tj = T
λp
j for all integers j ≥ 1. We will show that,
uniformly in integers j ≥ 0, σ ≥ 1, k ≥ 2, and squares Q ∈ B
(3.8)
∣∣〈1∆kQTjbQ, h〉∣∣ . 2λpj2−k2−σ〈f〉Q,p〈h〉2kQ,q|Q|,
where ∆kQ = 2kQ ∩ (2k−1Q)c. Summing on k ≥ 2 and 0 ≤ j ≤ jE , we have∣∣∣〈 jE∑
j=0
∑
Q∈Bj+σ
2−λpj1(3Q)cTjbQ, h
〉∣∣∣
. 2−σ
∑
k≥2
∑
j≥0
∑
Q∈Bj+σ
∣∣∣〈2−λpj1∆kQTjbQ, h〉∣∣∣
. 2−σ
∑
Q∈B
〈f〉Q,p inf
x∈Q
[M |h|q]1/q|Q|.
An easy application of Ho¨lder’s inequality and appealing to the boundedness of the
maximal function proves the Lemma.
The claim (3.8) follows from interpolating two separate inequalities. First, appeal-
ing to the kernel estimate (2.2), for any measurable and bounded F,H : R2 → C∣∣〈1∆kQTj(1QF ), H〉∣∣ ≤ ‖1∆kQTj(1QF )‖L∞‖H1∆kQ‖1
.N 2
−3j/22−(N+2)k2−Nσ‖1QF‖1‖H1∆kQ‖1
. 2
j
22−Nk2−Nσ〈F 〉Q,1〈H〉2kQ,1|Q|, k ≥ 2, N > 1.(3.9)
The implied constant depends uponN , and below we will specify a choice ofN = Np,q.
We will also appeal to the norm bound (2.7) on Tj on L
r for any 1 < r < 4/3.
Namely∣∣〈1∆kQTj(1QF ), H〉∣∣ . 2λrj2 2kr′ 〈F 〉Q,r〈H〉2kQ,r′|Q|.(3.10)
As 4 < q < p′, we may choose r = q′
[
2− 1
p
− 1
q
]
, interpolate between (3.9) and
(3.10), and set F = bQ and H = h to recover
∣∣〈1∆kQTjbQ, h〉∣∣ .N 2λpj2−k2−σ〈bQ〉Q,p〈h〉2kQ,q|Q|
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provided N = Np,q ≥
1
1
p
+ 1
q
−1
[
1 +
2(2− 1
p
− 1
q
)
(q′[2− 1
p
− 1
q
])′
]
. As 〈bQ〉Q,p . 〈f〉Q,p, (3.8) follows.

Proof of Theorem 1.2. Let f, h : R2 → C be measurable, bounded, and supported
on a (translated) dyadic square E. Indeed, we take the cube E so large, with the
supports of f and h deeply contained inside E, so that we have
|〈Bλpf, h〉| ≤ C〈f〉E,p〈h〉E,q|E|+ |〈T
λp,Ef, h〉|.
This is possible to do, as follows from the kernel estimates in Lemma 2.1.
We are now in a position to apply the main recursive estimate of Lemma 3.1. From
it, we have
|〈T λp,Ef, h〉| ≤ C〈f〉E,p〈h〉E,q|E|+
∑
Q∈B
|〈T λp,Q(f1Q), 13Qh〉|.
The first term on the right we take as the first contribution to our ‘sparse’ form. We
then recursively apply this estimate to the individual terms in the sum over Q ∈ B.
A straightforward recursion produces a collection of sparse cubes S˜ for which
|〈Bλpf, h〉| .
∑
Q∈S˜
〈f〉Q,p〈h〉3Q,q|Q|.
Also, each cubeQ there is a set EQ ⊂ Q with |EQ| ≥
1
100
|Q|, and the sets {EQ : Q ∈ S˜
are pairwise disjoint. But this last bound does not quite meet the definition of a sparse
bound. But we can replace the term 〈f〉Q,p by 〈f〉3Q,p. We then have the sparse bound.

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