Abstract. In this paper we discuss the concept of stochastic two-scale convergence, which is appropriate to solve coupled -periodic and stochastic-homogenization problems. This concept is a combination of both well-known two-scale convergence and stochastic two-scale convergence in the mean schemes, and is a generalization of the said previous methods. By way of illustration we apply it to solve a homogenization problem related to an integral functional with convex integrand. This problematic relies on the notion of dynamical system which is our basic tool.
Introduction
The two-scale convergence method by Nguetseng [23] has proved very e¢ cient to handle periodic homogenization problems. It then generated a great number of research activities that increases over time as shown by the vast existing literature to date; see e.g., [2, 3, 5, 6, 20, 37, 38, 39] and the references therein. However, being strictly limited to periodic structures, it quickly showed its inadequacy as far as the non periodic phenomena are concerned, since in nature, few physical phenomena have in fact a periodic behaviour. Furthermore these phenomena are often subjected to randomness. To overcome this inadequacy, Bourgeat et al. [10] introduced the stochastic two-scale convergence in the mean's method. It has helped to go from deterministic periodic homogenization theory to stochastic homogenization theory, much closer to the reality of natural and physical phenomena. It is worth pointing out that in between the deterministic periodic and stochastic homogenization theories, there exists a recent general deterministic homogenization theory which was built up recently in [24] , and which has just been improved in [26] . We also draw the attention of the reader to the papers [41] and [7] . In the …rst paper [41] a systematic treatment of the stochastic two-scale convergence with respect to invariant probability measures is done. It is to be noted that in the said-paper the authors consider probability spaces de…ned on compact metric spaces. In [7] the authors propose an alternative approach to stochastic homogenization by using di¤eomorphisms to perturb the microscale.
In this work we rely on the previous two convergence methods (see [23] and [10] ) to propose a general method of solving coupled -periodic and stochastic -homogenization problems. Our method, the stochastic two-scale convergence method combining both two-scale convergence and stochastic two-scale convergence in the mean schemes is a straightforward generalization of the previous method and seems to be appropriate for natural phenomena since most of these phenomena behave randomly in some scales, and deterministically in other scales. Our multiscale approach is motivated by the fact that usual monoscale approach has proven to be inadequate because of prohibitively large number of variables involved in each physical problem. One can also give at least two reasons quite natural. Firstly, a scale can not be at the same time deterministic and random. Secondly, the application of our results to natural phenomena. This second reason is the most important; in fact let us be more precise and give an extra motivation for the choice in this case, which motivation arises from the following quite simple example. It is known that the human body is an example of medium that presents both a random and deterministic behaviour. In particular it contains an exciting class of nonlinear materials presenting microstructures like myocardium, arterials walls, cartilage, muscles etc. These biological materials are characterized by hierarchical ordering of microstructures, ranging randomly from nanoscale to macroscale. The understanding of these materials requires a proper study, which can be provided by means of deterministic-stochastic homogenization theory. That is why it becomes urgent to develop systematic method and approach for multiscale problems. This is the aim of the present work.
Returning to our original issue, we aim at providing a framework suitable to handle both deterministic and stochastic homogenization problems. Our approach is based on the well-known theory of dynamical systems.
The organization of the paper is as follows. In Section 2, we give some preliminaries about the dynamical systems. In Section 3, we state the concept of stochastic two-scale convergence and we prove some compactness results. In Section 4, we apply the results of Section 3 to solve a mixed periodic-stochastic homogenization problem related to an integral functional with convex integrand.
Unless otherwise speci…ed, vector spaces throughout are assumed to be real vector spaces, and scalar functions are assumed to take real values. We shall always assume that the numerical spaces R m and their open sets are each equipped with the Lebesgue measure.
Preliminaries on dynamical systems
We begin by recalling the de…nition of the notion of a dynamical system. Let ( ; M; ) denote a probability space. An N -dimensional dynamical system on is a family of invertible mappings T (x) : ! , x 2 R N , such that the following conditions hold: (i) (Group property) T (0) = id and T (x + y) = T (x) T (y) for all x; y 2 R N ; (ii) (Invariance) The mappings T (x) : ! are measurable and -measure preserving, i.e., (T (x) F ) = (F ) for each x 2 R N and every F 2 M; (iii) (Measurability) For each F 2 M, the set (x; !) 2 R N : T (x) ! 2 F is measurable with respect to the product -algebra L M, where L is the -algebra of Lebesgue measurable sets.
If is a compact topological space, by a continuous N -dimensional dynamical system on we mean any family of mappings T (x) : ! , x 2 R N , satisfying the above group property (i) and the following condition: The mapping (x; !) 7 ! T (x)! is continuous from R N to . 
exists strongly in L p ( ), where e i denotes the vector ( ij ) 1 j N , ij being the Kronecker symbol. One can naturally de…ne higher order derivatives by setting
Now we need to de…ne the stochastic analog of the smooth functions on R N . To this end, we set
It is a fact that each element of D 1 1 ( ) possesses stochastic derivatives of any order that are bounded. So as in [4] we denote it by the suggestive symbol C 1 ( ), and it can be shown that
At this level, one can naturally de…ne the concept of stochastic distribution: by a stochastic distribution on is meant any continuous linear mapping from C 1 ( ) to the real …eld R. We recall that C 1 ( ) is endowed with its natural topology de…ned by the family of seminorms N n (f ) = sup j j n sup !2 jD 1 f (!)j (where j j = 1 + ::: + N for = ( 1 ; :::; N ) 2 N N ). We denote the space of stochastic distributions by (C 1 ( )) 0 . One can also de…ne the stochastic weak derivative of f 2 (C 1 ( )) 0 as follows: For any 2 N N , D f stands for the stochastic distribution de…ned by
so that one may de…ne the stochastic weak derivative of any f 2 L p ( ), and it veri…es the following functional equation:
we obtain a Banach space representing the stochastic generalization of the Sobolev spaces W 1;p R N , and so, we denote it by W 1;p ( ). Now, returning to the general setting of dynamical systems, we recall that a function f 2 L p ( ) is said to be invariant for T (relative to ) if for any x 2 R N , f T (x) = f -a.e. on . We denote by I p nv ( ) the set of functions in L p ( ) that are invariant for T . The set I p nv ( ) is a closed vector subspace of L p ( ). The dynamical system T is said to be ergodic if every invariant function is -equivalent to a constant. We have the following very useful properties for functions in L 1 ( ).
(P1) For f 2 D 1 1 ( ), and for -a.e. ! 2 , the function 
we obtain a locally convex space which is generally not complete. 
Moreover, the mapping D !;p is an isometric embedding of 
The operator div !;p 0 just de…ned extends the natural divergence operator de…ned in
The following result will be of great interest in the next sections.
Proof. We need to check the following: ? denote the orthogonal complement of ker(div !;p 0 ), and …nally the proposition will follow at once from (4). So let us check them.
(1) is trivial, (2) is a mere consequence of the de…nition of div !;p 0 . As for (3), if 
The proof is complete.
We end this section with some de…nitions. Let f be a measurable function in ; for a …xed ! 2 the function x 7 ! f (T (x)!), x 2 R N , is called a realization of f and the mapping (x; !) 7 ! f (T (x)!) is called a stationary process. The process is said to be stationary ergodic if the dynamical system T is ergodic.
In the forthcoming sections we will adopt the following notation: D ! will stand for D !;p , and, D i;p (resp. D i;p ) will be denoted by D i;! (resp. D i;! ) if there is no danger of confusion.
The stochastic two-scale convergence
In this section we de…ne the concept of stochastic two-scale convergence which is the generalization of both two-scale convergence in the mean (of Bourgeat et al. [10] ) and two scale convergence (of Nguetseng [23] ). In all that follows, Q is an open subset of R N and fT (y) : y 2 R N g denotes an N -dimensional dynamical system acting on the probability space ( ; M; ). Points in are denoted by !. Next, let " 1 and " 2 be two functions of " > 0 satisfying the condition 0 < " 1 ; " 2 ! 0 as " ! 0 together with the well-separatedness condition " 2 =" 1 ! 0 as " ! 0. We end this with some notations. Let Y = (0; 1) N and let F (R N ) be a given function space. We denote by 
We express this by writing
We recall that
is the space of functions of the form 
, the uniqueness of the stochastic two-scale limit is ensured.
Remark 1. For a better understanding of our results and a simple presentation of the paper, we have restricted ourselves to just one deterministic scale and one random scale in De…nition 1. The more general case of several scales of each type can be considered, and the results in that case follow by repeating the arguments that will be used to prove the ones in the present setting, as one can easily see it in the sequel.
Before continuing our study, we need to make a comparison between the stochastic two-scale convergence and other existing convergence methods closed to it. For that, we must …rst state these convergence schemes:
(
for all admissible functions (in the sense of [10,
It is very important to note that both the above de…nitions (3.2) and (3.3) imply the boundedness of the sequence u " either in
, accordingly. With this in mind, we see that the stochastic two-scale convergence method generalizes the above two convergence methods. Indeed, if in (3.1) we take f 2 C 1 0 (Q) C 1 ( ), that is f is constant with respect to y 2 R N , and next using the density of the latter space in
, that is f not depending upon the random variable ! and further if we choose u " not depending on !, then using the density of
The following result is easily veri…ed; its proof is left to the reader.
In order to state and prove the …rst compactness result of this section, we need one preliminary result. In what follows, Q is assumed to be bounded.
f (x; !; y) dxd dy:
where the second equality above is due to the Fubini's theorem and to the fact that the measure is invariant under the maps T (y). But, as " ! 0, we have the following well-known convergence result:
Hence the sequence
f (x; !; y)dxd dy:
) and let > 0 be arbitrarily …xed. By a density argument we choose in
it follows readily that there exists
This completes the proof.
) is a Banach algebra, it is easily shown that, for
The above convergence result will be very useful in the sequel.
Throughout the paper the letter E will denote any ordinary sequence E = (" n ) (integers n 0) with 0 < " n 1 and " n ! 0 as n ! 1. Such a sequence will be termed a fundamental sequence. With this in mind, the following compactness result holds.
(where E is a fundamental sequence and 1 < p < 1) admits a subsequence which is weakly stochastically two-scale convergent in
Since the space L p ( ) may be not separable, the proof of the above theorem relies on the following result whose proof can be found in [26] .
Proposition 4 ([26, Proposition 3.2])
. Let X be a subspace (not necessarily closed) of a re ‡exive Banach space Y and let f n : X ! C be a sequence of linear functionals (not necessarily continuous). Assume there exists a constant c > 0 such that lim sup n jf n (x)j c kxk for all x 2 X:
where
Indeed one has the inequality
. We deduce from the Proposition 4 the existence of a subsequence E 0 of E and of a unique
, whence the theorem.
The next compactness result which is the corner-stone of the homogenization process requires a preliminary lemma.
B r being the open ball of R N centered at 0 and of radius r > 0. Then, as " ! 0,
where v 0 is de…ned by v 0 (x; !; y) = R Br u 0 (x; !; y + )d for (x; !; y) 2 Q R N .
Remark 2.
(1) Note that in Lemma 1, the sequence
Assume that the hypothesis of Lemma 1 holds. Then as " ! 0 we have
The above convergence result will be of particular interest in the next result.
Proof of Lemma 1.
In view of the Lebesgue dominated convergence theorem, (3.6) will be checked as soon as we show that for each …xed 2 R N one has, as E 3
where the function u 0 is de…ne by ( u 0 )(x; !; y) = u 0 (x; !; y + ). So let a 2 R N and let ', f and g be as above; then
As for (I) we have
As for (I 0 1 ), we have
where M is the usual mean value in C p er (Y ).
Since the group U (x) is strongly continuous in L p 0 ( ) (see Section 2) we get immediately, using the Lebesgue dominated convergence theorem, that
ju " (x; !)j dxd yields that (II) and (III) go towards 0 as E 3 " ! 0; here the symbol between the sets (Q " 2 a) and Q denotes the symmetric di¤erence between these two sets. Whence the lemma.
We are now able to state and prove the next compactness result. It will be of capital interest in the next section. Theorem 2. Let 1 < p < 1. Let X be a norm closed convex subset of
(i) u " ( ; !) 2 X for all " 2 E and for -a.e. ! 2 ;
) and a subsequence E 0 from E such that (iii) u 0 ( ; !) 2 X for -a.e. ! 2 and, as E 0 3 " ! 0,
Proof. By Theorem 1 there exists a subsequence
We must check that: (1) ( ) u 0 does not depend upon y, that is
Let us …rst check (1).
and all 1 i N , which means that u 0 does not depend on y.
where ' 2 C 1 0 (Q) and f 2 C 1 ( ). Then proceeding as above we get R u 0 (x; )D i;! f d = 0 for all 1 i N and all f 2 C 1 ( ), which is equivalent to say that u 0 (x; ) 2 I p nv ( ) for a.e. x 2 Q (use property (P2) in Section 2).
( ) Hypothesis (ii) implies that the sequence (u " ) "2E 0 is bounded in W 1;p (Q; L p ( )), which yields the existence of a subsequence of E 0 not relabeled and of a function
nv ( ). Therefore using [10] (see in particular Lemma 3.6 therein) we get at once u 0 2 W 1;p (Q; L p ( )), so that u 0 2 W 1;p (Q; I p nv ( )). As for (2) , repeating the proof of [part (iii) of ] [10, Theorem 3.7 (b)] we are immediately led to (2) . It remains to check (3). We begin by deriving …rst the existence of u 2 2 L p (Q ; W
1;p # (Y )).
For that purpose, let r > 0 be freely …xed. Let B "2r denote the open ball in R N centered at the origin and of radius " 2 r. By the equalities
where the dot denotes the usual Euclidean inner product in R N , we deduce from the boundedness of
It is important to note that in general the function z r "
is well de…ned since u " and Du " can be naturally extended o¤ Q as elements of
, respectively. Thus, it results once more from Theorem 1 the existence of a subsequence from E 0 not relabeled and of a function
Passing to the limit in (3.11) (as E 0 3 " ! 0) using conjointly (3.8), (3.9), (3.10) and Remark 2 (see (3.7) therein) one gets RRR 
As the function v i is periodic in its third argument y, we have that, when r ! +1, the right-hand side of the above equality goes towards v i (x; !; ) M (v i (x; !; )), whence the existence of a unique function u 2 (x; !; ) 2 W
hence the existence of a unique u 2 :
Let us …nally derive the existence of
and so, as ' is arbitrarily …xed in
This is also equivalent to Z (M (v(x; !; )) Du 0 (x; !)) (!)d = 0 for 2 V div and for a.e. x 2 Q Therefore, Proposition 1 provides us with a unique u 1 (x; ) 2 W 1;p ( ) such that
the above equality being reading as, for a.e. x 2 Q, M (v(x; !; )) Du 0 (x; !) = D ! u 1 (x; !) for -a.e. ! 2 . Putting (3.12) and (3.13) together leads at once to
Remark 3. It is worth noting that in [33] , Telega and Bielski stated the above convergence method (see De…nition 1) and have given some essential properties, but unfortunately they provided no proof to their results. So our work seems to be the …rst one in which a systematic and rigorous treatment of this notion is carried out.
4. Application to the homogenization of an integral functional with convex integrand 4.1. Setting of the problem. Let ( ; M; ) denote a probability space and let fT (x) : x 2 R N g denote an N -dimensional dynamical system acting on the above probability space. We intend to study the asymptotic behaviour (as 0 < " ! 0) of the sequence of solutions to the problems
Q being a bounded open set in R N (integers n, N 1), D denoting the gradient operator in Q with respect to x, " 1 and " 2 being to well-separate scales, and the function f : jf (x; !; y; ) f (x 0 ; !; y; )j $(jx x 0 j)(a(y) + f (x; !; y; ))
nN and for almost all ! 2 , f (x; ; y; ) is measurable and f ( ; !; ; ) is continuous, (H 3 ) f (x; !; y; ) is strictly convex for d dx-almost all (!; y) 2 R N and for all x 2 R N , (H 4 ) There exist three constants p > 1 and c 1 , c 2 > 0 such that
Since the function f (x; !; y; ) is convex, it comes from (4.3) (see in particular the right-hand side of the inequality in (4.3)) that (4.4) f (x; !; y; ) f (x; !; y;
Consequently, for any …xed " > 0 and for v 2 L p (Q ; R nN ), the function (x; !) 7 ! f (x; T (x=" 1 )!; x=" 2 ; v(x; !)) of Q into R + (denoted by f " ( ; ; v)), is well de…ned and lies in L 1 (Q ) (see either [6] or [27] ), with
where c 0 2 = c 2 max(1; jQj) with jQj = R Q dx. Therefore, using together the inequality (4.4) (which implies the continuity of the functional F " ) with the strict convexity of F " (see (H 3 )) and the left-hand side of the inequality in (4.5) (which means the coercivity of F " ), we deduce the existence [12, 19, 40] 
Our main objective in this section is the study of the asymptotic behaviour (as 0 < " ! 0) of the sequence (u " ) ">0 under the periodicity assumption on the function y 7 ! f (x; !; y; ) (for …xed (x; !; )), that is, the function f (x; !; ; ) satis…es the following condition:
Under the above assumption (H 5 ), the homogenization of functionals F " amounts to …nding a homogenized functional F such that the sequence of minimizers u " converges to a limit u, which turns out to be the minimizer of F . Henceforth we shall use hypothesis (H 5 ) without any precision.
From a physical point of view, e.g., in elasticity theory, the term F " (v) can be viewed as the energy under a deformation v of an elastic body whose microstructures behave randomly in some scales and periodically in the other scales. In the deterministic case where the microstructures have the only periodic behaviour (thus do not depend on the random variable !), the functionals F " have attracted the attention of a great number of researchers. We refer, e.g., to [5, 6, 11, 18, 21] . In the stochastic framework, few results exist in the literature. Indeed in this context, the only results available so far are those associated with functionals of the form R Q f (!; x="; Dv(x))dx where f is a random homogeneous integrand; see, e.g., [13, 14, 22, 31, 32] . This is justi…ed by the fact that so far only one microscopic scale is considered at once (mostly the deterministic scale in almost all the references cited above, the random scale appearing almost as a parameter). Our choice to consider two separate scales is motivated by physical consideration: a scale can not be both deterministic and random, so we need to deal with at least two different scales. That said, our work seems to be the …rst one where such a coupled -deterministic and stochastic -environment is considered in the framework of homogenization of functionals of the calculus of variations. Here we choose a convex functional just to simplify the presentation of the paper. The method used here can be applied to non-convex functionals, with some additional assumptions on the integrand f as usual (for instance, the uniform continuity in his last occurrence). It is also important to note that our results generalize those of Braides and Lukkassen [11] where the homogenization problem for the functional R Q f (x="; x=" 2 ; Dv(x))dx was considered under the assumptions that f ( ; ; ) is periodic and f (y; z; ) is convex together with hypothesis (H 4 ). Indeed when we consider the particular dynamical system T (x) on = T N R N =Z N (the N -dimensional torus) de…ned by T (x)! = x + ! mod Z N , then one can view as the unit cube in R N with all the pairs of antipodal faces being identi…ed. The Lebesgue measure on R N induces the Haar measure on T N which is invariant with respect to the action of T (x) on T N . Moreover T (x) is ergodic, and in this situation, any function on may be regarded as a periodic function on R N whose period in each coordinate is 1, so that in this case our integrand f may be viewed as a periodic function with respect to both variables ! and y. Therefore, problem (4.6) is equivalent to the problem
where the function f (x; ; ; ) is periodic in each of its arguments. We thus obtain by this a generalization of the above-mentioned results by Braides and Lukkassen.
It is worth mentioning that the papers [1, 17, 34, 35, 40] deal with some interesting problems of stochastic homogenization, but using the monoscale approach. We also mention the paper [25] in which a general deterministic homogenization of convex integral functionals is considered, but still using the monoscale approach.
Preliminary results. Let
). Therefore, for …xed " > 0, we de…ne the function (x; !) 7 ! f (x; T (x=" 1 )!; x=" 2 ; (x; T (x=" 1 )!; x=" 2 )), denoted by f " ( ; ; " ), as element of L 1 (Q ). Moreover we have, in view of (H 5 ),
We can now state and prove the …rst preliminary result which will allow us to rigorously set the homogenized problem.
The
Proof. Let be as above. We have seen a while ago that the function f ( ; ; ) lies in C(Q; L 1 ( ; L p p er (Y ))) so that the convergence result (4.7) holds. On the other hand, by the de…nition of the function f ( ; ; ) it is immediate that this function veri…es property of the same type as in (4.4), so that arguing as in the proof of [37, Proposition 3.1] we get the remainder of the above proposition.
The next corollary will be of great interest in the proof of the main result of this section.
" , and so, by (4.4) (where we have taken there y = x=" 2 , = D 0 + (D ! 1 )
" + (D y 2 ) " , 0 = D " and have also replaced there ! by T (x=" 1 )!, and then after integrating the resulting inequality over Q ) that, as " ! 0,
Thus by the decomposition (for v 2
the result follows at once by (4.10) and by the convergence result (4.7) in Proposition 5.
where 
and the corresponding de…nition for ku 2 k
. With this norm, F 1;p 0 is a Banach space admitting
and de…ne the functional F on F 
Thus, by choosing a sequence
nN as l ! 1, it follows that for …xed > 0, there exists l 0 2 N such that4.4. Homogenization result. We are now able to prove the main homogenization result of this section.
Theorem 3. Let 1 < p < 1. For each real " > 0, let u " be the unique solution of (4.6). Then, as " ! 0, is the unique solution to the minimization problem (4.11).
Proof. In view of the growth conditions in (H 4 ), the sequence (u " ) ">0 is bounded in L p ( ; W 1;p 0 (Q; R n )) and so the sequence (f " ( ; ; Du " )) ">0 is bounded in L 1 (Q ). Thus, given an arbitrary fundamental sequence E, we get by Theorem 2 the existence of a subsequence E 0 from E and a triple u = (u 0 ; u 1 ; u 2 ) 2 F 1;p 0 such that (4.13)-(4.14) hold when E 0 3 " ! 0. The sequence (F " (u " )) ">0 consisting of real numbers being bounded (since (u " ) ">0 is bounded in L p ( ; W 1;p 0 (Q; R n ))), there exists a subsequence from E 0 not relabeled such that lim E 0 3"!0 F " (u " ) exists. It remains to verify that u = (u 0 ; u 1 ; u 2 ) solves (4.11). In fact, if u solves this problem, then thanks to the uniqueness of the solution of (4.11), the whole sequence (u " ) ">0 will verify (4.13) and (4.14) when " ! 0. Thus our only concern here is to check that u solves problem (4.11). To this end, in view of Corollary 2, we have 
