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Software protection by patents is an emerging feld and thus is not completely un-
derstood by software developers, especially software developers in a university setting. 
University inventors have to balance their publication productivity and the desire of their 
university to license inventions that could be proftable. This balance stems from the one-
year bar on fling a U.S. patent application after public disclosure such as publications 
of the invention. The research provides evidence supporting the hypothesis that a univer-
sity inventor can improve the protection of his or her software patent by applying certain 
information about patent prosecution practices and the relevant prior art. 
Software inventors need to be concerned about fulflling the requirements of patent 
laws. Some of the methods for fulflling these requirements include using diagrams in 
patent applications such as functional block diagrams, fo wchart diagrams, and state dia-
grams and ensuring that the patent application is understandable by non-technical people. 
The knowledge of prior art ensures that the inventor is not ”reinventing the wheel,” not in-
fringing on a patent, and understands the current state of the art. The knowledge of patent 
laws, diagrams, readability, and prior art enables a software inventor to take control of the 
protection of his or her invention to ensure that the application of this information leads to 
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GLOSSARY 
Allowed Patent A patent application that has been through the patent prosecution process 
of the United State Patents and Trademark Offce and is deemed novel, nonobvious, 
and useful [61]. 
Classifcation of Patent The United States Patent and Trademark Offce has divided patents 
into classifcations according to their feld of invention for sorting purposes. 
Dependent Claim A patent claim that refers back to a preceding claim and cannot stand 
on its own. 
Independent Claim A patent claim that can stand on its own without referring to any 
other claim. 
Invention Disclosure A signed disclosure of an invention to a third party such as a patent 
practitioner or a university technology licensing offce. 
One-Year Bar In the United States, there is a one-year time limit to fle a patent applica-
tion after an invention is published, sold, or disclosed to the public. In most foreign 
countries, as soon as an invention is published, sold, or disclosed to the public all 
patent rights in that country are lost. 
Patent Claim The language that establishes the bounds of an invention and must dis-
tinctly claim the matter that is regarded as the invention. The two types of claims 
are independent and dependent [61]. 
Patent Examiner An employee of the United States Patent and Trademark Offce who 
reviews applications for patents and determines whether patents can be granted [61]. 
Patent Practitioner An attorney or agent who is registered to represent inventors in front 
of the U.S. Patent and Trademark Offce. To be registered, a person must have the 
legal, scientifc, and technical qualifcations to adequately prosecute a patent and 
must pass an examination [61]. 
Patent Prosecution The process of guiding a patent application through the United States 
Patent and Trademark Offce [51]. 
Precedents In court, the body of knowledge from prior court cases that has priority in 
deciding new cases. 
viii 
Prior Art The state of knowledge existing or publicly available either before the date of 
an invention or more than one year prior to the patent application date [51]. 




Software has traditionally been under the realm of copyright and trade secret law, but it 
has entered a new realm over the past thirty years: patent law. For many years, the United 
States Patent and Trademark Offce did not allow software to be patented, but since 1981, 
when the United States Supreme Court ruled in the Diamond, Commissioner of Patents 
and Trademarks v. Diehr case, the United States Patent and Trademark Offce has allowed 
software to be patented. Universities then began protecting their software inventions with 
patents so that the software inventions could be licensed to commercial companies. 
The licensing of university inventions has led to an infusion of money into research 
programs. This infusion of money drives more research, which in turn leads to more li-
censes. The protection of the university’s inventions is paramount in this infusion process. 
Companies will not license an invention from a university and spend millions of dollars 
to commercialize an invention and then have a competitor come along and copy the in-
vention [37]. Companies are important to universities because without commercialization 
most universities could not fund the cost of obtaining patents. The validity of a patent 
is important to any commercial venture that utilizes the protection offered by the patent. 
However, the inventor never knows how strong the patent claims are until the product asso-
1 
2 
ciated with the patent is challenged in court. For these reasons, it is important for inventors 
to understand the patent process at a university. 
The risks associated with university inventions are as follows: 
1. Not fling a patent application 
2. Patent application not being allowed 
3. Patent not holding up in court 
These risks are related to the hypothesis and research questions of this thesis. Inventors 
at a university can lower the occurrence of the above listed risks by understanding and 
applying the information contained in this thesis. 
1.1 Hypothesis 
The hypothesis of this research is that: 
An inventor at a university can improve the protection of his or her software 
patent by applying certain information about patent prosecution practices and 
the relevant prior art. 
1.2 Questions 
The following are the research questions designed to provide evidence for or against 
the hypothesis. 
1. How does the knowledge of prior art help inventors at a university? 
2. How does the understanding of patent laws and regulations help inventors at a uni-
versity? 




Inventors at a university go through a standard process when disclosing an invention 
to university technology licensing offces. The basic steps are as follows [42]: 
1. Maintain complete laboratory fles and notebooks 
2. File before publication or presentation 
3. Submit an invention disclosure form 
4. Review by technology licensing offce 
5. File provisional patent application 
6. Market and develop 
7. Prepare patent application 
8. Prosecute patent application 
The process of protecting inventions at a university could be accelerated by inventors who 
understand the principles behind these steps. Most of the steps of protecting university 
inventions are directly related to the basics of patent law and regulations along with how 
the university environment operates. These steps are thus directly related to the research 
questions presented in this thesis. 
CHAPTER II 
PATENT HISTORY 
2.1 U.S. System 
This chapter examines the U.S. patent system to determine what university software 
inventors can do to ensure that they have the proper protection for their inventions. Some 
of the concerns that face these inventors are as follows: 
1. Proper laboratory notebooks and documentation [32] 
2. Using diagrams such as functional block diagrams, fo wchart diagrams, and state 
diagrams [48] 
3. Writing invention disclosures that fully describe the invention [3] 
4. Understanding the prior art [63] 
5. Communicating the scope of their invention to the patent practitioners that are writ-
ing the patent application [57] 
The challenges of patenting software are quite different than copyright procedures. The 
knowledge of prior art ensures that the inventor is not “reinventing the wheel,” not infring-
ing on a patent, and understands the current state of the art [63]. The knowledge of patent 
laws, diagrams, readability, and prior art enables a software inventor to take control of the 
protection of his or her invention to ensure that the application of this information leads 
to improvement in the application process [57]. Kirsch and Skulikaris discuss the impor-
tance “for software developers to have at least an elementary knowledge of IP [intellectual 
4 
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property] protection” [35]. The inventors have to be concerned with patent practitioners 
who do not completely understand their invention and should carefully analyze the patent 
application for misunderstandings regarding the invention [57]. 
2.2 University Inventors 
University technology licensing offces help inventors in many ways [42]. One such 
beneft occurs when an inventor has an invention that could possibly have great commercial 
potential. Most university technology licensing offces work with the inventor to protect 
the invention, market the invention to companies in the given feld, and fnally , license the 
invention to the company willing to give royalties to the university [42]. The advantage to 
the inventor is that at most universities, the inventor and the inventor’s department receive 
a percentage of the royalties [41]. Not only does this method bring in money for the 
inventor, but it increases the inventor’s chances for job advancement in the department. 
2.3 Copyright versus Patent 
Most companies have shifted their software protection towards patent protection be-
cause of the limitations of copyright protection [34]. Some of the limitations of copyrights 
were revealed in the Apple v. Microsoft case [21]. In the Apple v. Microsoft case, some 
of the interface modules were not protected under copyright [21]. Copyright protects the 
expression of an idea, while a patent protects the idea itself [52]. One problem with copy-
right is that someone can write a new program that is “exactly or substantially the same 
6 
as the copyrighted program, and the lack of copying and access to the original program 
negates infringement of the copyright” [44]. Although patent protection costs are signif -
cantly higher than copyright protection, patent protection is much broader and is most of 
the time considered worth the investment [33]. 
2.4 History of Software Patents 
Before Diamond, Commissioner of Patents and Trademarks v. Diehr, there were sev-
eral cases involving software patents in which the Supreme Court ruled that software was 
unpatentable [40]. One such case is Parker v. Flook, which dealt with “a method for updat-
ing an ‘alarm limit’ in the catalytic conversion of hydrocarbons” [40]. The Supreme Court 
thought that the claims in this patent application were strictly tied to scientifc principles 
and thus were not patentable [40]. 
The trend of not allowing computer-related patents continued in the Supreme Court 
until Diamond, Commissioner of Patents and Trademarks v. Diehr in 1981 [40]. This case 
involved a method for curing rubber and the Supreme Court ruled that the involvement 
of a computer did not automatically mean that the method could not be patented [40]. 
This court case has opened the door to thousands of software patents in the years since its 
ruling. Currently, software patents are described in broad terms without the description of 
the actual computer system in detail [11]. However, some software patents still describe 
the entire computer with input and output devices as the frst fgure of the patent [10], such 
as the example in Figure 2.1. 
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Figure 2.1 Cheston et al. Figure 1 
CHAPTER III 
RELATED WORK 
3.1 Cross-Case Analysis 
Seaman discusses “the human role in software development” [54]. Studying this hu-
man role produces qualitative data which “can be adapted and incorporated into the de-
signs of empirical studies in software engineering” [54]. Cross-case analysis can be used 
to “build up the weight of evidence in support of a” hypothesis [54]. Cross-case analysis 
involves the following steps [54]: 
1. Dividing the data 
2. Identifying the relevant variables 
3. Identifying the relationships between the variables 
Cross-case analysis has the beneft of allowing data from different contexts to be compared 
to each other to provide support for a research question or hypothesis [54]. 
3.2 Software Patentability 
Software is like any other method except that it is implemented on a computer system 
[49]. This quality does not make software unpatentable; it simply ensures that it receives 
more scrutiny from the United States Patent and Trademark Offce before allowance [60]. 
8 
9 
The USPTO has special guidelines for computer-related inventions to ensure that non-
patentable material is not allowed [60]. The important aspect is that the software invention 
must be “useful, concrete, and tangible” [40]. 
Nixon and Davidson discuss the concept of a software program being patented [49]. 
While it is important to understand that software can do novel processes just like hardware. 
It is easy for people to understand what a new physical device does, it is often diffcult to 
understand the process that is occurring in the software. Software developers need to 
understand that after “semantic misunderstandings are stripped away, programs are just 
as potentially patentable subject matter as anything else under the sun made by humans” 
[49]. 
Durham cites the diffculty “in two long-standing doctrines” as the reason software 
patents have faced a challenge in being allowed [15]. The doctrines are the unpatentability 
of mathematical algorithms and the mental steps doctrine. The mathematical doctrine is 
that “the truths of mathematics are considered beyond the possibility of ownership” [15]. 
The mental steps doctrine states that “a process is unpatentable if an essential step of the 
process requires human thought” [15]. The mental steps doctrine was used for many years 
to as one of the reasons why software should not be patented [15]. The mental steps 
doctrine is longer used as a valid argument against software patents [15]. 
There are many challenges that surround allowing software patents, some of which 
are discussed in the following works. The Committee on Science of the U.S. House of 
Representives sponsored a hearing on the patent system that discusses the challenges that 
10 
software patents pose to the patent examiners because of the increased number of patent 
applications [12]. Blakemore discusses the differences between U.S. and European patent 
law in regard to software [4]. 
Although software patents are now allowed, there are numerous works that discuss 
why software should not be patented. Some of the reasons why software patents should 
not be allowed are: 
� Preparation and prosecution takes a long time [19] 
� Too much prior art exists [19] 
� Easy to code around patents [46] 
� No requirement to conduct prior art search [50] 
Boyle discusses the group of software developers that do not think that software should be 
patented [5]. Nichols discusses some of the reasons why software should not be allowed 
to be patented [46]. Garfnk el, Stallman, and Kapor discuss the reasons that patents on 
software should not be allowed and that “patents can’t protect or invigorate the computer 
software industry; they can only cripple it” [19]. Davis et al. discuss that “most software is 
innovative rather than inventive” and thus not patentable [14]. Harris discusses some of the 
reasons why software patents are impractical [20]. Stern discusses some of the problems 
associated with allowing software patents that could impede competition [55]. O’Reilly 
discusses the problems with allowing patents without a prior art search requirement and 
thus “all is not well in the Internet and e-commerce industry” [50]. Stern discusses the 




Stobbs discusses the need to fully disclose a software invention in the specifcation to 
ensure compliance with Title 35, United States Code, Section 112, frst paragraph [57] 
� 
(abbreviated as 35 U.S.C. 112). The specifcation must include the following [60]: 
1. A written description of the invention 
2. The manner and process of making and using the invention (“enablement require-
ment”) 
3. The best mode contemplated by the inventor of carrying out his invention 
� 
Stobbs explains the need for the three requirements in 35 U.S.C. 112, frst paragraph, 
and why it is important that a software patent application’s specifcation meets these re-
quirements [57]. Patent examiners have a limited amount of time to analyze applications. 
Therefore it is important that applications abide by these guidelines. Patent examiners are 
not the only people who read patents. Business people read patents to decide whether to 
invest time and money on an invention. Judges and juries read patents to determine the 
outcome of court cases. There are numerous audiences that patent practitioners have to 
consider when they are composing and prosecuting a software patent application [57]. 
Natoli discusses the use of providing the source code as “a substitute for dozens of 
fo wcharts of minor but important subroutines of the software” [44]. This inclusion of 
source code in a software patent is not required, but the inclusion does help meet the 
� 
requirements in 35 U.S.C. 112. There are a few concerns with including the source 
code in a patent such as the providing of source code to competitors, but the benefts of 
providing the source code sometimes outweigh the possible risks [44]. 
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Nigon discusses the importance of the written description in a patent [48]. Nigon 
explains that a patent practitioner has a duty to fully explain every detail of the invention 
even if the inventor “believes that the functioning of a particular process is well known 
and need not be described in detail” [48]. Inventors overestimate what is well known in 
the feld and sometimes believe that simple concepts should not be explained, but this 
� 
behavior can lead to a failure to fulfll the requirements of 35 U.S.C. 112. Burge thinks 
that a patent application “should be a readable and understandable teaching document” 
and “set forth the pith of the invention in terms a grade-school student can grasp” [9]. It 
is therefore important that the inventor understand what is required to make a well-drafted 
patent application. 
Balconi-Lamica explains the importance of invention disclosures and the legal rami-
fcations of not fully describing the invention in the disclosure [3]. Most of the time, an 
inventor writes an invention disclosure for the employer, whether a company or university. 
An invention disclosure should fully describe the problems solved, the features, the ad-
vantages over prior art, and the implementation of the invention. A well-written invention 
disclosure will not only help a patent practitioner write a patent application, but it will also 
establish a date of conception. Balconi-Lamica believes that “writing an invention disclo-
sure is a learned skill” [3]. Thus, an inventor should understand the parts of a disclosure 
before he or she begins writing it. 
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3.4 Written Description 
Holmes explains that “experts in law, not technology, make the legal judgments” [25]. 
The exact wording of patent claims is important because that is what the legal judgments 
are based on. The wording must come from a commonly accepted source, although some-
times the wording is interrupted in a non-common way because of the precedents in the 
court system [25]. The knowledge of these precedents makes it important that inventors 
and patent practitioners understand the importance of the words in a patent claim [25]. 
Nigon explains the value of using diagrams to describe a software invention [48]. 
The three types of diagrams that aid in the enablement of a patent are functional block, 
fo wchart, and state. Functional block diagrams are useful to “show essential connections 
among the processes and links between each of the processes and the relevant data struc-
tures” [48]. Flowchart diagrams are useful to show the sequence of steps implemented in a 
software invention. State diagrams are essential when describing the timing of the process-
ing in a software invention. These diagrams are aids to ensure that a patent’s specifcation 
fully describes and discloses the invention. 
3.5 Prior Art 
Wiens explains the importance of searching prior art “before, during, and after the 
development of an invention” [63]. Wiens also thinks it is important to “perform more 
exhaustive searches to answer questions regarding validity or infringement of patents” 
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[63]. Knowing the current state of the feld allows innovators to not only avoid infringing 
on a competitor’s patent, but it also helps innovators fnd solutions to diffcult problems. 
Marcus explains the benefts of mining patent information for various uses [38]. A few 
such uses are [38]: 
� Prevent duplication of research & development 
� Identify experts in a specifc feld 
� Find solutions to technical problems 
� Generate ideas 
� Establish state of the art 
3.6 Ownership 
Neitzkel discusses the ownership of inventions in regards to the employee relationship 
to the employer [45]. It is important to realize who owns what is in the employee’s head. 
There are many issues that have to be raised when an employee invents something, and 
those issues should be addressed before they become a problem. In the university setting 
there are many issues regarding sponsorship that have to be addressed before ownership 
can be decided [41]. One such issue is that if federal money is used to sponsor research, 
the federal government will have a royalty-free license to use any invention that stems 
from that research [41]. Neitzkel thinks the ownership depends on many factors such as 
[45]: 
� Nature of the invention 
� Date of conception 
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� Duties of the employee 
Ku discusses the approach Stanford takes toward the ownership of software inventions 
[36]. This approach pertains to determining “if software has been developed with more 
than incidental use of university facilities” to decide whether Stanford should have rights 
to the software invention [36]. Ku also discusses some success stories of software that 
Stanford has licensed, such as the Google search engine, a discrete Fourier transform, 
and MINOS [36]. Ku explains that software the university retains ownership of can be 
successfully licensed and be a commercial success in many different ways [36]. 
3.7 Infringement 
Another concern for software developers is infringing on the numerous software patents 
that have already issued. Nichols discusses this risk and thinks that because of the cost of 
searching “every algorithm, interface, and data structure in a product” most software de-
velopers will not do prior art searches [47]. Nichols suggests several steps to minimize the 
risk of infringing a patent [47]: 
� Document the sources of algorithms 
� Documentation disclosure 
� Source code availability 
Burge explains the importance of inventors researching the feld to ensure that they 
“don’t reinvent the wheel” [9]. Patents can also be used as a technical resource for a savvy 
inventor or engineer. Burge stresses the importance of a patentability search to ensure 
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that the proper scope of patent protection can be achieved by a patent application. A 
patentability search can sometimes save the inventor time and money by determining that 
the invention cannot be patented. 
3.8 Patent Portfolios 
Bragg discusses the shift from copyright protection of software to patent protection 
[6]. Bragg also discusses the general characteristics of most of the other related work in 
this chapter, such as the benefts of having a large patent portfolio, the problems with not 
completing a prior art search, and the patenting of common programming techniques. The 
challenge of programming is that “it is almost certain that some idea in your code that 
you believe to be nonunique, obvious, or covered by prior art is in fact protected by some 
patent or described in some pending application” [6]. 
Kahin explains the problem of large software packages that expose software developers 
to legal action [31]. Software packages “contain thousands of separately patentable pro-
cesses, each of which adds to the risk of infringing patents that are already in the pipeline” 
[31]. This concern leads to the fear that small software developers will not be able to com-
pete with the large software developers because of the lack of a patent portfolio [31], since 
most large companies use their patent portfolio as a bargaining platform in infringement 
lawsuits [31]. The large companies trade rights to use certain patents in their portfolio with 
other companies [31]. Thus, small companies have a diffcult time avoiding infringement 
lawsuits compared to their larger counterparts [31]. 
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Galler discusses the use of patents as bargaining tools between companies [18]. Soft-
ware companies “are now applying for patents left and right, in order to have some of their 
own with which to bargain and/or trade” [18]. The software companies are worried that 
they will be involved in a lawsuit and will not have a large enough portfolio. 
Aharonian discusses the quality of software patents between large and small companies 
[1]. Large companies want a large patent portfolio and small companies want high-quality 
patents. Inventors and patent practitioners are not required to do any searching “to prove 
their inventions are novel and not obvious” and therefore most do not, which leads to 
low-quality patents [1]. Low-quality patents are associated with the third risk described in 
Chapter I. This risk is that the patent will not hold up in a court of law. This risk of a patent 
not holding up stems from patents that are mass produced for the purpose of flling a patent 
portfolio. Low-quality patents are patents that are allowed on marginal advances in the 
technology and are only deemed suitable for use in a larger patent portfolio. Low-quality 
patents are thus the product of companies who want “to extract hundreds of millions of 
dollars in royalties and control the marketplace” [1]. All software developers need to be 
concerned about low-quality patents and work to encourage the United States Patent and 
Trademark Offce, all companies, and patent practitioners to modify the system to weed 
out the low-quality patent applications [1]. 
There are numerous other works that discuss some of the characteristics and alter-
natives of patent portfolios. Duvall discusses the large number of software patent ap-
plications that companies are submitting to protect themselves from patent infringement 
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lawsuits [16]. Wolfe discusses the large companies that are “corralling huge numbers of 
software patents“ to protect themselves from patent infringement lawsuits [64]. Wade 
discusses the role patents play in the protection of intellectual property in a research de-
partment [62]. Duvall and Judge explain that companies want a large number of patents in 
their portfolio so that when a competitor claims that they are infringing one of its patents, 
they can cross-license one or more of their patents to satisfy the competitor and not be 
brought to court [16, 64]. Judge discusses how Netscape “posted on its Web site an ap-
peal for evidence of prior art” when they were being sued by Wang Global for patent 
infringement, thus using the Internet community as a replacement for a patent portfolio 
[30]. Wang lost its case against Netscape because of “the outpouring from software devel-
opers” of prior art against Wang. This case has shown that there is an alternative to having 
a patent portfolio [30]. 
3.9 University Environment 
There are several works on how universities operate and how the corporate environ-
ment is different from universities. Frank discusses some of the reasons that universities 
do not license as many of their inventions as could be licensed [17]. Some of the reasons 
why universities have diffculties licensing their inventions include: 
� Negotiations get slowed down by the university system 
� Companies has little control over research priorities 
� Technology is not market-ready 
� Goals of licensing are not clear 
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� Lines of authority are not well established 
� Inconsistent priorities 
Henry et al. discuss the relationship between the number of invention disclosures re-
ceived and the number of patent applications fled in the university and commercial envi-
ronments [24]. Some of the issues surrounding this relationship along with the university 
and commercial stance on the issue are shown in Table 3.1 [24]. 
Table 3.1 Differences between the University and Commercial Environment 
Issue University Corporate 
Patent strategy Explore market before fling Build patent portfolio 
Defensive patents No need Block competitors 
Inventions overall Small fraction patented; Nearly all commercial 
Most freely available upon publication inventions are patented 
CHAPTER IV 
CASE STUDIES 
4.1 Criteria for Selecting Cases 
The case studies were selected to obtain a wide selection of patents according to the 
items in Table 4.1. These criteria were used to ensure that a signifcant variety of patents 
were selected for case studies. The date of patent was chosen to illustrate the development 
of software patents over the past twenty years. The classifcation of the patent was chosen 
to ensure that a sampling of patents from different felds was used. The USPTO uses 
patent classifcation to categorize patents into different felds and subfelds for reference 
and organizational purposes. The number of drawings were used to ensure that the case 
studies had a signifcant number of fgures for reference in the analysis phase of research. 
The number of claims were used to illustrate the wide variety of the types of claims used in 
software patents. The number of references were used to illustrate the amount of prior art 
searching that was completed for each case study. These criteria were selected and used to 
ensure enough examples could be found to support the research. Table 4.2 shows a listing 
of the criteria information for each case study. 
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To fulfll the criteria, the case studies were selected by a few different methods. The 
case studies were initially selected from a list of famous software patents [29]. The fol-




� Auslander et al. 
� Hellman et al. 
Some of the case studies were selected from an IBM website listing its important patents 
[28]. The following case studies were selected from that website: 
� Ciacelli et al. 
� Cheston et al. 
The remaining case studies were selected using the criteria in Table 4.1 to fll in the gaps 
of classifcation and year coverage. The remaining case studies selected using this method 
follow: 
� Moudgal et al. 
� Teng et al. 
� Bullwinkel et al. 
Although the case studies were selected from several different sources, the end result was 
a group of case studies that fulflled the goals of this research. 
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Table 4.1 Criteria Used for Selection 
Criteria 
Date of patent 
Classifcation of patent 
Number of drawings 
Number of claims 
Number of references citied 
Table 4.2 Criteria for Each Case Study 
U.S. Patent Date Issued Classifcation Drawings Claims References 
Moudgal et al. Feb. 12, 2002 711/133 12 8 11 
Teng et al. Dec. 4, 2001 358/1.15 14 13 42 
Ciacelli et al. May 22, 2001 380/5 4 41 17 
Cheston et al. Feb. 27, 2001 709/221 3 14 10 
Bullwinkel et al. Aug. 8, 2000 434/118 22 7 4 
Heizer Sep. 28, 1993 395/650 5 20 3 
Inoue Dec. 29, 1992 395/800 15 12 21 
Brown Oct. 23, 1990 364/900 2 3 3 
Auslander et al. Apr. 7, 1987 364/300 3 8 1 
Hellman et al. Apr. 29, 1980 178/22 6 8 2 
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4.2 Case Study: Moudgal et al. 
U.S. Patent 6,347,360 protects an ”apparatus and method for protecting cache data 
from eviction during an atomic operation” [43]. The eleven prior art references were 
all cited by the patent examiner as shown in Figure 4.1. Thus, the inventors and patent 
practitioner(s) did not do a prior art search before fling the patent application. 
This patent was allowed on the frst offce action and therefore, the prior art must not 
have conficted with the patent claims as fled. Prior art is the state of knowledge in the 
feld and not just the knowledge of a specifc invention. 
4.3 Case Study: Teng et al. 
U.S. Patent 6,327,045 protects “an implementation of a computer network which pro-
vides the ability for a network client to submit data to a network server for performing a 
job at a logical endpoint associated with the network server” [58]. An extensive number 
of prior art references were cited by the inventors and the patent practitioner. There is a 
total of forty-two prior art references cited in this patent. The examiner cited only seven of 
the forty-two references and the applicant cited nine non-patent prior art references. The 
applicant obviously completed a prior art search before submitting the patent application 
to the United States Patent and Trademark Offce. The prior art references are shown in 
Figure 4.2 and Figure 4.3. 
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Figure 4.1 Moudgal et al.: Page 1 
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Figure 4.2 Teng et al.: Page 1 
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Figure 4.3 Teng et al.: Page 2 
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4.4 Case Study: Ciacelli et al. 
U.S. Patent 6,236,727 protects ”an apparatus, method and computer program product 
for processing a data stream scrambled” [11]. This patent has a fo wchart diagram that 
Nigon advocated [48]. Figure 2 of U.S. Patent 6,236,727 is shown in Figure 4.4. Inter-
national Business Machines Corporation (IBM) fled this patent on June 24, 1997 before 
encrypted data for copyright protection was widely used in commercial products which 
indicates its use in IBM’s patent portfolio. 
4.5 Case Study: Cheston et al. 
U.S. Patent 6,195,695 protects “a system and method for recovering from corruption 
of an executable application and/or operating system stored on a client computer without 
downloading another copy of the application and/or operating system” [10]. The ten prior 
art references were all cited by the patent examiner, as shown in Figure 4.5. Therefore, 
the inventors and patent practitioner(s) did not do a prior art search before fling the patent 
application. Although this patent was not allowed as the frst offce action from the United 
States Patent and Trademark Offce, it was allowed on the second offce action. 
The frst fgure of this patent shows the use of the personal computer in the context 
of the embodiments of the patent. The frst fgure is shown in Figure 2.1. The brief and 
detailed description of the frst fgure is shown in Figure 4.6. These descriptions show the 
physical means that are used in this patent. 
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Figure 4.4 Ciacelli et al.: Figure 2 
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Figure 4.5 Cheston et al.: Page 1 
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Figure 4.6 Cheston et al.: Page 6 
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4.6 Case Study: Bullwinkel et al. 
U.S. Patent 6,099,317 protects “a method and system for monitoring a series of events 
performed in one or more applications on a computer” [8]. This patent has a state diagram 
that Nigon advocated [48]. The state diagram is shown in fgure 2 of U.S. Patent 6,099,317, 
Figure 4.7. The frst fgure of this patent uses an entire computer system in the frst fgure 
to show the physical means that are used in this patent as shown in Figure 4.8. 
4.7 Case Study: Heizer 
U.S. Patent 5,249,290 protects a server using “processes to access shared server re-
sources in response to service requests” [22]. This patent has a functional diagram that 
Nigon advocated [48]. Figure 2 of U.S. Patent 5,249,290 is shown in Figure 4.9. This 
patent also effectively uses claims that Holmes advocated [25]. This patent has twenty 
claims total with f ve independent claims. The claims cover a signifcant portion of what 
could be covered in the claims and thus is effective in ensuring broad protection. A 
large number of claims does not always signify broad protection, but enough well-worded 
claims will ensure the proper protection. A quote of claims 1, 3, and 16 from this patent 
follow [22]: 
1. A server apparatus for accessing one or more common resources using a 
plurality of server processes to which client service requests are assigned, said 
server apparatus comprising 
means for receiving an unassigned client service request requesting access to 
one of said common resources and 
means, responsive to a workload indication from each server process, each 
workload indication being less than a maximum workload for that server pro-
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Figure 4.7 Bullwinkel et al.: Figure 15(a-b) 
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Figure 4.8 Bullwinkel et al.: Figure 1 
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cess, for assigning said unassigned received client service request to a server 
process having a workload indication which is less than the workload indica-
tion of all other server processes. 
3. The server apparatus of claim 1 further comprising 
table means including a plurality of different predetermined workload indi-
cation ranges, each range handling a maximum number of clients and each 
range specifying a lower and upper limit on how many client service requests 
can be assigned to each server process and wherein 
said assigning means, in response to a determined number of clients, selects a 
working range and determines the maximum number of client service requests 
that can be assigned to each server process. 
16. A server apparatus for accessing one or more common resources using a 
plurality of server processes to which client service requests are assigned, said 
server apparatus comprising 
table means, including a plurality of different predetermined workload indi-
cator ranges, each range specifying a lower and an upper limit on how many 
client service requests can be assigned to each server process, 
means for receiving an unassigned client service request requesting access to 
one of said common resources, 
means, responsive to a server apparatus determined total number of client ser-
vice requests, for accessing said table means to select in which range said 
total number of client service requests lies and thus determines, for the se-
lected range, the number of client service requests or workload that can be 
assigned to each server process and 
means, responsive to the selected range and a workload indicator for each 
server process, each workload indicator being less than the upper limit of said 
selected range, for assigning said unassigned received client service request to 
a server process having a workload indicator which is less than the workload 
indicator of all other server processes. 
4.8 Case Study: Inoue 
U.S. Patent 5,175,857 protects ”a method and apparatus for sorting object data, the 
object data having a data format of a next address and a record” [26]. This patent has 
35 
Figure 4.9 Heizer: Figure 2 
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a fo wchart diagram that Nigon advocated [48]. Figure 4A of U.S. Patent 5,175,857 is 
shown in Figure 4.10. 
4.9 Case Study: Brown 
U.S. Patent 4,965,765 protects “a method of distinguishing between nested expres-
sions, functions, logic segments or other text by using a different color for each nesting 
level” for International Business Machines Corp. (IBM) [7]. This patent was fled on May 
16, 1986 [7] which was years before graphical user interfaces (GUI) were in widespread 
use in computer programming applications. This indicates that this patent was used in 
IBM’s patent portfolio. 
4.10 Case Study: Auslander et al. 
U.S. Patent 4,656,583 describes ”a method for use during the optimization phase of an 
optimizing compiler for performing global common subexpression elimination and code 
motion” [2]. This patent shows the use of source as part of the specifcation that Natoli 
advocated [44]. The source code example is shown in Figure 4.11. 
4.11 Case Study: Hellman et al. 
U.S. Patent 4,200,770 protects a system that “transmits a computationally secure cryp-
togram over an insecure communication channel without prearrangement of a cipher key” 
[23]. This patent illustrates one of the early software patents that could be implemented in 
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Figure 4.10 Inoue: Figure 4a 
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Figure 4.11 Auslander et al.: Page 9 
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hardware and thus was allowed. An example of this hardware implementation is shown in 
Figure 4.12. 
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Figure 4.12 Hellman et al.: Figures 4, 5, and 6 
CHAPTER V 
EMPIRICAL STUDY OF SOFTWARE PATENTS 
This chapter contains an analysis of the research questions. Table 5.1 documents the 
relationship of the case studies to the research questions. 
5.1 Methodology 
The case studies were analyzed using cross-case analysis as described in Section 3.1. 
The steps of cross-case analysis were used as follows in this research [54]: 
1. Data from the case studies was divided among the research questions 
2. Relevant variables in the data were identifed 
3. Relationships among the variables were analyzed to provide support for the research 
questions 
5.2 Knowledge of Prior Art 
Research question 1 asks, 
How does the knowledge of prior art help inventors at a university? 
The case studies illustrate many of the points that were brought up in the related work 
and the case studies help answer this research question. Prior art searches are important. 
In several of the case studies (Moudgal et al. and Cheston et al.), the inventor(s) and patent 
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Table 5.1 Relationship of Case Studies to Research Questions 
Research Questions 
1. How does the knowledge of prior art help an inventor? 
2. How does the understanding of patent laws and regulations help an inventor? 
3. What are the differences between university and corporate environments from 
an inventor’s viewpoint? 
Case Study 
Question 
1 2 3 Question Remarks 
Moudgal et al. X X 1. No prior art search by the applicant 
2. Existence of prior art without adverse effects to 
the patent claims 
Teng et al. X 1. Extensive reference to prior art documents by 
the applicant 
Ciacelli et al. X X 2. Value of using a fowchart diagram to fully dis-
close and protect the invention 
3. Commercial companies patent technologies for 
their patent portfolios 
Cheston et al. X X 1. No prior art search by the applicant 
2. Use of a personal computer in the frst fgure of 
the patent to show the usefulness and context of 
the invention 
Bullwinkel et al. X X 2. Value of using a state diagram to fully disclose 
and protect the invention 
3. Example of what universities patent. This in-
vention was the basis for a start-up company 
Heizer X 2. Value of using a functional diagram to fully 
disclose and protect the invention. Claim cover-
age allowed 
Inoue X 2.Illustrates the value of using a fowchart dia-
gram to fully disclose and protect the invention 
Brown X 3. Commercial companies patent technologies for 
their patent portfolios 
Auslander et al. X 2. Value of inserting source code to fully disclose 
and protect the invention 
Hellman et al. X X 2. Early example of a software patent 
3. Example of the type of patent that universities 
fle 
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practitioner(s) obviously did not complete a prior art search before submitting the patent 
application to the United States Patent and Trademark Offce. These case studies are not 
completely consistent with the idea that a prior art search will help avoid a patent offce 
rejection, since one of the case studies (Moudgal et al.) that did not cite any prior art was 
allowed on the frst offce action. Table 5.2 summarizes the relationship between the case 
studies and this research question. 
However, overall the case studies support the view that the knowledge of prior art 
helps an inventor. Only three of the ten case studies were allowed by the examiner on the 
frst offce action, and f ve of the ten case studies cited less then f ve prior art references. 
Conversely, we do not have evidence that the lack of prior art was the reason that Moudgal 
et al. was allowed on the frst offce action. The knowledge of prior art discussed in 
Section 3.5 and the evidence provided in the case studies answers this research question 
as shown below. 
The knowledge of prior art helps an inventor at a university reduce the following risks 
discussed in Chapter I by avoiding or mitigating the issues below each risk: 
1. Not fling a patent application 
� Infringing another patent [63] 
� Duplication of research [38] 
2. Patent application not being allowed 
� Conficting prior art found during prosecution 
3. Patent not holding up in court 
� Conficting prior art found after allowance 
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Table 5.2 Summary of Case Studies in Relation to Research Question 1 
Research Question 1 
How does the knowledge of prior art help an inventor? 
References Offce Actions 
Case Study Cited for Allowance Question Remarks 
Moudgal et al. 11 1 No prior art search by the appli-
cant 
Teng et al. 42 6 Extensive reference to prior art 
documents by the applicant 
Ciacelli et al. 17 1 Extensive reference to prior art 
documents by the applicant 
Cheston et al. 10 2 No prior art search by the appli-
cant 
Bullwinkel et al. 4 2 No prior art cited by examiner 
Heizer 3 4 No prior art cited by examiner 
Inoue 21 3 Extensive reference to prior art 
documents by the applicant. No 
prior art cited by examiner 
Brown 3 4 No prior art cited by examiner 
Auslander et al. 1 3 No prior art cited by examiner 
Hellman et al. 2 1 No prior art cited by examiner 
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5.3 Understanding of Patent Laws and Regulations 
Research question 2 asks, 
How does the understanding of patent laws and regulations help inventors at 
a university? 
The complexity of the patent laws and regulations do not allow inventors to be experts 
in the area, but, as illustrated in the case studies and described in Sections 3.3 and 3.4, a 
knowledge of the laws and regulations allows an inventor to understand what patent prac-
titioners require to prosecute a patent application. The case studies are from a wide range 
of areas in the software feld, but they all use the same fundamental sections and types of 
fgures to describe the invention. The sections of a patent include a title, a cross-reference 
to related applications, statements regarding federally funded research, background, brief 
summary, brief description of the drawings, detailed description, claim(s), abstract, and 
drawings [60]. The types of fgures that can be used include functional block, fo wchart, 
and state diagrams [48]. The knowledge of these sections and the types of fgures allows 
an inventor to relay the pertinent information to the patent practitioner. 
5.3.1 Readability 
One important aspect of patents is the readability. In general, patents need to be easy 
to read and understand so that someone like a judge or jury can understand the basic 
concept of the patented technology [57]. Increased readability also helps to fulfll the 
� 
three requirements in 35 U.S.C. 112, frst paragraph, described in Section 3.3. 
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Table 5.3 shows readability information for the case studies. The grade level in Ta-
ble 5.3 refers to the level at which the text is rated for the case studies. For example, if 
the grade level is ten then a tenth grader should be able to understand the text. Since the 
language that patents are written in is legalese and highly technical in nature, the patents 
range from thirteen to sixteen in grade level. The sentence complexity refers to the length 
of the sentences, with one hundred being the most complex. The vocabulary complexity 
refers to the length of the words in the text, with one hundred being the most complex. 
The grade level information of the patents is shown in Figure 5.1, and the complexity level 
is shown in Figure 5.2. 
Burge suggests in Section 3.3 that a patent application should “set forth the pith of the 
invention in terms a grade-school student can grasp” [9]. None of the case studies meet 
this challenge by Burge as shown in Figure 5.1. Overall, the readability of the case studies 
is at a high grade level (i.e. poor readability). If an inventor understood the reasoning 
behind making patents easier to read, then he or she could justify spending the time and 
effort in making the patent application easier to read and understand. 
5.3.2 Diagram Complexity 
Another important aspect of patent understandability is the use of and complexity of 
� 
diagrams. The use of simple diagrams comes from 35 U.S.C. 112, frst paragraph, de-
scribed in Section 3.3. Nigon explains the value of using diagrams to describe a software 






















































      













Sentence Complexity Vocabulary ComplexityNote: 100 = very complex 
Figure 5.2 Case Study Complexity Graph 
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Table 5.3 Case Study Readability 
Sentence Vocabulary 
U.S. Patent Grade Level complexity* complexity* 
Gettysburg Address 12.9 75 15 
1040EZ Instructions 10.5 27 42 
Moudgal et al. 14.1 55 39 
Teng et al. 16.0 76 47 
Ciacelli et al. 16.0 85 35 
Cheston et al. 16.0 91 38 
Bullwinkel et al. 14.3 47 57 
Heizer 14.5 71 27 
Inoue 14.2 60 15 
Brown 14.8 67 33 
Auslander et al. 13.1 49 33 
Hellman et al. 16.0 68 41 
* 100=very complex 
� 
Diagrams help fulfll the requirements in 35 U.S.C. 112, frst paragraph, and simple 
diagrams make it easier to understand the invention. The case studies support the use of 
simple diagrams, as can be seen in Table 5.4, which shows the cyclomatic complexity of 
the diagrams. Cyclomatic complexity is “the number of linearly independent paths” [39]. 
The independent paths can thus be an indication of the complexity of a diagram, because 
when a low number of paths exist then a diagram is easier to understand. 
The information in Table 5.4 shows that the most complex fgure has a complexity of 
nine. One fgure with a complexity of nine is shown in Figure 5.3 and Figure 5.4. This 
fgure has two parts, 4a and 4b, that are considered one when calculating the cyclomatic 
complexity, since both fgures would be considered a single aspect of the invention. This 
method of calculation was used for the fgures listed in Table 5.4. Overall, the use of 
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diagrams in the case studies is high, and the complexity of the diagrams is low, which 
helps answer this research question. The understanding of the patent laws and regulations 
allows inventors to grasp the importance of the full disclosure of their invention utilizing 
diagrams of low complexity as shown in the case studies. 
Table 5.4 Case Study Diagram Complexity 
Case Studies 
Moudgal et al. 
Teng et al. 
Ciacelli et al. 
Cheston et al. 




Auslander et al. 
Hellman et al. 
Figures 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 
5 2 4 9 2 
1 2 1 5 1 1 
2 4 3 3 
3 
4 3 2 2 5 2 2 2 1 1 5 6 
5 2 
2 9 6 
7 
1 1 1 
9 6 3 6 
5.3.3 One-Year Bar 
University software inventors have to work with university technology licensing of-
fces. The goal of these offces is to protect and license university inventions. In contrast, 
the inventor wants to publish his research results. Inventors from universities who are 
faculty have job advancement motivations to publish. The confict of duties between the 
university’s technology licensing offce and the inventor’s desire to publish creates a bur-
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Figure 5.3 Inoue: Figure 4a 
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Figure 5.4 Inoue: Figure 4b 
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den on the inventor. University inventors have to balance their publication productivity and 
the desire by their university to license inventions that could be proftable because of the 
“one-year bar” on fling a patent application. If an inventor publishes, sells, or discloses 
to the public his or her invention, then one year from the disclosure date is the application 
deadline for a U.S. patent [60]. 
Although none of the case studies provide evidence for meeting fling deadlines in the 
United States, it is well-recognized that papers are the products of academic research. Pa-
pers that are published more than one year prior to the fling date of a U.S. application 
can “bar a patent under 35 U.S.C. 102(b)” [60]. This one-year bar is important for univer-
sity inventors to understand and work to avoid. The understanding of the patent laws and 
regulations is important for inventors to understand because of the possible loss of patent 
rights after publication or public use. 
5.3.4 Analysis 
The basics of U.S. patent law and regulations are important for inventors to understand. 
The issues surrounding the readability, diagram construction, and one-year bar in patent 
preparation and prosecution answers this research question. 
The understanding of patent laws and regulations helps inventors at universities reduce 
the following risks discussed in Chapter I by avoiding or mitigating the issues below each 
risk: 
1. Not fling a patent application 
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� One-year bar after the invention is published, sold, or disclosed to the public 
[60] 
2. Patent application not being allowed 
� Invention disclosure does not fully describe invention, thus conception date 
could be lost in interference proceedings 
�
� Application not complying with 35 U.S.C. 112, frst paragraph [57] 
3. Patent not holding up in court 
� Diagrams are not understandable by juror and/or judge [57] 
� Patent specifcation is not understandable by juror and/or judge [57] 
� Inventor not disclosing bar date to patent attorney until lawsuit 
5.4 Differences between University and Corporate Environments 
Research question 3 asks, 
What are the differences between university and corporate environments from 
an inventor’s viewpoint? 
Software patents at a university are far and few between because of the open academic 
environment in which projects are developed. To acquire patent protection an invention 
must be developed in some degree of secrecy. Most software developed at universities 
has been protected using copyright. University researchers are not doing research for 
commercial gain like commercial researchers, but they are doing research for academic 
purposes [53]. This difference in research purposes is a signifcant change for inventors 
who solicit corporate funding for their research funding since the inventors might not be 
able to publish his or her research results. 
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5.4.1 Embryonic Technology 
Universities, unlike commercial companies, do not have the resources or for-proft 
drive to protect all possible inventions [59]. Much of embryonic software technology at 
universities does not receive funding for patent protection because of the lack of need for 
a patent portfolio [53]. Several of the case studies illustrate examples of companies fling 
patents on early stage technology. 
The Ciacelli et al. case study is one example of a company fling a patent on idea while 
it is still embryonic [11]. This patent illustrates the beneft a company receives by patenting 
an invention. International Business Machines Corporation (IBM) fled this patent on June 
24, 1997 before encrypted data for copyright protection was widely used in commercial 
products. IBM now has a broad patent on a technology that might be widely used in the 
future. IBM highlights this patent as an important software patent in the security feld that 
is in its patent portfolio on its website [27]. The Brown case study is another example of 
a patent to be placed in IBM’s patent portfolio [7]. This patent was fled on May 16, 1986 
before extensive graphical user interfaces were used on most computer systems. 
5.4.2 Bayh-Dole Act 
Since the Bayh-Dole Act in 1980, universities have had the option of retaining the 
intellectual property rights of inventions that came out of federally funded research [13]. 
This option opened the door for universities to collect revenue from thousands of licenses. 
Some of the obligations that universities have under the Bayh-Dole Act follow [13]: 
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� Disclose each new invention to the responsible federal funding agency 
� Have written agreements with faculty and technical staff 
� Government has right to use the invention 
� Periodic reports to the funding agency 
� Share a portion of licensing revenue with inventor(s) 
The Bayh-Dole Act has affected the way universities operate by requiring them to 
manage the inventions originating from federal funding [59]. These obligations affect 
inventors by requiring them to disclose inventions to their university’s technology licensing 
offce. The licensing revenue obligation is a beneft to university inventors. It is important 
to understand the signifcant difference between university and corporate environments 
because of the legal requirements associated with the Bayh-Dole Act. Unlike corporations, 
universities are obligated to report inventions and therefore must have the support from the 
inventors to accomplish this task. 
5.4.3 Ownership 
Universities, like corporations, usually retain ownership of anything that was created 
or conceived on their time or using their facilities [41]. Thus, most research done at a uni-
versity is turned over to the university. However, there is one big difference between most 
universities and corporations. Most universities provide a royalty-sharing mechanism for 
the inventors as required by the Bayh-Dole Act [13]. This royalty-sharing mechanism usu-
ally returns 40% to 50% of the royalty income back to the inventors thus encouraging them 
to disclose before publishing [41]. The knowledge of this royalty-sharing mechanism is 
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thus important for university inventors. The knowledge of ownership rights, the royalty-
sharing mechanism, and the related work discussed in Section 3.6 answers this research 
question. This difference of the royalty-sharing mechanism is a signifcant difference be-
tween university and corporate environments that is important for inventors to understand 
because of the fnancial implications. 
5.4.4 Analysis 
Since corporations are in business to make money, most of the time their strategy 
is to patent any variety of an invention that could be important to the business. This 
strategy is different from the strategy that universities follow. The differences between 
corporate and university environments is important for inventors to understand because of 
the consequences in the corporate environment of not quickly identifying and protecting 
inventions [59]. One advantage for inventors in the university environment is the royalty-
sharing mechanism required by the Bayh-Dole Act. Most companies do not share royalties 
with its inventors, thus inventors at a university have a fnancial advantage over inventors in 
the corporate environment. The differences in how embryonic technology is approached, 
in the obligations under the Bayh-Dole Act, how ownership at universities is different, and 
the related work in Sections 3.6, 3.8, and 3.9 answers this research question. 
The understanding of the differences between university and corporate environments 
helps inventors at universities reduce the following risks discussed in Chapter I by avoiding 
or mitigating the issues below each risk: 
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1. Not fling a patent application 
� Research funding from corporations with provisions that do not allow publica-
tions or patents 
� Research funding from the federal government requiring permission to fle 
patent 
� Inadequate funding for patent preparation and prosecution 
2. Patent application not being allowed 
� Inadequate funding for patent prosecution 
3. Patent not holding up in court 
� Inadequate funding for defense of patent 
CHAPTER VI 
CONCLUSIONS 
This chapter provides the reasoning of how the research questions support the hypoth-
esis, contributions of this research, and further research that could be considered based on 
the completed research. 
The risks associated with university inventions are as follows: 
1. Not fling a patent application 
2. Patent application not being allowed 
3. Patent not holding up in court 
The following are the research questions designed to provide evidence for or against 
the hypothesis. 
1. How does the knowledge of prior art help inventors at a university? 
2. How does the understanding of patent laws and regulations help inventors at a uni-
versity? 
3. What are the differences between a university and corporate environments from an 
inventor’s viewpoint? 
The relationships between the risks and the research questions along with the issues 
and resolutions associated with the research questions are shown in Table 6.1, Table 6.2, 
and Table 6.3. The resolutions to the issues help answer the research questions and provide 
evidence for the hypothesis. 
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Table 6.1 Relationship of Risk 1 to the Research Questions 
Risk 1: Not fling a patent application 
Research Questions 
1. How does the knowledge of prior art help an inventor? 
2. How does the understanding of patent laws and regulations help an inventor? 
3. What are the differences between university and corporate environments from 
an inventor’s viewpoint? 
Question Issue Resolution 
1 Infringing another patent By understanding how the knowledge of prior 
art can help an inventor, an inventor at a univer-
sity can complete a prior art search before start-
ing new research and thus avoid infringing an-
other patent. 
Duplication of research By understanding how the knowledge of prior 
art can help an inventor, an inventor at a univer-
sity can complete a prior art search before start-
ing new research and thus avoid duplicating re-
search already completed. 
2 One-year bar after the invention 
is published, sold, or disclosed 
to the public 
By understanding the patent laws and regula-
tions, an inventor can avoid the one-year bar and 
ensure that his or her invention can be patented. 
3 Research funding from cor-
porations with provisions that 
do not allow publications or 
patents 
By understanding the differences between uni-
versity and corporate environments, an inventor 
can avoid this issue by ensuring that the research 
grants do not disallow any publications. 
Research funding from the fed-
eral government requiring per-
mission to fle patent 
By understanding the differences between uni-
versity and corporate environments, an inventor 
can promptly disclose any federal funding asso-
ciated with his or her invention and avoid this 
issue, by allowing adequate time to disclose the 
invention to the federal funding agency. 
Inadequate funding for patent 
preparation and prosecution 
By understanding the differences between uni-
versity and corporate environments, an inventor 
can understand why this issue might occur and 
work to gain early funding for the patent prepa-
ration and prosecution. 
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Table 6.2 Relationship of Risk 2 to the Research Questions 
Risk 2: Patent application not being allowed 
Research Questions 
1. How does the knowledge of prior art help an inventor? 
2. How does the understanding of patent laws and regulations help an inventor? 
3. What are the differences between university and corporate environments from 
an inventor’s viewpoint? 
Question Issue Resolution 
1 Conficting prior art found dur-
ing prosecution 
2 Invention disclosure does not 
fully describe invention, thus 
conception date could be lost in 
interference proceedings 
Application not complying 
with 35 U.S.C. � 112, frst 
paragraph 
3 Inadequate funding for patent 
prosecution 
By understanding how the knowledge of prior 
art can help an inventor, an inventor at a univer-
sity can complete a prior art search before help-
ing the patent practitioner prepare the patent ap-
plication and thus avoid this issue. 
By understanding the patent laws and regula-
tions, an inventor can avoid this issue by ensur-
ing that his or her invention disclosure fully de-
scribes the invention. 
By understanding the patent laws and regula-
tions, an inventor can avoid this issue by fully 
describing his or her invention by utilizing dia-
grams and making the patent easy to read and 
understand. 
By understanding the differences between uni-
versity and corporate environments, an inventor 
can avoid this issue by ensuring adequate fund-
ing is available for the patent prosecution. 
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Table 6.3 Relationship of Risk 3 to the Research Questions 
Risk 3: Patent not holding up in court 
Research Questions 
1. How does the knowledge of prior art help an inventor? 
2. How does the understanding of patent laws and regulations help an inventor? 
3. What are the differences between university and corporate environments from 
an inventor’s viewpoint? 
Question Issue Resolution 
1 Conficting prior art found after 
allowance 
2 Diagrams are not understand-
able by juror and/or judge 
Patent specifcation is not un-
derstandable by juror and/or 
judge 
Inventor not disclosing bar date 
to patent attorney until lawsuit 
3 Inadequate funding for defense 
of patent 
By understanding how the knowledge of prior 
art can help an inventor, an inventor at a univer-
sity can complete a prior art search before help-
ing the patent practitioner prepare the patent ap-
plication and thus avoid this issue. 
By understanding the patent laws and regula-
tions, an inventor can use diagrams that are easy 
to understand and thus avoid this issue. 
By understanding the patent laws and regula-
tions, an inventor can help the patent practi-
tioner write a patent application that is easy for 
any judge and juror to understand. 
By understanding the patent laws and regula-
tions, an inventor will realize what details to 
convey to the patent practitioner and avoid this 
issue. 
By understanding the differences between uni-
versity and corporate environments, an inventor 
can work to license his or her technology, so that 
the university does not have to attempt to defend 
his or her patent. 
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The hypothesis of this research is that: 
An inventor at a university can improve the protection of his or her software 
patent by applying certain information about patent prosecution practices and 
the relevant prior art. 
Overall, the evidence associated with the risks that answers each of the research ques-
tions provides a frm basis for the buildup of evidence that supports this hypothesis. Each 
research question addresses a specifc issue in the hypothesis. The patent prosecution prac-
tices information comes directly from research questions 2 and 3. The relevant prior art 
information comes directly from research question 1. Thus, the hypothesis is supported 
by “the weight of evidence” in the preceding chapters [54]. 
6.1 Contributions 
This thesis answers questions associated with the patent preparation and prosecution 
process. These answers could be utilized by inventors at universities to protect their soft-
ware inventions and avoid the risks discussed above. Software inventors at universities 
will be able to use the information analyzed in this thesis to gain a better understanding of 
software patent protection and how it can be applied to their inventions. 
6.2 For Further Research 
Further research includes an analysis of the fle wrappers of the case studies to deter-
mine how the knowledge of prior art played in the patent prosecution. Further research 
also includes a long-term study of inventors at a university. One group would be inventors 
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who understand and have applied the principles explained in this thesis and the other group 
would be those who have not been exposed to the principles explained in this thesis. 
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