Integration factor methods are a class of ''exactly linear part'' time discretization methods. In [Q. Nie, Y.-T. Zhang, R. Zhao, Efficient semi-implicit schemes for stiff systems, Journal of Computational Physics, 214 (2006) 521-537], a class of efficient implicit integration factor (IIF) methods were developed for solving systems with both stiff linear and nonlinear terms, arising from spatial discretization of time-dependent partial differential equations (PDEs) with linear high order terms and stiff lower order nonlinear terms. The tremendous challenge in applying IIF temporal discretization for PDEs on high spatial dimensions is how to evaluate the matrix exponential operator efficiently. For spatial discretization on unstructured meshes to solve PDEs on complex geometrical domains, how to efficiently apply the IIF temporal discretization was open. In this paper, we solve this problem by applying the Krylov subspace approximations to the matrix exponential operator. Then we apply this novel time discretization technique to discontinuous Galerkin (DG) methods on unstructured meshes for solving reaction-diffusion equations. Numerical examples are shown to demonstrate the accuracy, efficiency and robustness of the method in resolving the stiffness of the DG spatial operator for reaction-diffusion PDEs. Application of the method to a mathematical model in pattern formation during zebrafish embryo development shall be shown.
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Introduction
High order accuracy numerical methods (e.g. weighted essentially non-oscillatory (WENO) methods, discontinuous Galerkin (DG) methods, spectral methods, etc.) are especially efficient for numerically solving problems which contain complex solution structures, and have been applied extensively in computational fluid dynamics. Efficient and high order temporal numerical schemes are important for the performance of high accuracy numerical simulations. A lot of state-of-the-art high order time-stepping methods were developed. Here we just give a few examples and it is not a complete list. For example, the total variation diminishing (TVD) Runge-Kutta (RK) schemes [54, 55, 28, 29] ; high order implicit-explicit (IMEX) multistep/Runge-Kutta methods and their applications [2, 3, 34, 36, 47, 59, 51, 68] ; spectral deferred correction (SDC) methods [9, 24, 33, 41, 42, 45] ; hybrid methods of SDC and high order RK schemes [12] ; etc. Integration factor (IF) methods are a broad class of time discretization methods which have been combined with spatial discretization methods especially spectral methods [25, 8, 10, 56] for solving various partial differential equations (PDEs). They are especially useful for many important mathematical models in fluid dynamics or biological problems which involve nonlinear PDEs with the linear highest spatial derivatives. The method of lines generates stiff systems of ordinary differential equations (ODEs) with the stiff linear terms (nonlinear terms could also be stiff, depending on different problems). Integration factor methods are a class of ''exactly linear part'' time discretization methods for the solution of this type of stiff systems. This class of methods perform the time evolution of the stiff linear operator via evaluation of an exponential function of the corresponding matrix. Hence for PDEs with linear high order derivatives, the integration factor type time discretization can remove both the stability constrain and numerical errors from the high order derivatives.
Traditional integration factor methods have a disadvantage that large error coefficients are produced when the linear term has a large norm [8] . Recently Krogstad developed a method which can improve the accuracy of the traditional integration factor methods significantly [38] . Another class of ''integration factor'' type methods, the exponential time differencing (ETD) methods [5, 6, 22, 35] , can also obtain a better accuracy than the traditional integration factor methods. For ETD methods, extra treatments are needed for consistent order of accuracy [35, 23] .
The explicit integration factor methods use explicit linear multi-step methods or explicit Runge-Kutta methods to treat the nonlinear terms in the system (e.g. the explicit ETD-RK schemes [22] ), which are very efficient for systems with stiff linear part but nonstiff or mildly stiff nonlinear part. In [32] , explicit exponential Runge-Kutta methods for the time integration of semilinear parabolic problems were analyzed. For systems with both stiff linear and nonlinear terms, an implicit treatment of nonlinear terms is desirable. In [48] , we developed a class of efficient implicit integration factor (IIF) methods for solving systems with both stiff linear and nonlinear terms. A novel property of the methods is that the implicit terms are free of the exponential operation of the linear terms. Hence when the methods are applied to PDEs with stiff nonlinear reactions (e.g. the reaction-diffusion systems arising from mathematical models in computational developmental biology), the exact evaluation of the linear part is decoupled from the implicit treatment of the nonlinear reaction terms. As a result, the size of the nonlinear system arising from the implicit treatment is independent of the number of spatial grid points; it only depends on the number of the original PDEs. This distinguishes our IIF methods [48] from implicit ETD methods in [6] . Another efficient approach to decouple the stiff nonlinear terms from the linear terms is to use operator splitting integration factor methods (e.g. [44] ). We would like to point out that our approach is different from the operator splitting methods, hence is free of operator splitting errors.
The tremendous difficulty in implementing integration factor type method for high dimensional problems is how to efficiently evaluate the product of the matrix exponential and a vector. The differential matrix from the high dimensional spatial discretization is usually very large and sparse, but its exponential matrix will be dense. CPU cost and storage of such exponential matrix are prohibitive for high dimensional problems, although it can be handled well for 1D problems [48] . On rectangular meshes, the compact integration factor methods [49] can be used to deal with this issue. By introducing a compact representation for the matrix approximating the differential operator, the compact IIF methods apply matrix exponential operations sequentially in every spatial direction. As the results, exponential matrices which are calculated and stored have small sizes, as those in the 1D problem. For example for a 3D problem, if we have N grid points in every direction of the x, y and z directions, then we do not need to work on the full N 3 Â N 3 matrix and its exponential as in the original non-compact IIF methods [48] , but just need to consider several N Â N matrices and their exponentials. The storage and CPU time required for compact IIF schemes are smaller by orders of magnitude than the non-compact ones. The operation count of compact integration factor schemes is O(N 4 ) vs. O(N 6 ) for non-compact ones. See more details in [49] . But how to apply this approach to spatial discretization on high dimensional unstructured meshes for dealing with complex domain geometry is still unclear. In this paper, we address this problem by using the Krylov subspace approximations to the matrix exponential operator and develop the Krylov implicit integration factor (Krylov IIF) methods for spatial discretization on triangular meshes. The Krylov subspace methods were used and analyzed by Gallopoulos and Saad [26] , Saad [52] for the approximation of a product of a exponential matrix of a large sparse differential matrix and a given vector, in the finite difference discretization of a time-dependent diffusion equation. Since in many applications including the integration factor methods, one does not need the full exponential matrix, but only the matrix-vector product. See the review paper [46] . As discovered in [31] , the convergence to e ADt v is substantially faster than that of corresponding Krylov methods for the solution of linear system (I À DtA)x = v, which arises in the implicit treatment of diffusion or other high order derivative terms, at least unless a good preconditioner is available.
For the spatial directions, discontinuous Galerkin (DG) finite element methods are a class of popular high order accuracy spatial discretization methods for numerically solving various partial differential equations (PDEs) arising from computational fluid dynamics and other computational physics problems. DG methods confer several advantages that make them attractive for applications. These include common advantages shared by all finite element methods such as their ability for easy handling of complicated geometry and boundary conditions. Since DG methods use completely discontinuous piecewise polynomial space for the numerical solution and the test functions, this property makes DG methods have lots of flexibility which is not shared by continuous Galerkin finite element methods, such as their flexibility for easy h-p adaptivity including changes of approximation orders between neighboring elements and allowing general meshes with hanging nodes, their compactness hence efficient parallel implementation [7] , and their easy coordination with finite volume techniques for computing problems with discontinuous or sharp gradient solutions. The first DG method was introduced by Reed and Hill [50] , in the framework of neutron transport. A major development of DG methods was carried out by Cockburn et al. in a series of papers [16, 17, 14, 18, 19] , in which they established a framework to easily solve nonlinear time dependent hyperbolic conservation laws. Good references for DG methods and their recent development can be found in the review papers [15, 13, 20] .
In recent years, DG methods have been generalized to solve time dependent PDEs containing higher spatial derivatives. This class of new methods are termed local discontinuous Galerkin (LDG) methods. See e.g. [4, 21, 43, [61] [62] [63] [64] [65] [66] 37] . In a recent paper [11] , Cheng and Shu developed a new DG method for solving time dependent PDEs with higher order spatial derivatives, based on [1, 27, 58] . The scheme is formulated by repeated integration by parts of the original equation and then replacing the interface values of the solution by carefully chosen numerical fluxes. When DG methods are applied to discretize the spatial variables for convection-diffusion problems or other PDEs which have high order derivatives, a large coupled stiff ordinary differential equations (ODEs) system is generated. An explicit time discretization for the resulting stiff ODE system will suffer from extremely small time step restriction for stability. In [60] , time discretization techniques including semi-implicit spectral deferred correction method, the additive Runge-Kutta method and the exponential time differencing (ETD) method for solving the stiff ODEs resulting from a LDG spatial discretization to PDEs with high order spatial derivatives on 1D spatial domain were compared and studied.
To test our new Krylov IIF schemes in this paper, we apply them to solve the stiff ODE system resulting from a DG spatial discretization for reaction-diffusion problems on 2D triangular meshes [69] . Due to the stiffness of the spatial operators, the implicit discretization was formulated for the P 1 case in [69] and an operator-splitting approach was used to enhance the computation efficiency. The DG spatial discretization in [69] is based on [11] , but the numerical fluxes are different from those in [11] . In this paper, we will formulate the implicit DG discretization for both the P 1 and P 2 cases, and apply the new Krylov IIF schemes for the time-marching. Numerical examples are shown to demonstrate the accuracy, efficiency and robustness of the method in resolving the stiffness of the DG spatial operator for reaction-diffusion PDEs which have higher than first order spatial derivatives. Application of the method to a mathematical model in spatial pattern formation during zebrafish embryo development shall be shown. The rest of the paper is organized as following. In Section 2, we derive and formulate the Krylov IIF methods. In Section 3, we describe in detail the P 1 and P 2 DG spatial discretization for reaction-diffusion equations on 2D triangular meshes; then apply the new Krylov IIF methods to the resulting stiff ODE systems. Numerical experiments are presented in Section 4. Discussions and conclusions are given in Section 5.
Implicit integration factor methods based on Krylov subspace approximation
We first review the original IIF methods developed in [48] . Then we propose the new IIF methods based on Krylov subspace approximations to the matrix exponential operator.
Review of the original IIF methods
Assume that we need to solve a system of ODEs which arises after a spatial discretization of a PDE system whose highest order term is linear and has higher than first order derivative (e.g. a reaction-diffusion equation):
where U(t) 2 R N , A 2 R NÂN is the constant approximation matrix for the linear differential operator of the highest order derivative, F(U(t)) 2 R N is the nonlinear term. The matrix A is usually a sparse matrix when a finite difference or finite element method is used for the spatial discretization. To construct the IIF methods for (1), we multiply it by the integration factor e ÀA t and integrate over one time step from t n to t n+1 t n + Dt to obtain
Then we approximate the integrand in (2) by using an r À 1th order Lagrange interpolation polynomial with interpolation points at t n+1 , t n , . . . , t n+2Àr , and obtain the rth order IIF scheme
where
See [48, 49] for the values of coefficients a j for the schemes with different orders. For example, the second order scheme is of the following form
and the third order scheme is
The distinct feature of the scheme (3) is that the nonlinear implicit term F(U n+1 ) does not involve the matrix exponential operator, unlike the implicit ETD schemes [6] . Hence if the nonlinear operator F itself does not involve the coupling of the numerical values at the spatial grid points (e.g. the nonlinear reactions), the size of nonlinear system resulted from the implicit treatment is independent of the number of the spatial grid points, and it only depends on the number of the original PDEs.
Remark. We consider the time step size Dt to be uniform in the time evolution in this paper. The methods to efficiently deal with non-uniform time step sizes (e.g., in adaptive time step computation; in solving PDEs with hyperbolic terms and the CFL condition constraint) will be reported in the future.
IIF methods based on Krylov subspace approximation
The efficiency of the IIF schemes (3) largely depends on the methods to evaluate the product of the matrix exponential and a vector, for example e ADt U n . For PDEs defined on high spatial dimensions (two spatial dimensions (2D) and above), the method of lines (MOL) with a specific spatial discretization will generate a large and sparse matrix A in (1) . But the exponential matrix e ADt is dense. For example if a finite difference method is used on a 2D rectangular mesh with N grid points in both x and y directions, then the matrix A has size
In [48] , for a given spatial and temporal numerical resolution, the exponential matrices such as e ADt are pre-computed and stored for later use at every time step. For one-dimensional problems, this works very well since the size of the matrix A is manageable. For 2D and 3D problems, direct computation and storage of such exponential matrix are prohibitive in terms of both CPU cost and computer memory. On rectangular meshes, the compact IIF methods [49] can be used to deal with this issue for some differential operators (e.g. the Laplacian operator). The compact IIF methods introduce a compact representation for the matrix approximating the differential operator. The compact form involves storage only proportional to the number of unknowns, i.e. the size of U, unlike the non-compact approach, which is proportional to the square of the unknowns. As a result, exponential matrices which are calculated and stored have small sizes, as those in the 1D problem. For example, for a 3D problem if we have N x , N y and N z grid points in x, y and z directions, then instead of considering the full (N x N y N z ) Â (N x N y N z ) matrix and its exponential, we just consider N x Â N x , N y Â N y and N z Â N z matrices and their exponentials. The storage and CPU time required for compact IIF schemes are smaller by orders of magnitude than the original non-compact ones in [48] . The operation count of compact
For spatial discretization on high dimensional unstructured meshes (e.g. triangular meshes), how to formulate a compact matrix representation of the spatial operations and how to apply this approach are still unclear. Moreover, application of compact IIF methods to more general spatial operators (e.g. the general diffusion operators involving mixed derivatives) is not straightforward. So we re-consider the non-compact IIF methods (3) and look for another way to efficiently compute the matrix exponential operations.
Although the matrix A is sparse for many spatial discretizations, the exponential matrix e ADt is dense. Directly computing and storing e ADt for spatial discretization on high dimensional unstructured meshes are not practical for a typical machine.
Fortunately we do not need the full exponential matrix e ADt itself, but only the products of the exponential matrix and some vectors in (3). The Krylov subspace approximations to the matrix exponential operator is an excellent choice in terms of both accuracy and efficiency. For example, in [26, 52] , the Krylov subspace methods were used for the approximation of e ADt v, where A is a large sparse matrix and v is a given vector, in the finite difference discretization of a time-dependent diffusion equation. Next we apply the Krylov subspace method to approximate the products of the exponential matrix and vectors in our IIF schemes (3) and derive the new Krylov IIF methods. First we describe the Krylov subspace methods to approximate e ADt v, following the literature (e.g. [26, 46] ).
The large sparse matrix A is projected to the Krylov subspace In the Arnoldi algorithm, if h j+1,j 0 for some j < M, it means that the convergence has occurred and the Krylov subspace K M = span{v 1 , v 2 , . . . , v j }, so the iteration can be stopped at this step j, and we assign the value of this j to M. This algorithm will produce an orthonormal basis V M of the Krylov subspace K M . Denote the M Â M upper Hessenberg matrix consisting of the coefficients h i,j by H M . Since the columns of V M are orthogonal, we have
This means that the very small Hessenberg matrix H M represents the projection of the large sparse matrix A to the Krylov subspace K M , with respect to the basis V M . Also since V M is orthonormal, the vector
ADt v is the orthogonal projection of e
ADt v on the Krylov subspace K M , namely, it is the closest approximation to e ADt v from K M . Therefore
where b = kvk 2 , and e 1 denotes the first column of the M Â M identity matrix I M . Use the fact of (8), we have the approximation
Thus the large e ADt matrix exponential problem is replaced with a much smaller e H M Dt problem. The small matrix exponential e H M Dt will be computed using a scaling and squaring algorithm with a Padé approximation with only computational cost of
), see [30, 46, 26] . Applying the Krylov subspace approximation (9) to (3), we obtain the Krylov IIF schemes
,n and H M,0,n are orthonormal basis and upper Hessenberg matrix generated by the Arnoldi algorithm with the initial vector U n + a 0 DtF(U n ). V M,i,n and H M,i,n are orthonormal basis and upper Hessenberg matrix generated by the Arnoldi algorithm with the initial vectors F(U nÀi ), for i = 1, 2, . . . , r À 2. We would like to point out that V M,0,n and V M,i,n , i = 1, 2, . . . , r À 2 are orthonormal bases of different Krylov subspaces for the same matrix A, which are generated with different initial vectors in the Arnoldi algorithm. The value of M is taken to be large enough such that the errors of Krylov subspace approximations are much less than the truncation errors of the numerical schemes (3). From our numerical experiments in this paper (Section 4), we can see that our numerical schemes have already given a clear accuracy order with a very small size M = 25, and M does not need to be increased when the spatial-temporal resolution is refined. Specifically the second order Krylov IIF scheme has the form
DtFðU n Þk 2 , V M,n and H M,n are orthonormal basis and upper Hessenberg matrix generated by the Arnoldi algorithm with the initial vector U n þ 1 2 DtFðU n Þ. And the third order Krylov IIF scheme has the form 
DtFðU n Þk 2 , b 1,n = kF(U nÀ1 )k 2 , V M,0,n and H M,0,n are orthonormal basis and upper Hessenberg matrix generated by the Arnoldi algorithm with the initial vector U n þ 2 3 DtFðU n Þ. V M,1,n and H M,1,n are orthonormal basis and upper Hessenberg matrix generated by the Arnoldi algorithm with the initial vector F(U nÀ1 ).
Remark. we would like to emphasize that the Krylov IIF schemes given in (10)- (12) are novel methods which combine the original IIF schemes with the Krylov subspace approximations. These new methods are designed to deal with more general and complex problems.
Implicit DG formulations and application of Krylov IIF methods
To test our Krylov IIF methods, we apply them to solve the stiff ODE system arising from a DG discretization of reactiondiffusion equations on 2D triangular meshes. Let X be an open, bounded domain on which the reaction-diffusion system
is defined, where u often represents concentrations of a group of chemical molecules, D is the constant diffusion matrix, Du is the Laplacian associated with the diffusion of the molecules u, and F(u) describes the nonlinear chemical reactions. For the simplicity of the description, we consider the scalar case of (13) . The numerical formulae for the scalar case can be straightforwardly extended to solve the system case component by component. We consider a triangulation X h of X which consists of non-overlapping triangles fM m g We apply the DG formulation in [69] to discretize the reaction-diffusion Eq. (13) in the spatial direction, and keep the time variable continuous. This DG discretization is based on a DG formulation for convection-diffusion equations in [11] , but we use different numerical fluxes for the diffusion term. The semi-discrete scheme is: 
where the jump term (17) is crucial for the stability and convergence of the DG scheme (14) . We use the central/ average numerical fluxes for the diffusion terms. In [11] , the alternative numerical fluxes were used for the diffusion terms. The differences of the central and alternative numerical fluxes were discussed in [20] for the LDG method. We will explore the application of the alternative numerical fluxes [11] to the DG schemes (14) on triangular meshes in our future work.
To apply the Krylov IIF schemes (10) to the DG spatial discretization (14), we will need the matrix expression (i.e., the implicit DG formulae) as (1) . This is a different step from the explicit DG methods for hyperbolic conservation laws. The implicit DG formulae for the P 1 case has been given in [69] . In this paper, we will present the implicit DG formulae for both the P 1 and P 2 cases. For each element M m , we denote its three neighboring elements by i m , j m , and k m . To simplify notations in the following presentation, we will omit the subscript m and just use i, j, k to represent the neighboring cells of M m . The implicit DG formulae for the P 1 case has been derived in [69] . But to make the paper self-contained, we will re-present the P 1 case in Section 3.1. The new formulae for the P 2 case will be given in Section 3.2. {(x m,l , y m,l )} l=i,j,k are the mid-points of the three edges {e l } l=i,j,k of M m which serve as Gaussian quadrature points for the P 1 case in the integral involving the nonlinear reaction terms in (14) . The detailed formulae for computing these constants are presented in the technical report which is available at ''http://www.nd.edu/$yzhang10/IIF-DG-report.pdf''. In our implementation, these mesh-dependent constants are pre-calculated and stored before the time evolution since they do not depend on the numerical solution u. Rewrite Eqs. (21)- (23) to the matrix-vector form 
The P 2 case
The procedure to construct the P 2 implicit DG spatial discretizations with third order accuracy will follow that of the P 
where Q m ¼ 
Again the detailed formulae for elements of matrices Q m , W m and W l ,l = i, j, k are given in the technical report which is available at ''http://www.nd.edu/$yzhang10/IIF-DG-report.pdf''. These mesh-dependent constants do not depend on the numerical solution u and are pre-calculated and stored before the time evolution. ðx mm ; y mm Þ; m ¼ 1; . . . ; 7 are the Gaussian quadrature points in the triangle M m for computing the integral involving the nonlinear reaction terms for the P 2 case. Their values are also given in the aforementioned technical report.
Remark. The procedure to construct the P 3 or higher order implicit DG spatial discretization will follow the similar procedure as for the P 1 and P 2 cases. The local ODE systems will have the same form as (24) and (26), but with larger sizes which depend on the degrees of freedom of the approximation polynomials. For example, if the degree of freedom of the approximation polynomial is p on each element, the local ODE system will have the size p.
Application of Krylov IIF schemes
Finally we have the ODE system resulting from the P 1 (24) 
m and f W l are mesh-dependent data and they do not depend on the numerical solution u. So we pre-calculate and store these data before the time evolution. Note that, the nonlinear termẽ F m ðṼ m Þ considered in this paper arises from the nonlinear reaction or source terms and no spatial derivative is involved in it, so the nonlinear operator e F m is local, namely it only depends on the unknownsṼ m on the element M m . For more general and complex PDEs in which the nonlinear terms involve spatial derivatives, the nonlinear operatorẽ F m is not local any more. Hence implicit treatment of the global nonlinear operator leads to coupled nonlinear system which is expensive to solve. For such case, semi-implicit approach needs to be applied to reduce the computational cost. Again, this will be one of our future works.
Assembling the local systems (27), we get the global ODE system arising from the implicit DG spatial discretization for a reaction-diffusion equation on a triangular mesh
where U ¼ ðV 
Remark. The sparse matrix A is the P 1 or P 2 DG discretization (14) of the Laplacian operator Dr 2 . For the sparse matrix A we only store the nonzero elements (those D f W l blocks) and their locations in the matrix [53] . In our implementation we avoid the operations involving zero elements in the sparse matrix A. Now for the ODE system (28), we can directly apply the Krylov IIF methods (10) for the time evolution. In our numerical experiments, we apply the second order Krylov IIF method (11) for the P 1 DG spatial discretization, and the third order Krylov IIF method (12) for the P 2 DG spatial discretization to achieve consistent spatial-temporal accuracy orders. As the original IIF methods, the Krylov IIF methods will result in a local nonlinear algebraic system on every triangular element. The number of algebraic equations of the local system is the product of the degrees of freedom p and the number of equations in the PDEs system. We use the Newton method to solve the small nonlinear algebraic system on every triangular element. In the Newton iterations to compute U n+1 , we use the numerical values U n at time step t n as the initial guess. And the threshold value for judging Newton iteration convergence is set to be 10 À15 . Newton iterations converge very fast for all numerical examples in this paper, since the nonlinear systems are local and have small sizes. While iteration numbers are larger for larger time step sizes (due to bigger distances between the initial guess U n and the solution U n+1 ), the average iteration number is about 5 for nonlinear numerical examples in the next section (the iteration number is just 2 for linear problems).
Numerical experiments
In this section we present numerical examples to show the stability, accuracy and efficiency of the Krylov IIF methods in resolving the stiffness of the DG spatial operator for reaction-diffusion PDEs on 2D triangular meshes. The methods are firstly tested on a set of problems with exact solutions. Then application of the method to long-time simulation of a mathematical model which describes the dorsal-ventral pattern formation during the zebrafish embryo development will be shown. From numerical experiments we can observe that large time step sizes are achieved in numerical computations of these parabolic PDEs by the DG method.
In this paper, all of the time-dependent reaction-diffusion systems we considered are subject to no-flux boundary conditions. If the element edge e l of M m is aligned with the domain boundary oX, we take u in j e l ¼ u ext j e l , and ðruÞ in j e l Áñ e l ¼ ðruÞ ext j e l Áñ e l ¼ 0 in the numerical fluxes (15)-(17). Hence we havê uj e l ¼ u in j e l ; g ruj e l Áñ e l ¼ 0 in scheme (14) . All computations in this paper are performed on a 2.39 GHz, 8 GB RAM Linux computer.
Numerical examples with exact solutions
In this subsection, we perform convergence studies for the second and third order Krylov IIF methods which are applied to the P 1 and P 2 DG spatial discretizations respectively on triangular meshes, as shown in Fig. 1(a) which is a coarse one with 56
elements. The refinement of the triangular meshes is done in a uniform way, namely by cutting each triangle into four smaller similar ones.
To show the stiffness of the DG spatial discretization matrix A for the diffusion operator r 2 , we study the eigenvalues and condition numbers related to A. In Table 1 , we list the largest negative eigenvalue k 0 (A) of the P 1 or P 2 DG discretization matrices A for the diffusion operator r 2 on the domain [0, 1] 2 with no-flux boundary conditions, on successively refined meshes. The matrices A have a 0 eigenvalue due to the no-flux boundary condition. We can see that the matrices A have quite large magnitude eigenvalues for not so refined meshes. If an regular implicit method is used for the time discretization (e.g. the backward Euler method), a linear system with the coefficient matrix I À DtA needs to be solved. In Table 1 , we also list the condition numbers of the matrices I À DtA for successively refined spatial-temporal meshes, with Dt = h min . These condition numbers are quite large for not so refined 2D meshes. Next we will show that the Krylov IIF methods developed in this paper work quite well for this DG spatial discretization. 
with no-flux boundary conditions. a is a constant. We use this linear problem to test the linear stability of our methods. We consider the a = 0 and a = 1 cases. a = 0 corresponds to a pure diffusion problem, i.e., F(U(t)) = 0 in (1). a = 1 corresponds to a linear reaction-diffusion problem.
(Case 1, a = 0.) This is a pure diffusion problem with the exact solution uðx; y; tÞ ¼ e À2p 2 t cosðpxÞ cosðpyÞ. The computation is carried up to T = 0.6 with M = 25 at which the L 1 , L 2 and L 1 errors are measured. The time step size Dt = h min . CPU time, errors and order of accuracy for the second order Krylov IIF method with P 1 DG spatial discretization are reported in Table   2 , and for the third order Krylov IIF method with P 2 DG spatial discretization are reported in Table 3 . We can observe that we obtain desired accuracy orders for both cases. In the Tables, Nee is the number of triangular elements of the computational meshes, and N = 3 Á Nee (P 1 case) or N = 6 Á Nee (P 2 case) is the number of unknown degrees of freedom in the spatial direc- Table 1 Eigenvalue and condition number study. k 0 (A) is the largest negative eigenvalue of P 1 or P 2 DG discretization matrices A for the diffusion operator r 2 on the domain [0, 1] 2 with no-flux boundary conditions, on successively refined meshes. cond (I À DtA) are condition numbers for the linear operator I À DtA, which will arise if an implicit treatment of the diffusion term is used. Time step size Dt = h min is used. Nee is the number of triangular elements of the computational meshes. tion. If the original IIF schemes are used, it is computationally prohibitive to compute the matrix exponential for such huge N Â N matrices, especially when the spatial mesh is refined. For the Krylov IIF schemes in this paper, we only need to compute the matrix exponentials of 25 Â 25 matrices, which are independent of the degrees of freedom N. As shown in the CPU time of the numerical tables, we can see that the computations are very efficient. When the spatial mesh is refined, the number of degrees of freedom N increase 4 times and the total time steps double. From Tables 2 and 3 , we see that the CPU time approximately increases 8 times when the mesh is refined once. So the CPU time approximately linearly depends on the number of degrees of freedom. Also, we obtain a clean second and third order accuracy in the computations for a fixed Krylov space dimension M = 25 for all meshes, and this indicates that the errors generated by the Krylov subspace approximations are much smaller than the truncation errors of the numerical schemes. This is also confirmed by the numerical results in Table 4 , in which we show numerical errors if different dimensions M of the Krylov subspace are used in the second order Krylov IIF method with P 1 DG spatial discretization, for a fixed spatial mesh. We can see that the numerical errors are comparable for smaller values of M and larger ones. So the numerical errors shown in Table 4 are mainly due to the truncation errors of the DG spatial discretizations (14)(the temporal truncation errors from the IIF part (5) are 0 since this problem only has the linear diffusion part), and the numerical errors by the Krylov subspace approximations are negligible in this example. We will further perform theoretical error analysis on this in our future work. The numerical results also show that even for this parabolic PDE, we can use a large time step size proportional to the spatial grid size for a stable and accurate computation. Actually for this problem which only has linear diffusion terms, in the time direction the Krylov IIF method can evolve the linear DG spatial discretization operator almost ''exactly'' up to the numerical errors of the Krylov subspace approximations. This is shown in both Tables 4 and 5 . From these two tables, we can see that even if we use a very large time step size Dt = 0.6, namely we just use one time-step to reach the final time T, we can still obtain comparable numerical errors as those in the computations by using Dt = h min and a clear second order accuracy as shown in Table 5 .
(Case 2, a = 1.) This is a linear reaction-diffusion equation with the exact solution u(x, y, t) = e Àt cos (px) cos (py). Unlike the case 1 which is a pure diffusion problem, the numerical errors from temporal IIF discretizations of the reaction term will play a role since F(U(t)) in (1) is not zero any more. The computation is carried up to T = 2.0 with M = 25 at which the L 1 , L 2 and L 1 errors are measured. We test the linear stability of our methods by increasing the time step size successively as Dt = h min , Dt = 2h min , and Dt = 4h min . CPU time, errors and order of accuracy for the second order Krylov IIF method with P 1 DG spatial discretization are reported in Table 6 , and for the third order Krylov IIF method with P 2 DG spatial discretization are reported in Table 7 . We can observe that we obtained desired accuracy orders for all cases. In the tables, Nee is the number of Table 4 Example 1, case 1. Numerical errors if different dimensions M of the Krylov subspace are used in the second order Krylov IIF method with P 1 DG spatial discretization. Final time T = 0.6. Two different time step sizes Dt = 0.6 and Dt = h min are used. The spatial mesh is the one which has Nee = 3584 triangles. triangular elements of the computational meshes, and N = 3 Á Nee (P 1 case) or N = 6 Á Nee (P 2 case) is the number of unknown degrees of freedom in the spatial direction. As in the case 1, the Krylov IIF methods demonstrate excellent efficiency, accuracy and stability properties in this case. The stable and accurate computation results by using large time step sizes show that the methods have quite large linear stability region.
Example 2. Consider a two-dimensional nonlinear reaction-diffusion problem Table 8 , and for the third order Krylov IIF method with P 2 DG spatial discretization are reported in Table 9 . Again we obtained desired accuracy orders for both cases. In the tables, Nee is the number of triangular elements of the computational meshes, and N = 3 Á Nee (P 1 case) or N = 6 Á Nee (P 2 case) is the number of unknown degrees of freedom in the spatial direction. For this example with a nonlinear reaction term, we still draw the same conclusion as in the last example, from the numerical convergence study about the efficiency, accuracy and stability properties of the Krylov IIF methods.
Application to a morphogenesis system
Many mathematical models in developmental biology take the form of reaction-diffusion Eq. (13) . In such systems, both diffusion and reaction terms are often very stiff. And long time numerical simulations are often needed for these systems. Hence robust and accurate methods which permit large time step sizes are desired. As demonstrated in one-dimensional systems [48] , the IIF methods are quite efficient for such applications. In this section, we apply the second order Krylov IIF method with P 1 DG spatial discretization on a triangular mesh to a model for the study of embryonic patterning. The model is re-defined on a two dimensional domain which has a realistic shape as part of the embryo during its development. One of the central problems in developmental biology is how uniform fields of cells are transformed into tissues with highly specialized cell types at distinct anatomical positions. In this process, diffusible morphogens produced by certain cells pattern the surrounding tissue through interactions with certain proteins on the cell membrane. Morphogens are signaling molecules that, when bound to cell receptors, assign different cell fates at different concentrations. This role of morphogens has been the prevailing thought in tissue patterning for over half a century; but only recently have there been sufficient experimental data for us to begin to understand how various morphogens interact and patterns emerge. Now, mathematical modelling, analysis and computations have been very helpful to understand and identify underline biological mechanisms in morphogenesis systems [39, 40] .
The example we are considering is a system of reaction-diffusion equations arising from mathematical modeling of a morphogenesis problem during the dorsal-ventral patterning of zebrafish embryo development [67] . The model predicts that the dorsal organizer of the zebrafish embryo plays a key role in forming a stable non-homogeneous morphogen gradient, and the prediction agrees well with the existing biological experiments. First we briefly describe the reaction-diffusion model in the following.
Consider the zebrafish embryo from the end of blastula period to the middle of gastrula period (approximately 4.5-7.5 h after fertilization). We are interested in the patterning of the dorsal-ventral tissues. On a two dimensional approximation, the dorsal-ventral region has a shape as shown in Fig. 1(b) , with the dorsal organizer being located at the corner of the dorsal region. The whole domain X can be represented by X ¼ ðx; yÞjr complexes. With this notation, the reaction-diffusion model that is formulated in [67] is as follows:
where V C and V L are the production rates of molecules Chordin and BMP, respectively, defined by
Àat ; if ðx; yÞ 2 X O ;
The terms V Corg e Àat and V Lmat e Àbt represent the maternal production rates of Chordin and BMP [67] . The system (31) is subjected to the no-flux boundary conditions
Parameters in the model are the following biological reasonable parameters [67] r min ¼ 0:028 cm; r max ¼ 0:088 cm; The system (31) can be non-dimensionalized with the following normalized quantities 
where D is the maximum of D L , D LC and D C in (35) . In terms of the normalized quantities, the system (31) becomes to the following dimensionless form
The non-dimensionalized parameters corresponding to those in (35) are: 
We use our new second order Krylov IIF method with P 1 DG spatial scheme to simulate the system (42)- (45) , to the normalized final time T = 10. The spatial triangular mesh is a much more refined one based on the mesh shown in Fig. 1(b) . It has 154,560 triangular elements. The sparse matrix A has the huge size 463680 Â 463680. The original IIF methods can not be applied to such big size problem directly on a regular computer. But our Krylov IIF method designed in this paper can simulate the system stably and efficiently. The time step size is taken to be Dt = 0.5h min = 6.416 Â 10 À4 which is the advantage of the implicit methods for a parabolic problem. The simulation results of the normalized concentrations of morphogen molecules are shown in Fig. 2 . The Fig. 2(b) shows a morphogen gradient of the BMP-receptor complex which induces the cell differentiation and tissue patterns. In the zebrafish dorsal-ventral patterning, the high concentration region of the BMPreceptor complex will develop into the ventral tissue, and the low concentration region of the BMP-receptor complex will develop into the dorsal tissue as shown in Fig. 2 .
Discussions and conclusions
In this paper, we contributed two aspects in high order numerical methods. One is the development of a new Krylov subspace based implicit integration factor method for solving large ODE systems with both stiff linear and nonlinear terms, arising from numerical spatial discretization of time-dependent partial differential equations (PDEs) with linear high order terms and stiff lower order nonlinear terms. The method can preserve the nice property of the original IIF scheme [48] that the exact evaluation of the linear part is decoupled from the implicit treatment of the nonlinear part. Furthermore, it can efficiently and accurately solve the large ODE systems arising from spatial discretization (e.g. DG methods) on high dimensional unstructured meshes for PDEs defined on complex geometrical domains. At the same time, this method provides an efficient and robust time discretization technique for DG methods on unstructured meshes for solving PDEs which have high order spatial derivatives. It is still an active area to develop efficient high-order accurate time-stepping methods for DG methods to solve PDEs with high order derivatives on multi-dimensional spatial domains. This is the second aspect in which this paper is trying to contribute.
By using numerical examples of solving reaction-diffusion PDEs with exact solutions and a realistic mathematical model in morphogenesis, we show the nice efficiency, stability and accuracy of the Krylov IIF-DG method. For this method, we can use a large time step size which is proportional to the spatial grid size to solve parabolic PDEs such as the reaction-diffusion equations. Numerical examples also show that the error generated by the Krylov subspace approximation with a quite small dimension ( the dimension M = 25 for all mesh sizes) does not affect the accuracy orders of the IIF time discretizations ((5) or (6)) or the DG spatial discretizations (14) , hence it is already much smaller than the DG spatial and IIF temporal truncation errors.
Because the computations of matrix exponential by the scaling and squaring method [30] are only needed for very small matrices (25 Â 25 matrices in this paper), operations required with the original huge matrix are a few matrix-by-vector multiplications, which makes the algorithm easy to parallelize.
In this paper, we only used the numerical experiments to test the algorithm. The current ongoing work includes the analysis of the error generated by the Krylov subspace approximation and its effects on the truncation errors of the IIF and DG discretizations. The error analysis techniques in [26] will be used. In the numerical experiments of this paper, reaction-diffusion PDEs are used as examples. The Krylov IIF methods developed in this paper can be straightforwardly extended to solve more complex equations such as advection-reaction-diffusion PDEs and also applied to other DG methods such as the LDG methods [65, 63] for solving PDEs involving high order spatial derivatives on multi-dimensional unstructured meshes. These are our planned research at the next stage. 
