Abstract-Autonomous personal robots are currently being equipped with hands and arms that have kinematic redundancy similar to those of humans. Humans exploit the redundancy in their motor system by optimizing secondary criteria. Tasks which are executed repeatedly lead to movements that are highly optimized over time, which leads to stereotypical [25] and preplanned [15] motion patterns. This stereotypical motion can be modeled well with compact models, as has been shown for locomotion [1] . In this paper, we determine compact models for human reaching and obstacle avoidance in everyday manipulation tasks, and port these models to an articulated robot.
I. INTRODUCTION
Autonomous personal robots are currently being equipped with hands and arms that are increasingly similar to those of humans, with respect to workspace, motion characteristics, and degrees of freedom [24] , [16] . As the internal (joint) space of these robots is much higher than the external (task) space, the resulting kinematic redundancy is a valuable resource for optimizing robot motion. In recent years we have seen a number of powerful, high-performance motion planning approaches that are capable of searching the highdimensional space of motion plans and can produce effective and often efficient plans, even in cluttered scenes [2] .
Unlike these motion planning approaches that tend to generate specific motion plans for every manipulation task, humans usually perform these manipulation tasks with highly stereotyped movement patterns [25] .
There are good reasons that the motions of robots for everyday manipulation tasks in the presence of, and in cooperation with, humans should be similar to human reaching behavior. First, robots with human-like motion will enable humans to more easily perform perspective taking and intention recognition [17] . This is necessary to enable implicit coordination (which humans use when coordinating their actions) in joint human-robot tasks. Second, we believe that robots acting in human environments have to learn advanced manipulation skills through imitation learning [21] , [3] . The task of transferring observed reaching and grasping behavior into the robot's motion control system becomes much easier if both motion control systems apply similar control strategies. Third, humans can sequence motion primitives seamlessly [7] . We expect that robots that have the same motion primitives as humans are able to achieve similar smooth execution of motion primitives [23] . In this paper we investigate the human reaching behavior for object grasping in simple situations with one obstacle. The purpose of this investigation is the rational reconstruction of a computational model that can predict human reaching behavior by first predicting the motion strategy that the human will apply and then predicting the particular motion pattern that results from the application of the strategy to the particular reaching task. We implement the computational model and apply it to an autonomous robot with a 6-dof arm to produce very similar reaching behavior.
We consider the possibility of specifying compact control programs for robot reaching, that are capable of producing behavior that shows many of the advantages of human reaching behavior, a powerful computational mechanisms for the realization of robots that are to perform everyday manipulation tasks, as they are required in the course of housework, for example.
The key contributions of this paper are the following: 1) We derive from experimental data a computational model for human reaching behavior for objects standing on a plane with a single obstacle with varying location. This model consists of a strategy selection component that decides whether the obstacle can be ignored, or which strategy should be applied to reach around the obstacle. The second component predicts the motion trajectory for each strategy with high probability and accuracy. 2) As a proof of concept, we realize this compact model on an autonomous manipulation platform to produce similar reaching behavior.
978-1-4244-4118-1/09/$25.00 2009 IEEE The rest of this article is structured as follows. In the next section, we discuss related work. In Section III we describe the experimental design for recording data of human reaching trajectories, and in Section IV we explain how stereotypical trajectories are derived from this data. How these stereotypical trajectories are ported to the robot is described in Section V. We conclude with a summary and outlook in Section VI.
II. RELATED WORK
One inspiration for this work has been the work by Arechavaleta et al. [1] on modeling human locomotion trajectories with clothoids. With these compact models with only a few parameters, it is possible to describe well the large variation in walking to different positions, but also in between different subjects. In this paper, we apply a similar approach to the domain of reaching and manipulation, and port these compact models to a robot.
Considerable work on determining the influence of obstacles on reaching motion has been done in experimental psychology. In [5] for instance, two obstacles of with different heights are placed on 4 pairs of positions on a table (16 combinations in total). Subjects then reach for a target object at a fixed position, and the trajectories are recorded with two OPTOTRAK cameras. The results also show that certain obstacle positions have no influence on the trajectories, whereas others do have predictable effects. Similar studies use features of trajectories to determine if a trajectory is affected by an obstacle, such as lateral deviation from the default behavior in the xy-plane [5] , or movement time, maximum grip aperture and maximum speed [15] . However, to derive compact models for robot control, we need to consider the trajectories as a whole, and cannot reduce it to only several features.
In contrast to our approach, which uses pre-planned stored trajectories, classical motion-planners such as Rapidlyexploring Random Trees (RRTs) rather perform a novel search for each situation by incrementally exploring the state space until a goal state is found. Although these planners can find solutions even in very cluttered environments, they often disregard previous search results and cannot guarantee smoothness or (even local) optimality. We believe that the two approaches complement each other well. Using search is appropriate when novel complex environments are encountered, but using a set of standard prototypical trajectories to solve standard situations which are frequently encountered is beneficial as 1) these trajectories can be smoothed and optimized incrementally with every execution, so as to achieve a level of performance and reliability in everyday activities which is hard to achieve with singlequery approaches [25] ; 2) a potentially expensive search is no longer required. Existing experiments on obstacle avoidance in humans support the hypothesis that obstacle avoidance is not performed on-line, but that reaching movements are rater pre-planned to take potential collisions with obstacles into account. For an overview, we refer to [15] .
Imitating trajectories was first used in the context of industrial robots 30 years ago, in very constrained task contexts and with fixed goals. By using Dynamic Movement Primitives to model the trajectories, scaling to novel goals is possible. Furthermore, we relate external task relevant parameters (the position of the target object) to internal motor parameters, i.e. which trajectory to use to avoid the obstacle.
A related approach uses Gaussian mixture models to encode a set of trajectories [4] . One main difference to our approach is that Calinon et al. use kinesthetics (i.e. the human teacher moves the robot's actuators), whereas we use human motion data. As we strive for natural human-like motion, human motion data is essential to our approach. As to the methodology, Calinon et al. model the variance in the trajectory sets with Gaussian mixture models. One downside of this approach is that unwanted averaging effects may arise when multi-modal solutions exist. For instance, for several obstacle positions, the subject usually chooses avoid the obstacle by going around it on the left side, but sometimes also on the right side. The average, going in between, would lead to a certain collision. We deal with multi-modality by clustering the trajectories before processing them further.
III. EXPERIMENTAL DESIGN AND DATA ACQUISITION
The goal of this experiment is to answer quantitavely 1) at which positions do obstacles lead to human reaching behavior which is different from the default behavior when no obstacles are present? 2) which reaching strategies do humans use to avoid the obstacle?
The reaching motions were captured with a Polhemus Liberty magnetic position/orientation tracker. One sensor was attached to the hand, as depicted in Figure 2 , and another sensor was attached to the glass to measure the exact time when the lifting movement started. Before performing the experiment we used one sensor to measure the positions of the obstacle grid in the tracker's coordinate frame. All sensors are tracked with very high precision (<0.01mm) at 240Hz. In the experiment, the subject sits at a table, and is asked to repeatedly reach for, grasp, and lift a target glass. The hand always starts in the black square in Figure 3 . Before each reaching motion, an obstacle glass is placed on different positions on a grid on the table. The grid is 40x80cm. In Figure 3 for example, the obstacle glass is at position D6. For convenience, we sometimes informally refer to 'the trajectories that arose from the reaching movement that was performed when the obstacle was placed at position D6' as 'the D6-trajectories'. The target glass is always at position B4. The obstacle glass was placed 10 times on each of the 29 positions. Furthermore, 30 reaching motions were performed without any obstacle glass. These are the 'default-trajectories' The total number of reaching motions is therefore 29*10+30 = 320. The order of obstacle placement was random, to avoid learning effects. Please also see the accompanying video showing the experimental setup. Several post-processing steps were needed to prepare the data for analysis. First of all, the trajectories are automatically cropped so that they only contain the relevant reaching trajectory, i.e. from the initial movement of the hand until the movement of the glass (which was also tracked). To compensate for slightly different target glass positions, the trajectories are then translated so that the center of the base of the initial glass position is at (0,0,0). The position of the hand is then rotated and scaled such that it always starts at (0,-42,0). This common frame of reference facilitates comparison. The scaling changes the velocity profile of the trajectory, but since we do not compare velocities, this is acceptable. Finally, all trajectories are resampled using spline interpolation so that they contain 100 samples. 
IV. DETERMINING COMPACT MODELS
Compact models are determined in two steps. First, we determine when the presence of the obstacle influences the reaching trajectory, by comparing sets of trajectories in a lower-dimensional PCA space. Then we perform a clustering on the trajectories that are influenced by the obstacle, to determine different strategies for avoiding the obstacle.
A. Discerning between affected and unaffected trajectory sets
If obstacles are far away from the target glass (e.g. at positions A1 or C8), we expect them not to have an influence on the reaching motion. Therefore, we expect the A1-and C8-trajectories to be very similar to the default-trajectories. In this section, we describe a distance measure between sets of trajectories, and use it to discern between affected and unaffected sets.
We used the trajectory comparison approach described Roduit et al. [19] . Here, the difference measure between two sets of trajectories is computed by 1) computing a point distribution model of the two sets of trajectories 2) taking only the first n components, by inspecting the eigenvalues of the covariance matrix of the merged trajectories 3) computing the Mahalanobis distance between the coefficients of the two sets of trajectories. A more detailed explanation of this method can be found in [19] .
Suppose we have 2 sets, each containing 10 trajectories in 3D space. First, these trajectories are merged into one matrix τ of size 300x20, where the columns are the concatenation of the x, y and z coordinates of 100 samples along the trajectory, and each row represents one such trajectory. The next step is to compute P, which is the matrix of eigenvectors of the covariance matrix of τ . Given P, we can decompose each trajectory τ k in the set into the mean trajectory and a linear combination of the columns of P (called deformation modes) as follows τ k = τ + P · B k . This procedure is called point distribution model analysis.
B is then split into the coefficients for the original 2 sets of trajectories: B 1..10 and B 11.. 20 . By inspecting the eigenvalues of the covariance matrix of τ , we determined that the first 5 components suffice to reconstruct and describe the trajectories well, so only the first 5 deformation modes are used. This reduces the high dimensionality of the initial 300D trajectory sets substantially, and facilitates comparison.
Finally, the distance measure d is the Mahalanobis distance between B 1..10 and B 11..20 . Details on this method can be found in [19] .
This distance measure d is computed between all sets of trajectories A..D1..8, and the default-trajectories. The height of the glasses in Figure 5 represents d for the set of reaching motions when the obstacle was at that position. We automatically determine an appropriate threshold on d (called d thres ) by determining the valley point of the histogram of the d values 1 . The distance d between the C5-, D6-, D5-, and C4-trajectories and the default-trajectories is higher than this threshold. These four positions are depicted as red glasses in Figure 5 . We now create two large sets of trajectories. The DEFAULT-trajectories contain the default-trajectories, and also all trajectories for which d < d thres . The AVOIDtrajectories contains the remaining 40 trajectories (C5, D6, D5, C4). Both sets are depicted in Figure 4 .
B. Determining prototypical trajectories with clustering
The next step is determining prototypical trajectories that represent qualitatively different strategies for avoiding the obstacle. The first strategy is the DEFAULT strategy, which is the mean of the all the trajectories in the DEFAULT set, i.e. those that were very similar to the trajectories that arose when no obstacle was present. For the AVOID-trajectories, we perform a k-means clustering on the 40 trajectories in the set 2 . As Jenkins et al. [13] , we perform the clustering using several different spaces, and compare the results. We use
• a 300D space, in which the 100 x, y and z coordinates are simply concatenated for each trajectory.
• a 3D PCA space, being the first three deformation modes as defined in the previous section.
• a 3D space computed with Local Linear Embedding (LLE) [20] from the 300D space (using 10 neighbors). In each space, the distance between two trajectories is determined by the angle between the two n-dimensional vectors representing the trajectories. The number of clusters is set to 3 manually. The clustering algorithm in the 300D space yields the three clusters depicted in Figure 6 .
Clustering in the three spaces yield almost exactly the same clusters (the three spaces only disagree on the categorization of 3 trajectories). This implies that 1) these clusters are good stereotypes, and do not just depend on the clustering space or method; 2) only a very compact representation in 3 dimensions are needed to determine these stereotypes. The average trajectories for these sets are plotted in Figure 7 . Clustering the AV OID-trajectories yields stereotypical reaching movements, which we label 'over', 'left', and 'right', denoting the direction in which the obstacle is avoided. We call these the 'principal trajectories'. What is very interesting about these trajectories is that they are not qualitatively different from each other, but are rather variations of the default behavior. From the top view for instance, it is apparent that the 'over' strategy almost perfectly follows the default behavior in the xy-plane, and is therefore simply a version of the default behavior, scaled in the z-plane. Similarly, 'left' and 'right' strategies hardly vary from the default behavior in the z-plane. In the next section, we investigate whether these principal trajectories, and interpolations between them, predict observed behavior well. We will also use them to learn Dynamic Movement Primitives [12] on a robot. Therefore, the principal trajectories are a compact model that is not only used to explain human behavior, as in [1] , but also as a means of parameterizing a controller, as in [8] .
V. TRAJECTORY IMITATION BY AN ARTICULATED ROBOT
We now show as a proof of concept that the compact model can be realized on an autonomous manipulation platform to reproduce the principal trajectories, and interpolate between them. The platform used is a B21 autonomous robot with 6 DOF Amtec Powercube arm shown in Figure 11 . Please also see the accompanying video showing two example trajectories.
In the control system, each principal trajectory is represented by a Dynamic Movement Primitive (DMP) [12] . One DMP was trained for each principal trajectory with the regression learning algorithm described in [11] . Some advantages of DMPs are 1) within a certain range, they generalize to other goal locations 2) compliance 3) convergence to the goal location is guaranteed.
It is worth noting that the compact models contain only kinematic information, more specifically the coordinates from the hand in Euclidean space. This is easily observable from human subjects, in contrast to internal dynamic states like forces and torques. We rely on inverse kinematic algorithms and low-level controllers for successfully tracking the generated trajectories with the robot.
The trajectory generated by the DMP module is taken and fed to a work space single point attractor, which takes the next intermediate point in the trajectory and pulls the endeffector to this intermediate goal until it is reached. The output of the single point attractor is the desired velocity vector which is given to the velocity based inverse kinematics controller which generates the velocities in joint space. We use the damped least squares inverse kinematics algorithm from [14] as implemented in the Orocos-KDL library [22] which achieves more stable behavior around singularities. Figure 10 depicts the robot reproducing the default reaching behavior. In this section, we analyze the accuracy of executing principal trajectories, and interpolations between these trajectories. Furthermore, we determine the relation between the compact model and trajectories that were actually executed by the human subject.
A. Results
Accuracy of principal trajectory following. A comparison between the human principal trajectories and the motion reproduced by the robot with its learned DMPs is depicted in Figure 8(a) . Visual inspection shows that they coincide almost perfectly. Generating novel trajectories by principal trajectory interpolation. The robot can combine principal trajectories to generate novel trajectories. In Figure 8(b) , three trajectories are depicted. These are simply linear interpolations between the default behavior, and the three avoidance strategies. Composing the trajectory in this way is consistent with neurophysiological findings, where it was found that leg movements of frogs are linear combinations of several convergent force fields [10] . From Figure 8(b) , we conclude that the robot also follows these trajectories very accurately.
Observed trajectories similar to principal and interpolated trajectories exist. In Figure 9 , the robot's trajectories are bright green. From the 320 human trajectories, the one that is most similar to the robot trajectory is included in dark blue. The similarity measure is again the angle between the two 300-dimensional vectors representing the 2 trajectories, as in Section IV-B. Apparently, the robot trajectories have human counterparts which are quite similar qualitatively. Some interesting conclusions from this observation are: 1) the principal trajectories are not merely theoretical 'platonic' idealizations, but are actually observed in human behavior as well. 2) Using the principal trajectories as a compact model enables us to predict other trajectories which are also observed in human behavior as well. We therefore conclude that the compactness of the model has not reduced its explanatory power. Arechavaleta et al. have made similar conclusions for compact models of human locomotion [1] .
VI. CONCLUSION
For standard everyday manipulation tasks, humans use standard pre-planned [15] stereotypical [25] reaching motions which have been optimized with respect to various criteria. This optimization-induced standardization allows human reaching trajectories to be represented very compactly, as has been shown for locomotion [1] .
In this paper, we derive a compact model from tracked human reaching trajectories, and port it to an articulated robot. We have shown that the robot is able to follow principal trajectories from the compact model, and that it can generate novel trajectories through interpolation. The compact model representation is validated by the observation that trajectories executed by the robot have similar counterparts amongst the trajectories executed by the human.
We are currently extending the work described in this paper in several ways. First of all, we are conducting further experiments with 5 more subjects. In these experiments, we will only place obstacles in the area where obstacles had an effect on the trajectories, allowing a more dense obstacle distribution. In a further follow-up experiment, we also intend to use obstacles of different sizes. Fig. 11 . Even though a DMP is trained with a principal trajectory with only one specific goal position, it generalizes to other goal positions, whilst retaining the general shape of the trajectory. In this image, the default principal trajectory (light green) was modified by the DMP to reach goals that are respectively 10cm over, under, and behind the original goal (dark green).
The advantages of DMPs
have not yet been fully exploited in this article. For instance, A DMP can take goal locations other than that with which it was trained, and still generate a qualitatively similar trajectory. Preliminary work, depicted in Figure 11 , shows that this is indeed the case for our robot. In future work, we want to compare these trajectories to those of humans, if the target glass is placed at another position, e.g. B6. Can DMPs extrapolate and explain this behavior for which they were not trained as well? Also, we intend to encode the four principal trajectories and their in one single DMP, which takes parameters that define how much of each principal trajectories is involved in generating the motion. Appropriate parameters for a given task context then depend on the size and location of the obstacle. We see this as an alternative to on-line obstacle avoidance with potential fields [18] .
