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Abstract
This thesis considers various topics and open questions in galaxy formation during the epoch
of reionization and presents multiple new computational techniques developed specifically to
study this era. This work naturally divides into two main sections: 1) The formation of the
first massive black holes and 2) Interpreting ALMA observations of galaxy formation during
the epoch of reionization.
The first topic addresses the existence of super massive black holes (SMBHs) with
MBH > 109M⊙ at z > 6. It is well established that stellar mass black holes are very unlikely
to be able to accrete matter efficiently enough to grow to this mass at this redshift. For this
reason, many alternative channels have been proposed for black hole formation that produce
objects with significantly larger initial masses. In this thesis, I consider a mechanism whereby
runaway stellar collisions in dense primordial star clusters form a very massive star that is
likely to collapse to an intermediate mass black hole (IMBH) with MBH > 103M⊙. In order
to test this scenario, I added 12 species non-equilibrium chemistry to the massively parallel
adaptive mesh refinement code RAMSES, and simulated, at sub-pc resolution, the collapse of
the first metal-enriched halo which is likely to host a Population II star cluster. The properties
of the central gas cloud in the collapsing halo were then extracted from the simulation
and used to create initial conditions for the direct N-body integrator, NBODY6. These star
clusters were simulated for 3.5Myr (until the first supernova is expected to occur) and it was
determined that the properties of the gas clouds that form in cosmological simulations were
indeed suitable to form a very massive star by collisional runaway. This suggests that this
mechanism is a promising channel for forming the seeds of SMBHs at high redshift.
iv
The second topic of this thesis aims to help interpret the plethora of recent and upcoming
ALMA observations of star forming galaxies during the epoch of reionization. These
observations target far-infrared lines such as [CII] and [OIII] which directly probe the
interstellar medium (ISM) of these z > 6 galaxies. In order to study this epoch, I employ the
RAMSES-RT code, which allows for the computation of multifrequency radiative transfer
on-the-fly. I modified this code in a number of ways so that it can handle radiation-coupled
H2 non-equilibrium chemistry (including Lyman-Werner band radiation) and I developed
the variable speed of light approximation which changes the speed of light in the simulation
depending on the density of gas so that ionisation fronts propagate at the correct speed in all
gas phases. Cosmological boxes were initialised to include galaxies with masses comparable
to the observations of Maiolino et al. (2015) and run at various resolutions to test convergence
properties. One of the major goals of this study was to identify the physical mechanism
responsible for the spatial offset observed between [CII] and UV/Lyα in many high-redshift
galaxies. The simulations were post-processed with the photoionisation code CLOUDY and I
identified that this spatial offset is likely due to multiple star forming regions which form
in these clumpy galaxies that exhibit various degrees of dust obscuration. Furthermore, I
show that there is likely an additional spatial offset between the [OIII] emission and other
components due to the different regions of density-temperature phase space from which this
emission arises. This has been confirmed by Carniani et al. (2017).
The final aspect of this topic addresses the affect of a radiating AGN on the gas and
far-infrared properties of high-redshift galaxies. By resimulating the same galaxies under the
presence of an AGN at various luminosities, we show that the [OIII] emission is categorically
different while the [CII] remains the same. The extended OIII which was present in the
galaxy in the more diffuse gas decreases as it is ionised to a higher state while the amount
of OIII in the dense gas much closer to the AGN increases significantly due to the harder
spectrum. This process can remove the spatial offset between the [CII] and [OIII] which
occurs without the AGN.
In the conclusion of this thesis, we provide an overview of all work completed as part
of this thesis as well as outline various new numerical techniques which have either already
been started or have been planned for future work.
To Bobbi Jean and Pop-Pop Don
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DESPITE the diversity of stars, galaxies, planets, and various other celestial objectswhich illuminate our evening sky, the content of our Universe is empirically verywell described by only four components: baryonic matter, non-baryonic dark
matter, radiation, and dark energy. Today, the distribution of the total energy density between
these four components is far from equal — the most recent estimates from Planck Collabora-
tion et al. (2016) suggest that the energy density of the Universe is approximately shared as
4.9% baryonic matter, 26.6% dark matter, and 68.5% dark energy with effectively negligible
amounts of radiation. Interestingly, in the currently accepted cosmological paradigm, the
energy density of our Universe is dominated by the dark component (a combination of dark
matter and dark energy) which has never been directly observed. Furthermore, the total
energy density between all components sums to high accuracy to the critical density of a
Friedmann universe (Planck Collaboration et al., 2016). The energy density distribution
along with its total sum gives the fundamental aspect of ΛCDM cosmology: we live in a
nearly flat Universe, dominated by dark matter and dark energy, with a curvature density
parameter |ΩK|< 0.005.
2 Introduction
1.1.1 The Case for Dark Matter
The case for dark matter is very well grounded, both observationally and theoretically. The
first convincing observational evidence came from applying the virial theorem to galaxy
motions in the Coma Cluster which indicated that the gravitational mass of the system was
hundreds of times larger than could be accounted for by the luminous matter (Zwicky, 1933),
thus indicating the need for a dark component. While this initial estimate for the mass of
the cluster was later found to be incorrect, the problem of “missing mass” still persists with
recent estimates indicating that 85% of the total mass of the cluster is dark (Łokas & Mamon,
2003). Likewise, “smoking gun” evidence for dark matter in clusters has been observed in
the merging cluster 1E 0657-56, where weak lensing mass reconstruction reveals a significant
spatial offset between the centre of mass of the two clusters and the baryonic mass which is
observed in the X-ray (Clowe et al., 2004).
A similar dynamical experiment can be performed using spiral galaxies. By measuring the
Doppler shifts of the 21cm and Hα emission lines of individual gas clouds on the approaching
and receding sides of local spiral galaxies, one can derive a rotation curve to estimate the
circular velocity of the galaxy as a function of radius. Curiously, the rotation curves of nearly
all spiral galaxies in the local neighbourhood remain flat at radii much greater than the scale
radius of the luminous component, where one would expect a decrease in velocity due to
ordinary Keplerian motion (Rubin et al., 1980; de Blok et al., 2008). This observation is
highly suggestive that all local galaxies contain a significant amount of unseen matter which
is dominant by mass over the baryonic component (Faber & Gallagher, 1979). Although,
others have indicated that the laws of gravity could be modified in the low acceleration
regime to produce similarly flat rotation curves1 (Milgrom, 1983).
While the observations of dynamics in both galaxies and galaxy clusters demonstrate
a need for unseen mass, they provide few constraints on the composition of dark matter.
However, it is widely accepted that dark matter is non-baryonic. The most compelling
evidence for this assertion relies on the abundance of light elements (i.e., 2D, 3He, 4He,
6Li, 7Li, 9Be, 10B, and 11B) in the primordial Universe. Assuming a hot big bang and a
homogeneous and isotropic expanding Universe, the abundances of light elements can be
explicitly calculated using a detailed chemical network and a model for the temperature
evolution of the Universe (Wagoner et al., 1967). The process is formally known as Big
Bang Nucleosynthesis. The resulting abundances depend crucially on the ratio of baryons to
photons in the early Universe and thus, the primordial baryon density can be constrained by
using local tracers of primordial gas to directly measure light element abundances (Reeves
1This model however has not been shown to be successful in many other cosmological contexts (e.g., Katz
et al., 2013).
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et al., 1973). More recent estimates (e.g., Copi et al., 1995) constrain the baryon density to
values far below what is measured for the total matter density by other probes (e.g., Planck
Collaboration et al., 2016) which indicates that the majority of the matter in the Universe must
be composed of non-baryonic dark matter which does not interact with the electromagnetic
force.
Possibly the best evidence for the existence of non-baryonic dark matter comes from
the height of the acoustic peaks measured from the power spectrum of cosmic microwave
background (CMB) temperature anisotropies. In the early Universe, the gas was extremely
hot and dense and thus the baryons were completely coupled to the radiation. Subject
to gravity, the slight over-densities would begin to collapse in their potential wells. This
collapse would be driven back by the increase in pressure thus creating a harmonic system
due to the baryon-photon coupling. However, being non-baryonic and cold, the dark matter
does not couple to the photons and thus, if present, it is expected that dark matter will
damp these oscillations on all scales and increase the relative strength of the compressive
modes compared to the expansive modes. These oscillations have been measured as small
temperature anisotropies on the CMB and in particular, the height of the third acoustic peak
relative to the second provides irrefutable evidence for non-baryonic dark matter in the early
Universe in the context of ΛCDM2 (Planck Collaboration et al., 2016). The current best
constraints from the CMB find that the matter density parameter and baryonic matter density
parameter are Ωm = 0.315± 0.013 and Ωbh2 = 0.02222± 0.00023 (Ωb = 0.049, Planck
Collaboration et al., 2016).
The exact nature of dark matter is unknown. The Standard Model of particle physics is
known to be incomplete as it fails to explain certain behaviour such as the matter-antimatter
asymmetry, neutrino masses, and gravity. Various hypothetical particles have been proposed
as candidates. This includes weakly interacting massive particles resulting from different
supersymmetric theories. Other exotic particles, such as axions, have been postulated to
solve assorted problems with the Standard Model of particle physics, including the strong
CP problem, and these types of particles may also make up the dark matter (Bertone et al.,
2005; Feng, 2010). Theoretically, there may be a need for “beyond the Standard Model”
particles and any number of these may potentially contribute to dark matter. Multiple direct
and indirect experiments (e.g., Ackermann et al., 2014; Aprile et al., 2012) along with
astrophysical observations (e.g., Iršicˇ et al., 2017) have placed constraints on the mass,
2The second and third peaks of the CMB represent modes which have compressed then expanded and
compressed then expanded then compressed again respectively. Hence these are the second and third strongest
modes of the CMB. Boosting the dark matter density enhances the compression and thus the ratio of the
compressive to expansive mode gives an indication of the dark matter density. Because the baryonic mass
also contributed to the compression, at least three acoustic peaks are required to separate the baryonic from
non-baryonic component.
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potential interaction cross section, and decay time scale for very specific types of dark matter;
however, the composition of dark matter remains one of the most pressing questions in
physics today.
In the context of ΛCDM, it is assumed that the dark matter is cold so that it is both
non-relativistic and non-interacting. This means that, in the early Universe, the particles
had negligible velocity dispersion and did not erase structure formation on small scales. In
this paradigm, structure formation proceeds hierarchically so that the smallest objects were
the first to become nonlinear and decouple from the cosmological expansion (Davis et al.,
1985; Press & Schechter, 1974). Alternative models include warm and hot dark matter which
have a cutoff in their power spectrum of density perturbations due to their free streaming
length (e.g., Bond & Szalay, 1983; Davis et al., 1985; Peebles, 1982). This effectively erases
structure on small scales (Bode et al., 2001; Colín et al., 2000; Knebe et al., 2002; Lovell
et al., 2012) and may help solve small scale galaxy formation issues such as the “missing
satellites problem” (Klypin et al., 1999; Moore et al., 1999). Astrophysical constraints from
structure formation can, in principle, put a limit on the free-streaming properties of warm
and hot dark matter. The Lyman-α (Lyα) forrest is one of the most sensitive probes of the
mass of the dark matter particle and recent estimates suggest a lower limit of 3.5-5.3keV for
a thermal relic (Iršicˇ et al., 2017; Viel et al., 2013).
1.1.2 The Case for Dark Energy
The expansion history of the Universe can be accurately gauged by measuring the relation
between redshift and distance. In the late 1990s, two teams used type Ia supernovae, which
are thought to be standard candles, to measure this relation (Perlmutter et al., 1999; Riess
et al., 1998). Evidence for the accelerated expansion of the Universe has since mounted
due to a variety of different experiments. Using distance ratios probed by baryon acoustic
oscillations (BAOs), which can be measured by assessing the clustering of hundreds of
thousands of galaxies at a fixed redshift interval, the WiggleZ survey, assuming the Universe
was flat, was able to estimate that the expansion was accelerating out to a redshift of z = 0.6
with a probability of 99.8% (Blake et al., 2011). The source of this late time acceleration
is termed “dark energy”. Probes such as the CMB can be used to constrain dark energy
as both the location of the acoustic peaks and temperature anisotropies (via the integrated
Sachs-Wolfe effect) are sensitive to the presence of dark energy and its evolution throughout
cosmic time (Jassal et al., 2005).
There have been two general methods proposed to modify Einstein’s field equations in
order to account for this acceleration. One can modify the left-hand side of the equation and
alter the stress-energy content of the Universe by incorporating a component with negative
1.1 ΛCDM Cosmology 5
pressure to generate acceleration. Alternatively, the right-hand side of the equation can be
modified thus altering general relativity (Joyce et al., 2016). The “Λ” in ΛCDM refers to the
inclusion of a “cosmological constant” which falls under the first category. Interestingly, this
was first postulated by Einstein in 1917 to stabilise a static universe with arbitrary matter
content. Einstein implemented a cosmological constant to the left side of the equation which
is akin to adding an energy density to the vacuum. This idea was discarded for a number of
reasons, especially after it was observed that the Universe was expanding (Hubble, 1929).
However, it was repopularized in the early 1990s due to measurements of large scale structure
(Efstathiou et al., 1990; Ostriker & Steinhardt, 1995).
In the simplest formulations of a cosmological constant, one can describe its equation
of state as P = wρc2 where w =−1, P is the pressure, ρ is the density, and c is the speed
of light. Such a model is consistent with the most recent estimates of the CMB combined
with a variety of other probes (Planck Collaboration et al., 2016), although other extended
models have been considered where either w is a free parameter or is both free and a function
of redshift (Caldwell et al., 1998). While simple, the inclusion of a cosmological constant
in modern cosmology is somewhat ad hoc. Nevertheless, for the entirety of this thesis, I
will assume that dark energy can be represented by a cosmological constant with a density
parameter ΩΛ = 0.685±0.013 (Planck Collaboration et al., 2016).
Beyond the observed acceleration and the observed energy density represented by dark
energy, little else is understood about its nature. The physics behind dark energy (along with
the nature of dark matter) remains a significant open question and multiple different avenues
such as quintessence, K-essence, modified gravity, and coupled dark matter and dark energy
are currently being explored (Yoo & Watanabe, 2012).
1.1.3 The CMB, ΛCDM, and Inflation
The ΛCDM model requires only six parameters which can be fully measured or derived from
observations of the CMB. These parameters include the baryon density, dark matter density,
dark energy density, spectral index of primordial density fluctuations (assuming they are
well represented by a power law), the optical depth to reionization, and the amplitude of
curvature fluctuations. Additional parameters of interest which can also be derived assuming
the fiducial six are the Hubble constant, H0, the age of the Universe, the total matter density,
the redshift of reionization, and the amplitude of the power spectrum on a scale of 8Mpc.
These parameters are measured by fitting the angular power spectrum of temperature
fluctuations of the CMB. A number of satellites such as the Cosmic Background Explorer
(COBE), the Wilkinson Microwave Anisotropy Probe (WMAP), and the Planck satellite
have flown over the past 30 years in order to map the CMB and measure its temperature.
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The first precise measurements were made by COBE which found that the total rms sky
variation of the temperature smoothed over a 10-degree field was 0.000030± 0.000005K
(Smoot et al., 1992). WMAP improved on these constraints (Spergel et al., 2003) measuring
temperature fluctuations on the order of∼ 10−5K. Most recently, the CMB has been precisely
mapped by the Planck Satellite (Planck Collaboration et al., 2016). The six parameters can
be directly measured from the shape, location, and amplitude of the different peaks of the
temperature fluctuations. Remarkably, the sum of the matter, radiation, and dark energy
densities is almost precisely equal to one (|ΩK|< 0.005, Planck Collaboration et al. 2016),
indicating that the Universe is spatially flat which can be explained by assuming that the
Universe underwent a period of exponential expansion lasting from ∼ 10−36−10−32s after
the Big Bang (Guth, 1981). The inflationary model from Guth (1981) explains a number of
key issues in cosmology. In particular it provides a natural explanation for why the CMB is
nearly completely isotropic in all directions. The light crossing time of the Universe is larger
than the age of the Universe when radiation decoupled from matter and thus, in principle,
regions of the CMB separated by distances larger than their particle horizons should not
have had causal contact. Hence it is unclear why these separated regions would share similar
physical properties (the horizon problem). Furthermore, inflation reasons that any initial
spatial curvature is smoothed out by this rapid expansion which relieves the fine tuning
problem associated with measuring the density of the Universe today to be nearly exactly the
critical density (the flatness problem). Finally3, depending on the exact model for inflation,
this process can generate primordial density fluctuations with the right power spectrum and
degree of Gaussianity to explain the temperature anisotropies in the CMB which are thought
to represent the seeds of galaxy formation (e.g., Hawking, 1982).
1.2 Evolution During the First Billion Years
1.2.1 The Dark Ages and the Onset of Galaxy Formation
After the formation of the CMB, the Universe is presumed to have remained dark4 except for
the freely flowing photons left over from recombination. The growth of structure during this
epoch is dominated by gravitational collapse. The initial density perturbations seeded after
inflation (observed as temperature anisotropies in the CMB) began to grow and once they
3In principle, inflation can also solve many issues relating to grand unified theories which produce exotic
relics such as magnetic monopoles. The expansion due to inflation can, in theory, dilute the density of these
relics by many orders of magnitude, assuming they formed before the inflationary process.
4This statement is made entirely in the context of a ΛCDM Universe, which I will assume throughout the
remainder of this work, and precludes any contribution from more exotic sources which may produce photons
during this epoch such as decaying or annihilating dark matter.
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reached a density contrast of ∆= δρ/ρ ≈ 1, the growth became non-linear and gravitational
collapse took place. In this scenario, structure formation is hierarchical — smaller patches of
the Universe approached this density contrast first leading to the collapse of small objects
while larger patches reached this density threshold later. Subject to the conditions of an
initially Gaussian random field in an expanding Universe, and assuming that the probability
that an over-density, δM, smoothed on some mass scale, M, is greater than the over-density
required for collapse in a spherical collapse model, δc, is equivalent to the mass fraction











the power spectrum of density perturbations, W˜ (kR) is the Fourier transform of the window




−ν2/2 (Press & Schechter, 1974)5. The important
quantity from this calculation is the mass of a dark matter halo which begins collapsing at
each redshift. In Figure 1.1, I plot the value of a 1σ , 2σ , and 3σ , fluctuation as a function
of halo mass and compare this with the over-density at each redshift that corresponds to
a collapsing object. One can see that the lowest mass objects collapse first (hence the
hierarchical assembly of galaxies), while the more massive objects collapse at lower redshift.
In the standard picture of galaxy formation, initially, dark matter and baryons are well
mixed. Gravitational collapse of dark matter is dissipationless (i.e., it does not lose energy
through collisions or radiation) and this collapse tends to create self-similar density profiles6
(e.g., Navarro et al., 1996). On the contrary, baryons can cool and dissipate energy through
a variety of radiative processes and thus become concentrated at the centres of dark matter
haloes (White & Rees, 1978). Hence, the lower limit on the mass of a galaxy is set by the
ability for gas to efficiently cool and condense inside a dark matter halo (Rees & Ostriker,
1977; Silk, 1977). In metal free gas, radiative cooling is dictated by primordial species and
molecules that have formed via a series of chemical reactions.
Relevant for the first collapsing objects are cooling by hydrogen species, atomic and
molecular, due to their abundances. While it is not primordial, molecular hydrogen can form
5Comparing to dark matter only simulations, the Press-Schechter mass function provides the right behaviour
qualitatively; however, quantitatively, it produces too few high mass galaxies and too many low mass galaxies
compared to dark matter only numerical simulations (e.g., Springel et al., 2005). Significantly more work has
been done in order to relax some of the assumptions from the original Press-Schechter model — for instance
considering ellipsoidal collapse instead of spherical collapse (Sheth et al., 2001) — and these extended models
tend to perform significantly better compared to simulations.
6Recent evidence, however, is beginning to show that the structure of dark matter haloes is not strictly
self-similar but rather contains some information of their mass accretion histories (Ludlow & Angulo, 2017).
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Fig. 1.1 Collapse thresholds for cold dark matter haloes as a function of halo mass. From
bottom to top, the solid black lines show the 1σ , 2σ , and 3σ mass variance as a function
of halo mass. The red horizontal lines represent the collapse over-density for different
redshifts from bottom to top, computed as δc(t) = 1.686/D(z) where D(z) is the growth
factor as a function of redshift. The intersection between the horizontal red lines and the solid
black lines represent the fiducial halo mass at each redshift that is collapsing for each of the
indicated mass variances. The dotted vertical blue lines indicate the approximate halo mass
needed for a galaxy to form via molecular hydrogen or atomic hydrogen cooling. All values
were computed using the most recent cosmological parameters from the Planck satellite for
the base ΛCDM model (Planck Collaboration et al., 2016). The transfer function used to
compute the power spectrum has been computed with CAMB Lewis et al. (2000).
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in large quantities in high density gas via the following channels:
H + e−→ H−+ γ,
H−+H → H2+ e−,
(1.2)
which is known as the H− channel and
H++H → H+2 + γ,
H+2 +H → H2+H+,
(1.3)
which is the H+2 channel (Abel et al., 1997; Saslaw & Zipoy, 1967).
Vibrational and rotational lines allow molecular hydrogen to cool the gas to temperatures
of a few hundred K while atomic cooling processes from H and He are negligible at T ≲ 104K.
Thus the lowest mass objects to form in the early Universe were likely regulated by molecular
hydrogen cooling (Tegmark et al., 1997). The lower mass limit on a galaxy mass in the
early Universe is then dictated by the mass at which molecular hydrogen can efficiently cool
the halo (i.e., where the virial temperature of the galaxy is greater than the temperature at
which the cooling is efficient) and a rough estimate for this mass is ∼ 105M⊙ (Tegmark et al.,
1997). In Figure 1.1, I compare the mass limit where H2 cooling becomes efficient with the
collapse redshift for a 3σ fluctuation and show that this mass corresponds to z∼ 20. It is at
this redshift where we expect some of the first stars to form in the first collapsing galaxies,
thus signalling an end to the dark ages.
Although galaxies can form in haloes regulated by H2 cooling, this does not necessarily
suggest that this process was efficient. Feedback mechanisms such as photoionisation of
neutral hydrogen by the UV radiation from the first stars can heat the gas to temperatures
greater than the virial temperature of an H2 cooling halo and thus suppress further growth
(Haiman et al., 1997; Omukai & Nishi, 1999). However, the cooling rate due to atomic
hydrogen is orders of magnitude larger than the cooling rate due to H2. Thus, galaxies which
can cool via the atomic hydrogen channel will form significantly more efficiently as they are
more robust to radiative feedback (Oh & Haiman, 2002). This requires a virial temperature
> 104K, and in Figure 1.1, I have indicated the galaxy mass which roughly corresponds to
this temperature. One can see that the 3σ peak corresponding to this mass begins to collapse
at 10 < z < 20 and thus the era of efficient galaxy formation only begins during this redshift
interval.
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1.2.2 The First Stars, Galaxies, and Black Holes
Beyond the initial collapse of the halo and condensation of the baryons, the evolution of the
constituent gas is no longer governed by the chosen cosmological model as the system has
decoupled from the cosmological background (e.g., Padmanabhan, 1993). Rather, one must
adopt a theory of protostellar collapse in order to describe the behaviour of baryons in the
high-density regime. More generally, an individual cloud of gas will collapse if the internal
gas pressure cannot overcome the force of gravity in the cloud. Stated in another way, a
cloud is unstable to gravitational collapse if the sound crossing time of the cloud is greater
than the free-fall time (Jeans, 1902). It is rather straightforward to derive the mass at which a









where T is the temperature, k is the Boltzmann constant, µ is the mean molecular weight,
mp is the proton mass, and ρ is the density of the cloud.
Throughout the collapse, the temperature and density of the cloud are dynamic and subject
to a series of gravitational and radiative processes. This led Hoyle (1953) to demonstrate
that, for a set of reasonable assumptions, the fragmentation of a Jeans unstable cloud is in
fact hierarchical — many sub-fragments are likely to be created in the process, all of which
are also Jeans unstable. This is because the slightly over-dense regions inside of the cloud
will collapse faster than it takes for the entire cloud to collapse (Hunter, 1964). Of particular
importance in understanding this fragmentation are the cooling processes within the cloud
and the density at which the gas becomes optically thick to radiation (Low & Lynden-Bell,
1976; Rees, 1976). This crucially depends on the composition of the collapsing cloud7.
Omukai (2000) and Omukai et al. (2005) addressed this problem by running a series of one-
zone models at various different metallicities using a complex chemical network to show how
the non-equilibrium temperature and density of a cloud change as it collapses. In Figure 1.2,
one can see the results of this experiment and it is clear that during the collapse, clouds
which began at higher metallicities maintain a lower temperature throughout the process.
Because the Jeans mass scales as T 3/2, clouds which maintain a higher temperature must
have fragments with higher Jeans masses (indicated as the blue dotted lines in Figure 1.2).
7It should be noted that the composition of the cloud changes as it fragments due to a series of chemical
reactions, collisions, and radiative processes.
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Fig. 1.2 Temperature and density evolution of protostellar clouds for various different
metallicities. The black lines show the evolution of the different clouds as a function of
density, all of which started with an initial temperature and density of 300K and 0.1cm−3,
respectively. Metallicities for each line are as indicated on the plot. The dotted blue lines
represent the combination of temperature and density which leads to a fixed Jeans mass as
labelled on the diagram. The dashed red line shows the temperature-density relation at which
the cloud becomes optically thick to continuum radiation at which point the temperature of
the cloud significantly increases. This plot has been adopted from Omukai et al. (2005).
1.2.2.1 Population III Stars
Gas of primordial composition exhibits the highest temperature throughout the entire collapse
process. Thus, from these one-zone calculations, it is expected that the stars forming in
the first galaxies (Population III stars) had much higher mass than stars observed today
(see Figure 1.2). This was confirmed by an early generation of numerical hydrodynamics
simulations (e.g., Abel et al., 2000; Bromm et al., 2002).
The true mass spectrum and number density of Population III stars remains a matter of
debate as these systems have not been observed directly and different theoretical calculations
from cosmological hydrodynamics simulations provide masses which differ by three orders
of magnitude (e.g., Greif et al., 2011; Hirano et al., 2015; Hosokawa et al., 2016; Stacy et al.,
2016). Clearly, more physics affects the formation mass of Population III stars than simply
the initial temperature and metallicity of the gas. From a theoretical point of view, a number
of authors have even called into question the idealistic model of hierarchical fragmentation
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Fig. 1.3 Cosmological zoom simulations of the fragmentation of gas clouds with various
metallicities. The simulations were initialised in a 1Mpc3 comoving box at z = 145 with
a dark matter particle mass of 230M⊙ in the zoom region. The halo has a virial mass of
1.4×107M⊙ by z= 15.8 and the simulations are run for a period of 4Myr after the formation
of the first star. The left, centre, and right panels have a metallicity of 10−4Z⊙, 10−3Z⊙, and
10−2Z⊙, respectively. The images show the state of the system ∼ 4 Myr after the formation
of the first star. As the metallicity of the system increases, the gas cloud suffers more
fragmentation since the gas can cool more efficiently to lower temperatures. This suggests
that metallicity is one of the dominant factors in determining how stars form in a galaxy. This
figure has been adopted from (Safranek-Shrader et al., 2014).
developed by Hoyle (1953) by showing that angular momentum, disk physics, and pressure
support (among other issues) may prevent this scenario entirely (e.g., Larson, 1985; Layzer,
1963; Tohline, 1980)8. Nevertheless, even in the presence of all of these effects, modern
cosmological hydrodynamic numerical simulations show that the initial metallicity of the
system, which controls the cooling properties of the gas, is the primary factor which governs
the fragmentation properties of primordial systems (see Figure 1.3, Safranek-Shrader et al.
2014). Understanding the true masses of Population III stars will likely have to wait until
they are observable by next generation telescopes.
1.2.2.2 Population III-Population II Transition
Big Bang nucleosynthesis has been successful in explaining primordial light element abun-
dances in agreement with direct measurements (e.g., Bania et al., 2002; Spergel et al., 2003).
However, this model does not explain the presence of heavy elements. It is widely accepted
that the abundance of heavy elements we see throughout the Universe is a consequence of
stellar nucleosynthesis (Burbidge et al., 1957). It is expected that the first generation of
Population III stars which formed from primordial gas synthesised the first significant abun-
8For a more detailed description, see Glover (2005).
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dance of heavy elements which were then injected back into the interstellar and intergalactic
medium by stellar winds and violent supernova explosions (e.g., Bromm & Larson, 2004;
Ostriker & Gnedin, 1996; Wise et al., 2012). This process can raise the metallicity floor of
the intergalactic medium (IGM) to ∼ 10−3.5Z⊙ within only a few hundred million years after
the Big Bang (Wise et al., 2012). From Figure 1.3, it is clear that excessive fragmentation can
take place at metallicities greater than this value. Hence, in systems with metallicity greater
than ∼ 10−4Z⊙, it is expected that the collapsing gas clouds will fragment rapidly and form
many low mass stars akin to the Population II stars which are observed in the local Universe9
(e.g., Schneider et al., 2002). Thus the metal enrichment from the death of primordial stars
represents the transition from Population III to Population II stars.
1.2.2.3 The First Massive Black Holes
If Population III stars were indeed as massive as ∼ 1000M⊙, it is likely that they will evolve
off of the main sequence of star formation and collapse to a massive black hole with the
remnant mass being dependent on the initial mass of the star (Heger et al., 2003). This
evolutionary pattern is particularly intriguing because there is an ever-growing number
of supermassive black holes (SMBHs) observed at z > 6 (Fan et al., 2006b; Jiang et al.,
2009; Reed et al., 2015, 2017) and even as high as z > 7 (Mortlock et al., 2011). Many of
these black holes have estimated masses of ∼ 109M⊙ and it is unclear how such a massive
object formed when the Universe was less than 10% of its current age. Stellar mass black
holes, which form from dying stars in the local Universe, simply cannot accrete matter fast
enough in order to explain this high-redshift population of SMBHs if their accretion rate
is limited to the Eddington value (e.g., Volonteri et al., 2003). Some observations suggest
that super-Eddington accretion may be occurring in both the low and high-redshift Universe
and this may allow stellar mass black hole seeds to grow and become supermassive in a
short period of time (e.g., Collin et al., 2002; Madau et al., 2014; Volonteri et al., 2015;
Wang & Netzer, 2003; Wyithe & Loeb, 2012). However, the general consensus is that the
seeds of high-redshift luminous quasars were much more massive than typical stars in the
local Universe and various pathways have been suggested to form these massive seeds (Rees,
1984).
In principle, massive Population III stars that collapse to form intermediate mass black
holes (IMBHs) can represent the massive black hole seeds needed produce the observed
population of high-redshift SMBHs. Starting at this much higher mass of∼ 1000M⊙ crucially
9The fiducial metallicity of ∼ 10−4Z⊙ is the value one obtains when the gas cools in the absence of dust.
When dust is present, the critical metallicity for the Population III-Population II transition is greatly reduced
(Omukai et al., 2005).
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reduces the number of e-folds needed to grow the black hole to 109M⊙. However, these
massive Population III stars tend to form in isolation (e.g., Hirano et al., 2014) and the
radiative feedback from the star may significantly reduce subsequent accretion and limit the
ability of the black hole to grow (Johnson & Bromm, 2007; Park & Ricotti, 2011). For this
reason various other mechanisms have been proposed to form SMBH seeds10.
More exotic scenarios have been considered to form SMBH seeds including the direct
collapse of an atomic cooling halo. In this case, it is envisioned that a metal free halo
with Tvir ≳ 104K is irradiated by a strong flux in the Lyman-Werner band so that molecular
hydrogen cannot form efficiently. Due to the lack of molecular hydrogen, the gas cannot cool
below ∼ 104K and the collapse proceeds isothermally. When the opacity limit is reached, a
small compact object will form at the centre of the halo and accrete gas at an extremely high
rate thereby producing a massive black hole seed with mass of ∼ 104−106M⊙ (Begelman
et al., 2006; Choi et al., 2013; Eisenstein & Loeb, 1995; Loeb & Rasio, 1994; Regan &
Haehnelt, 2009). For this process to produce a massive black hole seed, it is absolutely
essential that the halo remains uncontaminated from metals, dust, and H2, all of which will
allow the gas to cool and fragment during the collapse. The regions in the Universe where
such conditions exist are somewhat fine tuned (Regan et al., 2016) and it is not clear whether
the locations where these ideal conditions are realised correspond to the environments where
a massive black hole seed can subsequently grow efficiently.
In addition to the direct collapse and Population III star scenarios for seeding high-
redshift SMBHs, it has also been shown that runaway stellar collisions in dense primordial
star clusters can lead to the formation of IMBHs with masses of ∼ 1000M⊙ (Begelman &
Rees, 1978; Freitag et al., 2006; Katz et al., 2015; Portegies Zwart et al., 2004). Therefore,
the first high-redshift Population II star clusters may be ideal sites for producing SMBH seeds
(Devecchi & Volonteri, 2009; Omukai et al., 2008). This mechanism provides a number
of advantages over the previously considered scenarios in that massive dense Population II
star clusters are common in the local Universe, it requires far fewer fine tuned parameters
compared to direct collapse (it is only sensitive to the initial mass and density of the cluster),
and the environments where these clusters are likely to form in the early Universe also
coincide with the locations where the most massive SMBHs are expected to populate (Katz
et al., 2015). I study this scenario in much more depth in Chapter 3.
10Although the black hole remnants of Population III stars are not generally believed to be the seeds of
SMBHs, they still may have had an impact on the evolution of the early Universe. For instance, Madau
et al. (2004) describes a model in which miniquasars may be the sources of reionization which is introduced
further in section 1.2.3. Furthermore, the masses of the black holes which participated in the first black hole
merger observed in gravitational waves by LIGO were particularly large (> 30M⊙) (Abbott et al., 2016) and
Population III stars, although unlikely, have also been proposed as the progenitors of these objects (e.g., Hartwig
et al., 2016).
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1.2.3 Reionization
In addition to the more local effects such as metal enrichment and energetic feedback
imparted by the first astrophysical objects on their host galaxies and surrounding media,
the formation of the first stars, galaxies, and black holes and, in particular, the high energy
radiation they produced, had significant widespread effects on the global IGM. After matter
decoupled from radiation in the early Universe, (i.e., when the temperature of the CMB
cooled to a state where the ionisation rate of primordial hydrogen left over from Big Bang
Nucleosynthesis was longer than the Hubble time), the ionisation state of the gas in the
Universe was predominantly neutral. However, observations of bright, high-redshift quasar
spectra show that by z≲ 6, there is transmission of high energy photons blueward of Lyα
(e.g., Becker et al., 2001; Fan et al., 2006c). This suggests that at z≲ 6 the IGM is nearly
completely ionised and the volume filling fraction of neutral hydrogen is less than 10−3 —
otherwise a complete Gunn-Peterson trough would be present in these quasar spectra (Fan
et al., 2006c; Gunn & Peterson, 1965). It is likely that the radiation from the first generation
of astrophysical sources was responsible for reionizing the Universe. In Figure 1.4, I show
the spectra of 19 quasars at 5.7< z< 6.5. The lower redshift quasars have significantly more
transmission blueward of Lyα and show evidence for a Lyα forest where small pockets of
neutral hydrogen have created sharp absorption features in the spectra. The high-redshift
quasars exhibit complete Gunn-Peterson troughs. This suggests that the volume filling
fraction of neutral hydrogen increased from ≲ 10−4 at z ≲ 5.5 to ∼ 10−3− 10−1 at z ≳ 6
where reionization is expected to have been completed (Fan et al., 2006a).
The onset of reionization has also been confirmed by observations of the CMB (e.g.,
Spergel et al., 2003). In a completely neutral IGM, CMB photons can propagate unimpeded
to an observer at z = 0; however, if free electrons are present, there is a finite probability
that a CMB photon will Thompson scatter off of an electron and out of the line of sight
which has the effect of reducing the temperature anisotropies observed on the CMB (e.g.,
Bond & Efstathiou, 1984; Efstathiou, 1988; Hu & White, 1997). In order to properly model
the angular power spectrum of temperature anisotropies, this scattering must be taken into
account and thus the CMB can be used as a probe of the redshift of reionization. The most
recent estimates from the Planck Satellite measure that the optical depth to reionization is
τ = 0.078±0.019 which corresponds to an instantaneous redshift for reionization of 9.911
(Planck Collaboration et al., 2016). Further information can be gained by measuring the
polarisation signal of the CMB (Bond & Efstathiou, 1984; Hu & White, 1997). Gravitational
11When combined with other constraints such as lensing and polarisation data, the ionisation redshift and τ
measured by the Planck Satellite can drop as low as 8.5 and 0.063 respectively (Planck Collaboration et al.,
2016).
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Fig. 1.4 Compilation of 19 quasar spectra at 5.7< z< 6.5 as observed by the SDSS telescope.
The lower redshift quasars show stronger evidence for a Lyα forrest blueward of rest frame
Lyα whereas the higher redshift quasars exhibit complete Gunn-Peterson troughs at these
wavelengths. This suggests that the neutral fraction of hydrogen increases towards higher
redshifts and that reionization ended at z∼ 6. This figure has been adopted from Fan et al.
(2006a).
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effects can produce a quadrupole anisotropy which affects the degree of the linear polarisation
in the CMB. However, this is limited to scales smaller than ∼ 1◦ on the sky since this
represents the horizon scale at the time of decoupling. The additional scattering off of
electrons in the post-reionization Universe can suppress the polarisation signal on small
scales while enhancing it on scales larger than the horizon. Observing this suppression can
lead to an accurate measurement of the epoch of reionization (Zaldarriaga, 1997).
Looking to the future, large radio telescopes such as the Square Kilometer Array may be
able to directly observe neutral gas during the epoch of reionization by measuring the 21cm
signal originating from the spin flip transition in neutral hydrogen (e.g., Madau et al., 1997;
Morales & Wyithe, 2010). Depending on the spin temperature of the neutral hydrogen, the
21cm signal may be observed in either emission or absorption and the tomographic signal
from the 21cm line will provide a 3D view of the topology of reionization (e.g., Pritchard &
Loeb, 2012). Currently, the constraints on the 21cm signal are only upper limits as the signal
is completely dominated by foregrounds (Ali et al., 2015; Patil et al., 2017); however there is
a great amount of excitement moving forward as the new telescopes that are coming online
in the next few years are expected to detect this signal (Kulkarni et al., 2016).
1.2.3.1 Sources of Reionization
The sources that provided the majority of UV photons needed to reionize the Universe remain
a matter of debate with suggestions including quasars, galaxies, miniquasars, minihaloes,
Population III stars, accretion shocks, and even globular clusters (Chardin et al., 2015;
Couchman & Rees, 1986; Dopita et al., 2011; Haardt & Madau, 1996, 2012; Katz & Ricotti,
2013, 2014; Madau & Haardt, 2015; Ricotti, 2002; Ricotti & Ostriker, 2004). From a
theoretical point of view, identifying which sources reionized the Universe requires an
accurate determination of both the number density of the sources as well as the escape
fraction of Lyman continuum (LyC) photons which penetrate into the IGM. Numerical
simulations are currently our best tool for tackling this problem theoretically (Gnedin &
Kaurov, 2014; O’Shea et al., 2015; Pawlik et al., 2017); however there is no simulation to date
which has self-consistently formed the entire mass range of galaxies relevant for reionization
while also having enough resolution to resolve the escape of LyC photons from a realistic
interstellar medium (ISM). Observationally, it has been standard practice to measure the
luminosity functions of galaxies and quasars at z > 6 and calculate the escape fraction that is
needed to reionize the Universe by z = 6 (e.g., Bouwens et al., 2015; Madau & Haardt, 2015;
Robertson et al., 2013). Historically, galaxies have been thought to be the main contributors;
however, based on the observed luminosity function, this would require escape fractions
of LyC photons > 20% (e.g., Ouchi et al., 2009) and values this high are generally not
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observed12 (Chen et al., 2007; Fynbo et al., 2009; Inoue et al., 2006). This calls into question
the role that galaxies may have played. Quasars have recently become a popular alternative
to galaxies at the tail-end of reionization because invoking these objects as the sources of
reionization may solve other problems regarding the large scale opacity fluctuations for
Lyα transmission observed after reionization (Becker et al., 2015; Chardin et al., 2015).
Furthermore, this may be consistent with a new measurement of the quasar luminosity
function at high-redshift (Giallongo et al., 2015; Madau & Haardt, 2015). Nevertheless, the
question of which sources reionized the Universe remains open and is one of the important
issues in modern cosmology.
1.2.3.2 Observing Galaxies During the Epoch of Reionization
Directly probing the epoch of reionization is extraordinarily difficult as galaxies become
fainter with increasing redshift (e.g., Bouwens et al., 2015) and it is currently impossible to
conduct large spectroscopic surveys at these redshifts. However, we currently have constraints
on the galaxy UV luminosity function out to z = 10 (Bouwens et al., 2015) due to a number
of clever observational techniques which rely on photometric dropouts (Steidel et al., 1996).
Combined with the power of the Hubble Space Telescope (HST), the dropout technique has
provided candidate galaxies which have already been confirmed at z> 11 (Oesch et al., 2016).
It is not particularly surprising that galaxies exist at this redshift since it is evident from
Figure 1.1 that galaxies should be in place long before this epoch; however, the current record
holder is at a redshift much greater than the next most distant spectroscopically confirmed
galaxy (Zitrin et al., 2015). The development of the James Webb Space Telescope (JWST)
will allow observers to peer much further into the epoch of reionization compared to HST.
JWST is tuned to observe further into the infrared which is the wavelength where most of the
rest-frame UV light from star forming galaxies is redshifted.
More important than simply observing the presence of galaxies during the epoch of reion-
ization is understanding the physics that governs their star formation and considering whether
this differs from what is observed in lower redshift galaxies. Recently, the Atacama Large
Millimeter Array (ALMA) has provided an unprecedented view into the ISM of galaxies
during the epoch of reionization by observing the emission lines in infrared wavelengths
which originate in different phases of the ISM (e.g., Carniani et al., 2017; Maiolino et al.,
2015; Pentericci et al., 2016). The [CII] line has been targeted particularly because it is
one of the dominant coolants in the ISM and is therefore expected to be bright (Carilli &
12It is possible that the selection criteria used to select galaxies may be biasing our observations to those
which have low escape fractions as high-redshift galaxies are often selected for having a Lyman break (Cooke
et al., 2014).
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Walter, 2013). [CII] is also known to correlate well with star formation in the local Universe
(De Looze et al., 2014). Similarly, [OIII] is particularly intriguing since it may be even
brighter than [CII] in low metallicity environments and it traces gas with a higher ionisation
parameter which may indicate the presence of an active galactic nucleus (AGN) (Baldwin
et al., 1981; Cormier et al., 2012; Inoue et al., 2016). The works targeting the [CII] and [OIII]
emission lines at high-redshift tend to find that the infrared emission in these galaxies is
weaker than in their lower redshift counterparts which may indicate a decrease in dust mass
or low metallicity (e.g., Maiolino et al., 2015). The spatial resolution of ALMA observations
is still much too coarse to peer directly into individual molecular clouds and thus the physics
governing the strength of these emission lines remain an open question. I will delve deeper
into this issue in Chapter 4.
1.3 Outline
As observations improve and slowly probe further into the epoch of reionization, the need for
detailed numerical models as a means to understand the physics of high-redshift observations
will only increase. In this thesis, I demonstrate numerous advances I have made in cosmo-
logical simulations which have allowed me to tackle some of the most pressing questions
described above. In particular, I focus on the formation of supermassive black hole seeds and
interpreting ALMA observations of galaxy formation during the epoch of reionization.
The goal of my first project was to determine whether runaway stellar collisions in
primordial star clusters could lead to the formation of a very massive star with M > 260M⊙
which can collapse to an IMBH. In order to do this, I use a hybrid approach where I run
very high resolution zoom-in simulations of the pairwise collapse of two minihaloes and
follow the growth of a metal enriched birth cloud at the centre of the secondary collapsing
halo. I then use the properties of this birth cloud as initial conditions for a star cluster which
I simulate with a direct N-body integrator. I aim to address the following science questions:
1. Can metal enriched birth clouds form at a high enough redshift and with the right set
of properties so that collisional runaway can ensue in the cluster?
2. What properties of the birth clouds control the collisional runaway process?
3. What is the probability of forming very massive stars (VMSs) via collisional runaway
in the high-redshift Universe and how massive can these stars become?
The results of this project can be found in Chapter 3.
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My second and third projects (Chapters 4 and 5) attempt to bridge the gap between theory
and observation and are aimed at understanding the origin of far-infrared emission lines
during the epoch of reionization. With ALMA fully online, troves of new data have become
available for galaxies at z > 6. The different bright emission lines such as [CII], [OIII], and
[NII] probe different phases of the ISM and can thus reveal many interesting properties of
these galaxies. However, these high-redshift systems may be categorically different from
their low-redshift counterparts since the conditions in the early Universe fundamentally differ.
Thus, supplementing these observations with high resolution simulations provides insight
into the processes governing the observed far-infrared emission. In order to do this properly,
one needs to model the realistic temperature and density profile of gas, the distribution of stars
inside galaxies, the inhomogeneous metal enrichment and radiation field, and the general
reionization process. To accomplish this, I ran a suite of coupled radiation-hydrodynamics
simulations with and without stellar and AGN radiation and at various resolutions. I aim to
address the following science questions relating to far-infrared emission:
1. What are the physical properties of the regions in high-redshift galaxies which are
likely to be emitting [CII], [OI], [OIII], and [NII]?
2. Why are spatial offsets often observed between [CII], [OIII], and UV/Lyα?
3. How does the presence of an AGN affect the spatial distribution and quantity of each
ionisation state of C and O in high-redshift galaxies?
4. How much is the emission expected to change with time?
Additionally, these simulations contain a wealth of information on large (Mpc) and small
scales (sub-kpc) about the formation of galaxies during the epoch of reionization when
subjected to a realistic radiation field. This topic is heavily explored in Chapter 4.
Both topics required a significant amount of development of the RAMSES code. In order
to put these numerical advances into context, I present a general introduction to cosmological
numerical simulations in Chapter 2 with a particular emphasis on why using RAMSES is
advantageous for studying the high-redshift Universe. Using these numerical advances, in
Chapters 3, 4, and 5, I will investigate in much greater detail the formation of the first stars,
galaxies, and black holes during the epoch of reionization.
Chapter 2
Numerical Methods
“Moisture is the essence of wetness, and
wetness is the essence of beauty.”
Derek Zoolander
2.1 Introduction
THE dynamics and growth of large scale structure in the Universe is dominated bygravity. Using a simple set of assumptions where the initial density perturbationsseeded by inflation undergo gravitational collapse in an expanding Universe, the
mass function of dark matter haloes can be reasonably well described by analytical cal-
culations (Press & Schechter, 1974). These analytical models give insight into the mildly
nonlinear regime; however, the dynamics inside collapsed structures, where galaxies form,
require a much more sophisticated treatment as the evolution is highly nonlinear and often
chaotic.
Simply put, galaxy formation is complicated. The range of length scales needed to
describe the entire process of galaxy formation in a cosmological context spans more than
15 orders of magnitude from ∼ 100Mpc, where the Universe begins to appear homogenous
to AU scales, at 10−6pc, where star formation is likely to occur. Similarly, a complete
model will include all of the relevant physics governing galaxy formation such as gravity,
hydrodynamics, radiative transfer, magnetic fields, and chemistry and model the plethora
of astrophysical processes such as gas inflows, outflows, mergers, and feedback from first
principles. This, however, is analytically intractable and therefore, our current best under-
standing of galaxy formation from a theoretical standpoint relies on the use of numerical
simulations. Unfortunately, combining all of these processes into a single simulation is far
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from trivial due to practical and resource limitations. Furthermore, it is often the case that
we do not know how to model the processes from first principles. Each of these different
mechanisms operate over a different characteristic length and time scales. For example, the
light crossing time of a Milky Way type galaxy is far shorter than the dynamical timescale
and likewise, the length scales needed to resolve the atomic-molecular transition relevant
for star formation is orders of magnitude below the scale at which the galactic magnetic
field may become ordered. Modelling the nonlinear interactions between all of the different
physical process thus requires a given simulation to resolve both the largest and smallest
scales, in both length and time. This is extremely expensive in terms of memory and CPU
time and challenges even our most powerful computational resources.
Nevertheless, in the past 10-15 years, significant achievements in computing power and
algorithm design have allowed state-of-the-art modelling to advance from dark matter only
simulations of cosmological volumes (Springel et al., 2005) to fully coupled cosmological
hydrodynamical simulations of cosmological volumes which can match the statistical proper-
ties of low-redshift galaxy surveys (Dubois et al., 2014; Schaye et al., 2015; Vogelsberger
et al., 2014). Considering the first true numerical simulations performed in the early 1960s
considered only gravity and used ∼ 100 particles (e.g., Aarseth, 1963), the pace at which
the field has advanced is astounding1. One of the major goals of the work contained in
this thesis is to further develop the state-of-the-art adaptive mesh refinement (AMR) code
RAMSES (Teyssier, 2002) for which much of this thesis relied upon. In the following chap-
ters, I detail explicitly a variety of algorithmic advances I designed specifically for more
accurate modelling of galaxy formation during the epoch of reionization. However, for the
remainder of this chapter, I detail more generally the different types of numerical methods
used for studying galaxy formation with a particular focus on those exploited by RAMSES.
Additionally, I aim to highlight why RAMSES is particularly well suited to simulate systems
in the high-redshift Universe.
2.2 Gravity
Being dominated by dark matter, the growth of structure in the Universe is almost entirely
governed by gravity. For this reason, accurate methods must be developed to describe the
gravitational interaction between all matter in the Universe. The evolution of the potential can
be described using the collisionless Boltzmann equation and the Poisson equation. However,
1Interestingly, some of the N-body algorithms and software which began development in the 1960 are still
being actively developed and used today. Much of this is thanks to Dr. Sverre Aarseth who has been the lead
developer of the NBODYX series of codes over the past 60 years, some of which have been used in this thesis.
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these equations are very difficult to solve. It becomes much easier to discretise the dark
matter fluid into particles and use N-body methods to solve for the evolving potential. While
computationally cheaper, this approximation limits the simulation in two ways: 1) the mass
resolution becomes limited by the number of particles which can be simulated and 2) the
spatial resolution is limited by the force softening scale needed to overcome discretisation
effects. Nevertheless, multiple methods have been developed employing the N-body approach
that are both fast and accurate.
2.2.1 General Methods
The simplest approach to solving gravity uses a particle-particle (PP) method where the force
on an individual particle is calculated by directly summing the forces from all other particles
in the simulation. This approach is rather straightforward and only the following equations







∇2φ = 4πGρ, (2.3)
where x⃗ is the position vector, v⃗ is the velocity vector, φ is the potential, ρ is the density, and




(|⃗r j− r⃗i|2+ ε2)1/2
, (2.4)
where ε is a smoothing length to prevent the acceleration tending to infinity as the particles
approach one another. While this method is very accurate, it is clear from Equation 2.4 that
the computational expense of this method is O(N2) which fundamentally limits the number
of particles that can be used. Because of its accuracy, this method is still preferable when
simulating star clusters (e.g., Wang et al., 2015) and recently, simulations with more than
106 particles have been completed (Wang et al., 2016). One example of a state-of-the-art PP
code is NBODY6 (Aarseth, 1999). Scenarios where the gravitational force cannot be softened
during close encounters (such as simulating the mergers of stars as is done in Chapter 3)
requires efficient computational techniques to accelerate the calculation. This code is built
2These equations represent the basic equations of motion for a gravitational system. In a cosmological
simulations, the equations of motion need to be solved in the context of a Friedmann Universe in an expanding
background. These modified equations are generally formulated in dimensionless comoving coordinates or
supercomoving coordinates (Martel & Shapiro, 1998).
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on Hermite integration combined with chain regularisation making it unique in its ability
to model realistically large systems such as large star clusters while also being extremely
accurate. However, the number of particles required to capture the range of scales necessary
to simulate the main processes affecting galaxy formation make this method uncompetitive.
Modern cosmological simulations have already used ∼ 1010 particles (e.g., Springel et al.,
2005).
For this reason, various other, more approximate, methods have been developed to solve
for the gravitational potential. These include particle mesh (PM) methods where the density
field is interpolated onto a grid and the Poisson equation is often solved in Fourier space using
a Fast Fourier Transform (FFT), particle-particle-particle mesh (P3M) methods (Efstathiou
& Eastwood, 1981; Hockney et al., 1974) where on small scales a PP approach is used and
on large scales the PM methods is used, tree algorithms (Barnes & Hut, 1986) where the
simulation volume is separated into a hierarchy of father and children cells and each particle
sees high resolution in its close vicinity while the resolution degrades at larger distances. In
this case, the force is directly calculated from adjacent children cells and the lower resolution
father cells are used at further distances. Similarly, TreePM algorithms have been adopted
which exploit the tree at small distances and use a PM scheme further away (Bagla, 2002).
In Table 2.1, I list the various schemes as well as their computational cost, advantages, and
disadvantages. Furthermore, I show in Figure 2.1 a comparison of structure formation in
simulations using many codes which are currently popular in the community (Kim et al.,
2014). Despite the different methods used to solve gravity, the properties of the collapsed
structures are generally in good agreement between the different simulations.
In addition to the methods discussed here, there are multiple others which may provide
improvements over the ones previously described such as AP3M (Couchman, 1991), TPM
(Xu, 1995), or fast multipole methods (Cheng et al., 1999; Greengard & Rokhlin, 1987), one
of which is claimed to have scaling less than O(N) (Dehnen, 2014). It should be emphasised
that although there is a large diversity in methods, the separate schemes often perform
differently depending on the problem being simulated.
2.2.2 Gravity in RAMSES
RAMSES (Teyssier, 2002) uses an adaptation of the PM algorithm to calculate the force of
gravity using a grid. Because PM methods have issues capturing short range forces, RAMSES
uses a locally adaptive grid such that cells are refined when they contain a user defined
number of particles. This significantly increases the local resolution. The speed of the code
is therefore dependent on the aggressiveness of the refinement strategy. This method is
particularly well suited for both collapse simulations which require many deep levels of
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Fig. 2.1 Comparison of the structure of dark matter haloes in various cosmological codes
commonly used. The density-weighted dark matter maps of a 1011M⊙ halo are shown at
z = 0 in a 1Mpch−1 box. The codes all use slightly different methods to model gravity;
however, the large scale structure is generally in good agreement. This plot was adopted
from the Agora project Kim et al. (2014).
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Method Scaling Advantage Disadvantage








P3M O(Np log(Np)) More accurate than PM

















Table 2.1 Comparison of N-body methods. Np represents number of particles in the calcula-
tion whereas NG represents the number of grids.
refinement (Chapter 3) as well as global reionization simulations (Chapter 4) which require
the algorithm to be efficiently parallel. The general scheme for solving Equations 2.1-2.3 in
RAMSES is as follows:
1. The density in each grid cell is computed by summing the local cell gas density with
an interpolated density from the location of the dark matter particles
2. The potential on the grid is solved using the Poisson equation (Equation 2.3)
3. The acceleration is calculated using a finite difference method for the gradient
4. Accelerations on each of the particles are computed by interpolating from the grid
back to the location of the particle
5. The particle velocities are updated with the newly derived accelerations (Equation 2.2)
6. The positions are updated with the newly derived velocities (Equation 2.1)
The first step requires projecting the particle mass onto the grid so that the density can
be computed. Methods for projecting mass onto the grid vary with the simplest being the
nearest grid point algorithm where the particle mass is assigned to the nearest cell. RAMSES
uses a more sophisticated algorithm called “Cloud-in-Cell” where the mass of the particles
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are spread over the nearest cells in the mesh (Hockney & Eastwood, 1981). This algorithm
is computed for each level in the AMR hierarchy. If the cloud of a particle intersects a cell
which is on another level, the overlapping volume is taken into account accordingly.
Once the density has been assigned to each cell in the grid, the potential can be calculated
by solving Equation 2.3. This is by far the most difficult step. RAMSES uses a multigrid
method (Guillet & Teyssier, 2011) that combines a relaxation solver with a multi-resolution
approach to solve the discrete Poisson equation. This is done in a sequence beginning from
the most refined level and then moving to the coarser levels using a “one-way interface
scheme”. This is done with an eight step sequence. First an initial guess of the solution
is made on the finest grid using a relaxation solver. The solution is then propagated up to
the coarser grids where the solver is iterated over the residuals until a solution is found.
Finally this solution is prolonged back to the fine grid where the initial solution is corrected
(Guillet & Teyssier, 2011). The multigrid method is expected to be inefficient in the case
where multiple deeply refined regions are scattered throughout the simulation box. This is
known as the “small island problem”. In this case, a different solver can be used for the more
refined cells and it is an option in RAMSES to switch to a conjugate gradient solver for these
regions which can sometimes perform better. The idea behind this solver is to iteratively
solve for the potential by minimising the equation ||∇2φ −4πGρ||2. The computational gain
for switching between the methods must be tested empirically and for the work in this thesis,
I use the multigrid solver for all levels.
With the potential in hand, the acceleration can be calculated using a 5-point finite
difference algorithm to calculate the cell centred gradient of the potential. This is then
interpolated back to the particles using an inverse “Cloud-in-Cell” scheme. In order to
update the velocities and positions, a second order midpoint scheme is used following a
“kick-drift-kick” method.
RAMSES uses adaptive time stepping so that particles assigned to a refined grid operate
on time steps which are exactly half that of the coarser level. One of the main advantages
of this second order midpoint scheme is that it is naturally compatible with adaptive time
stepping over the AMR grid. RAMSES provides the option of synchronising all levels to
operate on the finest time step. Although this is computationally inefficient, using a single
time step for all particles is more accurate and the second order midpoint scheme reduces
to the standard second order leapfrog algorithm (Hockney & Eastwood, 1981). In the case
where particles cross a refinement boundary, only first order accuracy is retained as the time
step for this particle jumps by a factor of two. However, the effect of this inaccuracy is
expected to be minimal in cosmological simulations (Kravtsov & Klypin, 1999; Yahagi &
Yoshii, 2001).
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The standard algorithm for refining the grid in RAMSES is to do so when cells contains
eight times their initial mass (a Lagrangian style of refinement). When a cell is refined in
three dimensions, it splits into eight children cells. Refining in this fashion hence maintains
an average of 1-8 particles per cell. For N-body only calculations, the collisionless particles
will only cluster to a certain point which will naturally create a maximum level of refinement.
When gas is added to the simulation, the refinement criteria may cause the simulation to
refine to much deeper levels than in the N-body only case. This may become particularly
problematic if the mass of the collisionless particle is much greater than the cell mass.
Similarly, if two massive particles have a very small impact factor, unphysical two-body
scattering may occur. For this reason, RAMSES has the option to set a maximum level for the
gravity calculation which is coarser than what the grid may refine to in order to prevent these
numerical effects.
2.3 Hydrodynamics
Unlike dark matter, the gas in the Universe is subject to hydrodynamical forces. Therefore,
simulations which include baryons must model hydrodynamics in addition to gravity. At
the temperatures, densities, and pressures of interest for galaxy formation, one can treat the
gas in the Universe as an ideal gas for which the evolution can be modelled using the Euler
equations. The Euler equations in their conservative form can be expressed including the
self-gravity of the gas as
∂ρ
∂ t
+∇ · (ρ u⃗) = 0, (2.5)
∂
∂ t
(ρ u⃗)+∇ · (ρ u⃗× u⃗)+∇p =−ρ∇φ , (2.6)
∂
∂ t
(ρe)+∇ · [ρ u⃗(e+ p/ρ)] =−ρ u⃗ ·∇φ + Γ−Λ
ρ
, (2.7)
where ρ is the mass density, u⃗ is the velocity, e is the specific total energy, p is the thermal
pressure, and Γ and Λ are the heating and cooling rates3. The thermal pressure can be related








where γ is the adiabatic index (i.e., the ratio of specific heats). For a monotonic gas, γ = 5/3.
3The fluid equations can also be formulated in a cosmological context and written in comoving coordinates
(see Bertschinger 1998).
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These equations are valid in the absence of shocks and for this reason different shock
capturing techniques have been implemented in order to capture and correctly model the
discontinuities which are often present in astrophysical fluid flows. For instance, artificial
viscosity is often added for particle based methods while mesh methods tend to use Riemann
solvers to capture discontinuities.
2.3.1 General Methods
Historically, the field of computational astrophysical fluid dynamics has been dominated
by two different techniques to simulate fluid flows. The first uses a Lagrangian formula-
tion for integrating the fluid equations. The most well known scheme in this category is
smooth particle hydrodynamics (SPH) where the fluid is discretised into particles (Gingold
& Monaghan, 1977; Lucy, 1977). The different hydrodynamic properties are computed at
the locations of the particles by smoothing the quantities over neighbouring particles using a
predetermined algorithm. The fluid equations can be written in a Lagrangian form whereby
density, velocity, energy, and entropy can be solved for and updated at the locations of the
individual SPH particles (Monaghan, 1992). Computationally, this method is particularly
well suited to be combined with gravity since the SPH particles can naturally fit into a similar
memory structure as the collisionless particles. Furthermore, this method naturally conserves
linear and angular momentum, energy, and entropy (away from shocks) and the resolution is
adaptive so that higher density regions are much better sampled by SPH particles compared
to low density regions. The latter property of SPH can be seen as either an advantage or a
disadvantage depending on the problem being simulated. Finally, because this method does
not rely on a grid to compute any of the necessary quantities, arbitrarily complex geometries
can be simulated with relative ease.
As the name suggests, SPH is particularly well suited for smooth flows. Unfortunately,
strong shocks are common in astrophysical situations (e.g., at the wall of a filament, at the
virial radius of the halo, in the turbulent gas inside of a galaxy) and thus artificial viscosity
is added to the fluid equations in order to capture these discontinuities. While this method
is able to capture the presence of shocks, the resolution is low compared to other methods.
Furthermore, depending on the specific formulation, artificial viscosity can provide unwanted
heating and angular momentum transfer which reduces one of the main benefits of using SPH
(e.g., Hosono et al., 2016). Because of the variety of issues and inaccuracies such as issues
with fluid instabilities, mixing, and strong shocks (e.g., Agertz et al., 2007; Morris, 1996;
Price & Federrath, 2010; Sijacki et al., 2012) that arise from using the standard formulation
(“vanilla”) of SPH, updated flavours of SPH have been developed to improve performance
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(e.g., Abel, 2011; Hopkins, 2013; Price, 2008; Wadsley et al., 2008). “Vanilla” SPH is rarely,
if ever, used in modern, state-of-the-art cosmological simulations.
The second technique which is commonly employed for cosmological simulations uses
the Eulerian formulation of the fluid equations to solve them on a grid (e.g., Norman &
Winkler, 1986; Stone & Norman, 1992). Rather than following discretised fluid elements, a
mesh is created and the hydrodynamic quantities are calculated for the cells which span the
entire computational domain. In this way, simple finite difference methods can be used to
solve the fluid equations (Richtmyer & Morton, 1967). More typically, cell centred quantities
are updated by calculating intercell fluxes. This is generally done using a Riemann solver,
either exact or using an approximate method, and this allows shocks and other contact
discontinuities to be well captured and remain sharp (i.e., spread over only a few zones)
compared to SPH. Grid codes naturally work well with particle mesh gravity solvers and
variations thereof as the density of the gas is already computed on the grid. This provides
easy adaptation for periodic boundary conditions. Furthermore, these schemes are relatively
easy to implement and straightforward to parallelize.
Unfortunately, grid codes do come with some severe drawbacks. Cartesian meshes, which
are typically employed for cosmology, do not conserve angular momentum. This can be
particularly problematic for many astrophysical systems which are dominated by rotation if
the system is not well resolved. Likewise, the methods are not Galilean invariant and may
suffer from over mixing which makes the results sensitive to simulations with large bulk
velocities (Tasker et al., 2008; Wadsley et al., 2008). There also seem to be issues when
the kinetic energy of the flow is much higher than the thermal energy (Bryan et al., 1995).
Finally, the resolution of a grid code is not naturally adaptive like it is in SPH. For this
reason, adaptive mesh refinement (AMR) has been developed (Berger & Colella, 1989) so
that grid cells refine to smaller cells when they are flagged for exhibiting certain criteria. If
the criterion is selected to be mass, the resolution of the grid code will closely mimic the
resolution in an SPH simulation making the resolution in the simulation semi-Lagrangian.
However, issues can arise when a flow is moving quickly across the grid and this will initiate
a significant amount of refinement and derefinement which can become costly. However,
AMR can be used to refine the grid on virtually any quantity and not only mass which opens
to scheme to addressing a number of issues in modern astrophysics which simply cannot be
modelled with SPH codes. AMR is also significantly more costly in terms of memory as the
grid becomes unstructured. This can translate into inefficiencies in parallelization. However,
AMR remains extremely popular in modern cosmological simulations for its wide range of
benefits (Almgren et al., 2013; Bryan et al., 2014; Dubey et al., 2008; Kravtsov et al., 1997;
Stone et al., 2008; Teyssier, 2002).
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There are clear advantages and disadvantages to both SPH and grid codes. Other schemes
have been developed which attempt to combine the positive aspects of both such as moving-
mesh (Gnedin, 1995; Pen, 1998; Springel, 2010) which rely on either deforming a cartesian
grid or using a Voronoi tessellation to overcome the Galilean invariance issues with grid
codes. Similarly “mesh-free” methods have now been applied to astrophysical situations
which also seem to overcome many of the traditional disadvantages with SPH and grid
codes (Hopkins, 2015). The key aspect in successfully applying any numerical method to
astrophysics is that the advantages and disadvantages of the scheme are well understood and
the numerical errors are controlled. For this reason, various code comparison projects have
been completed to address how the results of the different simulation techniques compare
(Frenk et al., 1999; Kang et al., 1994; Kim et al., 2014; Scannapieco et al., 2012). An example
of this can be seen in Figure 2.2. A detailed summary of many of the conservation properties,
order, stability, dissipation properties, and known difficulties of many codes can be found in






Fig. 2.2 Comparison of gas structure in simulations run with different cosmological codes commonly used in the community. The
surface density of an isolated disk galaxy is shown after 500Myr of evolution. ART-I, ART-II, Enzo, and Ramses are mesh based codes
while Changa, Gasoline, Gadget-3, Gear, and Gizmo are all particle based. All codes attempt to use the same model for radiative
cooling, UV background, and pressure floor as well as star formation, feedback, and metal enrichment. Similarly, there is an attempt
to keep the resolution constant; however, this is imperfect due to differences between AMR and SPH. For the mesh based codes, ART
and Ramses use oct-based refinement while Enzo is patch based. Similarly, ART and Ramses use second-order accurate Godunov
solvers while Enzo uses a third-order method. The SPH codes differ in neighbour number used for calculating particle properties
varying from 32-200 and they often using different splines. The codes also differ in their implementation of artificial viscosity. Finally,
Gizmo differs from the other particle based codes in that it solves a Riemann problem across effective faces of particles to capture
some of the benefits of a Eulerian method as well as a Lagrangian method. This figure was adopted from the Agora code comparison
project (Kim et al., 2016).
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2.3.2 Hydrodynamics in RAMSES
RAMSES is an AMR code which solves the Euler equations in conservative form so that total
fluid energy is conserved. The idea is to calculate intercell fluxes using a Riemann solver
based on a higher order Godunov scheme (Godunov, 1959). The average state of the cell is
then defined by the vectorU = (ρ,ρ v⃗,ρe), where e is the specific total energy while the flux
vector can be written F = (ρ v⃗,ρ v⃗2+ p, v⃗[ρe+P]). For a non-viscid flow without source







For an individual cell (in 1D), one can define two Riemann problems at time tn — one at the
left face of the cell and one at the right face. Furthermore, the time step should be such that
the maximum wave velocity does not allow information to cross the entire length of the cell
in a single time step. This is equivalent to setting the Courant condition (Courant et al., 1928)
and ensures that the two solutions at each interface do not interfere. In order to update the
state on the discretised grid, the following equation is solved in the presence of source terms:










where the updated state, U n+1i , can be solved for by knowing the previous state, U
n
i , as
well as the fluxes at the left and right interfaces of the cell, F n+1/2i−1/2 and F
n+1/2
i+1/2 , and any
source terms, Sn+1/2i . Without the source terms, this becomes a general advection equation.
Obtaining the intercell fluxes is key to solving this equation and this is done at half-time
steps as recommended by Godunov (1959). For all work in this thesis, intercell fluxes are
calculated using the HLLC (Harten-Lax can Leer-Contact) approximate Riemann solver
(Toro et al., 1994).
The method described above is only first order because it uses piecewise reconstruction
to describe the cell states, U (i.e., the cell is considered to have the same properties at
both interfaces whereas a more realistic treatment would use the information from the
surrounding cells to determine the gradient across the cell). This makes the scheme diffusive.
This approximation can be improved and RAMSES uses a MUSCL (Monotonic Upstream-
Centered Scheme for Conservation Laws) scheme so that the cell states are represented by
piecewise linear approximations which is second order (van Leer, 1979). The use of higher
order schemes can occasionally become unstable due to the reconstruction in the presence of
sharp features such as shocks and it becomes useful to implement a flux limiter to prevent
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the oscillations which may result from this property. The idea is to make the scheme total
variation diminishing so that the total difference in states at time n+1 is smaller than at time
n which will prevent oscillatory features created in shocks (Harten, 1983). There are several
options for the choice of flux limiters including MinMod, Superbee, or MonCen (Roe, 1986;
van Leer, 1977). Each limiter has various advantages and disadvantages. For the work in this
thesis, I employ the MinMod flux limiter (Roe, 1986).
The hydrodynamics scheme used in RAMSES is very good for simulating the high-redshift
Universe. Because the grid can be refined on virtually any quantity, the collapse of the first
objects in the Universe can be very well modelled by refining on the Jeans length of the gas.
This technique is unique to codes which solve hydrodynamics on a grid and this method
of refinement is crucially employed in Chapter 3 where the first star clusters are simulated.
Furthermore, the oct-tree memory construction is much more efficient than competitive
patch based algorithms which means large volumes with deep refinement can be simulated.
This makes RAMSES very well suited for global reionization simulations such as the ones
presented in Chapter 4.
2.4 Radiation Transfer
Of much interest to this thesis is the process of reionization and in order to self-consistently
model this in a simulation, the propagation of high energy UV photons must be simulated.
While the effects of radiation on galaxy formation are generally considered second order with
respect to gravity and hydrodynamics, high energy photons play a crucial role on large scales
by heating and ionising the IGM and preventing gas accretion onto low mass galaxies (e.g.,
Gnedin, 2000b; Ikeuchi, 1986; Quinn et al., 1996; Rees, 1986). Inside of galaxies, radiation
pressure may provide a necessary form of feedback and help control the stellar mass of the
galaxy (Rosdahl et al., 2015) and the local ionised bubbles carved around massive stars may
decrease the local density in the ISM making supernova feedback more effective (Geen et al.,
2015; Kimm et al., 2017). Coupled radiation-hydrodynamics calculations are significantly
more expensive than those which include only gravity and hydrodynamics; however the
significant increase in computing power over the past decade has made these simulations
feasible in a cosmological context.
Following Gnedin & Ostriker (1997) and Wise & Abel (2011), the radiative transfer (RT)
















=−κν Iν + jν , (2.11)
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where Iν is the radiation specific intensity in units of energy per unit time per solid angle per
area per frequency. H is the Hubble constant, c is the speed of light, a¯ is the ratio of scale
factors at the current time to when it was emitted, ν is the frequency, κν is the absorption
coefficient and jν is the emission coefficient. Because simulation time steps are small, the
scale factor will remain virtually unchanged and hence a¯→ 1. The third term in the equation,
which models the redshifting and diluting of radiation only becomes important when the
light-crossing time in the simulation box is comparable to the Hubble time (Wise & Abel,
2011). This will not be the case for any of the work considered in this thesis and thus the
third term can be ignored. In this limit, Equation 2.11 reduces to the local equation for RT





+ nˆ ·∇Iν =−κν Iν + jν . (2.12)
2.4.1 General Methods
Similar to hydrodynamics and gravity, there are various different methods for solving the
radiative transfer equation in a cosmological simulations. The first type of scheme is ray-
based and the idea is that individual rays of photons are cast from each of the different sources
in the simulation and the intensity at any given distance from the source can be calculated
by measuring the optical depth along the line of sight. Using long characteristics, one must
cast enough rays so that the angular dimension is properly sampled far away from the source.
This type of method is rather inefficient computationally because nearby the source, the
same regions are queried multiple times by different rays in order to calculate the optical
depth. Furthermore, if rays cross large areas of the box, this method becomes inefficient
for simulations which are MPI parallelized as the ray will cross regions hosted on multiple
different processors. Many adaptations of ray tracing have been developed which overcome
these computational inefficiencies such as using short characteristics (Alvarez et al., 2006;
Mellema et al., 2006; Nakamoto et al., 2001; Whalen & Norman, 2006) or adaptive ray
tracing (Abel & Wandelt, 2002; Razoumov & Cardall, 2005; Wise & Abel, 2011). Because
ray-based methods solve the RT equations for the individual rays, the cost of the computation
scales with the number of sources. For a cosmological simulation that may have millions
of sources, this method can become prohibitively expensive. Ray-based methods also often
assume an infinite speed of light for the propagation of photons. This may become an issue
for reionization simulations where I-fronts pass through very low density gas (Rosdahl et al.,
2013).
Alternative methods include Monte-Carlo schemes where the radiation field is sampled by
individual photon packets that are emitted from sources. This method is ideal for situations
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where the radiation diffuses both spatially and in frequency as the scattering can be modelled
for individual photon packets. However, this method is expensive because it scales with
both the number of sources as well as the number of photon packets being emitted by each
source. The latter quantity must be rather large in order to minimise noise. This method is not
feasible for large scale cosmological simulations which need to follow radiation on-the-fly;
however, it is commonly used to compute resonant line radiation transfer such as Lyα (e.g.,
Barnes & Haehnelt, 2010; Cantalupo et al., 2005; Verhamme et al., 2006).
Finally, moment based schemes have been developed which take the angular moments of
the RT equation and model the radiation as a field or fluid. In this manner, the cost of the
scheme no longer depends on the number of sources which makes it particularly attractive
for use in cosmological simulations. Furthermore, when coupled with, for example, an AMR
simulation, the scheme can be solved on the preexisting grid used for the hydrodynamics
and thus maintain similar parallelization properties. However, taking the angular moments
of the RT equations causes a loss of directionality and the solvers tend to be diffusive
so that radiation shadows are not captured sharply. This may become problematic in the
optically thin regime; however, when the simulation is optically thick, the physics is very
well modelled. Because this type of scheme can be extremely fast and reasonably accurate, it
is very well suited for use in cosmological simulations.
Because there are multiple different methods available, much effort has been put into
code comparison projects which highlight the advantages and disadvantages of each of
the different schemes (see Figure 2.3, Iliev et al., 2006b, 2009). This is also an extremely
important exercise for RT because there is often no analytical solution for some of the relevant
problems in cosmology.
2.4.2 Radiation Transfer in RAMSES-RT
RAMSES-RT is an extension of the RAMSES code which uses a moment based method
to solve the RT equation on an AMR grid (Rosdahl et al., 2013). This method is ideal
for cosmological reionization scenarios where there are multiple sources throughout the
computational volume emitting isotropically. Calculating the zeroth and first moments of the
RT equations allows equations to be derived for the time evolution of the number density
of photons and photon fluxes in all directions. An approximation to multifrequency RT can
be made by splitting the photon number density and flux into distinct frequency bins and
evolving them independently. In order to solve for the flux and number density, an expression
is needed for the pressure tensor which is formulated as the product between the photon
number density and the Eddington tensor. Multiple formalisms have been presented for the
Eddington tensor (e.g., Gnedin & Abel, 2001; Levermore, 1984) and RAMSES-RT uses the
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0.4 Myr
Fig. 2.3 Comparison of ionised bubble structure for a ray-based RT method (left) versus a
moment method (right). The neutral fraction is shown after 0.4Myr of evolution at z∼ 9 in a
500kpch−1 comoving box for test 4 from Iliev et al. (2006b). This figure was adopted from
(Rosdahl et al., 2013).
M1 closure which is based on purely local quantities (Aubert & Teyssier, 2008; González
et al., 2007; Levermore, 1984).
RAMSES-RT uses operator splitting to decompose the RT equations into three distinct
steps. First photons are injected into cells where a source is located. Next, photons are
transported as if they were freely flowing and finally, the photons are coupled to the gas
where they can be absorbed and affect the chemical and thermodynamic properties of the
medium. The injection step simply requires knowledge of the source luminosity and spectra.
The transport step is arguably the most complicated. The free flowing RT equations (derived
by setting the right side of Equation 2.11 to zero) are solved explicitly and in conservative
form. This requires a function for the intercell fluxes. For all practical scenarios, RAMSES-RT
has adopted the Global Lax Friedrich (GLF) flux function. This flux function is particularly
diffusive; however, most sources encountered in cosmology are isotropic and thus, to first
order, this is not a poor approximation. Caution must be taken in scenarios where shadows
matter. Because an explicit solver is used, the time step in the simulation is limited by the RT
Courant condition so that the radiation does not advance further than the length of a single
cell in an individual time step. The time step is thus proportional to 1/csim where csim is the
speed of light in the simulation. Unfortunately, the full speed of light is significantly faster
than any of the typical gas velocities in the simulation. Thus, using the full speed of light
can be prohibitively expensive computationally because in many cases, a factor of 100 more
time steps need to be computed compared to a hydro-only run. For this reason, the reduced
speed of light approximation has been developed (Gnedin & Abel, 2001) which overcomes
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this issue by artificially reducing the speed of light in the simulation while keeping it larger
than the typical gas velocities. Various authors have shown that this approximation can be
problematic for simulations of reionization (Bauer et al., 2015; Katz et al., 2017; Rosdahl
et al., 2013) and hence, in Chapter 4, I discuss one of the main numerical accomplishments
of this thesis which is the variable speed of light approximation. This new method can model
ionisation front velocities correctly in all regimes relevant for reionization and has been
benchmarked to be only 50% slower than the standard reduced speed of light approximation.
The generalised transport equations are derived in Chapter 4 for the case where the speed of
light is different at a cell boundary.
Once the transport step is completed, the sink terms in the RT equation must be measured
from the simulation. This is a subset of the calculation which couples the radiation to the gas.
The absorption is calculated by using the cross sections of the individual species which are
present in the simulation. The cross sections are frequency dependent so that the absorption
due to each of the different species can be calculated for each radiation bin in the case of
multifrequency RT. Excess energy during the interaction is converted into heat to model the
process of photoheating. Similarly, atoms can recombine to cool the gas. In principle, the
recombination radiation can be reinjected into the gas and increase the photon number density
but for practical purposes, simulations generally use the on-the-spot approximation where
recombination radiation is assumed to be immediately absorbed. This is a simple change
between case A and case B recombination rates. In order to solve the partial differential
equations for photon number density, temperature, and species number density, the method
of Anninos et al. (1997) is used. A 10% rule is implemented for stability so that no quantity
can change by more than 10% in an individual time step. If this occurs, the thermochemistry
step is subcycled until the results converge. Finally, the absorption of photons can impart
momentum into the gas. This can be done via direct UV radiation pressure as well as multi-
scattered infrared radiation pressure on dust (Rosdahl & Teyssier, 2015). Further additions
and modifications made to RAMSES-RT specifically for the work in this thesis can be found
in Chapters 4 and 5.
2.5 Subgrid Physics
Because of the limits on spatial resolution in numerical simulations, the many physical
processes relevant to astrophysics and galaxy formation that occur on scales smaller than
the resolution limit must be treated as “subgrid” models. This includes heating and cooling
processes, star formation, stellar evolution, supernova feedback, black hole accretion, AGN
feedback, chemistry, turbulence, magnetic fields, cosmic rays, etc. In this thesis, I put
2.5 Subgrid Physics 39
a particular emphasis on modelling cooling accurately in the high-redshift Universe as it
crucially impacts the structure and thermodynamic state of the galaxy. In low metallicity
systems, atomic cooling from H and He can cool the gas to ∼ 104K. Thus without additional
cooling from molecules such as H2 and HD, the gas will not collapse in the first minihaloes.
In Chapter 3, I discuss a 12 species non-equilibrium chemistry model which I coded into
RAMSES that allows me to properly simulate the first objects. Likewise, understanding
the spatial location of H2 is interesting from an observational standpoint and subgrid non-
equilibrium chemistry models can give further insight into the observational properties of
galaxies (see Chapters 4 and 5). Here I give a brief overview of a few of the cooling and
heating processes commonly included in non-adiabatic cosmological simulations as well as
outline various algorithms for star formation and feedback.
2.5.1 Heating and Cooling
In order for gas to cool and condense in the centre of a dark matter halo, it must radiate
away its energy. Otherwise, the gas will remain at approximately the virial temperature
of the halo and a galaxy will not form (White & Rees, 1978). Since the majority of the
gas in the Universe is composed of H and He, cooling processes in a H/He plasma are
extremely important, especially in the early Universe when the metallicity is low. The
cooling4 is dominated by various two-body processes which reduce the kinetic energy of the
system. Following Black (1981) and Katz et al. (1996), the relevant cooling processes in the
primordial plasma include:
• Collisional Excitation: A free electron collides with a bound electron, exciting it to a
higher state. The excited electron then decays back towards the ground state emitting a
photon (or photons) in the process.
• Collisional Ionisation: A free electron collides with a bound electron which results in
an ionisation. Energy is hence removed from the free electron.
• Recombination: A free electron recombines with an ion. As the electron cascades
down to the ground state the kinetic energy and binding energy are radiated away as
photons.
• Dielectronic Recombination: A free electron is captured by an ion while also exciting
the ion. The ion then deexcites and emits a photon (or photons) in the process
4Here I am referring to the cooling that enters Λ in Equation 2.7.
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Fig. 2.4 Cooling function in a H/He plasma from Katz et al. (1996).
• Free-Free: An electron is accelerated after coming close to a positively charged ion
and thus emits a photon.
In Figure 2.4, I show how each of these processes contributes to the total cooling function of
primordial gas (Katz et al., 1996).
In the presence of the CMB (or any source of photons), Compton cooling (or inverse
Compton scattering) can occur. In this process, a photon is upscattered off of a hot electron
thus removing energy from the gas. This can also act as a heating process where high energy
photons can scatter off lower temperature electrons thus imparting some of their energy into
the gas.
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For a primordial plasma composed of H and He and their ions, the gas can only cool
to about ∼ 104K which is approximately the ionisation temperature of hydrogen5. Below
this temperature, gas cooling becomes extremely inefficient (see Figure 2.4). In the early
Universe, molecules such as H2 and HD dominate the cooling below this temperature as
rotational and vibrational cooling processes, which cannot occur in atomic gas, can cause the
gas to cool to 10−100K (e.g., Omukai et al., 2005). Similarly, if metals and dust are present,
the cooling rates increase at all temperatures (Sutherland & Dopita, 1993) and cooling can
occur efficiently down to the CMB temperature (e.g., Omukai et al., 2005).
Most of the heating6 is due to photoionisation where a high energy photon is absorbed by
a bound electron. The excess energy of the photon above the binding energy of the electron
goes into kinetic energy. Other heating processes which may become more relevant for
higher density or metal enriched gas include cosmic ray heating or photoelectric heating on
dust.
2.5.2 Star Formation and Supernova Feedback
Star formation is one of the key cosmological observables as young stars are extremely
luminous in the UV. Unfortunately, no cosmological simulation to date has been able to
resolve the scales at which individual stars form. For this reason, subgrid algorithms are often
adopted so that star formation can be modelled. The presence of young stars can affect the
gas in various different ways: radiation from young stars can ionise the surrounding medium
and heat the gas, radiation pressure can carve out low density regions surrounding the star,
stellar winds eject mass, metals, momentum and energy into the gas, and similarly, supernova
explosions enrich the surrounding medium with metals and impart both momentum and
thermal energy. This feedback is extremely important in regulating the growth of a galaxy
(e.g., Dekel & Silk, 1986; McKee & Ostriker, 1977).
In order to model star formation, simulations often use a Schmidt law (Schmidt, 1959)
where the star formation rate (SFR) is proportional to the gas density divided by some time
scale (Cen & Ostriker, 1992; Katz, 1992; Springel & Hernquist, 2003). This is well motivated
observationally — in many local galaxies, the observed SFR surface density forms a very
tight relation with the gas surface density (Kennicutt, 1998). These observations show that
the efficiency of star formation is extremely low and approximately 1% (Kennicutt, 1998).
Using this model, when the gas density in the simulation reaches some density threshold
5Here I am referring to gas within haloes larger than 104K. The gas in the Universe can cool to temperatures
much lower than this value due to adiabatic expansion. Similarly, not all haloes have virial temperatures above
104K and thus the gas may never have been heated to this value.
6Once again, here I am only referring to the heating that goes into Γ in Equation 2.7. The gas can heat up in
many other ways including via shocks, compression, supernova explosions, etc.
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(which could have a dependence on various properties such as redshift or metallicity), some
of the gas is stochastically converted into a collisionless “star particle” (Springel & Hernquist,
2003). This is the method I will adopt in this thesis. Various more complicated algorithms
exist where the SFR in the simulation is dependent on the molecular gas density rather than
the total gas density (e.g., Christensen et al., 2012; Gnedin et al., 2009) or the efficiency
depends on a turbulence criteria (e.g., Federrath & Klessen, 2012; Kimm et al., 2017). A
summary of the effects of choosing various different star formation algorithms can be found
in Hopkins et al. (2013).
Without feedback, most of the gas which settles into the centre of the halo will cool
efficiently and form stars. Observationally however, the luminosity function shows a shallow
faint end slope compared to the dark matter mass function (e.g., Bell et al., 2003; Cole
et al., 2001) and this is known as the “over cooling” problem. It is postulated that energetic
feedback processes are responsible for preventing the gas from cooling and forming stars
(e.g., Benson et al., 2003). One of these processes is supernova.
Similar to star formation, there are various different methods for modelling supernova
feedback. One of the major issues when trying to model supernova is that the blast waves
are generally not well resolved. If thermal energy is dumped into the star forming region,
this is often the densest gas which has the shortest cooling time and thus the feedback is
ineffective (Katz, 1992). In order to avoid this numerical “over cooling” problem, many
different schemes have been developed. Some of these methods include “delayed cooling”
models where cooling is artificially disabled in the simulation (e.g., Stinson et al., 2006;
Teyssier et al., 2013), “stochastic” feedback (Dalla Vecchia & Schaye, 2012), “multiphase”
models (e.g., Scannapieco et al., 2006), “wind” models (e.g., Springel & Hernquist, 2003),
and “mechanical” models (Kimm et al., 2015). In this work, I adopt the “delayed cooling”
model of Teyssier et al. (2013). A review of many of these models can be found in Naab
& Ostriker (2016) and their effectiveness in AMR simulations has been tested by (Rosdahl
et al., 2017).
2.5.3 Limitations
Subgrid models are an inherent limitation of modern numerical simulations as they are often
based on a number of free parameters which are calibrated to reproduce observational results.
“Tuning” these free parameters puts a limitation on the predictive power of these simulations
as the subgrid physics can, in many cases, dominate the system. Subgrid models are currently
unavoidable in cosmological simulations which are still a long way from resolving the scales
needed to model all of the relevant processes. Many subgrid models are used throughout this
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thesis and much effort has been taken to understand how the models impact the simulations
and where predictive power is lost due to subgrid models.
2.6 Summary
There are clearly many different methods available for simulating complex astrophysical
systems. In this chapter, I have highlighted many of the different techniques and emphasised
why RAMSES and RAMSES-RT are particularly good choices to be used for collapse simu-
lations at high redshift as well as simulations of reionization. It should be emphasised that
these codes are neither perfect nor “bug-free” and thus, they are continually developed on
a daily basis to both improve their accuracy and to simulate more complex problems. As
part of this thesis, I have made significant modifications to RAMSES and RAMSES-RT which
are now being fed back into the main repositories so that they can be exploited by the wider
community. These are described in much more detail in the following chapters.

Chapter 3
Seeding High-Redshift QSOs by
Collisional Runaway in Primordial Star
Clusters
“They’re ∗in∗ the computer?”
Hansel
We study how runaway stellar collisions in high-redshift, metal-poor star clusters form
very massive stars (VMSs) that can directly collapse to intermediate mass black holes
(IMBHs). We follow the evolution of a pair of neighbouring high-redshift minihaloes with
high-resolution, cosmological hydrodynamical zoom-in simulations using the adaptive mesh
refinement code RAMSES combined with the non-equilibrium chemistry package KROME.
The first collapsing minihalo is assumed to enrich the central nuclear star cluster (NSC)
of the other to a critical metallicity, sufficient for Population II (Pop. II) star formation at
redshift z ≈ 27. Using the spatial configuration of the flattened, asymmetrical gas cloud
forming in the core of the metal enriched halo, we set the initial conditions for simulations of
an initially non-spherical star cluster with the direct summation code NBODY6 which are
compared to about 2000 NBODY6 simulations of spherical star clusters for a wide range of
star cluster parameters. The final mass of the VMS that forms depends strongly on the initial
mass and initial central density of the NSC. For the initial central densities suggested by our
RAMSES simulations, VMSs with mass > 400M ⊙ can form in clusters with stellar masses of
≈ 104M⊙, and this can increase to well over 1000M⊙ for more massive and denser clusters.
The high probability we find for forming a VMS in these minihaloes at such an early cosmic
time makes collisional runaway of Pop. II star clusters a promising channel for producing
large numbers of high-redshift IMBHs that may act as the seeds of supermassive black holes.
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3.1 Introduction
THE most simple path to a black hole is the death of a massive star of mass M > 8M⊙;however, these stellar mass black holes cannot accrete matter fast enough to producethe population of observed supermassive black holes (SMBHs) at high redshift if
their growth is limited to the Eddington rate (Haiman, 2006; Lodato & Natarajan, 2006;
Volonteri & Rees, 2005; Volonteri et al., 2003). The problem would be somewhat alleviated
if Population III (Pop. III) stars were hundreds of solar masses as early simulations predicted
(Bromm et al., 2002). Direct collapse of these stars into black holes of a similar mass could
then provide a promising route to a SMBH if the resulting black hole remnants could be fed
continuously. However, recent, higher resolution simulations predict, that the masses of Pop.
III stars are significantly lower due to fragmentation and primordial gas clouds will form a
small stellar association rather than an individual star. This casts doubt on the possibility that
Pop. III stars produce massive black hole seeds (Greif et al., 2011). Even if Pop. III stars can
reach masses of ≈ 1000M⊙ (e.g., Hirano et al. 2014), there are still major issues regarding
the accretion once the black hole forms which are mainly due to radiative feedback (Johnson
& Bromm, 2007; Park & Ricotti, 2011).
A different route to massive black hole seeds at high redshift is the direct collapse of
massive gaseous cores in the centres of atomic cooling haloes with Tvir ≳ 10,000 K. In
primordial galaxies that remain free from molecular hydrogen and metals, the gas cools very
inefficiently at temperatures lower than the atomic cooling limit and matter will continue
to accrete on to the central object at a high rate. Simulations indicate that the gas may then
directly collapse into a black hole of ≈ 104− 106M⊙ (Begelman et al., 2006; Choi et al.,
2013; Eisenstein & Loeb, 1995; Loeb & Rasio, 1994; Regan & Haehnelt, 2009). However,
this mechanism struggles if the gas can efficiently fragment and cool and it is essential that
the halo remains free from metal, dust, and H2 contamination.
Simulations of the direct collapse scenario therefore invoke a strong, and often uniform,
Lyman-Werner (LW) background to dissociate H2 (Wolcott-Green et al., 2011). The most
likely environment to find such a strong LW background is in the vicinity of a much larger
host galaxy which has already undergone significant Pop. II or Pop. III star formation. There
is some debate about the amplitude of the LW background required to suppress fragmentation
(e.g., Latif et al. 2014a,b; Regan et al. 2014b; Shang et al. 2010; Sugimura et al. 2014;
Wolcott-Green & Haiman 2011) especially in the presence of cosmic ray and X-ray radiation
(Inayoshi & Omukai, 2011; Inayoshi & Tanaka, 2015). Recently, Regan et al. (2014b) have
shown that if the LW background is not uniform, the critical value needed to dissociate the
H2 is much greater than that for a uniform background. Latif et al. (2015) suggest that when
modelling the radiation spectra of Pop. II stars correctly and including the impact of X-ray
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ionisation, the number density of direct collapse black holes decreases below that required to
account for the observed number density of high-redshift SMBHs. X-ray feedback from the
initial gas accretion onto the black hole may further limit how massive such an object can
grow in a short period of time (Aykutalp et al., 2014). Thus, it appears prudent to explore
other mechanisms for forming massive black hole seeds at high redshift.
In this work, we study how stellar collisions in high-redshift, dense star clusters lead to
the runaway growth of a single star. As stars collide, the mass and radius increase which
boosts the probability for future collisions. This process becomes remarkably unstable, and
analytic work, as well as simulations, demonstrate that, under the right conditions, runaway
stellar collisions can produce a very massive star (VMS) that may collapse to an intermediate
mass black hole (IMBH) of ≈ 1000M⊙ (Begelman & Rees, 1978; Freitag et al., 2006;
Portegies Zwart et al., 2004). For this reason, high-redshift nuclear star clusters (NSCs) are
very promising candidates for the formation of IMBHs (Omukai et al., 2008). Devecchi &
Volonteri (2009) used analytical models to demonstrate how a population of IMBHs might
form in clusters at the centres of high-redshift galaxies. Runaway collisions in Pop. II star
clusters may therefore be key for explaining the presence of black holes over the entire
observed mass range.
Here, we use a combination of hydrodynamic simulations and direct summation, N-body,
simulations to model collisional runaway in dense stellar clusters at high redshift. In Part
I (Section 3.2), we begin with self-consistent cosmological simulations performed with
the RAMSES code and identify dense baryonic clumps in protogalaxies for which we can
determine detailed chemo-thermodynamical properties. In Part II (Section 3.3), we extract
the clumps from the cosmological simulations and populate them with stars, varying the
stellar initial mass function (IMF) as well as a range of other parameters, and use this as
the initial conditions for direct N-body simulations performed with NBODY6. Our model is
nearly self-consistent, barring the ability to resolve the formation of individual stars within
the cosmological framework, which is only now becoming possible (Safranek-Shrader et al.,
2014).
3.2 Part I: Cosmological Hydrodynamic Simulations
3.2.1 Set-up of the Cosmological Simulations
3.2.1.1 Hydrodynamic, Gravity, and Chemistry Solver
We use the publicly available adaptive mesh refinement (AMR) code RAMSES (Teyssier,
2002) to follow the detailed hydrodynamics of the first collapsing objects at high redshift.
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We have replaced the default cooling module in RAMSES with the non-equilibrium chemistry
solver KROME1,2 (Grassi et al., 2014). KROME uses the high-order DLSODES solver to
solve the rate equations for the chemistry network. We follow the detailed abundances of 12
species: H, e−, H+, H−, He, He+, He++, H2, H+2 , D, D
+, and HD for the reactions listed in
the KROME react_primordial_photoH2 network. Cooling due to metals via line transitions
is included at T < 104 K for O I, C II, Si II, and Fe II. The abundances of these species
are pinned to the hydrogen density in each cell assuming a metallicity which can change
throughout the simulation. This is further described in Section 3.2.2.1. We emphasise that
we do not assume an amplified LW background that would dissociate H2 molecules and thus
prevent cooling below ≈ 104 K and inhibit gas fragmentation.
3.2.1.2 Optimising Resolution and Refinement
For the purpose of our work, it is important to choose a large enough cosmological box
to host a sufficiently massive halo. At the same time, we need to choose the maximum
level of refinement of the simulation such that we can resolve high enough densities for star
formation to occur while at the same time making sure that no numerical fragmentation
happens. Lada et al. (2010) suggest that star formation can begin to occur at number densities
of n ≳ 104 cm−3. Ceverino et al. (2010) argue that the Jeans length, λ j, must be resolved
by at least N j = 7 cells at the maximum level of refinement, lmax, to prevent numerical
fragmentation. Note that this value is greater than the often used value of N j = 4 cells
suggested by Truelove et al. (1997). To study the properties of the birth clouds of NSCs
that form in our simulations, we must evolve the simulations past the point of first collapse
which makes these simulations susceptible to numerical fragmentation (Ceverino et al., 2010;
Prieto et al., 2013; Robertson & Kravtsov, 2008). In order to prevent this, we implement an





Here, L is the physical length of the box at the redshift of interest, γ is the adiabatic
index, N j is the number cells with which we wish to resolve the Jeans length, µ is the
mean molecular weight, ρ is the mass density of the cell, kb is the Boltzmann constant, and
lmax is the maximum level of refinement. We set N j = 8, double the number suggested by
Truelove et al. (1997) and slightly larger than the value suggested by Ceverino et al. (2010).
The minimum temperature of our simulation is governed by the physical temperature floor
1www.kromepackage.org
2https://bitbucket.org/tgrassi/krome
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set by the cosmic microwave background (CMB) temperature at a given redshift. Thus,
as long as Tfloor ≲ 2.725(1+ z) K, we will continue to accurately resolve the chemical
and hydrodynamical properties of the gas. Inserting Tfloor ≲ 2.725(1+ z) K, N j = 8, n =
104 cm−3, and µ = 1.22 into Equation 3.1, we see that we can safely resolve this density,
choosing L= 500 comoving kpc h−1 at z= 30 with lmax = 19. For these values, Tfloor = 4.9 K
which is far below the temperature, TCMB = 84.5 K, we expect the gas to cool to. At coarser
levels < lmax, we refine in order to resolve the Jeans length by 16 cells, double our choice
of N j. In addition to these criteria, we have also implemented refinement criteria when the
number of dark matter particles per cell becomes greater than 64 as well as when the baryons
in the cell reach the equivalent scaled mass.
We emphasise that our choice of N j is unlikely to be sufficient to resolve the turbulent
properties of the gas on the scales that we simulate. Federrath et al. (2011) and Turk et al.
(2012) demonstrate that in order to capture these properties in simulations, the Jeans length
must be resolved by more than ≈ 32 cells, especially in the presence of magnetic fields. As
this is not the aim of our work and we only seek to model the general structure and mass of
the birth cloud of a high-redshift primordial star cluster, our choice of resolution should be
sufficient.
3.2.1.3 Initial Conditions
We use the software package MUSIC (Hahn & Abel, 2011) to construct initial conditions for
a collisionless (dark matter-only) simulation using second-order Lagrangian perturbations
on a uniform grid at z = 150 with 2563 particles in a 500 kpc h−1 comoving box. For the
cosmological parameters, we assume the most recent values from Planck Collaboration
et al. (2014) (h = 0.6711, Ωm = 0.3175, ΩΛ = 0.6825, σ8 = 0.8344). The transfer function
used to generate the initial conditions was created using CAMB (Lewis et al., 2000). We
use the ROCKSTAR halo finder (Behroozi et al., 2013) to identify the most massive halo
in our simulation at z = 20 which has a mass of Mvir = 2.48×107M⊙. We define a cubic
Lagrange region which has a side length of 127 comoving kpc to encompass all of the
particles at z = 20 within a region much larger than the virial radius of the halo. Multiple
dark matter-only simulations were run until an atomic cooling halo with Tvir ≳ 104 K was
identified at this redshift. An object of this mass is slightly over-massive for our choice of
box size and represents an rms fluctuation of > 4σ indicating that it is a rare halo. Such rare
haloes are likely to be incorporated into the most massive galaxies at lower redshifts and are
thus likely sites to host SMBHs at z≳ 6 (Costa et al., 2014; Sijacki et al., 2009).
Baryons are introduced into the initial conditions using the local Lagrangian approxi-
mation at level 8 on the base grid, and both the dark matter and the baryons are initially
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placed at level 11 in the refinement region which gives an effective dark matter resolution
of 20483 particles corresponding to particles of mass mdm = 1.08M⊙h−1. The initial level
of the refined region was determined so that the mass of the dark mater particle does not
subject the refined cells to N-body heating which can occur when the mass of the dark matter
particle is much greater than the mass of the cells. Various initial resolutions were tested and
it was found that level 11 provides an efficient compromise between particle number and
N-body heating effects which were found to be negligible at this level.
Although the high-resolution dark matter particles are unlikely to cause spurious heating,
it is possible that low-resolution dark matter particles may infiltrate the refinement region and
cause heating due to their much greater masses. We have checked throughout our simulation
for contamination of low-resolution dark matter particles and found none of these particles
within the virial radius of the haloes. The maximum level of refinement of our simulation was
defined in Section 3.2.1.2 to be lmax = 19 so that the artificial temperature floor remains less
than TCMB at the redshifts of interest. This gives us a resolution of 0.95 comoving pc h−1,
corresponding to a physical resolution of 0.046 pc at z = 30.
3.2.1.4 Identifying the Birth Clouds of Nuclear Star Clusters
We use the clump finder implemented in RAMSES to identify gravitationally contracting,
bound clumps within the simulations. The clump finder is sensitive to a density threshold,
a mass threshold, and a relevance threshold3. To identify a clump, we set the minimum
density to be (1+ z)3 cm−3 which corresponds to 3×104 cm−3 at z = 30, and the relevance
threshold to 1.5. We do not put a constraint on the minimum mass. We choose the density
criteria slightly higher than the density we wish to resolve in order to minimise the chance
of identifying spurious clumps at the density of interest. This algorithm is used only to
identify the location of clumps within the simulation. In order to calculate clump properties,
we perform a secondary analysis where we define the outer edge of the clump to be the
radius where the average density drops below n = 104 cm−3. We only consider clumps
with N > N3j = 512 cells which are all at the highest level of refinement. For lmax = 19, the
minimum volume of a clump is then 0.05 pc3 at z= 30 which, assuming a spherical structure,
sets a minimum radius of the clump to be Rclump > 0.23 pc. The Arches cluster, the densest
known star cluster in the local Universe with a central density of ≈ 105M⊙ pc−3, has an
inner core radius of ≈ 0.2 pc which is just about resolved by our simulation (Espinoza et al.,
2009). This suggests that the full radius of high-density clusters will likely be sufficiently
resolved out to their outer radii by our simulations.
3The relevance threshold is the ratio of the density peak to the maximum saddle density (Bleuler et al.,
2015). Clumps which do not break this threshold are considered noise.
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3.2.1.5 When to End the Simulation?
We end the simulation when high-mass stars are likely to form as these eventually disrupt the
cluster by supernova feedback. We apply the following criteria to determine when a clump is
populated with high-mass stars. For a given stellar IMF, dN/dM = ξ (M), the total number
of stars above a certain threshold mass, Mthresh, is given by N∗(> Mthresh) =
∫Mmax
Mthresh ξ (M)dM.
The main-sequence lifetime of stars as a function of their mass begins to flatten for stars
with M ≳ 40 M⊙. For a metallicity of Z = 10−4Z⊙, this corresponds to a main-sequence
lifetime of ≈ 5Myr. Thus, we set Mthresh = 40M⊙. We can then compute the mass of the
cluster, Mclump needed to have N∗(>Mthresh)≥ 1. For a Salpeter IMF (ξ (M)∝M−2.35), with
Mmin = 0.1M⊙ and Mmax = 100M⊙, we find Mclump = 1.3×104M⊙ for N∗(> Mthresh) = 1.
Once the NSC in the simulation reaches this fiducial mass of 1.3× 104M⊙, we allow the
simulation to run for tlag = 3.5Myr before we extract the clump, consistent with Devecchi
& Volonteri (2009). Note that the stellar IMF at high redshift is unknown and the chosen
value of Mclump will change considerably based on the choice of IMF. However, given that
our chosen value of Mclump is much lower than the masses of observed NSCs, this is a rather
conservative assumption.
3.2.2 Results from the Cosmological Simulation
In order to model the formation of a Pop. II star cluster, we identify a collapsing cloud of gas
in close vicinity to another already collapsed object. This allows for the first halo to undergo
an episode of Pop. III star formation and enrich the surrounding gas, post supernova, to a
level suitable for forming Pop. II stars. The secondary collapsing object, however, must be
located at a sufficient distance such that the radiation feedback from the first episode of Pop.
III star formation does not disrupt the collapse.
3.2.2.1 The Collapse of Two Minihaloes in Close Separation
A halo of Mvir = 2.48×107M⊙ was identified at z = 20 in the dark matter-only simulation
with comoving box size 500 kpc h−1. The member particles were traced back to the initial
conditions where they were centred and the simulation was reinitialised with baryons. Within
this larger halo, two minihaloes were identified with a distance such that the first collapsing
object can enrich the second with metals.
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Fig. 3.1 Snapshot showing the surface density in a 100pc cube of the two minihaloes 8.5Myr
after the collapse of the second object. The secondary collapsing halo is centred in the image.
At the time of collapse, the first minihalo has a virial mass Mvir = 2.7×105M⊙, a virial
radius Rvir = 62 pc4 and a baryon fraction of 14.2%. This halo begins to collapse at z = 31.6
and is the first object to collapse in the entire simulation volume.
If we assume that the average mass of Pop. III stars is 40M⊙ (Hosokawa et al., 2011), the
average lifetime of the system prior to supernova explosion is 3.9Myr (Schaerer, 2002). We
model the chemical enrichment from these first supernovae by implementing a metallicity
floor of 10−4 Z⊙ at z = 30.7. While this choice of metallicity floor is arbitrary, a prerequisite
for the formation of a Pop. II star cluster is that the halo be enriched to a metallicity above the
critical metallicity for fragmentation. For dust-free gas, this value is approximately 10−4 Z⊙
(Schneider et al., 2012). Slightly higher metallicities are unlikely to significantly affect the
hydrodynamics of the gas at the densities our simulations probe, because as we will see, the
temperature of the gas in the second minihalo reaches the CMB temperature floor which
prevents further cooling. A slightly higher metallicity may only accelerate this process.
The simulations of Ritter et al. (2012) model the transport of metals explicitly from the
supernova of Pop. III stars and demonstrate that the surrounding medium can be enriched to
metallicities as high as 10−2 Z⊙. The metal enrichment extends all the way to the virial radius
of the halo in only 8.5Myr. The outflow is expected to be bipolar and the dense filaments
feeding the halo should be only minimally enriched. The first minihalo studied here is less
massive than the halo in Ritter et al. (2012). We may therefore expect more mixing along the
4The virial radius is calculated assuming that the average density of the object equals 200ρcrit.
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filaments as the outflow should be less impeded by gas in the central regions of the halo in
our simulation.
At z = 28.9, the second object begins its collapse at a distance of 117pc from the centre
of the first minihalo and slightly outside of its virial radius. This occurs 12.9Myr after the
collapse of the first object. This leaves sufficient time for the first object to form Pop. III
stars and enrich the surrounding material with metals. The first minihalo has since grown to
Mvir = 8.33×105M⊙ with Rvir = 97 pc and a baryon fraction of 16%. The second object is
falling into the potential well of the first minihalo along a dense filament (see Figure 3.1) and
the two objects will eventually merge.
Assuming a population of 40 M⊙ Pop. III stars, we can estimate the expected intensity of





where J21 is in units of 10−21erg cm−2 s−1 Hz−1 sr−1, N˙ph = Q¯N∗ fesc is the total number of
photons emitted per second which escape the galaxy for a population of N∗ Pop. III stars
with mass of 40M⊙, Q¯ = 2.903×1049 photons s−1 (Schaerer, 2002) for a 40M⊙ Pop. III
star, fesc is the escape fraction, and hp is Planck’s constant. Assuming a maximal fesc = 1.0
and a separation of 117 pc, we find J21 = 9.37N∗.
Regan et al. (2014b) have demonstrated that for an anisotropic LW source, the critical
value of J21 needed to completely dissociate H2 and keep the gas from cooling is J21 ≈ 103.
At a maximal escape fraction, complete dissociation would require the formation of a small
cluster of roughly 100 Pop. III stars with masses of the order of 40M⊙ at the centre of the first
minihalo whereas simulations of these minihaloes tend to predict small stellar associations
of Pop. III stars (Greif et al., 2011). Our simulations do not include dust which should be
present in the second minihalo and will help the gas cool and catalyse the formation of H2.
One-zone models predict a lower critical value of J21 needed to disrupt the formation of HD
which is the dominant coolant below≈200 K (Wolcott-Green & Haiman, 2011; Yoshida et al.,
2007). This is because the main formation channel of HD, H2 + D+ → HD + H+, requires
the presence of H2 which is lowered by the exposure to the meta-galactic UV background.
Given the low mass of the first minihalo and the initial separation of the objects when the
secondary collapses, it is unlikely that the radiative feedback from the first minihalo will
significantly disrupt the temperature and density evolution of the second. For these reasons,
we do not include a meta-galactic UV background in our simulation. This approach is likely
to be conservative as even a mild UV background can increase the accretion rate on to a
central NSC (Devecchi & Volonteri, 2009). Denser and more massive NSCs should more
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Fig. 3.2 Mass-weighted phase space diagrams of density versus temperature at the initial
collapse (left), 5Myr after the collapse (centre), and 14.3Myr after the collapse (right) which
is the point at which we extract the clump properties from the simulation for input into the
direct N-body calculations. This includes all gas within 10pc of the densest cell. The gas
cools to a few hundred kelvin initially due to H2, cooling then reaches the CMB temperature
floor due to HD and metal cooling. The dashed lines represent the CMB temperature floor
and the artificial temperature floor as labelled.
efficiently undergo runaway stellar collisions, and by neglecting a positive contribution from
the UV background we may underestimate the final masses of the VMSs.
3.2.2.2 Evolution of the Second Minihalo
In Figure 3.2 (left and middle panels), we plot the mass-weighted phase space diagram of
density versus temperature of the second minihalo within 10pc of the densest cell just as it is
collapsing at z = 28.9 and then 5Myr later at z = 28. In these early phases of the collapse,
cooling is dominated by H2 which lowers the gas temperature while the mass fraction of
HD continues to rise at higher densities. HD and metals significantly contribute at higher
densities until either the CMB temperature floor or the artificial temperature floor inhibits
further cooling.
In the right-hand panel of Figure 3.2, we show the phase space diagram at 14.3Myr
after the initial collapse. By this point in the simulation, much of the highest density gas
has reached either TCMB or is affected by the artificial temperature floor. One-zone models
predict that the ratio nHD/nH2 peaks around the maximum density we probe in this simulation
before falling off steeply at higher densities. We do not probe these very high densities in
our simulation and the HD abundance is forced to remain at a high value even though the
gas should further collapse and lower the HD abundance. Some of the extra HD can diffuse
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Fig. 3.3 Enclosed mass profiles (top) and density profiles (bottom) for three different reso-
lutions as a function of redshift. The dark matter, gas, and total profiles are represented by
black, red, and green lines, respectively. The solid, dashed, and dotted lines represent lmax =
18, 19, and 20.
out of the clump and lower the temperature of gas. This effect would cause an increase in
fragmentation and decrease the mass of the central clump. With the inclusion of the CMB
temperature floor, this effect is somewhat mitigated because the gas can only cool to TCMB.
Because the small-scale fragmentation properties of the gas are subject to numerical
resolution effects, we run two additional simulations where we vary lmax between 18 and 20
and bracket our fiducial resolution. In Figure 3.3, we plot the mass and density profiles of
the halo computed using log-spaced bins centred on the centre of mass of the halo for three
different resolutions. At the time of collapse (leftmost column), the mass and density profiles
are well converged among the three different resolutions. By z = 27.7, a secondary clump
begins to emerge in the higher resolution runs which appears as a bump in the density profile;
however, the mass profile remains well converged. As the clumps begin to interact, we see
some discrepancy between the different resolution runs in the very central regions; however,
in all cases, the mass profile is well converged out to 1.5 pc. In Section 3.6.1, we discuss
how the small-scale differences and the formation of secondary clumps affect our results.
In Figure 3.4, we return to the run with lmax = 19 and plot the evolution of the mass and
radius of the clump as a function of time since initial collapse. Both properties increase
linearly for ≈ 6Myr until a second clump appears in the central regions of the minihalo. The
properties of the primary clump begin to oscillate as the presence of secondary fragments
increases the average density at larger radii farther away from the centre. Despite this
interaction, we can see in the top panel of Figure 3.4 that the general trend is for the mass
to increase. In order to obtain a smooth function for the mass of the clump as a function of
time, we fit a piecewise linear model to the data points extracted directly from the simulation
and set the break in the function to be the point where the oscillations begin. We apply this
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technique for both the mass and the radius of the clump of interest. Note that the radius
remains relatively constant after the break.
10.8Myr after the initial collapse, the central clump has grown to the threshold mass of
1.3×104M⊙. The average mass accretion on to the clump is M˙clump ≈ 6.0×10−4M⊙ yr−1.
The average mass of dark matter within the clump marginally decreases although this only
affects the total mass accretion rate onto the clump by 5%. At 14.3Myr, which represents
10.8Myr + tlag, the clump reaches a mass of 1.77×104M⊙ within a radius of 1.25 pc.
3.2.2.3 Internal Clump Structure
We assume that the stars form in the highest density regions of the clump. We identify the
densest simulation cells making up a certain fraction the total mass and define them to be
star forming. For reasons described in Section 3.3.1.5, we set the star formation efficiency
(SFE), ε = 2/3. In Figure 3.5, we plot the spatial distribution of these cells as viewed along
the axis with the highest magnitude of angular momentum (Jz axis) for each of the three
different resolution simulations within the star-forming radius of 1.25pc from the densest cell
at three different times. Tracing this region throughout the simulation, we see that at the time
of initial collapse (top row of Figure 3.5), all three resolutions exhibit a very similar spatial
distribution. 5Myr later (middle row of Figure 3.5), the spatial distributions of the three
simulations still agree reasonably well, but there is clear evidence that the higher resolution
runs collapse further and we begin to see fragmentation. By 14.3Myr, the distribution of the
gas at the different refinement levels has completely diverged although the mass contained
within the region remains reasonably consistent. The two higher resolution simulations
have fragmented into multiple clumps while the lmax = 18 run contains only one object.
Interactions between the different clumps in the runs with higher refinement levels have
caused a significant deviation in the dynamics in the central region which makes the structures
appear different. As pointed out by Regan et al. (2014a), interpreting the results of AMR
simulations at different refinement levels is non-trivial and choosing a refinement level that
is either too high or too low can lead to misinterpretation of the overall dynamical evolution
of collapse simulations. Our simulations indicate that fragmentation of the central clump is
likely and therefore lmax = 19 is the minimum resolution required in this study to resolve the
central dynamics and this is the resolution we choose for further analysis.
Hence, we use the spatial structure identified in the lmax = 19 RAMSES simulation to
generate reasonably realistic initial conditions for NBODY6 simulations of the NSCs. We
caution here, however, that this approach is by no means unambiguous, and we aim to sample
realistic rather than exact initial conditions. The resolution effects on the transition from
the RAMSES to the NBODY6 simulations are further discussed in Section 3.6.1 where we































Fig. 3.4 The top panel shows the mass of the clump in the secondary collapsing object as a
function of time since the initial collapse. The data points represent the simulations and the
solid lines represent the fitting function described in the text. The black line shows the dark
matter mass, the red line shows the gas mass, and the green line shows the total mass. The
horizontal, dashed, black line represents the fiducial mass at which we expect the cluster to
form high mass stars. The first vertical, dashed, black line is the time at which the clump
reaches the fiducial mass and the second vertical dashed black line is 3.5Myr after the first
which is the point at which the clump mass is extracted. The bottom panel shows the radius
of the clump where the average density drops below 104 cm−3 as a function of time since the
initial collapse. The dashed, black vertical lines are at the same times as in the top panel and
a piecewise linear fit to the data is also shown.
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Fig. 3.5 View along the Jz axis of the densest cells which represent 2/3 of the total mass
within a 1.25pc radius of the densest cell for the three different resolutions (columns) and at
three different times (rows). The top row shows the initial collapse, the middle row is 5Myr
after collapse, and the bottom row is 14.3Myr after the collapse, the point at which we extract
the clump properties. Points in the bottom row represent the corresponding star forming
region of the clump. The three clumps labelled 1, 2, and 3 in the bottom middle panel
represent the three clumps which were extracted from the lmax = 19 simulation and used to
create non spherical initial conditions for simulation with NBODY6. The circle indicates a
radius of 1.25pc.
3.3 Part II: Direct N-body Simulations 59
demonstrate that regardless of the chosen resolution between our two high-resolution runs,
the masses of the VMSs which form remain consistent with each other.
For the run with our fiducial resolution with lmax = 19, the total volume of cells that
represent the densest 2/3 of the total gas mass in the star-forming region is 0.109 pc3. In this
simulation, we identify three distinct regions: a main central massive clump (clump 1), a less
massive, off-centre clump (clump 2), and a further, less massive, off-centre clump (clump
3) as indicated in the bottom-middle panel of Figure 3.5. The masses of these clumps are
9094.4M⊙, 835.4M⊙, and 170.4M⊙, respectively. The structure, orientation, and relative
velocities of these clumps are used in Part II of this work to generate a series of non-spherical
initial conditions for direct N-body simulations.
3.3 Part II: Direct N-body Simulations
3.3.1 Setup of the NBODY6 Simulations
3.3.1.1 From Birth Cloud to Star Cluster
To create initial conditions for the direct N-body simulations, a minimal bounding ellipsoid
enclosing all of the cells for each of the individual regions shown in the bottom-middle
panel of Figure 3.5 is computed5. We aim to create a set of star cluster initial conditions
which have the same spatial structure and bulk velocity properties as the gas bounded by the
three ellipsoids. The three clumps/star clusters will then be evolved together and allowed to
interact. To construct flattened, ellipsoidal star clusters for each individual clump identified in
the birth cloud, we first average the three primary axis lengths and then generate a spherical
star cluster with this radius using MCLUSTER (Küpper et al., 2011). For each initial sphere,
the axial ratios are scaled and the positions of individual stars are rotated and translated
according to the properties of the ellipsoids to reproduce the shapes and orientation of the
individual clumps with respect to each other. The velocities of individual stars are initialised
by choosing a value of the virial parameter Q (Q = 0.5 represents a virialized cluster and
Q < 0.5 represents dynamically cold clusters) for the initial spherical star cluster prior to
axis scaling and the velocities are rotated to be consistent with the reorientation of the
positions. We do not attempt to scale the magnitudes of the velocities and only vary Q for
the initial spherical cluster which determines how dynamically cold the initial cluster is. The
bulk velocities of clumps 2 and 3 with respect to clump 1 are calculated directly from the
5In addition to these three regions, there is a diffuse ring of mass located around the central clump and
parallel to the Jz axis. The total mass in this ring is 5% of the total mass in the main, central clump and we have
included it in the mass we list for clump 1 but do not take into account its volume.
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hydrodynamic simulation and added to the initial velocities of individual stars of clumps 2
and 3. We do not include a net rotation for the central clump which may delay core collapse.
The initial conditions for each of the individual clumps are then merged into one file to make
a single input for NBODY6.
The initial density profile of the spherical star clusters, prior to axis scaling, is varied
between a Plummer model (Plummer, 1911) and a constant-density model. We further use
the fractal dimension option of MCLUSTER to model inhomogeneous systems where stars are
sub-clustered to account for the spatial inhomogeneity in real star-forming systems. D = 3.0
represents a cluster with no fractalization and D = 1.6 represents a very clumpy distribution
(Goodwin & Whitworth, 2004). We should note here that for both the Plummer and the
fractal models, not all stars in the initial conditions are placed within the bounding ellipsoid.
Higher values of D effectively increase the initial volume that contains the stars and therefore
lower the average initial densities.
The dark matter and gas not converted to stars are modelled as an external potential with
a Plummer sphere and the virial radius is set to be 1.25 pc, matching that of the cosmological,
hydrodynamic simulation. The initial mass of the external potential is 7524.7M⊙ and
this mass increases at a rate of 6.04×10−4M⊙ yr−1 over the course of the simulations as
measured from the RAMSES simulation to represent the gas and dark matter accretion on
to the NSC. Accretion at this rather low rate affects the dynamics of the star cluster very
little, but it is included for completeness. Note that accretion at higher rates could play an
important role in the evolution of the cluster.
3.3.1.2 Gravity Solver
The evolution of these embedded star clusters and the formation of VMSs from runaway
stellar collisions are modelled with the GPU-accelerated version of NBODY6 (Aarseth,
1999; Nitadori & Aarseth, 2012). The minimum energy conservation requirement is set to
∆E/E ≤ 10−3. Because the remaining gas and dark matter are modelled as a background
potential which is variable as a function of the gas accretion and expulsion rates, energy is
not strictly conserved.
3.3.1.3 Stellar Evolution and Metallicity Effects
Stellar evolution for individual stars is modelled with the SSE and BSE packages (Hurley et al.,
2000, 2002) built into NBODY6. All stars begin on the zero-age main sequence (ZAMS).
The lifetimes of the most massive stars are reasonably constant at M > 40M⊙, and range
from ≈ 3.5−5Myr with decreasing mass. These values are rather independent of metallicity.
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At this epoch in the cluster lifetime, the most massive stars begin to undergo supernovae,
a process which is not modelled in our simulations. For this reason, all simulations are
stopped at 3.5Myr when the first massive star evolves off of the main sequence. Contrary
to main-sequence lifetimes, radii of stars are heavily dependent on metallicity and only
converge for lower mass stars. The stellar evolution package native to NBODY6 does not
inherently sample the metallicity of our cluster.
The models of Baraffe et al. (2001) predict that stars with mass M ≈ 100M⊙ and metal-
licity Z = 10−4Z⊙ have radii of roughly half that of the lowest metallicity native to NBODY6.
We apply a correction term to the radii to account for this. At M < 10M⊙, all radii are
as computed for the lowest metallicity available in NBODY6 and for M > 10M⊙, a linear
interpolation is applied so that 100M⊙ stars have a radius half that predicted by the stellar
evolution packages.
Glebbeek et al. (2009) demonstrated that at high metallicity, stellar winds become the
dominant mode of mass-loss from a star and can significantly limit the final remnant mass
of a collision product. We have implemented the mass-loss rates of Vink et al. (1999, 2000,
2001) and apply them to the collisionally produced stars with M > 100M⊙. The strength
of the wind scales with the metallicity. Lower metallicity stars undergo far less mass-loss
than their higher metallicity counterparts. For the metallicity considered here, stellar winds
are inefficient at decreasing the mass of the VMS over the main-sequence lifetimes of these
stars. However, real NSCs are likely to exhibit a range in metallicities and this will become
important if the metallicity of the cluster is significantly increased.
Another consequence of the decreased wind strength is the inability of the stars to unbind
the gas from the cluster. This may decrease the number density of stars throughout the cluster.
Using models from STARBURST99, (Leitherer et al., 1999), for a Salpeter stellar IMF with a
maximum mass of 100M⊙ and an instantaneous starburst, we can calculate the integrated
mechanical luminosity of our star cluster by scaling by the mass and Z0.5. Our simple model
assumes that the mechanical luminosity is dominated by winds rather than radiation. By
comparing this energy input to the binding energy of the cluster, we find that the energy input
from the stars only becomes comparable to the binding energy of the cluster at ≈ 3.5Myr
which is the lifetime of the most massive stars in the cluster and the point at which we stop
the simulations. This calculation also assumes that all of the mechanical luminosity couples
to the gas efficiently. We can, therefore, safely neglect gas expulsion in our simulations.
3.3.1.4 Treatment of Stellar Collisions
As the simulations begin with all stars on the ZAMS and are truncated after 3.5Myr, the
only collisions which can occur are those between two main-sequence stars. A sticky sphere
62 Seeding High-Redshift QSOs by Collisional Runaway in Primordial Star Clusters
approximation is used so that if the distance between the centres of the two stars is less
than the sum of the radii, it is assumed that the stars have merged. All of the stars in the
simulations are on the main sequence and we assume that when stars collide, the remnant is
also a main-sequence star. The new star is assumed to be well mixed and the new lifetime
is given to be consistent with Tout et al. (1997). This results in a slight rejuvenation of the
lifetime. If the collision product has M > 100M⊙, the resulting evolution is treated as a
100M⊙ star.
Smoothed particle hydrodynamic simulations which have studied the mergers of main-
sequence stars have shown that not all of the mass that enters a collision is necessarily
retained. The mass ratio of the stars, as well as the orientation of the collision, ranging
from head on to grazing, influences the amount of mass that is lost (Dale & Davies, 2006;
Trac et al., 2007). Glebbeek et al. (2013) demonstrated that the mass-loss is also slightly
dependent on the types of stars which merge. Since all stars in our simulations are on
the main sequence, we adopt approximated mass-loss rates consistent with the high-mass









where M1 is the mass of the primary and M2 is the mass of the secondary. The mass-loss is
roughly constant for all mass ratios with M2/M1 > 0.7. This is enforced in our equation. We
only calculate this mass-loss when the stars collide almost head-on such that the distance
between the two centres is less than half the sum of the two radii of the stars and when
the orbital kinetic energy of the secondary star just prior to the collision is greater than the
binding energy.
3.3.1.5 Star Formation Efficiency
In the local Universe the SFE, ε = M∗/(M∗+Mg), is ≈ 10− 30% (Lada & Lada, 2003).
However, we do not know whether this is applicable to the high-redshift Universe where the
environment is very different. Dib et al. (2011) have demonstrated that the SFE increases
exponentially with decreasing metallicity with no relation to the mass of the birth cloud. The
metallicity studied in their work is three orders of magnitude greater than the metallicity
floor of 10−4Z⊙ used in this study which may suggest that the SFE in the NSC forming in
our simulated galaxy could have ε ≫ 35%. Simulations of Pfalzner & Kaczmarek (2013)
show that, in order to reproduce characteristics of local compact clusters of similar mass to
the NSC that forms in our simulation, SFEs of 60−70% need to be assumed. This finding
is further supported by the simulations of Fujii (2015) which demonstrate that a local SFE
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of more than 50% is needed for the formation of young massive clusters to have properties
similar to the objects in the local Universe. Both observations and the simulation results
discussed suggest that it is indeed appropriate to assume a rather high SFE in our star cluster
simulations.
For our fiducial model, we adopt ε = 2/3 which is defined at the point at which we
extract the clump properties in the simulation. We should note, however, that the SFE is
dependent on how the edge of the clump is defined. This is not necessarily consistent between
simulations and observations. We have chosen a fiducial density threshold of 104 cm−3 which
is higher than the densities at the edges of many local molecular clouds. Since observations
may probe lower densities, the SFE which we quote will appear higher than the true efficiency
if a fair comparison would be made between observations and the simulation. For example,
if we consider a sphere of radius 10 pc around the densest cell and consider only gas with
ρ ≥ 102 H cm−3, the effective SFE would be equivalent to 22%.
Because mass is accreting onto the NSC, the SFE calculated at the beginning of the
simulation is higher than it would be if calculated just prior to the most massive stars going
supernova. With the mass accretion rate of M˙clump = 6.0× 10−4M⊙ yr−1 taken from our
RAMSES simulation, the effective SFE at the end of the N-body simulation drops to 57%,
10% lower than the initial value. The impact of varying the SFE on our results is further
discussed in Section 3.6.2 where we relax the assumption of ε = 2/3.
3.3.1.6 Possible Outcomes of Runaway Collisions
There are three possible outcomes of the cluster evolution that we are interested in identifying:
(1) when collisional runaway results in the formation of a VMS with M > 260M⊙, (2) when
stellar collisions result in the formation of a pair-instability supernova (PISN) which occurs
when mergers produce a star with 150 < M < 260M⊙, and (3) when collisions do not lead
to efficient runaway growth and no star exceeds the PISN mass threshold. In order to sample
the probability of each outcome, we generate multiple realisations of each set of initial
conditions.
The runaway collision process begins when the high-mass stars sink to the centre of the
cluster and dynamically form binaries. Encounters with other stars perturb these binaries
by either three- (or many-) body scatterings or by binary exchanges. The semimajor axis of
the dominant binary continues to shrink as the system loses energy due to these encounters
and if the eccentricity becomes high enough, the two stars merge. This process of binary
capture followed by a merger repeats until the core evolves to sufficiently low density or the
supernovae from the first massive stars disrupt the cluster. To demonstrate this process in
practice, we show in Figure 3.6 the number of binaries as a function of time as well as the
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Fig. 3.6 In the left panel, we show the number of binaries as a function of time for a
representative NBODY6 simulation with the top-heavy Salpeter IMF, with no initial binaries
or primordial mass segregation, that results in a VMS with a mass of MVMS = 455.1M⊙ after
9 separate collisions. The right panel shows the mass of the collisional runaway as a function
of time for the same simulation. The solid vertical line is the lifetime of the most massive
stars in the cluster and the point at which the simulation is stopped. The light and dark grey
regions represent the mass ranges where PISNs and IMBHs potentially form. In each panel,
the time at which the VMS underwent a collision/merger is indicated with a dashed vertical
line where black represents a binary collision and red represents a hyperbolic collision.
mass evolution of the collisional runaway star for a representative star cluster simulation
which forms a VMS with a mass of MVMS = 455.1M⊙ after nine separate collisions. We
indicate the times of a collision and see that most of these coincide with the points at which
the number of binaries changes. The two specific instances where the collision time is not
related to a change in the number of binaries occur when the VMS undergoes a hyperbolic
collision. The masses of the secondary objects in these types of collision tend to be small
with the average secondary mass of the hyperbolic collision being 1.05M⊙ compared to the
average mass of the secondary star in binary mergers being 56.2M⊙. Hence, the hyperbolic
collisions tend to contribute negligible amounts of mass to the overall mass of the VMS.
3.3.2 Results of the Direct N-body Simulations
3.3.2.1 Non-Spherical N-body Simulations
We begin by studying the non-spherical star clusters which are set up to reproduce the mass
distribution obtained from the cosmological simulations.
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Fig. 3.7 Initial evolution of the number density of the core as a function of time for models
with D = 3.0 (left), D = 2.6 (middle), and D = 1.6 (right). Red lines represent models that
were initialised with Plummer potentials (P) while black lines started at constant density
(CD). Initial values of Q = 0.5 and Q = 0.1 are indicated by the solid and dot-dashed lines,
respectively. The blue line in the left panel shows the evolution of a comparison spherical
model (S) with D = 3.0, Q = 0.5, and fc = 0.5.
3.3.2.1.1 Varying the Density Profile, Q and D In Table 3.1, we list the initial conditions
for all of the models sampled in this section as well as the results. We fix the stellar IMF to a
top-heavy6 Salpeter IMF (TH_Salp) such that Mmin = 1M⊙, Mmax = 100M⊙ and α =−2.35.
For each of these models, 50 realisations have been run. The fraction of models which
produce a VMS does not exceed 12% and the most massive VMSs have masses in the range
275-410M⊙. The average number of collisions for these models is rather low. This prohibits
collisional runaway in the majority of realisations. In Figure 3.7, we plot the core number
density7 for this initial set of models and see that it increases extremely quickly within
the first 0.25Myr and slowly decreases thereafter. Even models which do not form VMSs
exhibit this generic behaviour. This number density rarely peaks above 106 pc−3 and the final
number density always converges to values of ≈ 2×104 pc−3 at t = 3.5Myr. Differences in
the initial degree of fractalization have a very small effect on the core number density. The
total number of collisions increases in the models with lower values of D. However, this does
not affect the fraction of models which produce VMSs. This increase is likely to be due to a
higher initial local number density in the more fractal models. There is a clear difference in
the peak core number density between models which are initialised with a Plummer profile
compared to those initialised with constant density. The Plummer models start with higher
core number densities and also reach higher densities. Despite this, the models all converge
6By “top-heavy” we mean that more mass is locked in high mass stars for this IMF compared to others we
sample which have the same slope but a lower Mmin. This should not be confused with an IMF where most of
the mass is in high mass stars.
7The core radius is computed following Casertano & Hut (1985) where the density at each particle is
calculated using the five nearest neighbours.
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within ≈ 1Myr to a core number density of ≈ 105 pc−3. The models which were initialised
with lower Q also reach higher densities than their counterparts. This is expected because
the colder clusters are more susceptible to the initial collapse. The increase in number of
collisions for the coldest clusters is very marginal (see Table 3.1) and once again, there is no
increase in the fraction of VMSs that are produced.
3.3.2.1.2 Primordial Mass Segregation Many observations suggest that star clusters
may form with a high degree of mass segregation (e.g., Gouliermis et al. 2004 and Chen et al.
2007). The simulations of Moeckel & Clarke (2011) demonstrate that during the accretion
phase of gas onto protostars, mass segregation naturally occurs because of the distribution
of masses of the protostars. We do not simulate this phase but, if this occurs before the
stars evolve to the ZAMS, our simulations should be initialised with some degree of mass
segregation. Using the algorithm of Baumgardt et al. (2008) which produces clusters in
virial equilibrium for chosen degrees of mass segregation (denoted S = 0 for a primordially
unsegregated cluster and S = 1 for a fully mass segregated cluster), we introduce mass
segregation into the initial spherical clusters prior to scaling the axial ratios and adjusting the
positions and velocities. However, the introduction of mass segregation into the models has a
very minimal effect on the results of these simulations (see Table 3.1). The mean number of
collisions remains roughly consistent with models without primordial mass segregation and
there is a tendency for primordially mass segregated models to produce slightly more PISNs.
The number of VMSs that form remains the same as do the average masses of the VMSs.
Regardless of many of the assumptions made to produce the initial conditions, the masses
of the VMSs are robust. However, fVMS will change with initial central density and this is
further discussed in Section 3.6.1 where we use the non-spherical initial conditions taken
from the lmax = 20 cosmological simulation to study the formation of collisional runaway in
a denser cluster.
3.3.2.2 Spherical N-body Simulations
Our simulations, taking into account the flattened and asymmetric spatial distribution of the
gas in the central regions of the galaxy found in the cosmological hydrodynamic simulation,
have succeeded in producing VMSs which may directly collapse into IMBHs. The simulated
star clusters become spherical within a few hundred thousand years. However, note that
this time-scale is dependent on the initial rotation within the sub-clumps. This has not
been included in our simulations. Rotation tends to delay core collapse and should prolong
the phase where the star cluster is in an asymmetric flattened state. While the clusters
do become spherical rather quickly, it is important to note that the initial dynamics differ
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Non-Spherical Models
Initial Conditions Results
ρinit IMF Q D S N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
M⊙ M⊙ M⊙ 109M⊙
P TH_Salp 0.5 3.0 0.0 2.20 8.0±4.0 32.0±8.0 60.0±11.0 83.9 323.1 297.1 2.98
P TH_Salp 0.3 3.0 0.0 1.84 8.0±4.0 40.0±8.9 52.0±10.2 80.9 369.9 305.3 3.06
P TH_Salp 0.1 3.0 0.0 1.88 4.0±2.8 46.0±9.6 50.0±10.0 82.1 303.0 297.4 2.98
P TH_Salp 0.5 2.6 0.0 1.82 6.0±3.5 24.0±6.9 70.0±11.8 91.0 308.6 306.5 3.08
P TH_Salp 0.3 2.6 0.0 2.04 4.0±2.8 40.0±8.9 56.0±10.6 89.9 336.5 309.1 3.10
P TH_Salp 0.1 2.6 0.0 2.20 8.0±4.0 38.0±8.7 54.0±10.4 71.6 370.5 332.5 3.34
P TH_Salp 0.5 1.6 0.0 3.96 8.0±4.0 38.0±8.7 54.0±10.4 82.2 398.4 302.6 3.04
P TH_Salp 0.3 1.6 0.0 3.34 2.0±2.0 52.0±10.2 46.0±9.6 89.2 312.6 312.6 3.14
P TH_Salp 0.1 1.6 0.0 4.36 10.0±4.5 30.0±7.7 60.0±11.0 73.5 356.7 316.7 3.18
P TH_Salp 0.5 3.0 1.0 1.78 6.0±3.5 32.0±8.0 62.0±11.1 80.1 338.8 303.6 3.05
P TH_Salp 0.3 3.0 1.0 1.80 4.0±2.8 48.0±9.8 48.0±9.8 82.6 300.6 287.5 2.88
P TH_Salp 0.1 3.0 1.0 1.74 12.0±4.9 30.0±7.7 58.0±10.8 88.2 339.7 326.0 3.27
CD TH_Salp 0.5 3.0 0.0 1.56 6.0±3.5 32.0±8.0 62.0±11.1 89.4 302.8 288.4 2.89
CD TH_Salp 0.3 3.0 0.0 1.98 4.0±2.8 36.0±8.5 60.0±11.0 74.0 275.5 268.2 2.69
CD TH_Salp 0.1 3.0 0.0 2.06 10.0±4.5 40.0±8.9 50.0±10.0 77.8 411.5 305.7 3.07
CD TH_Salp 0.5 2.6 0.0 2.22 4.0±2.8 38.0±8.7 58.0±10.8 76.1 320.5 310.0 3.11
CD TH_Salp 0.3 2.6 0.0 1.56 0.0±0.0 38.0±8.7 62.0±11.1 - - - -
CD TH_Salp 0.1 2.6 0.0 2.04 10.0±4.5 46.0±9.6 44.0±9.4 86.4 332.5 302.5 3.04
CD TH_Salp 0.5 1.6 0.0 7.90 4.0±2.8 42.0±9.2 54.0±10.4 81.3 310.5 289.1 2.90
CD TH_Salp 0.3 1.6 0.0 7.12 8.0±4.0 36.0±8.5 56.0±10.6 82.7 428.6 321.1 3.22
CD TH_Salp 0.1 1.6 0.0 8.22 2.0±2.0 48.0±9.8 50.0±10.0 54.7 278.8 278.8 2.80
CD TH_Salp 0.5 3.0 1.0 1.80 2.0±2.0 34.0±8.2 64.0±11.3 99.2 358.0 358.0 3.59
CD TH_Salp 0.3 3.0 1.0 2.20 10.0±4.5 44.0±9.4 46.0±9.6 80.7 355.5 302.0 3.03
CD TH_Salp 0.1 3.0 1.0 2.00 8.0±4.0 48.0±9.8 44.0±9.4 94.9 320.2 295.4 2.96
Table 3.1 ρinit: the initial density profile of the cluster. “P" represents a Plummer sphere and
“CD" represents a constant density model. IMF: the initial stellar IMF of the models. Q:
virial ratio of the initially spherical star clusters. Q = 0.5 represents a spherical star cluster in
virial equilibrium and Q < 0.5 represents a dynamically colder system. D: fractal dimension
of the cluster. D = 3.0 is a smooth cluster and D = 1.6 represents a very fractal distribution.
S: initial degree of mass segregation in the cluster. S = 0 represents a cluster without mass
segregation and S = 1 is a fully segregated cluster. N¯coll: average number of collisions
over all of the realisations. fVMS, fPISN, fNE: percentage of realisations which produce a
VMS, PISN, or neither respectively. Error bars on these values assume Poisson statistics.
M¯seed: average mass of the star which seeded the collisional runaway for simulations which
produced a VMS. MVMS,max: mass of the most massive VMS which formed in all of the
realisations. M¯VMS: average mass of the VMSs which form in the simulations that produce
VMSs. MSMBH: the average mass of a SMBH at z = 6 assuming Eddington limited accretion
with a radiative efficiency of ε = 0.1. For all models, 50 realisations are simulated.
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between non-spherical and spherical clusters. The evolution of the core number density of a
spherical model which has a similar initial central density follows closely the non-spherical
models with D = 3.0 and Q = 0.5 except for an initial spike which is due to the presence of
a secondary clump in the non-spherical models (see the left-hand panel of Figure 3.7). This
evolution differs from the colder and fractal non-spherical models in that the central number
density rises slowly and does not decrease by 1Myr. Regardless of this difference, we show
in the following sections that the specific evolution makes little difference for fVMS or M¯VMS,
and the parameters that affect the results the most are the initial central density and the mass
of the system. While the change in dynamics is interesting in its own right, it appears not to
be of particular importance for the results of our work here. For that reason we explore a
wider range of parameters for spherical star clusters and emphasise that this is likely a safe
approximation when studying parameters such as fVMS or M¯VMS.
3.3.2.2.1 Setup of Spherical Star Clusters Observations of local clusters as well as
simulations (Bate, 2012; Girichidis et al., 2011; Lada & Lada, 2003) show that star formation
occurs deeply embedded in molecular clouds and that stars tend to form in the central high-
density regions. To set the radius of our spherical star clusters for a given mass, we assume an
isothermal density profile. We calculate the radius of the cluster such that the mass enclosed
equals εMclump and set this as the radius which encloses the stars up to a constant factor fc.
The mass within this radius is redistributed into a Plummer sphere and the remaining gas and
dark matter are smoothed over a second Plummer sphere with a radius of the original clump
multiplied by the same contraction factor fc.





where Mclump = M∗+Mg and Rclump is the initial radius of the clump. We can then calculate












Here, M∗,p = [(3π16 fc)
2+1]3/2M∗, a∗,p = 3π16 fcR∗ and fc is an arbitrary contraction factor.
We set the radius of the gas, Rg, equal to the original radius of the clump times fc, and
smooth the mass over a Plummer sphere, so we find that the enclosed mass profile for the
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Spherical Models
Initial Conditions Results
R∗,vir fc Q D N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
pc per cent per cent per cent M⊙ M⊙ M⊙ 109M⊙
0.071 0.1 0.5 3.0 9.08 82.0±12.8 18.0±6.0 0.0±0.0 83.9 694.5 477.9 4.80
0.143 0.2 0.5 3.0 4.56 58.0±10.8 30.0±7.7 12.0±4.9 86.6 494.0 355.6 3.57
0.215 0.3 0.5 3.0 2.48 20.0±6.3 55.0±10.5 24.0±6.9 86.3 408.8 336.5 3.38
0.358 0.5 0.5 3.0 1.12 4.0±2.8 38.0±8.7 58.0±10.8 85.3 264.1 263.6 2.65
0.358 0.5 0.5 2.6 1.48 4.0±2.8 44.0±9.4 52.0±10.2 92.4 382.4 338.2 3.39
0.358 0.5 0.5 1.6 3.28 4.0±2.8 50.0±10.0 46.0±9.6 78.5 301.0 297.0 2.98
0.358 0.5 0.3 3.0 0.92 0.0±0.0 40.0±8.9 60.0±11.0 - - - -
0.358 0.5 0.3 2.6 1.28 0.0±0.0 52.0±10.2 48.0±9.9 - - - -
0.358 0.5 0.3 1.6 3.02 6.0±3.5 38.0±8.7 56.0±10.6 84.6 303.1 326.3 3.27
Table 3.2 All models assume a TH_Salp IMF with Mmin = 1M⊙, Mmax = 100M⊙, ε = 2/3,
and M∗ = 1.01×104M⊙. R∗,vir: virial radius of the stellar component. fc: contraction factor.








where Mg,p = [(3π16 fc)
2+1]3/2Mg and ag,p = 3π16 fcRg.
Figure 3.4 shows that a small amount of dark matter is also present within the collapsing
clump of gas at the centre of our minihalo. We include this mass in the external gas potential
of our star cluster.
In Figure 3.8, we plot the average initial density profiles for spherical clusters with
fc = 0.1, 0.2, 0.3, and 0.5 and compare with the spherically averaged density profiles of
the Plummer and constant density models for our non-spherical star clusters discussed in
Section 3.3.2.1. Note that the Plummer models used in the non-spherical simulations are
similar to the models used in the spherical simulations with fc = 0.5. The constant-density
models used in the non-spherical simulations are less dense in the inner regions than all
of the spherical models considered here; however, they maintain a higher density at larger
radii. We found, however, that the difference between the Plummer and constant-density
models does not significantly affect the probabilities of forming a VMS nor does this affect
how massive these stars become. For this reason, we only investigate spherical clusters with
Plummer density profiles.
3.3.2.2.2 Varying fc, Q, and D In Table 3.2, we list the initial conditions for these
spherical models where we vary fc, Q, and D. As we have seen in Figure 3.8, fc controls
the initial central density of the cluster and we found that for fixed mass, the initial central
density is the most important parameter in determining what percentage of clusters produce
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Fig. 3.8 Density profiles of spherical models (dashed black) are compared with the spherically
averaged density profiles of the non-spherical models. The red lines indicate models with a
Plummer density profile and the blue lines are for models with a constant density profiles.
The three different lines show D =3.0, 2.6, and 1.6. The models with D = 3.0 and 2.6 are
indistinguishable while the models with D = 1.6 have a slightly lower density in the inner
regions of the cluster. Spherical models with decreasing central densities represent clusters
with fc = 0.1, 0.2, 0.3, and 0.5 as annotated. fc is the fraction by which the initial radius of
the clump is contracted to produce these models.




























Fig. 3.9 fVMS (top) and MVMS,max (bottom) as a function of the initial central stellar mass
density for the TH_Salp IMF assuming S = 0 and b = 0. The data points come directly from
the simulations and error bars are 1σ Poisson errors. We the best fit lines from Equations
3.8 & 3.9 are shown.
a VMS as well as how massive the VMS can grow (see Table 3.2). In Figure 3.9, we plot
the mass of the most massive VMS that formed as well as the fraction of clusters which
produced a VMS as a function of initial central density. Both the fraction and the mass of the
VMS are increasing with the increase in initial central density. The increase of both of these
values is reasonably linear in logρ and can be approximated as
fVMS = 42.6log10(ρ∗,max)−231.2%, (3.8)
and
MVMS,max = 214.1log10(ρ∗,max)−900.1 M⊙. (3.9)
Similar to the non-spherical models, decreasing Q from 0.5 to 0.3 does not affect fVMS
or N¯coll. We found a small increase in N¯coll for the more inhomogeneous models, similar to
what we found for our non-spherical NBODY6 simulations. This is likely to be due to the
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Initial Mass Functions
Name Mmin Mmax α
M⊙ M⊙
Salp 0.1 100.0 −2.35




Flat 1.0 100.0 −2.00
Table 3.3 Table of the different IMFs sampled for the simulations of spherical star clusters.
higher local initial densities. The value of D, however, does not change fVMS. Based on the
results in Table 3.2, a spherical cluster with fc between 0.5 and 0.3, Q = 0.5 and D = 3.0
should give very similar results to the non-spherical models.
3.3.2.2.3 Varying the IMF As the stellar IMF is highly uncertain, especially at high
redshift, we test the effect of varying the IMF. The parameters of the different IMFs im-
plemented are listed in Table 3.3. In Table 3.4, we list the initial conditions and results of
the models where the IMF is varied. For these models, we have assumed fc = 0.2 which
was previously determined to have a high percentage of models which produce a VMS (see
Table 3.2).
As the mean mass of the IMF is increased, the fraction of realisations which produce a
VMS remains consistent within error bars and therefore, regardless of the IMF, the likelihood
of producing a VMS in a high-redshift NSC is the same for an NSC of this mass. However,
the average number of stellar collisions increases for models with lower average stellar mass
(m¯) due to the higher number density of stars. Furthermore, MVMS,max and M¯seed tend to
increase as the IMF becomes more top heavy. This is expected because there are simply
more high-mass stars in the runs with more top-heavy IMFs and therefore, the mean mass
per collision will increase. We can also see that M¯seed slightly increases with increasing m¯
which also reflects the availability of more high-mass stars.
3.3.2.2.4 Primordial Binaries and Mass Segregation: Observations suggest the pres-
ence of a significant fraction of binaries in young stellar clusters, especially for high-mass
stars (Hut et al., 1992; Sana et al., 2009). A large binary fraction at the centres of star clusters
can effectively heat the cluster and prevent core collapse. This decreases the maximum value
of the central density which may inhibit the formation of a VMS due to collisional runaway.
When clusters are initialised with binaries, massive stars with mass greater than 5M⊙ are
preferentially put in binaries. For low-mass binaries, we use a period distribution consistent
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Spherical Models: Varying the Stellar IMF
Initial Conditions Results
IMF M¯max m¯ N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
M⊙ M⊙ % % % M⊙ M⊙ M⊙ 109M⊙
Salp 79.5 0.35 8.95 40.0±14.1 50.0±15.8 10.0±7.1 75.2 353.1 295.3 2.96
TH_Salp 90.4 3.09 4.56 58.0±10.8 30.0±7.7 12.0±4.9 86.6 494.0 355.6 3.57
Kroupa 88.8 0.64 5.80 44.0±9.4 38.0±8.7 18.0±6.0 84.0 433.2 333.9 3.35
Flat 96.1 4.65 3.44 48.0±9.8 40.0±8.9 12.0±4.9 89.9 591.5 376.7 3.78
Table 3.4 M¯max: the average maximum mass star over all realisations of the cluster. m¯: the
average stellar mass over all realisations of the cluster. See Table 3.1 for definitions of other
values. 50 realisations were run for all models except the model with the Salp IMF where
only 20 simulations are used.
Spherical Models: Primordial Binaries and Mass Segregation
Initial Conditions Results
IMF M¯max m¯ S b N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
M⊙ M⊙ % % % M⊙ M⊙ M⊙ 109M⊙
TH_Salp 90.4 3.09 0.0 0.0 4.56 58.0±10.8 30.0±7.7 12.0±4.9 86.6 494.0 355.6 3.57
TH_Salp 90.4 3.11 0.5 0.0 4.78 66.0±11.4 26.0±7.2 8.0±4.0 85.8 516.8 352.7 3.54
TH_Salp 90.6 3.08 1.0 0.0 3.64 36.0±8.5 48.0±9.8 16.0±5.7 83.2 406.1 318.5 3.20
TH_Salp 92.6 3.10 0.0 0.5 17.6 32.0±8.0 50.0±10.0 18.0±6.0 81.9 438.4 319.0 3.20
TH_Salp 91.5 3.09 0.0 1.0 22.0 22.0±6.6 50.0±10.0 28.0±7.5 79.0 445.0 327.0 3.28
TH_Salp 91.4 3.09 0.5 0.5 18.0 42.0±9.2 44.0±9.4 14.0±5.3 81.5 515.1 344.0 3.45
TH_Salp 90.6 3.09 1.0 0.5 16.8 24.0±6.9 36.0±8.5 40.0±8.9 83.2 477.7 336.7 3.38
TH_Salp 90.0 3.09 0.5 1.0 23.7 46.0±9.6 36.0±8.5 18.0±6.0 80.1 465.3 353.7 3.55
TH_Salp 91.2 3.08 1.0 1.0 22.7 26.0±7.2 38.0±8.7 26.0±7.2 82.2 595.6 365.9 3.67
Kroupa 88.8 0.64 0.0 0.0 5.80 44.0±9.4 38.0±8.7 18.0±6.0 84.0 433.2 333.9 3.35
Kroupa 87.2 0.64 0.5 0.0 6.18 42.0±9.2 50.0±10.0 8.0±4.0 80.0 410.7 336.6 3.38
Kroupa 85.8 0.64 1.0 0.0 5.24 52.0±10.2 38.0±8.7 10.0±4.5 78.9 435.5 327.7 3.29
Table 3.5 Note that the TH_Salp and Kroupa models with S = 0 and b = 0 are the same
models listed in Table 3.4 and are shown here for ease of comparison. See Table 3.1 for
definitions of values. For all models, 50 realisations are run.
with Kroupa (1995) and for binary stars which have a primary star with mass greater than
5M⊙, we adopt the period distribution consistent with Sana & Evans (2011). We test the
effects of including primordial binaries as well as primordial mass segregation for these
spherical clusters and list the initial conditions in Table 3.5.
Introducing mass segregation for models with TH_Salp and Kroupa IMFs makes no
difference to M¯VMS. The same is true when binaries are introduced. In all cases, the average
VMS undergoes ≈ 1−3 collisions after the PISN mass threshold and with these low number
statistics, it is unsurprising that M¯VMS is roughly the same regardless of variations to these
initial parameters. We do, however, see a drastic increase in N¯coll when the clusters are
initialised with large binary fractions. The increase in the total number of collisions in
the cluster is clearly not affecting M¯VMS. For stars that are in binaries from the beginning,
interactions with other stars can efficiently remove energy from the binary and eventually
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drive the binary to a merger. Without binaries, the massive stars first have to sink to the centre
of the cluster and dynamically form binaries before merging can take place. However, the
average masses of the mergers are much lower for simulations with primordial binaries and
these newly formed, merged stars tend to have very little impact on the formation of a VMS.
Despite the evolution of the star cluster being significantly different for simulations with
primordial mass segregation and binaries, we can make robust predictions for the average
mass of a VMS that will form.
Although M¯VMS is only weakly dependent on most of the assumptions we have made, we
do find a factor of 3 change in the fraction of models which produce a VMS when including
mass segregation and binaries. While this does not affect the mass function of these objects,
it does affect their number density. Introducing binaries tends to decrease the number of
VMSs which form, while no trend is evident when increasing the degree of primordial mass
segregation. Including the binaries tends to heat the core and eject the low-mass stars, and
this influences the evolution of the core of the cluster where the collisions occur. The effect
of changing these assumptions is, however, much less significant than changes to the initial
central density of the star cluster.
3.3.2.2.5 Varying the Mass of the NSC Thus far, our work has focused on one simula-
tion of a single minihalo hosting one NSC with a particular mass. The Universe likely exhibits
a range of NSC masses with varying initial central densities and we also want to explore
how our results depend on the assumed mass of the NSC. Although the first collapsing halo
in our simulation is not metal enriched, to get an idea of the variance in the mass of the
NSCs in the early Universe, we can apply the same criteria that we used to define the NSC
in the secondary collapsing halo to determine a NSC mass for the first halo. The total mass
of the NSC in this halo, including gas and dark matter, is ≈ 2.3×104M⊙, which is clearly
more massive than the NSC in the secondary collapsing object. We run a few additional
simulations where we multiply the total mass of the spherical fc = 0.2 model by some factor
fm and correspondingly increase the radius of this model by f
1/3
m in order to determine how
massive an IMBH may become for different NSC masses. In Table 3.6, we list the initial
conditions and results of these models which have been averaged over 25 realisations. For all
models, we assume a TH_Salp IMF and Plummer model initial conditions8.
It is clear that for these more massive NSCs, the majority are likely to form an IMBH
with some producing IMBHs with masses greater than 1000M⊙. The average masses of the
VMSs are also significantly higher.
8Note that models with larger fm maintain a higher average density at larger radii.
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Spherical Models: Varying the Mass of the NSC
Initial Conditions Results
fm M¯max m¯ S b N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
M⊙ M⊙ % % % M⊙ M⊙ M⊙ 109M⊙
2 94.8 3.09 0.0 0.0 7.20 80.0±17.9 20.0±8.9 0.00±0.0 89.1 875.8 495.2 4.97
3 96.7 3.09 0.0 0.0 9.48 96.0±19.6 4.0±4.0 0.00±0.0 87.3 860.9 611.1 6.13
4 97.2 3.09 0.0 0.0 11.36 96.0±19.6 4.0±4.0 0.00±0.0 88.2 1016.7 671.4 6.74
Table 3.6 fm: fraction by which the mass of the NSC is scaled. The radius is scaled by f
1/3
m .
See Table 3.1 for definitions of other values.
3.3.3 Caveats and Limitations
The initial conditions of our models, in particular the central number and mass densities, play
a major role in determining the fraction of clusters which produce a VMS. Due to numerical
limitations, to the best of our knowledge, there is no study to date which has produced an
embedded cluster such as the one presented in this paper that had an IMF consistent with
observations which has been evolved from the protostellar accretion phase all the way to
the onset of the ZAMS. There is thus a clear disconnect between the types of simulations
which can form protostellar cores directly from molecular clouds and the direct N-body
simulations which can follow the subsequent evolution of these stars once the cluster has
completely formed. Simulations which follow the initial formation and gas accretion onto
protostellar cores explore how the physical properties of the collapsing molecular cloud and
the accretion dynamics affect the initial conditions of the star cluster (Bate, 1998, 2012; Bate
& Bonnell, 2005; Krumholz et al., 2012). We are unable to capture this direct link between
the properties of the birth cloud and the initial conditions of the star cluster with our direct N-
body calculations. In order to properly model this system, we would have to self-consistently
predict the distribution function and IMF of stars from the cosmological simulation and
run the simulation far beyond the initial stages of collapse. This is, unfortunately, beyond
current numerical capabilities. However, we have mitigated this by studying a large number
of possible initial conditions for the star clusters we have simulated. Therefore, we believe
that we can confidently conclude that, for our choice of physically motivated and reasonable
assumptions, our simulations predict collisional runaway to be a promising mechanism for
the formation of VMSs.
We have allowed the stars to grow far beyond the masses at which stellar evolution is
well understood due to the lack of observational constraints. In this regime, it is not obvious
whether such an object is stable and evolves like a normal star especially because it is created
by merging. For low-metallicity stars, the main-sequence lifetime and radius, which are
the most important stellar parameters for this work, begin to flatten at high masses. For
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these reasons, we have chosen to evolve them as 100M⊙ stars. Two other processes along
these lines are neglected in our simulations that will affect stellar collisions: the inflation of
the collisional remnant’s radius and the possible increase in the remnant’s main-sequence
lifetime. When stars undergo collisions, some of the kinetic energy from the collision is
absorbed into the envelope of the primary which can cause the merger remnant to have a much
greater radius than a comparable star with that mass which evolves normally on the main
sequence (Dale & Davies, 2006). The lifetime of this stage is likely much shorter than the
main-sequence lifetime of the star. However, the gravitationally focusing cross-section of the
star scales with radius so the probability of undergoing a collision can greatly increase during
this period (Dale & Davies, 2006). Further collisions will cause a similar effect, and thus, if
the time between collisions is short, the inflated radius can be sustained for long periods of
time. The mixing of the two colliding stars can introduce a fresh source of hydrogen into the
core and can increase the main-sequence lifetime of the remnant compared to a star with a
similar mass that evolves normally on the main sequence (Glebbeek et al., 2008, 2013). The
prolonged lifetime will increase the number of stellar collisions that remnant might undergo.
Both effects tend to improve the prospect of forming a VMS and by neglecting them, our
results should be conservative in this regard.
3.4 Implications for the (Early) Growth of Supermassive
Black Holes
We have demonstrated that high-redshift, dense, metal-poor NSCs are likely to host runaway
stellar collisions which produce VMSs and that this process is robust to a wide variety of
assumptions. We have, however, not addressed here what happens to the VMS once it forms
and there are also no observational constraints for stars of this mass. Heger et al. (2003)
predict that VMSs with the mass and metallicity as in our work will end their lives by directly
collapsing into an IMBH with minimal mass-loss. However, these predictions probably
need to be considered with a healthy scepticism given the lack of observational constraints.
Furthermore, we have assumed that when the stars merge, the remnant becomes an ordinary
main-sequence star. This is also uncertain as the impact of the merge certainly disrupts the
star at least temporarily and the subsequent stellar evolution also remains uncertain. With
these caveats in mind, we now assess briefly whether this mechanism can be responsible for
producing the population of bright quasars at z≈ 6−7 which has an observed lower limit
of 1.1×10−9 Mpc−3 (Venemans et al., 2013). To do this, we estimate the mass to which
IMBHs can grow by these lower redshifts and their expected space density.
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Under the assumption of Eddington-limited accretion, the mass of a black hole increases
as M = M0e((1−ε)/ε)(t/tEdd) where ε is the radiative efficiency and tEdd = σT c/(4πGmp)
(Frank et al., 2002). The magnitude of ε is somewhat uncertain and depends on the properties
of the accretion disc which surrounds the black hole as well as the spin of the black hole. Our
direct N-body simulations are run for 3.5Myr after the point at which we extract the clump
from the simulation. This corresponds to the lifetimes of the most massive stars. By this
point, the hydrodynamic simulation would have evolved to z = 25.88. Assuming a canonical
value of ε = 0.1 we calculate the expected mass of the black hole at z = 6 and tabulate the
results in Tables 3.1, 3.2, 3.4, 3.5, and 3.6. It is clear that regardless of many of the initial
assumptions of the IMF, binary fraction, initial mass segregation, SFE, and density profile,
the average masses of the VMSs that do form are sufficient to grow to the masses of the
black holes powering high-redshift quasars that we observe at z≳ 6 if the black holes can be
continuously fed at the Eddington accretion rate.
The mass range that we find for VMSs is well within the mass range of Pop. III stars
predicted by some simulations (Hirano et al., 2014). For simple models assuming Eddington-
limited accretion, there is little difference between assuming that the growth of SMBHs
starts with the remnants of Pop. III stars or assuming that the growth is seeded by the
VMSs resulting from runaway growth in Pop. II star clusters. What makes the latter route
perhaps more promising is the very different environment in which the collisional runaway
VMSs form compared to Pop. III stars. Johnson & Bromm (2007) predict a long time
delay for efficient accretion onto a black hole in the mass range studied in this work due to
radiative feedback on the surrounding medium. Only in haloes where the gas density remains
sufficiently high can this be avoided. Although even if the gas remains at high densities, the
radiative feedback still may limit the accretion to sub-Eddington levels (Milosavljevic´ et al.,
2009). Mergers with surrounding minihaloes may provide the dense gas supply necessary
to overcome most of the radiative feedback and efficiently feed the black hole. Recall
that the formation of a Pop. II NSC at these very high redshifts we study requires a close
neighbouring halo which can pollute the halo in which the IMBH forms with metals. The
haloes in our hydrodynamic simulations merge shortly after the IMBH is likely to form.
Thus, it appears unlikely that an IMBH which may form in our simulations would suffer a
long period of inefficient accretion.
A further difference between Pop. III remnant black holes and the IMBHs forming from
runaway stellar collisions is the presence of a surrounding star cluster in the latter scenario.
Alexander & Natarajan (2014) discuss the evolution of low mass black holes with M≈ 10M⊙
that are embedded in star clusters being fed by dense gas flows. They show that these black
holes can accrete at super-Eddington rates due to their random motions within the cluster. If
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high-redshift, dense star clusters have very top-heavy IMFs, this may indeed be relevant for
more massive black hole seeds. A similar mechanism was indeed suggested by Davies et al.
(2011) where dense inflows of gas can initiate core collapse and cause efficient merging in
the central regions of star clusters. The presence of the surrounding star cluster after the seed
has formed may be key for allowing the seed to grow efficiently.
Assuming that these SMBH seeds can accrete at the required rates, we can calculate an
approximate upper limit on the number density of SMBHs by calculating the total number
density of haloes enriched above the critical metallicity at the final redshift, z f in, such that
IMBHs can grow to 109M⊙ by z = 6. Assuming that the average mass of an IMBH that
forms in our simulation is 300 M⊙, z f in = 20. The number density of SMBHs at z = 6 then
is approximately
nSMBH = fp f f feddngal(> Mthresh), (3.10)
where fp is the fraction of haloes at z f in that have been metal enriched above Zcrit, f f is the
fraction of these haloes that form an IMBH, fedd is the fraction of the black holes which
can sustain Eddington-limited accretion, and ngal(> Mthresh) is the total number density of
galaxies above the mass threshold, Mthresh, which are possible sites for forming an IMBH.
We set Mthresh = 5×106M⊙, and using the Jenkins mass function (Jenkins et al., 2001), we
find, ngal ≈ 8Mpc−3. For the mass of the NSC which formed in our simulation, f f is likely
< 0.1. There is little constraint on the value of fp as we have little knowledge of the metal
enrichment of the intergalactic medium at these extremely high redshifts. Metal enrichment
in the early Universe is almost certainly very patchy and confined to over-dense regions.
However, even for f f = 0.01, a rather small value of fp ≈ 10−5 would be sufficient to explain
the observed SMBH number density based on this simple estimate with fedd = 1. The value
of fedd also remains highly uncertain and it is unlikely to be unity given the plethora of
environmental feedback mechanisms that inhibit efficient accretion onto black holes (Johnson
& Bromm, 2007; Milosavljevic´ et al., 2009; Park & Ricotti, 2011). For this to occur, black
holes would require a constant supply of cold, low-angular-momentum gas, and since we
do not follow the hydrodynamical simulation past the formation of the NSC birth cloud, it
is uncertain whether such a reservoir is available. Note, however, that the mass function of
IMBHs forming in high-redshift NSCs is unlikely to be a delta function at the minimum
mass required to form a SMBH by z = 6 so fedd need not be 1 for this process to produce
the population of observed SMBHs at z = 6. In addition, other mechanisms may allow
black holes to accrete at super-Eddington rates when a surrounding star cluster is present
(Alexander & Natarajan, 2014; Davies et al., 2011).
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3.5 Conclusions
Using a combination of high-resolution, cosmological hydrodynamic zoom-in simulations
and spherical and non-spherical direct N-body simulations, we have demonstrated that stellar
runaway growth at the centres of Pop. II NSCs in high-redshift, metal enriched protogalaxies
(20≲ z≲ 30) can produce VMSs with masses as high as 300−1000M⊙. We find that the
average masses of the VMSs that are produced in NSCs with a total mass of M∗ ≈ 104M⊙
are relatively robust to changes in the stellar IMF, number of primordial binaries, initial
degree of mass segregation, as well as initial density profile. However, the average masses
of the VMSs increase strongly with increasing initial central density or total cluster mass.
If the VMSs formed in this way can directly collapse to IMBHs with moderate mass loss,
they are promising seeds for growth into the billion solar mass black holes observed at z≈ 6.
Our simulations further predict an enhanced number of PISNs as the simulations which fail
to produce a VMS often host at least one or two high-mass collisions. This may result in a
rapid early enrichment of the IGM with metals and may cause the early pollution of other
protogalaxies making them also susceptible to the collisional runaway process. Modelling
the evolution of the host galaxy post-supernova will be needed to predict the effects of these
PISNs on their environment.
The presence of a large number of accreting IMBHs as well as an enhanced rate of PISN
should significantly alter the early evolution of galaxies and will have important implications
for the interpretation of observations of the high-redshift Universe.
3.6 Additional Material
3.6.1 Convergence Tests for Non-Spherical Initial Conditions
In Figure 3.3, we show that despite the fragmentation present in higher resolution simulations,
the mass contained in the central region of the central collapsing galaxy remains well
converged. To improve on this point, we plot the phase space diagrams of density versus
temperature at three different times for the lmax = 20 simulation in Figure 3.10. The evolution
is nearly identical to the lmax = 19 run which is shown in Figure 3.2, and the main difference
between these two simulations is caused by clump-clump interactions which affect the central
structure. The structure of the cells we identify as star forming in the lmax = 20 simulation
changes and becomes denser compared to the lmax = 19 run (see Figure 3.5). We can test
how these denser clumps affect the formation of VMSs by applying the same method for
creating initial conditions as used in Section 3.3.1.1 to the highest resolution simulation.
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Fig. 3.10 Mass-weighted phase space diagrams of density versus temperature at the initial
collapse (left), 5Myr after the collapse (centre), and 14.3Myr after collapse (right). This
includes all gas within 10pc of the densest cell. The gas cools to a few hundred kelvin
initially due to H2 cooling then reaches the CMB temperature floor due to HD and metal




ρinit IMF Q D S N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
M⊙ M⊙ M⊙ 109M⊙
CD TH_Salp 0.5 3.0 0.0 2.38 16.0±5.7 46.0±9.6 38.0±8.7 87.6 311.8 290.4 2.91
CD TH_Salp 0.3 3.0 0.0 2.40 18.0±6.0 56.0±10.6 26.0±7.2 84.8 351.3 294.3 2.95
CD TH_Salp 0.1 3.0 0.0 2.44 24.0±6.9 32.0±8.0 44.0±9.4 89.0 349.0 296.6 2.98
Table 3.7 50 realisations of each model are generated. See Table 3.1 for definitions of the
listed quantities.
In Table 3.7, we list the initial conditions and results of direct N-body simulation run
using as input the lmax = 20 run. Even though these runs have slightly less mass, we find
that fVMS has increased due to the increase in density. Overall, M¯VMS remains reasonably
consistent with our previous results which suggest that this mass is robust.
3.6.2 Varying the Star Formation Efficiency
Most of our models were based on the assumption of a SFE of ε = 2/3 which is motivated by
a series of observations and simulations. We test two models where the SFE is changed and
these models are listed in Table 3.8. The cluster parameters are derived using Equations 3.4-
3.7 and note that the initial central densities of the clusters are dependent on the chosen ε .
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Spherical Models: Varying the Star Formation Efficiency
Initial Conditions Results
ε M∗ R∗,vir fc Q D N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
104M⊙ pc % % % M⊙ M⊙ M⊙ 109M⊙
1/2 0.76 0.107 0.2 0.5 3.0 3.90 50.0±10.0 40.0±8.9 10.0±4.5 84.1 492.8 345.8 3.47
1 1.52 0.215 0.2 0.5 3.0 4.40 45.0±9.5 40.0±8.9 15.0±5.5 82.8 551.0 402.5 4.04
Table 3.8 20 realisations of each model are generated. See Table 3.1 for definitions of the
listed quantities.
Spherical Models: Alternative Mass Segregation
Initial Conditions Results
Profile Parameters N¯coll fVMS fPISN fNE M¯seed MVMS,max M¯VMS MSMBH
% % % M⊙ M⊙ M⊙ 109M⊙
Subr S = 0.5 3.92 50.0±10.0 36.±8.50 14.0±5.3 84.4 559.5 350.3 3.51
Table 3.9 See Table 3.1 for definitions of the listed quantities.
We see that VMSs can form in clusters with lower M∗ although they likely require higher
central densities.
3.6.3 Alternative Model for Mass Segregation
We generate one additional model in order to compare an alternative method for primordial
mass segregation with the one we have used previously in order to determine how sensitive
our results are to the algorithm used. Here we adopt the algorithm of Šubr et al. (2008)
and the results are listed in Table 3.9. For this model, we use the TH_Salp IMF and it is
directly comparable with the model in Section 3.3.2 with the same IMF and initial degree of
primordial mass segregation. Within the 1σ errors on the percentages of VMSs and PISNs
that form, these models are entirely consistent suggesting that our choice of mass segregation
algorithm does not significantly affect the results.

Chapter 4
Interpreting ALMA Observations of the
ISM During the Epoch of Reionization
“You have no evidence. Han-stupid
destroyed everything.”
Mugatu
We present cosmological, radiation-hydrodynamics simulations of galaxy formation
during the epoch of reionization in an effort towards modelling the interstellar medium (ISM)
and interpreting ALMA observations. Simulations with and without stellar radiation are
compared at large (Mpc), intermediate (tens of kpc), and small (sub kpc) scales. At large
scales, the dense regions around galaxies reionize first before UV photons penetrate the voids;
however, considerable amounts of neutral gas remain present within the haloes. The spatial
distribution of neutral gas is highly dynamic and is anti-correlated with the presence of stars
older than a few Myrs. For our specific feedback implementation, most of the metals remain
inside the virial radii of haloes and they are proportionally distributed over the ionised and
neutral medium by mass. For our most massive galaxy with Mh ∼ 1011M⊙, the majority of
the CII and OI mass are associated with cold neutral clumps. NII is more diffuse and arises
in warmer gas while OIII arises in hotter gas with a higher ionisation parameter, produced
by photoheating and supernovae. If smaller pockets of high metallicity gas exist in the ISM,
the emission from these ions may be observable by ALMA while the low metallicity of the
galaxy may cause these systems to fall below the local [CII]-SFR relation. The presence of
dust can cause spatial offsets between UV/Lyα and [CII] emission as suggested by the recent
observations of Maiolino et al. [OIII] may be spatially offset from both of these components
since it arises from a different part of density-temperature phase space.
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4.1 Introduction
IN the local Universe, the interstellar medium (ISM) of various different galaxy typeshas been well studied observationally (Kennicutt et al., 2003, 2011). In low-redshiftmetal-enriched galaxies, fine structure lines are likely to be the dominant coolant of
the ISM at T < 104K (Spitzer, 1978). At energies above the ionisation potential of neutral
hydrogen (13.6eV), forbidden lines such as [NII] and [OIII] trace the ionised medium while
at lower energies, other lines such as [CII], [OI] or [CI] can trace the neutral ISM (Carilli &
Walter, 2013). With the Spitzer Space Telescope, local galaxies can be spatially resolved in
the near infrared which has allowed for accurate measurements of various ISM properties
such as dust mass, dust-to-gas ratio, dust properties, and stellar properties (Draine et al., 2007;
Kennicutt et al., 2003). More recently, the Herschel Space Observatory (Pilbratt et al., 2010)
has been particularly important for characterising the ISM in local galaxies due to its high
spatial resolution in the far infrared, its extended wavelength coverage, and its spectrometer.
This allows many of the primary emission lines (e.g., [OI], [OIII], [NII], [CI], and [CII]),
which originate from the different phases of the ISM, to be probed (Kennicutt et al., 2011).
Combining these observations with dust radiative transfer modelling can reveal important
insights into dust mass, dust production mechanisms, and star formation (e.g., De Looze
et al., 2016).
At high redshift and, in particular, during the epoch of reionization, our understanding
of the ISM and internal properties of galaxies is much less advanced. While hundreds of
galaxies have been detected, only the more global properties such as star formation rate,
UV luminosity function, and UV continuum slopes have been constrained (Bouwens et al.,
2014, 2015; Coe et al., 2013; Ellis et al., 2013; McLure et al., 2013; Oesch et al., 2013, 2014;
Zheng et al., 2012). Various campaigns have targeted [CII] at 158µm at z > 6 as this is
expected to dominate cooling and to be the strongest emission line (Carilli & Walter, 2013).
Furthermore, it is well established in low-redshift galaxies that [CII] emission correlates
with the star formation rate (SFR) (e.g., De Looze et al., 2014). The interpretation of this
emission is complex as [CII] can be excited in photodissociation regions (PDRs), the warm
and cold neutral medium, partially ionised gas, as well as shocked gas (Appleton et al., 2013;
Cormier et al., 2012; Graciá-Carpio et al., 2011; Kaufman et al., 1999; Madden et al., 1997;
Pineda et al., 2014; Velusamy & Langer, 2014). Quasar host galaxies have been targeted
successfully (Walter et al., 2009; Wang et al., 2013) and [CII] has even been observed in
the most distant spectroscopically confirmed quasar (Venemans et al., 2012). However, the
galaxies which host these bright quasars tend to be the most massive galaxies in the Universe
(e.g., Costa et al., 2014; Sijacki et al., 2009) and do not represent typical star-forming galaxies
during the epoch of reionization. Recent observations with the Atacama Large Millimetre
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Array (ALMA) are beginning to probe [CII] in galaxies which are more representative of the
high-redshift galaxy population and have star formation rates (SFRs) of ∼ 10M⊙/yr (Capak
et al., 2015; Knudsen et al., 2016; Maiolino et al., 2015; Pentericci et al., 2016; Willott
et al., 2015). These observations often find that the high-redshift galaxies fall below the
local [CII]-SFR relations which indicates that the internal properties of these high-redshift
galaxies are different from what we observe locally.
Many theoretical studies have attempted to model the far infrared emission which may
emanate from star-forming galaxies, both with a semi-analytic approach (Gong et al., 2012;
Muñoz & Furlanetto, 2014; Popping et al., 2014) and with numerical simulations (Nagamine
et al., 2006; Pallottini et al., 2017; Vallini et al., 2013, 2015). Nagamine et al. (2006) post-
processed SPH simulations which employed a subgrid model of the ISM and found that
the amount of [CII] emission crucially depended on the amount of neutral gas present in
the galaxy. Likewise, Vallini et al. (2013) used an SPH code to model the formation of a
single high-redshift (z = 6.6) galaxy at higher resolution and post-processed the simulation
with a Monte Carlo radiative transfer scheme to track the UV photons which are primarily
responsible for exciting the [CII] emission line. However, the underlying simulation included
neither star formation processes, radiative cooling, nor supernova feedback which are integral
for properly modelling baryons in galaxies. Nevertheless, the Vallini et al. (2013) simulations
have predicted that the [CII] emission is spatially offset from where the UV continuum of the
galaxy is expected to dominate. This prediction is consistent with a number of observations
of high-redshift galaxies which show an offset between the [CII] emission compared to that
from the UV and Lyα (Capak et al., 2015; Gallerani et al., 2012; Maiolino et al., 2015; Willott
et al., 2015). This probably means that the [CII] emission likely originates in dense neutral
clumps surrounding the galaxy and that high-redshift molecular clouds are rapidly disrupted
by strong stellar feedback (Maiolino et al., 2015). Vallini et al. (2015) have improved on the
Vallini et al. (2013) simulations by using a more detailed recipe for the metal distribution and
identifying the likely locations of molecular clouds. They concluded that most of the [CII]
emission likely originates in PDRs. However, the underlying simulations still lacked some of
the relevant physical processes (most importantly radiative cooling).
More recently, Pallottini et al. (2017) used a zoom-in technique to model the formation
of a ∼ 1011M⊙h−1 halo at 30pc resolution. These simulations included a model for the
formation of H2 (Krumholz et al., 2008, 2009; McKee & Krumholz, 2010) which allowed the
authors to follow the atomic to molecular transition and to make inferences on the correlation
between [CII] emission and the location of H2. They found that 95% of the [CII] emission
originates from the H2 disk, consistent with the Vallini et al. (2015) simulation. The Pallottini
et al. (2017) simulations, however, do not include on-the-fly radiative transfer (RT) and
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therefore do not properly model the enhancement of the local Lyman-Werner background
above the mean metagalactic background, inside of the galaxy.
Other simulations have been performed which include on-the-fly RT and detailed non-
equilibrium chemistry models. These tend to be full box simulations with small (< 100 Mpc)
volumes or zoom-in simulations of individual haloes or regions (e.g., Gnedin & Kaurov,
2014; Kimm & Cen, 2014; Wise et al., 2012; Xu et al., 2016). These have generally been
performed in the context of reionization. While it is well established that the Universe
becomes fully ionised at some time around z∼ 6−7 (Bolton et al., 2011; Choudhury et al.,
2015; Fan et al., 2006b; Ouchi et al., 2010; Planck Collaboration et al., 2016), much remains
unknown about reionization. The sources which provide the majority of UV photons for
reionization are still debated (Chardin et al., 2015; Choudhury et al., 2009; Couchman &
Rees, 1986; Dopita et al., 2011; Haardt & Madau, 1996, 2012; Madau & Haardt, 2015;
Ricotti, 2002; Ricotti & Ostriker, 2004). Likewise, the time it took to complete reionization
is also still uncertain (Bolton & Haehnelt, 2007; Bowman & Rogers, 2010; Zahn et al., 2012).
Answering these questions is important for understanding galaxy formation as reionization
can have important effects on galaxy properties.
Unfortunately, RT, non-equilibrium chemistry simulations are computationally very
expensive and there must be a compromise between resolution and computational volume.
Here we use cosmological simulations including on-the-fly RT and detailed non-equilibrium
chemistry in an attempt towards self-consistently modelling the ISM at high redshift in order
to better interpret current observations of “normal” star-forming galaxies. The sacrifice we
have to make in order to run a full cosmological box with on-the-fly RT is a moderate spatial
resolution of ∼ 100pc. Our work improves on the previous studies which have attempted
to model the far infrared emission in high-redshift galaxies in a number of ways. Firstly,
we explicitly model the relevant star formation and cooling processes which change the
underlying structure of the galaxy. Secondly, we use on-the-fly RT which is coupled to the
molecular hydrogen and captures the spatially inhomogeneous flux in the Habing band which
is crucial for predicting the far infrared emission. Thirdly, we relate the internal properties
of the galaxy to the global process of reionization. Finally, we attempt to connect large
(few Mpc) and small (100pc) scales and describe how the included physics affects galaxy
formation and our understanding of gas properties in the objects which are currently being
targeted by ALMA.
In Section 4.2, we describe our cosmological, radiation-hydrodynamics simulations and
introduce a new variable speed of light approximation which better models photon propaga-
tion in both low and high-density regimes. In Section 4.3, we analyse these simulations on
large, intermediate, and small scales with a particular emphasis on the stellar, gas, radiation,
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and molecular properties. In Section 4.4, we compare our simulations to previous work
and describe how UV and Lyα emission can be offset from [CII] and [OIII]. Finally, in
Section 4.6 we present our conclusions.
4.2 Cosmological RT-Hydro Simulations
4.2.1 Initial Conditions
We simulate a 10Mpc/h box starting at z = 150 with a uniform grid of 2563 dark matter
particles (mdm = 6.51×106M⊙) and a similar number of gas cells. For the initial conditions,
we use the software package MUSIC (Hahn & Abel, 2011). Lagrangian perturbations and a
local Lagrangian approximation are used on the base grid for dark matter particles and gas
cells, respectively, so that the initial conditions are accurate to second-order. Cosmological
parameters reported by the Planck Collaboration are assumed (h = 0.6731, Ωm = 0.315,
ΩΛ = 0.685, ΩΛ = 0.049, σ8 = 0.829, and ns = 0.9655, Planck Collaboration et al. 2016).
CAMB (Lewis et al., 2000) was used to generate the transfer function with the relevant
cosmology for these initial conditions and the gas is initially assumed to be neutral with 76%
hydrogen and 24% helium by mass.
4.2.2 Numerical Implementation of Chemistry, and Radiation Trans-
port
We use the publicly available adaptive mesh refinement (AMR) code RAMSES (Teyssier,
2002), and in particular, the RT version, RAMSES-RT (Rosdahl et al., 2013), to model the
gravity, detailed hydrodynamics, non-equilibrium chemistry and RT in the cosmological
box. We have made significant modifications to both the non-equilibrium chemistry and RT
packages native to RAMSES-RT in order to better track the H2 abundances as well as the
propagation of ionising radiation in low-density regimes and in particular, the intergalactic
medium (IGM).
4.2.2.1 H2 Chemistry, Radiation, and Cooling
The standard version of RAMSES-RT is able to accurately follow the non-equilibrium chem-
istry and cooling for six species: H, H+, e−, He, He+, and He++. There is an additional
patch to the code which was used to follow the formation and destruction of a seventh species,
H2, in the context of lower redshift galaxies than considered here and in the post reionization
regime (Tomassetti et al., 2015). This implementation is not coupled to the inhomogeneous
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3D radiation field which requires a complicated treatment of H2 dissociating radiation in
multiple bands. We use this patch as a starting point for our own implementation which
follows very closely the methods of radiation-coupled H2 chemistry presented in Baczynski
et al. (2015). Certain differences in the exact implementation arise due to the fact that
Baczynski et al. (2015) use a ray-tracing method to follow the RT while RAMSES-RT is a
moment-based scheme which treats the radiation like a fluid.
We follow radiation in six different energy bins in the range [5.6eV−∞) listed in Table 4.1.
The five highest energy bins are used to calculate rates for the following reactions,
H2+ γ2 → H+H, (4.1)
H+ γ3,4,5,6 → H++ e−, (4.2)
H2+ γ4,5,6 → H+2 + e−, (4.3)
He+ γ5,6 → He++ e−, (4.4)
and
He++ γ6 → He+++ e−. (4.5)
The subscript for each γ determines which energy bin listed in Table 4.1 contributes to the
reaction. As in Baczynski et al. (2015), we have created an extra bin with a lower limit of
15.2eV which is the ionisation energy of H2 and we assume that all H+2 that is created by
this reaction is immediately destroyed by dissociative recombination such that
H+2 + e
−→ H+H. (4.6)
For each reaction listed in Equations 4.1-4.5, one must know the average atomic cross
section in order to calculate the photoionisation rates. Furthermore, to self-consistently
model the photoheating from these reactions, one must also store the energy-weighted cross
section (see e.g., Rosdahl et al. 2013). Because our photon bins represent averages across
multiple frequencies, the cross sections we use for each of the different species are calculated
on-the-fly at each time step and determined by the luminosity weighted mean energy of
the different spectral energy distributions (SEDs) of all of the sources in our box1. For
each individual star particle, photons are injected into the host cell with an SED for a given
metallicity and age (Bruzual & Charlot, 2003). We adopt a Chabrier initial mass function
(Chabrier, 2003). The luminosity of the source is scaled to the mass of the star particle. In
1Note that this discussion of cross section is not applicable to H2 photoionisation by Lyman-Werner band
photons as listed in Equation 4.1.
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Bin Emin Emax Main Function
[eV] [eV]
1 5.60 11.20 CII, OI, OIII, and NII ionisation states
2 11.20 13.60 H2 Photodissociation
3 13.60 15.20 HI Photoionisation
4 15.20 24.59 HI & H2 Photoionisation
5 24.59 54.42 HeI, HI & H2 Photoionisation
6 54.42 ∞ HeI, HeII, HI & H2 Photoionisation
Table 4.1 Energy bins used to track the radiation. Energy bin 1 represents the Habing band.
It does not affect the temperature or density state of the gas and is propagated so that we can
calculate the CII, OI, OIII, and NII ionisation states in order to predict their masses. The
photons in these bins can be absorbed in the simulation depending on the metallicity of the
cell.
order to calculate the average cross section and energy-weighted average cross section of
each species in the energy bins greater than 13.6eV, we use Equations B7 and B8 as given
in Rosdahl et al. (2013). These two equations integrate over the frequency-dependent cross
section for each species. For H, He, and He+, we use the frequency-dependent cross sections
as given in Hui & Gnedin (1997). The frequency-dependence of the H2 cross section at
E > 15.2eV is consistent with the piecewise fit to the analytical results of Liu & Shemansky
(2012) and is listed in Table 1 of Baczynski et al. (2015). The average and energy-weighted
cross sections for each species are updated for each of the relevant bins at every coarse time
step to account for the formation of new stars.
While H2 photoionisation at E > 15.2eV is a continuum process, H2 dissociation in the
Lyman-Werner band is a line driven process and therefore, we must treat the cross section of
H2 in this band differently because self-shielding becomes important. Similar to Baczynski
et al. (2015), we define an effective cross section,
σH2,LW = σH2,LW,thin fshd, (4.7)
where σH2,LW,thin = D/F , D = 5.18×10−11s−1 is the photodissociation rate in the optically
thin limit (Röllig et al., 2007) and F = 2.1×107s−1cm−2 is the photon flux in the Lyman-
Werner band in the interstellar radiation field (Draine & Bertoldi, 1996). For fshd, we follow
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where ωH2 = 0.2 and x≡ NH2/(5×1014cm2). NH2 is the H2 column density and we make
the very simple approximation that NH2 = nH2∆x, where nH2 is the number density of H2 in
the cell and ∆x is the physical length of the grid cell in the simulation.
With cross sections readily available, we can compute the photoionisation and pho-
todissociation rates for each of the different species, update their number densities, and
deplete the number of photons in each bin by the relevant amount, which fully couples the
non-equilibrium chemistry to the RT.
In addition to the individual species as sinks for photons, in principle, there may also
be dust present which can absorb photons across a wide energy range. We do not self-
consistently track the formation of dust in the simulation and in order to calculate the dust
number density in each cell, we assume that the dust traces the metals. Similar to Gnedin
et al. (2009), we assume that the dust-to-gas ratio scales linearly with metallicity and take the
dust cross section to be σdust = 4.0×10−21cm−2. This cross section is much lower than that
of the other species relevant to the more energetic radiation bins in our simulation and the
metallicity in our simulations is rather low compared to solar2. However, the dust number
density could become relevant for our lowest energy bin (which is the lower energy range of
the Habing band) where none of the species in our simulation can act as absorbers. The flux
in this band is relevant for photoelectric heating as well as for making predictions for [CII]
which may be observed by ALMA.
The total rate equation we use to track the abundance of H2 in our simulation is,
dxH2
dt
= −CcollxH2 − (kUV+ kLW)xH2
+(Rd +Rp)nHI,
(4.9)
where nHI is the number density of neutral hydrogen, Ccoll = ∑i=e−,H,He,H2 kcoll,ini and kcoll,i
are the collisional dissociation rates for each of the four listed species as given in Glover &
Abel (2008). kUV and kLW are the UV and Lyman-Werner photoionisation and photodissocia-
tion rates discussed earlier and are calculated from the cross section and number density of
photons. Finally, Rd is the formation rate of H2 on dust which is relevant for metal-enriched
gas and Rp is the formation rate of H2 via the H− channel, which becomes relevant in the
zero-metallicity limit. For Rd , we use the expression from Gnedin et al. (2009) so that
Rd = 3.5×10−17ZC f cm3s−1, (4.10)
2At higher resolutions, when the ISM is better resolved, we are likely to resolve pockets of higher metallicity
which would then have a higher dust content and possibly affect the absorption, therefore, photon absorption by
dust is a very marginal effect.
4.2 Cosmological RT-Hydro Simulations 91
where Z is the metallicity of the gas and C f is the clumping factor which we set to 10,
consistent with Gnedin et al. (2009). The expression for the primordial channel of H2
formation is primarily due to the presence of H− and this reaction is taken from Glover et al.
(2010). For this we must know the abundance of H− which we do not explicitly track in
the simulation. In order to calculate this quantity, we assume an equilibrium abundance by
solving for the equilibrium rate of the formation of H− using reactions 1, 2, 5, and 13 in the
Appendix of Glover et al. (2010). Thus we use the following equations for the primordial
channel of H2 formation:
k1nHIne = k2nH−nHI+ k5nH−nHII+ k13nH−ne (4.11)
and
Rp ≡ k1k2k2+ k5xHII+ k13xe . (4.12)
In addition to being coupled with the radiation, the H2 in our simulation is also coupled
to the thermal state of the gas. In the low metallicity regime, H2 is the dominant coolant
below the atomic cooling threshold and, in principle, can cool the gas to ∼ 100K. We use
the H2 cooling rates from Hollenbach & McKee (1979) which are summed with all of the
primordial cooling channels already present in RAMSES-RT, described in Rosdahl et al.
(2013), in order to determine the net cooling rate. At slightly higher metallicities, metal
line cooling becomes the dominant cooling channel below ∼ 104K and for these rates, we
interpolate tables computed with CLOUDY (Ferland et al., 2013) with a Haardt & Madau
(2012) UV background which were made for the Grackle chemistry and cooling library3
(Bryan et al., 2014; Kim et al., 2014). The values for the metal line cooling rates depend
on redshift, density, and temperature and we scale the rates with the total metallicity of the
cell. Because we do not resolve the smallest progenitors of z = 6 galaxies, we assume a
metallicity floor with Zmin = 10−3.5Z⊙ at z = 15 (Wise et al., 2012).
Besides cooling, H2 can also contribute to the volumetric heating rate of the gas and we
consider two processes: heating due to UV photoionisation for Eγ > 15.2eV as well as heating
from photodissociation and UV pumping in the Lyman-Werner band. The photoheating
rate for H2 due to photoionisation from UV photons is treated like the other species where
the excess photon energy above the ionisation potential contributes to the heating term. In
the Lyman-Werner band, we follow the method of Baczynski et al. (2015) to calculate the
volumetric heating rate. For each photodissociation, an excess energy of∼ 0.4eV is deposited
into the gas as heat (Black & Dalgarno, 1977). Not all absorptions of Lyman-Werner photons
by H2 lead to photodissociation. The H2 can instead become vibrationally excited until
3https://grackle.readthedocs.io/en/latest/
92 Interpreting ALMA Observations of the ISM During the Epoch of Reionization
it either fluoresces back down to the ground state or is collisionally de-excited which can
transfer heat to the gas. We calculate the heating rate due to this UV pumping following
Equations 44-48 in Baczynski et al. (2015) which combine the UV pumping rate of H2 from
Draine & Bertoldi (1996) with the energy released per UV pumping event from Burton et al.
(1990). Having outlined the thermal coupling of H2 with the gas, we conclude our description
of the H2 implementation in RAMSES-RT.
Thus far, we have neglected the inclusion of our first photon group, Bin 1, which
represents the lower energy range of the Habing band. We follow the radiation in this
energy range for two specific reasons: 1) it becomes relevant to calculate the heating rate for
photoelectric heating by dust and 2) in order to calculate near-infrared emission from CII,
OI, NII, and OIII, one must know the energy density of photons in this band. The densities
we probe in the simulations presented in this paper (especially the density at which we form
stars) do not become high enough for photoelectric heating by dust to become relevant and
we have therefore neglected it in our simulation. The exact implementation and usage of
photoelectric heating by dust is described in Kimm et al. (2017). The latter reason becomes
of particular importance when we compare our simulations with ALMA observations. The
origin of the [CII] emission within these high-redshift galaxies is unknown and may originate
in low-density neutral or ionised gas as well as from photodissociation regions. In order to
better understand the physical properties of high-redshift galaxies which exhibit strong [CII],
[OI], [NII] or [OIII] emission, it is crucial that the Habing band is tracked self-consistently
in the simulation. Note that radiation in this bin does not physically affect the state of the gas
in the simulation but the inhomogeneous spatial distribution of this radiation is the quantity
which we require to make predictions for ALMA.
4.2.2.2 The Variable Speed of Light Approximation
Our aim is to run a cosmological simulation with on-the-fly RT to model galaxy formation in
the high-redshift universe. RAMSES-RT uses an explicit solver for radiation transport and





where csim is the speed of light used in the simulation. For high resolution cosmological
simulations, using the full speed of light can be prohibitively expensive because it is so much
greater than the typical hydrodynamic velocities which govern the time step for non-RT
simulations. One can adopt the reduced speed of light approximation (RSLA, Gnedin &
Abel 2001) so that, for example, csim = 0.01c. This approximation is valid in many regimes
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(see Sections 4.2 and 4.3 of Rosdahl et al. (2013) for a lengthy discussion), as long as the
propagation of the ionisation front (I-front) is slower than csim. Rosdahl et al. (2013) clearly
demonstrate that to track the I-fronts properly in the IGM, one must use the full speed of light,
while in much higher density regions, such as the ISM, the RSLA is a good approximation.
Furthermore, Bauer et al. (2015) have shown that adopting csim < c can lead to delayed
reionization for the same source model.
One possible option, which can also be used concurrently with the RSLA, is to subcycle
the radiation time step and use optimised boundary conditions (see Commerçon et al. 2014)
to make this compatible with adaptive time stepping. The process of subcycling can be
implemented in one of two ways: 1) a fixed value of the speed of light is chosen (e.g.,
csim = 0.01c) and the number of subcycles is determined by maximising the number of RT
time steps which fit into a single hydrodynamic time step, potentially up to a maximum
number of subcycles, (e.g., Rosdahl et al., 2013) or 2) the number of subcycles is kept fixed
and the speed of light is changed to perform that number of subcycles (e.g., Gnedin & Abel,
2001). In the latter case, the speed of light in the simulation can, in principle, become very
large for short hydrodynamic time steps. The method of subcycling results in a speed-up
because it reduces the total number of hydrodynamic time steps, but the number of RT
subcycles can still be prohibitively costly if the full speed of light is used. In this work, we
apply this method and for each hydrodynamic time step, we perform a maximum of ten RT
subcycles4.
Alternatively, the problem of short time steps has been circumvented by using uniform
grids on GPUs (Aubert & Teyssier, 2008, 2010). With this architecture, using the full speed
of light is no longer prohibitively costly; however, the method is limited to a uniform grid to
achieve such a large speed-up (although, see Aubert et al. 2015 for improvements allowing
for AMR grids on the GPU). In this paper, we present a new approach which we call the
variable speed of light approximation (VSLA) where the speed of light in the simulation
changes depending on the level of refinement which captures the fast and slow moving
I-fronts at their proper speed. A schematic view of this algorithm is shown in Figure 4.1
and a full description of VSLA is presented in Section 4.7.1.1. For all simulations in this
work, we use the full speed of light on the base grid and divide by a factor of two on each
subsequently refined level.
4Note that in our case, we do not need to adopt any different boundary conditions because our VSLA routine
uses the same hydrodynamic time step regardless of the level of refinement. Therefore, we can subcycle the RT
through all levels at once after every coarse hydrodynamic time step.
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Fig. 4.1 Schematic view of the variable speed of light (VSLA) algorithm. The speed of
light used in the simulation increases by a factor of two at each higher level representing the
change in density of the cell. In this three level example, the most refined level represents the
interstellar medium, the middle level represents the circumgalactic medium, and the base grid
represents the intergalactic medium. The source is located in the highest density region and
as the photons escape from the ISM, they increase in speed while the total flux is conserved.
On the right hand side, we show pseudocode of how the algorithm is implemented. The
time step is determined and all levels are synched to the smallest time step in the simulation.
First, the hydrodynamics is evolved for all levels starting with the most refined. Once the
hydrodynamic time step is completed, the RT calculation is completed for the specified
number of subcycles, looping through all levels at each subcycle. At each RT subcycle,
cooling and photon absorption and emission are calculated.
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Name RT lmax Box size MDM ∆xmin
[comoving Mpc/h] [M⊙] [pc]
L12 no 12 10 6.5×106 500
L12-RT yes 12 10 6.5×106 500
L13 no 13 10 6.5×106 250
L13-RT yes 13 10 6.5×106 250
L14 no 14 10 6.5×106 125
L14-RT yes 14 10 6.5×106 125
Table 4.2 List of simulations. The first two columns denote the name of the simulation and
whether it includes on-the-fly radiation from star particles. lmax indicates the maximum
level of refinement while ∆xmin denotes the maximum physical resolution in pc which we
maintain throughout the simulation. The box size and dark matter mass are the same for all
simulations.
4.2.3 Resolution and Refinement
We run a total of six different simulations at three different resolutions, with and without on-
the-fly RT. The simulations are listed in Table 4.2. All simulations are run until z = 6, except
for the L14-RT simulation which is run until z = 5.3. The dark matter particle resolution is
the same for all simulations and we only vary the level that the grid can refine to. The grid is
allowed to adaptively refine during the course of the simulation when the density of a cell
increases by a factor of eight times that of the previous level in either dark matter or baryons.
We attempt to enforce a constant physical resolution throughout the simulation to keep the
physical size of cells at the highest resolution as close to the values listed in Table 4.2 as
possible. This means introducing further levels of refinement at predefined scale factors such
that when a increases by a factor of two, the grid refines a further level.
Throughout our analysis we will focus mainly on the two runs at the highest resolu-
tion with and without stellar RT. We will return to the lower resolution simulations when
discussing the properties of the ISM.
4.2.4 Star Formation and Feedback
Stars are formed in the simulation based on the Schmidt law (Schmidt, 1959) such that
ρ˙∗ = εffρgas/tff, where ρ˙∗, εff, and tff are the star formation rate density, the efficiency
of star formation per free-fall time, and the free-fall time of the gas, respectively. We
set a star formation density threshold of nH = 0.1cm−3 and require that ρgas > 50ρ¯b(z)
to prevent star formation at very high redshifts. Stars are formed with an efficiency of
ε = 1% (Kennicutt, 1998) and the number of star particles formed is drawn from a Poisson
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Fig. 4.2 Spacial distribution of the HI fraction of the gas as a function of redshift for the
L14-RT simulation. The z-coordinate of the slice is centred on the most massive halo in
the box. The ten most massive haloes are circled in the top centre panel and the blue circle
indicates the position of the most massive halo in the simulation. Reionization begins around
the most massive halo and by z = 5.5 the Universe is completely ionised.
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Fig. 4.3 Left: Spatial distribution of the HI photoionisation rate at z = 6. The z-coordinate
is centred on the most massive halo in the simulation. The photoionisation rate is highest
around the most massive halo and is somewhat lower in the voids. Centre: Mass-weighted 2D
histogram of HI photoionisation rate versus number density of the gas. Note that the hydrogen
in the simulation is not completely ionised and the photoionisation rate extends towards low
Γ at nH ∼ 10−4 cm−3. At high densities, we see two competing tracks. The gas begins to
self-shield at densities slightly lower than nH ∼ 10−2 cm−3 where the photoionisation rate
branches off towards higher values due to the presence of sources within the cells. Right:
Evolution of the volume-weighted HI photoionisation rate in the ionised regions as a function
of redshift for the three simulations which include radiation.
distribution, P(N∗) = (λN∗/N∗!)exp(−λ ), where λ ≡ εff(ρ∆x3/m∗,min)(∆t/tff). For all
simulations, regardless of resolution, we keep a fixed minimum mass for star particles so
that m∗,min = 7.66×104M⊙. We set a temperature threshold of 2×104K so that stars cannot
form in cells with a temperature higher than this value. Ionisation of neutral hydrogen and
neutral helium take place at temperatures less than this value and therefore, the temperature
increase in gas cells due to ionising radiation is alone not enough to prevent star formation.
This should allow the simulations which include stellar radiation sources to have similar star
formation rate densities (SFRDs) as the simulations without stellar radiation.
Each star particle is assumed to represent a simple stellar population with a Chabrier IMF
(Chabrier, 2005) that has a minimum mass of 0.1M⊙ and a maximum mass of 150M⊙. After
10Myr, the massive stars are assumed to explode as supernova (SN) and the star particles
lose 31% of their total mass5 which is recycled back into the gas phase, and we assume that
5% of the unenriched mass of the ejecta is composed of metals6. For each SN, 1051ergs are
injected as thermal energy into the gas. Since our simulations do not resolve the individual
5This value is calculated assuming a (Chabrier, 2005) IMF in the mass range 0.1−150M⊙ where stars with
M > 6M⊙ undergo supernova, consistent with Crain et al. (2015); Vogelsberger et al. (2013), assuming that
stars with 6 < M[M⊙]< 8 explode as electron capture SNe (Chiosi et al., 1992).
6We do not include any additional metal enrichment from Type Ia SNe or AGB stars.
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phases of the SN, they are likely to suffer from “over-cooling” and we therefore employ the
“delayed cooling” model of Teyssier et al. (2013) in order to mitigate this effect. A delayed
cooling parameter is tracked as a passive scalar which decays exponentially as a function of
time and cooling is shut off in the affected cells. We set the delay time scale to 20Myr. We
have modified the standard feedback routine so that the feedback (e.g., mass, metals, thermal
energy, delayed cooling parameter) is spread over the nearest 19 cells (see Appendix A in
Kimm & Cen 2014 for a visualisation of the geometry).
4.3 Results
4.3.1 Calibrating Global Properties
In order to fairly compare the different simulations, we must ensure that certain global
properties are properly calibrated between the simulations. All six simulations have similar
SFRDs as a function of time. This is achieved by keeping the stellar mass and dark matter
resolution constant across all simulations while also using the same density threshold (nH ≥
0.1cm−3), temperature threshold (T < 2×104K), and efficiency for star formation. In the left
panel of Figure 4.4, we compare the SFRDs from each of the six different simulations and
see very good convergence. The SFRD in the simulations slightly over-predict the observed
SFRD, although the estimated SFRDs would drop if we consider only haloes with observable
star formation rates7.
In addition to the SFRDs, we attempt to keep the reionization histories constant across
the three simulations which include stellar radiation. In the centre panel of Figure 4.4, we
plot the volume filling factor of ionised hydrogen to demonstrate that all simulations agree
very well. Our box is not completely ionised by z = 6, but note that our 10Mpc/h box is not
a representative sample of the Universe and our simulations do not resolve some of the small
sources with halo mass of ∼ 108−109M⊙ which are likely very important for reionization
(Kimm et al., 2017). Since SN and UV radiation are two of the dominant mechanisms which
govern the properties of the ISM, the important point is that we have controlled for them
by ensuring that all simulations have similar SFRDs and all RT simulations have similar
reionization histories.
7For instance, at z = 6, for the L14-RT simulation, taking haloes with SFRs > 0.2(0.1)M⊙/yr would
decrease the SFRD by ∼ 0.8(0.73)dex, which is closer to the observations. Note that this calculation is
based on fewer than 50 haloes due to our small box. Furthermore, if we only consider those haloes with
Mhalo > 1010M⊙/h at z = 6 for the SFRD, consistent with what is used for the stellar mass-halo mass relation
in the right panel of Figure 4.4, we see a decrease in the global SFRD by 0.3 dex.
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Fig. 4.4 Left: SFRD of all six simulations compared to observations (Bouwens et al., 2014,
2015; Coe et al., 2013; Ellis et al., 2013; McLure et al., 2013; Oesch et al., 2013, 2014; Zheng
et al., 2012). Solid and dotted lines represent simulations with and without stellar radiation,
respectively, while different colours represent different resolutions as listed in the legend.
Centre: Volume filling factor of ionised hydrogen for the simulations which include stellar
radiation at three different resolutions. Right: Stellar (circles and triangles, the higher set of
points) and metal (diamonds and squares, the lower set of points) masses in our simulations
as a function of halo mass at z = 6 for all haloes with Mhalo > 1010M⊙/h at three different
resolutions. Circles and diamonds correspond to simulations without RT, while triangles and
squares represent simulations with RT. The grey band represents the stellar mass-halo mass
relation inferred for z = 6 from Behroozi et al. (2013). Note the very good convergence in
SFRD, ionisation history, dark matter mass, stellar mass, and metal mass.
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Furthermore, it is crucial that the physical properties of individual haloes are converged
in addition to the more global quantities in the simulations. The most efficient formation
channel for H2 is via the surface of dust grains and therefore, it is necessary that the metal
masses of the haloes between the different resolutions are converged (as the dust mass is
assumed to scale with metallicity). Note that we achieve the latter for free if we can converge
the stellar mass as the total metallicity of a halo can be computed from the integrated star
formation rate.
We use the AHF halo finder (Gill et al., 2004; Knollmann & Knebe, 2009) to locate haloes
in our simulation. In the right panel of Figure 4.4, we plot the stellar mass and metal mass as
a function of halo mass for the 50 most massive haloes in all six simulations at z = 6. These
show very good agreement. Furthermore, the stellar masses fall within the 2σ contours of the
stellar mass-halo mass relation predicted from abundance matching at z = 6 from Behroozi
et al. (2013) suggesting that our galaxies have produced a reasonable amount of stars. The
stellar mass-halo mass relation in our simulation has a slightly flatter slope than what is
derived from abundance matching which could indicate that our lower mass galaxies are
forming stars more efficiently than expected from observations.
Having confirmed that the global properties of our simulation are converged over the
different resolutions, we now proceed to examine the physical properties of our simulations
on large, intermediate, and small scales.
4.3.2 Large Scales - Global Reionization and Thermodynamic Proper-
ties of the IGM
4.3.2.1 Ionised Bubble Topology
Understanding the thermodynamic and temperature state of the IGM on large scales is key
for understanding galaxy formation as well as interpreting future measurements of the 21cm
signal. On the largest scales (i.e., Mpc), radiation is the main mechanism which allows
galaxies to affect the state of the IGM. In Figure 4.2, we show HI maps in thin slices centred
around the most massive galaxy as a function of redshift. This galaxy is one of the first
haloes in the simulation to form stars and a HII region has formed around the galaxy as early
as z = 13, which has a diameter across its longest axis of ∼ 2 comoving Mpc (the location of
this galaxy in the box is circled in blue in the top centre panel of Figure 4.2). The HII region
is rather elongated and flattened and it almost appears as if two separate HII regions are
touching at the central location. This is due to a dense filament of gas which is feeding the
galaxy perpendicular to the long axis of the bubble. The gas in this filament is much denser
than the surrounding gas so that it has a much shorter recombination time. This prevents the
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ionised bubble from expanding efficiently across the vertical direction of the box leading to
this characteristic bipolar shape. The bipolar shape of the HII region is consistent with other
studies which have looked at the escape of photons from a galaxy at a node in the cosmic
web (Abel et al., 2007; Ciardi et al., 2001; Iliev et al., 2006a; Wise & Abel, 2008).
As the simulation evolves in time, more galaxies begin to form and emit ionising radiation.
A second galaxy forms to the bottom left of the most massive object, as can be seen in the
bottom centre panel of Figure 4.2, and a HII bubble centred around this galaxy appears as
early as z = 12. By z = 11, these bubbles have begun to merge and by z = 9, a single bubble
encapsulates both haloes. Note that the HII bubbles of these haloes are still expanding and
have not yet reached the maximum extent of their Stromgren spheres. To model the bubble
merging correctly at early times, it is important to use VSLA because it is well established
that the RSLA solution will lag behind the true solution until the Stromgren radius is reached
(Rosdahl et al., 2013). For our simulations here, we use a relatively small box size which
includes many small sources. The I-fronts of these sources travel reasonably slowly at later
times making RSLA potentially appropriate at later redshifts for hydrogen ionising radiation
bins. However at early times, using VSLA or the full speed of light is necessary to capture
the early evolution of the Stromgren spheres.
Looking towards lower redshifts, by z = 6, nearly all of the distinct bubbles have merged
and the topology of the ionised region is simply connected. There are still regions in the
z = 6 slice which are not yet ionised and this is not surprising as we know from Figure 4.4
that our box is not yet completely ionised by z = 6. By comparing the distribution of ionised
gas at later redshifts after the ionised bubbles have begun to merge with the locations of
the massive haloes in Figure 4.2, we can see that the ionised regions correspond well with
the locations of the most massive objects. The largest portion of residual neutral hydrogen
at z = 6 sits on the left side of the box and has a centre at y ∼ 0. This corresponds to a
void in our simulation. The highest density regions in our simulation, around the massive
haloes, ionise first, before the voids. In the top left panel of Figure 4.2, we see that this
region is completely ionised by z = 5.5. The reionization behaviour in our simulation is
consistent with the “inside-out-middle” scenario (Finlator et al., 2009; Gnedin, 2000a) where
the remaining high density filaments in the post overlap phase are the last regions to become
ionised. To demonstrate this, in Figure 4.5 we plot the ratio of the mass-weighted volume
filling factor of HII to the volume-weighted filling factor of HII. At high redshift, before
bubble overlap, this ratio remains greater than one as the high density regions around galaxies
are ionised first. As the UV radiation propagates into the voids, this ratio decreases as more
of the volume is ionised. The ratio drops below one when the voids are completely ionised
and slowly approaches unity as the filaments become more ionised.




















Fig. 4.5 Ratio of the mass-weighted volume filling factor of HII, QHII,M, to the volume-
weighted filling factor of HII, QHII,V, as a function of redshift for the L14-RT simulation.
This ratio remains above unity as the highest density regions around the galaxies are ionised
first. The ratio continues to decrease as the voids become ionised and finally drops below
one when the only remaining neutral gas resides in the filaments and inside galaxies.
4.3.2.2 HI Photoionisation Rate
In the left panel of Figure 4.3, we show the spatial distribution of the photoionisation rate
for our highest resolution simulation at z = 6. Unsurprisingly, the spatial distribution of the
photoionisation rate corresponds well with the distribution of ionised gas. The gas closest to
the most luminous ionising sources has the highest photoionisation rate. The photoionisation
rate inside of the bubbles is nevertheless relatively homogenous.
In the centre panel of Figure 4.3, we plot a 2D mass-weighted histogram of ΓHI versus
nH. The majority of the low-density gas (nH < 10−4 cm−3) has ΓHI just below 10−13s−1.
This is the isotropic photoionisation rate we see permeating throughout the ionised bubbles
in the left panel of Figure 4.3. There is a plume of gas at these densities with lower ΓHI due
to the fact the simulation is not completely ionised by z = 6. The residual neutral hydrogen
absorbs the photons in these regions which strongly reduces ΓHI.
At higher densities, there is a bifurcation at nH ∼ 10−3− 10−2 cm−3, with one arm
pointing to high values and the other towards low values of ΓHI. The lower arm at high
densities is due to self-shielding in dense regions. This gas can be either pristine material
which is fed into the centres of the haloes along dense filaments, or metal-enriched gas
which has been ejected from the central regions of the galaxy from SN feedback and is now
cooling and falling back. For the same temperature, this gas will have a much shorter cooling
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time scale than the gas in the cold flows because of the presence of the metals. Due to the
self-shielding from neutral gas, the radial profile of ionising photon flux will not exactly
follow r−2. For example, the left panel of Figure 4.3 shows a local minimum in ΓHI just
above the location of the most massive halo in the box. This is due to a dense filament of gas
which is feeding the galaxy in this direction which leads to large column densities along the
line of sight and creates a shadow in the photoionisation rate.
The right panel of Figure 4.3 shows the volume-weighted evolution of ΓHI in ionised
regions (defined where xHII > 0.5) as a function of redshift for the three simulations which
include stellar radiation. At high redshift, the photoionisation rate is very large. This is
because the ionised regions in the box are close to the photon sources and thus ΓHI remains
high (see Figure 4.2 for the locations of the ionised regions). As the ionised bubbles start to
expand, ΓHI in the ionised regions begins to decrease as the UV photons reach lower density
gas and are spread over a larger volume. The photoionisation rate decreases until z∼ 7 when
the ionised bubbles begin to overlap (see Figure 4.2). Once overlap occurs, the mean free
path increases as does ΓHI.
4.3.2.3 Intensity in the Lyman-Werner Band
In addition to HI ionising radiation, we study the evolution of the Lyman-Werner background
which is important for setting the intergalactic H2 abundance and inhibiting gas cooling
in low-metallicity systems. While the simulation is not yet completely optically thin to
hydrogen-ionising UV radiation at z = 6, it is completely optically thin to photons in the
Lyman-Werner band. The only two absorbers of Lyman-Werner photons in the box are H2
and dust. Nevertheless, as we discuss later, our simulations destroy H2 more efficiently than
one might expect, possibly due to the moderate resolution of our simulations. The metallicity
in most of the IGM remains at the level Z = 10−3.5Z⊙ to which it was set at z = 15. The
left panel of Figure 4.6, shows the spatial distribution of the intensity of the radiation in the
Lyman-Werner band for a ∼ 200kpc region (1/10th the physical box size) in the simulation
at z = 6 while the middle panel shows the surface density of the gas. The Lyman-Werner
intensity (JLW) is fairly constant in the IGM and the peaks in JLW are clearly associated with
collapsed structures with correspondingly high surface densities. For gas below the cosmic
mean baryonic density, JLW ∼ 9.5×10−21erg/s/cm2/Hz/sr. The amplitude slowly decreases
with increasing redshift as it follows the integrated star formation rate.
The right panel of Figure 4.6 shows the radial profile of JLW for the most massive galaxy
in our simulation at z = 6 for three different resolutions. In the central regions, JLW is
elevated a few orders of magnitude above the background due to the presence of young stars
in the galaxy. For the highest and lowest resolutions, the profile is relatively flat out to a few
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Fig. 4.6 Left: Map of JLW averaged along the z-axis in a small region, 1/10th of simulation
box, for the L14-RT simulation. In between haloes, JLW is very homogeneous, indicative
that the Universe is optically thin to Lyman-Werner radiation. Centre: Gas density integrated
along the z-axis of the same sub-region for the L14-RT simulation. The gas over-densities
correspond well with the sources of Lyman-Werner photons. Right: Radial profiles of JLW
for the most massive halo in the box at z = 6 for simulations which include stellar radiation.
JLW falls off as r−2 as expected for a source in an optically thin region. Note the very good
convergence in this behaviour between the three simulations.
kpc before decreasing, while for our middle resolution a flat profile is not seen. The shape
of this profile is entirely determined by the distribution of young stars within the galaxy
which is reasonably well converged between the three different resolutions; however, in this
snapshot, the middle resolution simulation has a slightly lower SFR compared to the other
two simulations.
Since the simulation box is optically thin to Lyman-Werner radiation, any version of
RSLA where the photon velocity is decreased significantly will lead to long lags in changes
in the Lyman-Werner intensity as the fronts are expanding. In principle, these fronts will
move at a velocity close to the full speed of light. A strong burst of star formation in a
massive galaxy will raise the Lyman-Werner background locally to a value well above the
mean in the IGM. This, then, should propagate to nearby haloes at the full speed of light and
affect the formation of H2. It is thus important to use the full speed of light or VSLA in order
to transport these feedback effects at the correct speed.
4.3.2.4 Thermal State With and Without RT
Including the radiation in the simulation has significant effects on the temperature of the gas.
In Figure 4.7, we show the density-temperature phase space diagrams for the two highest
resolution simulations at z= 6. It is clear that the temperature-density relation is very different
with the inclusion of stellar radiation. Most notably, at low densities (−5 < log10(nH)<−4)
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much of the gas in the L14-RT simulation sits at T ∼ 104K due to the ionisation of hydrogen
while for the L14-No RT simulation, the majority of the gas has T < 102K. Without ionising
radiation, the gas will simply adiabatically cool as it expands and remain at low temperatures.
Note that the evolution of gas in the density-temperature phase space in the L14-RT
simulation is rather different from a simulation run with a spatially uniform meta-galactic
UV background such as those prescribed in Haardt & Madau (2012) and Faucher-Giguère
et al. (2009). With a spatially uniform background, the low-density regions will be ionised
first and thus, once the UV background turns on, the temperature of the lowest density gas
will jump to ∼ 104K. In our L14-RT simulation, the ionised bubbles begin forming in the
highest density regions around the haloes while the voids are ionised last.
4.3.3 Intermediate Scales - Feeding the Circumgalactic Medium from
the Cosmic Web
Characterising the ionisation state and metallicity of the circumgalactic gas which is feeding
the galaxies will help to interpret the systems which appear in quasar absorption spectra.
The top panel of Figure 4.8 shows a time series of a 200kpc region of the surface density of
neutral hydrogen around the most massive halo from z = 10 to z = 6. At z = 6, the halo is
fed by three dense, mostly neutral filaments which move with the evolving galaxy. Neutral
gas moving along these filaments penetrates deep into the centre of the halo before merging
with the central galaxy. The filament feeding the galaxy from the bottom is the most dynamic
as a major merger is occurring along this direction. At z = 7, a large over-density of neutral
gas can be seen just outside the virial radius of the central halo. By z ∼ 6.5, the satellite
galaxy has fully entered the virial radius and the merger is complete by z = 6.0.
Contours in the top panel of Figure 4.8 highlight NH = 1017cm−2, where the gas is
expected to self-shield from external ionising radiation. Lines of sight passing inside of these
contours will result in Lyman-limit absorption systems (LLSs). This column density threshold
encapsulates most of the filamentary structure as well as the central galaxy consistent with
Fumagalli et al. (2011) who find that the streams feeding galaxies remain optically thick in
hydrodynamics simulations post-processed with radiation transfer. The fraction of the surface
area inside the virial radius of the central galaxy which is covered by neutral gas at this
surface density changes quite substantially between z = 10 and z = 6. The covering fraction
in our simulations at z = 6 is higher than the 25% expected from Fumagalli et al. (2011)
at z = 3 and much closer to the expectations for simulated massive haloes at z = 4 from
Rahmati et al. (2015). The covering fraction is expected to increase with redshift (e.g., Cen,
2012; Rahmati et al., 2015). At z = 6, more than 50% of the cross section enclosed by the















































Fig. 4.7 2D histograms of density versus temperature for our two highest resolution simu-
lations at z = 6. The upper panel is for the L14-No RT simulation while the lower panel
represents the L14-RT simulation. Very little low-density (nH < 10−4cm−3) gas has tempera-
ture T ≥ 104K in the L14-No RT simulation because all of the gas in the IGM is neutral. At
higher densities, we see much more similar behaviour between the two simulations with a
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Fig. 4.8 Time series from z = 10 to z = 6 of the column density of neutral hydrogen for the
most massive halo in the simulation. Dashed white circles in the bottom panel indicate the
extent of the virial radius of the halo. Black contours in the top panel indicate a column
density of 1017 cm−2 to highlight LLSs. In the bottom panel, the black contours mark a
column density of 2×1020 cm−2 to highlight regions causing DLAs. LLSs tend to map out
the filaments between haloes and get wider with increasing redshift while DLAs are more
present within the virial radii of haloes. Both the top and bottom panels are integrated along
50 physical kpc.
virial radius is covered by LLSs while at z = 8, this fraction is significantly smaller. At this
redshift, there is a strong deficit in neutral gas suggesting that a strong burst in star formation
has occurred within the past 10Myr. Figure 4.8, shows that the width of the filaments that are
above a HI column density of NH = 1017cm−2 strongly increases towards high redshift as
the photoionisation rate in the IGM is decreasing (see Figure 4.4). By z = 10, the majority
of the gas in a 200 physical kpc cube surrounding this galaxy would result in a LLS. Note
however, that at z > 8, the gas is still sufficiently neutral so that LLS are very extended and
not well defined.
Figure 4.9 shows the HI column density in the 200kpc regions around the next five most
massive haloes in the simulation. Some of the haloes are only being fed by two filaments,
while other haloes are fed by three or more. Some of the filaments are fragmented and others
are clear remnants of mergers. The structure strongly varies between the different haloes.
In the bottom rows of Figures 4.8 and 4.9, we zoom in closer to the haloes and highlight
the NHI = 2× 1020cm−2 threshold for damped Lyman-α systems (DLAs). The regions
predicted to cause DLAs can be fragmented and generally have very asymmetric shapes.
Many of these systems are coming in along the filaments and others extend out to the virial
radius, consistent with Cen (2012); Fumagalli et al. (2011). There are holes in the distribution
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Fig. 4.9 Column density of neutral hydrogen for the next five most massive haloes in the
simulation at z = 6. Dashed white circles in the bottom panel indicate the extent of the
virial radii of the haloes. Black contours in the top panel indicate a column density of
1017 cm−2 to highlight LLSs. In the bottom panel, the black contours mark a column
density of 2×1020 cm−2 to highlight regions causing DLAs. The numbers listed in the top
row represent log10(MDM [M⊙]) for that object. The morphology of DLAs and LLSs are
very dependent on the system where they are located. Both the top and bottom panels are
integrated along 50 physical kpc.
of neutral gas as a result of photoionisation from young stars and SN blowing out the gas.
Star formation occurs preferentially in the highest density regions at the centres of haloes
and this energetic feedback is very efficient at disrupting the HI.
We turn now to the spatial distribution of metals in our simulations which can be probed
by associated metal absorption lines in QSO spectra during the epoch of reionization at z > 6
(Becker et al., 2011; D’Odorico et al., 2013; Ryan-Weber et al., 2009; Simcoe et al., 2011). In
Figure 4.10, we show the density-weighted spatial distribution of gas metallicity surrounding
the five most massive haloes in the L14-RT and L14-No RT simulations at z = 6. The
metallicity inside the enriched bubbles is relatively uniform in the inner regions and remains
rather low compared to solar. For the most massive halo, the metallicity reaches a maximum
of a few ×10−1 Z⊙, and is somewhat smaller for the less massive haloes. Interestingly, very
few of the metals actually penetrate out of the virial radius and into the IGM. This is similar
to the results of the simulations of Ma et al. (2016) at z = 0 where they find that haloes of
this mass have retained nearly 100% of their metals. However, much of the circumgalactic
medium CGM (in cross section) is enriched to values slightly above the metallicity floor.
The gas feeding the galaxies along the filaments appears to be close to primordial metallicity.
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Fig. 4.10 Spatial distribution of metallicity for the 100kpc region centred on the five most
massive haloes in the L14-No RT (top) and L14-RT (bottom) simulations at z = 6. The
integration along the line-of-sight (50 physical kpc) has been weighted by density. The most
massive halo is shown in the left panels and the halo mass decreases in each subsequent
panel. The virial radius of each galaxy is indicated as a white circle. The white contours in
the bottom row outline neutral gas with a column density > 1017cm−2. Most of the metals
tend to remain inside the virial radii of the haloes. The locations where the filaments have
been enriched above the metallicity floor generally correspond to a smaller galaxy which has
formed along the filament. However, some filaments remain unenriched.
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smaller haloes which have formed stars and are accreting along the filament. Note again
that we do not resolve the small minihaloes that may pre-enrich the IGM at earlier epochs
(Wise et al., 2012) so the exact metallicity of the filaments is not reliably predicted by our
simulations. In the simulations with and without stellar radiation, the distribution of metals
and stellar mass are similar. This is consistent with the expectations of Okamoto et al. (2008)
where it was shown that the galaxy filtering mass is likely smaller than the resolution limit of
dark matter haloes in our simulations.
4.3.4 Galactic Scales - From the Circumgalactic Medium to Stars and
the ISM
We will now focus our attention on the most massive galaxy in the simulation, which is the
best resolved object, and discuss the properties of its ISM.
4.3.4.1 Spatial Distribution of Young, Middle, and Old Age Stars
At high redshifts, galaxies are predominantly identified through their UV emission (e.g.,
Bouwens et al., 2015), and here we study the different stellar populations which give rise to
the emission at different wavelengths. We identify three specific groups of stars: young stars
(age< 10Myr), middle aged stars (10Myr< age< 30Myr) and old stars (age> 30Myr). The
first group represents the stars that have yet to go SN, the second group represents the stars
which have gone SN recently and the remnants of the explosions are keeping the gas at a high
temperature since we delay cooling for 20Myr, and the final group represents the passive
stellar population which are remnants of previous episodes of star formation. In Figure 4.11,
we show the surface density of these three populations at z = 6 for the most massive halo
for the three different resolution simulations which include stellar radiation. While all three
populations are centred around the same location, the young stellar population exhibits a
clumpy distribution, the middle aged population is slightly more spread out, while the spatial
distribution of the old population is very smooth.
Once the stars have gone SN, the densities of the surrounding cells decrease as matter
is expelled out of the central regions of the galaxy. This decreases the local potential well
allowing the middle aged stars to spread out and respond to the overall gravitational potential
well of the galaxy.
4.3.4.2 Time Evolution of Star Formation
Observations of high-redshift galaxies only provide an instantaneous snapshot of the current
state of a galaxy. Understanding these observations therefore requires an understanding of
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Fig. 4.11 Distribution of young (white), middle age (blue) and old (white contours) stars
for the three different simulations which include stellar radiation. The underlying coloured
map shows the neutral hydrogen column density. The young stars tend to form in clumps
while middle aged stars have spread out more. The old stellar population forms a smooth
distribution coincident with the dense gas.
the duty cycle of star formation in these systems which puts limits on a galaxy’s observability
at high redshift. In Figure 4.12, we show how the mass in the young and middle aged stellar
populations changes as a function of redshift between z= 8 and z= 6 for the three simulations
with different resolutions which include stellar radiation. For the two lowest resolutions,
there is a clear sinusoidal pattern in the mass of both young and middle aged stars where the
peaks have a separation of ∆z≈ 0.25, corresponding to a time scale of ∼ 30−50Myr in this
redshift range. For the young stars, the time scale between first star formation and when the
last SN remnants allow the gas to cool again is ∼ 40Myr8 which corresponds well with the
time scale of this sinusoidal pattern. The peaks in middle aged stellar mass are somewhat
offset from the peaks in young stellar mass. This is simply because the middle aged stellar
mass increases as the young stars age into this category. SN feedback from the young stars
will prevent more stars from forming and thus decrease the young stellar mass while the
middle aged stellar mass increases.
In the highest resolution simulation, much of the prominent sinusoidal pattern in the
young and middle aged stellar mass is not evident. This is likely due to the fact that as
the resolution increases, the gas can reach higher densities and fragment more. In the two
lower resolution simulations, the distribution of the gas is dominated by only a few large
810Myr for the time scale between first stars forming plus 20Myr for delayed cooling plus an additional
10Myr because young stars will form during the 10Myr before the first stars have undergone SN and thus the
final SN explode 10Myr after the first.
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Fig. 4.12 H2 mass (black), the mass of young stars (red), and the mass of middle aged stars
(blue) as a function of redshift in the three different simulations which include stellar RT.
The formation of H2 is synched with the formation of young stars as both tend to form in
dense neutral gas. Because of strong radiation feedback, the fluctuations in H2 mass are
anti-correlated with those in the mass of middle aged stars.
clumps. Once SN explode in these clumps, it is as if the entire galaxy becomes regulated by
these episodic star formation events. As more and more clumps form at higher resolution,
disrupting them all simultaneously becomes difficult and thus the pattern becomes washed
out. The right panel of Figure 4.12 shows that the similar features we see at the two lower
resolutions are present at the highest resolution as well. In particular, there is a clear peak in
young stellar mass at z∼ 7.3. As the young stellar mass decreases, the middle aged stellar
mass increases as expected. There are other obvious features such as the wide peak in young
stellar mass spanning z = 6.8−6.2 which is followed by a delay in the middle aged stellar
mass.
These patterns can be recognised in the spatial distribution in Figure 4.13, where we show
surface density maps of young stars, middle aged stars, and old stars as a function of redshift
from z = 6.8−6.0. A prime example of this is the large hole in the distribution of young
stars at z = 6.8 due to an earlier burst of star formation. A trough in the young stellar mass
can be seen at this redshift in the right panel of Figure 4.12. By z = 6.6, this hole is once
again filled with young stars and at this redshift, there is a peak in the young stellar mass in
the right panel of Figure 4.12. It is evident from this figure that both the mass and distribution
of young stars in the galaxy, which are the primary sources of UV and Lyman-α radiation,
are both dynamic in spatial distribution and in mass over short time scales. Looking at the
old stars, we do not see much of a change in the distribution as a function of redshift. In this
redshift range, the total stellar mass of the galaxy increases from 4.3×108M⊙ to 8×108M⊙.
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Fig. 4.13 Time series of various physical properties of the most massive galaxy in the L14-RT
simulation shown from z = 6.0 to 6.8 in intervals of ∆z = 0.1 starting from the left. Each
image is 20 proper kpc in width. From top to bottom, the quantities are temperature (slice),
HII column density, HI column density, metal surface mass density, H2 surface density,
ΓHI (slice), JLW (slice), young stellar mass surface density, middle age stellar mass surface
density, old stellar mass surface density. Properties shown as slices represent a small section
of the simulation box centred on the middle of the halo.
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Given the large dynamic range of the colour bar in Figure 4.13, a small change will not be
visible in the distribution and therefore, the old stellar mass appears relatively constant.
4.3.4.3 Spatial Variations in the Intensity of Radiation
Star formation will leave a unique signature on the radiation field within the galaxy as young
stars are the primary emitters of ionising photons, both at E > 13.6eV and in the Lyman-
Werner band. In Figure 4.13, we characterise the spatially inhomogeneous radiation field
which is key for predicting the ionisation states of metals whose emission can be observed
by ALMA. We show ΓHI and the intensity in the Lyman-Werner band (JLW) as a function of
redshift between z = 6.8−6.0. Comparing the two quantities, one can see a stark contrast.
At z = 6, ΓHI has a strong peak in the centre of the halo, corresponding to the highest density
in young stars. This quickly fades by a few orders of magnitude even at very small radii
although, small secondary peaks in ΓHI can be seen throughout the image. These are due to
secondary star formation sites which have less mass in young stars compared to the central
regions.
By contrast the intensity of the radiation in the Lyman-Werner band is extremely smooth
at z = 6. There is a clear central peak in the radiation field and this intensity falls off as r−2
at larger radii (see the right panel of Figure 4.6). This difference arises because of the nature
of the absorbers in each band. Photons with E > 13.6eV are readily absorbed by neutral
hydrogen. The mass- (volume-) weighted mean free path for hydrogen ionising photons
is ∼ 500kpc (∼ 11Mpc) inside the virial radius of the halo while for the Lyman-Werner
band, we find a significantly longer mass- (volume-) weighted mean free path of ∼ 700Mpc
(∼ 1.2Gpc).
4.3.4.4 Time Evolution of the Thermal and Ionisation State of the ISM
The radiative and SN feedback significantly affects the ionisation state and temperature of
the gas and here we show how these properties correlate with star formation. The top panel
of Figure 4.13, shows the time evolution of temperature. A large ionisation bubble exists
around this galaxy (see Figure 4.2) so it is unsurprising to see gas at T ∼ 104K surrounding
the galaxy. The temperature changes from 103K to 106K and the peaks in temperature
correspond to peaks in middle aged stellar mass (e.g., compare the surface mass density of
middle aged stars to the temperature in the z = 6.3 and z = 6.7 columns of Figure 4.13).
The second and third rows of Figure 4.13 show the surface density of ionised and neutral
gas as a function of redshift. Towards the outskirts of the galaxy, there is significantly more
ionised gas compared to neutral gas. This gas is diffuse and the recombination time scale
4.3 Results 115
Halo MDM M∗ Mgas MZ,HI MZ,HII MHI MHII MH2 SFR
log10(M⊙) log10(M⊙) log10(M⊙) log10(M⊙) log10(M⊙) log10(M⊙) log10(M⊙) log10(M⊙) M⊙ yr−1
1 11.17 9.08 10.43 6.73 7.06 9.85 10.13 6.78 4.91
2 10.83 8.51 10.08 6.25 6.45 9.56 9.74 5.76 2.12
3 10.66 8.20 9.91 5.90 6.20 9.34 9.61 3.38 0.72
4 10.64 8.37 9.92 5.97 6.42 9.29 9.64 3.54 0.69
5 10.59 8.26 9.86 5.78 6.34 9.20 9.59 3.98 0.47
6 10.55 8.19 9.81 5.73 6.24 9.14 9.55 4.31 0.68
7 10.51 7.96 9.76 5.64 5.96 9.17 9.46 3.40 0.53
8 10.48 8.24 9.72 5.71 6.26 8.96 9.49 5.28 0.93
9 10.48 8.11 9.71 5.70 6.10 9.10 9.42 3.69 0.63
10 10.41 8.18 9.73 6.05 6.06 9.32 9.29 4.53 0.43
Table 4.3 Properties of the ten most massive haloes in the L14-RT simulation at z = 6. MDM,
M∗, and Mgas represent the dark matter mass, stellar mass, and gas mass in the haloes,
respectively. MZ,HI and MZ,HII are the metal masses associated with neutral and ionised
gas. MHI, MHII, MH2 are the masses in neutral hydrogen, ionised hydrogen, and molecular
hydrogen. SFR is the current star formation rate of the halo.
is large and thus the gas is maintained in an ionised state (hence why the temperature is
∼ 104K in these regions). A minimum in the surface density of ionised gas can be seen
between z = 6.1 and z = 6.3 which is associated with the decline in young stellar mass (see
Figure 4.12). The intensity of ionising radiation is sensitive to the presence of young stars
(see Section 4.3.4.3) and in particular, stars with age ≲ 3Myr as the emission of ionising
photons drops quickly for stars older this age (Bruzual & Charlot, 2003).
In the neutral gas, we see a markedly different structure compared to that in the ionised
gas. The dynamic range is significantly higher and many more strong spatial features are
present. The neutral gas distribution changes rapidly. We see many examples where holes
appear in the distribution due to star formation and SN feedback.
In Table 4.3, we list the physical properties for the ten most massive haloes in the L14-RT
simulation at z = 6. In 9 of 10 haloes, the HII mass is dominant over the HI mass indicating
that these haloes are sufficiently ionising their surroundings. The metal mass is spread
fairly proportionally over the neutral and ionised gas consistent with the mass of these two
quantities (e.g., for the most massive halo 32% of the total metal mass is associated with
neutral gas while 34% of the total gas is in the neutral phase). Most haloes have retained
their cosmic baryon fraction of gas, consistent with the expectations from Gnedin & Kaurov
(2014); Okamoto et al. (2008) for the halo masses considered here. The feedback from
radiation and photoionisation does not seem to be strongly affecting the accretion of gas onto
these massive haloes. Most of the gas is being fed through cold, neutral, dense filaments
(see Figure 4.9) and the outflows are not preventing fresh gas from penetrating down into the
centres of the haloes (Kimm et al., 2015).
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Fig. 4.14 PDFs of the gas temperature of HI, HII and metals inside the virial radius of the
most massive halo in the L14-RT simulation at z = 6. The majority of high temperature
gas (T > 2× 104K) is ionised while most of the gas at T < 2× 104K is neutral. The
metals are proportionately spread between the two components by mass inside of the haloes.
Approximately 2/3 of the metal mass is found in the ionised component while the other 1/3
remains neutral.
For observations, it is imperative to know the temperature states of each of the different
gas components inside the halo. In Figure 4.14, we show the probability distribution function
(PDF) of the temperatures for HI, HII, and metals inside the virial radius of the most massive
halo in the L14-RT simulation at z = 6. For HII, we see a double peaked profile: the
lower temperature peak is due to photoheating while the higher temperature peak is from
SN feedback. Hydrogen efficiently recombines at T ≲ 104K and thus we only see HI at
temperatures lower than this value. The metals are very evenly spread across the galaxy and
for this reason, we see that the temperature PDF of this component is a combination of both
the HI and HII distributions.
4.3.4.5 The Evolution of H2 With and Without RT
Of particular interest is H2 because it is well known to correlate with star formation (Bigiel
et al., 2008; Kennicutt, 1998). Furthermore, in low metallicity environments, as is the case in
many regions of our simulation box, H2 becomes the primary coolant below 104K and thus
alters the thermodynamic state of the gas.
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Fig. 4.15 H2 mass versus SFR for all haloes with Mhalo > 1010M⊙/h at z = 6. Simulations
with and without RT are shown as squares and circles respectively. Black, red, and blue
points represent simulations refined to L12, L13, and L14, respectively. The enlarged points
represent the most massive halo in the box. The scatter in the positive correlation between
H2 mass and SFR increases significantly when stellar radiation is included.
In Figure 4.15, for each of the six simulations, we plot the total mass of H2 contained
within the virial radius at z = 6 against the star formation rate (measured by averaging over
the past 10Myr) for all haloes with Mhalo > 1010M⊙/h. Without RT, the H2 masses form a
very tight, positive, and steep correlation with the SFRs of the haloes. For the best resolved
halo (the three circles at the top right of Figure 4.15), we see that the instantaneous SFR
and H2 masses are converged within a factor of ∼ 2−3 at z = 6. When RT is introduced
into the simulations, the total mass of H2 decreases drastically because of the presence of
UV radiation and the scatter in the H2-SFR relation significantly increases to about ∼ 1dex.
The range of SFRs exhibited by the haloes in the runs with RT is similar to those in the runs
without (e.g., Rosdahl et al., 2015).
In Figure 4.16, we show surface density maps of H2 in the most massive halo for each
of the six different simulations at z = 6. Moving from lower to higher resolution increases
the amount of structure in the H2 regions regardless of whether or not we include RT. The
differences between the H2 surface density maps for a given halo are likely due to a number
of reasons. The H2 abundance is sensitive to density, temperature, metallicity, and the local
radiation field. At higher resolutions, we resolve higher densities so, in principle, H2 should
be able to form slightly more efficiently in the most resolved cells of the highest resolution































































Fig. 4.16 First three columns: Column density maps of H2 in 20kpc cubes surrounding the
most massive galaxy in our simulations at z= 6. The locations of the young stars (t < 10Myr)
are indicated as white points. The young stars are the most likely sources of the UV and Lyα
flux while the H2 regions may be the dominant source of [CII] emission. Fourth column:
Surface mass density of metals. In both simulations, the locations of the young stars are
coincident with the locations where H2 has formed. However, there is significantly less H2 in
the simulations which include stellar radiation due to strong Lyman-Werner feedback.
simulations. Furthermore, the star formation algorithm is based on random Poisson sampling
and for these low resolution simulations, we cannot expect perfect agreement as a function
of resolution because of the different densities sampled. We also cannot expect perfect
agreement inside a specific halo for the temperature which is once again dependent on the
density of the gas and where the stars are located.
There is a much more extended halo of H2 in the simulations without RT. This is because
the haloes in our simulation are optically thin to Lyman-Werner radiation and all low-density
H2 is easily destroyed. This is better seen in Figure 4.17 where we plot a 2D histogram of
the H2 fraction versus density for all cells in the two highest resolution simulations at z = 6.
In the simulations without RT, the H2 fraction of the IGM is ∼ 10−6 but as it approaches
the more metal-enriched and slightly denser CGM, it increases to a value of ∼ 10−3 as its
formation is not stopped since there is no Lyman-Werner background. As the gas reaches
higher densities, the H2 fraction continues to increase. From the bottom panel of Figure 4.17,
we see a markedly different dependence of the H2 fraction as a function of density in the
simulations which include stellar RT. At volume densities below nH ∼ 10−2cm−3, the Lyman-
Werner background is extremely efficient at destroying any residual H2 and the molecular
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fraction remains at ∼ 10−10. It is only at these densities where even marginal self-shielding
can begin to take place in the metal-enriched gas. However, only at the highest densities
probed by our simulation does the H2 fraction even approach ∼ 10−2. Effectively, we find
that the amount of H2 in our simulations with stellar radiation is very small. The consumption
time of this gas due to star formation is very short. Our simulation is either too low resolution
to model H2 self-shielding well or we have not increased the subgrid clumping factor enough
in order to form a sufficient quantity of H2.
In Figure 4.12, we also plot the H2 mass as a function of redshift for the most massive
halo in the three simulations which include stellar radiation. We see that the H2 mass for
a single galaxy can fluctuate by more than ∼ 2dex within a few Myr. The peaks in the
H2 mass correspond well with the peaks in the young stellar mass. Likewise, the peaks in
the H2 mass are associated with the troughs in the middle aged stellar mass. Even for the
highest resolution run where the sinusoidal pattern is smoothed out, there is still a clear offset
between the middle aged stars, the young stars, and H2. This offset occurs in time as well as
spatially. In Figure 4.16, one can see that the location of the young stars agrees well with
the highest surface density of H2 because both form in cold dense gas clouds. The middle
aged stars are much more spread out (see Figure 4.11) and are not associated with these cold
dense clumps of gas. SN feedback has already effectively destroyed the birth clouds.
The mass and spatial distribution of H2 in the simulated galaxy is very dynamic and
changes on short time scales. H2 is very sensitive to the temperature, density, and ionisation
state of the gas so it is not surprising that we find an anti-correlation between H2 and middle
aged stars. One major shortcoming of our simulations is the density threshold at which star
formation occurs. We have set this density threshold to nH = 0.1cm−3 which happens to
coincide with the density above which H2 will begin to form efficiently. Realistically, star
formation occurs at much higher densities and thus if we increase the density threshold for
star formation, there will be a time offset between when H2 begins to form and when the
stars begin emitting high energy, UV photons. During this time delay, enough H2 may form
where it can self-shield better and thus our estimate for the H2 mass will change.
4.3.4.6 The Spatial Distribution of CII, NII, OI, and OIII
Four spectral lines of particular interest for ALMA observations at high redshift are [CII] at
158µm, [NII] at 122µm, [OI] at 63µm, and [OIII] at 88µm. Because our RT simulations
follow the temperature, metallicity, and radiation at all frequencies including and shorter than
the Habing band, we can make predictions for the spatial distribution and total mass of CII,
NII, OI, and OIII in our galaxy. We post-process the central region (r < 20 comoving kpc/h)
of the most massive galaxy in the L14-RT simulation at z = 6 using CLOUDY (Ferland et al.,












































Fig. 4.17 Mass-weighted phase space diagrams of the H2 fraction as a function of gas density
at z = 6 for the L14-No RT simulation and the L14-RT simulation. When stellar radiation is
included, any residual H2 at low densities is destroyed by the Lyman-Werner background.
Overall, significantly less H2 forms in the simulations which include stellar radiation.
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2013) to calculate the ionisation states of each of these four ions in our simulation. We use
the total hydrogen density, temperature, and metallicity of each of the ∼ 20,000 cells in the
central region of the galaxy as inputs. For the radiation field, we assume a spectral shape
within each radiation bin which is similar to the spectrum in the Milky Way ISM (Black,
1987). We renormalise this spectrum in each bin so that the intensity within each energy
bin is consistent with the intensity measured for each individual cell in our simulation. For
energies lower than the Habing band, we normalise the spectrum by the same scale factor
as we measure for the Habing band in the simulation so that the shape is continuous at low
energies. We add an additional radiation field to model the contribution of the CMB at z = 6.
In Figure 4.18, we plot the phase space diagrams of temperature versus total gas density
for all cells in the central region of the most massive galaxy in the L14-RT simulation at
z = 6. The top left panel of this figure shows the mass-weighted phase space diagram. We
see that most of the gas mass has T ≥ 104K while a few cells scatter to lower temperatures.
The additional five panels show the same phase space diagram which has been weighted
by the ionisation parameter (U = nγ(E > 13.6 eV)/nH), CII, NII, OI, and OIII fractions,
respectively. While most of the gas has T ≥ 104K, the cells which have high CII fractions
have T ≤ 104K. There still exists some CII at warmer temperatures up to T ∼ 105K. By
contrast, almost all of the NII resides in gas with T ∼ 104K and not much NII exists at lower
temperatures. OI looks similar to CII in that it is most prevalent at T ≤ 104K. However, we
see a much stronger decline in OI at warmer temperatures than we see for CII. OIII exists at
somewhat higher temperatures (104 < T [K]< 105), and coincides with ionised hydrogen.
We can also see that OIII exists where the ionisation parameter is high.
In Figure 4.19 we plot the surface density of each of the four ions and the features we
identified in the phase space diagrams are reflected spatially. The surface density of CII is
clumpy and these clumps are associated with the cold neutral gas. The features in NII are not
as strong as in CII because the neutral gas at T ∼ 104K has a more extended distribution than
the much colder, neutral gas (see Figure 4.13). Unsurprisingly, OI looks very similar to CII,
but is not quite as extended as CII because it cannot exist at slightly warmer temperatures. In
general, the surface density of OI is higher than for CII mainly because the total abundance
of oxygen is greater than that of carbon by a factor of ∼ 2 (Asplund et al., 2009; Grevesse
et al., 2010). The spatial distribution of OIII is different from that of OI and CII because it
is the dominant ionisation state of oxygen in a much different part of phase space. Inside
the regions shown, we find that the total mass of CII, NII, OI, and OIII are 6.3× 105M⊙,
5.3×104M⊙, 1.3×106M⊙, and 2.6×105M⊙, respectively, compared to a total metal mass
in the same region of 1.7× 107M⊙. We also show in Figure 4.19 the spatial distribution
of the ionisation parameter along the line-of-sight, weighted by density and we can see












































































Fig. 4.18 Phase space diagrams of density versus temperature for all cells within virial radius
of the most massive halo in the L14-RT simulation at z = 6. The cells in the top left panel
are mass-weighted while the cells in the other panels are weighted by ionisation parameter
(U), CII, NII, OI, and OIII fractions, respectively. The top colour bar shows the colour scale
of the mass-weighted plot while the bottom colour bar represents the colour scale for the
other five plots. U remains enhanced in the high temperature gas where we see the highest
fractions of OIII. CII and OI occupy a very similar part of the phase space diagram at low
temperatures corresponding to the neutral gas.
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how this anti-correlates with the location of CII and OI. Finally, in the top left panel of
Figure 4.19, we plot the neutral hydrogen column density which correlates well with CII and
OI as expected and anti-correlates with the ionisation parameter. The red and blue contours
show the normalised distributions of CII and OIII column density, respectively. We can see
that OIII is more extended and there is an offset between the peaks. Likewise, the yellow
contours show the normalised distribution of the surface mass density of young stars. We see
two distinct peaks of young stars, one of which is associated with the peak in CII and the
other occurs to the bottom left, off centre from the densest region of the galaxy.
Ideally, we would convert the CII mass into a luminosity and discuss its observability
for ALMA. Various works have attempted to do this (e.g., Vallini et al., 2013, 2015, 2017);
however modelling this emission is complicated. The fine structure line is likely excited
by collisions with neutral hydrogen, free electrons, and protons. Our modelling allows us
to make predictions for these quantities, but they are likely to fail in the highest density,
metal-enriched regions, because we do not take into account the free electrons which come
from dust grains, photoelectric-heating, and the ionisation states of the metals (Draine, 1978;
Helou et al., 2001). The structure of the ISM at these scales is likely important due to
self-shielding across the face of the molecular clouds. For these reasons, we refrain here
from estimating the [CII] and [OIII] emission of our galaxy.
4.4 Discussion
4.4.1 Comparison with Previous Simulations
Various previous simulations have attempted to model the IR emission coming from galaxies
during the epoch of reionization (Nagamine et al., 2006; Pallottini et al., 2017; Vallini et al.,
2013, 2015). Our work builds on these previous results and in particular, the inclusion of
on-the-fly, multi-frequency, RT and radiation-coupled H2 chemistry, allows for an improved
modelling of star-forming galaxies during the epoch of reionization. In this section, we
compare some of our results to these previous simulations.
Vallini et al. (2013) and Vallini et al. (2015) have run detailed simulations attempting to
identify the origin of [CII] emission in a “normal” high-redshift star-forming galaxy. Vallini
et al. (2013) use cosmological SPH simulations to model the formation of a 1011M⊙ halo at
z = 6.6 that has very similar mass to the most massive galaxy in our work. These simulations
were then post-processed with UV radiation transfer using a Monte-Carlo ray-tracing code.
They find that the warm neutral medium resides in over-dense clumps that are displaced from
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Fig. 4.19 Column density of HI (top left), the density-weighted ionisation parameter, U ,
across the halo (top centre), and surface density maps of CII (top right), NII (bottom left),
OI (bottom centre), and OIII (bottom right) around the most massive halo in the L14-RT
simulation are shown at z = 6. In the top left panel, the column density contours of OIII, CII,
and young stars are shown in blue, red, and yellow respectively. The contours have been
normalised to the peak column density in order to best show the locations of the peak surface
densities of each ion. The projected location of young stars are shown as black points. The
OIII peak is spatially offset from the CII peak and young star peaks while the CII peak is
co-located with one of the young star peaks. In the other five panels, the black contours
represent HI column densities of 2×1020cm−2, 3×1020cm−2, and 7×1020cm−2. The white
contours show the normalised surface densities representing 10%, 30%, 50%, 80%, and 90%
of the maximum value of the quantity plotted in that image. The maximum surface densities
of CII, NII, OI, and OIII are 7.0×105M⊙/kpc2, 2.5×104M⊙/kpc2, 1.6×106M⊙/kpc2, and
9.3× 104M⊙/kpc2, respectively. The colour scale for U has been normalised to have a
maximum of 1 while the top right colour bar applies to the CII, OI, NII, and OIII maps.
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the central star-forming regions and that cold gas resides in very dense clumps. Furthermore,
they show that at solar metallicity, 95% of [CII] emission originates from cold gas.
We find a large difference in the morphology of our galaxy compared to Vallini et al.
(2013). Theirs forms one large dense clump of stars (see their Figure 1). This likely arises
because the simulations used in Vallini et al. (2013) include neither radiative cooling nor
SN so a complex morphology cannot arise and radiation post-processing will not affect
the structure of the gas. Because the stars are concentrated in one central clump we find
a different temperature distribution within our galaxy which can significantly affect the
ionisation state of carbon.
The work of Vallini et al. (2015) significantly improves on Vallini et al. (2013) by
using the same underlying SPH simulation but including a recipe for the inhomogeneous
distribution of metals, the formation of molecular clouds, and the effect of the cosmic
microwave background on [CII] emission. Although our simulations likely under-predict the
formation of H2 compared to Vallini et al. (2015), we find that the molecular clouds form in
the central and most dense regions of the galaxy, consistent with Vallini et al. (2015). They
find that most of the [CII] emission arises from PDRs rather than the cold neutral medium
indicating that the [CII] is likely coming from illuminated molecular clouds. If this is in fact
the case, we can use our simulation to potentially understand the morphology of the [CII]
emission as well as the UV and Lyα to better understand the observations of Maiolino et al.
(2015) (see Section 4.4.2).
Pallottini et al. (2017) (hereafter P16) performed a similar exercise using a zoom-in
simulation and attempted to model the [CII] emission from a single high-redshift z = 6
galaxy of similar mass to our work and Vallini et al. (2013, 2015). Contrary to Vallini et al.
(2013, 2015), this simulation models radiative cooling, feedback, and metal enrichment and
forms a disk galaxy with a star formation rate of ∼ 15M⊙/yr. This allows the authors to
explicitly track the location of metals. They find that 30% of the CII mass has been ejected
from the central, radiation pressure-supported disk due to outflows, but 95% of the [CII]
luminosity comes from the disk. Furthermore, they show that this galaxy is under-luminous
compared to the local [CII]-SFR relation.
Comparing our work to P16, the total stellar mass of our most massive galaxy is signifi-
cantly lower (by an order of magnitude). The different feedback implementations are likely
to be the main reason for this difference. The delayed cooling stellar feedback model used
in our work efficiently regulates star formation in the galaxy which allows our stellar mass
estimate to be consistent with Behroozi et al. (2013). To support this conclusion, P16 find
that the metallicity of the galaxy drops to the artificial metallicity floor at 12kpc whereas we
find metals at nearly double this radius, indicative that our feedback model is driving stronger
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outflows. Because the metals in our galaxy are much more spread out, the average metallicity
of the gas is lower which can have drastic effects on the observability of [CII] (Vallini et al.,
2013). This would mean that our galaxy would fall even lower on the [CII]-SFR relation
compared to P16.
Interestingly, the H2 mass measured in P16 is comparable to what we find in our simu-
lations which do not include stellar radiation. P16 uses a different model for H2 formation
which is not explicitly coupled to the radiation field and the equations are independent of the
flux in the Lyman-Werner band (see their Equation 2d). At our resolution, the amount of H2
which forms in the galaxy is very sensitive to the local enhancement of the Lyman-Werner
flux above the background (see Figure 4.12). Our simulations likely under-predict the H2
mass in these haloes due to low resolution which hampers self-shielding. Because the H2
mass in our simulation corresponds well with the high-density peaks, we predict that [CII]
luminosity will also derive from the H2 regions, consistent with P16 and Vallini et al. (2015).
4.4.2 Interpreting ALMA Observations
Various observations targeting the [CII] emission line during the epoch of reionization have
been successful (Capak et al., 2015; Knudsen et al., 2016; Maiolino et al., 2015; Pentericci
et al., 2016; Willott et al., 2015). These works have revealed a number of interesting properties
of star-forming high-redshift galaxies. In particular, they find that the far-IR emission of
these galaxies is weaker than similar galaxies at lower redshift. This could indicate a decrease
in dust mass at higher redshifts and/or low metallicities. The galaxies tend to fall low on the
[CII]-SFR relation derived from local galaxies.
Maiolino et al. (2015) observed three spectroscopically confirmed Lyman break galaxies
at 6.8 < z≤ 7.1 with ALMA that have SFRs of 5−15M⊙/yr. Interestingly, Maiolino et al.
(2015) detect no [CII] emission at the location of the Y-band counterparts that probe the
rest-frame Lyα and UV emission and likely the location of young stars. Where [CII] is
detected, it is spatially offset by a few kpc from the central core of the galaxy.
Our cosmological RT simulations support the interpretation of the offset between the
UV/Lyα and [CII] emission proposed by Maiolino et al. (2015). The UV and Lyα emission
comes from young stars and our simulation predicts that these will form in tight clumps.
The [CII] emission is likely to originate in cold, neutral gas, or in PDRs close to young
stars. Our simulation includes modelling of the inhomogeneous radiation field of the galaxy
which leads to a complex morphology in the HI distribution and temperature. We probably
under-predict the total mass in H2, although the locations where H2 forms are likely to be
spatially consistent with the cold neutral medium. The final two pieces of the puzzle are the
metal and dust distributions. Our simulations do not capture small scale inhomogeneities
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Fig. 4.20 Schematic view for how an offset can arise between UV/Lyα , [CII], and [OIII]
emission. The underlying image shows the surface density of neutral gas for the most
massive halo in the L14-RT simulation at z = 7.1, the redshift of the Maiolino et al. (2015)
observation. The location of young stars which emit in the UV/Lyα are shown as black
points. The white arrow shows the direction by which cold, neutral, low metallicity gas is fed
into the galaxy. The intersection point of the filament and the galaxy creates a star-forming
region circled in black which we assume is relatively unobscured. Towards the central regions
of the galaxy, we have placed a dust cloud where we expect the metallicity and dust content
to be slightly higher. We propose that here, the UV/Lyα emission are obscured but the [CII]
emission coming from PDRs and [OIII] emission from higher temperature, ionised gas can
escape. The expected UV/Lyα emission is shown as the blue arrows while the [CII] and
[OIII] emission is shown as the red and green arrows, respectively.
in the metal distribution and we do not explicitly follow dust so the distribution of both
quantities are uncertain. Dust is particularly important because of its ability to obscure
star-forming regions.
In Figure 4.20, we show how spatial offsets between UV/Lyα and [CII] emission can
arise depending on where the dust is located. We show how this may work by annotating a
neutral hydrogen surface density map of the most massive galaxy in our simulation at z= 7.1,
the redshift of the Maiolino et al. (2015) observation. In the bottom of the image, a cold
neutral filament is feeding pristine or low metallicity gas into the central regions of the galaxy.
At the intersection of the galaxy and the filament, a large star-forming clump has formed
which we envision to have reasonably low metallicity and thus little [CII] emission. Because
of the low metallicity and dust content, the UV and Lyα emission can escape without being
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reprocessed and are visible. Towards the central regions of the galaxy, one may expect that
the metallicity and dust content are higher and thus star-forming clouds in this region are
much more obscured and no UV or Lyα emission escapes this region. However, in these
dense clouds, PDRs produce [CII] emission which can pass through the dust; hence an
offset is created between the UV/Lyα and [CII] emission. To calculate the dust attenuation,
what is required is the dust optical depth, τd . Our simulations do not self-consistently trace
dust. If we again make the simplistic assumption that the dust optical depth scales linearly
with the neutral hydrogen column density and metallicity (Gnedin et al., 2009), we find
that the maximum τd is a factor of about three times higher in the central star forming
regions compared to the outer regions of our simulated galaxies due to metallicity and density
gradients in the galaxy. The difference in surface mass density of young stars between the
inner and outer regions is a factor of ∼ 1.5. Note that the attenuation scales as e−τd and
that we expect more attenuation in the central regions. These values should, however, be
considered with some caution as a more sophisticated model for dust physics will be needed
to get more accurate estimates of the attenuation. Furthermore, resolution effects in our
simulations limit the maximum densities in the simulations and therefore put an upper limit
on τd .
If [NII] and [OI] could also be observed, we predict that these will be spatially coincident
with the [CII], although the [NII] might be slightly more extended. In contrast, [OIII] arises
from higher temperature gas at a higher ionisation parameter and thus would be offset from
[CII]. Therefore, we also might expect an offset between [OIII] and [CII].
4.5 Caveats
As with all numerical simulations, there are a number of caveats, many of which we have
already discussed in the text. At large scales, reionization is sensitive to the resolution of
the simulation, and the star particle mass, and the masses of the resolved galaxies (Aubert &
Teyssier, 2010). Here we do not resolve the atomic cooling threshold haloes which may help
drive reionization (Kimm et al., 2017). Most of the metals in our simulations remain inside
the virial radius of the haloes and do not efficiently enrich the IGM. This is rather sensitive
to the feedback method implemented in the simulation (Keating et al., 2016) and thus our
conclusions may be subject to our chosen feedback model.
The density threshold of star formation in our simulations is much lower (0.1cm−3) than
the typical densities observed in local molecular clouds (> 100cm−3). Because, the galaxies
in our simulations have low metallicity, H2 only forms very efficiently at densities higher
than the density threshold where we assume stars form. For this reason, the Lyman-Werner
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radiation is extremely efficient at destroying the H2 as the resolution of our simulations is
too low to model self-shielding properly. The formation of H2 depends on the clumping
factor chosen. We have experimented with increasing the clumping factor and unsurprisingly,
significantly more H2 forms. Higher resolution simulations will be needed to properly model
the formation of H2. Nevertheless, the conclusion that H2 is located in dense, metal-enriched
gas will continue to hold.
Likewise, because of the still rather moderate resolution of our simulations, the metals
efficiently spread throughout the central regions of the haloes. A higher resolution simulation
might resolve a more patchy metal distribution in the ISM. If small patches of gas have
significantly higher metallicity, this will affect where the [CII] emission originates from and
may change our conclusion with regard to its observability (Vallini et al., 2013, 2015).
Finally, our simulations make no attempt to model the spatial distribution of dust which
plays a role in various astrophysical processes such as the cooling and fragmentation of gas,
the formation of H2, absorption of UV photons, and the obscuration of UV/Lyα emission.
4.6 Conclusions
We have presented six cosmological simulations, three of which include on-the-fly multi-
frequency RT and three without, at various resolutions and demonstrate how inhomogeneous
stellar radiation affects galaxy formation at large (Mpc), intermediate (tens of kpc), and
small (sub kpc) scales. The simulations employ a new variable speed of light approximation
which allows ionisation fronts to travel at the appropriate speeds in both low and high-density
regions before Stromgren spheres have reached their maximum extent. The simulations
include a non-equilibrium chemistry model for the formation and destruction of H2 which is
coupled to the spatially inhomogeneous radiation from star particles. Our findings can be
summarised as follows:
• At large scales, reionization proceeds inside-out. The highest density regions surround-
ing haloes are ionised first. However, a significant amount of neutral gas remains inside
the haloes with a typical ratio of masses of ionised to neutral gas of 2:1.
• The simulation becomes optically thin to radiation in the Lyman-Werner band at a
significantly higher redshift than it does for photons which ionise hydrogen and helium.
Inside of haloes the flux in the Lyman-Werner band follows a characteristic r−2 profile
while hydrogen ionising radiation is dominated by the individual star-forming clumps
as it is readily absorbed internally by cold neutral gas.
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• At intermediate scales, the filaments remain mostly self-shielding with HI column
densities above the Lyman limit threshold (NH > 1017cm−2). The spatial distribution
of the DLAs is very dynamic and strongly anti-correlated with the presence of young
stars.
• The distribution of young stars inside of haloes is strongly clustered and the locations of
these stars are closely associated with their birth clouds. As stars age, they redistribute
throughout the galaxy which creates a smooth, old stellar component. The UV/Lyα
radiation will be dominated by these clumps and its observability will be subject to the
presence of dust.
• We find rapid changes in the spatial distribution of ionised and neutral gas inside of
the haloes due to young stars ionising their surroundings and SN feedback blowing
holes in the neutral medium.
• The metal mass in our simulations is proportionally distributed between the ionised
and neutral gas inside of the haloes. The ten most massive haloes in our simulation
with masses 1010.4 < MDM < 1011.2 all exhibit the expected cosmic baryon fraction
within their virial radii.
• For our specific feedback implementation, most of the metals are confined inside the
virial radius of haloes. Many small haloes form along the filaments which increase the
metallicity of this gas slightly above the metallicity floor of our simulations; however,
much of the gas at these densities has a metallicity which remains close to primordial.
• H2 masses in the haloes are time variable and extremely sensitive to the presence of
young stars. Without stellar radiation, a strong correlation arises between the SFR
and the H2 mass while with RT, this correlation weakens and the scatter significantly
increases. However, our simulations likely under-predict the total mass of H2 in the
haloes because they have not reached densities where H2 can effectively self-shield.
• The CII in the galaxy is associated with the locations of the cold neutral clumps of gas.
OI follows a similar trend; however has a less extended distribution compared to CII.
In contrast, the distribution of NII is more diffuse and associated with much warmer
gas and OIII exists in hotter, ionised gas.
• Depending on the location of dust in the galaxy, spatial offsets are expected between
UV/Lyα and [CII] emission which would explain the recent observations of Maiolino
et al. (2015). A spatial offset also naturally arises between [CII] and [OIII] because
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of the different part of phase space where each of the ionisation states are dominant.
It should thus be expected that spatial offsets between UV/Lyα , [CII], and [OIII]
emission are regularly found in the same objects.
With our simulations, we have shown that the inclusion of local radiation from young
stars is crucial to realistically model the ISM in high-redshift galaxies and in particular, the
spatial distribution of the different ionisation states of oxygen and carbon which can be
observed by ALMA. To make meaningful comparisons with observations, future simulations
will require a further improved modelling of dust. This will allow us to better model the
formation of H2 and understand the obscuration which might cause spatial offsets between
[CII] and UV emission. Higher resolution is also required to better model the distribution of
metals in the haloes and to better resolve the physics governing the [OIII] and [CII] emission
in a multiphase ISM.
4.7 Additional Material
4.7.1 The Variable Speed of Light Approximation
The motivation for using a variable speed of light is that in high-density regimes (ISM) and
for low luminosity sources, a reduced speed of light generally gives correct results. However,
in low-density regimes (IGM) and for highly luminous sources, it is necessary to use the full
speed of light to properly model the propagation of I-fronts. Most AMR simulations use a
density criterion to initiate refinement. The VSLA we introduce here interpolates between
low values of the speed of light and high values of the speed of light depending on AMR
refinement level. This can make the simulation far less expensive than using the full speed of
light everywhere while properly modelling I-front propagation in low-density regions.
4.7.1.1 Implementation
To implement the VSLA, we first identify the grid resolution and density at which we wish
to use the full speed of light. In general, we set this as the level of the base grid in the
simulation (in our case Level 8). Choosing a higher level would result in a slower, albeit
more conservative approach. For each higher refinement level, we successively divide the
speed of light by a factor of two up to the highest resolved level, or until we no longer wish
to further reduce the speed of light. We choose to divide the speed of light by a factor of two
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where l is the level of interest and lmin is the level where we set csim = c.
With oct-based refinement, as is used in RAMSES, upon refinement, the cell length is
divided by a factor of two. Dividing csim by a factor of two therefore also keeps tRT constant.
Dividing c by a larger factor would mean lower, less resolved levels act on a shorter time
step than the more refined levels. Dividing by a factor less than two would correspond to a
more conservative approach but would not fully exploit the speed-up possible with VSLA
and we, therefore, choose to use factors of two in this work.
Consider the specific case where our base grid is resolved at Level = lbase which is where
csim(lbase) = c and we impose 7 additional levels of refinement so that at Level = lbase+7,
csim(lbase+7) = c/27 = 7.8×10−3c. Using the RSLA, this simulation would in principle
be ∼ 27 = 128 times faster than using the full speed of light at all refinement levels; however,
this would not model the I-fronts properly in the IGM. With the VSLA, our maximum time
step for our most refined levels is the same as in the RSLA with a similar gain in terms of
speed-up. What prohibits the VSLA from achieving the same speed-up as the RSLA is that
by definition, we abandon multi-stepping in time (i.e., all levels are run on the same time step
which is generally dictated by the most refined cells). Depending on what fraction of all cells
are refined, abandoning the multi-stepping advantage of AMR can correspond to different
costs. If the computational load is completely dominated by the highest resolution cells (e.g.,
a zoom-in simulation) then VSLA is unlikely to become much more expensive than RSLA.
In the case where very few cells are at the highest level of refinement, abandoning multi-
stepping can become more costly at the expense of more accurate RT and the refinement
criteria must be optimised9.
We can improve the speed-up even further by introducing RT subcycling in the simulation
where the radiative time step is semi-decoupled from the hydrodynamic time step. Even
with RSLA, the RT time step is often much shorter than the corresponding hydrodynamic
time step and therefore, a speed-up can be achieved by subcycling multiple times over the
RT calculation for every single hydrodynamic time step. This has been implemented in the
main version of RAMSES, however, because the hydrodynamic time steps are adaptive, one
has to adopt suitable boundary conditions at the interfaces between coarse and refined cells
because multiple fine steps are executed without the coarse cells being fully updated (see
Commerçon et al. 2014). Nevertheless, even with these special boundary conditions, we have
confirmed that the method is accurate to a few percent10. By contrast, using the VSLA forces
9Note that in the newest version of VSLA (not used in this work), it is no longer required that multi-stepping
be abandoned for the AMR. Rather, hydro and radiative time steps can be adaptive and we instead update the
number of subcycles in the radiation sub-steps depending on the speed of light in the cells on that level.
10In this case, the number of photons is not strictly conserved. Hence inaccuracies are introduced at the level
of a few percent. This should not be confused with the 10% rule used in the cooling step which ensures that no
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all hydrodynamic time steps to be of the same length and we are no longer forced to subcycle
the RT calculation individually at each level. Instead, we have restructured RAMSES so that
the RT calculation is performed after every coarse time step. This allows us to subcycle
through all AMR levels at once. The only downside to performing the calculation this way is
that for large cosmological simulations, accessing the same array multiple consecutive times
is faster than cycling through all of the different levels one after another because one must
continually access slower areas of memory to retrieve the arrays which hold information for
other levels. We have attempted to optimise our routines to achieve the speed-up one obtains
with the original version; however there is a moderate computational price for increased
accuracy11.
4.7.1.2 Conservation of Flux and Photon Number Density
To maintain the conservation properties of the code, we demonstrate a simple example of
how photon flux and number density are advected across cell boundaries.








Here Ul = [Nl,Fl] andFl = [Fl,c2l Pl] where Nl is the number density of photons in the cell,
Fl is the flux vector of the cell, and Pl is the pressure tensor of the cell. To calculate the
pressure tensor, we have
Pl = DlNl. (4.16)
We compute this for each of the different photon groups. Dl is the Eddington tensor of the




















quantity changes my more than this value over a single cooling step. If this occurs, the cooling is subcycled
over smaller time steps until the result converges.
11Note again that in the newest version of VSLA (not used in this work), we have made our algorithm
fully consistent with the boundary conditions adopted in Commerçon et al. (2014), which allows for a greater
increase in speed. Thus the slow down of VSLA compared to RSLA reported in this work (especially for the
cosmological test) are overestimates of what we have seen with the newest version of the algorithm.
134 Interpreting ALMA Observations of the ISM During the Epoch of Reionization
𝑐"#$ = 𝑐&,	  𝑁* = 𝑁&𝐹 = 𝐹&
𝑙 = 1 𝑙 = 2
𝑐"#$ = 𝑐/,	  𝑁* = 𝑁/𝐹 = 𝐹/
b c
source 𝑙 = 3
𝑐"#$ = 𝑐1,	  𝑁* = 𝑁1𝐹 = 𝐹1𝑐"#$ = 𝑐2,	  𝑁* = 𝑁2𝐹 = 𝐹2𝑙 = 0
a
Fig. 4.21 Simple set-up of four cells to show how photon properties are advected across the
refinement boundary.
If we consider the 1D case, which we will do for the rest of this derivation, Pl → Nl and
thereforeFl = [Fl,c2l Nl].
In Figure 4.21, we show a setup of four cells with indices l = [0 : 3]. Each cell has a speed
of light cl , a number density of photons Nl , and a photon flux Fl . We begin by calculating
the intercell fluxes between the central two cells and we can use Equation 4.15 to calculate
these values. In order to account for the differences in speed of light between the different
cells we make a slight modification to U andF for the cells to the left and right of the cell
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Clearly the fluxes calculated in Equations 4.22 and 4.23 are identical and thus it is trivial
to show that the total number of photons is conserved regardless of the speed of light in each
of the cells as long as we substitute the appropriate value of N into Equation 4.15. This will
be detailed further below.
We can perform a similar exercise with the fluxes and the intercell flux at b as computed




































Thus there is an asymmetry between the intercell flux of the flux as computed by l = 1 and





In order to assure that no spurious flux is created or destroyed at the intercell boundary,
one must update the cells at the boundary with a different flux. For the cell l = 1, we use




This becomes clearer when we plug in steady-state values for this setup where c3 =
c2 = c and c1 = c0 = c2 as we would use in the cosmological simulation. In this case
F0 = F1 = F2 = F3 = F and N1 = N0 = N and N3 = N2 = N2







(F nGLF,l−1/2−F nGLF,l+1/2). (4.27)
If we consider the photon density update for cell l = 2, we have computed F nGLF,l−1/2 in









12The change in N is so that the photoionisation rate remains constant which is what is expected for steady
state.
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Plugging in the steady-state values in the equations forF nGLF,l−1/2 andF
n
GLF,l+1/2, we find
















































































































Clearly, the steady state is maintained which demonstrates the validity of the VSLA algorithm.
A similar exercise can easily be computed for the cell l = 1. Recall that when updating the
flux, this is done asymmetrically depending one which side of the boundary one is on which
is key to maintaining the steady state.
We present here a series of idealised tests that verify that our new VSLA implementation
exhibits the properties we have described.
4.7.1.2.1 Test 1: Point Source in an Optically Thin Box In this test, we set up a low
resolution square box with sides of length 0.8 kpc and put a point source which emits
1050photons/s at position (0, 0.4, 0.4)kpc such that it is emitting from the left wall of the
box. All walls have outflow boundary conditions so that any radiation which reaches the
edges of the box is advected out of the computational domain. Cells with x < 0.15kpc are
refined to Level 5 (323) all other cells are refined to Level 4 (163) and this refinement map
is kept static throughout the test. The source luminosity is split into three bins with mean
energies of 18.85, 35.05, and 65.67eV, respectively, and the number of photons emitted in
each bin is consistent with that of a 105K blackbody spectrum. The box is entirely filled with
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Fig. 4.22 Fractional deviations of the VSLA run with a 2 (top), 10 (middle), and 100 (bottom)
times faster speed of light in the coarse cells compared to the reference RSLA run. The
snapshots are taken at 4Myr, long after the light crossing time of the box and at a point where
the simulation should be in a steady state. The total photon flux is well conserved between all
of the runs. The vertical dashed line shows the location where the refinement level changes.
The coordinates of the box have been re-centred on (0.4,0.4,0.4)kpc for these plots.
hydrogen gas with a uniform density of nH = 0.1cm−3 and a temperature of 100K. In this
test, all hydrogen atom cross sections are set to zero so that the photons travel unimpeded
across the box and thus it as if the radiation is propagated in a vacuum.
We begin by running this test four times. In our first experiment, we set csim = 0.004c
everywhere in the box, regardless of the level of refinement, which represents the control run.
With this setup, the effective crossing time of the box is ∼ 650,000yrs. The simulation is run
for 4Myr, much longer than the crossing time, so that the simulation has reached a steady
state. In the next two experiments, we increase csim in the coarse cells (e.g., at x≥ 0.15kpc)
by a factor of 2 (our default VSLA implementation), by a factor of 10, and by a factor of 100
in order to demonstrate conservation of flux and photon number density in all cases.
Figure 4.22 shows the fractional deviation of the total photon flux (c˜Nγ ) in the second
three experiments compared with the reference control run (|Control - Experiment| / Control).
The total photon flux is well conserved regardless of the speed of light we use in the less
refined region. In all cases, the luminosity of the source is the same and therefore the flux,
which depends only on luminosity and distance should be the same regardless of the value
of the speed of light we choose in the simulation (assuming the simulation has reached a
steady state). We have confirmed that we conserve photon flux in each individual direction to
a precision of one part in ∼ 10−13 when a flux limiter is not imposed. When a second-order
flux limiter13 is used, the conservation changes to less than one part in 10−2 and is slightly
different for the x direction compared to y and z. This is almost certainly due to the geometry
13This determines how the cell properties are interpolated from coarse to fine cells and likewise in the reverse.
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Fig. 4.23 Fractional deviations of the VSLA run with a 2 (left), 10 (centre), and 100 (right)
times faster speed of light in the coarse cells compared to the reference RSLA run. The
snapshots are taken at 4Myr, long after the light crossing time of the box and at a point
where the simulation should be in a steady state. The number density of photons changes as
expected in order to maintain a constant photoionisation rate. The coordinates of the box
have been re-centred on (0.4,0.4,0.4)kpc for these plots.
of the problem. The photon source is located in a position such that all photons inherit a
positive flux in the x direction while this is not the case for both the y and z directions and
the refinement boundary is placed at a fixed x value. In the case of VSLA, it may be useful
to adopt a lower-order slope limiter for the radiation while keeping it on for the hydro as we
expect the radiation to be a much smoother field.
We also show in Figure 4.23, how the photon number density changes across the boundary
such that the photoionisation rate remains constant. Here we see the fractional deviations
expected for changing the speed of light by a factor of 2, 10, and 100, respectively.
Because the total photon flux is conserved across the boundary, the number density of
photons in the cells is different by the same factor as the change in c˜. However, because the
absorption cross section is scaled with the speed of light, for a constant density medium, the
same number of absorptions will occur even with a change in photon number density across
the refinement regions. This is further shown in Section 4.7.1.2.2.
We have also checked to make sure that our implementation is robust to changes in the
location of the source as well as the direction of the refinement boundary. We have run the
same test with the exact reverse setup by putting the source at position (0.8, 0.4, 0.4)kpc
and reversing the orientation of the refinement boundary and obtained very similar results.
Furthermore, we have run the test both in the y, and z directions and once again find similar
results.
These tests have all been run on four cores and we provide the timing results in Table 4.4.
All tests have exactly the same domain decomposition and number of outputs. We have run
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Table 4.4 Wall clock time for test 1. a We have run a second control run where we turn off
adaptive time stepping (i.e., nsubcycle is set to 1 for all levels).
an additional control where adaptive time stepping is turned off (i.e., all levels are run on
the fine time step and thus there is no hydro subcycling) and we see that the timing is the
same for the run with the twice enhanced speed of light. Because this test is at a such low
resolution and we use more cores than necessary (this was done to test the robustness of
our algorithm to MPI calls), the timing between the control with and without adaptive time
stepping is fairly comparable. In the run with a ten times enhanced speed of light, the time
step is 5 times shorter than the control run and we see that it takes 4.6 times as long to run.
Likewise, the run with the 100 times enhanced speed of light has a time step that is 50 times
shorter than the control run and this takes 55 times as long to run. Note that some of the time
is spent on I/O and the amount of time needed to print an output is independent of the value
of the speed of light used. For the shorter runs, this becomes more important in timing than
for longer runs.
4.7.1.2.2 Test 2: Point Source in a Low-Density Medium The setup for this test is
exactly the same as in the previous test except that the HI cross sections are no longer set to
zero, rather the energy-weighted and photoionisation cross sections are set as appropriate
for a 105K blackbody spectrum. We have set the RAMSES-RT parameter “static=.false.” so
that the hydro quantities can be updated. Furthermore, we decrease the density in the box to
nH = 10−3cm−3 so that the Stromgren radius is much larger than the box size. In addition
to the control where csim = 0.004c, we perform a VSLA run where we enhance csim by a
factor of two at the coarse level. After 4Myr, the box is completely ionised and optically
thin to radiation. Flux in all directions is conserved to a few parts in 10−6 and the maximal
deviation in ionised fraction is 2×10−6 which occurs right at the edge of the far side of the
box and away from the source. Timings for this test can be found in Table 4.5.
In Figure 4.24, we show the propagation of the ionisation front at 0.1, 0.2, 0.4, 0.9, and
4Myr. The positions of the I-fronts are very similar in the left panels of Figure 4.24 since
the I-fronts are only just beginning to cross into the coarse cells where the speed of light
differs. In the left centre panel of the figure, we see a small mushroom effect where it appears
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Table 4.5 Wall clock time for test 2. The control experiment has adaptive time stepping
turned off.
Fig. 4.24 Evolution of the ionisation front at 0.1, 0.2, 0.4, 0.9, and 4Myr for the control run
(top) and VSLA runs (bottom three panels). The refinement boundary occurs at x =−0.25
where, to the left of the boundary, the speed of light is set to be that of the control run while
to the right of the boundary, we vary the speed of light as indicated on the plot. Hence, the
I-fronts travel faster when the speed of light is increased.
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that the radiation has expanded a bit further in the y direction after the refinement boundary.
This is due to the low resolution of the cells and the rendering that comes with averaging the
quantities along the z-axis. The mushroom effect is enhanced in the lower left panels because
the speed of light is faster so the radiation should be diffusing more quickly than in the
control run. We can see in the right four panels of Figure 4.24 that the I-front of the control
run is lagging behind the VSLA runs as expected. This is further tested in Section 4.7.1.4.1.
After 4Myr, the I-fronts are far beyond the regions of the box and the simulation is in a steady
state as described above.
4.7.1.3 Additional Tests
In addition to the previous two tests, we have checked that our algorithm is robust to adaptive
refinement, both refining and deferring cells on-the-fly. Furthermore, imposing multiple
levels of refinement also poses no issues.
4.7.1.4 VSLA Comparison Tests
Having demonstrated that VSLA successfully conserves both number of photons and flux
across level boundaries, we now test our new VSLA implementation in a series of controlled
experiments which demonstrate the advantage of VSLA over both RSLA and using the full
speed of light. We present three tests which demonstrate that the physical properties of
the I-front are conserved in regimes where the velocity of the I-front (the rate at which the
radius of the HII region grows) is much slower than the speed of light and that VSLA better
reproduces the results of the full speed of light in low-density regimes at a much reduced
computational cost.
4.7.1.4.1 Iliev 2009 Test 6 Iliev et al. (2009) test 6 is designed to represent a radia-
tive source emitting at the centre of a dense cloud of gas. A luminous source (N˙γ =
5× 1050photons/s summed over three radiation bins), mimicking a 105K blackbody is
placed at the corner of a box of length 0.8kpc and centred on a dense cloud of gas with the
following density profile,
nH(r) =
 n0 ifr ≤ r0n0(r0/r)2 ifr ≥ r0, (4.32)
where n0 = 3.2cm−3 and r0 = 91.5pc. The initial temperature of the entire box is set to
100K and the simulation contains only hydrogen. The boundary conditions of the three walls
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Level Ncells Radii
6 643 r > 0.25kpc
7 1283 0.25≥ r > 0.125kpc
8 2563 0.125≥ r > 0.0625kpc
9 5123 0.0625≥ rkpc
Table 4.6 Refinement scheme for Iliev 2009 test 6.
touching the radiation source are reflective while the other three are outflow. The original test
uses a fixed 1283 Cartesian mesh however, since VSLA attempts to keep the light crossing
time of all cells the same regardless of resolution, we have modified the original test slightly
to better explore the properties of VSLA. Rather than a fixed uniform mesh, we initialise
a fixed grid as listed in Table 4.6 which uses a base grid of 643 cells with three additional
levels of refinement at specified radii.
We provide three versions of this simulation: 1) csim = 0.01c, 2) csim = 0.08c, and 3) the
VSLA implementation where csim = 0.01c on Level 9 and is increased by a factor of two at
each lower level up to csim = 0.08c on Level 6. In this test, the velocity of the I-front is much
slower than the speed of light and we therefore do not expect any differences between the
three different runs. This test is simply meant to demonstrate that in the regime where the
I-front velocity is slow relative to the speed of light, our VSLA method reproduces what is
expected. In the left panel of Figure 4.25, we show the position and velocity of the front as
a function of time for the first ∼15Myr of the simulation. As expected, we see very good
agreement between all three simulations despite the change in the speed of light. In the
bottom left panel of Figure 4.25, we see that the velocity of the I-front is much slower than
the values of the speed of light used in any of the three experiments.
4.7.1.4.2 Iliev 2009 Test 6 Reversed In our next test, we change the location of the
radiation source such that it begins emitting in much lower density gas while irradiating a
much higher density region, much like one galaxy shining onto another. The simulation is
very similar to the setup in the previous test in that we use the same density profile for the
gas, initial temperature, box size, and source luminosity, but we move the radiation source
from (x,y,z) = (0,0,0) to (x,y,z) = (0.8,0.8,0.8). The refinement scheme is exactly the
same as in the previous test and is given in Table 4.6. Because the density profile is convex
with respect to the source location, we measure the position of the I-front with respect to
the opposite corner and subtract the distance from the diagonal. We then use the change in
distance to get a velocity.
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Fig. 4.25 Left. Position (Top) and Velocity (Bottom) of the ionisation front as a function of
time for each of the three different simulations for Iliev test 6. Right. Position (Top) and
Velocity (Bottom) of the ionisation front as a function of time for each of the three different
simulations for Iliev test 6 reversed. The fluctuations in velocity are due to sampling.
Similar to the previous test, we run three versions of the simulation: 1) csim = 0.01c,
2) csim = 0.08c, and 3) the VSLA implementation where csim = 0.01c on Level 9 and is
increased by a factor of two at each lower level up to csim = 0.08c on Level 6. The situation
here is very different from the previous example because the radiation source begins emitting
in a much lower density region. In this case, we expect the I-front to move considerably
faster, much as it would in the low-density IGM, and thus the particular value we choose for
csim will affect the propagation of the I-front.
In the right panel of Figure 4.25, we see that the VSLA run agrees well with the csim =
0.08c simulation in both the position of the I-front and its velocity while the csim = 0.01c
run lags behind. This is expected since the VSLA has csim = 0.08c at Level 6 where much of
the initial propagation takes place. When the I-front reaches the higher density region of the
box, it slows down considerably to a value much less than the reduced speed of light which
allows the I-front in the run with csim = 0.01c to catch up with the other two runs.
What this test reveals is that using the VSLA technique to set the speed of light to
always be slightly faster than the expected velocity of the I-front will save significantly on
computational cost while also reproducing the correct behaviour of the I-front expansion.
Comparing the timings of this run, we find that the runs with csim = 0.01c, csim = 0.08, and
VSLA took 4319.16, 34425.47, and 14479.48 seconds, respectively. As expected, the run
with csim = 0.01c is nearly exactly 8 times faster than the run with csim = 0.08c. Abandoning
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Fig. 4.26 Volume filling factor of HII as a function of redshift in a 2303Mpc3 box using “Full
c", VSLA, and RSLA. As this simulation is extremely low resolution, only massive haloes
form with extremely massive and luminous star particles. This extreme choice is meant to
mimic a quasar dominated reionization scenario and in this case, VSLA works extremely
well.
the multi-stepping cost an extra factor of 3.35 over the run with csim = 0.01c; however the
VSLA run is still 2.38 times faster than the run with csim = 0.08c despite the fact that the
evolution of the I-front is indistinguishable between the two runs.
4.7.1.4.3 Low Resolution Cosmological Simulation Our final test aims to see how the
VSLA algorithm performs when used in a low resolution cosmological simulation. In order
to do this, we set up a cosmological box of size 2303Mpc3 with a base grid on Level 8 with
2563 dark matter particles. We allow for refinements in the grid up to Level 13. This gives a
maximum physical resolution of ∼ 3.5kpc at z = 7. We run three simulations: a “Full c" run
where csim = c at all levels, a VSLA run where we set csim = c on Level 8 and subsequently
divide csim by a factor of two at each refined level up to Level 13 where csim = 0.03125c,
and a final RSLA run where csim = 0.03125c on all levels. We set the star formation and
escape fraction of radiation from star particles to be the same for all three simulations and
run the simulation to z = 7. The light crossing time of the box at this redshift is ∼ 3Gyr for
the RSLA run while it is ∼ 94Myr for the “Full c" run. The former is much longer than the
age of the Universe at this redshift while the latter is much less than the age of the Universe.
In a box with only a few very luminous and clustered sources, as we have in this simulation,
one would expect the RSLA simulation to lag far behind the “Full c" simulation.
In Figure 4.26 we plot the volume-weighted HII filling factor as a function of redshift. We
can see that the VSLA simulation tracks the “Full c" run beautifully and there is near perfect
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agreement. Both of these simulations have the entire box completely ionised at z∼ 7.5. In
contrast, the RSLA simulation is only a few percent ionised at these redshifts.
We should emphasise that the setup of this simulation is not completely realistic and
it is designed to exploit the potential of VSLA compared to RSLA in terms of agreement
with the “Full c" run. The star particles that form and ionise the box are strongly clustered
around a few different locations and only a small fraction of cells are refined to the maximum
level. What potentially matters for this is how the sources are distributed throughout the
box. If there are many weaker sources equally distributed around the volume, than the RSLA
run will not lag very far behind the “Full c" run in terms of redshift of reionization. This
might correspond to a case where minihaloes are the dominant sources of photons during
reionization. The case we have just simulated here, where there are a few very strong sources
around the box, exacerbates the problem of using the RSLA because the time until overlap
of the Stromgren spheres is much longer. We know that the RSLA lags until the Stromgren
radius is reached. In this type of simulation, the Stromgren radii are very large for these
sources which makes the lag in the RSLA run worse. This might correspond to a physical
scenario where quasars are the dominant sources of photons during reionization and it is
well established that for these very bright sources, the ionisation fronts never reach their
Stromgren radius (Shapiro & Giroux, 1987).
Comparing the timing between the two runs, the RSLA run took 2283s to reach z = 7
while it took 32,852s and 42,271s for the VSLA and “Full c" runs, respectively, on 64 cores.
In this case, the VSLA run takes ∼ 13.7 times longer than the RSLA while the “Full c" run
takes∼ 17.7 times longer. We can ask why there is such a difference in the timings? In theory,
the “Full c" run should be 32 times faster than the RSLA run. However, there is a time period
before the first star particle forms when the on-the-fly RT is turned off where the simulations
take the same amount of time. Since we have only run the simulations for a very short period
of time, this eats into how much speed-up one can achieve just by using the RSLA. Running
the simulation for longer should lead to a better speed-up for the RSLA. Furthermore, we
have not made an attempt to optimise the number of cores for the computation. Looking
towards the VSLA, this factor is much higher than one would naively expect given our
previous tests. We can expect that abandoning multi-stepping in time costs roughly a factor
of ∼ 3.5 in runtime as observed in the previous section. We still have to account for another
factor of 4 in runtime. This is due to the fact that star particles form before the maximum
level of resolution is reached. If this occurs, the standard version of VSLA will be a factor of
two slower than RSLA for every lower resolution level above the maximum level that star
particles form. This is because we have set the speed of light to divide by a factor of two
on each subsequent level. In this specific very low resolution simulation, star particles start
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forming on Levels 10 and 11 before the simulation has refined down to Level 13. This can
slow down VSLA considerably. One can mitigate this effect in a few different ways. One
might enforce that star particles can form only when the maximum level of the simulation is
reached thereby preventing the slow down. This solution is potentially useful when running
simulations which refine many levels and in particular zoom simulations. Alternatively,
one could change the algorithm slightly so that the highest resolved cells always have the
same speed of light as the RSLA run and as more levels are introduced into the simulation,
the speed of light increases at the lower resolution levels. As an example, in this specific
case, one could start the VSLA run with csim = 0.03125c on Level 8. When the simulation
refines to Level 9, we would set csim = 0.03125c on Level 9 and csim = 0.0625c on Level 8.
Likewise, when the simulation refines to Level 10, we would set csim = 0.03125c on Level
10, csim = 0.0625c on Level 9, and csim = 0.0125c on Level 8. If one allows about 7 levels
of refinement, by the time the simulation reaches the maximum level, we will be back in the
original form of the VSLA algorithm. If one sets the simulation to always resolve the same
physical scale (i.e., releasing a new level when the scale factor increases by a factor of two),
then this latter algorithm should perform very similarly to the original VSLA and also have
the added bonus of a significant speed-up compared to the original algorithm. All in all, the
way to take advantage of the VSLA is to configure it to the problem of interest and there is
no one-size-fits-all method.
Chapter 5
The Effect of AGN vs. Stellar Radiation
on Far-Infrared Emission During the
Epoch of Reionization
“I was totally fine. I’ve never even been
to Mount Vesuvius.”
Hansel
Observations of near-infrared emission lines such as [OIII] (88µm) and [CII] (158µm) in
star forming galaxies during the epoch of reionization have revealed a number of interesting
anomalies such as weak [CII] emission compared to what is expected from local observations
as well as spatial offsets between [CII], [OIII], and UV/Lyα . These emission lines directly
probe the interstellar medium (ISM) of high-redshift galaxies and thus, understanding the
origin of this emission is key to unveiling the properties of the sources of reionization. We
present cosmological, radiation-hydrodynamics simulations of galaxy formation during the
epoch of reionization to investigate the effects of active galactic nuclei (AGN) on the ISM of
their host systems. We show that, as expected, OIII is particularly sensitive to the presence
of an AGN. In contrast, CII is linked to neutral gas and is more sensitive to star formation
compared to AGN activity in the galaxy. The relative ratio of CII to OIII surface density as
well as the spatial distribution of the two components in the galaxy should thus give important
insight into the star forming properties and presence of AGN in the galaxies responsible for
reionizing the Universe.
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5.1 Introduction
FAR-INFRARED atomic fine structure lines such as [CII] and [OIII] are a very usefultool for studying the interstellar medium (ISM) at z > 4 because they are redshiftedinto wavelengths observable by the Atacama Large Millimeter Array (ALMA).
Depending on the ionisation potential with respect to that of hydrogen, different lines can be
used to trace different phases of the ISM such as [NII] and [OIII] for the ionised medium
or [CII], [OI], and [CI] for neutral regions (Carilli & Walter, 2013). Various campaigns
have targeted these emission lines at z > 6 in both normal star forming galaxies with star
formation rates < 10M⊙yr−1 and in AGN hosts to study the ISM of galaxies contributing
to the global reionization process (e.g., Carniani et al., 2017; Knudsen et al., 2016; Laporte
et al., 2017; Maiolino et al., 2015; Pentericci et al., 2016; Venemans et al., 2012; Wang et al.,
2013). These observations often find that high-redshift systems fall low on the [CII]-SFR
relation compared to what is derived locally (De Looze et al., 2014) which may indicate
a decrease in dust mass or low metallicity. Furthermore, spatial and spectral offsets are
frequently observed between far-infrared lines and optical/UV tracers (see e.g., Figure 5 of
Carniani et al. 2017).
Various theoretical works have aimed to address these key issues (e.g., Katz et al., 2017;
Nagamine et al., 2006; Pallottini et al., 2017; Vallini et al., 2013, 2015). However, none of
these studies include radiation from an AGN which can affect the ionisation states of the
species of interest in a high-redshift galaxy. The presence of an AGN is known to strongly
affect the formation of OIII in the galaxy due to the hard photons which are required to excite
oxygen to this state (Baldwin et al., 1981). There is also increasing evidence for the presence
of AGN at the bright end of the luminosity function of both continuum and Lyα selected
high-redshift galaxies. Both appear to show a power-law rather than an exponential decrease
in numbers for bright luminosities (Bowler et al., 2014; Matthee et al., 2015). Although, the
presence of intense optical line emission in many of the brightest sources at high redshift
might indicate a star-bursting galaxy at low metallicity (Stark et al., 2017). In this work, we
compare simulations with and without AGN to investigate the effects of AGN radiation from
moderately massive supermassive black holes (SMBHs) on the ionisation states of carbon
and oxygen in a high-redshift galaxy embedded in a halo with mass Mhalo = 1011.2M⊙ at
z = 6.
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5.2 Numerical Simulations
The three simulations used in this work are part of a suite of cosmological radiation-
hydrodynamics (RHD) simulation presented in Katz et al. (2017) . The work presented here
focuses on the most massive halo in simulation L14-RT which has mass Mhalo = 1011.2M⊙
and M∗ = 109.08M⊙ at z = 6. The simulations have been performed with the RHD code
RAMSES-RT, (Rosdahl et al., 2013), which is an extension of the publicly available adaptive
mesh refinement code RAMSES (Teyssier, 2002). Details of star formation, cooling, feedback,
non-equilibrium chemistry, and radiation transfer are presented in Katz et al. (2017).
We have re-run the simulation L14-RT including the effect of the AGN radiation from
a putative SMBH, that we have modelled as a source particle placed at the centre of mass
of the most massive halo in the simulation. The spectral energy distribution (SED) and
total luminosity of the AGN are assumed to be that of either a 106M⊙ or 107M⊙ SMBH1
radiating at the Eddington luminosity as modelled by Hopkins et al. (2007) (see Figure 5.1).
These black hole masses were chosen so that the lower mass black hole falls on the low-
redshift MBH−Mbulge relation from Kormendy & Ho (2013) while the high mass black
hole falls an order of magnitude above the relation. These masses also bracket the z = 4
MBH−Mbulge relation obtained from simulations by Sijacki et al. (2015) whom we also
follow for computing the bulge mass of our galaxy. This relation is not expected to change
much between z = 4 and z = 6. We do not include the effects of thermal or mechanical
feedback from the AGN in order to isolate the effects of the AGN radiation on the ionisation
states. In total, three simulations were run: AGN0 is the simulation from Katz et al. (2017)
without AGN radiation while AGN6 and AGN7 include the radiation of a 106M⊙ and 107M⊙
SMBH emitting at their respective Eddington luminosities. The simulations with AGN are
run for the∼ 10Myr period from z= 6.05−6.00. The ionisation states of oxygen and carbon
are computed with CLOUDY (Ferland et al., 2013) on a cell-by-cell basis using the local
metallicity, density, temperature, and radiation field.
5.3 Results
5.3.1 Ionisation States of Carbon and Oxygen
The effects of the AGN radiation fields on the ionisation state of the ISM in our simulations
are quite drastic. In Figure 5.2, we show the spatial distribution of HI, OIII, CII, and the
ionisation parameter, U . The most notable change is the expected increase in the ionisation
1We have run an additional simulation using a very massive SMBH (108M⊙) and this nearly completely
ionised the entire galaxy so the results are uninteresting for CII and OIII.
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Fig. 5.1 SEDs for the different mass supermassive black holes sampled. The dashed vertical
black lines separate the different frequency bins used for the RT. These SEDs are a composite
spectrum compiled by Hopkins et al. (2007).
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parameter with increasing AGN luminosity (or SMBH mass), in particular in the central
region but also further out (see the second row of Figure 5.2). In the top row of Figure 5.2,
there is also a very noticeable decrease in the column density of HI out to large distances
from the SMBH but note that the enhanced radiation field due to the AGN changes the total
HI mass only moderately. It decreases by ∼ 20% between the AGN0 and AGN7 simulations.
Most of the gas far away from the centre was already highly ionised without an AGN (see
also Figure 13 of Katz et al. 2017) while even in the presence of an AGN, much of the dense
gas residing in the centre of the halo remains neutral.
Because the change in neutral gas mass is small between simulations AGN0 and AGN7,
the amount by which the CII mass is changed when an AGN is present is also very small.
The total CII mass in the AGN7 simulation is only reduced by∼ 12% compared to the AGN0
simulation. In the third row of Figure 5.2, there is a sharp peak in the CII mass directly at the
centre of the galaxy in all three simulations. Further away from the central region, there is a
(moderate) decrease in CII mass in the AGN7 simulation due to the additional radiation from
the AGN. This diffuse CII does not contribute any significant amount to the total CII mass in
the galaxy. Interestingly, the decrease in CII mass at radii far from the centre is not seen in
the AGN6 simulation. In this case, the additional radiation field from the AGN is not strong
enough to cause any additional ionisation.
In contrast to CII, there is a very noticeable difference in the OIII properties of the galaxy
when an AGN is present. From the bottom row in Figure 5.2, it is evident that OIII is strongly
enhanced towards the central region of the galaxy when it is exposed to the radiation from an
AGN. As the AGN luminosity increases, more OIII forms at the centre of the galaxy. Within
the central 1kpc, the total OIII mass increases by more than a factor of two between the
AGN0 and AGN7 simulations. However in the AGN0 simulation, there is ∼ 30 times more
OI than OIII and hence, the overall OI mass is not reduced significantly despite the large
relative increase in OIII. This is best shown in the fourth panel of Figure 5.3 where the mass
contained in the different ionisation states is shown for the entire galaxy as well as in the
central regions. Between the AGN0 and AGN7 simulations, the OI mass within the central
1kpc is reduced by ∼ 20%, consistent with the decrease in neutral hydrogen in the galaxy.
In the AGN0 run, the strongest peak in OIII surface density lies ∼ 1kpc off-centre to the
top left of the galaxy. Since the AGN resides directly in the centre of the galaxy, we see that
OIII is strongly enhanced around the source and thus, the peak in OIII surface density shifts
to the centre of the galaxy in both the AGN6 and AGN7 simulations.
Counterintuitively, the total OIII mass contained within the galaxy actually decreases
by 77% for the AGN7 simulation and 42% for the AGN6 simulation when compared to the
AGN0 simulation. A significant portion of the OIII mass present in the AGN0 simulation
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Fig. 5.2 The column density of HI (first row), the density-weighted ionisation parameter
across the halo U (second row), and the surface mass densities of CII (third row) and OIII
(fourth row) around the halo are plotted for the object at z = 6. The left column is the
simulation without an AGN while the centre and right columns include AGN radiation from a
SMBH with mass 106M⊙ and 107M⊙ radiating at the Eddington luminosity, respectively. In
the second, third, and fourth row, the white contours indicate the normalised surface densities
of CII, and OIII, or the normalised U (which has a maximum U0). The black contours in
the third and fourth row represent the HI column densities of 2×1020cm−2, 3×1020cm−2,
and 7×1020cm−2. The projected locations of young stars are shown with black dots in the
top row. The black star symbols in the second row indicate the location of the AGN. As the
luminosity of the AGN increases, U increases throughout the galaxy and more OIII appears
at the centre. The diffuse OIII present off centre without an AGN vanishes as U increases





































































Fig. 5.3 The first three panels show radial profiles of mean column density, cumulative mass,
and mass in shells of OIII. The bins in the first panel are linearly spaced in 1kpc intervals
while the bins in the second and third panels are logarithmically spaced. The vertical dashed
line in the second panel represents the resolution of ALMA at z = 7 (Carniani et al., 2017).
The first bin in the third panel contains all mass within 1kpc and the dotted lines represent the
mass in oxygen ionised to a state higher than OIII. Towards the central region, the OIII mass
and column density are enhanced in the simulations with the AGN because of the harder SED.
Further out, OIII mass and column density decrease in the simulations with AGN because
oxygen is ionised to a higher state. The fourth panel shows the distribution of oxygen mass
over the different ionisation states inside the virial radius (dotted lines) and inside the central
1kpc (solid lines).
is comprised of the more diffuse OIII further away from the central regions of the galaxy.
The enhancement of the ionisation parameter in the AGN6 and AGN7 simulations allows
for oxygen to be ionised to even higher ionisation states (see the fourth panel of Figure 5.3).
There is a clear decrease in the amount of OIII mass present in this diffuse component
as the AGN luminosity is increased. In the third panel of Figure 5.3, we show the radial
profile of OIII mass contained within shells for all three simulations which demonstrates
this difference. Interestingly, most of the oxygen mass in the central 1kpc also resides in
an ionisation state higher than OIII (see fourth panel of Figure 5.3). Much of the metals in
this region are from recent supernova and thus they are contained in the hot phase of the
ISM with temperatures in the range 105K < T < 107K. At these temperatures and densities,
most of the oxygen is ionised to OVII. The second panel of Figure 5.3 shows the integrated
mass as a function of radius and at R∼ 2kpc, the total mass in OIII is the same in all three
simulations. Similarly, the first panel of this figure shows that the mean column density is
only slightly higher for the runs with AGN at R∼ 1kpc despite being much more enhanced at
smaller radii. The current angular resolution of ALMA observations for these high-redshift
systems is ∼ 0.5′′ or ∼ 2.5kpc at z = 7 (Carniani et al., 2017). ALMA observations with
higher angular resolution are needed to resolve the enhancement in OIII column density at
small radii. At these frequencies ALMA can achieve resolutions as high as ∼ 0.05′′ (i.e.,
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∼ 250 pc); however, significantly longer integration times will be needed due to the reduced
sensitivity that comes with higher angular resolution.
5.3.2 Spatial Distribution of Carbon and Oxygen
In Katz et al. (2017), we showed that significant spatial offsets of more than ∼ 1kpc occur
between [CII] and [OIII] in our simulations because of the different parts of the temperature-
density phase space from which they arise. Furthermore, an inhomogeneous distribution of
dust in the galaxy is the most likely explanation for the observed spatial offsets of [CII] and
[OIII] with respect to UV/Lyα (e.g., Carniani et al., 2017; Laporte et al., 2017; Maiolino
et al., 2015). Interestingly, we find that in the presence of an AGN, the peak of OIII surface
density shifts so that it is spatially consistent with the location of CII. While CII is strongly
concentrated in the dense neutral gas clump at the centre of the galaxy in all three simulations,
OIII is more spatially extended throughout the central region. This is true for all three
simulations although, the affect is most pronounced for the AGN7 simulation which has the
highest surface density of OIII. It is clear from Figure 5.2 that this emission is expected to
be clumpy, consistent with the clumpy structure of the galaxy, and also in good agreement
with what is expected from observations of far-infrared emission in high-redshift galaxies
(Carniani et al., 2017). If the densest regions in the centre of the galaxy remain neutral and
an AGN is present, it is expected that no large spatial offset will be observed between [CII]
and [OIII]. Spatially coincident [CII] and [OIII] emission may thus indicate the presence of
an AGN.
5.3.3 Time Varying Properties
In our simulations, spatially coincident [CII] and [OIII] emission requires that the AGN
resides in a dense neutral clump. Otherwise, CII will not form. However, as these high-
redshift galaxies undergo violent episodes of star formation, the spatial distribution of the
ISM changes very quickly. In Figure 5.4, we show the distribution of HI, CII, OIII, and
young stars at four different redshifts for the AGN0 simulation. The peaks in surface mass
density of CII in the galaxy are well correlated spatially with the peaks in surface density
of young stars. Both form in dense neutral gas and it is therefore not surprising that these
two quantities are closely linked in our simulations. The CII surface density in the galaxy is
suppressed between 6.2≤ z≤ 6.3 due to a burst of stars going SN and a decrease in young
stellar mass. Observing CII at this time would be difficult. Pentericci et al. (2016) have
recently observed four [CII] emitters at z > 6 with S/N> 6 and contrast these observations





















Fig. 5.4 Time series of the HI column density and the surface densities of young stars, CII,
and OIII in the AGN0 simulation from z = 6.2−6.5. The projected locations of young stars
are shown with black dot symbols. Star forming regions are associated with CII as these
locations contain dense neutral gas. The distribution of OIII is dependent on the radiation
field as well as supernova feedback. The spatial distribution and mass contained in OIII, CII,
and young stars are extremely time variable. The observed location of UV/Lyα emission
with respect to the CII and OIII emission will depend on the spatial distribution of dust in the
galaxy. These four images can be compared with the z = 6.0 result in the top left panel of
Figure 5.2.
et al., 2015; Schaerer et al., 2015). If [CII] was present at the same luminosities as in the
Pentericci et al. (2016) sample, some of these other observations were deep enough to have
observed the emission. One interpretation is that the galaxies could have been caught in
different evolutionary stages (Pentericci et al., 2016). The maximum CII surface density
in our galaxy can fluctuate quite substantially (by a factor of ∼ 10 compared to only ∼ 2.5
for OIII) which supports this interpretation. In contrast, OIII surface density is seemingly
less correlated to star formation and the inclusion of an AGN further enhances OIII in its
vicinity. Although there is a decrease in OIII surface density during the same redshift interval,
it appears that CII surface density is more correlated with star formation surface density than
OIII while OIII is more sensitive to the presence of an AGN. Because the spatial distribution
of OIII is dependent on an AGN, our simulations suggest that the ratio of OIII to CII in a
galaxy can be used to learn both about the presence of an AGN as well as the amount of
recent star formation. Currently, there have been a few detections of galaxies that show
[OIII] but not [CII] or continuum emission (e.g., Inoue et al., 2016). This has been interpreted
as a lack of dust and low metallicity as well as a reduced supply of neutral gas (Inoue et al.,
2016). The presence of an AGN would enhance [OIII]/[CII] and this specific system could
indeed host a type II AGN which would be an alternative interpretation.
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5.4 Discussion and Conclusions
We have used cosmological RHD simulations to demonstrate the effect of AGN radiation on
the ionisation states of carbon and oxygen in the ISM of high-redshift galaxies during the
epoch of reionization. We show that AGN radiation enhances the presence of OIII around the
source due to the harder spectrum and increased ionisation parameter. Further away from the
centre of the galaxy, the OIII mass is reduced because oxygen is ionised to a higher ionisation
state than OIII in low-density gas when an AGN is present. This reduces the total OIII mass
in the ISM of our simulated galaxy when an AGN is included; however, with high spatial
resolution, the galaxy may nevertheless be easier to observe in OIII when it hosts an AGN
since the central OIII surface density increases. The inclusion of an AGN has little effect
on the amount or distribution of CII in the ISM of our simulated galaxy. When the AGN
resides in a dense neutral star-forming region, we may expect that [CII] and [OIII] emission
are collocated spatially, while in our simulations star formation activity often leads to spacial
offsets between the peaks of the OIII and CII surface mass density. The CII surface mass
density is thereby more closely linked with the star formation surface density in the galaxy
than the OIII surface mass density which traces the warm/hot gas produced by SN feedback
and photoheating. The ratio of these two quantities as well as the spatial distribution of CII
compared to OIII may give insight into both the presence of an AGN as well as the current





6.1 Putting Results into Context
IN this thesis, galaxy formation during the epoch of reionization was studied using state-of-the-art cosmological hydrodynamic and radiation-hydrodynamic simulations. Asoutlined in the Introduction, two of the major goals of this thesis were to constrain
the origins of supermassive black hole seeds at high redshift and to better characterise the
process of reionization in terms of history, sources responsible, and observational probes.
6.1.1 Black Hole Seed Formation
The first of these topics stems from the multitude of observations of luminous QSOs at
z > 6 and as high as z > 7, many of which are thought to be powered by gas accretion
onto supermassive black holes with M > 109M⊙. Without assuming either super-Eddington
accretion or a very low radiative efficiency, it is very difficult to envision theoretically how
a stellar mass black hole can grow to this mass in less than one billion years. Rees (1984)
proposed three primary channels for the formation of more massive black hole seeds and
these include the death of a massive Pop. III star, a direct collapse black hole, and collisional
runaway in dense star clusters. Both the Pop. III star and direct collapse black hole scenarios
have been studied extensively in the literature using analytical models and cosmological
simulations (e.g., Agarwal et al., 2012; Alvarez et al., 2009; Begelman et al., 2006; Latif
et al., 2015; Regan & Haehnelt, 2009; Regan et al., 2016). Both of these scenarios have
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issues which may prevent them from being the dominant seeding mechanism (e.g., Johnson
& Bromm, 2007; Park & Ricotti, 2011; Regan et al., 2016). Collisional runaway, the third
scenario, is arguably the least well studied in the literature and previous work has either
focused on the properties of the star cluster which lead to this process (in both direct N-body
and Monte Carlo simulations, see Freitag et al. 2006; Portegies Zwart et al. 2004) or have
tried to place this scenario in a cosmological context using analytical models (e.g., Devecchi
& Volonteri, 2009). In this thesis, using cosmological hydrodynamics simulations with
non-equilibrium chemistry, I attempted to simulate the properties of the birth clouds that
are likely to form the first Pop. II star clusters at high redshift and determine whether these
systems are suitable for collisional runaway and thus the formation of massive black hole
seeds. In order to test the latter, I used the properties of the birth clouds as initial conditions
for direct N-body simulations and varied the unknown parameters such as binary fraction,
degree of mass segregation, stellar IMF, virial parameter, or fractal degree. I demonstrated
that a very massive star with M > 260M⊙ forms in∼ 5−10% of realisations for a star cluster
with mass M∗ ∼ 104M⊙, independent of these unknown parameters. For more massive and
dense clusters, very massive stars can grow to have M > 1000M⊙ and the collisional runaway
process will occur in nearly all clusters of this type. Because the collisional runaway scenario
can occur at z> 20, this mechanism is a promising formation channel for supermassive black
hole seeds.
While I show that this scenario is plausible in a cosmological context, the current work
has only focused on only one system. In order to determine whether this mechanism is
the dominant formation channel of supermassive black hole seeds, one must show that the
number density of seeds is larger than the current observed density of 109M⊙ black holes
at z > 6 and that a substantial fraction of these seeds can maintain the necessary accretion
rates to grow to a mass of M > 109M⊙ by z = 6 (this is necessary for any scenario). More
simulations will need to be run in order to determine the mass spectrum and properties of
many birth clouds which form in the early Universe. Furthermore, forming individual stars
directly inside the cosmological simulation would be necessary to further constrain this
scenario.
Each of the three primary channels occurs in a slightly different environment, with Pop.
III stars forming in the first metal-free haloes, direct collapse occurring in metal-free atomic
cooling haloes irradiated by a strong Lyman-Werner flux, and collisional runaway occurring
in any system which can produce a dense star cluster. Ideally, one would understand the
growth of different seed black holes in each of these different environments. Fortunately,
eLISA may be able to directly observe the mass of supermassive black hole seeds which will
surely differentiate between these different scenarios (Klein et al., 2016).
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6.1.2 Bridging the Gap Between Theory and Observation During the
Epoch of Reionization
Much about the process of reionization remains unknown including the sources responsible
and the time it took to complete (Bolton & Haehnelt, 2007; Bowman & Rogers, 2010;
Chardin et al., 2015; Choudhury et al., 2009; Couchman & Rees, 1986; Dopita et al., 2011;
Haardt & Madau, 1996, 2012; Madau & Haardt, 2015; Ricotti, 2002; Ricotti & Ostriker,
2004; Zahn et al., 2012). Over the past few years, cosmological radiation-hydrodynamics
simulations have become the state-of-the-art and are resolving, at parsec scales, galaxy
formation during the epoch of reionization (e.g., Gnedin & Kaurov, 2014; Kimm & Cen,
2014; Wise et al., 2012; Xu et al., 2016). This field is still relatively young and there is
significant room for development from a technological viewpoint.
Complimentary to these technological advances are significant strides in observation.
ALMA is currently providing one of the clearest pictures of galaxy formation during the
epoch of reionization by observing infrared emission lines which directly probe different
phases of the ISM (Carniani et al., 2017; Knudsen et al., 2016; Laporte et al., 2017; Maiolino
et al., 2015; Pentericci et al., 2016). By observing galaxies with star formation rates of
only a few solar masses per year, ALMA may be probing some of the systems which are
providing the bulk of the photons required for reionization. However the resolution of
these observations remains on the order of kpcs and, as emphasised in Chapters 4 and 5,
the processes which lead to spatial and spectral offsets between [CII], [OIII], and UV/Lyα
emission are still unknown, as is the reason why they fall low on the local [CII]-SFR relation
(Carniani et al., 2017). By better understanding these observations, one can help constrain
the properties of galaxies which are contributing to reionization.
In this thesis, I attempted to help bridge the gap between theory and observation by
running full-box cosmological simulations to identify the source of these anomalies at high
redshift. Using this technique, I can analyse, on both large (Mpc) and small scales (sub-kpc),
the properties of the simulated Universe relevant for observations including the topology
of reionization (relevant for 21cm observations), the locations of DLAa, LLSs, and metals
(interesting for QSO spectra absorption lines), and the ionisation states of the metals (relevant
for ALMA observations). This was made possible technologically by the development of the
variable speed of light approximation which correctly models the propagation of ionisation
fronts in both low and high density gas. With respect to ALMA observations, I find that, in
star-forming galaxies, the origin of spatial offsets between [CII] and [OIII] derives from the
fact that they are emitted from a different region of temperature-density phase space which
are not co-spatial. However, when an AGN is present, this offset can go away. Because of
metallicity gradients in the galaxy, if the dust follows metals, dust obscuration may be the
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culprit for the additional offset between UV/Lyα and the other two emission lines. Finally,
because these systems have a metallicity much lower than z = 0 galaxies, they are likely to
fall below the locally observed [CII]-SFR relation.
Due to computational constraints, the simulation box size was only large enough to
produce one massive galaxy with a SFR consistent with the galaxies being observed by
ALMA. Ideally, one would simulate multiple different systems to better understand the
diversity of objects at high redshift. Addressing the spectral offsets will be an important goal
for the next generation of simulations. The inclusion of a more physical feedback model for
supernova and AGN will be required to produce a realistic ISM and generate outflows which
can cool and may be responsible for spectral offsets between different emission lines. For
this to be accomplished, significantly higher spatial resolution will be necessary. Similarly
modelling the dust obscuration in the simulation and post processing the simulation with
Lyα radiative transfer will be required to better model the UV and Lyα emission from these
systems. The end goal is to connect the observable properties of various different types of
systems to parameters relevant for reionization such as the escape fraction.
6.1.3 Outlook
Simulations are clearly an extremely important tool for understanding galaxy formation at
cosmic dawn and the epoch of reionization. Numerous avenues exist to improve on the work
presented in this thesis and the results open many opportunities for future projects. There
is a pressing need to understand the effects that the different types of supermassive black
hole seeds have on their host galaxies and likewise whether their environment prevents them
from growing. New evidence suggests that black holes may even be important for regulating
galaxy formation in the lowest mass systems (Silk, 2017). Similarly, their contribution to
reionization should also be measured.
Due to limitations in computing power, most reionization simulations are stopped at
z ∼ 6, when reionization is completed. There are a whole host of issues at lower redshift
including the origin of the ultra-faint dwarf galaxies around the Milky Way and ultra-diffuse
galaxies in clusters as well as the origin of globular clusters. These objects may have been
formed during the epoch of reionization and in order to tackle these outstanding issues,
future simulations will need to be run for much longer. It is possible that the new class
of algorithms developed in this thesis, such as the variable speed of light approximation,
will help in this endeavour. Likewise, the numerous issues that persist during the epoch of
reionization, such as the sources responsible and ionisation history, will continue to be topics
of future study. Algorithmic developments will be required on this end as well. For this
reason, I have begun developing a new algorithm which tracks the photons coming from
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different classes of sources (such as Pop. II stars versus Pop. III stars versus AGN or low
mass haloes versus high mass haloes) directly in the simulation and this is proving to be a
very promising method for measuring the photon contribution of each source at every given
epoch during reionization. In order to do the same calculation in post-processing, knowledge
of the escape fraction of every source in the simulation must be known at every single epoch.
This method also gives spatial information so one can determine which sources reionized
which regions (for instance low densities versus high densities) in the Universe. One of the
major issues is that there are still a limited number of observational constraints at z > 6 to
guide our simulations; however, this is set to change.
Over the next five to ten years, multiple state-of-the-art observational facilities will
come online which will revolutionise our understanding of the epoch of reionization and
supplement ALMA and HST. In particular, the James Webb Space Telescope (JWST, first
light 2018) and the Square Kilometer Array (SKA, first light 2020s) are set to spawn a new
era of high-redshift astronomy by directly observing the sources of reionization out to z≳ 30,
constraining the history of reionization and mapping the topology of reionization (Gardner
et al., 2006; Koopmans et al., 2015; Mellema et al., 2013). Likewise, new surveys from the
Large Synoptic Survey Telescope will observe galaxies out to z > 5 (Bacon et al., 2015) and
the next generation of 30m class telescopes such as the Extremely Large Telescope and the
Thirty Meter Telescope will also probe the epoch of reionization. Due to the observational
and computational developments expected in the next few years, now is arguably one of the
most exciting times to be studying the epoch of reionization.
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