Approximate message passing (AMP) methods and their variants have attracted considerable recent attention for the problem of estimating a random vector x observed through a linear transform A. In the case of large i.i.d. A, the methods exhibit fast convergence with precise analytic characterizations on the algorithm behavior. However, the convergence of AMP under general transforms is not fully understood. In this paper, we provide sufficient conditions for the convergence of a damped version of the generalized AMP (GAMP) algorithm in the case of Gaussian distributions. It is shown that, with sufficient damping the algorithm can be guaranteed to converge, but the amount of damping grows with peak-to-average ratio of the squared singular values of A. This condition explains the good performance of AMP methods on i.i.d. matrices, but also their difficulties with other classes of transforms. A related sufficient condition is then derived for the local stability of the damped GAMP method under more general (possibly non-Gaussian) distributions, assuming certain strict convexity conditions.
I. INTRODUCTION
Consider estimating a random vector x ∈ R n with independent components x j ∼ P (x j ) from observations y ∈ R m that are conditionally independent given the transform outputs
i.e., P (y|z) = i P (y i |z i ), under knowledge of the matrix A ∈ R m×n and the densities P (x j ) and P (y i |z i ). Often, the goal is to compute the minimum mean-squared error (MMSE) estimate x MMSE = R n x P (x|y)dx = E(x|y), where P (x|y) denotes the posterior distribution, or the maximum a posteriori (MAP) estimate x MAP = arg max x∈R n P (x|y). Moreover, using F (z) := − ln P (y|z) and G(x) := − ln P (x) and Bayes rule P (x|y) = P (y|x)P (x) P (y)
, it becomes evident that MAP estimation is equivalent to the optimization problem
for separable F (z) = i F i (z i ) and G(x) = j G j (x j ). Such problems arise in a range of applications including statistical regression, filtering, inverse problems, and compressed sensing.
Most current numerical methods for solving the constrained optimization problem (2) attempt to exploit the separable structure of the objective function (2) using approaches like iterative shrinkage and thresholding (ISTA) [1] - [6] or the alternating direction method of multipliers (ADMM) [7] - [10] .
However, in recent years, there has also been considerable interest in approximate message passing (AMP) methods that apply Gaussian and quadratic approximations to loopy belief propagation (BP) in graphical models [11] - [16] . AMP applied to max-sum loopy BP produces a sequence of estimates that approximate x MAP , while AMP applied to sum-product loopy BP produces a sequence of estimates that approximate x MMSE . In the large-system limit (i.e., m, n → ∞ for constant m/n) under i.i.d sub-Gaussian A, AMP methods are characterized by a state evolution whose fixed points, when unique, coincide with x MAP or x MMSE [17] , [18] . In addition, for large but finitesized i.i.d. matrices, simulations suggest that AMP methods converge very quickly to near-optimal solutions.
Unfortunately, a rigorous characterization of AMP for generic finite-dimensional A remains lacking. The recent paper [19] studied the fixed-points of the generalized AMP (GAMP) algorithm from [15] , [16] . There, it was established that the fixed points of max-sum GAMP coincide with the critical points of the optimization objective in (2) , and the fixed points of sum-product GAMP are critical points of a certain free-energy optimization analogous to the results in [20] . However, the paper did not discuss the convergence of the algorithm to those fixed points. Indeed, similar to other loopy BP algorithms, GAMP may diverge. In fact, a recent work [21] has shown that GAMP can diverge with apparently benign matrices and the divergence can, in fact, be predicted via a state evolution analysis.
For general loopy BP, a variety of methods have been proposed to improve convergence, including coordinate descent, tree re-weighting, and double loop methods [22] - [24] . In this paper, we propose a "damped" modification of GAMP that is similar to the technique used in Gaussian belief propagation [25] , [26] -a closely related algorithm. We also point out connections between damped GAMP and the primal-dual hybrid-gradient (PDHG) algorithm [8] - [10] .
Our first main result establishes a necessary and sufficient condition on the global convergence of GAMP for arbitrary A in the special case of Gaussian P (x j ) and P (y i |z i ) (i.e., quadratic F and G) and fixed scalar stepsizes. This condition (see Theorem 2 below) shows that, with sufficient damping, the Gaussian GAMP algorithm can be guaranteed to converge. However, the amount of damping grows with a peak-to-average ratio of the squared singular values of A. This result explains why Gaussian GAMP converges (with high probability) for large i.i.d. matrices, but it also demonstrates the need to damp the algorithm significantly for matrices that are low-rank or otherwise ill-conditioned.
Our second result establishes the local convergence of GAMP for strictly convex F and G and arbitrary, but fixed, vector-valued stepsizes. This sufficient condition is similar to the Gaussian case, but involves a certain row-column normalized matrix. For space considerations, proofs are omitted but can be found in a full paper [27] , which also contains more discussion and numerical experiments.
II. DAMPED GAMP

A. Review of GAMP
The GAMP algorithm was introduced in [15] , [16] and rigorously analyzed in [18] . The procedure (see Algorithm 1) produces a sequence of estimates x t , t = 1, 2, . . . , that, in max-sum mode, approximate x MAP and, in sum-product mode, approximate x MMSE . The two modes differ only in the definition of the scalar estimation functions g s and g x used lines 8, 9, 12 , and 13 of Algorithm 1:
Note (3) implements scalar MAP denoising under prior P (x j ) ∝ exp(−G(x j )) and variance-τ rj Gaussian noise. • In sum-product mode,
and so (6) is the scalar MMSE denoiser under P (x j ) ∝ exp(−G(x j )) and variance-τ rj Gaussian noise. We note that the vector multiplications and divisions in lines 6, 7, 8, 10, 11, and 12 of Algorithm 1 are taken elementwise, and g x (or g s ) is the gradient of g x (or g s ) w.r.t its first argument.
Algorithm 1 reveals the computational efficiency of GAMP: the vector-valued MAP and MMSE estimation problems are reduced to a sequence of scalar estimation problems in Gaussian noise. Specifically, each iteration involves multiplications by S, S T , A and A H along with simple scalar estimations on the components x j and z i ; there are no vector-valued estimations or matrix inverses.
We note that Algorithm 1 writes GAMP in a "symmetrized" form, where the steps in lines 6-9 mirror those in lines 10-13. This differs from earlier GAMP publications, which were written using the variables p = p/τ p , τ p = 1/τ p , and s = Algorithm 1 GAMP with vector stepsizes and damping Require: Matrix A, scalar estimation functions g x and g s , and damping constants θ s , θ x ∈ (0, 1].
13:
until Terminated −s. We use overlines on certain variables to distinguish the notational differences between this paper and earlier works.
B. Damped GAMP
Algorithm 1 includes a small but important modification to the original GAMP from [15] , [16] : lines 9 and 13 perform damping using constants θ s , θ x ∈ (0, 1] that slow the updates of s t , x t when θ s , θ x < 1, respectively, while the original GAMP implicitly uses θ s = 1 = θ x . In the sequel, we establish-analytically-that damping facilitates the convergence of GAMP for general A, a fact that has been empirically observed in past works (e.g., [21] , [28] ).
C. GAMP with Scalar Stepsizes
The computational complexity of Algorithm 1 is dominated by the matrix-vector multiplications involving A, A H , S, and S T . In [15] , a scalar-stepsize simplification of GAMP was proposed to avoid the multiplications by S and S T , roughly halving the per-iteration complexity. The meaning of "stepsize" will become clear in the sequel. Algorithm 2 shows the scalar-stepsize version of Algorithm 1.
In [27] , we show that scalar-stepsize GAMP is equivalent to vector-stepsize GAMP under a different choice of S: while Algorithm 1 uses S = |A| 2 , Algorithm 2 effectively uses
i.e., a constant matrix having the same average value as |A| 2 .
D. Relation to Primal-Dual Hybrid Gradient Algorithms
An important case of (2) is when F and G are closed proper convex functionals and the solution x MAP exists. Recently, there has been great interest in solving this problem from the primal-dual perspective [8] , which can be described as follows. Consider F * , the convex conjugate of F , as given by the Legendre-Fenchel transform
Algorithm 2 GAMP with scalar stepsizes and damping Require: Matrix A, scalar estimation functions g x and g s , and damping constants θ s , θ x ∈ (0, 1].
12:
For closed proper convex F , we have F * * = F , and so
giving the equivalent saddle-point formulation of (2),
The so-called primal-dual hybrid-gradient (PDHG) algorithm recently studied in [8] - [10] is defined by the iteration
where θ ∈ [−1, 1] is a relaxation parameter. Line (11) can be recognized as proximal gradient ascent in the dual variable s using stepsize τ p , while line (12) is proximal gradient descent in the primal variable x using stepsize τ r . PDHG can be related to damped scalar-stepsize GAMP as follows. Since F is proper, closed, and convex, we can apply the Moreau identity [29] 
to (4), after which the assumed separability of F implies that
Thus, under θ s = 1, scalar GAMP's update of s (in line 8 of Algorithm 2) matches PDHG's in (11) . Similarly, noting the connection between (3) and (12), it follows that, under θ x = 1, scalar GAMP's update of x (in line 12 of Algorithm 2)) matches the PDHG update (13) under θ = 0.
In summary, PDHG under θ = 0 (the Arrow-Hurwicz [30] case) would be equivalent to non-damped scalar GAMP if the stepsizes τ t p and τ t r were fixed over the iterations. GAMP, however, adapts these stepsizes. In fact, under the existence of the second derivative f , it can be shown that
implying that, for smooth F and G, GAMP updates τ t x according to the average local curvature of G at the point x = prox τ t r G (r t ) and updates τ t s according to the average local curvature of F * at the point s = prox τ t p F * (p t ). A different form of PDHG stepsize adaptation has been recently considered in [31] , one that is not curvature based.
III. DAMPED GAUSSIAN GAMP
A. Gaussian GAMP
Although Algorithms 1 and 2 apply to generic distributions P (x j ) and P (y i |z i ), we find it useful to at first consider the simple case of Gaussian distributions, and in particular
where τ 0j are variances and τ wi are precisions. In this case, the scalar estimation functions used in max-sum mode are identical to those in sum-product mode, and are linear [15] :
Henceforth, we use "Gaussian GAMP" (GGAMP) when referring to GAMP under the estimation functions (17) .
B. Convergence of GGAMP Stepsizes
We first establish the convergence of the GGAMP stepsizes in the case of an arbitrary matrix A. For the vector-stepsize case in Algorithm 1, the stepsizes follow the recursions
which are invariant to θ s , θ x , s t , and x t . The scalar-stepsize case in Algorithm 2 is similar, and in either case, the following theorem shows that the GGAMP stepsizes always converge.
Theorem 1: Consider Algorithms 1 or 2) with Gaussian estimation functions (17) defined for any vectors τ w and τ 0 > 0. Then, as t → ∞, the stepsizes τ t p , τ t s , τ t r , τ t x (or their scalar versions) converge to unique fixed points that are invariant to θ s and θ x .
IV. SCALAR-STEPSIZE GGAMP CONVERGENCE
A. Main Result
We now investigate the convergence of the primal and dual variables x t and s t for scalar GGAMP. Since, for this algorithm, the previous section established that, as t → ∞, the stepsizes τ t p and τ t r converge independently of θ s , θ s , s t , and x t , we henceforth consider GGAMP with fixed stepsizes τ t p = τ p and τ t r = τ r , where τ p and τ r are the fixed points of (18) under Algorithm 2's effective definition of S in (7) . (A generalization to arbitrary fixed stepsizes will be given in Section V.)
Under Gaussian priors (i.e., (17) ) with identical variances (τ w = τ w 1 and τ 0 = τ 0 1 for scalars τ w and τ 0 ), scalarstepsize GAMP from Algorithm 2 converges for any τ w and
Conversely, it diverges for large enough τ 0 τ w when
Theorem 2 provides a simple necessary and sufficient condition on the convergence of scalar GGAMP. To better interpret this condition, recall that A 2 2 is the maximum squared singular value of A, and A 2 F is the sum of the squared singular values of A (i.e.,
is the peak-to-average ratio of the squared singular values of A. Convergence condition (20) can then be rewritten as
meaning that, for GGAMP convergence, it is necessary and sufficient to choose κ max (θ s , θ x ) above the peak-to-average ratio of the squared singular values. When there is no damping (i.e., θ s = 1 = θ x ), the definitions in (19) and (23) can be combined to yield κ max (1, 1) = 2 min{m, n}(m + n) mn ∈ [2, 4] .
More generally, for θ s , θ x ∈ (0, 1], it can be shown that
and thus GGAMP can be made to converge by selecting θ s , θ x sufficiently small.
B. Examples of Matrices
To illustrate how the level of damping is affected by the nature of the matrix A, the full paper [27] evaluates the convergence condition in several examples:
• i.i.d. matrices: These are shown to converge with no damping (i.e. θ s = θ x = 1) due to the Marcenko-Pastur Theorem. • Subsampled unitary matrices: These matrices have a peak-to-average ratio κ(A) = 1 and hence also converge with no damping. • Linear filtering: When A implements a circular convolution with filter h, the ratio κ(A) can be computed in frequency-domain as κ(A) = Fh 2 ∞ / Fh 2 2 with discrete Fourier transform matrix F. Hence, filters with narrow bandwidths will require significant damping.
• Walk-summable matrices: It is shown in [27] that the walk-summability condition [32] that is sufficient for Gaussian BP to converge is also sufficient for Gaussian GAMP.
V. LOCAL STABILITY FOR STRICTLY CONVEX FUNCTIONS
We next consider the convergence with a more general class of scalar estimation functions g s and g x : those that are twice continuously differentiable with first derivatives bounded as
for all p, r, τ p and τ r . This condition arises in the important case of minimizing strictly convex functions. Specifically, if GAMP is used in max-sum mode so that the scalar estimation functions are given by (3) and (4) with strictly convex, twice differentiable functions G i and F j , then (3), (4), and (16) show that the conditions in (26) will be satisfied.
Outside of the Gaussian scenario, we have not yet established conditions on the global convergence of GAMP for general scalar estimation functions. Instead, we now establish conditions on local stability, as defined in [33] . To simplify the analysis, we will assume that the GAMP algorithm uses arbitrary but fixed stepsize vectors τ p and τ r .
Under these assumptions, consider any fixed point (p, r) of the GAMP method, and define the matrices
evaluated at that fixed point. Note that, under assumption (26), the components of q s and q x lie in (0, 1). Define the matrix
For reasons explained in the full paper [27] , we will refer to this matrix as the row-column normalized matrix.
Observe that if τ p and τ r were fixed points of the GAMPadapted stepsizes, then lines 6, 8, 10, and 12 in Algorithm 1 would imply that
The result below, however, applies to arbitrary fixed stepsize vectors τ p and τ r -not necessarily the ones satisfying (29) .
Theorem 3: Consider any fixed point (s, x) of GAMP Algorithm 1 or Algorithm 2 with fixed vector or scalar stepsizes τ p and τ r , respectively, and scalar estimation functions g s and g x satisfying the above conditions. Then, the fixed point is locally stable if
for A defined in (28) . For the Gaussian GAMP algorithm, the same condition implies the algorithm is globally stable.
To relate this condition to Theorem 2, consider the case when τ s and τ x are fixed points of (18) with S = |A| 2 . In this case, the full paper [27] shows that a sufficient condition to satisfy (30) is
where q s and q x ∈ (0, 1) are the average values of the components of q s and q x respectively. In comparison, (23) and (25) show that a Gaussian GAMP with scalar step sizes converges is κ(A) < C/(θ s θ x ). We conclude that the sufficient condition for the vector-stepsize GAMP algorithm to converge is similar to the the scalar-stepsize GAMP algorithm, but where the peak-to-average ratio is measured on a certain normalized matrix.
CONCLUSIONS
A key outstanding issue for the adoption of AMP-related methods is their convergence for generic finite-dimensional linear transforms. Similar to other loopy BP-based methods, standard forms of AMP may diverge. In this paper, we presented a damped version of the generalized AMP algorithm that, when used with fixed stepsizes, can guarantee global convergence for Gaussian distributions and local convergence for the minimization of strictly convex functions. The required amount of damping is related to the peak-to-average ratio of the squared singular values of the transform matrix. However, much remains unanswered: Most importantly, we have yet to derive a condition for global convergence even in the case of strictly convex functions. Secondly, our analysis assumes the use of fixed stepsizes. Third, short of computing the peakto-average singular-value ratio, we proposed no method to compute the damping constants. Hence, an adaptive method may be useful in practice.
