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Abstract
We theoretically study the excited-state properties of Cyclopara-
phenylenes ([n]CPPs) for a deeper understanding of their photochem-
ical properties with increasing size n, being n = 6 − 12 the number
of repeat units forming the nanoring. We apply hybrid (e.g. PBE0
and PBE0-1/3), double-hybrid (e.g. PBE0-DH and PBE-QIDH) and
range-separated (e.g. ωB97X) functionals within a Time-Dependent
(Tamm-Dancoff) Density Functional Theory framework. For the [6]CPP
case, we concomitantly address changes in the set of selected excited-
states when going from an isolated molecule to a pair of self-assembled
molecules, employing for that a dimer of parallel-like or tubular-like
molecules according to the solid-state supramolecular organization
found in real samples. These nanorings challenge standard theoret-
ical methods due to the compromise needed between medium-range
intra-molecular (in isolated molecules) and long-range inter-molecular
(for weakly interacting pairs of molecules in condensed phases) inter-
actions.
Key words: [n]Cycloparaphenylenes, (Time-Dependent) Density Func-
tional Theory, Excited States, Self-aggregated Molecules.
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1 Introduction
The Sun emits light essentially in the visible part of the spectrum, that is,
within the range of the electromagnetic field visible to the human eye, thus
comprising photon energies ranging roughly from 1.6 (red) to 3.3 (violet)
eV, and in the near-infrared region at lower energies. When this radiation
interacts with an organic molecule, the energy is absorbed and thereby an
excited-state of a defined multiplicity is created. The spin of any state is
given by the total spin of all electrons contained in the molecule, although it
normally suffices to consider if all electrons are paired (i.e. a singlet state)
or if some are unpaired (e.g. a triplet state). These states are key to many
photoluminescence processes such as fluorescence or phosphorescence; we
will thus focus in the following on the theoretical description and nature of
the lowest singlet excited-states of some organic molecules of recent interest
named Cycloparaphenylenes (CPPs) [1, 2].
The large interest in the molecules tackled here as model systems is not
casual. They are formed upon bending a finite number of benzene rings until
a closed structure is reached, see Figure 1, under harsh reaction conditions
to overcome the associated strain energies. This synthesis has been actually
accomplished for a large number of benzene units, giving rise to the family
of [n]Cycloparaphenylenes ([n]CPPs), where n refers to the number of ben-
zene units connected in para position, attracting worldwide attention [3–24].
Furthermore, since they represent the shortest sidewall fragment of armchair
single-walled carbon nanotubes, these molecules are envisioned as templates
for the fine-tuned synthesis of the latter through photochemically induced an-
nealing [25]. Finally, these molecules are able to spontaneously self-assemble
forming molecular crystals [26], act as nanobelts for encapsulating fullerenes
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(Saturn-like systems) [27–30], or dimerize creating nanochannels of controlled
length and/or chirality [31], which might disclosure a large number of new and
challenging properties upon photoexcitation, possibly bringing thus Health
and/or Energy from the Sun which is the key leitmotif of the current issue.
Actually, the study of the excitonic properties of these compounds has
revealed so far several interesting features. One of the first studies per-
formed analyzed the absorption energies from the ground to the lowest sin-
glet excited-state, as a function of the system size, compared with those of
the corresponding linear paraphenylenes [32, 33]. Interestingly, and contrar-
ily to what it was observed for the parent linear forms, the lowest absorption
energies of [n]CPPs increase with the number of rings up to reach some
saturation value, although very low oscillator strengths (related to absorp-
tion intensities) were always found for the cyclic forms. The absorption
spectra of [n]CPPs was later recorded, showing however a nearly-constant
peak at around 3.65 eV independently of system size and/or solvent ef-
fects [34]. These results were rationalized in terms of an optically forbidden
singlet excited-state of lowest energy, S1, and thus with a vanishing oscillator
strength, and two degenerate (quasi-degenerate) states slightly higher in en-
ergy and dubbed as S2 and S3 in even (odd) nanocycles showing large oscilla-
tor strength values [35,36]. The corresponding lowest triplet excited-state of
some of these compounds have been also investigated showing size-dependent
trends similar to the S1 case [37]. More recent studies have explored the vi-
bronic dynamics of these excited-states [38] and the nature of associated
excitons and polarons to stimulate the future design of [n]CPP-based opto-
electronic devices [39].
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Note also that these excited states might be largely affected by envi-
ronmental issues, i.e. the way in which the molecules are arranged in the
trip followed from gas-phase to thin films (and then for their envisioned use
in real devices) which will be also addressed here considering their associ-
ated changes in energies and/or oscillator strengths [40]. We will first study
how the nature of the lowest singlet excited-state evolves with system size,
employing Time-Dependent Density Functional Theory (TD-DFT), investi-
gating next the changes when going from an isolated molecule to a weakly
interacting dimer, taken at crystal structure. Due to the long-range nature
of the latter interactions, we will systematically employ double-hybrid (last
generation) density functionals [41], whose details are presented in the next
section, together with hybrid and range-separated models, in an attempt to
disentangle the subtle yet expectedly marked interplay between intra- and
inter-molecular excitation energies.
2 Theoretical details
The functionals used here (see Table 1) can all be defined as parameter-
free, and are theoretically rooted on the Adiabatic Connection Model (ACM)
which defines the exchange-correlation (Exc) component of the total Kohn-
Sham (KS) energy as:
Exc[ρ] =
∫ 1
{λ=0}
Wxc,λ[ρ]dλ, (1)
with
Wxc,λ[ρ] = 〈Ψλ|Vˆee|Ψλ〉 −
1
2
∫ ∫
ρ(r)ρ(r′)
|r− r′|
dr′dr, (2)
being Vˆee the electron-electron operator with associated mean value 〈Ψλ|Vˆee|Ψλ〉,
and Ψλ = minΨ→ρ(r)〈Ψλ|Tˆ + λVˆee|Ψλ〉. A different choice of the mathe-
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matical form of Wxc,λ[ρ], and some associated constraints, leads to single-
hybrid [42,43] or double-hybrid density functionals [44–47], whose form may
be finally casted in a general expression such as:
Exc = λxE
EXX
x [φ] + (1− λx)Ex[ρ] + λcE
PT2
c [φ, φ
′] + (1− λc)Ec[ρ], (3)
with the values theoretically found for λx and for (if any) λc given in Table 1.
Note that EEXXx [φ] and E
PT2
c [φ, φ
′] are the exact-like exchange (EXX) and the
perturbation correlation correction up to second-order (PT2), respectively,
with φ (φ′) the occupied (unoccupied) orbitals self-consistently obtained. A
(single-)hybrid functional neglects the latter term, and thus λc = 0, while
some modern double-hybrid functionals force the condition λc = λ
3
x.
Then, calculations of selected excited states, with both hybrid and double-
hybrid density functionals, were done using the Tamm-Dancoff Approxima-
tion (TDA) [48, 49], which slightly reduces the computational cost with re-
spect to the full Time-Dependent (TD) equations. This approach gives also
accurate results for both singlet- and triplet excited-states [50] and absorp-
tion and emission vibrational band shapes [51]. Whereas for hybrid (e.g.
PBE0 [52] or PBE0-1/3 [53]) density functionals the excitation energies Ω
are obtained following the standard formalism, which have been thoroughly
benchmarked in last years [54,55], an additional correction is however needed
for the case of double-hybrid (e.g. PBE0-DH or PBE-QIDH) models [56],
with the form:
Ω′ = Ω+ λc∆(D), (4)
with λc the specific weight given in Eq. (3) to the perturbative term, and
∆(D) its corresponding correction for excited-states [57]. Thus, these lat-
ter calculations are done in a two-step fashion: (i) Ω is first obtained with
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the resulting amplitudes and eigenvalues after converging a set of Kohn-
Sham equations using the exchange-correlation potential given by vxc[ρ] =
λx
δEEXX
x
δρ
+(1−λx)
δEx[ρ]
δρ
+(1−λc)
δEc[ρ]
δρ
; and (ii) based on these solutions, the
∆(D) correction is scaled by λc and added to give the final Ω
′ of the excitation
energy of each state. This scheme has been shown to behave accurately for
a representative set of organic molecules [58–60].
We used in all cases the 6-31G* basis set due to its good trade-off between
accuracy and computational cost. Note that, for the [6]CPP compound cho-
sen as a benchmark system, the excited-state energies calculated with the
large def2-TZVP [61] basis set were found to differ by less than 0.1 eV, in-
dependently of the functionals selected, with respect to the values obtained
with the 6-31G* one. Furthermore, the use of a continuum model for estimat-
ing solvent effects, the COnductor-like Screening MOdel (COSMO) [62–64],
allowed also to rule out its negligible influence on the final values, and thus all
the calculations reported here will refer to gas-phase unless otherwise noticed.
Other technical details are also presented next: (i) the geometry of all
the compounds was previously optimized at the B3LYP-D3(BJ)/6-31+G*
level [65] and used rigidly herein; (ii) all the calculations were done with the
ORCA 3.0.2 package [66] increasing systematically the numerical thresholds
for ground- and excited-state calculations (e.g. keywords TightSCF, Grid6,
NoFinalGrid); (iii) the frozen core approximation was utilized in all cases
for calculating the perturbation correction; and (iv) the ’resolution-of-the-
identity’ (RI) and ’chain-of-spheres’ (COSX) techniques [67,68] were always
employed, particularly to reduce the additional computational cost associ-
ated with double-hybrid models.
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3 Results and discussion
3.1 Increasingly longer [n]CPPs
Table 2 shows all vertical absorption energies for the three lowest singlet
excited-states, calculated with the parameter-free functionals described so
far, together with their corresponding oscillator strengths. Upon inspect-
ing the values, and almost independently of the method used, we can af-
firm that: (i) the S1 state (a π → π
⋆ transition dominated by a HOMO to
LUMO excitation) is optically forbidden, with vanishing (very low) oscilla-
tor strengths in even (odd) [n]CPPs, and systematically increasing in energy
with system size; (ii) the S2 and S3 states (a π → π
⋆ transition dominated by
a HOMO to (L+1)UMO/(L+2)UMO or (H-2)OMO/(H-1)OMO to LUMO
excitations) are perfectly (almost) degenerate in even (odd) [n]CPPs, keep-
ing a nearly-constant value up to 0.1 eV with system size, and show large
enough oscillator strength values typical of an optically allowed state; and
(iii) larger nanohoops are expected to absorb light more efficiently, with os-
cillator strengths being up to three times higher when going from [6]CPP
to [12]CPP. These findings are fully consistent with the experimental infor-
mation available so far. For instance, the experimental UV-vis absorption
spectra of these compounds roughly overlap, independently of their size, with
a highest absorption maxima found at 338 − 340 nm (3.64 − 3.67 eV) not
affected by solvent effects [69, 70], which was formerly attributed to that al-
lowed S2/S3 states.
Previous literature results were obtained for [n]CPPs employing only hy-
brid (e.g. B3LYP) and/or range-separated functionals (e.g. CAM-B3LYP),
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and thus we will compare next our TDA-PBE0/6-31G*//B3LYP-D3(BJ)/6-
31+G* and TDA-PBE0-1/3/6-31G*//B3LYP-D3(BJ)/6-31+G* results with
those obtained before at the popular TD-B3LYP/6-31G*//B3LYP/6-31G*
level [33, 34]. In the case of the S1 state, our results are consistently found
roughly above 0.2 − 0.4 eV from those obtained at the latter level, which
might be preliminarily attributed to the slightly larger value of λx in PBE0
(λx = 1/4) or PBE0-1/3 (λx = 1/3) with respect to B3LYP (λx = 0.20).
Note that we have previously isolated the negligible difference between TDA-
PBE0 and full TD-PBE0, or between the TDA-B3LYP and the TD-B3LYP
calculations, the latter without neglecting the B deexcitation coupling term,
and found it as small as 0.01−0.04 eV for the set of states reported in Table 2
for the [6]CPP molecule. Nonetheless, all these mentioned model chemistries
(i.e. PBE0, PBE0-1/3 or B3LYP) are consistently accurate, predicting an
absorption energy for the S2 = S3 singlet excited-states rather close to the
experimental, and nearly-constant, value of 3.67 eV. However, we have also
observed the appearance of some intruder states for the smaller nanohoops
when these hybrid PBE0 and PBE0-1/3 models are used. For instance, tak-
ing the [6]CPP case as example, a bright and degenerate S5/S6 (S4/S5) state
is predicted with the former (latter) model. This anomaly is cured when
a double-hybrid model (e.g. PBE0-DH or PBE-QIDH) is used, showing a
robust performance and high oscillator strength values for all system sizes,
although admittedly, the vertical S2/S3 absorption energies computed by
these double-hybrid functionals are overestimated with respect to the exper-
imental value, by up to 0.4− 0.6 eV.
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3.2 Benchmark study of isolated [6]CPP
To further understand in depth the (somehow unexpected) behavior of
double-hybrid functionals, we take the [6]CPP case as example and first
investigate how the vertical absorption energies of the lowest singlet excited-
states evolve as a function of the λx value. Figure 2 displays the results
obtained when the sequence PBE0 (λx = 1/4), PBE0-1/3 (λx = 1/3), PBE0-
DH (λx = 1/2) and PBE-QIDH (λx = 3
−1/3) is considered. The dashed line
shows the values of Ω′ obtained according to Eq. (4). We can readily see how
the absorption energies for either the S1 or the S2/S3 state are mostly driven
by the values of λx. For the double-hybrid cases, the size of the λc∆(D) correc-
tion, which amounts to roughly up to −0.2 eV, does not entirely compensate
that overestimation suffered, which renders the PBE0 values the closest to
the experimental estimate. This trend is confirmed also for the family of
parameterized B3LYP (λx = 0.2), B2-PLYP (λx = 0.53) and B2GP-PLYP
(λx = 0.65) models.
This overestimation found by double-hybrid functionals has been also re-
ported for range-separated functionals (e.g. CAM-B3LYP) previously used
on these systems [36, 39]. In order to further investigate this point, we
have also applied one of the most recent models, namely the ωB97X func-
tional [71,72], which might help to shed some light on the performance of the
different methods assessed through this work. Note that the closely related
ωB97X-D functional behaves similarly to the latter model, with differences
in excitation energies being less that 0.1 eV for all the states considered. We
can see in Table 2 how this method also largely overestimates the experi-
mental absorption maxima in [n]CPPs, as well as it does a closely related
(LC-BLYP) range-separated version [73] also tested here, yet providing the
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correct trend for oscillator strength values. Note that recent investigations
have also shown some differences between oscillator strengths depending on
the functional chosen, with range-separated models behaving more accurately
than standard hybrid functionals compared to EOM-CCSD benchmark val-
ues [74].
In an effort to better understand such oscillator strength differences, we
depict in Figure 3 the transition densities calculated by TDA-PBE0 and
TDA-ωB97X methods for the three lowest singlet excited-states of the [6]CPP
molecule. This quantity is known to represent changes in the electronic den-
sity upon excitation to a selected excited-state. For the S1 state both meth-
ods predict a vanishing transition dipole moment ~µ10 (where the subindex
refers to the transition from the fundamental to the lowest singlet excited-
state) due to the fact that in such a circular geometry all the elementary
transition dipole moments (localized between pairs of atoms following a head-
to-tail pattern) will effectively cancel, giving rise to a null vectorial sum. On
the other hand, only the TDA-ωB97X calculations gave a sufficiently dis-
torted distribution of the orbital contributions to the transition density for
excited-states S2 and S3, and thus ~µ20/~µ30 6= 0. This pronounced asymmetry
leads in fact to the constructive superposition of the set of localized transi-
tion dipole moments, and then contributing to a net oscillator strength (f
of the ith excited-state is proportional to |~µi0|
2). This picture is fully con-
sistent with the oscillator strength values reported in Table 2, and holds for
double-hybrid functionals too, indicating the importance of correctly dealing
with intra-molecular long-range interactions for the adequate representation
of the excited-state topology and orbital distribution.
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In order to better rationalize the assignments of UV-vis absorption en-
ergies, we consider next the Natural Transition Orbitals (NTO) [75, 76]. In
this way, the transition density matrix coupling the ground-state |Ψ〉 and
the excited-state |Ψ⋆〉 wavefunctions is made diagonal, and then each hole
in the occupied space is associated to a single particle in the virtual space,
without changing the corresponding excitation energies obtained here. This
tool allows an easier (more compact) representation of the orbital transitions
leading to the lowest singlet excited-state (see Table 3 for the [6]CPP case).
We can see how the S1 state arises from a transition from the Highest Occu-
pied Natural Transition Orbital (HONTO) to the Lowest Unoccupied Natural
Transition Orbital (LUNTO), whereas the S2 and S3 states are found degen-
erate and arise from a HONTO to LUNTO and (H-1)ONTO to (L+1)UNTO
mix of excitations. These frontier (and fully delocalized along the nanoring)
NTO are depicted in Figure 4, with the transitions assigned to be of a π → π⋆
nature according to the nature of the orbitals involved.
These set of NTO involved in the transition(s) leading to the selected
excited-states can be also used to estimate its nature (i.e. localized or charge-
transfer) thanks to the following index recently proposed [77]:
∆r =
∑
ia κ
2
ia|〈φ
′
a|rˆ|φ
′
a〉 − 〈φ
′
i|rˆ|φ
′
i〉|∑
ia κ
2
ia
, (5)
with κia the contribution of a particular occupied-virtual (ia) orbital pair to
the excitation, and 〈φ′i|rˆ|φ
′
i〉 the orbital centroid. The use of some metrics to
characterize the nature of an excited-state has revealed recently as a highly
useful tool [78–83], and actually a threshold for ∆r of 1.5 − 2.0 A˚ is pro-
posed as a sign of having a (marked) charge-transfer excitation or not [84].
This is easily understood if one considers the ∆r value as a kind of exci-
ton free path. Our calculations estimate a value of ∆r(S1) = 0.00 A˚ and
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∆r(S2 = S3) = 0.01 A˚ for an isolated [6]CPP molecule, irrespective of the
set of NTO used, derived either from TDA-PBE0 or from TDA-PBE0-DH
calculations. This rules out any charge-transfer excitation and helps to un-
derstand the accuracy for excitation energies of the TDA-PBE0 calculations
performed, since for non-charge-transfer (i.e. standard) excitations this func-
tional is known to be a highly accurate method [85,86].
3.3 Interacting dimers: the [6]CPP case
The crystal packing of [6]CPP is particularly interesting yet challenging.
These molecules self-assemble in the solid-state following the pattern included
in Figure 5, where a pair of interacting molecules belonging to the same (the
ab plane) or to different slabs (along the c axis) is shown, and contrarily to
the rest of [n]CPP systems where a herringbone-like arrangement is experi-
mentally found [15]. The geometries displayed were previously optimized at
the BLYP-D3(BJ)/def2-TZVP level [65] and used without further modifica-
tions here for the TDA-DFT reported calculations. When the two molecules
superimpose in a tubular-like configuration, see Figure 5, their dispersion-
corrected interacting energy was calculated to be nearly twice the energy
of the parallel molecules, which might anticipate their growing tubular-like
mechanism and a chemical path to control their annealing into nanotubes of
that diameter and configuration.
This supramolecular organization might consequently alter the electronic
excitations when passing from an isolated single molecule to a pair of weakly
bound interacting ones [87]; we will thus consider next what happens when
any of these two unique pairs become excited. Be |Ψ⋆a〉 (|Ψ
⋆
b〉) the wave-
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function of an isolated molecule dubbed as a (or b) in its excited-state, and
|ΨaΨ
⋆
b〉 or |Ψ
⋆
aΨb〉) the corresponding excited-state when the dimer is formed.
If both molecules behave identically, the excited-state combines both situa-
tions, and then the total wavefunction is |Ψ〉 = 1√
2
(|ΨaΨ
⋆
b〉 ± |Ψ
⋆
aΨb〉). The
dimer Hamiltonian can be written as Hˆ = Hˆa + Hˆb + Vˆ , with Hˆi corre-
sponding to the isolated molecules and Vˆ containing the weak interactions
between both units. Inserting the total wavefunction to solve the associated
Schro¨dinger equation for the dimer leads to the splitting of the excited-state
energy into two levels, Ω⋆dimer = Ω
⋆
i ±β, with Ω
⋆
i the ith. excited-state energy
of the isolated constituting molecules and β the resonance interaction energy
〈Ψ⋆aΨb|Vˆ |ΨaΨ
⋆
b〉. The quantity β depends on the relative orientation and
distance between the monomers of the weakly bound (physical) dimer, and
can be thus driven by long-range interactions and vary for each excited-state.
The following scheme aims at illustrating the (perfect) electronic coupling be-
tween two monomers, neglecting polarization effects in the rest of this work,
showing how there always should be two split levels separated by 2β:
β
β
S n
S 0 S 0
S n
DIMER FORMATIONMONOMER
Scheme 1
Furthermore, in the [6]CPP case analyzed in detail here, the degeneracy
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of the frontier orbitals leading to the lowest singlet excited-states, dubbed
before as S1−S3, manifests in a manifold of nearly-degenerate orbitals when
the dimer state is formed. Looking for instance at the PBE0/6-31G* win-
dow of relevant orbitals for the transitions in the monomer, i.e. from the
(H-2)OMO to the (L+2)UMO, their eigenenergies (in eV) are −6.07, −6.07,
−5.18, −1.70, −0.84, and −0.84, with the next occupied or virtual molec-
ular orbitals lying well separated in energy, by roughly 1 eV, from these
values. The energies (in eV) of the corresponding orbitals in the dimer (for
the tubular-like configuration taken as example) become now −6.17, −6.16,
−6.16, −6.15, −5.26, −5.24, −1.89, −1.88, −1.02, −1.01, −0.97, and −0.97,
without influencing too much the HOMO-LUMO gap, thus constituting this
set of orbitals the active space for the lowest singlet excited-states created
upon the dimer formation.
Table 4 presents the energy and oscillator strengths of the singlet excited-
states created in the dimer configurations tackled, thus upon the parallel- or
tubular-like aggregation of two single molecules. We will restrict in the fol-
lowing, to avoid excessive information, to a subset only of all the formed
excited-states. Starting with the TDA-PBE0/6-31G* results, we can ob-
serve how the states are now grouped in nearly-degenerate pairs, with values
(in eV) of 2β being 0.4 (0.3) for the lowest excited-states in the parallel-
like (tubular-like) dimer (i.e. compare values of Ω(S1) in Table 2 with the
corresponding Ω(S1)/Ω(S2) and Ω(S3)/Ω(S4) excitation energies gathered in
Table 4). Then, if we inspect the following manifold of excited-states upon
the dimer formation, values of 2β are correspondingly 0.2 and 0.1 eV. How-
ever, we underline again how the TDA-PBE0 level of theory is unable to
predict large oscillator strength values for any of the lowest excited-states
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reported in Table 4.
Therefore, values of 2β (qualitatively speaking) are always higher for
the parallel-like than for the tubular-like arrangement, which might be at-
tributed to the excimer (excimer = excited dimer) formation in the case of
the former, which are always characterized by stronger resonance energies
and are commonly found in π-π interacting chromophores. Note also that
the specific through-space interactions existing for a tubular-like dimer re-
semble those found in a herringbone-like arrangement, but those driven the
parallel-like dimer are those commonly found in stacked and flat π-conjugated
molecules and are stronger and more prone to excimer formation. These ex-
cited molecular complexes demands the most from quantum-chemical meth-
ods [88], and we will thus rely in the following in the use of double-hybrid or
range-separated functionals for the adequate modelling of excited-states in
dimers.
Actually, we remind that the oscillator strength value of an ith excited-
state is proportional to the modulus of the corresponding transition dipole
moment, f ∝ |~µi0|
2, where µi0 = 〈Ψ0|µˆ|Ψ
⋆
i 〉, which for a dimer formation
translates into the expression 〈ΨaΨb|µˆ|
1√
2
(ΨaΨ
⋆
b ±Ψ
⋆
aΨb)〉 according to the
definition of the dimer excited-state described above. Thus, the orientation
and strength of the total transition dipole moment will depend on how those
of the individual molecules will align, or in other words in the relative orien-
tation of the molecules constituting the dimer, and may be constructive or
destructive, leading thus to a bright or dark state respectively [89]. We can
distinguish between H- and J-aggregates, the former (latter) refers to side-
by-side (head-to-tail) interactions between the transition dipole moments of
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the individual molecules. Consequently, H-aggregates (J-aggregates) lead to
an hypsochromic or blue-shift (bathochromic or red-shift) absorption spec-
tra [90].
Starting from the tubular-like dimer, the absorption energy for those
states showing a large oscillator strength can not be distinguished from that
of the parent molecule (i.e. compare values of Ω′(S2)/Ω′(S3) in Table 2 with
the corresponding Ω′(S7)/Ω′(S8), for the PBE0-DH and PBE-QIDH cases,
or Ω′(S5)/Ω′(S6) for the ωB97X case in Table 4) indicating thus an almost
vanishing resonance energy (β ≈ 0) or, in other words, a very weak excitonic
coupling. This is the typical case for large intermolecular distances, as it
happens for this configuration with the closest C–C distance between both
molecules being above 3.9 A˚, and low π− π overlap between the constituent
units. Contrarily to this picture, the closest C–C distance between the two
molecules forming the parallel-like dimer amounts to only 3.3 A˚, with ener-
gies being consistently red-shifted by 0.17− 0.19 eV with respect to that of
the isolated monomer, a typical feature of J-type interactions having some
well-known consequences for the absorption and emission spectra such as
high radiative rates or superluminiscence [91, 92].
The analysis of the ∆r values might be also employed to disclose if some
of these excitations can be assigned to be of a charge-transfer nature, sta-
bilizing thus the corresponding excimer. Figure 6 shows how this is indeed
the case for the states numbered as S3 and S4, in both parallel-like and
tubular-like configurations, largely exceeding the values of the calculated ∆r
the threshold of 1.5− 2.0 A˚ previously proposed as a cutoff for confirming a
(marked) charge-transfer excitation [84]. These charge-transfer states can be
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viewed as those having an electron in one molecule and a hole on the other,
and are always difficult to describe by routine TD-DFT calculations [93].
To further illustrate this issue, Figure 7 displays the set of NTO involved
in the excitations leading to the S1 and S3 excited-states, chosen as exam-
ples of standard and charge-transfer excitations, respectively, and for the
parallel-like dimer. According to the notation previously employed for these
orbitals, κia [φ
′
i → φ
′
a], where κia is the contribution of a particular occupied-
virtual orbital pair to the excitation, we can observe that: (i) the S1 state is
mostly characterized by a mix of excitations 0.538 [HONTO→ LUNTO] and
0.385 [(H-1)ONTO→ (L+1)UNTO], whose orbitals for both transitions are
distributed along the whole dimer; and (ii) the S3 state is characterized by a
mix of excitations 0.650 [HONTO→ LUNTO] and 0.342 [(H-1)ONTO→ (L+1)UNTO],
whose orbitals are now localized in different molecules of the dimer, consti-
tuting thus a clear example of a charge-transfer excitation.
4 Concluding remarks
We have first reported how optical properties of [n]CPP compounds
(n = 6 − 12) evolve with system size, employing for that a new set of novel
density functionals (i.e. PBE0-DH, PBE-QIDH or ωB97X) together with
more standard (e.g. PBE0 or PBE0-1/3) approximations. Although ver-
tical absorption energies are accurately reproduced by the latter methods,
the spatial distribution of orbitals and associated transition densities is bet-
ter described by the former and more modern models. Thus, the particular
chemical structure of these nanorings forces the use of methods able to ac-
curately deal with both medium- and long-range intra-molecular interactions.
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In a further step, we have analyzed the different molecular complexes
found after self-aggregation of a pair of [6]CPP molecules, which offers a
unique opportunity to understand structure-property relationships in real
samples. We have herein studied two structural configurations (i.e. pack-
ing motifs) to identify and characterize in advance the optical signatures
and nature of the involved excited-states in solid-state samples. The inter-
play between the way in which these molecules spontaneously self-assemble,
following a very directional and dense pattern, and their response upon pho-
toexcitation to become efficient fluorophores, might lead to the generation of
some specific optical and/or photophysical functionality needed to be spec-
troscopically confirmed.
In summary, the modern computational tools employed along this work
allow to establish a firm connection between the properties of isolated and
aggregated molecules, thanks to the use in all cases of double-hybrid and/or
range-separated functionals able to incorporate naturally all kind of interac-
tions, both medium- and long-range ones, needed to adequately switch from
intra- to inter-molecular properties in a balanced way. We hope to have
concomitantly provided valuable insights to motivate further experimental
studies with these appealing molecules.
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• Table 1. Composition of the parameter-free functionals used in this
study.
• Table 2. Calculated vertical (lowest) singlet excitation energies (in
eV) of compounds [6 − 12]CPP, with different functionals and the 6-
31G* basis set. The oscillator strength (f) values are reported between
parentheses.
• Table 3. Nature of the lowest singlet excited-states in terms of occu-
pied φ′i and unoccupied φ
′
a Natural Transition Orbitals, together with
their corresponding occupation number κia (the threshold for includ-
ing these occupation numbers is fixed here at 0.01) obtained at the
TDA-BE0/6-31G* level.
• Table 4. Calculated vertical (lowest) singlet excitation energies (in eV)
of compound [6]CPP for the two relevant dimer configurations, with
different functionals and the 6-31G* basis set. The oscillator strength
(f) values are reported between parentheses.
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Table 1:
Type Name λx λc Exchange Correlation
Hybrid PBE0 1/4 – PBE PBE
PBE0-1/3 1/3 – PBE PBE
Double-hybrid PBE0-DH 1/2 1/8 PBE PBE
PBE-QIDH 3−1/3 1/3 PBE PBE
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Table 2:
Compound Functional Ω′(S1) Ω′(S2) Ω′(S3)
[6]CPP PBE0 2.72 (0.0000) 3.75 (0.0029) 3.75 (0.0028)
PBE0-1/3 2.88 (0.0000) 4.05 (0.0234) 4.05 (0.0224)
PBE0-DH 3.04 (0.0000) 4.27 (1.0682) 4.27 (1.0710)
PBE-QIDH 3.25 (0.0000) 4.41 (1.1302) 4.41 (1.1285)
ωB97X 3.51 (0.0000) 4.58 (0.9904) 4.58 (0.9941)
[7]CPP PBE0 2.82 (0.0136) 3.67 (0.0000) 3.75 (0.0043)
PBE0-1/3 2.99 (0.0170) 3.99 (0.0024) 4.06 (1.5868)
PBE0-DH 3.16 (0.0235) 4.16 (1.6237) 4.24 (1.5760)
PBE-QIDH 3.37 (0.0308) 4.30 (1.5705) 4.39 (1.5487)
ωB97X 3.62 (0.0329) 4.48 (1.6145) 4.48 (1.5635)
[8]CPP PBE0 3.08 (0.0000) 3.82 (0.0071) 3.82 (0.0071)
PBE0-1/3 3.26 (0.0000) 4.08 (1.8323) 4.08 (1.8323)
PBE0-DH 3.45 (0.0000) 4.20 (1.9103) 4.20 (1.9103)
PBE-QIDH 3.66 (0.0000) 4.37 (1.8808) 4.37 (1.8808)
ωB97X 3.89 (0.0000) 4.57 (1.9471) 4.57 (1.9471)
[9]CPP PBE0 3.11 (0.0231) 3.75 (0.0448) 3.80 (0.2310)
PBE0-1/3 3.29 (0.0302) 3.96 (2.2257) 4.02 (2.0770)
PBE0-DH 3.48 (0.0416) 4.10 (2.3036) 4.16 (2.2388)
PBE-QIDH 3.69 (0.0519) 4.27 (2.2451) 4.35 (2.2269)
ωB97X 3.90 (0.0530) 4.47 (2.3561) 4.55 (2.3512)
[10]CPP PBE0 3.26 (0.0000) 3.82 (2.0690) 3.82 (2.0471)
PBE0-1/3 3.45 (0.0000) 3.99 (2.4345) 4.00 (2.4266)
PBE0-DH 3.63 (0.0000) 4.14 (2.6071) 4.15 (2.6037)
PBE-QIDH 3.84 (0.0000) 4.33 (2.5944) 4.34 (2.5936)
ωB97X 4.04 (0.0000) 4.53 (2.7519) 4.53 (2.7497)
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Table 2 (cont.):
Compound Functional Ω′(S1) Ω′(S2) Ω′(S3)
[11]CPP PBE0 3.27 (0.0309) 3.74 (2.4835) 3.77 (2.2727)
PBE0-1/3 3.45 (0.0394) 3.91 (2.7947) 3.96 (2.6670)
PBE0-DH 3.63 (0.0502) 4.06 (2.9657) 4.12 (2.9170)
PBE-QIDH 3.84 (0.0593) 4.25 (2.9274) 4.31 (2.9245)
ωB97X 4.04 (0.0582) 4.45 (3.1007) 4.45 (3.1178)
[12]CPP PBE0 3.36 (0.0000) 3.76 (2.6413) 3.76 (2.6410)
PBE0-1/3 3.55 (0.0000) 3.94 (3.0322) 3.94 (3.0322)
PBE0-DH 3.72 (0.0000) 4.10 (3.3010) 4.10 (3.3010)
PBE-QIDH 3.93 (0.0000) 4.30 (3.3055) 4.30 (3.3055)
ωB97X 4.13 (0.0000) 4.50 (3.5263) 4.50 (3.5263)
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Table 3:
Compound State φ′i φ
′
a κia Ω
′(Sn)
[6]CPP S1 HONTO LUNTO 0.9855 2.72
S2 HONTO LUNTO 0.5393 3.75
(H-1)ONTO (L+1)UNTO 0.4536
S3 HONTO LUNTO 0.5383 3.75
(H-1)ONTO (L+1)UNTO 0.4546
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Table 4:
Compound Configuration Functional Ω′(S1) Ω′(S2) Ω′(S3) Ω′(S4) Ω′(S5) Ω′(S6) Ω′(S7) Ω′(S8)
[6]CPP Parallel-like PBE0 2.57 2.58 2.97 2.99 3.63 3.63 3.64 3.65
(0.0000) (0.0000) (0.0226) (0.0000) (0.0011) (0.0000) (0.0000) (0.0019)
PBE0-DH 2.89 2.90 3.66 3.67 4.10 4.14 4.21 4.22
(0.0000) (0.0001) (0.1654) (0.0045) (2.6291) (0.0000) (1.9585) (0.0000)
PBE-QIDH 3.09 3.10 4.21 4.23 4.24 4.26 4.35 4.35
(0.0000) (0.0002) (0.0130) (2.8046) (0.0000) (0.0000) (2.1852) (0.0000)
ωB97X 3.37 3.38 4.41 4.45 4.53 4.53 4.60 4.61
(0.0000) (0.0001) (2.7526) (0.0000) (0.0007) (1.8557) (0.0243) (0.0000)
Tubular-like PBE0 2.61 2.61 2.91 2.91 3.66 3.66 3.66 3.66
(0.0013) (0.0013) (0.0000) (0.0000) (0.0059) (0.0003) (0.0008) (0.0011)
PBE0-DH 2.92 2.92 3.53 3.53 4.09 4.10 4.23 4.26
(0.0019) (0.0020) (0.0000) (0.0001) (0.0001) (0.0001) (1.6099) (1.7609)
PBE-QIDH 3.12 3.13 3.81 3.81 4.23 4.23 4.39 4.40
(0.0024) (0.0025) (0.0010) (0.0007) (0.0001) (0.0001) (1.9843) (1.9733)
ωB97X 3.39 3.40 4.40 4.41 4.56 4.57 4.62 4.62
(0.0025) (0.0028) (0.0001) (0.0001) (1.4300) (1.6425) (0.0093) (0.2186)
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• Figure 1. Chemical structure of the investigated [n]CPP compounds.
• Figure 2. Evolution of the (lowest) excitation energies of compound
[6]CPP, as a function of the exact-like exchange weight (λx) for the
PBE- (top) or BLYP-based (bottom) family of functionals. Note that
for the double-hybrid cases (i.e. PBE0-DH and PBE-QIDH or B2-
PLYP and B2GP-PLYP) the effect of the (D)-like correction is also
shown (dashed line).
• Figure 3. Isocontour plots (isosurfaces of 0.00002 e/au3) of the tran-
sition density for selected S1−S3 excited-states (from left to right) cal-
culated at the TDA-PBE0/6-31G* (top line) and the ωB97X/6-31G*
(bottom line) levels. Red and blue colors represent negative and posi-
tive values of the orbital distribution leading to the transition density.
Figure created with gOpenMol.
• Figure 4. Isocontour plots (isosurfaces of 0.02 e/au3) of the domi-
nant Natural Transition Orbitals pairs, calculated at the TDA-PBE0/6-
31G* level, for selected S1−S3 excited-states: HONTO & LUNTO (top
line); (H-1)ONTO & (L+1)NTO (bottom line). For each pair, the hole
(particle) is on the left (right). Figure created with gOpenMol.
• Figure 5. Supramolecular configuration of a dimer or [6]CPP molecules:
parallel- (a) or tubular-like (b) orientations found in the crystalline
state.
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• Figure 6. Values of ∆r (in A˚) for a set of the lowest singlet excited-
states of each dimer configuration, calculated at the TDA-PBE0-DH/6-
31G* level.
• Figure 7. Isocontour plots (isosurfaces of 0.02 e/au3) of the domi-
nant Natural Transition Orbitals pairs, calculated at the TDA-PBE0-
DH/6-31G* level, for the S1 (left) and S2/S3 (right) excited-state in
the parallel dimer case. Figure created with gOpenMol.
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