We study the problem of high-accuracy localization of mobile nodes in a multipath-rich environment where submeter accuracy values are required. We employ a peer-to-peer framework where nodes can get pairwise multipath-degraded ranging estimates in local neighborhoods, with the multipath noise correlated across time. The challenge is to enable high-accuracy positioning under severe multipath conditions when the fraction of received signals corrupted by multiple paths is significant. Our contributions are twofold. We provide a practical distributed localization algorithm by invoking an analytical graphical model framework based on particle filtering, and we validate its potential for high-accuracy localization through simulations. In a practical dedicated short-range communication (DSRC) mobile simulation setup, we show that the algorithm can achieve errors of < 1 m 90% of the time, even when the fraction of line-of-sight (LOS) signals is less than 35%. We also address design questions such as "how many anchors and what fraction of LOS measurements are needed to achieve a specified target accuracy?" by showing that the Cramer-Rao lower bound (CRLB) for localization can be expressed as a product of two factors: a scalar function that depends only on the parameters of the noise distribution and a matrix that depends only on the geometry of node locations and the underlying connectivity graph. A simplified expression is obtained that provides an insightful understanding of the bound and that helps deduce the scaling behavior of the estimation error as a function of the number of agents and anchors in the network.
I. INTRODUCTION
H IGH-ACCURACY localization is mandated in many applications, such as vehicle safety [1] , autonomous robotic systems [2] , unmanned air vehicle (UAV) systems, etc., where submeter accuracy values are needed. Standard Global Positioning System (GPS) receivers can have localization errors of over 50 m or more, which can be unacceptable for many of these applications. The principal problem is multipath interference [3] , which is particularly prevalent in cities and "urban canyon" Manuscript environments, corrupting a large fraction of the measurements. Many of the existing solutions, such as differential GPS, Network Real Time Kinematic [4] , etc., that augment GPS are expensive and fail to address multiple paths. Our goal here is to design algorithms to achieve submeter accuracy values in severe multipath environments with minimal communication, given the bandwidth constraint in applications, such as vehicular safety enabled by technology such dedicated short-range communications (DSRC) [5] . Our design philosophy is a "peerto-peer" architecture (see Fig. 1 ), where nodes collaborate and help each other refine their position estimates. Collaboration coupled with mobility generates a large pool of measurements in the system. The fundamental insight is that some fraction of these measurements will be produced by line-of-sight (LOS)-dominated signals and, hence, will be fairly accurate, whereas some fraction will be corrupted by non-LOS (NLOS)dominated reflected waves. Receivers do not know a priori which measurements are LOS and which are NLOS. Hence, the task of the users is to cooperatively discard the NLOS signals, thus enabling them to compute high-precision position estimates. Our first main contribution in this paper is to uncover a framework and a distributed algorithm founded on graphical models for collaborative narrowband NLOS localization with time-correlated measurements and minimal messaging overhead. The proposed algorithm shows promise of submeter accuracy values in a realistic simulation setup, wherein the fraction of LOS measurements can be less than 35%. Our second main contribution in this paper is a theoretical characterization of the localization accuracy as a function of the number of anchors, agents/vehicles, and the fraction of LOS measurements by analyzing the Cramer-Rao lower bound (CRLB), which is a fundamental lower bound on the best possible mean square error achievable using an unbiased estimator. For a generalized distance/angle measurement model, we provide a simplified characterization of the scaling behavior 0018-9545 © 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of the bound as a function of the number of nodes in the network and the fraction of LOS measurements. Further, we show a "separation principle" under simplifying assumptions, wherein the effect of the node geometry and the noise distribution can be independently analyzed. This paper is organized as follows. Section II discusses related work and the positioning of this paper in the given literature. Section III sets up the problem formulation and notations. Section IV describes our inference algorithm for NLOS localization. Section V summarizes our theoretical results. Section VI provides simulation results comparing the performance of the algorithm with the derived theoretical bounds.
II. RELATED WORK
There has been significant research focusing on cooperative localization algorithms, particularly for the LOS case [6]- [8] . However, NLOS localization has received relatively lesser attention in the literature. There has been quite some work on noncooperative NLOS localization [3] , [9] , [10] . A major part of this literature focuses on random-sample-consensuslike algorithms [10] , which in effect assign a 0-1 weight to the measurements detecting them to be LOS or NLOS. The complexity of this combinatorial approach explodes with an increasing fraction of NLOS measurements, particularly in the mobile setting. Our algorithm can be conceptually thought of assigning a "soft weight" to the measurements [11] , [12] that helps control the complexity and exploit the measurement statistics.
There has also been some work on using ultrawideband (UWB) [13] or multiantenna array systems [14] - [16] for localization, where different arriving paths can be distinguished. Wymeersch et al. [13] and consequent follow-up works [17] - [19] propose a graphical model framework for the problem of interest that, although sharing some similarities to this paper, is quite different in the following key aspects. We focus on narrowband environments leading to a different noise model and a simulation setup, as compared with [13] , which is relevant in vehicular safety applications. We also model correlation of readings across time motivated by experimental results in the vehicular setup [20] and indoor environments [21] , and our algorithm efficiently handles this, whereas existing work on cooperative localization does not consider time correlation of measurements. There is some work for noncooperative NLOS localization that considers time correlation of measurements [22] . However, the problem becomes more challenging in the cooperative case since the complexity of the hidden state exponentially grows with the number of collaborating neighbors. Further, our concern is also toward minimizing the communication overhead, and our algorithm only requires a minor overhead to the existing DSRC message that needs to be periodically transmitted every 100 ms, as prescribed by the standard. There has been more recent work focusing on convex optimization frameworks for the problem of interest [23] , which are analytically tractable but computationally hard and communication intensive, particularly in mobile environments.
There is considerable theoretical work addressing fundamental performance bounds for LOS localization [6] , [24] - [27] . However, the complex nature of the expressions obscures insights into the scaling behavior as a function of the number of nodes. Further, there is relatively scant literature for the NLOS setting [28] , [29] . Shen et al. [29] analyzed the CRLB for UWB cooperative localization. Qi et al. [28] considered a narrowband noncooperative case with assumption on the exact knowledge of which measurements are NLOS, which is difficult to get in practice, particularly in narrowband environments, which is our focus. In practice, it might be reasonable to assume prior knowledge of the NLOS statistics, such as exponential noise models proposed in the literature [30] . An analytical characterization of the performance as a function of the NLOS noise distribution and the fraction of LOS measurements is addressed for the first time here. One of our contributions is to provide concrete insights into the scaling behavior of the bound as a function of the number of anchors, vehicles, and the fraction of LOS measurements. 1
III. PROBLEM SETUP
We consider a network of N mobile agents and M static anchors with known locations (see Fig. 1 ). Let u t (k) ∈ C denote the true location of the kth vehicle at time instant t, where the real part represents the x-coordinate, and the imaginary part represents the y-coordinate. Measurements of the form θ t (km) = f (u t (k), u t (m)) + n t (km) are obtained between vehicles that are within communication radius R. Function f (·) depends on the measurement modality. For example, f (u t (k), u t (m)) = u t (k) − u t (m) in the case of time-ofarrival-based sensors, f (u t (k), u t (m)) = tan −1 Im(u t (k) − u t (m))/Re(u t (k)−u t (m)) for angle-of-arrival measurements, etc. Each measurement is modeled as either a LOS-dominated signal or an NLOS-dominated signal by choosing the observation noise in the received signal n t (km), to be drawn from a mixture of two distributions, i.e., (p LOS (θ t (km) |u t (k), u t (m)), p NLOS (θ t (km)|u t (k), u t (m)))), with mixture probabilities (α, 1 − α), respectively. The model is motivated by some of the experimental work carried out in the UWB [34] , [35] , which validate that some fraction of the received signals are purely LOS-dominated signals. Let z t (km) be an indicator random variable that is 1 if θ t (km) ∼ p LOS (θ t (km)|u t (k), u t (m)), or 0 otherwise. z t (km) can be correlated in time (e.g., an obstruction between two vehicles could lead to sustained NLOS), which we capture using a Markov chain with stationary distribution (α, 1 − α). Let p(u t (k)|u t−1 (k)) be the distribution that governs the evolution of the vehicle states across time, which is obtained based on the inertial navigation system (INS) measurements.
The goal is for each vehicle k to estimate its own location u t (k), which is based on all measurements {θ τ (km)} t τ =1 from its neighbors up to time t. Given the non-Gaussian nature of the problem, we adopt a particle filtering approach that is a popular Monte Carlo technique, which can provide accuracy values close to MMSE estimates. The nature of our problem helps us obtain Kalman-like updates for particle filtering, giving rise to a simplified and practical algorithm. We describe the graphical model formulation and our algorithm in the following.
IV. ALGORITHM FOR COOPERATIVE LOCALIZATION
Graphical models provide a good way of modeling randomvariable dependence [36] and of exploiting the probability structure for designing computationally efficient algorithms. A directed acyclic graphical model G(V, E) consists of vertex set V, where each vertex is associated with a random variable, and edge set E, which is the collection of all directed edges, with the conditional independence encapsulated by graph separation [36] . Dependence among the vehicle locations and the readings is captured by the graphical model shown in Fig 2, which is a coupled hidden Markov model (HMM). The unshaded nodes are the hidden nodes to be estimated, and the shaded nodes are observations coupling the different Markov chains of the vehicles, which are termed as evidence nodes. The joint probability distribution of all the random variables is given in the following:
Celebrated algorithms, such as the loopy belief propagation [36] , are hard to apply here, given the continuous state space and the dynamic nature of the graph. Particle filtering is a well-known Monte Carlo simulation technique [37] that approximates the posterior state density to obtain the MMSE estimate. With the exact inference in Fig. 2 being hard, we resort to an approximation for every vehicle, as shown in Fig. 3 . The new set of shaded nodes in this graph corresponds to the estimated location of the other vehicles. At every time instant, each vehicle obtains the estimated location of its neighbors from the previous time instants, and assuming that it is close enough to the true location, the vehicle obtains an estimate of its own location using particle filtering. This also reduces the communication overhead between vehicles, and each vehicle needs to only transmit its location estimate and, possibly, the variance. Treating {u t , z t } as a single state would lead to an exponentially large state space with increasing neighbors. We describe an efficient algorithm to circumvent this issue.
Consider only a single vehicle for now, and omit the vehicle index k for notational simplicity. Let {u 1:t , z 1:t } and θ 1:t denote the set of states and observations up to time t, respectively. The posterior density of the vehicle location given the observations can be approximated as p
) random samples (particles) picked from the distribution p(u t |θ 1:t ), and δ(·) is the Dirac delta function. Given the hardness of sampling from p(u t |θ 1:t ), we choose a proposal distribution π(u 1:t |θ 1:t ) = π(u 1:t−1 |θ 1:t−1 )π(u t |u 1:t−1 , θ 1:t ). Suppose that we are interested in estimating the mean of some function f (u 1:t ) of the vehicle location across time, i.e., E(f (u 1:t )). We then have the following:
We can now obtain a recursive update equation for φ(·) as follows:
where the simplifications are from the conditional independence of the random variables (i.e., z t is unconditionally independent of u t , and θ t only depends on z t and u t ).
By choosing π(u t |u 1:
. For each vehicle k and its neighbor m, we have φ t (km), and the update equations are given in Algorithm 1. All the expectations in the given equations are replaced by summations over samples of u i t taken from the proposal distribution. To take care of degeneracy issues over long time instants [37] , we employ the standard resampling procedure whenever the number of distinct particles fall below a threshold. In our simulations in Section VI, we had 2000 particles, and whenever the effective sample size calculated as
was below a threshold (30 here), multinomial resampling was carried out. If the number of distinct particles was too low, then all the particles were newly sampled around the estimated position. Conceptually, the performance of the algorithm depends on different system parameters, such as the noise in the ranging measurements, INS noise, number of anchors, number of neighbors, etc. In particular, the algorithm relies on the INS reading to be good enough to sustain the vehicle location until enough LOS measurements have been obtained. The algorithm is more sensitive to INS noise than typical belief propagation algorithms, given that each vehicle extrapolates the neighbor's location estimate to the current time instant using the INS reading, and there is no iteration to improve this estimate at that time instant. The hope is that the INS measurements in existing vehicles can be quite precise for the algorithm to work well [38] . Further, the LOS measurements are assumed to be quite precise, and the number of neighbors is assumed to be large and well spread. Extensive simulation results under a realistic setup are presented in Section VI. Algorithm 1 Particle Filtering for Accurate Localization 1: Initialize: Sample {u i 0 (k)} K 1 from p(u 0 (k)), and set w i 0 (k) = 1/K ∀k. 2: for t ≥ 1 do 3: Sample u i t (k) from p(u t (k)|u i t−1 (k)). 4: for all Neighbors m do 5: if m was a neighbor at t − 1 then 6: 
V. SCALING LAWS FOR NON-LINE-OF-SIGHT LOCALIZATION
From a design perspective, it is important to understand the effect of the node geometry, node connectivity, number of agents and anchors, and the fraction of LOS measurements on the localization performance. We modestly attempt to analyze The errors in localization can be attributed to two factors: one being the relative geometry of the anchors and vehicle locations (see Fig. 4 ) and the other being the noise in the measurements. Thus, one naturally wonders, "can the effect of node geometry and that of noise be independently analyzed?" We affirmatively answer this question under simplifying assumptions of homogeneous noise statistics. Our theory is developed for the measurement model in Section III, with the further assumption that all readings are i.i.d. Although, for a fixed realization, each vehicle might experience different fading environments when averaged across multiple vehicle/scatterer deployments and over time, it is reasonable to assume homogeneous noise statistics. Further, this simplifying assumption helps us gain intuition on how the different parameters affect the system performance.
Theorem 1-Separation Principle: The Fisher information matrix can be written as F = g(p NOISE )F G , where matrix F G depends only on the node locations and the underlying connectivity graph. Scalar function g(·) is given by g(p NOISE ) = E{((∂/∂n) ln p NOISE (n)) 2 } under the assumption that p NOISE is differentiable over its support [LL, U L] and p(UL) − p(LL) = 0.
Proof: See Appendix A. For a mixture distribution, we have g(
The assumption on p NOISE holds for a wide class of distributions, such as ex-Gaussian, Gaussian mixtures, etc., that are commonly used models in the NLOS setup. The assumption on the identical statistics of the readings is mainly questionable when we consider measurements from anchors, such as GPS, versus that from other vehicles. In such a case, one can easily show that the Fisher matrix can be written
is the Fisher matrix derived by only using the intervehicular measurements, and F sat G is derived by only considering the satellite-vehicle measurements. To analyze the behavior, we focus on distance measurements and consider a simple mixture model for the noise distribution. We will assume that p LOS ∼ N (0, σ 2 LOS ). Fig. 5(a) shows the behavior of g(p NOISE ) as a function of α for p NLOS being ex-Gaussian and positive mean Gaussian having the same mean and variance. The scaling is compared against σ 2 /α, which seems to be a good approximation of the behavior at higher values of α. At lower α values, σ 2 /α would be worse off, given that we are completely discarding the NLOS measurements. However, the ex-Gaussian curve performs better, given that we make use of the noise statistics. Fig 5(b) shows a plot of g (α) = (∂/∂α)g(·). The interesting trend to note here is that the differential change in g(·) varies sharply at lower values and higher values of α. This suggests that, at lower values of α, even a small fraction of LOS measurements can significantly help, and at higher α, a small fraction of NLOS measurements can significantly hurt.
To analyze the effect of the number of nodes on the localization error, we focus on case θ(km) = u(k) − u(m) . We undertake an incremental analysis by starting out with an existing network of N agents and M anchors with Fisher matrix F = g(p NOISE )F G and by quantifying the effect of adding additional anchors and agents in the network. We assume a large node density and ignore boundary effects. Supposing that we randomly deploy an additionalM new anchors and thatF is the new Fisher matrix, we have the following theorem.
Theorem 2-Scaling Law for Anchors: For largeM , the lower bound on the sum mean-squared localization error is given by Trace(F −1 ) = 1/g(p NOISE ) 2N i=1 1/(λ i + ρM/2), where ρ is the fraction of theM anchors that each node has measurements with, on an average, and λ i are the eigenvalues of F G (assumed to be full rank).
Proof: See Appendix B.
The eigenvalues of the Fisher information matrix
can be interpreted as a measure of the "precision" in the agent location estimates. Factor ρM/2 is the "additional precision" from the newly added anchors. If under the same setup, we addÑ new agents, which only obtain measurements from the existing nodes in the network. Then, we have the following theorem. Theorem 3-Scaling Law for Agents: For largeÑ , the Fisher information matrixF is given bỹ
Proof: See Appendix C. Corollary 1: For large N , the upper bound reduces to
The result quantifies the benefits of cooperation between agents. The agents can be interpreted as virtual anchors in the network that help localize other nodes in the system. Now, let us consider the setup where the agents are mobile, and we have some estimates of their velocities at each time instant from their INS readings. The vector of parameters is taken as follows:
where u t is the vector of vehicle locations at time t, and we consider T time instants. Assuming that each reading θ t (km) is independently sampled from the noise distribution p NOISE (·) and that the velocity measurement s t (m) is given by
, we obtain the following theorem. In addition, vehicles also get ranging estimates with their neighbors, which can be obtained using short probe packets that are typically a few symbols long.
Unless specified otherwise, the following parameters are used for the simulations. The radius of communication is assumed to be 50 m (typically, 50-100 m is used for DSRC). GPS satellites are used as anchors. The mask angle for each vehicle at every time instant is taken to be uniform in the range of 55 • -85 • . This gives an average visibility of one satellite over every two time instants for each vehicle. Satellite locations are simulated from their almanac corresponding to the GPS time of week of 568 800 s (UTC, Saturday 2:00 P.M.). Fig. 5(c) shows the positions of different GPS satellites as seen from a position of 0 • latitude and 0 • latitude for a mask angle of 0 • . The different rings correspond to different elevation angles spaced 10 • apart with the outermost ring being 0 • . The noise model is taken to be the same as in Section IV. The LOS thermal noise in the GPS readings (σ sat ) is taken to be 10 m. The standard deviation in the NLOS noise σ NLOS is taken to be 5 m to capture nearby reflectors, such as other vehicles, and far-away reflectors, such as buildings. INS noise σ INS is assumed to be 1 m/s [38] . Ranging noise σ R is 2 m. The algorithm was initialized with 2000 particles for each vehicle. In all the plots that follow, we will show three curves. One plot corresponds to the mean performance of the algorithm with the 90-percentile error bars. The second curve is the CRLB evaluated given all the measurements. The third bound is the "causal" CRLB computed by considering, for parameters at each time instant t (i.e., {u t (k)} N k=1 ), only the measurements until time t. The y-axis in all the plots is the localization error. Fig. 5(d) shows the error performance as a function of the mask angle (equivalently number of visible satellites), as compared against a standard least squares GPS receiver algorithm, which is significantly worse off at lower satellite visibility mainly due to the NLOS nature of the measurements. In this simulation, we also included the Galileo satellite constellation to have a larger dynamic range of visible satellites. Fig. 5(e) shows the error performance as a function of the thermal noise in the ranging measurement between vehicles. At very low values of σ R , the performance of the algorithm is close to the lower bound. However, as σ R increases, the performance deviates from the bound, although it follows the scaling trend without diverging. Fig. 5(f) is a plot of the error performance as a function of the fraction of LOS measurements. The errors are seen to be quite reasonable over a wide range of α. As before, the performance is close to the bound at a higher signal-to-noise ratio, i.e., large α. Fig. 5(g) shows the performance of the algorithm as a function of the measurement noise in the INS readings. Clearly, the performance degrades for large measurement noise. This is an inherent limitation of the algorithm as each vehicle uses an estimate of the neighbor's location extrapolated using the INS measurements. Given that the position has to sustain until enough LOS measurements are gathered, a larger INS error cannot be tolerated. In practice, vehicle INS sensors can have errors of <1 m/s [38] , which can be tolerated by the algorithm. Fig. 5(h) is a plot of the performance of the algorithm as a function of the communication radius (i.e., more neighbors). As expected, there are diminishing returns with an increased radius. Having a large communication radius is good for localization. However, this leads to decreased spatial reuse of the spectrum, thereby leading to a tradeoff. One could think of an adaptive system wherein the vehicles increase the communication radius in harsh environments, such as urban canyons, and reducing it in open sky environments where the number of visible satellites is larger. Thus, from the simulation results, we found that it is potentially possible to obtain submeter accuracy values even in strong NLOS environments, as long as each vehicle can collaborate with a sufficient number of neighbors and the INS and LOS ranging measurements are fairly accurate.
VII. CONCLUSION AND FUTURE WORK
In this paper, we have explored the application of particle filtering to obtain the estimates of vehicle locations in a multipathrich environment with time-correlated measurements. We have derived weight update equations for the NLOS setting, and simulation results show that reasonably good accuracy values in positioning are feasible. The approximation in the graphical model could break down above a certain noise threshold and below a certain anchor density, and the algorithm could potentially diverge. A theoretical understanding of when the algorithm diverges is another research direction, although we believe this to be a hard problem. We have also explored the behavior of the localization error as a function of the number of anchors, vehicles, and the fraction of LOS measurements by analyzing the CRLB. The performance of the proposed algorithm was evaluated in comparison with the derived bound in a realistic simulation setup and was shown to perform reasonably well.
APPENDIX A EVALUATION OF THE CRAMER-RAO LOWER BOUND
Here, we focus on evaluating the different entries of the Fisher information matrix. For simplicity, let us focus on the case where θ(km) = u(k) − u(m) + n(km). The (k, m)th entry in the matrix is given by F km Δ = E{(∂ ln p(Θ|η)/∂η k ) (∂ ln p(Θ|η)/∂η m )}. Let N (k) be the set of neighbors of node k. Let us focus on the case when η k = u R (k) and η m = u R (m). It is easy to show that (∂ ln p(Θ|η)/∂η k ) = i∈N (k) (∂ ln p NOISE (n(ki))/∂n(ki))cos
Consider the case when k = m. We have that
where g(p NOISE ) = E{(p (n(ki))/p(n(ki))) 2 }. Assuming p NOISE (n) to be differentiable on its support [LL, U L] and that p(UL) = p(LL), we have E{p (n(ki))/p(n(ki))} = 0. Similarly, one can simplify the equations for different combinations of (k, m) and (η k , η m ) to obtain F = g(p NOISE )F G , where the entries are given as follows. For k = m
for different combinations of (η k , η m ). The other entries are 0.
APPENDIX B DERIVATION OF THE CRAMER-RAO LOWER BOUND FOR ANCHORS
Here, we start with the simplistic case of adding a single additional anchor a in a network of N agents and M anchors. LetF be the new Fisher information matrix. Then, it is easy to see thatF is the same as F , except for the following entries. If node k is in the communication radius of a, then we have, for η k = u R k ,F kk = F kk + cos 2 (φ ka ); for η k = u I k ,F kk = F kk + sin 2 (φ ka ); and for η k = u R k and η m = u I k ,F km = F km + cos (φ ka ) sin (φ ka ), where φ ka is the angle between node k and anchor a. For all other entries,F kk = F kk . Thus, whenM anchors are randomly added into the network, the new Fisher information matrix has the following structure. For
Since the anchors are randomly placed, it is reasonable to assume that the angles φ ka are i.i.d. U (0, 2π) for each node k. Thus, it is easy to see that, for largeM , the given expression converges toF → F + (ρM/2)I 2N , where ρM is the average number of newly added anchors that are neighbors of each node, assuming a homogeneous node. Thus, Trace(F −1 ) = 2N i=1 1/λ i + ρM/2, where λ i are the eigenvalues of F .
APPENDIX C DERIVATION OF THE CRAMER-RAO LOWER BOUND FOR AGENTS
Here, we consider the case whenÑ agents are added to an existing network of N agents and M anchors. We will assume that the newly added nodes get measurements only with the existing N nodes in the system that are within their communication radius. This simplifying assumption helps us have a better understanding of the scaling behavior. We provide an intuition for the derivation using an example here, and we refer the reader to [31] for more details. Let us suppose that we add a single additional agent to the existing network of agents and anchors. Let the location of this agent be z R1 + jz I1 . Further, assume that this agent obtains measurements from all the existing agents in the network. Define the new parameter vector asη = [u R ; u I ; z R1 ; z I1 ]. One can verify that the new Fisher information matrixF has the form shown at the bottom of the page, where c j1 = cos (φ j1 ), s j1 = sin (φ j1 ), andφ j1 is the angle between the newly added agent 1 and node j. The ∼ notation is used to distinguish the angles formed due to the newly added agents, as opposed to the existing agents in the system. If the N nodes are randomly placed, then the angles are U (0, 2π). Thus, one can see that the following entries converge by strong law of large numbers for large N , i.e., N j=1 cos 2 (φ j1 ) → N/2, N j=1 sin 2 (φ j1 ) → N/2, and N j=1 cos (φ j1 ) sin (φ j1 ) → 0. Now, let us suppose that we add another agent with location z 2 in the network. To look at positioning error of the first N nodes, we need to look at the Schur complement of the leftmost N × N submatrix ofF . The Schur complement of this submatrix is given by Let s be the vector of velocity measurements. Since the measurement noise is independent across the velocity measurements and the ranging measurements, it is easy to see that the (k, m)th entry in the Fisher information matrix is given by · · · · · · · · · · · · −c N 1 s
measurement noise is independent across vehicles and across time, one can verify that, for (η k = u R t , η m = u R t ), we have F R km = 0, whenever t = t . Similarly, this holds true for other pairs of parameters (η k , η m ) that corresponds to different time instants. Thus, we would end up with a block diagonal structure of the following form:
where F R (t) is the Fisher information matrix, as derived in Appendix A, with the vehicle locations at time t. F INS can be evaluated as follows. Due to the independence of noise, the only nonzero terms in the matrix would be the diagonal and the first off-diagonal entries. One can verify that, for η k = u R t (k) and 
