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Abstract
In this paper, the existence and multiplicity of solutions are obtained for the 2mth-order ordinary dif-
ferential equation two-point boundary value problems (−1)mu(2m)(t) +∑mi=1(−1)m−iai u(2(m−i))(t) =
f (t, u(t)) for all t ∈ [0,1] subject to Dirichlet, Neumann, mixed and periodic boundary value condi-
tions, respectively, where f is continuous, ai ∈ R for all i = 1,2, . . . ,m. Since these four boundary value
problems have some common properties and they can be transformed into the integral equation of form
u + ∑mi=1 aiT iu = T mfu, we firstly deal with this nonlinear integral equation. By using the strongly
monotone operator principle and the critical point theory, we establish some conditions on f which are
able to guarantee that the integral equation has a unique solution, at least one nonzero solution, and infi-
nitely many solutions. Furthermore, we apply the abstract results on the integral equation to the above four
2mth-order two-point boundary problems and successfully resolve the existence and multiplicity of their
solutions.
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In this paper, we consider the existence and multiplicity of solutions for the following 2mth-
order ordinary differential equation two-point boundary value problems
(−1)mu(2m)(t) +
m∑
i=1
(−1)m−iaiu(2(m−i))(t) = f
(
t, u(t)
)
, t ∈ [0,1], (1.1)
subject to the boundary value conditions, respectively,
u(2i)(0) = u(2i)(1) = 0, i = 0,1,2, . . . ,m − 1, (1.2)
u(2i)(0) = u(2i+1)(1) = 0, i = 0,1,2, . . . ,m − 1, (1.3)
u(2i+1)(0) = u(2i+1)(1) = 0, i = 0,1,2, . . . ,m − 1, (1.4)
u(i)(0) = u(i)(1), i = 0,1,2, . . . ,2m − 1, (1.5)
where ai ∈ R for all i = 1,2, . . . ,m, f : [0,1]×R →R is continuous. Since these four boundary
value problems have some common properties and they can be transformed into the integral
equation of form
u +
m∑
i=1
aiT
iu = T mfu, (1.6)
where T is a linear completely continuous and symmetric operator, we firstly deal with Eq. (1.6).
By using the strongly monotone operator principle and the critical point theory, we establish some
conditions on the nonlinearity f which are able to guarantee that Eq. (1.6) has a unique solution,
at least one nonzero solution, and infinitely many solutions. In argument, the quadratic root
operator, its properties, and the spectral theory of linear completely continuous and symmetric
operators in a real Hilbert space play a very important role. Furthermore, we apply the abstract
results on the integral equation to the above four 2mth-order two-point boundary problems and
successfully resolve the existence and multiplicity of their solutions.
Recently, there has been an increased interest in studying the existence of positive solutions for
the above four classes of differential equations, for example, see [1–6,10–16,19,20]. In [3,4], the
authors established the existence of at least three symmetric solutions for the 2mth-order BVP
with (1.2) by applying Leggett–Williams fixed point theorem and five functionals fixed point
theorem, which has allowed f to depend on all even order derivatives of u. Motivated by the work
in [3,4], by using the five functionals fixed point theorem, Zhang and Liu in [19] studied the 2mth-
order BVP with (1.2) when f depends on all even order derivatives, all odd order derivatives and
both even and odd order derivatives, respectively. Lately, Ma [14] showed that there exists at
least one positive solution for (1.1) and (1.2) based on the global bifurcation techniques. There
are also many papers to study the mixed or Neumann boundary value problems, for example,
see [5,13,16]. These discussions are all based on the fixed point index theory in cone. In [7,12,
18,20], the authors studied the periodic boundary value problems by using the fixed point index
theory. There are also a few papers to study high order boundary value problems by using critical
point theory. For example, in [2], the authors presented a new min–max approach to the search
of multiple T -periodic solutions to a class of fourth order equations. However, the approach
depended on a new deformation lemma, so the work is very difficult. In our paper, we generalize
the previous results in [8–10] and extend to the 2mth-order differential equations with the four
classes of boundary value conditions. Moreover, we improved many results, for instant, allowing
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of solutions. In many papers, the work only involved λ1, that is, the first eigenvalue. Hence our
results are better.
2. Preliminary
Let E be a real Banach space with the norm ‖ · ‖0, H be a real Hilbert space with the
inner product (·,·) and the norm ‖ · ‖. In this section, we assume always that E can be con-
tinuously embedded into H, denoted by E ↪→H. Let T :H→ E ↪→H be a linear completely
continuous and symmetric operator, and f :E → E be a bounded and continuous operator. Let
p(x) = xm +∑mi=1 aixm−i and p¯(x) = 1 +∑mi=1 aixi be two polynomials, where ai ∈ R for all
i = 1,2, . . . ,m. In this section, we deal with the existence and multiplicity of solutions of the
following abstract nonlinear operator equation in E:
p¯(T )u = T mfu. (2.1)
According to the Hilbert–Schmidt theorem, we can suppose that {λk}∞k=1 is all the nonzero eigen-
value sequence of T where each eigenvalue is repeated according to its multiplicity, {ek}∞k=1 ⊂ E
is the corresponding orthonormal eigenvector sequence in H.
In this section, we further assume the following basic condition:
(H0) Suppose that 0 is not an eigenvalue of T , all the eigenvalues {λk}∞k=1 are positive and∑∞
k=1 λk < +∞, and there exists a positive constant C such that ‖ek‖0  C for all k ∈
N := {1,2, . . .}.
Since T is linear completely continuous and symmetric, it follows from the Hilbert–Schmidt
theorem that the following formulas with T hold:
u =
∞∑
k=1
(u, ek)ek, u ∈H, (2.2)
‖u‖2 =
∞∑
k=1
∣∣(u, ek)∣∣2, u ∈H, (2.3)
T u =
∞∑
k=1
λk(u, ek)ek, u ∈H. (2.4)
Lemma 2.1. Suppose that p¯(λk) = 0 for all k ∈N. Then for every v ∈H, the operator equation
p¯(T )u = T mv (2.5)
has a unique solution u ∈H and
u = [p¯(T )]−1T mv = ∞∑
k=1
λmk
p¯(λk)
(v, ek)ek, v ∈H. (2.6)
Proof. Let p¯1(x) = p¯(x) − 1. Then p¯1(T ) is also a linear completely continuous and sym-
metric operator. It follows from [17, Theorem 3.4, p. 279] that all the eigenvalues of p¯1(T )
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eigenvector sequence of p¯1(T ). Hence p¯1(T ) is of form as follows:
p¯1(T )u =
∞∑
k=1
p¯1(λk)(u, ek)ek, u ∈H.
The condition means that p¯1(λk) = −1 for all k ∈ N. Thus it follows from [17, Theorem 4.3,
p. 356] that p¯(T ) = I + p¯1(T ) has a bounded inverse and
[
p¯(T )
]−1
v = [I + p¯1(T )]−1v = v − ∞∑
k=1
p¯1(λk)
1 + p¯1(λk) (v, ek)ek, v ∈H.
Noticing (2.2), we have that
[
p¯(T )
]−1
v =
∞∑
k=1
1
p¯(λk)
(v, ek)ek, v ∈H.
This implies that (2.6) holds. It is easy to see that [p¯(T )]−1 is also symmetric. The proof is
completed. 
It now follows from Lemma 2.1 that if p¯(λk) = 0 for all k ∈N, then Eq. (2.1) is equivalent to
the following operator equation:
u = [p¯(T )]−1T mfu. (2.7)
T is symmetric, so is p¯(T ). Since p¯(T ) is commutative with T , it is easy to verify that [p¯(T )]−1
is commutative with T m. We denote [p¯(T )]−1T m = T m[p¯(T )]−1 by K , then K :H→ E ↪→H
is a linear completely continuous and symmetric operator. It follows from (2.6) that all the eigen-
values of K are {λmk /p¯(λk)}∞k=1, denoted by {μk}∞k=1, and {ek}∞k=1 is still the corresponding
orthonormal eigenvector sequence of K . It follows from (2.6) that
Ku =
∞∑
k=1
μk(u, ek)ek, u ∈H. (2.8)
Therefore Eq. (2.7) can be written as
u = Kfu. (2.9)
We now consider the existence of solutions in E of Eq. (2.9).
Since λk → 0 as k → ∞, it implies that p¯(λk) → 1 as k → ∞. Then {μk} = {λmk /p¯(λk)} has
at most finitely many negative items. Thus there exists c 0 such that c > −1/μk for all k ∈ N.
Lemma 2.2. For any given nonnegative number c satisfying c > −1/μk for all k ∈ N, Eq. (2.9)
is equivalent to the following operator equation:
u = Hgu, (2.10)
where gu = fu + cu for all u ∈ E and H = (I + cK)−1K on H.
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k ∈ N. So I + cK has a bounded inverse onH. Therefore it is easy to see that Eq. (2.9) is equiv-
alent to Eq. (2.10). Moreover, similar to the proof of Lemma 2.1, we can obtain that H :H→
E ↪→H is a linear completely continuous and symmetric operator, {ηk} := {μk/(1 + cμk)} are
all the eigenvalues of H , and {ek} is still the corresponding eigenvector sequence. Moreover, H
is of form as follows:
Hu =
∞∑
k=1
ηk(u, ek)ek, u ∈H. (2.11)
The proof is completed. 
Remark 2.1. It follows from Lemma 2.2 that H satisfies the condition (H0), namely that 0 is not
an eigenvalue of H , all the eigenvalues {ηk}∞k=1 of H are positive and
∑∞
k=1 ηk < +∞ since
ηk = μk1 + cμk =
λmk
p¯(λk) + cλmk
∼ λmk , k → ∞.
In addition, it is easy to see that the corresponding eigenvector sequence {ek} of H satisfies that
ek ∈ E for all k ∈N and there exists a positive constant C such that ‖ek‖0 C for all k ∈N.
Remark 2.2. It follows from (2.11) that H :H→H is positive bounded linear and symmetric.
Then the quadratic root operator of H , H 1/2 :H→H, exists and is unique, and is also bounded
linear and symmetric with ‖H 1/2‖ = ‖H‖1/2. Moreover, we can also prove that H 1/2 :H→ E
is completely continuous.
Lemma 2.3. H 1/2 :H→ E is a linear completely continuous operator. Then H 1/2 :H→H is
also linear completely continuous.
Proof. From (2.11), H 1/2 :H→H is of form as follows:
H 1/2u =
∞∑
k=1
√
ηk(u, ek)ek, u ∈H. (2.12)
For any given u ∈H and positive integers n and p, from (2.3) and the condition (H0), we have
that ∥∥∥∥∥
n+p∑
k=n
√
ηk(u, ek)ek
∥∥∥∥∥
0
 C
n+p∑
k=n
√
ηk
∣∣(u, ek)∣∣
 C
(
n+p∑
k=n
ηk
)1/2( n+p∑
k=n
∣∣(u, ek)∣∣2
)1/2
 C‖u‖
(
n+p∑
k=n
ηk
)1/2
.
It follows from Remark 2.1 that∥∥∥∥∥
n+p∑√
ηk(u, ek)ek
∥∥∥∥∥  C‖u‖
(
n+p∑
ηk
)1/2
→ 0, n → ∞. (2.13)k=n 0 k=n
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∑∞
k=1
√
ηk(u, ek)ek converges in E, and then H 1/2u ∈ E. In addition, it is easy to see
from (2.13) that
∥∥H 1/2u∥∥0  C
( ∞∑
k=1
ηk
)1/2
‖u‖, u ∈H. (2.14)
Set now Hnu =∑nk=1 √ηk (u, ek)ek , u ∈H, ∀n ∈ N. Then Hn :H→ E is a linear completely
continuous operator for each n ∈ N, and it follows from (2.12) and (2.13) that
∥∥Hn − H 1/2∥∥ C
( ∞∑
k=n+1
ηk
)1/2
→ 0, n → ∞.
Therefore H 1/2 :H→ E is a linear completely continuous operator. Then H 1/2 :H→ H is
also completely continuous since E can be continuously embedded into H. The proof is com-
pleted. 
Remark 2.3. It follows from (2.12) and (2.2) that
(
H 1/2u,u
)= ∞∑
k=1
√
ηk
∣∣(u, ek)∣∣2, u ∈H.
This and (2.3) imply that H 1/2u = 0 for all u ∈H with u = 0. Therefore H 1/2u1 = H 1/2u2 for
all u1, u2 ∈H with u1 = u2.
Theorem 2.1.
(i) The operator equation (2.1), which is equivalent to Eq. (2.10), has a solution in E if and
only if the operator equation
v = H 1/2gH 1/2v (2.15)
has a solution in H.
(ii) The uniqueness of solutions for these two above equations is also equivalent.
(iii) If Eq. (2.15) has a nonzero solution in H, then Eq. (2.1) has also a nonzero solution in E.
If Eq. (2.15) has infinitely many solutions in H, then Eq. (2.1) has also infinitely many
solutions in E.
Proof. It follows from [10, Lemma 3.1] that all the conclusions of Theorem 2.1 are true. The
proof is completed. 
3. Solutions of nonlinear integral equations
In this section, we let E = C(G) and H = L2(G), where G is a bounded closed subset of
R
N with the measure mesG > 0. We deal with the existence of solutions in C(G) of Eq. (2.1)
which is equivalent to Eq. (2.10), where fu(x) = f (x,u(x)), x ∈ G, ∀u ∈ C(G), f :G×R → R
is continuous.
Theorem 3.1. If there exists a < min{1/μk} such that [f (x,u) − f (x, v)][u − v]  a|u − v|2
for all x ∈ G, and u,v ∈R, then Eq. (2.1) has a unique solution in C(G).
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Eq. (2.1) has a unique solution in C(G) if and only if Eq. (2.15) has a unique solution in L2(G).
Therefore, it is also equivalent to that the operator equation Tv = 0 has a unique solution in
L2(G), where T = I − H 1/2gH 1/2. Since[
g(x,u) − g(x, v)][u − v] = [f (x,u) − f (x, v)][u − v] + c|u − v|2
 (c + a)|u − v|2, x ∈ G, u,v ∈ R,
and 0 < c + a < c + 1/μk0 = 1/ηk0 , where 1/μk0 = min{1/μk}, then 1/ηk0 = c + 1/μk0 =
min{1/ηk}, it follows from [10, Theorem 3.2] that Eq. (2.15) has a unique solution in L2(G).
The proof is completed. 
Theorem 3.2. Suppose that
u∫
0
f (x, v) dv  1
2
au2 + b(x)|u|2−γ + c(x), x ∈ G, u ∈ R, (3.1)
where a < min{1/μk}, γ ∈ (0,2), b ∈ L2/γ (G), and c ∈ L(G). Then Eq. (2.1) has at least one
solution in C(G).
Proof. Choose c sufficiently large such that c+ a > 0. From Theorem 2.1 it will suffice to prove
that Eq. (2.15) has at least one solution in L2(G). Since
u∫
0
g(x, v) dv=
u∫
0
[
f (x, v)+ cv]dv 1
2
(a+ c)u2 +b(x)|u|2−γ + c(x), x ∈G, u∈R,
and 0 < c+a < c+1/μk0 = 1/ηk0 , where 1/ηk0 = min{1/ηk}, it follows from [10, Theorem 3.3]
that Eq. (2.15) has at least one solution in L2(G). The proof is completed. 
Example 3.1. Consider the following integral equation:
p¯(T )u(x) = T m[au(x) + b(x)∣∣u(x)∣∣α + c(x)], x ∈ G,
where a < min{1/μk}, α ∈ (0,1), b and c are continuous on G, and c(x) ≡ 0. Here we assume
that T :L2(G) → C(G),
T u(x) =
∫
G
k(x, y)u(y) dy, x ∈ G, ∀u ∈ L2(G),
satisfies the condition (H0), and that p¯(λk) = 0 for all k ∈ N.
It is easy to verify that (3.1) is satisfied for f (x,u) = au + b(x)|u|α + c(x). Therefore, it
follows from Theorem 3.2 that this integral equation has at least one solution in C(G). Obviously,
this solution is a nonzero solution since c(x) ≡ 0 on G.
Theorem 3.3. Suppose that:
(A1) there exist μ ∈ (0,1/2) and R > 0 such that F(x,u)
∫ u
0 f (x, v) dv  μuf (x,u) for all
x ∈ G and |u|R;
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formly for x ∈ G.
Then Eq. (2.1) has at least one nonzero solution in C(G).
Proof. Choose the nonnegative number c such that c > −1/μk for all k ∈ N. Let H0 =
span{ek: ηk > ηk0}, where H0 = {0} if ηk0 = max{ηk}, and H1 =H⊥0 . Then H1 is also a real
Hilbert space. By (iii) of Theorem 2.1, we only need to prove that Eq. (2.15) has at least one
nonzero solution in H1 ⊂ L2(G).
Consider the functional Ψ :L2(G) → R,
Ψ (v) = 1
2
‖v‖2 −
∫
G
H 1/2v(x)∫
0
[
f (x,u) + cu]dudx, v ∈ L2(G). (3.2)
Then it follows from [10, Lemma 3.2] that Ψ ′(v) = v −H 1/2gH 1/2v for all v ∈ L2(G). We now
prove that Ψ satisfies the PS condition in H1.
Since F(x,u) − μuf (x,u) is continuous on G × [−R,R], there exists C1 > 0 such that
F(x,u) μuf (x,u) + C1, (x,u) ∈ G × [−R,R].
By the assumption (A1), we obtain
F(x,u) μuf (x,u) + C1, (x,u) ∈ G ×R1. (3.3)
Let {vn} ⊂H1 with |Ψ (vn)| β for all n ∈ N, where β > 0 is a constant number, and Ψ ′(vn) =
(I − H 1/2gH 1/2)vn → 0. Notice that(
Ψ ′(vn), vn
)= (vn − H 1/2gH 1/2vn, vn)
= ‖vn‖2 −
∫
G
f
(
x,H 1/2vn(x)
)
H 1/2vn(x) dx − c
∥∥H 1/2vn∥∥2. (3.4)
It follows from (3.3) that
β  Ψ (vn) = 12‖vn‖
2 −
∫
G
F
(
x,H 1/2vn(x)
)
dx − c
2
∥∥H 1/2vn∥∥2
 1
2
‖vn‖2 − μ
∫
G
f
(
x,H 1/2vn(x)
)
H 1/2vn(x) dx − c2
∥∥H 1/2vn∥∥2 − C1 mesG
= (1/2 − μ)‖vn‖2 − (1/2 − μ)c
∥∥H 1/2vn∥∥2 + μ(Ψ ′(vn), vn)− C2
 (1/2 − μ)‖vn‖2 − (1/2 − μ)cηk0‖vn‖2 − μ
∥∥Ψ ′(vn)∥∥ · ‖vn‖ − C2
= (1/2 − μ)(1 + cμk0)−1‖vn‖2 − μ
∥∥Ψ ′(vn)∥∥ · ‖vn‖ − C2, n ∈ N,
where C2 = C1 mesG > 0. Since Ψ ′(vn) → 0, there exists N0 ∈N such that
β  (1/2 − μ)(1 + cμk0)−1‖vn‖2 − ‖vn‖ − C2, n > N0.
This implies that {vn} ⊂ L2(G) is bounded. Since H 1/2 :L2(G) → C(G) is completely continu-
ous, g :C(G) → C(G) is continuous, and vn − H 1/2gH 1/2vn → 0, we can deduce that {vn} has
a convergent subsequence. Thus we obtain the desired convergence property.
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lim sup
u→0
g(x,u)/u = lim sup
u→0
f (x,u)/u + c < 1/μk0 + c = 1/ηk0 uniformly for x ∈ G,
lim inf
u→∞ g(x,u)/u = lim infu→∞ f (x,u)/u + c > 1/μk0 + c = 1/ηk0 uniformly for x ∈ G.
Notice that ηk0 is the maximal eigenvalue of H onH1. Therefore according to [10, Theorem 3.4],
Eq. (2.15) has at least one nonzero solution in H1 ⊂ L2(G). The proof is completed. 
Remark 3.1. It follows from [10, Remark 3.1] that if the eigenfunction ek0(x) 0 for all x ∈ G,
then the condition of Theorem 3.3 lim infu→∞ f (x,u)/u > 1/μk0 uniformly for x ∈ G can be
weakened to lim infu→+∞ f (x,u)/u > 1/μk0 or lim infu→−∞ f (x,u)/u > 1/μk0 uniformly for
x ∈ G.
Theorem 3.4. Suppose that f (x,u) is odd in u, i.e., f (x,−u) = −f (x,u) for all (x,u) ∈ G×R.
And suppose that the condition (A1) in Theorem 3.3 is satisfied and that, for some k0 ∈N,
lim sup
u→0
f (x,u)/u < 1/μk0 and lim
u→+∞f (x,u)/u = +∞ uniformly for x ∈ G.
Then Eq. (2.1) has infinitely many solutions.
Proof. We can suppose that μk0 > 0. Let H0 = span{ek: ηk > ηk0}, where H0 = {0} if ηk0 =
max{ηk}, and H1 =H⊥0 . Then H1 is also a infinitely-dimensional real Hilbert space. By (iii) of
Theorem 2.1, we only need to prove that Eq. (2.15) has infinitely many solutions inH1 ⊂ L2(G).
By the proof of Theorem 3.3, it follows from the condition (A1) that the functional defined in the
proof of Theorem 3.3 satisfied the PS condition. It is obvious that g(x,u) = f (x,u) + cu is odd
in u. It follows from the conditions that
lim sup
u→0
g(x,u)/u < 1/ηk0 and lim infu→∞ g(x,u)/u = +∞ uniformly for x ∈ G.
Therefore according to [10, Theorem 3.5], Eq. (2.15) has infinitely many solutions. The proof is
completed. 
Remark 3.2. It follows from [9, Remark 3.1] that if there exist α > 0 and A ∈ (0,+∞] such that
lim
u→∞
f (x,u)
|u|αu = A uniformly for x ∈ G, (3.5)
then the condition (A1) in Theorem 3.3 holds. In fact, (3.5) yields also that
lim
u→∞
g(x,u)
|u|αu = limu→∞
f (x,u) + cu
|u|αu = A uniformly for x ∈ G.
The conclusion of [9, Remark 3.1] is correct, but the proof is not true. Thus, we now give
a new proof. In fact, let μ ∈ (1/(p + 2),1/2), choose ε0 > 0 small sufficiently such that (A +
ε0)/(p + 2) − μ(A − ε0) < 0, then by (3.5), there exists M > 0 such that
(A − ε0)|u|pu f (x,u) (A + ε0)|u|pu, x ∈ G, uM,
(A + ε0)|u|pu f (x,u) (A − ε0)|u|pu, x ∈ G, u−M.
Since f (x,u) − (A ± ε0)|u|pu are continuous on [−M,M], there exists C > 0 such that
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(A + ε0)|u|pu − C  f (x,u) (A − ε0)|u|pu + C, x ∈ G, u ∈ (−∞,0].
Hence,
F(x,u) − μuf (x,u)
 A + ε0
p + 2 |u|
p+2 − μ(A − ε0)|u|p+2 + C(1 + μ)|u|, x ∈ G, u ∈ R1.
Consequently, there exists R > 0 large sufficiently such that F(x,u)−μuf (x,u) 0 for |u|R
and x ∈ G.
Example 3.2. Consider the following integral equation:
p¯(T )u(x) = T m[au(x) + b(x) arctanu(x) ln(1 + ∣∣u(x)∣∣2)+ c∣∣u(x)∣∣αu(x)],
x ∈ G, (3.6)
where a ∈ R, α, c > 0, and b is continuous on G. It is obvious that f (x,u) = au + b(x)×
arctanu ln(1 + u2) + c|u|αu, (x,u) ∈ G ×R, is odd in u ∈R. By calculation, we have
lim
u→0
f (x,u)
u
= a, lim
u→+∞
f (x,u)
u
= +∞, and
lim
u→∞
f (x,u)
|u|αu = c > 0 uniformly for x ∈ G,
and a < 1/μk0 for some sufficiently large k0 since 1/μk → +∞ as k → ∞. It follows from
Remark 3.2 that the condition (A1) holds. Therefore according to Theorem 3.4, Eq. (3.6) has
infinitely many solutions.
Theorem 3.5. Assume that the condition (A1) holds, and, for some μk0 > 0,
(A3) F(x,u) u2/(2μk0) for all (x,u) ∈ G ×R;
(A4) lim supu→0 f (x,u)/u<1/μ′k0+1 uniformly for x ∈G, where μ′k0+1 = max{μk: μk <μk0}.
Then Eq. (2.1) has at least one nonzero solution in C(G).
Proof. Let H0 = span{ek: ηk > ηk0}, where H0 = {0} if ηk0 = max{ηk}, and H1 =H⊥0 . ThenH1 is also a real Hilbert space. By (iii) of Theorem 2.1, we only need to prove that Eq. (2.15) has
at least one nonzero solution in H1 ⊂ L2(G). By the proof of Theorem 3.3, the condition (A1)
implies that the functional defined in the proof of Theorem 3.3 satisfied the PS condition. It now
follows from the condition (A3) that
F(x,u) + 1
2
cu2  1
2
(
1
μk0
+ c
)
u2 = 1
2ηk0
u2, (x,u) ∈ G ×R.
And it follows from the condition (A4) that
lim sup
u→0
g(x,u)/u < 1/η′k0+1 uniformly for x ∈ G,
where η′k0+1 = max{ηk: ηk < ηk0}. Therefore according to [10, Theorem 3.6], Eq. (2.15) has at
least one nonzero solution in H1 ⊂ L2(G). The proof is completed. 
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(1/μk0 , 1/μ′k0+1), and here μk0 > 0, μk0 = μ′k0+1. Then Eq. (2.1) has at least one nonzero solu-
tion in C(G).
4. Solutions of two-point boundary value problems
In this section, we deal with the existence and multiplicity of solutions for the 2mth-order
ordinary differential equation (1.1) subject to Dirichlet, Neumann, mixed and periodic boundary
value conditions, respectively. Here let E := C[0,1] denote the usual real Banach space with
the norm ‖u‖0 = maxt∈[0,1] |u(t)| for all u ∈ C[0,1],H := L2[0,1] denote the usual real Hilbert
space with the inner product (u, v) = ∫ 10 u(t)v(t) dt for all u,v ∈ L2[0,1] and the norm ‖u‖ =
(
∫ 1
0 |u(t)|2 dt)1/2 for all u ∈ L2[0,1]. It is obvious that E can be continuously embedded intoH,
denoted by E ↪→H.
We assume that the following basic assumptions hold throughout:
(B0) f : [0,1]×R→ R is continuous. Let p(x) = xm+∑mi=1 aixm−i and p¯(x) = 1+∑mi=1 aixi
be two polynomials, where ai ∈R for all i = 1,2, . . . ,m.
We define throughout the operator f :C[0,1] → C[0,1] as follows:
fu(t) = f (t, u(t)), t ∈ [0,1], ∀u ∈ C[0,1].
It is obvious that f : C[0,1] → C[0,1] is bounded and continuous.
4.1. Solutions of Dirichlet boundary value problem
In this subsection, we consider the Dirichlet boundary value problem as follows:⎧⎪⎨
⎪⎩
(−1)mu(2m)(t) +
m∑
i=1
(−1)m−iaiu(2(m−i))(t) = f
(
t, u(t)
)
, t ∈ [0,1],
u(2i)(0) = u(2i)(1) = 0, i = 0,1,2, . . . ,m − 1.
(4.1)
It is well known that, for each v ∈ C[0,1], a solution in C2[0,1] of the boundary value problem
−u′′(t) = v(t) for all t ∈ [0,1] subject to u(0) = u(1) = 0 is equivalent to a solution in C[0,1]
of the following integral equation:
u(t) =
1∫
0
G1(t, s)v(s) ds, t ∈ [0,1], (4.2)
where G1 : [0,1] × [0,1] → [0,1] is the Green’s function of the linear boundary value problem
−u′′(t) = 0 for all t ∈ [0,1] subject to u(0) = u(1) = 0, i.e.,
G1(t, s) =
{
t (1 − s), 0 t  s  1,
s(1 − t), 0 s  t  1.
Now define the operator K1 :C[0,1] → C[0,1] as follows:
K1u(t) =
1∫
G1(t, s)u(s) ds, t ∈ [0,1], ∀u ∈ C[0,1]. (4.3)0
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tion (4.2) is equivalent to the operator equation
u = K1v. (4.4)
It is easy to see that if u ∈ C2m[0,1] is a solution of the BVP (4.1), then (−1)iu(2i) satisfies the
following BVP{
−[(−1)iu(2i)]′′(t) = (−1)i+1u(2(i+1))(t), t ∈ [0,1],
u(2i)(0) = u(2i)(1) = 0,
for all i = 0,1,2, . . . ,m − 1. It follows from (4.4) that (−1)iu(2i) = K1[(−1)i+1u(2(i+1))],
i = 0,1,2, . . . ,m − 1. Therefore
Km1
[
(−1)m−iu(2(m−i))]= Ki1Km−i1 [(−1)m−iu(2(m−i))]= Ki1u, i = 0,1,2, . . . ,m − 1.
Now using K1 to act the BVP (4.1) m times, we have
u +
m∑
i=1
aiK
i
1u = Km1 fu,
that is
p¯(K1)u = Km1 fu. (4.5)
On the other hand, differentiating 2m times for (4.5), we get the BVP (4.1). Therefore we have
proven that a solution of the BVP (4.1) in C2m[0,1] is equivalent to a solution in C[0,1] of
Eq. (4.5).
It is well known that the spectrum of K1 is σ(K1) = {1/(k2π2)}∞k=1, which have the cor-
responding orthonormal eigenfunctions {ek}∞k=1 = {
√
2 sin kπt}∞k=1. It follows from [10, Lem-
mas 2.1 and 2.2] that the operator K1 defined in (4.3) is also defined on L2[0,1] and
K1 :L2[0,1] → C[0,1] ↪→ L2[0,1] is also a linear completely continuous and symmetric op-
erator. Moreover, it is easy to verify that K1 satisfies the condition (H0).
We now apply the results in Section 3 to the BVP (4.1) and give the following theorems. Here
we always suppose that the following condition (H1) holds in Theorems 4.1–4.5:
(H1) p(k2π2) = (kπ)2m +∑mi=1 ai(kπ)2(m−i) = 0, i.e., p¯(1/(kπ)2) = 1 +∑mi=1 ai/(kπ)2i = 0
for all k ∈ N.
Theorem 4.1. If there exists a with a < p(k2π2) for all k ∈ N such that [f (t, u) − f (t, v)]×
[u − v]  a|u − v|2 for all t ∈ [0,1], and u,v ∈ R, then the BVP (4.1) has a unique solution
in C2m[0,1].
Theorem 4.2. Suppose that
u∫
0
f (t, v) dv  1
2
au2 + b(t)|u|2−γ + c(t), t ∈ [0,1], u ∈ R,
where a < p(k2π2) for all k ∈ N, γ ∈ (0,2), b ∈ L2/γ [0,1], and c ∈ L[0,1]. Then the BVP (4.1)
has at least one solution in C2m[0,1].
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(A1) there exist μ ∈ (0,1/2) and R > 0 such that F(t, u) 
∫ u
0 f (t, v) dv  μuf (t, u) for all
t ∈ [0,1] and |u|R;
(A2) for some k0 ∈N with p(k20π2) > 0,
lim sup
u→0
f (t, u)/u < p
(
k20π
2) and lim inf
u→∞ f (t, u)/u > p
(
k20π
2)
uniformly for t ∈ [0,1].
Then the BVP (4.1) has at least one nonzero solution in C2m[0,1].
Theorem 4.4. Suppose that f (t, u) is odd in u, i.e., f (t,−u) = −f (t, u) for all (t, u) ∈
[0,1] × R. And suppose that the condition (A1) in Theorem 4.3 is satisfied and that, for some
k0 ∈N,
lim sup
u→0
f (t, u)/u < p
(
k20π
2) and lim
u→+∞f (t, u)/u = +∞ uniformly for t ∈ [0,1].
Then the BVP (4.1) has infinitely many solutions in C2m[0,1].
Theorem 4.5. Assume that the condition (A1) in Theorem 4.3 holds, and that, for some k0 ∈ N
with p(k20π
2) > 0,
(A3) F(t, u) 12p(k20π2)u2 for all (t, u) ∈ [0,1] ×R;
(A4) lim supu→0 f (t, u)/u < p((k′0 + 1)2π2) uniformly for t ∈ [0,1], where p((k′0 + 1)2π2) =
min{p(k2π2): p(k2π2) > p(k20π2)}.
Then the BVP (4.1) has at least one nonzero solution in C2m[0,1].
4.2. Solutions of mixed boundary value problem
In this subsection, we consider the mixed boundary value problem as follows:⎧⎪⎨
⎪⎩
(−1)mu(2m)(t) +
m∑
i=1
(−1)m−iaiu(2(m−i))(t) = f
(
t, u(t)
)
, t ∈ [0,1],
u(2i)(0) = u(2i+1)(1) = 0, i = 0,1,2, . . . ,m − 1.
(4.6)
Similar to the argument in Section 4.1, we can prove that a solution in C2m[0,1] of the BVP (4.6)
is equivalent to a solution in C[0,1] of the following integral equation:
p¯(K2)u = Km2 fu,
where K2 :C[0,1] → C[0,1] is defined as follows:
K2u(t) =
1∫
G2(t, s)u(s) ds, t ∈ [0,1], ∀u ∈ C[0,1],0
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lem −u′′(t) = 0 for all t ∈ [0,1] subject to u(0) = u′(1) = 0, i.e., G2(t, s) = min{t, s} for all
t, s ∈ [0,1].
Now we only need to notice that the spectrum of K2 is σ(K2) = {1/((k − 1/2)π)2}∞k=1. Then
we can apply the results in Section 3 to the BVP (4.6) and give the following theorems. Here we
always suppose that the following condition (H2) holds in Theorems 4.6–4.10:
(H2) p((k − 1/2)2π2) = ((k − 1/2)π)2m +∑mi=1 ai((k − 1/2)π)2(m−i) = 0 for all k ∈N.
Theorem 4.6. If there exists a with a < p((k − 1/2)2π2) for all k ∈ N such that [f (t, u) −
f (t, v)][u − v]  a|u − v|2 for all t ∈ [0,1], and u,v ∈ R, then the BVP (4.6) has a unique
solution in C2m[0,1].
Theorem 4.7. Suppose that
u∫
0
f (t, v) dv  1
2
au2 + b(t)|u|2−γ + c(t), t ∈ [0,1], u ∈ R,
where a < p((k − 1/2)2π2) for all k ∈ N, γ ∈ (0,2), b ∈ L2/γ [0,1], and c ∈ L[0,1]. Then the
BVP (4.6) has at least one solution in C2m[0,1].
Theorem 4.8. Suppose that:
(A1) there exist μ ∈ (0,1/2) and R > 0 such that F(t, u) 
∫ u
0 f (t, v) dv  μuf (t, u) for all
t ∈ [0,1] and |u|R;
(A2) for some k0 ∈ N with p((k0 − 1/2)2π2) > 0, lim supu→0 f (t, u)/u < p((k0 − 1/2)2π2)
and lim infu→∞ f (t, u)/u > p((k0 − 1/2)2π2) uniformly for t ∈ [0,1].
Then the BVP (4.6) has at least one nonzero solution in C2m[0,1].
Theorem 4.9. Suppose that f (t, u) is odd in u, i.e., f (t,−u) = −f (t, u) for all (t, u) ∈
[0,1] × R. And suppose that the condition (A1) in Theorem 4.8 is satisfied and that, for some
k0 ∈N,
lim sup
u→0
f (t, u)/u < p
(
(k0 − 1/2)2π2
)
and
lim
u→+∞f (t, u)/u = +∞ uniformly for t ∈ [0,1].
Then the BVP (4.6) has infinitely many solutions in C2m[0,1].
Theorem 4.10. Assume that the condition (A1) in Theorem 4.8 holds, and that, for some k0 ∈ N
with p((k0 − 1/2)2π2) > 0,
(A3) F(t, u) 12p((k0 − 1/2)2π2)u2 for all (t, u) ∈ [0,1] ×R;
(A4) lim supu→0 f (t, u)/u < p((k′0 +1/2)2π2) uniformly for t ∈ [0,1], where p((k′0 +1/2)2π2)
= min{p((k − 1/2)2π2): p((k − 1/2)2π2) > p((k0 − 1/2)2π2)}.
Then the BVP (4.6) has at least one nonzero solution in C2m[0,1].
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In this subsection, we consider the Neumann boundary value problem as follows:⎧⎪⎨
⎪⎩
(−1)mu(2m)(t) +
m∑
i=1
(−1)m−iaiu(2(m−i))(t) = f
(
t, u(t)
)
, t ∈ [0,1],
u(2i+1)(0) = u(2i+1)(1) = 0, i = 0,1,2, . . . ,m − 1.
(4.7)
It is well known that, for each v ∈ C[0,1], a solution in C2[0,1] of the boundary value problem
−u′′(t) + u(t) = v(t) for all t ∈ [0,1] subject to u′(0) = u′(1) = 0 is equivalent to a solution in
C[0,1] of the following integral equation:
u(t) =
1∫
0
G3(t, s)v(s) ds, t ∈ [0,1], (4.8)
where G3 : [0,1] × [0,1] → [0,+∞) is the Green’s function of the linear boundary value prob-
lem −u′′(t) + u(t) = 0 for all t ∈ [0,1] subject to u′(0) = u′(1) = 0, i.e.,
G3(t, s) = 1
sinh 1
{
cosh t cosh(1 − s), 0 t  s  1,
cosh s cosh(1 − t), 0 s  t  1.
We now define the operator K3 :C[0,1] → C[0,1] as follows:
K3u(t) =
1∫
0
G3(t, s)u(s) ds, t ∈ [0,1], ∀u ∈ C[0,1]. (4.9)
It is easy to see that K3 :C[0,1] → C[0,1] is linear completely continuous. Then the integral
equation (4.8) is equivalent to the operator equation
u = K3v. (4.10)
We now denote the differential operator D = − d2
dt2
+ I . Then − d2
dt2
= D − I and (−1)i d2i
dt2i
=
(D − I )i for all i = 0,1,2, . . . ,m. Therefore the BVP (4.7) changes into⎧⎪⎨
⎪⎩
(D − I )mu(t) +
m∑
i=1
ai(D − I )m−iu(t) = f
(
t, u(t)
)
, t ∈ [0,1],
u(2i+1)(0) = u(2i+1)(1) = 0, i = 0,1,2, . . . ,m − 1.
(4.11)
Furthermore, it can be changed into⎧⎪⎨
⎪⎩
Dmu(t) +
m∑
i=1
biD
m−iu(t) = f (t, u(t)), t ∈ [0,1],
u(2i+1)(0) = u(2i+1)(1) = 0, i = 0,1,2, . . . ,m − 1.
(4.12)
It is obvious that if u ∈ C2m[0,1] is a solution of the BVP (4.7), then Diu satisfies the following
BVP {
D
(
Diu
)
(t) = Di+1u(t), t ∈ [0,1],(
Diu
)′
(0) = (Diu)′(1) = 0,
F. Li et al. / J. Math. Anal. Appl. 331 (2007) 958–977 973for all i = 0,1,2, . . . ,m− 1. It follows from (4.10) that Diu = K3Di+1u, i = 0,1,2, . . . ,m− 1.
Therefore
Km3 D
m−iu = Ki3Km−i3 Dm−iu = Ki3u, i = 0,1,2, . . . ,m − 1.
Now using K3 to act the BVP (4.12) m times, we have
u +
m∑
i=1
biK
i
3u = Km3 fu,
that is
q¯(K3)u = Km3 fu, (4.13)
where q(x) = xm + ∑mi=1 bixm−i and q¯(x) = 1 + ∑mi=1 bixi are two polynomials. It is easy
to see from (4.11) and (4.12) that the relationship p(x) = q(x + 1) holds. On the other hand,
differentiating 2m times for (4.13), we get the BVP (4.12). Therefore we have proven that a
solution in C2m[0,1] of the BVP (4.7) is equivalent to a solution in C[0,1] of Eq. (4.13).
It is well known that the spectrum of K3 is σ(K3) = {1/(k2π2 + 1)}∞k=0, which have the
corresponding orthonormal eigenfunctions {e(3)k }∞k=0 = {1,
√
2 cosπt,
√
2 cos 2πt, . . . ,√
2 coskπt, . . .}. It follows from [10, Lemmas 2.1 and 2.2] that the operator K3 defined in
(4.9) is also defined on L2[0,1] and K3 :L2[0,1] → C[0,1] ↪→ L2[0,1] is also a linear com-
pletely continuous and symmetric operator. Moreover, it is easy to verify that K3 satisfies the
condition (H0).
We now apply the results in Section 3 to the BVP (4.7) and give the following theo-
rems. Since q(k2π2 + 1) = (k2π2 + 1)m + ∑mi=1 bi(k2π2 + 1)m−i = p(k2π2) = (kπ)2m +∑m
i=1 ai(kπ)2(m−i), we always suppose that the following condition (H3) holds in Theo-
rems 4.11–4.15:
(H3) p(k2π2) = (kπ)2m +∑mi=1 ai(kπ)2(m−i) = 0 for all k ∈ {0,1,2 . . .}.
Theorem 4.11. If there exists a with a < p(k2π2) for all k ∈ {0,1,2, . . .} such that [f (t, u) −
f (t, v)][u − v]  a|u − v|2 for all t ∈ [0,1], and u,v ∈ R, then the BVP (4.7) has a unique
solution in C2m[0,1].
Theorem 4.12. Suppose that
u∫
0
f (t, v) dv  1
2
au2 + b(t)|u|2−γ + c(t), t ∈ [0,1], u ∈ R,
where a < p(k2π2) for all k ∈ {0,1,2, . . .}, γ ∈ (0,2), b ∈ L2/γ [0,1], and c ∈ L[0,1]. Then the
BVP (4.7) has at least one solution in C2m[0,1].
Theorem 4.13. Suppose that:
(A1) there exist μ ∈ (0,1/2) and R > 0 such that F(t, u) 
∫ u
0 f (t, v) dv  μuf (t, u) for all
t ∈ [0,1] and |u|R;
(A2) for some k0 ∈ {0,1,2, . . .} with p(k20π2) > 0, lim supu→0 f (t, u)/u < p(k20π2) and
lim infu→∞ f (t, u)/u > p(k20π2) uniformly for t ∈ [0,1].
Then the BVP (4.7) has at least one nonzero solution in C2m[0,1].
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[0,1] ×R. And suppose that the condition (A1) in Theorem 4.13 is satisfied, and that, for some
k0 ∈ {0,1,2, . . .},
lim sup
u→0
f (t, u)/u < p
(
k20π
2) and lim
u→+∞f (t, u)/u = +∞ uniformly for t ∈ [0,1].
Then the BVP (4.7) has infinitely many solutions.
Theorem 4.15. Assume that the condition (A1) in Theorem 4.13 holds, and that, for some k0 ∈
{0,1,2, . . .} with p(k20π2) > 0,
(A3) F(t, u) 12p(k20π2)u2 for all (t, u) ∈ [0,1] ×R;
(A4) lim supu→0 f (t, u)/u < p((k′0 + 1)2π2) uniformly for t ∈ [0,1], where p((k′0 + 1)2π2) =
min{p(k2π2): p(k2π2) > p(k20π2)}.
Then the BVP (4.7) has at least one nonzero solution in C2m[0,1].
4.4. Solutions of periodic boundary value problem
In this subsection, we consider the periodic boundary value problem as follows:⎧⎪⎨
⎪⎩
(−1)mu(2m)(t) +
m∑
i=1
(−1)m−iaiu(2(m−i))(t) = f
(
t, u(t)
)
, t ∈ [0,1],
u(i)(0) = u(i)(1), i = 0,1,2, . . . ,2m − 1.
(4.14)
It is well known that, for each v ∈ C[0,1], a solution in C2[0,1] of the boundary value problem
−u′′(t)+ u(t) = v(t) for all t ∈ [0,1] subject to u(0) = u(1) and u′(0) = u′(1) is equivalent to a
solution in C[0,1] of the following integral equation:
u(t) =
1∫
0
G4(t, s)v(s) ds, t ∈ [0,1], (4.15)
where G4 : [0,1] × [0,1] → [0,+∞) is the Green’s function of the linear boundary value prob-
lem −u′′(t) + u(t) = 0 for all t ∈ [0,1] subject to u(0) = u(1) and u′(0) = u′(1), i.e.,
G4(t, s) = 12(e − 1)
{
et−s + e1−t+s , 0 s  t  1,
es−t + e1−s+t , 0 t  s  1.
Now we define the operator K4 :C[0,1] → C[0,1] as follows:
K4u(t) =
1∫
0
G4(t, s)u(s) ds, t ∈ [0,1], ∀u ∈ C[0,1]. (4.16)
It is easy to see that K4 :C[0,1] → C[0,1] is linear completely continuous. Then the integral
equation (4.15) is equivalent to the operator equation
u = K4v. (4.17)
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dt2
+ I . Then − d2
dt2
= D − I and (−1)i d2i
dt2i
=
(D − I )i for all i = 0,1,2, . . . ,m. Therefore the BVP (4.14) changes into⎧⎪⎨
⎪⎩
(D − I )mu(t) +
m∑
i=1
ai(D − I )m−iu(t) = f
(
t, u(t)
)
, t ∈ [0,1],
u(i)(0) = u(i)(1), i = 0,1,2, . . . ,2m − 1.
(4.18)
Furthermore it changes into⎧⎪⎨
⎪⎩
Dmu(t) +
m∑
i=1
biD
m−iu(t) = f (t, u(t)), t ∈ [0,1],
u(i)(0) = u(i)(1), i = 0,1,2, . . . ,2m − 1.
(4.19)
It is obvious that if u ∈ C2m[0,1] is a solution of the BVP (4.14), then Diu satisfies the following
BVP {
D
(
Diu
)
(t) = Di+1u(t), t ∈ [0,1],
Diu(0) = Diu(1), (Diu)′(0) = (Diu)′(1),
for all i = 0,1,2, . . . ,m− 1. It follows from (4.17) that Diu = K4Di+1u, i = 0,1,2, . . . ,m− 1.
Therefore
Km4 D
m−iu = Ki4Km−i4 Dm−iu = Ki4u, i = 0,1,2, . . . ,m − 1.
Now using K4 to act the BVP (4.19) m times, we have
u +
m∑
i=1
biK
i
4u = Km4 fu,
that is
q¯(K4)u = Km4 fu, (4.20)
where q(x) = xm + ∑mi=1 bixm−i and q¯(x) = 1 + ∑mi=1 bixi are two polynomials. It is easy
to see from (4.18) and (4.19) that the relationship p(x) = q(x + 1) holds. On the other hand,
differentiating 2m times for (4.20), we get the BVP (4.14). Therefore we have proven that a
solution in C2m[0,1] of the BVP (4.14) is equivalent to a solution in C[0,1] of Eq. (4.20).
It is well known that the spectrum of K4 is σ(K4) = {1/(4k2π2 +1)}∞k=0, which has the corre-
sponding orthonormal eigenfunctions {e(4)k }∞k=0 = {1,
√
2 cos 2πt,
√
2 sin 2πt, . . . ,
√
2 cos 2kπt,√
2 sin 2kπt, . . .}. It follows from [10, Lemmas 2.1 and 2.2] that the operator K4 defined in (4.16)
is also defined on L2[0,1] and K4 :L2[0,1] → C[0,1] ↪→ L2[0,1] is also a linear completely
continuous and symmetric operator. Moreover, it is easy to verify that K4 satisfies the condi-
tion (H0).
We now apply the results in Section 3 to the BVP (4.14) and give the following theorems.
Since q(4k2π2 + 1) = p(4k2π2) = (2kπ)2m +∑mi=1 ai(2kπ)2(m−i), we always suppose that the
following condition (H4) holds in Theorems 4.16–4.20:
(H4) p(4k2π2) = (2kπ)2m +∑mi=1 ai(2kπ)2(m−i) = 0 for all k ∈ {0,1,2, . . .}.
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f (t, v)][u − v]  a|u − v|2 for all t ∈ [0,1], and u,v ∈ R, then the BVP (4.14) has a unique
solution in C2m[0,1].
Theorem 4.17. Suppose that
u∫
0
f (t, v) dv  1
2
au2 + b(t)|u|2−γ + c(t), t ∈ [0,1], u ∈R,
where a < p(4k2π2) for all k ∈ {0,1,2, . . .}, γ ∈ (0,2), b ∈ L2/γ [0,1], and c ∈ L[0,1]. Then
the BVP (4.14) has at least one solution in C2m[0,1].
Theorem 4.18. Suppose that:
(A1) there exist μ ∈ (0,1/2) and R > 0 such that F(t, u) 
∫ u
0 f (t, v) dv  μuf (t, u) for all
t ∈ [0,1] and |u|R;
(A2) for some k0 ∈ {0,1,2, . . .} with p(4k20π2) > 0, lim supu→0 f (t, u)/u < p(4k20π2) and
lim infu→∞ f (t, u)/u > p(4k20π2) uniformly for t ∈ [0,1].
Then the BVP (4.14) has at least one nonzero solution in C2m[0,1].
Theorem 4.19. Suppose that f (t, u) is odd in u, i.e., f (t,−u) = −f (t, u) for all (t, u) ∈
[0,1] ×R. And suppose that the condition (A1) in Theorem 4.18 is satisfied, and that, for some
k0 ∈ {0,1,2, . . .},
lim sup
u→0
f (t, u)/u < p
(
4k20π
2) and lim
u→+∞f (t, u)/u = +∞ uniformly for t ∈ [0,1].
Then the BVP (4.14) has infinitely many solutions in C2m[0,1].
Theorem 4.20. Assume that the condition (A1) in Theorem 4.18 holds, and that, for some k0 ∈
{0,1,2 . . .} with p(4k20π2) > 0,
(A3) F(t, u) 12p(4k20π2) for all (t, u) ∈ [0,1] ×R;
(A4) lim supu→0 f (t, u)/u < p(4(k′0 + 1)2π2) uniformly for t ∈ [0,1], where p(4(k′0 + 1)2 ×
π2) = min{p(4k2π2): p(4k2π2) > p(4k20π2)}.
Then the BVP (4.14) has at least one nonzero solution in C2m[0,1].
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