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Abstract
Algorithms for solving the nonlinear Lp (1¡p¡∞) problem are considered. The algorithms are also constructed for
the L1 problem as the extreme case of the Lp problem. Numerical results are reported for some well-known examples,
which show that the algorithms are e0cient. Numerical comparisons are made between these algorithms and others.
c© 2001 Elsevier Science B.V. All rights reserved.
1. Introduction
The nonlinear Lp-norm estimation problem is to 4nd x which minimizes
Fp(x) ≡
m∑
i=1
|fi(x)|p (1)
where 1¡p¡∞, and fi : Rn → R, i = 1; : : : ; m, are nonlinear functions of x and assumed to be
smooth. In data-4tting problems, fi are residual functions.
The least-squares problem (p= 2) and the L1 and L∞ problems of the two extreme cases of the Lp
estimations have received much attention for many years, so in this paper we will focus mainly on the
more general nonlinear Lp-norm estimation problem (1¡p¡∞), especially on computational aspects.
It is signi4cant to consider the motivation of using Lp estimation 4rst. In data-4tting area there
are two aspects for choosing an estimation according to errors of observation values, one is its
e0ciency, and the other is its robustness. The e0ciency of an estimation is related to distributions
of errors, so we choose two representative distributions to consider the problem, one is the normal
distribution, and the other one is the Laplace distribution. Compared to the normal distribution, the
degree of separation for the Laplace distribution to its expectation is bigger and the distribution has
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Fig. 1. The standard deviations of Lp estimates from the two distributions as a function of p.
Fig. 2. The gradient of Lp function with diBerent p values.
a longer tail. Rice and White [14] compiled a large amount of experimental results to show the
relationship between Lp estimates and error distributions; the results about the standard deviation of
Lp estimates from the normal and Laplace distributions as a function of p are shown in Fig. 1.
From the 4gures, it is easy to see that for errors following the normal distribution, it is best to
choose the L2 estimation, and for errors following the Laplace distribution, the L1 estimation is the
best.
InFuence functions were suggested to describe the robustness of estimations. Since Huber [9]
has proved that for M-estimations, the inFuence function is proportional to ′(f), where (f) is
a general function in the minimization problem
∑m
i=1 (fi(x)), we can use 
′(f) to identify the
sensitivity of estimations to errors. For p=2, the gradient of L2 function is 2f, which is unbounded
in its tails, and this means that the bigger the errors are, the bigger the inFuence of errors on L2
estimate is. For Lp estimation, when p tends to 1, ′(f) tends to constants 1 or −1, the robustness
of the Lp estimates becomes stronger. These can be easily seen from Fig. 2 about the gradient of
|f|p, with diBerent p values.
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From the above analysis of the e0ciency and robustness of estimations, the conclusion could be
reached that the longer the error distribution’s tail is, the closer the p value should be to 1. For
information about how to choose p values, see Gonin and Money [7].
There are many other robust estimations, like the Huber and Hampel estimations, see Andrews
et al. [1]. The advantage of using the Lp estimation is that it has no problem of scaling, but the
other estimations have. Normally, the scale of a problem is unknown, which only makes algorithms
to solve estimation problems more complicated.
The Lp problem could be solved either by transforming it to a nonlinear programming problem, or
as a general unconstrained minimization problem, but none of them could be better than algorithms
which take the special structure of the Lp problem into account. Algorithms in this aspect include
Watson’s algorithm [15,16], Ekblom and Modsen’s algorithm [3], Gonin’s 4rst-order gradient algo-
rithm [6] for well-behaved, small residual nonlinear Lp problems, and Gonin and Du Toit’s algorithm
[8], which is a mixture of the Gauss–Newton method and the Newton method, for large residual and
ill-conditioned Lp problems. All the algorithms were inspired by nonlinear least-squares methods.
There are two algorithms considered in this paper in Section 2 for solving the nonlinear Lp
problem, both are Levenbery–Marquardt–Fletcher-type algorithms, one is for problem (1), and the
other is for a modi4cation of the problem. As a by-product of our algorithms, L1 results could be
got by letting p → 1, and this will also be considered in Section 2. Numerical results for both Lp
and L1 problems, as well as comparisons with other methods will be given in Section 3.
2. Algorithms
2.1. An algorithm to solve problem (1)
The algorithm is iterative, and is of the so-called Levenbery–Marquardt–Fletcher-type method. At
the present iterate xk , in order to get the next iterate xk+1, a tentative step hk is needed. To replace
fi(xk + h), i = 1; : : : ; m, by their linear approximations
li(h) = li(h; xk) = fi(xk) + f′i(xk)
Th; (2)
we get the following linear problem about h within a speci4ed neighbourhood of xk ,
minimize qk(h) ≡ q(h; xk) =
m∑
i=1
|li(h; xk)|p
subject to ||h||6k ;
(3)
where k is the radius of trust region, where the approximations li(h; xk) to fi(xk + h) are expected
to be good.
Now, let us consider an algorithm to solve problem (3) iteratively. Suppose that the solution
of problem (3) is hk . If ||hk ||¡k , it is a minimizer of an unconstrained minimization problem.
Otherwise, the constraint is active, problem (3) becomes the equality constrained problem
minimize qk(h) =
m∑
i=1
|li(h)|p
subject to ||h||= k :
(4)
We could use the Lagrange–Newton method to solve problem (4).
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Firstly, some notations are given in the following. The Jacobi matrix is de4ned as
J (x) = (f′1(x); : : : ; f
′
m(x))
T:
The 4rst derivative of |li(h)|p with respect to li(h) is denoted by vi(h), which is
vi(h) = p|li(h)|p−1sign(li(h));
and
v(h) = (v1(h); : : : ; vm(h))T
is an m vector with vi(h) as its elements. The second derivative of |li(h)|p with respect to li(h) is
denoted by
dii(h) = p(p− 1)|li(h)|p−2
and
D(h) = diag{dii(h)}
is an m× m diagonal matrix with dii as its diagonals. De4ning the Lagrange function
L(h; ) = qk(h) + 12(h
Th− 2k); (5)
we get the gradient of L(h; ) with respect to h
L′h(h; ) = J
Tv(h) + h
and the second derivative of L(h; ) with respect to h
L′′hh(h; ) = J
TD(h)J + I;
where J = J (xk). If we use the Newton method to solve problem (4), there is a problem caused
by zero residuals, since the elements |li(h)|p−2 of the matrix D will appear in the denominator if
1¡p¡ 2. To solve the problem, we modify the matrix D(h) to D(h) = diag{dii(h)} where ¿ 0
and
dii(h) =
{
p(p− 1)|li(h)|p−2 if |li(h)|¿;
p(p− 1)p−2 if |li(h)|¡:
In our algorithms,  was chosen to be 10−3.
The algorithm to use the modi4ed Newton method to solve problem (4) is given in the following.
Algorithm I.1 (An algorithm to solve linear problem (4)).
Step 1: Set h:=0.
Step 2: Solve the Newton equation
(J TD(h)J + kI)Nh=−(J Tv(h) + kh)
to get Nh.
Step 3: Set h:=h+ Nh where  is a line search parameter.
Step 4: If stopping criteria are satis4ed, then hk = h; return; otherwise go to step 2;
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We use the following stopping criteria in Algorithm I.1:
||Nh||61(||h||+ 1);
||L′h(h; )||62||L′h(0; )||:
After the minimizer of problem (4) is got, we can construct an algorithm to solve problem (1);
which is the following.
Algorithm I (An algorithm to solve Lp problem (1)).
Step 1: Given x0; 0;  and 1 (0¡1	0:25), let 0¡2¡ 1¡3; and set k:=0.
Step 2: Solve problem (4) to get the step hk by Algorithm I.1.
Step 3: If k¿1; let xk+1:=xk + hk ; otherwise, let xk+1:=xk ; where k is de4ned as
k =
F(xk+1)− F(xk)
L(hk ; k)− L(0; k) :
Step 4: If k60:25; increase k by letting k+1:=k3;
or if k¿0:75; decrease k by letting k+1:=k2;
otherwise keep k unchanged by letting k+1:=k .
Step 5: If one of the convergence criteria is satis4ed, stop; otherwise, update the iteration count
by letting k:=k + 1 and go to step 2.
In Algorithm I, we used the popular choice 2 = 13 , and 3 = 2. It was found that the method was
not very sensitive to small changes in these values, see Fletcher [4]. The stopping criteria in the
algorithm are
||hk ||¡1(||xk ||+ 1); (6)
||F ′(xk)||¡2(F(xk) + 1): (7)
In the next section about numerical experiments, we will give our choice of accuracy in stopping
criteria in all the algorithms. The convergence of the algorithm for the general minimization problem
has been given, see [10].
2.2. An algorithm to solve a perturbed Lp problem
In order to overcome the di0culty caused by the zero residuals in the Newton method, another
way to solve the Lp problem could be considered, which is suggested by Ekblom [2] for linear Lp
problem and called a perturbed Lp problem, that is:
min
m∑
i=1
(f2i (x) + e
2)p=2 = F (e)p (x); ¿ 0: (8)
The function F (e)p (x) can be made arbitrarily close to Fp(x) by simply reducing e to zero, i.e.,
lim
e→0
F (e)p (x) = Fp(x):
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So our method is to take e as a sequence of monotonically decreasing numbers; for every e, we
minimize the function F (e)p (x) from the starting point which is a solution at the last value of e. If e
is small enough, the minimum of problem (1) is found. The following algorithm is a basic frame.
Algorithm II (An algorithm to solve the perturbed Lp problem).
Step 1: Given e and x.
Step 2: Minimizing the function F (e)p (x) from x; the minimum of it is xe.
Step 3: If e is small enough, stop; otherwise, e = e=10 and x:=xe, goto step 2.
The initial value of e in this algorithm could be chosen as 1, and users could decide how small
the e value should be to stop the algorithm.
The same type of method as Algorithm I is used to solve problem (8). Corresponding to pro-
blem (3), we have the following linearized problem about h within a speci4ed neighbourhood at
iterate xk
minimize q(e)k (h) ≡ q(e)(h; xk) =
m∑
i=1
(li(h)2 + e2)p=2
subject to ||h||6k ;
(9)
where li(h) is de4ned in (2). The Lagrange function corresponding to the equality constrained form
of problem (9) is
L(e)(h; ) =
m∑
i=1
(li(h)2 + e2)p=2 +
1
2
(hTh− 2k):
The gradient of L(e)(h; ) with respect to h is
L(e)
′
h (h; ) = J
Tw(h) + h
where w(h) = (w1; : : : ; wm)T with wi = pli(h)(l2i + e
2)p=2−1. The Hessian of L(e)(h; ) with respect to
h is
L(e)
′′
hh (h; ) = J
TC(h)J + I
where C(h) = diag{cii} with cii = p[(l2i + e2)(p=2)−1 + (p− 2)l2i (l2i + e2)(p=2)−2].
The algorithm to get the minimum of F (e)p (x) with the above de4nition is similar to Algorithm I,
and will not be repeated here.
2.3. Using the Lp method to solve the L1 problem
Considering the following fact:
lim
p→1
Fp(x) = F1(x);
we can use the once continuously diBerentiable function Fp(x) to approximate F1(x), such that the
nondiBerentiable L1 problem could be transferred into a sequence of unconstrained minimization
problems. The function |f| and its approximation |f|p with diBerent p values are shown in Fig. 3.
The basic frame algorithm to solve the nonlinear L1 problem by using the Lp method is quite
similar to Algorithm II.
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Fig. 3. The L1 function and its approximations.
Algorithm III (An algorithm to solve the nonlinear L1 problem).
Step 1: Given p1¿ 0; x and ; let p= p1 + 1.
Step 2: Solve the Lp problem from x to get the minimum xp.
Step 3: If p1¡; stop; otherwise, p1 = p1=10; let x:=xp and p= p1 + 1, goto step 2.
In the algorithm, p1 and  are given by users. In order to avoid too many unnecessary iterations,
p1 should not be chosen too far from 1; we think that 1¡p1¡ 2 is reasonable. For simplicity, in
step 2 Algorithm I is used to get xp.
3. Numerical results and comparisons
Test examples will be considered in this section, they are both general minimization problems and
data 4tting problems. Numerical comparisons between Algorithms I–III and other algorithms will be
made.
Example 3.1. The well-known Rosenbrock example is considered 4rst, the problem is
min
2∑
i=1
|fi(x)|p;
where
f1 = 10(x2 − x21);
f2 = 1− x1:
The optimal solution of this problem is x∗ = (1; 1)T. The starting point is [ − 1:2; 1]. Algorithms I
and II were used to solve the problem. In Algorithm I, we used the stopping criteria with 1 =10−10,
in this and the following examples, 2 was chosen as 102 ∗ 1. In Algorithm II, the same stopping
precision as in Algorithm I was reached after e¡ 10−3. We will see that the results are good enough
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Table 1
The number of function evaluations by diBerent methods, for diBerent values of p
Gonin’s method Algorithm I Algorithm II
p Fp nfev Fp nfev Fp nfev
1:5 1× 10−10 29 3× 10−23 21 7× 10−16 19
1:75 8× 10−9 34 6× 10−22 19 4× 10−21 21
2:0 4× 10−29 31 1× 10−19 15 1× 10−20 17
2:5 1× 10−10 38 3× 10−15 19 1× 10−22 21
2:75 1× 10−11 41 2× 10−14 18 1× 10−23 25
3:0 1× 10−11 40 2× 10−13 20 9× 10−25 20
when e decreased to this value. Five values for p were chosen to run the algorithm. Since this is a
zero residual problem, there is no need to choose p value smaller than 1.5.
Table 1 shows the number of function evaluations (nfev) and function values at solutions given
by Algorithm I and Algorithm II for diBerent values of p. In order to make a comparison, the
results given by Gonin and Money [7] by using Gonin’s algorithm [6] were also given in the
table. Gonin’s algorithm is an extension of the Gauss–Newton method for solving the nonlinear
least-squares problem.
From Table 1, we can see that the results got by Algorithms I and II are good with higher
precision and less number of function evaluations. For Algorithm II with p = 1:5; the precision of
the result is 8 decimals, that is why we think that e= 10−3 is a good choice to stop the algorithm.
Example 3.2. The example is due to Powell [13] and has a singular Hessian at the optimal solution,
which is
4∑
i=1
|fi(x)|p;
where
f1(x) = x1 + 10x2;
f2(x) =
√
5(x3 − x4);
f3(x) = (x2 − 2x3)2;
f4(x) =
√
10(x1 − x4)2:
The optimal solution of the problem is x∗ = (0; 0; 0; 0)T, and F(x∗) = 0. The starting point is x0 =
(3;−1; 0; 1)T.
The number of function evaluations and the function values at solutions by Gonin’s method,
Algorithms I and II are given in Table 2 for diBerent values of p. In order to make the precision
of our results comparable to Gonin’s results, we choose 1 =10−16 in Algorithm I, and in Algorithm
II, the same precision for results was asked after e¡ 10−3 was satis4ed.
Algorithms I and II worked for this example without a big diBerence.
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Table 2
The number of function evaluations given by diBerent methods for diBerent values of p
Gonin’s method Algorithm I Algorithm II
p Fp nfev Fp nfev Fp nfev
1.5 1× 10−7 13 8× 10−11 14 3× 10−15 21
1.75 3× 10−16 14 3× 10−17 20 4× 10−17 20
2.0 2× 10−18 33 4× 10−17 18 4× 10−18 19
2.5 2× 10−22 28 3× 10−22 27 8× 10−20 19
2.75 2× 10−22 31 3× 10−21 27 8× 10−21 18
3.0 6× 10−22 33 3× 10−21 28 1× 10−23 19
Table 3
Data of modi4ed Osborne problems
Problems Change of data
A1 y48 = 1:75
A2 y48 = 3:1
B1 y6 = 2:1 y11 = 1:9
B2 y6 = 6:7 y11 = 4:5
C1 y20 = 1:3 y23 = 1:25 y26 = 1:1
C2 y20 = 13 y23 = 12:5 y26 = 11
D1 y14 = 1:4 y20 = 1:5 y31 = 1:2 y43 = 1:1
D2 y14 = 7:8 y20 = 14:6 y31 = 9:9 y43 = 1:1
Example 3.3. The data-4tting example was given by Osborne [11] which uses the following model
function:
f(x; t) = x1e−x5t + x2e−x6(t−x9)
2
+ x3e−x7(t−x10)
2
+ x4e−x8(t−x11)
2
(10)
to 4t 65 data points yi; i=1; 2; : : : ; 65, the 4rst four data points are in the interval [1:0; 1:4] and the
rest are in [0; 1]. The Lp problem is
m∑
i=1
|ri(x)|p;
where ri(x)=yi−f(x; ti); ti =0:1(i− 1). The data, given by Osborne, are with errors following the
normal distribution. In order to consider the situation suited for the Lp estimation, we consider the
errors from the so-called -contaminated normal distribution, which was suggested by Huber [9], in
the following form:
P(') = {F |F = (1− )'+ H; H ∈ G}
where ' stands for the standard normal distribution, G is a set of symmetric distribution with longer
tail. To disturb some data given by Osborne, we get 8 diBerent problems, where 1; 2; 3, or 4 data
points were disturbed, which are given in Table 3.
The results got by Algorithms I and II are given in Table 4 for number of function evaluations
with p= 1:1. In Algorithm I, we used the stopping criteria with 1 = 10−10.
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Table 4
Number of function evaluations by Algorithms I and II
Algorithm I Algorithm II
Problems ||F ′p|| nfev ||F ′p|| nfev
A1 5× 10−8 22 4× 10−8 24
A2 5× 10−8 22 4× 10−8 24
B1 6× 10−8 19 4× 10−9 20
B2 6× 10−8 19 4× 10−9 20
C1 7× 10−8 22 7× 10−8 22
C2 1× 10−7 21 3× 10−8 22
D1 1× 10−7 19 1× 10−7 19
D2 6× 10−8 24 6× 10−8 24
Fig. 4. Fp(x) at solutions with diBerent p values.
It is interesting to see how solutions change as p changes. For problem C1, we choose p=1:75 and
p=1:1. For p=1:75, the solution is [1:301; 0:583; 0:611; 0:496; 0:668; 1:909; 0:876; 5:889; 2:272; 4:592;
5:690], and for p=1:1, the solution is [1:306; 0:432; 0:629; 0:589; 0:724; 1:045; 1:306; 4:915; 2:402; 4:567;
5:677]. From Fig. 4, it is easy to see the diBerence of these two solutions, which supports our
conclusion in Section 1, that is the closer the p value to 1, the stronger the robustness of esti-
mations is.
To make a comparison between our Algorithm III and other approximation methods to solve the
nonlinear L1 problem, we give here the Huber problem, where the Huber function approximates the
L1 function by simply letting  tend to zero.
minimizeF(x) =
m∑
i=1
(ri(x)); (11)
where
(t) =
{
t2
2 if |t|6
|t| − 2 if |t|¿:
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Table 5
Number of function evaluations by Algorithm III and the Huber method for L1 results
Problems Algorithm III Huber method
A1 28 49
A2 31 48
B1 27 30
B2 29 35
C1 29 27
C2 45 41
D1 35 48
D2 200∗ 64
(t) is called as the Huber function and  is a scale parameter, which is positive. For details about
algorithms to solve the Huber problem and its properties, see Gao [5].
Algorithm III and the Huber method were used to solve the problems. In Algorithm III, the initial
value p1 = 0:5, the iterations stopped at p = 5 × 10−4, and at this value the stopping precision of
results for (6) was 1 = 10−6, which was the same as the precision in the Huber method. For the
Huber method, though for  we used diBerent criteria to get starting points and to stop, for this
example, they were not very diBerent. For example, for all the Huber results,  stopped at about
10−4 precision. The results got by both the methods are given in Table 5, where 200∗ means that
the given upper bound of function evaluations had been exceeded, and we did not get results. From
the results, it can be seen that Algorithm III works more or less like the Huber algorithm.
4. Conclusion
The use of Lp estimation is important since it suits problems in a wide range. It not only has its
own characters, but also contains some special problems, such as the least-squares problem, and the
L1 problem as its extreme cases. So in the family of Lp estimations, the only exception is the L∞
estimation. It is believed that people will pay more attention to the use of the Lp problem. Readers
who are interested in this aspect may read the paper given by Portnony et al. [12].
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