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ROBERTS ORTHOGONALITY AND THE
DAVIS–WIELANDT SHELL
LJILJANA ARAMBASˇIC´1, TOMISLAV BERIC´1, AND RAJNA RAJIC´ ∗ 2
Abstract. Let A be a unital C∗-algebra with the unit e. We consider
the elements a ∈ A which are Roberts orthogonal to the unit e. We
obtain a characterization of this orthogonality in terms of the Davis–
Wielandt shell of a and show that, for certain classes of elements of A,
the Roberts orthogonality of a and e is equivalent to the symmetry of
the numerical range of a with respect to the origin.
1. Introduction and Preliminaries
Two elements of an inner product space are said to be orthogonal if their
inner product is zero. There are many different ways how one can extend
this notion to normed linear spaces (see e.g. [1, 2, 9, 18, 19, 20, 26], see
also [3, 4, 5, 7, 8]). One of them is the Roberts orthogonality [26]: we say
that two elements x and y of a complex normed linear space X are Roberts
orthogonal, and we write x ⊥R y, if
(1) ‖x+ λy‖ = ‖x− λy‖, ∀λ ∈ C.
In this paper, we study the special case of Roberts orthogonality; namely,
we describe the case a ⊥R e, where a is an element of a unital C∗-algebra A
and e is its unit. It turns out that this orthogonality is strongly related to
a certain geometrical property of the Davis–Wielandt shell of the element
a and, moreover, for certain classes of elements of A, it can be completely
described in terms of their numerical ranges.
Before stating our results, we introduce some notation and definitions
we shall need in the sequel. When S is a subset of Cn, we denote by S
the topological closure of S, and by conv(S) the convex hull of the set S.
A denotes a unital C∗-algebra with the unit e. For an element a of A, we
denote by
Re a =
1
2
(a+ a∗), Im a =
1
2i
(a− a∗)
the real and the imaginary part of a.
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By σ(a) we denote the spectrum of a. We say that a is positive, and write
a ≥ 0, when a is a self-adjoint element whose spectrum is positive. By A′
we denote the dual space of A. A positive linear functional of A is a map
ϕ ∈ A′ such that ϕ(a) ≥ 0 whenever a ≥ 0. The set of all states of A, that
is, the set of all positive linear functionals of A of norm 1, is denoted by
S(A). The numerical range of a ∈ A is defined as the set
V (a) = {ϕ(a) : ϕ ∈ S(A)}.
It is well known that V (a) is a convex compact set which contains σ(a). If
a ∈ A is normal, then V (a) = conv(σ(a)) (see [27]).
Let B(H) be the C∗-algebra of all bounded linear maps on a complex
Hilbert space (H, (·, ·)). By I we denote the identity operator on H. Recall
that the classical numerical range of A ∈ B(H) is the set
W (A) = {(Ax, x) : x ∈ H, ‖x‖ = 1}.
It holds (see [27])
V (A) = W (A), ∀A ∈ B(H).
The Davis–Wielandt shell of A ∈ B(H) is defined as the set
DW (A) = {((Ax, x), (A∗Ax, x)) : x ∈ H, ‖x‖ = 1}.
Note that the projection of DW (A) on the first coordinate is the set W (A).
Thus the Davis–Wielandt shell gives us more information about A than
W (A). Identifying C× R with R3 we have
DW (A) = {(Re(Ax, x), Im(Ax, x), (A∗Ax, x)) : x ∈ H, ‖x‖ = 1}
= {((ReA)x, x), ((ImA)x, x), (A∗Ax, x)) : x ∈ H, ‖x‖ = 1},
which is a joint numerical range of self-adjoint operators ReA, ImA and
A∗A, and this set is convex when dimH ≥ 3 (see [6]).
The Davis–Wielandt shell of a ∈ A can be defined as the set
DV (a) = {(ϕ(a), ϕ(a∗a)) : ϕ ∈ S(A)}.
Observe that the Davis–Wielandt shell of a is the joint numerical status
of elements a and a∗a (see e.g. [12]). Since S(A) is a weak*-compact and
convex subset of A′ [25, 3.2.1], and the map ϕ 7→ (ϕ(a), ϕ(a∗a)) is weak*-
continuous on A′, we conclude that DV (a) is a compact convex subspace of
C× R.
It is known that the set of all states of a unital C∗-algebra A ⊆ B(H)
is a weak*-closed convex hull of the set of all vector states of A, i.e., the
states of A of the form T 7→ (Tx, x) for some unit vector x in H. Thus,
for A ∈ A, we have DV (A) ⊆ conv(DW (A)). On the other hand, since for
every unit vector x ∈ H, the map T 7→ (Tx, x) is a state of A, it holds
DW (A) ⊆ DV (A). Then the convexity and compactness of DV (A) imply
conv(DW (A)) ⊆ DV (A). Hence
DV (A) = conv(DW (A))
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and, when H is at least three dimensional, it holds DV (A) = DW (A). In
particular, DV (A) = DW (A) whenever 3 ≤ dimH <∞.
For general theory of C∗-algebras, see e.g. [16, 24, 25]. For more results
on numerical ranges, joint numerical ranges and Davis–Wielandt shells the
reader is refereed to e.g. [10, 11, 12, 14, 15, 17, 22, 23, 27].
2. Results
Let us first recall another type of orthogonality in normed linear spaces.
If X is a normed linear space and x, y ∈ X, we say that x is Birkhoff–James
orthogonal to y [9, 18, 19, 20], in short x ⊥B y, if ‖x‖ ≤ ‖x + λy‖ for
all λ ∈ C. This orthogonality is not symmetric, that is, x ⊥B y does not
necessarily imply that y ⊥B x.
Obviously, the Roberts orthogonality implies the Birkhoff–James orthog-
onality: if x ⊥R y then
2‖x‖ = ‖(x+ λy) + (x− λy)‖ ≤ ‖x+ λy‖+ ‖x− λy‖ = 2‖x+ λy‖
for all λ ∈ C, so x ⊥B y. Since (1) is a symmetric relation, we also have that
y ⊥B x.
If a and b are elements of a C∗-algebra such that a∗b = 0, then
‖a+ λb‖2 = ‖a∗a+ |λ|2b∗b‖ = ‖a− λb‖2
for all λ ∈ C. Therefore, the Roberts orthogonality in C∗-algebras is between
the ”range” orthogonality and the Birkhoff–James orthogonality, i.e.,
(2) a∗b = 0⇒ a ⊥R b⇒ (a ⊥B b & b ⊥B a).
The converses do not hold in general.
Recall that [3, Theorem 2.7] for a ∈ A we have: a ⊥B e if and only if there
exists ϕ ∈ S(A) such that ϕ(a∗a) = ‖a‖2 and ϕ(a) = 0. In other words,
a ⊥B e⇔ (0, ‖a‖2) ∈ DV (a).
Then, by (2), we have
(3) a ⊥R e⇒ (0, ‖a‖2) ∈ DV (a).
In particular, a ⊥R e implies 0 ∈ V (a). In what follows we prove that a
stronger statement holds; namely, 0 is the center of symmetry of V (a).
Proposition 2.1. Let A be a C∗-algebra with the unit e, and a ∈ A. If
a ⊥R e, then V (a) = −V (a).
Proof. In the first part of the proof, we shall show that ReV (a) = −ReV (a).
By (3), 0 ∈ V (a), so ReV (a) = V (Re a) = [α, β] for some α ≤ 0 ≤ β.
Without loss of generality, we may assume that −α ≤ β. (Namely, since
a ⊥R e if and only if −a ⊥R e, in the case −α > β we can replace a with
−a and prove that ReV (−a) = −ReV (−a).) By Theorem 3.3.6 of [24], for
every n ∈ N there are ϕn, ψn ∈ S(A) such that
(4) ‖a+ ne‖2 = ϕn ((a+ ne)∗(a+ ne)) ,
4 LJ. ARAMBASˇIC´, T. BERIC´, AND R. RAJIC´
(5) ‖a− ne‖2 = ψn ((a− ne)∗(a− ne)) .
Let ϕ ∈ S(A) be such that Reϕ(a) = β. Then, by (4), we have
ϕ ((a+ ne)∗(a+ ne)) ≤ ‖a+ ne‖2 = ϕn ((a+ ne)∗(a+ ne)) , ∀n ∈ N,
that is,
ϕ(a∗a) + 2nReϕ(a) + n2 ≤ ϕn(a∗a) + 2nReϕn(a) + n2, ∀n ∈ N,
which implies
(6) 2nRe (ϕ(a)− ϕn(a)) ≤ ϕn(a∗a)− ϕ(a∗a), ∀n ∈ N.
If we suppose that there is ε > 0 such that Re (ϕ(a)− ϕn(a)) > ε for every
n ∈ N, then (6) gives
n ≤
∣∣∣∣ ϕn(a∗a)− ϕ(a∗a)2Re (ϕ(a)− ϕn(a))
∣∣∣∣ ≤ ‖a‖2ε , ∀n ∈ N,
which is impossible. So, there is a subsequence (ϕnk(a))k of (ϕn(a))n such
that
lim
k→∞
Reϕnk(a) = Reϕ(a).
For the simplicity of notation, we shall write (ϕn(a))n and (ψn(a))n for
subsequences (ϕnk(a))k and (ψnk(a))k, respectively.
Further, from (4), (5) and a ⊥R e it follows
ϕn ((a+ ne)
∗(a+ ne)) = ‖a+ ne‖2 = ‖a− ne‖2 = ψn ((a− ne)∗(a− ne))
for all n ∈ N, wherefrom we get
Re (ϕn(a) + ψn(a)) =
1
2n
(ψn(a
∗a)− ϕn(a∗a)), ∀n ∈ N.
The sequence on the right-hand side of the previous equality converges to
0 when n → ∞ (since (ψn(a∗a) − ϕn(a∗a))n is a bounded sequence), so we
have
lim
n→∞Re (ϕn(a) + ψn(a)) = 0,
that is,
(7) lim
n→∞Reψn(a) = − limn→∞Reϕn(a) = −Reϕ(a).
Since (ψn(a))n is a sequence in the compact set V (a), it has a convergent
subsequence (which we again denote by (ψn(a))n). Let ψ ∈ S(A) be such
that ψ(a) = limn→∞ ψn(a). Then, by (7), we get Reψ(a) = −Reϕ(a) = −β,
so −β ∈ ReV (a) = [α, β]. Thus, α ≤ −β ≤ α, i.e, α = −β, and ReV (a) =
[−β, β]. This means that the orthogonal projection of V (a) onto the real
axis is symmetric with respect to the origin.
The next step is to show that the orthogonal projection of V (a) onto every
line passing through the origin is symmetric with respect to the origin. Let
θ ∈ [0, 2pi]. Then (e−iθa) ⊥R e, so the orthogonal projection of V (e−iθa)
onto the real axis is symmetric with respect to the origin. Since V (e−iθa) =
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Figure 1. Projection of V (a) onto q
e−iθV (a) we conclude that the orthogonal projection of V (a) onto the line
with the slope tan θ is symmetric with respect to the origin.
In order to prove that V (a) is symmetric with respect to the origin, it
suffices to show that the intersection of V (a) with an arbitrary line passing
through the origin is symmetric with respect to the origin. It is enough to
prove that V (a) ∩R has this symmetry property (for other lines we replace
a with e−iθa, as before).
Suppose that V (a) ∩ R = [α, β] for some α ≤ 0 ≤ β, −α < β. Since V (a)
is a convex set, there is a line p passing through α such that the whole set
V (a) is contained in the same halfplane determined by p. Let q be the line
through the origin perpendicular to p (see Figure 1). It is clear from the
construction and the assumption −α < β, that the orthogonal projection of
V (a) onto q is not symmetric with respect to the origin. Therefore, it has
to be −α ≥ β. In the same way we see that the assumption −α > β leads
to a contradiction. Thus α = −β, which completes our proof.

We saw that for a ∈ A, the symmetry of the numerical range V (a) with
respect to the origin is a necessary condition for the Roberts orthogonality
a ⊥R e. As we shall see, for some classes of elements in a unital C∗-algebra
this condition is sufficient as well. This is not true in general, as the following
example shows.
Example 2.2. In Example 2 of [13] it was shown that the numerical range
W (A) of the upper triangular matrix
A =

0 0 2 1
0 1 0 0
0 0 0 −1
0 0 0 1

is a circular disk centered at the origin. By direct calculation we can check
that ‖A+I‖, rounded to 4 decimal places, is 2.6918, while ‖A−I‖, rounded
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to 4 decimal places, is 2.7578. Therefore ‖A + I‖ 6= ‖A − I‖, so A is not
Roberts orthogonal to the identity operator I.
The Roberts orthogonality a ⊥R e can be completely determined by the
geometrical shape of DV (a). Besides the symmetry of V (a) with respect
to the origin, an additional condition on DV (a) is required to assure that
a ⊥R e. Before stating our main result, we need an auxiliary lemma.
Lemma 2.3. Let A be a C∗-algebra with the unit e and a ∈ A. If ϕ ∈ S(A)
is such that (−ϕ(a), ϕ(a∗a)) 6∈ DV (a), then there exists λ ∈ C such that
either
ϕ(a∗a)− 2Re(λ¯ϕ(a)) > ψ(a∗a) + 2Re(λ¯ψ(a)), ∀ψ ∈ S(A),
or
ϕ(a∗a)− 2Re(λ¯ϕ(a)) < ψ(a∗a) + 2Re(λ¯ψ(a)), ∀ψ ∈ S(A).
Proof. First note that for every b ∈ A and ψ ∈ S(A) it holds
Reψ(b) =
1
2
(ψ(b) + ψ(b)) =
1
2
(ψ(b) + ψ(b∗)) = ψ
(1
2
(b+ b∗)
)
= ψ(Re b),
Imψ(b) =
1
2i
(ψ(b)− ψ(b)) = 1
2i
(ψ(b)− ψ(b∗)) = ψ
( 1
2i
(b− b∗)
)
= ψ(Im b).
Identifying C× R with R3, for each b ∈ A we have
DV (b) = {(ψ(Re b), ψ(Im b), ψ(b∗b)) : ψ ∈ S(A)}.
Since (−ϕ(a), ϕ(a∗a)) 6∈ DV (a), that is, (ϕ(Re a), ϕ(Im a), ϕ(a∗a)) 6∈ DV (−a),
and DV (−a) is a closed convex set in R3, by the separation theorem there
are α, β, γ ∈ R such that either
αϕ(a∗a)−βϕ(Re a)−γϕ(Im a) > αψ(a∗a)+βψ(Re a)+γψ(Im a), ∀ψ ∈ S(A),
or
αϕ(a∗a)−βϕ(Re a)−γϕ(Im a) < αψ(a∗a)+βψ(Re a)+γψ(Im a), ∀ψ ∈ S(A).
We may perturb α if necessary to assume that α 6= 0. Putting λ := β+γi2α the
assertion follows. 
Our characterization of the Roberts orthogonality a ⊥R e will be given in
terms of the upper boundary of DV (a), which is the set
DVub(a) = {(µ, r) ∈ DV (a) : r = maxLµ(a)},
where
Lµ(a) = {ϕ(a∗a) : ϕ ∈ S(A), ϕ(a) = µ}.
Note that Lµ(a) is a compact subset of R, so maxLµ(a) is well defined.
(To see this, let us take an arbitrary sequence (ϕn)n in S(A) such that
ϕn(a
∗a) ∈ Lµ(a) for every n ∈ N. Since A is a unital C∗-algebra, the set
S(A) is weak*-compact. Therefore, there exist a subsequence (ϕnk)k of
(ϕn)n and ϕ ∈ S(A) such that ϕ(b) = limk→∞ ϕnk(b) for every b ∈ A.
Then for b = a we obtain ϕ(a) = limk→∞ ϕnk(a) = µ so ϕ(a
∗a) ∈ Lµ(a).
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Further, for b = a∗a we get ϕ(a∗a) = limk→∞ ϕnk(a
∗a), which shows that
limk→∞ ϕnk(a
∗a) ∈ Lµ(a), that is, Lµ(a) is compact.)
Obviously, (µ, r) ∈ DV (a) if and only if (−µ, r) ∈ DV (−a), and also
L−µ(−a) = Lµ(a), so
(8) (µ, r) ∈ DVub(a)⇔ (−µ, r) ∈ DVub(−a).
Theorem 2.4. Let A be a C∗-algebra with the unit e. For a ∈ A the fol-
lowing conditions are mutually equivalent :
(i) a ⊥R e,
(ii) DVub(a) = DVub(−a).
Proof. (i)⇒(ii) It is enough to prove that DVub(a) ⊆ DVub(−a). Namely,
since a ⊥R e implies −a ⊥R e, the opposite inclusion follows immediately
from the first one.
First we shall prove that
(9) DVub(a) ⊆ DV (−a).
Let us take (µ, r) ∈ DVub(a). By definition od DVub(a), there is ϕ ∈
S(A) such that (µ, r) = (ϕ(a), ϕ(a∗a)). Let us suppose that (−µ, r) =
(−ϕ(a), ϕ(a∗a)) 6∈ DV (a). By Lemma 2.3, there exists λ ∈ C such that
either
(10) ϕ(a∗a)− 2Re(λ¯ϕ(a)) > ψ(a∗a) + 2Re(λ¯ψ(a)), ∀ψ ∈ S(A),
or
(11) ϕ(a∗a)− 2Re(λ¯ϕ(a)) < ψ(a∗a) + 2Re(λ¯ψ(a)), ∀ψ ∈ S(A).
If (10) holds, then
‖a− λe‖2 = ‖(a− λe)∗(a− λe)‖
≥ ϕ((a− λe)∗(a− λe))
= ϕ(a∗a)− 2Re(λ¯ϕ(a)) + |λ|2
> ψ(a∗a) + 2Re(λ¯ψ(a)) + |λ|2
= ψ((a+ λe)∗(a+ λe))
for every ψ ∈ S(A). From this and Theorem 3.3.6 of [24], it follows
‖a− λe‖2 > max
ψ∈S(A)
ψ((a+ λe)∗(a+ λe)) = ‖a+ λe‖2,
which contradicts the assumption a ⊥R e.
Suppose that (11) holds. By Proposition 2.1, there is ψ ∈ S(A) such that
ψ(a) = −ϕ(a) = −µ. Then (11) implies
(12) r = ϕ(a∗a) < ψ(a∗a).
Let us show that (−ψ(a), ψ(a∗a)) ∈ DV (a). If it is not the case, then by
Lemma 2.3 there exists α ∈ C such that either
(13) ψ(a∗a)− 2Re(α¯ψ(a)) > g(a∗a) + 2Re(α¯g(a)), ∀g ∈ S(A),
or
(14) ψ(a∗a)− 2Re(α¯ψ(a)) < g(a∗a) + 2Re(α¯g(a)), ∀g ∈ S(A).
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In both cases we come to a contradiction: if (13) holds then, argument-
ing as in the previous part of the proof, we get ‖a − αe‖ > ‖a + αe‖,
which contradicts the assumption a ⊥R e; if (14) holds then, by putting
g := ϕ, we get ψ(a∗a) < ϕ(a∗a), which contradicts (12). We conclude that
(−ψ(a), ψ(a∗a)) ∈ DV (a), so there is g ∈ S(A) such that g(a) = −ψ(a) = µ
and g(a∗a) = ψ(a∗a). By (12), g(a∗a) = ψ(a∗a) > ϕ(a∗a) = r. This contra-
dicts the fact that (µ, r) ∈ DVub(a). Therefore, (−µ, r) = (−ϕ(a), ϕ(a∗a)) ∈
DV (a), that is, (µ, r) ∈ DV (−a). Since this holds for an arbitrary (µ, r) ∈
DVub(a), we have proved (9).
To finish the proof, take again (µ, r) ∈ DVub(a). By (9), (µ, r) ∈ DV (−a),
i.e., (−µ, r) ∈ DV (a). Let ψ ∈ S(A) be such that ψ(a) = −µ and ψ(a∗a) = r.
In order to prove that (−µ, r) ∈ DVub(a), we need to show that r ≥ g(a∗a)
for every g ∈ S(A) such that g(a) = −µ. If it is not the case, then there
exists some g ∈ S(A) such that g(a) = −µ and
(15) g(a∗a) > ψ(a∗a) = r.
Since (−µ, r) ∈ DV (a), we may assume that (g(a), g(a∗a)) ∈ DVub(a).
Then by (9), (g(a), g(a∗a)) ∈ DV (−a), so there is some h ∈ S(A) such
that h(a) = −g(a) = µ and h(a∗a) = g(a∗a). Since (µ, r) ∈ DVub(a) and
h(a) = µ, it holds h(a∗a) ≤ r. Then g(a∗a) = h(a∗a) ≤ r which is a con-
tradiction with (15). This completes the proof that (−µ, r) ∈ DVub(a), i.e.,
(µ, r) ∈ DVub(−a). Since (µ, r) ∈ DVub(a) was arbitrary, we conclude that
DVub(a) ⊆ DVub(−a).
(ii)⇒(i) For every λ ∈ C we have
‖a+ λe‖2 = ‖(a+ λe)∗(a+ λe)‖
= sup{ϕ((a+ λe)∗(a+ λe)) : ϕ ∈ S(A)}
= sup{ϕ(a∗a) + 2Re(λ¯ϕ(a)) + |λ|2 : ϕ ∈ S(A)}
= sup{r + 2Re(λ¯µ) + |λ|2 : (µ, r) ∈ DVub(a)}
(8)
= sup{r + 2Re(λ¯µ) + |λ|2 : (−µ, r) ∈ DVub(−a)}
(ii)
= sup{r + 2Re(λ¯µ) + |λ|2 : (−µ, r) ∈ DVub(a)}
= sup{r − 2Re(λ¯µ) + |λ|2 : (µ, r) ∈ DVub(a)}
= sup{ϕ(a∗a)− 2Re(λ¯ϕ(a)) + |λ|2 : ϕ ∈ S(A)}
= sup{ϕ((a− λe)∗(a− λe)) : ϕ ∈ S(A)}
= ‖(a− λe)∗(a− λe)‖
= ‖a− λe‖2.
Therefore, a ⊥R e. 
Let us now consider some special classes of elements a ∈ A for which the
symmetry of V (a) with respect to the origin is a sufficient condition for the
Roberts orthogonality to e.
Proposition 2.5. Let A be a C∗-algebra with the unit e.
(i) If a ∈ A is an isometry, then a ⊥R e if and only if V (a) = −V (a).
(ii) If a ∈ A is normal, then a ⊥R e if and only if V (a) = −V (a).
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(iii) If a ∈ A is self-adjoint, then a ⊥R e if and only if ±‖a‖ ∈ σ(a).
Proof. (i) Since a∗a = e, we have
DVub(a) = DV (a) = {(ϕ(a), 1) : ϕ ∈ S(A)} = V (a)× {1},
so DVub(a) = DVub(−a) if and only if V (a) = V (−a). The statement now
follows from Theorem 2.4.
(ii) By Proposition 2.1, a ⊥R e implies V (a) = −V (a).
Let us prove the opposite direction. Suppose that V (a) = −V (a). Take
λ ∈ C. Since a is normal, by Theorem 3.3.6 of [24], there is ϕλ ∈ S(A)
such that ‖a + λe‖ = |ϕλ(a + λe)|. Since ϕλ(a) ∈ V (a) = −V (a), there is
ψλ ∈ S(A) such that ϕλ(a) = −ψλ(a). Then we have
ϕλ(a+ λe) = ϕλ(a) + λ = −ψλ(a) + λ = −ψλ(a− λe)
from which it follows that
(16) ‖a+ λe‖ = |ϕλ(a+ λe)| = |ψλ(a− λe)| ≤ ‖a− λe‖.
Since λ ∈ C was arbitrarily chosen, it follows that ‖a − λe‖ ≤ ‖a + λe‖.
Hence ‖a+ λe‖ = ‖a− λe‖ for all λ ∈ C, that is a ⊥R e.
(iii) If a ∈ A is self-adjoint, then at least one of the numbers −‖a‖, ‖a‖
belongs to σ(a). Thus
V (a) = conv(σ(a)) = [m,M ] ⊆ [−‖a‖, ‖a‖]
where m = −‖a‖ or M = ‖a‖. By (ii), a ⊥R e if and only if m = −M, that
is, if and only if ±‖a‖ ∈ σ(a). 
As a consequence of Proposition 2.5, we have the following result.
Corollary 2.6. Let A be a C∗-algebra with the unit e, and a ∈ A a self-
adjoint element.
(i) There exists λ ∈ R such that (a− λe) ⊥R e.
(ii) If ‖a+ λ0e‖ = ‖a− λ0e‖ for some λ0 ∈ R \ {0}, then a ⊥R e.
Proof. Since a is self-adjoint, V (a) = conv(σ(a)) = [m,M ] ⊆ [−‖a‖, ‖a‖]
where m = −‖a‖ or M = ‖a‖.
(i) If λ is the midpoint of the segment V (a), then V (a− λe) = V (a)− λ
is a symmetric set with respect to the origin so, by the statement (ii) of
Proposition 2.5, it follows that (a− λe) ⊥R e.
(ii) By Proposition 2.5(ii), it suffices to show that m = −M . Obviously,
we can assume that λ0 > 0.
Let us first consider the case M = ‖a‖. Then
V (a+ λ0e) = [m+ λ0, ‖a‖+ λ0], V (a− λ0e) = [m− λ0, ‖a‖ − λ0].
Thus we have ‖a+λ0e‖ = ‖a‖+λ0, and ‖a−λ0e‖ = λ0−m or ‖a−λ0e‖ =
‖a‖−λ0, from which it follows by the assumption that ‖a‖+λ0 = λ0−m or
‖a‖+λ0 = ‖a‖−λ0. Since λ0 > 0, the case ‖a‖+λ0 = ‖a‖−λ0 is impossible.
Therefore, ‖a‖+ λ0 = λ0 −m, that is, m = −‖a‖ = −M.
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It remains to consider the case m = −‖a‖. Then
V (a+ λ0e) = [−‖a‖+ λ0,M + λ0], V (a− λ0e) = [−‖a‖ − λ0,M − λ0],
whereform ‖a− λ0e‖ = ‖a‖+ λ0, and ‖a+ λ0e‖ = ‖a‖ − λ0 or ‖a+ λ0e‖ =
M +λ0. By the assumption, we now have ‖a‖+λ0 = ‖a‖−λ0 or ‖a‖+λ0 =
M +λ0. Since λ0 > 0, the case ‖a‖+λ0 = ‖a‖−λ0 is impossible. Therefore,
‖a‖+ λ0 = M + λ0, that is, M = ‖a‖ = −m. This completes our proof. 
If A ∈ B(H) is a linear operator acting on a complex Hilbert space H,
where 3 ≤ dimH < ∞, then DV (A) = DW (A). By Theorem 2.4, A ⊥R I
if and only if DVub(A) = DVub(−A) where, in this case,
DVub(A) = {(µ, r) ∈ DW (A) : r = maxLµ(A)},
Lµ(A) = {(A∗Ax, x) : x ∈ H, ‖x‖ = 1, (Ax, x) = µ}.
We conclude our paper with an additional description of the case A ⊥R I,
when A ∈ B(H) is a linear operator acting on a two-dimensional complex
Hilbert space H. If α and β are eigenvalues of A then, by the elliptical range
theorem (see e.g. [17] or [21]), the numerical range W (A) is an elliptical
disc (possibly degenerate) centered at 12tr(A) with foci α and β and the mi-
nor axis length equal to
√
tr(A∗A)− |α|2 − |β|2. The Davis–Wielandt shell
DW (A) is an ellipsoid without the interior centered at
(
tr(A)
2 ,
tr(A∗A)
2
)
with
a (vertical) principal axis{(
tr(A)
2
, r
)
: r ≥ 0,
∣∣∣∣r − 12tr(A∗A)
∣∣∣∣ ≤ ∥∥∥∥A∗A− 12tr(A∗A)I
∥∥∥∥}
([15, Theorem 10.1], see also [23, Theorem 2.2]). (tr(T ) stands for the trace
of T ∈ B(H) with respect to some fixed orthonormal basis of H.)
Proposition 2.7. Let A ∈ B(H), dimH = 2. Then the following conditions
are mutually equivalent :
(i) A ⊥R I,
(ii) W (A) = −W (A),
(iii) tr(A) = 0.
Proof. (i)⇒(ii) Since W (A) = V (A) in this case, it follows from Proposi-
tion 2.1 that A ⊥R I implies W (A) = −W (A).
(ii)⇒(i) Assume that W (A) = −W (A). Then for every λ ∈ C it holds
W (A+ λI) = W (−A+ λI) so, by Theorem 3.1 of [23], it follows that there
is a unitary Uλ ∈ B(H) such that A+ λI = U∗λ(−A+ λI)Uλ. In particular,
‖A+ λI‖ = ‖U∗λ(−A+ λI)Uλ‖ = ‖A− λI‖, that is, A ⊥R I.
(iii)⇔(ii) It follows from the fact that W (A) is an elliptical disc centered
at 12tr(A). 
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