For many simulation models, it can be prohibitively expensive or physically infeasible to obtain a complete set of experimental data to calibrate model parameters. In such cases, one can alternatively employ validated higherfidelity codes to generate simulated data, which can be used to calibrate the lower-fidelity code. In this paper, we employ an information-theoretic framework to determine the reduction in parameter uncertainty that is obtained by evaluating the high-fidelity code at a specific set of design conditions. These conditions are chosen sequentially, based on the the amount of information that they contribute to the low-fidelity model parameters. The goal is to employ Bayesian experimental design techniques to minimize the number of high-fidelity code evaluations required to accurately calibrate the low-fidelity model. We illustrate the performance of this framework using heat and diffusion examples, a 1-D kinetic neutron diffusion equation, and a particle transport model, and include initial results from the integration of the high-fidelity thermal-hydraulics code Hydra-TH with a low-fidelity exponential model for the friction correlation factor.
Introduction
Most complex simulation models have inputs comprised of parameters -such as those in closure relations, initial conditions, boundary conditions, or exogenous forces, which must be calibrated to ensure that the model accurately quantifies the considered physical system. Ideally, one would employ experimental data to calibrate the model. However, there are numerous settings for which this is prohibitively expensive or physically infeasible.
In the context of nuclear power plant design, this can be illustrated by the difficulties associated with measuring CRUD deposits. In the ideal scenario, this measurement requires the complete shutdown of the plant and removal of the fuel rods. After data acquisition, engineers are left with only a low-resolution image of the deposit from which the data must be digitized and used for least-squares inference. The process is further complicated by the fact that thermal contraction of cladding during cooling can cause CRUD to break off rods, thus distorting measurements. Furthermore, cold CRUD does not accurately reflect boron levels during operation where hot CRUD serves as a boron absorber.
For some applications, one can alternatively employ validated higher-fidelity codes to generate synthetic data, which can be used to calibrate lower-fidelity codes. Such high-fidelity models and codes can be based on, for example, conservation laws or physics that are highly resolved in the regimes for which predictions are sought. When employing high-fidelity codes to generate synthetic data in this manner, it is critical that simulations be restricted to the validation regimes for which the high-fidelity code is statistically determined to be accurate.
Due to their complexity, high-fidelity codes are typically computationally expensive and, in some cases, can take hours or days to run. Hence a critical issue concerning their use for generating synthetic data centers on evaluation strategies that optimize the information content provided by the simulated data. The goal is to reduce the uncertainty associated with calibrated low-fidelity inputs using a minimal number of high-fidelity model evaluations.
In the context of nuclear transport, a number of methods have recently been proposed to address the integration of high-and low-fidelity codes to predict future observations in an efficient manner. As described fully in [14] and introduced earlier in [17] , multi-scale frameworks have been proposed for use in many nuclear transport models. In these models, the full domain is split into multiple sub-domains on which a micro-scale approach is applied. A fine-scale transport equation is solved over each sub-domain characterized by appropriate boundary conditions, and cross-sections over angular direction, energy, and space are determined in a manner that preserves neutron reaction rates. A coarse model is then applied to the domain as a whole; a low-order approximation of the transport equation is solved over the entire spatial domain, but without the dependence on the angular direction that was removed via the fine-scale method. This allows for a more efficient evaluation of the model. However, there are weaknesses to this approach, the most significant of which is that the boundary conditions used in the micro-scale model to preserve neutron reaction rates are not necessarily refined based on the coarse-scale solution. Schaefer et al. [14] discusses an approach that addresses the updating of the fine-scale boundary conditions to meet the requirements of the coarse-scale model.
We employ a Bayesian information-theoretic framework to specify evaluation strategies for high-fidelity codes that optimize the information required to calibrate low-fidelity code inputs and reduce associated uncertainties. The goal is to accurately calibrate low-fidelity model parameters using as few high-fidelity model evaluations as possible. By measuring the mutual information between potential designs and parameter distributions, we can select the design that will most significantly reduce the amount of uncertainty in the parameters. We utilize a sequential design setting in which each specific design is selected based on its optimal ability to reduce parameter uncertainty. Once selected, the corresponding high-fidelity simulation is run and the newly acquired data is used to recalibrate the low-fidelity model parameters. The posterior distribution resulting from this calibration becomes the prior distribution for the next cycle. Mutual information between parameters and designs is computed again, and the next most profitable experiment or high-fidelity simulation is chosen. Once a point is reached where information gain is no longer significant, the process is terminated and the cost of additional high-fidelity model evaluations or expensive experimental data acquisition is avoided. We consider two methods for estimating the mutual information between random variables or distributions. The first is based on Monte Carlo evaluation whereas the second utilizes a k th -nearest neighbor (kNN) algorithm to approximate the mutual information.
Of the two, we focus primarily on this kNN approach, since it is generally more efficient than Monte Carlo sampling, particularly in cases with moderate-to-high dimensionality. Within the kNN approach, we investigate two methods for identifying the kth nearest neighbor to a query point. The first, utilized by Kraskov et al. [11] in their initial presentation of this estimate, uses a brute force search, requiring computation times on the order of Opn 2 q for n data points. In addition, we investigate the performance of an approximate nearest neighbor (ANN) search algorithm, proposed by Arya et al. [1] , in the context of mutual information estimation. This relaxation on the requirement to identify the strict nearest neighbor allows for significant computational savings, requiring computation time on the order of Opn log nq, and the substitution of these approximate nearest neighbors into the mutual information estimate does not affect the order in which we select design conditions for high-fidelity model evaluation.
The use of high-fidelity simulation models to calibrate lower-fidelity models is closely related to the Method of Manufactured Universes (MMU) proposed in [19] . In this framework, the researcher defines the laws of their manufactured "universe" and simulates experimental data-coinciding with the high-fidelity synthetic data in this investigation-that follows these laws and may contain measurement error. These "experiments" are then simulated via the proposed model-the low-fidelity model-and the differences between simulation and manufactured reality are determined. Once the input uncertainties are quantified, the simulated model may be used to predict future observations with a corresponding level of uncertainty. The goal is to provide a framework to test proposed uncertainty quantification methods and assess the predictive capabilities of proposed models. These goals can be similarly achieved using the high-to-low methodology employed here.
The mutual information approach of using high-fidelity codes to calibrate lower-fidelity codes is based on the methodology reported in [3, 21] and more generally in [12] . In this paper, we extend these results in three ways. The first centers on the use of the Delayed Rejection Adaptive Metropolis (DRAM) algorithm to construct posterior densities. This yields mutual information algorithms that are robust for models exhibiting highly nonlinear parameter dependencies or correlated parameters. Secondly, we provide a verification framework in which direct Monte Carlo evaluation can be used to assess the accuracy of the computationally more efficient kNN and ANN estimates used to approximate the mutual information. Finally, we establish the relation between the employed high-to-low framework and the Method of Manufactured Universes, which has been used to assess the accuracy and feasibility of uncertainty quantification methods. Specifically, we demonstrate how the method can be employed to construct prediction intervals for the high-fidelity model.
In Section 1, we outline our design algorithm and proceed with descriptions of the kNN and ANN estimates for mutual information in Section 2. In Section 3, we define the Monte Carlo method of mutual information estimation as a means of verification for kNN, and illustrate the use of both with a simple example. In Section 4, we provide several applications to illustrate these concepts. In the first, we fit a quadratic model to the analytic solution of the steady state model of the heat equation. For the second, we fit a solution derived via a finite-difference construction to the analytic solution of the diffusion equation. In our third example, we compare a low-fidelity point kinetics model to a one-dimensional neutron diffusion model. In the first example, Monte Carlo, kNN, and ANN methods are used to accurately calibrate the low-fidelity model parameters for use in later system predictions with as few high-fidelity code evaluations as possible. Our next example illustrates ties between the high-to-low methodology and the Method of Manufactured Universes. Here we illustrate the calibration of a low-fidelity diffusion model in a particle transport "universe" that behaves according to the S N discrete ordinates method. Finally, we include initial results illustrating the use of the high-fidelity thermal-hydraulics code Hydra-TH to calibrate a low-fidelity exponential model for the friction factor correlation. In future work, we will use validated high-fidelity CFD codes such as Hydra-TH to calibrate the low-fidelity sub-channel code COBRA-TF.
Design
We employ the following experimental design protocol to optimally evaluate high-fidelity codes to calibrate low-fidelity codes. Given a set of observations D n´1 " td 1 ,d 2 , ...,d n´1 u of the high-fidelity code, we seek an evaluation strategy ξ n P Ξ so that uncertainty in low-fidelity model parameters θ P R p is reduced when the model is re-calibrated using the new high-fidelity data pointd n . To specify ξ n , we employ the mutual information strategy reported in [3, 21] and more generally in [12] .
We employ the statistical model
where d pθ, ξ n q denotes the low-fidelity model, which depends on parameters θ P R p that we seek to optimally calibrate using synthetic data constructed using a high-fidelity model. Here ξ n P Ξ denotes the n th design or evaluation strategy, where Ξ designates the set of possible evaluation strategies or experimental conditions. For the examples considered here, Ξ is taken to be a discrete set of independent variable values. We denote potential discrepancy in the low-fidelity model by δpξ n q and random measurement or discretization errors by ε n pξ n q.
When using mutual information measures to determine the next design point ξ n , we employ independent and identically distributed (iid) Gaussian errors, ε n pξ n q " Np0, σ 2 q, where σ is a user-specified parameter. Throughout this work, we take 2σ to be 10% of max i"1,¨¨¨,n´1 d h pξ i q, where d h pξ i q is the high-fidelity solution evaluated using the ξ i design strategy. An alternative option is to infer σ during the calibration process. We note that this error assumption is commonly valid for measurement errors but will likely need to be modified for biases common to numerical errors.
For this investigation, we neglect model discrepancies and take δpξ n q " 0. Discussion regarding the use of Gaussian processes, δ " GPp0; λ δ , ρ δ q, to quantify δ is provided in [2, 8, 9] .
For a given design ξ n , the n th observationd n , generated by the high-fidelity model d h pξ n q, is given bỹ
where potential numerical or measurement errorsε n pξ n q are assumed to be iid and normally distributed,ε n pξ n q " Np0,σ 2 q. Hereσ is also a user-specified parameter. In this investigation, we again take 2σ to be 10% of max i"1,¨¨¨,n´1 d h pξ i q but note that, in general,σ can differ from σ. We employ the high-fidelity model (2) to generate the synthetic data used to calibrate the low-fidelity model.
The change in knowledge about the model parameters due to the addition of new synthetic or experimental datã d n is given by Bayes' rule ppθ|D n q " ppD n |θqppθq ppD n q " ppd n , D n´1 |θqppθq ppd n , D n´1 q for the new data set D n " td n , D n´1 u. The goal in experimental design is to optimize the information provided by an experiment or high-fidelity observationd n based on the design ξ n . Because our objective is to determine the distribution of the model parameters θ from the calibration of our low-fidelity model with datad n , using as fewexperiments as possible, the strategy upon which we base our design decision should be chosen according to the amount of information provided by the proposed data as a result of measuring under design conditions ξ n . Sinced n has not yet been observed when we make a decision regarding the choice of ξ n , we employ predictions d n provided by the statistical model (1) to determine ξ n . We employ Shannon entropy estimates to quantify the mutual information between the proposed observation d n and parameter values θ as in [21] . For a random variable Θ having a corresponding density ppθq for θ P Ω, the Shannon entropy is defined as for the posterior distribution given data x. We define the utility of observing the high-fidelity code at condition ξ n , perturbed by error, as
which is a random function of unobserved data d n . By marginalizing over the domain D, the set of all unknown future observations, we obtain the average amount of information contributed by the proposed experiment ξ n . This yields
where the predictive distribution
can be computed using the prior probability density function for the model parameters. We substitute (3) into (4) and rewrite the expected utility as
The result of (5) is the mutual information Ipθ; d n |D n´1 , ξ n q between the low-fidelity model parameters θ and the proposed observation d n at design condition ξ n . This gives a measure of the parameter uncertainty reduction provided by knowing the new data. We choose the optimal set of design conditions ξn to be the design that maximizes this quantity, namely ξn " arg max
The high-fidelity code is then evaluated using the design condition ξn and the resulting datad n is used to recalibrate the model parameters θ. This design is then eliminated from the design set, as design replication is not considered in this study. We note, however, that by allowing replication in design selections, one can formally quantify uncertainty in high-fidelity code calculations due to parameter variation; e.g., turbulence models in CFD codes. A basic implementation of our method is outlined in Algorithm 1. (6) The Monte Carlo and kNN algorithms return a single design condition ξ n . Append this value and the corresponding high-fidelity predictiond n " d h pξ n q`ε n pξ n q to the previous data list to obtain
Repeat steps 4-6 until all designs are used or a user-specified error tolerance is met.
kNN Estimate of Mutual Information
In general, the integral in (4) cannot be directly evaluated and requires numerical approximation. The primary method of mutual information estimation utilized in this paper is the kNN (k th -Nearest Neighbor) method proposed by Kraskov et al. [11] and summarized in Algorithm 2. We draw N samples from the prior distribution ppθ|D n´1 q computed via the DRAM algorithm [6, 18] , detailed in Appendix A, creating a chain X " pθ, d n pξ nwith which we have appended the outputs for each sample of parameters predicted according to the statistical model (1) . We note that the kNN algorithm requires independent parameter samples. To ensure that we are as close as possible to meeting this independence requirement, we thin our dependent DRAM results by randomly sampling from our parameter chains. For each chain element X i , we compute the distance piq{2 " ||X i´Xkpiq || 8 , where X kpiq represents the k th -nearest neighbor to X i in the chain tX i u N i"1 with respect to the sup norm, and determine the number of points in each marginal subspace n θ and n d that lie within piq{2 of the projected point; see Figure 1 for an example of this computation. As detailed in [11] , the mutual information can approximated by
where ψp¨q is the digamma function. We note that the value of k does not need to be fixed. For each design tested, the mutual information may be calculated for a vector of possible k values, and the k that yields the maximum mutual information value may be employed. In this paper, we fix k " 6 based on previous work done by Terejanu et al. [21] , and save the analysis of a varying k for future work.
ANN Search Algorithm
The process of identifying the k th -nearest neighbor requires computation times on the order of Opn 2 q using a brute force search, where n is the number of data points, each consisting of a parameter sample with a corresponding output as described in Section 2. We improve this by employing an approximate nearest neighbor (ANN) search algorithm [1, 13] . Within the ANN algorithm, the brute force search for the nearest neighbor is replaced by a hierarchical decomposition of space, dependent upon the construction of a balanced box-decomposition (BBD) tree; see [1] for background on the BBD-tree data structure and details on its construction. By subdividing our space into a series of cells, each of which contains a subset of our data points, we can estimate the nearest neighbor by visiting cells in order of increasing distance outward from the query point. Figure 1 : Calculation of piq, n θ piq, and n d piq for the case k " 1 from [11] . Here we have n θ piq " 3 and n d piq " 4. Note that the k th -nearest neighbor is not included in the determination of n θ and n d .
Algorithm 2 kNN Method
(1) Fix value of k (e.g., k " 6) and define number of kNN vector elements N (e.g., N " 2000).
(2) For each potential design ξ n P Ξ, (b) For each sample X i , identify the kth nearest neighbor, X kpiq , using the brute force or ANN search algorithms.
(c) For each sample X i , compute piq{2 " ||X i´Xkpiq || 8 .
(d) For each sample X i , compute n θ piq " # points in θ marginal space with at least one coordinate within distance piq{2 and n d piq " # points in d marginal space with at least one coordinate within distance piq{2.
(e) Estimate the mutual information:
where ψp¨q is the digamma function.
(3) Let ξ˚be the design such that max
We define the approximate nearest neighbor as follows. Given a set S of data points in R m , a query point q P R m , and an error tolerance ą 0, a point p P S is said to be an approximate nearest neighbor of q if distpp,ď p1` qdistpp˚, qq, where p˚is the true nearest neighbor to q. That is, p is within error of the actual nearest neighbor to q. We extend this to locating the k th -nearest neighbor; for 1 ď k ď n, the k th approximate nearest neighbor of q is a data point whose relative error from the true k th -nearest neighbor is less than . With the ANN algorithm, we sacrifice total certainty that we have identified the true nearest neighbor, and accept 6 an approximate nearest neighbor in its place. However, what we lose in accuracy, we gain in computational savings, as the ANN algorithm allows us to identify an approximate nearest neighbor in Opn log nq time in contrast to the Opn 2 q time that is required by the kNN brute force method. In addition, can be set to zero, in which case the ANN algorithm can correctly identify the true k th -nearest neighbor. Here, we use the mutual information estimate (6) with the k nearest neighbors identified via both the brute force and ANN search algorithms to choose the next design condition at which our high-fidelity models should be evaluated to obtain the maximum information gain in the low-fidelity parameters. To implement the ANN algorithm, we employ the code developed by David Mount in [13] . As will be seen in the examples of Section 4, the ANN and kNN brute force methods return the design conditions in the same order, where we use an error " 10´3 for the ANN algorithm. Throughout the investigation, we will refer to the mutual information computation using the brute force search method as the kNN estimate, and the computation using the ANN search mechanism as the ANN estimate.
Verification of Mutual Information Algorithms
In this section, we present an alternative to the computation in (6) in the form of a Monte Carlo estimation. We show in Section 3.2 that whereas both estimates converge to the true analytic value for the mutual information, the Monte Carlo estimate is much more costly in terms of the number of samples required for convergence. Thus, we use the Monte Carlo estimate primarily as a means to verify use of the kNN estimate for the remainder of this investigation.
Monte Carlo Method
We present here a Monte Carlo sampling method for numerical approximation of the integral in (5). First, N samples tθ i u N i"1 are drawn from the prior ppθ|D n´1 q, which describes the state of knowledge about parameters θ existing before the new observation d n is obtained. Given θ i and ξ n , d i n is drawn from the conditional predictive distribution ppd n pξ n q|θ i , D n´1 , ξ n q derived from the statistical model (1). We note that the joint probability distribution ppθ, d n |D n´1 , ξ n q may be written ppθ, d n |D n´1 , ξ n q " ppd n |θ, D n´1 , ξ n q ppθ|D n´1 q , leading to the expression
for the evidence ppd n |D n´1 , ξ n q. Our samples of θ can thus be used to estimate the evidence for design condition ξ n ,
With these expressions, the logarithm in the integrand of (5) can be written as
resulting in an estimate of the mutual information (5) for design condition ξ n ,
For δpξ n q " 0 and ε n pξ n q " Np0, σ 2 q, (1) results in the conditional predictive distribution ppd n pξ n q|θ, D n´1 , ξ n q being Gaussian with mean d pθ, ξ n q and variance σ 2 . After computing these quantities and estimating the mutual information, the design ξ n that yields the largest mutual information Ipθ; d n |D n´1 , ξ n q in (5) is chosen as the next design in the sequence. We evaluate d h pξ n q, samplẽ ε n pξ n q " Np0,σ 2 q, augment the available data D n´1 byd n " d h pξ n q`ε n pξ n q, and continue the sequence. Each of our examples utilizes a parameter space of dimpθq ď 3 so tensored quadrature techniques are feasible as an alternative to Monte Carlo. For moderate dimensionality-e.g., p " 4 to approximately 30-one can employ sparse grid quadrature techniques [18] or employ the more efficient k th -nearest neighbor (kNN) algorithm detailed in Section 2. In this work, our Monte Carlo estimates are used primarily to verify the kNN algorithm. 7
Verification Example
To demonstrate the estimation of mutual information using the Monte Carlo, kNN, and ANN methods, we consider a simple example of two Gaussian random variables, X " Npµ x , σ 2 x q and Y " Npµ y , σ 2 y q. This example is chosen to illustrate the convergence of all three methods to the analytic value for a sufficiently large sample size and the efficiency provided by the kNN algorithm using both the brute force and ANN search methods.
For this example, the values of µ x and µ y are randomly selected from Up0, 1q. We randomly select a covariance matrix of the form covpX, Yq "ˆσ 2 x σ xy σ xy σ 2 yẇ ith σ xy ą 0. This last requirement is due to the fact that mutual information is equal to zero if and only if the random variables are independent. As this is easy to test, we choose the covariance value σ xy such that the variables X and Y are at least weakly correlated. The results included here are for mean and covariance matrices We calculate the mutual information analytically for comparison, obtaining a mutual information value of 0.8834. We then estimate the mutual information for the kNN, ANN, and Monte Carlo algorithms for increasing values of N, and report the results in Table 1 . We observe that the kNN and ANN estimates return the same mutual information value when we use " 10´3 in the ANN algorithm. However, the advantage of the ANN algorithm now becomes evident, as the ANN estimates correspond to significantly smaller computational times for the larger sample sizes. We demonstrate the convergence of these algorithms with a comparison to the analytic value over increasing sample sizes. Likewise, the Monte Carlo estimates converge to the analytic value with increasing sample sizes, but the number of samples required to obtain errors of the same magnitude as those observed in the kNN and ANN methods are significantly larger. In addition, the amount of time required to obtain the Monte Carlo estimate quickly becomes infeasible for practical applications. Therefore, while we provide Monte Carlo estimates in addition to the kNN and ANN estimates for the first several examples of Section 4 for verification, we use only the kNN and ANN algorithms in the later examples to save computations. 
Examples
We provide a comprehensive set of examples illustrating the high-to-low calibration framework detailed in Section 1. The first is a steady-state heat model for which we have experimental temperature data. In the second example, we illustrate the calibration framework for a general time-dependent diffusion model. In our third example, we employ a 1-D kinetic diffusion equation for the high-fidelity model and a point kinetic equation for the lowfidelity model. For these first three examples, we note that these scenarios are not necessarily representative of 8
situations in which we would use this method in practice, since by evaluating our high-fidelity solution at one design condition, we have essentially collected data for all possible designs. Rather, these examples are used as a means of verification of our method, and provide some intuition for the reader using examples with which they are likely familiar.
In our fourth example, we illustrate the framework for a particle transport model quantifying angular flux in a 1-D slab. The purpose of this example is to illustrate the similarities between our high-to-low framework and the Method of Manufactured Universes [19] .
For our final example, we employ the high-fidelity thermal-hydraulics code Hydra-TH to simulate laminar flow in a pipe. This exercise is done as a step toward calibration of the low-fidelity Cobra-TF subchannel code using validated high-fidelity CFD codes and as a means to verify Hydra-TH.
Steady State Heat Model
To illustrate our methods for estimating mutual information between two random variables, we consider a steady state heat equation quantifying heat conduction in an aluminum rod of dimensions aˆbˆL, subjected to an ambient room temperature of T amb . The thermal conductivity coefficient is denoted by K pW{cm¨0 Cq, the convective heat transfer coefficient by h pW{cm 2¨0 Cq, and the source heat flux by Φ pW{cm 2 q. As detailed in [18] , the model is
with boundary conditions
The analytic solution to the steady state heat equation for parameter set φ " rΦ, hs is T s px; φq " c 1 pφqe´γ
where
and γ " b 2pa`bqh abK . Our physical system consists of an aluminum rod, heated at the secured end x " 0 and free at the other, of height and width a " b " 0.95 cm and length L " 70 cm. We use the thermal conductivity coefficient value of K " 2.37 W/cm¨0C reported for aluminum at 300 0 C. The independent spatial variable x ξ is discretized into fifteen uniformly distributed points on the range r10, 66s cm. Choosing a spatial location for evaluation is considered a design condition and Table 2 specifies the possible design choices. For the experimental data set reported in [18] , we calibrate the high-fidelity model parameters φ " rΦ, hs for use in simulating our synthetic data set. Specifically, we employ DRAM, as detailed in Appendix A and [18] , to construct the marginal densities for Φ and h shown in Figure 2 . From these densities, we draw a parameter pair φ " rΦ, hs that is used for all high-fidelity model simulations.
We consider a low-fidelity quadratic surrogate model with parameters θ " rA, B, Cs and use parameter calibration to fit it to our analytic solution with as few high-fidelity model evaluations as possible. Upon selection of a design ξ n , the high-fidelity model is evaluated at x ξ n and the resulting observationd n " T s px ξ n ; φq`ε n pξ n q is added to the data set for use in re-calibrating the low-fidelity model. Here we takeε n pξ n q " Np0,σ 2 q where 2σ is 10% of max i"1,¨¨¨,n´1 T s px ξ i ; φq. We estimate the mutual information via the Monte Carlo, kNN, and ANN methods and compile the sequence of chosen designs in Table 3 . If one has a proper prior parameter distribution, one can estimate the mutual information even in the case when the prior is "diffuse." In this example, however, we employ an noninformative and improper prior -as is very often the case when one simply has parameter bounds or conditions such as positivity -so we need enough data to ensure that the posterior ppθ|D r q is proper. This requires that we have at least three data points to do an initial DRAM calibration, but results may be more consistent with a number of data points exceeding the dimensionality of the parameter space. Here we assume that high-fidelity data is already available at locations x " 10, x " 38, and x " 66. The remaining twelve design conditions are then selected in order of decreasing mutual information yielding the results tabulated in Table 3 . To compute the mutual information, we construct a DRAM chain of length 100,000 and sample every fifth to obtain 20,000 chain points used for the actual estimate; this thinning helps us to meet our independence requirement. We note that the Monte Carlo, kNN, and ANN estimates yield the same design strategies thus verifying the consistency of each algorithm. Figure 3 (b) displays the evolution of the parameter distributions over the course of the 12-cycle process. In the early stages, there is a uncertainty in the parameter behavior due to the fact that at Stage 1, we have the minimal number of observations required to have a proper posterior density. As the algorithm progresses and the amount of data is increased, the posterior distributions begin to narrow as the uncertainty in the parameter estimates decreases.
We compare the final quadratic model, obtained using all fifteen calibration points, with the analytic solution in Figure 3(a) , for the ordering of points selected via the Monte Carlo, kNN, and ANN algorithms. A listing of L 2 errors is included in Table 4 to illustrate the convergence of the low-fidelity model to the high-fidelity model. Errors are large in the selection of the first few points, when there is not enough information for the low-fidelity model to "know" the correct shape. With the addition of a few extra points, there is enough data for the low-fidelity model to mimic the shape of the high-fidelity model. We note that towards the end of the process, the errors are no longer decreasing by any appreciable amount-our low-fidelity model is about as well-calibrated as it can be. At this point, we could choose to terminate the process and save the computation time of evaluating the high-fidelity model at the final few points.
Method
Sequence MC 1 7 2 3 4 5 6 10 8 12 11 9 kNN 1 7 2 3 4 5 6 10 8 12 11 9 ANN 1 7 2 3 4 5 6 10 8 12 11 9 
Time-Dependent Diffusion Model
We now consider the time-dependent diffusion model
subject to defined initial and boundary conditions upt, 0q " upt, 2q " 0, up0, xq " sinpπx{2q.
The analytic solution of (10) is upt, xq " e´α
To maintain generality, we consider non-dimensional variables and employ the prior distribution Np0.7, 0.1q for the diffusivity α in the high-fidelity model (11) . Output from this solution is used to calibrate a lower-fidelity model constructed via a finite-difference approximation of (10) obtained using backward differences in time and centered differences in space. As in previous examples, we add noiseε n pξ n q " Np0,σ 2 q, where 2σ is 10% of max i"1,¨¨¨,n´1 upt ξ i , x ξ i q, to the simulated data produced with the high-fidelity model at each design ξ n . We analyze the model on a time domain of r0, 5s and a spatial domain of length r0, 2s. Stepsizes are 5ˆ10´3 in the t direction and 1ˆ10´2 in the x direction. To avoid improper posterior distributions, we assume data is already available at t " 1, x " 0. The remaining 29 possible design conditions are listed in Table 5 and the points used for model calibration are chosen sequentially based on the maximum mutual information between the parameter α and the model predictions given design inputs pt ξ n , x ξ n q. The design sequence is given in Table 6 .
In this example, we do not expect a significant difference between the high-fidelity analytic solution and the converged low-fidelity finite-difference solution. The objective of this example is twofold: (i) illustrate the mutual information-based choice of designs on a space-time grid and (ii) demonstrate the convergence of the posterior parameter densities, starting from a flat prior, when observation noise is added to the high-fidelity solution. We consider a forced version of this problem, in the context of neutron diffusion, with an ordinary differential equationbased low-fidelity solution in Example 4.3.
The design sequence, chosen by both the kNN and ANN mutual information algorithms, is listed in Table 6 . The points are generally chosen in order of increasing t values, corresponding to the exponential temporal decay of the solution. Points occurring in a region with a larger slope value are more likely to be chosen because of the larger discrepancy in their output values, which contributes a more significant information gain relative to other points. This concurs with the engineering practice of sampling in regions having large gradients to observe increased sensitivity. Within each time step, the design algorithm tends to favor those points toward the center of the spatial interval. We note that as the iteration progresses, the mutual information values become very close together. This means that the points remaining later on in the process may be chosen in slightly different orders each time since they contribute approximately the same amount of information as one another. Figure 4 illustrates the evolution of the posterior densities obtained for α over the 29 iterations of the design algorithm. The flat nature of the posterior density at Stage 1 reflects the flat prior Ur0, 1.5s that was provided to DRAM as a starting density when calibrating with the initial point t " 1 and x " 0. As the iterations proceed, the uncertainty in the parameter decreases, narrowing to the final posterior that we see at Stage 29. The variability in the final stage is due to the observation noise that we added to the high-fidelity solution. 
Neutron Diffusion Model
In this example, we employ the 1-D kinetic neutron diffusion equation
as the high-fidelity model. As detailed in [5] , this can be used to analyze an ideal reactor slab where φ (neutrons/s¨m 3 ) is the relative flux and Σ tr , Σ f , and Σ a respectively represent the transport, fission, and absorption cross sections with units of (1/m), (fission/m), and (absorption/m). The velocity v th and constant ν have units of (m/s) and (neutrons/fission). We employ the values
which are representative of values employed in lattice physics calculations for light water reactors (LWR). To ensure that the non-leakage probability is approximate 0.97, which is typical for a commercial reactor core, we take L " 3 m. Because we cannot easily obtain an analytic solution for (12), we approximate the solution using a finite-element discretization of the weak model formulation. To construct a weak formulation, we multiply (12) by test functions ηpxq P H 1 0 p0, Lq, the Sobolev space of functions that are at least once differentiable almost everywhere on the interval r0, Ls and satisfy the boundary conditions, and integrate in space to obtain 1 ν th
which must hold for all ηpxq P H 1 0 p0, Lq. We approximate the solution φpt, xq using the representation
where we employ the piecewise splines
as spatial basis functions. We note that we obtained converged solutions with N " 25, which yields a stepsize of h " 3{25. Substitution of (15) into (14), use of the basis functions as test functions, and integration by parts yields the system d ϕ dt
of ordinary differential equations where ϕptq " rϕ 1 ptq,¨¨¨, ϕ N´1 ptqs. The pN´1qˆpN´1q matrices V 0 and V 1 are given by
We numerically integrate the system (16) to obtain ϕptq and evaluate (15) atx " 1 to obtain our high-fidelity solution. Observations are given byd n " φ N pt ξ n ,xq`ε n pξ n q, whereε n pξ n q " Np0,σ 2 q with 2σ taken to be 10% of max i"1,¨¨¨,n´1 φ N pt ξ i ,xq. 13
We employ the point kinetic equation
as a low-fidelity model. It is illustrated in [5] that when this relation is used to approximate (12) , k is the multiplication factor, le f f is the mean neutron lifetime, and nptq is the number of neutrons in the reactor at time t. As in previous examples, we use the high-fidelity model (16) to calibrate the parameters θ " rk, le f f s in the low-fidelity model (17) . We note that without accurate prior information, k and le f f are not jointly identifiable in the sense that they can be uniquely inferred from data. To address this, we employ asymptotic analysis from [5] to obtain the initial estimates k « 1.1 and le f f « 0.1 based on the parameters (13) . We then employ the prior distributions k " Up0.9, 1.2q and le f f " Up0, 0.2q to ensure identifiability.
As before, we identify a set of design conditions from which our calibration points will be selected. The remaining independent variable, time, is discretized into a set of ten values. We assume that data is already available at times t " 0.50 and t " 1.00 seconds and the remaining design possibilities are listed in Table 7 .
Choosing these calibration points one at a time in order of decreasing mutual information-the order is listed in Table 8 -we obtain the parameter values k " 1.09 and le f f " 0.11 that most accurately fit the low-fidelity model to the high-fidelity model. It is observed that the resulting fit in Figure 5 (a) is highly accurate. The evolution of the parameter posterior densities over the eight iterations is shown in Figure 5 (b), illustrating a considerable decrease in parameter uncertainty over the entire process.
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Particle Transport Model
Next, we consider an example investigated in the context of the Method of Manufactured Universes with examination of a particle transport "universe". These types of particle transport calculations are important in many applications, including nuclear reactors or high energy-density laboratory experiments [19] . In these applications, it is often prohibitively expensive to obtain experimental measurements. We employ a high-fidelity model to represent the "reality" of our universe-from which "experimental measurements" are obtained-and use this to calibrate the parameters in a low-fidelity model for production of simulated results, which serves as an approximation to the high-fidelity model in situations where evaluation of the high-fidelity model is too expensive.
For our high-fidelity model, we assume that the particle transport universe behaves according to the S N discrete ordinates method-we choose N " 8-whose governing equation in 1D slab geometry with no volumetric source is [4] 
where Ψ m pxq represents the angular flux in the mth quadrature point at continuous slab thickness x, and the cosines µ and weights w are given by the Gauss-Legendre quadrature set of N points on the interval p´1, 1q. The total cross-section and scattering ratio are respectively taken to be Σ t " 1.00 cm´1 and c " Σ s {Σ t " 0.99. The analytic solution of model (18) is
where each ν k satisfies the condition
The coefficients A k , k " 1, ..., N, are obtained by defining the incident fluxes
and requiring continuity of the Ψ m 's at the region interfaces, where L s is a specified slab thickness. Using the analytic solution (19), we produce "experimental data" consisting of the reflected and transmitted particle flow rates
with measurement noiseε, at a set of six different slab thicknesses L s " r1, 2, 4, 8, 16, 32s cm. We take our quantity of interest to be the reflected particle flow rate j´p0q. For our low-fidelity model, we utilize the diffusion equation
in a 1-D slab, where L " a D{Σ a is the diffusion length for diffusion coefficient D and absorption cross-section Σ a . This has the analytic solution
The coefficients C 1 and C 2 are chosen to satisfy the known incident particle flow rates, given by the high-fidelity model on each slab boundary, Low−Fidelity (Diffusion) Figure 6 : High-fidelity simulated experimental data versus low-fidelity measurements for the particle transport model. Note the widening of the 95% credible interval (indicated in dark gray) and the 95% prediction interval (indicated in light gray) as the distance between measurements increases.
where Jpxq "´DdΦ{dx.
Again, we take our quantity of interest to be the reflected particle flow rate at each of the six slab thicknesses. For the low-fidelity model, this is given by
The high-fidelity experimental measurements obtained from (20) are used to calibrate the parameter set θ " rD, Σ a s in the low-fidelity model (22). For calibration, we use the DRAM algorithm with an initial parameter guess of θ " r0.333, 0.010s and 10,000 iterations. We omit the first 7,000 iterations during which the parameter chains are "burned in." From a subsequent chain of length 15,000, we sampled every fifth to obtain 3,000 iterations as a sample from the joint posterior distribution of our parameters. Figure 6 illustrates the fit between the high and low-fidelity models, comparing experimental and simulated reflected particle flow rates (20) and (23), respectively, for each of the six slab widths. The 95% prediction and credible intervals are plotted with the data to illustrate the likely locations of future model observations taken at slab widths other than those used for "training" the low-fidelity model. Measurement noiseε is added to the statistical model, causing a widening of the prediction interval as the slab width increases and information becomes more scarce.
Having calibrated our parameter set θ " rD, Σ a s so that the low-fidelity model is able to accurately quantify the behavior of the high-fidelity model at our "training" set of slab widths, L s " r1, 2, 4, 8, 16, 32s cm, we can now use (22) in place of (19) to predict experimental data at slab widths outside of our calibration set, reducing the computational expenses for future predictions. For this same example, [19] discusses the construction of an emulator for the reflected particle flow rate that can be used to construct 95% prediction intervals for future observations taken at a slab width x outside of our training set.
Hydra-TH CFD Code: Poiseuille Flow in a Pipe
For our final example, we employ the high-fidelity thermal-hydraulics code Hydra-TH to simulate laminar flow in a pipe. This example has two objectives. (i) We illustrate the design algorithm detailed in Section 1 for a large scale CFD code in a regime where designs can be verified by expert opinion. (ii) Based on estimated parameter values, we exploit the analytic low-fidelity model with known parameters to identify and quantify potential biases in Hydra-TH, which provides an initial verification of Hydra-TH. In combination, this illustrates an important use of this approach, which is to calibrate correlations or closure relations for low fidelity models in applications where experimental data acquisition is expensive or infeasible.
We consider laminar pipe flow in the setup depicted in Figure 7 , where p describes the pressure in the pipe, v z is the velocity along the length of the pipe, µ is the kinematic viscosity of the fluid, and r denotes the radial coordinate. Neglecting body forces, the differential equation for Poiseuille flow in a laminar pipe flow is The solution to this differential equation,
illustrates that the profile is quadratic in the radial direction. Here D represents the diameter of the pipe and dz is the length of the pipe over which the pressure drop d p occurs. It further follows that
where V is the average velocity over the pipe flow area. A dimensionless analysis reveals that
where ρ and f respectively denote the fluid density and friction factor. We employed the values ρ " 977 kg/m 3 , D " 0.0254 m, and µ " 9.576ˆ10´4 kg/m¨s. For laminar pipe flows, the friction factor is f " 64{Re, where Re " ρV D{µ . We note that the Reynolds number Re must be less than 2300 to ensure laminar flow. Integrating equations (26) and (27), we obtain the pressure solutions
where ppzq and ppz 0 q are pressures at the upstream location z and downstream location z 0 in the pipe. The choice of z and z 0 is arbitrary. As noted in equation (29), the pressure downstream decreases linearly and is a function of z only if D and V are fixed. We employ equation (27), along with the relations
and f " 64 Re (
for the average velocity and friction factor, to provide analytic relations to verify the accuracy of Hydra-TH for the considered flow regime. We now discuss the Hydra-TH setup. To maximize efficiency when running the cases and minimize errors during the pre-and post-processing steps, we employ the automated strategy depicted in Figure 8 mesh model of laminar flow in a pipe was run in Hydra-TH assuming constant inlet and outlet pressure at the pipe extremes. Figure 8 (b) shows a typical hexahedron mesh used for these runs. This mesh was generated in Cubit by first meshing the circular surface (inlet side) with quadrilateral elements and then extruding these 2-dimensional elements along the direction of the pipe axis. We note that several tests were conducted with differing meshes; in particular, we employed a higher mesh density near the wall and higher mesh density near the center of the pipe. In general, better results were observed when the mesh density was finer at the center of the pipe. For this example, the inlet and outlet were specified based on a prescribed laminar Reynolds number. For simplicity, the outlet pressure ppz " Lq was set to zero, and the inlet pressure ppz 0 " 0q was set to the value calculated from equation (29) after setting the diameter and the average velocity (calculated via scripts) corresponding to the prescribed Reynolds number. This method assured laminar conditions. To constrain the velocity at the inlet and outlet of the pipe, velocity values tangential to the cross-section of the pipe were set to zero; i.e., v x prq " v y prq " 0. The walls of the pipe were defined to have a no-slip condition.
The inlet pressure was calculated in the script using equation (29), assuming that the outlet temperature was zero. For these simulations, the diameter of the pipe was fixed at 0.0254 meters, and the length of the pipe was equal to 0.125¨Re¨D; i.e., two and a half times the developing length of the flow in the pipe. The time step dt varied according to the Reynolds number and the CFL number,
where CFL max « 1.65. In all cases, a fully implicit Picard solution scheme was used to solve the coupled equations.
To illustrate the mutual information-based design algorithm detailed in Section 1 for a regime in which we have analytic values for the parameters, we employ the exponential expression
as our low-fidelity model. The parameter set is θ " ra, bs, where the true parameters following from (31) are a " 64 and b "´1. In the absence of bias in Hydra-TH, we would expect to recover these values during Bayesian model calibration. We note that the alternative choice a " 0.184 and b "´0.2 would yield the McAdams friction factor correlation f " 0.184¨Re´0
.2 for turbulent flow. We allow a budget of two initial high-fidelity code evaluations to ensure a proper posterior distribution in the DRAM algorithm and nine additional high-fidelity code evaluations with which to complete our parameter calibration. We initially imposed flat prior distributions chosen to ensure the correct sign for parameters. We define a grid of design conditions comprised of Reynolds values ranging from Re " 100 to Re " 2000 in intervals of 100. The Hydra-TH code is evaluated on the boundaries, giving us data for initial designs at Re " 100 and Re " 2000. In our mutual information algorithm, we again employ independent and identically distributed Gaussian errors, ε n pξ n q " Np0, σ 2 q, where 2σ is 10% of max rd h pRe " 100q, d h pRe " 2000qs and d h denotes the Hydra-TH solution. This choice affects only how quickly our posterior parameter distributions converge to the "best" parameter setting rather than affect the solution itself.
The fit of the low-fidelity exponential expression for friction factor correlation is compared to the high-fidelity code evaluations in Figure 9 . We note that the mutual information algorithm of Section 1 selects design conditions in an order corresponding to a decreasing value of friction factor, where the output for the first several designs chosen coincides with an area of steeper gradient in the low-fidelity model. From the perspective of expert opinion, this selection makes sense, as the low-fidelity model is more sensitive to changes in its parameters at designs corresponding to steeper gradients in the friction factor.
Mutual information values computed via the kNN algorithm are compiled in Table 9 . We note that after several iterations of the design algorithm, the mutual information values for each possible design condition are equivalent to the first several decimal places and hence nearly identical. While it matters little which design condition we choose at this point, the amount of information contributed by each point is still fairly significant, as evidenced by the continual narrowing of the parameter densities throughout the process.
The parameter distributions with 1, 5, and 9 additional high-fidelity data points are plotted in Figure 10 . It is noted that although parameter distributions are fairly wide early in the process, by the conclusion of the calibration process we are very certain of the values of our parameters, indicated by the extremely narrow densities. We also note that the final calibration values are a " 66.7095 and b "´0.9965, as opposed to our analytic values of a " 64 and b "´1. This motivated further analysis to verify the accuracy of the Hydra-TH implementation.
To verify Hydra-TH, we computed the pressure field, average velocity, and friction factor and compared the results to the analytic values given in (29), (30) and (31) for the range of Reynolds numbers in Table 10 . This revealed that in all cases, velocities computed using Hydra were slightly lower than analytic values whereas computed pressure gradients were slightly higher than analytic values over the entire cross section of the pipe. The magnitude of the error decreased away from the center of the pipe in the radial direction. Along the length of the pipe, errors in computed velocities were higher near the inlet and decreased along the length of the pipe. The biases seen in the pressure and velocity fields lead to slight overestimates in the friction factor f computed by the Hydra-TH code, as seen in the results plotted in Figure 9 .
As a result of this verification exercise, the Hydra-TH implementation was re-analyzed and the bias was determined to be due to incorrect implementation of the boundary conditions for this regime, which has subsequently been corrected. This demonstrates the manner in which the use of the high-to-low framework to elucidate incorrect parameter values can motivate subsequent analysis contributing to code verification.
This example is the first of this investigation to include a set of design conditions that is not a subset of time steps or locations at which an experiment may be conducted. The first several examples were done as simulations to illustrate the design algorithm discussed in Section 1. Where the mutual information algorithm can be used to Table 9 : Estimated mutual information values computed via the kNN algorithm and sequential design sequence for the Hydra-TH high-to-low computation.
identify beneficial future experiments one at a time, this was redundant in the examples of Section 4.1-4.4 since high-fidelity data was in fact collected at all design conditions by way of acquiring the output for the selected design. In this final example, our design conditions consist of discrete values of the Reynolds number, requiring an entirely separate experiment to be conducted for each design chosen. Data could not be collected for two experiments simultaneously. This example is representative of situations in which this design algorithm will be utilized in practice. 
Conclusion
This investigation focused on an information-theoretic approach to calibrate low-fidelity models using a limited number of high-fidelity code evaluations. Ideally, one would employ experimental data but, for complex applications, this is often physically infeasible or prohibitively expensive. Alternatively, one can employ a validated high-fidelity code to generate synthetic data, which can be used to calibrate lower-fidelity models. By using a validated high-fidelity code to calibrate parameters in the low-fidelity model, one can cover the state space that is relevant to the quantities of interest that we ultimately want to predict. Whereas experimental data is preferable, we often do not have the option of collecting it throughout the state space.
We employed a Bayesian experimental design strategy in which we optimize the mutual information between a set of model parameters and the corresponding prediction outputs to select designs in an order that will maximize the information gain while minimizing the number of evaluations required for calibration purposes. Whereas in this investigation we chose to specify a fixed number of design conditions to be used for calibration of the low-fidelity model, one could choose to terminate the iteration procedure when the information gain decreases below a specified tolerance.
The result of this process is the construction of a low-fidelity model that exhibits the primary characteristics of the high-fidelity model necessary to fit the provided data. The evaluation of this low-fidelity model is much more efficient in both time and computational costs. The uncertainties present in the new model may be quantified so that future observations may be predicted with known levels of uncertainty as illustrated by the prediction intervals in Figure 6 .
We note that the kNN analysis requires repeated evaluation of the low-fidelity model to determine optimal evaluation conditions ξ n . For computationally intense models, this direct evaluation may be infeasible. In such cases, surrogate models may be required to determine the optimal evaluation designs at which one subsequently evaluates the high-fidelity model.
In this paper, we focused on the implementation of the information-theoretic design framework for applications in which validated high-fidelity codes were used to generate synthetic data in lieu of experimental data. We note that the same framework can be employed for experimental design for applications in which physical experiments are feasible.
