Abstract. A tight Hamilton cycle in a k-uniform hypergraph (k-graph) G is a cyclic ordering of the vertices of G such that every set of k consecutive vertices in the ordering forms an edge. Rödl, Ruciński, and Szemerédi proved that for k ≥ 3, every k-graph on n vertices with minimum codegree at least n/2 + o(n) contains a tight Hamilton cycle. We show that the number of tight Hamilton cycles in such k-graphs is exp(n ln n − Θ(n)). As a corollary we deduce that the number of perfect matchings in such k-graphs is exp 1 − 1 k n ln n − Θ(n) .
1. Introduction
Counting Hamilton cycles in graphs.
The problem of determining sufficient conditions for the existence of Hamilton cycles in graphs is one of the central topics in graph theory, and has given rise to extensive research. A classical result of Dirac [9] states that graphs on n ≥ 3 vertices with minimum degree at least n/2 (Dirac graphs) contain a Hamilton cycle, and there are natural families of graphs which show that n/2 is best possible.
Bollobás [3] and Bondy [4] asked for an asymptotic estimate for the number of distinct Hamilton cycles in Dirac graphs. In 2003, Sárközy, Selkow, and Szemerédi [23] made substantial progress on this question by showing that n-vertex Dirac graphs contain exp(n ln n−Θ(n)) Hamilton cycles. They also posed the question of whether this is the right order of magnitude for graphs satisfying other conditions known to ensure Hamiltonicity, like those of Ore, Pósa, and Chvátal (see [4] ). Further, they conjectured that the minimum number of Hamilton cycles in n-vertex Dirac graphs is exp(n ln n−n(1+ln 2)−o(n)).
Cuckler and Kahn [8] analysed a self-avoiding random walk on the vertices of Dirac graphs to verify this conjecture as a consequence of a more precise result. Moreover, in a separate paper [7] , they used entropy considerations to provide an upper bound for the number of Hamilton cycles in Dirac graphs. More precisely, writing Ψ(G) to denote the number of distinct Hamilton cycles of a graph G, the main results of [7] and [8] together state that for any n-vertex Dirac graph G, we have log 2 Ψ(G) = 2H(G) − n log 2 e − o(n), where H(G) is the entropy of G. Combined with the result [8, Theorem 1.3 ] that Dirac graphs G on n vertices satisfy H(G) ≥ n 2 log 2 δ(G), this confirms the conjecture of [23] . Moreover, the parameter H(G) is the maximum of a concave function subject to linear constraints, and can thus be efficiently estimated. This yields an efficient algorithm for estimating Ψ(G) for Dirac graphs G, to within subexponential factors. 
Sketch of the proof of Theorem 1.1
In this section we provide a rough sketch of the proof of our main result.
Basic notation.
We first need to introduce some notation that we use throughout the paper. For a set V and a natural number ℓ, we write V ℓ to denote the set of all unordered ℓ-subsets of distinct elements of V . We write (V ) ℓ to denote the set of all ordered ℓ-subsets of distinct elements of V , so that |(V ) ℓ | = ℓ! V ℓ . We usually use boldface capital letters to denote unordered subsets S ∈ V ℓ of the fixed size ℓ, and we exclusively use boldface capital letters with arrows above to denote ordered subsets − → S ∈ (V ) ℓ . When an ordered tuple − → S ∈ (V ) ℓ is first given, the arrow will exclusively point to the right. We may subsequently drop the arrow to denote the unordered version of this ℓ-set, so that if − → S is the ordered sequence of ℓ distinct elements (x 1 , . . . , x ℓ ), then S subsequently used without the arrow denotes the unordered set {x 1 , . . . , x ℓ }. Moreover, we write ← − S to denote the ordered ℓ-tuple obtained by reversing the ordering of − → S , so that ← − S = (x ℓ , x ℓ−1 , . . . , x 1 ). Let G = (V, E) be a hypergraph and let U ⊆ V (G). Then the sub(hyper)graph of G induced by U , denoted G[U ], is the hypergraph H = (V (H), E(H)), where V (H) = U , and E(H) is precisely the set of all edges of G containing only vertices in U . We write G−U to denote the hypergraph G ′ ⊆ G obtained from G by deleting the vertices in U and all edges of G containing any vertex in U . We say that a k-graph P is a k-uniform tight path (or simply tight path if k is clear from the context) if P admits an ordering of its vertices V (P ) = {v 1 , . . . , v m } such that E(P ) = {{v i , . . . , v i+k−1 } : 1 ≤ i ≤ m − (k − 1)}. The ends of P are the ordered (k − 1)-tuples (v 1 , . . . , v k−1 ) and (v m , . . . , v m−k+2 ). We also say that P connects the ends of P . We say that a tight path P with m edges (and thus with m + (k − 1) vertices) is an m-path, and has length m. For a k-graph G and an integer t ≥ k we say that a sequence (v 1 , v 2 , . . . , v t ) of (not necessarily distinct) vertices is a walk in G if every set of k consecutive vertices in the sequence forms an edge. Let γ > 0 be a constant. A k-graph G on n vertices is called γ-Dirac if δ(G) ≥ (1/2 + γ)n. Finally, given a hypergraph G, we say a weighting of the edges x : E(G) → R + is a fractional matching if we have e∋v x (e) ≤ 1 for every v ∈ V (G), and we say that x is perfect if e∋v x (e) = 1 for every v ∈ V (G).
2.2.
Outline of the argument. Let γ > 0, and let G be an n-vertex k-graph satisfying δ(G) ≥ (1/2 + γ)n, where k ≥ 2 and n is sufficiently large. The main step of our proof is to count tight paths of length n − o(n) in G. Using the framework of Rödl, Ruciński, and Szemerédi [20] , which is based on the absorption technique, we can complete each such long path into a tight Hamilton cycle of G. The key lemma (Lemma 5.1) in the proof of Theorem 1.1 states that we can find many paths of length √ n in G, all starting at the same
, such that for each such path the remainder of G still has minimum codegree at least
The proof of this 'iteration lemma' is the sole focus of Section 5, and involves the analysis of a self-avoiding random walk X on the vertices of G. In order to prove the iteration lemma, we first need to show that G admits a perfect fractional matching which is 'normal', which means that each edge of G has weight Θ(n −k+1 ). We construct such a normal perfect fractional matching x in Section 4 via a probabilistic argument based on switchings (it is not clear how to generalise the entropy-based approach of [8] to the hypergraph setting).
In Section 5, we use x to define the transition probabilities of the random walk X . We construct X such that an outcome of X corresponds to a tight path in G of length √ n which starts at some given − → S ∈ (V (G)) k−1 . We wish to count the number of outcomes of X which essentially leave the γ-Dirac property of the remaining graph intact. Such outcomes of X are called good walks. It will suffice to show that X is good with probability at least 1/2.
To do this, we will show that it is likely that the vertices that X visits look roughly like a uniformly random subset of the vertices of G, of appropriate size. We will show that the behaviour of X over a small number of steps can be assumed to be very close to the behaviour of a modified version of X , in which the walk is allowed to revisit vertices. We use the normality property of x to show that the modified walk mixes rapidly, and we use the fact that x is a perfect fractional matching to show that, under the stationary distribution, each vertex is essentially visited with the same probability. Thus, roughly speaking, the distribution of the vertices for X to visit at any step is close to uniform on V (G). We give a more thorough sketch of the proof of the iteration lemma in Section 5.2.
In Section 6, we focus on repeatedly applying the iteration lemma to obtain many long paths in G. Let P be a √ n-path in G obtained from the first iteration of the iteration lemma, let T be the unordered set consisting of the final k − 1 vertices of P , and let
The idea is that, since the γ-Dirac property is essentially intact in G P , we may find a new normal perfect fractional matching x P : E(G P ) → R + and can thus apply the iteration lemma to G P . In this second iteration, we insist that all the walks X start at the final ordered (k − 1)-tuple of P . Then we may attach any of the paths P ′ from the second iteration onto P to obtain a longer tight path in G which still leaves the γ-Dirac property of the remaining graph essentially intact. We show that we may iterate this process until fewer than n 7/8 vertices of G remain, and we multiplicatively use the count of paths given by the iteration lemma to deduce that the number of resulting long paths of G is essentially the number given in the statement of Theorem 1.1. (Observe that each combination of paths yields a different concatenated path). Finally then, we complete the proof of Theorem 1.1 by absorbing the vertices left over by each such long path into a tight Hamilton cycle of G.
Preliminaries
In the following section, we collect further notation, as well as some results that we will use throughout the paper.
3.1. Notation. Let γ > 0 be a constant. We say that a k-graph G is an (n, k, γ)-graph if G has n vertices and G is γ-Dirac. When G is clear from the context, we often write V instead of V (G). For a k-graph G and S ∈ V k−1 , we write N G (S) := {v ∈ V : S ∪ {v} ∈ E(G)}. We say that S is isolated if N G (S) = ∅, and that S is non-isolated if S is not isolated. For a positive integer ℓ, we say that a walk (v 1 , . . . , v ℓ+k−1 ) on the vertices of G is an ℓ-walk.
Where it has no effect on the argument, we abuse notation and identify M with the subgraph M ′ ⊆ G satisfying E(M ′ ) = M and V (M ′ ) = e∈M e. For finite sets U ⊆ V and a function f : V → R, we define f (U ) := u∈U f (u), and ||f || ∞ := max v∈V f (v). We write 1 U : V → {0, 1} to be the indicator function for U , defined by 1 U (x) = 1 if x ∈ U , and 1 U (x) = 0 otherwise. For an event E in a probability space, we write E c to denote the complement of E. We write log x to mean log 2 x, and we write ln x to mean log e x. We also write a = (1 ± b)c to mean (1 − b)c < a < (1 + b)c. For a natural number n we write [n] := {1, . . . , n}. We write x ≪ y to mean that for any y ∈ (0, 1] there exists an x 0 ∈ (0, 1) such that for all 0 < x ≤ x 0 the subsequent statement holds. Hierarchies with more constants are defined similarly and should be read from the right to the left. Constants in hierarchies will always be real numbers in (0, 1]. Moreover, if 1/x appears in a hierarchy, this implicitly means that x is a natural number. More precisely, 1/x ≪ y means that for any y ∈ (0, 1], there exists an x 0 ∈ N such that for all x ∈ N with x ≥ x 0 the subsequent statement holds. We assume large numbers to be integers if this does not affect the argument.
Probabilistic tools.
In this subsection we collect some probabilistic definitions and results that we will need throughout the paper.
The total variation distance between two probability measures µ and ν on a finite set S is d T V (µ, ν) := sup{|µ(T ) − ν(T )| : T ⊆ S}. It is well-known that the total variation distance satisfies
where the infimum is taken over coupled random variables X and Y having laws µ and ν respectively (see [10, p.119 ] for more details). We write d T V (X, Y ) for the total variation distance between the laws of the random variables X and Y . Next, we need an inequality of [8] , which follows easily from Azuma's inequality. 
We will need the following Chernoff-type bound (see [5] and [11] for example).
Lemma 3.2. Let X be a random variable with a binomial or hypergeometric distribution.
We conclude this section with a result which shows that most small sets in an (n, k, γ)-graph inherit the Dirac condition. The proof is given in the appendix.
, where ℓ | n, and let G be an (n, k, γ)-graph. Let P be a partition of V into ℓ-sets and let P 0 ⊆ P be of size
3.3. Tight Hamilton-connectedness. Let G be an (n, k, γ)-graph and let P be a tight path in G. We say that P is a tight Hamilton path of G if V (P ) = V . We say that G is tight Hamilton-connected if for any disjoint
, there is a tight Hamilton path of G which connects − → S and − → T . We will deduce from the results in [20] that large (n, k, γ)-graphs are tight Hamilton-connected for k ≥ 3. This will be important in the absorption step of our main argument, and also in the mixing part of our random walk analysis. We begin by stating the main theorem of [20] . The next lemma ensures the existence of an 'absorbing path' A, which can absorb small sets of vertices into its interior. The next lemma will enable us to find constant-length tight paths between any disjoint pair of ordered (k − 1)-sets of vertices. 
We are now ready to prove that large (n, k, γ)-graphs are tight Hamilton-connected.
Proof. Firstly, note that this result follows easily from Dirac's Theorem for the case k = 2. Now, suppose k ≥ 3 and suppose without loss of generality that γ > 0 is sufficiently small in comparison to k. Let − → S , − → T ∈ (V ) k−1 be disjoint, and write
is γ ′ -Dirac, and set n ′ := n − 2(k − 1). We apply Lemma 3.5 to G ′ to obtain a tight path A in G ′ with |V (A)| ≤ 16k(γ ′ ) k−1 n ′ , with the properties as stated in Lemma 3.5. Choose a set W ⊆ V \ (S ∪ T ∪ V (A)) of size (γ ′ ) 3k n ′ uniformly at random among all sets of that size. Then a simple application of Lemma 3.2 shows that with high probability, for all M ∈
We apply Theorem 3.4 to G ′′ to obtain a Hamilton cycle C of G ′′ . Delete k−1 consecutive edges of C to obtain a Hamilton path P of G ′′ with ends − → X and − → Y. We use the property that all
, so that we have found a (k − 1)-path P S with ends − → S and − → S ′ . Let − → A 1 and − → A 2 be the ends of A. We similarly find mutually disjoint
T with the corresponding pairs of ends. Since G[W ] is γ/2-Dirac, we can apply Lemma 3.6 to obtain a path P SX of length at most 8k/γ 2 in G[W ] which connects ← − S ′ and ← − X ′ . Since P SX contains so few vertices, we can repeat the process to find disjoint paths P Y A 1 and
We apply the absorbing property of A to obtain a tight path
Normal perfect fractional matchings
Let k ≥ 2 and let G be a k-graph on n vertices. We say that an edge weighting
for each e ∈ E(G).
In this section we adapt some ideas of [6] to show that an (n, k, γ)-graph G admits a normal perfect fractional matching (see Lemma 4.2). This will be an essential tool in our random walk analysis for showing that the random walk is roughly equally likely to visit any vertex. The idea is to construct a perfect fractional matching of G in which the weight of any edge e is set to be the probability that e is included in a uniformly random perfect matching of G.
(A sufficiently large (n, k, γ)-graph with k | n has at least one perfect matching [13, 21] ). A crucial feature of this approach is that any edge e is roughly equally likely to be included in a uniformly random perfect matching of G. We show this using the so-called 'switching method' in a similar way as in [6] . Let k ≥ 2, let G be a k-graph, let e ∈ E(G), and let M ℓ be a perfect matching of G containing precisely ℓ edges intersecting e. Supposing
(ii) Y contains precisely ℓ + 1 edges intersecting e; (iii) for all e ′ ∈ M ℓ , we have either
Note that if Y is an (e, M ℓ )-upswitching, then we can obtain a new perfect matching
Lemma 4.1. Let 1/n ≪ 1/C ≪ γ, 1/k, where k ≥ 2 and k | n. Let G be an (n, k, γ)-graph, and let M be a uniformly random perfect matching of G. Then for each e ∈ E(G), we have
Proof. Choose new integers m and B satisfying 1/n ≪ 1/C ≪ 1/B ≪ 1/m ≪ γ, 1/k, and fix e ∈ E(G). For each integer ℓ ∈ [k], let M ℓ be the set of perfect matchings of G containing precisely ℓ edges intersecting e. Note that
and recall that there is at least one perfect matching of G since G is γ-Dirac (so the denominator here is nonzero). We first bound |M ℓ |/|M ℓ+1 | from above and below for each ℓ ∈ [k − 1], and (4.2) will follow quickly. Let ℓ ∈ [k − 1]. We define an auxiliary bipartite multigraph G To bound δ e,↑ M ℓ , we fix M ℓ ∈ M ℓ and bound the number of (e, M ℓ )-upswitchings of size m from below. Let U (M ℓ ) := {e ′ ∈ M ℓ : e ∩ e ′ = ∅}. Note that any (e, M ℓ )-upswitching Y of size m must include all the vertices in U (M ℓ ), and there are n/k−ℓ m−ℓ choices for the remaining m − ℓ edges of M ℓ whose vertices to include in V (Y ). We apply Proposition 3.3 (with P = M ℓ , P 0 = U (M ℓ ), and with m − ℓ, k, ℓ playing the roles of m, ℓ, t, respectively) to deduce that there are at least
and e intersects every edge in U ′ , and then choose a perfect matching
We now bound the terms |M ℓ |/|M ℓ+1 | from below analogously. Let ℓ ∈ [k − 1]. We define an auxiliary bipartite multigraph G 
e ∩ e ′ = ∅}. We apply Lemma 3.3 again (with P = M ℓ+1 , P 0 = U (M ℓ+1 ), and with m − ℓ − 1, k, ℓ + 1 playing the roles of m, ℓ, t, respectively) to deduce that δ
Finally, note that
Finally, we use Lemma 4.1 to show that an (n, k, γ)-graph admits a normal perfect fractional matching.
Then there exists a C-normal perfect fractional matching of G.
Proof.
Let i be the unique integer in {0, 1,
We define an edge weighting x S : E(G S ) → R + by setting x S (e) := P [e ∈ M S ] for each e ∈ E(G S ), where M S is a uniformly random perfect matching in G S . We define an edge weighting x : E(G) → R + by setting
for each e ∈ E(G), where we set x S (e) to be 0 for each S such that e / ∈ E(G S ). Then, by Lemma 4.1, x is the desired C-normal perfect fractional matching of G.
Counting short paths
The aim of this section is to prove the following lemma, which guarantees many short tight paths in a γ-Dirac k-graph G, such that the γ-Dirac property of the graph G ′ obtained from deleting any such path is still essentially intact.
There exists a set P of √ n-paths in G such that:
We now provide some important definitions and sketch the proof of Lemma 5.1. We then collect together a number of technical lemmas, and finally use these results to prove Lemma 5.1.
5.1. Random walk notation. We first define some random walks which will be of central importance to the proof of Lemma 5.1. Let k ≥ 2 be an integer, let G be a k-graph, and let x : E(G) → R + be a positive edge weighting function. Each of our random walks Z = (Z −(k−2) , Z −(k−3) , . . . ) on V will begin with an ordered (k −1)-tuple (Z −(k−2) , . . . , Z 0 ) chosen according to some probability distribution µ : (V ) k−1 → R + . We say that µ is the initial distribution of Z. Random vertices will then be added one-by-one to each Z according to the transition probabilities of Z. Suppose we are given a random walk Z = (Z −(k−2) , . . . , Z j−1 ) on V , up to time j − 1. Then we say that semiviable vertices for step j are those vertices v ∈ V satisfying {Z j−(k−1) , . . . , Z j−1 } ∪ {v} ∈ E(G). We say that viable vertices for step j are those vertices v ∈ V which are semiviable and satisfy v / ∈ {Z −(k−2) , . . . , Z j−1 }. Let Q j and R j denote the sets of semiviable and viable vertices for step j, given the random walk up to time j − 1, respectively.
We say that a random walk X = (X −(k−2) , X −(k−3) , . . . ) on the vertices of G, with any initial distribution µ, is a self-avoiding x-walk to mean that the transition probabilities of X for j ≥ 1 are defined for all v ∈ V by
whenever R j is non-empty, otherwise we terminate the walk. Here, and throughout, we define x (S) := 0 for any S / ∈ E(G).
to the random walk −2) , . . . , X i ). We thus refer to both X and X (k−1) as the self-avoiding x-walk on G with initial distribution µ, since they are reformulations of each other.
Suppose now that G has no isolated (k − 1)-tuples (this will always be true for us). We say that a random walk
, with any initial distribution µ, is a simple x-walk to mean that the transition probabilities of Y for j ≥ 1 are defined by
is a Markov chain on (V ) k−1 because the transition probabilities at any time depend only on the current state. When the stationary distribution of Y (k−1) exists and is unique, we denote it by π, and we say that a simple x-walk
. . ) on the ordered (k −1)-tuples of V is the stationary x-walk on G if the initial distribution is π. Again, we have that
We also call W the stationary x-walk, and use the vertex (or tuple) version whenever it is more convenient. Finally, whenever the initial distribution µ of X (or Y) satisfies µ( − → S ) = 1 for some − → S ∈ (V ) k−1 , we say that X (or Y) has starting tuple − → S .
5.2.
Further notation and sketch of the proof of Lemma 5.1. We now describe our approach to proving Lemma 5.1. Introduce a new constant C satisfying 1/n ≪ c ≪ 1/C ≪ γ, 1/k, and let G be an (n, k, γ)-graph. By Lemma 4.2, there exists a C-normal perfect fractional matching x of G. We fix such a C-normal x throughout this proof sketch. We will analyse a self-avoiding x-walk X on G with starting tuple − → S ∈ (V ) k−1 . We stop the walk after time κ := √ n, so that we may write X = (X −(k−2) , . . . , X κ ). Note that each outcome of X will correspond to a tight κ-path in G, with − → S as one end. We define V j := V \{X −(k−2) , . . . , X j−(k−1) } to be the set of all vertices of G except for all vertices X (k−1) has visited strictly before − → X j . We say that V j is the residual vertex set of G at time j. We also define G j := G[V j ] and say that G j is the residual graph at time j. We also write X (j) to denote the walk X up to time j, specifically X (j) := (X −(k−2) , . . . , X j ).
We will show that it is likely that the γ-Dirac property of the residual graph G κ is still essentially intact, by showing that it is likely that the vertices that X visits look roughly like a uniformly random subset of V (see Lemma 5.7) . For this, we will use the following 'tracking functions' to monitor the progress of X , with respect to how the codegree of each (k − 1)-tuple in the residual graph deteriorates over time.
For each unordered
We call the set F := {g S : S ∈ V k−1 } the set of tracking functions of G. We say that
for all g S ∈ F.
Thus, to say that X is good is to say that the set of κ + k − 1 vertices that X visits look roughly like a uniformly random subset of V , with respect to the codegrees of all (k − 1)-tuples. In particular, for all (k − 1)-tuples S ∈ V k−1 , the proportion of vertices of N G (S) visited by X is approximately κ/n, and this is the property that will allow us to deduce condition (iii) of Lemma 5.1.
Let
, and let
. . ) be the simple x-walk on G a with starting tuple − → X a . To show that the walk X is likely to be good, the following will be the main steps:
(i) Firstly we show that the behaviour of ( − → X a , . . . ) follows closely that of Y (k−1) by exhibiting a coupling of the two walks such that the probability of X (k−1) and Y (k−1) being different is acceptably small, provided b − a is small.
(ii) Next we see that Y (k−1) mixes (converges to its stationary distribution π) rapidly.
(iii) We also show that the stationary
Putting the above together, we see that even for small q, the distribution of each X i , given the walk to time i − q, is typically close to the uniform distribution on V i−q , and thus for each tracking function g ∈ F, we have
. Lastly, then: (iv) We show that the actual values of the quantities a≤i≤b g(X i ) are very likely to be close to their expectations, by using Lemma 3.1. This completes the sketch of the proof that X is likely to be good. It only remains to count the number of good walks (outcomes of) X . The count will be obtained by simply dividing a lower bound for the probability that X is good, by an upper bound for the probability of obtaining any specific outcome of X . This completes the sketch of the proof of Lemma 5.1.
Random walk analysis.
In this subsection we collect some of the tools that we will use to prove Lemma 5.1. We firstly define some convenient terminology for edge weightings. Let x : E(G) → R + be a positive edge weighting of a k-graph G. We say that x is a 1 -lower-balanced if for all non-isolated S ∈ V k−1 and all v ∈ N G (S) we have that
That is, all possible x-walk transition probabilities are bounded below by a 1 . Similarly, we say that x is a 2 -upper-balanced if for all non-isolated S ∈ V k−1 and all v ∈ N G (S) we have x (S ∪ {v}) / v ′ ∈V x (S ∪ {v ′ }) ≤ a 2 . We say that x is (a 1 , a 2 )-balanced if x is a 1 -lower-balanced and a 2 -upper-balanced. We now give a simple result which shows that we may couple the self-avoiding x-walk and the simple x-walk to behave very similarly over small distances. 
, and X and Y agree up to time i − 1, say X j = Y j = v j ∈ V for each j ∈ {−k + 2, . . . , i − 1}, then we couple at the next step so that X i coincides with Y i whenever the choice of Y i is a viable choice for X i , which is to say that Y i is not a vertex already seen. So with this coupling, for any positive integer i ≤ δ(G) we have
Thus for any positive integer q ≤ δ(G) we obtain
The desired result now follows from (3.1).
We now aim to show that Y (k−1) mixes rapidly. The key part of the proof will be the following argument that Y (k−1) has many different choices for how to arrive at a specified target ordered tuple − → T ∈ (V ) k−1 in a fixed number of steps.
for each Q ∈ Q, and define Q ′ := {Q ∈ Q : G Q is (γ/2)-Dirac}. We apply Proposition 3.3 (with P = {{v} : v ∈ V }, P 0 = {{v} : v ∈ S ∪ T}, and with a, 1, |S ∪ T| playing the roles of m, ℓ, t, respectively) to deduce that |Q ′ | ≥ |Q|/2. Fix Q ∈ Q ′ and write
is γ/4-Dirac, we may apply Lemma 3.7 (with γ/4 playing the role of γ) to find an a-path P 1 Q in G[S ∪ Q] which connects − → S and ← − T ′ , and the obvious concatenation of P 1 Q and P 2 Q is an ℓ-walk W Q from − → S to − → T in G Q . It is clear that these ℓ-walks W Q are distinct for different choices of Q ∈ Q ′ . It thus suffices to observe that |Q ′ | ≥ is irreducible, and thus there is a unique stationary distribution π of Y (k−1) . We will use this fact without stating it from now on. We note that it also follows from Lemma 5.3 that Y (k−1) is aperiodic, which implies that the distribution of − → Y t converges to π as t → ∞. However, we need something stronger, namely that this convergence occurs quickly. This is achieved by the following lemma, which shows that Y (k−1) mixes rapidly. 
Lemma 5.4 (Mixing Lemma
Proof. Choose new constants ζ and ℓ satisfying 1/n ≪ 1/λ ≪ ζ ≪ 1/ℓ ≪ γ, τ, 1/k. We proceed by using Lemma 5.3 to show that for two simple x-walks Z (k−1) and Z ′(k−1) on G given any initial distributions, we can find a coupling such that Z (k−1) and Z ′(k−1) are relatively likely to meet after ℓ steps. Using this, we then exhibit a coupling of Y (k−1) and W (k−1) that will allow us to use (3.1) to upper bound d T V (Y q , W q ).
Let Z (k−1) be a simple x-walk on G with any initial distribution φ, and fix any − → T ∈ (V ) k−1 . By Lemma 5.3, G has at least ζn ℓ−(k−1) ℓ-walks from − → S to − → T , for each − → S ∈ (V ) k−1 , and thus:
Thus we may construct a coupling of any pair of simple x-walks Z (k−1) and
Under this coupling, we have
We now construct a coupling of Y (k−1) and W (k−1) as follows. We partition the time steps into consecutive intervals of length ℓ. In the first interval, we couple Y (k−1) and
easily check that repeating this process yields a valid coupling of Y (k−1) and W (k−1) . Note that, with this coupling and for any q which is sufficiently large compared to ℓ, we have
We use this coupling and apply (3.1) to obtain
It will be useful to have an explicit formula for the stationary distribution π of Y (k−1) , and so we obtain this now. (Observe that the simple x-walk Y (k−1) on (V ) k−1 is in general not a symmetric Markov chain.) Proposition 5.5. Let 1/n ≪ γ ≪ 1/k where k ≥ 2, and let G be an (n, k, γ)-graph. Let x : E(G) → R + be a positive edge weighting of G, and for each
.
Then π is the unique stationary distribution of the simple x-walk
Proof. By standard results on the stationary distribution of a Markov chain (see [15, Proposition 1.20] for example), it suffices to prove that π : (V ) k−1 → R + as defined in (5.4) is a probability distribution on (V ) k−1 , and that
where P ( − → S , − → T) denotes the (one-step) transition probability of Y (k−1) from − → S to − → T . It follows quickly from (5.4) that π is a probability distribution on (V ) k−1 , and (5.5) follows from applying (5.1) and (5.4).
Next we show that, provided the edge weighting x : E(G) → R + is an 'almost-perfect' fractional matching, the stationary x-walk on G is such that each vertex of G is roughly equally likely to be the current vertex at any time. Let ε ∈ (0, 1) and k ≥ 2. For a k-graph G, we say that a fractional matching x : E(G) → R + is ε-almost-perfect if e∋v x (e) ≥ 1 − ε for all v ∈ V . Lemma 5.6. Let 1/n ≪ γ, 1/k, where k ≥ 2, and let G be an (n, k, γ)-graph. Suppose that x : E(G) → R + is an n −2/5 -almost-perfect fractional matching of G and let W = (W −(k−2) , W −(k−3) , . . . ) be the stationary x-walk on G. Then for each i ∈ N and each v ∈ V we have
By the law of total probability, (5.1), and Proposition 5.5, we obtain:
Applying 1 − n −2/5 ≤ e∋v x (e) ≤ 1 for all v ∈ V , we obtain (5.6).
We now show the crucial fact that, for any large set U ⊆ V , the probability that the self-avoiding x-walk X is in U after a small number of steps is roughly |U |/n. We will apply this fact to neighbourhoods of (k − 1)-tuples in the proof that X is likely to be good. This in turn will be used to show that X will, in expectation, behave roughly uniformly with respect to the codegrees of all (k − 1)-tuples.
Lemma 5.7 (Uniformity Lemma
Proof. We first argue that x is (1/C 2 n, 2C 2 /n)-balanced. Indeed, since x is C-normal and G is γ-Dirac, we have
The lower bound follows similarly. Now let U ⊆ V be of size |U | ≥ n 3/4 , and fix
, . . . ) be the simple x-walk on G with starting tuple − → S and let W = (W −(k−2) , W −(k−3) , . . . ) be the stationary x-walk on G. We will show that X q is distributed similarly to Y q since q is not too large, and that Y q is distributed similarly to W q since q is large enough, and finally we will use Lemma 5.6 to show that P [W q ∈ U ] is roughly |U |/n.
| and applying Lemma 5.2 (with 2C 2 /n playing the role of r), we obtain
Consider the term c 2 :
We apply Lemma 5.4 (with 1/C 2 , 1/n 2 playing the roles of τ , η respectively, and using q ≥ (ln n) 2 = ((ln n)/2) · ln(1/η)) to obtain
We now apply Lemma 5.6 to the term c 3 := |P [W q ∈ U ] − |U |/n| to obtain
Finally, by the triangle inequality we have |P [X q ∈ U ] − |U |/n| ≤ c 1 + c 2 + c 3 < n −13/10 |U |, which is equivalent to (5.7).
5.4.
The walk is likely to be good. The aim of this section is to prove the following lemma, which states that under our assumptions, a self-avoiding x-walk of length √ n is good with high probability.
Lemma 5.8. Let 1/n ≪ 1/C ≪ γ, 1/k, where k ≥ 2, and let G be an (n, k, γ)-graph. Let
and let X = (X −(k−2) , . . . , X κ ) be a self-avoiding x-walk on G with starting tuple
To prove Lemma 5.8, we will need some results on the behaviour of the residual graphs G j as the walk X progresses, so that we can apply Lemma 5.7 to each G j . We define x| G j to be the restriction of x to E(G j ), so that x| G j : E(G j ) → R + is a (not necessarily perfect) fractional matching of G j .
Proposition 5.9. Suppose the assumptions of Lemma 5.8 hold. Let F be the set of tracking functions of G. Then for any g ∈ F and any j ∈ {0, . . . , κ}, the following conditions hold deterministically:
Proof. It suffices to prove that conditions (i)-(iv) hold for any j ∈ {0, . . . , κ} and any outcome x(j) = (x −(k−2) , . . . , x j ) of X (j). Throughout the proof, we let j ∈ {0, . . . , κ} be fixed, and we let x(j) be a fixed outcome of X (j), thus determining V j and G j .
. Relaxing the upper bound and recalling that g(V ) ≥ n/2, we obtain g(V j ) = (1 ± 2κ/n)g(V ). Note that 2κ/n = 2n −1/2 < n −1/4 (1 − κ/n) − κ/n ≤ n −1/4 (1 − j/n) − j/n, which implies (i).
. By (i), we have
, we conclude that G j is γ/2-Dirac. The calculations for (iii) and (iv) are straightforward.
For any j ∈ {0, . . . , κ} and any fixed outcome x(j) = (x −(k−2) , . . . , x j ) of X (j), we write P x(j) for the probability measure in the conditional probability space where we have fixed
We are now ready to prove Lemma 5.8.
Proof of Lemma 5.8. We need to prove that, with probability at least 1 − 1/n,
holds simultaneously for every g ∈ F. It will suffice to prove that (5.9) holds for any fixed g ∈ F with probability at least 1 − 1/n k , say, since |F| ≤ n k−1 . Fix g ∈ F and set q := (ln n) 2 . By breaking up Error g (X ) and repeatedly applying the triangle inequality, we obtain:
We now prove an upper bound for each of the three sums in the final expression above. To this end, fix j ∈ {0, . . . , κ − q}, fix an outcome x(j) = (x −(k−2) , . . . , x j ) of X (j), and let T ∈ V k−1 be such that g = g T . We apply Proposition 5.9 to deduce that G j is γ/2-Dirac, and that x| G j is 2C-normal and n −2/5 -almost-perfect. We can now apply Lemma 5.7 to G j to deduce that
We deduce that |E [g(X j+q ) | X (j)]−g(V j )/(n−j)| < n −5/4 g(V ) for each j ∈ {0, . . . , κ−q}. Next, we apply Proposition 5.9(i) to obtain that, for each j ∈ {0, . . . , κ − q}, we have
. Finally, applying Lemma 3.1 with log n playing the role of t, and using ||g|| ∞ = 1 (there are no isolated (k − 1)-tuples), we see that with probability at least 1 − 2q exp(−(log n) 2 /2), we have
so that altogether, with probability at least 1 − 1/n k , we have
completing the proof of the lemma.
We now have all the tools we need to prove Lemma 5.1.
Proof of Lemma 5.1. Choose a new constant C satisfying 1/n ≪ c ≪ 1/C ≪ γ, 1/k, and let x : E(G) → R + be a C-normal perfect fractional matching (such an x exists by Lemma 4.2). Write κ := √ n, and let X = (X −(k−2) , . . . , X κ ) be the self-avoiding x-walk on G with starting tuple − → S . It is clear from the definition of a self-avoiding x-walk that any outcome of X corresponds to a κ-path in G with − → S as one end (note that the walk does not stop before time κ, since all codegrees are large enough). We argue now that good outcomes of X also satisfy condition (iii), where we say an outcome X = (X −(k−2) , . . . , X κ ) of X is a good outcome if X satisfies (5.2). Let P be a tight path in G corresponding to a good outcome X of X , let − → T be the non-− → S end of P , and let G κ denote the residual graph of G at time κ of X. Thus G κ = G − (V (P ) \ T) and |V κ | = n − κ. Let M ∈ Vκ k−1 and let g M ∈ F be the tracking function of G corresponding to M. Since X is good, we obtain:
Lastly then, it suffices to count the number of good outcomes of X . We begin by finding an upper bound for the probability that X yields any particular fixed tight path. For any j ∈ {0, . . . , κ}, we have by Proposition 5.9(ii)-(iii) that G j is γ/2-Dirac and x| G j is 2C-normal. It follows that x| G j is 8C 2 /(n − j)-upper-balanced. In particular, setting p := 16C 2 /n, we have that all transition probabilities of X are bounded from above by p. Let Q = (q −(k−2) , . . . , q κ ) be a fixed κ-path in G with − → S = (q −(k−2) , . . . , q 0 ) as one end. Then
By Lemma 5.8, we have that P [X is good] ≥ 1/2, so we conclude that the number of good outcomes of X (and thus the number of tight κ-paths in G satisfying (ii) and (iii)) is at least (1/2)/p κ ≥ (cn) κ , which completes the proof of the lemma.
Counting and absorbing long paths
In this section we show how to iterate Lemma 5.1 to construct tight paths in G which use almost all of the vertices of G, and we count the number of choices that can be made in this process to obtain a lower bound for the number of these long paths. Finally, we prove Theorem 1.1 by showing how these paths can be completed into tight Hamilton cycles of G. Lemma 6.1. Let γ > 0, let k ≥ 2, and let G be an (n, k, γ)-graph. There are at least exp(n ln n − Θ(n)) tight paths in G of length at least n − n 7/8 .
Proof. We describe an algorithm on G. Let − → S 0 ∈ (V ) k−1 be arbitrary, set G 0 := G, set n 0 := n, and set γ 0 := γ. For each i ≥ 0, set n i+1 := n i − √ n i , and set γ i+1 := γ i −(n i ) −2/3 . Set L to be the smallest index such that n L < n 7/8 . Suppose we have already performed i steps of the algorithm, and obtained a k-graph G i on n i vertices satisfying δ(G i ) ≥ (1/2 + γ i )n i , and we have obtained − → S i ∈ (V (G i )) k−1 . If γ i < γ/2 or i = L, then we terminate the algorithm. Otherwise, we apply Lemma 5.1 to G i to obtain a set P i+1 of √ n i -paths, each with chosen starting tuple − → S i . Choose P i+1 ∈ P i+1 arbitrarily, let − → T i+1 be the non-− → S i end of P i+1 , and put
we have γ i = γ − r i . We claim that the algorithm does not terminate in the first L steps. To see this, note that it suffices to show that r L = o(1). Write κ i := √ n i and observe that n L−1 = n − L−2 j=0 κ j ≤ n − (L − 1)κ L−1 . Re-arranging, we obtain that L ≤ 2n/κ L−1 . Using n L−1 ≥ n 7/8 , we obtain that
so the algorithm does not terminate in the first L steps, as claimed. When the algorithm terminates, we have obtained tight paths P 1 , . . . , P L . By construction, we may concatenate these paths, in order, to obtain a path Q := i≤L P i of length n − n L ≥ n − n 7/8 . Let N be the number of tight paths of length n − n L in G. By Lemma 5.1(i), there is a positive constant c < 1 such that the number of choices for P i+1 is at least (cn i ) κ i , for each i ∈ {0, . . . , L − 1}. Thus, we obtain
n n! (n 7/8 )! = exp(n ln n − Θ(n)).
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. The upper bound holds trivially. To prove the lower bound, we choose a set W ⊆ V of size n 9/10 uniformly at random. A simple application of Lemma 3.2 shows that there is a choice of W such that |N (S)∩W | ≥ (1/2+3γ/4)|W | for all S ∈ V k−1 . Fix such a choice of W , set G ′ := G−W , and put n ′ := n−n 9/10 . Then G ′ is γ/2-Dirac, and we apply Lemma 6.1 to G ′ (with γ/2 playing the role of γ) to find a set P of tight paths of length at least n ′ − (n ′ ) 7/8 in G ′ , such that |P| ≥ exp(n ′ ln n ′ − Θ(n ′ )) = exp(n ln n − Θ(n)). Fix P ∈ P, let − → S P and − → T P be the ends of P , and let U P := V (G ′ ) \ V (P ), so that |U P | ≤ (n ′ ) 7/8 ≤ n 7/8 . Notice that G[W ∪U P ∪S P ∪T P ] is γ/2-Dirac. Thus, by Lemma 3.7, there is a tight Hamilton path Q P of G[W ∪ U P ∪ S P ∪ T P ] with ends ← − S P and ← − T P . Then C P := P ∪ Q P is a tight Hamilton cycle of G.
Finally, note that for each C ∈ C, the number of P ∈ P with C = C P is at most n 2 , since P must be a subpath of C. We conclude that C is a set of at least n −2 exp(n ln n − Θ(n)) = exp(n ln n − Θ(n)) tight Hamilton cycles in G.
Finally, we prove Corollary 1.2.
Proof of Corollary 1.2.
By considering the number of perfect matchings in the complete k-graph on n vertices, it is easy to see that the upper bound holds. We now use Theorem 1.1 to show that the lower bound holds. Let γ > 0 be fixed, let k ≥ 2, k | n, and let G be a k-graph on n vertices satisfying δ(G) ≥ (1/2 + γ)n. Let M be the set of perfect matchings of G, and let C be the set of tight Hamilton cycles of G. Notice that, for any M ∈ M, there are at most (n/k)!(k!) n/k choices of C ∈ C such that M ⊆ E(C), because we may construct all vertex orderings corresponding to possible such C by reordering the edges of M and the vertices within them. By applying Theorem 1.1, we conclude that |M| ≥ |C| n k !(k!) n/k = exp 1 − 1 k n ln n − Θ(n) .
Concluding remarks
Though Theorem 1.1 holds in γ-Dirac k-graphs with equality, we believe that the error bound can be made more precise. More specifically, we believe the following hypergraph version of [8, Theorem 1.1] holds, giving a more accurate lower bound for the number of tight Hamilton cycles in such hypergraphs.
Conjecture 7.1. For a fixed integer k ≥ 2 and a fixed constant γ > 0, the number of tight Hamilton cycles of a k-graph G on n vertices with δ(G) ≥ (1/2 + γ)n is at least (1/2 − o(1)) n n!.
It would of course be desirable to obtain a formula for the number of tight Hamilton cycles (and perfect matchings) in γ-Dirac k-graphs G which takes properties of G like the degrees and codegrees into account. We recall that such a formula has already been obtained [8, Theorem 1.3, Theorem 1.5] in terms of the 'entropy of G' in the k = 2 case, and it would be interesting to see if this (or a similar) notion can be extended to k ≥ 3.
Finally, we note that the results of [8] show that graphs with minimum degree precisely at the threshold for Hamiltonicity in fact have many Hamilton cycles. The exact minimum codegree threshold for existence of a tight Hamilton cycle in k-graphs on n vertices is not yet known for k ≥ 4, but is known to be ⌊n/2⌋ in the case k = 3 [22, Theorem 1.2], and it is of course a natural question to ask if the conclusions of Theorem 1.1 or indeed Conjecture 7.1 hold in this exact setting.
that for each S ∈ M j , we have P [S ⊆ V (Y )] = p j , and note further that |M j | ≤ (ℓt) k n j , for each j. Then by a union bound over all S ∈ M we obtain 
