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We argue that notions in quantum theory should have universal properties in the sense of category the-
ory. We consider the completely positive trace preserving (CPTP) maps, the basic notion of quantum
channel. Physically, quantum channels are derived from pure quantum theory by allowing discard-
ing. We phrase this in category theoretic terms by showing that the category of CPTP maps is the
universal monoidal category with a terminal unit that has a functor from the category of isometries.
In other words, the CPTP maps are the affine reflection of the isometries.
1 Introduction
The basic foundation of statistical quantum mechanics and quantum channels is usually motivated as
follows.
Step 1. Pure quantum theory is not random, and is moreover reversible.
Step 2. Pure quantum theory does not allow us to discard or hide parts of a system.
Step 3. Full quantum theory accounts for the perspective of an observer for whom some things are
hidden. Hiding/discarding parts of a system can lead to randomness, mixed states, and quantum
channels.
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Figure 1: A typical quantum circuit.
In this paper we propose to formalize this argument
in categorical terms as follows. We use the language of
(symmetric) monoidal categories, which are structures
that support two forms of combination, as illustrated
in Figure 1: the monoidal product for juxtaposing sys-
tems, and categorical composition for connecting the in-
puts/outputs of systems. The figure also illustrates the
discarding of an ancilla (notated ).
Step 1. Pure quantum theory is based on the monoidal
category Isometry of finite dimensional Hilbert spaces and isometries between them. Recall that
an isometry C→ Cn is an n-level pure state, and every isometry Cn → Cn is invertible (unitary).
Step 2. A monoidal category admits discarding when its monoidal unit (representing the empty sys-
tem) is a terminal object. For then every system A⊗B has a canonical map A⊗B→ A⊗ 1 ∼= A,
discarding B. But in the category of isometries, the monoidal unit C is not a terminal object.
Step 3. Full quantum theory can be interpreted in any symmetric monoidal category that contains
Isometry but where the unit is a terminal object (it supports discarding). Our main theorem (The-
orem 5) is that the universal such category is the monoidal category CPTP of finite dimensional
Hilbert spaces and completely positive trace preserving maps between them. Recall that a CPTP
map C→ Cn is an n-level mixed state in the usual sense. Thus full quantum theory is canonically
determined from pure quantum theory by the universal property of having a terminal unit.
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2 Preliminaries
For completeness, we recall some basic ideas from category theory (e.g. [15]) as well as the definitions
of the key categories under consideration (e.g. [28, Ch. 4], [9]). The expert reader can skip this section.
Definition 1. A strict monoidal category is a category C together with a functor ⊗ : C×C→ C and
an object I such that (A⊗B)⊗C = A⊗ (B⊗C), A⊗ I = I ⊗A = A, ( f ⊗ g)⊗ h = f ⊗ (g⊗ h), and
f ⊗ idI = idI ⊗ f = f . A symmetric strict monoidal category additionally has a natural isomorphism
σA,B : A⊗B∼= B⊗A such that σB,AσA,B = idA⊗B and
A⊗B⊗C
B⊗A⊗C B⊗C⊗A
σA,B⊗C
σA,B⊗C
B⊗σA,C
In what follows, we only consider strict monoidal categories, and so we drop the adjective “strict”.
(This is primarily to avoid complicating the presentation with 2-categorical considerations.)
Definition 2 (Example: Isometries). The symmetric monoidal category Isometry of isometries is de-
fined as follows. The objects are natural numbers, with n to be thought of as the Hilbert space Cn. The
morphisms m→ n are linear maps f : Cm→Cn that are isometries (|| f (v)||= ||v||). Categorical compo-
sition is just composition of linear maps. The monoidal structure is given on objects by multiplication:
m⊗n
def
= mn. Note that the Hilbert space Cmn is the tensor product of Cm and Cn, and so we can define
the monoidal structure on morphisms by taking the usual tensor product of linear maps.
More concretely, every isometry is represented by a matrix V ∈ Cmn such that V ∗V = I. Categorical
composition is by matrix multiplication. The monoidal structure on morphisms is the Kronecker product.
For example, a pure qubit state is the same thing as an isometry 1→ 2, and the circuit in Figure 1 to
the left of the dotted line is an isometry 2⊗2→ 2⊗2⊗2 (i.e. 4→ 8).
Definition 3 (Example: CPTP maps). The symmetric monoidal category CPTP of completely positive
trace preserving maps is defined as follows. The objects are natural numbers, with n to be thought of as
the space Mn = C
n2 of n×n complex matrices, that is, as the algebra of operators on the n-dimensional
Hilbert space. The morphisms m→ n are linear maps Mm →Mn that are completely positive and trace
preserving. The idea is that these are the maps that preserve density matrices even when coupled with an
ancilla.
To formulate a formal definition, first note that Mmn is the tensor product of Hilbert spaces Mm and
Mn, and so we can combine any linear maps f : Mm → Mn, g : Mm′ → Mn′ into a linear map f ⊗ g :
Mmm′ → Mnn′ . A linear map f : Mm → Mn is positive if f (ρ) is a positive operator whenever ρ is a
positive operator (v⊤ρv ≥ 0 for all v ∈ Cm). The map f : Mm → Mn is completely positive if for every
natural number p the linear map ( f ⊗ p) :Mmp →Mnp is positive. Categorical composition in CPTP is
composition of linear maps. The monoidal structure is again given by multiplication (m⊗ n
def
= mn) on
objects and on morphisms by the tensor product of linear maps.
In the literature, CPTP maps are sometimes called ‘quantum channels’ or ‘superoperators’.
A special aspect of CPTP, compared to Isometry, is that the monoidal unit 1 is a terminal object.
This means that there is a unique morphism ! : n→ 1 for every object n. This unique CPTP map ! : n→ 1
is the trace operator tr(ρ) = ∑ni=1 ρi,i. The tensor idm⊗! :m⊗n→ m⊗1=m is the partial trace operator
Mmn→Mm. For example, the circuit in Figure 1 to the right of the dotted line is the partial trace operator
2⊗2⊗2→ 2⊗2 (i.e. 8→ 4).
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Definition 4 (Symmetric monoidal functor). If C and D are symmetric monoidal categories, then a strict
symmetric monoidal functor is a functor F : C→ D such that F(IC) = ID, F(A⊗C B) = (F(A))⊗D
(F(B)), and similarly with morphisms, and such that F(σC) = σD.
If V : m→ n is an isometry then the mapping ρ 7→ VρV ∗ is a completely positive trace preserving
map m→ n. This extends to an identity on objects functor E : Isometry→ CPTP.
For example, the entire circuit diagram in Figure 1 is a CPTP map 2⊗2→ 2⊗2 (i.e. 4→ 4), formed
by composing the left hand part (an isometry 4→ 8 considered as a CPTP map via E) with the right hand
part (a partial trace operator 8→ 4).
We remark that E : Isometry→ CPTP is not faithful because the isometries 1→ 1 are the global
phase shifts, of which there are many, whereas the object 1 is terminal in CPTP. This is the collapse of
global phase.
3 Main theorem
In this section we state and prove our main theorem: that CPTP (Def. 3) is the universal monoidal
category with a terminal unit with a functor from Isometry (Def. 2).
Theorem 5. For every strict symmetric monoidal category with terminal unit D and every symmetric
monoidal functor F : Isometry → D there is a unique symmetric monoidal functor Fˆ : CPTP→ D
making the following diagram commute.
Isometry CPTP
D
F
E
Fˆ
(1)
Before we prove the theorem, we remark that it uniquely determines CPTP to within unique isomor-
phism: if E ′ : Isometry→ C also has the unique extension property (∀F∃!Fˆ.F = FˆE ′), then there is a
unique symmetric monoidal isomorphism J : CPTP∼= C making E ′ = JE . This uniqueness is usual for
a universal property (e.g. [20, §III.1]). So this universal property could be used as a definition of the cat-
egory CPTP. Indeed, we argue that this universal property is more directly motivated than Definition 3,
since it comes immediately from a categorical formulation of Steps 1–3 in the introduction. By contrast,
to motivate Definition 3 directly, one must somehow explain and motivate mixed states and density ma-
trices, then explain why a CPTP map is defined on all matrices not just density matrices, explain why
complete positivity rather than positivity is required, and so on. (On the other hand we do not dispute the
power of Definition 3 as a calculational tool.)
Theorem 5 is a consequence of Stinespring’s dilation theorem and its uniqueness condition. We now
recall the following variant of it. See for instance, [29, Thms. 2.2 & 2.5] or [28, Def. 5.2.1, Ex. 5.2.5].
For diagrammatic argument, see [9, Ch. 6]; for an alternative universal uniqueness condition and gener-
alizations, see [27, Prop. 13]; for an analysis from the perspective of probabilistic-theories, see [5].
Lemma 6. Every completely positive trace-preserving map f : m→ n can be written as
f (ρ) = tra(VρV
∗)
for an isometry V : m→ n⊗a, where tra = n⊗! : (n⊗a)→ n is partial trace.
The choice of V and a is unique up to isometries of the ancilla a, in the following sense. If W : m→
n⊗b is an isometry and
f = tra(V (−)V
∗) = trb(W (−)W
∗)
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then there are isometries a
V ′
−→ c
W ′
←− b such that (idn⊗V
′)◦V = (idn⊗W
′)◦W.
We now return to the main theorem.
Proof of Theorem 5. Since E is identity on objects, we must define Fˆ(n)
def
= F(n).
For a CPTP map f : m→ n we use Lemma 6 to pick a Stinespring dilation (V,a) and define Fˆ( f ) :
F(m)→ F(n) by
Fˆ( f )
def
=
(
F(m)
F(V )
−−−→ F(n⊗a) = F(n)⊗F(a)
F(n)⊗!
−−−−→ F(n)
)
This morphism Fˆ( f ) is independent of the choice of dilation (V,a). For if (W,b) is another dilation,
the uniqueness property in Lemma 6 guarantees that we can find c such that the following diagram
commutes:
F(n)⊗F(a)
F(m) F(n)⊗F(c) F(n)
F(n)⊗F(b)
F(n)⊗F(V ′)
F(n)⊗!
F(V )
F(W)
F(n)⊗!
F(n)⊗F(W ′)
F(n)⊗!
Notice that if any symmetric monoidal functor Fˆ is going to make diagram (1) commute then it must be
defined in exactly this way because it must preserve the monoidal structure and composition, because !
is unique, and because it must commute with F . Thus, provided Fˆ is a symmetric monoidal functor, it is
unique.
We must check that this definition preserves the monoidal category structure. Preservation of identity
morphisms is easy: we can pick the dilation (I,1). For preservation of composition, notice that if (V,a)
is a dilation of f : m→ n and (W,b) is a dilation of g : n→ p then ((W ⊗ ida)V,b⊗a) is a dilation of g f .
Indeed
F(n)
F(m) F(n)⊗F(a) F(p)⊗F(b) F(p)
F(n)⊗F(b)⊗F(a)
F(W)
Fˆ(g)Fˆ( f )
F(V )
Fˆ(g f )
F(n)⊗!
F(W)⊗idF(a)
F(p)⊗!
F(n)⊗F(b)⊗!
For preservation of the monoidal product, notice that if (V,a) is a dilation of f : m→ n and (W,b) is a
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dilation of g : p→ q then ((idm⊗σ ⊗ idp)◦ (V ⊗W),a⊗b) is a dilation of f ⊗g. Indeed
F(m)⊗F(p) F(n)⊗F(a)⊗F(q)⊗F(b) F(n)⊗F(q)
F(n)⊗F(q)⊗F(a)⊗F(b)
Fˆ( f )⊗Fˆ(g)
F(V )⊗F(W)
Fˆ( f⊗g)
F(n)⊗!⊗F(q)⊗!
F(n)⊗σ⊗F(b)
F(n)⊗F(q)⊗!
4 Discussion and outlook
Terminal units and discarding in quantum theory and elsewhere. Monoidal categories with ter-
minal unit are often called ‘affine monoidal categories’ or ‘semi-cartesian monoidal categories’. The
importance of this structure is widely recognized in both Categorical Logic and in the Categorical Quan-
tum Mechanics programme. In categorical logic, affine monoidal categories have long been considered
as a version of linear logic which is resource sensitive but where resources can be discarded (generally,
see e.g. [13, 26]; in the quantum setting, see [22, 1]). In CQM, traces have long been regarded as impor-
tant in the Selinger’s CPM construction (e.g. [21, 7], and [9, Ch. 6], but also [10, 11, 16, 17]). Effectus
theory is a bridge between logic and CQM, and affine monoidal categories play a key role there (e.g. [6,
§10], [2], [25]). Despite all this interest, Theorem 5 appears to be novel.
Affine reflections in general. We can restate our main theorem in terms of an adjunction (follow-
ing e.g. [20, Thm. IV.1.2(ii)]). The category SMCat of (small) symmetric monoidal categories and
symmetric monoidal functors has a full subcategory AMCat comprising those monoidal categories
for which the unit is terminal. The full and faithful embedding AMCat→ SMCat has a left adjoint
L : SMCat→ AMCat. In other words, AMCat is a reflective subcategory of SMCat. The universal
property of CPTP from Theorem 5 can be rephrased in these terms as follows.
Corollary 7. The symmetric monoidal category of CPTP maps is the affine reflection of the symmetric
monoidal category of isometries:
L(Isometry)∼= CPTP
The reflection L has also been investigated by Hermida and Tennent [12, Cor. 2.11]. They work
in the dual, ‘co-affine’, setting, and they use the construction for the different purpose of modelling
specification logics for non-quantum programs. Dualizing their analysis, we see that in general the
category L(C) can be described as having the same objects asC but the morphismsm→ n are equivalence
classes of pairs (a, f : m→ n⊗a) for the equivalence relation generated by
(a, f ) ∼ (b,(n⊗g) f ) for f : m→ n⊗a, g : a→ b (2)
In Appendix A we discuss the affine reflection of the category of injections; see also [12, §4] where other
examples are also given.
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Further comparison with the CPM construction. The general relationship between the affine reflec-
tion L and the CPM construction from categorical quantum mechanics warrants further investigation.
We make some preliminary remarks. First we recall that the CPM construction has been described as an
initial object in a category [10, 7], but it is unclear how this initiality relates abstractly to our universal
property. However, we can compare the CPM approach with our approach based on affine reflections
as follows. Recall that the CPM construction considers those maps between abstract matrix algebras for
which there exists a dilation. Thus
• Two dilations are equated in the CPM construction when they give rise to the same map between
abstract matrix algebras;
• Two dilations are equated in the affine reflection when they are equal according to the equivalence
relation generated by (2).
These two notions of equivalence of dilation coincide when dilations are essentially unique, as in Lemma 6,
but this is unlikely to be the case in an arbitrary categorical setting. Indeed, this essential uniqueness of
dilations is often taken as a postulate for reconstructing quantum mechanics (e.g. [5]).
Relation to quantum circuits When C is a PROP, i.e. there is an object A such that every object is of
the form A⊗·· ·⊗A, then L(C) is again a PROP, which is obviously presented (in the sense of App. A.2
of [3], Sec. 2.1 of [4]) by one generating morphism : 1→ 0 and equations of the form:
f = g = (3)
and so on.
In particular, if we focus on the PROP of quantum circuits without discarding and measurement,
Isometry2, which is the full subcategory of Isometry generated by 2, then we can form L(Isometry2) by
freely adding discarding. In Appendix B we show that L(Isometry2) is a full subcategory of CPTP, by
using a variation of the proof of Theorem 5. We understand that there is ongoing work to add discarding
to the ZX-calculus [14], which may be along similar lines.
Summary and directions. The main idea of this paper is that the categories that arise in quantum
theory can and should be made canonical by virtue of universal properties that are motivated by physics.
The universal property in Theorem 5 and Corollary 7 is directly motivated by the three steps of the
physical argument in the introduction.
Our starting point for this work was the programming-like axiomatization of completely positive
unital maps between C*-algebras [23]. This is now part of a bigger ongoing programme to investigate
how to give universal properties to other aspects of operator algebras. For example:
• The category Isometry also has another important monoidal structure ⊕, given on objects by
addition (m⊕n= m+n), and this forms a bimonoidal category [19]. We have preliminary results
extending Theorem 5 to take account of this bimonoidal structure. It might be interesting to relate
this to the CP* construction [8].
• The isometriesm→ n have a topological structure, making Isometry a topologically enriched cate-
gory. We have preliminary results extending Theorem 5 to give a canonical topological enrichment
for CPTP, using [18].
An ultimate goal is to investigate whether universal properties suggest new categories for quantum theory.
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A Matrix algebra representation of the affine reflection of injections
The main result of this paper (Thm. 5) is that the affine reflection of the isometries is the category of
CPTP maps. But one can construct an affine reflection of any symmetric monoidal category [12]. We
now consider the case of injections, which might be thought of as a non-quantum analogue of pure
reversibility.
Definition 8. The symmetric monoidal category Injection has objects natural numbers, considered as
sets, and morphisms injections between them. Composition is composition of functions. The monoidal
structure is multiplication on objects, and the pairing of injections on morphisms.
This category Injection can be thought of as a wide subcategory of the category of isometries, once
we understand an injection f : m→ n as an isometry Vf : m→ n which is the linear map C
m → Cn with
(Vf (~a)) f (i) = ai and (Vf (~a)) j = 0 if j 6∈ image( f ).
The category Function of all functions between natural numbers is also a symmetric monoidal cate-
gory with a terminal unit. But it is not the free affine reflection.
Proposition 9. There is no symmetric monoidal functor F : Function→ CPTP making the following
diagram commute:
Injection Function
Isometry CPTP
V F
E
Proof. Suppose (to get a contradiction) that F : Function→CPTP is such a monoidal functor. Consider
the injection f : 3→ 6 defined by (1 7→ 1,2 7→ 2,3 7→ 6). Notice that (!2⊗ id3) ◦ f = id3 as functions.
Since F is functorial and monoidal, we have F((!2⊗ id3) ◦ f ) = (!2⊗ id3) ◦F( f ) = (!2⊗ id3) ◦E(Vf ).
So for a 3×3 matrix M = (mi, j)1≤i, j≤3 we must have
F((!2⊗ id3)◦ f )(M) = tr2(VfMV
∗
f ) =
(m1,1 m1,2 0
m2,1 m2,2 0
0 0 m3,3
)
6=M.
So F((!2⊗ id3)◦ f ) 6= F(id3), a contradiction.
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In his work on (non-quantum) specification logic, Tennent [24] proposed the following category in
place of Function. (Actually, Tennent also allowed infinite sets, and considered the dual category, but
we skip over that for now.)
Definition 10 ([24], §3). The category Tennent has objects natural numbers, and morphisms m→ n are
pairs (Q, f ) where Q is an equivalence relation on m and f : m→ n is a function that is injective on each
Q-equivalence class: if f (i) = f (i′) and Q(i, i′) then i= i′. The identity morphism m→m is (m×m, idm),
where (m×m) is the universal equivalence relation. The composite (R,g) ·(Q, f ) is (S,g f ), where S(i, i′)
iff Q(i, i′) and R( f (i), f (i′)).
Roughly, Tennent’s intention was that the objects m and n are sets of allowed memory states, and the
morphisms describe how different memory states relate to each other.
Proposition 11 (Hermida and Tennent, [12], Thm. 4.4). The functor Injection→ Tennent, taking an
injection f : m→ n to (m×m, f ), exhibits Tennent as the affine reflection of Injection.
As a corollary of Proposition 11, since CPTP has a terminal unit, there is an identity-on-objects
symmetric monoidal functor F : Tennent→ CPTP making the following diagram commute:
Injection Tennent
Isometry CPTP
V F
E
One can use the techniques in [12] to calculate that the functor F takes a morphism (Q, f ) : m→ n to the
composite CPTP map:
F(Q, f ) = m
V( f ,q)(−)V
∗
( f ,q)
−−−−−−−→ n⊗ (m/Q)
tr(m/Q)
−−−→ n (4)
where q : m→ m/Q is the quotient of m by the equivalence relation Q. Notice that although f : m→ n
need not be injective, the pair ( f ,q) : m→ n⊗ (m/Q) will always be injective [12, Prop. 4.1]. In fact,
nothing is lost by regarding Tennent’s morphisms as CPTP maps:
Proposition 12. The functor F : Tennent→ CPTP is faithful.
Proof. For i, i′ ≤m, let ei,i′ be the basic m×mmatrix with 0 everywhere except 1 in (i, i
′). By expanding
(4) we see that
((F(Q, f ))(ei,i)) j, j =
{
1 if j = f (i)
0 otherwise
(5)
and
((F(Q, f ))(ei,i′ )) f (i), f (i′) =
{
1 if Q(i, i′)
0 otherwise.
(6)
Thus if F(Q, f ) = F(R,g) then f = g by (5) and Q= R by (6).
So we can equivalently understand Tennent’s morphisms as those CPTP maps between matrix alge-
bras for which there is an injective dilation.
From the perspective of Lemma 6, a curious corollary is that in this non-quantum setting, there is
always a canonical choice of dilation for which the ancilla is smaller than m.
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B Specialisation to quantum circuits
The categories involved in the main result of the paper 5 have objects natural numbers. Each natural
number n represents a state space of dimension n. In quantum computing the setting is often restricted
to systems composed of qubits only. A qubit has a state space of dimension 2 and formalisms using
quantum circuits only consider systems of dimension 2n for some natural number n, representing the
evolution of n qubits.
We now consider a variation of Theorem 5 where objects n of our categories represent qubit state
spaces of dimension 2n.
Definition 13. The symmetric monoidal category Isometry2 has objects natural numbers and morphisms
m → n are isometries f : C2
m
→ C2
n
. The monoidal structure is given on objects by addition (NB
2n2m = 2n+m) and on morphisms by tensor product of linear maps. Thus it is a full monoidal subcategory
of Isometry.
Definition 14. The symmetric monoidal category CPTP2 has objects natural numbers and morphisms
m→ n are CPTP maps f :M2m →M2n . The monoidal structure is given similarly on objects by addition
and on morphisms by tensor product. Thus it is a full monoidal subcategory of CPTP.
The functor E : Isometry→ CPTP given by E(V ) = ρ 7→ VρV ∗ restricts to an identity-on-objects
strict symmetric monoidal functor E2 : Isometry2 → CPTP2.
Proposition 15. For every symmetric strict monoidal category with terminal unit D and every sym-
metric strict monoidal functor F : Isometry2 → D there is a unique symmetric strict monoidal functor
F̂ : CPTP2→ D making the following diagram commute:
Isometry2 CPTP2
D
F
E2
Fˆ
(7)
Proof. Uniqueness is obtained in the same way as in Theorem 5, using Lemma 6.
For existence, the proof of Theorem 5 needs to be modified because the dilation might not be a power
of 2. In fact a similar argument goes through but we need to verify:
1. the existence of a dilation of a size a power of 2
2. the independence of the choice of the dilation
3. that the defined F̂ preserves the symmetric monoidal structure
Item 3 is shown in the same way as in the proof of Theorem 5. We now elaborate Items 1 and 2.
Item 1. We show the existence of a dilation of the right size as follows. Let f : n→m be a morphism
inCPTP2. By Lemma 6 there is an isometryU : 2
n→ (2ma) in Isometry such that (U,a) is a Stinespring
dilation for f .
If b ≥ a, let denote by Inja,b : a→ b the canonical injection represented by the matrix with a 1 on
the diagonal and 0 elsewhere. Let V : (2ma)→ (2m2k) be the isometry id2m ⊗ Inja,2k where k is a natural
number such that 2k ≥ a. Then (VU,2k) is a Stinespring dilation for f . Let F̂( f ) = (IdF(2m)⊗!)◦F(VU).
Item 2. We show that F̂( f ) is independent of the choice of dilation. Let f : m→ n be a morphism
in CPTP2 and (V,2
k) and (U,2k
′
) be two Stinespring dilations for f . By Lemma 6 there are isometries
V ′,U ′ such that the following diagram commutes:
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2n.2k
2m 2n.b 2n
2n.2k
′
id⊗E(V ′)
id⊗!
E(V)
E(U)
id⊗!
id⊗E(U ′)
id⊗!
Using a similar map id ⊗ Inj
b,2b′ as in the proof of point 1, we obtain the following commuting
diagram:
2n2b
′
2n.2k
2m 2n.b 2n
2n.2k
′
id⊗!
id⊗E(V ′)
id⊗!
id⊗(Inj◦E(V ′))
E(V)
E(U)
id⊗Inj
id⊗!
id⊗E(U ′)
id⊗!
id⊗(Inj◦E(U ′))
and we conclude similarly as in the proof of Theorem 5 that (id⊗!)◦F(V ) = (id⊗!)◦F(U).
