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Abstract
This paper examines the estimation of an indirect signal embedded in white noise for the spherical case. It
is found that the sharpminimax bound is determined by the degree towhich the indirect signal is embedded in
the linear operator. Thus, when the linear operator has polynomial decay, recovery of the signal is polynomial,
whereas if the linear operator has exponential decay, recovery of the signal is logarithmic. The constants
are determined for these classes as well. Adaptive sharp estimation is also carried out. In the polynomial
case a blockwise shrinkage estimator is needed while in the exponential case, a straight projection estimator
will sufﬁce. The framework of this paper include applications to medical imaging, in particular, to cone
beam image reconstruction and to diffusion magnetic resonance imaging. Discussion of these applications
are included.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper examines the estimation of an indirect signal embedded in white noise for the
spherical case. The direct spherical case has been previously examined by Klemelä [25] and
∗ Corresponding author. Fax: +82 2 924 9895.
E-mail addresses: jykoo@korea.ac.kr (J.-Y. Koo), pkim@uoguelph.ca (P.T. Kim).
1 Korea Research Foundation Grant funded by Korea Government (MOEHRD, Basic Research Promotion Fund)
(KRF-2005-070-c2000).
2 Research supported: NSERC Grant OGP46204.
0047-259X/$ - see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmva.2006.06.007
166 J.-Y. Koo, P.T. Kim / Journal of Multivariate Analysis 99 (2008) 165–190
Efromovich [8]. The indirect situation is examined for the ﬁrst time in this paper although some
related works have been considered elsewhere; cf. [35,7,17,30,31,26,16,23,24,12,27].
The indirect spherical inverse problem is approached through the square integrable minimax
theory; cf. [29,19,2,25,8,6,5]. The idea is to approach the problem as a constrained optimization
problem whereby the exact asymptotic minimax bound can be obtained by solving boundary
conditions. Although the above references with the exception of [25,8], approach the problem in
Euclidean space, by adhering to the eigenstructure associated with spherical space, the general-
ization, with considerable effort, is achievable. It is found that smooth and super-smooth classes
of inverse problems are similar to that of the Euclidean case, and they lead to sharp polynomial
and logarithmic convergence for the spherical case as well, respectively. There is, however, an
exponential class distinct from super-smooth that was ﬁrst noticed for the spherical situation in
[23,24] and for the circular case in [12]. The class of log-super-smooth inverse problems lead to
sharp convergence of the order logarithm–logarithm.
The primary theoretical objective of this paper is to extend the sharp minimax theory to the
spherical case for indirect estimation. However and not surprisingly, this theory has applications to
medical imaging.This is brought about because of the fact thatmedical imagingoften encompasses
reconstruction of images based on lower dimensional projections and so one can approach the
problem as a statistical inverse problem; cf. [3,10,11]; as well as the references cited therein.
We will provide detailed discussions of two applications of spherical inverse estimation both
associated with medical imaging.
The ﬁrst application is in cone-beam image reconstruction associated with single photon emis-
sion computed tomography (SPECT). Basko et al. [1] and Taguchi et al. [33] discuss the statistical
formulation of the problem. In [28], Compton scattering through the Klein–Nishina distribution
is formulated for this problem and the spherical inverse framework is precisely that which is
formulated in this paper.
A second area of application, and also dealing with medical imaging, is that associat-
ed with diffusion magnetic resonance imaging (MRI); cf. [21,34]. The data comes as three-
dimensional Fourier transforms, however, of particular interest is the angular (directional) por-
tion since medically, this can clinically reveal certain anomalies in the brain arising from trauma
for example. This angular composition can also be structured as a spherical inverse
problem.
Consequently, this paper is novel in both theory and practice, and a summary of the paper goes
as follows. In Section 2, we will lay down the notation as well as some background. Following this
in Section 3, we will present results on sharp minimax bounds, i.e., constant and rate. In Section
4, sharp adaptive estimators are found while Section 5 discusses the above medical imaging
applications in detail. Proofs are collected in Section 6 and an Appendix is included for some
further technical details.
2. Notation
Let S2 = {x ∈ R3 : ‖x‖2 = 1} be the unit 2-sphere. Any point  ∈ S2 can almost surely be
represented by
 = (cos 1 sin 2, sin 1 sin 2, cos 2)′, (2.1)
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where 1 ∈ [0, 2), 2 ∈ [0, ), and superscript ′ denotes transpose. Let
kq() =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
√
2
√
(2k + 1)(k − q)!
4(k + q)! P
k
q (cos 2) cos q1 for q = 1, . . . , k,√
(2k + 1)
4
P k0 (cos 2) for q = 0,
√
2
√
(2k + 1)(k − |q|)!
4(k + |q|)! P
k|q|(cos 2) sin |q|1 for q = −1, . . . ,−k,
(2.2)
where 1 ∈ [0, 2), 2 ∈ [0, ), P kq are the Legendre functions, −kqk and k ∈ N0 =
{0, 1, 2, . . .}. We note that we can think of (2.2) as the vector entries to the 2k + 1 vector
k() =
(
kq()
) (2.3)
for |q|k and k ∈ N0. In this situation {kq : |q|k, k ∈ N0} form a complete orthogonal basis
over the space of square integrable real-valued functions L2(S2) and is sometimes referred to as
the (real) spherical harmonics. Some further properties are discussed in the Appendix.
Deﬁne Ek to be the span of {kq : |q|k}, for k ∈ N0. By orthogonality, the dimension of Ek
is 2k + 1 and so we have the direct sum decomposition L2(S2) = ⊕∞k=0 Ek . Let 〈·, ·〉k denote the
real inner (dot) product on Ek , k ∈ N0. Then for a real-valued function f ∈ L2(S2), we deﬁne
the (real) spherical Fourier transform on S2 by
k =
∫
S2
f ()k() d,
where d is the spherical measure on S2 and k ∈ N0. Spherical inversion can then be written as
f () =
∑
k0
〈k,k()〉k,  ∈ S2.
Throughout this paper, it will be assumed that  : L2(S2) → L2(S2) is a known invariant
linear operator. This will mean that |Ek : Ek → Ek is surjective for all k ∈ N0, so that it induces
a sequence of non-singular (2k + 1) × (2k + 1) matrices
{k : k ∈ N0} . (2.4)
Consequently,
f () =
∑
k0
〈kk,k()〉k,  ∈ S2.
Our interest will be in functions f that belong to Sobolev-type ellipsoids (a,Q) ⊂ L2(S2),
where
(a,Q) =
⎧⎨
⎩k :
∑
k0
a2k ‖k‖2k Q
⎫⎬
⎭ ,
where a = {ak0 : k ∈ N0} is a real sequence of non-negative real numbers, Q > 0 and ‖ · ‖k
is the induced norm on Ek determined by the inner product 〈·, ·〉k , k ∈ N0. Observe that, for
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f ∈ L2(S2), we have
‖f ‖2 =
∫
S2
f ()2 d =
∑
k0
‖k‖2k,
where ‖ · ‖2 is used for the L2(S2)-norm and ‖ · ‖2k is used for the Ek-norm, k ∈ N0.
Remark 2.1. Wewould like to point out that the above invariance assumption on essentially di-
agonalizes the multivariate nature of the problem and therefore, by taking account of the spherical
spectral geometry, sharp adaptive estimation is closely related to the oracle inequality framework
of [5,6]. If, however, invariance is not assumed, the nature of the problem would become truly
multivariate and would require multivariate generalizations of the above oracle inequalities to
obtain sharp adaptive estimators. This will be pursued in future research.
3. Sharp minimax risk
Consider the following indirect white noise model:
dY () = f () d + ε dW(),  ∈ S2, (3.1)
where f ∈ (a,Q), ε > 0 is the noise level and dW() is Gaussian white noise in S2. The
latter is deﬁned in the following way. Consider Borel subsets B,B1, B2 ⊂ S2. Then
∫
B
dW()
is distributed normal with mean 0 and variance the (spherical) volume of B. Furthermore, if
B1 ∩ B2 = ∅, then
∫
B1
dW() and
∫
B2
dW() are independent.
The sequence space representation of (3.1) is
yk = kk + εk, k ∈ N0, (3.2)
where yk =
∫
S2 k() dY () is a (2k+1)-dimensional vector of observations,k is a (2k+1)×
(2k + 1) known matrix, k =
∫
S2 f ()k() d is a (2k + 1)-dimensional vector of parameters
and k is distributed according to a (2k + 1)-dimensional standard multivariate normal random
vector, for k ∈ N0. The representation (3.2) is the same as that of [25,8] for the direct case, i.e.,
when k = I2k+1, where Im denotes the m × m identity matrix for some m1.
Consider Hkyk , a linear estimator of k , where Hk is a (2k + 1) × (2k + 1) matrix, for each
k ∈ N0. Letting H = {Hk : k ∈ N0}, then the risk is deﬁned by
Rε(H, ) =
∞∑
k=0
{
′k (I2k+1 − Hkk)′ (I2k+1 − Hkk) k + ε2 trHkH ′k
}
,
where tr(·) denotes the trace of the matrix in question. Deﬁne the linear minimax risk by
rε () = inf
H
sup
∈
Rε(H, )
and the (overall) minimax risk by
rε() = inf
tˆ
sup
∈
∞∑
k=0
E‖tˆk − k‖k,
where the inﬁmum is taken over all (linear and non-linear) estimators, tˆ , of  and E(·) denotes the
expectation operator.
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The novelty of the spherical inverse problem which sets it apart from other Euclidean inverse
problems comes from the fact that this class involve properties of the matrix k , k ∈ N0. Thus
from looking at the minimax linear risk, one can see that the determination of the sharp bound is
determined by the manner in which
tr
(
′kk
)−1 → ∞ as k → ∞, (3.3)
which would be the degree of ill-posedness.
In the setup of (3.1), hence (3.2), some of the results of [29] applies. In particular, suppose wε
is a solution to
ε2
∞∑
k=0
ak [1 − wεak]+ tr
(
′kk
)−1 = wεQ, (3.4)
where [x ]+ = max(0, x). If ak ↑ ∞ as k → ∞, then the wε is uniquely deﬁned by
wε =
∑Nε
k=0 ak tr
(
′kk
)−1
Qε−2 +∑Nεk=0 ak tr (′kk)−1 ,
where
Nε = Nε() = max
k
{
akw−1ε
}
.
We have the following result.
Theorem 3.1. Let {ak} be a sequence of non-negative numbers so that ak → ∞, and suppose
k is invertible for k = 0, . . . , Nε. The linear minimax estimator is
H ∗k yk = [1 − wεak]+ −1k yk, k ∈ N0
and the linear minimax risk is
rε () = ε2
∞∑
k=0
[1 − wεak]+ tr
(
′kk
)−1
.
Furthermore, if
maxak<m tr
(
′kk
)−1
∑
ak<m
tr
(
′kk
)−1 → 0 as m → ∞, (3.5)
then
rε() = rε ()(1 + o(1)) as ε → 0.
A particular but important example of an inverse problem is deconvolution viewed in the white
noise model (3.1) setup. In Euclidean deconvolution, the difﬁculty of the estimation problem
depends on the rate of decay of the Fourier transform of the convolution kernel and is referred
to as ‘smooth’ when the rate of decay is polynomial. In the current setup, a polynomial bound in
(3.3), which we will also call smooth, follows directly from Theorem 3.1.
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Corollary 3.2. If ak = k for  > 1 and, for c0 > 0 and 	0,
tr
(
′kk
)−1 = c0k2	(2k + 1) (1 + o(1)) as k → ∞, (3.6)
then
rε() = C(c0, , 	)Q(	+1)/(+	+1)ε4/(2+2	+2) (1 + o(1)) as ε → 0,
where
C(c0, , 	) =
[
c0
(	 + 1)( + 2	 + 2)
]/(+	+1) [ + 	 + 1
	 + 1
](	+1)/(+	+1)
is known as Pinsker’s constant.
We note that the direct case, f = f in (3.1), occurs when 	 = 0 and c0 = 1. Thus, Theorem
2 of [25] and (3.21) of [8] for the case of the sphere, S2, follows as a special case of Corollary
3.2 and can be stated as the following.
Corollary 3.3. If ak = k for  > 1 and 	 = 0, then
rε() = C()Q1/(+1)ε4/(2+2) (1 + o(1)) as ε → 0,
where
C() =
[

( + 2)
]/(+1)
( + 1)1/(+1).
Another form of ill-posedness (3.3) in Euclidean deconvolution, occurs when the Fourier trans-
form decays exponentially. Here the rate of recovery is logarithmic and is known as ‘super-
smooth’. Thus for the situation where (3.3) is exponential, or, super-smooth, a similar situation
occurs. We note, however, condition (3.5) does not apply, hence the sharp minimax bound does
not necessarily follow from Theorem 3.1.
We have the following.
Theorem 3.4. If ak = k for  > 1 and, for d0, 	, 
 > 0 and 	0 ∈ R,
tr
(
′kk
)−1 = d0k2	0(2k + 1) exp (2
−1 k	) (1 + o(1)) (3.7)
or
tr
(
′kk
)−1 = d0k2	0(2k + 1) exp {2
−1 (k2 + k)	/2} (1 + o(1)) (3.8)
as k → ∞, then
rε() = Q
( 

2
log ε−2
)−2/	
(1 + o(1)) as ε → 0.
The spherical deconvolution problem was ﬁrst stated in [30] and was solved in [16]. In [24],
minimax rates of convergence were found that closely parallels the Euclidean smooth and super-
smooth cases. There is, however, a situation in the spherical case that had not been previously seen
in the continuous Euclidean case that involve an exponential decay but not super-smooth in the
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sense of [9]. Thus in [24], this particular class is coined ‘log-super-smooth’ and is the following
situation for the white noise model (3.1).
Theorem 3.5. If ak = k for  > 1 and, for d0, 	, 
 > 0 and 	0, 
0 ∈ R,
tr
(
′kk
)−1 = d0k2	0(2k + 1) exp {k	 (2
−1 log k + 
−10 )} (1 + o(1)) (3.9)
as k → ∞, then
rε() = Q
(
	

2
log ε−2
log log ε−2
)−2/	
(1 + o(1)) as ε → 0.
3.1. Spherical mixture and the white noise model
As an example of a spherical inverse problem, and one that will later be used in the medical
imaging applications, consider the non-parametric spherical mixture model, introduced in [23],
viewed in the white noise model (3.1) setup. Here for some function g : [−1, 1] → R, we would
have
dY () =
{∫
S2
f ()g(′)d
}
d + εdW(),  ∈ S2. (3.10)
In this case, f () = ∫
S2 f ()g(
′) d, and by Lemma 2 of [23], one would have
k = 2
√
4
2k + 1 g˜kI2k+1,
where g˜k =
∫
S2 g(x
′
0)k0() d for x0 = (0, 0, 1)′ and k ∈ N0. We note that this inverse
problem is a type of spherical deconvolution. Exactly how so is explained in the Appendix.
In terms of (3.3) there are examples of various functional forms thereof which cover the various
smoothness classes.
Example 3.6. If g is the spherical Laplace density then
k = 21 + 2k(k + 1) I2k+1
for some  > 0 and k ∈ N0.
Clearly, (3.3) follows from (3.6) with c0 = 4(2)−2 and 	 = 2 so that Corollary 3.2 would
apply making this a smooth example.
Example 3.7. If g is the spherical Gaussian density then
k = 2 exp
{
−−2k(k + 1)
}
I2k+1
for some  > 0 and k ∈ N0.
In this case (3.3) is that according to (3.8) with d0 = (2)−2, 	0 = 0, 
 = 2 and 	 = 2 so that
Theorem 3.4 would apply for the spherical Gaussian distribution.
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Example 3.8. If g is the von Mises–Fisher density
k = 2I+1/2()
I1/2()
I2k+1,
where
I() =
∞∑
j=0
(/2)2j+
j !( + j + 1)
is the modiﬁed Bessel function, (·) is the gamma function,  > 0 and k ∈ N0.
In this case, by Lemma 3 of [23], (3.3) follows from (3.9) with d0 = d0() some function in 
so that 0 < d0() < ∞, 	0 = 	 = 
 = 1 and 
−10 = −2(log  + 1) so that Theorem 3.5 would
apply in this case.
Remark 3.9. The examples discussed above all have k in the form of a constant multiple
of I2k+1. The implications of this stems from a particular symmetry known as conjugate in-
variance and actually follows from Schur’s lemma from the theory of group representations,
see [4]. In these examples, this assumption is maintained because the applications to med-
ical imaging all assume this symmetry. Although it would not be difﬁcult to construct ex-
amples where k is not diagonal (just take mixtures of matrix von Mises–Fisher densities
on SO(3), see the Appendix), we are not currently aware of a physical application which re-
quires such hence for expository purposes the diagonal form will be maintained for the
examples.
4. Sharp adaptive estimation
In this section we will examine adaptive estimation of  = (k), hence f ∈ (a,Q) where
adaptation is over unknown (a,Q). Since the treatments differ according to the smoothness class
governed by (3.3), we will split this section accordingly. In the following we will use x to denote
the greatest integer part of x ∈ R. Furthermore, for two sequences {an} and {bn}, an ∼ bn will
mean an/bn → 1 as n → ∞.
4.1. The smooth case
The manner in which we obtain sharp adaptive estimators for the situation where (3.3) is
bounded polynomially, or is smooth, according to (3.6), can be constructed along the lines of
[6], which uses a penalized blockwise Stein rule. Since in this paper we are using Sobolev-type
ellipsoids as the parameter space, we will adapt their results, and note that the more general
approach of [5] can also be applied.
First, deﬁne N1 = {(m + 1)2 : m ∈ N0} and consider a sequence of integers mε ∈ N1 having
the property that mε → ∞ as ε → 0. Let {bj : j ∈ N0} be a sequence of positive real numbers
so that b0 = 1, b1 = mε and
bj = bj−1 +
⌊
mε
logmε
(
1 + 1
logmε
)j−1⌋
1
,
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for j = 2, 3, . . . , where for any x ∈ R, we denote by x1, the greatest element in N1 which is
less than or equal to x. Consider the blocks
Bj =
[
bj−1 + 1, bj
]
, j = 1, . . . , J = min

{b > nε},
where
nε = max
j
∑
(k+1)2∈Bj
tr
(
′kk
)−1  (logmε)3
ε2
.
Now let
cj =
max(k+1)2∈Bj tr
(
′kk
)−1
∑
(k+1)2∈Bj tr
(
′kk
)−1
for j = 0, . . . , J . Furthermore, let
2j = ε2
∑
(k+1)2∈Bj
tr
(
′kk
)−1
,
for j = 1, . . . , J .
Thus, consider
shk =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⎡
⎢⎣1 − 2j (1 + crj )∑
(k+1)2∈Bj
∥∥∥−1k yk∥∥∥2
k
⎤
⎥⎦
+
−1k yk if (k + 1)2 ∈ Bj , J = 1, . . . , J,
0 if (k + 1)2 > nε,
where 0 < r < 12 so that
f sh() =
∑
k0
〈shk ,k()〉k,  ∈ S2.
The above estimator achieves the sharp minimax result of Theorem 3.1.
Theorem 4.1. Suppose ak = k with  > 1, Q > 0, mε = log log ε−11 and, for c0 > 0 and
	0,
tr
(
′kk
)−1 = c0k2	(2k + 1) (1 + o(1)) as k → ∞.
Then
E
∥∥∥f sh − f ∥∥∥2 ∼ ε2/(	++1)Q(	+1)/(+	+1)C(c0, , 	) as ε → 0,
where C(c0, , 	) is Pinsker’s constant.
We have the following direct case which follows from the above result.
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Corollary 4.2. Suppose ak = k with  > 1, Q > 0, mε = log log ε−11 and 	 = 0 so that
k = I2k+1, k ∈ N0. Then
E
∥∥∥f sh − f ∥∥∥2 ∼ ε2/(+1)Q1/(+1)C() as ε → 0,
where C() is Pinsker’s constant.
4.2. The super-smooth and log-super-smooth cases
In the situation where (3.3) is either super-smooth (3.7) or log-super-smooth (3.9), a straight
projection estimator will sufﬁce. The only difference would be in determining the cutoff of the
projection. Thus consider
prk = 1{knr }−1k yk
for r = 1, 2, where
nr =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
⌊{ 

2
log ε−2 − 

2
log(log ε−2)
}1/	⌋
if r = 1,  > (2 − 4	0 + 2)/2	,⌊(
	

2
log ε−2
log log ε−2
)1/	⌋
if r = 2
for 	, 
 > 0 and 	0 ∈ R. In this case
f pr() =
∑
k0
〈prk ,k()〉k
for  ∈ S2 and r = 1, 2.
The projection estimator for the super-smooth case achieves the sharp minimax solution of
Theorem 3.4.
Theorem 4.3. Suppose ak = k with Q > 0, 1 <  and, for d0, 	, 
 > 0 and 	0 ∈ R,
tr
(
′kk
)−1 = d0k2	0(2k + 1) exp
(
2


k	
)
(1 + o(1))
or
tr
(
′kk
)−1 = d0k2	0(2k + 1) exp
{
2


(k2 + k)	/2
}
(1 + o(1))
as k → ∞. Then, with
n1 =
⌊{ 

2
log ε−2 − 

2
log(log ε−2)
}1/	⌋
and  > (2 − 4	0 + 2)/2	,
E
∥∥f pr − f ∥∥2 ∼ Q ( 

2
log ε−2
)−2/	
as ε → 0.
The projection estimator for the log-super-smooth case achieves the sharp minimax solution
of Theorem 3.5.
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Theorem 4.4. Suppose ak = k with Q > 0,  > 1 and, for d0, 	, 
 > 0 and 	0, 
0 ∈ R,
tr
(
′kk
)−1 = d0k2	0(2k + 1) exp {2k	 (
−1 log k − 
−10 )} (1 + o(1)) as k → ∞.
Then, with
n2 =
⌊(
	

2
log ε−2
log log ε−2
)1/	⌋
,
E
∥∥f pr − f ∥∥2 ∼ Q(	

2
log ε−2
log log ε−2
)−2/	
as ε → 0.
5. Applications to medical imaging
As alluded to at the beginning of this paper, the statistical formulation for the spherical inverse
problem ﬁts the framework for two very important applications in medical imaging. In this section
we will examine these applications in the white noise model (3.1), as is done in Section 5 of [6]
for the Euclidean case. This provides concrete sharp adaptive minimax solutions to problems in
computerized tomography which to date mainly relies on ad hoc methods based on computer
simulations to determine spectral cutoffs.
5.1. Cone-beam image reconstruction
Cone-beam image reconstruction involve projections based on SPECT. Although there are
many approaches to this class of problems, we will deal with the speciﬁc case in which spherical
harmonics are used for the reconstruction. This is documented in the medical imaging literature
in, for example, [22,14,15,1,28,35]; see also the references cited therein.
As motivation, let us brieﬂy describe the physical application. An abridged version of what
is described in exact detail in, for example, [1,28,33], goes as follows. An image is direction-
ally distributed as f () for  ∈ S2. The source image is detected and then scattered in some
other direction  ∈ S2, say. Although the original source is not observed, by measuring the en-
ergy of the recoil electron, one is able to calculate the scatter angle , where ′ = cos , see
[28, p. 1544]). Thus, the area of indeterminacy maps out a cone (restricted to S2) and hence is
referred to as cone-beam image reconstruction.
Letting p(, ) be a density measuring the intensity of the image formed depending on the
scatter angle, the physics of this problem leads one to the integral equation
p(, ) =
∫
S2
(cos  − ′)f ()g(cos ) d, (5.1)
where (·) denotes the Dirac delta function. If we average over all possible scatter angles , then
(5.1) becomes
f () =
∫
p(, ) d =
∫
S2
f ()g(′) d, (5.2)
hence our interest is in recovering f in the white noise model setup of (3.1), in general and (3.10),
in particular.
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The choice of g comes from scattering theory in statistical physics and is the model used for
unrestrictedCompton scattering, see [28, p. 1546]). In particular, consider the following expression
in spherical coordinates (2.1):
r2e
(
1 + cos2 2 + 2(1 − cos2)2/(1 + (1 − cos2))
)
2
(
1 + (1 − cos2)
)2 , (5.3)
where 02, re > 0 is the “radius” of an electron and  > 0 is the ratio of the initial
energy to the product of the mass of an electron times the square of the speed of light; see also
[20, pp. 679–685]). Display (53) in [18] gives the exact value when integrating (5.3) over ∈ S2,
with respect to d = sin2 d1 d2, where 1 ∈ [0, 2) and 2 ∈ [0, ). Therefore, deﬁne
c()−1 = 4
{
1 + 
2
[
2(1 + )
1 + 2 −
log(1 + 2)

]
+ log(1 + 2)
2
− 1 + 3
(1 + 2)2
}
, (5.4)
which is derived in [18]. Thus, the normalized form of (5.3) is
g(2) =
c()
(
1 + cos2 2 + 2(1 − cos2)2/(1 + (1 − cos2))
)
(
1 + (1 − cos2)
)2 , (5.5)
and is known in statistical physics as the Klein–Nishina distribution.
We have the following result which is proved in Section 6.8.
Lemma 5.1. For the Klein–Nishina distribution (5.5), there exists c0(), c1() > 0 such that
c0()k
2 exp
{
−k log
(
0 +
√
20 − 1
)}
 g˜kc1()k2 exp
{
−k log
(
0 +
√
20 − 1
)}
as k → ∞, where  > 0, 0 = (1 + )/.
If we assume f ∈ (a,Q) and g follows the Klein–Nishina distribution (5.5), as suggested in
[28, pp. 1546–1547]), then by Lemma 5.1 we have
tr
(
′kk
)−1 = c3()k−4(2k + 1) exp
{
2k log
(
0 +
√
20 − 1
)}
for some 0 < c3() < ∞. Consequently, in terms of the white noise model (3.1), this is an
example of a super-smooth statistical inverse problemwhere 	0 = −2, 	 = 1 and 
 = 1/ log(0+√
20 − 1). By using
n1 = 1
2 log
(
0 +
√
20 − 1
)
⎢⎢⎢⎢⎢⎣log ε−2 − 1
2 log
(
0 +
√
20 − 1
) log(log ε−2)
⎥⎥⎥⎥⎥⎦
for  > 10 + 2, the estimator
f pr() =
n1∑
k=0
〈−1k yk,k()〉k
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achieves the sharp minimax recovery of
Q
(
1
2 log
(
ε−2 − 0 −
√
20 − 1
))−2
as ε → 0,
where  > 1.
5.2. Magnetic resonance imaging
Another important area of medical imaging is diffusion MRI; cf. [21,34]. The data are observed
as Fourier transforms, however, of particular interest is the angular (directional) quantity since
medically, this can clinically reveal certain anomolies in the orientational distribution of brain
matter that may have resulted from trauma of some sort.
In an idealized situation the data are collected as a three-dimensional (Euclidean) Fourier
transform
A(q) =
∫
R3
p(x) cos(q ′x) dx, (5.6)
where q, x ∈ R3. The cosine transform reﬂects the fact that p(x) = p(−x) which therefore
eliminates the imaginary term. Although the spatial density p(x) is of general importance, re-
searchers are particularly interested in the spherical part of p(x). Indeed, if we represent x = r,
where r = ‖x‖2 and  = x/r in spherical polar coordinates, see (2.1), then we assume p can be
decomposed as
p(x) = f ()r−2(‖x‖ − r) (5.7)
and f is called the persistent angular structure function. Substituting (5.7) into (5.6), we obtain the
observation process in terms of the white noise model (3.10), where
f () =
∫
S2
f () cos(′) d,
where  = ‖q‖ and  = q/. In this case, g(′) = cos(′) and
k = 2
√
4
2k + 1 g˜kI2k+1 with g˜k =
√
2k + 1
4
∫ 1
−1
cos(z)Pk(z) dz.
By taking a taylor series expansion of cos(z) and by using a similar argument as for the von
Mises–Fisher case in [23], one can show that for this problem,
tr
(
′kk
)−1 = Ck2(2k + 1) exp {k (2 log k − 2(log  + 1))} (1 + o(1)) as k → ∞,
where C is a constant. Thus, this problem is log-super-smooth with 	0 = 	 = 
 = 1 and

−10 = −2(log  + 1).
Consequently, by choosing
n2 =
⌊
1
2
log ε−2
log log ε−2
⌋
,
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the estimator
f pr() =
n2∑
k=0
〈−1k yk,k()〉k
would obtain the sharp minimax bound of
Q
(
1
2
log ε−2
log log ε−2
)−2
as ε → 0.
6. Proofs
Start with the sequence model:
yk = kk + εk,
where k ∼ N2k+1(0, I2k+1), and assume k , k ∈ N0 is symmetric. Next take a spectral decom-
position
k = UkdkU ′k,
where dk is a diagonal matrix for k ∈ N0, and UkU ′k = U ′kUk = I2k+1, k ∈ N0. The transformed
sequence model becomes
zk = dkϑk + εk, (6.1)
where zk=U ′kyk , ϑk=U ′kk and k=U ′kk . Since k ∼ N2k+1(0, I2k+1), k∼N2k+1(0, I2k+1).
It is worth pointing out that if k is not necessarily symmetric, since it is known, we can pre-
multiply (3.2) by ′k and thereby reduce the problem to the above by working with ′kk which
is symmetric.
We note that
Rε(H, )=
∞∑
k=0
‖(I2k+1 − Hkk)k‖2k + ε2
∞∑
k=0
tr(H ′kHk)
=
∞∑
k=0
∥∥(I2k+1 − U ′kHkUkdk)ϑk∥∥2k + ε2
∞∑
k=0
tr(H ′kHk).
Deﬁne Gk = U ′kHkUk for k ∈ N0, and let G = {Gk : k ∈ N0} and
Rε(G,ϑ) =
∞∑
k=0
‖(I2k+1 − Gkdk)ϑk‖2k + ε2
∞∑
k=0
tr(G′kGk).
We note that
(a,Q) =
{
 :
∞∑
k=0
a2k‖k‖2kQ
}
=
{
ϑ :
∞∑
k=0
a2k‖ϑk‖2kQ
}
,
so that
sup
∈(a,Q)
Rε(H, ) = sup
ϑ∈(a,Q)
Rε(G,ϑ).
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We have the following which can be proved by an argument similar to the one used to prove
Lemma 3.1 of [32].
Lemma 6.1. The minimization over G = {Gk : k ∈ N0} of
sup
ϑ∈(a,Q)
Rε(G,ϑ)
occurs when each Gk , k ∈ N0 is diagonal.
In light of Lemma 6.1, consider an estimator hkzk of ϑk , where hk is a (2k + 1) × (2k + 1)
diagonal matrix with diagonal elements hki . Note that
E ‖hkzk − ϑk‖2k = ϑ′k(I2k+1 − hkdk)′(I2k+1 − hkdk)ϑk + ε2 tr(h′khk)
=
2k+1∑
i=1
{
(1 − dkihki)2ϑ2ki + ε2h2ki
}
.
For the function uki(hki) = (1 − dkihki)2ϑ2ki + ε2h2ki with dki, hki,ϑki , ε ∈ R, one can easily
show that the minimum value is
uki(h
∗
ki) =
ε2ϑ2ki
ε2 + d2kiϑ2ki
, (6.2)
where h∗ki = dkiϑ2ki/(ε2 + d2kiϑ2ki). The risk is
Rε(h,ϑ) =
∞∑
k=0
E ‖hkzk − ϑk‖2k =
∞∑
k=0
2k+1∑
i=1
{
(1 − dkihki)2ϑ2ki + ε2h2ki
}
, (6.3)
where h = {hk : k ∈ N0} and ϑ = {ϑk : k ∈ N0}. By substituting (6.2) into (6.3), we get
inf
h
Rε(h,ϑ) = Rε(h∗,ϑ) =
∞∑
k=0
2k+1∑
i=1
ε2ϑ2ki
ε2 + d2kiϑ2ki
,
where h∗ = {h∗k : k ∈ N0} and h∗k is a (2k+1)×(2k+1) diagonal matrix with diagonal elements
h∗ki .
Let a = {ak : k ∈ N0} be a monotone increasing positive sequence and Q > 0. It is assumed
that the parameter ϑ = (ϑk) belongs to a Sobolev ellipsoid
 ≡ (a,Q) =
{
ϑ :
∞∑
k=0
a2k ‖ϑk‖2k Q
}
.
Optimization by Lagrange multiplier gives us
L(ϑ, ) = Rε(h∗,ϑ) + 
( ∞∑
k=0
a2k ‖ϑk‖2k − Q
)
.
Differentiating with respect to ϑ, we get
L
ϑki
= ε2 2ϑkiε
2
(ε2 + d2kiϑ2ki)2
− 2a2kϑki
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for i = 1, . . . , 2k + 1, k0. Thus, the ﬁrst-order conditions give us
d2kiϑ
2
ki =
ε2
[
1 − √ak
]
+√
ak
for i = 1, . . . , 2k + 1, k0. Thus, the linear minimax risk is
rε ()= inf
H
sup
ϑ∈
Rε(h,ϑ)
=
∞∑
k=0
ε2
[
1 − √ak
]
+√
ak +
[
1 − √ak
]
+
2k+1∑
i=1
d−2ki
=
∞∑
k=0
ε2
[
1 − √ak
]
+√
ak +
[
1 − √ak
]
+
tr
(
′kk
)−1
.
Deﬁne
N ≡ N(, a) = max
k
{k : 1 − √ ak > 0}.
6.1. Proof of Theorem 3.1
This theorem essentially follows from [29] and noticing that
tr
(
′kk
)−1 = 2k+1∑
i=1
d−2ki for k ∈ N0.
6.2. Proof of Corollary 3.2
Suppose now that
tr
(
′kk
)−1 = 2k+1∑
i=1
d−2ki = c0k	(2k + 1) (1 + o(1))
and ak = k with  > 1. Then, for a positive constant C,
maxk<m tr
(
′kk
)−1
∑
k<m
tr
(
′kk
)−1 Cm−1/ → 0 as m → ∞,
hence the minimax risk is asymptotically the minimax linear risk.
We have that
rε ()=
N∑
k=0
ε2(1 − √ak)√
ak + (1 − √ak)
2k+1∑
i=1
d−2ki
= ε2
N∑
k=0
(1 − √ak)
2k+1∑
i=1
d−2ki
∼ 2c0ε2N2	+2 
(2	 + 2)(	 + 2 + 2) , (6.4)
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since as ε → 0, √N ∼ 1, ∑Nk=0 k2	+1 ∼ N2	+2/(2	 + 2) and √∑Nk=0 k2	++1 ∼
N2	+2/(2	 +  + 2).
By the boundary condition we have
√
a2kϑ
2
ki = d−2ki akε2(1 −
√
ak)+,
so that√
Q = √
∑
k,i
a2kϑ
2
ki =
∑
k,i
d−2ki akε
2(1 − √ak)+
∼ 2c0ε2
(
N+2	+2
 + 2	 + 2 −
√

N2+2	+2
2 + 2	 + 2
)
.
Since
√
 ∼ N−, we have
N−Q ∼ 2c0ε2N+2	+2
(
1
 + 2	 + 2 −
1
2 + 2	 + 2
)
so that
N ∼
[
Q
2c0ε2
( + 2	 + 2)(2 + 2	 + 2)

]1/(2+2	+2)
.
Thus by substituting into (6.4), we have
rε ()∼ 2c0ε2N2	+2

(2	 + 2)( + 2	 + 2)
=C(c0, , 	)Q(	+1)/(+	+1)ε4/(2+2	+2),
where
C(c0, , 	) =
[
c0
(	 + 1)( + 2	 + 2)
]/(+	+1) [ + 	 + 1
	 + 1
](	+1)/(+	+1)
.
6.3. Proof of Theorem 3.4
The proof of Theorem 3.4 does not follow from Theorem 3.1 since (3.5) does not apply. Hence,
begin with the following asymptotic expansion which is in Example 6 of [2].
Suppose  > 0 and r > 0. As M → ∞, if 0 < 	 < 1, then
M∑
m=1
merm
	 = MerM	
(
M1−	
	r
+ 	 − 1 − 
(	r)2
M1−2	(1 + o(1))
)
,
and
tr
(
′kk
)−1 = d0(2k + 1)k2	0 exp
(
2


k	
)
(1 + o(1)) and ak = k,  > 0.
Lemma 6.2. As ε → 0,
wε =
( 

2
log ε−2
)−/	
(1 + o(1)),
rε ()=Qw2ε (1 + o(1)) = Q
( 

2
log ε−2
)−2/	
(1 + o(1)).
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Proof. By the deﬁnition of N,
wεN
1 and wε(N + 1)1, (6.5)
so that by (3.4) and (6.5)
Q = 2d0
(2
−1	)2
ε2N2−2	+2	0+2e2
−1N	(1 + o(1)). (6.6)
Choose
N =
⌊(


2
log ε−2 + 

2
log
(
log ε−2
)ε)1/	⌋
.
By an appropriate choice of ε, we get
wε =
( 

2
log ε−2
)−/	
(1 + o(1)) as ε → 0.
To prove the asymptotic formula for the linear minimax risk, observe that
N∑
k=1
(1 − wεak)2 tr(d−2k ) = 2d0w2ε e2

−1N	N2−2	+2	0+2o(1). (6.7)
From (6.6) and (6.7),
rε () − Qw2ε
Qw2ε
= ε
2∑N
k=1(1 − wεak)2tr(d−2k )
Qw2ε
= o(1),
thus giving us the desired result. 
Finally, we must show that
rε() = rε ()(1 + o(1)) as ε → 0. (6.8)
For any estimator tˆ = (tˆk) of ,
inf
tˆ
sup
∈
∞∑
k=0
E‖tˆk − k‖k = inf
tˆ
sup
ϑ∈
∞∑
k=0
E‖U ′k tˆk − ϑk‖k inf
sˆ
sup
ϑ∈
∞∑
k=0
E‖sˆk − ϑk‖k.
On the other hand, for any estimator sˆ = (sˆk) of ϑ,
inf
sˆ
sup
ϑ∈
∞∑
k=0
E‖sˆk − ϑk‖k = inf
sˆ
sup
∈
∞∑
k=0
E‖Uksˆk − k‖k inf
tˆ
sup
∈
∞∑
k=0
E‖tˆk − k‖k.
This implies that
rε() = inf
sˆ
sup
ϑ∈
∞∑
k=0
E‖sˆk − ϑk‖k,
hence, it sufﬁces to prove (6.8) for the transformed sequence model (6.1).
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Let  be a prior distribution on, and let Rε() denote the Bayes risk. Choose qN ∈ {−N, . . . ,
−1, 0, 1, . . . , N} such that
d−2NqN = d0N2	0 exp
(
2


N	
)
(1 + o(1)).
Choose  as
ϑNqN = ±cN with probabilities 1/2
and
ϑkq = 0, (k, q) = (N, qN), -almost surely,
where c2N = Q/a2N and N = w−1/ε . Then, () = 1, c2N = Qa−2N = Qw2ε (1 + o(1)) =
rε ()(1+ o(1)). Due to sufﬁciency considerations, the Bayes risk Rε() in estimating ϑ is equal
to the Bayes risk in estimating ϑNqN , based on the observation zN0. Observe that
lim
ε→0
c2N
var
(
zNqN /dNqN
) = 0.
It follows from the proof of Lemma 3.2 in [19] that
rε()Rε() = c2N(1 + o(1)) = rε (1 + o(1)) as ε → 0,
which completes the proof of (6.8).
As for the remaining cases with (3.7), we can use an identical argument as above along with
the following asymptotic formulae: for  > 0 and r > 0,
M∑
m=1
merm = MerM
(
er
er − 1 −
er
(er − 1)2M
−1(1 + o(1))
)
as M → ∞
and for 	 > 1,
M∑
m=1
merm
	 = M
(
erM
	 + er(M−1)	(1 + o(1))
)
as M → ∞.
As for the situation where (3.8) holds, again, we can also use an identical argument as above
along with the following asymptotic formulae: as M → ∞,
M∑
m=1
mer(m
2+m)	 =Mer(M2+M)	
(
1
r	(M2 + M)	−1(2M + 1)
−2( + 1)M
2 + (3 − 2	 − 4)M + ( − 	 + 1)
(r	)2(M2 + M)2	−1(2M + 1)3 (1 + o(1))
)
when 0 < 	 < 1 and
M∑
m=1
mer(m
2+m)	 = M
(
er(M
2+M)	 + er(M2−M)	(1 + o(1))
)
when 	1, where  > 0 and r > 0.
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6.4. Proof of Theorem 3.5
As in Theorem 3.4, the proof of Theorem 3.5 does not follow from Theorem 3.1 since (3.5)
also does not apply. Instead, one has to argue along the lines of the proof of Theorem 3.4.
Deﬁne
u(x) = 2x	
(
1


log x + 1

0
)
and v(x) = 2
(
	


log x + 	

0
+ 1


)
.
We have the following asymptotic expansions which can be proved by integration by parts and
Taylor expansion. If 0 < 	1, then
M∑
m=1
meu(m) = e
u(M)
v(M)
{
M−	+1 − M
−2	+1
v(M)
(
( − 	 + 1) − 2	

v(M)
)
(1 + o(1))
}
as M → ∞; if 	 > 1,
M∑
m=1
meu(m) = M
(
eu(M) + eu(M−1)(1 + o(1))
)
as M → ∞.
Suppose now that
tr
(
′kk
)−1 = d0(2k + 1)k2	0 exp
{
2k	
(
1


log k + 1

0
)}
(1 + o(1))
and ak = k with  > 0.
We have the following.
Lemma 6.3. As ε → 0,
wε =
(
	

2
log ε−2
log log ε−2
)−/	
(1 + o(1)),
rε ()=Qw2ε (1 + o(1)) = Q
(
	

2
log ε−2
log log ε−2
)−2/	
(1 + o(1)).
Proof. We prove the result for the case with 0 < 	1. The other case can be handled similarly.
Choose
N =
⌊{
	

2
log ε−2
log log ε−2
(1 + aε)
}1/	⌋
,
where
aε = log log log ε
−2 + ε
log log ε−2 − log log log ε−2 .
Using an argument similar to the proof of Lemma 6.2 and the above asymptotic expansion, one
can show that a suitable choice of ε gives the desired result. 
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The ﬁnal detail is to once again show that
rε() = rε ()(1 + o(1)) as ε → 0. (6.9)
By using an argument similar to the proof of Theorem 3.4, one can show (6.9) thus obtaining the
desired result.
6.5. Proof of Theorem 4.1
The proof essentially follows along the lines of the proof of Theorem 3 of [6] through the use
of oracle inequalities.
6.6. Proof of Theorem 4.3
Consider
E
∥∥∥fˆ pr − f ∥∥∥2 = E n1∑
k=0
∥∥∥ˆprk − k∥∥∥2
k
+
∑
k>n1
‖k‖2k .
It follows that bias is∑
k>n1
‖k‖2k =
∑
k>n1
k−2k2 ‖k‖2k
 n21
∑
k
k2 ‖k‖2k
 Q
( 

2
log −2
)−2/	
.
As for the variance, we note that
n1∑
k=0
E
∥∥∥ˆprk − k∥∥∥2
k
=
n1∑
k=0
E
∥∥∥−1k εk∥∥∥2
k
= ε2
n1∑
k=0
tr
(
′kk
)−1
∼ d0ε2
n1∑
k=0
k2	0+1 exp
(
2


k	
)
as ε → 0. By using the asymptotic expansions as in the proof of Theorem 3.4, we note that the
asymptotic variance decays exponentially hence is of smaller order magnitude than the bias. Thus,
the asymptotic risk is determined by the bias and together with Theorem 3.4 is the sharp bound.
6.7. Proof of Theorem 4.4
The idea of this proof essentially follows that of the previous proof. Note that in this case
∑
k>n2
‖k‖2k Q
(
	

2
log ε−2
log log ε−2
)−2/	
.
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The variance on the other hand is
n1∑
k=0
E
∥∥∥ˆprk − k∥∥∥2
k
∼ d0ε2
n1∑
k=0
k2	0+1 exp
{
2k	
(
1


log k − 1

0
)}
as ε → 0,
and by using the asymptotic expansions as in the proof of Theorem3.5, we note that the asymptotic
variance also decays exponentially hence is of smaller order magnitude than the bias. Thus, the
asymptotic risk is determined by the bias and together with Theorem 3.5 is the sharp bound.
6.8. Proof of Lemma 5.1
Let us begin by re-writing (5.5) in a slightly different form
g(cos ) = c()
(0 − cos )3
(
0 + 1 cos  + 0 cos2  − cos
3 
2
)
,
where 0 = (1 +  + 2)/3, 1 = −(1 + 2)/2, and 0 = (1 + )/, for  > 0, and c() is the
normalizing constant deﬁned in (5.4). Thus by changing the variable to cos  = z, we obtain
g˜k =
√
(2k + 1)c()
∫ 1
−1
0 + 1z + 0z2 − z3/2
(0 − z)3 Pk(z) dz (6.10)
for k ∈ N0. To calculate the asymptotic behavior of (6.10) as k → ∞, one can repeatedly use the
recursion formula
(k + 1)Pk+1(z) − (2k + 1)zPk(z) + kPk−1(z) = 0 (6.11)
for |z|1 and k = 1, 2, . . .; cf. [13, (8.914), p. 1026]. Thus, the integral portion of (6.10) is
determined by the asymptotic behavior of∫ 1
−1
1
(u − z)3Pk(z) dz =
d2
du2
Qk(u), (6.12)
whereQk is in reference to the associatedLegendre functions of the second kind; cf. [13, (8.822.2),
p. 1018]. Now let u = cosh . Then
d2
du2
Qk(u)=
(
1
sinh 
d
d
)2
Qk(u)
= 
2
k3/2
(sinh )5/2
exp {−(k + 1/2)}
(
1 + O(k−1)
)
as k → ∞.
The proof of Lemma 5.1 now follows by putting together these calculations. We note that (6.12)
can be bounded between two constants where the variable term is
k3/2 exp
{
−k log
(
u +
√
u2 − 1
)}
as k → ∞. (6.13)
It follows therefore that by applying (6.13) and using the recurrence relation (6.11) that there
exists constants c0(), c1() > 0 so that
c0()k
2 exp
{
−k log
(
0 +
√
20 − 1
)}
 g˜kc1()k2 exp
{
−k log
(
0 +
√
20 − 1
)}
as k → ∞.
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Appendix A
We will provide a brief overview of Fourier analysis on SO(3) and S2. The well-known Euler
angle decomposition says, any s ∈ SO(3) can almost surely be uniquely represented by three
angles (1,2,3), known collectively as the Euler angles, where 1 ∈ [0, 2), 2 ∈ [0, ),
3 ∈ [0, 2), see [16,23,24] for details.
Consider the function,
Dq1q2(1,2,3) = e−iq11dq1q2(cos2)e−iq23 ,
where dq1q2 for −q1, q2,  ∈ N0 are related to the Jacobi polynomials and can be repre-
sented as a real-valued function. The functions Dq1q2 , −q1, q2,  ∈ N0, are the eigenfunc-
tions of the Laplace–Beltrami operator on SO(3), hence, {√2 + 1Dq1q2 : −q1, q2,  ∈
N0} is a complete orthonormal basis for L2(SO(3)) with respect to the probability Haar measure
and are otherwise known as the rotational harmonics. In addition, if we deﬁne a (2+1)×(2+1)
matrix by
D(s) = [Dq1q2(s)], (A.1)
where −q1, q2,  ∈ N0 and s ∈ SO(3), then these constitute the collection of inequivalent
irreducible representations of SO(3).
Let f ∈ L2(SO(3)). We deﬁne the rotational Fourier transform on SO(3) by
fˆ q1q2 =
∫
SO(3)
f (s)Dq1q2(s) ds, (A.2)
where again we think of (A.2) as the matrix entries of the (2+1)× (2+1)matrix fˆ  = [fˆ q1q2 ],−q1, q2,  ∈ N0 and ds is the probability Haar measure on SO(3). The rotational inversion
can be obtained by
f (s) =
∑
0
∑
q1,q2=−
(2 + 1)fˆ q1q2Dq2q1(s−1) (A.3)
for s ∈ SO(3). Strictly speaking, (A.3) should be interpreted in the L2-sense although with
additional smoothness conditions, it can hold pointwise.
Spherical Fourier analysis, in complex coordinates, also has similar results. Indeed, starting
with (2.1) in Section 2, let
Y q () = Y q (1,2) = (−1)q
√
(2 + 1)( − q)!
4( + q)! P

q (cos2)e
iq1 , (A.4)
where 1 ∈ [0, 2), 2 ∈ [0, ), −q,  ∈ N0 and P q are the Legendre functions. In this
situation
{Y q : −q,  ∈ N0}
form a complete (complex) orthonormal basis over L2(S2) with respect to the spherical uniform
measure. We can similarly think of the latter as the vector entries to the 2 + 1 vector
Y () =
(
Y q ()
)
,  ∈ N0.
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Let f ∈ L2(S2). We deﬁne the spherical Fourier transform on S2 by
fˆ q =
∫
S2
f ()Y q () d,
where d is the spherical uniform measure on S2 and overbar denotes complex conjugation.
Again we can think of the latter as the vector entries of the (2 + 1) vector
fˆ  =
(
fˆ q
)
,  ∈ N0.
The spherical inversion can be obtained by
f () =
∑
0
∑
q=−
fˆ q Y

q () for  ∈ S2.
The way the rotational and spherical harmonics are presented in (A.1) and (A.4), respectively,
uses complex coordinates, while in Section 2, (2.2) are presented in real coordinates. Due to the
fact that the white noise model (3.1) is in real terms, it is necessary to use real coordinates. We
can achieve this by deﬁning the (2k + 1) × (2k + 1) complex matrix
Uk = 1√
2
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
i 0 · · · 0 · · · 0 −i(−1)k
0 i · · · 0 · · · −i(−1)k−1 0
...
...
. . .
...
. . .
...
...
0 0 · · · √2 · · · 0 0
...
...
. . .
...
. . .
...
...
0 1 · · · 0 · · · (−1)k−1 0
1 0 · · · 0 · · · 0 (−1)k
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(A.5)
for k ∈ N0. Notice that (A.5) is a unitary matrix, UkU∗k = U∗k Uk = I2k+1, where superscript *
denotes conjugate transpose. Deﬁne
k = UkY k and Gk = UkDkU∗k
for k ∈ N0. One can see that the (2k + 1) vector k is real and that the (2k + 1) × (2k + 1)
matrix Gk is also real, and because they are derived from a unitary transformation, they form real
orthogonal bases for L2(S2) and L2(SO(3)), respectively.
Let f ∈ L2(S2) and g ∈ L2(SO(3)) be real-valued functions. Deﬁne the convolution,
f ∗ g() =
∫
SO(3)
f (s)g(s−1)ds for  ∈ S2. (A.6)
We have the following convolution property (which holds in either the real or complex bases)
̂(f ∗ g)k = fˆk gˆk,
for all k ∈ N0, see Lemma 2.1 in [16]. The link to the spherical mixture model comes from
the fact that geometrically, S2 is isomorphic to the quotient space SO(3)/SO(2), where SO(2) is
the space of 2 × 2 rotation matrices (embedded) in SO(3) leaving the z-axis ﬁxed. In this way a
function f : S2 → R can be identiﬁed with a function on SO(3) that is constant on cosets sSO(2)
for all s ∈ SO(3). In this way if the equivalence class of [s] ∈ SO(3)/SO(2) is identiﬁed with
 ∈ S2, then [s−1] is identiﬁed with ′ so that (A.6) is equivalent to (3.10).
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