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Abstract
We develop an online data-enabled predictive (ODeePC) control method for optimal control of unknown systems, building on
the recently proposed DeePC [1]. Our proposed ODeePC method leverages a primal-dual algorithm with real-time measurement
feedback to iteratively compute the corresponding real-time optimal control policy as system conditions change. Specifically,
the algorithm: a) records data from the unknown system and updates the underlying primal-dual algorithm dynamically,
b) can track changes in the system’s operating point and adjust the control inputs, and c) is computationally efficient as
it employs a fast Fourier transform-based algorithm, enabling the fast computation of the product of a non-square Hankel
matrix with a vector. We provide theoretical guarantees regarding the asymptotic behavior of ODeePC, and we demonstrate
its performance through a power system application.
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1 Introduction
In the context of smart critical infrastructures and com-
plex dynamic systems, applications of optimal control
abound [2]. Traditional optimal control of these systems
relies on accurate system models, with model predic-
tive control (MPC) [3–7] being a classic approach. Many
complex physical systems however, such as large power
systems, manifest complex and hard-to-model uncer-
tain dynamics that complicate their study and analysis.
Therefore, data-based modeling and control techniques
have become increasingly popular in the context of such
systems due to data abundance [8, 9]. Such approaches
offer an attractive alternative to classic optimal control
as they are independent of any analytical system models.
System identification algorithms are exploited in many
control approaches for producing approximate models
when an analytical system description might not be
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available or might be too difficult to obtain [10–12].
Other data-based control approaches exploit different
types of learning algorithms at various stages of the
control design process to generate information about
the model. Representative publications of this line of
work are [13–18], [19], and [20]; the most prominent ap-
proaches are based on reinforcement learning and MPC
using Gaussian processes. All these approaches rely
on state-space model representation of the underlying
dynamic system.
Data-driven optimal control approaches can be useful
even when a certain (simplified) model of the system
exists. In such a case, data-driven approaches can help
refine the model, by capturing exogenous disturbances
and other model details not accounted for in the existing
model [19].
Recently, a data-enabled predictive control algorithm
(DeePC) [1] was proposed as an alternative approach
that is free of any parametric system model representa-
tion. DeePC, rather, uses the control inputs and plant
outputs of a dynamic system to learn the system’s be-
havior and compute a predictive control policy directly.
Despite its accuracy and efficacy for small systems (sys-
tems with few states), however, this control approach,
lacks scalability as its implementation to large systems
(i.e., systems with many states) can be computation-
ally burdensome. This is partially because of the large
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dataset required to accurately represent the underlying
system.
Contributions. In this paper, we develop an online
data-enabled predictive controller (ODeePC) by build-
ing on the recently proposed DeePC. Our main contri-
butions are highlighted as follows.
• We appropriately design ODeePC so that it has the
following properties: a) it can record data through
measurements from the unknown system in real-time
and it can update the underlying optimization prob-
lem accordingly; b) it can track changes in the sys-
tem’s operating point and adjust the control inputs
dynamically; and c) it is computationally efficient.
The algorithm design leverages the online time-
varying optimization methods with measurement
feedback [21,22].
• To enable online implementation of ODeePC, we de-
vise a computationally efficient algorithm for a fast
computation of the product of a non-square block
Hankel matrix with a vector. The algorithm exploits
properties of circulant matrices and fast Fourier trans-
form (FFT) to carry out the assigned computations
efficiently. We also derive the complexity of this algo-
rithm and prove that it precisely computes the desired
product.
• Lastly, we establish theoretical guarantees regarding
the asymptotic behavior of ODeePC and illustrate its
effectiveness through numerical studies.
The rest of this paper is structured as follows. In Sec-
tion 2, we present the notation we use throughout the
paper and some preliminaries. In Section 3, we review
the classic MPC and the recently proposed DeePC [1].
Section 4 includes the main results surrounding the de-
velopment of the proposed ODeePC algorithm and the
analysis of its performance. We validate the performance
of ODeePC through a numerical example in Section 5.
Finally, in Section 6, we conclude the paper with some
remarks.
2 Notation and Preliminaries
2.1 Notation
Let R denotes the set of real numbers; Z≥0 and Z>0 re-
spectively, denote the set of nonnegative integers. Given
a matrix A, A> denotes its transpose, and A  (≺)0 de-
notes that A is positive (negative) definite. The matrix
In ∈ Rn×n is the n×n identity matrix. For x ∈ Rn, ||x||2
denotes its Euclidean norm, diag{x} is a diagonal matrix
with the elements of x on the main diagonal. Further,
given a set X ⊂ Rn, ProjX {x} denotes the projection of
x onto X . Given a Q  0, we define ||v||2Q = v>Qv. We
use subscript t to denote a vector value at time t; and
vi,t to denote the i
th entry of the vector vt at time t. We
denote the smallest eigenvalue of Q ∈ Rn×n by λmin(Q).
A shift matrix is defined as Sm,n =
[
0 Im−1
0 0
]
⊗ In and
Sm,n ∈ Rmn×mn. For any matrix A ∈ Rmn×N , Sm,nA
results in shifting the elements of A upward by n posi-
tions.
2.2 Preliminaries
Let us start by assuming that the system we seek to
control can be represented by a discrete-time, linear,
time-invariant (LTI), state-space model given by{
xt+1 = Axt +But
yt = Cxt +Dut.
(1)
In this representation, t ∈ Z>0 is the discrete time index;
A ∈ Rn×n is the state matrix; B ∈ Rn×m is the input
matrix; C ∈ Rp×n is the output matrix; D ∈ Rp×m is
the feed-forward matrix; xt ∈ Rn is the state vector;
ut ∈ Rm is the control input vector; and yt ∈ Rp is
the output vector. Also, let rt ∈ Rp denote the output
reference vector representing the desired value of the
output at time t.
Let u := (u>1 , ..., u
>
T )
> ∈ RmT denote the vector of the
control inputs during t = 1, . . . , T , for some T ∈ Z>0.
The block Hankel matrix, with each column being a set
of consecutive data points of length L ≤ T , is given by
HL(u) :=

u1 u2 . . . uT−L+1
u2 u3 . . . uT−L+2
...
...
. . .
...
uL uL+1 . . . uT
 , (2)
with HL(u) ∈ RmL×(T−L+1). A similar matrix can be
constructed for y. It is useful at this point to introduce
the following definition.
Definition 2.1 Let L, T ∈ Z>0 and T ≥ L. Then, the
signal u := (u>1 , ..., u
>
T )
> is persistently exciting of order
L if HL(u), as defined in (2), is of full row rank.
Roughly speaking, a persistently exciting input is a rich
enough input able to excite the system so that it gener-
ates an output that is representative of its behavior.
Moving forward, we assume that u ∈ RmT is a persis-
tently exciting input data set of order Ttot. With rich
enough data to describe system (1), we can construct
the following block Hankel matrices associated with the
input and output data, respectively
U :=HTtot(u), Y :=HTtot(y), (3)
2
where U ∈ RmTtot×κ, Y ∈ RpTtot×κ, and κ := T −Ttot +
1. Behavioral system theory [23] states that if system (1)
is controllable 1 , then the input-output pair (utot, ytot),
where utot ∈ RmTtot and ytot ∈ RpTtot , is a trajectory of
(1) if and only if there exists a g ∈ Rκ, such that[
U
Y
]
g =
[
utot
ytot
]
. (4)
Equation (4) indicates that any possible trajectory
should be a linear combination of κ number of trajecto-
ries (columns) embedded in [U>, Y >]>. We can view (4)
as an alternative model of (1). The main difference is
that (4) is entirely constructed by data as opposed to
state evolution in (1).
3 Overview of Classic MPC and DeePC
In this section, we provide an overview of the clas-
sic MPC and the recently proposed DeePC [1]. Note
that the classic MPC uses a precise model (1), whereas
DeePC uses the recorded control inputs and plant out-
puts of the underlying system to capture its behavior
and compute a predictive control policy.
3.1 MPC
MPC is a receding time horizon control algorithm that
computes an optimal control input ut based on a pre-
diction of the system’s future trajectory subject to the
system’s dynamics. We consider a classic MPC setting
with prediction horizon N ∈ Z>0 formulated as
minimize
x,uk∈Uˆ,yk∈Yˆ,
∀k=0,···N−1
N−1∑
k=0
f(uk, yk), (5)
s. t. xk+1 = Axk +Buk, ∀k ∈ {0, · · · , N − 1},
yk = Cxk +Duk, ∀k ∈ {0, · · · , N − 1},
x0 = xˆt,
where x = (x>0 , ..., x
>
N )
>; Uˆ ⊆ Rm and Yˆ ⊆ Rp are,
respectively, the convex and bounded constraint sets for
uk and yk for all k; f : Uˆ × Yˆ 7→ R is a convex cost
function; and xˆt serves as the initial state of the system.
We let t denote the current time, and k index the time
instances of the look-ahead horizon window. Algorithm
1 [1] can be used to solve the MPC Problem (5). Usually,
after the optimal control policy is computed, only the
input u?0 that corresponds to the first look-ahead window
1 The controllability for LTI in the context of behavioural
system theory is weaker than the one for control system the-
ory (behavioural system theory is on the control of output y
and control system theory is on the state x), cf. [1, Definition
4.3]. We do not distinguish them here for simplicity.
Algorithm 1 MPC [1]
Problem data: matricesA,B,C,D, current state xˆt, fea-
sible input and output sets Uˆ and Yˆ, objective function
f .
(1) Solve (5) for u? = (u?
>
0 , ..., u
?>
N−1)
>.
(2) Apply inputs (u>t , ..., u
>
t+s)
> = (u?
>
0 , ..., u
?>
s )
> for
some s ≤ N − 1.
(3) Set t to t+ s and update xˆt.
(4) Repeat.
is implemented in the system (or s = 0). In the rest of
the paper, we assume s = 0 without loss of generality.
The MPC algorithm has been proven to be effective
in numerous applications, e.g., autonomous driving [24]
and flight control [25], where the goal is primarily tra-
jectory tracking. Despite that, the requirement for an
accurate model description still restricts the application
domain as systems whose dynamics are hard to model or
unknown and cannot be considered. To this end, DeePC,
which leverages measured system data instead of an ac-
curate system model to capture the system’s behavior,
overcomes these limitations and has been shown to work
well for small systems. We review the DeePC control ap-
proach [1] next.
3.2 DeePC
DeePC relies on the past input/output data to con-
struct the model shown in (4). Let uini ∈ RmTini and
yini ∈ RpTini denote a given initial trajectory of the
system of length Tini ∈ Z>0 over time interval [t −
Tini, · · · , t− 1]. Any trajectory u = (u>0 , ..., u>N−1)> and
y = (y>0 , ..., y
>
N−1)
> over the time interval [t, t+N − 1]
should satisfy
[
U
Y
]
g =

Up
Uf
Yp
Yf
 g =

uini
u
yini
y
 , (6)
for some g ∈ Rκ. Note that we have Ttot = Tini + N ;
and we have partitioned U ∈ RmTtot×κ into Up and
Uf , with Up ∈ RmTini×κ and Uf ∈ RmN×κ. Similarly,
Y ∈ RpTtot×κ is partitioned into Yp ∈ RpTini×κ and
Yf ∈ RpN×κ. The length of the initial trajectory, Tini,
should be selected large enough to ensure unique y for
any given u; cf. [23, Lemma 1]. We assume that the to-
tal number of measured input/output pairs, T , is large
enough to construct a persistently exciting U of order
Ttot; cf. Definition 2.1. In the following, we use the short-
hand notation H = [U>p , U>f , Y >p , Y >f ]>.
With the elements in place, we state the DeePC formu-
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lation of (5) as:
minimize
g∈Rκ,u∈U,y∈Y
N−1∑
k=0
f(uk, yk) s.t. (6) holds, (7)
where U and Y are, respectively, the Cartesian products
of N number of Uˆ and Yˆ. In [1], the following algorithm
is proposed for solving (7).
Algorithm 2 DeePC [1]
Problem data: past input data uini, yini, H =
[U>p , U
>
f , Y
>
p , Y
>
f ]
>, feasible input and output sets U
and Y, objective function f .
(1) Solve (7) for g? and compute u? = Ufg
?.
(2) Apply control inputs (u>t , ..., u
>
t+s)
> =
(u?
>
0 , ..., u
?>
s )
> for some s ≤ N − 1.
(3) Set t to t + s and update past input/output data
uini and yini with the Tini most recent data obtained
from measurements.
(4) Repeat.
We note that in Algorithm 2, the matrix H is not up-
dated over time as the data is recorded offline and used
online to solve the receding horizon predictive control
problem. Only the RHS elements h = [u>ini, u
>, y>ini, y
>]>
are updated as t evolves. In cases where we are deal-
ing with time-varying or nonlinear systems, not updat-
ing the matrix H over time might result in bad sys-
tem representation and subsequently invalid computed
control policies. We next present our proposed Online
Data-enabled Predictive Control (ODeePC) which tack-
les these challenges.
4 Online Data-enabled Predictive Control
Below are the main aspects of the proposed algorithm;
the details are given in the ensuing sections.
• It exploits available real-time data obtained from sys-
tem measurements to dynamically update both the
matrix H and the vector h.
• It uses a primal-dual gradient descent algorithm to
iteratively compute the optimal control policy, thus
allowing the intermediate control inputs to be imple-
mented in the system in real-time. Further, it allows
real-time measured information about the system’s
state to take part in the algorithm and affect the com-
puted optimal control policy.
• It exploits a FFT-based algorithm to efficiently com-
pute the products of block Hankel matrices with vec-
tors.
These aspects of ODeePC will be explained in detail.
4.1 Primal-dual Algorithm for the Regularized DeePC
Problem
We first design a primal-dual algorithm to iteratively
solve the Lagrangian formulation of (7). Then, we ap-
propriately modify the designed algorithm to arrive at
the ODeePC algorithm’s iterative update rule.
We start with considering the following min-max opti-
mization problem associated with (7):
maximize
ν
(
minimize
g∈Rκ,u∈U,y∈Y
L(u, y, g, ν)
)
, (8)
where ν ∈ RNν , Nν = (m + p)(Tini + N), and L is the
regularized Lagrangian, given as:
L(u, y, g, ν) =
N−1∑
k=0
f(uk, yk) +
g
2
||g||22
+ ν>(Hg − h)− ν
2
||ν||22 ,
where g > 0 and ν > 0 are (small) constants. The reg-
ularization terms improve the convergence rate of the
gradient-based method at the expense of converging to
a point that is close to but not exactly the real optimal
point of (7). This particular regularization is widely used
for solving convex optimization problems [21], [22]. Us-
ing the primal-dual gradient descent algorithm to solve
(8), we arrive at the problem’s saddle-flow dynamics.
These, are given by
uτ+1 = ProjU{uτ − α(∇uf˜ |(uτ ,yτ ) − ντu)}, (9a)
yτ+1 = ProjY{yτ − α
(∇y f˜ |(uτ ,yτ ) − ντy )}, (9b)
gτ+1 = gτ − α(H>ντ + ggτ ), (9c)
ντ+1 = ντ + α(Hgτ − h− νντ ), (9d)
where τ is the iteration number, α ∈ R+ is the step size,
and f˜(u, y) :=
∑N−1
k=0 f(uk, yk). Further, we define ν
τ
u
and ντy as the elements of ν
τ associated with the inputs
and outputs, respectively. The saddle-flow dynamics (9)
solve the static optimization problem (8).
Relatively large systems with numerous states would
give rise to a large matrix H. This would inevitably ren-
der the algorithm computationally very expensive. To
see this, consider that the product of a general matrix
H ∈ Rn×m with a m−element vector (at every iteration
as imposed by (9c) and (9d)), can be computed by carry-
ing out n×m multiplications and (n×m−n) additions.
One can realize that exact and real-time computation
of this product and thus the implementation of the al-
gorithm would be quite challenging. This would be even
more challenging in an online setting where, uini, yini
and H would be frequently updated. Motivated by this,
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we carefully design ODeePC so that it is computation-
ally efficient and practically implementable. We accom-
plish this by exploiting a computationally efficient algo-
rithm that leverages FFT to compute the block Hankel
matrix-vector multiplication quickly. The details will be
provided in the sequel.
4.2 ODeePC
We now present the underlying time-varying optimiza-
tion problem associated with our proposed ODeePC. We
consider, the vector h in the optimization (8) to be fre-
quently updated with the latest input-output pair, uini
and yini. In addition, to allow our algorithm to cope
with time-varying systems, we also update H at every
iteration for better system characterization. The follow-
ing formulation captures the time-varying properties de-
scribed.
maximize
ν
(
minimize
g∈Rκ,u∈U,y∈Y
Lt(u, y, g, ν)
)
, (10)
where t captures the time instances when the optimiza-
tion problem is updated. The time varying Lagrangian
is the same as (8) except that H and h are time depen-
dent, given as
Ht =

U tp
U tf
Y tp
Y tf
 , ht =

utini
u
ytini
y
 .
Remark 4.1 (ODeePC for linear time-varying
(LTV) systems). For a LTI system, updating H on-
line using the measured data is not very meaningful
as the original H already captures all the properties
that characterize the system; however, in order to allow
ODeePC to deal with LTV systems or nonlinear dynam-
ical systems, frequent online updating of the matrix H
is necessary.
Let the variable τ track the algorithm iteration, and as-
sume that the control is implemented on the system ev-
ery time NI iterations have been completed. The itera-
tion index τ and the system update instances t are re-
lated as follows. When τ coincides with the system up-
date instant t, then τ +NI would coincide with the sys-
tem update instant t+ 1. In our proposed ODeePC sys-
tem, all the inner-loop iterations in the interval (t, t+ 1)
are carried out using the update rules (9), with H being
fixed and given by Ht = [U tp> U tf> Y tp> Y tf>]>. In addi-
tion, the uini and yini elements of h are, respectively, fixed
at utini and y
t
ini. Every NI iterations however, starting at
instant t+1 (or τ+NI), these elements are updated, and
ODeePC deploys the following update rules to compute
the new input-output pairs and dual variables:
uτ+1 = ProjU{uˆτ − α(∇uf˜ |(uˆτ ,yˆτ ) − νˆτu)}, (11a)
yτ+1 = ProjY{yˆτ − α
(∇y f˜ |(uˆτ ,yˆτ ) − νˆτy )}, (11b)
gτ+1 = gτ − α(H(t+1)> νˆτ + ggτ ), (11c)
ντ+1 = νˆτ + α(Ht+1 gτ − ht+1 − ν νˆτ ), (11d)
where uˆτ = SN,mu
τ , yˆτ = SN,py
τ , νˆτ = [νˆτ
>
u νˆ
τ>
y ]
>,
νˆτu = STtot,mν
τ
u , and νˆ
τ
y = STtot,pν
τ
y . Observe that the
update rules (11) are different from (9). The main dif-
ferences between (11) and (9) are that the variables uτ ,
yτ , ντ are updated through the shift matrices. Both H
and h are also updated to reflect the change of the op-
timization problem. The shift matrix moves uτk+1 in the
place of uτk for all k = 0, · · · , N − 2. The other variables
are updated similarly through the shift matrices. The
logic behind this updating scheme is that the prediction
horizon changes, e.g., from (t, t + 1, · · · , t + N − 1) to
(t + 1, t + 2, · · · , t + N), every time the optimization
problem is getting updated. The updating scheme uses
the shift matrices to appropriately “initialize” the solu-
tion of the optimization problem at t + 1 using the one
for time t. We summarize the ODeePC in Algorithm 3.
Algorithm 3 ODeePC
1: Initialize τ = t = 1, α, , uτ , yτ , gτ , ντ , Ht, ht
2: Repeat
3: if mod(τ ,NI) ≥ 1 then
4: Compute (9) using Algorithm 5
5: else
6: Apply control uτ0 to the system
7: Update Ht+1 and ht+1 using uτ0 and the mea-
sured yτ0
8: Compute (11) using Algorithm 5
9: t 7→ t+ 1
10: end if
11: τ 7→ τ + 1
Note that Algorithm 3 incorporates Algorithm 5, which
will be introduced in Section 4.4, to computeHτ>ντ and
Hτ gτ in (9) and (11). The matrix-vector multiplications
are the most computationally heavy part in Algorithm 3.
Algorithm 5 gets around the multiplications with FFTs.
We will first show the convergence of the ODeePC and
then in Section 4.4 we explain how FFT-based approach
works.
4.3 Convergence of ODeePC
In this section, we show that under mild assumptions,
Algorithm 3 converges Q-linearly to a neighborhood of
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the optimal point. For convenience of notation, we de-
note zτ = [uτ> yτ> gτ> ντ>]>, and we rewrite (11) as:
zτ+1 = ProjU×Y×Rκ+Nν {zτ − αΨτ (zτ )}, (12)
where the time-varying gradient step is embedded in Ψτ .
We assume the Lipschitz continuity and monotonicity of
Ψτ , stated formally in Assumption 1.
Assumption 1 (Lipschitz continuity and mono-
tonicity of the gradient).There exists a finite constant
σΨ ∈ R+ such that
∣∣∣∣Ψτ (z1)−Ψτ (z2)∣∣∣∣ ≤ σΨ ∣∣∣∣z1 − z2∣∣∣∣
for all z1, z2 ∈ U ×Y ×Rκ+Nν for all τ . In addition, Ψτ
is strongly monotone with constant η.
Assumption 1 is actually equivalent to [26, Lemma 3.4].
The reason of making Assumption 1 instead of deriv-
ing [26, Lemma 3.4] for our case is that the proof of [26,
Lemma 3.4] will require breaking the equality constraint
on g into inequality constraints. In addition, because the
gradient mapping Ψτ has two different forms (dependent
on the iteration step), respectively (9) and (11), we need
to show the Lipschitz continuity and strong monotonic-
ity for both forms. Those are tedious and not the focus
of this paper.
We further make Assumption 2 that considers that the
variation of the optimal point is bounded, enabling each
time close tracking of the optimal point within a reason-
able number of iterations of ODeePC.
Assumption 2 (Bounded variation of the optimal
point). There exists a finite constant σz ∈ R+ such that
the optimal points for the consecutive time steps t (or
τ) and t + 1 (or τ + NI) of optimization (10) satisfy∣∣∣∣zτ+NI ,? − zτ,?∣∣∣∣
2
≤ σz.
Recall that we index z by the iteration number rather
than the time instances t. The optimal point of z for
iterations τ, · · · , τ +NI − 1 (or time t) stays unchanged
because the associated optimization remains the same.
The optimal point changes for iteration τ + NI (time
t+1). With all the elements in place, we state Theorem 2
which establishes convergence of Algorithm 3.
Theorem 4.2 (Convergence of ODeePC). 2 If As-
sumptions 1 and 2 hold, and ρ(α) :=
√
1 + α2σ2Ψ − 2αη <
1, then Algorithm 3 has zτ converge Q-linearly to a
neighborhood of optimal point of (10), given as:
lim sup
τ→∞
‖zτ − zτ,?‖2 = σz
1− ρ(α) .
The proof of Theorem 2 is similar to the proof of [22, The-
orem 4]. The main element of the proof is the derivation
2 We assume that the measurement noise is zero in the proof.
of an inequality between ‖zτ+1−zτ+1,?‖ and ‖zτ−zτ,?‖.
In the proof, Assumption 1 is used for substituting the
terms (Ψτ (zτ ) − Ψτ (zτ,?))>(zτ − zτ,?) and ‖Ψτ (zτ ) −
Ψτ (zτ,?)‖22 by the product of some coefficient (deter-
mined by σΨ and η) and ‖zτ−zτ,?‖. Readers are referred
to [22, Theorem 4] for more details.
4.4 Fast Computation of Hankel Matrix-Vector Product
In this section, we describe Algorithm 5, which effi-
ciently computes the matrix-vector multiplications in (9)
and (11). We will use the fact that H in (9) and (11)
is the concatenation of block Hankel matrices U and Y ,
and we apply FFT to exploit the convolutional structure
of the Hankel matrices.
We slightly abuse the notation in this subsection, and we
let n and m denote the dimensions of a general Hankel
matrix H so that H ∈ Rn×m, unrelated to the state-
space model representation (1). Given that, the main
problem we are concerned with here can be described as
follows.
Problem 1 Given a m-element vector v ∈ Rm:
v :=
(
v1 v2 · · · vm
)>
, (13)
and a Hankel matrix H ∈ Rn×m, where hi ∈ R, ∀i,
defined as:
H :=

h1 h2 · · · hm−1 hm
h2 h3 · · · hm hm+1
...
...
hn−1 hn · · · hn+m−3 hn+m−2
hn hn+1 · · · hn+m−2 hn+m−1

, (14)
compute the product pH = Hv in a computationally effi-
cient manner.
Building on the algorithm proposed in [27] for comput-
ing the product of a square Hankel matrix and a vec-
tor, we propose Algorithm 4 for computing the product
pH = Hv efficiently for non-square Hankel matrices. The
complexity of Algorithm 4 is introduced through the fol-
lowing theorem.
Theorem 4.3 The complexity of Algorithm 4 that com-
putes the product of a Hankel matrix H ∈ Rn×m and a
vector v ∈ Rm is O(max(n,m) log(max(n,m))).
PROOF. Following the same steps as in [27], we first
note that each FFT has a complexity 5(n+m−1) log(n+
m−1), and the pointwise multiplication has a complexity
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Algorithm 4 Fast Hankel matrix-vector product
Given a vector v ∈ Rm and a Hankel matrix H ∈ Rn×m,
compute the vector pH = Hv via the following steps.
(1) Define a new (n+m− 1)-element vector c as:
c =
(
hm hm+1 · · · hn+m−1 h1 h2 · · · hm−1
)>
Note that the vector c is the vector that fully spec-
ifies a Circulant matrix C.
(2) Define a (n+m− 1)-element vector ve ∈ Rn+m−1
by permuting the vector v and adding (n−1) zeros
so that:
ve =
(
vm vm−1 · · · v1 0 · · · 0
)>
(3) Compute a (n+m− 1)-element vector y as:
y = IFFT(FFT(c) ◦ FFT(ve))
where (◦) is the Hadamard product of the two vec-
tors, FFT is the fast Fourier transform, and IFFT
is the inverse fast Fourier transform.
(4) Let y =
(
y1 y2 · · · y(n+m−2) y(n+m−1)
)>
, y ∈
Rn+m−1. Then the product pH = Hv is given by:
pH =
(
y1 y2 · · · yn−1 yn
)>
i.e., the subvector defined by the first n elements of
the vector y.
6(n+m− 1) and the inverse FFT 5(n+m− 1) log(n+
m−1). By combining all of these together, we have that
the complexity of the algorithm is:
15(n+m− 1) log(n+m− 1) + 6(n+m− 1). (15)
Equation (15) can be rewritten in Big-O notation, which
is the desired O
(
max(n,m) log(max(n,m))
)
.
It remains to show that the proposed algorithm precisely
computes the desired product pH = Hv. This is carried
out through the following theorem.
Theorem 4.4 Consider a Hankel matrix H ∈ Rn×m as
defined in (14) and a vector v ∈ Rm as defined in (13).
The first n elements of the vector y obtained from the
following computation:
y = IFFT(FFT(c) ◦ FFT(ve)) (16)
where c and ve are (n+m− 1)-element vectors, defined
as:
c :=
(
hm hm+1 · · · hn+m−1 h1 h2 · · · hm−1
)>
,
ve :=
(
vm vm−1 · · · v1 0 · · · 0
)>
,
yields the exact product pH = Hv.
PROOF. The proof is deferred to the appendix.
Through this theorem, we have established that Algo-
rithm 4 computes the product pH = Hv. By building on
these results, we will now design an algorithm that will
allows us to efficiently compute the product of a block
Hankel matrix H (comprising column vectors hi) and a
vector v. The main problem we seek to address can be
stated as follows.
Problem 2 Given a m-element vector v ∈ Rm:
v :=
(
v1 v2 · · · vm
)T
, (17)
and a block Hankel matrix H ∈ R(nl)×m, where hi ∈
Rl, l > 1, ∀i, defined as:
H :=

h1 h2 · · · hm−1 hm
h2 h3 · · · hm hm+1
...
...
hn−1 hn · · · hn+m−3 hn+m−2
hn hn+1 · · · hn+m−2 hn+m−1

, (18)
Compute the product pBH = Hv in a computationally
efficient manner.
Our goal is to compute the product of a block Hankel
matrix H that comprises column vectors hi ∈ Rl, with a
vector v. We propose the following algorithm for solving
Problem (2).
Following the steps in the proof of Theorem 4.4, one can
show that application of Algorithm 5 indeed results in
the precise computation of the product pBH of a block
Hankel matrix H and a vector v.
5 Numerical Validation of ODeePC
We consider the following predictive control problem
with a linear time-varying dynamic system:
minimize
x,u∈U,y∈Y
N−1∑
k=0
||yk − rt+k||2 , (19)
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Algorithm 5 Fast block Hankel matrix - vector product
The product pBH of a vector v ∈ Rm and a block Han-
kel matrix H ∈ R(nl)×m can be computed through the
following steps.
(1) Initialize β = 1 and define the vector: c ∈
Rl(n+m−1)
c =
(
h>m · · · h>n+m−1 h>1 h>2 · · · h>m−1
)>
(2) Define a (n+m− 1)-element vector ve ∈ Rn+m−1
by permuting the vector v and adding (n−1) zeros
so that:
ve =
(
vm vm−1 · · · v1 0 · · · 0
)T
(3) While β ≤ l, construct:
c(β) =
(
hm(β) · · · hn+m−1(β) h1(β) · · · hm−1(β)
)>
and apply Algorithm 4, where c = c(β), to obtain
y(β) = y ∈ Rn+m−1. Update β → β + 1.
(4) Compute the product pBH = Hv ∈ Rnl as:
pBH =
(
y(1)(1) · · · y(l)(1) · · · y(1)(n) · · · y(l)(n)
)>
s. t. xk+1 = At+kxk +Bt+kuk,∀k ∈ {0, · · · , N − 1},
yk = Cxk,∀k ∈ {0, · · · , N − 1},
x0 = xˆt,
where for every time instance t, At ∈ R10×10, Bt ∈
R10×10, C ∈ R10×10, and rt is the reference signal. The
references rt are changed randomly with uniform dis-
tribution between [0, 0.1] for every 1000 iterations of t.
To apply DeePC or ODeePC to the predictive control
problem defined by (19), we construct the data-based
model (6) by prerunning a number of iterations with a
sequence of ut, which is persistently exciting of order
10(Tini + N). Optimization (19) can then be reformu-
lated in the form of (10) (the objective function can be
time-varying without loss of generality). The parameters
of the optimization and model are given in Table 1.
NI Tini N κ g
50 20 1800 1651 0.1
Table 1
Number setup for the simulations.
To simulate a dynamic environment, we let At and Bt
vary with t. Specifically, the magnitude of each entry
of At increases p% of its value whenever t changes to
t + 1, where p is randomly generated with a uniformly
distribution in [−0.01, 0.01]. Similar biases are imposed
on Bt. With these biases, the optimization associated
with DeePC becomes infeasible in less than 10 iterations.
To compare the performance of ODeePC with that of
DeePC, we implemented the Gradient-DeePC algorithm
which is the same as Algorithm 3 except that Ht is kept
unchanged over time. The results are shown in Figures
1, 2, and Figure 3. It can be seen that Gradient-DeePC
starts diverging at around t = 6000; on the contrary,
ODeePC converges to a near optimal point with the cost
close to zero.
Another reason for the performance difference between
ODeePC and Gradient-DeePC is on the element shifting
step embedded in (11) when the optimization is updated
from t to t + 1. Recall that ODeePC updates both H
and h, whereas Gradient-DeePC updates h and keepsH
unchanged. This makes a difference because the shifting
on variable z results in proper initialization of the opti-
mization problem at t+1 using the solution at t. For the
case of ODeePC, the majority of the constraints defined
by H g = h are kept when t is changed to t + 1, so the
shifts defined in (11) result in variables that satisfy most
equality constraints of the optimization problem at t+1.
On the contrary, Gradient-DeePC only shifts h when
the optimization problem is updated. This implies that
all the constraints of the optimization problem at t + 1
are different from the ones at t. The “disconnection” be-
tween consecutive instances of the optimization problem
is an additional disadvantage of Gradient-DeePC com-
pared to ODeePC, which partially causes the divergence
observed in Fig. 3.
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Fig. 1. Evolution of costs over iterations for ODeePC and
Gradient-DeePC algorithms.
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Fig. 2. Tracking performance of one entry of the output y.
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Fig. 3. Two-norm violation of equality (6).
We also compare the computational times between Al-
gorithm 5 and the direct matrix vector multiplication
method. In our rather moderate-scale example, Algo-
rithm 5 takes 0.51 second on average withNI = 50 inner
gradient iterations, whereas the average time for the di-
rect multiplication is approximately 1.1 seconds. Both
simulations are done on a desktop with 3.5-GHz CPU
and 16-GB RAM. Algorithm 5 slashes the computational
time in half, and the advantage expands for larger scale
systems.
6 Conclusion and future work
In this paper, we presented an online data-enabled pre-
dictive (ODeePC) control method for optimal control
of unknown systems, building on the recently proposed
DeePC [1]. Our proposed ODeePC method leverages a
primal-dual algorithm with real-time measurement feed-
back and recorded system data to compute the optimal
control policy in real-time as system conditions change.
ODeePC can generate control inputs dynamically, track-
ing changes in the system operating point while man-
ifesting high computational efficiency. We prove that
ODeePC’s iterative update rule converges to a neigh-
borhood of the optimal control policy. In future work,
we will explore ways to leverage information about the
physical laws that govern the dynamics of the system
in our data-driven method, to construct a more reliable
system model and thus have a more robust overall con-
trol method.
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Proof of Theorem 4.4
PROOF. Our proof is constructive. We first reduce
the Hankel matrix-vector product into an equivalent
Toeplitz matrix-vector product and eventually into a cir-
culant matrix-vector product. We then show that the
last product can be computed efficiently using FFT.
First, we multiply the Hankel matrix H ∈ Rn×m by a
matrix Π ∈ Rm×m to obtain a Toeplitz matrix T ∈
Rn×m. The matrix Π is required to have the following
structure:
Π =

0 0 · · · 0 1
0 0 · · · 1 0
...
. . .
...
1 0 · · · 0 0
 . (.1)
One can easily verify that indeed:
H ·Π = T. (.2)
Using (.2), we can express the product of the Hankel
matrix H with the vector v as:
H · v = T ·Π−1 · v. (.3)
One can additionally verify that:
T ·Π = H. (.4)
Thus, we also have that:
H · v = T ·Π · v = T · vp. (.5)
where vp = Π · v, vp ∈ Rm. This vector has the same
elements as v but sorted in reverse order:
vp :=
(
vm vm−1 · · · v1
)>
. (.6)
So far, we have shown that the product H · v is equiv-
alent to the product T · vp. The next step is to em-
bed the Toeplitz matrix T into a larger circulant matrix
C ∈ R(n+m−1)×(n+m−1) whose product with a vector
can computed efficiently. We construct the matrix C as
follows:
C =
(
T ?
? ?
)
. (.7)
We emphasize here that, a n × m Toeplitz matrix T
should be embedded in a (n+m−1)×(n+m−1) circulant
matrix C with the matrix T being on its upper left block.
This is because the distinct elements of the (n+m− 1)
diagonals of the Toeplitz matrix T are those that define
the vector c, which characterizes the circulant matrix C
and precisely matches its first column. Moving forward,
in light of (.7), the product T · vp can be expressed as a
function of the circulant matrix C as follows:
T · vp =
(
In 0m−1
)
·C · ve, (.8)
where the vector ve is defined as:
ve =
(
vp
0n−1
)
. (.9)
We know that the circulant matrix C has the nice prop-
erty of being diagonalized by the FFT matrix F. That
is:
C = F−1ΛF. (.10)
Hence, the product C · ve can be computed as:
C · ve = F−1ΛFve, (.11)
which can be written as:
C · ve = F−1ΛVˆe, (.12)
where Vˆe is the discrete Fourier transform of ve, and
Λ = diag(Fc) = diag(Cˆ) is a diagonal matrix with the
elements of the discrete fourier transform of the vector
c, Cˆ, on its diagonal. From (.8), it is easy to conclude
that H · v can be obtained as the first n elements of the
Hadamard product of the vectors Cˆ and Vˆe. Note that c
is the vector that fully specifies the circulant matrix C
and corresponds to its first column. That completes the
proof.
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Algorithm 4 can be used to efficiently compute the prod-
uct pH of a non-square Hankel matrix H ∈ Rn×m with a
vector v ∈ Rm. In this analysis, we computed the com-
plexity of the proposed algorithm and proved that it car-
ries out the appropriate computation by exploiting FFT.
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