Abstract. Two classes of multivariate random fields with operator-stable marginals are constructed. The random fields X = {X(t) : t ∈ R d } with values in R m are invariant in law under operator-scaling in both the time-domain and the state-space. The construction is based on operator-stable random measures utilising certain homogeneous functions.
Introduction
The notion of self-similarity of stochastic processes and random fields yields to a rich class of stochastic models with application in various fields, such as physics, ground water hydrology and mathematical finance, just to mention a few. See for instance [1] , [5] and [20] . Recall from [4] that a scalar-valued random field X = {X(t) : t ∈ R d } is called operatorscaling, if for some d × d matrix E with positive real parts of the the eigenvalues we have = denotes equality of all finite-dimensional marginal distributions. As usual r E = exp((ln r)E) is the matrix exponential, see (2.1) below. Observe that if E = 1 H I d , where I d is the identity matrix, then (1.1) is just the well-known self-similarity property with Hurst-index H > 0 as first studied in [12] . In [4] two usually different representations of operator-scaling random fields with symmetric α-stable (SαS) marginals are presented. Those representations are based on SαS random measures and so called E-homogeneous functions. More precisely, for 0 < α ≤ 2 let M α (ds) be an independently scattered SαS random measure on R d with Lebesgue control measure and φ be an E-homogeneous function (see chapter 4 below for a definition). Then with q = trace(E) the random field defined by the moving-average representation and again satisfies (1.1). Note that as shown in [4] both fields are stochastically continuous and have stationary increments. In the multivariate case, that is for R m -valued random fields X = {X(t) : t ∈ R d } much less is known. To our knowledge, a first rigorous investigation of those fields was initiated in [13] . Since X(t) is R m -valued it is usual to scale both time t ∈ R d and the space R m by matrices. It is shown in Theorem 2.2. of [13] that under rather general conditions there exists a m × m matrix D, called the space exponent, such that
for all r > 0 holds true. X is then called an (E, D)-operator-self-similar random field. As in the scalar valued case, in [13] a moving-average and a harmonizable representation based on multivariate SαS random measures and certain E-homogeneous functions are presented.
Multivariate stable laws are a special case of operator-stable laws which allow much more modelling flexibility. In fact for multivariate stable laws the tail behavior is equal in every direction, whereas operator-stable laws usually have different tail behavior in different directions. See [15] for a comprehensive introduction to operator-stable laws and their limit theorems. The purpose of this paper is to give both a moving-average and a harmonizable representation of an (E, D)-operator-self-similar random field with operator-stable marginals. Using the recently developed theory of multivariate infinitely-divisible random measures in [11] we first construct operator-stable random measures in chapter 2 of this paper. It is well-known that (operator) self-similarity is strongly connected to limit theorems. In chapter 3 we investigate so called domains of attraction of random fields and show that this naturally leads to (E, D)-operator-self-similar random fields. Then in chapter 4 and 5 the moving-average and harmonizable representation of such fields with operator-stable marginals is given and some basic properties are analyzed.
Operator-stable distributions and random measures
Let ( for every s > 0 with A 0 := I m being the identity operator on R m . See chapter 2.2 in [15] for a comprehensive summary of the most important properties. Let λ A := min{Re λ : λ ∈ spec(A)}, Λ A := max{Re λ : λ ∈ spec(A)}, where spec(A) denotes the spectrum of A ∈ L(R m ), i.e. the set of all complex roots of the characteristic polynomial. Then it follows from Theorem 2.2.4 in [15] (for sharper estimates see Lemma 3.2 in [2] ) that (2.2) ∀s 0 , δ > 0 ∃C 1 , C 2 > 0 :
Finally let Q(R m ) := {A ∈ L(R m ) : λ A > 0}. It then follows from Lemma 6.1.5 in [15] that for A ∈ Q(R m ) there exists a norm · A on R m such that (s, θ) → s A θ defines a homeomorphism Ψ : (0, ∞) × S A → Γ m := R m \ {0}, where S A = {x ∈ R m : x A = 1}. Then we call (τ (A) (x), l (A) (x)) := Ψ −1 (x) the (generalized) polar coordinates for x ∈ Γ m w.r.t A. Note that S A = {x : τ (x) = 1} as well as τ (x) = τ (−x) and τ (s A x) = sτ (x) by uniqueness. The following relation between τ (·) and · is given by Lemma 2.1 of [4] . Hence for every δ > 0 and s 0 > 0 there exist C 1 , C 2 , C 3 , C 4 > 0 such that
Turning over to probability, it is well-known that ϕ = exp(ψ) with ψ : R m → C is the Fourier transform (or characteristic function) of an infinitely-divisible distribution on R m if and only if ψ can be represented as
which is symmetric and positive semi-definite and a Lévy measure ν, i.e. ν is a measure on R m with ν({0}) = 0 and
For the distribution µ with µ = ϕ we write µ ∼ [γ, Q, ν] as γ, Q and ν are uniquely determined by µ. ψ is the only continuous function with ψ(0) = 0 and µ = exp(ψ), subsequently referred to as the log-characteristic function of µ. In view of Theorem 3.4.1 in [15] we can generally define f s for s > 0, whenever f : R m → C \ {0} is continuous with f (0) ∈ R + . In this case f s describes the Fourier transform of an infinitelydivisible distribution µ s as long as f itself is the Fourier transform of an infinitely-divisible distribution µ. Next we consider a sequence X, X 1 , X 2 , ... of independent and identically distributed (i.i.d.)
and shifts a n ∈ R m such that (2.5)
where d = denotes equality of the corresponding distributions. If additionally a n = 0 holds, then X is called strictly operator-stable. Often we can show (2.5) for A n = n −B and call X operator-stable with exponent B. This is motivated by the following characterization which is due to Theorem 7.2.1 in [15] . Here we say that a distribution on R m is full, if it is not concentrated on any hyperplane of R m . Observe that our definition of operator-stability coincides with that in [15] , if the considered distribution is full. Also note that Definition 3.3.24 in [15] accentuates the theoretical importance of operator-stable laws by means of the term domain of attraction. Overall Lemma 2.2 in [9] can help to observe that a full operator-stable distribution is strictly operatorstable if and only if we can choose a s = 0 in (2.6). For our purpose strictly operator-stable distributions will be most important, hence it is mentionable that, for µ as in Theorem 2.1, we can always find a x 0 ∈ R m such that µ * ε x 0 (convolution with the Dirac measure in x 0 ) is strictly operator-stable, at least if 1 / ∈ spec(B) (see Corollary 4.9.3 in [7] ). The following properties are easy conclusions of each other or can be checked by the previous statements. 
Finally the following relation holds for every s > 0 and u ∈ R m :
(ii) If µ is symmetric, then it is even strictly operator-stable. The converse is false.
Roughly speaking, the α-stable distributions are those operator-stable ones which only allow operators of the form A n = c n I m in (2.5) and therefore B = cI m in (2.6), where c, c 1 , ... are positive numbers. Writing c = 1 α , we call α the stability-index and according to Theorem 2.1 it follows that α ∈ (0, 2]. See [17] for a comprehensive overview about stable distributions. Now we can apply the results in [11] : Assume µ subsequently to be a full infinitely-divisible distribution on R m with triplet [γ ′ , Q ′ , ν ′ ] and log-characteristic function ψ, where (S, Σ, Θ) is any non-trivial, σ-finite measure space. Then we consider the R m -valued independently scattered random measure M on the δ-ring S := {A ∈ Σ : Θ(A) < ∞} (and some suitable probability space (Ω, A, P)) which is generated by µ and Θ in the sense of Example 3.7 (a) in [11] . This means that we have
Concerning the question, whether a given mapping f : S → L(R m ) is integrable with respect to M, i.e. belongs to I(M), we can first focus on the real-valued perspective due to Proposition 5.10 in [11] .
measurable the following statements are equivalent:
(ii) The below-mentioned integrals exist:
exists for every u ∈ R m and the mapping
is continuous.
Proof. Combine Example 3.7 (a) and Theorem 5.8 in [11] .
In order to estimate the integrals in Theorem 2.3 for an operator-stable µ ∼ [γ ′ , Q ′ , ν ′ ] with exponent B the following desintegration formula for the Lévy measure ν ′ will be useful. It is shown in Theorem 7.2.5 in [15] that there exists a finite measure σ on B(S B ), i.e. the collection of all Borel sets A ⊂ S B , such that for any measurable function g :
Example 2.4. Let f : S → L(R m ) be measurable and assume that µ is a full symmetric α-stable (SαS) measure with corresponding spectral measure σ on S α := S α −1 Im . 
Hence S f (s) α Θ(ds) < ∞ is s sufficient condition for f ∈ I(M) again and even necessary, if ψ(·) = −c · α for some c > 0.
Proof. The symmetry of µ and Theorem 2.1 imply that we have either
with ν ′ being symmetric. In any case γ f = 0 exists. Concerning part (a) and according to Theorem 2.3 (ii) this means that f ∈ I(M) if and only if Q f exists. Hence, since f (s) * = f (s) , we see that S f (s) 2 Θ(ds) < ∞ is a sufficient condition. Conversely, we assume the existence of Q f and see by fullness of µ that Q ′ even has to be positive definite (and still symmetric). Then we first consider
2 Θ(ds) = ∞. It then follows that there has to be a component f i 0 ,j 0 of f with
At the same time we know that
which yields the contradiction for u = e i 0 (i.e. the i 0 -th unit vector), since
for every s ∈ S. In the general case we can find a diagonal matrix D as well as some orthogonal matrix U such that
* u for g(s) := f (s)U we can argue as before that S g(s)
2 Θ(ds) < ∞. As the following inequality holds for suitable constants C 1 , C 2 > 0, where · F denotes the Frobenius norm, this gives the assertion.
For the case α < 2 it is clear that f ∈ I(M) is equivalent to the finiteness of L f , admitting the following representation due to (2.8).
This implies (b). The case ψ(·) = −c · α can be treated similar as in part (a) since f ∈ I(M) implies that s → f (s) * u α is integrable with respect to Θ for every u ∈ R m , see Theorem 2.3 (iii).
As announced before, we subsequently want to formulate sufficient conditions for f ∈ I(M), given that the generator µ is strictly operator-stable (and still full). In light of the previous example, which we therefore extend in two ways (see Corollary 2.2 (ii)), these conditions will be sharp in general. 
holds for some R > 0. Then it follows that f ∈ I(M). Additionally, if B is symmetric, we can choose δ 1 = 0 and δ 2 = 0, respectively.
Proof. Under the given assumptions we fix u ∈ R m and define the sets
Let (τ (·), l(·)) denote the polar coordinates w.r.t B * . Since S B * is compact we can assume for convenience that |ψ(·)| ≤ 1 on S B * . Hence the following calculation works for every s ∈ S due to ψ(0) = 0, (2.7) and (2.3)-(2.4):
Note that we also used f (s) = f (s) * as well as spec(B) = spec(B * ). Furthermore, the constants C 0 , C 1 , C 2 > 0 come from (2.3)-(2.4), where only C 0 depends on R and u. More precisely, C 0 can be chosen monotone in R u (see the proof of Lemma 2.1 in [4] ). Overall the first condition of Theorem 2.3 (iii) is fulfilled. For the second one consider an arbitrary sequence (u n ) ⊂ R m with limit u and assume that this sequence is bounded by some K > 0. Then Lemma 8.6 in [18] and the Cauchy-Schwarz inequality yield that
Hence we get by dominated convergence that (2.10)
Then the same argument gives the assertion as we have
and since the last term is bounded by |ψ(f (s) * u n )| which can be treated as before again. For the additional statement merely observe that we can find an orthogonal matrix O as well as a diagonal matrix [15] , whereas the estimates in (2.2) then obviously hold with δ = 0 because of
Obviously the previous theorem implies the sufficient conditions of Example 2.4. Finally we want to examine further properties of the stochastic integral when using an (strictly) operator-stable generator. However, part (a) of the following statement is similar to Remark 2.1 in [13] and also holds for a general infinitely-divisible generator, as long as we maintain the fullness of µ. Proposition 2.6. Let µ be as in the previous theorem. Then we have for f ∈ I(M): 
A . By continuity of ψ and as Q is dense in R this implies the existence of a further Θ-null set E with Re ψ(af (s) * u) = 0 for all s ∈ E c and a ∈ R. Letũ := f (s)u = 0 for somes ∈ A ∩ E c = ∅ to see that µ is not full according to Lemma 1.3.11 in [15] , which yields a contradiction. (b) The given assumption ensures that r B f (s) = f (s)r B for every r > 0 and s ∈ S (except for a potential null set which we neglect subsequently), such that (2.7) implies
for any r > 0, u ∈ R m and s ∈ S. Hence and with respect to the remarks at the beginning of chapter 2 as well as Theorem 5.4 in [11] again we obtain
since f ∈ I(M) implies that the second step is valid for every u ∈ R m . Therefore the last one, too (consider unit vectors for u).
Part (b) of Proposition 2.6 reveals a new condition (obsolete for α-stable generators) which seems to be quite challenging. However, the latter aspect can be softened by considering integrands f which have an exponential form. Also note that the previous proposition can be extended similarly for C m -valued random measures with an R 2m -valued generator due to the remarks in [11] and by means of the so called associated mapping of f (see chapter 5 below). In contrast, the partial perspective, which has also been presented there, appears more mentionable and requires a specific form of the exponent (due to the different dimensions that occur). In any case we recall some of the results in [11] [11] . Then we have for any f ∈ I p ( M ) = {f : f is partially integrable w.r.t M }:
where B ∈ L(R 2m ) is an exponent of µ which admits the following representation:
Then Re I M (f ) is also (strictly) operator-stable with exponent B. More precisely, the shifts of Re
where a r = (a r,1 , a r,2 ) are the shifts of µ for r > 0.
Proof. In view of Remark 5.12 in [11] and the fact that r (B⊕B) * = r B * ⊕ r B * for every r > 0, the proof can be deduced easily from Proposition 2.6.
Generalized domains of attraction
From now on we want to consider multivariate random fields of the form X = {X(t) : t ∈ R d } with X(t) being R m -valued. In this context we are interested in the modelilng of dependence structures, more precisely we want to focus on operator-self-similar random fields as introduced in [13] . In fact, the following definition coincides mostly with the corresponding one in [13] and extends the idea of [18] . Generally, both sources provide plenty of further properties, relations and applications that underline the importance of this concept.
we call X wide-sense operator-self-similar (short: WOSS) with time-scaling exponent E, if for every r > 0 there exist B r ∈ L(R m ) and a shift function
Furthermore, we say that X is operator-self-similar (short: OSS), if the shift functions b r are constant for every r > 0 or strictly operator-self-similar, if they even fulfill b r ≡ 0, respectively.
Observe that neither the time-scaling exponent E nor the operators (B r ) are unique. Additionally we call X full if this applies to the distribution of X(t) for each t = 0. In this case (3.1) and Lemma 2.3.5 in [15] imply that (B r ) r>0 ⊂ GL(R m ). This can be precised by the following theorem which is essentially due to Theorems 2.1 and 2.2 as well as Corollary 2.1 in [13] . We call the operator D (not unique again) sucht that (3.2) holds a space-scaling exponent of X. On the other hand we call the random field (E, D)-OSS, if merely (3.2) is fulfilled with b r (t) = 0, hence implying the strict case. Also note that every WOSS field that satisfies the assumptions of the previous theorem becomes an (E, D)-OSS field by a deterministic transformation (see [13] again). We turn over to the main aspect of this section which underlines the theoretical importance of operator-self-similar random fields. The following definition seems to be a natural extension of the corresponding univariate notation (see section 11 in [15] for example) and at the same time it allows us to prove the desired result in a very comprehensive way. This may fail as soon as we would allow general operators T s instead of s V subsequently, as the definition of operator-self-similarity is quite restrictive already concerning the scaling of time.
stochastically continuous random field with values in
} be random fields with values in R m , respectively. Then we say that Y belongs to the generalized domain of attraction of X (short: GDOA(X)), if there exist an operator V ∈ Q(R d ) as well as operators A s ∈ L(R m ) and functions a s :
Here f dd ⇒ means convergence of all finite-dimensional distributions. Moreover, if the function a s can be chosen constant (with a s ≡ 0) for every s > 0, we say that Y belongs to the (strict) domain of attraction of X (short: DOA(X) and DOA s (X), respectively).
Let us state the main result of this section which extends the corresponding result in [6] . We need two auxiliary results which might be well-known. They follow by a slight refinement of the proofs of Lemma 2.3.8, 2.3.9 and 2.3.16 in [15] . The generalized versions that we present now will be useful in Remark 3.6 below. (a) If µ n → µ and µ n * ε an → ν weakly, then the sequence ( a n ) is bounded.
(b) Suppose additionally that µ is full. If µ n → µ and (A n µ n ) * ε an → ν weakly, then both sequences ( A n ) and ( a n ) are bounded. 3) implies the following convergence in distribution for k ∈ N and t 1 , ..., t k ∈ R d arbitrary:
For the rest of this proof we fix some r > 0 and t ∈ R d . Then (3.4) implies on one hand that A nr Y ((nr) V t) + a nr (t) ⇒ X(t) and on the other hand that A n Y ((nr) V t) + a n (r V t) ⇒ X(r V t) as n → ∞. Here we can temporary assume t = 0 such that A nr (independent from t) has to be invertible due to Lemma 2.3.7 in [15] for large n. Hence we can define H n := A n A −1 nr as well as h n (t) := a n (r
nr a nr (t) to observe that we also have the convergence of H n (A nr Y ((nr) V t) + a nr (t)) + h n (t) as n → ∞, again with limit X(r V t). Now combine the previous findings to see that the sequences ( H n ) and ( h n (t) ) have to be bounded in the light of Lemma 3.5 (b). Thus, without loss of generality, we can assume that H n → H for some H ∈ L(R m ). Similarly, by writing Q d = {q 1 , q 2 , ...}, we see that (h n (q 1 )) contains a suitable subsequence (h n l,1 (q 1 )) l that converges, say with limit h(q 1 ). However (h n l,1 (q 2 )) l is bounded, too, with a converging subsequence (h n l,2 (q 2 )) l and limit h(q 2 ). Proceed inductively. Then, for given k ∈ N and t 1 , ..., t k ∈ Q d , we can find some k ′ with {t 1 , ..., t k } ⊂ {q 1 , ..., q k ′ } and extend the thoughts above based on (3.4), namely
as well as (where we denote the random vector on the left-hand side by Z meanwhile)
Since H n → H, we can consider the subsequence (n l,k ′ ) and Theorem 2.1.8 in [15] yields
by assumption. Hence Lemma 3.5 (a) implies that ( h(q ′ n ) ) is bounded due to (3.5) and since HX(q ′ n ) ⇒ HX(t) as before. Thus we can choose -and memorize -a further subsequence (h(q ′ n l )) with some limit h(t) again. Overall this gives a mapping h : R d → R m such that for any t ∈ R d there is a (renamed) sequence (q n,t ) ⊂ Q d with q n,t → t and h(q n,t ) → h(t) as n → ∞. Finally, for k ∈ N and t 1 , ..., t k ∈ R d arbitrary, we see by assumption that
At the same time and similar as before we observe with (3.5) that
This extends (3.5) for t ∈ R d , if we combine (3.6) with (3.7) and therefore gives the assertion since r > 0 was arbitrary.
Remark 3.6. The assumptions in Theorem 3.4 can be relaxed twice. First it is enough to claim that X(t ′ ) is full for some
together with Lemma 2.3.5 in [15] for necessity. Conversely, Lemma 3.5 (a) works again. Furthermore, the proof showed that continuity in distribution is enough as long as it holds for all finite-dimensional random vectors as in (3.6).
The first part of the previous remark also holds for the next statement. Proof. Suppose X to be (strictly) OSS, then a s = −B −1 s b s is independent from t for every s > 0. Conversely, if a s (·) = a s is constant for every s > 0, the same is true for h n . This simplifies the proof of Theorem 3.4 since we no longer need to consider Q d .
Moving-average representation
First of all and inspired by the α-stable case considered in [17] we define:
Definition 4.
1. An R m -valued random field X = {X(t) : t ∈ R d } is called (symmetric or strictly) operator-stable, if all finite-dimensional distributions of X are (symmetric or strictly) operator-stable. Additionally, we say that B ∈ L(R m ) is an exponent of X, if the linear combinations of the form k j=1 c j X(t j ) are operator-stable with exponent B for any finite choices c 1 , ..., c k ∈ R and t 1 , ..., t k ∈ R d .
Observe that in difference to the α-stable case, in the more general operator-stable situation an exponent B of X may not exist in general. We now want to extend (1.2) and the multivariate counterpart in [13] to the more general case of strictly operator-stable marginals. In order to do so we will use an operator-stable ISRM M and a suitable family (
More precisely, let µ be a full, strictly operator-stable distribution on R m with logcharacteristic function ψ and exponent B that generates M together with the d-dimensional
). An appropriate choice of integrands will be ensured by two types of deterministic functions: According to [4] 
Moreover, given such an operator E and some β > 0, a function φ : R d → [0, ∞) being strictly positive outside the origin is called (β, E)-admissible, if for any 0 < A < B there exists a constant C > 0 such that the following implication holds for A ≤ z ≤ B:
where we recall that x = τ E (x) E l E (x) for any x = 0. See [4] for more details on (β, E)-admissible functions and examples. 
We call the resulting random field
)-moving-average representation (with respect to M).

Proof. Throughout we define 0
A := 0 ∈ L(R m ) and recall that Lebesgue null-sets are negligible due to Theorem 3.2 in [11] . We have
and moreover we can choose some
If λ D−qB = 0 or Λ D−qB = β, the corresponding terms are left out of the minimum. Finally choose ε 1 , ε 2 > 0 such that
, Λ qB .
Obviously we have X φ,D (0) = 0 a.s. In view of Theorem 2.5 it suffices to show that (4.2)
+δ ds < ∞ for any fixed t ∈ Γ d . The occurring constants are denoted by C 1 , C 2 , ... and we write (τ (·), l(·))) for the polar coordinates with respect to E with τ (0) := 0. As in the proof of Theorem 2.5 in [13] we see that
where m φ := min θ∈S E φ(θ) > 0 and M φ := max θ∈S E φ(θ) > 0. Hence we get
for all s ∈ R d and for some C 1 > 0. The same argument essentially yields
as well as 0 < υ := min
According to [13] again we observe on one hand that
On the other hand the following implication holds for every x, z ∈ R d and some C 2 > 0:
Also note that (4.3) and τ (s) = τ (−s) ensure the existence of a γ = γ(t) > 0 such that
remains true for any s ∈ R d with τ (s) > γ, respectively. To show (4.2) for any κ > 0 we define the bounded set A(κ) := {s : τ (s) ≤ κ}. Using (2.2) there exists a constant C 3 = C 3 (t) > 0 such that the following estimates hold in virtue of (4.4) for every ρ > 0. We also use Proposition 2.3 in [4] with a corresponding bounded measure σ on S E as well as τ (r E θ) = r for θ ∈ S E .
Note that the integral on the right hand side of the above equation is finite for ρ 1 := 1/Λ B −δ and ρ 2 := 1/λ B + δ. In fact, using spec(qB) = q spec(B) we get
Similarly we see that
Moreover, Lemma 2.2. in [4] yields a constant C 4 ≥ 1 with τ (x + y) ≤ C 4 (τ (x) + τ (y)). Hence we observe that {s : τ (t + s) ≤ γ(t)} ⊂ {s : τ (s) ≤ C 4 (γ(t) + τ (t))}. By a change of variable and with γ(t) ′ := C 4 (γ(t) + τ (t)) this immediately gives
Because of (a + b)
for a, b ≥ 0 and some suitable C 5 > 0, this finally proves that the integral in (4.2) is finite on A(γ(t)). Next we can argue as in the proof of [13] , Theorem 2.5 to see that
with a suitable constant C 6 > 0. Moreover, we obtain
s) and x(s, t) := φ(−s)
−E t to verify in view of (4.7) and (4.5) that φ(z(s)) = 1, τ (x(s, t)) < 1 as well as z(s) ∈ [A ′ , B ′ ] for any s ∈ A(γ(t)) c . Thus we can apply (4.6) to get
for all s ∈ A(γ(t)) c . Particularly, we have 1/2 < u(s, t) := φ(φ(−s) −E t − φ(−s) −E s) < 3/2. Together with (4.8) and (4.9) this yields for s ∈ A(γ(t)) c and any ρ > 0 that
with some suitable C 7 > 0 based on (2.2). Observe that Λ D−qB + ε 2 − β < 0. Hence using (4.3) and setting
we can compute that
by using Proposition 2.3 in [4] again. Overall this shows that (4.2) holds, since
as well as
The following proposition provides some basic properties of the random field X φ,D constructed by means of (4.1). In fact, part (a) states that under an additional condition X φ,D is an example of an (E, D)-OSS random field that is also operator-stable with exponent B. 
Proof. For part (a) let k ∈ N and t 1 , ..., t k ∈ R d be arbitrary. Then in view of Theorem 5.4 (b) in [11] the characteristic function of (X φ,D (t 1 ), ..., X φ,D (t k )) is given by
Moreover we obtain by using (2.7) that
for any r > 0, u = (u 1 , ..., u n ) ∈ R k·m and s ∈ S since B and D − qB commutate under the given assumption. With B k := B ⊕ · · · ⊕ B and in view of r B * k u = (r B * u 1 , ..., r B * u k ) this shows that the considered random vector is strictly operator-stable with exponent B k . Using Proposition 2.6 it then follows easily that X φ,D is an operator-stable random field with exponent B. Quite similar DB = BD, a change of variable and the E-homogeneity of φ yield
again as well as h ∈ R d arbitrary. Define
and observe that (
by change of variables and the use of characteristic functions as before. In light of Y j = X φ,D (t j + h) − X φ,D (h), which holds a.s. by linearity, this gives the stationarity of increments since X φ,D (0) = 0. Now fix some t 0 ∈ R d and u ∈ R m to observe that the stochastic continuity of X would follow in view of Theorem 5.4 (c) in [11] and after a change of variable, if we can show that (4.10)
Obviously the integrand converges to ψ(0) = 0 almost everywhere by continuity. On the other hand we can argue similar as in the proof of Theorem 2.5 to verify that there exists a constant K > 0 (sufficiently large and only depending on u) such that the previous integrand is bounded by K 2 j=1 φ(t − s) D−qB − φ(−s) D−qB ρ j , where ρ 1 , ρ 2 > 0 are chosen as in the proof of Theorem 4.2 above. There we also proved that
for j = 1, 2. Here all constants are as in the proof of Theorem 4.2, except forC 3 =C 3 (t) which we can choose such that τ (t − s) D−qB ≤C 3 τ (t−s) λ D−qB −ε 1 holds for all s ∈ A(γ(t) c ) again. Then for any null sequence (t n ) there exists some n * with τ (t n ) ≤ τ (t n * ) for all n ∈ N. Hence in view of (4.7) we can assume without loss of generality that γ(t n ) = γ(t n * ) for each n ∈ N. Moreover, C 3 andC 3 were the only constants in (4.11) depending on t. Since sup{τ (t n − s) : s ∈ A(γ(t n * )), n ∈ N} < ∞, we can assume that they are also independent of t. Overall there is a constant C ′ > 0 (only depending on u) such that
for any s ∈ R d . Because of τ (0) = 0, τ (s) = τ (−s) and the continuity of τ (·) we obtain
However, the proof of Theorem 4.2 showed that the functions g, g 1 , ... are integrable. In view of section 4, Theorem 19 in
ds would finally imply (4.10).
Therefore it remains to show that
as n → ∞, at least except for the Lebesgue null set {s : τ (s) = γ(t n * )}. Moreover, we have already seen that {s : τ (t n + s) ≤ γ(t n * )} ⊂ {s : τ (s) ≤ C 4 (γ(t n * ) + τ (t n * ))}. Then dominated convergence shows that (4.12) holds. For the proof of part (c) fix any t ∈ Γ d . Using (4.9) we see that
Since det(φ(−s) D−qB ) = 0 for s = 0, Proposition 2.6 (a) yields the assertion as long as
which is true for s / ∈ {0, t} under the given assertion.
Example 4.4. For µ as before the assumptions of Theorem 4.2 can always be fulfilled: Consider E := diag(a 1 , ..., a d ) with a 1 , ..., a d ≥ 1 and D = cB for any 0 < c < 1/Λ B such that c = q = trace(E). Then we can use φ :
In particular we have DB = BD, where φ is (1, E)-admissible in the light of Corollary 2.12 in [4] . Note also that d ≥ 2 is sufficient for D − qB ∈ GL(R m ) in this example.
Remark 4.5. In view of Theorem 7 in [6] (for d = 1) the previous example, particularly the choice D = cB, should not appear unnatural. Additionally, we also get back the multivariate processes in [14] with d = 1 and φ(·) = | · |, although their construction differs from ours. However, we should emphasize that the assumptions in Theorem 4.2 coincide with those in [13] , if µ is (rotationally symmetric) α-stable. After all Proposition 6.1 in [2] already suggests that every modification of X φ,D should have paths that are discontinuous a.s., at least for d ≥ 2. But a rigorous proof of this conjecture would probably require an precise multivariate extension of chapter 10 in [17] for the operator-stable case.
Harmonizable representation
In this section we want to generalize the random fields that are given by (1.3) and its multivariate counterparts in [13] . Therefore we have to replace µ by a full, strictly operator-
with log-characteristic function ψ. Furthermore, we assume that an exponent of µ is given by B ⊕ B for some B ∈ L(R m ). Then the resulting ISRM M (generated by µ and the d-dimensional Lebesgue measure) can be identified with an C m -valued ISRM M . Recall the notation in [11] , especially the mapping Ξ(z) = (Re z, Im z), z ∈ C m as well as Remark 3.8 there. Then we see that Ξ( M ) = M, i.e. M is the real associated ISRM of M . Also note from section 5 in [11] that for functions f :
can be defined in a reasonable way, even if f / ∈ I( M ). That means that the integral R d f (s) M(ds) itself may not exist. Thus, there is a difference in general and we say that f is partially integrable w.r.t M, if Re R d f (s) M(ds) exists at least.
Theorem 5.1 (Harmonizable representation). Assume that
D ∈ Q(R m ) and E ∈ Q(R d ) with q := trace(E) such that λ E > Λ D . Furthermore, let φ : R d → [0, ∞
) be a continuous and E
* -homogeneous function with φ(x) > 0 for x = 0. Then we have that the following stochastic integral exists for each t ∈ R m in the partial sense:
sentation (with respect to M).
Differently from the moving-average representation, we observe that the condition λ E > Λ D (independent of B) is identical to the corresponding one for the SαS case in [13] . Moreover, in the α-stable case we have B = (1/α)I m and hence (5.1) is then equal the harmonizable representation in Theorem 2.6 in [13] , since D commutates with I m . However, in general φ(s) −D φ(s) −qB = φ(s) −D−qB , but our method of proof requires that we use the form of the integrand as in (5.1). In fact, using φ(s) −D−qB instead requires that Λ B − λ B is very small which is a rather strong condition on B.
Proof of Theorem 5.1. Let (τ (·), l(·)) denote the polar coordinates w.r.t. E * . Observe that as in the proof of Theorem 4.2 we have m φ := min θ∈S E * φ(θ) > 0 as well as M φ := max θ∈S E * φ(θ) > 0 and that m φ τ (s) ≤ φ(s) ≤ M φτ (s) for every s ∈ R d . Fix any t = 0. In view of Proposition 5.10 in [11] it suffices to show that f t , defined by
belongs to I(M), i.e. is integrable w.r.t M = Ξ( M). Using Theorem 2.3 (iii) the following identity holds for s ∈ R d and u = (u 1 , u 2 ) ∈ R 2m arbitrary:
Choose 0 < δ < 1/Λ B and 0 < ε < min{λ D , (λ E − Λ D )/2} to define ρ 1 := 1/Λ B − δ as well as ρ 2 := 1/λ B + δ again. Writing φ(s) = τ (s)φ(l(s)), the continuity of θ → φ(θ) −D together with (2.2) yields constants C 1 , ...C 4 > 0 such that
for any s ∈ R d and j = 1, 2. Then similar arguments and spec(E * ) = spec(E) provide a further constant C 5 > 0 such that
The Cauchy-Schwarz inequality and basic inequalities for sin(·)/ cos(·) ensure that
with C 6 > 0 appropriate. Moreover, x ρ j ≤ C 7 ( x 1 ρ j + x 2 ρ j ) holds for j = 1, 2 and any x = (x 1 , x 2 ) ∈ R 2m with some C 7 > 0. Finally and in view of spec( B) = spec(B) we can argue as before to see that there exists a constant C 8 > 0 such that
Putting things together and using Proposition 2.3 in [4] (for an corresponding finite measure σ on S E * ) we obtain the following estimates for any u = (u 1 , u 2 ) ∈ R 2m . Note that trace(E * ) = q and define C 9,j (u) = C 9,j (u 1 ) :
by the choice of ε and since ρ 1 , ρ 2 > 0. Hence it remains to show the second condition of Theorem 2.3 (iii). We fix t ∈ Γ d arbitrary (t = 0 obvious) as well as any sequence (u n ) ⊂ R 2m with limit u and show that (5.3)
as n → ∞. First of all, since u n ≤ M for any n ∈ N and some M > 0, we can check as performed in (2.10) that
The first part of the proof revealed that
and s ∈ Γ d , where
being integrable in s. Finally we use the idea of (2.10) and observe that
holds for any n ∈ N and s ∈ Γ d with u := (M, 0, ..., , 0) ∈ R 2m for example (see the definition of C 9,j ). Then dominated convergence yields the assertion.
As in Proposition 4.3 above for the moving-average representation we now collect some basic properties of the harmonizable representation obtained in Theorem 5.1 above. Observe that there are some differences between both representations and that
is a rotation matrix for any z ∈ C \ {0} and m ∈ N, i.e. det(R(z)) = 1 and R(z) −1 = R(z) * . In particular the elements of the set
are rotation matrices. Then T (2m) is an Abelian group that equals the rotation group SO(2) for m = 1 and is isomorphic to SO(2) for m ≥ 2. According to Definition 2.6.2 in [17] (for m = 1) we say that a distribution µ on R m is isotropic, if (Aµ) = µ for every rotation matrix A ∈ SO(m). Observe that for the harmonizable representation in the α-stable case considered in [2] , [4] and [13] one always uses a complex-valued isotropic α-stable random measure. Now a similar, but generally weaker condition is needed in our situation in order to get stationary increments, see part (b) of the following proposition. Finally we want to consider a special case which is still purely operator-stable and which is inspired by the α-stable case, considered in [3] and [19] . Hence for the rest of this section we assume that the assumptions of Theorem 5.1 are fulfilled. Additionally, we assume that DB = BD. Furthermore let µ be isotropic and suppose that Proposition 5.4. Let n ∈ N be arbitrary. Then the following relation holds for every 1 ≤ j ≤ m, u = (u 1 , ..., u n ) ∈ R n and t 1 , ..., t n ∈ R d :
Proof. Since µ is isotropic, it is especially symmetric and hence ψ(·) ∈ (−∞, 0]. Let z := z(s) := n k=1 (e i t k ,s − 1)u k and A := A(s) = φ(s) −D * −qB * for j, u and t k as above. Then the following calculation holds for z(s) = 0, since µ is isotropic and since DB = BD.
Here we used that for diagonal matrices C = diag(c 1 , ..., c m ) we have r C e j = r c j e j . Furthermore, the previous identity is trivially true for z(s) = 0, since ψ(0) = 0. Then the assertion follows from Y j (t k )u k = Y (t k ), u k e j and (5.5).
Subsequently the separation of the integrand in (5.6) will turn out to be crucial in order to use the results in [3] . In preparation we need sharp bounds on f j . Recall (see Theorem 2.1.16 in [15] for example) that an operator J ∈ L(R m ) has a (real) Jordan form, if J = diag (J 1 , ..., J p ) for some 1 ≤ p ≤ m, where J l can be represented as
for any 1 ≤ l ≤ p and some λ l ∈ R (real Jordan block ) or as for some λ l := a l + i b l ∈ C (complex Jordan block ), respectively. Hence λ 1 , ..., λ p are the (not necessarily different) eigenvalues of J and we denote by n(l) the size of the l-th block. Particularly, we know that for any A ∈ L(R m ) there exists a P ∈ GL(R m ) such that A := P −1 AP has a (real) Jordan form. Finally we have λ l ∈ spec(A) for every block as in (5.7) or (5.8). Although the order of blocks can be arbitrary (by permuting the columns of P ), AB = BA does not imply AB = B A in general. Since spec(D) = spec(D * ) we have
for any s ≥ L and some constant C 0 due to (2.2). Since τ B is continuous, it follows that For the additional statement of this theorem merely use (5.9) and write τ E (s − t)
ε 2 since the growth of the logarithm is more slowly than that of any polynomial with positive degree.
Remark 5.7.
(a) By a slight refinement of the previous proof (and the use of Proposition 5.1 in [3] ) it is possible to define a modification that lives on whole R d , fulfilling (5.9) accordingly for any K, δ and ε as mentioned above. (b) A combination of Theorem 5.6 and the results in [8] allows to calculate the Hausdorff dimension of the image and the graph of the harmonizable representation, at least for the present case. Then we should get back the results of Theorem 5.1 in [19] which will be independent of B again, i.e. they only depend on spec(E) and spec(D).
