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THE n-COMPONENT KP HIERARCHY
AND REPRESENTATION THEORY.
V.G. Kac and J.W. van de Leur
§0. Introduction.
0.1. The remarkable link between the soliton theory and the group GL∞ was discovered
in the early 1980s by Sato [S] and developed, making use of the spinor formalism, by Date,
Jimbo, Kashiwara and Miwa [DJKM1,2,3], [JM]. The basic object that they considered is
the KP hierarchy of partial differential equations, which they study through a sequence
of equivalent formulations that we describe below. The first formulation is a deformation
(or Lax) equation of a formal pseudo-differential operator L = ∂ + u1∂
−1 + u2∂
−2 + . . . ,
introduced in [S] and [W1]:
(0.1.1)
∂L
∂xn
= [Bn, L], n = 1, 2, . . . .
Here ui are unknown functions in the indeterminates x1, x2, . . . , and Bn = (L
n)+ stands
for the differential part of Ln. The second formulation is given by the following zero
curvature (or Zakharov-Shabat) equations:
(0.1.2)
∂Bm
∂xn
− ∂Bn
∂xm
= [Bn, Bm], m, n = 1, 2, . . . .
These equations are compatibility conditions for the following linear system
(0.1.3) Lw(x, z) = zw(x, z),
∂
∂xn
w(x, z) = Bnw(x, z), n = 1, 2, . . .
on the wave function
(0.1.4) w(x, z) = (1 + w1(x)z
−1 + w2(x)z
−2 + . . . )ex1z+x2z
2+....
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Provided that (0.1.2) holds, the system (0.1.3) has a unique solution of the form (0.1.4)
up to multiplication by an element from 1 + z−1C[[z−1]]. Introduce the wave operator
(0.1.5) P = 1 + w1(x)∂
−1 + w2(x)∂
−2 + . . . ,
so that w(x, z) = Pex1z+x2z
2+.... Then the existence of a solution of (0.1.3) is equivalent
to the existence of a solution of the form (0.1.5) of the following Sato equation, which is
the third formulation of the KP hierarchy [S], [W1]:
(0.1.6)
∂P
∂xk
= −(P ◦ ∂ ◦ P−1)− ◦ P, k = 1, 2, . . . ,
where the formal pseudo-differential operators P and L are related by
(0.1.7) L = P ◦ ∂ ◦ P−1.
Let P ∗ = 1 + (−∂)−1 ◦ w1 + (−∂)−2 ◦ w2 + . . . be the formal adjoint of P and let
w∗(x, z) = (P ∗)−1e−x1z−x2z
2−...
be the adjoint wave function. Then the fourth formulation of the KP hierarchy is the
following bilinear identity
(0.1.8) Resz=0w(x, z)w
∗(x′, z)dz = 0 for any x and x′.
Next, this bilinear identity can be rewritten in terms of Hirota bilinear operators defined
for an arbitary polynomial Q as follows:
(0.1.9) Q(D)f(x) · g(x) def= Q( ∂
∂y
)(f(x+ y)g(x− y))|y=0.
Towards this end, introduce the famous τ -function τ(x) by the formulas:
(0.1.10) w(x, z) = Γ+(z)τ/τ, w∗(x, z) = Γ−(z)τ/τ.
Here Γ±(z) are the vertex operators defined by
(0.1.11) Γ±(z) = e±(x1z+x2z
2+... )e∓(z
−1∂˜/∂x1+z
−2∂˜/∂x2+... ),
where ∂˜∂xj stands for
1
j
∂
∂xj
. The τ -function exists and is uniquely determined by the
wave function up to a constant factor. Substituting the τ -function in the bilinear identity
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(0.1.8) we obtain the fifth formulation of the KP hierarchy as the following system of Hirota
bilinear equations:
(0.1.12)
∞∑
j=0
Sj(−2y)Sj+1(D˜)e
∑
∞
r=1 yrDrτ · τ = 0.
Here y = (y1, y2, . . . ) are arbitrary parameters and the elementary Schur polynomials Sj
are defined by the generating series
(0.1.13)
∑
j∈Z
Sj(x)z
j = exp
∞∑
k=1
xkz
k.
The τ -function formulation of the KP hierarchy allows one to construct easily its N -
soliton solutions. For that introduce the vertex operator [DJKM2,3]:
(0.1.14) Γ(z1, z2) =: Γ
+(z1)Γ
−(z2) :
(where the sign of normal ordering : : means that partial derivatives are always moved to
the right), and show using the bilinear identity (0.1.8) that if τ is a solution of (0.1.12),
then (1+aΓ(z1, z2))τ , where a, z1, z2 ∈ C×, is a solution as well. Since τ = 1 is a solution,
the function
(0.1.15) fN ≡ (1 + a1Γ(z(1)1 , z(1)2 )) . . . (1 + aNΓ(z(N)1 , z(N)2 )) · 1
is a solution of (0.1.12) too. This is the τ -function of the N -soliton solution.
The first application of the KP hierarchy, as well as its name, comes from the fact that
the simplest non-trivial Zakharov-Shabat equation, namely (0.1.2) with m = 2 and n = 3,
is equivalent to the Kadomtsev-Petviashvili equation if we let x1 = x, x2 = y, x3 = t, u =
2u1:
(0.1.16)
3
4
∂2u
∂y2
=
∂
∂x
(
∂u
∂t
− 3
2
u
∂u
∂x
− 1
4
∂3u
∂x3
)
.
Recall also that the celebrated KdV and Boussinesq equations are simple reductions of
(0.1.16). Since the functions u and τ are related by
(0.1.17) u = 2
∂2
∂x2
log τ,
the functions 2 ∂
2
∂x2
log fN are solutions of (0.1.16), called the N -soliton solutions.
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0.2. The connection of the KP hierarchy to the representation theory of the group GL∞
is achieved via the spinor formalism. Consider the Clifford algebra Cℓ on generators ψ+j
and ψ−j (j ∈ 12+Z) and the following defining relations (i.e. ψ±i are free charged fermions):
(0.2.1) ψ+i ψ
−
j + ψ
−
j ψ
+
i = δi,−j , ψ
±
i ψ
±
j + ψ
±
j ψ
±
i = 0.
The algebra Cℓ has a unique irreducible representation in a vector space F (resp. F ∗)
which is a left (resp. right) module admitting a non-zero vector |0〉 (resp. 〈0|) satisfying
(0.2.2) ψ±j |0〉 = 0 (resp. 〈0|ψ±−j = 0) for j > 0.
These representations are dual to each other with respect to the pairing
〈〈0|a, b|0〉〉 = 〈0|ab|0〉
normalized by the condition 〈0|1|0〉 = 1.
The Lie algebra gℓ∞ embeds in Cℓ by letting
(0.2.3) r(Eij) = ψ
+
−iψ
−
j .
Exponentiating gives a representation R of the group GL∞ on F and F
∗. Let for n ∈ Z:
(0.2.4) αn =
∑
j∈ 12+Z
ψ+−jψ
−
j+n for n 6= 0, α0 =
∑
j>0
ψ+−jψ
−
j −
∑
j<0
ψ−j ψ
+
−j .
and consider the following operator on F :
(0.2.5) H(x) =
∞∑
n=1
xnαn.
For a positive integer m let
〈±m|= 〈0|ψ±1
2
. . . ψ±
m− 12
∈ F ∗ and |m〉=ψ±
−m+ 12
. . . ψ±
− 12
|0〉 ∈ F.
Then the Fock space is realized on the vector space of polynomialsB = C[x1, x2, . . . ;Q,Q
−1]
via the isomorphism σ : F
∼−→ B defined by
(0.2.6) σ(a|0〉) =
∑
m∈Z
〈m|eH(x)a|0〉Qm.
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This remarkable isomorphism is called the boson-fermion correspondence and goes back to
the work of Skyrme [Sk] and many other physicists; this beautiful form of it is an important
part of the work of Date, Jimbo, Kashiwara and Miwa [DJKM2,3], [JM].
Using that
(0.2.7) [αm, αn] = mδm,−n,
(i.e that the αn are free bosons), it is not difficult to show that the isomorphism σ is
characterized by the following two properties [KP2]:
(0.2.8) σ(|m〉) = Qm, σαnσ−1 = ∂
∂xn
and σα−nσ
−1 = nxn if n > 0.
Using (0.2.8), it is easy to recover the following well-known properties of the boson-fermion
correspondence [DJKM2,3], [KP2]. Introduce the fermionic fields
ψ±(z) =
∑
j∈ 12+Z
ψ±j z
−j−1/2.
Then one has:
(0.2.9) σψ±(z)σ−1 = Q±1z±α0Γ±(z),
(0.2.10) σ(
∑
i,j∈ 12+Z
r(Eij)z
i− 12
1 z
−j− 12
2 )σ
−1 =
1
z1 − z2Γ(z1, z2).
Hence Γ(z1, z2) lies in a “completion” of the Lie algebra gℓ∞ acting on B via the boson-
fermion correspondence. Therefore, the group GL∞ and its “completion” act on B and
Date, Jimbo, Kashiwara and Miwa show that all elements of the orbit O = GL∞ · 1 and
its completions satisfy the bilinear identity (0.1.8). Since Γ(z1, z2)
2 = 0 and Γ(z1, z2) lies
in a completion of gℓ∞, we see that expaΓ(z1, z2) = 1 + aΓ(z1, z2) leaves a completion of
the orbit O invariant, which explains why (0.1.15) are solutions of the KP hierarchy.
Since the orbit GL∞|0〉 (which is the image of O in the fermionic picture) can be natu-
rally identified with the cone over a Grassmannian, we arrive at the remarkable discovery
of Sato that solutions of the KP hierarchy are parameterized by an infinite-dimensional
Grassmannian [S].
0.3. It was subsequently pointed out in [KP2] and [KR] that the bilinear equation
(0.1.8) (in the bosonic picture) corresponds to the following remarkably simple equation
on the τ -function in the fermionic picture:
(0.3.1)
∑
k∈ 12+Z
ψ+k τ ⊗ ψ−−kτ = 0.
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This is the fermionic formulation of the KP hierarchy. Since (0.3.1) is equivalent to
(0.3.2) Resz=0ψ
+(z)τ ⊗ ψ−(z)τ = 0,
it is clear from (0.1.10 and 11) that equations (0.1.8) and (0.3.2) are equivalent. Since τ =
|0〉 obviously satisfies (0.3.1) and R⊗R(GL∞) commutes with the operator
∑
k ψ
+
k ⊗ψ−−k,
we see why any element of R(GL∞)|0〉 satisfies (0.3.1). Thus, the most natural approach
to the KP hierarchy is to start with the fermonic formulation (0.3.1), go over to the bilinear
identity (0.1.8) and then to all other formulations (see [KP2], [KR], [K]). This approach
was generalized in [KW].
0.4. Our basic idea is to start once again with the fermonic formulation of KP, but
then use the n-component boson-fermion correspondence, also considered by Date, Jimbo,
Kashiwara and Miwa [DJKM1,2], [JM]. This leads to a bilinear equation on a matrix
wave function, which in turn leads to a deformation equation for a matrix formal pseudo-
differential operator, to matrix Sato equations and to matrix Zakharov-Shabat type equa-
tions.
The corresponding linear problem has been already formulated in Sato’s paper [S] and
Date, Jimbo, Kashiwara and Miwa [DJKM1] have written the corresponding bilinear equa-
tion for the wave function, but the connection between these formulations remained some-
what obscure.
It is the aim of the present paper to give all formulations of the n-component KP
hierarchy and clarify connections between them. The generalization to the n-component
KP is important because it contains many of the most popular systems of soliton equations,
like the Davey-Stewartson system (for n = 2), the 2-dimensional Toda lattice (for n = 2),
the n-wave system (for n ≥ 3). It also allows us to construct natural generalizations of the
Davey-Stewartson and Toda lattice systems. Of course, the inclusion of all these systems
in the n-component KP hierarchy allows us to construct their solutions by making use of
vertex operators.
Hirota’s direct method [H] requires some guesswork to introduce a new function (the
τ -function) for which the equations in question take a bilinear form. The inclusion of the
equations in the n-component KP hierarchy provides a systematic way of construction of
the τ -functions, the corresponding bilinear equations and a large family of their solutions.
The difficulty of the τ -function approach lies in the fact that the hierarchy contains too
many Hirota bilinear equations. To deal with this difficulty we introduce the notion of an
energy of a Hirota bilinear equation. We observe that the most interesting equations are
those of lowest energy. For example, in the n = 1 case the lowest energy (= 4) non-trivial
equation is the classical KP equation in the Hirota bilinear form, in the n = 2 case the
lowest energy (= 2) equations form the 2-dimensional Toda chain and the energy 2 and 3
equations form the Davey-Stewartson system in the bilinear form, and in the n ≥ 3 case
the lowest energy (= 2) bilinear equations form the n-wave system in the bilinear form.
There is a new phenomenon in the n-component case, which does not occur in the 1-
component case: the τ -function and the wave function is a collection of functions {τα}
and {Wα} parameterized by the elements of the root lattice M of type An−1. The set
supp τ = {α ∈M |τα 6= 0} is called the support of the τ -function τ . We show that supp τ
is a convex polyhedron whose edges are parallel to roots; in particular, supp τ is connected,
which allows us to relate the behaviour of the n-component KP hierarchy at different points
of the lattice M . It is interesting to note that the “matching conditions” which relate the
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functions Wα and Wβ , α, β ∈ M , involve elements from the subgroup of translations of
the Weyl group [K, Chapter 6] of the loop group GL(C[z, z−1]) and are intimately related
to the Bruhat decomposition of this loop group (see [PK]). We are planning to study this
in a future publication.
The behaviour of solutions obtained via vertex operators in the n-component case is
much more complicated than for the ordinary KP hiearchy. In particular, they are not
necessarily multisoliton solutions (i.e. a collection of waves that preserve their form af-
ter interaction). For that reason we call them the multisolitary solutions. Some of the
multisolitary solutions turn out to be the so called dromion solutions, that have become
very popular recently [BLMP], [FS], [HH], [HMM]. This solutions decay exponentially in
all directions (and they are not soliton solutions; in particular, they exist only for n > 1).
It is a very interesting problem for which values of parameters the multisolitary solutions
are soliton or dromion solutions.
Note also that the Krichever method for construction of the quasiperiodic solutions of
the KP hierarchy as developed in [SW] and [Sh] applies to the n-component KP.
As shown in [S], [DJKM2], the m-th reduction of the KP hiearchy, i.e. the requirement
that Lm is a differential operator, leads to the classical formulation of the celebrated KdV
hierarchy for m = 2, Boussinesq for m = 3 and all the Gelfand-Dickey hierarchies for
m > 3. The totality of τ -functions for the m-th reduced KP hierarchy turns out to be the
orbit of the vacuum under the loop group of SLm.
We define in a similar way the m-th reduction of the n-component KP and show that
the totality of τ -functions is the orbit of the vacuum vector under the loop group of SLmn.
Even the case m = 1 turns out to be extremely interesting (it is trivial if n = 1), as it
gives the 1 + 1 n-wave system for n ≥ 3 and the decoupled non-linear Schro¨dinger (or
AKNS) system for n = 2. We note that the 1-reduced n-component KP, which we call the
n-component NLS hierarchy, admits a natural generalization to the case of an arbitrary
simple Lie group G (the n-component NLS corresponding to GLn). These hierarchies
which might be called the GNLS hierarchies, contain the systems studied by many authors
[Di], [W1 and 2], [KW],. . . .
0.5. The paper is set out as follows. In §1 we explain the construction of the semi-infinite
wedge representation F of the group GL∞ and write down the equation of the GL∞-orbit
O of the vacuum |0〉 (Proposition 1.3). This equation is called the KP hierarchy in the
fermionic picture. As usual, the Plu¨cker map makes O a C×-bundle over an infinite-
dimensional Grassmannian. We describe the “support” of τ ∈ O (Proposition 1.4).
In §2 we introduce the n-component bosonisation and write down the fermionic fields
in terms of bosonic ones via vertex operators (Theorem 2.1). This allows us to transport
the KP hierarchy from the fermionic picture to the bosonic one (2.3.3) and write down the
n-component KP hierarchy as a system of Hirota bilinear equations (2.3.7). We describe
the support of a τ -function in the bosonic picture (Proposition 2.4). At the end of the
section we list all Hirota bilinear equations of lowest energy (2.4.3–9).
We start §3 with an exposition of the theory of matrix formal pseudo-differential oper-
ators, and prove the crucial Lemma 3.2. This allows us to reformulate the n-component
KP hierarchy (2.3.3) in terms of formal pseudo-differential operators (see (3.3.4 and 12)).
Using the crucial lemma we show that the bilinear equation (2.3.3) is equivalent to the
Sato equation (3.4.2) and matching conditions (3.3.16) on the wave operators P+(α). We
show that Sato equation is the compatibility condition of Sato’s linear problem (3.5.5) on
the wave function (Proposition 3.5), and that compatibility of Sato equation implies the
equivalent Lax and Zakharov-Shabat equations (Lemma 3.6). We prove that compatibil-
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ity conditions completely determine the wave operators P+(α) once one of them is given
(Proposition 3.3). At the end of the section we write down explicitly the first Sato and
Lax equations and relations between them.
In §4 we show that many well-known 2+ 1 soliton equations are the simplest equations
of the n-component KP hierarchy, and deduce from §3 expressions for their τ -functions
and the corresponding Hirota bilinear equations.
Using vertex operators we write down in §5 the N -solitary solutions (5.1.11) of the n-
component KP and hence of all its relatives. We discuss briefly the relation of this general
solution to the known solutions to the relatives.
In §6 we discuss the m-reductions of the n-component KP hierarchy. They reduce the
2+1 soliton equations to 1+1 soliton equations. We show that at the group theoretic level
it corresponds to a reduction from GL∞ (or rather a completion of it) to the subgroup
SLmn(C[t, t
−1]) (Proposition 6.1). We discuss in more detail the 1-reduced n-component
KP, which is a generalization of the NLS system and which admits further generalization
to any simple Lie group.
We would like to thank A.S. Fokas for asking one of us to write a paper for this volume.
We are grateful to E. Medina for calling our attention to the paper [HMM]. The second
named author would like to thank MIT for the kind hospitality.
§1. The semi-infinite wedge representation of the group GL∞ and the KP
hierarchy in the fermionic picture.
1.1. Consider the infinite complex matrix group
GL∞ = {A = (aij)i,j∈Z+ 12 |A is invertible and all but a finite number of aij − δij are 0}
and its Lie algebra
gl∞ = {a = (aij)i,j∈Z+ 12 | all but a finite number of aij are 0}
with bracket [a, b] = ab − ba. The Lie algebra gl∞ has a basis consisting of matrices
Eij , i, j ∈ Z + 12 , where Eij is the matrix with a 1 on the (i, j)-th entry and zeros
elsewhere.
Let C∞ =
⊕
j∈Z+ 12
Cvj be an infinite dimensional complex vector space with fixed basis
{vj}j∈Z+ 12 . Both the group GL∞ and its Lie algebra gl∞ act linearly on C∞ via the usual
formula:
Eij(vk) = δjkvi.
The well-known semi-infinite wedge representation is constructed as follows [KP2]. The
semi-infinite wedge space F = Λ
1
2∞C∞ is the vector space with a basis consisting of all
semi-infinite monomials of the form vi1 ∧ vi2 ∧ vi3 . . . , where i1 > i2 > i3 > . . . and
iℓ+1 = iℓ − 1 for ℓ >> 0. We can now define representations R of GL∞ and r of gl∞ on
F by
(1.1.1) R(A)(vi1 ∧ vi2 ∧ vi3 ∧ · · · ) = Avi1 ∧ Avi2 ∧ Avi3 ∧ · · · ,
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(1.1.2) r(a)(vi1 ∧ vi2 ∧ vi3 ∧ · · · ) =
∑
k
vi1 ∧ vi2 ∧ · · · ∧ vik−1 ∧ avik ∧ vik+1 ∧ · · · .
These equations are related by the usual formula:
exp(r(a)) = R(expa) for a ∈ gl∞.
1.2. The representation r of gl∞ can be described in terms of a Clifford algebra. Define
the wedging and contracting operators ψ+j and ψ
−
j (j ∈ Z+ 12 ) on F by
ψ+j (vi1 ∧ vi2 ∧ · · · ) =
{
0 if j = isfor some s
(−1)svi1 ∧ vi2 · · · ∧ vis ∧ v−j ∧ vis+1 ∧ · · · if is > −j > is+1
ψ−j (vi1 ∧ vi2 ∧ · · · ) =
{
0 if j 6= is for all s
(−1)s+1vi1 ∧ vi2 ∧ · · · ∧ vis−1 ∧ vis+1 ∧ · · · if j = is.
These operators satisfy the following relations (i, j ∈ Z+ 1
2
, λ, µ = +,−):
(1.2.1) ψλi ψ
µ
j + ψ
µ
j ψ
λ
i = δλ,−µδi,−j ,
hence they generate a Clifford algebra, which we denote by Cℓ.
Introduce the following elements of F (m ∈ Z):
|m〉 = vm− 12 ∧ vm− 32 ∧ vm− 52 ∧ · · · .
It is clear that F is an irreducible Cℓ-module such that
(1.2.2) ψ±j |0〉 = 0 for j > 0.
It is straightforward that the representation r is given by the following formula:
(1.2.3) r(Eij) = ψ
+
−iψ
−
j .
Define the charge decomposition
F =
⊕
m∈Z
F (m)
by letting
(1.2.5) charge(vi1 ∧ vi2 ∧ . . . ) = m if ik + k = 12 +m for k >> 0.
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Note that
(1.2.6) charge(|m〉) = m and charge(ψ±j ) = ±1.
It is clear that the charge decomposition is invariant with respect to r(gℓ∞) (and hence
with respect to R(GL∞)). Moreover, it is easy to see that each F
(m) is irreducible with
respect to gℓ∞ (and GL∞). Note that |m〉 is its highest weight vector, i.e.
r(Eij)|m〉 = 0 for i < j,
r(Eii)|m〉 = 0 (resp. = |m〉) if i > m (resp. if i < m).
1.3. The main object of our study is the GL∞-orbit
O = R(GL∞)|0〉 ⊂ F (0)
of the vacuum vector |0〉.
Proposition 1.3 ([KP2]). A non-zero element τ of F (0) lies in O if and only if the
following equation holds in F ⊗ F :
(1.3.1)
∑
k∈Z+ 12
ψ+k τ ⊗ ψ−−kτ = 0.
Proof. It is clear that
∑
k ψ
+
k |0〉 ⊗ ψ−−k|0〉 = 0 and it is easy to see that the operator∑
k ψ
+
k ⊗ψ−k ∈ End(F ⊗F ) commutes with R(g)⊗R(g) for any g ∈ GL∞. It follows that
R(g)|0〉 satisfies (1.3.1). For the proof of the converse statement (which is not important
for our purposes) see [KP2] or [KR]. 
Equation (1.3.1) is called the KP hierarchy in the fermionic picture.
Note that any non-zero element τ from the orbit O is of the form:
(1.3.2) τ = u− 12 ∧ u− 32 ∧ u− 52 ∧ . . . ,where uj ∈ C
∞ and u−k = v−k for k >> 0.
This allows us to construct a canonical map ϕ : O −→ Gr by ϕ(τ) = ∑i Cu−i ⊂ C∞,
where Gr consists of the subspaces of C∞ containing
∑∞
j=k Cv−j−1/2 for k >> 0 as a
subspace of codimension k. It is clear that the map ϕ is surjective with fibers C×.
1.4. Consider the free Z-module L˜ with the basis {δj}j∈ 12+Z, let ∆˜ (resp. ∆˜0) =
{δi − δj |i, j ∈ 12 + Z (resp. i,−j ∈ 12 + Z+), i 6= j}, and let M˜ ⊂ L˜ (resp. M˜0 ⊂ L˜) be the
Z-span of ∆˜ (resp. ∆˜0). We define the weight of a semi-infinite monomial by
(1.4.1) weight(ψ+i1 . . . ψ
+
is
ψ−j1 . . . ψ
−
jt
|0〉) = δ−i1 + . . .+ δ−is − δj1 − . . .− δjt .
Note that weights of semi-infinite monomials from F (0) lie in M˜0. Given τ ∈ F we denote
by fsupp τ , and call it the fermionic support of τ , the set of weights of semi-infinite
monomials that occur in τ with a non-zero coefficient.
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Proposition 1.4. If τ ∈ O, then fsupp τ is a cube consisting of all sums of elements of
a finite subset of ∆˜0.
Proof. According to the general result [PK, Lemma 4], the edges of the convex hull of
fsupp τ must be parallel to the elements of ∆˜0. But if the difference of weights of two
semi-infinite monomials is a multiple of δi−δj , then it is clearly equal to ±(δi−δj). Hence
edges of the convex hull of fsupp τ are translations of elements of ∆˜0, and the proposition
follows. 
§2. The n-component bosonization and the KP hierarchy in the bosonic pic-
ture.
2.1. Using a bosonization one can rewrite (1.3.1) as a system of partial differential
equations. There are however many different bosonizations. In this paper we focus on the
n-component bosonizations, where n = 1, 2, . . . .
For that purpose we relabel the basis vectors vi and with them the corresponding
fermionic operators (the wedging and contracting operators). This relabeling can be done
in many different ways, see e.g. [TV], the simplest one is the following.
Fix n ∈ N and define for j ∈ Z, 1 ≤ j ≤ n, k ∈ Z+ 12 :
v
(j)
k = vnk− 12 (n−2j+1),
and correspondingly:
ψ
±(j)
k = ψ
±
nk± 12 (n−2j+1)
.
Notice that with this relabeling we have:
ψ
±(j)
k |0〉 = 0 for k > 0.
The charge decomposition (1.2.5) can be further decomposed into a sum of partial
charges which are denoted by chargej , j = 1, . . . , n, defined for a semi-infinite monomial
v ≡ vi1 ∧ vi2 ∧ . . . of weight
∑
i aiδi by
(2.1.1) chargej(v) =
∑
k∈Z
akn+j−1/2.
Another important decomposition is the energy decomposition defined by
(2.1.2) energy |0〉 = 0, energy ψ±(j)k = −k.
Note that energy is a non-negative number which can be calculated by
(2.1.3) energy(v) =
∑
k∈ 12+Z
ak([k/n] +
1
2
).
Introduce the fermionic fields (z ∈ C×):
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(2.1.4) ψ±(j)(z)
def
=
∑
k∈Z+ 12
ψ
±(j)
k z
−k− 12 .
Next we introduce bosonic fields (1 ≤ i, j ≤ n):
(2.1.5) α(ij)(z) ≡
∑
k∈Z
α
(ij)
k z
−k−1 def= : ψ+(i)(z)ψ−(j)(z) :,
where : : stands for the normal ordered product defined in the usual way (λ, µ = + or −):
(2.1.6) : ψ
λ(i)
k ψ
µ(j)
ℓ :=
{
ψ
λ(i)
k ψ
µ(j)
ℓ if ℓ > 0
−ψµ(j)ℓ ψλ(i)k if ℓ < 0.
One checks (using e.g. the Wick formula) that the operators α
(ij)
k satisfy the commutation
relations of the affine algebra gln(C)
∧ with central charge 1, i.e.:
(2.1.7) [α(ij)p , α
(kℓ)
q ] = δjkα
(iℓ)
p+q − δiℓα(jk)p+q + pδiℓδjkδp,−q ,
and that
(2.1.8) α
(ij)
k |m〉 = 0 if k > 0 or k = 0 and i < j.
The operators α
(i)
k ≡ α(ii)k satsify the canonical commutation relation of the associative
oscillator algebra, which we denote by a:
(2.1.9) [α
(i)
k , α
(j)
ℓ ] = kδijδk,−ℓ,
and one has
(2.1.10) α
(i)
k |m〉 = 0 for k > 0.
It is easy to see that restricted to gℓn(C)
∧, F (0) is its basic highest weight representation
(see [K, Chapter 12]). The gℓn(C)
∧-weight of a semi-infinite monomial v is as follows:
(2.1.11) Λ0 +
n∑
j=1
chargej(v)δj − energy(v)δ˜.
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Here Λ0 is the highest weight of the basic representation, {δj} is the standard basis of the
weight lattice of gℓn(C) and δ˜ is the primitive imaginary root ([K, Chapter 7]).
In order to express the fermionic fields ψ±(i)(z) in terms of the bosonic fields α(ii)(z),
we need some additional operators Qi, i = 1, . . . , n, on F . These operators are uniquely
defined by the following conditions:
(2.1.12) Qi|0〉 = ψ+(i)− 12 |0〉, Qiψ
±(j)
k = (−1)δij+1ψ±(j)k∓δijQi.
They satisfy the following commutation relations:
(2.1.13) QiQj = −QjQi if i 6= j, [α(i)k , Qj] = δijδk0Qj .
Theorem 2.1. ([DJKM1], [JM])
(2.1.14) ψ±(i)(z) = Q±1i z
±α
(i)
0 exp(∓
∑
k<0
1
k
α
(i)
k z
−k) exp(∓
∑
k>0
1
k
α
(i)
k z
−k).
Proof. see [TV].
The operators on the right-hand side of (2.1.14) are called vertex operators. They made
their first appearance in string theory (cf. [FK]).
We shall use below the following notation
(2.1.15) |k1, . . . , kn〉 = Qk11 . . .Qknn |0〉.
REMARK 2.1. One easily checks the following relations:
[α
(i)
k , ψ
±(j)
m ] = ±δijψ±(j)k+m.
They imply formula (2.1.14) for ψ±(i)(z) except for the first two factors, which require
some additional analysis.
2.2. We can describe now the n-component boson-fermion correspondence. Let C[x] be
the space of polynomials in indeterminates x = {x(i)k }, k = 1, 2, . . . , i = 1, 2, . . . , n. Let
L be a lattice with a basis δ1, . . . , δn over Z and the symmetric bilinear form (δi|δj) = δij ,
where δij is the Kronecker symbol. Let
(2.2.1) εij =
{ −1 if i > j
1 if i ≤ j.
Define a bimultiplicative function ε : L× L −→ {±1} by letting
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(2.2.2) ε(δi, δj) = εij .
Let δ = δ1 + . . .+ δn, M = {γ ∈ L| (δ|γ) = 0}, ∆ = {αij := δi − δj |i, j = 1, . . . , n, i 6= j}.
Of course M is the root lattice of sℓn(C), the set ∆ being the root system.
Consider the vector space C[L] with basis eγ , γ ∈ L, and the following twisted group
algebra product:
(2.2.3) eαeβ = ε(α, β)eα+β .
Let B = C[x] ⊗C C[L] be the tensor product of algebras. Then the n-component boson-
fermion correspondence is the vector space isomorphism
(2.2.4) σ : F
∼−→ B,
given by
(2.2.5) σ(α
(i1)
−m1
. . . α
(is)
−ms
|k1, . . . , kn〉) = m1 . . .msx(i1)m1 . . . x(is)ms ⊗ ek1δ1+...+knδn .
The transported charge and energy then will be as follows:
charge(p(x)⊗ eγ) = (δ|γ), chargej(p(x)⊗ eγ) = (δj |γ),(2.2.6)
energy(x(i1)m1 . . . x
(is)
ms ⊗ eγ) = m1 + . . .+ms + 12 (γ|γ).(2.2.7)
We denote the transported charge decomposition by
B =
⊕
m∈Z
B(m).
The transported action of the operators α
(i)
m and Qj looks as follows:
(2.2.8)

σα
(j)
−mσ
−1(p(x)⊗ eγ) = mx(j)m p(x)⊗ eγ , if m > 0,
σα
(j)
m σ−1(p(x)⊗ eγ) = ∂p(x)∂xm ⊗ eγ , if m > 0,
σα
(j)
0 σ
−1(p(x)⊗ eγ) = (δj |γ)p(x)⊗ eγ ,
σQjσ
−1(p(x)⊗ eγ) = ε(δj , γ)p(x)⊗ eγ+δj .
2.3. Using the isomorphism σ we can reformulate the KP hierarchy (1.3.1) in the
bosonic picture as a hierarchy of Hirota bilinear equations.
We start by observing that (1.3.1) can be rewritten as follows:
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(2.3.1) Resz=0 dz(
n∑
j=1
ψ+(j)(z)τ ⊗ ψ−(j)(z)τ) = 0, τ ∈ F (0).
Here and further Resz=0 dz
∑
j fjz
j (where fj are independent of z) stands for f−1. Notice
that for τ ∈ F (0), σ(τ) = ∑γ∈M τγ(x)eγ . Here and further we write τγ(x)eγ for τγ ⊗ eγ .
Using Theorem 2.1, equation (2.3.1) turns under σ⊗σ : F⊗F ∼−→ C[x′, x′′]⊗(C[L′]⊗C[L′′])
into the following equation:
(2.3.2)
Resz=0 dz(
n∑
j=1
∑
α,β∈M
ε(δj , α− β)z(δj |α−β)
× exp(
∞∑
k=1
(x
(j)′
k − x(j)
′′
k )z
k) exp(−
∞∑
k=1
(
∂
∂x
(j)′
k
− ∂
∂x
(j)′′
k
)
z−k
k
)
τα(x
′)(eα+δj )′τβ(x
′′)(eβ−δj )′′) = 0.
Hence for all α, β ∈ L such that (α|δ) = −(β|δ) = 1 we have:
(2.3.3)
Resz=0(dz
n∑
j=1
ε(δj , α− β)z(δj |α−β−2δj)
× exp(
∞∑
k=1
(x
(j)′
k − x(j)
′′
k )z
k) exp(−
∞∑
k=1
(
∂
∂x
(j)′
k
− ∂
∂x
(j)′′
k
)
z−k
k
)
τα−δj (x
′)τβ+δj (x
′′)) = 0.
Now making the change of variables
x
(j)
k =
1
2 (x
(j)′
n + x
(j)′′
n ), y
(j)
k =
1
2 (x
(j)′
k − x(j)
′′
n ),
(2.3.3) becomes
(2.3.4)
Resz=0(dz
n∑
j=1
ε(δj , α− β)z(δj |α−β−2δj)
× exp(
∞∑
k=1
2y
(j)
k z
k) exp(−
∞∑
k=1
∂
∂y
(j)
k
z−k
k
)τα−δj (x+ y)τβ+δj (x− y)) = 0.
We can rewrite (2.3.4) using the elementary Schur polynomials defined by (0.1.13):
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(2.3.5)
n∑
j=1
ε(δj , α− β)
∞∑
k=0
Sk(2y
(j))Sk−1+(δj |α−β)(−
∂˜
∂y(j)
)τα−δj (x+ y)τβ+δj (x− y) = 0.
Here and further we use the notation
∂˜
∂y
= (
∂
∂y1
,
1
2
∂
∂y2
,
1
3
∂
∂y3
, . . . )
Using Taylor’s formula we can rewrite (2.3.5) once more:
(2.3.6)
n∑
j=1
ε(δj , α− β)
∞∑
k=0
Sk(2y
(j))Sk−1+(δj |α−β)(−
∂˜
∂u(j)
)
× e
∑n
j=1
∑
∞
r=1 y
(j)
r
∂
∂u
(j)
r τα−δj (x+ u)τβ+δj (x− u)|u=0 = 0.
This last equation can be written as the following generating series of Hirota bilinear
equations:
(2.3.7)
n∑
j=1
ε(δj , α− β)
∞∑
k=0
Sk(2y
(j))Sk−1+(δj |α−β)(−D˜(j))
× e
∑n
j=1
∑
∞
r=1 y
(j)
r D
(j)
r τα−δj · τβ+δj = 0
for all α, β ∈ L such that (α|δ) = −(β|δ) = 1. Hirota’s dot notation used here and further
is explained in Introduction (see (0.1.9)).
Equation (2.3.7) is known (see [DJKM1,2], [JM]) as the n-component KP hierarchy of
Hirota bilinear equations. This equation still describes the group orbit: σ(O) =
σRσ−1(GL∞) · 1.
REMARK 2.3. Equation (2.3.7) is invariant under the transformations α 7−→α+γ, β 7−→
β+ γ, where γ ∈M . Transformations of this type are called Schlessinger transformations.
Let τ =
∑
γ∈L τγ(x)e
γ ∈ B; the set supp τ def= {γ ∈ L| τγ 6= 0} is called the support of
τ .
Proposition 2.3. Let τ ∈ C[[x]]⊗C[M ] be a solution to the KP hierarchy (2.3.4). Then
supp τ is a convex polyhedron with vertices in M and edges parallel to elements of ∆. More
explicitly, supp τ may be obtained by taking all possible sums of elements of a finite set
S = {γ1, . . . , γm}, where all γi ∈ ∆.
Proof. Consider the linear map σ : L˜ −→ L defined by σ(δj) = δ(j+1/2) mod n, where
a mod n stands for the element of the set {1, . . . , n} congruent to a mod n. Then it is
easy to see that for τ ∈ F we have:
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supp σ(τ) = σ(fsupp τ).
Now Proposition 2.3 follows from Proposition 1.4. 
2.4. The indeterminates y
(j)
k in (2.3.7) are free parameters, hence the coefficient of a
monomial y
(j1)
k1
. . . y
(js)
ks
(ki ∈ N, k1 ≤ k2 ≤ . . . , ji ∈ {1, . . . , n}) in equation (2.3.7) gives
us a Hirota bilinear equation of the form
(2.4.1)
n∑
i=1
∑
α,β
Q
(j)
k;α,β(D)τα−δi · τβ+δi = 0,
where Q
(j)
k,α,β are polynomials in the D
(i)
r , k = (k1, . . . , ks), j = (j1, . . . , js) and α, β ∈ L
are such that (α|δ) = −(β|δ) = 1. Each of these equations is a PDE in the indeterminates
x
(j)
k on functions τγ , γ ∈M .
Recall that an expression Q(D)τα · τβ is identically zero if and only if α = β and
Q(D) = −Q(−D). The corresponding Hirota bilinear equation is then called trivial and
can be disregarded.
Let us point out now that the energy decomposition (2.2.7) induces the following energy
decomposition on the space of Hirota bilinear equations:
(2.4.2) energy(Q
(j)
k;α,β(D)τα−δi · τβ+δi) = k1 + . . .+ ks + 12 ((α|α) + (β|β))
It is clear that the energy of a nontrivial Hirota bilinear equation is at least 2.
Below we list the Hirota bilinear equations of lowest energy for each n.
n = 1. In this case we may drop the superscript in D
(1)
k and the subscript in τα (which
is 0). Each monomial yk1...yks gives a Hirota bilinear equation of the form
Qk(D)τ · τ = 0
of energy k1+ . . .+ks+1. An easy calculation shows that the lowest energy of a non-trivial
equation is 4, and that there is a unique non-trivial equation of energy 4, the classical KP
equation in the Hirota bilinear form:
(2.4.3) (D41 − 4D1D3 + 3D22)τ · τ = 0.
n ≥ 2. There is an equation of energy 2 for each unordered pair of distinct indices i and
k (recall that αik = δi − δk are roots):
(2.4.4) D
(i)
1 D
(k)
1 τ0 · τ0 = 2ταikταki .
Furthermore, for each ordered pair of distinct indices i and j there are three equations of
energy 3:
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(D
(i)
2 +D
(i)2
1 )τ0 · ταij = 0,(2.4.5)
(D
(j)
2 +D
(j)2
1 )ταij · τ0 = 0,(2.4.6)
D
(i)
1 D
(j)
2 τ0 · τ0 + 2D(j)1 ταij · ταji = 0.(2.4.7)
n ≥ 3. There is an equation of energy 2 and an equation of energy 3 for each ordered
triple of distinct indices i, j, k:
(2.4.8) D
(k)
1 τ0 · ταij = εikεkjεijταikταkj ,
(2.4.9) D
(k)
2 τ0 · ταij = εijεkjεikD(k)1 ταik · ταkj .
(Note that (2.4.6) is a special case of (2.4.9) where k = j.)
n ≥ 4. There is an algebraic equation of energy 2 for each ordered quadruple of distinct
indices i, j, k, ℓ:
(2.4.10) εijεkℓτ0ταik+αjℓ + εiℓεjkταikταjℓ + εikεjℓταiℓταjk = 0.
Equations (2.4.4–10), together with an algebraic equation of energy 3 for each ordered
sixtuple of distinct indices similar to (2.4.10), form a complete list of non-trivial Hirota
bilinear equations of energy ≤ 3 of the n-component KP hierarchy.
§3. The algebra of formal pseudo-differential operators and the n-component
KP hierarchy as a dynamical system.
3.0. The KP hierarchy and its n-component generalizations admit several formulations.
The one given in the previous section obtained by the field theoretical approach is the τ -
function formulation given by Date, Jimbo, Kashiwara and Miwa [DJKM1]. Another
well-known formulation, introduced by Sato [S], is given in the language of formal pseudo-
differential operators. We will show that this formulation follows from the τ -function
formulation given by equation (2.3.3).
3.1. We shall work over the algebra A of formal power series over C in intederminates
x = (x
(j)
k ), where k = 1, 2, . . . and j = 1, . . . , n. The indeterminates x
(1)
1 , . . . , x
(n)
1 will be
viewed as variables and x
(j)
k with k ≥ 2 as parameters. Let
∂ =
∂
∂x
(1)
1
+ . . .+
∂
∂x
(n)
1
.
A formal n× n matrix pseudo-differential operator is an expression of the form
(3.1.1) P (x, ∂) =
∑
j≤N
Pj(x)∂
j,
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where Pj are n × n matrices over A. The largest N such that PN 6= 0 is called the
order of P (x, ∂) (write ord P (x, ∂) = N). Let Ψ denote the vector space over C of all
expressions (3.1.1). We have a linear isomorphism s : Ψ −→ Matn(A((z))) given by
s(P (x, ∂)) = P (x, z). The matrix series P (x, z) in inteterminates x and z is called the
symbol of P (x, ∂).
Now we may define a product ◦ on Ψ making it an associative algebra:
s(P ◦Q)ˆ =
∞∑
n=0
1
n!
∂ns(P )
∂zn
∂ns(Q).
We shall often drop the multiplication sign ◦ when no ambiguity may arise. Letting
Ψ(m) = {P ∈ Ψ|ord Ψ ≤ m}, we get a Z-filtration of the algebra Ψ:
(3.1.2) · · ·Ψ(m+ 1) ⊃ Ψ(m) ⊃ Ψ(m− 1) ⊃ · · ·
One defines the differential part of P (x, ∂) by P+(x, ∂) =
∑N
j=0 Pj(x)∂
j, and let P− =
P − P+. We have the corresponding vector space decomposition:
(3.1.3) Ψ = Ψ− ⊕Ψ+.
One defines a linear map ∗ : Ψ→ Ψ by the following formula:
(3.1.4) (
∑
j
Pj∂
j)∗ =
∑
j
(−∂)j ◦t Pj .
Here and further tP stands for the transpose of the matrix P . Note that ∗ is an anti-
involution of the algebra Ψ. In terms of symbols the anti-involution ∗ can be written in
the following closed form:
(3.1.5) P ∗(x, z) = (exp∂
∂
∂z
) tP (x,−z).
It is clear that the anti-involution ∗ preserves the filtration (3.1.2) and the decomposition
(3.1.3).
3.2. Introduce the following notation
z · x(j) =
∞∑
k=1
x
(j)
k z
k, ez·x = diag(ez·x
(1)
, . . . , ez·x
(n)
).
The algebra Ψ acts on the space U+ (resp. U−) of formal oscillating matrix functions of
the form ∑
j≤N
Pjz
jez·x (resp.
∑
j≤N
Pjz
je−z·x), where Pj ∈ Matn(A),
in the obvious way:
P (x)∂je±z·x = P (x)(±z)je±z·x.
We can now prove the following fundamental lemma.
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Lemma 3.2. If P,Q ∈ Ψ are such that
(3.2.1) Resz=0(P (x, ∂)e
z·x) t(Q(x′, ∂′)e−z·x
′
)dz = 0,
then (P ◦Q∗)− = 0.
Proof. Equation (3.2.1) is equivalent to
(3.2.2) Resz=0P (x, z)e
z(x−x′) tQ(x′,−z)dz = 0.
The (i,m)-th entry of the matrix equation (3.2.2) is
Resz=0
n∑
i=1
Pij(x, z)Qmj(x
′,−z)ez·(x(j)−x′(j))dz = 0.
Letting y
(j)
k = x
(j)
k − x′(j)k , this equation can be rewritten by applying Taylor’s formula to
Q:
(3.2.3) Resz=0
n∑
j=1
Pij(x, z) exp
n∑
ℓ=1
∞∑
k=1
y
(ℓ)
k (δℓjz
k − ∂
∂x
(ℓ)
k
)Qmj(x,−z)dz = 0.
Letting y
(ℓ)
k = 0 for k > 1 and y
(ℓ)
1 = y for all ℓ, we obtain from (3.2.3):
(3.2.4) Resz=0P (x, z)
∑
k≥0
(−1)k
k!
∂k( tQ)(x,−z)ykeyzdz = 0.
Notice that ykeyz = (eyz)(k). Here and further we write ϕ(k) for ∂
kϕ
∂zk
. Using integration
by parts with respect to z, (3.2.4) becomes:
(3.2.5) Resz=0
∑
k≥0
1
k!
(P (x, z)∂k( tQ)(x,−z))(k)eyzdz = 0.
Using Leibnitz formula, the left-hand side of (3.2.5) is equal to
Resz=0
∑
k≥0
k∑
ℓ=0
(−1)k−ℓ
ℓ!(k − ℓ)!P
(ℓ)(x, z)
(
∂k( tQ)
)(k−ℓ)
(x,−z)eyzdz
= Resz=0
∑
ℓ≥0
1
ℓ!
P (ℓ)(x, z)∂ℓ
(
∞∑
k=0
(−1)k
k!
∂k( tQ(k))(x,−z)
)
eyzdz
= Resz=0
∑
ℓ≥0
1
ℓ!
P (ℓ)(x, z)
(
∂ℓQ∗(x, z)
∂xℓ
)
eyzdz = Resz=0(P ◦Q∗)(x, z)eyzdz.
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So we obtain that
(3.2.6) Resz=0(P ◦Q∗)(x, z)eyzdz = 0.
Now write (P ◦ Q∗)(x, z) = ∑j Aj(x)zj and eyz = ∑∞ℓ=0 (zy)ℓℓ! . Then from (3.2.6) we
deduce:
0 = Resz=0
∑
j
∞∑
ℓ=0
Aj(x)
yℓ
ℓ!
zℓ+jdz =
∞∑
ℓ=0
A−ℓ−1(x)
yℓ
ℓ!
.
Hence Aj(x) = 0 for j < 0, i.e. (P ◦Q∗)− = 0. 
3.3. We proceed now to rewrite the formulation (2.3.3) of the n-component KP hierar-
chy in terms of formal pseudo-differential operators.
Let 1 ≤ a, b ≤ n and recall formula (2.3.3) where α is replaced by α + δa and β by
β − δb:
(3.3.1)
Resz=0(dz
n∑
j=1
ε(δj , α+ δa − β + δb)z(δj |α+δa−β+δb−2δj)
× exp(
∞∑
k=1
(x
(j)′
k − x(j)
′′
k )z
k) exp(−
∞∑
k=1
(
∂
∂x
(j)′
k
− ∂
∂x
(j)′′
k
)
z−k
k
)
τα+αaj (x
′)τβ−αbj (x
′′)) = 0 (α, β ∈M).
For each α ∈ supp τ we define the (matrix valued) functions
(3.3.2) V ±(α, x, z) = (V ±ij (α, x, z))
n
i,j=1
as follows:
(3.3.3)
V ±ij (α, x, z)
def
= ε(δj , α+ δi)z
(δj |±α+αij)
× exp(±
∞∑
k=1
x
(j)
k z
k) exp(∓
∞∑
k=1
∂
∂x
(j)
k
z−k
k
)τα±αij (x)/τα(x).
It is easy to see that equation (3.3.1) is equivalent to the following bilinear identity:
(3.3.4) Resz=0V
+(α, x, z) tV −(β, x′, z)dz = 0 for all α, β ∈M.
Define n× n matrices W±(m)(α, x) by the following generating series (cf. (3.3.3)):
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(3.3.5)
∞∑
m=0
W
±(m)
ij (α, x)(±z)−m = εjizδij−1(exp∓
∞∑
k=1
∂
∂x
(j)
k
z−k
k
)τα±αij (x))/τα(x).
Note that
(3.3.6) W±(0)(α, x) = In,
(3.3.7) W
±(1)
ij (α, x) =
{
εjiτα±αij/τα if i 6= j
−τ−1α ∂τα∂x(i)1 if i = j,
(3.3.8) W
±(2)
ij (α, x) =
 ∓εji
∂τα±αij
∂x
(j)
1
/τα if i 6= j,
(∓12 ∂τα∂x(i)2 +
1
2
∂2τα
∂x
(i)2
1
)/τα if i = j.
We see from (3.3.3) that V ±(α, x, z) can be written in the following form:
(3.3.9) V ±(α, x, z) = (
∞∑
m=0
W±(m)(α, x)R±(α,±z)(±z)−m)e±z·x,
where
(3.3.10) R±(α, z) =
n∑
i=1
ε(δi, α)Eii(±z)±(δi|α).
Here and further Eij stands for the n × n matrix whose (i, j) entry is 1 and all other
entries are zero. Now it is clear that V ±(α, x, z) can be written in terms of formal pseudo-
differential operators
(3.3.11) P±(α) ≡ P±(α, x, ∂) = In +
∞∑
m=1
W±(m)(α, x)∂−m and R±(α) = R±(α, ∂)
as follows:
(3.3.12) V ±(α, x, z) = P±(α)R±(α)e±z·x.
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Since obviously
(3.3.13) R−(α, ∂)−1 = R+(α, ∂)∗,
using Lemma 3.2 we deduce from the bilinear identity (3.3.4):
(3.3.14) (P+(α)R+(α− β)P−(β)∗)− = 0 for any α, β ∈ supp τ.
Furthermore, (3.3.14) for α = β is equivalent to
(3.3.15) P−(α) = (P+(α)∗)−1,
since R±(0) = In and P
±(α) ∈ In +Ψ−. Equations (3.3.14 and 15) imply
(3.3.16) (P+(α)R+(α− β)P+(β)−1)− = 0 for all α, β ∈ supp τ.
From now on we shall write P (α) instead of P+(α).
Proposition 3.3.. Given β ∈ supp τ , all the pseudo-differential operators P (α), α ∈
supp τ , are completely determined by P (β) from equations (3.3.16).
Proof. We have for i 6= j : R(αij) = A∂ +B + C∂−1, where
(3.3.17) A = εijEii, B =
n∑
k=1
k 6=i,j
εikεjkEkk, C = εjiEjj.
For P = In +
∑∞
j=1W
(j)∂−j we have
(3.3.18) P−1 = In −W (1)∂−1 + (W (1)2 −W (2))∂−2 + · · · .
Let α, β ∈ M be such that α − β = αij . It follows from (3.3.18) and (3.3.16) that
P (α)R(α− β)P (β)−1 = (P (α)R(α− β)P (β)−1)+ = A∂ +B +W (1)(α)A− AW (1)(β), or
equivalently:
P (α)(A∂ +B + C∂−1) = (A∂ +B +W (1)(α)A− AW (1)(β))P (β).
Equating coefficients of ∂−m, m ≥ 1, we obtain:
W (m+1)(α)A+W (m)(α)B +W (m−1)(α)C =
= A(∂W (m)(β)W (m+1)(β) −W (1)(β)W (m)(β)) +BW (m)(β) +W (1)(α)AW (m)(β).
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Substituting expressions (3.3.17) for A, B and C, we obtain an explicit form of matching
conditions (m ≥ 1):
(3.3.19)
εijW
(m+1)(α)Eii +
∑
k 6=i,j
εikεjkW
(m)(α)Ekk + εjiW
(m−1)(α)Ejj
= εijEii(∂W
(m)(β) +W (m+1)(β)−W (1)(β)W (m)(β))
+
∑
k 6=i,j
εikεjkEkkW
(m)(β) + εijW
(1)(α)EiiW
(m)(β).
It follows from (3.3.19) thatW (m+1)(α) form ≥ 1 can be expressed in terms of theW (s)(β)
with s ≤ m+ 1 and W (1)(α). Looking at the (k, ℓ)-entry of (3.3.19) for k, ℓ 6= i, j, we see
that W (1)(α) can be expressed in terms of W (1)(β) and W
(1)
ki (α), where k 6= i, j. The
(k, j)-entry of (3.3.19) for m = 1 gives: W
(1)
ki (α)W
(1)
ij (β) = εikεjkW
(1)
kj (β), and since the
(j, j)-entry of this equation is W
(1)
ji (α)W
(1)
ij (β) = −1, we see that W (1)ij (β) is invertible,
hence W
(1)
ki (α) is expressed in terms of W
(1)(β).
Due to Proposition 2.4 for any α, β ∈ supp τ there exist a sequence γ1, . . . , γk such
that α = γ1, β = γk and γi − γi+1 ∈ ∆ for all i = 1, . . . , k − 1. The proposition now
follows. 
REMARK 3.3. The functions P+(α, x, z) (α ∈M) determine the τ -function∑
α τα(x)e
α up to a constant factor. Namely, we may recover τα(x) from functions
P+jj(α, x, z) as follows. We have from (3.3.5):
logP+jj(α, x, z) = log τα(x
(p)
ℓ −
δjp
ℓzℓ
)− log τα(x(p)ℓ ).
Applying to both sides the operator ∂∂z −
∑
k≥1 z
−k−1 ∂
∂x
(j)
k
(that kills the first summand
on the right), we obtain:
(
∂
∂z
−
∑
k≥1
z−k−1
∂
∂x
(j)
k
) logP+jj(α, x, z) =
∑
k≥1
z−k−1
∂
∂x
(j)
k
log τα(x).
Hence
(3.3.20)
∂
∂x
(j)
k
log τα(x) = Resz=0 dz z
k(
∂
∂z
−
∑
k≥1
z−k−1
∂
∂x
(j)
k
) logP+jj(α, x, z).
This determines τα(x) up to a constant factor. It follows from (3.3.7) and Proposition 2.3
that these constant factors are the same for all α.
3.4. Introduce the following formal pseudo-differential operators L(α), C(j)(α), L(j)(α)
and differential operators Bm(α) and B
(j)
m (α):
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(3.4.1)
L(α) ≡ L(α, x, ∂) = P+(α) ◦ ∂ ◦ P+(α)−1,
C(j)(α) ≡ C(j)(α, x, ∂) = P+(α)EjjP+(α)−1,
L(j)(α) ≡ C(j)(α)L(α) = P+(α)Ejj ◦ ∂ ◦ P+(α)−1,
Bm(α) ≡ (L(α)m)+ = (P+(α) ◦ ∂m ◦ P+(α)−1)+,
B(j)m (α) ≡ (L(j)(α)m)+ = (P+(α)Ejj ◦ ∂m ◦ P+(α)−1)+.
Using Lemma 3.2 we can now derive the Sato equations from equation (3.3.4):
Lemma 3.4. Each formal pseudo-differential operator P = P+(α) satisfies the Sato equa-
tions:
(3.4.2)
∂P
∂x
(j)
k
= −(PEjj ◦ ∂k ◦ P−1)− ◦ P.
Proof. Notice first that
(
∂
∂x
(j)
k
−B(j)k (α))V +(α, x, z) = (
∂
∂x
(j)
k
−B(j)k (α))P+(α)R+(α)ez·x
= (
∂P+(α)
∂x
(j)
k
R+(α) + P+(α)R+(α)Ejj∂
k −B(j)k (α)P+(α)R+(α))ez·x
= (
∂P+(α)
∂x
(j)
k
+ P+(α)Ejj∂
k −B(j)k (α)P+(α))R+(α)ez·x
= (
∂P+(α)
∂x
(j)
k
+ L(j)(α)kP+(α)−B(j)k (α)P+(α))R+(α)ez·x
= (
∂P+(α)
∂x
(j)
k
+ (L(j)(α)k)−P
+(α))R+(α)ez·x
Next apply ∂
∂x
(j)
k
−B(j)k (α) to the equation (3.3.4) for α = β to obtain:
Resz=0 dz (
∂P+(α)
∂x
(j)
k
+ (L(j)(α)k)−)(P
+(α)R+(α)ez·x) t(P−(α)R−(α)e−z·x
′
) = 0.
Now apply Lemma 3.2 and (3.3.15) to obtain:
((
∂P+(α)
∂x
(j)
k
+ (L(j)(α)k)−P
+(α))P+(α)−1)− = 0
which proves the lemma. 
26 V.G. KAC AND J.W. VAN DE LEUR
Proposition 3.4. Consider the formal oscillating functions V +(α, x, z) and V −(α, x, z),
α ∈ M , of the form (3.3.12), where R±(α, z) are given by (3.3.10) and P±(α, x, ∂) ∈
In + Ψ−. Then the bilinear identity (3.3.4) for all α, β ∈ supp τ is equivalent to the
Sato equation (3.4.2) for each P = P+(α) and the matching condition (3.3.14) for all
α, β ∈ supp τ .
Proof. We have proved already that the bilinear identity (3.3.4) implies (3.4.2) and (3.3.14).
To prove the converse, denote by A(α, β, x, x′) the left-hand side of (3.3.4). The same
argument as in the proof of Lemma 3.4 shows that:
(3.4.3)
(
∂
∂x
(j)
k
−B(j)k (α)
)
A(α, β, x, x′) = 0,
(3.4.4) A(α, β, x, x) = 0,
where B
(j)
k (α) is defined by (3.4.1).
Denote by A1(α, β) the expression for A(α, β, x, x
′) in which we set x
(j)
k = x
′(j)
k = 0 if
k ≥ 2 and x(1)1 = . . . = x(n)1 = x1, x′(1)1 = . . . = x′(n)1 = x′1. Expanding A(α, β, x, x′) in a
power series with coefficients in C[[x
(1)
1 + . . . + x
(n)
1 ]], we deduce from (3.4.3) that all its
coefficients are multiples of the constant term. Hence, due to (3.4.4) it remains to prove
that
(3.4.5) A1(α, β) = 0.
But the same argument as in the proof of Lemma 3.2 shows that
A1(α, β) = Resz=0P
+(α, x1, ∂)R
+(α− β, ∂)P−(β, x1, ∂)∗ eyzdz,
where y = x1 − x′1. Hence, as at the end of the proof of Lemma 3.2, (3.4.5) follows from
(3.3.14). 
3.5. Fix α ∈ M ; we have introduced above a collection of formal pseudo-differential
operators L ≡ L(α), C(i) ≡ C(i)(α) of the form:
(3.5.1)
L = In∂ +
∞∑
j=1
U (j)(x)∂−j,
C(i) = Eii +
∞∑
j=1
C(i,j)(x)∂−j, i = 1, 2, · · · , n,
subject to the conditions
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(3.5.2)
n∑
i=1
C(i) = In, C
(i)L = LC(i), C(i)C(j) = δijC
(i).
They satisfy the following set of equations for some P ∈ In +Ψ−:
(3.5.3)

LP = P∂
C(i)P = PEii
∂P
∂x
(i)
k
= −(L(i)k)−P, where L(i) = C(i)L.
Notice that the first equation of (3.5.3) follows from the last one, since L = In∂+
∑
i(L
(i))−.
Proposition 3.5. The system of equations (3.5.3) has a solution P ∈ In+Ψ− if and only
if we can find a formal oscillating function of the form
(3.5.4) W (x, z) = (In +
∞∑
j=1
W (j)(x)z−j)ez·x
that satisfies the linear equations
(3.5.5) LW = zW, C(i)W =WEii,
∂W
∂x
(i)
k
= B
(i)
k W.
Proof (3.5.3) ⇒ (3.5.5): Put W = Pez·x. Then we have:
LW = LPez·x = P∂ez·x = zPez·x = zW ;
C(i)W = C(i)Pez·x = PEiie
z·x = Pez·xEii =WEii;
∂W
∂x
(i)
k
=
∂P
∂x
(i)
k
+ P
∂ez·x
∂x
(i)
k
= −(L(i)k)−Pez·x + zkPEiiez·x
= −(L(i)k)−W + PEii∂kez·x = −(L(i)k)−W + C(i)P∂kez·x
= −(L(i)k)−W + C(i)LkPez·x = −(L(i)k)−W + L(i)kW = B(i)k W.
(3.5.5)⇒ (3.5.3). Define P ∈ Ψ by W = Pez·x. If LW = zW , then LPez·x = zPez·x =
P∂ez·x, hence LP = P∂.
If C(i)W =WEii, then C
(i)Pez·x = Pez·xEii = PEiie
z·x, hence C(i)P = PEii.
Finally, the last equation of (3.5.5) gives: ∂
∂x
(i)
k
(Pez·x) = −(L(i)k)−Pez·x + L(i)kPez·x.
Since we have already proved the first two equations of (3.5.3), we derive (as above):
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L(i)kPez·x = zkPez·x = P ∂e
z·x
∂x
(i)
k
, hence: ∂P
∂x
(i)
k
ex·z = −(L(i)k)−Pex·z, which proves that P
satisfies the Sato equations. 
REMARKS 3.5. (a) It is easy to see that the collection of formal pseudo-differential oper-
ators {L,C(1), . . . , C(n)} of the form (3.5.1) and satisfying (3.5.2) can be simultaneously
conjugated to the trivial collection {∂, E11, . . . , Enn} by some P ∈ In+Ψ−. It follows that
the solution of the form (3.5.4) to the linear problem (3.5.5) is unique up to multiplication
on the right by a diagonal matrix of the form
(3.5.6) D(z) = exp−
∞∑
j=1
ajz
−j/j,
where the aj are diagonal matrices over C (indeed, this is the case for the trivial collection).
The space of all solutions of (3.5.5) in formal oscillating functions is obtained from one of
the form (3.5.4) by multiplying on the right by a diagonal matrix over C((z)). For that
reason the (matrix valued) functions
(3.5.7) W+(α, x, z) = P+(α)ex·z, α ∈ supp τ,
are called the wave functions for τ . The formal pseudo-differential operator P+(α) is called
the wave operator. The functions W−(α, x, z) = P−(α)e−x·z are called the adjoint wave
functions and the operators P−(α) (which are expressed via P+(α) by (3.3.15)) are called
the adjoint wave operators. Note that V +(α, x, z) are solutions of (3.5.5) as well since they
are obtained by multiplying W+(α, x, z) on the right by R+(α, z).
(b) Multiplying the wave function W+(α, x, z) on the right by D(z) given by (3.5.6)
corresponds to multiplying the corresponding τ -function by exp tr
∑∞
k=1 akxk, where xk =
diag (x
(1)
k , . . . , x
(n)
k ).
(c) The collection {L,C(1), . . . , C(n)} determines uniquely P ∈ In + Ψ− up to the
multiplication of P on the right by a formal pseudo-differential operator with constant
coefficients from In +Ψ−.
3.6. In this section we shall rewrite the compatibility conditions (3.5.3) (or equiva-
lent compatibility conditions (3.5.5)) in the form of Lax equations and Zakharov-Shabat
equations.
Lemma 3.6. If for every α ∈ M the formal pseudo-differential operators L ≡ L(α) and
C(j) ≡ C(j)(α) of the form (3.5.1) satisfy conditions (3.5.2) and if the equations (3.5.3)
have a solution P ≡ P (α) ∈ In + Ψ−, then the differential operators B(j)k ≡ B(j)k (α) =
(L(j)(α)k)+ satisfy one of the following equivalent conditions:
(3.6.1)

∂L
∂x
(j)
k
= [B
(j)
k , L]
∂C(i)
∂x
(j)
k
= [B
(j)
k , C
(i)]
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(3.6.2)
∂L(i)
∂x
(j)
k
= [B
(j)
k , L
(i)]
(3.6.3)
∂B
(i)
ℓ
∂x
(j)
k
− ∂B
(j)
k
∂x
(i)
ℓ
= [B
(j)
k , B
(i)
ℓ ].
Proof(cf. [Sh]): To derive the first equation of (3.6.1) we differentiate the equation LP =
P∂ by x
(j)
k :
∂L
∂x
(j)
k
P + L
∂P
∂x
(j)
k
=
∂P
∂x
(j)
k
∂,
and substitute Sato’s equation (see (3.5.3)). Then one obtains:
∂L
∂x
(j)
k
P = (B
(j)
k L− LB(j)k )P
from which we derive the desired result. The second equation of (3.6.1) is proven anal-
ogously: differentiate C(i)P = PEii, substitute Sato’s equation and use the fact that
[L(j)k, C(i)] = 0.
Next we prove the equivalence of (3.6.1), (3.6.2) and (3.6.3). The implication (3.6.1)
⇒ (3.6.2) is trivial. To prove the implication (3.6.2) ⇒ (3.6.1) note that L = ∑nj=1 L(j)
implies that the first equation of (3.6.1) follows immediately. As for the second one, we
have:
∂C(i)
∂x
(j)
k
= (
∂L(i)
∂x
(j)
k
− C(i) ∂L
∂x
(j)
k
)L−1
= ([B
(j)
k , L
(i)]− C(i)[B(j)k , L])L−1
= ([B
(j)
k , C
(i)]L)L−1 = [B
(j)
k , C
(i)].
Next, we prove the implication (3.6.2) ⇒ (3.6.3). Since both ∂
∂x
(j)
k
and ad B
(j)
k are
derivations, (3.6.2) implies:
∂L(i)ℓ
∂x
(j)
k
= [B
(j)
k , L
(i)ℓ].
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Hence:(
∂B
(i)
ℓ
∂x
(j)
k
− ∂B
(j)
k
∂x
(i)
ℓ
− [B(j)k , B(i)ℓ ]
)
+
(
∂(L(i)ℓ)−
∂x
(j)
k
− ∂(L
(j)k)−
∂x
(i)
ℓ
+ [(L(j)k)−, (L
(i)ℓ)−]
)
= [B
(j)
k , L
(i)ℓ]− [B(i)ℓ , L(j)k]− [B(j)k , B(i)ℓ ] + [(L(j)k)−, (L(i)ℓ)−]
= [L(j)k, L(i)ℓ] = 0.
Since Ψ− ∩Ψ+ = {0}, both terms on the left-hand side are zero proving (3.6.3).
Finally, we prove the implication (3.6.3) ⇒ (3.6.2). We rewrite (3.6.3):
∂L(i)ℓ
∂x
(j)
k
− [Bjk, L(i)ℓ] =
∂(L(i)ℓ)−
∂x
(j)
k
+
∂B
(j)
k
∂x
(i)
ℓ
− [B(j)k , (L(i)ℓ)−]
This right-hand side has order k − 1, hence
(3.6.4)
∂L(i)ℓ
∂x
(j)
k
− [B(j)k , L(i)ℓ] ∈ Ψ(k − 1) for every ℓ > 0.
Now suppose that ∂L
(i)
∂x
(j)
k
− [B(j)k , L(i)] 6= 0. Then:
lim
ℓ→∞
ord(
∂L(i)ℓ
∂x
(i)
k
− [B(j)k , L(i)ℓ]) =∞
which contradicts (3.6.4). 
Equations (3.6.1) and (3.6.2) are called Lax type equations. Equations (3.6.3) are called
the Zakharov-Shabat type equations. The latter are the compatibility conditions for the
linear problem (3.5.4). Indeed, since ∂
∂x
(j)
k
∂
∂x
(i)
ℓ
W = ∂
∂x
(i)
ℓ
∂
∂x
(j)
k
W , one finds
0 =
∂
∂x
(j)
k
(B
(i)
ℓ W )−
∂
∂x
(i)
ℓ
(B
(j)
k W ) = (
∂B
(i)
ℓ
∂x
(j)
k
− ∂B
(j)
k
∂x
(i)
ℓ
− [B(j)k , B(i)ℓ ])W.
Notice that as a byproduct of the proof of Proposition 3.6, we obtain complementary
Zakharov-Shabat equations:
(3.6.5)
∂(L(i)ℓ)−
∂x
(j)
k
− ∂(L
(j)k)−
∂x
(i)
ℓ
= [(L(i)ℓ)−, (L
(j)k)−].
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Proposition 3.6. Sato equations (3.4.2) on P ∈ In + Ψ− imply equations (3.6.3) on
differential operators B
(i)
k = (L
(i)k)+.
Proof, is the same as that of the corresponding part of Lemma 3.6. 
REMARK 3.6. The above results may be summarized as follows. The n-component KP
hierarchy (2.3.7) of Hirota bilinear equations on the τ -function is equivalent to the bilinear
equation (3.3.4) on the wave function, which is related to the τ -function by formula (3.3.3)
and Remark 3.3. The bilinear equation (3.3.4) for each α = β implies the Sato equation
(3.4.2) on the formal pseudo-differential operator P ≡ P (α). Moreover, equation (3.4.2) on
P (α) for each α together with the matching conditions (3.3.14) are equivalent to the bilinear
identity (3.3.4). Also, the Sato equation (or rather (3.5.3)) is a compatibility condition for
the linear problem (3.5.5) for the wave function. The Sato equation in turn implies the
system of Lax type equations (3.6.2) (or equivalent systems (3.6.1) or (3.6.3), which is the
most familiar form of the compatibility condition) on formal pseudo-differential operators
L(i) (resp. L and C(i) satisfying costrainsts (3.5.2)). The latter formal pseudo-differential
operators are expressed via the wave function by formulas (3.4.1), (3.3.9–12).
3.7. In this section we write down explicitly some of the Sato equations (3.4.2) on the
matrix elements W
(s)
ij of the coefficients W
(s)(x) of the pseudo-differential operator
P = In +
∞∑
m=1
W (m)(x)∂−m.
We shall write Wij for W
(1)
ij to simplify notation. We have for i 6= k:
(3.7.1)
∂Wij
∂x
(k)
1
=WikWkj − δjkW (2)ij ,
(3.7.2)
∂W
(2)
ij
∂x
(k)
1
= WikW
(2)
kj − δjkW (3)ij .
Next, calculating
∂Wij
∂x
(k)
2
from (3.4.2) and substituting (3.7.1) and (3.7.2) in these equations,
we obtain:
(3.7.3)
∂Wij
∂x
(k)
2
=Wik
∂Wkj
∂x
(k)
1
− ∂Wik
∂x
(k)
1
Wkj if k 6= i and k 6= j,
(3.7.4)
∂Wij
∂x
(j)
2
= 2
∂Wjj
∂x
(j)
1
Wij − ∂
2Wij
∂x
(j)2
1
if i 6= j,
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(3.7.5)
∂Wij
∂x
(i)
2
= −2∂Wii
∂x
(i)
1
Wij +
∂2Wij
∂x
(i)2
1
if i 6= j,
(3.7.6)
∂Wii
∂x
(i)
2
=
∂2Wii
∂x
(i)2
1
+ 2
∑
p6=i
Wip
∂Wpi
∂x
(i)
1
− 2Wii∂Wii + 2∂W (2)ii .
REMARK 3.7. Substituting expressions for the Wij = W
(1)
ij (α = 0, x) given by (3.3.8),
the above equations turn into the Hirota bilinear equations found in §2.4 as follows:
(3.7.1) for i = j ⇒ (2.4.4)
(3.7.1) for i 6= j ⇒ (2.4.8)
(3.7.5) ⇒ (2.4.5),
(3.7.4) ⇒ (2.4.6),
(3.7.3) for i = j ⇒ (2.4.7) (with j replaced by k),
(3.7.3) for i 6= j ⇒ (2.4.9).
3.8. In this section we write down explicitly some of the Lax equations (3.6.1) of the n-
component KP hierarchy and auxiliary conditions (3.5.2) for the formal pseudo-differential
operators
(3.8.1) L = In∂ +
∞∑
j=1
U (j)(x)∂−j and C(i) = Eii +
∞∑
j=1
C(i,j)(x)∂−j (i = 1, . . . , n).
For the convenience of the reader, recall that x stands for all indeterminates x
(k)
i , where
i = 1, 2, . . . and k = 1, . . . , n, that the auxiliary conditions are
(3.8.2)
n∑
i=1
C(i) = In, C
(i)C(j) = δijC
(i), C(i)L = LC(i),
and that the Lax equations of the n-component KP hierarchy are
(3.8.3a)i
∂L
∂x
(k)
i
= [B
(k)
i , L],
(3.8.3b)i
∂C(ℓ)
∂x
(k)
i
= [B
(k)
i , C
(ℓ)],
where B
(k)
i = (C
(k)Li)+. For example, we have:
(3.8.4) B
(k)
1 = Ekk∂ + C
(k,1), B
(k)
2 = Ekk∂
2 + C(k,1)∂ + 2EkkU
(1) + C(k,2).
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Denote by C
(k,ℓ)
ij and U
(k)
ij the (i, j)-th entries of the n × n matrices C(k,ℓ) and U (k)
respectively. Then the ∂−1 term of the second equation (3.8.2) gives:
(3.8.5) C
(k,1)
ij = 0 if i 6= k and j 6= k, or i = j = k,
(3.8.6) C
(k,1)
kj = −C(j,1)kj .
Hence the matrices C(j,1) are expressed in terms of the functions
Aij := C
(j,1)
ij (note that Aii = 0).
The ∂−2 term of the second equation (3.8.2) allowes one to express most of the C
(k,2)
ij in
terms of the Aij:
(3.8.7) C
(k,2)
ij = −AikAkj if i 6= k and j 6= k,
(3.8.8) C
(k,2)
k,k =
n∑
p=1
AkpApk.
Furthermore, the ∂−1 term of the Lax equation (3.8.3b)1 gives:
(3.8.9)
∂Aij
∂x
(k)
1
= AikAkj for distinct i, j, k,
(3.8.10) C
(j,2)
ij = −
∂Aij
∂x
(j)
1
for i 6= j,
(3.8.11) C
(i,2)
ij =
n∑
p=1
p6=i
∂Aij
∂x
(p)
1
for i 6= j.
The ∂−2 term of that equation gives for i 6= j (recall that ∂ = ∂
∂x
(1)
1
+ . . .+ ∂
∂x
(n)
1
.):
(3.8.12) C
(i,3)
ij = −
∂C
(i,2)
ij
∂x
(j)
1
+ AijC
(i,2)
jj −
n∑
p=1
(Aip∂Apj + C
(i,2)
ip Apj),
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(3.8.13) C
(j,3)
ij = −
n∑
p=1
p6=i
∂C
(j,2)
ij
∂x
(p)
1
−AijC(j,2)ii +
n∑
p=1
AipC
(j,2)
pj .
Substituting (3.8.7, 8 and 11) (resp. (3.8.7, 8 and 10)) in (3.8.12) (resp. in (3.8.13)) we
obtain for i 6= j:
(3.8.14) C
(i,3)
ij = −(∂ −
∂
∂x
(i)
1
)2Aij − 2
n∑
p=1
p6=i
AipApiAij ,
(3.8.15) C
(j,3)
ij =
∂2Aij
∂x
(j)2
1
+ 2
n∑
p=1
p6=j
AijAjpApj .
Furthermore, the ∂0 and ∂−1 terms of the Lax equation (3.8.3a)1 give respectively for
i 6= j:
(3.8.16) U
(1)
ij = −∂Aij ,
(3.8.17)
∂U
(1)
ii
∂x
(j)
1
= −∂(AijAji).
Finally, the ∂−1 term of the Lax equation (3.8.3b)2 gives
(3.8.18)
∂Aij
∂x
(j)
2
= −2AijU (1)jj − C(j,3)ij for i 6= j,
(3.8.19)
∂Aij
∂x
(i)
2
= ∂2Aij − 2∂C(i,2)ij − C(i,3)ij + 2U (1)ii Aij for i 6= j,
(3.8.20)
∂Aij
∂x
(k)
2
= Aik
∂Akj
∂x
(k)
1
− Akj ∂Aik
∂x
(k)
1
for i 6= k and j 6= k.
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3.9. Finally, we write down explicitly expressions for U (1) and C(i,1) in terms of τ -
functions. Recall that
P = In +
∞∑
j=1
W (j)(x)∂−j,
L = P∂P−1 = In∂ +
∞∑
j=1
U (j)∂−j ,
C(i) = PEiiP
−1 = Eii +
∞∑
j=1
C(i,j)∂−j .
Using (3.3.18) we have:
(3.9.1) U (1) = −∂W (1),
(3.9.2) U (2) =W (1)∂W (1) − ∂W (2),
(3.9.3) C(i,1) = [W (1), Eii],
(3.9.4) C(i,2) = [W (2), Eii] + [Eii,W
(1)]W (1).
Using (3.3.7) we obtain from (3.9.1) and (3.9.3) respectively:
(3.9.5) U
(1)
ij =
{ −εji∂(τα+αij/τα) if i 6= j,
∂( ∂τα
∂x
(i)
1
/τα) if i = j.
(3.9.6) Aij ≡ C(j,1)ij = εjiτα+αij/τα.
(Recall that by (3.8.5 and 6) all the matrices C(k,1) can be expressed via the functions
Aij .) Using (3.3.7 and 8) and (3.9.2 and 4) one also may write down the matrices U
(2)
and C(i,2) in terms of τ -functions, but they are somewhat more complicated and we will
not need them anyway.
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§4. The n-wave interaction equations, the generalized Toda chain and the
generalized Davey-Stewartson equations as subsystems of the n-component
KP.
4.0. In this section we show that some well-known soliton equations, as well as their
natural generalizations, are the simplest equations of the various formulations of the n-
component KP hierarchy. To simplify notation, let
(4.0.1) ti = x
(i)
2 , xi = x
(i)
1 , so that ∂ =
n∑
i=1
∂
∂xi
.
4.1. Let n ≥ 3. Then the n-component KP in the form of Sato equation contains
the system (3.7.1) of n(n − 1)(n − 2) equations on n2 − n functions Wij (i 6= j) in the
indeterminates xi (all other indeterminates being parameters):
(4.1.1)
∂Wij
∂xk
=WikWkj for distinct i, j, k.
The τ -function is given by the formula (3.3.7) for a fixed α ∈M :
(4.1.2) Wij = εji τα+αij/τα.
Substituting this in (4.1.1) gives the Hirota bilinear equation (2.4.8):
(4.1.3) D
(k)
1 τα · τα+αij = εikεkjεijτα+αikτα+αkj
Note that due to (3.9.3), Wij = Aij if i 6= j, hence (4.1.1) is satisfied by the Aij as well.
One usually adds to (4.1.1) the equations
(4.1.4) ∂Wij = 0, i 6= j.
We shall explain the group theoretical meaning of this constraint in §6.
Let now a = diag(a1, . . . , an), b = diag(b1, . . . , bn) be arbitrary diagonal matrices over
C. We reduce the system (4.1.1) to the plane [D]:
(4.1.5) xk = akx+ bkt.
A direct calculation shows that (4.1.1) reduces then to the following equation on the matrix
W = (Wij) (note that its diagonal entries don’t occur):
(4.1.6) [a,
∂W
∂t
]− [b, ∂W
∂x
] = [[a,W ], [b,W ]] + b∂Wa− a∂Wb.
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Hence, imposing the constraint (4.1.4), we obtain the famous 1+1 n-wave system (cf. [D],
[NMPZ]):
(4.1.7) [a,
∂W
∂t
]− [b, ∂W
∂x
] = [[a,W ], [b,W ]].
Let now
(4.1.8) xk = akx+ bkt− y.
Then equation (4.1.6) gives
(4.1.9) [a,
∂W
∂t
]− [b, ∂W
∂x
]− a∂W
∂y
b+ b
∂W
∂y
a = [[a,W ], [b,W ]].
If we let
Qij = −(ai − aj)Wij .
equation (4.1.9) turns into the following system, which is called in [AC, (5.4.30a,c)] the
2 + 1 n-wave interaction equations (i 6= j):
(4.1.10)
∂Qij
∂t
= aij
∂Qij
∂x
+ bij
∂Qij
∂y
+
∑
k
(aik − akj)QikQkj,
where
(4.1.11) aij = (bi − bj)/(ai − aj), bij = bi − aiaij .
On the other hand, letting (we assume that a1 > . . . > an):
(4.1.12) wij =Wij/(ai − aj)1/2,
the equation (4.1.6) gives for i 6= j:
(4.1.13)
∂wij
∂t
− aij ∂wij
∂x
− bij ∂wij
∂y
=
∑
k
εijkwikwkj ,
where
(4.1.14) εijk =
aibk + akbj + ajbi − akbi − ajbk − aibj
((ai − ak)(ak − aj)(ai − aj))1/2 .
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Imposing the constraint wij = −wji, we obtain from (4.1.13) the following Hamiltonian
system (considered in [NMPZ, pp 175, 242] for n = 3 and called there the 2 + 1 3-wave
system) (i < j):
(4.1.15)
∂wij
∂t
− aij ∂wij
∂x
− bij ∂wij
∂y
=
∂H
∂wij
,
where
(4.1.16) H =
∑
i,k,j
i<k<j
εijk(wikwkjwij + wikwkjwij).
Finally, let n = 3 and let u1 = iw13, u2 = iw13, u3 = iw12, a1 = −a23, b1 = −b23,
a2 = −a13, b2 = −b13, a3 = −a12, b3 = −b13. Then, after imposing the constraint ε132 = 1,
equations (4.1.15) turn into the well-known 2 + 1 3-wave interaction equations (see [AC,
(5.4.27)]):
(4.1.17)
∂uj
∂t
+ aj
∂uj
∂x
+ bj
∂uj
∂y
= iukuℓ,
where (j, k, ℓ) is an arbitrary cyclic permutation of 1, 2, 3.
4.2. Let n ≥ 2. Then the n-component KP in the form of Sato equations contains
the following subsystem of the system of equations (3.7.1) for arbitrary α ∈ M on the
functions Wij(α) in the indeterminates xi (all other indeterminates being parameters):
(4.2.1)
∂Wii(α)
∂xj
=Wij(α)Wji(α) if i 6= j.
The τ -function is given by (3.3.7) (α ∈M):
(4.2.2) Wij(α) =
{
εjiτα+αij/τα if i 6= j
− ∂∂xi log τα if i = j.
Substituting this in (4.2.1) gives the Hirota bilinear equations (2.4.4):
(4.2.3) DiDjτα · τα = 2τα+αijτα−αij .
In order to rewrite (4.2.1) in a more familiar form, let for i 6= j:
(4.2.4) Uij(α) = log εjiWij(α) = log(τα+αij/τα).
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Note that log(τα+αij/τα) = − log(τ(α+αij)−αij/τα+αij . Hence from (4.2.2) we obtain
(4.2.5) Uij(α) = −Uji(α+ αij) if i 6= j.
Furthermore, we have:
∂2
∂xi∂xj
Uij(α) =
∂2
∂xi∂xj
log τα+αij −
∂2
∂xi∂xj
log τα
=
∂Wii(α)
∂xj
− ∂Wii(α+ αij)
∂xj
=Wij(α)Wji(α)−Wij(α+ αij)Wji(α+ αij)
= −τα+αij
τα
τα−αij
τα
+
τα+2αij
τα+αij
τα
τα+αij
= eUij(α+αij)−Uij(α) − eUij(α)−Uij(α−αij).
Thus the functions Uij(α) (i 6= j) satisfy the following generalized Toda chain (with con-
straint (4.2.5)):
(4.2.6)
∂2Uij(α)
∂xi∂xj
= eUij(α+αij)−Uij(α) − eUij(α)−Uij(α−αij).
Note also that (4.1.1) for distinct i, j and k becomes:
(4.2.7)
∂Uij(α)
∂xk
= εikεkjεjie
Uij(α)+Uik(α)+Ukj(α).
One should be careful about the boundary conditions. Let S = supp τ ; recall that by
Proposition 2.4, S is a convex polyhedron with vertices in M and edges parallel to roots.
It follows that (4.2.6) should be understood as follows:
(i) if α /∈ S, then Uij(α) = 0 and (4.2.6) is trivial,
(ii) if α ∈ S, but α+ αij /∈ S, then (4.2.6) is trivial,
(iii) if α ∈ S, but α− αij /∈ S, then the second term on the right-hand side of (4.2.6) is
removed,
(iv) if α ∈ S, α+ αij ∈ S, but α+ 2αij /∈ S, then the first term on the right-hand side
of (4.2.6) is removed.
Let now n = 2, and let un = U12(nα12). Then we get the usual Toda chain:
(4.2.8)
∂2un
∂x1∂x2
= eun+1−un − eun−un−1 , n ∈ Z.
It is a part of the Toda lattice hierarchy discussed in [UT].
4.3. Let n ≥ 2. Then the n-component KP in the form of Sato equations contains the
system of equations (3.7.4), (3.7.5), (3.7.3) and (3.7.1) for j 6= k on n2 functions Wij in
the indeterminates xk and tk (k = 1, . . . , n) (all other indeterminates being parameters):
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(4.3.1)
∂Wij
∂tj
= −∂
2Wij
∂x2j
+ 2
∂Wjj
∂xj
Wij if i 6= j,
(4.3.2)
∂Wij
∂ti
=
∂2Wij
∂x2i
− 2∂Wii
∂xi
Wij if i 6= j,
(4.3.3)
∂Wij
∂tk
=Wik
∂Wkj
∂xk
− ∂Wik
∂xk
Wkj if i 6= k and j 6= k,
(4.3.4)
∂Wij
∂xk
=WikWkj if i 6= k and j 6= k.
This is a system of n3 − n evolution equations (4.3.1–3) and n(n− 1)2 constraints (4.3.4)
which we call the generalized Davey-Stewartson system.
Note that the τ -functions of this system are given by (3.3.7), where we may take α = 0.
The corresponding to (4.3.1)–(4.3.4) Hirota bilinear equations are (2.4.6); (2.4.5); (2.4.7)
if i = j and (2.4.9) if i 6= j; (2.4.4) if i = j and (2.4.8) if i 6= j, respectively.
Now, note that letting
ϕij =
1
2
(
∂Wii
∂xi
+
∂Wjj
∂xj
+
∂Wii
∂xj
+
∂Wjj
∂xi
)
(= ϕji),
and subtracting (4.3.2) from (4.3.1) we obtain using (4.3.4):
(4.3.5)
∂Wij
∂tj
− ∂Wij
∂ti
= −
(
∂2
∂x2i
+
∂2
∂x2j
)
Wij + 2Wij(ϕij −WijWji).
Also, from (4.3.4) we obtain
(4.3.6)
∂2ϕij
∂xi∂xj
=
1
2
(
∂
∂xi
+
∂
∂xj
)2
(WijWji).
Let now n = 2; to simplify notation, let
q =W12, r =W21, ϕ = ϕ12 = ϕ21.
Then, making the change of indeterminates
(4.3.7) s = −2i(t1 + t2), t = −2i(t1 − t2), x = x1 + x2, y = x1 − x2,
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equations (4.3.5 and 6) turn into the decoupled Davey-Stewartson system:
(4.3.8)

i∂q∂t = −12( ∂
2q
∂x2 +
∂2q
∂y2 ) + q(ϕ− qr)
i∂r∂t =
1
2 (
∂2r
∂x2 +
∂2r
∂y2 )− r(ϕ− qr)
∂2ϕ
∂x2
− ∂2ϕ
∂y2
= 2∂
2(qr)
∂x2
.
Due to (3.3.7), the corresponding τ -functions are given by the following formulas, where
we let τn = τnα12 :
(4.3.9) q = −τ1/τ0, r = τ−1/τ0, ϕ = − ∂
2
∂x2
log τ0,
the Hirota bilinear equations being (cf. [HH]):
(4.3.10)
(iDt +
1
2
D2x +
1
2
D2y)τ1 · τ0 = 0
(−iDt + 1
2
D2x +
1
2
D2y)τ−1 · τ0 = 0
(D2x −D2y)τ0 · τ0 = 2τ1τ−1.
Finally, imposing the constraint
(4.3.11) r = κq, where κ = ±1,
we obtain the classical Davey-Stewartson system
(4.3.12)
 i
∂q
∂t +
1
2(
∂2q
∂x2 +
∂2q
∂y2 ) = (ϕ− κ|q|2)q
∂2ϕ
∂x2
− ∂2ϕ
∂y2
= 2κ∂
2|q|2
∂x2
.
REMARK 4.3. It is interesting to compare the above results with that obtained via the
Lax equations. To simplify notation, let Ui = U
(1)
ii . Substituting (3.8.15) (resp. (3.8.14))
in (3.8.18) (resp. (3.8.19)), we obtain for i 6= j:
(4.3.13)
∂Aij
∂tj
= −∂
2Aij
∂x2j
− 2AijUj − 2
∑
k 6=j
AijAjkAkj
(4.3.14)
∂Aij
∂ti
=
∂2Aij
∂x2i
+ 2AijUi + 2
∑
k 6=i
AijAikAki
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These equation together with (3.8.9, 17 and 20) give a slightly different version of the
generalized DS system (recall that Aij = Wij if i 6= j and Ui = −∂Wii). For n = 2
we get again the classical DS system after the change of indeterminates (4.3.7) if we let
ϕ = −12 (U1 + U2).
4.4. Finally, we explain what happens in the well-known case n = 1. In this case
C(1) = 1 and auxiliary conditions (3.8.2) are trivial. Lax equation (3.8.3b) is trivial as
well, and Lax equation (3.8.3a) becomes
(4.4.1)
∂L
∂xi
= [Bi, L], i = 1, 2, . . . ,
where L = ∂ +
∑∞
j=1 uj(x)∂
−j, ∂ = ∂
∂x1
and Bi = (L
i)+. Thus, the KP hierarchy
is a system of partial differential equations (4.4.1) on unknown functions u1, u2, . . . in
indeterminates x1, x2, . . . . By Lemma 3.6, (4.4.1) is equivalent to the following system of
Zakharov-Shabat equations:
(4.4.2)k,ℓ
∂Bℓ
∂xk
− ∂Bk∂xℓ = [Bk, Bℓ].
By (3.8.4) we have:
(4.4.3) B1 = ∂, B2 = ∂
2 + 2u1.
Furthermore, we have:
(4.4.4) B3 = ∂
3 + 3u1∂ + 3u2 + 3
∂u1
∂x1
Thus we see that equations (4.4.2)k,1 are all trivial, the first non-trivial equation of (4.4.2)
being
∂B2
∂x3
− ∂B3
∂x2
= [B2, B3].
Substituting in it (4.4.3 and 4), the coefficients of ∂0 and ∂1 give respectively:
(4.4.5) 2
∂u1
∂x3
− 2 ∂
2u1
∂x1∂x2
− 6u1 ∂u1
∂x1
= 3
∂u2
∂x2
− 3∂
2u2
∂x21
(4.4.6) 6
∂u2
∂x1
= 3
∂u1
∂x2
− ∂
2u1
∂x21
.
Differentiating (4.4.5) by x1 and substituting
∂u2
∂x2
from (4.4.6) gives a PDE on u = 2u1,
where we let x1 = x, x2 = y, x3 = t:
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(4.4.7)
3
4
∂2u
∂y2
=
∂
∂x
(
∂u
∂t
− 3
2
u
∂u
∂x
− 1
4
∂3u
∂x3
)
.
This is the classical KP equation. Due to (3.9.5), the connection between u and the
τ -function is given by the famous formula
(4.4.8) u = 2
∂2
∂x2
log τ.
Substituting u in (4.4.7) gives the Hirota bilinear equation (2.4.3).
§5. Soliton and dromion solutions.
5.1. We turn now to the construction of solutions of the n-component KP hierarchy.
As in [DJKM3] we make use of the vertex operators (2.1.14). When transported via the
n-component boson-fermion correspondence σ from F to B = C[x] ⊗ C[L], they take the
following form:
(5.1.1) ψ±(i)(z) = Q±1i z
±α
(i)
0 (exp±
∞∑
k=1
zkx
(i)
k )(exp∓
∞∑
k=1
z−k
k
∂
∂x
(i)
k
).
Note that for z, w ∈ C× such that |w| < |z| we have (λ, µ = + or −):
(5.1.2)
ψλ(i)(z)ψµ(j)(w) = (z − w)δijλµQλ1i Qµ1j zα
(i)
0 wα
(j)
0
× exp
∞∑
k=1
(λzkx
(i)
k + µw
kx
(j)
k ) exp−
∞∑
k=1
(λ
z−k
k
∂
∂x
(i)
k
+ µ
w−k
k
∂
∂x
(j)
k
).
We let for 0 < |w| < |z|:
(5.1.3)
Γij(z, w)
def
= ψ+(i)(z)ψ−(j)(w) = (z − w)−δijQiQ−1j zα
(i)
0 w−α
(j)
0 exp
∞∑
k=1
(zkx
(i)
k − wkx(j)k )
× exp−
∞∑
k=1
(
z−k
k
∂
∂x
(i)
k
− w
−k
k
∂
∂x
(j)
k
).
Using (5.1.2), we obtain for |z1| > |z2| > . . . > |z2N−1| > |z2N | > 0:
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(5.1.4)
Γi1i2(z1, z2) . . .Γi2N−1i2N (z2N−1, z2N) =
∏
1≤k<ℓ≤2N
(zk − zℓ)(−1)
k+ℓδikiℓ
×Qi1Q−1i2 . . .Qi2N−1Q−1i2N
2N∏
m=1
z
(−1)m−1α
(im)
0
m exp(−
2N∑
m=1
∞∑
k=1
(−1)mzkmx(m)k )
× exp(
2N∑
m=1
∞∑
k=1
(−1)m z
−k
m
k
∂
∂x
(m)
k
).
We may analytically extend the right-hand side of (5.1.4) to the domain {zi 6= 0, zi 6=
zj if i 6= j, i, j = 1, . . . , 2N}. Then we deduce from (5.1.4) for N = 2 that in this domain
we have:
(5.1.5) Γi,i2(z1, z2)Γi3,i4(z3, z4) = Γi3i4(z3, z4)Γi,i2(z1, z2),
(5.1.6) Γij(z1, z2)
2 ≡ lim
z3−→z1
z4−→z2
Γij(z1, z2)Γij(z3, z4) = 0.
REMARK 5.1. Let A = (aij) be a n × n matrix over C and let zi, wi (i = 1, . . . , n) be
non-zero complex numbers such that zi 6= wj . Due to (1.2.3) the sum
(5.1.7) ΓA(z, w) =
n∑
i,j=1
aijΓij(zi, wj)
lies in a completion of r(gℓ∞).
By (5.1.5–6) we obtain:
(5.1.8) expΓA(z, w) =
n∏
i,j=1
(1 + aijΓij(zi, wj)).
Lemma 5.1. (a) If τ is a solution of the n-component KP hierarchy (2.3.7) of Hirota
bilinear equations, then (expΓA(z, w))τ is a solution as well for any complex n×n matrix
A and any z = (z1, . . . zn), w = (w1, . . . , wn) ∈ C×n such that zi 6= wj.
(b) For any collection of complex n×n-matrices A1, . . . , AN and any collection z(1), . . . ,
z(N), w(1), . . . , w(N) ∈ C×n with all coordinates distinct, the function
(5.1.9) expΓA1(z
(1), w(1)) . . . expΓAN (z
(N), w(N)) · 1
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is a solution of the n-component KP hierarchy (2.3.7).
Proof. (a) follows from Proposition 1.3 and Remark 5.1. (b) follows from (a) since the
function 1 = σ|0〉 satisfies (1.3.1). 
We call (5.1.9) the N -solitary τ -function (of the n-component KP hierarchy). Note that
the support of (5.1.9) can be any polyhedron permitted by Proposition 2.4, which is in
agreement with the general belief that multisolitary solutions are dense in the totality of
all solutions.
In order to write down (5.1.9) in a more explicit form, introduce the lexicographic
ordering on the set S of all triples s = (p, i, j), where p ∈ {1, . . . , N}, i, j ∈ {1, . . . , n}
(i.e. s1 < s2 if p1 < p2, or p1 = p2 and i1 < i2 or p1 = p2, i1 = i2 and j1 < j2). Given
N n × n complex matrices Ap = (a(p)ij ), we let as = a(p)ij for s = (p, i, j) ∈ S; given in
addition two sets of non-zero complex numbers zs and ws, all distinct, parametrized by
s ∈ S, introduce the following constants
(5.1.10)
c(s1, . . . , sr) =
r∏
k=1
ask
r∏
ℓ=k+1
εikiℓεikjℓεjkiℓεjkjℓ
×
∏
1≤k<ℓ≤r
(zsk − zsℓ)δikiℓ (wsk − wsℓ)δjkjℓ
(zsk − wsℓ)δikjℓ (wsk − zsℓ)δjkiℓ
.
Then the N -solitary solution (5.1.9) can be written as follows
(5.1.11)
1 +
Nn2∑
r=1
∑
(1,1,1)≤s1<...<sr≤(N,n,n)
c(s1, . . . , sr)
× (exp
r∑
k=1
∞∑
m=1
(zmskx
(ik)
m − wmskx(jk)m ))e
∑r
k=1 αikjk .
5.2. Let n = 1. Then the index set S is naturally identified with the set {1, . . . , N},
the two sets of complex numbers we denote by z2j−1 and z2j , j = 1, . . . , N , and we
let Ap = (z2p−1 − z2p)−1ap , where ap are some constants. Then (5.1.11) becomes the
well-known formula (see [DJKM3]) for the τ -function of the N -soliton solution:
(5.2.1)
τ (N) = 1 +
N∑
r=1
∑
1≤j1<...<jr≤N
r∏
k=1
ajk
∏
1≤k<ℓ≤2r
(zjk − zjℓ)(−1)
k+ℓ
× exp
r∑
k=1
∞∑
m=1
(zmj2k−1 − zmj2k)xm.
Letting x1 = x, x2 = y, x3 = t and all other indeterminates constants x4 = c4, . . . , we
obtain, due to (4.4.8), the soliton solution of the classical KP equation (4.4.7):
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(5.2.2) u(t, x, y) = 2
∂2
∂x2
log τ (N)(x, y, t, c4, c5, . . . ).
In particular, the τ -function of the 1-soliton solution is
(5.2.3) τ (1)(x, y, t) = 1 +
a
z1 − z2 exp((z1 − z2)x+ (z
2
1 − z22)y + (z31 − z32)t+ const.)
and we get the corresponding 1-soliton solution of the classical KP equation (4.4.7):
(5.2.4) u(x, y, t) =
(z1 − z2)2
2
cosh−2(
1
2
((z1 − z2)x+ (z21 − z22)y + (z31 − z32)t) + const.).
5.3. Let n = 2. Then any τ ∈ C[x]⊗ C[M ] can be written in the form
τ =
∑
ℓ∈Z
τℓe
ℓα12 , where τℓ ≡ τℓα12 .
For a N -solitary solution τ (N) given by (5.1.11) we then have
(5.3.1) τ
(N)
ℓ = δℓ,0 +
4N∑
r=1
∑
(s1,... ,sr)
c(s1, . . . , sr) exp
r∑
k=1
∞∑
m=1
(zmskx
(ik)
m − wmskx(jk)m ),
where (s1, . . . , sr) run over the subset (5.3.2)2 of S
r, where
(5.3.2)n
{
(1, 1, 1) ≤ s1 < s2 . . . < sr ≤ (N, n, n)
#{(ik, jk)|ik > jk} −#{(ik, jk)|ik < jk} = ℓ.
Letting (cf. (4.3.9)):
(5.3.3)
q = − τ1(x, y, t, c, c
(1)
3,...)
τ0(x, y, t, c, c
(1)
3 , . . . )
, r =
τ−1(x, y, t, c, c
(1)
3 , . . . )
τ0(x, y, t, c, c
(1)
3 , . . . )
,
ϕ = − ∂
2
∂x2
(log τ0(x, y, t, c, c
(1)
3 , . . . )),
where x = x
(1)
1 + x
(1)
2 , y = x
(1)
1 − x(1)2 , t = −2i(x(1)2 − x(2)2 ), c = −2i(x(1)2 + x(2)2 ) and all
other indeterminates x
(j)
k are arbitrary constants c
(j)
k , we obtain a N -solitary solution of
the decoupled Davey-Stewartson system (4.3.8).
We turn now to the classical Davey-Stewartson system (4.3.12) for κ = −1. The con-
straint (4.3.11) gives
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τ1/τ0 = τ−1/τ0.
One way of satisfying this constraint is to let
(5.3.4)
a
(p)
ij = (−1)i+ja(p)ji , z(p,i,j) = −w(p,j,i),
c2 = 0, c
(j)
k ∈ ik+1R.
We shall concentrate now on the case N = 1. It will be convenient to use the following
notation:
x1 = x
(1)
1 , x2 = x
(2)
1 ,
zij = z(1,i,j), ai = a(1,i,i) ∈ R+ (1 ≤ i, j ≤ 2), a3 = a(1,1,2) ∈ C,
C(z, w) =
z − w
z + w
, D(z, w) =
|a3|2
(z + z)(w + w)
,
Aj(z) = (z + z)(xj − (−1)jitz − z
4
) +
∞∑
k=3
(zk − (−z)k)c(j)k (j = 1, 2),
A3(z, w) = zx1 + wz2 + it(
z2
4
+
w2
4
) +
∞∑
k=3
(zkc
(1)
k − (−w)kc(2)k ).
Then q = −τ1/τ0 and ϕ = −12 ( ∂∂x1 + ∂∂x2 )2 log τ0 is a solution of (4.3.12), where
(5.3.5a) τ1 = a3e
A3(z12,z21)(1 + a1C(z12, z11)e
A1(z11))(1 + a2C(z21, z22)e
A2(z22)),
(5.3.5b)
τ0 = (1 + a1e
A1(z11))(1 + a2e
A2(z22))
+D(z12, z21)e
A3(z12,z21)+A3(z12,z21)(1 + a1|C(z12, z21)|2eA1(z11))
× (1 + a2|C(z21, z22)|2eA2(z22)).
Consider now two special cases of (5.3.5a,b):
(D) z1 ≡ z11 = z12 and z2 ≡ z22 = z21,
(S) ai = 0 (i = 1, 2),
and let T = D or S. Then (5.3.5a and b) reduce to
(5.3.6a) τ1 = a3e
A3(z1,z2) in both cases,
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(5.3.6b) τ
(T )
0 = (1 + δTDa1e
A1(z1))(1 + δTDa2e
A2(z2)) +D(z1, z2)e
A1(z1)+A2(z2),
so that q(T ) = −τ1/τ (T )0 , ϕ(T ) = −12 ( ∂∂x1 + ∂∂x2 )2 log τ
(T )
0 is a solution of (4.3.12).
In order to rewrite q(T ) in a more familiar form, let (j = 1, 2 and aj(zj + zj) > 0):
p
(T )
j = (aj(zj + zj))
−1/2 if T = D and = 1 if T = S,
µ1 = µ1R + iµ1I =
1
2z1, µ2 = µ2R + iµ2I =
1
2z2,
m
(T )
j = 2
√
2µjRp
(T )
j e
−
∑
∞
k=3(−1)
j((−1)j2µj)
kc
(j)
k ,
ξj = 2xj + 2µjIt, ξ˜j =
1
µjR
log
|m(T )j |√
2µjR
,
ρ(T ) = −a3p(T )1 p(T )2 .
Then we obtain the following expression for q(T ):
4ρ(T )(µ1Rµ2R)
1/2 exp{−(µ1R(ξ1−ξ˜1)+µ2R(ξ2−ξ˜2))+i(−(µ1Iξ1+µ2Iξ2)+(|µ1|
2+|µ2|
2)t+arg m1m2)}
((δTD+exp(−2µ1R(ξ1−ξ˜1))(δTD+exp(−2µ2R(ξ2−ξ˜2))+|ρ(T )|2)
The function q(D) is precisely the (1, 1)-dromion solution of the Davey-Stewartson equa-
tions (4.3.12) with κ = −1 found in [FS] (provided that µjR ∈ R+). On the other hand,
if we let µ1I = µ2I = 0, then q
(T ) reduces to the 2-dimensional breather solution found in
[BLMP]. Finally, q(S) is a 1-soliton solution.
Recall that the dromion solutions of the DS equation were originally discovered in
[BLMP] and [FS] (see also [HH]). The dromion solutions of the DS equation were first
studied from the point of view of the spinor formalism by [HMM].
5.4. Similarly, we obtain the following solutions of the 2-dimensional Toda chain (4.2.8):
(5.4.1) uℓ =
{
log(τ
(N)
ℓ+1/τ
(N)
ℓ ) if −N ≤ ℓ ≤ N − 1
0 otherwise
where the τ -functions τ
(N)
ℓ are obtained from (5.3.1) by letting all indeterminates x
(j)
m with
m > 1 to be arbitrary constants:
(5.4.2) τ
(N)
ℓ = δℓ,0 +
4N∑
r=1
∑
(s1,... ,sr)
c(s1, . . . , sr)cs1 . . . csr exp
r∑
k=1
(xikzsk − xjkwsk),
where (s1, . . . , sr) runs over (5.3.2)2 and cs (s ∈ S) are arbitrary constants.
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5.5. Let now n ≥ 3. Then we obtain solutions of the 2 + 1 n-wave system (4.1.9) as
follows. For 1 ≤ i, j ≤ n let
(5.5.1)
τ
(N)
ij = δij +
Nn2∑
r=1
∑
(s1,... ,sr)
cs1 . . . csr
× exp
r∑
k=1
(aikx+ bikt− y)zsk − (ajkx+ bjkt− y)wsk ,
where (s1, . . . , sr) runs over (5.3.2)n and cs (s ∈ S) are arbitrary constants. Then Wij =
εjiτij/τ0 (i 6= j) is a solution of (4.1.9), and Qij = εij(ai − aj)τij/τ0 (i 6= j) is a solution
of (4.1.10).
§6. m-reductions of the n-component KP hierarchy.
6.1. Fix a positive integer m and let ω = exp 2πi
m
. Introduce the following mn2 fields
(1 ≤ i, j ≤ n, 1 ≤ k ≤ m) [TV]:
(6.1.1) α(ijk)(z) ≡
∑
p∈Z
α(ijk)p z
−p−1 =: ψ+(i)(z)ψ−(j)(ωkz) :,
where the normal ordering is defined by (2.1.6). Note that
(6.1.2) α(ijm)(z) = α(ij)(z),
where α(ij)(z) are the bosonic fields, defined by (2.1.5), which generate the affine algebra
gℓn(C)
∧ with central charge 1 (see (2.1.7)). It is easy to check that for arbitrary m, the
fields α(ijk)(z) generate the affine algebra gℓmn(C)
∧ with central charge 1. More precisely,
all the operators α
(ijk)
p (1 ≤ i, j ≤ n, 1 ≤ k ≤ m, p ∈ Z) together with 1 form a basis of
gℓmn(C)
∧ in its representation in F with central charge 1, the charge decomposition being
the decomposition into irreducibles. Hence, using (2.1.14), (2.2.5 and 8), we obtain the
vertex operator realization of this representation of gℓmn(C)
∧ in the vector space B (see
[TV] for details).
Now, restricted to the subalgebra sℓmn(C)
∧, the representation in F (0) is not irreducible
any more, since sℓmn(C)
∧ commutes with all the operators
(6.1.3) β
(n)
k
def
=
1
n
n∑
j=1
α
(j,j,m)
k , k ∈ mZ.
In order to describe the irreducible part of the representation of sℓmn(C)
∧ in B(0) con-
taining the vacuum 1, we choose the complementary generators of the oscillator algebra a
contained in sℓmn(C)
∧ (k ∈ Z):
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(6.1.4)
β
(j)
k =
{
α
(jjm)
k if k /∈ mZ,
1
j(j+1) (α
(11m)
k + . . .+ α
(jjm)
k − jα(j+1j+1m)k ) if k ∈ mZ and 1 ≤ j < n,
so that the operators (6.1.3 and 4) also satisfy relations (2.1.9). Then the operators 1, α
(ijk)
p
for i 6= j, together with operators (6.1.4) form a basis of sℓmn(C)∧. Hence, introducing
the new indeterminates
(6.1.5) y
(j)
k =

x
(j)
k if k /∈ mN,
1
j(j+1)
(x
(1)
k + . . .+ x
(j)
k − jx(j+1)k ) if k ∈ mN and j < n,
1
n (x
(1)
k + . . .+ x
(n)
k ) if k ∈ mN and j = n,
we have: C[x] = C[y] and
(6.1.6) σ(β
(j)
k ) =
∂
∂y
(j)
k
and σ(β
(j)
−k) = ky
(j)
k if k > 0.
Now it is clear that the irreducible with respect to sℓmn(C)
∧ subspace of B(0) containing
the vacuum 1 is the vector space
(6.1.7) B
(0)
[m] = C[y
(j)
k |1 ≤ j < n, k ∈ N, or j = n, k ∈ N\mZ] ⊗ C[M ].
The vertex operator realization of sℓmn(C)
∧ in the vector space B
(0)
[m] is then obtained by
expressing the fields α(ijk)(z) for i 6= j in terms of vertex operators (2.1.14), which are
expressed via the operators (6.1.4), the operators QiQ
−1
j and α
(i)
0 − α(j)0 (1 ≤ i < j ≤ n)
(see [TV] for details).
The n-component KP hierarchy of Hirota bilinear equations on τ ∈ B(0) = C[y]⊗C[M ]
when restricted to τ ∈ B(0)[m] is called the m-th reduced KP hierarchy. It is obtained from
the n-component KP hierarchy by making the change of variables (6.1.5) and putting zero
all terms containing partial derivates by y
(n)
m , y
(n)
2m , y
(n)
3m , . . . .
It is clear from the definitions and results of §3 that the condition on the n-component
KP hierarchy to be m-th reduced is equivalent to one of the following equivalent conditions
(cf. [DJKM3]):
(6.1.8) L(α)m is a differential operator,
(6.1.9)
n∑
j=1
∂W (α)
∂x
(j)
m
= zmW (α),
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(6.1.10)
n∑
j=1
∂τ
∂x
(j)
m
= 0.
It follows from (6.1.8) that these conditions automatically imply that all of them hold if
m is replaced by any multiple of m.
The totality of solutions of the m-th reduced KP hierarchy is given by the following
Proposition 6.1. Let O[m] be the orbit of 1 under the (projective) representation of the
loop group SLmn(C[t, t
−1]) corresponding to the representation of sℓmn(C)
∧ in B
(0)
[m]. Then
O[m] = σ(O) ∩B(0)[m].
In other words, the τ -functions of the m-th reduced KP hierarchy are precisely the τ -
functions of the KP hierarchy in the variables y
(j)
k , which are independent of the variables
y
(n)
mℓ , ℓ ∈ N.
Proof. is the same as of a similar statement in [KP2]. 
REMARK 6.1. The above representation of sℓmn(C)
∧ in B
(0)
[m] is a vertex operator con-
struction of the basic representation corresponding to the element of the Weyl group Smn
of sℓmn(C) consisting of n cycles of length m (see [KP1] and [TV]). In particular, for n = 1
this is the principal realization [KKLW], and for m = 1 this is the homogeneous realization
[FK]. The m-th reduced 1-component KP was studied in a great detail in [DJKM2] (see
also [KP2]).
6.2. Let n = 1. Then the 2-reduced KP hierarchy becomes the celebrated KdV hierar-
chy on the differential operator S ≡ (L2)+ = ∂2 + u, where u = 2u1:
(6.2.1)
∂
∂x2n+1
S
1
2 = [(Sn+
1
2 )+, S
1
2 ], n = 1, 2, . . . ,
the first equation of the hierarchy being the classical Korteweg-deVries equation
(6.2.2) 4
∂u
∂t
=
∂3u
∂x3
+ 6u
∂u
∂x
.
Of course, the 3-reduced KP is the Boussinesq hierarchy, and the general m-reduced
KP are the Gelfand-Dickey hierarchies.
6.3. Let n = 2. The equations of the 1-reduced 2-component KP are independent of
x, hence equation (4.3.8) becomes independent of x and ϕ becomes 0 (see (4.3.9)). Thus,
equation (4.3.8) turns into the decoupled non-linear Schro¨dinger system (called also the
AKNS system):
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(6.3.1)
i
∂q
∂t
= −1
2
∂2q
∂y2
− q2r
i
∂r
∂t
=
1
2
∂2r
∂y2
+ qr2.
Thus (6.3.1) is a part of the 1-reduced 2-component KP. For that reason the 1-reduced 2-
component KP is sometimes called the non-linear Schro¨dinger hierarchy. Of course, under
the constraint (4.3.11), we get the non-linear Schro¨dinger equation
(6.3.2) i
∂q
∂t
= −1
2
∂2q
∂y2
− κ|q|2q.
Similarly, under the same reduction the 2-dimensional Toda chain (4.2.8) turns into the
1-dimensional Toda chain
(6.3.3)
∂2un
∂x2
= eun−un−1 − eun+1−un (here x = 2y(1)1 ).
Thus, the 1-dimensional Toda chain is a part of the non-linear Schro¨dinger hierarchy. It
was studied from the representation theoretical point of view in [TB].
6.4. Let n ≥ 3. Since the constraint (4.1.4) is contained among the constraints of the
1-reduced n-component KP hierarchy, we see that the 1 + 1 n-wave system (4.1.7) is a
part of the 1-reduced n-component KP hierarchy. Note also that the 1-reduction of the
n-component KP reduces the 2+1 n-wave interaction system (4.1.10) into the 1+1 system
(4.1.7).
6.5. Since the non-linear Schro¨dinger system (6.3.1) is a part of the 1-reduced 2-
component KP hierarchy, the 1-reduced n-component KP hierarchy will be called the
n-component NLS. Let us give here its formulation since it is especially simple.
Given a n× n matrix C(z) =∑j Cjzj , we let
C(z)− =
∑
j<0
Cjz
j , C(z)+ =
∑
j≥0
Cjz
j .
Also, given a diagonal complex matrix a = diag (a1, . . . , an) we let
xak =
n∑
j=1
akx
(j)
k ,
∂
∂xak
=
n∑
j=1
ak
∂
∂x
(j)
k
.
Let h denote the set of all traceless diagonal matrices over C.
The n-component NLS hierarchy is the following system on matrix valued functions
P (α) ≡ P (α, x, z) = 1 +
∑
j>0
W (j)(α, x)z−j , α ∈M,
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where x = {x(a)k |a ∈ h, k = 1, 2, . . .} :
(6.5.1)
∂P (α)
∂x
(a)
k
= −(P (α)aP (α)−1zk)−P (α)
with additional matching conditions
(6.5.2) (P (α)R(α− β, z)P (β)−1)− = 0, α, β ∈M,
where R(γ, z) ≡ R+(γ, z) is defined by (3.3.10).
This formulation implies the Lax form formulation if we consider C(a)(x, z) = P (α)aP (α)−1
for each a ∈ h and fixed α. Consider a family of commuting matrix valued functions of
the form
C(a) ≡ C(a)(x, z) = a+
∑
j>0
C
(a)
j (x)z
−j ,
depending linearly on a ∈ h, and let B(a)k = (C(a)zk)+. Then the Lax form of the n-
component NLS is
(6.5.3)
∂C(a)
∂x
(b)
k
= [B
(b)
k , C
(a)], a, b ∈ h, k = 1, 2, . . . .
The equivalent zero curvature form of the n-component NLS is
(6.5.4)
∂B
(a)
ℓ
∂x
(b)
k
− ∂B
(b)
k
∂x
(a)
ℓ
= [B
(b)
k , B
(a)
ℓ ], a, b ∈ h, k, ℓ = 1, 2, . . . .
Since for the 1-reduced n-component KP one has: L = ∂, i.e. all U (j) = 0, we see from
Remark 4.3 that the n-component NLS in the form (6.5.3) contains the following system
of equations on functions Aij ≡ (CEjj1 )ij (i 6= j):
(6.5.5)
∂Aij
∂tj
= −∂
2Aij
∂x2j
− 2
∑
k 6=j
AijAjkAkj ,
∂Aij
∂ti
=
∂2Aij
∂x2i
+ 2
∑
k 6=i
AijAikAki,
∂Aij
∂tk
= Aik
∂Akj
∂xk
− Akj ∂Aik
∂xk
if i 6= k, j 6= k,
∂Aij
∂xk
= AikAkj if i 6= k, j 6= k,∑
k
∂Aij
∂xk
=
∑
k
∂Aij
∂tk
= 0.
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This reduces to (6.3.1) if n = 2.
REMARK 6.5. Equations (6.5.1), (6.5.3) and (6.5.4) still make sense if we consider an
arbitrary algebraic group G and a reductive commutative subalgebra h of its Lie algebra
g. The functions P (α) take values in G(A((z)) and the functions C(a) take values in
g(A((z))). If G is a simply laced simple Lie group, the element R(γ, z) ∈ G(C[z, z−1]) in
matching conditions (6.5.2) can be generalized as follows. Let h be a Cartan subalgebra
of g, normalize the Killing form on g by the condition that (α|α) = 2 for any root α,
and identify h with h∗ using this form. Let M (resp. L) ⊂ h∗ = h be the root (resp.
weight) lattice and let ε(α, β) : M ×M −→ {±1} be a bimultiplicative function such that
ε(α, α) = (−1) 12 (α|α), α ∈M . Define R(α, z) ∈ H(C[z, z−1]) for each α as follows:
(6.5.6) R(α, z) = cαz
α,
where in any finite-dimensional representation V of G, cα ∈ H and zα ∈ H for z ∈ C× are
defined by
(6.5.7) cα(v) = ε(β, α)v, z
α(v) = z(α|β)v if v ∈ Vβ .
Note that this GNLS hierarchy is closely related to the Bruhat decomposition in the loop
group G(C((z))).
6.6. It is clear that we get the τ -function of them-th reduced n-component KP hierarchy
if we let in (5.1.9)
(6.6.1) ws = ωszs, s ∈ S,
where ωs are arbitrary m-th roots of 1. The totality of τ -functions is (a completion of)
the orbit of 1 ∈ B(0) under the group SLmn(C[t, t−1]).
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