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Abstract 
Oxygen evolution reaction (OER) has been identified as one of the performance-limiting 
processes in solar water splitting using photoelectrochemical (PEC) cells. One of the reasons 
for the low OER performance is related to the existence of different types of surface states at 
the semiconductor-electrolyte interface: recombining surface states (r-SS) and surface states 
due to intermediate species (i-SS). Since the impact of surface states on OER is still under 
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debate, we investigate how different types of surface states affect PEC water oxidation and 
how they impact experimental measurements. In a new computational approach, we combine 
a microkinetic model of the OER on the semiconductor surface with the charge carrier 
dynamics within the semiconductor. The impact of r-SS and i-SS on the current-voltage curves, 
hole flux, surface state capacitance, Mott-Schottky plots, and chopped light measurements are 
systematically investigated. It is found that a) r-SS results in a capacitance peak below the OER 
onset potential, while i-SS results in a capacitance peak around the onset potential; b) r-SS 
leads to an increase in OER onset potential and a decrease in saturation current density; c) r-
SS leads to Fermi level pinning before the onset potential, while i-SS does not result in Fermi 
level pinning; d) a smaller capacitance peak of i-SS can be an indication of lower catalytic 
performance of the semiconductor surface. Our approach in combination with experimental 
comparison allows distinguishing the impact of r-SS and i-SS in PEC experiments. We 
conclude that r-SS reduces OER performance and i-SS mediates OER. 
KEYWORDS 
Oxygen evolution reaction, photoelectrochemical cell, surface states, Fermi level pinning, 
semiconductor-electrolyte interface. 
1 Introduction 
Water splitting using sunlight is a promising path for storing solar energy in chemical bonds 
and thereby producing ‘solar fuels’.1 A potential cost-effective method to produce solar fuels 
is by using a photoelectrochemical (PEC) cell.2 In a PEC cell, hydrogen is generated at the 
cathode, and oxygen is generated at the anode.3 The half-reactions are called hydrogen 
evolution reaction (HER) and oxygen evolution reaction (OER), respectively. Among the two 
half-reactions, OER accounts for most of the overpotential required for water splitting and is 
found to be the performance limiting reaction in PEC water splitting.4,5 Hence, current research 
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focuses on improving OER and thereby improving the efficiency of PEC water splitting.6–8 The 
photoanode of a PEC is typically made of a semiconductor with a suitable bandgap which 
provides the thermodynamic potential required for water splitting.9 Fe2O3, TiO2, WO3, and 
BiVO4 are some of the metal oxide photoanode materials that are studied in the literature.
10–15 
However, the efficiencies of the PEC photoanodes using these materials are not high enough 
for commercialization of PEC yet.2  
Among the different photoanode materials, Fe2O3 (hematite) is studied extensively in the 
literature due to its stability, abundance, low cost, and non-toxicity.9,16 Theoretically, a PEC 
cell with a hematite photoanode can achieve a solar to hydrogen conversion efficiency of 
around 15.5%; however, practically reported efficiencies are much lower.16,17 One of the 
reasons for this lower performance compared to theoretical prediction is attributed to the 
existence of mid-band gap energy states, so-called surface states.7,18 In the literature, two types 
of surface states are reported in photoanodes. The first type is related to defects at the surface 
of the semiconductor, such as vacancies or dangling bonds, which result in the recombination 
of charge carriers.3 This type of surface state is referred to as ‘recombining surface state (r-
SS)’.19–21 The second type is due to the presence of adsorbed species on the surface. Such 
surface states are observed only during water oxidation and are absent when a hole scavenger 
is added to the electrolyte.22 These surface states are assumed to be the surface intermediates 
that are formed during OER. They are referred to as ‘surface states due to OER intermediates 
(i-SS)’.19–21 These surface states play an important role in the performance of photoanodes, and 
hence, a thorough understanding of the function and impact of surface states is necessary .20  
When a potential is applied across an interface having surface states, a fraction of the applied 
potential is lost in the charging of the surface states.23 The potential range in which the surface 
states are getting charged, band bending of the semiconductor does not occur; hence, the Fermi 
level remains pinned.24 Fermi level pinning (FLP) is usually identified from Mott-Schottky 
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analysis.25,26 FLP and the potential over which the surface state charging occurs, is seen in 
Mott-Schottky analysis as a plateau region.  
FLP due to both r-SS and i-SS has been reported in the literature. For example, Zandi et al.7,25 
have reported FLP at applied potentials lower than the onset potential for Fe2O3. After selective 
removal of deleterious surface states (in this context, r-SS) using controlled annealing of the 
electrode, the FLP was no longer visible in the Mott-Schottky plot.7,25 Similar studies have 
identified such FLP at applied potentials lower than the onset potential.27 In the case of i-SS, 
Klahr et al.22 identified FLP occurring around the OER onset potential. From the 
electrochemical impedance spectroscopy measurements, a capacitance was observed around 
the same potential range. This capacitance was seen only during water oxidation and was absent 
during measurements with a hole scavenger.22 Hence, the capacitance and FLP was attributed 
to i-SS. In a similar study, positive shifts in the Mott-Schottky plots were observed with an 
increase in illumination intensities and were associated with FLP due to the charging of i-SS.26 
Based on these observations, it is believed that i-SS leads to FLP around the OER onset 
potential. 
Thus, the existence of two distinct types of surface states has been pointed out in the 
literature.7 However, the impact of these surface states on the performance of OER is still 
debated.28,29 One of the most accepted explanations is that the surface states reduce the overall 
performance of OER.22,27 On the contrary, some studies suggest that the surface states mediate 
OER.21,26,30 In a recent experimental study, Shavorskiy et al.31 proposed that surface states do 
not play a major role in mediating OER. Conclusively, these different views suggest that the 
role of surface states is still a topic of debate in the field of PEC.  
From experimental observations, it is challenging to pinpoint the individual and combined 
impact of surface states on the efficiency of OER. Particularly, the impact of i-SS on the 
performance of OER is difficult to analyze. Despite some promising operando studies, 
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experimental data regarding the impact of OER intermediates are still largely absent due to 
experimental challenges associated with the identification of OER intermediates.30,32  
However, using modeling and simulations clear insights about each of these surface states can 
be obtained by analyzing the sensitivity of measurements to the model parameters associated 
with each surface state.  
The goal of our study is to pinpoint the impact of r-SS and i-SS on PEC data, such as j-V 
curves, surface state capacitance, Mott-Schottky plots, hole flux, and chopped light 
measurements. To analyze the impact of i-SS on the PEC data, it is important to include the 
elementary steps in OER and the adsorbed OER intermediates in the model. The charge 
transferred in the formation of the adsorbed OER intermediates is analogous to charge carriers 
getting trapped at the surface. Previously, we developed a microkinetic model of OER 
specifically for semiconductor electrodes.33 In the current paper, we add illumination and 
charge carrier dynamics to the same framework of the microkinetic model of OER. For 
simulating r-SS, a monoenergetic state with energy 𝐸T and density 𝑁T (𝑇 stands for ‘trap’) is 
assumed within the bandgap of the semiconductor.34 Thus, we present in this paper an extended 
model to George et al.33 which brings together the elementary steps in OER and charge carrier 
dynamics within the semiconductor. Modeling of charge carrier dynamics has been done before 
in the literature.35,36 However, the charge carrier dynamics has so far not been coupled to the 
multistep mechanism of OER at the interface.  
The impact of the presence of r-SS and i-SS on electrochemical data is pointed out based on 
the simulated data. The presence of r-SS results in an increase in the onset potential and reduces 
the saturation photocurrent density. We show a direct relationship between the coverage of 
OER intermediates and capacitance due to i-SS. From the Mott-Schottky analysis, we find that 
the capacitance due to i-SS does not necessarily result in the FLP observed around the onset 
potential as reported in the literature. On the contrary, the FLP observed in experiments around 
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the onset potential is found to be related to the IR drop over series resistance which drastically 
increases around the onset potential. The approach presented in this work shows how a model 
combining multiple steps in OER and charge carrier dynamics contributes to a clear 
understanding of the impact of surface states on typical PEC data. 
2 Theory and method 
As the OER involves the transfer of four charge carriers, it is proposed that the OER proceeds 
through four intermediate steps, each step involving the transfer of a single charge carrier.37,38 
In the literature, different mechanisms have been proposed for the electrochemical mechanism 
of OER.38–40 Previously, in George et al.33, we have simulated the hematite-electrolyte interface 
using a microkinetic model of OER based on the four-step electrochemical mechanism of OER 
on the semiconductor surface.33 The model related PEC data, such as current density and 
electrochemical impedance spectra to the kinetics of elementary reactions in OER. The charge 
carrier density at the surface was simplified as an exponential function of applied potential. In 
this work, we extend this microkinetic model of OER by adding the charge carrier dynamics 
explicitly. The general approach adopted in the modeling is summarized in Figure 1. The input-
output relationship is similar to that of experiments: applied potential (𝑉applied) and 
illumination intensity (𝐼0) are the input to the model and current density (𝑗) is the output. 
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Figure 1 General approach for simulating the hematite-electrolyte interface: coupling of a 
microkinetic model with the charge carrier dynamics within the semiconductor; applied 
potential (𝑉𝑎𝑝𝑝𝑙𝑖𝑒𝑑) and illumination intensity (𝐼0) are the input to the model and current density 
(𝑗) is the output. 
For ideal semiconductor electrodes, OER can occur by charge transfer via the valence band 
(VB) and/or the conduction band (CB).41 For experimental semiconductor electrodes, the 
literature has reported about intrinsic mid-band gap states or r-SS at the semiconductor-
electrolyte interface (SEI).42 The r-SS is defined in our model as a monoenergetic state at an 
energy level of 𝐸T within the bandgap with a surface state density denoted by 𝑁T.
34 All the 
charge transfer pathways, namely via VB, CB, and r-SS are considered for OER to occur and 
are denoted by the three double-sided arrows in Figure 1. The probability of OER occurring 
via VB, CB, and r-SS depends on the kinetics of the multiple steps in OER and the charge 
carrier concentrations at each of these bands. In the approach shown in Figure 1, the 
microkinetic model considers the kinetics of the multiple steps in OER; the charge carrier 
concentration is calculated by modeling the charge carrier dynamics within the semiconductor.  
2.1 Microkinetic Model 
We have previously developed a microkinetic model of OER specifically for semiconductor 
electrodes.33 To give a quick review, the microkinetic model was developed based on the multi-
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step mechanism of OER proposed by Rossmeisl et al.38 This mechanism involves OH, O, OOH, 
and O2 as the adsorbed intermediates.
38,43 Based on the multiple steps in OER, the rate of 
formation of the adsorbed OER intermediates is written as a set of ordinary differential 
equations. Solving this set of differential equation for a single site on the semiconductor surface 
gives the fractional coverage of each OER intermediate, represented as 𝜃OH, 𝜃O, 𝜃OOH, and 𝜃O2. 
The charge transfer in this model was assumed to occur via the VB. The rate constant for charge 
transfer via VB is calculated using Gerischer theory for semiconductors.41,44 Based on the 
charge transferred across the interface during the multistep reactions, the current density due 
to the reaction is calculated. More details about the model can be found in George et al.33  
In this paper, we use the same approach for calculating the fractional coverage of OER 
intermediates and the current density due to the reactions. The electrochemical mechanism of 
OER under alkaline pH is used for developing the microkinetic model (supporting information 
S1.1). The rate of formation of OER intermediates is calculated assuming charge transfer via 
VB, CB, and r-SS. As mentioned earlier, the presence of r-SS is a deviation from the ideal 
surface of the photoanode. For this reason, the sites associated with r-SS (henceforth denoted 
as r-SS sites) are different from those of the sites on the ideal photoanode surface (henceforth 
denoted as ideal sites). In the model, the OER at r-SS sites and ideal sites are treated separately 
and the intermediate species adsorbed at r-SS sites are assumed to not interact with OER 
intermediate at the ideal adsorption sites. The OER occurring at the ideal sites involve charge 
transfer via VB and CB as in the case of an ideal semiconductor. In the case of OER at r-SS 
sites, the charge transfer occurs only via r-SS. 
The rate of formation of OER intermediates at the ideal site and the rate constants for charge 
transfer via VB and CB are given in the supporting information S1.2. The rate constants are 
defined based on the Gerischer model of charge transfer.41 The rate equations for OER at r-SS 
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sites and the rate constant for charge transfer via r-SS can be calculated similarly to that of the 
VB and CB as given in the supporting information S1.3.  
By solving the rate equations, the fractional coverage of the four OER intermediates at the 
ideal sites can be calculated (𝜃OH, 𝜃O, 𝜃OOH, and 𝜃O2). Similarly, the fractional coverage of 
OER intermediates at r-SS sites, denoted by 𝜃𝑇OH, 𝜃𝑇O, 𝜃𝑇OOH, and 𝜃𝑇O2, can be obtained by 
the solution of the set of equations in S1.3. For solving the rate equations, it is necessary to 
input the charge carrier concentrations at each energy band, which depends on the charge 
carrier dynamics within the semiconductor.  
2.2 Charge carrier dynamics 
The processes that belong to the charge carrier dynamics within the semiconductor are 
illustrated in Figure 2. Under illumination (𝐼0), electrons (red circles) in the semiconductor are 
excited from the valence band to the conduction band leaving holes (blue circles) in the valence 
band. Under an applied potential (𝑉applied), the electrons move towards the back contact and 
holes move towards the semiconductor-electrolyte interface (SEI). Some of these holes 
recombine directly with the electrons and some of the holes can get trapped at r-SS where they 
recombine with electrons from the conduction band. In Figure 2, 𝑘rec represents the rate of 
direct recombination of holes and electrons in the space charge region,45 𝑘p represents the rate 
at which holes get trapped in r-SS, and 𝑘n represents the rate at which electrons recombine 
with holes in r-SS. As mentioned in the previous section, the charge carriers at the surface take 
part in OER via VB, CB, and r-SS. The rate constants 𝐾vf,b, 𝐾cf,b and 𝐾tf,b represent the 
forward and backward rate constants for charge transfer via VB, CB, and r-SS, respectively. 
The rate at which charge transfer occurs via VB, CB, and r-SS can affect the carrier 
concentrations at respective energy levels. The cumulative effect of all these processes 
determines the charge carrier concentrations at the surface. In this section, we calculate the 
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concentration of holes at the surface (𝑝s), the concentration of electrons at the surface (𝑛s), and 
the fill factor of electrons (𝑓T) in r-SS. 
 
Figure 2 Schematic of charge carrier dynamics under illumination within the space charge 
region showing recombination, trapping, and oxygen evolution reaction via VB (blue), CB 
(red), and r-SS (green). The red circles represent electrons and the blue circles represent holes.  
The flux of holes (𝐽G) to the surface for an illumination intensity of 𝐼0 is given by the Gartner 
equation as46 
 





where 𝛼 represents the absorption coefficient at a given wavelength, 𝑊𝑠𝑐 the width of the 
space charge region, and 𝐿p the minority carrier diffusion length. The width of the space charge 






(𝑢sc − 𝑘𝐵𝑇/𝑒)  
(2) 
where 𝜖r is the permittivity of the semiconductor material, 𝜖0 is the permittivity of free space, 
𝑁D is the doping density, 𝑒 is the charge of an electron, 𝑘B is the Boltzmann constant, and 𝑇 is 
the temperature.  
The applied potential (𝑉𝑎𝑝𝑝𝑙𝑖𝑒𝑑) in the model is defined similar to experiments, in terms of 
scan rate (𝑆𝑟), i.e. 𝑉applied =  𝑆𝑟 ⋅ 𝑡𝑖𝑚𝑒.  
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For n-type materials, electrons are the majority carriers and the electron concentration at the 
surface under illumination ( 𝑛s) can be approximated as an exponential function of the potential 
across the space charge region given by47 




where 𝑛s0 represents the concentration of surface electrons in the dark under zero bias.  
The rate of change of hole density at the semiconductor surface (𝑝𝑠) depends on several 
factors and can be calculated as follows35,47  
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The first term represents the hole flux under applied potential and illumination (𝐽G). The term 
𝑑 is the thickness of the hole accumulation layer and is used to convert the surface 
concentration of holes (per cm2) to volume concentration (per cm3).23 The second term is the 
potential-dependent dark current where 𝑝𝑠0 represents the concentration of surface holes in the 
dark under zero bias. The third and fourth terms represent the rates at which holes recombine 
directly (𝑘rec𝑛s𝑝s) and get trapped at r-SS (𝑘p𝑝s𝑁T𝑓T/𝑑).
47 The last term in Eq. (4) represents 
the rate at which holes are consumed in OER via the ideal adsorption sites. 𝑁0 represents the 
total number of ideal adsorption sites on the semiconductor surface. The summation Σ over i = 
1 to 4 denotes that all four steps in OER (microkinetic equations) are taken into account for the 
calculation of the charge carrier concentration. The concentration of reduced and oxidized OER 
intermediates at the sites are represented as 𝜃red,i and 𝜃ox,i. 
The holes reach the traps at a rate of 𝑘𝑝. These holes can recombine with the electrons from 
the conduction band at a rate of 𝑘𝑛 or they can participate in OER with a rate of 𝐾𝑡.
35 The 
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overall effect of these processes at r-SS changes its fill factor of electrons which is denoted 











The last summation term in Eq. (5) is similar to that in Eq. (4) and represents the rate at which 
holes are consumed for OER via r-SS. This increases the electron density in r-SS and, hence, 
the last term has a positive sign. 𝜃𝑇red,i and 𝜃𝑇ox,i represent the fractional concentrations of 
OER intermediates at r-SS sites.  
The effect of OER intermediates on the charge carrier dynamics is defined in the model 
through the last terms in Eq. (4) and Eq. (5). From Eq. (3)-(5), it can be seen that there are two 
main input variables similar to experiments, the illumination intensity which enters through 𝐽G 
and the applied potential which enters through 𝑢sc and 𝑆𝑟. The value 𝐼0 is a constant based on 
the illumination intensity. The potential across the space charge region (𝑢sc) is different from 
the applied potential and its calculation is discussed in the next section. 
2.3 Potential across the space charge region 
The potential across the space charge region (𝑢sc) is required for the calculation of the 
Gartner hole flux (Eq. (1)-(2)), the electron density (Eq. (3)), and the hole density in the dark 
(second term in Eq. (4)). The potential across the space charge region is defined as48,49 
  𝑢sc = 𝑉applied − 𝑉fb − 𝑉H − 𝑉IR (6) 
where 𝑉applied is the applied potential. 𝑉fb is the flat band potential; it depends on the material 
of the electrode, the treatment of the electrode, and experimental conditions.50 𝑉fb is assumed 
to be constant in the simulations. 𝑉H is the potential across the Helmholtz layer which can be 









where 𝐶H is the Helmholtz capacitance. 𝐶H is assumed to be constant.
51 The potential drop 
across the Helmholtz layer results in an equivalent shifting of the valence and conduction band 
energy levels (𝐸V and 𝐸C) which is considered in the calculation of the rate constants 
(supporting information S1.2 and S1.3). 47 
The last term in Eq. (6) represents the IR drop over the series resistance (𝑅s). Klotz et al.
52 
have shown that it is necessary to include series resistance in models aimed at explaining 
photoelectrochemical experiments. The series resistance in a PEC is related to the back contact 
resistance and the interfacial and bulk resistances of the electrolyte.52–54 The IR drop over 𝑅s 
is given by55 
 𝑉IR = 𝑗 ⋅ 𝑅s (8) 
Thus, the IR drop over the series resistance is directly proportional to the current in the system 
at that operating point. 𝑅s is usually one or two orders of magnitude lower compared to the 
other ohmic contributions in typical equivalent circuit model elements of PEC and is usually 
considered negligible. However, from the literature, it is found that certain electrode treatments 
like high-temperature annealing also result in a substantial increase in 𝑅s.
56,57 Hence, it is 
important to include the potential drop across 𝑅s. The implementation of the IR drop in the 
model is represented as a schematic in Figure S1 of the supporting information.  
2.4 Current density 
The current density related to OER depends on the intermediate reactions which occur due 
to charge transfer via VB, CB, and r-SS. By simultaneously solving the microkinetic rate 
equations for OER intermediates (supporting information: Eq. S.15 -S.19 and Eq. S.30-S.34) 
along with Eq. (3)-(5), the fractional coverage of OER intermediates and charge carrier 
densities can be calculated for any given scan rate and illumination intensity. Using these 
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calculated quantities, the current due to reactions via VB, CB, and r-SS (𝑗v, 𝑗c, 𝑗t) is calculated 
(supporting info Eq. S.22, S.25, S.37). The sum of all these currents gives the current density 
related to OER as 
 𝑗 = 𝑗v + 𝑗c + 𝑗t (9) 
The current density associated with the hole flux is called the hole current density (𝑗ℎ) and is 
calculated as 58 
 𝑗h = 𝑒 ⋅ 𝐽G (10) 
where 𝐽G is the hole flux from Eq. (1). 
2.5 Capacitances 
The model considers several capacitances. The Helmholtz capacitance is an input to the 
model (Eq. (7)); it is assumed to be a constant. The capacitances related to r-SS, i-SS, and the 
capacitance of the space charge region are capacitances which are calculated in post-
processing.  
The capacitance due to r-SS (𝐶r−SS) is calculated as
34,59 
 𝐶r−SS = 𝑒
2𝑁T𝑓T(1 − 𝑓T)/𝑘B𝑇 (11) 
According to the mechanism of OER, as given in the supporting information S1.1, the 
formation of intermediate species at the interface means that holes are locked up on the surface. 
The fractional coverage of the OER intermediates at the surface of the photoanode (Eq. S15- 
Eq. S19) can be calculated using the model for any given input conditions.  
The capacitance due to i-SS (𝐶i−SS) is calculated, based on the standard definition of 
capacitance (𝐶 = 𝑑𝑞/𝑑𝑉), as the rate of change of charge accumulated in the formation of 
OER intermediates with respect to the change in applied potential.20 Hence, for a fractional 
coverage of all adsorbed surface species 𝜃ad and for the total number of adsorption sites 𝑁0, 
the total charge accumulated at the surface can be calculated as 𝑁0 ⋅ 𝑒 ⋅ 𝜃ad. Here, 𝑒 represents 














The capacitance of the space charge region (𝐶sc) is calculated using the Mott-Schottky 
relation3 
 (1/𝐶sc)
2  = (2/𝜖r𝜖0𝑒𝑁D𝐴
2)(𝑢sc − 𝑘B𝑇/𝑒) (13) 
where 𝑁D is the doping density and 𝐴 is the area of the electrode. 
The model is implemented in MATLAB® and the set of differential equations is solved 
using a stiff ODE-solver, ‘ode15s’, in MATLAB®.60 
3 Results and discussion 
The model discussed in section 2 is generic and can be used for simulating PEC 
characteristics for any semiconductor photoanode by substituting material-specific constants. 
For the simulations in this paper, we chose hematite (-Fe2O3) as the model system. The Gibbs 
free energy changes (Δ𝐺i ) for the OER intermediate reactions on hematite (110) surface are 
calculated using DFT (supporting information S2) and are given in Table S2.61 The redox 
potential of each intermediate step (𝐸redox,i) can be calculated using the standard relation 
between Gibb’s free energy and redox potential.33 These redox potentials are substituted in the 
Gerischer equation for calculating the rate constants for the multistep reactions.33 The 
calculation of rate constants is described in George et al.33 and the supporting information S1.2 
and S1.3. The parameters used for the simulations in this paper are given in Table 1. 
Table 1 Model parameters, their descriptions, and values used in the simulations. 
Parameter Description Value Reference 
𝐸V Val. band energy level for hematite  2.4  
17 
𝐸C Cond. band energy level for hematite  0.3  
17 
𝐸T Trap state energy level 𝐸C + 0.4   
 16 
𝑛s0 Electron density under zero bias 𝑁D   
𝑝s0 Hole density in the dark under zero bias 1 cm
-3  
𝑅s Series resistance 30 Ω ⋅cm
2  
𝛼 Absorption coefficient 1.5 x 105 cm-1  23  
𝐿p Hole diffusion length 4 x 10
-7 cm  62  
𝜖r Relative permittivity of hematite  38  
63 
𝑉fb Flat band potential  0.4 V  
63  
𝐼0 Illumination intensity 1 x 10
16 cm2  23  
𝜎p Electron capture cross section of holes 1 x 10
-16 cm2  23 
𝑣th Thermal velocity of electrons 1 x 10
5 cm/s  23 
𝑘n, 𝑘p Electron and hole trapping rates  𝜎p ⋅  𝑣th (cm
3/s)  23 
𝑘rec Direct recombination rate within SCR  1 x 10
-6 cm3/s   
𝑑 Thickness of hole accumulation layer 1 x 10-7 cm  23,34 
𝐶H Helmholtz capacitance  20 x 10
-6 F/ cm2  51 
𝑁D Doping density  3 x 10
18 cm-3  63  
𝑁0,ideal No. of ads. sites on ideal hematite 
surface 
2.9 x 1014 cm-2  20  
𝑁T Surface state density of r-SS 1 x 10
13 cm-2  
𝑁0 No. of ads. sites on the surface in the 
presence of r-SS 
𝑁0,ideal − 𝑁T;  
 
Additional constants used in the simulation associated with the microkinetic model are given 
in the supporting information in Table S1.  
3.1 Validation of input-output relationship 
For comparability with experiments, the model is developed such that it holds the same input-
output relationship as experiments with applied voltage and illumination intensity as the input 
and current density as the output. To validate the input-output relation of the model, we 
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simulate current densities as a function of applied potential at different illumination intensities 
as shown in Figure 3.  
 
Figure 3 Simulated j-V plots under different illumination intensities. The current density 
changes as a function of applied potential and illumination intensity showing qualitative 
agreement with PEC measurements, such as shown for example in.26 The onset potential is 
around 0.9 V vs. RHE and the saturation current density increases with an increase in 
illumination intensity. 
The simulated j-V curves have onset potentials around 0.9 V vs. RHE. The sharp increase in 
current density around 1.7 V vs. RHE is related to the increase in dark current at high potentials. 
It is found that the saturation current density increases with an increase in illumination 
intensity. The input-output relationship observed in Figure 3 is in good qualitative agreement 
with experimental data from the literature.26 Experimental j-V plots for three different 
illumination intensities for hematite electrodes are shown in the supporting information in 
Figure S2.26 Thus, the developed model can qualitatively simulate current density data similar 
to the experiments for given applied potentials and illumination intensities.  
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3.2 The impact of r-SS 
In this section, we investigate the impact of r-SS on the electrochemical data, in particular 
on the j-V curves, surface state capacitance, Mott-Schottky data, and the hole flux. The 
characteristics of r-SS are defined by its energy level (𝐸T), surface state density (𝑁T), and the 
trapping rates (𝑘n, 𝑘p). A typical value of 0.4 eV below the conduction band is used for 𝐸𝑇 of 
r-SS based on the literature.31 The 𝑁T of these sub-conduction band states in PEC electrodes 
usually varies between 1012 to 1014cm−2.64,65 We use three different values for 𝑁T in the 
simulations, i.e. 5 ⋅ 1012cm−2, 1 ⋅ 1013cm−2, and 2 ⋅ 1013cm−2. The trapping rates (𝑘n, 𝑘p) 
are calculated based on literature using the trapping cross-section and the thermal velocity of 
the charge carriers.23 The trapping rates are assumed to be independent of 𝑁T; the values are 
given in Table 1. An advantage of the simulations compared to experimental studies is that the 
𝑁T and 𝐸T can be systematically changed and their impact on the PEC characteristics can be 
studied. In experiments, it is difficult to perform such investigations systematically and 
quantitatively, as often several parameters change at the same time. 
The capacitance due to r-SS is calculated according to Eq. (11) and is plotted in Figure 4a as 
a function of applied potential. A bell-shaped curve is found for 𝐶r−SS. The bell-shape becomes 
wider, the maximum of 𝐶r−SS increases, and the potential corresponding to the maximum 
increases with an increase in 𝑁T. 𝐶r−SS reaches maximum values of 10 µF/cm
2 to 30 µF/cm2. 
These observations can be explained as follows: in the presence of r-SS and under an applied 
potential, the generated holes get trapped in the surface states until the surface states are 
completely filled. The magnitude of peak capacitance increases with 𝑁T as more charge get 
accumulated with an increase in 𝑁T. According to Eq. (11), the maximum capacitance occurs, 
when r-SS is half-filled (𝑓T = 0.5). The higher the 𝑁T, the higher the potential required for the 
filling of r-SS. Therefore, the potential corresponding to the maximum of 𝐶r−SS increases and 
the capacitance peak broadens with higher 𝑁T. For the same energy level of r-SS, i.e. 𝐸T = 0.4 
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eV below the conduction band, the maxima of 𝐶r−SS are located at different applied potential 
due to the change in 𝑁T. This indicates that the applied potential corresponding to the maximum 
of 𝐶r−SS cannot be used as a direct indication of the energy level of the surface state. The peak 
position depends on a combined effect of 𝐸T, 𝑁T, 𝑘n, and 𝑘p. 
 
Figure 4 a) Effect of surface state density of r-SS (𝑁T) on a) the surface state capacitance, 
𝐶r−SS, as a function of applied potential; both the maximum and the full width at half maximum 
of 𝐶r−SS increase with an increase in 𝑁T; b) the Mott-Schottky plots; the pinning coincide with 
𝐶r−SS and the FLP is extended when 𝑁T is increased; c) the j-V plots; higher onset potential 
and lower saturation current density are found with higher 𝑁𝑇; and d) the hole current density 
(𝑗h); a plateau is observed before potentials corresponding to the onset potential from j-V plots 




The impact of 𝐶r−SS on the potential distribution within the space charge region is 
investigated using Mott-Schottky analysis. Figure 4b shows simulated Mott-Schottky plots for 
the same model parameters as in Figure 4a. A plateau is observed around an applied potential 
of 0.8 V vs. RHE; the plateau widens with an increase in 𝑁T. According to the Mott-Schottky 
equation in Eq. (13), (1 𝐶sc⁄ )
2 is proportional to 𝑢sc and, hence, the Mott-Schottky plot should 
be linear. Usually a plateau in the Mott-Schottky curve is associated with FLP.3 Therefore, the 
plateau around 0.8 V vs. RHE indicates FLP due to r-SS as the potential range of the FLP 
coincides with the potential range of the maximum of 𝐶r−SS in Figure 4a. This means that the 
potential across the space charge region decreases with an increase in 𝑁T.  
The simulated j-V curves are shown as a function of 𝑁T in Figure 4c. The j-V curve shifts 
anodically with an increase in 𝑁T which results in higher onset potential and lower saturation 
current density. This behavior is in agreement with experimental j-V curves from the literature 
showing lower onset potential when surface states are passivated.7,66 The increase in 𝑁T leads 
to a decrease in 𝑢sc according to Eq. (6) and (7). Consequently, a higher potential has to be 
applied for OER to occur which explains the higher onset potential. The decrease in the 
saturation current with the increase in 𝑁T is also related to the decrease in 𝑢sc as it leads to a 
decrease in 𝑊sc and the hole flux according to Eq. (1) and Eq. (2). 
The impact of r-SS on the hole flux is analyzed in Figure 4d. The hole flux to the surface is 
calculated according to the Gartner equation (Eq. (1)) and the hole current density (𝑗h) is 
calculated using Eq. (10). 𝑗h is simulated for three different 𝑁T and is shown in Figure 4d. The 
simulated 𝑗h shows that the magnitude of hole current at higher potentials decreases with an 
increase in 𝑁T. This decrease in hole current at higher potentials explains the decrease in 
saturation current density in Figure 4c as the OER photocurrent at higher potentials matches 
with the hole current.23,58 Additionally, in Figure 4d, the hole current shows a plateau before 
the potential corresponding to OER onset. It is found that the potential range of the plateau 
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coincides with the potential range of the 𝐶r−SS peaks. The presence of such a plateau is 
observed in experimental hole current density reported in the literature.7,22 The relation between 
𝑁T and the plateau observed in hole current density is in agreement with the experimental data 
from Zandi and Hamann comparing samples before and after surface state removal.7 In 
experiments, the hole current density is measured by adding hole scavengers, like H2O2 or 
[Fe(CN)6]
3-/4- in the electrolyte. Thus, we show that the existence of r-SS has an impact on the 
hole current density/hole flux and a flattening in the hole current density before the onset 
potential of photocurrent is an indication of the presence of r-SS. 
As discussed in section 2.1, charge transfer via valence band, conduction band, and via r-SS 
is included in the model. Charge transfer may occur via these bands and results in OER 
depending on the corresponding charge transfer rate constants. In all the cases shown in Figure 
4, OER occurs with charge transfer via valence band and conduction band. No charge transfer 
is observed to occur via r-SS as OER intermediates are not formed at the sites corresponding 
to r-SS with the assumed energy level, 𝐸T, (0.4 eV below 𝐸𝑐). To check the sensitivity of the 
data towards the energy level of r-SS, simulations are run with three different 𝐸T values: 0.3 
eV, 0.4 eV, and 0.5 eV below 𝐸C. The simulated data is insensitive to the variation of the energy 
level of r-SS in the tested range and with constant trapping rates. Based on the theory, there is 
a possibility for surface states with energies outside the bandgap.67 However, as the energies 
of these surface states are not within the bandgap, they will not lead to Fermi level pinning and 
therefore, will not affect OER. 
3.3 The impact of i-SS 
Experimental studies on photoanodes have reported the existence of a capacitance around 
OER onset.19,22 This capacitance is proposed to be due to the presence of OER intermediates 
(i-SS). Klahr et al.22,26 have reported FLP associated with the capacitance due to i-SS based on 
Mott-Schottky analysis. Accordingly, there is some potential drop over the charging of i-SS 
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which lowers the potential across the space charge region.22 In this section, we analyze, whether 
OER intermediates result in a capacitance as proposed in the experiments and if so, whether 
this capacitance can affect the potential across the space charge region. If the potential drop 
over i-SS is large, this will hinder the OER performance. The impact of i-SS on the PEC data 
is investigated by varying the rate of OER. This is done by individually varying a) the 
illumination intensity and b) the backward rate constants for the intermediate steps in OER.  
3.3.1 Impact of the illumination intensity 
The capacitance due to the accumulation of charge carriers in OER intermediates (𝐶i−SS) is 
calculated according to Eq. (12). The 𝐶i−SS for three different illumination intensities are 
calculated (same conditions as in Figure 3) and are plotted as a function of applied potential in 
Figure 5a. The 𝐶i−SS curves have a maximum around the onset potential of the j-V curves in 
Figure 3. For better illustration, 𝐶i−SS at 1 Sun illumination is plotted together with the 
corresponding current density in Figure 5b. The result proves that OER intermediates result in 
a surface state capacitance around the OER onset. The maxima of 𝐶i−SS lie between 400 𝜇F/cm
2 
and 500 𝜇F/cm2 and are comparable to the literature where values between 100 𝜇F/cm2 and 1 
mF/cm2 have been reported.19,22,68,69 The simulated capacitance profiles are also comparable to 
the literature.19 Furthermore, with an increase in illumination intensity, the maximum 
capacitance increases, and the potential corresponding to the maximum capacitance decreases, 
which is in qualitative agreement with the literature.22 According to Eq. (12), 𝐶i−SS depends on 
the rate of formation of OER intermediates and the number of adsorption sites at the SEI. Since 
the number of adsorption sites remains constant for a given surface, the increase in capacitance 
with illumination intensity is due to the increase in the rate of formation of surface 
intermediates with illumination intensity. The magnitude of 𝐶i−SS is observed to be an order of 
magnitude higher than that of 𝐶r−SS. 
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Figure 5 a) Capacitance due to i-SS simulated at different illumination intensities; b) 
capacitance due to i-SS and current density as a function of applied potential for 1 Sun 
illumination. The plot shows that the capacitance due to i-SS is observed around the OER onset 
potential. 
The impact of 𝐶i−SS on the potential distribution in the space charge region is investigated 
using Mott-Schottky analysis. The Mott-Schottky plots are generated for three different 
illumination intensities as shown in Figure 6a (all the model parameters are the same as in 
Figure 3 and Figure 5a). Two deviations from a linear behavior are found in the investigated 
potential range. The first deviation is a plateau around an applied potential of 0.6 V to 0.8 V 
vs. RHE. It is related to r-SS as discussed in the previous section.  
The second deviation is comparatively smaller and starts around 1.0 V vs. RHE as shown in 
the enlarged plot in Figure 6b. The flattening increases as the illumination increases. The 
potential range of this flattening coincides with the potential range of the 𝐶i−SS peaks in Figure 
5a. A similar effect is reported in experimental studies in the literature and is interpreted as 
FLP due to i-SS.70 However, we find that this flattening vanishes when the series resistance in 
the model is set to zero for any illumination intensity (Figure S3). This means that this second 
flattening cannot be interpreted as FLP due to i-SS. The reason for the flattening can be 
explained as follows. The current density increases directly after the onset potential as shown 
(a) (b) 
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in Figure 3. This leads to an increase in the IR drop (𝑉IR) according to Eq. (8) and decrease in 
𝑢𝑠𝑐 according to Eq. (6). According to Eq. (13), the decrease in 𝑢sc leads to a decrease in 1/𝐶sc
2 . 
This is observed as a flattening in the Mott-Schottky plot around the onset potential, as there is 
a sudden ramp in current density and 𝑉IR, directly after the onset potential. In Figure 6b, this 
flattening looks like FLP, but it is in fact related to the decrease in 𝑢sc due to increase in 𝑉IR. 
This is in agreement with the experimental study by Shavorskiy et al. 31 in which a deviation in 
band bending was attributed to the IR drop of the measurement setup. When the illumination 
intensity is increased, the current density in the circuit increases as shown in Figure 3. For this 
reason, the IR drop and the second flattening increase with an increase in illumination intensity 
as shown in Figure 6b. 
 
Figure 6 a) Mott-Schottky plots showing FLP due to r-SS and flattening around onset potential 
(shown in the box); b) Enlarged Mott-Schottky plot of a) around the onset potential to show 
the increase in pinning with an increase in illumination intensity; the plot area is same as the 
portion highlighted with the box in Figure 6a. 
It is important to note that our investigations are based on the standard assumption that the 
Helmholtz capacitance is constant.3,26  Based on this standard assumption, the presence of 
surface adsorbates (i-SS) does not affect the Helmholtz capacitance. In the literature, it has 





will result in 𝐶H being potential dependent through the potential dependence of surface 
coverage. The effect of this coverage dependent 𝐶H is discussed in the supporting information 
in section S5 “Coverage dependent Helmholtz capacitance” using a simplified model.65 
Additionally, the model considers only the intermediates involved in OER for i-SS. If species 
are adsorbed on the surface which are not related to OER and are not reactive, such surface 
states may lead to lower performance, as they block the reactive sites at the photoanode surface. 
3.3.2 Impact of the backward rate constants of the intermediate steps in OER 
The magnitude of 𝐶i−SS depends on the rate of formation of OER intermediates according to 
Eq. (12). Therefore, 𝐶i−SS is related to the catalysis of OER on the semiconductor surface. In 
this section, the rate constant for backward reactions in OER is increased and it is investigated 
how this impacts the current density. The backward rate constants for elementary reaction steps 
in OER is equivalent to the recombination rate in the case of i-SS.32 In experiments, the 
recombination phenomenon is investigated using current density measured under chopped 
light.23 The measurement is called a chopped light measurement (CLM). We simulate CLMs 
with two different backward rate constants; a potential scan rate of 20 mV/s and light on/off 
pulses with a pulse time of 1 s is used. Additionally, the photocurrent and dark current for the 
same case is calculated.  
Figure 7a and Figure 7b show the CLM, the photocurrent, and the dark current simulated for 
𝑁T = 10
13cm−2 with two different backward rate constants. The backward rate constants of 
all the four steps are changed by changing the pre-multiplier for the backward rate constants 
(supporting information S1.2). The pre-multipliers are chosen as 1 ⋅ 𝑘v,max,b and 10
3 ⋅ 𝑘v,max,b. 
The pre-multiplier for the forward rate constants, 𝑘v,max,f, is kept the same in both cases. Thus, 
the ratio 𝑘v,max,b/𝑘v,max,f is three orders of magnitude higher for Figure 7b compared to Figure 
7a. The surface state capacitances associated with both cases are plotted along with the 
corresponding photocurrent densities in Figure 7c.  
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The plot in Figure 7a shows no cathodic or anodic peaks near the OER onset. When 
𝑘v,max,b/𝑘v,max,f is increased by three orders of magnitude, the CLM shows both anodic and 
cathodic peaks near the OER onset (Figure 7b). Thus, the positive (anodic) and negative 
(cathodic) overshoots in the CLM near the onset potential are sensitive to the rate constants of 
the intermediate steps in OER steps. The cathodic peak in Figure 7b increases, as a higher 
backward reaction increases the reduction of adsorbed intermediates, and subsequently the 
cathodic current.  
 
Figure 7 Simulations of chopped light measurements (red), current densities under 
illumination (yellow) and current densities in the dark (blue) with backward rate constant as a) 
1 ⋅ 𝑘v,max,b and b) 10
3 ⋅ 𝑘v,max,b; the current density under illumination with 1⋅ 𝑘v,max,b is shown 
as a dotted line for comparison; c) the plot of the capacitances and current densities for 1⋅ 
𝑘v,max,b (bold line) and 10




The reason behind the increase in anodic peak is related to the reduction in the photocurrent 
density with the increase in the backward reaction rate. The current density under illumination 
from Figure 7a is shown as a dotted line in Figure 7b for comparison; the difference in the 
current densities (bold yellow line and dotted yellow line) is found only near the onset potential. 
Under chopped light conditions, when illumination is turned on, the current density rapidly 
increases due to the forward reaction rate. However, due to the higher backward reaction rate, 
the current density settled down to the lower equilibrium value. This explains the anodic peaks 
in the CLM when the backward reaction rate is increased. Thus, we show that the rate of OER 
intermediate reactions, especially the ratio between backward and forward reaction has an 
impact on the anodic and cathodic current peaks in CLM found near the OER onset potential. 
The presence of overshoots in the current density near the onset potential is an indication of a 
higher ratio between backward and forward reaction which in turn indicates inferior OER 
catalysis; the higher the ratio is, the higher the overshoots are. Such an insight about the impact 
of the rate constants of the intermediate steps on PEC data is challenging to obtain from 
experiments. This is due to the challenges associated with the experimental identification of 
OER intermediates. However, with our approach, we can simulate the impact of OER 
intermediate reactions on PEC data. 
Figure 7c shows a combined plot of the surface state capacitance and the current densities 
for the two rate constants. The maximum of 𝐶i−SS decreases and the peak position shifts to a 
higher potential with an increase in the backward rate constant. The comparison of the 
photocurrent densities shows that the onset potential increases with an increase in the backward 
rate constant. A higher backward reaction rate is unfavorable for OER and leads to a lower 
catalytic performance of OER on the photoanode surface. Only the onset potential is affected 
in this regard and the saturation current density is unaffected. According to the literature, the 
onset potential is determined by the catalysis of the surface,72 Therefore according to Figure 
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7c, a decrease in 𝐶i−SS found for example in experimental data can be an indication of a 
decrease in the catalytic performance of the photoanode surface. At higher potentials the 
forward reaction dominates as the hole density increases with the applied potential. As 𝐶i−SS 
does not affect 𝑢𝑠𝑐, the hole density at higher potentials is not affected which explains the 
constant saturation current density in both cases. 
4 Summary 
A microkinetic model based on a multistep OER mechanism which also takes into account 
the charge carrier dynamics within the semiconductor is developed. This model allows 
simulating and understanding the impact of the recombining surface states (r-SS) and 
intermediate surface states (i-SS) on typical PEC measurement data. The impact of r-SS and i-
SS on the PEC data, such as j-V plots, surface state capacitance, Mott-Schottky plots, hole flux, 
and chopped light current, are investigated with the model. The features in the PEC data arising 
due to r-SS and i-SS are discussed by analyzing the sensitivity of the data to the parameters 
related to r-SS and i-SS. The results regarding r-SS and i-SS are summarized in Figure 8; 
findings related to r-SS are shown in red color, while findings related to i-SS are shown in blue 
color. 
We found that both r-SS and i-SS result in capacitive behavior with their maximum 
capacitances at characteristic applied voltages (Figure 8a): 𝐶r−SS culminates typically below 
the onset potential, while 𝐶i−SS culminates around the onset potential. Hence, we claim that the 
location of the capacitance peaks along the potential axis is a measure to distinguish r-SS and 
i-SS. Additionally, the magnitude of the peak of 𝐶r−SS is an order of magnitude lower than that 
of 𝐶i−SS. Both these findings are important and help to distinguish between r-SS and i-SS in 
experimental studies. As the surface state density (NT) increases, the maximum of 𝐶r−SS 
increases and the 𝐶r−SS peak shifts to a higher potential. The maximum of 𝐶i−SS depends on 
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the illumination intensity (𝐼0) and on the rate constants of the intermediate steps in OER (kOER). 
The results are in agreement with experiments.7,21,22  
 
Figure 8 a) A representative plot showing the relative magnitudes and positions of surface 
state capacitances (𝐶𝑟−𝑆𝑆 and 𝐶𝑖−𝑆𝑆 ) along the potential axis. For an increase in 𝑁𝑇, the 
maximum of 𝐶r−SS increases and shifts to higher potential as 𝑁𝑇 is increased. The maximum 
of 𝐶i−SS depends on the illumination intensity (𝐼0) and the rate constants of the intermediate 
steps in OER; b) j-V characteristic showing an increase in onset potential and a decrease in 
saturation current density with an increase in 𝐶𝑟−𝑆𝑆; the onset potential increases with a 
decrease in 𝐶𝑖−𝑆𝑆; c) Mott-Schottky plot shows Fermi level pinning corresponding to r-SS and 
no Fermi level pinning corresponding to i-SS; the flattening in the Mott-Schottky plot observed 
around the onset potential is related to potential drop over 𝑅𝑠. 
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The impact of r-SS and i-SS on the current density is shown in Figure 8b. The presence of r-
SS leads to a delayed onset potential and lower saturation current density. In the case of i-SS, 
a lower magnitude of 𝐶i−SS leads to a slightly delayed onset of current density; the saturation 
current density is not affected by i-SS. Our study shows that the correlation between the surface 
state capacitances and OER performance is different for r-SS and i-SS; an increase in the 
magnitude of 𝐶r−SS peak leads to lower photoanode performance, whereas, in the case of 𝐶i−SS, 
the increase in the magnitude indicates improved OER catalysis which leads to lower onset 
potential. 
In Mott-Schottky analysis (Figure 8c), we found deviations from the linear behavior at the same 
potentials as that of the maxima of the surface state capacitances. The deviation at low potential 
(shown in red) is related to r-SS and is attributed to Fermi level pinning (FLP) which is in 
agreement with experimental studies.7 Hence, r-SS reduces the potential available across the 
space charge region which explains the higher onset potential and lower saturation current 
density as found in Figure 8b. The deviation from the linear behavior in the Mott-Schottky plot 
around the onset potential (shown in blue) is less visible and it is located in the same potential 
range as 𝐶i−SS. However, this deviation is not related to i-SS but due to the potential drop over 
𝑅s in the circuit. This deviation in the Mott-Schottky plot can get interpreted in the analysis of 
PEC data as FLP due to i-SS, since the potential range of the deviation coincides with that of 
𝐶i−SS. We will discuss the impact of 𝑅𝑠 on PEC measurements in more detail in a forthcoming 
publication. 
The results show that the analysis of PEC experimental data in combination with a 
microkinetic model of OER gives additional insights into the catalysis of OER at the 
photoanode surface. Based on our analysis, we found that r-SS reduces photoanode 
performance (Figure 8). Therefore, it is necessary to remove such surface states to lower the 
onset potential and thus to enhance the photoanode performance. Selective removal of surface 
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states using high-temperature annealing has been reported in the literature in the case of 
hematite photoanodes.7  
The results in this study are based on the simulations for hematite photoanode material. 
However, the model is generic and can be applied to OER on other photoanode materials, like 
TiO2 or Ta3N5. This can be done by substituting the corresponding material-specific 
optoelectronic parameters like bandgap, band edge positions, and absorption coefficient in the 
model. The theoretical rate constants for the intermediate steps at the surface of the chosen 
material are also required for the simulation. These can be calculated based on the free energies 
of formation of OER intermediates at the surface obtained from DFT calculations. The model 
can be used to compare different photoanode materials, based on their optoelectronic 
properties. Comparison based on simulations is easier compared to experiments as simulations 
are faster and cost-effective compared to performing experiments on several materials. In this 
way, the model can contribute in the future to identify photoanode materials with the potential 
for high performance. 
The model discussed here combines for the first time multistep OER at the semiconductor 
surface and charge carrier dynamics within the semiconductor. This is an important step to 
realistically simulate the processes at the photoelectrode – electrolyte interface. Further 
development of the model in combination with experiments will improve the understanding of 
the processes that take place at the semiconductor-electrolyte interface during OER, which are 
challenging to deconvolute experimentally. 
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S1. Microkinetic model of OER 
The oxygen evolution reaction under alkaline environment is given by  
 4𝑂𝐻− + 4ℎ+ → 𝑂2 + 2𝐻2𝑂 (S.1) 
In this study, reactions in an alkaline environment are considered and the mechanism 
proposed by Hellman et al.1 is chosen. This mechanism is based on the multistep OER 
mechanism proposed earlier by Rossmeisl et al.2  
S1.1 Electrochemical mechanism of OER 
The four-step OER in alkaline environment is given as 
 




























 𝑂2,ad + 𝐻2𝑂 
(S.5) 
 
Here * represents an adsorption site and the subscript ad means that the species are adsorbed 
on the surface. Thus, 𝑂𝐻ad, 𝑂ad, 𝑂𝑂𝐻ad, and 𝑂2,ad are the intermediate species adsorbed on 
the surface during the OER. The forward and backward reaction rates of these charge transfer 
reactions are represented by 𝐾fi and 𝐾bi, respectively, where 𝑖 = 1 to 4. The calculation of these 
rate constants is described in the following sections. After adsorbed oxygen (𝑂2,ad) is formed 




 𝑂2,des + ∗  
(S.6) 
 









S1.2 Charge transfer via valence band and conduction band  
Rate constants for charge transfer via valence band and conduction band 
For an ideal semiconductor, charge transfer can occur via the valence band (VB) and/or via 
the conduction band (CB). The forward and backward rate constants for charge transfer via 
VB,  𝐾vfi and 𝐾vbi can be calculated as
3 
 
  𝐾vfi = 𝑘𝑣fi
̅̅ ̅̅ ̅𝑝s (S.7) 
 𝐾vbi = 𝑘𝑣bi
̅̅ ̅̅ ̅̅ 𝑁v (S.8) 
 
𝑘𝑣𝑓𝑖̅̅ ̅̅ ̅ = 𝑘v,max,f exp [ −
(𝐸v − 𝐸F,redox,i






𝑘𝑣𝑏𝑖̅̅ ̅̅ ̅̅ = 𝑘v,max,b exp [ −
(𝐸v − 𝐸F,redox,i






where 𝑝s is the hole density at the surface, 𝑁v is the density of states of the valence band, 𝐸v 
is the valence band energy level, 𝐸redox,i is the redox potential of the intermediate steps (𝑖 = 1 
to 4), 𝑉H is the potential drop across the Helmholtz layer, 𝜆 is the solvent reorganization energy, 
𝑘B is the Boltzmann constant, and 𝑇 is the temperature. The descriptions of all the parameters 
used in the model and their respective values are given in Table S1.  
 
Table S1 Model parameters specific to the microkinetic model, their descriptions, and values 
in addition to Table 1 in the main manuscript.  
Parameter Description Value Ref. 
𝐾B Boltzmann constant  8.61733 x 10
-5 eV/K  
𝑒 Charge of electron  1.60217662 x 10-19 C  




𝑆𝑟 Scan rate 20 mV/s  
𝑇 Temperature  298 K  
 S4 
pH pH of the electrolyte  13.6  
pOH pOH of the electrolyte  14-pH  
𝑥OH Mole fraction of hydroxyl ions  10
-pOH/(molar conc. of 
water) 
 
𝑥H2O Mole fraction of water  1-𝑥OH  
𝑘v,max,f, 𝑘v,max,b Max. rate constants via val. band  3 x 10
-16 cm4/s  4 
𝑘c,max,f, 𝑘c,max,b Max. rate constants via cond. band  3 x 10
-16 cm4/s  4 
𝑘t,max,f, 𝑘t,max,b Max. rate constants via trap state  3 x 10
-16 cm4/s  4 
𝜆 Solvent reorganization energy  1 eV  5 
𝑁C Density of state of cond. band  4 x 10
22 cm-3  6 
𝑁V Density of state of val. band  1 x 10
22 cm-3  6 
𝐾f5 Desorption rate of oxygen  8 x 10
5 cm-1  7 
 
Similarly, the rate constants for charge transfer via CB (subscript c) can be calculated as 3 
  𝐾cfi = 𝑘𝑐fi
̅̅ ̅̅ ̅𝑁c (S.11) 
  𝐾𝑐bi = 𝑘𝑐bi
̅̅ ̅̅ ̅𝑛s (S.12) 
  
𝑘𝑐fi̅̅ ̅̅ ̅ = 𝑘c,max,f 𝑒𝑥𝑝 [ −
(𝐸c − 𝐸F,redox,i






𝑘𝑐𝑏𝑖̅̅ ̅̅ ̅ = 𝑘c,max,b 𝑒𝑥𝑝 [ −
(𝐸𝑐 − 𝐸F,redox,i





   
where 𝑁c is the density of states of the conduction band, 𝑛s is the electron density at the 






Rate equations for OER intermediates at semiconductor sites 
The rate equations for fractional coverage of intermediates at a semiconductor site due to 
charge transfer via both VB and CB can be written as 
 ?̇?OH = 𝐾vf1𝑥OH 𝜃ad − 𝐾vb1𝜃OH − 𝐾vf2𝜃OH𝑥OH + 𝐾vb2𝜃O𝑥H2O 
+ 𝐾cf1𝑥OH 𝜃ad − 𝐾cb1𝜃OH − 𝐾cf2𝜃OH𝑥OH + 𝐾cb2𝜃O𝑥H2O  
(S.15) 
 ?̇?O = 𝐾vf2𝑥OH  𝜃OH − 𝐾vb2𝜃O𝑥H2O − 𝐾vf3𝜃O𝑥OH + 𝐾v𝑏3𝜃OOH
+ 𝐾cf2𝑥OH  𝜃OH − 𝐾cb2𝜃O𝑥H2O − 𝐾cf3𝜃O𝑥OH + 𝐾cb3𝜃OOH 
(S.16) 
 ?̇?OOH = 𝐾vf3𝜃O𝑥OH − 𝐾v𝑏3𝜃OOH − 𝐾v𝑓4𝜃OOH𝑥OH + 𝐾vb4𝜃O2𝑥H2O
+ 𝐾cf3𝜃O𝑥OH − 𝐾cb3𝜃OOH − 𝐾cf4𝜃OOH𝑥OH + 𝐾cb4𝜃O2𝑥H2O  
(S.17) 
 ?̇?O2 = 𝐾vf4𝜃OOH𝑥OH − 𝐾vb4𝜃O2𝑥H2O + 𝐾cf4𝜃OOH𝑥OH − 𝐾cb4𝜃O2𝑥H2O 
− 𝐾f5𝜃O2 
(S.18) 
 𝜃𝑎𝑑 = 1 − 𝜃𝑂H − 𝜃𝑂 − 𝜃𝑂𝑂𝐻 − 𝜃𝑂2 (S.19) 
where 𝑥OH  represents the mole fraction of hydroxyl ions and 𝑥H2O represents the mole 
fraction of water. 
Current density due to charge transfer via VB and CB 
The forward and backward current densities for charge transfer via VB (subscript V) and CB 
(subscript C) are calculated as 
 𝑗vf =  𝑒𝑁0(𝐾vf1𝜃ad + 𝐾vf2𝜃OH + 𝐾vf3𝜃O + 𝐾vf4𝜃OOH)𝑥𝑂𝐻 (S.20) 
  𝑗vb = 𝑒𝑁0(𝐾vb1𝜃OH + 𝐾vb2𝜃O𝑥H2O + 𝐾vb3𝜃OOH + 𝐾vb4𝜃O2𝑥H2O )  (S.21) 
 𝑗v = 𝑗vf − 𝑗vb (S.22) 
 𝑗cf =  𝑒𝑁0(𝐾cf1𝜃ad + 𝐾cf2𝜃OH + 𝐾cf3𝜃O + 𝐾cf4𝜃OOH)𝑥OH (S.23) 
  𝑗c𝑏 = 𝑒𝑁0(𝐾cb1𝜃OH + 𝐾cb2𝜃O𝑥H2O + 𝐾cb3𝜃OOH + 𝐾cb4𝜃O2𝑥H2O ) (S.24) 
 𝑗c = 𝑗cf − 𝑗cb (S.25) 
 
S1.3 Charge transfer via r-SS  
Rate constants for charge transfer via r-SS 
The surface states which act as recombination centers are called recombining surface states 
(r-SS). The rate constants for charge transfer via r-SS are calculated as 3 
  𝐾tfi = 𝑘𝑡fi
̅̅ ̅̅̅(1 − 𝑓)(𝑁T/𝑑)  (S.26) 
 S6 
 𝐾𝑡bi = 𝑘𝑡bi
̅̅ ̅̅ ̅𝑓(𝑁T/𝑑) (S.27) 
 
𝑘𝑡fi̅̅ ̅̅̅ = 𝑘t,max,f exp [ −
(𝐸T − 𝐸F,redox,i






𝑘𝑡bi̅̅ ̅̅ ̅ = 𝑘t,max,b exp [ −
(𝐸T − 𝐸F,redox,i





where 𝑁T is the density of states of r-SS, 𝑓 is the fill factor of r-SS, 𝑑 is the thickness of the 
hole accumulation layer, and is used to convert the surface concentration (per cm2) to volume 
concentration (per cm3).8 
 
Rate equations for OER intermediates at sites corresponding to r-SS 
The rate equations for fractional coverage of intermediates at an r-SS site due to charge 
transfer via r-SS are calculated as 
 ?̇?𝑇OH = 𝐾tf1𝑥OH 𝜃𝑇ad − 𝐾tb1𝜃𝑇OH − 𝐾tf2𝜃𝑇OH𝑥OH + 𝐾tb2𝜃𝑇O𝑥H2O  (S.30) 
 ?̇?𝑇O = 𝐾tf2𝑥OH  𝜃𝑇OH − 𝐾tb2𝜃𝑇O𝑥H2O − 𝐾tf3𝜃𝑇O𝑥OH + 𝐾tb3𝜃𝑇OOH (S.31) 
 𝜃?̇?OOH = 𝐾tf3𝜃𝑇O𝑥OH − 𝐾tb3𝜃𝑇OOH − 𝐾tf4𝜃𝑇OOH𝑥OH + 𝐾tb4𝜃𝑇O2𝑥H2O  (S.32) 
 𝜃?̇?O2 = 𝐾tf4𝜃𝑇OOH𝑥OH − 𝐾tb4𝜃𝑇O2𝑥H2O − 𝐾f5𝜃𝑇O2 (S.33) 
 𝜃𝑇ad = 1 − 𝜃𝑇OH − 𝜃𝑇O − 𝜃𝑇OOH − 𝜃𝑇O2 (S.34) 
 
Current density due to charge transfer via r-SS 
The forward and backward current densities for charge transfer via r-SS are calculated as 
 𝑗tf =  𝑒𝑁ss(𝐾tf1𝜃𝑇ad + 𝐾tf2𝜃𝑇𝑂𝐻 + 𝐾tf3𝜃𝑇O + 𝐾tf4𝜃𝑇OOH)𝑥OH (S.35) 
 𝑗tb = 𝑒𝑁ss(𝐾tb1𝜃𝑇OH + 𝐾tb2𝜃𝑇O𝑥H2O + 𝐾tb3𝜃𝑇OOH + 𝐾tb4𝜃𝑇O2𝑥H2O ) (S.36) 
 𝑗t = 𝑗tf − 𝑗tb (S.37) 
S1.4 Calculation of the total current density  
The total current density is calculated based on Eq. S.20-S.25 and Eq. S.35-S.37 as 
 𝑗 = 𝑗v + 𝑗c + 𝑗t (S.38) 




S1.5 Implementation of IR drop in the model 
The potential drop over the series resistance, 𝑅s, depends on the current density in the circuit. 
The implementation of the potential drop over 𝑅s in the model is shown as a schematic in 
Figure S1. 
 
Figure S1 Schematic representation of the implementation of potential drop over the series 
resistance in the model; 𝑢∗ represents the input potential to the model after correcting for a 
potential drop over 𝑅𝑠. 
S2. Gibbs free energy and redox potential 
The Gibbs free energies for the intermediates steps in OER on hematite are calculated using 
DFT.9 Previously, in Zhang et al.9, we have calculated Gibbs free energies for OER 
intermediates on hematite surfaces using DFT calculations, assuming a gas-solid interface. The 
gas-solid model does not account for solvent effects in the calculation of the free energies. In 
this study, an (implicit) solid-liquid model of the hematite-water interface is used wherein the 
solvent effects are accounted for by using a continuum solvation model with the dielectric 
constant of water (𝜖 = 78.4) as implemented in VASPsol.10 The redox potentials of the 
intermediate steps in OER are calculated using DFT. The spin-polarized DFT+U (U = 4.3 eV) 
formalism is chosen in order to treat the correlation effects in 3d electrons in hematite.11 The 
Perdew–Burke–Ernzerhof (PBE) XC functional 12 and the projected augmented wave (PAW)13 
potentials were used. The molecular geometries were fully optimized with VASPsol when 
incorporating solvent effects. A 2x2 supercell of hematite (110) is used which is modeled as 
being antiferromagnetic (net zero spin via the MAGMOM keyword in VASP).11,14 Zero-point 
energy correction and entropic contributions to the Gibbs free energy were obtained via 
Hessian calculation on the optimized geometry.  
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Table S2 Gibbs free energies calculated for OER intermediate steps on hematite (110) surface. 
Parameter Description Value 
Δ 𝐺1 Gibbs free energy for the step in Eq. (S.2)  1.87 eV 
Δ 𝐺2 Gibbs free energy for the step in Eq. (S.3)  1.97 eV 
Δ 𝐺3 Gibbs free energy for the step in Eq. (S.4)  0.97 eV 
Δ 𝐺4 Gibbs free energy for the step in Eq. (S.5)  0.11 eV 
The redox potential corresponding to each intermediate step can be calculated based on the 







where n is the number of electrons transferred in a single step (𝑛 = 1 for all steps here), 𝐹 is 
the Faraday’s constant, and 𝐸redox,i is the redox potential of the intermediate step.  
 
S3. Experimental j-V plot for different illumination intensities 
Experimental j-V plot for three different illumination intensities replotted from the literature 
for comparison with the simulations shown in Figure 3 of the main text.16 
 
 
Figure S2 Experimental j-V plots for three different illumination intensities for hematite 
electrodes replotted from Klahr et al.16 
 S9 
S4. Simulated data for 𝑹𝐬 = 0 
The j-V curves, 𝐶𝑖−𝑆𝑆 plots, and Mott-Schottky plots are simulated for three different 
illumination intensities by keeping 𝑅s = 0 as shown in Figure S3. For all the three illumination 
intensities 𝐶𝑖−𝑆𝑆 shows peaks around the OER onset potential. However, no deviation in 
linearity is observed in the Mott-Schottky plot around the potential range of 𝐶𝑖−𝑆𝑆. Therefore, 
the deviation in linearity observed in the Mott-Schottky plot in Figure 6 of the main text cannot 
be attributed to 𝐶𝑖−𝑆𝑆.  
 
Figure S3 a) j-v plot, b) surface state capacitance 𝐶i−SS, and c) Mott-Schottky plot simulated 
for the case of 𝑅𝑠 = 0. The Mott-Schottky plot shows a deviation from linearity before the onset 
potential which is related to FLP due to r-SS. However, the Mott-Schottky plot shows no 




S5. Coverage dependent Helmholtz capacitance 
In the analysis of PEC data, the Helmholtz capacitance is usually assumed to be constant.16,17 
However, it has been reported in the literature that surface adsorption can affect the Helmholtz 
capacitance.18 This will result in Helmholtz capacitance (𝐶H) to be potential dependent through 
the potential dependence of surface coverage. In this section, we look into a scenario in which 
the Helmholtz capacitance depends on the coverage of surface intermediates and how it affects 
the PEC data. For simulating the coverage-dependent Helmholtz capacitance, we consider the 
simplest model of Helmholtz capacitance which is based on a parallel plate capacitor.  
The Helmholtz capacitance per unit area (𝐶H0) in this case, is defined as 𝐶H0 = 𝜖 ∗ 𝜖0/𝑙, 
where 𝑙 is the thickness of the Helmholtz double-layer, 𝜖0 is the permittivity of free space, and 
𝜖 is the relative permittivity of the semiconductor material.19,20 An approximate value of 100 
µF cm-2 is obtained for 𝐶H0 using 𝑙 = 3 ⋅ 10
-8 cm and 𝜖 = 3821 for hematite.  
If we assume that the available area of the capacitor reduces due to surface adsorption, the 
capacitance based on potential can be calculated as 𝐶H = 𝐶H0 ∗ 𝜃, where 𝜃 is the fraction of 
free sites on the surface per unit area. We note that this is a simplified assumption. The idea 
here is to investigate whether a variation in Helmholtz capacitance based on surface coverage 
will affect the simulated data. Based on this assumption, the j-V plots, 𝐶i−SS, and Mott-Schottky 
plots are simulated for three different illumination intensities as shown in Figure S4. In these 
simulations, the contribution due to series resistance is eliminated by keeping 𝑅s = 0. Figure 
S4a shows the j-V plots for three different illumination intensities. 𝐶i−SS plots from Figure S4b 
show peaks around respective OER onset potential. From Figure S4c, there are two points at 
which the Mott-Schottky plots show a deviation from linearity. The first one at lower potential 
is due to r-SS as described in the main text. The second deviation from linearity around the 
onset potential is enlarged and shown in Figure S4d. The potential range of this second 
deviation coincides with that of the peaks in the  𝐶i−SS plot. In the main text, it is shown that 
potential drop over 𝑅s can lead to a deviation in the Mott-Schottky plot around the onset 
potential. However, in this case 𝑅s = 0 and, hence, the deviation from linearity observed in the 
Mott-Schottky plot around the onset potential can be attributed to i-SS. Therefore, if the 
Helmholtz capacitance varies as a function of surface coverage, i-SS can result in FLP. 
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Figure S4 a) j-v plot, b) surface state capacitance 𝐶i−SS, c) Mott-Schottky plot simulated for 
the case of 𝐶𝐻 varying as a function of surface coverage. 𝑅𝑠 = 0 in all the simulations; d) 
Enlarged Mott-Schottky plot showing deviation in linearity around the onset potential when 
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