An interference channel is said to have strong interference if for all input distributions, the receivers can fully decode the interference. This definition of strong interference applies to discrete memoryless, scalar and vector Gaussian interference channels. However, there exist vector Gaussian interference channels that may not satisfy the strong interference condition but for which the capacity can still be achieved by jointly decoding the signal and the interference. This kind of interference is called generally strong interference. Sufficient conditions for a vector Gaussian interference channel to have generally strong interference are derived. The sum-rate capacity and the boundary points of the capacity region are also determined.
I. INTRODUCTION
A discrete memoryless interference channel (IC) is a quintuplet (X 1 , X 2 , p, Y 1 , Y 2 ) where X 1 and X 2 are the input alphabet sets; Y 1 , and Y 2 are the output alphabet sets; and p is a collection of conditional channel probabilities p (y 1 y 2 |x 1 x 2 ) of (y 1 , y 2 ) ∈ Y 1 × Y 2 given (x 1 , x 2 ) ∈ X 1 × X 2 . The receiver i, i = 1, 2, is required to decode X i from the received signal Y i . The capacity region of this channel is known for the strong interference case [1] :
0 ≤ R 2 ≤ I (X 2 ; Y 2 |X 2 Q) (1b)
where Q is a time sharing random variable. The strong interference conditions are that
I (X 2 ; Y 2 |X 1 ) ≤ I (X 2 ; Y 1 |X 1 )
are satisfied for all product distributions on X 1 × X 2 .
This definition of strong interference also applies to the scalar Gaussian ICs defined in the standard form as
where X i and Y i i = 1, 2, are respectively the transmitted and received signals for user i, Z i is unit variance Gaussian noise, and a i is the cross channel gain known at both transmitters and receivers. In addition, X i has a power constraint P i . The capacity region of this channel with strong interference is given in [2] and [3] :
0 ≤ R 2 ≤ 1 2 log(1 + P 2 ) R 1 + R 2 ≤ min 1 2 log(1 + P 1 + a 2 P 2 ), 1 2 log(1 + P 2 + a 1 P 1 ) .
The strong interference conditions here are a 1 ≥ 1 and a 2 ≥ 1.
It is easy to show that under the above conditions, both (2) and (3) hold for all distributions of X 1 and X 2 . Therefore, the strong interference conditions for the scalar Gaussian IC coincide with those for the discrete memoryless IC.
Since the capacity region was determined for scalar Gaussian ICs under strong interference, substantial effort has been devoted to extending the strong interference conditions to the multiple-input multipleoutput (MIMO) IC. As shown in Fig. 1 , the received signals for a MIMO IC are defined as y y y 1 = H 1 x x x 1 + F 2 x x x 2 + z z z 1 y y y 2 = H 2 x x x 2 + F 1 x x x 1 + z z z 2
where x x x i , i = 1, 2, is the transmitted (column) vector signal of user i which is subject to the average power constraint n j=1
tr E x x x ij x x x T ij ≤ nP i (6) where x x x i1 , x x x i2 , . . . , x x x in , is the transmitted vector sequence of user i, and P i is the power constraint. The noise z z z i is a Gaussian random vector with zero mean and identity covariance matrix; and H i and F i , i = 1, 2, are the channel matrices known at both the transmitters and receivers. Transmitter i has t i antennas and receiver i has r i antennas. Without loss of generality, we assume H i = 0 and P i > 0. In [4] , the capacity region of a single-input-multiple-output (SIMO) IC with strong interference was determined. In this SIMO IC, the channel matrices are H i = h h h i and F i = f f f i where h h h i and f f f i are column vectors. A SIMO IC is said to have strong interference if
where · is the Euclidian vector norm.
The capacity region of a MIMO IC with strong interference was determined in [5] . A MIMO IC is said to have strong interference if there exists matrices A i such that
A i A that (2) and (3) are always satisfied, the strong interference conditions for the MIMO IC, like the scalar Gaussian IC, coincide with those for the discrete memoryless IC.
The coincidence of the strong interference conditions for discrete memoryless ICs, scalar ICs and MIMO ICs seems to have captured the essence of the IC with strong interference. All these channels have the same capacity achieving coding scheme and the same expression for the capacity region. However, there are still observations which lead us to reconsider the strong interference condition.
To elaborate, we first introduce the concept of very strong interference [6] . A discrete memoryless IC is said to have very strong interference if
are satisfied for all product distributions on X 1 × X 2 . Obviously, the very strong interference condition is a special case of the strong interference condition. The capacity region of such a channel is also given in (1a)-(1c) where (1c) becomes inactive. However, the application of (9) and (10) as the very strong interference condition for the MIMO IC [5] , [7] . In both the scalar and MIMO ICs, the very strong interference condition can be generalized into I (x x x i ; y y y i |x x x j ) .
Or equivalently, a Gaussian IC is said to have very strong interference if its capacity region is
I (X i ; Y i |X j ) , i, j ∈ {1, 2}, i = j.
For the new very strong interference condition, the original requirement of inequalities (9) and (10) being satisfied for all input distributions has been relaxed to only the special input distribution (12) . Clearly, the new definition includes the old one as a special case, i.e., all the ICs that satisfy (9) and (10) must also satisfy (11) . Although, in both cases, the capacity region is achieved by decoding the interference before the useful signal, condition (12) considers only the capacity achieving input distribution instead of all possible input distributions.
In adapting the very strong interference condition from the discrete memoryless IC to the Gaussian IC, necessary changes have been made to make it more appropriate. Comparing the very strong interference condition (11) and the strong interference conditions (2) and (3) or (7) and (8), we can see some inconsistency:
1) For the scalar Gaussian IC, the very strong interference condition (a i ≥ 1 + P j ) is a special case of the strong interference condition a i ≥ 1. However, for the MIMO IC the very strong interference condition is generally not a special case of strong interference. As an example, we consider a MIMO IC with
This MIMO IC has very strong interference (11) , and its capacity region is (13) . However, the strong interference conditions (7) and (8) 2) There exist many MIMO ICs for which even the matrix A i in (7) does not exist. For example, the multiple-input-single-output (MISO) IC:
, where h h h i and f f f i are column vectors. If h h h i and f f f i are linearly independent, then the A i (now a scalar) in (7) does not exist.
Moreover, conditions (2) and (3) are also violated if user i implements zero-forcing beamforming:
. However, one can still find examples for MISO ICs that have very strong interference.
3) Even for the discrete memoryless IC, there are examples which have very strong interference in the sense of (11) instead of (9) and (10), and do not have strong interference [8, section IV-B].
The above inconsistencies motivate us to reconsider whether there are more appropriate strong interference conditions than those in [1] - [3] and [5] for MIMO ICs:
1) The very strong interference condition requires only the capacity achieving distribution to satisfy (11) . On the contrary, the strong interference condition requires all possible input distributions to satisfy (2) and (3) or (7) and (8) . This is generally unnecessary since we are interested in only the capacity achieving distributions. The rates achieved by other input distributions are all superseded by those achieved by the capacity achieving input distributions.
2) If (2) and (3) hold for any input distribution, the strong interference capacity region for a discrete memoryless IC can be written as
The above region is actually the same as the capacity region of the compound multiple access channel, in which both receivers are required to correctly decode messages from both transmitters.
However, for an IC any error incurred when user i is trying to decode user j's message, j = i, does not contribute to its overall error probability. In fact, we will show later in Lemma 1 that the rate region given in (1a)-(1c) is achieved exactly by requiring user i to jointly decode X i and X j . 1 Therefore, the key is whether or not joint decoding can achieve the capacity. Even though the condition that (2) and (3) hold for any input distribution is crucial in deriving the strong interference capacity region in [1] and [2] , these two conditions are in general not necessary conditions for joint decoding to achieve the capacity region.
Therefore, we define a new strong interference condition as follows:
Definition 1: An IC is said to have generally strong interference, if its capacity region is given by (1a)-(1c); or equivalently, if the capacity region is achieved by jointly decoding the signal and the interference at each receiver.
In this new definition, as long as joint decoding achieves the capacity, the IC is said to have generally strong interference. Thus, we focus on only the input distribution and the coding scheme that achieve the boundary of the capacity region, instead of any possible input distributions. For the IC with generally strong interference, there may exist input distributions such that the receiver cannot correctly decode the signal and the interference.
There are cases in which only part of the boundary of the capacity region is characterized by (1a)-(1c), 1 Here 'jointly decoding' means that user i recovers the message from transmitter i by searching the jointly typical sequence set A (n) ǫ (XiXj Yi). User i is required to correctly decode the message from transmitter i. However, whether user i can correctly decode the message from transmitter j is not important. See the proof of Lemma 1 for further details.
i.e., the IC may have generally strong interference at some rates and not at other rates (see Example 4 in which partially decoding the interference outperforms jointly decoding the signal and interference at some rates). Therefore, we define:
Definition 2: An IC is said to have generally strong interference sum-rate capacity, if its sum-rate capacity is given by the maximum sum-rate of region (1a)-(1c); or equivalently, if the sum-rate capacity is achieved by jointly decoding the signal and the interference at each receiver.
Definition 3:
An IC is said to have generally strong interference at {R 1 , R 2 }, if {R 1 , R 2 } is on the boundary of the capacity region and satisfies (1a)-(1c) for some input distributions of X 1 and X 2 ; or equivalently, if {R 1 , R 2 } is achieved by jointly decoding the signal and the interference at each receiver.
In this paper, we study the capacity region of MIMO ICs with generally strong interference. Clearly, the generally strong interference condition includes strong interference, as well as very strong interference, as special cases.
The rest of the paper is organized as follows: in Section II, we derive sufficient conditions for a MIMO IC to have generally strong interference by comparing an inner bound and an outer bound for the capacity region; in Sections III and IV, we apply these sufficient conditions to SIMO and MISO ICs respectively, and obtain simplified generally strong interference conditions; numerical examples are given in Section V; and we conclude in Section VI.
Before proceeding, we introduce some notation that will be used in the paper:
• p X (x) is the probability mass function of a discrete random variable X, or a probability density function of a continuous random variable X, and is simplified as p(x) with no confuse on results.
• Italic letters (e.g. X) denote scalars; and bold letters x x x and X denote column vectors and matrices, respectively.
• I denotes the identity matrix and 0 denotes the all-zero vector or matrix. The dimensions of I and 0 are determined by the context.
• |X|, X T , X −1 and rank(X) denote respectively the determinant, transpose, inverse, and rank of the matrix X, x x x denotes the Euclidean vector norm of x x x, i.e., x x x 2 = x x x T x x x, and ⊗ denotes the Kronecker product of matrices.
• sign(x) = 1 if x ≥ 0 and sign(x) = −1 if x < 0.
• x x x n = x x x T 1 , x x x T 2 , . . . , x x x T n T is a long vector that consists of a sequence of vectors x x x i , i = 1, . . . , n.
• diag[X 1 , · · · , X n ] is a diagonal matrix with diagonal entries X i .
• Vec (A) denote the vectorization operator, i.e., let A = [a 1 , a 2 , · · · , a n ], and a i , i = 1, · · · , n be the
• θ = atan(x) means tan θ = x and θ ∈ − π 2 , π 2 .
• x x x ∼ N (0, Σ) means that the random vector x x x has the Gaussian distribution with zero mean and covariance matrix Σ.
• E[·] denotes expectation; Cov(·) denotes covariance matrix; I(·; ·) denotes mutual information; h(·) denotes differential entropy with the logarithmic base e, and log(·) = log e (·).
II. MIMO ICS
In this section we derive sufficient conditions for a MIMO IC to have generally strong interference by comparing a special case of the Han and Kobayashi inner bound [2] with a new outer bound.
A. Inner bound
We first obtain the achievable region by jointly decoding the signal and the interference.We also show that this region is a special case of Han and Kobayashi's achievable region despite the fact that it has a different expression from the Han and Kobayashi achievable region for the same coding scheme. Then, we apply this achievable region to MIMO ICs.
Lemma 1:
The following rate region is achievable for a discrete memoryless IC
where the input distribution factors as p (
The proof is given in Appendix A and is based on the analysis of error probability. In this proof, we require receiver i to decode the message by searching the joint typical sequence set A n ǫ (QX 1 X 2 Y i ), i = 1, 2. We emphasize here that joint decoding means, e.g., receiver 1 must correctly decode X 1 whereas the decoding for X 2 can be incorrect, i.e., its error probability is (170) instead of 
This apparent inconsistency is caused by the fact that the rate constraint
in [9, eq. (76) ] is redundant when W 1 = X 1 and W 2 = X 2 (similarly,
also redundant). This extra constraint (17) is associated with receiver i's error probability of decoding its own messages that are not carried by W i . Therefore, when W i = X i , user i's messages are all carried
by W i and this extra constraint is redundant. Therefore, even if (17) is violated, it does not contribute to the overall error probability of user i.
In fact the achievable region in Lemma 1 is still a subset of the Han and Kobayashi region. We state it formally in the following lemma, the proof of which is given in Appendix B.
Lemma 2:
The achievable region in Lemma 1 is a subset of the Han and Kobayashi region.
With Lemma 1, we obtain the achievable rate region for a MIMO IC by jointly decoding the signal and the interference in the following lemma. We note that the time sharing procedure is unnecessary since all the constraints are concave functions.
Lemma 3:
The following region is achievable for a MIMO IC:
where
We now proceed to obtain the maximum sum rate and other boundary points of region (18).
Lemma 4:
The maximum sum rate of (18) is the maximum in the following optimization problem:
Furthermore, if S * i , i = 1, 2 is optimal for problem (20), then there exist Lagrangian multipliers γ, λ i , η i and W i that satisfy 
Since (20) is a convex optimization problem, the Lagrangian multipliers do exist.
Lemma 5:
The boundary points of the region defined in (18) is determined by
where R * 1 (r) is the maximum of the following optimization problem
Furthermore, if S * 1 and S * 2 are optimal for problem (24), then there exist Lagrangian multipliers α i , β i , ν i and K i that satisfy
Proof: We first prove that {R 1 = R * 1 (r), R 2 = r} is a boundary point of the region given in (18). By the constraint conditions of (24), the rate pair {R * 1 (r), r} belongs to the region (18) determined by S * 1 and S * 2 . Therefore, {R * 1 (r), r} is in the set (18). Next we assume, on the contrary, that {R * 1 (r), r} is not on the boundary. Then there exists a rate pair {R ′ 1 , r} with R ′ 1 > R * 1 (r) which is also in region (18). Therefore, there exist matrices S ′ i with tr (S ′ i ) ≤ P i and S ′ i 0, i = 1, 2, such that
Thus, {R ′ 1 , r} is feasible for optimization problem (24) and hence
is the maximum of problem (24). This contradicts our assumption R ′ 1 > R * 1 (r). Therefore, {R * 1 (r), r} is on the boundary.
Conditions (25a)-(25h) are the KKT conditions of problem (24). The corresponding Lagrangian is
Since (24) is a convex optimization problem, the Lagrangian multipliers do exist.
B. Outer bounds
The outer bound is obtained by providing additional information to both receivers.
Lemma 6:
The closure of the following set 2 is an outer bound on the capacity region of a MIMO IC:
where g 1 and g 2 are defined in (19a) and (19b), respectively, and
and E i and O i , i = 1, 2, are defined as
T be an input sequence of user i that satisfies
Then we immediately obtain the R 1 ≤ g 1 (S 1 ) and R 2 ≤ g 2 (S 2 ) in (27). For ǫ > 0 and ǫ → 0 when n → ∞, by Fano's inequality we have
3 We note that the I of (32) in the first row has dimension ri and the I in the second row has dimension rj where j ∈ {1, 2}, j = i.
where, in (a) we let n n n n 2 be a sequence of independent and identically distributed Gaussian vectors each has the following joint distribution with z z z 2 :
Equality (b) is by the fact that n n n 2 and z z z 1 have identical marginal distributions, and thus
Inequality (c) is by [5, Lemma 2].
To show (29), we have
where (a) is by the matrix identity
and (b) is by [11, Lemma 3] . The other sum-rate boundḡ s2 is similarly obtained.
We have established the fact that for any input sequences x x x n 1 and x x x n 2 that satisfy (34) and (35), the corresponding rate pair is bounded by
Therefore, (27) is an outer bound for the capacity region. Using Lemmas 6 and 7, we obtain the maximal sum-rate and the boundaries of the outer bound in the following lemmas.
Lemma 8:
The maximum in the following optimization problem is an upper bound on the sum-rate capacity of the MIMO IC:
Furthermore, if S * 1 and S * 2 are optimal for problem (42), and there exist matrices A i , i = 1, 2, that satisfy
for i = 1, 2, then there exist Lagrangian multipliersγ,λ i ,η i and W i that satisfȳ γ +λ 1 +λ 2 = 1 (45a)
Proof: By Lemma 7, (42) is a convex optimization problem; therefore, there exist Lagrangian multipliers that satisfy the KKT conditions (45a)-(45h). The corresponding Lagrangian is
Thus, comparing to Lemma 4 we need only to show that for i, j ∈ {1, 2} and i = j,
∂ḡ si ∂S i
Equalities (47) and (48) are straightforward by (43). By symmetry, it suffices to show (49) for i = 1 and j = 2:
where (a) and (d) are both from (43) which implies
Equality (b) is by the matrix identity [12, p. 151]:
which implies
and (c) is by the Woodbury matrix identity [13, p. 19 ]:
Lemma 9: Let R 2 = r with 0 ≤ r ≤ max 1 2 log |I + H 2 S 2 H 2 |, and letR * 1 (r) be the maximum in the following optimization problem:
Then R * 1 (r), r is on the boundary of the outer bound given in (27). Furthermore, if S * 1 and S * 2 are optimal for problem (54), and there exist matrices A i , i = 1, 2, that satisfy (43) and (44), then there exist Lagrangian multipliersᾱ i ,β i ,ν i and K i that satisfȳ
(55a)
Proof: Similarly to the proof of Lemma 5, it can be shown that R * 1 (r), r is on the boundary of the outer bound (27). Conditions (55a)-(55h) are the KKT conditions of problem (54). The corresponding Lagrangian is
Since (24) is a convex optimization problem, the Lagrangian multipliers do exist. The rest of the proof is similar to that of Lemma 8 and is hence omitted.
C. Sum-rate capacity and capacity region
Now we obtain the capacity results for MIMO ICs with generally strong interference by comparing the inner and outer bounds. 
where O j is defined in (33), then the sum-rate capacity of the MIMO IC is the maximum in problem (20) and is achieved by the input distributions x x x i ∼ N (0, S * i ), i = 1, 2, and jointly decoding the signal and the interference.
Proof: Since S * 1 and S * 2 maximize problem (20), the KKT conditions in (21a)-(21h) hold. If λ 1 = λ 2 = 0, the maximal achievable sum rate is max tr(Si)≤Pi,Si 0 [g 1 (S 1 ) + g 2 (S 2 )] which is also an obvious upper bound on the sum-rate capacity. Therefore, it is the sum-rate capacity.
If λ 1 > 0 and λ 2 > 0, we let
and since S * i O i = 0, i = 1, 2, then the KKT conditions (45a)-(45h) for the upper bound (42) are also satisfied. By the convexity of (42), S * 1 and S * 2 also maximize problem (42). Furthermore, problems (20) and (42) have the same maximum by the fact that g si (S * 1 , S * 2 ) =ḡ si (S * 1 , S * 2 ), i = 1, 2. Therefore, the lower and upper bounds on the sum-rate capacity converge at (S * 1 , S * 2 ). If λ 1 > 0 and λ 2 = 0, then we remove the constraint
Consequently, in Lemma 8, we need the existence of only A 2 to satisfy (43) and (44). The corresponding KKT conditions in (45a)-(45h) are changed into those equivalent to lettingλ 2 = 0. Then we can still choose the Lagrangian multipliers as in (58). Therefore, S * 1 and S * 2 also maximize problem (42). Problems (20) and (42) have the same maximum which is also the sum-rate capacity.
The case for λ 1 = 0 and λ 2 > 0 is similarly proved by removing the constraint R 1 + R 2 ≤ḡ s1 (S 1 , S 2 ) from problem (42).
Remark 1:
In the proof of Theorem 1, we remove the constraint R 1 + R 2 ≤ḡ s2 (S 1 , S 2 ) when λ 2 = 0 only because we do not need the existence of A 2 to satisfy (43) and (44) which imply g s2 (S * 1 , S * 2 ) = g s2 (S * 1 , S * 2 ). Since the rate constraint g s2 is inactive in the inner bound when λ 2 = 0 we can simply remove the constraintḡ s2 from the outer bound.
Theorem 2: Suppose S * i , i = 1, 2 are maximizers of problem (24) for a given r ∈ 0, max
where O j is defined in (33), then the rate pair {R 1 = R * 1 (r), R 2 = r} is on the boundary of the capacity region, and is achieved by the input distributions x x x i ∼ N (0, S * i ), i = 1, 2, and jointly decoding the signal and the interference.
Proof:
The proof is similar to the proof of Theorem 1. We first modify problem (54) according to β j .
If β j = 0, then we remove the constraint R 1 ≤ḡ sj − r.
By choosingᾱ
then the KKT conditions in (55a)-(55h) for the modified problem (54) are satisfied. Therefore, the modified problem (54) is also maximized at S * 1 and S * 2 . Problems (24) and the modified (54) have the same maximum by the fact g sj (S * 1 , S * 2 ) =ḡ sj (S * 1 , S * 2 ) for any j with β j > 0. Remark 2: Theorem 2 is used to establish the boundary of the capacity region. For each boundary point, we need to find the corresponding matrices A i satisfying (43) and (44) which gives one outer bound. This outer bound is tight at this particular point. Therefore, to find the whole capacity region, we need to find the tight outer bound for each boundary point. There are cases in which only part of the boundary points can be determined by Theorem 2, see Example 4. 
Remark 4:
If the conditions in Theorems 1 and 2 are satisfied, then the MIMO IC has generally strong interference at the sum-rate capacity or at the rate pair {R * 1 (r), r}. In both cases, the capacity is achieved by Gaussian input sequences and jointly decoding the signal and the interference. We show in the following that under conditions (43) and (44), inequalities (2) and (3) are satisfied for the input distribution x x x * i ∼ N (0, S * i ), i = 1, 2:
where (a) is by (43); (b) is also by (43) which implies
is by (44) and we let z z z ∼ N (0, I) be independent of x x x * 1 and z z z 1 ; and (d) is by the Markov relationship
. Similarly, we can show I (x x x * 2 ; y y y 2 | x x x * 1 ) ≤ I (x x x * 2 ; y y y 1 | x x x * 1 ). Therefore, the strong interference conditions (2) and (3) are both satisfied for a MIMO IC with generally strong interference at the capacity achieving input distributions. For other input distributions, the MIMO IC with generally strong interference may not satisfy the strong interference conditions (2) and (3).
Remark 5:
If an MIMO IC has generally strong interference at rate pair {R 1 , R 2 } and satisfies the conditions in Theorem 2, then this rate pair is in the achievable region given in (18) by replacing S i with S * i , for i = 1, 2. By Remark 4, we have
On combining the above constraints with those in (18), we have
The above region is the same as the achievable region of a compound multiple access channel (by requiring both receivers to correctly decode messages from both transmitters). Therefore, under generally strong interference, the receivers can still correctly decode the interference for the capacity achieving distribution.
Remark 6: Theorems 1 and 2 specify the sum-rate capacity and the boundary points of the capacity region for a MIMO IC with generally strong interference. The conditions of Theorems 1 and 2 require the optimization of problems (20) and (24) and the solution of (43) for matrices A 1 and A 2 . Since both (20) and (24) are convex optimization problems, they can be efficiently solved using standard optimization algorithms. Equation (43) for matrices A 1 and A 2 is a special case of the Sylvester equation [14] . Once S * 1 and S * 2 are obtained, the matrices A 1 and A 2 can be obtained by solving the following linear equations [11, Remark 7] :
Therefore, the existence of A 1 and A 2 can be determined by the theory of linear equations. Once S * 1 , S * 2 , A 1 and A 2 are obtained, the Lagrangian multipliers λ i , W i , β i and K i , i = 1, 2, can be obtained by solving the KKT conditions. Therefore, Theorems 1 and 2 can be efficiently applied to any MIMO IC.
Remark 7:
If the strong interference conditions (7) and (8) Therefore, the generally strong interference conditions are automatically satisfied. Furthermore, for the very strong interference we have β 1 = β 2 = 0 when r = 1 2 max S2 log I + H 2 S 2 H T 2 . Therefore, the generally strong interference conditions are also satisfied and we do not need the existence of A 1 or A 2 .
In the following, we apply Theorems 1 and 2 to SIMO and MISO ICs and derive their capacity region under generally strong interference.
III. SIMO ICS
The received signals of a SIMO IC can be written as
where h h h i and f f f i i = 1, 2, are both t i × 1 column vectors. We need to find t i × t i matrices A i that satisfy (43) and (44). Since the S * i 's are now scalars, we have
where ρ i is a nonzero t i × 1 column vector. For condition (44), we need
By [5, Lemma 6 by B = I] the above condition is equivalent to
On the other hand, we have O i = 0, i = 1, 2, by (62). Therefore, the SIMO IC has generally strong interference for the entire capacity region if for i = 1, 2, h h h i ≤ f f f i for any f f f i = 0. This condition is the same as that in [4] and is also included as a special case of [5] , i.e., the generally strong interference obtained from Theorems 1 and 2 is exactly the same as strong interference.
It is straightforward to show that the very strong interference condition (11)
is equivalent to
Therefore, for the SIMO IC the very strong interference condition is a special case of the (generally) strong interference condition.
IV. MISO ICS
In this section, we use the MISO IC as an example to show how Theorems 1 and 2 are applied to obtain its capacity region under the generally strong interference. The received signals of a MISO IC are defined asŶ
whereĥ h h i andf f f i , i = 1, 2, are t i × 1 channel vectors, Z i ∼ N (0, 1) and
It has been shown that the capacity region of channel (67) is the same as that of a MISO IC with only two transmit antennas [15] . In fact, the capacity region of an m-user MISO IC is the same as that of an m-user MISO IC with each ith transmitter having min{t i , m} antennas. 
where, for i = 1, 2,
and
The power constraint is now
If S i is the input covariance matrix of user i for equivalent channel (69), the corresponding input covariance matrixŜ i for the original channel is obtained in [11, eq. (88) ]. In the sequel, we use (69) as the channel model for MISO ICs.
We first obtain the joint decoding achievable rate region given in Lemma 3.
Lemma 10:
The achievable rate region (18) for a MISO IC is
where τ i = sign(cos(θ i )), and is achieved by
Proof: It has been shown in [16, Lemma 2] that given
we have
and the equality is achieved by (76). Therefore, region (18) reduces to (75).
Lemma 10 reveals the fact that all the boundary points of the rate region (18) can be achieved by rank-1 beamforming. Therefore, to determine whether the boundary points of region (18) are also the boundary points of the capacity region, we need to consider only the rank-1 covariance matrices. By Theorems 1 and 2, we obtain the sum-rate capacity and the boundary of the capacity region in the following propositions.
Proposition 1: For a MISO IC defined in (67) and its equivalent channel (69), let S * i , i = 1, 2, be optimal for problem (20) where
where τ i = sign(cos θ i ). Furthermore, let λ i and W i , i = 1, 2, be the Lagrangian multipliers satisfying (21a)-(21h). For any λ j > 0, j = 1, 2, j = i, if
then the sum-rate capacity is the maximum in (20) and is achieved by Gaussian inputs x x x i ∼ N (0, S * i ) and by jointly decoding the signal and the interference.
Proof:
The fact that the optimal S * i 's have the form in (79) is determined by (77) and (78). By Theorem 1, the maximum in (20) is the sum-rate capacity, if for any λ j > 0, j = 1, 2, j = i the following conditions
Since S * i is a unit-rank matrix, there always exists a scalar A i that satisfies (83), and
With (85), conditions (82)- (84) reduce to (80) and (81).
Proposition 2: For a MISO IC defined in (67) and its equivalent channel (69), let S * i , i = 1, 2, be optimal for problem (24) for a given r ∈ 0, 
where τ i = sign(cos θ i ). Furthermore, let R * 1 (r) be the maximum in problem (24), and let β i and K i , i = 1, 2, be the Lagrangian multipliers satisfying (25a)-(25h). For any β j > 0, j = 1, 2, j = i, if
then the rate pair (R * 1 (r) , r) is on the boundary of the capacity region, and is achieved by Gaussian inputs x x x i ∼ N (0, S * i ) and by fully decoding the interference. Proof: The proof is identical to that of Proposition 1 and hence is omitted.
Propositions 1 and 2 provide sufficient conditions for a MISO IC to have generally strong interference. Those conditions are more amenable to numerical evaluation since the optimal input covariance matrices S * i can be obtained using standard convex optimization algorithms, while analytical closed-form expressions for S * i are difficult to derive in general except in the very strong interference case: Proposition 3: For the MISO IC if a i = 0 or a i cos 2 θ i ≥ 1 + P i , i = 1, 2, then the capacity region is 0 ≤ R i ≤ 1 2 log(1 + P i ), i = 1, 2, and is achieved by choosing x x x i ∼ N (0, S * i ), i = 1, 2, where
and τ i = sign (cos θ i ).
The proof is straightforward and hence is omitted.
In the following, we apply these two propositions to two special cases of MISO ICs: the MISO ZIC with f f f 1 = 0, and the symmetric MISO IC with θ 1 = θ 2 = π
A. MISO ZIC
A MISO ZIC is defined as in (67) withf f f 1 = 0. By using (69), the capacity region of such a MISO IC is equivalent to the channel defined as
where we let θ 1 = ∠(h h h 1 , f f f 1 ) = 0 when f f f 1 = 0. Therefore, x x x 1 reduces to a scalar X 1 . The power constraints are still P 1 and P 2 for users 1 and 2, respectively.
When a = 0 or θ = π 2 , the capacity region of this MISO ZIC is trivially obtained. When θ ∈ {0, π}, the MISO ZIC reduces to a scalar Gaussian ZIC of which the capacity region under (generally) strong interference has been obtained. Without loss of generality, we assume a = 0 and θ / ∈ 0, π 2 , π in the sequel.
We obtain the joint decoding achievable region of this MISO ZIC by Lemma 10.
Lemma 11: For a MISO ZIC defined in (90), the achievable rate region (75) is
where τ = sign (cos θ).
Proof: For a MISO ZIC with f f f 1 = 0, the second receiver has no interference. Therefore, the second constraint on R 1 + R 2 in (75) is not necessary and is hence removed.
Using Lemma 11, we obtain the largest sum rate and the boundary of the region defined in (91) respectively in the following two lemmas.
Lemma 12:
The largest sum rate of the region defined in (91) is
where τ = sign (cos θ) and
The corresponding S that achieves the sum rate is
Proof: We consider the case of cos θ ≥ 0, and consequently τ = 1. The case for cos θ < 0 can be similarly proved. The sum rate for the achievable region given in Lemma 11 is bounded as
min log 1 + P 2 sin 2 (θ + φ) , log 1 + aP 2 sin 2 φ
When
where φ ez is defined in (93), which means that
It can be shown that when cos 2 θ ≥ We then obtain the boundary of the region defined in Lemma 11.
Lemma 13:
The following rate pairs are on the boundary of the region defined in (91):
(100c) where τ = sign (cos θ) and φ ez is defined in (93). The corresponding S that achieves these boundary points is
Proof: It is obvious that when cos 2 θ ≥ 1+P1 a , the R 1 + R 2 constraint becomes redundant by choosing τ φ = π 2 − θ which maximizes R 2 . Therefore, (100a) determines the boundary points. For the case of cos 2 θ ≤ 1+P1 a , we prove (100b) and (100c) for cos θ ≥ 0. The results for cos θ < 0 can be proved similarly.
By Lemma 5, for R 2 = r, the maximal R 1 is determined by
By Lemma 12, when cos 2 θ ≥ a 1+P1 , the sum rate (100b) can be achieved by choosing S as (94b). For this input covariance matrix S, the line segment connecting the following two points are on the boundary:
Therefore, we need to consider only the boundary points with
then problem (102) becomes
We note that in this case the bound
. It can be shown that the maximum in problem (106) is achieved when ω = φ. Therefore, the points given in (100b) are on the boundary.
, the sum-rate line segment defined in (103) and (104) shrinks to one point:
then problem (102) becomes (106), which is maximized also by ω = φ. Therefore, (100c) is the boundary.
Lemma 14:
The capacity region of a MISO ZIC is outer bounded by
where A can be any value satisfying A 2 < 1.
Proof:
We choose
then by (33), we have
By Lemma 6 and substituting (111) into (27), we have that (109) is an outer bound for the capacity region.
Next, we obtain the sum-rate capacity and the boundary of the capacity for a MISO ZIC with generally strong interference.
Proposition 4:
For the MISO ZIC defined in (90), if
then the sum-rate capacity is
and is achieved by (94a). If
and is achieved by (94b). If
and is achieved by (94c).
Proof:
We consider only the case in which cos θ ≥ 0, and consequently, τ = 1. The case for τ = −1
can be similarly proved. When a cos 2 θ ≥ 1 + P 1 , the MISO IC has very strong interference. Its sum-rate capacity is trivially proved. Next, we first consider the case of (114). Using Lemma 12, the maximal sum rate of (91) is (115) and is achieved by (94b). Then from Lemma 4 there exist Lagrangian multipliers that satisfy
where S * is given in (94b) which implies
We note that since the constraint (20) is removed, the associated Lagrangian multiplier λ 2 in (25a)-(21h) is also removed (which is equivalent to setting λ 2 = 0).
Solving (119a)-(119g), we have
By Proposition 1, (115) is the sum-rate capacity if
The above two conditions reduce to (114). We note that cos 2 θ < a is redundant since (114) implies a > 1.
Next, we prove the sum-rate capacity for conditions (116) and (117). By Lemma 12, the maximal sum rate of (91) is (118) and is achieved by (94c) which implies
There exist Lagrangian multipliers that satisfy
We note that we also removed the terms associate with λ 2 from (25a)-(21h) for the same reason. By solving (125a)-(125g), we have
We note that under condition (114), we have π 2 < φ ez + θ < π. By Proposition 1, (115) is the sum-rate capacity if
Condition (131) is satisfied by (93), and condition (132) is satisfied by (117).
The MISO ZIC under conditions (113), or (114), or (116) and (117) is said to have the generally strong interference sum-rate capacity of type I (very strong interference), type II and type III, respectively.
Proposition 5:
For the MISO ZIC defined in (90), if a cos 2 θ ≥ 1 + P 1 , then the capacity region is
and is achieved by (101a). If a cos 2 θ ≤ 1 + P 1 , then for any φ that satisfies
where τ = sign (cos θ), the following rate pair is on the boundary of the capacity region:
and the rate pair is achieved by choosing S as (101b) and jointly decoding the signal and the interference at receiver 1.
Proof:
We prove only the case cos θ ≥ 0. Since when a cos 2 θ ≥ 1 + P 1 , the MISO ZIC has very strong interference and the capacity region is trivially proved, we need to consider only the case with a cos 2 θ ≤ 1 + P 1 . By Lemma 13, the rate pair (R 1 , R 2 ) in (138) and (139) is on the boundary of the inner bound defined in (102). Therefore, this R 1 given in (138) is the maximum in the optimization problem (24) with r = R 2 given in (139). By Lemma 5, there exist Lagrangian multipliers that satisfy
We note that α 1 = 0 simply because constraint R 1 ≤ 1 2 log(1 + P 1 ) is always inactive by
and a ≤ (1 + P 1 ) cos 2 θ. Then we have
We note that α 2 > 0 since π ≤ sin 2(θ + φ) ≤ 3 2 π. By Proposition 2, this (R * 1 (r), r) is on the boundary of the capacity region if
Condition (144) and Q(φ) ≥ 0 for all φ ∈ Φ, the capacity boundary points consist of (see Fig. 7 as an example)
and Q(φ) ≥ 0 for all φ ∈ Φ, the capacity boundary points consist of (see Fig. 9 as an example)
B. Symmetric MISO IC
A symmetric MISO IC has θ 1 = θ 2 = θ ∈ 0, π 2 , a 1 = a 2 = a > 0 and P 1 = P 2 = P > 0. In this section, we derive sufficient conditions to determine the sum-rate capacity with generally strong interference. The derivation is similar to that of the MISO ZIC and is hence omitted. In the following, we only summarize the main result.
By symmetry, the maximal sum rate of region (75) is determined by
Obviously
It can be shown that
Define the set
and denote
The maximum in problem (147) and the corresponding optimal φ * are given in Tab. I. 1) Case I: the constraint q s is inactive and thus the Lagrangian multiplier associated with this constraint is λ = 0. By Proposition 1, log(1 + P ) is the sum-rate capacity. In this case, the MISO IC has very strong interference.
2) Case II: the constraint q s is inactive and thus the Lagrangian multiplier associated with this constraint is γ = 0. By solving (21a)-(21h), we have
By Proposition 1, if
then the sum rate capacity is q s (φ s ).
3) Case III: constraints q u and q s are both active, therefore, γ = 0 and λ = 0. By solving (21a)-(21h), we have
then q u (φ e ) (or q s (φ e ) is the sum-rate capacity. 
The maximal sum rate for the achievable region (18) is
and is achieved by 
I.
From (33) we have O 2 = 0 and hence W 2 λ 1 O 2 . By Theorem 1, this MIMO IC has generally strong interference. Therefore, the sum-rate capacity is R 1 + R 2 = 3.2998.
We note that in this case since S 1 has full rank, the corresponding A 1 that satisfies (43) has to be 
The matrix λO is
Therefore, W λO and R 1 + R 2 = 0.6532 is the sum-rate capacity.
Example 3: Consider a symmetric MISO IC with a = 2, θ = 0.1π and P = 4. By Tab. I, this MISO IC satisfies the case II condition. The rate constraints q u (φ) and q s (φ) are shown in Fig. 3 . The optimal input covariance matrix and the corresponding φ * are
and the maximal sum rate is
The corresponding Lagrangian multipliers are
The matrix λO is λO = 0.0467
Therefore, W λO and R 1 + R 2 = 1.2724 is the sum-rate capacity. . By Proposition 4, the rate pair at point B also achieves the sum-rate capacity. Therefore, the line segment BC 2 satisfying R 1 + R 2 = 0.3710 is August 5, 2011 DRAFT also the boundary of the capacity region where C 2 (0.2027, 0.1682) is another corner point. Therefore, the entire capacity region is determined and the MISO ZIC has generally strong interference for the entire capacity region.
Example 6: Consider a MISO ZIC with a = 2, θ = 0.2π, P 1 = 2 and P 2 = 0.4. The function Q(φ) and the capacity region are shown in Figs. 8 and 9 , respectively. Since this channel satisfies
and for all φ ∈ π 2 − θ, φ ez where φ ez = 0.4959π, we have Q(φ) ≥ 0, and by Proposition 5, the rate pairs given in (138) and (139) with φ ∈ π 2 − θ, φ ez are on the boundary of the capacity region. Those points consist of the curve segment C 1 C 2 in Fig. 5 , where point C 1 (0.4615, 0.1682) is a corner point determined by φ = π 2 − θ and point C 2 (0.5493, 0.1182) is another corner point determined by φ = φ ez . By Proposition 4, the rate pair at point C 2 also achieves the sum-rate capacity R 1 + R 2 = 0.6675. Therefore, the entire capacity region is determined and the MISO ZIC has generally strong interference for the entire capacity region.
Example 7: Fig. 10 shows the maximal value of a for a MISO ZIC to have generally strong interference sum-rate capacity, and the minimal value of a for a MISO ZIC to have noisy interference sum-rate capacity [11] . For all the MISO ZICs with a and θ above the 'Minimum of a for GS IF' curve, the sum-rate capacity is achieved by jointly decoding the signal and the interference. For all the MISO ZICs with a and θ below the 'Maximum of a for NIF' curve, the sum-rate capacity is achieved by treating interference as noise. We also show the region for the MISO ZIC to have the generally strong interference sum-rate capacity of case II (see eq. (114)), and case III (see eqs. (116) and (117)).
Example 8: Fig. 11 shows the maximal value of a for a symmetric MISO IC to have generally strong interference sum-rate capacity, and the minimal value of a for a MISO ZIC to have noisy interference sum-rate capacity [11] . For all the symmetric MISO ICs with a and θ above the 'Minimum of a for GS IF' curve, the sum-rate capacity is achieved by jointly decoding the signal and the interference. For all the MISO ICs with a and θ below the 'Maximum of a for NIF' curve, the sum-rate capacity is achieved by treating interference as noise. We also show the region for the symmetric MISO IC to have the generally strong interference sum-rate capacity of case II (see eqs. (159) and (160)), and case III (see eqs. (165) and (166)).
VI. CONCLUSION
In this paper, we have extended the capacity result for MIMO ICs with strong interference to those with generally strong interference. Although in both cases the capacity region is achieved by jointly decoding the signal and the interference, the strong interference conditions require the receivers to be able to decode the signal and interference for any input distribution, while for generally strong interference, the receivers are required to do so only for the capacity achieving input distributions. The generally strong interference conditions for a MIMO IC have been obtained and the application to SIMO and MISO ICs has also been discussed. The obtained conditions include existing capacity results for strong and very strong interference as special cases.
APPENDIX

A. Proof of Lemma 1
Generate a length-n random vector q n with independent and identically distributed (i.i. p (x 1m |q m ) .
We label this sequence as x n 1 (i). Let j denote the index of the message transmitted by user 2 and j ∈ 1, 2, · · · , e nR2 . For each j, generate a length-n random vector x n j with i.i.d. elements according to
p (x 2m |q m ) .
We label this sequence as x n 2 (j). To send message indices i to receivers 1, transmitter 1 sends the codeword x n 1 (i). To send message index j to receiver 2, transmitter 2 sends the codeword x n 2 (j). Receiver 1 looks for unique indices (î,ĵ) such that
where A (n) ǫ denotes the set of jointly typical sequences.
Receiver 2 looks for unique indices î ,ĵ such that
An error occurs if there are no such indices or the indices are not unique.
By symmetry, we assume that the transmitted indices are i = j = 1. For user 1, we define the following event:
The error probability at receiver 1 is P e1 = Pr E 
Similarly, the error probability of receiver 2 is P e2 ≤ ǫ + e n(R2−I(X2;Y2|X1Q)) + e n(R1+R2−I(X1X2;Y2|Q)) .
Therefore, the rate region in Lemma 1 is achievable.
B. Proof of Lemma 2
For completeness, we rewrite the simplified Han and Kobayashi region [9] We denote the region defined in (15a)-(15d) as R. To show that R is a subset of the Han and Kobayashi region, it suffices to show R ⊆ HK(X 1 , X 2 ) HK(empty, X 2 ) HK(X 1 , empty).
Let {R 1 , R 2 } ∈ R. Then R 1 and R 2 satisfy (15a)-(15d). If R 1 and R 2 also satisfy the extra constraint (17), then {R 1 , R 2 } ∈ HK(X 1 , X 2 ). Otherwise, we have
We have only three possible scenarios:
Suppose R 1 ≥ I (X 1 ; Y 2 |X 2 Q). By (15d) we have
On the other hand, HK(empty, X 2 ) is given by
0 ≤ R 2 ≤ I (X 2 ; Y 2 |Q) (176)
Since {R 1 , R 2 } satisfies (15a), (15c) and (174), we have {R 1 , R 2 } ∈ HK(empty, X 2 ). Similarly, if 
