We study a single-server queue fed by various kinds of sources, each of which is constrained by a deterministic regulator, e.g., a token bucket. In particular, we derive bounds of virtual-waiting-time distribution only assuming that sources are stationary, statistically independent from each other, and have deterministic subadditive envelopes without using a specific traffic pattern. Based on the derived bounds, we investigate how large statistical multiplexing gain can be achieved when regulated sources share a common network resource. Numerical examples reveal that the regulated sources are more advantageous than Markov arrival processes or long-range-dependent sources with respect to the statistical multiplexing gain.
Introduction
In a typical computer network, each computer sends or receives data by using common network resources. Since each computer sends data intermittently, it is seldom that several computers simultaneously send a large amount of data and thus the shared network resources are fully occupied. This is the reason why the shared network resource can achieve much higher utilization than resources exclusively dedicated to a specific pair of computers. This resource-sharing effect is usually called statistical multiplexing.
While the Internet benefits largely from the statistical multiplexing, it usually does not give any quality-of-service (QoS) guarantees. The provision of QoS guarantees in the Internet has become a central topic of research for the last decade because congestion is widespread in today's Internet and QoS-aware applications like IP telephony are becoming major services. To this end, several QoS-guaranteeing mechanisms, including Intserv and Diffserv, have been discussed in the IETF.
Intserv [6] is a technology suitable for the deterministic QoS guarantee, which assures a given worst-case delay bound or no loss in the Internet. Although the deterministic QoS guarantee is the most stringent and its realization might be possible by deterministically assign the network resource to each data flow [ll, 12,231 , it cannot benefit from the statistical multiplexing at all and thus the utilization of network resource should be too low. Diffserv 13,181 is another solution for introducing QoS to the Internet: it is suitable for realizing the statistical QoS guarantee of the form such as P[delay > dtarget] < c, where dtarget is a target-delay bound and e typically ranges from l o 3 to 1 0 ' . The statistical QoS guarantee can usually achieve much higher utilization than the deterministic QoS guarantee because the former can take advantage of the statistical multiplexing. We should, however, note that there is a general belief that any kinds of QoS guarantees will necessitate operating the Internet at very low utilization because of the bursty nature of the Internet traffic.
Since it is not often feasible to obtain reliable statistical characteristics of sources, recent research on the statistical QoS has attempted to assess the QoS of the form like P[delay > dtarget] without making assumptions on statistical properties of sources. In particular, a number of studies have been made to devise the techniques for assessing the QoS by only assuming that the amount of traffic from each source is constrained by a deterministic regulator [4, 8, 16, [19] [20] [21] 24, 25, 29] . For example, Elwalid et al. [16] and LoPresti et al. [24] studied packet-loss probability in a multiplexer where a large number of regulated sources are multiplexed. They assumed that traffic from each regulated source follows a periodic on-off pattern. Several works (for example [25] ), however, revealed that the periodic on-off pattern does not maximize QoS violations: another class of patterns may be even worse. Thus, the QoS evaluation based on the periodic on-off pattern has a weakness in the sense that it does not generally give conservative evaluation results. Kesidis et al. [19, 20] and Shioda [25] addressed the problem of finding the worst traffic pattern among all possible patterns that are constrained by a given regulator. Boorstyn et al. [4] derived the effective envelopes of superposition of regulated sources, each of which has a deterministic subadditive envelope, without using a specific traffic pattern. Kesidis and Konstantopoulos [21] derived the bound of the workload distribution for superposition of independent homogeneous regulated sources. Chang, Chiu, and Song [8] considered the same problem as Kesidis and Konstantopoulos in a discrete-time model and derived a different bound of the workload distribution. Vojnovik and Le Boudec [29] extended their results to the cases where multiplexed regulated sources have different envelopes from each other (that is, heterogeneous cases) in a continuous time setting. They also considered a case where the outgoing links from network nodes do not have constant but time-varying capacities. (If network nodes use some scheduling algorithms like weighted-fair queueing or deficit round robin, then the network node do not offer the constant service rate a t each instant of time [27] .)
The aim of this paper is to investigate how large statistical multiplexing gain can be achieved when regulated sources share a common network resource. For this purpose, we derive two bounds (one is for a discrete-time setting and the other is for a continuous time setting) of the delay distribution P[delay > d ] of a single-server queue fed by heterogeneous regulated sources. We derive the bounds only assuming that sources are stationary, statistically independent from each other, and have deterministic subadditive envelopes without using a specific traffic pattern. The derived bounds have explicit expressions so that they can be easily calculated.
Our results include a continuous-time and heterogeneous extension of the bound in Chang, Chiu, and Song [8] *. Note that the continuous-time model is very important for analyzing variable-length-packet networks like the Internet. The extension of the discretetime result to the continuous-time one is, however, not trivial because simply letting the length of time unit in a discrete time model be zero does not yield the appropriate bound in the corresponding continuous-time model. In addition to this, our bound is applicable to cases where network nodes do not offer the constant service rate. This problem setting is same as that in Vojnovit and Le Boudec [29] , but our bound is tighter than their bound. We also numerically show that our bound is significantly tighter than that in Kesidis and Konstantopoulos [21] .
The remainder of this paper is organized as follows. In Section 2, we describe the system model and assumptions on the traffic characteristics used in the analysis. In Section 3, *Although Chang et al. [a] also showed the bound for heterogeneous regulated sources, they did not show how it is derived.
we derive bounds of the virtual-waiting-time distribution of a single-server queue in both discrete-and continuous-time models. In Section 4, we use the derived bounds to investigate the statistical multiplexing gain of regulated sources. In Section 5, we numerically compare the proposed bound with other existing bounds or the exact bound to investigate the tightness of our bound. Using the proposed bounds, we also show how large statisticalmultiplexing gain can be obtained for regulated traffic sources. In section 6, we present concluding remarks of our work.
Preliminaries
We first describe the system model used in this paper. Consider packet arrivals to an output buffer in a network node. As shown in Figure 1 , the arrivals from sources are policed by a regulator, switched to an outgoing link, and inserted into the output buffer dedicated to the outgoing link. The data in the output buffer is transferred to the outgoing link with time-varying (stochastic) rate. We focus on the delay due to waiting in the output buffer, which can be regarded as a single server queue. We assume that the sources are classified into K classes according to their regulator characterization, where all regulated sources in class k (1 < k < K } have the same regulators. There are fvk class-A: sources. Let &t, t + r ) be the amount of data (say in bit) arriving during (t, t + r] from source j in class k. We assume that ~" ( t , t + r ) has the following characteristics: (1) Subadditive bound: ~y ( t , t + r ) is regulated by a deterministic subadditivet envelope [4, 9] such that AT) ( 
for all t and T > 0.
(2) Stationarity: A :
for all t , t' > 0. The traffic from a source regulated by a dual token bucket [6] , which is the most popular regulator for peak-and average-rate enforcements, has the following deterministic subadditive envelope:
where P^ is the peak traffic rate, f ( k ) is the average traffic rate, and dk) is a burst size parameter.
We also let B ( t , t + r) denote the maximum amount of data that can be transferred from the buffer during (t, t + r]. Note that B ( t , t + r) is a random variable. We assume that B(t, t + T ) has the following characteristics: (4) Superadditive lower bound: B ( t , t + r ) has a deterministic superadditive lower bound 
(Subadditivity of cdk)(t) and superadditivity of P(t) guarantee the existence of limits in (2.1) [4] .)
If the buffer has a constant service rate C, then the service curve p ( r ) is given by C r . If the data in the buffer is served by a latency-rate server with service rate C and latency el then the service curve p ( r ) is given by C max{r -e, O} [27, 29] . (Several well-known scheduling algorithms, such as Weighted Fair Queueing, VirtualClock, and Deficit Round Robin, belong to the class of latency-rate servers.) (k) The following lemma provides a bound on the moment generating function of A, (0, t), which will be used to prove the results in the next section. Concerning the proof, please see f4,25]. If the data in the buffer is served with deterministic service rate C (that is, ,6(t) = C t ) , then (2.2) becomes which is a well-known stability condition of queues.
3. Upper Bound of Virtual-Waiting-Time Distribution 3.1. A discrete time model We would like to start by considering a discrete-time model where data periodically arrives and is transferred at time n T where n is an arbitrary integer (Figure 2 ). (We assume that, at every data-arrival-transfer epoch, data first arrives a t the buffer and then data in the buffer is transferred.) The amount of data that arrives a t time n T from source j in class k is equal to .^)((n -1)T, n T ) . Let D (~) ( J~) denote the steady-state virtual-waiting time in Proof. See Appendix A.I.
Remark 3.1. When K = 1 , the bound of virtual-waiting-time distribution (3.3) is expressed in the following simple form: Vojnovik and Le Boudec [29] , which is the continuous-time version of the bound in Chang, Chiu, and Song [8] , yields the same bound as (3.5). For heterogeneous cases, however, (3.5) yields tighter bound than Theorem 4 (heterogeneous version of Theorem 3) in [29] because the latter applies the Hoeffding's inequalities to derive the bound. (Also see, section 5.1.) Remark 3.6. The choice of T affects the tightness of the bound. We numerically found that letting T = d/2 in (3.5) yields reasonably good bounds for almost all cases.
Statistical Multiplexing Gain Due to the Large Numbers of Superposition
In this section, we analyze the statistical multiplexing due to the large numbers of superposition when the transmission rate is scaled with the number of multiplexed sources.
To simplify the analysis, we assume that Nk = rkfV where y^=l r k = 1 and that @(t) = 
NÃ'Kwhere q(d) is usually called the shape function. Botvich et al. [5] and Duffield [14] have shown that a wide variety of sources including some long-range-dependent sources satisfy this asymptote. Note that relationship (4.6) is stronger than the large-superposition asymptote (4.7): that is, (4.7) always holds for sources that satisfy (4.6). Remark 4.3. In general, the shape function has the following asymptote:
where 61 = 1 and Â£ = 0 for Markov arrival processes and 0 < 6 1 , â‚ < 1 for general longrange-dependent sources [14] . In other words, q(d) is linear for Markovian sources while q(d) is concave for general long-range-dependent sources. As will be shown in the next section, our numerical examples have revealed that the shape function of regulated sources is a convex function of d. The behavior of the shape functions of these sources is schematically drawn in Figure 3 . We numerically compared the proposed bound (3.5,) with other existing bounds when a large number of IP-telephony sources are multiplexed. We consider two low-bit-rate voice-coding algorithms: G.723.1 and G.729 [22] .
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The bucket whose size is o(6) can store the data when the talkspurt lasts 60 seconds. Since the talkspurt duration usually ranges from 100 ms to 500 ms [26, 30] , most of IP telephony sources should be transparent to the dual token bucket explained above. In Figure 4 , we show the supplementary delay distribution P [ d e l a y > d] for various values of T when 6 = 0.5 and the data in the buffer is transferred with constant service rate of 5.2 Mbps or 5.5 Mbps. We find that the proposed bound is significantly tighter than the bound in Kesidis and Konstantopoulos [21] . (Note that the bound in Kesidis and Konstantopoulos [21] is essentially the same as Theorem 1 in Vojnovik and Le Boudec [29] .) Similar findings were reported in [8, 29] , and we now confirm this for IP-telephony sources. We also found that there is no optimal value for T so that P [ d e l a y > dl becomes smallest for all d. Note that, in G.729 coding, a ten-byte frame is generated every 10 ms during a talkspurt while a two-byte frame is generated every 20 ms during a silence period. Since an IP packet is constructed from two frames of G.729 with the IP/UDP/RTP header during a talkspurt, the total size of IP packet is 24 byte during a talkspurt. The IP packet during a silence period is made of a two-byte frame of G.729 and the IP/UDP/RTP header, so its size is 6 byte. The average bit rate of a single IP-telephony source is given by p(6) = 6 x 9.6 + (1 -6) x 2.4 kbps
because bit rate in a talkspurt is 24 x 8/20 = 9.6 kbps and that in a silence period is 6 x 8/20 = 2.4 kbps. Then, we also assume that the traffic from a IP-telephony source of G.729 is constrained by a dual token bucket whose peak bit rate is 9.6 kbps, average bit rate is p(6), and bucket size is 4 5 ) = {9.6 -p(d)} x 60 kbit. Figure 5 shows the results when 6 = 0.5, T = d/2, and the data in the buffer is transferred with constant service rate of 11.5 Mbps, 11.7 Mbps or 11.9 Mbps. The number of G.729 sources and that of G.723.1 sources are both a thousand. We find that the proposed bound is tighter than Theorem 4 in Vojnovik and Le Boudec [29] .
Tightness of proposed bound
We evaluate the tightness of the proposed bound (3.5) when a thousand of IP-telephony sources coded by G.723.1 are multiplexed. We assume that the data is not compressed even during silence periods so that 28-byte-length packets periodically arrive every 30 ms from each source. Such a periodic source has the subadditive envelope such that a(r) = PT + L,
where P is the peak rate (the inverse of the packet-interarrival time) and L is the packet length. We also assume that IP telephony sources share the outgoing link with nonreal-time traffic. The packets of IP telephony sources are assumed to have nonpreemptive priority over the nonreal-time traffic. Note that, for such a case, the service curve for IP telephony sources is given by B(r) = min{Cr -Lnonreal, O} where C is the outgoing-link capacity and Lnonreal is the length of nonreall-time packet. Iida et al. [17] derived the exact bound of delay distribution when periodic sources are served with nonpreemptive priority discipline, so we use their result for evaluating tightness. In Figure 6 , we compare the proposed bound of supplementary delay distribution with the exact bound in Iida et al. [17] for various bandwidth utilization. (The bandwidth utilization is defined as a ratio of the sum of peak rates of IP telephony sources to the outgoing-link capacity. In numerical experiments, we let LnonTeal = 500 byte.) In Table 1 , we summarize the 99.9-percentile delay obtained by the proposed and the exact bound. Although there is some gap between the proposed and exact bound, we can conclude that the proposed delay bound is reasonably tight enough for practical use. Proposed formula utiliztaion 5.3. Statistical multiplexing gain Finally, we numerically investigate the statistical multiplexing gain when a large number of IP-telephony sources are multiplexed. First, we consider the case where a number of IP telephony sources coded by G.72.3.1 are multiplexed. We should note that the bandwidth utilization of the link dedicated to a single source is p(6)/7.5: for example, the bandwidth utilization is 0.64 when 8 = 0.5. If the bandwidth resource is shared by several sources, the bandwidth utilization should be larger than p ( w 7 . 5 thanks to the statistical multiplexing. Furthermore, the bandwidth utilization should become larger as the number of multiplexed sources increases. With this in mind, based on the delay bound (3.5), we evaluated the bandwidth utilization by changing the number of multiplexed sources when the target statistical QoS is given by P [ d e l a y > dtarget} < e.
In Figure. 7, we show the relationship between the number of multiplexed sources and the bandwidth utilization when dtarget = 20 ms and 6 = 0.5. The 90%-bandwidth utilization is attained when the number of sources is less than 3000. Note that the bandwidth required for accommodating 3000 IP-telephony connections whose talkspurt activity is 0.5 is about 13 Mbps under 90%-bandwidth utilization. We also show the impact of the delay target dtaroet on the bandwidth utilization when e = l o 3 and 8 = 0.5 in Figure 8 . The difference in the delay target does not have large impact on the bandwidth utilization. In particular, the difference between the case of dtarget = 20 ms and that of d f a r g e t = 0.2 ms is quite small.
Next, we explain the results for the IP telephony source using G.729 coding. In Figure 9 , we show the relationship between the number of multiplexed sources and the bandwidth utilization when dfarget = 20 ms a n d 6 = 0.5. The 90%-bandwidth utilization is also attained when the number of sources is 3000 or less. The impact of the delay target dtarget on the bandwidth utilization when e = l o 3 and 8 = 0.5 is shown in Figure 10 , which also indicates that dtarget does not have large impact on the bandwidth utilization when dtarget is less than 20 ms. 
Concluding Remarks
We have derived the upper bounds of the virtual-waiting-time distribution of a single-server queue when several kinds of regulated sources are multiplexed. The statistical multiplexing has been theoretically and numerically analyzed by using the derived upper bound. Numerical results concerning the shape function reveal that the regulated sources have a noteworthy characteristic in the statistical multiplexing: the regulated sources are more advantageous than Markovian-arrival sources and long-range-dependent sources. This finding is very valuable from the traffic-engineering viewpoint: once sources are smoothed by a regulator having a deterministic subadditive envelope, then they could achieve large statistical multiplexing gain even if original sources have long-range dependence. This could be a counter example to the general belief that any kinds of QoS guarantees will necessitate operating the Internet at very low utilization because of the bursty nature of the Internet traffic. It is also an objection to the argument that a token bucket cannot completely remove the long-range dependence of the traffic [28] and thus it is not useful to enhance the st atistical multiplexing gain.
It may be possible to theoretically prove the convexity the shape function although in this paper we have numerically shown it. This remains for further study.
for all 0 >, 0, where the last inequality follows from Lemma 2.1. Thus, Next note that which indicates that the infimum of the right hand side of (A.2) is attained when 0 = 0" (n; dl f3; N} because g(n; 0) is continuous and strictly increasing with 0. Thus,
By substituting the above result into (A.2), we complete the proof. Now we are ready to prove the theorem. Define Random variable lG!AT)(~?), which is the workload a t time 0 when the buffer is empty at time -nT, is non-decreasing with n and thus converges to a random variable A/^ (I?) (5; oo) as n Ã' oo. In addition to this, if the stability condition (5) 
P [ D ( N ) > d ] < P[w(~T) > P ( d ) ] $ P[W^\N) + /3 ( T ) > ,B(d)] = P [~/ V (~) (/V) > ,B(d) -, B ( T ) ]
It is not difficult to see that the last term of the above inequality is equal to the right-hand side of (3.5) . Since the virtual waiting time when P(T) 2 P(T) should be less than that when j ( r ) = P(r) in distribution, the desired conclusion follows. 
