Abstract. It is well known that every asymmetric normed space is a T 0 paratopological group. Since all T i axioms (i = 0, 1, 2, 3) are pairwise nonequivalent in the class of paratopological groups, it is natural to ask if some of these axioms are equivalent in the class of asymmetric normed spaces. In this paper, we will approach this question. We will also show some topological properties of asymmetric normed spaces that are deeply related with the axioms T 1 and T 2 (among others). In particular, we will make a remark on [11, Theorem 13], which states that every T 1 asymmetric normed space with compact closed unit ball must be finite-dimensional (as a vector space). We will show that when the asymmetric normed space is finite-dimensional, the topological structure and the covering dimension of the space can be described in terms of certain algebraic properties. In particular, we will characterize the covering dimension of every finite-dimensional asymmetric normed space.
Introduction
Let X be a real linear space and R + be the set of nonnegative real numbers. An asymmetric norm q on X is a function q : X → R + satisfying the following conditions (1) q(ax) = aq(x), (2) q(x + y) ≤ q(x) + q(y), (3) q(x) = q(−x) = 0 implies x = 0, for every x, y ∈ X and a ∈ R + . The pair (X, q) is called an asymmetric normed space.
Any asymmetric norm induces a non symmetric topology on X that is generated by the asymmetric open balls B q (x, ε) = {y ∈ X | q(y − x) < ε}. This topology is always a T 0 topology in X for which the vector sum on X is continuous. Therefore, if (X, q) is an asymmetric normed space, then (X, +) is a group such that the addition function is continuous. Such groups are called paratopological groups. However, in general this topology is not Hausdorff and the map x → −x is not always continuous, thus (X, q) fails to be a topological group.
Let us remember that a topological group is a group endowed with a topology such that the operation and the inverse functions are continuous. It is known that every T 0 topological group is completely regular. As a consequence, every T 0 topological vector space is completely regular. In the case of paratopological groups, the separation axioms T i (i = 0, 1, 2, 3) are pairwise non-equivalent. However, some non trivial implications may occur. For example, T. Banakh and A. Ravsky proved in [3] that each T 3 paratopological group is T 3 1 2 . In the case of asymmetric normed spaces, some equivalences between separation axioms can occur too. Indeed, if (X, q) is a T 1 finite-dimensional asymmetric normed space then it is a normable space (and therefore it is also T 2 ). This is a strong result, proved in [11, Corollary 11] , that we will use often. Proposition 1.1. Let (X, q) be a finite-dimensional asymmetric normed space satisfying the axiom T 1 . Then the norm q s induces the same topology on X than that induced by q. In this case we say that the asymmetric normed space (X, q) is normable by q s .
Recall that q s : X → R + denotes the norm defined through the formula q s (x) = max{q(x), q(−x)} (see Section §2 for more details about q s ). Another interesting result related with the axiom T 1 was stated in [11, Theorem 13] : Theorem 1.2. The unit closed ball B q [0, 1] of a T 1 asymmetric normed space (X, q) is q-compact if and only if X is a linear finite-dimensional space.
However, we noticed that there is a gap in the 'only if' part of the proof of this theorem. Indeed, the author of [11] used Proposition 1.1 to prove the 'only if' part of Theorem 1.2. But that can only be done provided that the space X is finite-dimensional, which is actually what he wanted to conclude.
Nonetheless, Theorem 1.2 still holds and we will give a correct proof in Section §3 (Corollary 3.3). In the same section, we explore other topological properties related with the axiom T 1 , such as the topology of some quotient spaces.
Axiom T 2 was explored in [10] . In that paper, the authors characterized when an asymmetric normed space is Hausdorff in terms of the seminorm defined in equation (1) (see Proposition 2.1). In the same paper, the authors also characterized when an asymmetric normed space is homeomorphic to the product of a Hausdorff space times the kernel of the seminorm defined in (1) . Inspired by this result, in Section §4 we show that a similar decomposition can always be given. In particular, we will show that if (X, q) is a finite-dimensional right bounded asymmetric normed space, then X is homeomorphic with the product of a Euclidean space times the linear expansion of the kernel of q (see Corollary 4.8) .
Among all the literature about asymmetric normed spaces, finite-dimensional ones are a good source of results, examples and counterexamples. Here, finitedimensional means that the space is a finite-dimensional vector space. Namely it has a finite linearly independent spanning set. If X is a topological vector space, the algebraic dimension coincides with its topological dimension (covering dimension). However, in the non symmetric case this is no longer true. In Section §5, we investigate the topological dimension of several asymmetric normed spaces. The main result of this section characterizes the covering dimension of every finitedimensional asymmetric normed space (see Theorem 5.9). As a corollary of this, we get that the algebraic and covering dimension of a finite-dimensional asymmetric normed space coincide if and only if the space is T 1 . In other cases, the covering dimension is 0 (and therefore the space satisfies the T 4 axiom) or ∞ (depending if the kernel of q spans or not the whole space).
Finally, in Section §6 we investigate what other separation axioms are satisfied by the asymmetric normed spaces and we show some counterexamples. Particularly we prove that every asymmetric space satisfying the axiom T 3 is completely regular.
Preliminaries
Given an asymmetric normed space (X, q), and ǫ > 0, let
We call B q (x, ǫ) and B q [x, ǫ] the open ball and the closed ball centered at x of radius ǫ, respectively. We endow (X, q) with the topology generated by all open balls B q (x, ǫ) (x ∈ X, ǫ > 0). With this topology, the sum function X × X → X given by (x, y) → x + y is continuous, but the inverse function X → X given by x → −x is not always continuous. The multiplication by a fixed positive number, as well as the translations are homeomorphisms (hence, these spaces are homogeneous).
Let q − : X → R + be defined by q − (x) = q(−x). Then q − is also an asymmetric norm on X. If for every x ∈ X we define
then q s : X → R + is a norm on X and (X, q s ) is the normed space associated with the asymmetric normed space (X, q).
In certain cases, we will need to use the topology generated by the norm q s , i.e., the topology determined by the sets B q s (x, ε) = {y ∈ X | q s (y − x) < ε} with x ∈ X and ε > 0. For this reason, in order to avoid any confusion, it is important to distinguish between both topologies at the moment of dealing with them. Therefore, we will say that a set A ⊂ X is q-compact (q s -compact) if it is compact in the topology generated by q (q s ). We will similarly define the notion of q-open, q-closed, q-continuous (q s -open, q s -closed, q s -continuous), etc. It is easy to check that (X, q) is a first-countable space such that the sequence (x n ) converges to x ∈ X if and only if lim n→∞ q(x n − x) = 0.
Since q(x) ≤ q s (x) for every x ∈ X, if a sequence (x n ) converges to x in the normed space (X, q s ) then the same holds in (X, q). Also,
This implies that the topology of (X, q s ) is finer than both topologies induced by q and q −1 , respectively. Additionally, the asymmetric norm q : (X, q s ) → R + is always continuous, and therefore the closed balls B q [x, ǫ] are q s -closed. However, in general the closed balls are not q-closed (see Proposition 2.4).
For every asymmetric normed space (X, q), let us consider the map · q : X → R + defined by
It was proved in [10] that x q is the greatest (symmetric) seminorm on X such that x q ≤ q(x) for every x ∈ X. There, the following result was stated.
Proposition 2.1. For any asymmetric normed space (X, q) we have:
(1) X is T 1 if and only if q(x) > 0 for every x ∈ X \ {0}.
(2) X is T 2 if and only if x q > 0 for every x ∈ X \ {0}.
For any asymmetric normed space (X, q), we consider the sets
It is easy to see that θ q is a convex cone (i.e., it is closed under sums and positive scalar multiplication), and ker · q is a linear subspace of X. Thus, after Proposition 2.1 we get that (A1) θ q = {0} if and only if X is
There is certain disagreement among the literature about the definition of the separation axioms T 3 , T 3 1 2 and T 4 . To avoid any confusion we will follow [18] . Namely, a regular space will be a space satisfying the axioms T 1 and T 3 . Analogously by a completely regular (normal ) space we mean a space satisfying the axioms T 1 and T 3 1 2 (T 1 and T 4 , respectively). It is widely known that any topological space satisfying the axioms T 3 and T 0 is a Hausdorff space (hence, regular). For the sake of completeness we include a short proof of this statement. Proposition 2.2. Let X be a topological space satisfying the axioms T 3 and T 0 . Then X is T 2 .
Proof. Let x, y ∈ X with x = y. Since X is T 0 , without loss of generality there exists an open set U such that x ∈ U and y / ∈ U . Using the fact that X is T 3 , we can find two disjoint open sets, V and W such that x ∈ V and X \ U ⊂ W . Since y ∈ X \ U , we can conclude that V and W separate x and y.
Since every asymmetric normed space is T 0 , from Proposition 2.2 we directly infer the following. Corollary 2.3. Every T 3 asymmetric normed space is Hausdorff.
On an asymmetric normed space, there is a simple condition which implies the separation axiom T 3 . Proposition 2.4. Let (X, q) be an asymmetric normed space. If the closed ball
Proof. If B q [0, 1] is q-closed, it is easy to see that all closed balls are q-closed too. Let x ∈ X and ǫ > 0. Then clearly
Since B q (x, ǫ) was an arbitrary open basic neighborhood of x, this shows that X is T 3 .
The following lemma will be used several times. The reader can verify its proof in [13, Lemma 3.6] .
Lemma 2.5. Let (X, q) be an asymmetric normed space and let x, y ∈ X. If an open ball B q (z, ǫ) contains the ray {tx + y : t ≥ 0} then x ∈ θ q .
After Lemma 2.5 we get that if the space is T 1 , then the open (and closed) balls do not contain non trivial rays.
The statements of the following lemma will be useful.
Lemma 2.6. Let (X, q) be an asymmetric normed space.
(1) Let x 1 , . . . , x n ∈ θ q with x n = 0. Then
For every x, y ∈ X, we have that q(x + y) ≥ q(x) − q(−y).
Proof. Suppose that x 1 + . . . + x n = 0, so x 1 + . . . + x n−1 = −x n . Therefore −x n ∈ θ q , because θ q is closed under addition. From this we conclude that q(x n ) = q(−x n ) = 0, contradicting the hypothesis x n = 0. Now, let x, y ∈ X. By the triangular inequality,
It follows then that q(x) − q(−y) ≤ q(x + y).
Given a vector space X and M ⊂ X, we will denote by M the linear span of M .
T 1 separation axiom and quotient of asymmetric normed spaces
As a consequence of Proposition 1.1, we have the following lemma.
Lemma 3.1. Let (X, q) be an asymmetric normed space and let Y = θ q , the subspace spanned by θ q . If Z is a subspace such that Y ∩Z = {0}, then the following sentences hold:
follows directly from Proposition 1.1.
We say that two asymmetric norms q and p on X are equivalent if there exist two numbers M, N > 0 such that for every x ∈ X,
It follows that p and q are equivalent if and only if there are M, N > 0 such that
Also, if q and p are equivalent then (X, q) and (X, p) have the same topology. Since we always have B q s (0, 1) ⊆ B q (0, 1), then in order for q and q s to be equivalent it suffices that B q (0, 1) is a q s -bounded set. Proof. Let us suppose that B q [0, 1] is a q-compact set in the space (X, q). Then the sphere
, and thus S q is also qcompact.
First, we will prove (1). Otherwise, if
Since q(x n ) ≤ 1, we can assume that q(x n ) < q s (x n ) and therefore q s (x n ) = q(−x n ) for all n ∈ N. For each n ∈ N consider the point
.
Thus, by the compactness of B q [0, 1] we can assume that the sequence (y n ) converges to some y ∈ B q [0, 1]. Furthermore, q(−y n ) = 1 and then (−y n ) ⊆ S q . Since S q is q-compact, we can suppose without loss of generality that (−y n ) converges to some point z ∈ S q (in particular z = 0). By the continuity of the sum function, the trivial sequence (y n + (−y n )) converges to y + z. Hence y + z ∈ {0} q = {0} because X is T 1 , so y = −z = 0. This shows that (−y n ) converges to −y, and then
This means that (y n ) converges to y in the normed space (X, q s ). Now, let t be any nonnegative real number. Pick n ∈ N large enough such that t/q(−x n ) < 1. Then, since
By Lemma 2.5 we must have y = 0, a contradiction. We conclude that B q [0, 1] must be a q s -bounded set. By Lemma 3.2 the spaces (X, q) and (X, q s ) have the same topology and therefore (2) holds. Since
and therefore it is also q-compact. This shows that X is a locally compact normed space and so it must be finitedimensional. Now, we will see what happens with the quotient spaces. Let (X, q) be an asymmetric normed space. If Y is a linear subspace of X, let us remember that the linear space X/Y of all cosets x + Y is called the quotient space of X by Y . The asymmetric norm q induces the function
Although w Y is nonnegative, positively homogeneous and satisfies the triangular inequality, it might not be an asymmetric norm. Rather, it is an asymmetric seminorm (see [7, Chapter 1] for more information about asymmetric seminorms).
We endow X/Y with the topology induced by the asymmetric seminorm w Y , in the same way we do for asymmetric norms.
Clearly
for all x ∈ X, so it follows that if π : (X, q) → (X/Y, w Y ) is the quotient map, then π is continuous. Hence, the quotient topology on X/Y is finer than the topology induced by w Y . Additionally, π is open as we will see in the following proposition. Proof. It suffices to note that π(B q (x 0 , ε)) = B wY (x 0 + Y, ε), where ε > 0 and
Since the quotient topology on X/Y and the topology generated by w Y are the same, throughout the rest of the paper we will always assume that the quotient spaces are endowed with this common topology.
In the following proposition, it is showed that the q-closedness of Y characterizes the T 1 axiom on the quotient space. Note that even though w Y is an asymmetric seminorm, it is true that if X/Y is Proposition 3.5. Let (X, q) be an asymmetric normed space and Y be a linear subspace of X. Then:
where θ q denotes the linear subspace of X spanned by θ q , and θ q its q-closure.
Proof.
(1) Let us suppose that X/Y is T 1 . Let (y n ) ⊆ Y be a sequence that converges to some point x ∈ X. Since
for all n ∈ N, by the convergence of (y n ) we get that
Suppose now that Y is q-closed and let x ∈ X be such that w Y (x + Y ) = 0. By the definition of w Y , there exists a sequence (y n ) ⊆ Y such that q(x + y n ) → 0. Hence (y n ) converges to −x. Since Y is q-closed, then −x ∈ Y . Using the fact that Y is a linear subspace, we conclude that x ∈ Y , proving the equality x + Y = Y and therefore X/Y is T 1 .
To prove (2) , suppose that X/Y is T 1 and take x ∈ θ q , i.e., q(x) = 0. Then
Product structure of asymmetric normed spaces
In the case of a normed space, say X, if Y is a closed linear subspace and X/Y is finite-dimensional, then X is homeomorphic to Y × Z, for any subspace Z complementary to Y (see [4, Chapter III] ). We will show that the same result holds in asymmetric normed spaces. With this, we can give a natural decomposition of the so called right-bounded asymmetric normed spaces.
In [10, Theorem 14] , the authors proved that any asymmetric normed space (X, q) is linearly homeomorphic to ker · q × (X/ ker · q ) if and only if ker · q is complemented. Inspired by the proof of this theorem, we will show that in fact X is linearly homeomorphic to Y × (X/Y ) (with a certain condition) if and only if Y is complemented. Let us recall some definitions. 
is an asymmetric normed space, the subspace Y is called complemented if there exists a projection Q : X → Y such that Q and I − Q are continuous functions in (X, q), where I : X → X is the identity.
If Q : X → Y is a projection, then for every x ∈ X,
Furthermore, if z ∈ ker Q ∩ Im Q, then z = Q(x) for some x and 
Hence, a subspace Y of (X, q) is complemented if and only if there exist a projection Q : X → Y and K > 0 such that for every x ∈ X,
In what follows, if (X, q) and (Y, p) are asymmetric normed spaces, we will assume that the product X × Y is endowed with the asymmetric norm
It is easily seen that q * induces the product topology on X × Y .
Theorem 4.2. Let (X, q) be an asymmetric normed space and Y be a linear subspace of X. Then the following statements are equivalent.
(1) There are a subspace Z of X and a linear homeomorphism f :
Moreover, in this case Z is linearly homeomorphic to X/Y .
Proof. Let us suppose that (1) is true. If u ∈ Y ∩ Z, then f (u) = (0, 0), and so u = 0 by the injectivity of f . Thus Y ∩ Z = {0}. For every x ∈ X, let y x ∈ Y and z x ∈ Z be the unique elements such that
Analogously, the projection
is continuous too. Suppose now that (2) is true. Let Q : X → Y be a continuous projection such that I − Q is also continuous. Let f : X → Im Q × ker Q be defined by
Finally, in this case the restricted quotient map π : Z → X/Y is a linear homeomorphism. Indeed, since π is continuous and surjective, it suffices to show that π is injective and π −1 is continuous. The injectivity follows from the fact that
Since Z = Im (I − Q), the function π −1 is given by π −1 (x + Y ) = x − Q(x) for every x + Y ∈ X/Y . Let K > 0 be such that q((I − Q)(x)) ≤ Kq(x) for all x ∈ X. Then, if x ∈ X and y ∈ Y we have
As we mentioned earlier, it is well known that in (symmetric) normed spaces, X admits a decomposition of the form Y × Z if X/Y is finite-dimensional and Y is closed. We will show that such decomposition holds in asymmetric normed spaces too. According to Theorem 4.2, it is enough to prove that Y is complemented. Let us first prove the following lemma. Lemma 4.3. Let (X, q) be an asymmetric normed space. Fix z ∈ X and let f : (X, q) → (R, | · |) be a continuous map. Then the function F : (X, q) → (X, q) given by F (x) = f (x)z is continuous.
Proof. For any x, y ∈ X, we have
Since q s (z) is a constant, then the continuity of f implies the continuity of F . 
Consider Q : X → Z given by
Then Q is a projection, and for every x ∈ X we have Remember that by Proposition 3.5, any q-closed subspace must contain θ q . Hence, if Y = θ q is a linear subspace of (X, q), then it is the smallest subspace for which the decomposition in Corollary 4.5 holds. However, it turns out that θ q might not be a linear subspace of X. Besides, even if it is a subspace, it could happen that X = θ q and then such decomposition would be trivial. We illustrate these situations with the following example. (2) Consider X and q given as in (1), and let p : X → R + defined by p(x, y) = max{|x|, y − }, where y − = max{−y, 0}. Let r : X → R 2 be r(x, y) = p(x, y) x ≤ 0 q(x, y) x ≥ 0
We have θ r = {(0, y) : y ∈ R}, while its r-closure is {(x, y) : x ≤ 0} which is not a linear subspace of X.
To finish this section, we will show that there is a class of asymmetric normed spaces such that θ q = θ q . Therefore, in this case the q-closure of θ q is indeed a linear subspace of X.
In [11, Definition 16] , the class of right-bounded asymmetric normed spaces was defined. An asymmetric normed space (X, q) is called right-bounded if there exists r > 0 such that
Proposition 4.7. Let (X, q) be a right-bounded asymmetric normed space with the two following properties:
There exists a norm · equivalent to q s such that (X, · ) is a Hilbert space.
Then θ q is a q-closed linear subspace of X.
In particular, if (X, q) is a right-bounded finite-dimensional asymmetric normed space, then θ q is a q-closed linear subspace of X. for all x ∈ X. If y ∈ Y and z ∈ Y ⊥ , we know that
Hence, for any y ∈ Y and z ∈ Z,
To prove that Y is q-closed, let (y n ) ⊆ Y be a sequence that converges to some x ∈ X. This means that q(y n − x) converges to zero. So, without loss of generality, we can suppose that q(y n − x) ≤ 1/n for all n ∈ N. Since X is right-bounded, there exists r > 0 such that B q (0, 1) ⊆ B q s (0, r) + θ q . Therefore y n − x ∈ B q s (0, r/n) + θ q . For each n ∈ N, pick v n ∈ θ q with the property that y n − x − v n ∈ B q s (0, r/n). Let y ∈ Y and z ∈ Y ⊥ be such that x = y + z. Then N z ≤ q s (y n − v n − y − z) < r/n, for every n ∈ N.
This implies that z = 0 and hence x ∈ Y , as desired.
Condition (2) in Proposition 4.7 may seem a little restrictive, however, there are many known conditions for a norm being equivalent to a norm generated by an inner product. See for instance [12, Theorem 7.12 .68] and [6, Theorem 3.3] . Proposition 4.7 and Corollary 4.5 yield the following corollary.
Corollary 4.8. Let (X, q) be a right-bounded asymmetric normed space such that X satisfies (1) and (2) from Proposition 4.7. If X/ θ q is finite-dimensional, then X is linearly homeomorphic to θ q × Z, where Z is a T 1 subspace of (X, q), linearly homeomorphic to X/ θ q . In particular Z is linearly homeomorphic to a Euclidean space.
Since every finite-dimensional asymmetric normed space satisfies (1) and (2) from Proposition 4.7, we directly conclude the following.
Corollary 4.9. If (X, q) is a right-bounded finite-dimensional asymmetric normed space, then X is linearly homeomorphic to θ q ×Z, where Z is a Euclidean subspace of (X, q) linearly homeomorphic to X/ θ q .
The following example shows that the condition of being right-bounded is essential in Corollaries 4.8 and 4.9, even in the finite-dimensional case.
Example 4.10. In R 2 , consider the asymmetric norms q and p defined as in Example 4.6. We have θ p = θ q , and since p s (x, y) = max{|x|, |y|}, it is easy to see that
is linearly homeomorphic to θ p × R, where R has its usual topology.
On the other hand, θ q × R = θ p × R is homeomorphic to (R 2 , p), which is not homeomorphic to (R 2 , q). Indeed, all open sets in (R 2 , q) have q-closure equal to the whole space R 2 , while the p-closure of the ball B p (0, 1) is the set {(x, y) :
To finish this section, we will make a final remark regarding T 1 and T 2 asymmetric normed spaces. By Proposition 3.5, if Y is a linear subspace of an asymmetric normed space (X, q), then X/Y is T 1 if and only if Y is q-closed. Furthermore, in this case Y contains θ q . As we showed in Example 4.6, θ q might not be a linear subspace. Let Y θ be defined as the smallest q-closed subspace of X containing θ q . Therefore, X/Y θ is a T 1 space and Y θ is the smallest subspace such that the quotient is T 1 .
On the other hand, in [10] it was showed that X/ ker · q is a T 2 space (in particular, Y θ ⊆ ker · q ). Let us show that ker · q is the smallest subspace such that the quotient is T 2 .
Proposition 4.11. Let (X, q) be an asymmetric normed space and Y be a linear subspace of
Proof. Let us show that the corresponding seminorm · wY satisfies the following inequality x + Y wY ≤ x q , for all x ∈ X. By definition,
This proves the inequality. Therefore, if
Covering dimension vs. algebraic dimension
In this section, we will find the covering dimension of some asymmetric normed spaces. We refer the reader to [17] for more information about the theory of dimension. We emphasize that the definition of covering dimension that we will use (c.f. [17] ) does not require any additional condition on the topological space, such as being Hausdorff or any other separation axiom.
The order of a family of nonempty subsets {A i : i ∈ I} is the maximum n ∈ N ∪ {0} for which there exists M ⊆ I with |M | = n + 1 such that i∈M A i = ∅. If there is no such n, then we say that the order of {A i : i ∈ I} is ∞. The covering dimension of a topological space X is the minimum n ∈ N ∪ {0} such that every finite open cover of X has an open refinement of order not exceeding n, or is ∞ if there is no such n. We will denote this number with dim X. On the other hand, if X is a linear space then dim a X will denote the algebraic dimension, namely the cardinality of any basis of X. As we have done before, when we say that X is finite-dimensional we understand that dim a X < ∞.
It is well known that for every finite-dimensional normed space X the covering dimension coincides with its algebraic dimension. Analogously, if X is an infinitedimensional normed space, then dim X = ∞. Thus, it is natural to ask what happens when we consider asymmetric normed spaces. As expected, in this case the situation is rather different.
For example, if we consider on R m the asymmetric norm q :
then it is not difficult to show that (R m , q) has covering dimension zero. In fact, every finite open cover must have the whole space R m between its elements. The essential reason for this is that θ q is somehow big, meaning (in this case) that it contains nonempty q-open sets. We generalize this situation in the following lemmas.
Lemma 5.1. Let (X, q) be an asymmetric normed space such that there exist x ∈ X and ǫ > 0 with B q (x, ǫ) ⊆ θ q . If U is any finite q-open cover, then X ∈ U.
Proof. Since −nx ∈ X for every n ∈ N there must exist an infinite sequence of natural numbers (n j ) j∈N and U ∈ U such that −n j x ∈ U for every j ∈ N. Let r j > 0 be such that B q (−n j x, r j ) ⊆ U for every j ∈ N. Fix any y ∈ X, and let m ∈ N with m > 2q(y). It is easy to see that ǫy m + x ∈ B q (x, ǫ).
Since B q (x, ǫ) ⊆ θ q it follows that q(ǫy + mx) = 0. This also implies 0 = q(ǫy + mx) = q(ǫy + (m + 1)x − x), so ǫy + (m + 1)x ∈ B q (x, ǫ) ⊆ θ q and then q(ǫy + (m + 1)x) = 0. By induction we can see that q(ǫy + (m + k)x) = 0 for each k ∈ N. Pick j ∈ N with n j > m, so in particular for k = n j − m we obtain q(ǫy + n j x) = 0. This means ǫy ∈ B q (−n j x, r j ) ⊆ U.
Since y was arbitrary, we obtain X = U .
We will show now that Lemma 5.1 still holds if we only suppose that B q s (x, ǫ) ⊆ θ q (a weaker condition, because we always have B q s (x, ǫ) ⊆ B q (x, ǫ)).
Lemma 5.2. Let (X, q) be an asymmetric normed space such that there exist x ∈ X and ǫ > 0 with B q s (x, ǫ) ⊆ θ q . If U is any finite q-open cover, then X ∈ U.
Proof. In [8, Lemma 2.8], it was shown that there is an asymmetric norm p on X (not necessarily equivalent with q) such that
Moreover, θ p = θ q (see [14, Lemma 2.6] ). Also, for any y ∈ X and r > 0, B p (y, r) = rB p (0, 1) + y = B q s (y, r) + θ q ⊆ B q (y, r).
It follows that any
then by Proposition 5.1 we conclude that X ∈ U.
Corollary 5.3. Let (X, q) be an asymmetric normed space such that θ q has nonempty q s -interior. Then dim X = 0.
Proof. If U is a finite q-open cover of X, then X ∈ U by Lemma 5.2. Therefore {X} is an open refinement of U whose order is 0.
In the finite-dimensional case, we will give a sufficient condition for θ q having nonempty q s -interior.
Lemma 5.4. Let (X, q) be a finite-dimensional asymmetric normed space. If θ q spans the whole space X, then θ q has nonempty q s -interior.
Proof. Since X is finite-dimensional, (X, q s ) is homeomorphic to a Euclidean space R n . Let {x 1 , . . . , x n } ⊆ θ q be a basis of X. Since this basis is linearly independent, the set of n + 1 points A = {0, x 1 , . . . , x n } is geometrically independent. Hence, the convex hull of A, denoted by C(A), endowed with the norm q s is homeomorphic to a set with nonempty Euclidean interior in R n (see [16, Theorem 3.2.4] ). Therefore C(A) has nonempty q s -interior. Also, C(A) ⊆ θ q , because θ q is closed under sum and positive scalar multiplication. This proves the result.
The following characterization of the covering dimension is very useful [17, Chapter 3, Proposition 1.2].
Proposition 5.5. For any topological space X the following statements are equivalent:
. Let (X, q) be a finite-dimensional asymmetric normed space, with 0 = Y = θ q = X. Let · be a norm on X induced by a fixed inner product, and suppose that X = Y ⊕ Z, where Z = Y ⊥ is the orthogonal complement of Y with respect to the inner product. Let C and {z j : j ∈ N} be subsets of Z such that z j / ∈ C for every j ∈ N. Then there exists an open subset U of X with the following two properties:
Proof. First, observe that by Lemma 3.1, the subspace Z is T 1 and normable by q s . Hence q(z j − c) > 0 for every j ∈ N and c ∈ C, because z j − c ∈ Z \ {0}. Since X is finite-dimensional, we can find N > 0 such that
for every x ∈ X. Since y is orthogonal to z for every y ∈ Y and z ∈ Z, we have
In particular, for every y ∈ Y and z ∈ Z,
Since (Z, q − ) is also normable by q s , then q and q − are equivalent, so there exists M > 0 such that
Let {y 1 , . . . , y m } ⊆ θ q be a linear basis of Y . Define y = m i=1 y i ∈ θ q . By Lemma 2.6 y = 0. For every z ∈ Z, n ∈ N and r > 0, consider
The sets I n,z,r are open in the Euclidean space Z. Clearly, if r < r ′ then I n,z,r ⊆ I n,z,r ′ . Note that We will use this fact to construct the desired set U as follows. For each n ∈ N and c ∈ C, choose r n,c > 0 such that (a) max{r n,c , r n,c /M } < N y . It follows from Claim I that Y + C ⊆ U . Fix j ∈ N. In order to prove that Y + z j is not contained in U , it suffices to show that −jy + z j / ∈ U .
Suppose this is not the case, so let us assume that there exist n ∈ N and c ∈ C such that −jy + z j ∈ B n,c . This means that (4) q(−jy + z j − (−ny + c)) = q((−j + n)y + z j − c) < r n,c .
Let us call w = (−j + n)y + z j − c, so q(w) < r n,c . Claim II: j ≤ n.
Assume that the opposite is true, so j − n > 0. In particular, (j − n)y ∈ θ q . By using the inequality given in Lemma 2.6, we obtain
On the other hand,
By (3), we have M q(−z j + c) ≤ q(z j − c). Hence, by (5) and (6) we conclude that M q(−w) ≤ q(w) < r n,c . Therefore, by (2) and the definition of r n,c ,
This implies that | − j + n| < 1, a contradiction since j = n. Thus the Claim II is proved.
Note that z j ∈ B n,c , because
Analogously, c ∈ B n,c , because q(c − (−ny + c)) = q(ny) = 0 < r n,c .
We conclude that c, z j ∈ I n,c,rn,c . But by Claim II j ≤ n, so the definition of r n,c (b) implies that
This contradiction shows that −jn + z j cannot be in B n,z , and now the proof is complete.
Lemma 5.7. Let (X, q) be an asymmetric normed space and Y = θ q . Assume that Z ⊂ X is a linear subspace such that X = Y + Z. If Y is finite-dimensional then for every finite open cover U of X and every z ∈ Z there exists U ∈ U such that Y + z ⊆ U .
Proof. Take a basis {y 1 , . . . , y k } ⊆ θ q of Y . For every n ∈ N consider
Since the cover U is finite, there exists U ∈ U containing infinitely many elements of {x n : n ∈ N}. Let (n j ) j∈N be an increasing sequence of natural numbers such that x nj ∈ U for every j ∈ N. If j ∈ N, since U is open there exists ǫ j > 0 such that
Let y + z ∈ X. So y = k i=1 t i y i for some t 1 , . . . , t k ∈ R. Let j ∈ N such that t i + n j > 0 for every i ∈ {1, . . . , k}. Then
Proof. Fix n ∈ N. We will use Proposition 5.5 to show that dim X ≤ n is false. Consider an inner product on X so that X = Y ⊕ Z, where Z = Y ⊥ . By Lemma 3.1 (Z, q) is normable, so it is homeomorphic to some Euclidean space. Let Z 1 , . . . , Z n+2 ⊆ Z be pairwise disjoint dense subsets of Z with Z = n+2 k=1 Z i . For each k ∈ {1, . . . , n + 2}, let {z (k) j : j ∈ N} be a countable dense set of Z k which is also dense in Z. By Lemma 5.6, for every k ∈ {1, . . . , n + 2} there is an open subset U k of X such that U k contains Y + Z k and U does not contain Y + z (i) j for every j ∈ N and i ∈ {1, . . . , n + 2} \ {k}. Clearly
Hence {U 1 , . . . , U n+2 } is an open cover of X. In order to apply Proposition 5.5, let {V 1 , . . . , V n+2 } be any open cover of X such that each V k ⊆ U k and let us show that 1 ∈ V 1 . Let m < n + 2 and suppose there is j such that z
is contained in some element of {V 1 , . . . , V n+2 }, it only can be V m+1 by construction. In particular z
We have thus computed the covering dimension of all finite-dimensional asymmetric normed spaces.
Theorem 5.9. Let (X, q) be a finite-dimensional asymmetric normed space. Let Y = θ q .
Proof. If Y = X, by Lemma 5.4, θ q has nonempty q s -interior. Hence, by Corollary 5.3, dim X = 0.
If 0 = Y = X, then dim X = ∞ by Theorem 5.8. If Y = 0, then θ q = {0}. Hence X is T 1 , so it is normable and homeomorphic to the Euclidean space R n , where n = dim a X. Since R n has covering dimension n ( [17, Chapter 3, Theorem 2.7]) so does X.
Separation axioms on asymmetric normed spaces
Let us emphasize that in the definitions of the separation axioms T 3 , T 4 and T 3 1 2 , we do not include the T 1 axiom (see [18] for more information about separation axioms).
By Proposition 1.1, every finite-dimensional asymmetric normed space satisfying the axiom T 1 is normable, which in particular means that, in this case, T 1 implies T 2 . In this section we explore the relation between other separation axioms that occur in asymmetric normed spaces.
Let us begin by remembering that, if (X, q) is an asymmetric normed space, then X is always a T 0 space.
In [2] , F. G. Arenas, J. Dontchev and M. Ganster introduced the T 1 4 separation axiom as follows.
Definition 6.1. Let X be a topological space. We say that X is a T 1 4 space if for any x ∈ X and any finite collection of points x 1 , . . . , x n ∈ X, with x = x i for all i = 1, . . . , n, there exists an open set U ⊆ X such that x ∈ U and x 1 , . . . , x n / ∈ U , or x / ∈ U and x 1 , . . . , x n ∈ U .
It is easy to see that T 1 implies T 1
4
, T 1 4 implies T 0 , and that these axioms are non-equivalent. As the notation suggests, the T 1 4 axiom can be thought as the weakest separation axiom that implies T 0 . It is natural to ask if there exists a T 1 4 asymmetric normed space that is not T 1 . We give a negative answer to this.
Proof. Let us suppose that (X, q) is not T 1 and let us show that X cannot be T 1 4 . Then, pick x ∈ θ q with x = 0. Clearly, any basic neighborhood of 0, say B q (0, ǫ), contains x because q(x) = 0 < ǫ. On the other hand, any neighborhood of x, say B q (x, δ), contains 2x because q(2x − x) = 0. Hence, there is no q-open set U such that 2x, 0 ∈ U and x / ∈ U , or 2x, 0 / ∈ U and x ∈ U .
T. Banakh and A. Ravsky proved in [3] that every T 3 paratopological group is T 3 1 2 . This result in combination with Propositions 2.4 and Corollary 2.3, yields the following. (f n (t) − f (t)) + dt converges to zero. Hence 1 0 (f n (t) − f (t)) − dt must converge to zero too. Since
for all n and t ∈ [0, 1], there is a closed subinterval J ⊆ [0, 1] containing the point t 0 , where f (t) − f n (t) > f (t 0 ) − 1 > 0 for all n and t ∈ J. Thus
This contradicts the fact that 1 0 (f n (t) − f (t)) + dt converges to zero.
By Lemma 3.2, if B q [0, 1] is q s -bounded then (X, q) is normable, hence it is T 2 . It is well known that the asymmetric normed space described in Example 6.4 is not a topological vector space and hence it is not normable (see, e.g., [ 7, Example 1.1.41]). Therefore, its unit closed ball cannot be q s -bounded. This shows that in the infinite-dimensional case, not every Hausdorff (or even, completely regular) asymmetric normed space is normable.
We will show now that if the set θ q has nonempty q s -interior then the space is T 4 . Although it seems that, under this condition there cannot be disjoint nonempty closed subsets, it is worth observing that this can be deduced from our results about the covering dimension of asymmetric normed spaces. Indeed, it is well known that any topological space X such that dim X = 0 is a T 4 -space (see [17, Chapter 3] ). Then, by Corollary 5.3 we can infer the following. Corollary 6.5. Let (X, q) be an asymmetric normed space such that θ q has nonempty q s -interior. Then (X, q) is a T 4 -space.
In the following example, we show an asymmetric normed space such that it is not a T 3 -space nor a T 4 -space. Example 6.6. Let X = R 2 and consider the asymmetric norm q(x, y) = max{x + , |y|}. Then X is not a T 3 -space nor a T 4 -space.
Proof. Let F be the closure of the set {(x, 1/x) : x > 0} and C = {(x, 0) : x ∈ R}. It is easy to see that F ∩ C = ∅ and that C is a q-closed subset. Consider an open neighborhood B q ((0, 0), ǫ) of (0, 0) and A an open set containing F . Clearly (0, ǫ/2) ∈ B q ((0, 0), ǫ). Also (2/ǫ, ǫ/2) ∈ F , so there is δ > 0 such that B q ((2/ǫ, ǫ/2), δ) ⊆ A. Therefore, it is natural to ask which of these implications can be reversed.
In the literature about asymmetric normed spaces, every T 1 infinite-dimensional asymmetric normed space that we find has closed unit ball, and therefore it is completely regular (and Hausdorff). From this situation, we are particularly interested in the following natural questions. 
