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Abstract
Implicit discourse relation recognition is a
challenging task due to the absence of the nec-
essary informative clue from explicit connec-
tives. The prediction of relations requires a
deep understanding of the semantic meanings
of sentence pairs. As implicit discourse rela-
tion recognizer has to carefully tackle the se-
mantic similarity of the given sentence pairs
and the severe data sparsity issue exists in the
meantime, it is supposed to be beneficial from
mastering the entire training data. Thus in this
paper, we propose a novel memory mecha-
nism to tackle the challenges for further per-
formance improvement. The memory mecha-
nism is adequately memorizing information by
pairing representations and discourse relations
of all training instances, which right fills the
slot of the data-hungry issue in the current im-
plicit discourse relation recognizer. Our exper-
iments show that our full model with memo-
rizing the entire training set reaches new state-
of-the-art against strong baselines, which es-
pecially for the first time exceeds the milestone
of 60% accuracy in the 4-way task.
1 Introduction
Implicit discourse relation recognition is one of
the critical components of discourse parsing. This
task is to identify the relationship between two ad-
jacent discourse units (sentence or clause) without
explicit connectives (e.g. because, whereas, etc.).
This task is tough because relation recognition re-
quires a deep understanding of the two discourse
units. Previous works have shown that this task
is instrumental to many downstream tasks such as
text summarization (Gerani et al., 2014) and ques-
tion answering (Jansen et al., 2014).
The most important benchmark datasets until
now for this task is Penn Discourse Treebank 2.0
∗Corresponding author.
(PDTB 2.0) (Prasad et al., 2008), in which an in-
stance is a tetrad {Arg1, Arg2, implicit connec-
tive, discourse relation}, where the argument pair
Arg1 and Arg2 are discourse related sentences or
clauses, the implicit connectives are annotated by
humans and are not known during testing. Implicit
discourse relation recognition is to disclose dis-
course relation for any given Arg1 and Arg2 with-
out knowing implicit connective. Here is an exam-
ple for the instance,
[Arg1]: Never mind.
[Arg2]: You already know the answer.
[Implicit connective]: Because
[Discourse relation]: Cause
Numerous works have been done for this task.
Lin et al. (2009) and Pitler et al. (2009) first prac-
ticed conventional methods with artificial linguis-
tic features. Since 2015, neural networks domi-
nate the mainstreams by introducing convolutional
neural network (CNN) (Zhang et al., 2015; Qin
et al., 2016b), recurrent neural network (RNN) (Ji
et al., 2016; Ro¨nnqvist et al., 2017), attention
mechanism (Liu and Li, 2016; Ro¨nnqvist et al.,
2017), and other network methods (Qin et al.,
2016c; Schenk et al., 2016; Lan et al., 2017; Dai
and Huang, 2018; Guo et al., 2018).
For neural network methods, the parameters
learned from the training data capture the semantic
features. However, due to the data sparsity issue,
these captured features may not well semantically
link arguments and their relations, which thus will
heavily affect the performance.
So in this work, we propose a novel memory
component storing all the semantic representations
of training instances and their corresponding re-
lations. During testing, the model could consult
the memory component and find out the similar
semantic patterns and utilize the memorized re-
ar
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lations. The hypothesis is that if the similar in-
stances in the training set can be retrieved, the re-
lations of these instances must be helpful. The
training instances are stored through their encoded
representations. These memorized instances can
also be considered as a sort of knowledge source,
which reflects the links between semantic repre-
sentations and discourse relations. The adopted
memory component can be theoretically applied
to any existing suitable models.
To implement and evaluate the memory compo-
nent, we integrate the memory component into the
state-of-the-art model from Bai and Zhao (2018)
and let the augmented model be evaluated on the
benchmark PDTB 2.0, which shows that the ap-
pended memory mechanism can further promote
the performance over strong baseline.
This paper is organized as follows. Section 2 re-
views the related works. Section 3 introduces the
baseline model and our proposed memory compo-
nent. Section 4 demonstrates the experiments and
analyses. Section 5 states the conclusion.
2 Related Works
2.1 Implicit Discourse Relation Recognition
Since the PDTB 2.0 corpus was released, a surge
of works focusing on implicit discourse relation
recognition have been proposed. And after two
shared tasks (Xue et al., 2015, 2016) on CoNLL
are held, this task attracted more researchers.
Feature-based methods (Pitler et al., 2009; Lin
et al., 2009; Zhou et al., 2010) mainly focused
on extracting linguistic, or semantic features from
the discourse units, or the relations between unit
pairs. Then these features are distilled and sent to
a classifier for relation prediction. Lin et al. (2009)
explored several common features and their com-
bination. Lei et al. (2018) considered some se-
mantic and cohesion features. Recent years, most
of the works focused on using neural networks to
extract the features, or to produce more suitable
representations for prediction. Braud and Denis
(2015) found that embeddings trained with neu-
ral networks are very useful. Chen et al. (2016a)
and Lei et al. (2017) used the relationship be-
tween words to help the classification. Zhang et al.
(2015) and Qin et al. (2016b) used CNN to en-
code the discourse units to representations. Qin
et al. (2016c) used a gated mechanism to enhance
their classifier. Ji et al. (2016) used RNN to model
sentences and used graphical models to do infer-
ence. Liu and Li (2016), Ro¨nnqvist et al. (2017),
and Guo et al. (2018) deployed attention mecha-
nism for better semantic extraction. Rutherford
et al. (2017) compared several network architec-
tures. Liu et al. (2016), Lan et al. (2017), Kishi-
moto et al. (2018), and Xu et al. (2018) tried to
use extra information to help the training proce-
dure. Dai and Huang (2018) put discourse units to
their context and made prediction in series.
Our work is orthogonal and complementary to
them. Our motivation of introducing this is to
lighten the existing data-hungry bottleneck of dis-
course relation recognition problem which only
counts on an extremely small dataset. As the im-
plicit task is more semantically difficult than the
explicit one, the state-of-the-art performance of
the former only reaches around 50% until the very
recent days, while the latter may reach 80% or
higher. There are a few existing works trying to al-
leviate the data sparsity issue. Rutherford and Xue
(2015) directly relabeled explicit instances into
implicit ones by manually removing the explicit
connectives. Qin et al. (2017) used a generative
adversarial training method to force the implicit
module to learn from the explicit module. Xu et al.
(2018) utilized active learning to lead more data
into training. In this paper, we straightforwardly
apply a memory component to store all possible
training instances for this challenging task, which
is never explored before.
2.2 Memory Network
Weston et al. (2015) first proposed memory net-
works to store relevant information. The mem-
ory networks can reduce the long-term forget-
ting issues or can be used for a knowledge base.
Sukhbaatar et al. (2015) optimized the memory
network and trained it end-to-end which eases the
training significantly. Miller et al. (2016) extended
this mechanism to a key-value memory for ma-
chine reading comprehension. However, our pro-
posed memory component is not the same. Their
memory networks are to tackle the long-term de-
pendency issue, and the memory is used for each
instance temporarily, while our memory compo-
nent is used for the whole system to store the train-
ing set and is fixed after training.
3 Method
The relation recognition model usually encodes
the arguments first and classifies the encoded rep-
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Figure 1: Model overview.
resentations. Our overall model architecture is
given in Figure 1, in which a baseline module (Bai
and Zhao, 2018) and a memory component are
contained. The baseline model is the current state-
of-the-art model for this task and can provide bet-
ter representations for higher performance. Be-
sides, we store the pair representations to the
memory component to augment the whole system.
3.1 Baseline Model
In this section, we briefly introduce the baseline
model1, which reaches the current state-of-the-art
results for both 11-way and 4-way implicit tasks,
and consists of the following four parts.
We adopt the latest deep enhanced representa-
tion model in Bai and Zhao (2018) as our baseline,
which is the current state-of-the-art model which
first exceeds the milestone of 48% accuracy and
50% F1 in 11-way and 4-way implicit tasks, re-
spectively. Implementing this strong baseline, we
store the representations of discourse unit pairs to
the memory. It provides better representations and
leads to a higher performance gain.
The right part of Figure 1 shows our baseline
model. It demonstrates the four parts. The first
part is the embedding module or the word-level
module. The second part is the encoding mod-
ule or the sentence-level module. The third part
1Please refer to the original paper for more model details.
is the attention module or the pair-level module.
The fourth part is multi-task classifiers.
Embedding Module
The k-th word of an input sentence is embed-
ded into a vector ek, which is concatenated from
three parts, ek = [ewk ; e
s
k; e
c
k] ∈ Rde . ewk is
pre-trained word embedding (word2vec) (Mikolov
et al., 2013). esk is subword-level embedding. e
c
k
is the ELMo embedding (Peters et al., 2018).
Subword units are segmented from training data
using byte pair encoding (BPE) (Sennrich et al.,
2016). For each word, the subword sequence of
the word is mapped to the subword embedding se-
quence. Then convolutional operations are applied
to the embedding sequence followed by max pool-
ing operation. Finally, the outputs are concate-
nated and fed to a highway network (Srivastava
et al., 2015) for subword-level embedding esk.
ELMo (Embeddings from Language Models) is
a pre-trained contextualized word embedding. The
outputs of this pre-trained ELMo encoder are two
1024-dimension vectors for each word. Given this
output, a self-adjusted weighted average is calcu-
lated. Following these processes, the vector is fed
to a feed forward network to reduce its dimension.
Encoding Module
The encoding module encodes each argument
separately and is composed of stacked encoder
blocks. The output of each layer is delivered to the
next layer and the attention module. Bai and Zhao
(2018) considers two types of encoder blocks, and
we only use the convolutional type here as both
types of blocks give similar performance.
Assuming the input for the encoder block is
xk ∈ Rde (k = 1, · · · , N), the input is sent
to a convolutional layer and mapped to output
[Ak;Bk] ∈ R2de . After the convolutional oper-
ation, a gated linear units (GLU) (Dauphin et al.,
2016) is applied, i.e.,
zk = Ak ⊗ σ(Bk) ∈ Rde
There is a residual connection in this block, which
adds the output and the input of the block. There-
fore, zk+xk is the final output of the block corre-
sponding to the input xk. The output is delivered
to the next layer and the attention module.
Attention Module
The outputs of each layer are sent to the attention
module. Supposing the encoder block layer num-
ber is L, and the outputs of l-th block layer for
Arg1 and Arg2 are ul1,u
l
2 ∈ RN×de , N is the sen-
tence length. They are addressed by a bi-attention
module, where the attention matrix is
Ml = (FFN(u
l
1))u
l
2
T ∈ RN×N
FFN is a feed forward network applied to the last
dimension corresponding to the word. Then
ol2 = softmax(Ml)u
l
2 ∈ RN×de
ol1 = softmax(M
T
l )u
l
1 ∈ RN×de
the softmax is applied to each row of the matrix.
We apply 2-max pooling on each of them and con-
catenate them as output
rl = [top2(y
l
1); top2(o
l
2)] ∈ R4de
The final pair representation is (we let dr = 4deL)
r = [r1; r2; · · · ; rL] ∈ Rdr
This representation is applied as the input of both
the classifiers and the memory component.
Classifiers
In this model, two classifiers are used. One is for
the relation prediction, and the other one is for
the connective prediction. Qin et al. (2017) and
Bai and Zhao (2018) demonstrated that connec-
tive aware information is essentially useful for the
training. The two classifiers predict the relations
and the connectives simultaneously.
The classifiers are multilayer percep-
trons (MLPs) with a softmax layer. The con-
nective classifier helps the model produce better
representations, and only works during training.
The output of the connective classifier is
oc = softmax[MLPc(r)] ∈ Rnc ,
and the output of the relation classifier is
or = softmax[MLPr(r)] ∈ Rnr , (1)
where nc and nr are the number of connectives
and discourse relations respectively. The loss
function for both classifiers is cross entropy loss,
and the total loss is the sum of the two losses
Loss = Lossrelation + Lossconnective.
3.2 Memory Component
The left part in Figure 1 shows a key-value mem-
ory component S to memorize the (representation,
relation) pairs of all the training instances. The
keys Sk are the semantic representations of dis-
course unit pairs in the training set, and the values
Sv are the corresponding relations. The keys are
updated during training for better retrieval, and the
memorized keys are retained for testing.
Supposing there are m slots in the memory S,
which can contain m training instances. We in-
tend to sample out m training instances and index
them with 1, · · · ,m. Therefore, the i-th training
instance will be stored at the i-th memory slot Si.
(In our experiments, we set m with the number
of all training instances, namely, we memorize the
entire training set.)
The key part Sk of the memory component is
initialized randomly and is updated during train-
ing. Simultaneously, the value part Sv is initial-
ized with the one-hot encodings which represent
the relations. These encodings are fixed all the
time. Given nr relations, the one-hot representa-
tion of the j-th relation (j = 1, · · · , nr) is
[0, · · · , 1, · · · , 0] ∈ Rnr ,
that is, assign the whole vector to 0 and the j-th
number to 1.
Update
The key part Sk of the memory is updated during
training. The baseline module can produce a pair
representation r for classification, which is used as
the semantic representation to update the key part
Sk in the memory.
In each epoch of the training procedure, ev-
ery instance in the training set will be input once.
Then one representation for each instance is pro-
duced in one epoch. Supposing there is one pre-
sampled training instance, for example, the i-th
instance, then the corresponding output pair rep-
resentation ri will fill the i-th key slot Ski of the
memory. In each epoch, all the key slots Sk of the
memory are updated precisely once.
After the training procedure, the memorized in-
formation in memory is fixed and can be queried
during testing. The memorized information is
the correspondence between fine-tuned represen-
tations and discourse relations in the training set.
Through updating, the representations can carry
semantic information about discourse arguments
and are better for value retrieval.
Query
In this stage, the relevant memorized information
is retrieved and delivered to the classifier. For the
query, each candidate in the memory is assigned to
a relevance weight reflecting the semantic similar-
ity with the query representation. Then the useful
information in the memory is retrieved by taking
their weighted sum using the relevance weights for
the response, which reflects the discourse relations
of the most similar instances.
Supposing that the pair representation to be
classified is rq ∈ Rdr , which is also used for the
query, and the representation key in memory slot
Ski is ri ∈ Rdr . The query can be seen as two
steps.
The first step is to assign a coefficient to each
candidate in the memory component respectively.
During training, our model is kept evaluated on
the whole training set. Supposing after one of
the training epochs, the number of correctly pre-
dicted training instances for the j-th relation (j =
1, · · · , nr) is mj . For the i-th training instance, if
it is mispredicted, then we assign the coefficient ci
with 0. Otherwise, if it is correctly predicted, and
the relation of it is the j-th relation, then we assign
ci = 1/mj . In other words, we only select out the
correctly predicted instances and assign a coeffi-
cient to it to balance the result since the number of
different relations is not the same.
The second step is to calculate the relevance
weight corresponding to rj ,
wj = f(rq, rj), (2)
where f is an attention function. The f can have
different choices, such as dot product:
f(rq, rj) = r
T
q rj ; (3)
biaffine attention (Dozat and Manning, 2017; Cai
et al., 2018):
f(rq, rj) = r
T
qUrj +w
T
1 rq +w
T
2 rj + b, (4)
where U ∈ Rdr×dr , w1,w2 ∈ Rdr and b ∈ R are
parameters; or other attention methods. The ad-
vanced attention mechanism such as biaffine can
learn more query patterns while dot product atten-
tion returns the most similar one according to co-
sine distance without training.
After that, these relevance weights are normal-
ized with softmax and used for the response.
Response and Classification
Supposing the value in slot Svi is vi, which is the
one-hot vector for discourse relation, then the final
response vector will be
v =
m∑
i=1
softmax(wi)civi ∈ Rnr , (5)
where nr is the number of discourse relations in-
troduced before. Then this vector is sent to an
MLP, and we modify the output of the relation
classifier (Eq. 1) to
or = softmax[(1− λ)MLPr(r) + λMLPm(v)],
where λ is a hyperparameter and MLPm is the
MLP for memory response vector. This response
contains the true label information and reflects the
links between representations and relations.
Though ri (i = 1, · · · ,m) is used as the key in
the memory component, it is also a semantic rep-
resentation of the corresponding training instance.
So we can still use it as another choice for memory
response vector
v′ =
m∑
i=1
softmax(wi)ciri ∈ Rdr , (6)
then the output of the relation classifier will be
or = softmax[(1− λ)MLPr(r) + λMLPr(v′)],
here we use the MLP of relation classification for
response vector. This response is the representa-
tion from training arguments, and since we use
coefficient to filter the memory, so the classifier
can correctly classify them. This response can also
help the learning procedure of the classifier.
4 Experiments2
4.1 Dataset Settings
Recent works mainly use PDTB 2.0 as the bench-
mark dataset and we follow them. The adopted
benchmark PDTB 2.0 has three levels of relations:
Level-1 Class, Level-2 Type, and Level-3 Sub-
types. The first level consists of four major relation
Classes and the second level contains 16 Types.
According to Ji and Eisenstein (2015), on the sec-
ond level five relation types have no dev and test
instances, thus they are removed, so there are 11
types in total. We conduct evaluations on two lev-
els: 11-way classification on level 2 and 4-way
classification on level 1.
We follow the dataset settings of the previous
works. For the 11-way classification, we use two
splitting methods: the first is PDTB-Lin’s split-
ting (Lin et al., 2009), which uses section 2-21, 22
and 23 as training, dev and test sets respectively.
the second is PDTB-Ji’s splitting (Ji and Eisen-
stein, 2015), which uses section 2-20, 0-1, and
21-22 as training, dev and test sets respectively.
For 4-way classifications, the splitting is the same
as the PDTB-Ji’s splitting in 11-way classification
without eliminating instances.
During training, the instances with more than
one annotated relation types are considered as
multiple instances. At test time, a prediction
matching one of the gold types is taken as the
correct answer. All sentences in the dataset are
padded or truncated to keep the uniform 100-word
length.
4.2 Model Details
Most of the hyperparameter settings in our exper-
iments are the same as the baseline model of Bai
and Zhao (2018). For Lin’s splitting, we change
the layer number of classifiers to 2, the hidden dim
of the classifiers to 2048, and the learning rate of
it to 0.0012. We set λ = 0.3 and the memory
dropout to 0.2.
2The code is available at https://github.com/
hxbai/IDRR_mem
4.3 Results
Table 1 is the comparison on 11-way classification
and Table 2 is the comparison on 4-way classifi-
cation. Our memory method yields performance
gain and achieves a new state-of-the-art perfor-
mance in both 11-way and 4-way classification.
For binary classification, three out of four results
of our method are better than the baseline.
All the results are averaged from multiple runs.
For Lin’s splitting, the result is achieved with the
dot product attention (Eq. 3) and the response from
values (Eq. 5), and for Ji’s splitting, the result is
achieved with the biaffine attention (Eq. 4) and the
response from keys (Eq. 6). For 4-way and bi-
nary classifications, the results are achieved with
the biaffine attention (Eq. 4) and the response from
keys (Eq. 6). The analyses about the choice of at-
tention methods and responses are in the next sub-
section.
4.4 Analysis
We have conducted some analyses and ablation
studies on our memory component to illustrate the
effectiveness of our method. These experiments
are conducted with the PTDB-Ji splitting on 11-
way classification if not specified.
Time Consumption
The first analysis is about the training time of
our method. We conduct a comparative experi-
ment and find that even with the biaffine attention
(which is more complex than the dot product at-
tention), the consumed time of our new model is
7% more than the baseline model since the train-
ing set is relatively small. So the memory compo-
nent only brings little impact on training time.
Key-part Strategy
Besides the updating strategy mentioned before,
we also examine a fixed key scheme to show the
advantage of our method, this scheme can only be
used with the value response. In this scheme, we
concatenate the pre-trained word2vec embeddings
and ELMo to a 2348-dimension vector for each
word. Then for each argument (Arg1 and Arg2),
we average the word embeddings as its represen-
tation. Then the two representations are concate-
nated to the pair representation. This representa-
tion is memorized in the key part and fixed all the
time. The query vector uses the same scheme as
the keys. We use biaffine attention here.
Model PDTB-Lin PDTB-Ji
Lin et al. (2009) 40.20 -
Lin et al. (2009) + Brown clusters - 40.66
Ji and Eisenstein (2015) - 44.59
Qin et al. (2016a) 43.81 45.04
Qin et al. (2017) 44.65 46.23
Bai and Zhao (2018) 45.73 48.22
Ours 46.08 49.15
Table 1: Accuracy (%) for 11-way classification.
Model Comp. Cont. Exp. Temp. 4-way (F1) 4-way (Acc)
Rutherford and Xue (2015) 34.20 43.90 69.10 14.7 40.50 57.10
Zhang et al. (2015) 33.22 52.04 69.59 30.54 - -
Ji and Eisenstein (2015) 35.93 52.78 - 27.63 - -
Chen et al. (2016b) 40.17 54.76 - 31.32 - -
Qin et al. (2016c) 41.55 57.32 71.50 35.43 - -
Liu et al. (2016) 34.65 46.09 69.88 31.82 44.98 57.27
Liu and Li (2016) 39.86 54.48 70.43 38.84 46.29 57.57
Qin et al. (2017) 40.87 54.56 72.38 36.20 - -
Lan et al. (2017) 40.73 58.96 72.47 38.50 47.80 57.39
Lei et al. (2018) 43.24 57.82 72.88 29.10 47.15 -
Dai and Huang (2018) - - - - 48.82 58.20
Bai and Zhao (2018) 47.85 54.47 70.60 36.87 51.06 -
Ours 47.15 55.24 70.82 38.20 52.19 60.69
Table 2: F1 score (%) comparison on binary classification. F1 score (%) and accuracy (%) comparison on 4-way
classification. (Only single models are compared.)
For the query, we test two schemes. The first
examines a fixed query representation, which is
the same as the representations used in updating.
The second applies the encoded representation rq
which is introduced before, and we use a one layer
MLP to make its dimension the same as the keys.
Then such a setting receives much lower accuracy
47.83% and 48.32% respectively compared to our
dynamic key results 49.09%, which indicates that
the fixed representation fails to successfully ex-
tract features about discourse relations. The con-
catenated word embeddings and ELMo are indeed
semantic representations, whereas they still lack
effective informative clues on the connection be-
tween argument pairs, which even makes the per-
formance worse. Contrarily, the dynamic keys
and queries in our memory component can cap-
ture more salient relation features for better per-
formance.
Coefficient
As introduced in Section 3.2, we assign each train-
ing instance in the memory component a coef-
ficient, which is used to select out the correctly
predicted training instances and balance the in-
stance number of different classes. For example,
the numbers of instances of different classes in the
training set of 4-way classification are 689, 3288,
1898, 6900 respectively, which are extremely un-
balanced. Without a balancing control, the class
with much more instances will have an over-
whelming impact. The unbalancing issue also ex-
ists for 11-way classification.
Then, we try to fix the coefficient, that is, all
the training instances can be queried during test-
ing and the coefficient only works for balancing.
The result of this experiment is 48.93%, which
is lower than dynamic coefficient (49.15%), but
higher than the baseline model (48.22%). It means
that incorporating all the training instances in the
memory component can bring useful information,
but will have more noise than the memory filtered
by the coefficient.
Attention and Response
Section 3.2 mentions two attention strategies and
two response methods. Here we did several ex-
periments for them in different settings. The re-
sults are in Table 3. Here we did not have results
on combined key and value response (add the two
types of responses as the final response) since its
performance is similar to that only with the key
response.
From the table, we can find the performance is
heavily related to the dataset settings. The perfor-
mance gain on Lin’s splitting is smallest and the
results with different settings on it are extremely
unstable. With the key response, the performances
are even drastically worse than the baseline. Ex-
cept for Lin’s splitting, the biaffine attention with
key response can achieve the best performance.
As introduced before, Ji’s splitting for 11-way
classification and the splitting on 4-way classifi-
cation are the same, which has a larger test set
than Lin’s splitting. Thus it is not surprising that
a smaller test set makes the results on Lin’s split-
ting insignificant and maybe hardly query from the
memory component, or the queried information
may be too noisy to promote the performance.
The choice of the combination method of the
attention and the response needs to consider the
dataset settings and the attention and the response
can affect each other.
Model
11-way 4-way
Lin Ji F1 Acc.
baseline 45.73 48.22 51.06 -
D + K 40.86 48.63 50.51 59.66
D + V 46.08 48.99 51.69 60.39
B + K 38.47 49.15 52.19 60.69
B + V 45.92 49.09 51.22 60.15
Table 3: Comparison for attention and response meth-
ods on different settings. D denotes dot product atten-
tion, B denotes biaffine attention, K denotes use key
response, and V denotes use value response.
Example
Table 4 shows an example for the queried in-
stances. We find that the model pays attention to
instances of relevant relations and the weight as-
signed to it is nearly 1, that is, the model focuses
on exactly one instance in the memory. These re-
trieved instances indeed help the prediction of the
test instance.
Test instance
Relation 1: Contingency.Cause
Relation 2: Expansion.List
Arg1: The HUD budget has dropped by more
than 70% since 1980.
Arg2: We’ve taken more than our fair share.
Queried training instance top 1
Relation: Contingency.Cause
Arg1: At 11.1% of gross national product,
U.S. health costs already are the highest in the
world. By contrast, Japan’s equal 6.7% of GNP,
a nation’s total output of goods and services.
Arg2: Management and labor worry that the
gap makes U.S. companies less competitive.
Table 4: A example for the queried training instances.
4.5 Discussion
The proposed memory component seems to work
like the nearest neighbor method. However, the
whole component is dynamically adjusted rather
than the static data setting for the nearest neigh-
bor method. The keys are updated with optimized
pair representations. If the keys are fixed, the per-
formance will be worse according to our empirical
verification. Eq. 2 is differentiable, which means
the loss can back-propagate through the memory
component to facilitate the baseline model, and if
f in Eq. 2 has parameters (such as the biaffine at-
tention), they can also be tuned. In the meantime,
it is not easy for the nearest neighbor method to
design a dynamic distance function and a data up-
date method, which are the right powerful designs
in our propose memory mechanism according to
our discussion in Section 4.4.
5 Conclusion
In this paper, we propose a novel memory com-
ponent to enhance state-of-the-art implicit dis-
course relation recognition model. The augmented
memory component can memorize useful salient
knowledge about the pair representations and the
discourse relations in the training set. This knowl-
edge can benefit the prediction performance dur-
ing the testing procedure. Our system can dynam-
ically adjust so that query and response can be
better during training. Our experiments show that
putting the whole training set into the memory lets
our model receive the most favorable results and
achieves new state-of-the-art performance for the
concerned challenging task.
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