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In this paper we lift fundamental topological structures on probability measures and ran-
dom variables, in particular the weak topology, convergence in law and ﬁnite-dimensional
convergence to an isometric level. This allows for an isometric quantitative study of impor-
tant concepts such as relative compactness, tightness, stochastic equicontinuity, Prohorov’s
theorem and σ -smoothness. In doing so we obtain numerical results which allow for the
development of an intrinsic approximation theory and from which moreover all classical
topological results follow as easy corollaries.
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1. Introduction and motivation
The title of our paper differs only in one letter from the title of the seminal paper by R.M. Dudley [11]. This difference
obviously is unimportant, the real difference lies in the meaning of the word “distance”. Also, we want to mention that in
this paper we mainly concentrate ourselves on the case of probability measures, treating random variables via their laws.
The intrinsic case of random variables will be the subject of subsequent work. As for the notion of distance, we consider
a more general notion whereby the distance from a point to a set is not necessarily determined by the point-to-point
distances as in the metric case. Such distances have been considered in the literature in various forms and contexts and
under various names [20,23,32]. The important classical distances (metrics) which we also consider in our paper are the
Prohorov metric ρ and the total variation metric dTV , the former of which, as is well known, metrizes the weak topology on
probability measures. As is equally well known, the Prohorov metric is however not the only metric for the weak topology
used in the literature. We propose a non-metric distance δw which seems to be more closely related to, and certainly is
strongly inspired by, the weak topology and which we hence also call the weak distance. This approach also has a unifying
effect in the sense that δw has several equivalent expressions, obtained by judiciously putting together the building blocks
either from the weak topology, or somewhat surprisingly, also from the Prohorov metric or from the total variation metric.
The systematic use of this distance, and the preservation of its numerical information, moreover allows for an isometric
or quantitative study of various important concepts in stochastic theories, such as weak compactness, tightness, stochastic
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B. Berckmoes et al. / J. Math. Anal. Appl. 374 (2011) 412–428 413equicontinuity and σ -smoothness. For compactness we fall back on the well-known concept of measure of non-compactness
[7,21] as used in functional analysis, especially in various areas of approximation theory [2], ﬁxed-point theory [12], op-
erator theory [1,9] and geometry of Banach spaces [4,15,36]. Not to confuse with (probability) measures we will however
refer to such quantitative values differently and speak of index of (relative) compactness rather than measure of (relative)
non-compactness. In the same philosophy and along similar lines, we will introduce an index of tightness, of stochastic
equicontinuity and of σ -smoothness and in all cases the index being zero will be equivalent to the fact that the corre-
sponding classic property holds. Examples will illustrate the meaning of these indices and we will prove several formulas
linking them (in particular 3.4, 4.9, 4.11, 4.13 and 4.16) which will also emphasize their naturality. For general information
on the fundamental concepts used throughout this work we refer to [8,20,25,27,35].
In order to give a starting motivation for our ideas we refer to an example which is of great importance in robust
statistics. We present a slight modiﬁcation of Example 1.1 discussed in [14], p. 2. Assume that we have a large batch of
independent observations xi of the quantity 0, each of them having a small probability  of being bad. The good observations
are normally distributed with mean 0 and variance σ 2. The bad ones on the other hand share a common law P0 which is
absolutely continuous with respect to the Lebesgue measure. So we have xi ∼ N(0, σ 2) for good xi and xi ∼ P0 for bad xi .
As pointed out in [14] we could say equivalently that the xi are independent, identically distributed according to
xi ∼ (1− )N
(
0,σ 2
)+ P0. (1)
It is a well-known fact that N(0, σ 2) converges weakly to the Dirac probability measure δ0 as σ tends to 0. In other
words, δ0 is close to the collection of probability measures N(0, σ 2)σ>0 in the sense that it belongs to its weak closure.
Inspired by the formula in (1) we ask ourselves how close δ0 should be to the collection of probability measures Γ,P0 :=
((1− )N(0, σ 2)+ P0)σ>0. Since (1− )N(0, σ 2)+ P0 does not converge weakly to δ0 as σ tends to 0, it is impossible to
express the answer to this question in topological terms. However, if we had a suitable metric d on the set of laws at our
disposal, we could try to formulate the answer by calculating d(δ0,Γ,P0) := infQ ∈Γ,P0 d(δ0, Q ).
We shall ﬁrst come to the formulation of two natural properties which, in our opinion, the quantity d(δ0,Γ,P0) should
deﬁnitely possess.
The ﬁrst property is very intuitive and requires no further explanation. As a consequence we immediately formulate it
as
Property 1.1. The quantity d(δ0,Γ,P0) should get small as  gets small.
For the second property some preparation is required. We begin by recalling a notion which is frequently used in robust
statistics. A real-valued mapping Tψ on the set of laws which takes the form
Tψ P =
∫
ψ dP (2)
with ψ : R → R bounded and continuous, is a typical example of a notion called (qualitatively) robust statistic. We refer to
[14] for a more general deﬁnition of this concept, but for the sake of simplicity we will reserve this term for functionals of
the form (2). The philosophy behind this deﬁnition is that a robust statistic Tψ is continuous for the weak topology on laws
such that small changes of e.g. the empirical law Pn := n−1∑ δxi of a sample (x1, . . . , xn) can only result in small changes of
the value Tψ Pn . Let us say that a robust statistic Tψ is bounded by a constant M iff |ψ | M . Then, in view of the foregoing
considerations it seems plausible that, given a constant M , we expect the quantity
|Tψδ0 − TψΓ,P0 | := infQ ∈Γ,P0
|Tψδ0 − Tψ Q |
to get uniformly small for all robust statistics Tψ bounded by M as d(δ0,Γ,P0) gets small. Put otherwisely, we want
the notion of qualitative robustness to be carried over to a reasonable notion of quantitative robustness with respect to
d(δ0,Γ,P0). A precise formulation of these ideas results in
Property 1.2. For each constant M the quantity supTψ |Tψδ0 − TψΓ,P0 |, the supremum being taken over all robust statistics Tψ
bounded by M, should get small as d(δ0,Γ,P0) gets small.
Let us see whether the classical metrics on laws furnish Properties 1.1 and 1.2. We recall that for a separable metric
space S , with Borel σ -algebra BS , the Prohorov metric and the total variation metric on P(S), the collection of Borel proba-
bility measures on S , are respectively deﬁned by
ρ(P , Q ) := inf{α > 0 ∣∣ ∀A ∈ BS : P (A) Q (A(α))+ α} (3)
where A(α) := {x ∈ S | infa∈A d(x,a) α}, and
dTV(P , Q ) := sup
α>0
sup
A∈BS
(
P (A) − Q (A(α))). (4)
For more details on these metrics we refer to [8,28].
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inf
σ>0
sup
A∈BR
(
δ0(A) − (1− )N
(
0,σ 2
)(
A(α)
)− P0(A(α))) α
which, N(0, σ 2) converging weakly to δ0 as σ ↓ 0, after some manipulation is seen to be equivalent to
P0
(
R \ [−α,α]) α/. (5)
Since condition (5) is obviously satisﬁed for α =  , we get ρ(δ0,Γ,P0)  . We conclude that ρ(δ0,Γ,P0) possesses Prop-
erty 1.1. We further investigate whether Property 1.2 is satisﬁed for the metric ρ . Let  = 1/2 and choose for every n ∈ N0
a continuous law Pn on the reals such that Pn(R \ [−1/n,1/n]) 2/n. Then condition (5) reveals that we have
ρ(δ0,Γ1/2,Pn ) 1/n. (6)
Now ﬁx a constant M > 0 and notice that for every robust statistic Tψ bounded by M , with ψ  0 and ψ(0) = M , we have
|Tψδ0 − TψΓ1/2,Pn | = inf
σ>0
∣∣∣∣M − 12
∫
ψ dN
(
0,σ 2
)− 1
2
∫
ψ dPn
∣∣∣∣
 1
2
(
M −
∫
ψ dPn
)
.
Since on the one hand Pn is absolutely continuous and on the other hand we can choose the support of ψ as small as we
desire, this further yields
sup
Tψ
|Tψδ0 − TψΓ1/2,Pn | M/2 (7)
where the supremum is taken over all Tψ bounded by M . A combination of (6) and (7) clearly demonstrates the lack of
Property 1.2 for the metric ρ .
For the total variation metric, we calculate
dTV(δ0,Γ,P0) = inf
σ>0
sup
α>0
sup
A∈BR
(
δ0(A) − (1− )N
(
0,σ 2
)(
A(α)
)− P0(A(α)))
= inf
σ>0
sup
α>0
(
1− (1− )N(0,σ 2)[−α,α] − P0[−α,α])
which, by the absolute continuity of N(0, σ 2) and P0, yields
dTV(δ0,Γ,P0) = 1. (8)
We see that dTV (δ0,Γ,P0) does not possess Property 1.1. However, for a robust statistic Tψ bounded by M the estimate|Tψ P − Tψ Q | 2M holds for all laws P and Q , entailing that
sup
Tψ
|Tψδ0 − TψΓ,P0 | 2M = 2MdTV(δ0,Γ,P0) (9)
where the supremum runs over all Tψ bounded by M . Because of inequality (9) Property 1.2 is only seemingly satisﬁed for
the metric dTV , the information being useless as dTV (δ0,Γ,P0) never gets small.
The foregoing considerations show that neither of the metrics ρ and dTV is capable of capturing our intuition of how
close δ0 should be to Γ,P0 since each of them lacks one of Properties 1.1 and 1.2. Instead of calculating the quantity
d(δ0,Γ,P0) for more metrics d on the set of laws, we propose to take a closer look at what goes wrong in the previous
calculations for the metrics ρ and dTV . It seems that ρ(δ0,Γ,P0) is acting too sensitive as its smallness does not guarantee
the smallness of |Tψδ0 − TψΓ,P0 | for a robust statistic Tψ , while dTV (δ0,Γ,P0) is acting not sensitive enough as it is
always 1. Can we adapt the expressions such that either ρ becomes less sensitive or dTV becomes more sensitive? It turns
out that we can make dTV more sensitive in the following way.
On an abstract metric space S the distance from a probability measure P to a collection of probability measures Γ
according to dTV is given by
dTV(P ,Γ ) = inf
Q ∈Γ supα>0
sup
A∈BS
(
P (A) − Q (A(α))).
Going back to the calculation of dTV (δ0,Γ,P0), we observe that the fact that the supremum over α is calculated before the
inﬁmum over σ is exactly what forces dTV (δ0,Γ,P0) to be 1. To get rid of this problem we simply reverse the two limit
procedures and deﬁne the distance of P to Γ axiomatically by
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α>0
inf
Q ∈Γ supA∈BS
(
P (A) − Q (A(α))).
Now we calculate
δw(δ0,Γ,P0) = sup
α>0
inf
σ>0
sup
A∈BR
(
δ0(A) − (1− )N
(
0,σ 2
)(
A(α)
)− P0(A(α)))
= sup
α>0
inf
σ>0
(
1− (1− )N(0,σ 2)[−α,α] − P0[−α,α])
which, N(0, σ 2) converging weakly to δ0 as σ ↓ 0, and by the absolute continuity of P0, yields
δw(δ0,Γ,P0) = . (10)
We observe that δw(δ0,Γ,P0) satisﬁes Property 1.1. For Property 1.2 we ﬁx a robust statistic Tψ bounded by M and calculate
|Tψδ0 − TψΓ,P0 | = inf
σ>0
∣∣∣∣ψ(0) − (1− )∫ ψ dN (0,σ 2)−  ∫ ψ dP0∣∣∣∣

∣∣∣∣ψ(0) − (1− )ψ(0) −  ∫ ψ dP0∣∣∣∣
= 
∣∣∣∣ψ(0) − ∫ ψ dP0∣∣∣∣
 δw(δ0,Γ,P0)2M.
We conclude that
sup
Tψ
|Tψδ0 − TψΓ,P0 | 2Mδw(δ0,Γ,P0) (11)
where the supremum extends over all Tψ bounded by M .
Thus we see that both Properties 1.1 and 1.2 are satisﬁed for δw . Is the above suggested reversal of limit procedures
leading to the deﬁnition of δw ad hoc or structurally natural and sound? In the following we hope to convince the reader
that it is very much the latter.
2. Distances on probability measures
Our considerations in the foregoing section have guided us towards the following deﬁnition. For a separable metric
space S we consider the function δw : P(S) × 2P(S) → [0,∞] given by the formula
δw(P ,Γ ) := sup
α>0
inf
Q ∈Γ supA∈BS
(
P (A) − Q (A(α))). (12)
Although δw does not come from a metric, it retains nice features. We recall the basic properties as set forth in [20].
A distance for a set X is a function δ assigning to each point x ∈ X and subset A ⊂ X , a number δ(x, A) in [0,∞], such that
for all x ∈ X , A, B ⊂ X and  ∈ [0,∞] we have (D1) δ(x, {x}) = 0, (D2) δ(x,∅) = ∞, (D3) δ(x, A ∪ B) = min{δ(x, A), δ(x, B)},
and (D4) δ(x, A) δ(x, A()) +  where A() := {x ∈ X | δ(x, A) }.
Every metric d can be identiﬁed with a distance in the usual way by putting d(x, A) := infy∈A d(x, y). The reader can
easily verify that δw , which we call the weak distance, indeed satisﬁes (D1)–(D4). We emphasize however the salient fact that
this distance is not derived from a metric. In the following sections we will show that it has several interesting properties
and we begin by investigating relations with respectively the Prohorov metric ρ and the total variation metric dTV .
Theorem 2.1. For a separable metric space S we have
ρ  δw  dTV .
Proof. Fix a probability measure P and a collection of probability measures Γ on S . To prove that ρ  δw let δw(P ,Γ ) < γ .
Then by deﬁnition we can ﬁnd a measure Q γ ∈ Γ such that
sup
A∈BS
(
P (A) − Q γ
(
A(γ )
))
< γ
and hence
ρ(P ,Γ ) = inf inf{α > 0 ∣∣ ∀A ∈ BS : P (A) Q (A(α))+ α} γ .
Q ∈Γ
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deﬁnition of dTV (4). 
Note that from our considerations in the foregoing section we also immediately have that both inequalities are strict in
general.
Given a distance δ, as for a metric space, we deﬁne the underlying topology Tδ as the one determined by the closure
operator which says that x ∈ A if and only if δ(x, A) = 0. And equally as for a metric space, based on (D1)–(D4) it is easily
veriﬁed that this closure operation indeed determines a topology.
It is a well-known fact that for a separable metric space S the topology underlying the Prohorov metric coincides with
the weak topology on probability measures and that in general the topology induced by the total variation metric is strictly
stronger than the weak topology. Theorem 2.1 allows us to derive the inclusions Tρ ⊂ Tδw ⊂ TdTV where Tρ is the weak
topology. Theorem 2.3, which provides us with some useful formulae expressing δw , will help us to determine the precise
position of the topology Tδw . We ﬁrst give a lemma which contains all the required facts and formulae.
Lemma 2.2. Let S be a separable metric space. Then the following hold.
(1) For each P ∈ P(S),  > 0 and α > 0 there exists a ﬁnite collection G of open sets in S such that for every Q ∈ P(S)
sup
A∈BS
(
P (A) − Q (A(α))) sup
G∈G
(
P (G) − Q (G))+ .
(2) For each P ∈ P(S),  > 0 and F ⊂ S closed there exists an α > 0 such that for every Q ∈ P(S)
Q (F ) − P (F ) sup
A∈BS
(
P (A) − Q (A(α)))+ .
(3) For each P ∈ P(S),  > 0 and F ⊂ S closed there exists f ∈ C(S, [0,1]) such that for all Q ∈ P(S)
Q (F ) − P (F )
∣∣∣∣∫ f dP − ∫ f dQ ∣∣∣∣+ .
(4) For each f ∈ C(S, [0,1]) and  > 0 there exists a ﬁnite set of closed sets F such that for all P , Q ∈ P(S)∣∣∣∣∫ f dP − ∫ f dQ ∣∣∣∣ sup
F∈F
(
Q (F ) − P (F ))+ .
Proof. (1) By separability we can choose a ﬁnite collection of open balls (Bi)
j
i=1 with radii α/4 such that P (S \
⋃ j
i=1 Bi)  .
Then the collection
G := {(Bi1 ∪ · · · ∪ Bik )(α/2) ∣∣ 1 i1 < · · · < ik  j}
satisﬁes the requirement. Indeed, take a probability measure Q in P(S) and a Borel set A in S . Let I be the set of those
natural numbers 1 i  j for which Bi ∩ A = ∅ and put B :=⋃i∈I Bi . Then we have
P (A) P (B) + P
(
S \
j⋃
i=1
Bi
)
 P
(
B(α/2)
)+ 
 sup
G∈G
(
P (G) − Q (G))+ Q (B(α/2))+ .
In view of the fact that B(α/2) ⊂ A(α) , we conclude that
P (A) sup
G∈G
(
P (G) − Q (G))+ Q (A(α))+ 
whence the claim.
(2) We can choose α > 0 such that P (F (α)) P (F ) +  . For any probability measure Q in P(S) we then have
Q (F ) − P (F ) (Q (F ) − P(F (α)))+ 
 sup
(
Q (A) − P(A(α)))+ .A∈BS
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f (x) :=
(
1− 1
α
d(x, F )
)
∨ 0 ∀x ∈ S
satisﬁes the requirement.
(4) Choose k ∈ N0 such that 1k   and, for all i ∈ {1, . . . ,k}, let
Fi :=
{
i
k
 f
}
and consider the collection F := {Fi | i ∈ {1, . . . ,k}}. Then for any P ∈ P ,
1
k
∑
F∈F
P (F )
∫
f dP  1
k
+ 1
k
∑
F∈F
P (F )
from which it is easily seen that the collection F satisﬁes the requirement. 
The classical portmanteau theorem concerns convergence and we give such a theorem in 2.5, however note that in our
present context such a result also makes sense for distances and it turns out that as is the case for the weak topology, the
weak distance too has several equivalent characterizations.
Theorem 2.3 (Distance portmanteau theorem). For a separable metric space S, P ∈ P(S) and Γ ⊂ P(S), the following equalities hold
δw(P ,Γ ) = sup
G
inf
Q ∈Γ supG∈G
(
P (G) − Q (G)) (13)
= sup
F
inf
Q ∈Γ supF∈F
(
Q (F ) − P (F )) (14)
= sup
A
inf
Q ∈Γ supA∈A
∣∣P (A) − Q (A)∣∣ (15)
= sup
C
inf
Q ∈Γ supf ∈C
∣∣∣∣∫ f dP − ∫ f dQ ∣∣∣∣ (16)
where the suprema are respectively taken over all ﬁnite collections G (F) of open (closed) sets in S, A of P -continuity sets in S, C of
continuous (or uniformly continuous, or Lipschitz) functions f : S → [0,1].
Proof. The proof is a straightforward application of the formulae proved in Lemma 2.2. 
Note that formula (16) demonstrates that it is not a coincidence that δw possesses Property 1.2 in our motivating dis-
cussion. Moreover, we see that if we replace δ0 by any probability measure P and Γ,P0 by any collection of probability
measures Γ , Property 1.2 still holds.
The following result now is an immediate consequence of 2.3.
Corollary 2.4. The topology underlying δw is the weak topology on probability measures.
In order to further investigate δw and in particular to obtain a convergence-type portmanteau theorem we recall
some concepts from approximation theory. The notions of asymptotic radius and center are well known in approxi-
mation theory [2,5,17,18]. For a sequence (zn)n in a metric space (X,d) this is given respectively by the expression
r((zn)n) := infz limsupn d(z, zn) and by a point, if it exists, where the inﬁmum is attained. The value limsupn d(z, zn) gives
a (possibly hypothetical) distance of the point z to a (possibly non-existing) limit point of the sequence (zn)n and a center
is a point minimizing this distance. It turns out that this idea, simple in the case of a metric space, becomes more involved
but nevertheless is perfectly adaptable to our setting of a distance (on probability measures).
For a sequence of probability measures (Pn)n and a probability measure P in P(X) we deﬁne
λδw (Pn → P ) := sup
α>0
limsup
n
sup
A∈BS
(
P (A) − Pn
(
A(α)
))
. (17)
Note that λδw (Pn → P ) = 0 if and only if (Pn)n converges weakly to P . There is a strong link between δw and λδw , the
detailed discussion of which is however beyond the scope of the present paper. For instance one can prove that δw(P ,Γ ) <
α if and only if there exists a sequence (Pn)n in Γ such that λδw (Pn → P ) < α which is of course the natural extension of
the fact that P is in the weak closure of Γ if and only if there is a sequence in Γ which converges weakly to P .
Along the same lines as in Theorem 2.3 and again making use of 2.2 one easily obtains the following formulae.
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λδw (Pn → P ) = sup
G
limsup
n
(
P (G) − Pn(G)
)
(18)
= sup
F
limsup
n
(
Pn(F ) − P (F )
)
(19)
= sup
A
limsup
n
∣∣P (A) − Pn(A)∣∣ (20)
= sup
f
limsup
n
∣∣∣∣∫ f dP − ∫ f dPn∣∣∣∣ (21)
the suprema respectively running over all open sets, closed sets, P -continuity sets in X, and all continuous (or uniformly continuous,
or Lipschitz) functions f : X → [0,1].
Proof. This is analogous to 2.3. 
By explicitly writing down when expressions in the foregoing result become zero, one obtains all characterizations of
weak convergence in the classic portmanteau theorem.
Corollary 2.6 (Classic portmanteau theorem). Given a separable metric space S, a sequence (Pn)n in P(S) converges weakly to P ∈
P(S) if and only if any of the following equivalent properties holds
∀G open: P (G) lim inf Pn(G), (22)
∀F closed: limsup
n
Pn(F ) P (F ), (23)
∀P-continuity-set A: lim
n
Pn(A) = P (A), (24)
∀ f ∈ F(S, [0,1]): lim
n
∫
f dPn =
∫
f dP (25)
where F(S, [0,1]) stands for either all continuous, all uniformly continuous or all Lipschitz functions from S to [0,1].
3. Distances on stochastic processes
In this section we consider continuous stochastic processes and “transport” our ideas from the foregoing section to this
setting. Precisely, we ﬁx a probability space (Ω,F ,P) and a normed space (E,‖ · ‖). We denote the space of continuous
E-valued functions on the interval [0,1], equipped with the supremum norm ‖ · ‖∞ , by C . A continuous stochastic process
(csp for short) is a C-valued random variable ξ on (Ω,F ,P). For a csp ξ and a choice 0 t1 < · · · < td  1, we write the
d-dimensional random vector π t1,...,td ◦ ξ , with π t1,...,td : C → Ed : x → (x(t1), . . . , x(td)), as (ξ(t1), . . . , ξ(td)).
In a similar way as is done for the weak topology we will transport the weak distance from the setting of probability
measures to the setting of csp’s via their laws. More precisely, for a csp ξ and a collection of csp’s Σ , we put δw(ξ,Σ) :=
δw(Pξ ,PΣ), where Pξ stands for the law of ξ and PΣ for the collection of laws of the csp’s in Σ . Note that Corollary 2.4
implies that in the present context δw describes the topology of weak convergence of csp’s. Besides δw , and analogously to
it, we will also deﬁne a new distance on the space of csp’s. To this end, ﬁrst consider the mapping
κ f (ξ,Σ) := sup
0t1<···<td1
δw
((
ξ(t1), . . . , ξ(td)
)
,
(
Σ(t1), . . . ,Σ(td)
))
where the supremum is taken over all choices 0 t1 < · · · < td  1,(
Σ(t1), . . . ,Σ(td)
) := {(η(t1), . . . , η(td)) ∣∣ η ∈ Σ},
and the δw are as previously conceived as distances on sets of laws. Now κ f is not a distance in the strict sense. However,
we have the following theorem.
Theorem 3.1. There exists a unique smallest distance δ f with the property that for all csp’s ξ and for all collections of csp’s Σ the
inequality κ f (ξ,Σ)  δ f (ξ,Σ) holds. Moreover, a sequence of csp’s (ξn)n converges to a csp ξ in the topology underlying δ f if and
only if for each choice 0  t1 < · · · < td  1 the sequence of random vectors (ξn(t1), . . . , ξn(td))n converges weakly to the random
vector (ξ(t1), . . . , ξ(td)).
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ﬁnite-dimensional weak distance.
We recall that a collection of csp’s Σ is said to be stochastically equicontinuous [26,31,24] iff for each  > 0
lim
δ↓0 supξ∈Σ
P
(
sup
|s−t|<δ
∥∥ξ(s) − ξ(t)∥∥> )= 0.
It is a crucial result in the theory of convergence of stochastic processes that for a stochastically equicontinuous sequence
of csp’s (ξn)n the weak convergence of (ξn)n to a csp ξ is equivalent to the weak convergence of (ξn(t1), . . . , ξn(td)) to
(ξ(t1), . . . , ξ(td)) for all choices 0 t1 < · · · < td  1. The classical proof of this result is quite involved since it usually goes
via Ascoli’s and Prohorov’s theorems. We will give a straightforward proof of a more general result in the setting of the
above distances, solely employing a simple linear interpolation procedure in the same vain as e.g. in [26].
For a collection of csp’s Σ , we deﬁne its index of stochastic equicontinuity to be the number
μsec(Σ) := sup
>0
inf
δ>0
sup
ξ∈Σ
P
(
sup
|t−s|<δ
∥∥ξ(t) − ξ(s)∥∥> ).
Note that Σ is stochastically equicontinuous if and only if μsec(Σ) = 0. The following simple example shows that μsec also
gives meaningful non-zero values.
Example 3.2. Let (Ω,F ,P) be a discrete 2-point probability space {ω1,ω2} and let Σ consist of csp’s such that Σ(ω1) :=
{ξ(ω1, ·) | ξ ∈ Σ} is equicontinuous and Σ(ω2) := {ξ(ω2, ·) | ξ ∈ Σ} is not. Then it follows that μsec(Σ) = P(ω2).
We recall that a collection U of real-valued functions on a metric space (X,d) is said to be equi-uniformly continuous iff
for each  > 0 there exists a δ > 0 such that for all x, y ∈ X we have that d(x, y) < δ implies sup f ∈U | f (x) − f (y)| <  . We
now prove the following lemma.
Lemma 3.3. Let Σ and Σ ′ be collections of csp’s and put α := μsec(Σ) and β := μsec(Σ ′). Then for each equi-uniformly continuous
collection U of functions f : C → [0,1] and every  > 0, there exists a choice 0 = t0 < t1 < · · · < td−1 < td = 1 and for each f ∈ U
a uniformly continuous function f˜ : (Ed+1,‖ · ‖∞) → [0,1], such that for all ξ ∈ Σ and ξ ′ ∈ Σ ′ the following inequalities are valid:∣∣E[ f (ξ) − f˜ (ξ(t0), . . . , ξ(td))]∣∣ α +  and (26)∣∣E[ f (ξ ′)− f˜ (ξ ′(t0), . . . , ξ ′(td))]∣∣ β + . (27)
Proof. Let Σ , Σ ′ , α, β , U and  be as in the formulation of the lemma. Pick δ > 0 such that for all f ∈ U and x, y ∈ C
‖x− y‖∞ < δ ⇒
∣∣ f (x) − f (y)∣∣< /2.
Further, we choose a δ′ > 0 such that for all csp’s ξ in Σ (resp. Σ ′) we have
P
(
sup
|s−t|<δ′
∥∥ξ(s) − ξ(t)∥∥ δ/2) α (resp. β) + /2.
Now, take n in N0 for which 2−n < δ′ , put d := 2n and deﬁne for all i ∈ {0, . . . ,d} the number ti := i/d. With a (d + 1)-
dimensional vector (x0, . . . , xd) ∈ Ed+1, we associate a continuous function xt0,...,tdx0,...,xd : [0,1] → E via linear interpolation. More
precisely, we deﬁne
xt0,...,tdx0,...,xd (t) := xi +
t − ti
ti+1 − ti (xi+1 − xi)
for i ∈ {0, . . . ,d − 1} and t ∈ [ti, ti+1]. Furthermore, for a function x ∈ C we put
xt0,...,td := xt0,...,tdx(t0),...,x(td).
Note that for any x ∈ C we have the following estimate for the interpolation error:∥∥x− xt0,...,td∥∥∞  2 sup|s−t|<δ′∥∥x(t) − x(s)∥∥.
Finally, we deﬁne for each f ∈ U the function f˜ : (Ed+1,‖ · ‖∞) → [0,1] by
f˜ (x0, . . . , xd) := f
(
xt0,...,tdx0,...,xd
)
which, in view of the uniform continuity of f , is easily seen to be uniformly continuous. We claim that the choice 0 = t0 <
· · · < td = 1 and f˜ fulﬁll the desired inequality. Take a csp ξ ∈ Σ (resp. Σ ′), a function f ∈ U and consider the event
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{
sup
|t−s|<δ′
∥∥ξ(t) − ξ(s)∥∥< δ/2}.
Then P(Ω \ Aξ ) α (resp. β) + /2, entailing that∣∣E[ f (ξ) − f˜ (ξ(t0), . . . , ξ(td))]∣∣ E[∣∣ f (ξ) − f˜ (ξ(t0), . . . , ξ(td))∣∣]
= E[∣∣ f (ξ) − f (ξ t0,...,td)∣∣1Aξ ]+ E[∣∣ f (ξ) − f (ξ t0,...,td)∣∣1Ω\Aξ ]

(
α (resp. β) + /2)+ /2= α (resp. β) + 
whence the claim. 
We are now in a position to give an interesting comparison between the distances δ f and δw .
Theorem 3.4. For a csp ξ and a collection of csp’s Σ the following inequalities hold.
δ f (ξ,Σ) δw(ξ,Σ) δ f (ξ,Σ) +μsec(Σ).
Proof. The ﬁrst inequality follows immediately from the fact that κ f  δw . We now prove the second one. Fix  > 0. Then
for a ﬁnite collection U of uniformly continuous functions f : C → [0,1], which is in particular equi-uniformly continu-
ous, the fact that μsec({ξ}) = 0 and Lemma 3.3 allow us to choose 0 = t0 < t1 < · · · < td−1 < td = 1 and for every f ∈ U
a uniformly continuous function f˜ : (Ed+1,‖ · ‖∞) → [0,1] such that∣∣E[ f (ξ) − f˜ (ξ(t0), . . . , ξ(td))]∣∣ /2
and for all η ∈ Σ∣∣E[ f (η) − f˜ (η(t0), . . . , η(td))]∣∣μsec(Σ) + /2.
Denoting U˜ := { f˜ | f ∈ U}, we get
inf
η∈Σ supf ∈U
∣∣E[ f (ξ) − f (η)]∣∣ inf
η∈Σ sup
f˜ ∈U˜
∣∣E[ f˜ (ξ(t0), . . . , ξ(td))− f˜ (η(t0), . . . , η(td))]∣∣+ μsec(Σ) + .
Finally, employing Theorem 2.3, these considerations lead to
δw(ξ,Σ) = sup
U
inf
η∈Σ supf ∈U
∣∣E[ f (ξ) − f (η)]∣∣
 sup sup
U˜
inf
η∈Σ sup
f˜ ∈U˜
∣∣E[ f˜ (ξ(t0), . . . , ξ(td))− f˜ (η(t0), . . . , η(td))]∣∣+ μsec(Σ) + 
= κ f (ξ,Σ) +μsec(Σ) + 
 δ f (ξ,Σ) +μsec(Σ) + 
the ﬁrst supremum on the second line being taken over all choices 0 = t0 < t1 < · · · < td−1 < td = 1 and the second one
over all ﬁnite collections U˜ of uniformly continuous functions f : (Ed+1,‖ · ‖∞) → [0,1]. The arbitrariness of  establishes
the second inequality. 
Corollary 3.5. For a csp ξ and a stochastically equicontinuous collection of csp’s Σ the following equality holds.
δ f (ξ,Σ) = δw(ξ,Σ).
Corollary 3.6. For a stochastically equicontinuous sequence of csp’s (ξn) and a csp ξ the following are equivalent.
(1) The sequence (ξn)n converges weakly to ξ .
(2) For each choice 0 t1 < · · · < td  1 the sequence (ξn(t1), . . . , ξn(td))n converges weakly to (ξ(t1), . . . , ξ(td)).
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In the foregoing section we proved Theorem 3.4 without recourse to a version of Prohorov’s theorem suited to our
context. In this section we prove that, nevertheless, such a version of Prohorov’s theorem does exist in our setting and
moreover it has some interesting links with the foregoing section. See [13] for another type of recent generalization of
Prohorov’s theorem.
Let d be a metric for a set X . We recall that a subset A ⊂ X is said to be d-sequentially relatively compact iff each sequence
in A has a d-convergent subsequence. This notion has been generalized in the literature [6,7] in various ways depending on
the context. For a set A ⊂ X we deﬁne its index of sequential relative compactness as the number
cd(A) := inf
Y⊂X supx∈A
inf
y∈Y d(x, y)
the ﬁrst inﬁmum being taken over all ﬁnite subsets Y ⊂ X . We leave it as an exercise to show that we have the following
alternative formula at our disposal
cd(A) = sup
(xn)n
inf
(xkn )n
inf
x∈X limsupn
d(x, xkn )
where the supremum runs over all sequences (xn)n in A and the ﬁrst inﬁmum over all subsequences (xkn )n .
Theorem 4.1. If (X,d) is a complete metric space then a set A ⊂ X is relatively sequentially compact if and only if cd(A) = 0.
We recall that a set Γ ⊂ P(S) is said to be weakly relatively sequentially compact iff every sequence in Γ has a weakly
convergent subsequence. Recalling our discussion concerning the function λδw (17), again we see that the concept of index
of (sequential relative) compactness becomes more involved but is perfectly extendable to our setting. For a set Γ ⊂ P(S)
we deﬁne its index of relative sequential compactness (w.r.t. δw ) as the number
cδw (Γ ) := sup
(Pn)n
inf
(Pkn )n
inf
P∈P(S) λδw (Pkn → P )
the supremum being taken over all sequences (Pn)n in Γ and the ﬁrst inﬁmum over all subsequences (Pkn )n . We have the
following important theorem.
Theorem 4.2. A collection of probability measures Γ ⊂ P(S) is weakly relatively sequentially compact if and only if cδw (Γ ) = 0.
Proof. The ‘only if’-part follows immediately from the deﬁnition of cδw (Γ ). The ‘if’-part however requires a more technical
argument and, maybe surprisingly, involves the fact that dTV is a complete metric. Let Γ be a collection of probability
measures on S such that cδw (Γ ) = 0 and consider a sequence (Pn)n in Γ . Choose a subsequence (Pk2(n))n and a probability
measure Q 2 ∈ P(S) such that
λδw (Pk2(n) → Q 2) 1/2.
Now choose a further subsequence (Pk2◦k3(n))n and a probability measure Q 3 ∈ P(S) such that
λδw (Pk2◦k3(n) → Q 3) 1/3.
We may continue this procedure ending up for each m  2 with a sequence (Pk2◦···◦km(n))n and a probability measure
Qm ∈ P(S) such that
λδw (Pk2◦···◦km(n) → Qm) 1/m. (28)
For simplicity in notation, for any m we will let km := k2 ◦ · · · ◦ km so that (Pkm(n))n stands for the m-th consecutive subse-
quence of (Pn)n . We claim that (Qm)m is a dTV -Cauchy sequence. Indeed, ﬁx q > p  2, then for each n and α > 0 we have
the estimate
sup
A∈BS
(
Q p(A) − Qq
(
A(2α)
))
 sup
A∈BS
(
Q p(A) − Pkq(n)
(
A(α)
))+ sup
A∈BS
(
Qq(A) − Pkq(n)
(
A(α)
))
entailing that
sup
A∈BS
(
Q p(A) − Qq
(
A(2α)
))
 limsup
n
sup
A∈BS
(
Q p(A) − Pkq(n)
(
A(α)
))
+ limsup
n
sup
(
Qq(A) − Pkq(n)
(
A(α)
))
A∈BS
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n
sup
A∈BS
(
Q p(A) − Pkp(n)
(
A(α)
))
+ limsup
n
sup
A∈BS
(
Qq(A) − Pkq(n)
(
A(α)
))
which, applying inequality (28) twice, ﬁnally leads to
dTV(Q p, Qq) = sup
α>0
sup
A∈BS
(
Q p(A) − Qq
(
A(α)
))
 λδw (Pkp(n) → Q p) + λδw (Pkq(n) → Qq)
 1/p + 1/q.
Hence, (Qm)m is a dTV -Cauchy sequence. The completeness of dTV allows us to conclude that (Qm)m must converge in total
variation to a probability measure P . Now consider the diagonal sequence (P ′n := Pkn(n))n , which is a subsequence of (Pn)n .
We will prove that (P ′n)n converges weakly to P , demonstrating the fact that Γ is weakly relatively sequentially compact.
Fix  > 0 and choose m such that dTV (P , Qm) < /2 and 1/m < /2. Then for each n and α > 0 we have the estimate
sup
A∈BS
(
P (A) − P ′n
(
A(2α)
))
 sup
A∈BS
(
P (A) − Qm
(
A(α)
))+ sup
A∈BS
(
Qm(A) − P ′n
(
A(α)
))
which, applying inequality (28), entails that
limsup
n
sup
A∈BS
(
P (A) − P ′n
(
A(2α)
))
 sup
A∈BS
(
P (A) − Qm
(
A(α)
))+ limsup
n
sup
A∈BS
(
Qm(A) − P ′n
(
A(α)
))
 sup
A∈BS
(
P (A) − Qm
(
A(α)
))+ limsup
n
sup
A∈BS
(
Qm(A) − Pkm(n)
(
A(α)
))
 /2+ 1/m < .
Since the foregoing inequality holds for all  > 0 and α > 0, we see that λδw (P
′
n → P ) = 0, which implies the weak conver-
gence of (P ′n)n to P . 
We recall that a collection Γ of probability measures on S is said to be tight iff for every  > 0 there exists a compact
set K ⊂ S such that for all P ∈ Γ we have P (S \ K ) <  . We generalize this notion in two ways. For a collection Γ ⊂ P(S)
we deﬁne its weak index of tightness as the number
tw(Γ ) := sup
G
inf
G0
sup
P∈Γ
P
(
X \
⋃
G0
)
where G ranges over all open covers of S and G0 over all ﬁnite subcollections of G .
Theorem 4.3. For a metric d metrizing S and Γ ⊂ P(S) we have
tw(Γ ) = sup
δx
inf
K
sup
P∈Γ
P
(
S \
⋃
x∈K
Bd(x, δx)
)
(29)
= sup
δx
inf
Y
sup
P∈Γ
P
(
S \
⋃
x∈Y
Bd(x, δx)
)
, (30)
the ﬁrst supremum on each line ranging over all choices δx > 0, x ∈ S, the inﬁmum on the ﬁrst line over all compact sets K in S and on
the second line over all ﬁnite sets Y in S.
Proof. Let us denote the right-hand side of (29) by j(Γ ) and of (30) by b(Γ ). tw(Γ ) j(Γ ): Fix  > 0 and an open
cover G of S and assume w.l.o.g. that G consists of countably many Gn increasing to S . For each x ∈ S we let nx be the
smallest natural number for which x ∈ Gnx and we choose δx > 0 so small that Bd(x, δx) ⊂ Gnx . Now pick a compact set
K in S so that P (S \⋃x∈K B(x, δx))  j(Γ ) +  for all P ∈ Γ . Observe that since K is compact, it must be contained in
a set Gn0 belonging to G . Furthermore, for each x ∈ K we have B(x, δx) ⊂ Gnx ⊂ Gn0 , by construction of nx . It follows that
P (S \ Gn0 ) P (S \
⋃
x∈K B(x, δx)) j(Γ ) +  for all P ∈ Γ . Hence we infer that tw(Γ ) j(Γ ).
j(Γ ) b(Γ ): This is trivial.
b(Γ ) tw(Γ ): Fix  > 0, δx > 0 for all x ∈ S and let G be the open cover consisting of all balls Bd(x, δx). Since we can
pick ﬁnitely many xi such that P (S \⋃i Bd(xi, δxi )) tw(Γ ) +  , it easily follows that b(Γ ) tw(Γ ). 
Notice that if (S,d) is a so-called Atsuji or Lebesgue space [3] then it is possible to replace the choice of radii (δy)y in
the deﬁnition of tw by a ﬁxed choice for all y ∈ S . Being an Atsuji space means, for instance, that any pair of non-empty
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the one hand and a discrete space, e.g. N, on the other. A slightly more sophisticated argument shows that in general the
formulas in Theorem 4.3 remain true if we restrict ourselves to ‘good’ choices for δx , x ∈ S .
Theorem 4.4. The formulas in Theorem 4.3 remain valid if we restrict the choices of δx > 0, x ∈ S, to those for which x → δx is
a continuous function.
Proof. Let us denote
j′(Γ ) := sup
δx
inf
K
sup
P∈Γ
P
(
S \
⋃
x∈K
B(x, δx)
)
,
the ﬁrst supremum running over all choices δx > 0, x ∈ S , for which x → δx is continuous and the inﬁmum over all compact
sets K in S . Clearly, it suﬃces to show that we still have tw(Γ )  j′(Γ ). Let  > 0 and G be an open cover and assume
again w.l.o.g. that G consists of a sequence (Gn)n of open sets increasing to S . Now consider the function
ϕ : S → R+ : x → 1
2
(
sup
n
d(x, S \ Gn) ∧ 1
)
.
Then ϕ is lower semicontinuous and strictly positive so that Dowker’s theorem [10] allows us to choose δx , x ∈ S , for which
x → δx is a continuous function and 0 < δx < ϕ(x), x ∈ S . By deﬁnition of j′(Γ ) we can further choose a compact set K so
that
P
(
S \
⋃
x∈K
B(x, δx)
)
 j′(Γ ) + . (31)
The function x → ϕ(x)−δx being lower semicontinuous now attains a strictly positive minimum 0 on K . For y ∈ K consider
the set
O y :=
{
x ∈ X ∣∣ d(y, x) < 0/2}∩ {x ∈ X | δx < δy + 0/2}.
Then y ∈ O y and O y is open by the continuity of x → δx . Now choose Y ⊂ K ﬁnite in such a way that K ⊂⋃y∈Y O y . It
easily follows that⋃
x∈K
B(x, δx) ⊂
⋃
y∈Y
B(y, δy + 0). (32)
Furthermore, for each y we have by deﬁnition of 0 that δy + 0  ϕ(y), hence we may choose a Gny for which d(y, S \
Gny ) δy + 0. Now observe that for z ∈ B(y, δy + 0) we have d(y, z) < d(y, S \ Gny ) implying that z ∈ Gny . Hence, Y being
ﬁnite, we have for a certain n0⋃
y∈Y
B(y, δy + 0) ⊂ Gn0 . (33)
Combining (31), (32) and (33) we infer
sup
P∈Γ
P (S \ Gn0) sup
P∈Γ
(
S \
⋃
x∈K
B(x, δx)
)
 j′(Γ ) + ,
and it follows that tw(Γ ) j′(Γ ). 
We deﬁne the strong index of tightness of Γ as the number
ts(Γ ) := inf
K
sup
P∈Γ
P (S \ K )
the inﬁmum being taken over all compact sets K ⊂ S . Observe that the inequality tw(Γ )  ts(Γ ) always holds true. The
following theorem illustrates the fact that both indices indeed generalize the classical notion of tightness.
Theorem 4.5. A collection Γ of probability measures on a complete separable metric space S is tight if and only if tw(Γ ) = 0 if and
only if ts(Γ ) = 0.
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Choose a countable dense subset {xi | i ∈ N} then for any m 1 the family of balls (B(xi,1/m))i is an open cover and thus
there exists a ﬁnite subset (B(xi,1/m))i=0,...,nm such that
∀P ∈ Γ : P
(
X \
nm⋃
i=0
B(xi,1/m)
)
 
2n
.
Put
K :=
∞⋂
m=1
nm⋃
i=0
B(xi,1/m)
then K is compact and for all P ∈ Γ , P (X \ K )  . 
That the indices of compactness and tightness also produce meaningful non-zero values is shown by the following simple
example.
Example 4.6. Consider the real line with the usual Borel σ -algebra, ﬁx α > 0 and let Γ be the set of all probability measures
Pn := (1− α)δ0 + αδn
where δx stands for the Dirac measure at x and where n is any natural number  1. Then it is easily veriﬁed that both the
weak and strong index of tightness and the index of relative sequential compactness are equal to α.
Theorem 4.9 will provide us with important inequalities generalizing Prohorov’s theorem. For its proof some preparation
is required.
For a collection Γ of probability measures on a separable metric space S and  > 0 we will consider the set
Γ () := {(1− ′)P + ′Q ∣∣ P ∈ Γ, Q ∈ P(X), 0 ′  } (34)
see e.g. [22] and [19] for the use of these types of “contaminated” sets in robust statistics and game theory. The following
lemma furnishes an estimate for the index of relative sequential compactness of such sets.
Lemma 4.7. For a set Γ ⊂ P(S) and  > 0 we have the estimate
cδw
(
Γ ()
)
 cδw (Γ ) + .
Proof. Take Γ ⊂ P(S) and  > 0. Then for a sequence (Rn)n where
Rn := (1− n)Pn + nQn
in Γ () and δ > 0 we ﬁnd a subsequence (Pkn ) of (Pn) and probability measure P such that
sup
α>0
limsup
n
sup
A∈BS
(
P (A) − Pkn
(
A(α)
))
 cδw (Γ ) + δ.
Now the inequality
sup
α>0
limsup
n
sup
A∈BS
(
P (A) − Rkn
(
A(α)
))= sup
α>0
limsup
n
sup
A∈BS
(
P (A) − Pkn
(
A(α)
)+ kn(Pkn − Qkn)(A(α)))
 sup
α>0
limsup
n
sup
A∈BS
(
P (A) − Pkn
(
A(α)
))+ 

(
cδw (Γ ) + δ
)+ 
establishes the desired result. 
Although Lemma 4.8 is a direct consequence of the classical Prohorov theorem, we will give a straightforward proof of
it in order to keep the text self-contained.
Lemma 4.8. A set Γ ⊂ P(S) is weakly relatively sequentially compact if there exists a compact set K ⊂ S containing the support of
every probability measure P ∈ Γ .
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contained in K , provided with the weak topology, with the space of positive linear functionals λ on C(K ),1 for which
λ(1) = 1, provided with the weak∗-topology, it suﬃces to observe that the latter is a closed subspace of the closed dual
unit ball B∗ of C(K ), and that this ball is compact and metrizable due to the Banach–Alaoglu theorem, see e.g. [30]. 
The reason for introducing both a weak and strong index of tightness will become clear in our general form of a Pro-
horov theorem for distances, as they turn out to provide respectively a lower and an upper bound for the index of weak
compactness, which in consequence allows us to derive some further interesting results.
Theorem 4.9 (Prohorov for distances). For every collection Γ of probability measures on a complete separable metric space S the
following inequalities are valid
cρ(Γ ) tw(Γ ) cδw (Γ ) ts(Γ ) cdTV (Γ ).
Proof. cρ(Γ ) tw(Γ ): Let  > 0 and let G be the open cover consisting of all -balls. Next let G0 be an arbitrary ﬁnite
subcollection of G and let {A1, . . . , An} be the canonical pairwise disjoint collection generated by G0 such that ⋃G0 =⋃n
i=1 Ai . Take arbitrary points xi ∈ Ai and, if necessary, xn+1 ∈ S \
⋃G0 and a natural number m for which n/m  . Consider
the ﬁnite collection Φ of probability measures of the form Q =∑n+1i=1 (ki/m)δxi , where ki ∈ {0, . . . ,m} and ∑n+1i=1 ki =m. Fix
P ∈ Γ and consider a probability measure Q =∑n+1i=1 (ki/m)δxi in Φ such that for all i  n we have P (Ai) ki/m+ 1/m. All
that remains to be shown is that ρ(P , Q ) P (S \⋃G0) +  .
For any Borel set A ⊂ S we denote the set of all numbers i  n for which A meets Ai by I . From the calculation
P (A) P
(⋃
i∈I
Ai
)
+ P
(
S \
⋃
G0
)

∑
i∈I
P (Ai) + P
(
S \
⋃
G0
)

∑
i∈I
(ki/m + 1/m) + P
(
S \
⋃
G0
)

∑
i∈I
ki/m + n/m + P
(
S \
⋃
G0
)
 Q
(⋃
i∈I
Ai
)
+ P
(
S \
⋃
G0
)
+ 
 Q
(
A(P (S\
⋃G0)+))+ P(S \⋃G0)+ 
we get the required inequality and hence the claim.
tw(Γ ) cδw (Γ ): Suppose that cδw (Γ ) < γ and choose  > 0 such that cδw (Γ ) < γ −  . Take a countable open cover
G := {Gn | n ∈ N} and suppose that for all n ∈ N there exists Pn ∈ Γ such that
Pn
(
n⋃
i=0
Gi
)
< 1− γ .
Since cδw (Γ ) < γ −  there exists a subsequence (Pkn )n and a P ∈ P(X) such that
λδw (Pkn → P ) < γ − .
This implies that for all n
P
(
n⋃
i=0
Gi
)
 sup
m
inf
lm
Pkl
(
n⋃
i=0
Gi
)
+ γ − 
 sup
m,kmn
inf
lm
Pkl
( kl⋃
i=0
Gi
)
+ γ − 
 1− γ + γ −  = 1− .
1 C(K ) stands for the Banach space of real valued continuous functions on K with supremum norm ‖ · ‖∞ .
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⋃n
i=0 Gi ↑ X this is impossible. Hence there exists a ﬁnite subset G0 ⊂ G such that for all P ∈ Γ we have
P (X \⋃G0) γ , and thus tw(Γ ) γ .
cδw (Γ ) ts(Γ ): Fix  > 0. Now we are allowed to pick a compact set K ⊂ S such that the inequality P (S \ K ) ts(Γ )+
is valid for every probability measure P ∈ Γ . If we put Γ (· | K ) := {P (· | K ) | P ∈ Γ }, then the relation P = P (K )P (· |
K ) + P (S \ K )P (· | S \ K ) shows that Γ ⊂ Γ (· | K )(ts(Γ ) + ) (see (34)). Applying Lemmata 4.7, 4.8 and Theorem 4.2, we
conclude that
cδw (Γ ) cδw
(
Γ (. | K )(ts(Γ ) + ))
 cδw
(
Γ (. | K ))+ ts(Γ ) + 
= ts(Γ ) + 
whence the desired inequality.
ts(Γ ) cdTV (Γ ): Take  > 0 and consider a ﬁnite set Φ ⊂ P(S) such that for each P ∈ Γ there exists a probability
measure Q ∈ Φ for which dTV (P , Q )  cdTV (Γ ) + /2. The completeness of S implies the tightness of Φ , allowing us to
choose a compact set K ⊂ S such that Q (S \ K ) /2 for all Q ∈ Φ . Since for P ∈ Γ we have
P (S \ K ) Q (S \ K ) + cdTV (Γ ) + /2 cdTV (Γ ) + 
we get the required inequality. 
Corollary 4.10 (Prohorov’s theorem). Let Γ be a collection of probability measures on a complete separable metric space S. Then Γ is
weakly relatively sequentially compact if and only if it is tight.
Proof. Let Γ be weakly relatively compact, then by Theorem 4.2 the quantity cδw (Γ ) = 0, and by Theorem 4.9 tw(Γ ) = 0.
Now Theorem 4.5 allows us to conclude that Γ is tight.
Conversely, let Γ be tight. Now Theorem 4.9 allows us to prove that Γ is weakly relatively compact in two ways.
(1) By Theorem 4.5 we see that tw(Γ ) = 0, and by Theorem 4.9 cρ(Γ ) = 0. Now Theorem 4.1 and the completeness of
ρ imply that Γ is weakly relatively compact.
(2) By Theorem 4.5 we see that ts(Γ ) = 0, and by Theorem 4.9 cδw (Γ ) = 0. Now Theorem 4.2 implies that Γ is weakly
relatively compact. 
Although at present the precise situation with regard to the weak and strong indices of tightness is not yet completely
understood we do have the following results.
Theorem 4.11. Assume that there exists a sequence (Un)n of relatively compact open sets which increases to S. Then for Γ ⊂ P(S) we
have
tw(Γ ) = cδw (Γ ) = ts(Γ ).
Proof. It suﬃces to show that in this case ts(Γ ) tw(Γ ). Let  > 0. Now it is possible to ﬁnd a Un such that supP∈Γ P (S \
Un)  tw(Γ ) +  . Let K be the compact set Un and observe that, since Un ⊂ K , we have supP∈Γ P (S \ K )  supP∈Γ P (S \
Un) tw(Γ ) +  . We conclude that ts(Γ ) tw(Γ ). 
Theorem 4.11 has the following obvious corollary for Euclidean spaces.
Corollary 4.12. For Γ ⊂ P(Rd) we have tw(Γ ) = cδw (Γ ) = ts(Γ ).
A further interesting link between the index of stochastic equicontinuity and the weak index of tightness is given by the
following result. Notice that the weak index of tightness for a collection of csp’s is given by
tw(PΣ) = sup
G
inf
G0
sup
ξ∈Σ
P
(
ξ /∈
⋃
G0
)
.
Now we have the following theorem.
Theorem 4.13. For a collection Σ of csp’s the following inequality holds
μsec(Σ) tw(PΣ).
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B(xi, /4). Now choose δ > 0 in such a way that for every i ∈ {1, . . . ,n} we have sup|s−t|<δ ‖xi(s) − xi(t)‖ < /2. We claim
that the following inclusion is valid.
n⋃
i=1
Bi ⊂
{
x ∈ C
∣∣∣ sup
|s−t|<δ
∣∣x(s) − x(t)∣∣ }. (35)
Indeed, for x ∈ ⋃ni=1 Bi we can pick an element xi for which ‖x − xi‖ < /4. But then for s, t , with |s − t| < δ, we get‖x(s) − x(t)‖ ‖xi(s) − xi(t)‖ + /2  .
In particular (35) entails that for every ξ ∈ Σ
P
(
sup
|s−t|<δ
∣∣ξ(s) − ξ(t)∣∣> ) P(ξ /∈ n⋃
i=1
Bi
)
and we are done. 
Corollary 4.14. A collection of csp’s is stochastically equicontinuous if the collection of its laws is tight.
It frequently happens that for a sequence of csp’s (ξn)n it is only possible to establish the weak convergence of the
ﬁnite-dimensional distributions to those of a csp ξ , see e.g. [16,29]. In this case we can prove some interesting equalities.
Theorem 4.15. Let (ξn)n be a sequence of csp’s converging in the ﬁnite-dimensional sense to a csp ξ , that is, for each choice 0 t1 <
· · · < td  1 the weak convergence of (ξn(t1), . . . , ξn(td)) to (ξ(t1), . . . , ξ(td)) has been established. Then we have
μsec
({ξn | n})= tw({Pξn | n})= cδw ({Pξn | n}).
Proof. By Theorem 4.13 we have μsec({ξn | n})  tw({Pξn | n}). Furthermore, Theorem 4.9 provides us with tw({Pξn | n}) 
cδw ({Pξn | n}). Finally, since the inequality δw(ξ,Σ) δ f (ξ,Σ) + μsec(Σ) in Theorem 3.4 is easily seen to imply cδw ({Pξn |
n}) cδ f ({Pξn | n})+μsec({ξn | n}) and since cδ f ({Pξn | n}) = 0 because of the ﬁnite-dimensional convergence of (ξn)n , we get
cδw ({Pξn | n})μsec({ξn | n}). 
Finally we prove an interesting link with the notion of σ -smoothness. Let S be separable metrizable. A positive linear
functional λ on Cb(S) with λ(1) = 1 is a probability measure on S if and only if it is σ -smooth [34], i.e. for each sequence
fn ↓ 0 in Cb(S) we have infn λ fn = 0. It seems plausible to call a collection Λ of positive linear functionals on Cb(S)
(uniformly) σ -smooth iff for each sequence fn ↓ 0 in Cb(S) we have infn supΛ λ( fn) = 0. The importance of this deﬁnition
resides in the fact that it can be shown that a tight collection of probability measures is always σ -smooth and that the
converse holds if S is Polish [33]. These considerations lead us to the following deﬁnition. For a collection Γ of probability
measures on S we deﬁne the index of σ -smoothness by the number
s(Γ ) := sup
( fn)n
inf
n
sup
P∈Γ
∫
fn dP
the ﬁrst supremum running over all sequences fn ↓ 0 in Cb(S) and with 0  fn  1. Notice that from the deﬁnition it
immediately follows that Γ is σ -smooth if and only if s(Γ ) = 0.
Theorem 4.16. For a collection Γ of probability measures on S we have the following equality
s(Γ ) = tw(Γ ).
Proof. s(Γ )  tw(Γ ): Fix a sequence fn ↓ 0 in Cb(S), with 0  fn  1, and  > 0. Now consider the sets Gn := { fn < }.
Since fn ↓ 0, they form an open cover of S , making it possible to choose a ﬁnite set K of natural numbers such that for
every P in Γ we have P (S \⋃K Gk) < tw(Γ ) +  . Pick n0 such that fn0 ∧K fk and note that for all x ∈⋃K Gk we have
fn0 (x)  . This implies that for every P ∈ Γ∫
fn0 dP =
∫
⋃
K Gk
fn0 dP +
∫
S\⋃K Gk
fn0 dP
 τ (Γ ) + 2.
It follows that
inf
n
sup
P∈Γ
∫
fn dP  τ (Γ )
whence the desired inequality.
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(Un) of S such that Un ⊂ Gn for all n. The Urysohn lemma allows us to choose continuous functions gn : S → [0,1] such
that gn(Un) = {0} and gn(S \ Gn) = {1}. For each n deﬁne the function fn :=∧nk=1 gk and note that fn(S \⋃nk=1 Gk) = {1}
and that fn ↓ 0 since (Un) covers S . Hence there exists an n0 such that for all P ∈ Γ we have
∫
fn0 dP < s(Γ )+  , but then
it also follows that for all P ∈ Γ
P
(
S \
n0⋃
k=1
Gk
)

∫
fn0 dP  s(Γ ) + .
In particular we have
inf
n
sup
P∈Γ
P
(
S \
n⋃
k=1
Gk
)
 s(Γ )
whence the desired inequality. 
Corollary 4.17. A collection Γ of probability measures on a complete S is tight if and only if it is σ -smooth.
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