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Re´sume´
On de´signe par courbes de croissance des mesures re´pe´te´es au cours du temps d’un processus
continu de croissance sur une population d’individus. Ces donne´es longitudinales sont clas-
siquement analyse´es par des mode`les non-line´aires a` effets mixtes dont la fonction de re´gression
impose une e´volution monotone croissante du phe´nome`ne. Ces mode`les de croissance ne per-
mettent pas de mode´liser des modifications inattendues du taux de croissance. Nous proposons
de prendre en compte ces e´ventuelles variations a` l’aide d’e´quations diffe´rentielles stochas-
tiques de´duites du mode`le de croissance standard par ajout d’une composante stochastique.
Nous de´veloppons une me´thode d’infe´rence Baye´sienne de ces mode`les reposant sur un algo-
rithme de Gibbs et validons ce nouveau mode`le en utilisant et en adaptant des crite`res base´s sur
la distribution pre´dictive a posteriori. Nous illustrons la pertinence de notre approche dans le
cas d’un mode`le de Gompertz sur un jeu de donne´es re´elles de croissance de poulets.
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Abstract
Growth curve data consist of repeated measurements of a continuous growth process over time
among a population of individuals. These data are classicaly analysed by nonlinear mixed mod-
els. The standard growth functions used in this context prescribe monotone increasing growth
and can fail to model unexpected changes in growth rates. We propose to model these variations
using stochastic differential equations (SDEs) which are deduced from the standard determinis-
tic growth function by adding random variations to the growth dynamics. A Bayesian inference
of parameters of these SDE mixed models is developed, relying on a Gibbs algorithm. We
suggest to validate the SDE approach via criteria based on the predictive posterior distribution
of replicate samples and a chisquare discrepancy function. We illustrate the efficiency of our
method in the particular case of the Gompertz function to model data on chichen growth, the
modeling being improved by the SDE approach.
Key-words
Bayesian estimation; Gompertz model; Growth curves; Mixed models; Predictive Posterior
distribution; Stochastic differential equation
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1 Introduction
On de´signe par courbes de croissance des mesures re´pe´te´es au cours du temps d’un processus
continu de croissance sur une population d’individus. En agronomie ces donne´es de croissance
permettent par exemple de diffe´rencier des phe´notypes animaux ou ve´ge´taux en fonction de
la dynamique du processus biologique sous-jacent. Ces donne´es sont classiquement analyse´es
par des mode`les non-line´aires a` effets mixtes dont la fonction de re´gression appartient a` la
famille classique des fonctions de croissance, telles que les fonctions de Gompertz, logistique,
de Richards ou de Weibull (Zimmerman & Nu´nez-Anto´n (2001)). Ces mode`les imposent une
e´volution croissante du phe´nome`ne observe´, quelle que soit la valeur des parame`tres. Bien
que ces mode`les aient prouve´ leur pertinence, ils ne permettent pas de prendre en compte les
variations inattendues du taux de croissance telles que le ralentissement de la croissance ou
meˆme des de´croissances. Ces phe´nome`nes observe´s ne sont pas dus a` des erreurs de mesures
mais bien a` des phe´nome`nes biologiques sous-jacents non-explique´s.
Dans ce papier, nous cherchons a` mode´liser ces variations de processus de croissance au moyen
d’e´quations diffe´rentielles stochastiques (EDS). En effet, les courbes de croissance standard
sont solutions d’une e´quation diffe´rentielle ordinaire (EDO). Nous proposons d’introduire une
composante stochastique dans cette e´quation. Au final, le processus de croissance varie ale´atoire-
ment autour d’une dynamique moyenne.
L’estimation baye´sienne de mode`les mixtes de´finis par EDS a e´te´ peu aborde´e dans la litte´rature.
Cano et al. (2006) calculent la loi a posteriori des parame`tres en approchant la solution de
l’EDS par un sche´ma d’Euler-Maruyama alors que Oravecz et al. (2008) se concentrent sur
le cas du processus d’Ornstein-Uhlenbeck avec parame`tres ale´atoires. Dans ce papier, nous
proposons une me´thode d’infe´rence baye´sienne dans le cas des courbes de croissance. Dans la
partie 2, nous pre´sentons le mode`le de croissance a` effets mixtes classique ainsi que le mode`le
de´fini par EDS. Nous discutons notamment du choix du terme de volatilite´. Au paragraphe 3,
nous spe´cifions les lois a priori sur les parame`tres et de´veloppons un algorithme de Gibbs pour
estimer les lois a posteriori des parame`tres. Une de´marche de validation baye´sienne du mode`le
est en outre propose´e. Finalement (partie 4), nous illustrons la pertinence de notre mode`le sur
des donne´es de croissance de poulets dans le cas d’une fonction de croissance de Gompertz.
2 Mode`les et notations
Soient y = (yi)1≤i≤n = (yij)1≤i≤n,1≤j≤ni les observations du processus de croissance ou` yij est
l’observation bruite´e du sujet i a` l’instant tij (i = 1 . . . n, j = 0 . . . ni).
Mode`les de croissance a` effets mixtes
Dans les mode`les mixtes classiques, l’e´volution du processus est de´crite par une fonction de´terministe
de´pendant de parame`tres ale´atoires propres a` l’individu. Plus pre´cise´ment,
yij = f(φi, tij) + εij, εij ∼i.i.d. N (0, σ
2) (1)
φi ∼ N (µ,Ω)
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ou` f est une fonction de´terministe parame´trique; φ = (φi)1≤i≤n ∈ R
p sont les parame`tres
individuels; les εij sont les erreurs re´siduelles.
Dans le cas des courbes de croissance, f est classiquement l’une des quatre fonctions suiv-
antes: fonctions logistique, de Gompertz, de Richards et de Weibull. Chacune d’entre elles
peut-eˆtre e´crite comme la solution d’une EDO dont la solution est strictement croissante (voir
Zimmerman & Nu´nez-Anto´n (2001)).
Exemple. La fonction de Gompertz est solution de l’EDO f ′G(t) = BCe
−CtfG(t) avec pour
condition initiale fG(0) = Ae
−B. Ainsi fG(t) = A exp
[
−Be−Ct
]
.
Plus ge´ne´ralement, soit φ l’ensemble des parame`tres (A,B,C) ou une re-parame´trisation judi-
cieuse des parame`tres, alors f est solution de l’EDO ge´ne´rale suivante:
∂f(φ, t)
∂t
= F (f, t, φ), f(φ, 0) = f0(φ) (2)
Mode`les de croissance a` effets mixtes de´finis par EDS
Afin de prendre en compte les variations ale´atoires du processus de croissance, nous intro-
duisons un terme de volatilite´ stochastique dans l’EDO (2). Le processus de croissance est
alors de´crit par l’EDS suivante:
dZt = F (Zt, t, φ)dt+ Γ(Zt, φ, γ
2)dWt, Z(t = 0) = Z0(φ)
ou` Wt est un processus browien et Γ(Zt, φ, γ
2) est la fonction de volatilite´ parame´tre´e par γ2
inconnu. Finalement, le mode`le de croissance a` effets mixtes de´fini par EDS s’e´crit:
yij = Ztij(φi) + εij, εij ∼i.i.d. N (0, σ
2)
dZt(φi) = F (Zt, t, φi)dt+ Γ(Zt, φi, γ
2)dWt (3)
φi ∼ N (µ,Ω)
Le mode`le (3) inte`gre trois sources de variabilite´s distinctes: la variabilite´ inter-sujets quantifie´e
parΩ, la variabilite´ γ2 refle´tant les variations ale´atoires du processus autour du mode`le the´orique
f et l’erreur de mesure σ2. Par ailleurs, le choix de la fonction de volatilite´ est crucial et doit
de´couler de multiples conside´rations: positivite´ ou non du phe´nome`ne observe´, type d’ale´a a`
introduire, existence ou non d’une solution explicite de l’EDS, etc.
Exemple. Dans le cas de la Gompertz – prenant en compte le fait qu’une analyse ante´rieure
de nos donne´es re´elles a montre´ qu’un mode`le de bruit he´te´rosce´dastique e´tait pertinent– nous
proposons d’introduire une fonction de volatilite´ polynomiale:
dZt = BCe
−CtZtdt+ γZtdWt, Z0 = Ae
−B (4)
De cette fac¸on, l’e´quation (4) a une solution explicite qui s’e´crit comme une perturbation
ale´atoire multiplicative de la fonction de Gompertz standard: Zt = fG(t)e
− 1
2
γ2t+ηt ou` ηt ∼
3
N (0, γ2t). De plus, nous garantissons entre autre la positivite´ presque suˆre du phe´nome`ne.
Nous obtenons alors le mode`le mixte global suivant: ∀i = 1 . . . n,
(log yi0, log yi1, . . . , log yini)
′ =
(
log(Ai)−Bi, logZti1 , . . . , logZtini
)′
+ εi,
εi ∼ i.i.d.N
(
0, σ2Ini+1
)
(
logZti1 , . . . , logZtini
)′
= log(Ai)−Bi
(
e−Citi1 , . . . , e−Citini
)′
− γ2 (ti1, . . . , tini)
′ + ηi,
ηi ∼ i.i.dN
(
0ni , γ
2Ti
)
, avec Ti = (min(tij , tij′))1≤j,j′≤ni
(logAi, Bi, logCi) ∼ i.i.d.N (µ,Ω)
3 Infe´rence baye´sienne
Dans le cadre d’une approche baye´sienne, nous cherchons a` e´valuer la distribution a posteriori
des parame`tres de population µ,Ω ainsi que de σ2 et enfin de γ2 dans le cas du mode`le par EDS.
Spe´cification des lois a priori: Nous sugge´rons d’utiliser des loi a priori standard (c.f. De la
Cruz-Mesia&Marshall (2006)) pour les espe´rances et variances dans les mode`les hie´rarchiques,
i.e. ∀k = 1 . . . p, µk ∼ N (m
prior
k , v
prior
k ), Ω
−1 ∼ W (R, p+1) (distribution de Wishart) 1/σ2 ∼
Γ(αpriorσ , β
prior
σ ). γ
2 e´tant un parame`tre controˆlant la variance des perturbations ale´atoires du
processus, il est raisonnable de choisir aussi une loi a priori inverse-Gamma pour cette quantite´:
1/γ2 ∼ Γ(αpriorγ , β
prior
γ ). Le choix des parame`tres de ces lois a priori peut s’ave´rer de´licat d’ou`
notre souci de les calibrer notamment dans une optique de robustesse des re´sultats obtenus sur
les parame`tres d’inte´reˆt.
Lois a posteriori: Les mode`les (1) et (3) e´tant non-line´aires, nous avons recours a` une proce´dure
ite´rative du type algorithme Monte Carlo Markov Chain (MCMC) pour e´tudier la loi a poste-
riori des parame`tres. Dans le cas du mode`le de croissance standard (1), l’algorithme de Gibbs
a` mettre en place ne pre´sente pas de difficulte´ particulie`re (voir par exemple Carlin & Louis
(2000)). Dans le cas du mode`le de´fini par EDS (3) nous proposons l’algorithme suivant:
• ETAPE 1: initialisation sur des valeurs initiales σ−2(0), γ2(0), µ(0),φ(0),Z(0).
• ETAPE 2: ge´ne´ration de σ−2(k), γ2(k), µ(k),φ(k),Z(k) a` partir de σ−2(k−1), γ2(k−1), µ(k−1),
φ(k−1), Z(k−1) au travers des e´tapes successives suivantes:
1. Z(k) ∼ p(Z|φ(k−1), γ−2(k−1), σ−2(k−1),y)
2. φ(k) ∼ p(φ|σ−2(k−1), γ−2(k−1), µ(k−1),Ω(k−1),Z(k),y0) ou` y0 = (yi0)i=1...n
3. µ(k) ∼ p(µ|φ(k)) et Ω(k) ∼ p(Ω|φ(k))
4. σ−2(k) ∼ p(σ−2|Z(k),φ(k),y) et γ−2(k) ∼ p(γ−2|Z(k),φ(k))
• ETAPE 3: passer de k a` k + 1 et retourner a` l’ETAPE 2 jusqu’a` convergence.
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ou`Zi est une re´alisation du processus (Zt) pour chaque individu et a` tous les instants d’obervation.
Z = (Z1, . . . , Zn) ∈ R
n1+···+nn repre´sente le vecteur des n individus.
Certaines des lois a posteriori conditionnelles sont explicites. Ainsi, la loi a priori sur σ−2 e´tant
une loi Gamma, la loi a posteriori p(σ−2|Z(k),φ(k),y) l’est aussi. En outre, p(φ|µ,Ω) e´tant
gaussienne, la loi conditionnelle de µ est gaussienne et celle de Ω est une inverse Wishart. Pour
les autres quantite´s, les lois conditionnelles sont propres au mode`le.
Exemple: Dans le cas du mode`le Gompertz, la loi conditionnelle de logZi = (logZij)1≤j≤ni
conditionnellement a` (φi, γ
−2,yi, σ
2) est gaussienne: logZi|yi, σ
2, γ2, φi ∼ N (m
post
log Zi
, V postlog Zi)
avec
V postlog Zi = (σ
−2Ini + γ
−2T−1i )
−1,
mpostlog Zi = V
post
log Zi
[
σ−2(log yi1 . . . log yini)
′ + γ−2T−1i ulog Zi
]
ulog Zi = logAi −Bi
(
e−Citi1 . . . e−Citini
)′
−
1
2
γ2 (ti1 . . . tini)
′
Remarque. Dans le cas ge´ne´ral, lorsque la distribution conditionnelle du processus Z n’est
pas explicite, une solution envisageable est d’avoir recours a` un sche´ma d’Euler-Maruyama,
approchant les probabilite´s de transition par des lois gaussiennes.
Crite`re Baye´sien de validation du mode`le EDS: nous cherchons a` valider le mode`le de´fini par
EDS en utilisant les distributions pre´dictives a posteriori. Cette me´thode repose sur la ge´ne´ration
de donne´es re´plique´es sous la loi pre´dictive a posteriori. Ces donne´es re´plique´es sont compare´es
aux donne´es observe´es au travers de la fonction de discre´pance que nous choisissons du type χ2
dans notre cas: T (y, η) = (y−η)
2
V ar(y−η)
ou` η = f(φ, tij) pour le mode`le de croissance de´terministe
et η = Zij(φi) pour le mode`le de´fini par EDS. Cette fonction vise a` quantifier l’ade´quation du
mode`le avec les donne´es observe´es. Nous cherchons a` comparer la distribution a` posteriori de
p(T (y, η)|y) avec celle de p(T (yrep, η)|y) ou` yrep repre´sente les donne´es re´plique´es sous la
loi p(yrep|y) au travers de la probabilite´ ppp =
∫
P [T (yrep, η) > T (y, η)|y, η] p(η|y)dη. En
pratique, pour chaque mode`le, l’algorithme de Gibbs fournit des ηl (l = 1 . . . L) ge´ne´re´s sous la
loi a posteriori p(η|y). A partir de chaque ηl nous ge´ne´rons des donne´es re´plique´es sous la loi
p(yrep|ηl). Finalement, la quantite´ ppp est approche´e par
1
L
∑L
l=1 1T (yrep l,ηl)>T (y,ηl) et compare´e
a` 1
2
.
4 Application sur donne´es re´elles
Nous nous inte´ressons a` la mode´lisation de croissances de poulets, jeu de donne´es pre´ce´demment
analyse´ par Jaffre´zic et al. (2006) et Meza et al (2007). Les donne´es y sont des observations
bruite´es de poids de n =50 poulets, mesure´s a` t =0, 4, 6, 8, 12, 16, 20, 24, 28, 32, 36, 40
jours apre`s la naissance (voir exemple sur la figure 1). Nous estimons les parame`tres des deux
mode`les par les algorithmes de Gibbs pre´ce´demment de´crits. Nous pre´sentons –sur la figure (1)
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Figure 1: A gauche: Donne´es et pre´dictions pour les sujets 1, 4 13 and 14. Au milieu et a` droite: PPP pour les
mode`les standard et EDS
a` gauche– les observations pour 4 individus (◦), la trajectoire pre´dite par le mode`le de´terministe
(tirets longs), la trajectoire moyenne (sur 1000 re´alisations) fournie par le mode`le EDS (trait
plein), un exemple de trajectoire fourni par le mode`le EDS ainsi qu’un intervalle de confiance
pre´dictif a` 95% (tirets courts). Les sujets 4 et 13 sont des individus sans ralentissement de crois-
sance, sur lesquels les 2 mode`les fournissent des re´sultats comparables. Le sujet 14 pre´sente
une le´ge`re de´croissance alors que le sujet 1 pre´sente une nette de´croissance. Dans ces deux cas,
le mode`le EDS re´ussit a` mode´liser ces phe´nome`nes, ce qui n’est pas le cas du mode`le standard.
Nous calculons ensuite le crite`re de validation de mode`le. La figure (1) a` droite pre´sente un
re´sume´ des distributions pre´dictives a posteriori sous chacun des mode`les. Ce graphique met
clairement en e´vidence l’ame´lioration fournie par ce nouveau mode`le.
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