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Abstract
The generalized method of moments estimator may be substantially biased in
ﬁnite samples, especially so when there are large numbers of unconditional moment
conditions. This paper develops a class of ﬁrst order equivalent semi-parametric
eﬃcient estimators and tests for conditional moment restrictions models based on
a local or kernel-weighted version of the Cressie-Read power divergence family of
discrepancies. This approach is similar in spirit to the empirical likelihood methods
of Kitamura, Tripathi and Ahn (2004) and Tripathi and Kitamura (2003). These
eﬃcient local methods avoid the necessity of explicit estimation of the conditional
Jacobian and variance matrices of the conditional moment restrictions and provide
empirical conditional probabilities for the observations.
JEL Classiﬁcation: C12, C13, C14, C20, C30.
Keywords: Conditional Moment Restrictions, Local Cressie-Read Minimum Dis-
crepancy, GMM, Semi-Parametric Eﬃciency.
∗This is a revision of aspects of an Invited Paper entitled “Local GEL Estimation with Conditional
Moment Restrictions” presented at the A.S.A. Business and Economics Section conference “Recent
Developments in the Theory, Method and Application of Information and Entropy Econometrics” held
in honour of Arnold Zellner at the American University, Washington D.C., 19-21 September 2003. I am
grateful to Y. Kitamura for his discussion of that paper. An earlier version of this paper also formed part
of the Invited Address “Local GEL Inference for Conditional Moment Restrictions Models” presented
at the Econometric Society European Meetings, Madrid, 20-24 August, 2004. This research beneﬁtted
from the ﬁnancial support of a 2002 Leverhulme Major Research Fellowship.1I n t r o d u c t i o n
Evidence of substantial biases in ﬁnite samples of the standard generalized method of
moments (GMM) estimator, Hansen (1982), for models speciﬁed by unconditional mo-
ment restrictions is becoming increasingly prevalent, especially so when there are large
numbers of moment conditions. See, for example, the theoretical discussion in Newey and
Smith (2004), henceforth NS, and the simulation evidence in Altonji and Segal (1996),
Imbens and Spady (2001), Judge and Mittelhammer (2001), Ramalho (2001) and Newey,
Ramalho and Smith (2001). A number of alternative estimators have therefore been
suggested which are ﬁrst order asymptotically equivalent to GMM, including empirical
likelihood (EL), [Owen (1988), Qin and Lawless (1994), and Imbens (1997)], the contin-
uous updating estimator (CUE), [Hansen, Heaton, and Yaron (1996)], and exponential
tilting (ET), [Kitamura and Stutzer (1997) and Imbens, Spady and Johnson (1998)]. See
also Owen (2001). As demonstrated by NS, these estimators and those from the Cressie
a n dR e a d( 1 9 8 4 )p o w e rd i v e r g e n c ef a m i l yo fd i screpancies share a common structure, be-
ing members of a class of generalized empirical likelihood (GEL) estimators; see Brown
and Newey (1992, 2002) and Smith (1997, 2001). Correspondingly NS show that GEL
and GMM estimators display the same ﬁrst order asymptotic properties. For the uncon-
ditional context, NS also describe the higher order eﬃciency of bias-corrected EL. Also
see Kitamura (2001).
An important recent paper, Kitamura, Tripathi and Ahn (2004), henceforth KTA,
develops a semi-parametric eﬃcient estimation method based on EL for models speciﬁed
by conditional moment restrictions. A principal aim of this paper is to adapt to the
conditional moment context the information theoretic methods based on the Cressie and
Read (1984) power divergence family of discrepancies discussed in Imbens, Spady and
Johnson (1998) for unconditional moment restriction models and, thereby, to describe
a class of information theoretic estimators which achieve the semi-parametric eﬃciency
lower bound. Tripathi and Kitamura (2003), henceforth TK, propose an EL-type statistic
for testing the validity of conditional moment restrictions. A further objective of this
[1]paper is to extend the analysis of TK to provide a class of alternative test statistics based
on the Cressie-Read family of discrepancy measures.
KTA employ a kernel weighted version of EL. The resultant EL criterion may be re-
garded as a form of local EL. Similar ideas have been employed elsewhere, for example, in
nonparametric regression. For an excellent exposition of these ideas and applications, see
Fan and Gijbels (1996). Like KTA for EL we deﬁne a class of estimation criteria based
on local or kernel weighting of the Cressie-Read power divergence family of discrepancies.
We term the consequent estimators local Cressie-Read minimum discrepancy (MD) esti-
mators. We show that local Cressie-Read MD estimators are asymptotically ﬁrst order
equivalent to the local EL estimator proposed by KTA. Consequently local Cressie-Read
MD estimators achieve the semi-parametric eﬃciency lower bound; see Chamberlain
(1987). A reformulation of the ﬁrst order conditions deﬁning the local Cressie-Read MD
estimator facilitates intuition for the semi-parametric eﬃciency of the local Cressie-Read
MD estimator. The structure of these conditions conforms to those describing a semi-
parametric eﬃcient GMM estimator, incorporating an estimator of the eﬃcient matrix
of instrumental variables formed from implicit consistent estimators of the conditional
Jacobian and conditional variance matrices associated with the conditional moment re-
strictions. The class of local Cressie-Read MD estimators includes local versions of EL
as in KTA, the ET estimator and the CUE, the last of which is related to the estimator
suggested by Bonnal and Renault (2003); cf. NS, Theorem 2.3, for unconditional GEL.
Like TK for EL, the optimised local Cressie-Read MD criterion function suitably centred
and scaled yields an asymptotically pivotal test statistic for the validity of the conditional
moment restrictions.
Because of their one-step nature a particular advantage of eﬃcient local methods is
the avoidance of the necessity of providing explicit nonparametric estimators for the con-
ditional Jacobian and variance matrices arising from the conditional moment restrictions
which may be inaccurately estimated unless large numbers of observations are avail-
able. See, for example, Robinson (1987) and Newey (1990, 1993) for semi-parametric
approaches based on explicit conditional Jacobian and variance matrix estimation. More-
[2]over, eﬃcient local methods display an invariance to normalisation of the conditional
moment restrictions, a property absent for two-step semi-parametric eﬃcient estimators.
In contrast to local EL and the local Cressie-Read MD methods developed here, Don-
ald, Imbens and Newey (2003) employs a sequence of unconditional moment restrictions,
obtained, for example, using spline or series approximants, in order to approximate the
eﬃcient matrix of instrumental variables. This sequence of unconditional moment re-
strictions is then used within the standard GEL set-up discussed in NS from which a
semi-parametric eﬃcient estimator also results. Their method has the computational
virtue of requiring estimation of a nuisance parameter vector whose dimension increases
at a slower rate than the sample size whereas the dimension of that associated with
eﬃcient local methods increases in direct proportion. A disadvantage though is not
producing an explicit estimator for the conditional distribution of the data.
The outline of the paper is as follows. In Section 2 the conditional moment restrictions
model is described together with some other preliminaries. Section 3 details the class
of local Cressie-Read MD criteria and estimators. Local EL, ET estimators and CUE
are obtained as special cases of the local Cressie-Read MD estimator. This section also
gives some intuition for their semi-parametric eﬃciency. Various regularity conditions
are provided for the consistency, asymptotic normality and semi-parametric eﬃciency
of local Cressie-Read MD estimation in section 4. Section 5 considers test statistics
for the conditional moment restrictions based on optimised Cressie-Read MD criteria
together with moment- and Lagrange multiplier-based statistics. Asymptotic results and
associated regularity conditions for the null distribution of these statistics are presented
in section 6. Proofs are given in Appendix A with certain subsidiary results and proofs
in Appendices B and C for estimation and inference respectively.
2 The Model and Preliminaries
Let (xi,z i), (i =1 ,...,n), be a random sample of observations on the s-a n dd-dimensional
data vectors x and z. Following KTA, x is assumed to be continuously distributed with
[3]Lebesgue density h(·)w h e r e a sz may be discrete, mixed or continuous.1
The conditional moment indicator vector u(z,β)i sak n o w nq-vector of functions of
the data observation z and the p-dimensional parameter vector β which lies in a compact
parameter space B. In many contexts, the vector u(z,β) would be interpreted as a
vector of residuals from some econometric mo d e l .W ea s s u m et h e r ee x i s t sav a l u eo ft h e
parameter vector β0 in the interior of the parameter space B satisfying the conditional
moment restriction
E[u(z,β0)|x]=0w . p . 1 . (2.1)
Here E[·|x] denotes expectation taken with respect to the conditional distribution of z
given x.
Eﬃcient estimation of the parameter β0 under (2.1) is one of the principal objec-
tives of this paper. From (2.1), any measurable function of the conditioning vector x
is uncorrelated with u(z,β0). A standard approach then to constructing a consistent
estimator for β0 would be to formulate a set of unconditional moment restrictions from
(2.1) by specifying a m × q matrix of instrumental variables, v(x,β)s a y ,w i t hm ≥ p.
The m-vector of unconditional moment indicators is deﬁned as
g(z,β)=v(x,β)u(z,β) (2.2)
with the consequent unconditional moment restrictions obtained by iterated expectations
as
E[g(z,β0)] = E[v(x,β0)u(z,β0)] (2.3)
= Ex[v(x,β0)E[u(z,β0)|x]] = 0,
where E[·]a n dEx[·] denote expectation taken with respect to the joint unconditional
distribution of x and z and the marginal distribution of x respectively. Under appropri-
ate regularity conditions, see, inter alia, Newey and McFadden (1994) and NS, GMM or
GEL estimation using g(z,β) (2.2) as the vector of moment indicators will deliver con-
sistent estimators of β0. In general, however, because the instrumental variables v(x,β)
1The following analysis may be straightforwardly adapted for x discrete or mixed distributed. See
KTA, section 3.
[4]are nonunique, neither GMM nor GEL estimators based on the unconditional moment
restrictions (2.3) will achieve the semi-parametric eﬃciency bound.
Let D(x)=E[∂u(z,β0)/∂β0|x]a n dV (x)=E[u(z,β0)u(z,β0)0|x] denote the condi-
tional Jacobian and conditional variance matrices arising from the conditional moment
restrictions (2.1). In a seminal paper, Chamberlain (1987) demonstrated that the semi-
parametric eﬃciency lower bound for any n1/2-consistent regular estimator of β0 under




The matrix I may be regarded as the semi-parametric equivalent of the classical informa-
tion matrix and is, in fact, derived from consideration of a particular classical parametric
problem. An optimal GMM or GEL estimator based on the unconditional moment re-
strictions (2.3), therefore, requires the implementation of the (infeasible) instrumental
variable matrix v∗(x,β)=D(x,β)0V (x,β)−1,w h e r eD(x,β)=E[∂u(z,β)/∂β0|x]a n d
V (x,β)=E[u(z,β)u(z,β)0|x].
3 Information Theoretic Estimation
A main concern of this paper, like KTA, then is the development of feasible estimators
for β0 which achieve the semi-parametric eﬃciency bound I−1 under (2.1) but which
avoid explicit estimation of the conditional Jacobian and conditional variance matrices,
D(x)a n dV (x), of the moment indicator u(z,β0).
The approach adopted here considers a class of information theoretic criteria based on
the Cressie-Read power divergence family of discrepancies, see Cressie and Read (1984).
Imbens, Spady and Johnson (1998) developede s t i m a t i o nm e t h o d sa n dt e s ts t a t i s t i c s
b a s e do nt h eC r e s s i e - R e a df a m i ly for the unconditional moment context, see (2.3) above.
Essentially, in the unconditional case, the sample is treated as arising from a discretely
d i s t r i b u t e dp o p u l a t i o nw i t he a c hd a t ap o i n ti,( i =1 ,...,n), treated as a single cell of a






γ+1 − 1] (3.1)
where expressions are interpreted as limits for γ = −1o rγ = 0. In (3.1), πi is interpreted
as the (unconditional) probability associated with observation i,( i =1 ,...,n), and, thus,
πi ≥ 0, (i =1 ,...,n), and
Pn
i=1 πi = 1. Correspondingly, the (unconditional) moment
condition (2.3) becomes
Pn
i=1 πiu(zi,β)=0 .F o rag i v e nγ, the Cressie-Read minimum
discrepancy (MD) estimator for β0 minimises the criterion (3.1) with respect to πi,( i =
1,...,n), and β subject to the constraints
Pn
i=1 πiu(zi,β)=0a n d
Pn
i=1 πi =1 . I n
eﬀect, the Cressie-Read discrepancy criterion contrasts probabilities πi,( i =1 ,...,n),
which incorporate the moment restrictions
Pn
i=1 πiu(zi,β) = 0, with their (unrestricted)
empirical distribution function counterparts 1/n, which solve the minimisation problem
in the absence of these moment restrictions.
The Cressie-Read discrepancies (3.1) are also known as Renyi’s α-class of generalized
measures of entropy in which the function [vγ+1 − 1]/γ(γ +1 )i sap a r t i c u l a rf o r mo f
entropy, see Renyi (1961). For suitable choices for γ many familiar entropy measures
are obtained. For example, if γ = 0, then the entropy takes the standard Shannon
form vlog(v), see Shannon and Weaver (1949), whereas −logv results if γ = −1. In an
interesting recent contribution Kitamura (2005) characterises a class of criteria based on a
general entropy function using an information theoretic argument which exploits Fenchel
duality, see Borwein and Lewis (1991). Kitamura’s (2005) treatment which includes the
Cressie-Read family as a special case has as its empirical counterpart Corcoran’s (1998)
formulation of a general class of MD estimators.2
To adapt the Cressie-Read critieria (3.1) to the conditional moment restrictions (2.1)
context, we employ a local version of the Cressie-Read discrepancy family (3.1) similar
in spirit to that adopted by KTA for EL and extended for GEL in Smith (2003). In
2Corcoran’s (1998) MD criterion is deﬁned by
Pn
i=1 h(nπi)w h e r eh(·) is a convex function which
may also be interpretated as entropy. This general MD criterion rather than the Cressie-Read family
could be adopted in the following analysis with little alteration to the results, see fn.3 below. NS, see
also Newey and Smith (2001), compared GEL with Corcoran’s (1998) MD estimator.
[6]particular, we are interested in the ﬁrst order large sample properties of the estimator
for β0 obtained from optimising the resultant local information theoretic criterion. We
term the estimator a local Cressie-Read MD estimator for β0.
To describe the local Cressie-Read MD estimator, let the weights wij = Kij/
Pn
k=1 Kik,
where Kij = K(
xi−xj
bn ), K(.) is a symmetric positive kernel function and bn ab a n d w i d t h
parameter, the properties of which are described below in Assumption 4.6 of section 4.
Note that
Pn
j=1 wij = 1 is automatically satisﬁed. We need to replace the unconditional
weights πi,( i =1 ,...,n), deﬁning the Cressie-Read criterion (3.1) by their conditional
counterparts πij,( i,j =1 ,...,n), which in a discrete setting may be interpreted as con-
ditional probabilities for cell i given cell j. Correspondingly, the unrestricted empirical
distribution function weights n−1 are substituted by the data-determined kernel weights
wij,( i,j =1 ,...,n). Finally, to create the local Cressie-Read discrepancy criterion, we
smooth the consequently adjusted criterion around each data point i,( i =1 ,...,n), using
the kernel weights wij,( i,j =1 ,...,n), in a manner similar to that used in kernel re-
gression for estimation of a conditional mean based on the Nadaraya-Watson estimator.















Let uj(β)=u(zj,β), (j =1 ,...,n). Also let πi =( πi1,...,πin)0,( i =1 ,...,n), and
π =( π0
1,...,π0
n)0. The local Cressie-Read MD estimator ˆ β is then given as






















πij =1 ,(i =1 ,...,n). (3.4)
The Lagrangian arising from the local Cressie-Read MD criterion (3.2) corresponding to































where µ =( µ1,...,µn)0 and λ =( λ0
1,...,λ0
n)0 collect together the scalar and q-vectors
of Lagrangian multipliers associated with the respective constraints
Pn
j=1 πij =1a n d
Pn
j=1 πijuj(β)=0 ,( i =1 ,...,n).3
Like the local EL estimator discussed by KTA, the local Cressie-Read MD estimator
ˆ β possesses a particular normalisation-invariance property. Let A(x,β)d e n o t ea( q,q)
matrix which is non-singular w.p.1 on B. Clearly, the conditional mean restriction (2.1)
remains unaltered by premultiplication of u(z,β0)b yA(x,β0). Likewise, the local Cressie-
Read MD estimator is invariant to such renormalisations as the additional factor A(xi,β)
is merely absorbed into the Lagrange multiplier λi,( i =1 ,...,n). This property is lacking
for two-step semi-parametric eﬃcient GMM estimators.
Similar to the unconditional moment condition setting examined by Imbens, Spady
and Johnson (1998), see also NS and Smith (1997, 2001) for GEL, suitable choices of
the parameter γ yield more familiar forms of the local MD criterion (3.2). The local or




j=1 wij log(πij/wij)c o n s i d e r e db y
KTA is a special case when γ = −1, cf. Imbens (1997) and Qin and Lawless (1994),




j=1 πij log(πij/wij) obtains if γ =0 ,
cf. Imbens, Spady and Johnson (1998) and Kitamura and Stutzer (1997). Similarly to
the unconditional context, in comparison to EL, ET substitutes the weight πij for the
unrestricted weight wij. See Imbens, Spady and Johnson (1998, section 2.2, pp.336-338)
for a more detailed discussion.
Like NS (Theorem 2.1, p.223), which demonstrates an analogous result for uncondi-
3The Lagrangean based on Corcoran’s (1998) general class of discrepancies, see fn.2 above, when

























[8]tional moment restrictions, a local Cressie-Read MD criterion (3.2) similar to that for
the continuous updating estimator (CUE), Hansen, Heaton and Yaron (1996), arises in
the quadratic case when γ = 1, see also Bonnal and Renault (2003). Let ˆ m(xi,β)=
Pn
j=1 wijuj(β)a n dˆ V (xi,β)=
Pn
j=1 wijuj(β)uj(β)0, the Nadaraya-Watson estimators of
E[ui(β)|xi]a n dE[ui(β)ui(β)|xi] respectively. The local CUE is constructed as





0[ˆ V (xi,β) − ˆ m(xi,β)ˆ m(xi,β)]
−1 ˆ m(xi,β). (3.6)
Theorem 3.1 If γ =1or the local Cressie Read MD criterion (3.2) is quadratic, then
ˆ β = ˆ βCUE.
In contradistinction to the local CUE ˆ βCUE which simultaneously minimizes the ob-
jective function over β in both ˆ m(xi,β)a n dˆ V (xi,β), a local GMM estimator is given
by4





0ˆ V (xi, ˜ β)
−1 ˆ m(xi,β), (3.7)
where ˜ β denotes an initial consistent estimator for β0; see, for example, Newey (1990,
1993).5
3.1 Implied Probabilities
As in the unconditional context, see NS, p.223, empirical conditional probabilities for the
observations may be deﬁned for each member of the Cressie-Read class.








− ˆ µi(β) − ˆ λi(β)
0uj(β) = 0 (3.8)
where ˆ µi(β)a n dˆ λi(β) denote the Lagrange multiplier estimators associated with the
respective constraints
Pn
j=1 ˆ πij(β)=1a n d
Pn
j=1 ˆ πij(β)uj(β)=0 ,( i =1 ,...,n). Solving
4A local GMM estimator paralleling (3.6) based on a centred conditional variance matrix estimator
is obtained from the minimisation over β ∈ B of
Pn
i=1 ˆ m(xi,β)0[ˆ V (xi, ˜ β)− ˆ m(xi, ˜ β)ˆ m(xi, ˜ β)]−1 ˆ m(xi,β).
5An alternative local CUE more in the spirit of local GMM would mini-
mize
Pn
i=1 ˆ m(xi,β)0 ˆ V (xi,β)−1 ˆ m(xi,β). In contrast to the unconditional moment case, see NS, fn.1,
the resultant CUE does not coincide with ˆ βCUE.
[9]gives
ˆ πij(β)=wij[γ(ˆ µi(β)+ˆ λi(β)
0uj(β))]
1/γ. (3.9)
The local MD ﬁrst order condition for ˆ µi(β)i s
Pn
j=1 ˆ πij(β) = 1, from which by (3.9)
Pn
k=1 wik[γ(ˆ µi(β)+ˆ λi(β)0uk(β))]1/γ =1 ,( i =1 ,...,n). The empirical local MD condi-




k=1 wik(ˆ µi(β)+ˆ λi(β)0uk(β))1/γ,(i,j =1 ,...,n). (3.10)
If γ =0 ,t h eﬁrst order condition is log(ˆ πij(β)/wij)+1− ˆ µi(β) − ˆ λi(β)0uj(β)=0
from which ˆ πij(β)=e x p ( ˆ µi(β)+ˆ λi(β)0uj(β))/e, cf. (3.8) and (3.9). Thus, ˆ πij(β)=
exp(ˆ λi(β)0uj(β))/
Pn
k=1 exp(ˆ λi(β)0uk(β)), cf. (3.10).
Let ˆ πij =ˆ πij(ˆ β), (i,j =1 ,...,n), denote the solutions to the MD optimization problem
(3.3), (3.4) and ˆ µi =ˆ µi(ˆ β), and ˆ λi = ˆ λi(ˆ β), (i =1 ,...,n), the Lagrange multiplier
estimators along with the corresponding local Cressie-Read MD estimator ˆ β.A l s o l e t
ˆ uj = uj(ˆ β), (j =1 ,...,n).
If γ 6= 0, the empirical conditional probabilities then are deﬁned from (3.9) and (3.10)
by
















where ˆ µi satisﬁes
Pn
k=1 wij[γ(ˆ µi + ˆ λ0
iˆ uk)]
1





iˆ uk), (j =1 ,...,n).
The empirical conditional probabilities ˆ πij sum to one over j =1 ,...,n,a n da r e
positive by construction. They also satisfy the sample moment condition
Pn
i=1 ˆ πijˆ uj =0
when the ﬁrst order conditions for ˆ µi and ˆ λi hold. For unconditional moment restrictions
the (unconditional) probabilities are ˆ πi =e x p ( ˆ λ0ˆ gi)/
Pn





k=1(1 + ˆ λ0ˆ gk)
1
γ otherwise, (i =1 ,...,n), see NS, equation (2.4), where ˆ gi =
g(zi, ˆ β) from (2.2) and ˆ β denotes an unconditional GMM or GEL estimator. In contrast,
the empirical conditional probabilities ˆ πij employ the diﬀerential data-determined kernel
weights wij,( j =1 ,...,n), rather than equal empirical distribution function weights n−1.
[10]For EL, ˆ πij = wij/(1+ ˆ λ0





iˆ uk), cf. Kitamura and Stutzer (1997), and for CUE, ˆ πij = wij(1+ˆ λ0
i(ˆ uj− ˆ m(xi, ˆ β)),
cf. Back and Brown (1993), see Bonnal and Renault (2003). See also Brown and Newey
(1992, 2002) and Smith (1997).
3.2 First Order Conditions
A re-interpretation of the ﬁrst order conditions determining the local Cressie-Read MD
estimator provides some intuition for why the semi-parametric eﬃciency lower bound
I−1 is achieved by ˆ β.
Let Uj(β)=∂uj(β)/∂β0,( j =1 ,...,n), and ˆ D(xi,β)=
Pn
j=1 wijUj(β) the Nadaraya-
Watson estimator of E[Ui(β)|xi].
Consider the ﬁrst order conditions for a semi-parametric eﬃcient GMM estimator
ˆ βGMM for β0 obtained from the GMM minimisation problem (3.7); that is,
n X
i=1
ˆ D(xi, ˆ βGMM)ˆ V (xi, ˜ β)
−1 ˆ m(xi, ˆ βGMM)=0 . (3.12)
An analogous expression to (3.12) can also be provided for any local Cressie-Read MD
estimator ˆ β, a result which mirrors NS, Theorem 2.3, for the unconditional moment
restrictions case.
Let ˆ kij = wij[exp(ˆ λ0
iˆ uj)−1]/ˆ λ0
iˆ uj if γ =0a n dwij[(ˆ µi + ˆ λ0
iˆ uj)1/γ −(ˆ µi)1/γ]/ˆ λ0
iˆ uj(ˆ µi)1/γ
otherwise. Also let ˆ Uj = Uj(ˆ β), (j =1 ,...,n).










ˆ kijˆ ujˆ u
0
j]
−1 ˆ m(xi, ˆ β)=0 , (3.13)
where ˆ kij =ˆ πij for local EL and ˆ kij = wij/ˆ µi for local CUE.
A comparison of the ﬁrst order conditions determining the semi-parametric eﬃcient
GMM estimator, (3.12), and those for local Cressie-Read MD, (3.13), is instructive. Sim-
ilarly to ˆ πij in (3.11), ˆ kij may also be interpreted as an empirical conditional probability.
[11]Lemma B.1 of Appendix B shows that ˆ λ0
iˆ uj
p
→ 0 and, hence, γˆ µi
p
→ 1i fγ 6=1 ,a sˆ µi
satisﬁes
Pn
k=1 wij[γ(ˆ µi + ˆ λ0
iˆ uk)]
1
γ =1 . T h u s ,ˆ kij/wij
p
→ 1. Therefore, the implicit es-
timators for the conditional Jacobian and conditional variance matrices are consistent,
i.e.
Pn
j=1 ˆ πij ˆ Uj
p
→ D(xi)a n d
Pn
j=1 ˆ kijˆ ujˆ u0
j
p
→ V (xi). By comparing the local GMM
and local Cressie-Read MD ﬁrst order conditions, (3.12) and (3.13), it is clear that,
asymptotically, local Cressie-Read MD estimators implicitly employ the semi-parametric
eﬃcient matrix of instrumental variables v∗(x,β0)=D(x)0V (x)−1 and thereby achieve
the semi-parametric eﬃciency lower bound I−1.
It is also interesting to note that local CUE uses the Nadaraya-Watson kernel regres-
sion estimator
Pn
j=1 wijˆ ujˆ u0
j for the conditional variance matrix V (xi)w i t hd i ﬀerential





j=1 ˆ πij ˆ Uj]0ˆ V (xi, ˆ β)−1 ˆ m(xi, ˆ β)=0 ,w h e r eˆ µi =1− ˆ λ0
i ˆ m(xi, ˆ β). In
contrast, local EL employs the same implied probabilities ˆ πij = wij/(1 + ˆ λ0
iˆ uj)f o rt h e
estimation of both V (xi) and the conditional Jacobian matrix D(xi) which parallels the
unconditional case; see NS, Theorem 2.3. The two-step semi-parametric eﬃcient GMM
estimator ˆ βGMM described in (3.7) utilises Nadaraya-Watson regression estimators for
both conditional Jacobian and variance matrices, see (3.12).6
3.3 Duality
For each local MD member we may describe a dual estimator which is similar in spirit to
the local GEL estimator considered in Smith (2003). This result mirrors the duality of
members of the GEL class for Cressie-Read MD estimators with unconditional moment
restrictions given in NS, Theorem 2.2.
6Bonnal and Renault (2003) give an alternative expression for the local Cressie-Read MD













ˆ πij ˆ Uj]0[
n X
j=1









ˆ uj =0 ,
which involves the implicit estimators
Pn
j=1 ˆ πij ˆ Uj and
Pn
j=1 ˆ πijˆ ujˆ u0
j for the conditional Jacobian and
variance matrices D(xi)a n dV (xi) but ˆ m(xi, ˆ β)=
Pn

























wij log(µi + λ
0
iuj(β)) − µi +1
!





wij exp(µi + λ
0
iuj(β))/e − µi − 1/e
!
if γ =0 .
Theorem 3.3 If u(z,β) is continuously diﬀerentiable in β,t h e nt h eﬁrst order conditions







ˆ Pi(β,µ i,λi)/n (3.15)
and to local Cressie-Read MD, (3.3) and (3.4), coincide at the local Cressie-Read MD
estimator ˆ β, ˆ πij = wij exp(ˆ µi + ˆ λ0
iˆ uj)/e if γ =0and wij[γ(ˆ µi + ˆ λ0
iˆ uj)]1/γ if γ 6=0 ,
(i,j =1 ,...,n), ˆ µi and ˆ λi, (i =1 ,...,n).
The dual reformulation oﬀered in (3.14) and (3.15) of the local Cressie-Read optimisation
problem is particularly useful in the analysis of the asymptotic properties of the local
Cressie-Read MD estimator ˆ β given in Appendix A.8







iuj(β)) − ρ(0)]/n, (3.16)
7The criterion (3.14) employs the Nadaraya-Watson estimator
Pn




conditional expectation of [γ(µi + λ0
iui(β))]
γ+1
γ given xi, i.e. E[[γ(µi + λ0
iui(β))]
γ+1
γ |xi], (i =1 ,...,n).
Hence, the resultant criterion obtained by averaging (3.14) over i =1 ,...,n, utilises a re-scaled and
re-centred estimator of the average conditional expectation
Pn




8The ﬁrst order conditions for µi and λi are
Pn
j=1 ˆ πij =1a n d
Pn
j=1 ˆ πijˆ uj = 0. Therefore, if
γ 6= −1,0, ˆ πij = wij[γ(ˆ µi + ˆ λ0
iˆ uj)]1/γ/
Pn
k=1 wik[γ(ˆ µi + ˆ λ0
iˆ uk)]1/γ.I f γ = −1, ˆ πijˆ µi + ˆ λ0
i(ˆ πijˆ uj)=wij
from which ˆ µi = 1. Therefore, ˆ πij = wij/(1+ˆ λ0
iˆ uj). If γ =0 ,t h e ne x p (ˆ µi)
Pn
j=1 wij exp(ˆ λ0
iˆ uj)=1f r o m
which ˆ πij =e x p ( ˆ λ0
iˆ uj)/
Pn
k=1 wik exp(ˆ λ0
iˆ uk).
[13]to that in (3.14) and (3.15) which has a similar structure to the unconditional case given
in NS and Smith (1997, 2001).9 For given β, the local Cressie-Read MD ﬁrst order con-
dition for λi(β) is identical to that from (3.16) when ρ(v) takes the Cressie-Read form
ρ(v)=−(1 + γv)(γ+1)/γ/(γ + 1); see (A.1) in Appendix A. However, in contradistinc-
tion to the unconditional moment restrictions case described in NS, Theorem 2.2, the
ﬁrst order condition determining the local Cressie-Read MD estimator ˆ β diﬀers from
that for the local GEL estimator from (3.16). Let ρ1(v)=dρ(v)/dv.T h e ﬁrst or-




j=1 ρ1(ˆ λi(ˆ β)0uj(ˆ β))Uj(ˆ β)0ˆ λi(ˆ β)=0a n di ss i m i l a r




j=1 ˆ πij(ˆ β)Uj(ˆ β)0ˆ λi(ˆ β)=0 ,s e e
(A.2) in Appendix A. In general, however, for given γ, Cressie-Read ρ1(ˆ λi(ˆ β)0uj(ˆ β))
and ˆ πij(ˆ β), see section 3.1, are proportional but depend on i,( i =1 ,...,n). Thus,
the ﬁrst order conditions for β will diﬀer. For local Cressie-Read MD, the implied
probabilities are ˆ πij(β)=wij exp(ˆ λi(β)0uj(β))/
Pn
k=1 exp(ˆ λi(β)0uj(β)) if γ =0a n d
wij(ˆ µi(β)+ˆ λi(β)0uj(β))1/γ/
Pn
k=1(ˆ µi(β)+ˆ λi(β)0uj(β))1/γ if γ 6=0 . I fρ(·)t a k e st h e
Cressie-Read form −(1 + γv)(γ+1)/γ/(γ +1 ) ,ρ1(ˆ λi(β)0uj(β)) = wij exp(ˆ λi(β)0uj(β)) if
γ =0a n dwij[1 + ˆ λi(β)0uj(β)]1/γ if γ 6= 0. Local GEL and local Cressie-Read MD
employ diﬀerent self-weighting schemes over observations i =1 ,...,n. It is only when
γ = −1, that is, for local EL, when ˆ πij(β)=wij/(1 + ˆ λi(β)0uj(β)), that local GEL and
local Cressie-Read MD estimators coincide; cf. KTA, section 2.
4 Asymptotic Theory for Estimation
This section gives consistency and asymptotic normality results for the local Cressie-
Read MD estimator ˆ β. Firstly, however, we provide some regularity conditions for the
large sample analysis. Our assumptions by and large follow KTA, Assumptions 3.1-3.7.
However, we assume bounded support for the conditioning vector x. This assumption is
primarily made for analytical simplicity. It avoids the necessity of the trimming device
employed in KTA and Smith (2003) and enables a rather less technically complex devel-
9The criterion (3.16) employs a Nadaraya-Watson estimator of the centred average conditional ex-
pectation
Pn
i=1 E[ρ(µi + λ0
iui(β))|xi]/n − ρ(0).
[14]opment. The reader is referred to KTA for the modiﬁcations entailed by trimming and
for a fuller discussion of these assumptions.10
Assumption 4.1 (i) {xi,z i}n
i=1 is a random sample on S×R d; (ii) x is continuously
distributed with Lebesgue density h(·) whereas the distribution of z is continous, discrete
or mixed; (iii) u(z,β):Rd ×B→ Rq is a known function.
Assumption 4.2 (i) β0 ∈ int(B) is such that E[u(z,β0)|x]=0 ; (ii) for each β 6= β0
there exists a set Xβ ⊆ S such that P{x ∈ Xβ} > 0 and E[u(z,β)|x] 6=0for all x ∈ Xβ;
(iii) B ⊆ Rp is compact; (iv) E[supβ∈B ku(z,β)k
m] < ∞ for some m>8.
Assumptions 4.2 (i) and (ii) are the conditional identiﬁcation condition given in KTA,
Assumption 3.1. Together they crucially ensure that E[kE[u(z,β)|x]k
2]=0i fa n do n l y
if β = β0.
Assumption 4.3 The kernel K(x)=
Qs
k=1 κ(x(k)), x =( x(1),...,x(s))0,w h e r eκ : R →
R, is a continuously diﬀerentiable p.d.f. with support [−1,1], symmetric about 0 and
bounded away from 0 on [−a,a] for some a ∈ (0,1).
Assumption 4.4 (i) S is a proper compact subset of Rs such that 0 < infx∈S h(x) ≤
supx∈Ss h(x) < ∞, h(x) is twice continuously diﬀerentiable on S, supx∈S k∂h(x)/∂xk <
∞ and supx∈S k∂2h(x)/∂x∂x0k < ∞; (ii) u(z,β) is continuous on B w.p.1 and E[supβ∈B
k∂u(z,β)/∂β0k] < ∞; (iii)
° °∂2[E[u(i)(z,β)|x]h(x)]/∂x∂x0° ° is uniformly bounded on B×
Rs, (i =1 ,...,q).
Assumption 4.5 There exists a non-empty neighbourhood B0 of β0 such that (i) D(x,β)
and V (x,β) are continuous on B0 w.p.1; (ii) inf(ξ,x,β)∈Sq×Rs×B0 ξ0V (x,β)ξ > 0 and
sup(ξ,x,β)∈Sq×Rs×B0 ξ0V (x,β)ξ > 0; (iii) supβ∈B0
¯ ¯∂u(i)(z,β)/∂β(j)¯ ¯ <c (z) and supβ∈B0
¯ ¯∂2u(i)(z,β)/∂β(j)∂β(k)¯ ¯ <d (z) w.p.1 for some functions c(z) and d(z) such that E[c(z)η] <
∞ for some η > 4 and E[d(z)] < ∞; (iv) supx∈Rs
° °∂E[D(ij)(x)h(x)]/∂x
° ° < ∞ and
sup(x,β)∈Rs×B0




° °∂2E[V (ij)(x)h(x)]/∂x∂x0° ° < ∞, (i,j =1 ,...,q).
10Elements of vectors and matrices are denoted by superscripts (i)a n d( ij) respectively.





As noted by KTA, the parameter τ is required for the uniform convergence result for
kernel estimators given in Ai (1997, Lemma B.1, p.955) which is central to the proofs of
many of the subsidiary results presented in KTA, Appendix B, and used here. Because
of the compact support Assumption 4.4 (i), the additional rate assumptions in KTA,
Assumption 3.7, arising from trimming and a mild moment existence assumption on the
distribution of x are obviated.
These conditions lead to a consistency result for the local Cressie-Read MD estimator
ˆ β.
Theorem 4.1 Let Assumptions 4.1-4.6 be satisﬁed. Then ˆ β
p
→ β0.
Asymptotic normality of the local Cressie-Read MD estimator ˆ β requires that the
Lagrange multiplier parameters λi be restricted to a set which shrinks more slowly than
the parametric rate n−1/2.
Theorem 4.2 If Assumptions 4.1-4.6 are satisﬁed and the Lagrange multiplier parame-
ters λi, (i =1 ,...,n), are each constrained to lie in the set Λn = {λ : kλk ≤ Cn−1/m} for
some C>0, then n1/2(ˆ β − β0)
d → N(0,I−1).
Theorem 4.2 emphasises that all local Cressie-Read MD estimators ˆ β are ﬁrst order
equivalent and achieve the semi-parametric eﬃciency lower bound I−1 conﬁrming the
intuition of section 3.2.
5 Information Theoretic Inference
This section is concerned with tests for the validity of the conditional moment restrictions
arising from (2.1). TK suggests the use of the optimised local EL criterion as a test
statistic. In particular, TK examine a local EL test statistic for the null hypothesis
H0 : P{E[u(z,β0)|x]=0 } =1 ( 5 . 1 )
[16]against the alternative that H0 of (5.1) is false. Our concern here is with the eﬃcacy of






























where I(·) denotes the indicator function. From their respective ﬁrst order conditions,
see (A.1), for a given estimator ˆ β of β0,ˆ µi =ˆ µi(ˆ β)a n dˆ λi = ˆ λi(ˆ β) are the respective
Lagrange multiplier estimators obtained from the adding-up constraint
Pn
j=1 ˆ πij(ˆ β)=1
and the conditional moment contraint
Pn
j=1 ˆ πij(ˆ β)uj(ˆ β)=0 ,( i =1 ,...,n), where ˆ πij(β)
i sg i v e ni n( 3 . 9 ) ,( i,j =1 ,...,n). As in TK, we only require that the estimator ˆ β be
n1/2-consistent for β0. Particular choices of ˆ β are eﬃcient (or otherwise) GMM or GEL
estimators based on unconditional moment restrictions (2.3) or local Cressie-Read MD
estimators as described in earlier sections. The set S∗ is a compact subset in the support
S of the conditioning variable x. An advantage of the ﬁxed trimming device I(xi ∈ S∗)
is that the test statistic may be employed over regions of the sample space of x which
are believed to be of particular empirical relevance and, thus, importance.
6 Asymptotic Theory for Inference
We provide an additional regularity condition adapted from TK, Assumption 3.5, which
is required for the following limiting distribution theory of the test statistic CR(ˆ β) under
the null hypothesis H0 of (5.1).
Assumption 6.1 (i) D(x) is continuous on S w.p.1; (ii) h(x) and V (x) are twice con-
tinuously diﬀerentiable on S w.p.1; (iii) inf(ξ,x)∈Sq×S∗ ξ0V (x,β)ξ > 0; (iv) h(x) and
E[supβ∈B ku(z,β)k
m|x]h(x) are uniformly bounded on S.
Let Ii =I ( xi ∈ S∗). Lemma C.1 in Appendix C demonstrates that we may re-express
the local Cressie-Read MD criterion as





















where ˆ Tn =
Pn
i=1 Ii ˆ m(xi, ˆ β)0ˆ V (xi, ˆ β)−1 ˆ m(xi, ˆ β). The leading term ˆ Tn is a form of local
CUE statistic and is identical to that giveni nT K ,( 4 . 1 ) .A sd e t a i l e di nT K ,s e c t i o n4 ,
the statistic ˆ Tn may be decomposed as ˆ Tn =
P5
k=1 ˆ Tn,k where





ui(ˆ β)0ˆ V (xi, ˆ β)−1ui(ˆ β)
(
Pn









0ˆ V (xi, ˆ β)
−1uj(ˆ β),






ui(ˆ β)0ˆ V (xi, ˆ β)−1uj(ˆ β)wij Pn
k=1 Kik
















[−1,1]s K(u)K(v−u)du and K∗∗ =
R
[−2,2]s K∗(u)2du.
Now, under our regularity conditions, from TK, Lemmata A.2-A.4, under H0,










































where σ2 =2 qK∗∗vol(S∗)a n dvol(S∗)=
R
S∗ dx i st h eL e b e s g u em e a s u r eo fS∗.
Now bs
n ˆ Tn,2 = qR(K)vol(S∗)+op(1) and thus b
s/2
n ˆ Tn,2 is explosive asymptotically under
H0. We therefore need to centre CR(ˆ β) by subtracting ˆ Tn,2 to obtain an asymptotically
pivotal statistic. As noted in TK, section 4, the asymptotic behaviour of ˆ Tn,2 does not
alter under local alternatives to H0.
The following theorem is then immediate from the above discussion and Lemma C.1
of Appendix C.
Theorem 6.1 Let Assumptions 4.1, 4.2 (i) and (iv) with m ≥ 6, 4.3, 4.5 (iii) with η ≥ 6
and E[d(z)2] < ∞ and Assumption 6.1 be satisﬁed. Then, if
° ° °ˆ β − β0
° ° ° = Op(n−1/2), S∗ is
[18]a compact subset of S, bn = n−δ for 0 < δ < min[1
s(1− 4
m), 1
3s],a n dλi ∈ Λn, (i =1 ,...,n),
b
s/2
n [CR(ˆ β) − ˆ Tn,2]/σ
d → N(0,1) under H0 of (5.1).
A test with given asymptotic size is obtained by comparing the statistic b
s/2
n [CR(ˆ β) −
ˆ Tn,2]/σ to appropriate critical values from the standard normal distribution.
Alternative asymptotically equivalent statistics under H0 to b
s/2
n [CR(ˆ β)− ˆ Tn,2]/σ are
the moment-based statistic b
s/2






iˆ V (xi, ˆ β)ˆ λi − ˆ Tn,2]/σ. A potential disadvantage of both of these
statistics is their increased dependence on the conditional variance estimator ˆ V (xi, ˆ β)
which may lead to poorer small sample properties than a test based on the statistic
b
s/2
n [CR(ˆ β) − ˆ Tn,2]/σ in which CR(ˆ β) is self-studentized.
[19]Appendix A: Proofs of Results
Throughout these Appendices, C will denote a generic positive constant that may be diﬀerent
in diﬀerent uses, and CS, J and T the Cauchy-Schwarz, Jensen and triangle inequalities respec-
tively. Also, with probability approaching one will be abbreviated as w.p.a.1, UWL will denote
a uniform weak law of large numbers such as Lemma 2.4 of Newey and McFadden (1994), and
CLT will refer to the Lindeberg-L´ evy central limit theorem.
For ease of reference, we collect together some notation used in the text and these Appen-
dices. Let ˆ m(xi,β)=
Pn
j=1 wijuj(β), ˆ m(x)=ˆ m(x,β0), ˆ D(xi,β)=
Pn
j=1 wijUj(β), ˆ D(x)=
ˆ D(x,β0), ˆ V (xi,β)=
Pn
j=1 wijuj(β)uj(β)0 and ˆ V (x)=ˆ V (x,β0). Also, let ui0 = ui(β0),
Uj0 = Uj(β0), ˆ µi0 =ˆ µi(β0)a n dˆ λi0 = ˆ λi(β0), (i =1 ,...,n). Finally, m(xi,β)=E[ui(β)|xi],






P r o o fo fT h e o r e m3 . 1 :For given β,t h eﬁrst order conditions determining ˆ λi(β)a r e
n X
j=1
ˆ πij(β)uj(β)=0 ,(i =1 ,...,n). (A.1)





ˆ πij(ˆ β)Uj(ˆ β)0ˆ λi(ˆ β)=0 . (A.2)
When γ =1 ,
Pn
k=1 wik(ˆ µi(β)+ˆ λi(β)0uk(β)=1 ,( i =1 ,...,n). Therefore, ˆ µi(β)=1 −
ˆ λi(β)0 ˆ m(xi,β) and, from eq. (3.10),
ˆ πij(β)=wij[1 + ˆ λi(β)0(uj(β) − ˆ m(xi,β))],(i,j =1 ,...,n). (A.3)
Substituting eq. (A.3) into eq. (A.1) yields
ˆ λi(β)=−[ˆ V (xi,β) − ˆ m(xi,β)ˆ m(xi,β)0]−1 ˆ m(xi,β). (A.4)
Therefore, from eqs. (A.2) and (A.4),
n X
i=1
ˆ D(xi, ˆ β)0[ˆ V (xi, ˆ β) − ˆ m(xi, ˆ β)ˆ m(xi, ˆ β)0]−1 ˆ m(xi, ˆ β)=0 .




ˆ πijˆ uj =
n X
j=1






(ˆ µi + ˆ λ0









ˆ kijˆ ujˆ u0
jˆ λi +ˆ m(xi, ˆ β).
Solving
ˆ λi = −[
n X
j=1
ˆ kijˆ ujˆ u0
j]−1 ˆ m(xi, ˆ β)

















ˆ kijˆ ujˆ u0
jˆ λi +ˆ m(xi, ˆ β)
and the conclusion then follows as before. Note that for local EL ˆ kij = wij[−(ˆ µi + ˆ λ0
iˆ uj)−1 +
(ˆ µi)−1]/ˆ λ0
iˆ uj(ˆ µi)−1 = wij(ˆ µi + ˆ λ0
iˆ uj)−1 =ˆ πij and for local CUE ˆ kij = wij[(ˆ µi + ˆ λ0
iˆ uj) −
(ˆ µi)]/ˆ λ0
iˆ uj(ˆ µi)=wij/ˆ µi.
Proof of Theorem 3.3: The ﬁrst order conditions for local Cressie-Read MD are given in
eqs. (A.1) and (A.2) together with the adding-up constraint
Pn
j=1 ˆ πij =1 ,( i =1 ,...,n). The
implied probabilities ˆ πij,( i,j =1 ,...,n), are deﬁn e di ne q .( 3 . 9 ) .
Let γ 6= −1,0. Diﬀerentiating (3.14) with respect to µi and λi for ﬁxed β yields the
adding-up constraint
Pn
j=1 wij[γ(ˆ µi(β)+ˆ λi(β)0uj(β))]1/γ − 1 = 0 and the conditional moment
restriction
Pn
j=1 wij[γ(ˆ µi(β)+ˆ λi(β)0uj(β))]1/γuj(β)=0 ,( i =1 ,...,n). Diﬀerentiating with
respect to β,
Pn
j=1 wij[γ(ˆ µi(ˆ β)+ˆ λi(ˆ β)0uj(ˆ β))]1/γUj(ˆ β)0ˆ λi(ˆ β)=0 ,( i =1 ,...,n).
If γ = −1, the derivatives with respect to µi and λi for ﬁxed β are respectively
Pn
j=1 wij(ˆ µi(β)+
ˆ λi(β)0uj(β))−1 − 1=0a n d
Pn
j=1 wij(ˆ µi(β)+ˆ λi(β)0uj(β))−1uj(β)=0 ,( i =1 ,...,n). Deﬁne
ˆ πij(β)=wij(ˆ µi(β)+ˆ λi(β)0uj(β))−1. Hence, ˆ πij(β)ˆ µi(β)+ˆ λi(β)0ˆ πij(β)uj(β)=wij. Summing
over j =1 ,...,n,ˆ µi(β) = 1 and, thus, ˆ πij(β)=wij(1 + ˆ λi(β)0uj(β))−1.D i ﬀerentiating with
respect to β yields
Pn
j=1 ˆ πij(ˆ β)Uj(ˆ β)0ˆ λi(ˆ β)=0 ,( i =1 ,...,n).
If γ = 0, the derivatives with respect to µi and λi for ﬁxed β are
Pn
j=1 wij exp(ˆ µi(β)+
ˆ λi(β)0uj(β))/e − 1=0a n d
Pn
j=1 wij exp(ˆ µi(β)+ˆ λi(β)0uj(β))uj(β)/e = 0 respectively. Let
ˆ πij(β)=wij exp(ˆ µi(β)+ˆ λi(β)0uj(β)). Diﬀerentiating with respect to β yields
Pn
j=1 ˆ πij(ˆ β)Uj(ˆ β)0
ˆ λi(ˆ β)=0 ,( i =1 ,...,n).
The result of the theorem then follows.
[A.2]P r o o fo fT h e o r e m4 . 1 :Let Cn = {z ∈ Rd :s u p β∈B ku(z,β)k ≤ Cn1/m} and unj(β)=























where ¯ µi(β)s o l v e s
Pn
j=1 wij[γ(¯ µi(β)+n−1/m¯ λi(β)0unj(β))]
1
γ =1 .N o t et h a tn−1/m¯ λi(β) ∈ Λn



























































γ +[ γ(¯ µi(β)+op(1))]
1
γ −1(1 + op(1))n−1/m¯ λi(β)0 ˆ m(xi,β)
=( γ¯ µi(β))
1
γ +( γ¯ µi(β))
1
γ −1Op(n−1/m)
uniformly i and β ∈ B as max1≤i≤n supβ∈B kˆ m(xi,β) − E[ui(β)|xi]k = op(1), cf. KTA, Proof of
Lemma B.8. Therefore, as γ¯ µi(β)=1+Op(n−1/m),
γ¯ µi(β)=[ 1− n−1/m¯ λi(β)0 ˆ m(xi,β)+op(n−1/m)]γ (A.7)
uniformly i and β ∈ B.






wij¯ rnij(t)/n ≤ op(1)
n X
i=1
¯ λi(β)0 ˆ m(xi,β)/n + op(1)
n X
i=1








¯ λi(β)0 ˆ m(xi,β)/n
[A.3]uniformly β ∈ B.T h u s ,
n1/m sup
β∈B













= op(1)Op(1) = op(1)
as ˆ m(xi,β)
p





















/n + op(n−1/m)( A . 8 )
uniformly β ∈ B.N o w ,f r o m( A . 7 )
(γ¯ µi(β))
γ+1
γ =1− (γ +1 ) n−1/m¯ λi(β)0 ˆ m(xi,β)+op(n−1/m)( A . 9 )




n−1/m¯ λi(β)0 ˆ m(xi,β)/n + op(1).
From KTA, eqs. (A.4), (A.5) and Lemma B.8,
n1/m sup
β∈B
¯ ¯Qn(β) − ¯ Qn(β)
¯ ¯ = op(1), (A.10)












ˆ Pi(β,µ i,λi)/n ≥ n1/m inf
β∈B
¯ Q(β)+op(1). (A.12)
From the deﬁnition of ¯ λi(β), (i =1 ,...,n), and (A.11), a UWL gives
n1/m ¯ Qn(β)=E[kE[ui(β)|xi]k
2 /(1 + kE[ui(β)|xi]k)] + op(1),
uniformly β ∈ B; see KTA, eq. (A.7). The function E[kE[ui(β)|xi]k
2 /(1 + kE[ui(β)|xi]k)] =
E[I(xi ∈ Xβ)kE[ui(β)|xi]k
2 /(1 + kE[ui(β)|xi]k)] is continuous in β, has a unique zero β0 and












ˆ Pi(β0,µ i,λi)/n, (A.13)
[A.4]as
Pn
i=1 ˆ Pi(ˆ β, 1
γ,0)/n = 0. By concavity, evaluating [γ(µi+λ0
iuj(β))]
γ+1


















ˆ Pi(β0,µ i,λi)/n = n1/m
n X
i=1
























by Assumption 4.6, eq. (B.3) of Lemma B.2 and TK, Lemma C.1, cf. KTA, Lemma B.3.






ˆ Pi(ˆ β,µ i,λi)/n = op(1). (A.15)
By T and (A.12)
0 ≤ E[−¯ λi(β)0E[ui(β)|xi]]|β=ˆ β (A.16)
≤ sup
β∈B
¯ ¯ ¯n1/m ¯ Qn(β) − E[−¯ λi(β)0E[ui(β)|xi]]
¯ ¯ ¯ +
¯ ¯ ¯n1/m ¯ Qn(ˆ β)
¯ ¯ ¯
≤







ˆ Pi(ˆ β,µ i,λi)/n





ˆ Pi(β,µ i,λi)/n ≥ n1/m ¯ Qn(β)+op(1) uniformly β ∈ B from eqs. (A.5) and
(A.10). Hence, from eqs. (A.15) and (A.16), E[−¯ λi(β)0E[ui(β)|xi]]|β=ˆ β = op(1). Therefore, ˆ β
must lie in any neighbourhood of β0 w.p.a.1, i.e. ˆ β
p
→ β0,a sE[−¯ λi(β)0E[ui(β)|xi]] is continuous
and has a unique zero β0.
Proof of Theorem 4.2: We consider the ﬁrst order condition determining the local
Cressie-Read MD estimator ˆ β; viz. n−1 Pn










∂2 ˆ Pi(β∗, ˆ µi(β∗), ˆ λi(β∗))
∂β∂β0 n1/2(ˆ β − β0)
[A.5]for some β∗ on the line segment joining ˆ β and β0 which may diﬀer row by row. From Lemma




∂ ˆ Pi(β0, ˆ µi0, ˆ λi0)
∂β





















j0ˆ V (xi)−1 ˆ m(xi)/n. (A.18)
From Lemma B.1, supβ∈B,λi∈Λn,1≤j≤n
¯ ¯ ¯[γ(ˆ µi0 + λ0
iuj(β))]
1
γ − (γˆ µi0)
1
γ
¯ ¯ ¯ = op(1). Moreover, by
eq. (B.5), γˆ µi0 =1+op(1) uniformly i. Therefore, w.p.a.1,
n−1/2










° ° ° ° ° °











by Assumption 4.6, uniformly i and β ∈ B0 .
Let






wij([γ(ˆ µi0 + ˆ λ0
i0uj0)]
1
γ − (γˆ µi0)
1










γUj0]0ˆ V (xi)−1 ˆ m(xi)/n. (A.21)
Now,
° ° ° ° ° °
n X
j=1
wij([γ(ˆ µi0 + ˆ λ0
i0uj0)]
1
γ − (γˆ µi0)
1
γ)Uj0












uniformly i and β ∈ B0. Moreover, as max1≤i≤n
° ° °ˆ V (xi)−1
° ° ° = Op(1), cf. KTA, Lemma B.7 and
TK, Lemma C.2 (ii), and max1≤i≤n
° ° °
Pn
j=1 wij supβ∈B kuj(β)kc(zj)
° ° ° = Op(1) by Assumptions
4.2 and 4.5 (iii), from (A.19)-(A.21),
n1/2
° ° ° ˆ A − A





° ° °ˆ λi0
° ° °/n] (A.23)
= Op(n1/2c2
n)=op(1),
[A.6]from eqs. (B.3), (B.5) and by TK, Lemma C.1. Therefore, substituting (A.18) and (A.22) into
(A.16), n1/2 Pn
j=1 ∂ ˆ Pi(β0, ˆ µi0, ˆ λi0)/∂β = n1/2A + op(1). The result follows from Lemma B.3,
the continuity of I(β)o nB0 from Assumption 4.5 (i) and n1/2A
d → N(0,I)f r o mC L Tb yK T A ,
Lemma B.2, as (γˆ µi0)
1
γ =1+op(1) uniformly i.
Appendix B: Auxiliary Results for Estimation
The following Lemma is used extensively in the Proofs of Theorems 4.1, 4.2 and the various
Lemmata given below.
Lemma B.1 Suppose Assumption 4.2 is satisﬁed. Then for any ζ with 1/m ≤ ζ < 1/2 and




Proof. By Assumption 4.2 and KTA, Lemma D.2, max1≤j≤n supβ∈B kuj(β)k = op(n1/m); also
















Therefore, the result follows.
The next Lemma parallels KTA, Lemma B.1, which provides a similar result for local EL.





0 and bn ↓ 0.T h e nˆ λi0 = −ˆ V (xi)−1 ˆ m(xi)+ri,w h e r emax1≤i≤n krik = op(n1/mc2
n).










γ ˆ m(xi)+( γˆ µi0)
1
γ−1ˆ V (xi)ˆ λi0 + r1i(t),




wij([γ(ˆ µi0 + tˆ λ0
i0uj0)]
1




From Lemma B.1 supβ∈B,λi∈Λn,1≤j≤n








→ 0. Thus, r1i(t)=
op(1)ˆ V (xi)ˆ λi0 uniformly i and j and
kr1i(t)k ≤ op(1) max
1≤j≤n
kuj0k
¯ ¯ ¯ˆ m(xi)0ˆ λi0
¯ ¯ ¯ (B.2)
≤ op(n1/m)kˆ m(xi)k
° ° °ˆ λi0
° ° °
= op(n1/m)[Op(cn)]
° ° °ˆ λi0
° ° °
[A.7]where the second inequality follows from CS and max1≤j≤n kuj0k = op(n1/m)b yK T A ,L e m m a
D.2, and the equality by TK, Lemma C.1, from Assumption 4.4 (i).
Let ˆ ξi0 = ˆ λi0/
° ° °ˆ λi0
° ° °. Then, multiplying eq. (A.1) by λi yields
0=















° ° ˆ ξ0








(1 + op(1))ˆ ξ0
i0ˆ V (xi)ˆ ξi0
uniformly i and j.A sm a x 1≤i≤n
° ° °ˆ V (xi) − V (xi)
° ° ° = Op(cn)+Op(b2
n), cf. TK, Lemma C.2 (i),
max1≤i≤n
° ° °ˆ V (xi)
° ° ° = Op(1). Hence, ˆ ξ0
i0ˆ V (xi)ˆ ξi0 is bounded below w.p.a.1 by Assumption 4.5
(ii). Solving
° ° °ˆ λi0
° ° °/(γˆ µi0)=−ˆ ξ0
i0 ˆ m(xi)/[(1 + op(1))ˆ ξ0
i0ˆ V (xi)ˆ ξi0]( B . 3 )
= Op(cn)
uniformly i by TK, Lemma C.1. An expansion of
Pn
j=1 wij[γ(ˆ µi0 + ˆ λ0
i0uj0)]
1























γ +( γˆ µi0)
1




γ[1 + (1 + op(1))[
° ° °ˆ λi0
° ° °/(γˆ µi0)]ˆ ξ0
i0 ˆ m(xi)]
uniformly i. Therefore, from eqs. (B.3), (B.4) and TK, Lemma C.1,




° °/(γˆ µi0)]ˆ ξ0




Therefore, from eqs. (B.2), (B.3) and (B.5)
kr1i(t)k = op(n1/mc2
n)( B . 6 )
uniformly i.
By Assumption 4.5 (ii), from eqs. (B.1), (B.5) and (B.6), as max1≤i≤n
° ° °ˆ V (xi)−1
° ° ° = Op(1),
cf. TK, Lemma C.2 (ii),
ˆ λi0 = −ˆ V (xi)−1 ˆ m(xi)+ˆ V (xi)−1r1i(t)
= −ˆ V (xi)−1 ˆ m(xi)+ri.
Lemmata B.3-B.8 given below mirror KTA, Lemmas C.1-C.6. Our proofs follow closely
those in KTA.














j=1 wij(ˆ µi(β)+ˆ λi(β)0uj(β))
1
γ =1a n d
Pn
j=1 wij(ˆ µi(β)+ˆ λi(β)0uj(β))
1
γuj(β)=0 ,















































The desired result follows from Lemmata B.4-B.6 given below.
Lemma B.4 If Assumptions 4.2-4.6 are satisﬁed and λi ∈ Λn, (i =1 ,...,n),t h e nsupβ∈B0
kT1(β)k = op(1).

























γ −1Uj(β)0ˆ λi(β)uj(β)0∂ˆ λi(β)/∂β0/n.
A similar expansion to that leading to eq. (B.5) results in
1=[ γˆ µi(β)]
1
γ(1 + (1 + op(1))ˆ λi(β)0 ˆ m(xi,β)/[γˆ µi(β)]).
Now, ˆ m(xi,β)=op(n1/m) uniformly i and β ∈ B0 by KTA, Lemma D.5. Hence, as ˆ λi(β) ∈ Λn,
γˆ µi(β)=1+op(1) uniformly i and β ∈ B0 by Lemma B.1.


































° °∂ˆ µi(β)/∂β0° °/n





























2)1/2 = Op(1) uniformly i
and β ∈ B0 b yC Sa n dJ .N o w ,a s
Pn







γ−1∂[ˆ µi(β)+ˆ λi(β)0uj(β)]/∂β = 0. Therefore, from Lemma B.1, [γˆ µi(β)]
1
γ−1
∂ˆ µi(β)/∂β0 = − [γˆ µi(β)]
1
γ−1 Pn
j=1 wij∂[ˆ λi(β)0uj(β)]/∂β + op(1) uniformly i and β ∈ B0.F r o m
Lemma B.7 below, supβ∈B0
Pn
i=1
° ° °∂ˆ λi(β)/∂β0
° ° °/n = Op(1) and, thus, likewise supβ∈B0
Pn
i=1
k∂ˆ µi(β)/∂β0k/n = Op(1). Hence, supβ∈B0 kT1,b(β)k ≤ op(1) and supβ∈B0 kT1,c(β)k ≤ op(1).
Lemma B.5 If Assumptions 4.2-4.6 are satisﬁed and λi ∈ Λn, (i =1 ,...,n),t h e nsupβ∈B0
kT2(β) − I(β)k = op(1).
Proof. Using Lemma B.7 below, by a similar argument to that above KTA, eq. (C.3),
as supβ∈B,λi∈Λn,1≤j≤n
¯ ¯ ¯[γ(ˆ µi(β)+ˆ λi(β)0uj(β))]
1
γ − [γˆ µi(β)]
1
γ
¯ ¯ ¯ = op(1) from Lemma B.1 and





































D(xi,β)0[V (xi,β) − m(xi,β)m(xi,β)0]−1D(xi,β)/n + op(1),
uniformly β ∈ B0, cf. KTA, eq. (C.4). The result follows by UWL.
Lemma B.6 If Assumptions 4.3, 4.5 and λi ∈ Λn, (i =1 ,...,n) are satisﬁed, then supβ∈B0 kT3(β)k =
op(1).





























Lemma B.7 If Assumptions 4.2-4.6 are satisﬁed and λi ∈ Λn, (i =1 ,...,n), then, for each i
and β ∈ B0,





where max1≤i≤n supβ∈B0 kMk,i(β)k = op(1), k =1 ,...,4.












From the Proof of Lemma B.4, as γµi(β)=1+op(1),
∂ˆ µi(β)/∂β0 = −
n X
j=1
wij∂[ˆ λi(β)0uj(β)]/∂β0 + op(1)
= −ˆ m(xi,β)0∂ˆ λi(β)/∂β0 − ˆ λi(β)0 ˆ D(xi,β)+op(1)





γ−1uj(β)∂ˆ µi(β)/∂β0 = −(1 + op(1))ˆ m(xi,β) ×
[ˆ m(xi,β)0∂ˆ λi(β)/∂β0 + ˆ λi(β)0 ˆ D(xi,β)+op(1)]








wij[uj(β)ˆ λi(β)0[Uj(β) − ˆ D(xi,β)] + op(1)
uniformly i and β ∈ B0.














kˆ m(xi,β) − m(xi,β)k = op(1).









=[ V (xi,β) − m(xi,β)m(xi,β)0]−1 + R1,i(β),
(B.10)
where max1≤i≤n supβ∈B0 kR1,i(β)k = op(1); cf. KTA, eq. (C.6).
By Lemma B.1, Assumptions 4.5 (iii) and ˆ λi(β) ∈ Λn,f r o mK T A ,L e m m aD . 2 ,



















uniformly i and β ∈ B0. Likewise,
° ° °
Pn
j=1 wijuj(β)ˆ λi(β)0 ˆ D(xi,β)
° ° ° ≤ max1≤j≤n kuj(β)k





j=1 wijc(zj). Therefore, for max1≤i≤n supβ∈B0 kR4,i(β)k = op(1),
n X
j=1




cf. KTA, eq. (C.8).
[A.12]Finally, by Lemma B.1, γˆ µi(β)=1+op(1) uniformly i and β ∈ B0 and KTA, Lemma B.5,






where max1≤i≤n supβ∈B0 kRk,i(β)k = op(1), (k =2 ,3).
The desired result obtains from ﬁrstly substituting eqs. (B.10), (B.11) into eq. (B.9), then
the subsequent result and eq. (B.12) into eq. (B.8) and ﬁnally solving for ∂ˆ λi(β)/∂β0.
Lemma B.8 Let Assumptions 4.4, 4.5 and λi ∈ Λn, (i =1 ,...,n), hold. Then
sup
β∈B0





∂ ˆ Pi(β, ˆ µi(β), ˆ λi(β))/∂β
° ° ° °
°
= op(1).
Proof. From eq. (B.7), Assumption 4.5(ii) and λi ∈ Λn,( i =1 ,...,n),
sup
β∈B0




∂ ˆ Pi(β, ˆ µi(β), ˆ λi(β))/∂β






Appendix C: Auxiliary Results for Inference
Let u∗j =s u p β∈B ku(zj,β)k,I i =I ( xi ∈ S∗)a n dI ∗ = {1 ≤ i ≤ n : xi ∈ S∗}.
The following Lemma parallels TK, Lemma A.1, which provides a similar result for the
local EL statistic.
Lemma C.1 Let Assumptions 4.1, 4.2 (i) and (iv) with m ≥ 6, 4.3, 4.5 (iii) with η ≥ 6
and E[d(z)2] < ∞ and Assumption 6.1 be satisﬁed. Also let λi ∈ Λn, (i =1 ,...,n).T h e n ,i f
bn = n−δ for 0 < δ < 1
s(1 − 4
m),




where ˆ Tn =
Pn
i=1 Ii ˆ m(xi, ˆ β)0ˆ V (xi, ˆ β)−1 ˆ m(xi, ˆ β).




wij[γ(ˆ µi + ˆ λ0
iˆ uj)]
1
γ ˆ uj (C.1)
=( γˆ µi)
1
γ ˆ m(xi, ˆ β)+( γˆ µi)
1
γ−1ˆ V (xi, ˆ β)ˆ λi +ˆ r1,i




wij([γ(ˆ µi + tˆ λ0
iˆ uj)]
1




From Lemma B.1 supβ∈B,λi∈Λn,1≤j≤n
¯ ¯ ¯[γ(ˆ µi + tλiuj(β))]
1





→ 0. Thus, ˆ r1,i =
op(1)
Pn
j=1 wijˆ ujˆ u0
jˆ λi uniformly i and j and
kˆ r1,ik ≤ op(1) max
1≤j≤n
kˆ ujk
¯ ¯ ¯ˆ λ0
i ˆ m(xi, ˆ β)
¯ ¯ ¯ (C.2)
≤ op(n1/m)
° ° °ˆ m(xi, ˆ β)
° ° °
° ° °ˆ λi
° ° °
where the second inequality follows from CS and KTA, Lemma D.2. Now, from Assumption
4.5 (iii), w.p.a.1
Ii
° ° °ˆ m(xi, ˆ β)
° ° ° ≤ max
i∈I∗
kˆ m(xi)k +























Let ˆ ξi = ˆ λi/
° ° °ˆ λi
















° ° °ˆ λi
° ° ° ˆ ξ0
i ˆ m(xi, ˆ β)+( γˆ µi)
1
γ−1
° ° °ˆ λi
° ° °
2
(1 + op(1))ˆ ξ0
i ˆ V (xi, ˆ β)ˆ ξi
uniformly i and j. W.p.a.1 ˆ ξ0
iˆ V (xi, ˆ β)ˆ ξi is bounded below from KTA, Lemma B.6, by Assump-




° °/(γˆ µi)=−ˆ ξ0
i ˆ m(xi, ˆ β)/[(1 + op(1))ˆ ξ0
iˆ V (xi, ˆ β)ˆ ξi]. Therefore, by
K T A ,L e m m aD . 5 ,a n dT K ,L e m m aC . 1 ,
Ii
° ° °ˆ λi
° ° °/(γˆ µi)=[ m a x
i∈I∗
kˆ m(xi)k +








uniformly i and j. An expansion of
Pn
j=1 wij[γ(ˆ µi + ˆ λ0
iˆ uj)]
1
γ =1y i e l d s
1=( γˆ µi)
1
γ[1 + (1 + op(1))[
° ° °ˆ λi
° ° °/(γˆ µi)]ˆ ξ0
i ˆ m(xi, ˆ β)] (C.5)
[A.14]uniformly i where, from (C.4), the op(1) term is Op(c2
n)+Op(1/n1−2/η). From eq. (C.4), solving,
Ii(γˆ µi)=I i[1 − (1 + op(1))[Ii
° ° °ˆ λi
° ° °/(γˆ µi)]ˆ ξ0
i ˆ m(xi, ˆ β)]γ (C.6)
=I i + op(1)
uniformly i. Therefore, substituting eq. (C.6) into eq. (C.4),
Ii
° ° °ˆ λi
° ° ° =[ m a x
i∈I∗
kˆ m(xi)k +








Thus, from eq. (C.3), by J,
Ii kˆ r1,ik = op(n1/m)[(max
i∈I∗
kˆ m(xi)k)2 +




wijc(zj)2]( C . 8 )
= op(n1/mc2
n)+op(n−1+1/m+2/η)=op(1)
uniformly i ∈ I∗, cf. TK, eq. (A.7). From eq. (C.6), as maxi∈I∗
° ° °ˆ V (xi, ˆ β)−1
° ° ° = Op(1) by TK,
Lemma C.2(ii), eq. (C.1) becomes
Iiˆ λi = −Iiˆ V (xi, ˆ β)−1 ˆ m(xi, ˆ β)+I iˆ r2,i (C.9)
with the asymptotic properties of the remainder term Ii kˆ r2,ik identical to those of Ii kˆ r1,ik given
in (C.8).
Now,
[γ(ˆ µi + ˆ λ0
iˆ uj)]
γ+1
γ =( γˆ µi)
γ+1






(γ +1 ) ( γˆ µi)
1
γ −1(ˆ λ0
iˆ uj)2 +ˆ r3,ij
























wij[γ(ˆ µi + ˆ λ0
iˆ uj)]
γ+1
γ =[ I i(γˆ µi)]
γ+1
γ +( γ +1 ) [ I i(γˆ µi)]
1
γ[Iiˆ λ0




(γ +1 ) [ I i(γˆ µi)]
1




As Ii(γˆ µi)=I i[1 − (1 + op(1))Iiˆ λ0
i ˆ m(xi, ˆ β)]γ, from eq. (C.9), w.p.a.1
Ii(γˆ µi)
γ+1
γ =I i − (1 + op(1))(γ +1 ) I iˆ λ0
i ˆ m(xi, ˆ β)+I iˆ r4,i
where Ii |ˆ r4,i| ≤ C
¯ ¯ ¯Iiˆ λ0
i ˆ m(xi, ˆ β)
¯ ¯ ¯
2
. Note that, from (C.4), the op(1) term is Op(c2
n)+Op(1/n1−2/η).
From below eq. (C.2) and eq. (C.7),
¯ ¯ ¯Iiˆ λ0
i ˆ m(xi, ˆ β)
¯ ¯ ¯ ≤
° ° °Iiˆ λi
° ° °
° ° °Ii ˆ m(xi, ˆ β)
° ° ° = Op(c2
n)+Op(1/n1−2/η)
[A.15]uniformly i. Hence, by CS and J,
n X
i=1
Ii |ˆ r4,i| ≤ C
n X
i=1
¯ ¯ ¯Iiˆ λ0







































(−Iiˆ V (xi, ˆ β)−1 ˆ m(xi, ˆ β)+I iˆ r2,i)0







wijˆ r3,ij + Op(nc4
n)+Op(1/n1−4/η).




2,iˆ V (xi, ˆ β)ˆ r2,i






























Ai, C. (1997): “A Semiparametric Maximum Likelihood Estimator”, Econometrica,6 5 ,
933-964.
Altonji, J. and L.M. Segal (1996): “Small Sample Bias in GMM Estimation of Covari-
ance Structures,” Journal of Economic and Business Statistics, 14, 353-366.
Back, K., and D. Brown (1993): “Implied Probabilities in GMM Estimators,” Econo-
metrica, 61, 971-976.
Bonnal, H., and E. Renault (2003): “On the Eﬃcient Use of the Informational Content of
Estimating Equations: Implied Probabilities and Maximum Euclidean Likelihood,”
working paper, D´ epartement de Sciences ´ Economiques, Universit´ ed eM o n t r ´ eal.
Borwein, J.M., and A.S. Lewis (1991): “Duality Relations for Entropy-Like Minimisa-
tion Problems”, SIAM Journal of Control and Optimisation, 29, 325-338.
Brown, B.W. and W.K. Newey (1992): “Bootstrapping for GMM”, working paper,
Department of Economics, M.I.T.
Brown, B.W. and W.K. Newey (2002): “Generalized Method of Moments, Eﬃcient
Bootstrapping, and Improved Inference,” Journal of Economic and Business Statis-
tics, 20, 507-517.
Chamberlain, G. (1987): “Asymptotic Eﬃciency in Estimation with Conditional Mo-
ment Restrictions,” Journal of Econometrics, 34, 305-334.
Corcoran, S.A. (1998): “Bartlett Adjustment of Empirical Discrepancy Statistics,”
Biometrika, 85, 967-972.
Cressie, N., and T. Read (1984): “Multinomial Goodness-of-Fit Tests”, Journal of the
Royal Statistical Society Series B, 46, 440-464.
de Jong, P. (1987): “A Central Limit Theorem for Generalized Quadratic Forms”,
Probability Theory and Related Fields, 75, 261-277.
Donald, S.G., G.W. Imbens, and W.K. Newey (2003): “Empirical Likelihood Esti-
mation and Consistent Tests with Conditional Moment Restrictions,” Journal of
Econometrics, 117, 55-93.
Fan, J., and I. Gijbels (1996): Local Polynomial Modelling and Its Applications. Chap-
man Hall: London.
[R.1]Hansen, L. P. (1982): “Large Sample Properties of Generalized Method of Moments
Estimators”, Econometrica, 50, 1029-1054.
Hansen, L.P., J. Heaton and A. Yaron (1996): “Finite-Sample Properties of Some Al-
ternative GMM Estimators,” Journal of Business and Economic Statistics,1 4 ,
262-280.
Horowitz, J.L. (1998): ”Bootstrap Methods for Covariance Structures,” Journal of Hu-
man Resources, 33, 38-61.
Imbens, G.W. (1997): “One-Step Estimators for Over-Identiﬁed Generalized Method of
Moments Models,” Review of Economic Studies, 64, 359-383.
Imbens, G.W., R.H. Spady and P. Johnson (1998): “Information Theoretic Approaches
to Inference in Moment Condition Models,” Econometrica, 66, 333-357.
Imbens, G.W. and R.H. Spady (2001): “The Performance of Empirical Likelihood and
Its Generalizations,” paper presented at 2001 NSF-Berkeley Econometrics Sympo-
sium on “Identiﬁcation and Inference for Econometric Models”.
Judge, G. and R. Mittelhammer (2001): ”Empirical Evidence Concerning the Finite
Sample Performance of EL-Type Structural Equation Estimators,” paper presented
at NSF-Berkeley Symposium on “Identiﬁcation and Inference for Econometric Mod-
els”.
Kitamura, Y. (2001): “Asymptotic Optimality of Empirical Likelihood for Testing Mo-
ment Restriction,” Econometrica, 69, 1661-1672.
Kitamura, Y. (2005): “Empirical Likelihood Methods in Econometrics: Theory and
Practice.” Invited paper presented at the Econometric Society World Congress,
U.C.L., London.
Kitamura, Y., and M. Stutzer (1997): “An Information-Theoretic Alternative to Gen-
eralized Method of Moments Estimation,” Econometrica, 65, 861-874.
Kitamura, Y., G. Tripathi, and H. Ahn (2004): “Empirical Likelihood-Based Inference
in Conditional Moment Restriction Models.” Forthcoming Econometrica.
Newey, W.K. (1990): “Eﬃcient Instrumental Variables Estimation of Nonlinear Mod-
els,” Econometrica, 58, 809-837.
Newey, W.K. (1993): “Eﬃcient Estimation of Models with Conditional Moment Re-
strictions,” in Handbook of Statistics, Vol. 11, Maddala, G.S., C.R. Rao and H.
Vinod (eds.), Amsterdam: North Holland.
Newey, W.K. and D. McFadden (1994): “Large Sample Estimation and Hypothesis
Testing,” in Engle, R. and D. McFadden, eds., Handbook of Econometrics, Vol. 4,
New York: North Holland.
[R.2]Newey, W.K., J.J.S. Ramalho, and R.J. Smith (2001): “Asymptotic Bias for GMM
and GEL Estimators with Estimated Nuisance Parameters.”Forthcoming in Iden-
tiﬁcation and Inference in Econometric Models: Essays in Honor of Thomas J.
Rothenberg, eds. D.W.K. Andrews and J.H. Stock. Cambridge University Press:
Cambridge.
Newey, W.K., and R.J. Smith (2001): “Asymptotic Bias and Equivalence of GMM and
GEL Estimators.” Working Paper No. 01/517, University of Bristol.
Newey, W.K., and R.J. Smith (2004): “Higher Order Properties of GMM and General-
ized Empirical Likelihood Estimators,” Econometrica, 72, 219-255.
Owen, A. (1988): “Empirical Likelihood Ratio Conﬁdence Intervals for a Single Func-
tional,” Biometrika, 75, 237-249.
Owen, A. (1990): “Empirical Likelihood Ratio Conﬁdence Regions,” Annals of Statis-
tics, 18, 90-120.
Owen, A. (2001): Empirical Likelihood.N e wY o r k :C h a p m a na n dH a l l .
Qin, J., and Lawless, J. (1994): “Empirical Likelihood and General Estimating Equa-
tions,” Annals of Statistics, 22, 300-325.
Ramalho, J.J.S. (2001): Alternative Estimation Methods and Speciﬁcation Tests for
Moment Condition Models, unpublished Ph.D. thesis, Department of Economics,
University of Bristol.
R´ enyi, A. (1961): “On Measures of Entropy and Estimation”, Proceedings of the Fourth
Berkeley Symposiium on Mathematical Statistics and Probability, Vol. 1, 547-561.
Robinson, P.M. (1987): “Asymptotically Eﬃcient Estimation in the Presence of Het-
eroskedasticity of Unknown Form,” Econometrica, 55, 875-891.
Shannon, C.E., and W. Weaver (1949): The Mathematical Theory of Communication.
Urbana: University of Illinois Press.
Smith, R. J. (1997): “Alternative Semi-Parametric Likelihood Approaches to General-
ized Method of Moments Estimation,” Economic Journal, 107, 503-519.
Smith, R. J. (2001): “GEL Methods for Moment Condition Models”, working paper,
University of Bristol. Revised version CWP 19/04, cemmap, I.F.S. and U.C.L.
http://cemmap.ifs.org.uk/wps/cwp0419.pdf
Smith, R. J. (2003): “Local GEL Estimation with Conditional Moment Restrictions”,
working paper, Department of Economics, University of Warwick.
Tripathi, G., and Y. Kitamura (2003): “Testing Conditional Moment Restrictions”,
Annals of Statistics, 31, 2059-2095.
[R.3]