Abstract-The applicability of the indicator-dilution technique for the estimate of the mean flow under circumstances of nonstationary flow is investigated by model studies. The studies comprise experiments using a hydrodynamical model as well as calculations with a compartmental approach. The main conclusions are:
INTRODUCTION
Cardiac output estimates can be obtained in clinical and physiological situations by using the indicator-diiution technique (Branthwaite and Bradley, 1968; Silove er al., 1971) . The stationarity of the flow is, besides adequate mixing and conservation of indicator injected, one of the most important conditions for an accurate determination of the flow from the indicator concentration-time course and the amount of indicator injected. The general equations, based on a conservation of indicator mass (Stewart-Hamilton equation and central volume principle), which are used in the stationary flow situation, are not valid when the flow is nonstationary due to cardiac pulsations or respiratory influences. The accuracy with which the equation can be used for the estimation of the mean flow has been the subject of several model analyses. Bassingthwaighte et al. (1970) performed a detailed mathematical analysis in order to describe the sources and magnitudes of the errors of the indicator-dilution method in nonstationary flow. From these analyses he predicted that the errors are roughly proportional to the amplitude of the variations in flow and that they are maximal when the period of flow fluctuations is similar to the passage time of the dilution curve. In cases in which injections take place in the right atrium and sampling in the pulmonary artery, a general procedure during clinical Received 13 January 1983. measurements, this is about the time for one respiratory cycle. The error varies with the injection phase. At cardiac frequencies errors are minimal. The model he used, however, was purely mathematical with no physical meaning for the coefficients. Also, the theoretical results were not verified experimentally. Solberg (1973 Solberg ( , 1976 published a study in which the influence of a sinusoidal variation and of a pulsed flow was investigated theoretically and experimentally. The theoretical analysis he based on a mixing chamber model. He calculated the errors of the local indicator-dilution technique for several injection functions. His experiments were done for only three different moments in the variation cycle so that the influence of the phase at the moment of injection was not established. To couple the theoretical analysis to the experimental data he deduced his model parameters from the geometrical dimensions of the system between injection and detection site and a discutable number of mixing chambers, these being three or six in his calculations. The model best describing the experimental data was, as Solberg called it, 'in fundamental agreement' with the experimental results. However, differences between model and experiments of up to 707, are observed. Scheuer-Leeser et al. (1977) performed a numerical as well as an experimental study on the influence of flow modulations. In particular they restricted their study to the influence of pulsatile flow due to the heart action. Their results show that for practical applications, as encountered in Guo, no considerable loss of accuracy occurs by the nonstation-arity of the flow due to the heart action. They did not investigate the influence of low-frequency variations as being caused by respiratory action or artificial ventilation.
The aim of our research project is to investigate the parameters which govern estimation of the mean flow with the indicator-dilution technique experimentally both in model studies as well as in uiuo and, theoretically, with special emphasis on the influence of the ventilation. The purpose is to indicate practical ways of obtaining more accurate estimates of cardiac output with indicatordilution techniques. For the theoretical analysis we first, in an earlier study (von Reth and Bogaard, 1983) , investigated the applicability of fitting compartment functions to curves in a wide range of asymmetry. The diffusion with drift functions were chosen as a reference. It was shown that the accuracy of the fit depends on the number of compartments used and on the asymmetry of the curve. For rather skewed curves a two compartment model could be used, for more symmetrical curves the number of compartments needed for a good fit had to increase. For every distributed curve an accurate fit was possible with a compartment function, in other words the two models are interchangeable. Next, investigations in uiuo to quantify the mentioned effects and direct the experimental model studies were performed, described by Jansen et al. (1979 Jansen et al. ( , 1981 which indicated that the ventilation effects especially, have a considerable influence on the indicator-dilution method. They showed that during artificial ventilation, with and without a positive end-expiratory pressure (PEEP), continuous (CPPV) and intermittent (IPPV), the modulation of the flow was dependent on the intrapulmonary pressure fluctuations. Moreover, thermodilution measurements, both on the right and left side of the heart, gave cardiac output estimates which showed a cyclic modulation with the frequency of the ventilation and with only a small random error superimposed. We investigated the influence of nonstationarity of the flow on estimation of the mean flow with the indicator-dilution technique by model studies and describe the parameters determining the deviation of the flow estimates from the real mean flow. This is done for both low-frequency (ventilation) and highfrequency (heart action) variations, as well as for lowamplitude (artificial ventilation PEEP = 0 kPa) and high-amplitude (artificial ventilation PEEP = 1.5 kPa and heart-action) influences. The flow function used, both experimentally and in the theoretical analyses, was a constant flow with 2, sinusoidal modulation superimposed on it. The experiments were performed in a simple hydrodynamical model. The numerical analyses are based on a compartmental approach.
THEORY

Modelling the indicator-dilution curve
Mathematical models for the description of indicator transport in a fluid flow can be divided into two major groups, compartmental models and distributed models which are based on the diffusion-with-drift equation (Wise, 1966) . The first group divides the system between injection and sampling sites into a number of compartments, in which instantaneous, complete mixing takes place. These compartments are assumed to be connected by passage tubes in which only convective transport occurs (Schlossmacher et al., 1967; Valentinuzzi et al., 1972) . For constant flow situations both approaches are useful. The choice of a model depends on the aim of the study. For a mathematical investigation concerning the application of the indicator-dilution technique in nonstationary flow, the description of the system with a compartment model is most practicable because the nonstationarity of the flow can be easily introduced into the differential equations.
Stationaryflow.
The equation describing the mixing process in an ideal mixing chamber is given by the indicator balance as follows from the mass conservation law
where V is the volume of the mixing chamber, C(t) the time-dependent concentration of indicator in the mixing chamber, C,(t) the concentration of the incoming fluid and F(t) is the flow function. When the system between injection and sampling sites is assumed to be a series of N equal ideal mixing chambers, the mixing process is described by N differential equations of the first order, each describing the indicator balance in a mixing chamber:
where Ck(t) is the time-dependent concentration in the k-th mixing chamber with respect to the concentration of the basic fluid, V the volume of each mixing chamber and F(t) is the flow as a function of time. For an instantaneous injection of indicator (volume Vi, concentration Ci) at the entrance of the first mixing chamber at time t = 0, the boundary and initial 
where F, is th mean flow value, F, the amplitude, UI the frequency and Pi the phase at the moment of injection of the flow variation. Putting equation (6) in equation (2) gives
with 7 = V IF,,,, A = Fa IF,,,. Defining the dimensionless parameters 6 = t/(Nr), y = CV/(C, Vi) and Q = wN7 equation (7) can be rewritten as
The initial and boundary conditions read y, (0) = 1 and y0 (0) = 0. These dimensionless differential equations were solved numerically with a Runge Kutta procedure. The solution YN (0) is the dimensionless indicator-dilution curve at the outlet of the mixing system. An estimate of the mean flow F, follows from equation (5) and thus the RD value so obtained is dependent on N, A, fi and Pi the phase of the flow at the moment of injection. Theoretically the moment of injection is equal to the moment of appearance of the indicator. Experimentally there is a time delay between these moments. This delay e,, causing a phase shift can be determined theoretically and experimentally. Theoretically it is given by I 0, v=
0
Experimentally 0, can be determined by measuring the time beween the moment of injection and the moment of appearance of indicator at the sampling site. The experimental data and the theoretically predicted values are dependent on the flow parameters and were in agreement within 5"". The phase of the flow at the moment of appearance is given by (12)
MATERIALS AND METHODS
The experimental set-up. The experiments were petformed in a model circulation system consisting of 2 pumps, a mixing chamber and a tube system (Fig. 1) .
The constant flow provided by the first pump (Pl; Verder 114-lM-000) could be modulated sinusoidally by a plunger pump (P2). The actual flow as a function of time was registered by means of an electromagnetic (E.M.) flowmeter (Transflow 600, carrier frequency 6OOHz, upper frequency response lOOHz-3dB). The circulating fluid was a salt solution in water (0.1 g 9,) which was kept at a temperature of 18°C by a 701. thermostated buffet volume (Tamson TCV70). The mixing compartment was a volume (60ml) partially filled with glass beads to ensure good mixing. The PVC tubes had an internal diameter of 15mm and a total length of about 3 m. The length of the tubes between injection and sampling sites was kept to a minimum. Just before the mixing compartment there was an injection unit, consisting of a pneumatically driven syringe (Kuhnke 36.291) and an electrically controlled air-pressure valve (Kuhnke 44.250.01). Behind the mixing region there was an electrode, formed by 2 stainless steel rings (1 mm in thickness, 1 mm apart, 4mm in diameter). The impedance of the rings and surrounding fluid was measured with an A.C.-Wheatstone bridge (carrier frequency 5 kHz, upper frequency response 1 kHz-3dB). With the conductivity measurement, the passage of the small amount (1 ml) of 0.5 g Y, salt solution, injected instantaneously, could be recorded. The conductivity vs time curves as well as the flow function measured with the E.M. flowmeter were sampled by a computer (DEC LSI-11; sample frequency 125 Hz). The indicator injection was computer-controlled.
Because of the size of the buffer volume no recirculation was observed. Experimental procedure. First experiments were performed under constant flow conditions to calibrate the flowmeter system, to study the linearity and the reproducibility of the conductivity measurement and characterize the mixing process in the region between injection and detection sites. The reciprocal values of the areas under the curves measured at different flow values were used to check the linearity of the conductivity measurement. The experiments were performed in a flow range from lOmls_' to 125mls-I. The mixing process was characterised by assuming that the mixing system is composed of N equal, ideal mixing compartments in series. A function describing the mixing in such a system was fitted to a curve sampled during a constant flow. The least-squares fitting procedure was performed for a fixed number of compartments (N), resulting in a best fit time constant and a value for x2 being a measure for the goodness of fit. This procedure was carried through for integer values of N until a minimum in x2 was found. The fit with the lowest x2 value gave the number of compartments and time constant of the compartment description, best describing the mixing process. Next an approximately sinusoidal modulation, superimposed on the constant flow, was generated with adjustable frequency and amplitude by means of a plunger pump. The resulting flow function was measured with the E.M. flow-meter. With a least-squares fitting procedure a theoretical sinusoidal flow function was fitted to the sampled flow data points. This results in an experimental mean flow value F,,, and a relative amplitude A and a dimensionless frequency R of modulation. The phase domain was divided into 25 equidistant phase points Pi. each used once to trigger the injection system. The phases were chosen random in order to avoid systemic errors. From equation 12 the phases P, were determined, corrected for the experimental transit times. The phases P, are no longer equidistant. The indicator-dilution curves obtained after the injection of 0.5 g"/, salt solution at the 25 phases P, were integrated numerically. With the Stewart-Hamilton equation (equation 5) an estimate of the mean flow can be made and the relative deviation (RD) between the mean flow estimate F, and the real mean flow value F,,, can be calculated (equation 10). As was seen, theoretically the R&value depends on the mixing system (N, T) and on the flow parameters (A, R and PJ, We studied the influence of the flow parameters by determining RD vs P, for variable R and constant A and by determining RD vs P, for variable A and constant R.
Range of experiments. To characterize the mixing process in the physiological situation, indicatordilution curves were analysed with the fitting procedure mentioned above. For curves, recorded under conditions in which only a minor influence was exerted by flow modulations, this procedure led to a number of compartments with a time constant best describing the mixing between injection and sampling sites. This analysis was performed on curves obtained from experiments on young pigs and on curves measured in patients during clinical routine observations. The results are presented in Fig. 2 . An approximation of the flow parameters during different ventilatory conditions is given in Fig. 3 . The experimental conditions were chosen comparable with the conditions in the animal experiments with pigs on the left side of the circulation. The flow range was from 25mls-' to lOOmls_', the relative amplitude of modulation varied from 0 to 1 and the relative frequency from 0.2~ to 2% RESULTS Stationary flow. An example of a constant-flow experiment checking the reproducibility is given in Fig. 4 . These experiments show that the conductivity measurements are reproducible with a maximum deviation of the mean of 3 y0 for 50 measurements under constant conditions. To study the linearity of the conductivity measurement, the reciprocal value of the area (I) under the indicator-dilution curve was plotted as a function of the flow value. The results of such an experiment are presented in Fig. 5 .
It is shown that, according to the Stewart-Hamilton equation (5), this relationship is linear. The maximum deviation of the individual data from the best fit line is 3 "/ The system between injection and detection sites was characterised by fitting a theoretical curve describ- ing the indicator concentration behind N ideal mixing chambers to an experimental curve (equation 3). A typical result is presented in Fig. 6 . From the number of compartments and the time constant a theoretical total effective volume of the mixing system can be obtained. In all the experimental situations mixing volume so determined gave a value that was about 15 y0 less than the total volume between injection and detection site.
Nonstationaryflow.
A typical example of the results of an experiment in modulated flow is given in Fig. 7 where the RD values are plotted against the phase at the moment of injection (P,), both experimentally and theoretically.
The theoretical RD values follow from equation 10 where the necessary mixing system parameters are obtained by the fitting of a concentration-time course measured under constant flow conditions. soI --. The results presented in Fig. 7 are performed under conditions that are comparable with an indicator dilution measurement in a young pig during artificial ventilation (CPPV) with a PEEP value of 1.5 kPa on the right side of the heart. Flow parameters in the experimental situation are A = 0.3, R = 0.61~ It is shown that in this case injections at random in the modulation cycle can give deviations of 257; of the mean value. It is also shown that the theoretical approach with a compartment model provides accurate estimates of the RD values. To study the dependence of the RD value on the relative amplitude and relative frequency, respectively, series of experiments were performed over a wide range of these variables. All the measured RD values were within 5 "/, of the calculated RD estimates. From the calculated and measured RD vs P, data, as presented in Fig. 7 , the maximum, minimum and mean RD values can be obtained. These values are plotted in Figs 8 and 9 as a function of the relative amplitude and the relative frequency, respectively.
The extrema of RD and the mean value are zero for A = 0. For R --, 0 (Fig. 9 ) the extrema of RD approach the quasi-stationary solution giving 1 R D extrema 1 = A. From the experimental and mathematical results it is concluded that the determining parameters in the mean flow estimate with the indicator-dilution technique are the mixing system parameters, N and r, and the flow parameters, A, Cl and P,. The RD value varies cyclically with the injection phase (Fig. 7) . The mean value of RD for varying phase P, seems to be slightly positive, both theoretical and experimental, in all the experimental situations which is also shown in Figs 8 and 9. This means an overestimate of the mean flow when determined as an average over a lot of measurements injected at random. From these figures it is furthermore seen that the extrema in RD become smaller for increasing frequency and for decreasing amplitude of modulation. The range of relative frequencies and amplitudes in which our experiments in nonstationary flow were performed is indicated in Fig. 10 by the shaded area. An indication of physiological values of relative frequencies and amplitudes of, respectively, cardiac action and respiratory influences for animal experiments as well as for measurements in man, are also given in this figure. From calculations with a 3-compartment model, such as presented in Fig.   7 , the maximum RD value can be obtained. In Fig. 10 the lines of equal RD-max are presented in order to indicate the magnitude of the maximum relative error possibly made in a situation with given frequency and amplitude of flow variation in a mixing system with N = 3 and T = 0.25. It is shown that, in animal experiments, in the case comparable with cardiac action the theoretical RDmax value is low (RD-max c lo"/,) and in the case comparable with ventilatory influences the RD-max value is considerable on both sides of the heart (10 T0 c RD-max c 300/n). For experiments in man, assuming the same A values for the modulated flow as observed in the animal experiments, this gives much lower RD-max values to be expected (cardiac action: RD-max < 3 "/,, ventilation: RD-max < 5 5,).
In this investigation we studied the influence of nonstationarity of the flow on the mean flow estimation with the indicator-dilution technique. This was done by using a simple hydrodynamical model and by numerical analyses based upon a compartmental approach. We restricted ourselves to a flow form consisting of a mean level with a sinusoidal modulation. We studied the accuracy of the mean flow estimation with indicatordilution for a wide range of frequencies and amplitudes, including those comparable with the effects of artificial ventilation as well as those comparable with theeffects of the heart action on the flow. However, when the flow in uiuo is recorded during artificial ventilation (Jansen et al., 1979 (Jansen et al., , 1981 its form is more complex than we simulated. First, the flow is determined by the relatively fast heart action, second this pulsating flow is periodically modulated by the ventilation at a much smaller frequency. In our model study we uncoupled both effects.
Theoretical analyses have shown that the accuracy of the mean flow determination is dependent on the mixing system concerned and on the flow parameters. The experimental set-up we used proved to be suitable as regards the indicator-dilution measurements. Reproducibility and linearity of the conductivity measurements were confirmed, as is shown in Figs 4 and 5. Curve fitting was found to provide a practical way of describing the mixing system, as can be concluded from the typical example given in Fig. 6 . The theoretically predicted value of the mixing volume, from the mixing system parameters, seems reasonably close to the experimental value. From the experiments in the nonstationary flow it was found that the magnitude of the relative error is dependent on the modulation parameters. From Figs 8 and 9 it follows that, with increasing frequency, the extrema decrease in the relative error and increase with increasing amplitude. From Figs 7, 8 and 9 it was concluded that the compartmental approach provides an accurate model for the description of indicator transport in a nonstationary flow.
On this matter, earlier model studies were performed by Scheuer-Leeser er al. (1977) , Solberg (1973 Solberg ( , 1976 and Bassingthwaighte et al. (1970) . The first investigators studied the influences of pulsating cardiac action on the indicator-dilution technique, both experimentally and theoretically. As a description of dilution curves in viva they used a function of two exponentials with different time constants. The flow function used for the analyses consisted of the first 12 fourier components of a measured flow cycle in uioo. They found that in practical applications the errors due to cardiac influences can be kept to a minimum (c 1%). They did not study the influence of lowfrequency variations. Bassingthwaighte et al. (1970) and Solberg (1973 Solberg ( ,1976 investigated both the influences of cardiac and ventilatory action. The first based their study on a mathematical model consisting of a set of differential equations in which the coefficients were chosen in such a way that the pulse response gave a fair approximation of a measured indicatordilution curve. As flow function he used a sinusoidal modulation superimposed on a constant flow. The study was purely mathematical and revealed that, with increasing frequency, the extrema in relative error decrease and increase with increasing amplitude. Solberg (1973 Solberg ( , 1976 showed that his experimental data had the same trend as his numerical calculations but not more than that. Our experiments and calculations support the findings of Bassingthwaighte et al. (1970 ) Solberg (1973 , 1976 and Scheuer-Leeser et al. (1977) in the sense that variations with a relative frequency and amplitude comparable with the cardiac pulsations do not much affect the estimate of the mean flow in contradistinction to low-frequency variations that are comparable with ventilatory influences. In comparison with experiments in pigs the RD-max values predicted by the mathematical model for experiments in man are low (Fig. 10) which is caused by the much higher N r value (Fig. 2) while the w value is comparable, resulting in a relatively high R value (Fig. 3) . A limitation of the analyses of Bassingthwaighte et al. (1970) was that these were restricted to one chosen system situation. Our experiments and calculations are dependent on the system parameters which were determined for every specific experimental situation. Moreover, in physiological situations, system parameters can be determined and model analyses, as performed on model experiments here, can be carried out. A limitation of Scheuer-Leeser's (1977) mathematical model is that it was based on a compartment system and consisted of two ideal mixing chambers in series with different time constants. They stated that by a suitable choice of these time constants the model could be fitted to physiological curves after bolus injection of indicator. However, as we reported earlier (von Reth et al. (1983) ) this is only correct for curves in a limited skewness range. For more symmetrical curves a compartment model with more compartments has to be used. In that sense our model might be more universally applicable. Solberg's (1973 Solberg's ( , 1976 model, also based on a mixing chamber approach, did not very satisfactorily match with his experimental data. He did not determine his model parameters from the actual mixing system but from the geometrical dimensions. The determination of the mixing parameters with the curve fitting procedure we followed gave a fair description of the mixing behaviour for each experimental situation. The effective mixing volume was always smaller than the volume determined from the geometrical dimensions. The model parameters Solberg (1963 Solberg ( , 1968 determined from the geometry of his system do not account for parts of the system that contribute less to the mixing process. Moreover, the choice of the number of compartments he made was not based on the experimental system but purely speculative.
Since the modulation errors are determined by the flow parameters and the mixing system, errors can be reduced by careful choice of these parameters. Bassingthwaighte et al. (1970) already mentioned some ways to reduce errors. As practical ways he mentioned increasing the frequency of modulation, reducing the amplitude and averaging of estimates. As a result of our study these theoretical findings can be confirmed experimentally and some extensions can be given. Averaging of a number of estimates, with the injection phases distributed over the phase domain will reduce the RD value but the mean estimate of the flow will in general not be equal to the real mean flow. This is indicated in Fig. 11 where a typical example is given of Measuring by injecting at two points of time with phases rr radians apart and averaging the results must lead to an improvement of the estimations. For the calculations presented in Fig. 11 this procedure is carried out and the results are given by the dotted line in this figure. It is seen that the (RD(P,) + RD(P, + n))/2 function has a much smaller amplitude and the same mean value as the RD (P,) function. This method of error reduction was performed in experiments in uiuo and reported earlier (Versprille et al., 1982) . A third method of error reduction suggested by our results is injection at a specific point of time in the modulation. In Fig. 11 it is shown that injecting at a modulation phase indicated with an asterix will give an RD value of about zero.
During in viuo experiments with pigs, Jansen et al. (1979) indicated a best moment of injection for cardiac output measurements on the left side of the heart which seemed independent of the applied ventilation. For the right side of the heart the best moment shifted with the level of the positive end-expiratory pressure (PEEP) imposed during artificial ventilation. In conclusion we state that:
(1) The influence of nonstationary flow on the mean flow estimate with the indicator-dilution technique can be demonstrated in a simple hydrodynamical model with a sinusoidal flow variation.
(2) A useful description of the mixing behaviour of an experimental system can be derived from an indicator-dilution curve, recorded when lowfrequency flow variations are minimised. by a curve fitting procedure.
(3) The experiments can be described accurately by a mathematical model based on a mixing-chamber approach.
(4) The maximum relative error in the mean flow estimate by a single measurement (RD-max value) is dependent on the system parameters (number and time constant of mixing chambers) and the flow parameters (relative amplitude and relative frequency of flow variation).
(5) The RD value varies cyclically with the phase, with respect to the flow variation, at the moment of injection.
(6) At increasing frequency of the flow variation the extrema of RD decrease.
(7) At increasing amplitude of the flow variation the extrema of RD increase.
(8) Averaging over a great number of phases still gives a slight overestimate which is dependent on the experimental conditions.
(9) Errors due to cyclic nonstationarities of the flow can be reduced by averaging over two measurements with injection at two points of time with phases K radians apart.
