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There was a young man called James, 
who looked to antennas for fame. 
With, consideration of edges, 
regarding horns and reflectors, 
he managed to go nearly insane. 
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ABSTRACT 
The electromagnetic effect of edges on the radiation 
pattern of horn and reflector type antennas is investigated. 
An attempt is made to control the radiation pattern by changing 
the edge geometry. Both theoretical and experimental results 
are given. 
Edge diffraction methods are discussed in detail .and form 
the basis of the theoretical analysis. Comparisons are made 
with other methods where applicable. 
The particular antennas considered are pyramidal horns, 
sectoral horns, and circularly symmetric paraboloidal 
reflectors illuminated by a source at the focus. Radiation 
from the horns is investigated only in those principal planes 
reducible to a two-dimensional problem. Scattering from the 
reflectors is Gonsidered as a three-dimensional problem. 
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CHAPTER ONE: INTRODUCTION 
Yet, by your graoious patienoe J 
I wiZZ a round unvarnish'd taZe deZiver 
WiZZiam Shakespeare (1564-1616) 
The radiation pattern of an antenna is an important 
characteristic of its electric performance together with power 
gain, polarization, input impedance, bandwidth and noise 
temperature. In this thesis we consider the electromagnetic 
effect of edges on the radiation pattern of horn and reflector 
type antennas. In particular, we seek ways of reducing 
radiation in predetermined directions of space. This will be 
of use for receiving antennas in locations where the ambient 
noise is not distributed isotropically, and for transmitting 
antennas interfering with the operation of other antenna 
systems. 
Radiation pattern design is, ideally, a problem of 
antenna synthesis where an antenna is developed to realize a 
given radiation, pattern. Such a procedure is usually a 
formidable problem so that the earlier synthesis techniques 
were developed only for the relatively simple antenna config-
urations of equispaced linear arrays and line source 
distributions. From this work it was found that arrays could 
be designed - in theory at least - to have as great a 
directivity as desired by increasing the number of elements 
for the same overall length. The ability to obtain an 
arbitrarily large directivity in a required direction would 
avoid the necessity of seeking the reduction of radiation in 
directions of unwanted sources. 
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The theoretical possibility of such supergain antennas, 
i.e., a large gain possessed by a small antenna, was discovered 
initially by Qseen (1922). It was apparently forgotten for 21 
years until Schelkunoff (1943) demonstrated it in his paper on 
linear arrays. Yaru (1951) attempted to show that such arrays 
are impractical. He considered a nine element broadside array 
producing a power gain of 8.5. The elemental spacing was 
Using the method of Riblet (1947) to determine the current 
ratios it was found that extremely large phase-reversed 
currents, which must be adjusted to their correct value with 
an accuracy better than 1 part in lOll, flowed in adjacent 
elements. The efficiency of the array was less than 10-14 
percent. Bloch et aZ. (1953) pointed out, however, that these 
current distributions do not lead to maximum directivity, and 
to dismiss supergain arrays as impractical because some 
extremely inefficient current distributions have been found 
(e.g. Yaru (1951» is unjustified. They showed that the current 
distribution required for maximum directivity of arrays with a 
finite number of identical elements, and any specified 
geometrical configuration, could be found analytically. An 
example is given of a supergain end-fire array consisting of 
four elements equispaced along a line 0.6A long. Recently 
tbisapproach was used for, aperiodic linear arrays [Bacon and 
Medhurst (1969)]. Unfortunately these arrays, and other super-
gain antennas constructed to da~e, exhibit, in part, some of 
the serious limitations of supergain. 
With supergain apparently unrealizable, our initial 
problem of reducing radiation in predetermined directions 
remains. Specific null placing techniques, such as given by 
Schelkunoff (1943), Strait (1967), Drane and McIlvenna (1970) 
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have been developed for equispaced linear arrays. For antenna 
systems deviating from equispaced linear arrays and line, 
source~ synthesis procedures often involve considerable 
mathematical difficulties, and conclusive results have yet to 
be obtained for many of these systems. 
with the difficulties associated with synthesis methods 
for antennas other than the linear antennas mentioned above, 
I 
it is not surprising that most solutions to antenna problems 
have been attempted by the more direct analysis procedure. 
For antenna analysis, it is only necessary to know, or estimate, 
the current distribution on the antenna from which the radiation 
pattern is readily calculated. We then examine this pattern 
to se~ if it has any of the characteristics we require. 
~~difications to the radiation pattern can be achieved by 
altering the shape and size of the antenna. By calculated 
guesswork in the choice of these modifications, we may come 
closer to our required pattern. 
Sinc.e only.a small number of electromagnetic problems 
have exact solutions, it is usually necessary to approximate 
the current distribution on the antenna. For high-frequency 
scattering from perfectly conducting bodies the current 
distribution may be approximated by the methods of geometrical 
and physical optics. These methods break down, however, when 
the scattering body has points or curves of small radii of 
curvature (such as edges, corners, vertices) or when the 
contribution ,from the geometrical shadow region becomes 
important. To account for these effects two theories have been 
developed. One, by Keller (1962), extends geometrical optics 
by introducing diffracted rays to describe diffraction 
phenomena~ another, by Ufimtsev (1962), extends physical optics 
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by an additional surface current term to correct for a non-
planar surface. Both methods are developed from the known 
exact solution of simple shapes. By comparing the exact and 
approximate solutions (from geometrical or physical optics), 
some general laws can be deduced to yield corrections to the 
approximate methods. Since many bodies are made up from these 
simple shapes, we can find their scattering properties by 
applying these laws and sum the contributions from the 
individual shapes. Keller's theory is the simpler of the two 
and has been applied to numerous problems. In some cases, 
however, it gives infinities for the value of the field, and 
requires special consideration to extend it for three-
dimensional problems. These difficulties do not exist with 
Ufimtsev's theory. 
In this thesis we are concerned with bodies having sharp 
edges. Chapter 2 discusses edge diffraction in some detail. 
Keller's theory, with some important extensions, is given as 
it applies to edge diffraction. The equivalent edge current 
concept for three-dimensional problems is extended to include 
the more general case of cylindrical-wave oblique incidence to 
an edge. With the concepts discussed in chapter 2, we 
consider in chapter 3 those principal planes of rectangular 
electromagnetic horns which can be reduced to a two-dimensional 
problem. The edge diffraction approach is compared with the 
classical aperture field method, and in the case of the 
sectoral horns, with an exact solution. with this knowledge 
of the radiation mechanism from the antenna, we attempt to 
control its radiation pattern by changing the aperture edge 
geometry. 
In chapter 4 we consider scattering from a paraboloidal 
reflector as a three-dimensional problem and use the 
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equivalent edge current concept for the edge diffraction 
approach. This is compared with physical optics and Ufimtsev's 
theory as applied to the reflector. The Chapter is concluded 
by considering the effect on the reflector radiation pattern 
with changes in the edge geometry. Conclusions are drawn in 
chapter 5 on the work in the preceding chapters. 
Two papers have been published on some of the topics 
presented in this thesis (James and Kerdemelidis, 1972; James 
and Kerdemelidis, 1973) and two further papers are in 
preparation. 
CHAPTER TWO: EDGE DIFFRACTION THEORY 
I have a paper afloat~ with an electromagnetic theory 
of light~ which 'till I am convinced to the contrary~ 
I hold to be great guns, 
James Clerk Maxwell (1865) 
A useful approximation for estimating high-frequencx 
scattering from a body can be obtained from expressions 
deduced from an exact canonical solution appropriate to the 
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local geometry of the body. The Geometrical Theory of 
Diffraction (GTD) (Keller, 1962) is a well known method which 
uses this approach. It extends geometrical optics to allow the 
diffracted field to be given by ray tracing methods using the 
concept of diffracted rays from surface discontinuities on the 
body. The behaviour of these diffracted rays is determined by 
diffraction coefficients deduced from the canonical problem 
containing the same type of surface discontinuity. The 
existence of an exact canonical solution is not essential to 
provide diffraction coefficients if an adequate description of 
the field in the vicinity of the discontinuity can be obtained. 
Such an approach was taken by Senior (1972) to obtain diffraction 
coefficients for a discontinuity of curvature. 
We are interested in the effect of antenna edges on the 
radiation patterns of horn and reflector type antennas. The 
appropriate canonical problem for edges is the infinite wedge 
illuminated by an electromagnetic wave. Solutions to this 
problem are discussed in 2.2. This is followed in 2.3 by a 
study of the GTD and some important extensions applicable to 
edge diffraction. We will use the simple ray tracing methods 
of the GTD in Ch. 3 to analyse radiation in those principal 
planes of horn antennas which can be considered as two-
dimensional problems. For edge-scattering in three-dimensions 
the GTD is not readily useful. A suitable approach, while 
still maintaining the advantage of using expressions deduced 
from exact solutions, is the equivalent edge current method 
discussed in 2.4. Previously, this approach was limited to 
normally incident uniform plane-waves. We extend the equi 
valent edge current method to the more general problem of non-
uniform p1ane- and cylindrical-waves at oblique incidence. 
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Before we begin the discussion on edge diffraction theory, 
we will give solutions to Maxwell's equations which are required 
in later work. 
2.1 SOLUTIONS TO MAXWELL'S EQUATIONS 
2.11 Electromagnetic Potentials 
Maxwell's equations for time-harmonic fields in unbounded 
. t 
space, with the time dependence eJw suppressed, are 
(2.1) 
V 1\ !!. = jwe:!! + J, 
where H is the magnetic field intensity, !! is the electric 
)'"' 
field intensity, M'is the magnetic source current, J is the 
electric source current, J.l and e: are the (scalar) permeability 
and permittivity of space, and w is the angular frequency. 
Solutions to (2.1) can be expressed in terms of a magnetic 
vector potential ~, and an electric vector potential !, to 
give E and!!. explicitly as 
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E -\I F jWllA + 1 \I (\I .~) , = -1\ we: 
(2.2) 
H = \I A- jwe:~ + 1 -. - \I (\I • F) , 1\- JWll -
where 
\l 2A + K2A = -J, 
(2.3) 
\l 2F + K2F = -M. 
Solving for the potentials in (2.3) yields 
= t::: ,-G (r r') dV I -'- (2.4) 
where the prime denotes the source coordinates as illustrated 
in Fig. 2.1; VI La the region, bounded by S' and containing 
the sources; and G(~,~') is the Green's function. 
z 
------------~-------------------.y 
x 
Fig. 2.1 Geometry for field integrals 
If the potentials in (2.3) are linearly polarized, we can 
write them as ~ = e~a' F = e~f' where e is the unit vector in 
the direction of polarization. In source-free regions (2,3) 
then reduces to the Helmholtz equation 
9 
(2.5) 
2.12 The Radiation Field 
To evaluate the radiation field from sources of f~nite 
extent, the integral solution for the potentials of (2.4) and 
the corresponding fields in (2.2) can be considerably 
simplified. 
2.121 Thrie-dimensionaZ sourae distributions 
The Green's function, G(~,~'), is given in three 
dimensions by 
In the radiation zone we have \r\ »Ir' \, and 
- -max 
(2.6) 
I r-r' I '" r - r' Cos t;" (2 .7) 
where t;, is defined in Fig. 2.1. Combining (2.4), (2.6) and 
(2.7) gives 
=
. e-Jkr rII J(~') 
. J ejkr'Cos t;, dV', 
4TIr '~(~') (2.8) 
where, for the three coordinate systems commonly used, as shown 
in Fig. 2.2, we have 
r'Cos t;, = (x'Cos ¢ + y'Sin ¢)Sin e + z'Cos e (2.9) 
for rectangular coordinates~ 
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r'Cos .; = p'Sin e Cos (<j>-<j> ') + z'Cos e (2.10 ) 
for cylindrical coordinates; 
r'Cos .; = r' [Cos e Cos e' + Sin e Sin S 'Cos (<j>-<j>') ] (2.11) 
for spherical coordinates. 
If we expand (2.2) for the radiation zone using (2.8) in 
spherical coordinates (r,<j>,S), we get 
ES == -iW}.lAe - ikF<j>' 
E<j> = -jW}.lA<j> + i kFS ' 
H<j> = /fE }.l e ' 
(2.12 ) 
He = -If E • }.l <j>. 
y 
Fig. 2.2 Coordinate geometry 
For the source-free region external to V' in Fig. 2.1, 
the electromagnetic field can be expressed in terms of 
equivalent source distributions, J s.,Ms ' over s', replacing the 
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sources in V'. From (2.2) and (2.8) we obtain for the 
radiation field using these equivalent surface currents 
-jkr [j~ tls'A r (J .r)r]ejkr'Cos ~ E (~) -jWlJ e If + J , dB' ; = 4rrr -s -Sl 
-jkr ff [n (M A)A] jkr'Cos ~ !! (~) jWE e ~S'l\ r - M + dB' • = 4rrr ,·r r e -s' -s 
(2.13) 
2.122 Two~dimensional source distributions 
For a two-dimensional distribution of currents, independent 
of z, the Green's function is given by (Harrington, 1961a) 
(2.14) 
where Hci 2) is the .zero order Hankel function of the second kind. 
In the radiation zone we have, as before, the condition 
I pI» I p' I, and 
- .:...max 
Ip-p'l - p - p'Cos(cp-cp'). (2.15) 
We also have 
H (2) (k I p_p' I) - j 2j -jkp jkp 'Cos (cp-cp') o _ _ rrkp e e ~ (2.16) 
The vector potentials of (2.4) for the radiation field from a 
two-dimensional current distribution become 
= 
-J P - - ejkpICos(cp-cp') dA', 'k J J J (p , ) 
I:jnkP !:!(£.') 
(2.17) 
where the integration is performed over the area A' occupied 
by the cross-section of the sources. 
For the source-free region external to A', we can reduce 
(2.13) for equivalent two-dimensional source distributions to 
give 
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-jkP 
f [j~ M,Q,'I\ ~ (J ,Q,'.~) ~Jejkp'Cos(ep-ep')d,Q," E<.£.> -jwll e + J ,-= 
ISJ7Tkp -,Q, 
-jkp [j~ ~,Q,'A ~ (M •• ~) ~ Je jkp 'Cos (ep-ep') d,Q, I !! (£') jw£ e ) - M,+ = 
-,Q, ,Q, is j7Tk p 
(2.1S) 
where the integration is taken around the closed loop, ,Q,', 
containing the cross-section of the sources. These sources are 
replaced by equivalent sources, ~t, M,Q,lon ,Q,'. 
If the potentials are linearly polarized in the z-
direction we can write them as A 
radiation zone, we get, expanding (2.2) in the cylindrical 
coordinates (p,ep,z), 
EZ = -jwlllf I a 
Eep = -jklf f" 
(2.19) 
Hep = -/; E II z' 
Hz .- fo Eep. 
2.2 SCATTERING BY A WEDGE 
2.21 Incident field from a line-source 
Consider a perfectly conducting wedge, in free space, 
with its edge situated on the z-axis as in Fig. 2.3. 
y 
line-source 0 (~.l cPo) 
Fig. 2.3 Line-source near perfectly conducting,wedge 
The wedge is of infinite extent in both the positive and 
negative z-directions, with the faces of the wedge occupying 
the semi-infinite planes ¢ = O,-S. A line-source at (pO'¢O) 
provides the primary field, given by (Harrington, 19618) 
A (p) 
z -
13 
= (2.20) 
where 
F (p) 
z -
(2.21) 
H~2) is the zero order Hankel function of the second kind, and 
Ie(EQ) (Im(EQ» is the magnitude of the electric (magnetic) 
line-source. 
We seek solutions to (2.3) for the problem illustrated in 
Fig. 2.3. Since the incident field has only a z-component, 
the total field will also have only a .z-component, because 
this will be sufficient to satisfy the boundary conditions on 
the wedge. Normalising the magnitude of the line-source to 
unity, (2.3) becomes 
= (2.22) 
where o(x) is the Dirac delta function, ~a (~f) is the 
solution for a unit electric (magnetic) line-source at (pO'¢O) 
for the boundary condi tion ~o.,~ 0 (k ~f ,= 0) on the wedge faces. 
'S: 
Here ft is the normal to these faces. 
Separation of variables was the first method used to 
solve the problem (Macdonald, 1902; Macdonald, 1915), giving 
both an infinite set of eigenfunctions and an integral 
representation. 
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Solutions by transform methods have later been obtained 
(Kontorowich and Lebedev, 1939~ Jones, 1964a) which are 
mathematically more tractable. 
For the eigenfunction solution we have 
jiN ~ €vJv (kP)H~2) (kPO) [Cos v (<1>-<1>0) + Cos v (<1>+<1>0) ]P<PO 
·!N E EVJv(kPO)H~2) (kp) [Cos v (<1>-<1>0)+ Cos v (<1>+<1>0) ]P>PO 
J v 
(2.23) 
where 
N = 211"-13 
'IT ' 
M M 0,1,2, ••• , v = N ' = 
b 
for V' = 0 
EV = 
for v > 0, 
J is the vth~order Bessel function of the first kind, 
v 
H(2) is the vth-order Hankel function of the second kind, and 
v 
the upper (lower) sign ~pplies for electric (magnetic) 
polarization. 
Yet another form of solution is the linear sum of four 
terms (Jones, 1964a) giving incident, reflected and two 
diffraction terms (with the signs applying as above) as 
'fa (p,<1» = [Vd (p,<1>-<1>o) + ViI' (p,<1>-<1>o)]· 
f 
where 
1 (2) 2 2 k ;j4 HO (k[p +PO-2pPOCos(41+2'ITNP)]2)~ 
(2.24) 
V. (p,41) = I 41+211"NPI < 'IT for P = 0,±1,±2, ..• 
1-1' 
o otherwise (2.25) 
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= 1 foo sin (jw + w) 
j81T _00 Cos (jw + N) - Cos (~) 
H~2) (k[p2+p~+2PPOCOSh(NW) ]~)dW, (2.26) 
and 
For plane-wave illumination, the line-source is situated 
at a large distance from the edge so that Po »p. In this 
case (2.23), (2.25) and (2.26) can be simplified by taking the 
asymptotic expansion of the Hankel function of the second kind 
i.e. 
for x » v , 
and applying to (2.23) to give 
'l'a(p,$) - j~ e:vjVJv(kp) [Cos V($-$O) +Cos V($+$O)]' 
f 
(2.27) 
(2.28 ) 
where the expression has been multiplied by the normalizing 
factor 
(2.29) 
Similarly, simplifying (2.25) and (2.26), and using the 
binomial expansion for the Hankel function arguments, we get 
_ [eXP[jkPCOS(~+21TNP)]i v. (p,~) 'l-P o otherwise I ~+21TNP I < 1T P = 0,±1,±2, ... , (2.30) 
1 foo Sin (jw + ;) 
Vd(P,~) - 21T exp[-jkpCosh(Nw) ]dw, (2,31) 
_00 Cos (jw +.!!.) - Cos (!) N N 
where the normalizing factor (2.29) applies. We have the 
geometrical optics field for the incident and reflected wave 
16 
from the wedge, given by (2.30), and a diffraction term, given 
by (2.31), due to the edge of the wedge. 
Sommerfeld's solution to the wedge problem (Sommerfeld, 
1954) is expressed as in (2.24), with V. (p,clJ) given by (2.30), 
-z,r 
and the diffraction term by 
ejkpCosw 
_j (w+clJ) dw, 
N 1 - e 
(2.32) 
where c is the appropriate path in the complex plane. For the 
special case of the half-plane when N = 2, Sommerfeld expressed 
the diffracted field in terms of a Fresnel integral, to obtain 
1 
,....1 Cos clJ2 \ = -j~ ejkpCosclJ ----~- F(a), 
n . Cos clJ 
2: 
(2.33) 
where 
F (a) 't2 -;} edt, and (2.34) 
a = Ikp{l + Cos clJ) (2.35) 
Note that the positive square root of a is taken. 
By a contour integration of (2.32), Pauli (1938) obtained 
an infinite series solution of the form 
= ~!rr Sin; 1 Cos ~ 1 Va (p, clJ) 4) 
N n [Cos ~ - COS -J N N 
ejkpCOsclJ F (a) 
+ [higher order terms]. (2.36) 
The higher order terms can be neglected for large a, and are 
identically zero for the half-plane when N = 2. Equation. 
(2.36) then reduces to (2.33). For large a the Fresnel 
integral in (2.36) can be replaced by its asymptotic value, 
viz. , 
where 
F (8) -
• 2 
-J8 
e 
2j8 l: 
m=O 
(~) 0 == 1i (~) m == ~ (~ + 1) ••• (~+ m - 1) • 
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(2.37) 
substituting (2.37) into (2.36) we get 
'If Sin N 
-jkp 
e 
00 
.m 2 iP -m 
l: J (~)m(2kpCos ~) 
m=O 
(2.38) 
In the far-field, when p is very large, only the first term of 
the series in (2.38) is significant. The diffracted field 
then appears as a directional cylindrical-wave radiating from 
the edge. It is this property which allows the diffracted 
field to be treated by ray tracing techniques which forms the 
basis of the GTD to be discussed in section 2.3. 
I 
2.22 Non-normal incident plane-wave dif'fraction 
In 2.21 the special case of the line-source situated at a 
large distance from the edge gave solutions for a.p1ane-wave at 
normal incidence to the wedge. The quasi-two-dimensiona1 
problem of non-normal oblique) incidence can be deduced from 
these results. Let ~(p,iP,k) be the scalar potential solution 
to the Helmholtz equation (2.5) for the plane-wave, ~O(P,~,k), 
normally incident upon the wedge, where 
~D(PliP,k) = exp[jkpCosiP]. (2.39) 
A plane-wave at oblique incidence of angle 00 to the 
edge, i.e. to the z-axis, may be written as (from (2.10» 
18 
(2.40) 
The scalar potential solution, T, for oblique incidence is 
therefore given by 
(2.41) 
In particular, the diffraction term of (2.36) for oblique 
incidence becomes 
= 2 j[ -,.-S1._' n.........;~~I_c_o_s---=;~~I_ e jk (p Sin 00COS ~ - z Cos °0) .. 
N ~ [Cos ~ - COS :J 
F(o) + [higher order terms], 
(2.42) 
where 
(2.43) 
For 0 large, (2.42) reduces to 
Vd(P'~Z) 
Sin F e-jk(p Sin ~O + zCos 00) 
[Cos!. - COS ~J N N 
00 • 
r jm(~)m(2kPSin00cos2 ~)-m 
m=O . 
(2.44) 
2.23 Electromagnetic scattering 
Consider an electromagnetic plane-wave incident on the 
wedge, the electric intensity given by 
~n = (a u + a U + au) exp[jk(Sin00(xCos~0 + ySin~o) 
-v x x y y Z Z 
- zcos00, J, (2.45) , 
(2.46) 
'" " '" and ux ' uy ' u z are the unit vectors in the cartesian coordinate 
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system. The resultant scattered field can be written in terms 
of the scalar potentials T given from (2.41). Expressions 
a 
for the total field are du~ to Jones (1953), and are given by 
a 
E =: z 
k S · 20 ~n -0 
a 
(ku - jCos 00~)T 
z a 
z '" 
H --......;;;.-- u 1\ ~T =. S' 20 z a, JWll ~n-O 
(2.47) 
d For the electric diffracted far-field, E , expressed in 
the cylindrical coordinates (p,$,z), (2.47) reduces to 
Ed d 
= -a Cot 00Ta' p z 
Ed (axSin $0 - a Cos d = $O)Tf' $ y (2.48) 
Ed = d 
z azTa , 
where T:, T~ are the diffracted terms of the potentials 
obtained from the first term of (2.44) together with (2.24) to 
give 
(2.49) 
and Va IS defined as 
f 
Sin !. [~os 1 1 l V N -+ = ~-$ ¢+;oJ a Nl2j7rk Sin 0 f 1T Cos 0 Cos 1T - Cos 0 11 -
-r- Ii 
(2.50) 
If we consider the diffracted far-field at the point 
p = r Sin 8 0 , z =.r Co,s 80 , then by substituting (2.50) into 
(2.49) and expressing Ed Hd in spherical coordinates, we get 
Ed = Hd = 0, r r 
Ed 
-jkr 
(axSih <1>0 a Cos <1>0) e = - Vf , <I> Y 
-jkr v 
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Ed 
-azCosec 8 0 U 
e 
= lIr , e a (2.51) 
Hd = - /f; Ed e ]..I <I> ' 
Hd 
<I> 
- fu d - E • ]..I e 
Thus, the diffracted far-field behaves as a plane-wave 
travelling along the r-vector from a source at the origin. 
With the variation in. <I> between 0-21f, the diffracted field 
appears to be travelling along a cone of semi-angle 80 , whose 
apex is on the edge. 
2.24 'l'he diffracted f.ar-fie1d for shadow boundaries and 
grazing incidence 
We consider now three special cases in wedge .scattering 
theory: (1) the field along shadow boundaries; (2) grazing 
incidence to the edge; and (3) grazing incidence to the wedge. 
The diffracted far-field given by (2.48) was derived from 
(2.47) using (2. 44) with the assumption that c is large. 
There are, however, two conditions when c = 0 for the far-field 
assumption of p + 00, viz., (1) along the shadow boundaries when 
¢ = 1fi (2) grazing incidence to the edge when 80 = O. It is 
necessary to determine the behaviour of the diffracted far-
field for these two conditions. In general, T~ contains two 
diffraction terms as given in (2.24). We shalt consider, 
initially, only one term for c = O. 
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The diffracti6n ter~, Vd(p,l,z), 'is given by (2.42) for 
small values of a, from which we obtain the gradient (for the 
first term of (2.42» forp -+ 00 at a = 0, as 
(2.52 ) 
We now consider the ,two possible far-field solutions to (2.47) 
when a O. 
2.241 The field along shadow boundaries 
Substituting (2.52) into (2.47) for 1 = TI, and using the 
relationship in (2.46), we get for the incident shadow 
I 
boundary when ¢ = TI + ¢O the electric diffracted far-field as 
where the upper (lower) sign applies for 1 = TI + (I = TI ). 
Equation (2.53) shows that along the incident shadow boundary, 
the diffracted far-field reduces to half the value of the 
incident plane-wave. This is necessary to compensate for the 
step-function characteristic of the geometrical optics term 
across the shadow boundary. A similar result is obtained for 
the reflected plane-wave along the reflected shadow boundary 
when ¢ = TI - <P 0 • 
2.242 Grazing inaidenae to the edge 
From (2.46) we have a
z 
= 0 for 00 = O. Therefore 
substituting (2.52) into (2.47) with 00 = 0, we get for the 
diffraction term when <P = 1 + <PO the electric far-field as 
1 
TI N Tan 2N 
(a u + au) 
x x y y 
-jkz 
e , (2.54) 
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which is directly related to the incident plane-wavG 9 
Similarly, for the other diffraction term when ~ = ~ - ~O we 
obtain an expression which is directly related to the reflected 
plane-wave. 
2.243 Gpazing incidence to the wedge 
As the third special case we consider grazing incidence 
to the wedge when ~O = O. For ~O = 0, the potential T 
vanishes for electric polarization, but for magnetic polarizat-
ion we get 
(2.55) 
This corresponds to an incident wave of amplitude double that 
when ~O rf O. Therefore, for magnetic polarization at grazing 
incidence to the wedge we have 
Vd(P'~'z) + V. (p,~,z) 
1.-P 
2 • 3 GEOMETRICAL THEORY OF DI,FFRACTION (GTD) 
(2.56) 
From the mathematical development in 2.2 we are now in a 
position to discuss the GTD as it applies to wedge scattering. 
Since the GTD is an extension of ge6meErical optics to 
describe diffraction phenomena, we will first briefly review 
geometrical optics. 
2.31 Geometrical optics 
At high frequencies, when significant medium changes occur 
over distances large compared to the wavelength, it can be 
assumed that, locally, the wavefront behaves as a plane-wave 
with E and H given by 
-J'kv E = ~ e , 
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(2.57) 
H = h -jkv e , 
where the phases of ~ and h are independent of position, and v 
is the function satisfying the eikonal equation 
where Q is the refractive index (Jones, 1964c). The eikonal 
defines the wavefronts, i.e. surfaces of constant phase. 
Geometrical optics concentrates on the wavefronts and their 
associated rays, which are the loci of the direction of energy 
flow in the field. For an isotropic medium, the rays are 
normal to the wavefront. 
Geometrical optics was originally developed to give a 
limited theory of light on the basis of the following three 
principles: 
(1) in homogeneous media the rays are straight lines 
(2) rays from a source travel out independent of each 
other 
(3) rays obey the laws of reflection and refraction. 
All these laws follow from Fermat's principle (Jones, 1964c) 
which introduces the notion of 'optical path length'. The 
optical path length along a curve a joining two points Pl , P2 
is defined by the line integral faQdSl where Q is the 
refractive index of the element ds. Fermat's principle states: 
'the rays between Pl and P2 are those curves along which the 
optical path length is stationary with respect to infinitesimal 
variations in path'. 
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Amplitude variation along the ray is obtained by applying 
the principle of conservation of energy to a tube of rays. 
Fig. 2.4 shows two small portions of parallel wavefronts a 
distance P apart in a homogeneous medium, with some of the 
rays normal to them. PI' P2 are the principal radii of 
curvature of the wavefront through A. 
Fig. 2.4 A tube of rays 
Referring the phase and amplitude to A, we get for the 
field, Eal at B in terms of the field, EA, at A 
(2.59) 
A similar expression exists for H. We see that for large p, 
th f · ld d -1. h' 1 If d . e ~e ecreases as P as ~n a sp er~ca -wave. one rp' ~us 
is infinite, the decay is P-~ for large p, as in a cylindrical-
wave; and if both radii are infinite, the field is of constant 
amplitude, as for a plane-wave. 
When P = -PI or -P2 , (2.59) becomes infinite and the 
geometrical optics representation is not valid at these points. 
Such points are called caustic points. The caustics are the 
loci of the two principal centres of curvature. To evaluate 
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the field of a caustic requires separate considerations, e.g. 
Kay and Keller (1954). 
The derivation of geometrical optics from Maxwell's 
equations has been thoroughly investigated in a book by Kline 
and Kay (1965). 
2.32 Geometrical theory of diffraction 
The GTD is an extension of geometrical optics to describe 
diffraction phenomena by the introduction of additional rays, 
called 'diffracted rays' (Keller, 1962). Diffracted rays are 
produced when an incident ray strikes an edge, corner, or 
vertex of a boundary surface, or grazes such a surface. The 
behaviour of these rays is determined from an appropriate 
modification of Fermat's principle deduced from the canonical 
problem containing the same type of surface discontinuity, such 
as the wedge for edge diffraction. As we found in 2.2, the 
asymptotic expansion of the diffracted field for edge 
diffraction gives the field as propagating along a cone of 
rays. It is now assumed that diffraction is a purely local 
phenomeno~ and that at each point of an arbitrarily curved 
edge a cone of diffracted rays is emitted. The axis of the 
cone is the tangent to the edge at the point of diffraction, 
and the half-angle being the angle between the incident ray 
and the above tangent to the edge. Thus, for edge diffraction, 
Fermat's principle becomes: 'An edge diffracted ray between PI 
and P2 is a curve which has stationary optical length among all 
curves from PI to P2 with one point on the edge'. 
Neighbouring rays of the same cone intersect each other 
on the diffracting edge, so that the edge is a caustic of the 
diffracted rays. The amplitude of a fixed point not on the 
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edge is obtained from (2.59), which can be rewritten to give 
(2.60) 
The right-hand side of (2.60) has a definite limit, say I~I, 
as the point A in Fig. 2.4 tends to the edge. Using thi's in 
(2.59) 
(2.61) 
where P is measured from the edge, so that P2 = 0 and PI is 
the distance from the edge to the other caustic. 
We now assume that 
-jkv -jkvo !o~ e = Re!.'je , (2.62) 
- 'kv . 
where E e J 0 is the value of the incident field at the edge 
and D is the diffraction coefficient tensor. Now (2061) 
==e 
becomes 
D 
=e 
The distance PI between the two caustics is found, from 
differential geometry, to be 
(2.63) 
(2.64) 
where Pc ~ 0 denotes the radius of curvature of the edge, e is 
the distance along the edge, IS is the angle between the 
diffracted ray and the unit normal to the edge, and 80 is the 
angle between the incident ray and the tangent to the edge. 
y 
diffracted rays 
(a) A portion of the cone of 
diffracted rp,ys from two 
points of ~iffraction. 
of cone of diffracted rays 
('b) Projection into an x-y 
plane at the point of 
diffraction. 
Fig. 2.5 Diffraction frqm a curved edge. 
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The edge diffraction coefficient tensor, Ee' is 
determined by equating (2.51) for the wedge problem, with 
(2.63). Expressing the incident and diffracted field of 
(2.63) in spherical coordinates, we can readily show that 
r 0 o 
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D = 0 
=e -v f (2.65) 
-Cot 0 V o a o 
where we have So = 00 and Va given by (2.50). 
The field along a diffracted ray has now been completely 
determined. 
A diffracted ray itself may cause diffraction, giving 
doubly diffracted rays, which may themselves create diffracted 
rays, and so on. These mUltiply diffracted rays behave in the 
same way as the first, or singly, diffracted rays. The total 
diffracted field at a point is the sum of all the diffracted 
rays through that point. 
The edge diffraction coefficients Va' Vf in (2.50) have 
been derived from the exac't solution of the wedge assuming 
that the argument, 0, of the Fresnel integral in the first 
term of (2.42) is large. When the argument of the Fresnel 
integral is less than unity, its asymptotic series expansion, 
(2.37), diverges and the diffraction coefficients of (2.50) 
are invalid. In particular, the value along the shadow 
boundaries in (2.50) is infinite. Also, forN,," 2, the 
higher order terms of (2.42) become significant in the shadow 
boundary regions. These regions for plane-wave diffraction 
require special consideration, such as the boundary layer 
method of Buchal and Keller (1960), and uniform asymptotic 
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series solution of Ahluwalia et aZ. (1968). A mathematically 
more tractable solution is use of cylindrical-wave diffraction 
coefficients, where possible. We will now discuss these 
coefficients which are useful for many practical problems. 
Initially we restrict ourselves to two-dimensions. Application 
to three-dimensions will be discussed in 2.4. 
2.33 Cylindrical-wave diffraction 
For two-dimensional problems, where the incoming wave is 
at normal incidence to the edge and independent of the z-
direction, (2.63) with (2.64), (2.65) reduce to 
-jkp 
e 
= -a<t> Vf Ip 
-jkp 
e 
lip 
(2.66) 
where Va is given by (2.50) with 00 = ;, a<t>' a z are the 
componehts of the incident electric field at the edge, and the 
phase reference is taken from the edge. 
In two-dimensional radiation problems, the far-field for 
cylindrical-wave diffraction of a line-source near the edge is 
of considerable importance. This can be derived from (2.23), 
or (2.25) and (2.26) for the condition that p »PO' It is 
more instructive, however, to derive these far-field 
expressions from the plane-wave formulation, since this has 
been discussed in some detai1. 
The problem is illustrated in Fig. 2.6(a) with the 1ine-
source at (po,<t>o) • Fig. 2.6(b) is the reciprocal problem 
which we solve first. 
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(a) line-source near wedge (b) reciprocal problem 
Fig. 2.6 
From (2.24) the scalar potential solution, ~ , at a point 
a 
(po,</lO) for a plane-wave incident at an angle </l t5 the wedge 
is 
~a(po,</lO) = [Va(po,</lo-</l) + Vir (po' </lO-</l) ] 
f 
(2.67) 
By reciprocity with this problem, the far-field resulting from 
a z-directed line-source near the edge at (PO,</lO' (Fig. 2.6(a» 
is given by 
~a(p,</l) = 
f 
(2.68) 
where the property v(p,~) = V(p,-~) is used, and the term 
-jkp 
e , which we normalised out by (2.29) for plane-wave 
18;;,rkp 
incidence, is introduced to account for the far-field radial 
distribution of the line-source. Thus, we can readily see 
that for the cylindrical-wave scattering of (2.68), we can use 
the expression for the diffracted field given by (2.66) if we 
31 
replace the plane-wave diffraction coefficient of (2.50) with 
(2.69) 
and a~, a
z 
are the components of the electric field from the 
line-source in the direction of the edge. 
For P small, the Fresnel integral formulation of (2.36) 
can be used for the diffraction terms in (2.69). The field is 
then continuous across the shadow boundaries. This is· an 
important point. If we know the distance of the source from 
the edge, then we can obtain solutions which are finite every-
where. This is in contrast with the plane-wave edge 
diffraction coefficients of (2.50), which are invalid in the 
shadow boundary regions. 
For N ~ 2, the higher order terms of the Pauli expansion 
in (2.36) can be significant for small values of PO' because 
8, given by (2.35), will also be small. Since these higher 
order terms are not readily obtained, an alternative approach 
is to use the first few terms of the eigenfunction solution in 
(2.28) and subtract out the geometrical optics component 
(2.30), i.e. 
(2.70) 
Comparing (2.36) with (2.70) will give the error incurred 
by using the former expression for N ~ 2. This is shown 
graphically in Fig. 2.7 for various values of~. As we would 
expect, the error is largest in the shadow boundary region, 
where ~. = TI, and increases with decreasing values of Po. In 
practical problems of interest, Po would rarely be smaller 
than 0.3A. For such a minimum value of PO' it can be seen 
from Fig. 2.7 that (2.36) is satisfactory for wedge angles up 
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Fig .• 2.7 Error between exact solution (2.70) and the first 
term of (2.36) 'for the cylindrical-wave diffraction 
term V d ( PO' 4» • • 
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about 900 • With larger wedge angles, (2.70) should be used, 
and is readily evaluated provided Po does not go much greater 
than a wavelength. 
2.34 Slope-wave diffraction 
In the analysis so far we have assumed that the inc~dent 
field is uniform. If . the incident field is non-uniform, then 
the above results do not predict the consequent modification 
to the diffracted field. This effect, for a half-plane, can be 
deduced from the work of Ahluwalia et aLe (1968), and is given 
in Appendix A. The result can then be extended, heuristically, 
to the wedge. 
The effect of non-uniform incidence is to create higher 
order terms in the asymptotic solution of the diffracted field. 
T.he first higher order term, given in Appendix A for the half-
plane, is proportional to the derivative, with respect to the 
incident angle, of the incident field. It is called the slope-
wave diffraction term for convenience. 
From (A.2l) in Appendix A, we can write, heuristically, 
the slope-wave correction field, E:, E: to (2.66) for the 
wedge as 
(2.71) 
where for plane-wave diffraction, 
g</> = ::t a</> 
CP=</>o (2.72) 
aa 
gz = z ar 
</>=</>o 
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For cylindrical-wave diffraction, 
(2.73) 
where a¢, a
z 
are the components of the electric field from the 
line-source in the direction of the edge. 
Writing a:oUa as s~ for plane-wave diffraction, ~s s~ for 
cylindrical-wave diffraction, then from (2.50) for normal f 
incidence we get 
¢-¢ 
$+$0 ~ Sin ~ f Sin 0 Sin sp N 
N ¢+¢o 2 = ± a 2/21iTk ¢-¢ 2 , f N 2.1 'IT ucos 'IT ~) (Cos 'IT 
- -
Cos 
- -
Cos --) N N N N 
(2.74) 
and from (2.69) we get 
(2.75) 
where 
(2.76) 
We can derive Va' (po'~) from (2.36) to obtain 
~ -'k 
.!!. {kPO Sin ~ I Cos 2"1 fe .1 Po 
N 'IT ~ 2s Cos - - Cos - L N N 
jkpoCos~ E l[~ Sin ~ (Cos ~ - Cos :) + ; Sin : Cos ~] } 
+ e F(s) 'IT ~ 2 ' (Cos - - Cos -) 
. N N 
(2.77) 
where 
-1 for 0 ~ ~ < n 
= 
+1 for n ~ ~ < 2n 
For 8 large we can use (2.74) to give SC as 
a 
f 
36 
'(2.78) 
The exact solution for N 'F 2 may be obtained from (2.70) 
yielding 
Va' (po'~) = - j~ E"ci'\.lJv(kpo) Sin v~ - Vir' (Po'~)' 
where 
(2.79) 
(2.80) 
Fig. 2.8 gives the error between (2.77) and the exact 
term of (2.79) when N 'F 2. The error is nearly double (in 
terms of decibels) that of the equivalent results given in 
Fig. 2.7 for uniform plane-wave incidence diffraction 
coefficients. As before, the evaluation of (2.79) is limited 
to a maximum value of Po of between one and two wavelengths. 
Larger values of Po require an excessive number of terms. 
Although we have considered slope-wave diffraction for 
normal incidence, it is readily extended to oblique incidence 
by the method given in 2.22. 
2.4 THE EQUIVALENT EDGE CURRENT METHOD 
Most of the work that has appeared in the literature to 
date using the GTD has been restricted to two-dimensional 
problems. We have shown that use of cylindrical-wave 
diffraction coefficients (where possible) for such problems 
gives results which are finite everywhere as compared to 
. Error(db) 
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Fig. 2.8 Error between exact solution (2,79) .and approximate 
solution (2.77) for N ~ 2 for cylindrical slope-wave 
diffraction. 
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plane-wave diffraction coefficients which give infinities 
along the shadow boundaries. In chapter three we shall use 
the ray tracing methods of the GTD to analyse the radiation 
patterns of horn antennas reducible to two-dimensions. 
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When the edge is of finite curvature and/or length, we 
have two additional problems: (1) use of ray tracing methods 
for diffraction from curved edges results in the formation of 
caustics of the diffracted rays. At and near a caustic, the 
evaluation of the field requires special consideration since 
ray tracing methods are invalid. Buchal and Keller (1960) 
used boundary layer methods about a caustic (and also the 
shadow boundaries) to evaluate the field in this region. A 
particular case is the field in an axial caustic (Keller, 1957) 
where an exact solution of a suitable canonical problem is 
used on and near the axis. 
(2) The second problem is the choice of a suitable factor 
to account for the three-dimensional effect of the finite 
curvature and/or length of the edge. An example is given by 
Ryan and Rudduck (1968) for radiation from rectangular wave-
guides. To account for the finite length of the waveguide 
walls, they deduce a factor from the radiation pattern of a 
line-source of finite length. 
A method which neatly overcomes these two problems is to 
use equivalent edge currents derived from the infinite wedge 
problem. These equivalent currents are then used in the 
potential integral solution of (2.4) to obtain the diffracted 
field. This equivalent current concept was used with notable 
success by Millar (1955, 1956a, 1956b) to solve for the axial 
and aperture fields in the case of an aperture in a plane 
screen. Recently, it has been used in other edge diffraction 
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problems (Ryan and Peters, 1969). All these applications were 
cases of uniform plane-waves at normal incidence. In what 
follows, we derive equivalent currents for non-uniform plane-
and cylindrical-waves at oblique incidence. 
We begin with the far-field from an infinitely long z-
directed filament of electric current Ie (magnetic current 1m) 
given by (Harrington, 1961b) 
E = -jwJ.lI z e j 1 -jkp 8jnKp e , 
(2.81) 
CI: -jkp E~ = - jkIm JayTIKp e • 
For a scalar plane-wave at normal incidence to a wedge 
polarized in the z~direction, the radiation fields are 
directly proportional to the scalar potentials as given by 
(2.19). Therefore, the electric diffracted far-field E~(E~i 
for electric (magnetic) polarization is given by 
Ed • I{Id 
= 
-JWJ.l a' z 
(2.82) 
Ed 
= -jkl{l~. ~ 
By equating (2.82) with (2.81) using the far-field 
plane-wave diffraction coefficient, given by the first term of 
(2.38), in I{I:, we can readily show that the equivalent currents, 
I~, for plan'-wave diffraction are given by 
m 
I P = ~ Sin!. [ e N N 
m cos!. -N 
1 4-~O '> ~ ~os ~] • 
Cos -w-- Cos N -
(2.83) 
Equation (2.83) is the form of the equivalent currents used by 
previous researchers. As for plane-wave diffraction 
coefficients, it is invalid in the shadow boundary regions. 
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For cylindrical-wave diffraction we use the potential as 
given by (2.68) in (2.82) to obtain the equivalent currents, 
for a line-source distance Po from the edge, giving 
,I~ = [Vd(PO'~-~O) ; Vd(PO'~+~O)J. 
m 
For large Po 
(2.84) 
(2.85) 
The direction of the currents derived in (2.83), (2.84) 
is along the edge, i.e., the z-axis. 
It is now assumed that in an element of a curved and/or 
finite length edge, equivalent currents are given by (2.83) 
or (2.84) for a correspondingly oriented infinite wedge. These 
currents are then used in the potential integral solution of 
(2.4) to, give the diffracted field. To be more general, 
however, we require equivalent currents that account for 
oblique incidence. In 2.23 we showed that, for electromagnetic 
scattering, the diffracted far-field behaves as a plane-wave 
travelling along the r-direction given by 
(2.86) 
where 00 is the angle of incidence to the edge. From the 
solution for oblique incidence in 2.22, we can write the 
equivalent currents for a cylindrical-wave at oblique incidence 
to the edge, with radius of curvature r O' from (2.42) with 
the transforms p = r Sin °0 , z = r Cos 00' giving 
I~ = [Yd(rO'~-~o) :r Yd(rO'~+~O) J, 
m 
(2.87) 
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where 
2A = _ J,. N 7T Sin ilcos ~ I Cos 1L - Cos q, jkro (Sin
200Cos q, - Cos 200) e F (p) , 
N N (2.88) 
apd 
p = Sin 00 Ikro (1 + Cos q,). 
For large rO 
-jkr 
I C IP 
0 
-e e 18j7Tkro m m 
where 
IP 2 Sin ; Cosec 0 [~os 1 :;: 1 = ,e N 0 cP-CPO m 7T 
- Cos Cos 7T - Cos N N N 
~. 
(2.89) 
Equation (2.89) gives the equivalent currents for scalar 
plane-wave illumination at oblique incidence. The currents 
are no longer oriented along the edge for oblique incidence, 
but are in the direction given by 
(2.90) 
This direction, and hence the direction of the equivalent 
currents, changes with cpo 
For electromagnetic plane-wave incidence, as given by 
(2.51), the equivalent electric (magnetic) source current J 
(~) are readily derived to give 
A a z P J = -u. -.-- Cosec 0 I \ JWll 0 e 
a 
M = u. ::;t I P \ Jk m 
(2.91) 
where I P is given by (2.89). If the source of the electro-
e 
m 
magnetic wave is at known distance from the edge, then we can 
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use the cylindrical-wave equivalent currents of (2.87) in 
(2.91) to provide valid and finite solutions in the shadow 
boundary regions. We take this approach in chapter four when 
we analyse the radiation pattern of reflector antennas. 
In 2.34 we discussed slope-wave diffraction for a non-
uniform incident field. By analogy with the above derivation, 
we can obtain slope-wave correction equivalent currents. 
Defining the slope-wave equivalent currents, I , I as 
se sm' 
I == 1 a I ~ffi - jk a<l>O ~ (2.92) 
then from (2.87), (2.88) we get 
where 
-J'kr 
.- 0 
Le 2p 
(2.93) 
2 Sin i [kroSin2eoSin~ I ~os t' 4' 
-- TI ~ Nkl j'lf Cos ii - Cos ii 
jkro (Sin2eocos~ - cos2e o) l 
- je F (p) J 
E: 1 [~ Sin tecos i-cos t) +~in~ost] 
(Cos :!I. _ Cos 2.) 2 
N N 
(2.94) 
and from (2.89) we get 
-jkr 
I C IP 
e 0 
se se 18jTIkrO sm sm 
where 
= 
<1>-<1> <1>+<1> 
2 Sin.'!I. Sin 0 Sin ~ l -N Cosec e [ N ± jkN2 o (Cos <1>-<1> 2 <1>+<1>0 fJ TI Cos 0 (Cos .'!I.-Cos -) - - --) N N N N 
(2.95) 
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Finally, we can write the equivalent source currents to 
include the slope-wave term for electromagnetic wave incidence 
as 
" 
1 e (azle + gzIse)' J = -u t jWl1 Cosec 0 
,(2.96) 
A 1 (a<j>Im + g<j>I ), M = Ut Jk sm 
wl'lere g , g<j> are given by (2.72) or (2.73). The choice z 
between plane-wave and cylindrical-wave equivalent currents 
depends on the problem to be solved. The cylindrical-wave 
terms are considerably more complicated than the plane-wave 
term~ but they give results that are valid in the shadow 
boundary regions. 
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CHAPTER THREE 
RADIATION FROM RECTANGULAR EL'ECTROMAGNETIC' HORNS 
What I tett you thpee times is tpue. 
Lewis Cappott (1832-1898) 
The earliest technique used for the theoretical 
evaluation of radiation from electromagnetic horns was the 
aperture field method (Barrow and Chu, 1939). It is well 
known that this method will give valid results only in the 
region near the forward axis. A more accurate representation 
of the radiation fields from horns has been found in the 
application of the edge diffraction methods discussed in 
chapter 2. Kinber (1962a) used this approach, in conjunction 
with the Brillouin ray technique for the fields inside the 
horn, to obtain the radiation from sectoral horns in the 
principal plane containing the flare. Later the E-plane of a 
pyramidal horn was considered by Russo et at. (1965) and Yu 
et at. (1966), and the H-p1ane by Yu and Rudduck (1969). The 
conical horn has also been analysed by edge diffraction 
methods (Hamid, 1968). 
The radiation patterns of the two principal planes for 
rectangular horns can be determined (except for an unimportant 
constant) from two-dimensional source distributions for the 
aperture field method. Using edge diffraction methods, only 
the unf1ared planes of sectoral horns and the E-plane of a 
pyramidal horn can be reduced to a two-dimensional problem for 
the entire radiation pattern. In what follows we restrict our 
analysis to these planes where we can use and evaluate the ray 
tracing methods of the GTD. This will provide us with an 
47 
evaluation of edge diffraction methods when we consider three-
dimensional problems in chapter four. 
Before at~empting radiation pattern control in the above-
mentioned p1ane~, we investigate the characteristics of the 
radiation from the unperturbed horn. In 3.1 and 3.2 we 
consider sectoral horns where the unf1ared principal planes 
can be modelled by the two-dimensional parallel-plate wave-
guide problem. Radiation from parallel-plate waveguides has 
been solved by several methods: aperture field and exact 
Wiener-Hopi solution, Collin and Zucker (1969); GTD approach, 
Ryan and Rudduck (1968), Rudduck and Wu (1969), Lee (1969); 
and a surface integration technique combined with the GTD, Wu 
et at. (1969). We will consider this problem in some detail 
as it allows us to compare the approximate methods of the GTD 
and the aperture field method with the exact solution. In 
addition, there are two points we wish to comment on regarding 
the GTD approach. They are: (1) it has not been shown 
mathematically in the literature that the field is finite along 
the shadow boundaries for both the TEM and TE lO mode in the 
guide; ,(2) there exists an anomaly in the use of the slope-
wave term. 
In 3.3 we briefly consider radiation from a pyramidal horn, 
and in 3.4 attempt radiation pattern control with the knowledge 
obtained from the previous three sections. 
3.1 H-PLANE SECTORAL HORN 
To evaluate the radiation from an H-p1ane sectoral horn 
when excited by a rectangular waveguide supporting the 
dominant TE 10 mode (Fig. 3.1), we consider first the solution 
to the boundary value problem for the horn ~xtending to 
infinity in the s-direction in Fig. 3.1. 
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x 
· e . /' 
z 
Fig. 3.1 H-p1ane sectoral horn 
The modes excited in the sectoral horn by this arrangement are 
the TE modes.· From Barrow and Chu (1939), the fields for 
mo 
these modes are given, in the (s,~,y) cylindrical coordinates 
in Fig. 3.1, by 
Ey = A cos mv ~ H (2) (ks) , mv 
Hs = 
mv A Sin mv ~ H(2) (ks) (3.1) i 
.1Wlls mv ' 
H'f = -jA If; Cos mv If H(2) I (ks) mv ' 
where v = __ TI_ H(2) is the 
2'PO 1 mv 
of order mv, and H(2) I (x) = 
mv 
Hankel function of the second kind 
L H (2)(x) ax mv .• 
For the conditions that mv « ks, we can simplify (3.1) 
by taking the asymptotic expansion of the Hankel function, 
given by (2.27), to give for the fields in the horn 
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E - A Cos mv 11) J2d J.mv e -jks 
y r nks ' 
_ mv A S~n mv ~ rn- -jks 
Hs JWlls JTiks e , (3.2) 
H - - A IE Cos v w !2Jf .mv -jks f -Ill m T /1TkS' J e , 
from which we 
propagation. 
get ~ - - .ft for each mode, Le., plane-wave 
For the modes to propagate in the horn the 
mA 
condition b > "2 must be satisfied, where b is the spacing 
between the E-plane walls. The dimensions of the rectangular 
waveguide feed are such that only the dominant TEIO mode can 
propagate in the guide. As the H-plane of the waveguide is 
flared into a sectoral horn, the higher order modes will be 
able to propagate as the conditon b > ~A is satisfied. 
Gonsiderable attentuation, however, will have occurred to the 
higher order modes in the region of the horn where they are 
below cut-off •. For this reason, the field in the horn can be 
approximated as given by the dominant mode alone. When the 
horn is of finite length, SL' we can evaluate rad~ation from 
the horn either from the field in the aperture (aperture field 
method), or from the effect of the incjdent field upon the 
aperture edges (edge diffraction method) • 
3.11 E-plane radiation pattern 
Assuming the length of the horn satisfies the condition 
SL » ~, the incident field at the aperture can be approximated 
by a plane-wave for the dominant mode. Only the E-plane 
edges are illuminated since the field is zero along the 
H-plane walls (assuming HS is negligible). Except for the 
mid-point of the E-plane edges, the field is at oblique 
incidence to the edge. The diffraction mechanism from the 
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edges is illustrated in Fig. 3.2. For radiation into the E-
plane, i.e. when e = 7 in Fig. 3.1, we can see from Fig. 3.2 
that the major contribution of the radiation field comes from 
the mid-point of the E-plane edges where the illuminating 
field is at normal incidence. At other points along the E-
plane edges the field is at oblique incidence and diffracts 
the field away from the E-plane. Thus, for the E-plane 
radiation pattern, we can use the parallel-plate waveguide 
model of Fig. 3.3 supporting the TEM mode. The incident 
field is given from (3.2) for, = O. 
We can now use the ray tracing methods of the GTD 
discussed in 2.3 to estimate the radiation from ~he parallel-
plate waveguide of Fig. 3.3. Other methods are the aperture 
field method, which we will begin with, and the exact Wiener-
Hopf solution which will be used as a comparison with the 
approximate methods in 3.113. 
3.111 Aperture field method 
To evaluate the radiation field by the aperture field 
method, we begin with the expression for the radiation zone 
from two-dimensional source distributions given by (2.18), 
i.e. 
e
-
jkp 
J Glu E(.e.) = . E M A + J (~n,.p)pJe.ikPfCOS(CP-CPf)d..t'f. 
-J Wl1 18j'ITkp 11 -9,,'1\ p -9,,' - N 
(3.3) 
We choose, as the region containing the sources, the 
surface across the aperture of the guide and along the outside 
walls of the plates. The region exterior to the waveguide is 
assumed to be source free. To evaluate the field in this 
source free region it is necessary to know, or assume, the 
equivalent sources on the chosen surface containing the actual 
... 
"' ... , 
, 
-- '" 
Fig. 3.2 Diffraction mechanism at the E-p1ane edges of an 
H-p1ane sectoral horn. 
y 
t 
(p,¢) 
I 
----d+- ~l°H;---~~ 
B 
Fig. 3.3 TEM mode in parallel-plate waveguide. 
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sources. The aperture field method approximates the equivalent 
sources by assuming that they are zero on the outside walls of 
the waveguide and are given entirely by the fields in the 
aperture. The equivalent sources, ~t, Mt are given by 
(3.4) 
where n is the outward normal from the surface surrounding the 
actual sources. For the equivalent sources in the aperture 
of the problem illustrated in Fig. 3.3, we have 
M 1= -u E • 
-R,. z y 
(3.5) 
substituting (3.5) into (3.3) yields, for the radiation field, 
E<p KI 
. 2 <p Sin u (3.6) = Cos ('2) u , 
where u = k2d Sin <p, (3.7) 
KI = J~"t 2 E e - jk p 
. p y • (3.8) 
3.112 Edge diffpaction method 
To solve the problem using edge diffraction methods, we 
use the GTD approach given in 2.3 by considering, initially, 
each plate as an isolated half-plane. Consider the lower 
half-plane with the edge at B in Fig. 3.3. The incident field 
at the edge is a plane-wave at grazing incidence. From (2.66) 
(2.56), (2.50), with N = 2, <PO = 0, we get for the diffracted 
farofield 
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d 
Et/J' = (3.9) 
Similarly, for the upper edge at A, we get 
(3.10) 
Relating ~,t/JI, and PA" PB' to the general coordinate system, 
(p,<p,z) in Fig. 3.3, then 
~ = 7T + <p, 
t/J' = 7T - <p, 
(3 • 11) 
PA = P - d S. '2 l.n <p, 
P ='p B + 
d S. 
'2 l.n <po 
Adding the effective sources at A, B given by (3.9), 
(3.10) at a point (p,<p) in the far-field using the relation-
ships in (3.11), we obtain the radiation field, E<p' for 
1<p1 < ; as 
E,f, = Kl Cos (1) Sin ul (3.12) 
'I' 2 u 1<p1 < ; , 
where u, Kl have been defined by (3.7), (3.8). For I<pI ~ ! 
one of the sources is shielded by the opposite waveguide wall 
and the radiation field is given from one source ~n+YI i.e. 
E,f, = Ey Cosec (ill) 
'I' 18J7Tkp 2 
-jkp I 
e ' 7T' 
I <p I ~ '2 
(3.13) 
Although the individual source terms of (3.9), (3.10) 
have an infinity on the shadow boundary when t/J or t/J' = 7T, the 
total solution is finite on this boundary as we can see from 
(3.12) • 
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Comparing (3.12) with the equivalent solution, (3.6), 
using the aperture field method, shows that the two solutions 
are identical on the forward axis. The difference between the 
two terms is a multiplication factor of cos!. Since the 
difference increases with the angle of radiation, it indicates 
that the neglected currents, in the aperture field approach, 
on the outside walls of the guide are contributing to the 
major part of the difference. These wall currents are 
implicit in the GTD formulation. 
Coupling effects between the aperture edges, which are 
not possible to evaluate from aperture field theory, can be 
included using the GTD. From (3.9) and (3.10) we have an 
effective magnetic lihe-source along each edge to account for 
edge diffraction from the incident plane-wave. The line-
source at B (see Fig. 3.3) creates cylindrical-wave diffraction 
at the opposite edge A. Similarly, cylindrical-wave diffraction 
occurs from A to B. These higher order diffraction effects' 
create,in tur~ their own cylindrical-wave diffraction with the 
opposite edge, and the phenomenon continues ad infinitum. 
Consider the evaluation of the first order cylindrical-
wave diffraction term, AE!, from B to A in Fig. 3.3. The 
intensity, RB, of the line-source in the direction of the edge 
at A is obtained from (3.9), i.e., 
-jkPB 
e _ Ed I 
v'8j'ITkP B - 1/J' 1/J' 
RB = -v'2 Ey • (3.14) 
For cylindrical-wave diffraction we use (2.66) in con-
junction with (2.69). Thus we can write AEd as 
<P 
-jkp A 
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(3.15) 
The source at B, given by (3.9), is a non-uniform line-source. 
Therefore, in addition to (3.15) there will be a slope-wave 
term, AE~, obtained from (2.71),· (2.73), (2.75) to give 
-jkp ~S RB I e A -~<P :::: jkd [Va' (d,1jJ -~) - V d I (d, 1jJ + r) ] 
where 
R I 
B :::: a R I W B1jJ' :::: ~ 
:::: ~ R • 
·B 
(3.16) 
18jrrkpA 
Similarly for cylindrical-wave diffraction from A to B we 
have 
(3.17) 
R ' 
:::: j~d l V d I (d, 1jJ I -!) - V d I (d, 1jJ I + ~) ] 
where RA' :::: ~RA' and RA :::: RB• These higher order terms at 
each edge can now be added at a point (p,<p) in the far-field 
using the relationships of (3.11). The resultant is added to 
(3.12) to give the total solution for 1<p1 <!. As before for 
1<p1 ~ ~, radiation is from only one edge. The total solution 
is then given by adding (3.15), (3.16) to (3.13). 
Higher order terms created by the above cylindrical-wave 
diffraction can also be evaluated, but the labour involved is 
considerable. Lee (1969) has derived a system of rays from 
the exact solution which automatically takes care of the 
coupling between the plates. Although this gives the exact 
far-field solution for parallel-plate waveguides, it is not 
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instructive in assessing coupling effects between plates for 
more general problems. 
3.113 Comparison of measured and the~retiaal solution! 
The solution to the parallel-plate waveguide problem of 
Fig. 3.3 falls into the small class of electromagnetic problems 
for which an exact analytical solution exists. We will use 
this solution to give a comparison with the approximate 
methods. 
The normalised radiation pattern from the exact solution 
is given by (Collin and Zucker, 1969) 
kd (Cos ¢ -1) ~ 
I l Sin uJ I E¢ = e u (3 . 18) 
provided d < At and u is given by (3.7). 
In Fig. 3.4 are plotted the various solutions to the 
problem. It is seen that the GTD, without coupling terms, 
gives a considerable improvement over the aperture field 
method for large values of ¢. A further improvement is 
obtained by taking the first coupled rays between the edges. 
With the addition of the slope-wave term, there is a further 
improvement in some regions and a deterioration in other'~. 
We can see from Fig. 3.4 that the GTD gives a 
discontinuity at ¢ 'IT = 2 as one of the sources is shielded by 
the opposite guide wall. To effect a smooth transition, 
Rudduck and Wu (1969) took only the second diffracted ray from 
the nearest edge. With the addition of the slope-wave term 
from the nearest edge, they give results which are close to 
the exact solution. Although we cannot see any physical 
justification for dropping the coupling terms from one of the 
edges, it is interesting to note that this is similar to the 
(db) 
o 
-4 
'--
... --
Fig. 3.4 . Radiation from parallel~plate waveguide 
supporting the TEM mode. d.., 0 • '3 ~ 
<> Aperture field method 
---c::--- - -- GTD without coupling terms 
- - - - - -. - GTD with first order coupling term 
-- x -- Addition of slope-wave term 
Subtraction of slope-wave term 
Exact Wiener-Hopf solution 
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results of Lee (1969). The solution Lee derived from the 
exact Wiener-Hopf solution is given by edge sources from the 
first diffracted rays, plus an additional source at one edge 
only to automatically take care of the coupling between plates. 
The slope-wave term result as given by Rudduck and \vu is 
as shown in Fig. 3.4 with the slope-wave term subtracted, and 
not added, in the total solution. This does not appear to 
correspond to their mathematical formulation. With the slope-
wave term subtracted, there is an improvement in the back half 
space and deterioration in the front half-space. This result 
would appear more reasonable since the field in the back ha1f-
space can ,only be due to the currents flowing on the outside 
wall of the nearest half-plane. We thus would expect the 
slope-wave term to give a more accurate result in this region 
in particular. This addition or subtraction of the slope-wave 
term is a point which has yet to be clarified. It is 
interesting to note that by changing the slope-wave term from 
addition to subtraction at ¢ = i, the resultant curve follows 
closely that for the exact solution. 
Measurements on H-p1ane sectoral horns were carried out to 
test the validity of the parallel-plate waveguide model for 
the E-p1ane radiation pattern. The procedure for measuring 
the radiation patterns is discussed in appendix C. A sectoral 
horn of' dimensions SL = 8.56;\ (at 9.5 GHz), lJ'o = 150 , was used 
for the experimental verification of the methods to be 
discussed in 3.4. We will call this the basic horn for 
convenience. It is seen from Fig. 3.5 that there is some 
discrepancy with the radiation pattern computed for the 
parallel-plate waveguide and the measured pattern of the basic 
horn. Differences would be expected in the far side-lobes 
(db) 
o 
-4 
-12 
-14 
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Fig. 3.5 E-planeradiation pattern of H-plane sectoral horn. 
cl 0:: o· :3 A' 
• • 
-+-+--
-0-0--
SL = 9.46A 
1(10 = 150 
SL = 9.46A 
Measured 
1'0 = 45
0 
SL = l6.4A 
'PO = 15
0 
GTD without coupling l 
Exact Wiener-Horf solutio~ 
Theory from 
parallel-plate 
waveguide model. 
since the horn is of finite length and scattering will occur 
at the back of the horn. This effect is compounded by the 
feeding arrangement to the horn. To determine the source of 
error in the forward direction we measured the radiation 
pattern of two other horns in this direction. One being a 
wide angle horn, and the other a longer horn than the basic 
horn but with the same flare angle. Both of these horns are 
not practical as their dimensions are far removed from an 
optimum design. 
The wide angle horn, although meeting the criteria 
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mv « kS t more accurately than the basic horn for the dominant 
mode, allows more readily the propagation of higher order modes 
as the condition b. >~A is satisfied sooner. The longer horn, 
however,'more accurately satisfies mv « kSL without any 
deterioration in the attenuation of the higher order modes. 
Fig. 3.5 shows .that the longer horn comes the closest to the 
parallel-plate waveguide pattern. Note that the edge 
diffraction result without coupling terms gives a good 
representation of radiation from the basic horn in the back 
half-space. 
3.12 Radiation in other planes 
Radiation in other planes is readily determined from the 
aperture field method which will give valid results in regions 
near the forward axis. The expressions will be considerably 
complicated, however, by the phase error across the aperture 
in the H-plane. (This does not affect the E-plane expression 
because the two planes are orthogonal.) 
The diffraction mechanism at the edges does not allow a 
two-dimensional model to be used for any other plane, other 
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than the E-plane, for analysis by edge diffraction methods. A 
solution can be obtained in terms of the equivalent edge 
currents discussed in 2.4. We need, however, to take a closer 
look at the assumptions made to obtain the E-plane pattern. 
was assumed for the E-plane that Hs in (3.2) was of little 
significance at the aperture of the horn. This is true for 
E-plane, but in the H-plane this term gives the major 
diffraction effect. We can see this from the diffraction 
mechanism in the H-plane illustrated in Fig. 3.6. 
It 
the 
Fig. 3.6 Diffracted rays in H-plane of H-plane sectoral horn. 
The TE IO mode in the guide is formed by the combination of two 
plane waves travelling along the guide as shown. These 
component waves diffract at the waveguide-horn junction to give 
diffracted rays, some of which are incident to the H-plane 
edges. This consequent diffraction will be small, since the 
incident ray is near grazing incidence to the horn wall with 
electric polarization, and will tend to zero as the horn 
length tends to infinity. For this condition we are left with 
only the plane-wave given by Ey and H~ in (3.2). Kinber 
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(1962a) obtained the cylindrical-wave diffraction~at the H-
plane edges using the Brillouin ray technique for the fields 
inside the horn. Some of the rays from the sources on the H-
plane edges reflect back into the horn to give higher order 
reflection and diffraction. Kinber accounted for these 
effects by the images in the horn walls from the edge 
equivalent sources. His failure to consider the diffraction 
along the E-plane edges, however, gave an inadequate result 
for the back-lobe. This was demonstrated by Yu and Rudduck 
(1969) for the H-plane of a pyramidal horn. 
Slope-wave diffraction which occurs at the H-plane edges 
has not been considered, but it may be significant, especially 
for large horns. 
3.2 E-PLANE SECTORAL HORN 
As for the previous section, we begin with the solution 
to the boundary value problem for the E-plane sectoral horn 
illustrated in Fig. 3.7. 
y 
t / 
x 
z 
Fig. 1.7 E-plane sectoral horn 
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If the horn is excited by a rectangular waveguide supporting 
the TE modes, then the field in the horn is given by (Barrow 
mo 
and Chu, 1939) 
E4> = A Cos (~) H(2) (Y p) b 1 m' 
'AY 
H 
J m (~) H(2)(yp) (3.19) = -Cos z Wll b o. m ' 
H = p 
jAmn s' 
wllb ~n (~) b H(2) (Y p) 1 m' 
(~n)2 , and b is the dimension of the unflared 
wall. For YmP » 1, the asymptotic expansion of (3.19) yields 
(3.20) 
-jy P 
em. 
If only the TE IO mode exists 'in the waveguide, then we see 
from (3.19) that the higher order modes are in 'the cut-off 
condition for the entire length of the horn since the 
dimension b does not change from the waveguide dimension. This 
is in contrast to the H-plane sectoral horn where higher order 
modes can be supported when the E-plane wall separation is 
greater than the cut-off condition. Thus we would expect the 
higher order, modes to be considerably more attenuated in the 
E-plane horn. Also, the asymptotic expansion of (3.19) given 
by (3.20) would be a more accurate representation of the field 
in the horn than the equivalent formulation of (3.2) for the 
H-plane horn. This is because the orders of the Hankel 
functions are lower in (3.19) compared with (3.1), and are not 
dependent on the flare angle or any other horn dimension. 
3.21 1-1-plane radiation pattern 
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For a finite horn of length PL , the H-plane radiation 
pattern can be evaluated (by arguments similar to the E-plane 
of the H-plane sectoral horn) from the parallel-plate waveguide 
model of Fig. 3.8 supporting the TE 10 mode. 
y 
t 
Fig. 3.8 Parallel-plate waveguide supporting the TE 10 mode. 
This mode can be considered as consisting of two plane waves 
propagating between the two plates with angle of incidence 
(and reflection), a, given by 
-1 A 
a = Sin (!d)' (3.21) 
where d is the spacing between the plates. The electric field 
is parallel to the walls and proportional to Cos (~). 
3.211 Aperture field method 
Using the aperture field method, as outlined in 3.111, we 
obtain the radiation field from the equivalent sources in the 
aperture as 
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2 <I> Cos u 
EZ = K2 Cos 2 (n)2 2 2 - u 
(3.22) 
ndEo IT -jkp kd 
where K2 = ~ Jrp e , and u = ~ Sin <I> as before. 
When u + ; , it is necessary to take the limit of (3.22) 
giving 
K2 2,f, 
_ Cos 't' 
n 2 • 
3.212 Edge diffraction method 
(3.23) 
As before we consider, initially, each edge in isolation. 
From (2.66), (2.50) for electric polarization with N = 2, 
<1>0 = a, we get for the edge at B in Fig. 3.8 
= - (3.24) 
Similarly for the edge at A we get 
(3.25) 
Adding these effective sources at a point (p,¢) in the 
far-field and using the relationships in (3.11) we get, after 
some trigonometricalmanipulation, the radiation field for 
1<1> 1 < ~ as 
Cos u Cos !Sin! 
Ez = K3 Cos a - Cos <I> 1<1>1 < ; , (3.26) 
where K3 = 
.l2jnkp 
(3 .24) or ( 3 • 25) • 
I'r'""l ......... -
-jkp 
e • For 1<1>1 n ~ 2' the field is given by 
On the shadow boundary when <I> = a, it is necessary to 
take the limit of (3.26). We can write cos u, using (3.21), 
as 
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Cos u Cos (kd S. CP) = - 1n 2 
Sin [; (1 - Sin !) J . = Sin 
Substituting into (3.26) we get, as cp -+- a 
+ ttK3COS! Sin! fSin " - Sin :J 
Ez cp -+- a 2 Sin a I~os a - Cos 
-1TK Cos .1 Sin .!:. 
3 2 2 Cot cp+a 2 sin a -r-. 
Finally, when cp = a, we have 
I 1TK3 E = - -r- Cot a. z cp=a . (3.27) 
We have shown by (3.27) that, as for the TEM mode, the 
total sqlution is finite along the shadow boundaries, despite 
the infinities in the plane-wave diffraction terms. 
Using the same terminology as in 3.112, the first order 
cylindrical-wave diffraction between the edges is given by 
, 
(3 • 28 ) 
BEd = R [V (d "~I I -!.) - Vd (d, !JJ I + 21T) ] 
z B d '0/ 2 
where 
Similarly, we could write the expression for the slope-
wave term. The significance of the slope-wave term decreases 
with increased separation of the plates. Rudduck and Wu (1969) 
demonstrated that for guide widths greater than ~, which is 
the condition for TEIO mode propagation in a guide, the 
evaluation of the first coupled rays without the slope-wave 
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term gave adequate results. For this reason, coupled with the 
dubious advantage of including the slope-wave term as shown in 
3.112, we shall not evaluate it for the TE IO mode. 
3.212 Comparison of measured and theo~etioal solutions 
The normalised radiation pattern from the exact solution 
for the TEIO mode in the parallel-plate waveguide is given by 
(Collin and 
IE I = z 
Zucker, 1969) 
kd 
n lr(Cos ¢-l) 1 
'2 e Cos 2 Cos u (3.29) 
(lI.) 2 2 2 - u 
In Fig. 3.9 are plotted the various solutions to the 
problem. It is seen that the trends are similar to the TEM 
mode case. The aperture field method gives poor agreement 
except for the region of the main axis. Edge diffraction 
methods give results which follow closely the exact solution. 
Fig. 3.10 shows that good agreement exists between the 
theoretical and experimental results except in the back-lobe 
region. This is to be expected because of the finite length 
of the horn and the feeding arrangement as we discussed in 
3.113 for the. H-plane horn. Comparing, Fig. 3.10 with Fig. 3.5 
for the H-plane horn, we see that better agreement is obtained 
for theE-plane horn. This confirms our discussion at the 
beginning of 3.2 where it was shown that the parallel-plate 
waveguide model would be a more accurate representation for the 
E-plane horn than for the H-plane horn. Also, the latter horn 
is more susceptible to higher order mode propagation. 
Fig. 3.9 
.<> 
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Fig. 3.10 H-pl'ane radiation pattern of E-plane sectoral horn. 
d"'-'o.$>).. 
t. Measured PL = S.S5] 
<PO = 160 
Exact Wiener-Hopt solution from parallel-plate 
waveguide model. 
3.22 Radiation in other plane~ 
Many of the comments that were made in 3.12 also apply 
here. The aperture field method readily allows an estimation 
of the radiation field with the complication of phase errors 
across the aperture. A solution using edge diffraction 
methods could be obtained using equivalent edge currents. It 
would not be necessary to account for slope-wave diffraction 
as all the edges are strongly illuminated. Kinber (1962a) 
obtained a partial solution by considering diffraction at the 
E-plane edges only. An analysis has yet to be made on sectoral 
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horns taking account of diffraction on'all the aperture edges. 
The equivalent edge currents used in the next chapter for 
reflector antennas is a method that is readily applicable to 
horn type antennas. 
3.3 PYRAMIDAL HORN 
The pyramidal horn is illustrated in Fig. 3.11. 
y 
f 
-----~====~~~j_----·x 
z 
Fig,. 3.11 Pyramidal horn. 
Since the geometry of the horn does not fit into any 
separable coordinate system, it is not possible to solve 
explicitly for the modes. The usual practice is to design a 
pyramidal horn from the knowledge obtained in the study of E 
and H-plane sectoral horns. The aperture fields can be 
considered to be due to a point-source at the throat of the 
horn with the wavefront having a sinusoidal distribution in the 
H-plane. 
3.31 E-plane radiation pattern 
As for the H-plane sectoral horn, the major contribution 
of radiation into the E-plane comes from the mid-point of the 
E-plane edges. The pyramidal horn differs in that the field 
at the aperture for the E-plane is a cylindrical-wave and not 
a plane-wave as for the H-plane sectoral horn. 
Fig. 3.12 shows the two-dimensional E-plane model used for 
edge diffraction analysis. 
y 
1 
b 
I' 
magnetic lite source 
c 
Fig. 3.12 E-plane model for pyramidal horn 
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Considering the horn walls as isolated half-planes 
illuminated by a unit strength magnetic line-source at grazing 
incidence, the far-field from the effective sources at A, B, 
C in Fig. 3.12, is readily derived from (2.66), (2.69) to give 
-jkp 
'kR. Cos (<P-<P O) E<p -jk e [£2 + £3 Vd{R.,'IT+<p-<p o)eJ = 18j'ITkp 
+ £4Vd{R.,'IT-<p-<po)ejkt Cos (<P+<P O) ] (3.30) 
where 
[~ for I <P I < <PO £2 = otherwise 
[~ 'IT <P < 'IT+<PO for - - < 2 £3 = otherwise 
= [~ for -n-~o < ~ < ; otherwise. 
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The terms £2'£3'£4 account for the shielding of the sources by 
the horn walls. The resultant pattern is finite along the 
shadow boundaries provided that cylindrical-wave diffraction 
coefficients are used. Russo et aZ. (1965) were the first to 
use this approach for the pyramidal horn. A more comprehen-
sive analysis was given by Yu et aZ. (1966) where the coupling 
between the walls was considered in some detail. Better 
agreement was obtained with experiment in the far sidelobe 
region at the expense of considerably greater mathematical 
computations. For development purposes, first order 
diffraction effects given by (3.30) are sufficiently accurate 
.for typical horn antennas. 
The far-field radiation pattern can be found, as before, 
by the aperture field method. The cylindrical-wave in the 
aperture, however, considerably complicates the resulting 
expressions since the aperture plane is not on a surface of 
2 
constant phase. If the condition ~ « 1 holds, then we may 
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approximate the aperture field by a plane-wave distribution 
with a quadratic phase error (Collin and Zucker, 1969). Fig. 
3.13 compares the aperture field theory using this approxim-
ation (results obtained from Wolff, 1966) with (3.30) using 
the GTD in the region near the forward axis for a range of 
horn sizes. The distance 9.- is fixed and b is varied. We 
note that there is good agreement between the two methods 
which tends to improve with decreasing values of b. Since 
the GTD approach makes no assumption regarding the phase 
error of the field in the aperture, it is to be preferred 
for large values of b. It also gives a simpler formulation 
dflb) 
-10 ~10 
IE~12 
-20 
-30 -30 
0 0 
~ sin 11 
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Fig. 3.13 Comparison between GTD and 
for various horn sizes. 
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73 
2 3 
'" b X 5'n~ 
(b) b
2 3 
4' flA - 4" 
I I 
2 3 4 
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Fig. 3.14 E-plane of pyramidal horn 
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for the far-field. 
Fig. 3.14 gives the measured E-plane radiation pattern 
for a typical pyramidal horn compared with the GTD formulation 
of (3.30). This simple mathematical expression can be seen to 
give a satisfactory result on which to develop theoretical 
methods of radiation pattern control. 
3.32 Radiation in other planes 
For radiation into other planes, care must be taken in 
accounting for the diffraction along the H-plane edges. The 
H-plane radiation pattern is deduced as discussed in 3.12 for 
the H-plane sectoral horn, where the radial component of the 
magnetic field must be considered. Yu and Rudduck (1969) 
have calculated the H-plane pattern of a pyramidal horn 
.showing the contribution of rays from the E-plane edges, with 
and without the finite length effect of these edges. 
For planes other than the principal planes, it will be 
necessary to account for the oblique incidence to the H-plane 
edges. In addition the slope-wave term may be of importance. 
There has not appeared to date a general analysis of radiation 
from a pyramidal horn using edge diffraction methods. 
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3.4 RADIATION PATTERN CONTROL 
We now attempt to modify the radiation patterns considered 
in the previous sections by shaping the antenna edge at the 
critical points of radiation. A null placement method is 
given in 3.41 by a stepped edge antenna, and in 3.42 we discuss 
flanged aperture horns. We conclude this section by briefly 
considering other methods of radiation pattern control of 
electromagnetic horns. 
3.41 Null placement by a stepped edge 
3.411 A quasi-two-dimensionaZ probZem 
Consider the quasi-two-dimensional problem where the 
edge of a half-plane has a step structure of height a at the 
origin as illustra.ted in Fig. 3.15. Let an incoming plane-
wave illuminate the edge at grazing incidence, with the 
magnetic component of the field parallel to the z-axis. When 
a = 0, the problem reduces to the half-plane and the far-field 
solution is given by (3.10) , i.e., 
Ed 2- -jkp E. Cosec e (3.31) = 
4> y 2 /Sj7Tkp 
where \II = 7T+¢ has been sUbstituted into (3.10) •. 
For a >.0 the field is normally incident to the edge 
along -oo~ z < 0 and we consider the diffracted field, AE:, in 
the x-y plane from this portion of the screen to be given by 
one half of (3.31) since this section of edge exists on only 
half of the z-axis, i.e., 
A-d E m e- jkp -~ =...:i.. Cosec .:t. 
¢ 2 2 /8j7Tkp (3.32) 
Similarly we have for the diffracted field, BE:, for the edge 
along 0 < z ~ 00 at x = a 
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x 
(a) 
. (b) 
Fig.' 3.15 ~1odified half-plane 
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E - jkp' 
= ~ Cosec ~ _e~ __ __ -jka e , (3.33) 
18,i'rrkp i 
where we have referred the phase of the incident plane-wave to 
the origin. For the element of edge along the x-axis, the 
incident field is at grazing incidence to the edge. It was 
shown in 2.242 that for this condition the incident wave is 
not disturbed by the edge. Thus the total diffraction effect 
is given by the two line-sources given by (3.32) and (3.33). 
Adding these sources in the far-field in the x-y plane, and 
making the usual far-field assumptions, we obtain the resultant 
d . 
radiation pattern, E¢, as 
E . -e-jkp 
_ ~ f (¢) [1 + e-Jka (1 -Cos ¢)] 
18j'ITkp 
(3.34) 
where a is expressed in terms of wavelengths and f(¢) = 
Cosec ~ It can readily be shown that nulls will occur in 
(3.34) when 
n odd. (3.35) 
Fig. 3.16 shows the placement of nulls with variation in a, 
where it is seen that a mUltiplicity of nulls is possible with 
increasing values of a. Also, as the angle decreases and a 
increases, the method becomes less frequency sensitive. 
If the wave is not at grazing incidence to the half-plane, 
then, by the same procedure, null placement in the x-y plane 
is found to be given by 
¢ = cos- l [Cos a - ~]; n odd, (3.36) 
where a is the angle of incidence to the half-plane. 
2.0 
1.0 
(J 
A 
Fig. 3.16 Null-placement by modified half-plane 
For the element of edge along the x-axis, the incoming field 
is no longer at grazing incidence to the edge. This section 
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of the edge will then scatter the incoming wave, giving rise to 
radiation in other planes. The problem is now a three-
dimensional one which can be attempted by the equivalent edge 
current method. In this chapter we restrict ourselves to the 
x-y plane and ray tracing methods. 
An attempt has been made by Budin (1968) to evaluate the 
diffraction effect of stepped fences using the Kirchoff-Fresnel 
diffraction theory approach. (This approach is similar to the 
aperture field method.) He explains the diffraction effect from 
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the clothoid representation of the Fresnel integral. Our 
approach for the single stepped edge in Fig. 3.15 is, however, 
more direct, simple, and readily allows a physical interpretation 
3.412 Application to H-plane sectoral horn 
The method of null placement described in 3.411 is direct-
ly applicable in the E-plane of an H-plane sectoral horn by 
shaping the mid-point of the E-plane edges as in Fig. 3.15. 
This can be achieved either by cutting out the horn wall as in 
Fig. 3.17, or by placing metal plates on the outside walls 
perpendicular to the E-plane. 
-
-
--
Fig. 3.17 Stepped E-plane edge H-plane sectoral horn 
The latter method is more flexible as it allows for the value 
of 0 to be altered by shifting the position of the plates. 
From the parallel-plate waveguide model of Fig. 3.3 we 
can see that for I ¢ I ?;. r the E-plane radiation pattern from 
the stepped edge horn is given directly by (3.34) for the 
edge diffraction method without coupling terms. For I¢I < ~ 2 
the only change in (3.34) is in f(¢) which, from (3.12), is 
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. b j2kd C ¢ S' glven y ~ os ~ ln u. Thus null placement in the E-plane 
of an H-plane sectoral horn is given directly from Fig. 3.16. 
Since the higher order terms are not at grazing incidence 
to the edge they will not, in general, place nulls in the same 
positions given by the incident wave. The higher order terms, 
therefore, will give a component of field at nulls given by 
the incident wave. We could not expect any approximate theory 
to give a satisfactory estimate of the level of the null. In 
practice, we have found that a reduction of 15-20 db is 
readily obtained at the desired angle. Reduction of up to 30 
db has been achieved but the level of the null is very 
sensitive to the positioning of the metal plates. A more 
important attribute of the theory is the accurate prediction 
of the .position of the nulls. Fig. 3.18 gives two typical 
results. It is seen that the measured pattern gives the nulls 
in the positions as predicted in Fig. 3.16. Note that the 
null placement is independent of the horn length, provided the 
latter is not excessively small, i.e., less than a wavelength. 
In Fig. 3.l8(a) we have plotted the GTD result with the first 
coupled rays between the plates. As we found in Fig. 3.5 for 
the same horn, GTD without coupling terms gave a better 
representation of the E-plane radiation pattern. The addition 
of the coupling terms appears to be incorrect for the basic 
horn, so we will not compute coupling terms for the remaining 
results where this horn is used for experimental verification. 
For horns following the parallel-plate pattern more closely, 
inclusion of the higher order terms will give better agreement 
with experiment. 
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(a) cr = 0.95).. 
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(b) cr = 0.32)" 
Fig. 3.18 E-plane radiation pattern of H-plane sectoral horn 
unperturbed pattern l 
with perturbation J 
Measured 
d;; 0 -1,,\ 
GTD without coupling term ] 
with perturbation 
GTD with first coupling term 
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Measurements in the H-plane indicated that shaping the 
E-plane edges had little effect in this plane. Fig. 3.19 
gives the H-plane pattern for the above horn with and without 
a stepped edge. 
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Fig. 3.19 H-plane of H-plane sectoral horn 
cr = O· 
Measured 
- - - - - - - cr = 0.9 SA 
We have shown that, theoretically, the stepped edge for 
grazing incidence to the screen does not increase the amount 
of diffracted rays since the field is at grazing incidence to 
the edge. The only effect is that of the displacement of the 
edge resulting from the step. We can argue qualitatively that 
this will have little effect on the H-plane radiation pattern. 
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Fig. 3.2 illustrates the diffraction from the E-plane edges. 
If the step to these edges is applied as in Fig. 3.17 it will 
change the phasing between rays from the displaced sections as 
in the E-plane. However, from the diffraction mechanism shown 
in Fig. 3.2, we can see that there will be no rays common to 
each section for planes other than the E-plane because of the 
conical diffraction. Therefore we would not expect any 
significant change in the radiation pattern of these planes 
for a stepped E-plane edge. The H-plane is easily measured to 
test this argument, but other planes cannot be so readily 
measured. 
The on-axis gain of the H-plane sectoral horn for values 
of crup to 3X remained within ~ db of the unperturbed horn 
gain. Thus the effect on gain is insignificant for practical 
values of cr. 
3.413 Applioation to E-plane seotoral horn 
Consider the E-plane sectoral horn with the stepped edge 
at the midpoint of the H-plane edges as in Fig. 3.20(a). The 
parallel-plate waveguide model is given in Fig. 3.20(b) for 
the H-plane radfa~ionpattern. This problem is similar to the 
modified half-plane of Fig. 3.15. The solution, in the 
(s,~,y') coordinate system of Fig. 3.20(b), for the radiation 
field, '[Ey" at x = '[ for I~I < ; using the GTD without 
coupling terms, is given (by similar arguments for the modified 
half-plane solution in 3.411) by one-half of (3.26), i.e., 
= f(f> 4EO 
where 
-jks 
e 
18j1Tks 
(3.37) 
y / 
1 · 
• 
(a) 
z 
1 
y y' 
(b) 
Fig. 3.20 (a) Stepped H-plane edge E-plane sectoral horn 
(b) Parallel-plate waveguide model for H-plane 
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Cos u Cos r Sin ~ 
f (~) j = rr Cos a - Cos ~ I ~I < "2 
The progression of energy along the guide for the TEIO mode is 
at the group velocity, v g' given by c Cos a, where c is the 
velocity of light. Referring the incident mode phase to the 
point x = T in Fig. 3.20(b), we have for the radiation field, 
1'+0 I rr Ey' at x = 1'+0 for ~I < "2 from (3.37) 
T+OE = f(m)4E 
Y I r 0 
-jks I 
18 jrrks I 
jko Cos a 
e (3.38) 
The resultant far-field, E I' from (3.37), (3.38) is y 
E I Y 
= f (1f) 4EO [1 + e -jko (Cos a - Cos ~) ] 
from which null positions are given by 
-1 riA 
'f' = Cos [Cos a - 20] i n odd. 
-jks 
e 
18 jrrks 
, (3.39) 
(3.40) 
This .is the same result given by (3.36) for a plane-wave 
incident at an angle a to the modified half-plane of Fig. 
3.15. For I~I > ; the only change in (3.39) is in the term 
f(~) which can be derived from (3.24). 
Null placement for the plane under consideration will be 
mainly confined to forward directions since the unperturbed 
pattern given in Fig. 3.10 decays rapidly with increasing 
angle. An example is given in Fig. 3.2l(a) with the 
appropriate null placement curves in Fig. 3.2l(b) deduced from 
(3.40). The theoretical result accurately predicted the 
position of the null. 
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(a) H-p1ane radiation pattern 
of E-p1ane sectoraL horn. 
do:: o.S').. 
(J = 0 ] Measured 
(J = O.95A 
(J = O.95A GTD 
(b) Null-placement for a = 430 
Fig. 3.21 
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It will be seen from Fig. 3.21(b) that it is possible to 
place a null on the forward axis. This is a disadvantage of 
the method for this plane as it causes a loss of on-axis gain 
as seen with the example of Fig. a.21(a). On-axis gain 
variation with a is shown in Fig. 3.22. 
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Fig. 3.22 On-axis gain of stepped edge E··p1ane sectoral horn 
o measured values 
GTD 
Another disadvantage is that the incident field is not 
at grazing inpidence to the edge along the x-axis (Fig. 3.20(b)) 
and this element of edge will scatter energy into other planes 
as discussed in 3.411. Only the E-p1ane can be readily 
measured to determine this effect. Fig. 3.23 gives the 
corresponding E-plane radiation pattern for the stepped edge 
horn measured in Fig. 3.2l(a). 
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Fig. 3.23 E-plane radiation pattern of E-plane sectoral horn 
1 Measured cr = 0 
cr = O.9SA J 
The unperturbed pattern is also given. Although the stepped 
E-plane edges are seen to have affected the E-plane pattern, 
there has been no significant increase in radiation for this 
particular example. 
3.414 Apptieation to py~amidat ho~n 
It was shown in 3.3 that the E-plane of a pyramidal horn 
can be given, to a good approximation, by edge sources 
situated at the midpoint of the E-plane edges together with 
the direct radiation from inside the horn. From the E-plane 
model of Fig. 3.12 we see that in the sector of the radiation 
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pattern ; ~ 1$1 ~ (rr-$o) only one of the edge sources is 
radiating into the far-field. The other source is shielded by 
a horn wall. In this sector we can place a null by shaping 
the midpoint of the E-plane edges as in Fig. 3.24(a). Fig. 
3.24(b) gives the corresponding E-plane model. Since the 
illuminating field is at grazing incidence to the aperture 
edges, the position of the nulls can be obtained from Fig. 
3.16 with the addition of $0 to account for the tilt of the E-
plane walls to the x-axis. A typical result is given in Fig. 
3.25(a). 
For the remainder of the radiation pattern, the sources 
on both the E-plane edges contribute to the pattern. Since 
the phase centre is not in the plane of the sources for the 
E-plane pyramidal horn pattern as we had for the sectoral horns 
considered in 3.412 and 3.413, null placement ceases to be a 
simple function of $0 and o. In addition, because of the 
phase error across the aperture, we will not get theoretical 
nulls where the actual field cancels completely. We computed 
radiation patterns of optimum horns for various values of a 
but no consistent null placement characteristics could be 
discerned for I$I·<~. It is necessary for each horn to be 
considered separately. Fig. 3.25(b) gives an example of null 
placement in the forward direction of a pyramidal horn. 
When 1$1 > (rr-$o) radiation is reduced with small values 
of o. An example is given in Fig. 3.25(c). This region, 
however, is susceptible to scattering from the waveguide and 
associated feeding arrangement to the horn which will influence 
. 
the final value of the front-to-back ratio. 
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Fig. 3.24 (a) Stepped E-plane edge pyramidal horn 
(b) E-plane model 
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Fig. 3.25 
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(a) a == 0.5>" 
(b) a == 0.95>.. 
(c) a = 0.25>.. 
E-plane radiation pattern of pyramidal horn) T '::: a.S€;). 
unperturbed pattern] ~o : ISo 
Measured perturbed pattern 
GTD 
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The comments made in 3.412 regarding the effect in the H-
plane of shaping the E-p1ane edges applies here. Measurements 
confirmed these comments. As with the H-p1ane sectoral horn, 
the on-axis gain of a stepped edge pyramidal horn is little 
affected for practical values of cr. 
3.42 Flanged aperture horns 
The effect on the radiation pattern of metal flanges 
attached to the aperture edges of horn antennas was originally 
investigated by Owen and Reynolds (1946) for the E-p1ane of a 
Small H-p1ane sectoral horn. Experimental results were 
obtained with flanges attached to the long sides of the horn. 
They suggested that the effect of the flanges on the radiation 
pattern {s similar to having a line-source at the edge of each 
flange., A limited study was made of this in a later paper by 
Butson and Thompson (1959) who also considered a flanged 
aperture waveguide and E-p1ane sectoral horn. Recently 
further work has been carried out on both E and H-p1ane 
sectoral horns, where the main contribution has been to 
investigate the effect of asymmetrical flanges, the position 
of the flanges from the open end of the horn, and the effect 
of flanges on the on-axial gain, (Nair and Srivastava, 1967; 
Koshy et at.~ 1968). 
All of the above work has been confined mainly to an 
experimental approach to shaping the forward sector of the 
radiation pattern. We will briefly discuss a theoretical 
approach to this problem using the GTD. 
In a similar problem to the flanged horns we are about to 
consider, Thomas (1971) successfully used the GTD to design 
blinders attached to the aperture edges of horn-reflector type 
antennas. 
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3.421 H-pLane seatoraL horn 
Consider the parallel-plate waveguide E-plane model with 
symmetrical flanges at the aperture shown in Fig. 3.26. 
y 
t 
p 
____ ~cf> 
"'"x 
d 
Fig. 3.26 Flanged aperture parallel-plate waveguide 
As before, we begin by considering the upper half-plane in 
isolation. The incident plane~wave creates a line source at A 
which in turn gives cylindrical-wave diffraction at C. An 
infinite number of diffractions occur between A and C as we 
had for the coupling between two parallel plates. For the 
flanged half-plane, however, the slope-wave diffraction term 
from A-C and C-A is zero as we can see in (2.75) for magnetic 
polarization at grazing incidence. This allows all of the 
diffracted rays between A and C to be summed into a form of an 
infinite geometrical progression series. Thus we can readily 
show that the total diffracted far-field from A, AE!, for 
plane-wave incidence and with the complete set of coupled rays 
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between A and C, is given by 
A d [ D N (Nn) V d,2 (w, 0) V dN (w,n- B-</» 1 e .i~dsin </> 
E</> = DN(n+</» + 1 - V
d2
(w,0)V
dN
(w,0) J 
-jkp 
e (3.41) 
18jnkp 
where 
2 Sin ; Ev 
, 
<I> ' N (Cos .!!. - Cos -) 
. N N 
B = (2-N)n, 
the phase has been referred to the origin of the (p,</>,z) 
coordinate system, and the second postscript for the 
diffraction term refers to the wedge. angle. 
Similarly for the diffracted far-field from C, eE~, we 
have 
-jkp 
e 
18jnkp 
(3.42 ) 
This formulation for the truncated wedge was give~ by Rudduck 
(1965), where Vd2 is replaced by the more general VdM;M being 
associated with the wedge angle. 
The validity of taking all the higher order diffraction 
terms into account was shown by Yu and Rudduck (1967) for the 
strip under plane-wave illumination. Results comparable to the 
exact solution were achieved for strip widths as narrow as 
0.25A by using the exact half-plane solution for Vd2 given by 
(2.36) • (We would expect similar results for the truncated 
wedge problem by using the exact eigenfunction solution of 
(2.70) for VdN .) 
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Another attempt to obtain the diffraction from close 
edges on perfectly conducting bodies was the iterative surface 
current density replacement technique of Hunter and Bates 
(1972). This approach does not give as accurate results as 
the above GTD method, as Hunter and Bates demonstrated for the 
strip. In addition, the amount of computer time is excessive 
compared to the GTD formulation, especially for widths greater 
than o. SA. 
Returning to the flanged aperture parallel-plate wave-
guide illustrated in Fig. 3.26, we have sources at A and C 
given by (3.41) and (3.42). Ignoring coupling between the 
plates we have similar sources at Band D. Adding these four 
sources ,in the far-fie'ld gives us an approximation to the 
radiation pattern. Fig. 3.27 gives three examples to illustrate 
the comparison between theoretical and measured results. (For 
the theoretical results we have taken account of the finite' 
length of the sectoral horn in the determination of where 
the edge sources operate in the far-field. Hence the nodes 
and anti-nodes near 'the back axis.) It is seen that good 
agreement is achieved, except for the example when B > ~ 
where considerable error exists in some forward directions. 
This may be attributed to the neqlect~q coup,ling between the 
flanges - especially the reflection of the edge sources at 
'IT the opposite flange- not present when S ~ 2" Coupling can 
be accounted for by the system of images between the flanges 
and higher order diffractions between the edges. This 
considerably complicates the analysis. 
The effect of flange length w, and angle S has been 
thoroughly investigated by previous authors for forward 
directions of the radiation pattern. For backward directions 
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Fig. 3.27 E-p1ane of flanged aperture H-p1ane sectoral horn 
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a reduction in radiation level is achieved. The angle S 
determines the point where reduction begins, as we see in Fig. 
3.27, and the flange length w the amount of reduction. For 
w > A a reduction of approximately 3 db is achieved in the 
side .. lobe level affected by the flange every time w is doubled. 
3.422 E-plane seatoral horn 
Roshy et ale (1968) have found that flanges attached to 
the long sides of an E-plane sectoral horn are effective in 
beam shaping the H-plane radiation pattern provided the angle 
of the flanges is greater than 1350 • The diffraction 
mechanism for the flanged aperture H'-plane is the same as in 
the H-plane of an H-plane sectoral horn illustrated in Fig. 
3.6. Along the flange only the slope-wave term can exist 
since the field is electrically polarized. 'Jr Thus for S ~ 2' 
the flange edge source will be given entirely by slope-wave 
(second order) diffraction. Consequently this source will be 
weak and not capable of significantly affecting the forward 
radiation pattern. As the flange angle increases the coupling 
between the plates will give the major diffraction effect at 
the edges of the flanges, since the incident field from the 
opposite wall gives first order diffraction. This will 
increase with increasing values of incidence to the flange 
edge, Le., it will increase with S. Thus we can appreciate 
that beam shaping in forward directions will only occur for 
large values of flange angle S. 
Reduction of sidelobe levels in rearward directions will 
not be as important as for the II-plane sectoral horn, since the 
natural sidelobe level is low as we found in 3.2. 
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3.423 PyramidaZ horn 
For the pyramidal horn we can place flanges along the E-
plane edges to reduce sidelobe radiation in the E-plane (Fig. 
3.28) • 
y 
t 
• 
I 
, 
----+"" X 
Fig. 3.28 Flanged E-plane of pyramidal horn 
(The flanges have little effect on the main beam since 
the E-plane flare angle and length are the dominant factors, 
provided the horn length is considerably larger than the 
flange length.) Reduction of up to 6-8 db is achieved for a 
flange length of 2A, as was the case for the H-plane 
sectoral horn results in Fig. 3.27. An example is given in 
Fig. 3.29 for a pyramidal horn. The theoretical result is 
obtained from (3.41), (3.42) with DN (4)) replaced by VdN(R.,Ill) 
for cylindrical-wave incidence at the aperture. 
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Fig. 3.29 E-plane· of flanged pyramidal horn 
w = 21.., S = 900 
.. • unperturbed pattern ] Measured perturbed pattern 
--- GTD 
Although greater sidelobe reduction is usually achieved 
with a stepped edge, the flanged aperture can give reduction 
over a wider sector of the radiation pattern as in Fig. 3.27(a). 
It also has the advantage of being relatively insensitive to 
frequency. We can readily combine both methods by having 
stepped edge flanges if further sidelobe reduction is required 
at particular angles. An example is given in Fig. 3.30 for a 
pyramidal horn. The position of the nulls is readily obtained 
from Fig. 3.16 with the addition of ¢o + (n-S) from Fig. 3.28. 
(db) 
o 
-20 
-40 
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Fig. 3.30 E-plane of pyramidal horn with stepped edge flange 
w = 2A/lAf i.e. a = lA for stepped edge 
f3 = 1350 . 
(Figure Key as for Fig. 3.29) 
3.43 Other methods of radiation pattern control in horns 
We attempted radiation pattern control of the E-plane of 
a pyramidal horn with one or two narrow metal strips placed 
inside the horn and perpendicular to the E-field. Our 
intention was to obtain control in the forward direction of 
the pyramidal horn as the flanged aperture and stepped edge 
techniques had little effect in this region for this horn. A 
theoretical and experimental investigation did not give 
encouraging results and we have nothing of any significance to 
report. Some success has been reported using sectoral horns. 
Narrowing of the E-plane pattern of an E-plane sectoral horn 
has been achieved with a strip placed inside the horn parallel 
to the E-field (Silver, 1946c). The strip was of considerable 
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width and gave a troublesome mismatch. More recently (Nair et 
aZ., 1969) a successful method has been found by placing two 
metal strips of half-wavelength in width at the aperture of the 
E-plane sectoral horn and perpendicular to the E-field. This 
gave improvement in both gain and beam-width, and slightly 
improved the matching. We suggest that these strips are 
behaving as Fresnel zone plates. 
Reduction of the sidelobe levels in the E-plane of a 
pyramidal horn has been obtained by choke slots or a corrugated 
surface cut into the E-plane walls to reduce the illumination 
of the E-plane edges (Lawrie and Peters, 1966). This principle 
has also been applied to conical horns by several authors. A 
further reduction of the sidelobe level in the E-plane of a 
pyramidal horn is achieved if higher order modes are allowed to 
exist in the aperture (Bahret and Peters, 1968). A similar 
technique was used earlier by Potter (1963) for conical horns. 
Dielectrics are often inserted in electromagnetic horns 
to alter the phase distribution at the aperture of the horn 
and hence control the radiation pattern (e.g. Quddus and 
German, 1961; Hamid et aZ., 1970; Oh et aZ., 1970). There are 
several disadvantages in the use of dielectrics. One which 
can directly interfere with the radiation pattern is the 
excitation of unwanted modes at the interface between the 
dielectric and the air in the horn. A phase-correcting method 
without resorting to dielectrics has been obtained for E-plane 
sectoral horns by varying the guide wavelength within the 
horn (Craddock, 1964). The technique gives a slight taper in 
the H-plane. 
CHAPTER FOUR: SCATTERING FROM PARABOLOIDAL REFLECTORS 
A aZever man is wise and aonaeaZB everything 3 
but the stupid parade their foZZy. 
Proverbs XII.16 
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Methods of evaluating the field scattered from a reflector 
antenna fall into three main categories: 
induced current methods 
aperture field methods 
edge diffraction methods. 
In the induced current method a rigorous solution to the 
electromagnetic scattering problem can be achieved if the 
integral equation for the currents on the reflector is solved 
numerically, (Rusch and Potter, 1970a). This approach is 
limited by the capacity of present-day computers. The problem 
beoomes tractable if an estimate of the current distribution 
on the reflector is made. The best known approximation is 
that of physical optics (Silver, 1949a), where the current 
distribution is obtained from the tangentIal component of the 
incident magnetic field. The physical optics approximation is 
capable of providing fields which are in close agreement with 
experimental results in directions in front of the reflector. 
It is unreliable, however, in the shadow region because the 
currents flowing on the back of the reflector are neglected. 
A correction term to the physical optics current distribution 
to account for the effect of the Fresnel zone of the 
illuminating source and the curvature of the reflectqr has 
been derived by Kinber (1960) for an infinite reflector. 
Correction currents to account for the effect of the edges on 
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a finite reflector, i.e. the application of Ufimtsev's theory 
discussed in chapter 1, has also been proposed (Pogorzelski, 
1967; Kinber and Tseytlin, 1971). We will briefly consider 
this edge correction current in 4.12 and physical optics in 
4.11. 
The aperture field method was discussed in chapter 3. 
This method yields identical results to the physical optics 
approximation on and near the reflector axis. It is accurate 
up to a few beamwidths from the axis. 
Analysis by edge diffraction methods has found increasing 
application to reflector antennas (Plonsey, 1958; Kinber, 1961; 
1962; Narbut and Khmel'nitskaya, 1970; Lewin, 1972). In all 
these cases, however, the reflector is treated as a two-
dimensional problem (except for the field on the axis) and 
analysed by the ray tracing methods of the GTD. In 4.13 we 
consider scattering from a circularly symmetrical paraboloidal 
reflector as a three-dimensional problem in edge diffraction 
theory and show the conditions under which it may be reduced 
to a two-dimensional problem. 
Radiation in the shadow region can be attributed to the 
field diffracted by the reflector rim (as will be shown in 
4.13). Thus attempts at reducing radiation in this region 
have centred on modifications to the reflector geometry in the 
neighbourhood of the edge, such as castellating the edge 
(Cornbleet, 1967; Lewin, 1972), fitting chokes and shrouds to 
the edge (Koch, 1966), and placing a diffracting screen behind 
the reflector (Corona et aZ., 1971). Cutting small holes near 
the edge to allow enough energy to leak through in anti-phase 
to cancel the rim diffraction has also been suggested (Sletten 
and Blacksmith, 1965). In 4.2 we investigate radiation pattern 
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control in the shadow region by changing the reflector edge 
geometry. 
Control of the radiation pattern in the illuminated 
region is complicated by the presence of the feed. In 
practice, therefore, the type of feed and its effect is an 
integral part of the design. We will not consider radiation 
pattern control in the illuminated region, and a review on 
the extensive literature on the subject will npt be attempted 
here. 
4.1 THE PARABOLOIDAL REFLECTOR 
4.11 The Aperture Field and Physical Optics Approximations 
To evaluate the radiation field from the paraboloidal 
reflector by the aperture field or physical optics methods, we 
begin with the expression for the radiation zone from three-
dimensional source distributions given by (2.13), i.e. 
-jkr J 
= -jwll e 4 J [," ff. M IA r + J • 
'lTr {"li -s" -s 
S' 
(~.r)rJ ejkr'cost;dS'. 
(4.1) 
The approximate source distributions in (4.1) for both methods 
is obtained from the illuminating field based on geometrical 
optics and plane-wave boundary conditions at the reflector 
surface. ·If the illuminating field is from a vanishingly 
small source situated at the focus of the reflector, then, 
assuming that the reflector is in the far-field of the source 
and that its presence does not interfere with the source 
pattern, we can write the incident field, Ei , H~, at the 
reflector surface as 
-jk'"C. 
e '/" 
'"C. 
'/" (4.2) 
where the (L'~'W) coordinate system is defined in Fig. 4.1, 
Li = f sec2(~), and f is the focal leng~h of the reflector • 
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........... -_ ....... z 
Fig. 4.1 Coordinates for the paraboloid 
For the physical optics method, the current distribution 
over the reflector is approximated from the tangential 
component of the incident field. Thus, for a perfectly 
conducting reflector we have at each point 
J I = 2fiA H. , m I = 0, 
-s -t.-s (4.3) 
where fi is the outward normal from the reflector. From (4.3) 
we can see that the physical optics approximation will give a 
zero current distribution over the shadow area behind the 
reflector. Over the illuminated region we can derive J I from 
-s 
(4 .2) and (4.3) as 
- cos(~) [fl(~,w)Sin~ + f2 (~,w)cos~]Uy + fl (~,l/J)Sin(~)UzJ· 
(4.4) 
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Substitution of J I into (4.1) involves, in general, a double 
-s 
numerical integration. If the source is linearly polarized 
then we can evaluate one of the integrals analytically. For 
the incident electric field we now have 
-,ikT. 
e 1.-
T. 
1.-
The resulting expressions for the radiation field in the 
(4.5) 
principal planes for a linearly polarized source are given as 
follows: 
(i) E-plane 
E<j> = 0, 
(<j> = !.) 2 
,ikfe-,ikr r1/l e [ J (Y ) 
Ee = r J (JO'(Yp)f l (1/1) + ly p [f2 (1/I) - fl (1/1)]). o p 
111 . l -,ikfsec2 (~) (1+CoS1/lCose) cOS(~)Cos e - ,ifl (1/I)J l (Yp)Sin(t)SineJe 
(':i: .6) 
(ii) H-plane (<j> = 0) 
(4.7) 
where Yp = kf sec2 (~) Sin 1/1 SinS, and 
The inevitable numerical integration involved in the 
physical optics approach limited its application until the 
general availability of electronic computers in the 1960's. 
Prior to this, the aperture field method as discussed in 3.111 
was generally used because of the simpler formulation obtained. 
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The circular aperture at z = 0 in Fig. 4.1 is chosen where the 
fields in the aperture are approximated by the reflected 
geometrical optics field from the source. The radiation field 
is given by (4.1) with the equivalent sources obtained from 
the aperture fields. For a linearly polarized source, the 
remaining single integration can be solved analytically for 
many practical distributions (Silver, 1949b; Rusch and Potter, 
1970b) . 
The two methods give concordant results on and near the 
forward axis. At wide angles the neglected axial component of 
current in the aperture field formulation becomes significant 
(Silver, 1949a). Also the path length discrepancy between the 
different surfaces of integration for the two methods increases 
with angle (~usch and Potter, 1970c). Both of these effects 
limit the validity of the aperture field method at wide 
angles. In the shadow region the physical optics method is 
unreliable because the currents on the back of the reflector 
are neglected. 
If the induced current on an infinite reflector is 
expressed as a power series in A, the first term is the physical 
optics approximation, and the second term in the expansion 
depends on the local curvature of the body and on the proximity 
of the source (Kinber, 1960). Provided the radius of curvature 
at each point is much larger than the incident wavelength, the 
curvature has a negligible effect on this correction current. 
For practical reflectors (f/D ~ 0.2) the proximity of the 
source is then the predominant effect in the second term. This 
proximity effect rapidly dimiriShes with increase of the 
uniformity of illumination and becomes zero when the illumination 
is uniform. 
For a finite reflector, ,the edge correction current as 
originally proposed by Ufimtsev is significant particularly 
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in the shadow region. We now derive this term and apply it to 
a paraboloidal reflector so as to give a comparison with the 
equivalent edge current method to be discussed in 4.13. 
4.12 Edge Correction Current to Physical Optics 
We derive the edge correction current to physical optics 
for the half-plane in Fig. 4.2 from the exact solution to the 
diffracted magnetic field, ~d, for a normally incident electro-
magnetic plane-wave. 
IncIdent 
ray 
y 
Fig. 4.2 Semi-infinite half-plane 
From (2.47) with 80 = ~, i.e. normal incidence, we get 
d a z " apk 
H := jWJ.l uzl\ VU a - WJ.l uzUf , (4 .8) 
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where U is given by (2.50). Evaluating (4.8) at the surface 
a 
of the half-plane when ~ = 0, 2n; ~O < n, x ~ 0, yields 
(4.9) 
uO = UJ 
f .L.1~=o, 2n 
2 jkxCos ~O 
= - e F (sO) , 
v'T1T 
where 
au 
a 
= 
a7P ~=O ,2n 
o The edge correction current, ~, , for the half-plane is 
given from (4.9) by 
. 0 A d 
:lsI = 2nl\ H , (4.10) 
wher~ n is the outward normal from the reflector. For ~O > n 
the sign of J ~ is reversed. 
-s 
Although we have restricted J 0 to the half-plane 
-s' 
solution (since it is applicable to the reflector), a correction 
current can be obtained for the wedge. The expressions for 
UfO, U
a
OI for the wedge are not as tractable as for the half-
plane because they involve an infinite series solution. The 
approximation to the wedge currents given by Schretter and 
. ° U ° IBolle (1969) however, would considerably s1mplify Uf ' a 
for the wedge. 
We will now apply the edge correction current to a 
paraboloidal reflector illuminated by a source at the focus. 
From (4.2) the incident electric field, E , at the reflector 
-e 
edge is given by 
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-jkT 
e e (4.11 ) 
T 
e 
where T 
e 
The current distribution near the edge 
of the reflector is now approximated by the physical optics 
current of (4.4) plus the edge correction current of (4.10) 
for a locally oriented half-plane at each point on the 
reflector edge. From (4.9), (4.10), (4.11) we derive J ? for 
~S 
the reflector as 
J C 
-8' 
where So = Ik~(l + Cos ~o)' and ~ is the distance along the 
reflector measured perpendicular from the edge. It will be 
noted that J ? in (4.12) is similar to J ,in (4.4) if we 
. -s -s . 
replace flU;, W), f 2 (t; , w) in (4.4) by F (s 0) f 1 (E;, We) , 
G(sO)f2 (E;,we ).and multiply by 
jkT. jk~ Cos ~O -jkT 2 e e 
- T. e 1r e 
I jrr 1r T e 
Thus from (4.6), (4.7) we can write down the edge correction 
fields Ee c , E~c in the principal planes for a linearly polarized 
source as follows: 
(i) E-plane 
E C = 0, ~ 
-f1(~e)F(80)]] cos(!)cos a 
- jf1 (lP.)F(.O)Jl (Yp)Sin(~) Sin oJ Sin 1P 
.1k9., Cos </>0 -.1kf sec2 (~) Cos ~ Cos e 
e e d~, 
where 
-, f 2 (lP e) G ( 8 0 ) 1] · 
5 ~ Sec (~) • 
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(4.13) 
.1k9., Cos </> 0 -.1kfSec 2 (~) Cos ~ Cos e Sin~sec4(~) e e d~, (4.14) 
E a = o. a 
Equations (4.13), (4.14) are not suitable for numerical 
integration in their present form because of the singularity 
in the term G(8 0) at the edge. Rewriting Ee
a in (4.13) we get 
[f ~ e rr J (y ) Eaa = A 0 ~f1(~e)Jo(Yp) + 1ypP [f2(~e)Sin </>0 - f1(~e) ]]. 
Cos(~)Cos e - .1f1(~e)J1(Yp)Sin(~)Sin ~F(80)Sin~Sec5(~). 
e.1k9.,Cos</>0e -.1kfSec 2 (!)Cos~cosed~ _ f2 (~e) Sin</>Ocosa I~ee-.1k9., J 1 (Yp~ .• 
2.1/1 + Cos </>0 0 Ikf YP 
Sin ~ Sec 4 (~) e d~ • -Jkfsec2(~)cos~Cos¢ J (4.15) 
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The singularity is now confined to the second integral in 
(4.15) which can be removed by integrating this integral by 
. parts after making some assumptions about J/,. 
The distance ~ is measured from the edge along the 
parabolic curve of the reflector and is readily shown to be 
given by 
~(\ji) = Jf (1 + {) ~dt; 
q 
(4 • 16) 
In this form, however, ~(\ji) is not suitable in evaluating the 
second integral in (4.15) by parts. We now make a further 
assumption in that the edge correction currents are negligible 
away from the vicinity of the edge. This is true for electric 
polarization to which the singularity applies since the 
function G(sO) decays rapidly with increasing~. It applies 
to a lesser extent for magnetic polarization. Thus, if the 
edge correction currents can be ignored for ~ greater than 
about 1-2A, then we can approximate ~(\ji) in the vicinity of the 
edge by 
\ji e \ji ~(\ji) ~ fh [Tan(2r) - Tan(!) J, (4.17) 
where h is a constant found empirically for the reflector under 
consideration. (For a focal-plane parabolic reflector, h = 
2.8.) With the expression for ~(\ji) given by (4.17) we can now 
evaluate the singularity in (4.15). The final solution for 
Ee a in the E-p1ane becomes 
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l/! 
ESc = A[I
t
: ~f1(t,)JO(Yp) + J1~:E) [f2 (t.)Sin.O - f 1 (t,) ll· 
COS(~)COSe - jf1(l/!e)J1(Yp)Sin(~)SineJF(80)Sinl/!SeC5(~). 
l/!e l/!L k J 1 (Yp) 2 l/!L -jkfD(l/!L)l BCose (Tan (T) - Tan (:2) ) 2 Y P Sinl/!Lsec (T) e J ' 
(4 • 18 ) 
where 
B = -
f (l/! )Sin</> 
e 
jlfhk(l + Cos $0) 
C (l/!) = [1 + ~ (jkfSin l/! sec 2 (~) (Sin l/! sec2 (~) Cos e+h»], 
Similarly we can evaluate E</>" in the H-p1an~ giving 
E " </> 
l/! e J (y ) 
= A[JtL~f2(t,)JO(Yp)Sin.o + \/ [f1 (t,) -f2 (t,)Sin. Oll· 
jk!(l/!)Cos</> l/! F(iJO)Sinl/!Sec4(~)e 0 - B(Tan( {) - Tan(~})~ 
J (y ) J [(JO(Yp) - 1 p )C(l/!) - J. (y)y + J (y ) ]e-jk!(l/!)sec2 (l/!) • 
Yp 1 P 1;> 2 P 2 
-tik;fSec 2 (~) Cosl/!Cose 
e dl/! 
(4.19) 
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The lower limit ~L in (4.18), (4.19) is a result of the 
approximation used for ~(~). For a maximum value of ~, denoted 
by ~ ,we get from (4.17) max 
-l( ~e ~max) ~L = 2 Tan Tan(~) - . 
On the illuminated region of the reflector the physical 
optics current will dominate the edge correction currents up 
to about one wavelength from the edge. In the shadow region 
only the edge correction currents will exist which, for 
electric polarization will be small for ~ > l-2A. For ~ 
beyond this value the approximation of (4.17), using the same 
value of h will tend to be too large thus increasing the rate 
of decay of the magnetic current from the edge. This increased 
rate of decay along the convex surface of the reflector in 
the shadow region is in keeping with the creeping wave concept 
around a curved body. However, if the exact half-plane 
magnetic currents are required, then it will be necessary to 
solve for the fl (~e) components in (4.18), (4.19) with ~L = 0 
and use the exact value for ~(~) as given by (4.16). 
4.13 Edge Diffraction Method 
There are two main limitations to the straightforward 
application of the GTD, as used in the previous chapter, to 
radiation pattern analysis of reflector antennas. They are 
the infinities in the radiation fields obtained in certain 
directions (along shadow boundaries, and at caustics of the 
diffracted rays as discussed in 2.4 for a curved edge), and 
the cases where the incident field tapers to zero at the 
reflector edge. If the source is at a known finite distance 
from the edge, then cylindrical-wave diffraction coefficients 
discussed in 2.33 can be used to yield finite solutions in the 
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shadow boundary regions. To overcome the remaining limitations 
we will use the equivalent edge current method discussed in 
2.4. By including the slope-wave term in the equivalent 
current formulation we account for the general case of non-
uniform incidence at the edge, e.g., the case when the 
illumination is tapered. 
We begin our analysis by considering uniform incidence 
only, and then later extend it to incorporate the slope-wave 
term. As before we have the illuminating field from a source 
at the focus of the reflector. Thus from (4.2) the electric 
(4.20) 
where the symbols are defined in Fig. 4.3(a). 
The cross-section of the reflector through (a,~') in 
Fig. 4.3(a) is shown in Fig. 4.3{b), where a is the angle 
between the tangent to the reflector edge at (a,~') and the 
pi-axis, and SO' is the angle of incidence of E to this 
-e 
tangent. For a symmetrical reflector, the quantities a,So', 
d, T given for a paraboloidal reflector by 
't' e' e' 
S ' o 
(4 • 21) 
are independent of ~', and the incident field is everywhere 
normal to the edge. Initially assume that Fig. 4.3(b) 
represents a two-dimensional problem with a line-source at the 
focus, f. Then, from (4.20), the amplitude of the source in 
y 
Fig. 4.3 
X pi 
Tangent to 
edge at (a, <1/) 
ll" 
y 
(a) 
x 
q:,=2~-~ 
I/J:: Tt-€) 
-------------~----~~~----~------~z 
Coordinates for paraboloid 
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the direction of the edge is given by 
(4.22) 
where we have substituted 2n-¢ for~. From the uniform 
incidence source current formulation of (2.91) in conjunction 
with (4.22) we obtain the elemental ~quivalent electric 
(magnetic) source current d:!.'(dM ' ) in the element of edge 
dC' at (a,¢') for the diffracted field. Since the field from 
the source is at normal incidence to the edge, then 80 = ~ and 
the direction of the source currents is along the edge. 
Writing dC' as ad¢' we get 
dJ' = u~'£l' ~ f2(2n-¢',~ )I c'd¢', ~ jw~ e e 
(4.23) 
)8 'nk c where A = a ~ and I is 
T e 
e 
given by (2.84). The term £1' 
accounts for the blockiWg effect of the reflector on the far-
field radiation from the equivalent currents. From the 
geometry of the paraboloidal reflector we can express £1' as 
£ ' 1 = 
for S' ~ a'] , 
for S' > a' 
(4 .24 ) 
where S' is the angle measured from the tangent to the edge 
at (a,¢') in the p'-z plane of Fig. 4.3(b), and a' is defined 
as 
n -1 r 4f ] 
a' = 2" - Tan LPICos{¢-¢')'TJ' (4.25) 
Integration of the current elements around the reflector 
d d edge yields the diffracted fields, Ee' E¢, by the substitution 
of the potential integral solution of (2.8) into (2.12), i.e. 
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= 
± f l (2TI-</>',1V )1 £ ' e:e d</>', (4.26) 
c' cos (</>-</> I) ] jy Cos (</>-</> I) 
e m co s 8 sin ( </> - </> ' ) 1 
where y = ka Sin 8. 
e 
c' c l For a symmetrical reflector, quantities I , I are 
e m 
functions only of the 
relationship Tan 8' 
angle 8' in Fig. 
AI 
A 
=AI" ' we get 
r 
4.3. From the 
Tan 8' =: Sin 8 Cos (</>-</> ' ) Sin CI. - Cos CI. Cos e Sin e Cos ( </>-</> I ) Cos CI. + sin CI. Cos e • (4.27) 
If the phase variations in fl'f2 with respect to </>1 are 
small, then for y large, direct application of the method of 
e 
stationary phase (Erdelyi, 1956) to (4.26) yields 
-jkr ~ 
Ed - Ae [2TI J [£ + I c+ f (2 </> 1V ) 8 4TIr Y
e 
1 m 1 TI-, e 
Ed -
-jkr Ae 
</> 4TIr 
- £ 1 
+ 
where £1-
I 
~ [~TI] [£1+ I c+ f 2 (2TI-</>,1V ) e e e 
c- -j (y -~) f 2 (3TI-</>,1V e ) e e ] e 
+ 
for 8- < Cl.J 
otherwise ' 
j (y -:!!.) 
e e 4 
, 
and I c+ (I c-) is a function of 8+ (8-). 
e e 
m m 
(4.28) 
(4.29) 
Asymptotic expressions similar to (4.28), (4.29) have 
frequently been used in the analysis of reflector antennas by 
edge diffraction methods (e.g. Kinber (1961). By (4.28) and 
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(4.29) the diffracted field in any plane through a paraboloidal 
reflector is reduced to the two-dimensional problem of a 
parabolic cylinder (as in Fig. 4.3(b» with a line-source 
along each edge. The two opposite positions on the edge 
where the plane cut is taken through the paraboloidal reflector 
are the stationary phase points on the edge for that plane. 
The two-dimensional problem mentioned above, with a source at 
each stationary phase point, can be analysed by the ray tracing 
methods of the GTD. This has been the starting point for all 
previous attempts at radiation pattern analysis of paraboloidal 
reflectors. The limitations of this approach, however, have 
not always been made clear. We can readily see that the method 
fails if the incident field goes to zero at the stationary 
phase points on the reflector edge for the plane under 
consi;:teration. Also the stationary phase method, which led to 
the two-dimensional model, is not applicable in the axial 
regions of the reflector where y + 0 or when the phase 
e 
variation with respect to ¢' in the source functions f l , f2' is 
comparable to the phase variation of the exponential term in 
(4.14). For these cases it is necessary to evaluate the 
integral in (4.26). This will, in general, involve numerical 
integration. For the back-axial region, however, we can derive 
an approximate analytical solution. Assuming that the 
equivalent currents do not yary greatly with e in the back-
axial region, then we can write (4.26) for this region as 
e-jkr [c 3TI J2TI -Sin u jy Cos u 
A 4TIr I (a.+T) f 2 (2TI+u-¢,lji) e e du e 0 e Cos U 
C TI J 2 TI Co S U j Y Co s u J 
± I (a.+~) f 1 (2TI+u-¢,lji) e e du, mOe -Sin u (4.30) 
where u = </>- </> ' . 
The integrals in (4.30) are of the form 
jy Cos u 
e e duo 
Expressing g(u) in a Fourier series we have 
00 
g(u) = E 
n=-oo 
where 
1 J27f -jnu Gn = 27f 0 g(u) e duo 
substituting (4.32), (4.33) into (4.31) gives 
where 
E(y ) = 
e 
00 
J
27f 'nu jy Cos u 
= e J e e du 
o 
n . 
= 27fj J (y ). 
n e 
substituting (4.34), (4.35) into (4.30) we get 
Ed 
-jkr ~ rI c(~+l!!.) an IC( +37f) bnl e A e ± = Ed 47fr n=-oo L e 2 m ~ 2 d J c </> n n 
where 
an J:" -Sin u -jnu = f 2 (27f+u-</>,lPe ) e du, c
n Cos u 
J
27f Cos u 
-jnu 
= f 1 (27f+u-</>,lP ) e duo d
n 
0 e -Sin u 
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(4.31) 
(4.32) 
(4.33) 
(4.34) 
(4.35) 
jnJn(Ye) , 
(4.36) 
We now have in (4.36) an analytical solution for the 
diffracted fields in the back-axial region of the reflector. 
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A similar solution can be derived for the forward-axial region. 
This solution, however, is more complicated since the equi-
valent currents change rapidly with e in the forward-axial 
solution. Also, from the numerical solutions, we will show 
that the equivalent current method does not adequately describe 
the diffracted fields in the forward-axial region and thus 
there is little point in deriving analytical solutions for 
this region. 
The scattered field from the reflector is given by the 
sum of the diffracted field and the geometrical optics field. 
For a paraboloidal reflector the geometrical optics field 
exists only along the forward axis. Thus the scattered field 
from the equivalent edge current approach is given everywhere, 
except on the forward axis, by (4.26). 
~n many practical applications the source is linearly 
polarised, so that (4.20) becomes 
-jkT 
e e 
T 
(4.37) 
e 
and (4.36) reduces to 
- jkr -Sin <p [ G]\~ 
A e 4r r c (ct + 3 TI) f (l/J ) + 
Cos <p e ,2 2 e GB 
r
C (ct+ 3TI)f (l/J) GBl' 
rn 2 1 e G 
A-
where 
GA = JO(Ye ) ± J 2 (y e )· 
B 
(4.38) 
For non-uniform wave incidence at the reflector edge, we 
can readily include the slope-wave term in the above expressions 
to yield a more accurate solution. The equivalent source 
currents including the slope-wave term are given by (2.96), 
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where we see that this term is added to the uniform incident 
term. From our general equation for the diffracted far-field 
given by (4.26), we can readily see that to account for the 
slope-wave term for cylindrical~wave diffraction it becomes 
I]COS 8 Sin (¢-¢') 
+ f2' (2TI-¢',~ )I c 
e se Cos (¢_¢') 
[ 
I 'J CO S ( ¢ - ¢ I) -
± fl(2TI-¢',~)I c + fl' (2TI_¢',~ )I c . 
em e sm Cos8Sin(¢-¢') 
jy Cos (¢_¢ I) 
e lee d~ 1. ~. (4.39) 
For cylindrical-wave diffraction we have from (2.73) 
. 1 d I f I (2TI-~' .1. ) = -- -- f (2= ~I .,.) 1 ~ ,'t' e T d~ 1 II-~' 't' I _ • 
2 e 2 ~-~e 
The asymptotic solution of (4.39) can be obtained from (4.28), 
(4.29) to give 
(4.40) 
where I C+ (Ic -) is a function of S+ (S ,)i S± = 
~ft\ ~ffi ~ + ct ± 8. 
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Similarly we can modify (4.38) to account for slope-wave 
diffraction, although the back-axis field region is usually 
well removed from a shadow boundary and the slope-wave term 
will be insignificant in this region. 
It was mentioned earlier that the physical optics approach 
can be extended to include the Fresnel region of the 
illuminating source. A similar refinement based on the Fresnel 
region of the source can be employed using,edge diffra9tion 
theory when the edge of the reflector is weakly illuminated. 
An example is given by Kinber (1962) for a two-element array 
at the focus of a parabolic cylinder. The field incident to 
the edge is regarded as the sum of two waves formed by the 
elements in the array. Since the elements are separated in 
space, then if the edge is in the Fresnel zone of the feed, the 
angle of incidence to the edge differs for each element, giving 
different diffraction patterns for each element. Thus, even 
if the total incident field is zero at the edge, the total 
diffraction pattern will be non-zero. 
A further refinement is possible with the GTD approach by 
considering the reflection of the diffracted rays from the 
surface of the reflector and higher order diffraction between 
edges. This latter effect will be negligible for 
reflectors of practical dimensions (i.e., D ~ SA), but the 
reflected diffracted rays will be significant in a sector of 
space in the forward direction. An example is given by Narbut 
and Khmel'nitskaya (1970) for a parabolic reflector of 
dimensions flD = 0.625, D = lOA. The reflected rays 
contributed to the radiation pattern in the region 420 ~ e $ 780 • 
4.14 Comparison of methods and experimental results 
To compare the application of the physical optics and 
equivalent current methods to radiation pattern analysis of 
reflector antennas we begin by considering a focal-plane 
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reflector (tiD = 0.25) illuminated by a short electric dipole 
at the focus. The theoretical radiation pattern of a short 
dipole, normalised to unity at its maximum value, gives 
f l ($) = Cos $, f 2 ($) = 1 in (4.5). For a focal plane reflector 
we have $e = ;, giving f21 ($e) = fl ($e) = 0, and 
f l ' ($e) = - ; , f 2 ($e) = 1 in (4.37), including the slope-wave 
e 
term for cylindrica~wave diffraction. Fig. 4.4 gives the 
theoretical radiation pattern scattered from the reflector 
in the H-:,plane from the above two methods. It is seen that 
the agreement between the two methods is poor in the forward-
axial and shadow regions. It is interesting to compare this 
forward on-axial result with that obtained for the parallel-
plate waveguide supporting the TEM mode using edge diffraction 
methods as derived in 3.12. In both cases the forward axis 
is along one of the shadow boundaries of the incident field to 
the edge. The incident field to the edges at the open-end of 
the waveguide is a plane-wave. Although plane-wave diffraction 
coefficients are invalid in the shadow boundary region (as 
discussed in 2.33), we showed in .3.12 that by taking the limit 
of the total edge diffracted fields a result was obtained, 
despite the invalidity of the coefficients, that agreed with 
the aperture field method. If in the waveguide problem the 
plane-wave incidence is approximated by the field from a 
magnetic line~source situated in the waveguide at a large 
distance from the open end, then using cylindrical-wave 
coefficients, which are valid in the shadow boundary regions, 
(db) . 
o 
-40 
-60 
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e 
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Fig.- 4.4 ,H-p1ane field scattered from paraboloid illuminated 
by a short dipole; flD = 0.25, D = lOA. 
Physical optics 
--+ -- Equivalent current (from James and Kerdeme1idis, 
1973) 
~ Edge correction current 
we get a result in the forward axial region similar to that 
obtained for the reflector as given in Fig. 4.4. Using p1ane-
wave coefficients in the equivalent current formulation of 
(4.26) for the paraboloidal reflector does not give any 
improvement in the forward axial region representation as 
obtained in the waveguide problem. This is because the limit 
is approached in a different manner in the three-dimensional 
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reflector problem from that in the two-dimensional waveguide 
problem. Also, on .the axis itself we must include the 
geometrical optics field. 
Away from the axial regions, the stationary phase 
formulation of (4.29) yields the edge diffraction result. Thus 
the field is then given, by the ray tracing methods of the GTD, 
from currents on the reflector surface lying in the H-p1ane. 
This is also a well-known characteristic of the physical 
optics formulation for the field away from the axis. In the 
forward direction the edge correction current field to physical 
optics given by (4.19) has a negligible effect. Therefore, 
the very good agreement between the two methods in the forward 
direction demonstrates that the GTD includes physical optics 
effects. This is to be expected since physical optics is 
formulated with currents taken over a finite body and will 
include edge diffraction effects. Near the forward-axis, Fig. 
4.4 shows that edge diffraction has a negligible effect on the 
radiation pattern. 
In the shadow region of the reflector, the currents are 
ignored in the physical optics approach but are accounted for 
implicitly in the equivalent current formulation. Hence the 
latter method will be expected to be more accurate in this 
region. Fig. 4.4 shows that there is a significant difference 
between the two methods in the shadow region. 
In directions behind the reflector it would be reasonable 
to speculate that contributions from the exact induced 
currents on the illuminated surface of the reflector to be 
completely cancelled by the primary source of illumination. 
The field would then be given entirely by the currents on the 
shadow side of the reflector. Since physical optics is an 
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approximation, the cancellation with the primary source is not 
complete in directions behind the reflector as seen from Fig. 
4.4. The addition of the edge correction current to physical 
optics, discussed in 4.12, does not give a significant reduc-
tion in the resultant field. An alternative approach is to 
assume that the shadow region field is given only by the edge 
correction currents on the back of the reflector. We then have 
the field given directly by (4.19) for the H-plane. This has 
been plotted in Fig. 4.4 for the back axial region. A comparison 
with GTD can only realistically be made in this region where 
there is no blocking effect of the reflector. The two 
approaches do not give identical results since one method 
uses a direct far-field approximation from the half-plane 
solution and the other approximates the currents on the curved 
surface of the reflector from the currents in the shadow 
region of the half-plane. 
The various theoretical predictions for the scattered 
field from the reflector in the E-plane are given in Fig. 4.5! 
For the edge diffraction approach, this is an example where, 
without the slope-wave term, the commonly used stationary 
phase formulation of (4.28) fails since the incident field is 
zero at the stationary phase points. With the slope-wave term 
included by using (4.40) we see from Fig. 4.5(b) that, except 
for the lateral region, the sidelobe level is considerably 
lower than that predicted by physical optics. The GTD 
formulation of (4.40) is only a local edge effect, whereas 
physical optics accounts for currents over the entire surface 
of the reflector. Thus, when the currents are weak towards 
the edge, edge diffraction is no longer the predominant 
diffraction effect of the current distribution on the reflector. 
(db) 
0-
(a) without slope-wave term 
(db) 
o 
(b) with slope-wave term 
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Fig. 4.5 E-plane field scattered from paraboloid illuminated 
by a short dipole flD = 0.25; D = lOA. 
Physical optics 
--+ - Equivalent current (from James and Kerdeme1idis, 1973) 
- - - - . - - Equi valent current as in text 
- - -- Stationary phase result from equivalent current 
--0--0-- Edge correction current 
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When we evaluate the equivalent current formulation of (4.39) 
we obtain results in the forward direction that differ widely 
from physical optics. A similar result can be had even where 
the edge is strongly illuminated. Fig. 4.6 gives the H-plane 
for a uniformly illuminated focal-plane reflector. 
Fig. 4.6 
e 
H-plane field scat~ered from paraboloid for 
upiform illumination flD = 0.25; D = lOA 
physical optics 
equivalent current as in text 
stationary phase result from equivalent current. 
Excellent agreement is obtained in the forward direction away 
from the axis between the physical optics approach and the GTD 
result given by (4.40). The inclusion of the magnetic currents 
(whose stationary phase points are in the E-plane) from the 
equivalent current approach given by (4.39) gives rise to 
considerable differences in the forward direction. 
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Away from the forward-axis the physical optics field is 
largely dependent on currents on the reflector surface lying 
in the E-plane, the currents on the remainder of the reflector 
tending to cancel each other out. The equivalent edge current 
formulation of (4.39) is, however, only the edge effect and 
does not completely describe the scattered field in the forward 
direction' (as discussed earlier). We may conclude from this 
incomplete representation of the field that the cancelling of 
the currents is not as complete as in the physical optics 
method. Alternatively, since we can readily show that the 
equivalent current concept does not obey the reciprocity 
theorem for oblique incidence to the edge (i.e. for points on 
the edge away from the stationary phase points with the 
incoming field incident from a non-axial direction), we may 
conclude that the equivalent current method is invalid except 
when the field is at normal incidence to the edge." In other 
words, we cannot meaningfully extend the GTD to three-dimensions 
in this way. It must be noted, however, that physical optics 
obeys the reciprocity theorem in one direction only, the 
direction of specular scattering (Kouyoumjian, 1965). 
In a recent paper (James and Kerdemelidis, 1973) we 
replaced the value of S' defined in (4.27) with that value 
appropriate for the stationary phase points and the axial 
regions, i.e., 
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13 • 2:.+ (l + a for 
TI ~ (¢-¢' ) TI = 
- 2 < 2' 2 
(4.41) 
13,1 2:.+ a for TI ~ (¢-¢')< 3TI = (l - 2 T 2 
where 0 ~ 13 ' ~ 2TI. 
with this value of S· an analytical solution was derived 
for the diffracted fields which gives (4.26) using (4.27) in 
the axial and lateral regions of the radiation pattern. 
Elsewhere the difference between the two solutions is consider-
able as shown in Fig. 4.5. The closer agreement to physical 
optics using the value of 13' in (4.41) is achieved by the 
equivalent currents being modified for oblique incidence. 
As a check on the validity of the equivalent current 
concept, we have plotted in Fig. 4.5(a) . the edge correction 
current formulation of (4.18) for the back-axial region. 
This indicates that within the accuracy and validity of the 
, 
A •• 
n"H. approx~mat~on to the current distribution the original 
-z, , 
equivalent current method of (4.26) using (4.27) is the correct 
approach for the fields in the shadow region. 
We could extend the edge correction current to include 
the slope-wave term. The equivalent current method is to be 
preferred, however, because it is a simpler formulation and 
can readily allow for physical interpretation such as blocking 
effects of the reflector, higher order diffractions, creeping 
wave effects, etc. 
To .test the validity of the above theoretical methods, we 
carried out measurements on a focal plane reflector (fiD = 
0.25) with a dipole feed as illustrated in Fig. 4.7. The 
measurement procedure is discussed in Appendix C" Fig. 4.8 
gives the measured dipole pattern in the E-plane along with 
the theoretical and an approximated pattern to the measured 
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(a) (b) 
Fig. 4.7 (a) Focal-plane reflector with dipole feedJ D = lOA. 
(b) Details of feed. 
Fig. 4.B 
1.0·-
0.6 
0.2 -
Dipole patterns 
Theoretical pattern; E~ = Cos ~ 
Measured pattern 
Approximation to measured pattern given by 
Cos(W+0.05Sin~) for ~ ~ BOo 
E~ = 
0.1 otherwise. 
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result. In a practical dipole feed, the field on the axis of 
the dipole is finite as we see in Fig. 4.8 and f 1 (W e ) is not 
zero as given by the theoretical pattern. The slope-wave term, 
f1' (We)' is reduced for the measured pattern. Although the 
value of f 1 (W e ) may be small, it is significant in the E-p1ane 
since it is the incident field at the stationary phase points 
on the reflector edge for this plane. 
Fig. 4.9 gives the total radiation pattern in the 
principal planes for the antenna illustrated in Fig. 4.7. It 
is seen that the direct field from the dipole considerably 
alters the radiation pattern in the forward direction. The 
superiority of the equivalent edge current method in the shadow 
region is evident. The dip in the measured pattern on the back 
axis was caused by the feeding arrangement at the back of the 
reflector. With f 1 (W e ) non-zero, the only effect in the H-
, 
plane is to increase the magnitude of the back-axial field in 
the equivalent current formulation. The effect on the E-p1ane 
pattern is much more pronounced, where we observe that the 
shadow region radiation pattern is significantly different 
from the ideal result cited in Fig. 4.5(b). With f 1 (W e ) non-
zero the slope-wave term has been relegated to a higher order 
effect. Combined with the reduction in f1' (We)' the slope-wave 
term has lost its significance and has in this particular 
practical case only a minor effect on the radiation pattern in 
the lateral region. 
As another example we considered a front-horn-fed 
reflector system where the back of the reflector was clear of 
obstacles as illustrated in Fig. 4.10. The radiation pattern 
of the small horn was calculated from the aperture field method 
with the assumption that the phase error across the aperture 
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(b) 
Fig. 4.10 (a) Shallow reflector with horn feed (f/D = 0.43) 
(b) Details of feed. 
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is negligible. The appropriate formulas for the principal 
planes are given by Silver (1949c) and are shown graphically 
in Fig. 4.11 together with the measured patterns for the feed 
horn used. 
For the reflector used flO = 0.43, so that W = 600 • From 
e 
Fig. 4.11 we can see that the theoretical pattern in the 
principal planes of the feed horn are in excellent agreement 
with the measured pattern within this range of w. Using the 
aperture field equations for the functions fl (W), f 2 (W) we get 
the shadow region fields in the principal planes of the 
reflector as shown in Fig. 4.12 together with the measured 
patterns. Again the superiority of the equivalent current 
method is evident. The measured back ax:ia.l field is this time in 
excellent agreement with the theory. (We do not consider the 
illuminated region as the theoretical result is complicated by 
the aperture blocking effect of the horn and support structure. 
In addition the direct field from the horn is not well 
represented by the aperture field method for W > 900 as shown 
in Fig. 4.11.) 
From this section we can conclude that the physical 
optics and edge di~fraction methods complement each other. 
I 
In the illuminated region the physical optics method is 
to be preferred since it accounts for the current distribution 
over the entire surface of the reflector. Physical optics is 
not readily extended to the shadow region. In this region edge 
diffraction methods should be used as they have been shown to 
accurately predict the field in the shadow and lateral regions 
of the radiation pattern. Both the physical optics and 
equivalent edge current methods have the limitation of not, 
in general, satisfying the reciprocity theorem. 
(db) 
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Fig. 4.11 (a) E-plane 
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Fig. 4.12 
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Physical Optics 
Equivalent CUrrent 
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Shadow region fields for paraboloid illuminated 
by a small horn, flD = 0.43, D = lOA. 
(a) E-plane (b) H-plane 
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Table 4.1 On-axis gain 
Gain over maximum value 
Source characteristic I/o 0 
of source function 
Theoretical Measured 
Uniform illumination 0.25 lOA 26.7 db 
Uniform illumination 0.43 lOA 23.S db 
Dipole feed 0.25 lOA 24 db 21 db 
Horn feed 0.43 lOA 20.34db 17 db 
In table 4.1 we give the on-axis gain for the radiation 
patterns considered. in this section. The theoretical results 
are taken from physical optics. 
4.2 EDGE PERTURBATIONS TO PARABOLOIDAL REFLECTORS 
In 4.1 we found that edge diffraction methods gave 
satisfactory results for the radiation pattern in the lateral 
and shadow regions of the reflector. We now attempt to modify 
the radiation pattern in these regions by changing the edge 
geometry. 
By the same procedure for the unshaped edge reflector in 
4.13, we can derive an expression for the radiation field using 
equivalent edge currents. The problem is complicated by the 
edge geometry which gives rise to oblique incident edge 
diffraction. Consequently, the equivalent edge currents are 
not always oriented in the direction of the edge. We perform 
the analysis in Appendix B for an arbitrarily shaped edge. 
The only limitation is that the edge perturbation is much 
smaller than the radius of the reflector. Equation (B.lS) is 
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the resultant expression for the radiation fields. For 
convenience we shall write (B.lS) as 
J 
201T j Y h (</> I ) 
= g </> (</> ~) e e d</> ' , 
e 
(4.42) 
where 
g </> (</> I ) 
e 
X' ± Cosec 00 ' L' Q '] Secy', Q' m X. 
h(</>') = (1 + f(p') Cos a) Cos(</>-</>') + f(</>') Sin a Cot e 
a a·
The terms El,oO,y,L
e
, f(</>'),X' ,Q', are defined in Appendix B. 
m 
With f(</>') = 0, (4.42) reduces to (4.26) for the unshaped edge 
reflector" 
4.21 Contributions from the stationary phase points on 
the reflector edge 
If the phase variation in g(</>') is small with respect to 
</>', then for y large, we can apply the method of stationary 
e 
phase directly to (4.42) as we did to the equivalent expression 
in 4.13 for the unshaped reflector. The major contribution 
to the integral in (4.42) is then taken to come from the 
stationary phase points on the reflector edge at which h' (</>') = 
0, (Erdelyi, 1956). For an unshaped reflector, there are only 
two such points contributing to the field in a given plane. 
We will call these the principal stationary phase points. When 
the edge is perturbed it would appear that we have considerable 
freedom in controlling the radiation pattern by judiciously 
choosing f(</>') to give us a number of stationary phase points 
around the reflector edge. Provided these points are well 
separated then the field is given as for a circular array of 
sources. Unfortunately we have little control over the 
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relative amplitude and phase of these sources as they are 
determined by the function g(¢'). For stationary phase points 
other than the principal values, the amplitude of g(¢') is 
reduced because the shaped edge necessary to obtain these 
addition points gives rise to oblique incidence edge 
diffraction with a consequent reduction in the effective 
radiation into the plane under consideration. This effect is 
enhanced with increasing values of a. In practice, therefore, 
changing the edge shape in the neighbourhood of the principal 
stationary phase points in the most effective way of controlling 
the radiation pattern in those regions where the stationary 
phase method is applicable. If the incident field goes to zero 
at the principal points then the other stationary phase points 
will become important. For this condition, however, the side-
lobes will be very low (as in the example of the E-plane for a 
dipole feed in Fig. 4.5) and there will be little value in 
attempting to reduce the radiation further. 
Where the radiation pattern is given mainly from the 
principal stationary phase points, then the unshaped edge 
reflector reduces to a two-dimensional problem as explained in 
4.13 and illustrated in Fig. 4.3(b). It is evident from this 
figure that the stepped-edge null placement technique, 
developed in chapter 3 for the horns, can be applied directly 
to the reflector with a step at the principal stationary phase 
points as shown in Fig. 4.13. The problem is similar to the 
stepped edge pyramidal horn discussed in 3.4M and illustrated 
in Fig. 3.24. In the region where all four sources contribute 
to the pattern, the null placement formula given by (3.36) may 
not be valid and it is necessary to compute the radiation 
pattern from the four sources to determine where the nulls, if 
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(0) (b) 
Fig. 4.13 Stepped edge reflector 
any, are situated. For a focal-plane reflector (as above) we 
found that (3.30) was valid for the entire shadow region but 
did not apply in the illuminated region. 
The two-source formulation given in chapter 3 to describe 
diffraction from a stepped edge cannot be deduced for the 
reflector illustrated in Fig. 4.13 by the method of 
stationary phase since h(¢'} in {4.42} is not twice continuously 
differentiable for the step, and g{¢') is discontinuous. 
Solving (4.42) by numerical integration we find that the 
"-
contribution from the equivalent currents along the f'-axis 
in Fig. 4.13 dominate the radiation pattern in the region of 
the null given by the simple source formulation mentioned 
above. Fig. 4.14 ,gives the theoretical results compared to 
the measured pattern in the H-p1ane of the reflector in Fig. 
4.7 for a step depth of 0.7A. It is seen that the total 
solution {4.42} fails to predict the measured null in the 
radiation pattern. 
Fig. 4.14 
(db) 
-20 
-40 
-60 
Shadow region for stepped edge paraboloid. 
j'ID = O. 2 5, D = lOA. 
a =" 0 ] measured 
a = 0.71.. 
~ = 0.71..; equivalent current 
a = 0.71..; neglecting equivalent currents along 
r'-axis in Fig. 4~13(b) 
If we neglect the equivalent currents along the r'-axis in 
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Fig. 4.13, then (4.42) gives the same result as the two source 
formulation. 
The diffraction effect of a quarter-infinite screen in 
the z-y plane at x = 0 shown in Fig. 4.15 was considered by 
Horton and Watson (1950) for a normally incident plane wave to 
the x-axis. 
y 
Fig. 4.15 Quarter-infinite screen in x-y plane 
They considered the effect of termination of the edges at 
the point of intersection by assuming a source of spherical 
waves at the corner. The total solution is then given from 
the line-sources along the diffracting edges, the incident 
wave, aI'ld the point at the corner. Results were restricted 
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to the shadow region where fair agreement was obtained with 
experiment. The measured diffraction patterns showed 
surprising s~mi1arity to the semi=infinite plane results. This 
suggests that in the z-y plane of Fig. 4.15 the diffraction 
equations for a semi-infinite screen are valid up to the 
corner; the effect of diffraction from the corner and the other 
edge being negligible in this plane. Our results confirmed 
this when we neglected the equivalent currents on the edge 
along the f'-axis in Fig. 4.13. Also, the equivalent currents 
on this section of the edge do not obey the reciprocity 
theorem (discussed in 4.14) when radiating into the H-p1ane, 
and their validity is therefore suspect. 
Thus, td summarise, we may say that the application of 
(4.42) to an arbitrarily shaped edge reflector may be 
invalidated for the following two reasons: 
(1) the equivalent currents do not always obey the 
reciprocity theorem, 
(2) corner diffraction effects are not adequately 
recognized. 
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In practice, the stepped edge can be easily achieved by 
placing metal plates onto the reflector rim at the appropriate 
positions. For the lOA diameter reflectors used in the 
experiments, the width of these plates (W in Fig. 4.16) needed 
to be 2A or greater; smaller widths gave less reduction in 
radiation at the null positions as the effect of the other 
edge began to be felt. 
Fig. 4.16 Stepped edge reflector. 
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A finite width of 2A for the plates did have the advantage of 
giving nearly identical patterns for the planes taken through 
bb', c.c:' and dd' in Fig. 4.16. At aa', with a separated from 
b by lA, the null was lost and the radiation pattern was close 
to the unshaped edge result. Measurements on the reflectors 
illustrated in Figs 4.7 and 4.10 indicated that for values of 
a in Fig. 4.16 up to 1. 5A had little effect on the on-axis 
gain, the cross-polarization component in the principal plane 
under test, and on the radiation in the other principal plane. 
Other shapes for the edge perturbation in the region of 
the principal stationary phase points for the reflector in Fig~ 
4.7 were experimentally investigated. Regular and irregular 
square wave, sawtooth, and combinations of both were experimented 
with. Only one type gave significant and consistant reduction 
i'n radiation. This was the double step illustrated in Fig. 
4.l?(a). By a suitable choice of aI' a2 , WI and W2 we can 
obtain a reduction in radiation over a considerable section of 
space. Fig. 4.l7(b) and (c) shows the aI' a 2 components of 
Fig. 4.17 (d) as used for a single step. With thei'r combination 
in Fig. 4.l7(d) an 8 db reduction is achieved in the section 
1000 -1550 • Other values for aI' a2 gave similar results but 
over a smaller range of angles. In all cases the optimum 
results were obtained with the larger'value of a at the 
principal stationary phase point, W2 > 2A, and WI remaining at 
lAo (These results all refer to a lOA diameter reflector.) 
4.211 Nulls in the illuminated region 
So far we have investigated the effects of the shaped 
edge reflector in the shadow region only. We will now briefly 
consider the illuminated region. 
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Fig. 4.17 Shadow region for focal plane reflector with a 
double-stepped edge in H-plane 
• lit 
unperturbed l 
J measured perturbed 
equivalent current result with currents neglected along 
f'-axis in Fig. 4.13. 
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For a stepped edge reflector the analysis away from the 
axial regions for the radiation pattern is the same as for the 
stepped edge pyramidal horn in 3.414. In the illuminated region 
all the four sources contribute and any nulls must be determined 
by computing the field from these sources. It was shown in 
4.1, however, that the GTD approach to obtain the reflector 
radiation pattern in forward directions is only reliable if 
edge diffraction effects predominate, such as for uniform 
illumination. Also the direct radiation from the feed is 
often the significant component for directions removed from 
the forward axis. Unless this field can be reduced to below 
the level being scattered from the reflector there is no point 
in modifying the reflector edge. Even if these difficulties 
are overcome, we may not be able to obtain a null in the 
desired direction using a stepped edge as this problem is the 
same as the forward direction of the pyramidal horn. Thus we 
can give no general characteristics and each reflector system 
must be considered separately. 
4.22 Contributions from all points on the reflector edge 
In the back-axial region the stationary phase method is 
not applicable and it is necessary to consider the diffraction 
around the entire rim. Our previous analysis has shown that 
a stepped edge is effective in reducing radiation in pre-
determined directions. For the back-axial region we must 
castellate (square-wave perturbation) the complete edge to 
obtain a similar reduction. The depth of the castellations 
are given from (3.36) for a particular flD ratio. It is 
necessary now to determine the optimum width of the castellations 
(or frequency of square wave) • 
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From the previous section it was found that a step width 
(W in Fig. 4.16) of 2A gave nearly identical patterns for 
planes taken through the step without, appreciably, affecting 
the depth of the nUll. For values of W < 2A the null effect 
was reduced. Thus, the optimum value (with respect to front-
to-back ratio) for evenly-spaced castellations, W wavelengths 
apart, will be expected to be around 2A or less for a lOA 
diameter reflector. This corresponds to a square-wave 
frequency of 8 cycles or more. 
Experiments were carried out on the two reflector systems 
illustrated in Figs 4.7 and 4.10 for square-wave frequencies 
of 10, 15 and 20 cycles. For flO = 0.25 the step depth from 
(3.36) is 0.35A, and for flO = 0.43 is 0.5A. Of the three 
frequencies, 15 cycles gave the optimum result with an 
improvement of 4-6 db in the front-to-back over the 10 and 20 
cycle square-wave frequencies. Fig. 4.18 gives the result in 
the H-plane for the focal-plane reflector. 
Reduction of radiation by a stepped edge is a frequency 
sensitive technique, especially for small a (step depth) and 
small Il (dependent on the flO··· ratio for a paraboloidal 
reflector) in (3.36). For example we found that for the flO = 
0.43 reflector, a3% change in frequency reduced the front-to-
back ratio from 50 db to 46 db, and an 8% change gave 38 db. 
(The unperturbed value was 30 db.) A less frequency sensitive 
null could be achieved by increasing a to the next value where 
the null occurs in the same position, given by (3.36). The 
larger step depth, however, will give higher levels of cross-
polarization components which may be unacceptable. 
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Fig. 4.18 H-plane shadow for castellated edge paraboloidal 
" 
reflector, flD = 0.25, D = lOA. 
Castellation freq. = 15 cycles, depth = O.35A. 
unperturbed] 
measured 
castellated 
equivalent current result neglecting currents along 
the steps (r'-axis in Fig. 4.13(b». 
Also the bigger the value of cr, the narrower is the null, and 
consequently the reduction in radiation will be over a narrower 
sector of space. 
Sawtooth shaped edges were also investigated experimentally. 
This shape was found to behave in an analogous way to the 
square-wave for a depth 1.43 times greater than the square-
wave. For example, a sawtooth of 15 cycles and depth 0.5A 
on the edge of the focal plane reflector gave an almost 
identical radiation pattern in the shadow to that given in 
lS2 
Fig. 4.18 for the square-wave. 
In Fig. 4.19 we plot the cross-polarization components in 
the H-plane of the focal-plane reflector for the unshaped 
edge, and the square-wave and sawtooth edges discussed above. 
We cannot read too much into this result since for each shape 
a different antenna was used. The indications are, however, 
that in ths shadow region, increases of up to 10 db can be 
expected in the cross-polarization component for small edge 
perturbations. 
There was no measurable loss in the on-axis gain for the 
reflectors with fully castellated or sawtooth edges. 
(db) 
o 
-40 
-60 
e 
Fig. 4.19 Measured cross-polarization components in H-plane 
of focal-plane reflector~ D = lOA. 
unshaped 
sawtooth, IS cycles, O.SA deep 
square-wave, IS cycles, 0.3SA deep 
CHAPTER FIVE: CONCLUSIONS 
The advantage of doing one's praising for oneself is 
that one can lay it on so thick and exactly in the 
right places. 
Samuel Butler (1835-1902) 
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In the preceding chapters we have assessed the effect of 
the edges in radiation pattern analysis of horn and reflector 
type antennas. Edge diffraction methods have been shown to be 
particularly useful in evaluating the field in the lateral and 
far sidelobes where the classical method~ of physical optics 
and aperture field. integration fail. In forward directions, 
however, the edge diffraction approach does not always give 
an adequate representation of the field. In these cases the 
classical methods must be used. 
For three-dimensional problems, the GTD is replaced by 
the equivalent edge current concept. In common with physical 
optics, this method, in general, fails to obey the reciprocity 
theorem, and results must be treated with caution. 
A simple, but frequency sensitive, null-placing technique 
has been developed by shaping the antenna edge in the form of 
a step at the critical point of radiation. The diffraction 
effect of the step was adequately represented in two-dimensions 
by the GTD, but our attempt to include the third dimension by 
using the equivalent edge current method failed. If an 
adequate description of the surface field in the neighbourhood 
of the step could be obtained (or, as an initial problem, the 
corner of a quarter-infinite screen), then it may be possible 
to derive diffraction coefficients applicable to three-
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dimensions after the manner of Senior (1972). Alternatively, 
if the surface currents in the region of the step are 
measured, then it would be possible to obtain ·from the 
experimental data the three-dimensional diffraction effect. 
A similar problem is the field in the vicinity of the 
·corners of open-ended waveguides and horns. This will limit 
the application of the equivalent edge current method (as 
suggested in chapter 3) to this type of antenna. 
The techniques and analytical methods presented in this 
thesis should be readily applicable to other antenna systems 
involving edges. 
155 
APPENDIX A: SLOPE-WAVE DIFFRACTION 
The derivation of slope-wave diffraction for a half-plane 
begins with the results of Ahluwalia et aZ. (1968). They 
considered a field of the form 
00 ~O - e-jks(~) L 
m=O 
{jk) -m z (i;) 
m -
(A .1) 
incident upon a screen which lies in the y = 0 plane (see Fig. 
Al) and has a regular edge curve Y = YO(e), where e denotes 
arc length along the edge. 
The asymptotic solution for the diffracted field of the 
problem is given by 
~d = -jks I (i;) e -V'k 
00 
L 
m=O 
(jk) -m z I (0 . 
m -
Previously, only the first term of this asymptotic 
series was given by the GTD. Ahluwalia et aZ. give the 
functions Zl recursively along the diffracted rays as 
m 
0m(e,<!» {p (I) 
Z I (p) = - ~ Xl£...:.1.. 6.z I (p I ) dp I 
m X(p) 0 X{p) m-l ' 
m = 0,1,2" ••• 
(A.2) 
(A. 3) 
where X = I p (1 + ~) I ~, cr denotes the radii of curvature of the 
edge, and the finite part integral 1 is defined as follows. 
For T ~ 0, let f(T) have an asymptotic expansion in powers of 
T as T ~ O. Let foo(T) denote the negative powers of T. Then 
the finite part of f(T) as T ~ 0 is defined by 
fin f (L) 
T ~ 0 
= 1 im [f ( T ) - f 00 ( T) ] • 
T~O 
(A. 4) 
If f:g(U)dU is div~rgent or convergent at U = 0, then the 
finite part of the integral is defined as 
fa a g(u)du = fin J g(u)du. o T -+ 0 T 
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(A. 5) 
For the non-uniform expansion given by Ahluwalia et. aZ., 
which is valid away from the shadow boundaries and the edge, 
o is given by 
m 
m 
L 
n=O 
D z 
n m-n' 
where the diffraction coefficients D are given by 
n 
Dna = Dn(~) + Dn (2TI-f)' for -TI ~ ~ ~ TI, 
f 
(A. 6) 
(A. 7) 
with, as given in Fig. AI. Dn are linear operators defined 
by 
D Z = 
:n 
-2n-l (~) fin [( IS'""=S) Xz], 
n p -+ 0 
where (~) has been defined in (2.37). 
n 
Incident 
ray 
Fig. Al 
y 
Semi-infinite screen 
(A. 8) 
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For the correction term zi, Ahluwalia et at. evaluate 
DIZ as 
(A. 9) 
where 
u = Cos (A .10) 
3 
b = ~ I i,j=l 
a. = 'IT - Y' - "'0' 
Consider the special case of a normally incident non-
uniform plane-wave ona half-plane. We have 
a -+ 00, 
Z = 0 m for m > 0, 
e 'IT == 2' 0 
(A .11) 
s = -x Cos ~o - y Sin ~o' 
Hence 
b = 0 since = 0, 
from (A.9) 
1 a. -3 (Sin 2) ~.\]z(~), ;:;r;; (A.12) 
and from (A.3) 
DIZO 1 rP 
zl' == ~P - 1 Ip I !:,Z I (p ') dp' • 
YO 27P 'J 0 0 (A.13 ) '. 
get 
where 
and 
Now 
where 
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From 2.2 and (A.2) for scalar plane-wave diffraction we 
\lId -J'ks I (t") I 
T = e ~ Z , 
a ° a f f 
Z I Oa 
f 
DO(¢) 
a 
f 
¢ = 
= 
¢-¢ 
= [Sec -...Q.. =+ 2 
'IT - 1f' 
Sec 
¢+¢O 
-y--L 
6.z 1 1 a a 1 a
2 a2 
= (p z') + z' + -- z' 
n 
° a f 
G . (¢) 
p ap ap ° a -p2 a,..2 0 a az2 0 a 
f 't' f f 
= 
(A .14) 
(A .15) 
Subst.ituting (A.1S) into the second term of (A.13) we get 
1 fP -1 (~ D~ZO(O) + Gtl (¢»J:(p,)-2dP' Ip'6.z' (p')dp' = m ° Oa 2/Sj'ITkp f f 
-1 (~ 0 + G"(¢»p -1 = DaZO(O) . 
2i"Sj'ITkp f 
Thus, in the far-field, this term becomes negligible, and 
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Z I -1 (A. 16) 
::: -
r az l a -3 0 (Sin 2) L- ax- Cos ;:;r;; 
az -I 
f + ay 0 Sin f j. (A .17) 
azo az o _ az O . Along the incident ray ap- = 0, dX-- - ~ S1n ~O' 
o 
dZ 
where --.Q.. = 
a<pO 
dZol 
---I Now (A.17) becomes 
a<p <P=<P
o
• 
From 
ZI 1a 
f 
1 Sin 
1j>+'fo 
~ D z ::: 
1 0 ~ 2 
';"2. jlT Cos 
(A.16) , (A.18 ) and (A. 7) 
[ H Sin ~ 1 
=.-
·2 <P-<P 2/8jlTkp Cos ....-.Q. 2 
we get 
~+~Ol Sin dZ O 
± 
-y-
<p+<PO d<P o~ . 
cos
2 
~ 
If D~(<P) is differentiated with respect to <PO' then 
f 
Thus, Z I 1a 
f 
From (A.2) we get 
'I'd ::: 
a 
f 
-jks' (~) -
e - [D~(<P)ZO(O) 
ISjlTkp f 
Sin 
2 Cos 2 . 
(A .18) 
(A .19) 
(A. 20) 
-1 . 
0..1 
(A. 21) 
The second term in (A. 21) verifies the slope-\/ave 
diffraction analysis of Rudduck and Nu (1969), and agrees with 
the approach taken by Keller (1962) for the special case when 
<PO ::: O,lT. 
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Although the above derivation was for a half-plane, (A.21) 
can be used for wedge when N F 2. This procedure, however, 
has not formally been proved for the general wedge. 
.lb.l 
APPENDIX B: RADIATION PATTERN ANALYSIS FOR REFLECTOR 
ANTENNAS WITH EDGE PERTURBATIONS USING EQUIVALENT EDGE CURRENTS 
In this appendix we derive the far field expressions for 
a shaped edge reflector using the method of equivalent edge 
currents. We begin the analysis by considering a disc 
illuminated from a point source (Fig. B.1) with deviations in 
the shape of the edge about a basic unperturbed circular disc 
of radius a. 
(a) 
Fig. B.1 Shaped-edge disc 
p' 
! 
! 
"f~ 
0/'1'0 ~ 
(b) 
For an arbitrarily shaped .edge the following equation can be 
written 
pI = a + f(¢I), (B .1) 
where a is the radius of the unperturbed disc, and f(¢I) 
describes the perturbation of the edge at ¢I. Differentiating 
(B.1) with respect to ¢ we can obtain the angle, y, between 
the $-axis and the tangent to the edge at each point·, i. e. I 
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ap' = 
ar f I (cp I) ::: a Tan y I , (B.2) 
provided a »f(cp) • Also for this condition, the angle, 
max 
~O' of the incident field to the p-axis in Fig. B.l(b) can be 
assumed to have the same value as for the unperturbed disc. 
The value of this angle is independent of cp for the source on 
the axis of the circular disc as shown in Fig. B.l(b). For 
the equivalent edge currents we need to know the angle of 
incidence to the edge and to the illuminated surface of the 
wedge (00 ,CPO' respectively, as in (2.89». At each point on 
the edge of the shaped edge disc we can readily show that the 
corresponding angles, °0 ', SOl, of the local coordinate system 
(given by Fig. B.2(b) with A' replaced by z) are related to 
¥O' yl as follows: 
Cos 00' = Cos fa Sin y', 
(B.3) 
COS SO' = Cos fa Cos y' 
At the point (pl,cp') in Fig. B.l the local rectangular 
coordinates, (n l ,s',z), are related to the general cylindrical 
coordinate system (p,cp,z) by 
nl = -$' Sin y' + p' Cos y', 
(B.4 ) 
A 
s' = $' Cos y' + pi Sin y'. 
For a reflector, (B.l) - (B.4) are valid if the edge 
perturbation is considered to lie in the tangent plane to the 
/\ " back of the reflector at (p', cp I) (f I -cp I plane in Fig. B. 3) . 
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( b) 
Fig. B.2 Relationships between coordinates 
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pi 
--------r---+-~~---L----_.z 
f 
. 
Fig. B.3 Cross-section of paraboloid through (a,~') 
The unit vectors r', A' (as in Fig. B.3) are related to 131, 2 
by 
r I " , Cos A Sin = p a + z a, 
(B. 5) 
A A A A' = _pi Sin a + z Cos a, 
and (B. 4) is modified to become 
A A n I = _~I Sin y' + r I Cos Y I , 
(B. 6) 
e I = <Ill Cos y' + rl Sin yl . 
Equations ( B.2), (B.3) remain true where ~O is measured from 
the tangent to the reflector in the r'-¢' plane and thus 
given by aO' in (4.31) for the unshaped reflector, and p' is 
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replaced with r'. If a is the radius of the unperturbed 
reflector and s is the distance from the centre of the general 
cylindrical coordinate system (p ,$,z) to the edge of the 
perturbed reflector, then 
s ~ a + f($) Cos a, (B. 7) 
provided a »f($) • 
max 
In the general solution for the equivalent edge currents, 
(2.96), their orientation, ~, is given by -p Cos 00 + Z Sin 00. 
For the local coordinates at a point (s',$'), given by Fig. 
B.2(b), on the shaped edge of the reflector, we get 
(B. 8) 
From the general equivalent source current formulation of 
(2.96) we can write down the elemental equivalent source 
cu~rents at the element of edge dC' at (s',$') to yield 
dJ' 
e: l' 2 
= - Al' --- Cosec 0 'L 'dC' jw~ 0 e ' 
(B. 9) 
e: ' 
dH' = t' *' Cosec 00 ' Lm' dC', 
where 
L ' = a' I' + g' I' 
e ~'e ~' se' 
(B .10) 
e: ' = [0 
1 1 
for S' < a 'J 
' and we have sUbstituted 
for S' > a' 
d~' = Cosec 00'dC'. The blocking effect of the reflector for 
a shaped edge reflector is dependent on y'f e, $ and $'. We 
will not determine the expression for the general case since, 
as discussed in 4.2, shaping the entire edge is effective 
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mainly in the back axial region where no blocking occurs. For 
edge perturbations around the stationary phase points, the 
blocking effect can be given approximately as 
a' = 'JT2 - Tan -1 D 4 f i • Cos Y (B.ll) 
The equivalent currents are functions of the angles ai, so' , 
00' at each point, where the latter two angles are given by 
(B.3). For the angle 8 1 we have from Fig. B.2 the relation~ 
ship 
-A 
Tan a' = AAI • 
11 ' 
Using the relationships 
Acpl 
Tan (CP ... cjl I) = r- I 
pI 
Tan e Cos(cjl-cjl') 
AmI 
Tan e Sin (CP-cjl I) = ....:!..- I 
Az 
we can express (B.12) as 
Tan a' = 
(B.12) 
(B .13) 
Cos e Cos a - Sin e Sin a Cos (cjl-CP') 
sine [Sin (cjl-Cp i) Siny i -Cos (~-(jl i) CosaCosy 'J -Cos8Cosy , Sina • (B.14) 
To ex~ess the total diffracted field from the shaped edge 
reflector expressed in terms of the elemental source currents 
I in (B.9) we need to express dJ I· I dM', in terms of cp,6 in the 
t· l 
general coordinate system. A straightforward manipulation of 
vector relationships yields 
where 
dJ¢(dM¢) 
dJ a (dMa) 
= 
x' 
dJ' (dM I ) 
l' l' 
, 
fcl' 
X' = Cos(¢-¢') [Sin 0o'Cos y' - Cos 0o'Sin y' Cos S'] 
- Sin(¢-¢'.) [Sin °0 ' Siny' Cos a 
+ Cos 0o'[Cos y' COS S' COS a + Sin S' Sin a]], 
Q' = Cos a[cos(¢-¢') [Sin °0 ' Sin y' Cos a 
+ Cos 00'[Cos y' COS S' COS a + Sin S' Sin a]] 
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(B.lS) 
(B.16) 
+ Sin(¢-¢') [Sin 00' Cos y' - Cos 00' Sin y' Cos Sf]] 
- Sin a[Sin 00' Sin y' Sin a + Cos 0o'[Cos y' COS S' Sin a 
- Sin S' COS a]] • (B.17) 
We can now write down the diffracted far fields E~, E~ 
for the shaped edge reflector from the potential integral 
solution of (2. a) in conjunction with (2.12) I (B. 9'), (B .15) to 
give 
Ed 
-dkr 
f € '[cosec2o 'L ' X' n'] edkr'cos~dC' ¢ e ± Cosec ° 'L , = Ed 47fr 1 0 e Q' o m X' a C 
(B.la) 
where C is the contour of the edge, and r' Cos ~ is given from 
(2.10), which, for the shaped edge, becomes 
r 'Cos ~ = (a + f (¢' )Cos a) Sin 6 Cos (¢-¢') + f (¢') Sin a Cos a. 
(B .19) 
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If we choose cylindrical-wave equivalents in (B.lO), then 
the amplitude of the source in the direction of the edge is 
given by (4.22). Relating the directions ~,€ of the functions 
f l , f2 in (4.22) b the local coordinate directions ~', S' 
(B.lO) becomes 
Le' = fi!~k [[£1 (2~-~' ,l/J.ISin fo Sin y' -£2(2~-$'''''eICosy' JIeC ' 
+[£1' (2~-~' ,w.I Sin fo Sin y' - £2' (h-$' ,w.l cos y' JIs~J ' 
Lm' = ft!~k [[£1 (2~-$' • weI (Sinyocosy' SinSO ' + cosfoCosSo ' I 
+ f I (2TI-~' d, )Siny'SinB ']1 c 1] 
2 '" ''''e 0 sm • 
The distance from the source to the edge, 
provided a » f(<P)max' 
't I 
e ' 
(B.20) 
is given by 
(B.2l) 
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APPENDIX C: RADIATION PATTERN MEASUREMENTS 
For accurate far-field pattern measurements of an antenna, 
the following criteria must be satisfied: 
(1) the measurements be made at a sufficiently large 
distance from the test antenna, 
(2) the measurements carried out in an open area free of 
reflecting objects. 
The minimum distance, a, between two antennas in a 
pattern measuring arrangement to ensure that the far-field 
pattern only is being measured, can be given as 
(C .1) 
where d l , d 2 are the electrical aperture sizes of the antennas 
in the plane under test, and B is a constant. It is commonly 
recommended that B = 2. For experimental work where it may be 
difficult to realize this distance, values for B down to B = 1 
are acceptable (Montgomery, 1947). 
For the second criteria we found that an effective antenna 
range was obtained by situating E parallel to the side of a 
building, as illustrated in Fig. C.I, with the antenna under 
test suspended out of a window. 
Fiq. C.l 
170 
A small pyramidal horn of aperture dimensions 2.5A by 2.5A at 
10 GHz was used as the transmitting antenna so' that most of 
the energy was directed skyward into an object free environment. 
The only object of reflection to consider was the side of the 
building parallel to the test range (other buildings were 50-
60 metres away). To minimize this reflection it was necessary 
to have the antennas at a sufficiently large distance out from 
the wall. To determine the minimum distance we could use, we 
carried out measurements on an antenna using the following 
criteria: 
(1) symmetry in the radiation pattern1 
(2) negligible changes in the radiation pattern with 
changes in distance from the wal11 
(3) negligible changes in the radiation pattern with small 
changes in frequency; 
(4) repeatability of experiments. 
For paraboloidal reflector antennas lOA in diameter with 
a = 5 metres, b > 2.7 metres in Fig. C.l, the above criteria 
were satisfied over a 50 db range within ±l db deviation in 
the maxima of the radiation pattern. The value of 5 metres 
for a was the maximum value we could obtain and gives, at 
10 GHz, a value for B in ~C.l) of 1.1. Fig. C.2 shows two 
views of the antenna range for testing the paraboloidal 
reflectors lOA in diameter. 
A similar setup was used for the horn antennas except 
that b was shortened because of the mechanical difficulty in 
supporting the weight of the horns. Since the horns tested 
had smaller apertures than the reflectors, we were able to 
compensate by reducing the distance a. This was achieved by 
mounting the transmitting horn on a tripod stand. Site tests 
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Fig. C.2 View of antenna range 
for the horn gave similar results as for the paraboloidal 
reflector. 
172 
The heterodyne detection system used in the experiments 
is shown in schematic form in Fig. C.3. This is a standard 
procedure and requires no further comment. A potentiometer 
coupled to the rotating shaft provided the input for the X-
coordinate of the plotter. Calibration of the Y-coordinate 
was obtained by the variable attenuator. The system was 
automated by a motor driving the shaft. All experiments were 
carried out within the range 9 GHz-lO GHz. 
Variable 
attenuator 
1--_---1 Wavemetea 
f, 
TX antenna 
RX antenna 
30MHZ 
I.F. Amp and 
detector 
y 
I.. ____ --.-:x~ X -Y P I ott e r 
, , 
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Fig. C.3 Heterodyne detection system for radiation pattern 
measurements. 
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APPENDIX D: NUMERICAL CONSIDERATIONS 
The numerical evaluation of the mathematical equations 
in this thesis were carried out on the University of Canterbury 
IBM 360/44 machine. Except for using standard IBM subroutines 
for the generation of Bessel functions and Fresnel integrals, 
the computer programs were written by the author. 
The mathematical formulations in chapters 2 and 3 were 
readily evaluated and no further comment is required. For the 
numerical integration of the physical optics and edge 
correction current formulations in 4.11, 4.12, we used the 
well-known Simpson's rule with Richardson's extrapolation 
term (Hildebrand, 1956). Convergence tests were carried out 
by continually halving the integration step and comparing the 
result with the previous answer. Integration was terminated 
when the difference between the modulus of two successive 
answers was within a specified accuracy, which we fixed at 5% 
for all computations. The number of integration steps was 
printed out with each answer. This was to check tor spurious 
results, indicated if large differences in the number of 
steps to compute adjacent field points occurred, or if too few 
steps were taken. 
The integrals of the equivalent edge current formulation 
in 4.13 and Appendix B are around a closed loop and are 
therefore periodic in nature. Numerical integration of 
periodic functions can be accurately computed using the simple 
ordinate rule (Davis and Rabinowitz, 1967). Indeed, it 
appears that there is no advantage in using higher order 
approximations. This is true for the widely used Simpson's 
rule since for an odd number of points, N, the mean value of 
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the two possible solutions for integrating a periodic function 
using Simpson's rule, equals the solution given by ordinate 
rule integration of the function for the same number of 
points*. Thus we used the ordinate rule for the equivalent 
edge current method and applied the same convergence test as 
given earlier for Simpson's rule. 
The CPU time taken to compute a field point from the 
equations in chapter 3 and the stationary phase approximations 
in chapter 4 (i.e., all the two-dimensional formulations) was 
usually well within 1 sec. For the integrations in chapter 4, 
CPU time could take up to 40 secs to evaluate one field point, 
depending on the steps required for convergence, and, in the 
case of the edge correction current method, the limit WLo The 
number of steps required was a function of the field angle 6, 
more steps being required the further 6 was from the axis of 
the reflector. This did not hold for a shaped edge reflector 
where a consistently large number of steps was required for 
the equivalent edge current formulation to converge. This 
considerably increased the overall computer time to evaluate a 
field pattern, compared to the unshaped reflector. For an 
unshaped edge, the physical optics and equivalent edge current 
methods took approximately the same order of computer time. 
*We are indebted to Mr R. Dunlop, Assistant Lecturer in the 
Electrical Engineering Department, University of canterbury, 
for this observation. 
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APPENDIX E: SYMBOLS, NOTATIONS AND ABBREVIATIONS 
The symbols and notations listed here are only those that 
have widespread use and a common meaning throughout the text. 
Other symbols are defined in each chapter or section where 
they are used. 
Coo~dinate systems: 
(x,y,z) rectangular coordinates 
(p,$,z) ] (s,¥',y) cylindrical coordinates 
(r,$,e) ] (T,~,l/J) spherical coordinates 
Subso~ipts: 
a relates to magnetic vector potential 
d diffracted field 
e electric currents 
f electric vector potential 
ir geometrical optics field 
m magnetic currents 
se slope-wave electric currents 
sm slope-wave magnetic currents 
Other subscripts usually refer to the component of the 
field or to a particular diffracting edge. 
Supersoripts: 
c relates to cylindrical-wave diffraction 
0 correction current to physical optics 
d diffracted field 
p plane-wave diffraction 
s slope-wave field 
Presoripts: 
Always refer to a particular diffracting edge. 
Symbo'Za: 
aE; electric field component in E; direction 
a radius of paraboloid 
A magnetic vector potential 
o a/Sin 00 
D diameter of paraboloid 
E electric field intensity vector 
f
oo • 2 
F(E;) Fresnel integral defined as E; e-Jt dt 
f focal length of paraboloid 
F electric vector potential 
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gE; electric field component in E; direction for slope-
wave term 
H 
Hv 
(2) 
I 
j 
J 
J
v 
k 
M 
N 
s 
U 
V 
magnetic field intensity vector 
vth order Hankel function of the second kind 
equivalent edge current 
electric source current 
vth order Bessel function of the first kind 
w/jJ€ 
magnetic source current 
27T-S 
-,r- where a is the wedge angle 
Ikp {1 + Cos <p} 
diffraction coefficient, i.e., see (2.50) 
a component of the scalar potential ~, i.e., see 
(2 • 24) and (2. 6 7 ) 
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Ye ka Sin 8 
Yp kF Sec
2 ! Sin ljJ Sin 8 
E: permittivity of free space 
free space wavelength 
~ permeability of free space 
1f 3.14592 
8 0 angle of incidence to the edge of the infinite wedge 
a depth of step (in wavelengths) in modified ha1f-
plane 
T scalar potential for oblique incidence to edge 
¢o angle of incidence to the infinite wedge face 
4> .. ¢ ± ¢o 
scalar potential 
w angular frequency 
vector operator 
unit vector in ~ direction 
Abbreviations: 
GTD Geometrical Theory of Diffraction 
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