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Abstract
We present a new approach for the identification of ultra-high energy cosmic rays from sources using dynamic
graph convolutional neural networks. These networks are designed to handle sparsely arranged objects and
to exploit their short- and long-range correlations. Our method searches for patterns in the arrival directions
of cosmic rays, which are expected to result from coherent deflections in cosmic magnetic fields. The network
discriminates astrophysical scenarios with source signatures from those with only isotropically distributed
cosmic rays and allows for the identification of cosmic rays that belong to a deflection pattern. We use
simulated astrophysical scenarios where the source density is the only free parameter to show how density
limits can be derived. We apply this method to a public data set from the AGASA Observatory.
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1. Introduction
The quest for sources of ultra-high energy cosmic
rays has entered a new phase. On the one hand,
the experimental results of recent years have sharp-
ened the boundary conditions for this search; on the
other hand, current developments in data analysis
technologies are opening up new perspectives.
The measurements relevant to source searches
include first the sharp drop in the energy spec-
trum above 50 EeV [1, 2, 3, 4]. Second, measure-
ments of the slant depth of air showers in the at-
mosphere indicate a mixed composition of protons
and heavier nuclei [5, 6, 7]. Both these observa-
tions increase the probability of astrophysical sce-
narios in which the sources are some megaparsecs
away and accelerate nuclei to a maximum rigidity
(=energy/charge) [8]. The third relevant observa-
tion is the discovery of a large-scale dipole signal
above 8 EeV energy which shows - with a signifi-
cance of more than five standard deviations - that
the arrival directions of cosmic rays are not en-
tirely isotropic [9, 10]. Also, there is an indication
of an intermediate-scale anisotropy: the correlation
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of particles with energies above 39 EeV with star-
burst galaxies exhibits an increasing significance,
currently at the 4.5σ level [11, 12].
For nuclei with charge Z, deflections in cosmic
magnetic fields of several degrees per charge unit
are estimated [13, 14, 15, 16, 17, 18, 19, 20], with
the strongest deflection expected in the magnetic
field of our Galaxy [21, 22, 23, 24, 25]. The dif-
ferent rigidities of the nuclei may lead to patterns
in the arrival directions which can be used to dis-
tinguish cosmic rays of a single source or of a con-
catenated source cluster from isotropically arriving
particles [26, 27].
In the field of data analysis, new technologies
around machine learning are the driving force of
much lot of the progress. Deep-learning meth-
ods [28] in particular have gained considerable at-
tention in astroparticle physics [29, 30, 31, 32, 33,
34, 35, 36, 37, 38, 39].
Recently, we introduced a fit method which con-
tracts patterns in the arrival directions induced by
the Galactic magnetic field to determine most prob-
able extragalactic source directions [40]. In this
fit, several thousand parameters are determined si-
multaneously (source directions, particle charges),
which was realized by using the backpropagation
method developed for neural network training [41].
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In this paper we present a new method for source
identification that directly uses pattern recognition
in cosmic-ray arrival directions. A similar approach
using convolutional neural networks was developed
in parallel [39]. Here, we use the concept of so-called
dynamic graph convolutional neural networks [42]
which have already been successfully adapted and
applied to challenges in particle physics [43, 44].
In contrast to our fit method [40], here we do
not use an explicit model of the Galactic magnetic
field, but instead train the network with typical
deflection patterns resulting from these field mod-
els [45, 46, 47, 48, 49, 50].
The scope of our method is to search for the exis-
tence of patterns in cosmic-ray arrival directions: if
such patterns are detected by the network, we clas-
sify which individual particles originate from a com-
mon source and which can be attributed to isotropic
arrival directions. For this classification we analyze
variables autonomously formed by the network.
If no pattern is found, we derive a lower limit
on the density of cosmic-ray sources using astro-
physical simulations with the source density as their
only free parameter. We exploit public data of the
AGASA Observatory to demonstrate the applica-
tion to real cosmic-ray measurements.
This work is structured as follows. First, we
present astrophysical benchmark simulations used
for training and performance estimation as well as
the public dataset of the AGASA Observatory. We
then introduce the functionality of dynamic graph
convolutional neural networks. We describe the
search for the existence of anisotropic patterns, the
subsequent identification of cosmic rays and the de-
termination of source density limits. Finally, we
apply our methods to the data measured by the
AGASA Observatory. We complete the work with
our conclusions.
2. Cosmic rays: simulations and measure-
ments
In this section we first present the simulated data
we use for training the network and evaluating its
performance.
For an in-depth understanding of the network, we
start with simplified simulations in which a single
source generates a few cosmic rays that exhibit typ-
ical signal patterns in the arrival directions due to
the deflection in cosmic magnetic fields. As back-
ground we further add isotropically arriving cosmic
rays.
Later, in an advanced simulation, we use an as-
trophysical scenario that depends only on one free
parameter, the density of sources. Here, all cos-
mic rays originate from these sources, with only a
few closer sources contributing several cosmic rays
which form a pattern in the arrival distributions.
This results in a few signal patterns distributed
across the whole sky, each with particles from a
common source, while most particles appear to have
isotropic arrival directions.
Finally, we present the AGASA Observatory and
its public data set of ultra-high energy cosmic rays.
2.1. Simplified cosmic-ray scenario with a single
source
In order to keep the results unambigous and
clean, this first simulation setup is simplified yet
fairly in agreement with the measurements de-
scribed in section 1.
During the training process we generate up to
300.000 simulation sets on-the-fly with the following
general setup. The predominant part of all NCRs
events, called background, is positioned isotropi-
cally on the sky. We then add a certain fraction
fS = NS/NCRs of NS signal cosmic rays which
mimic a pattern arising from deflections in the
Galactic magnetic field (GMF). Current models of
the GMF consist of a superposition of a regular
field part which deflects particles coherently and
a turbulent field part which results in blurring and
widening of the incoming particle beam. The mag-
nitude of the magnetic field influence depends on
the cosmic-ray rigidity
R =
E
Z
, (1)
the ratio of its energy and charge. To prevent over-
training of the network which could learn specific
patterns in fixed directions of the sky we do not
use one fixed field parametrization. Instead, we
use a random value for the orientation of the sig-
nal pattern and adopt the field magnitude of both
regular and turbulent fields from [46, 48] in the fol-
lowing way: we account for the turbulent field by
a Fisher [51] distribution with a rigidity-dependent
width of
σturb(R) =
T
R / EV
rad , (2)
where we choose T position-dependently based on
typical scattering obtained in [46, 48]. During the
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training we fix T = 2.8 which corresponds to half
the maximum of the expected turbulent deflection
in [46, 48] and more than double the mean value.
It was tested that training with a fixed value T for
all training sets is beneficial for the network per-
formance even when evaluating with varying values
of T .
The coherent deflection angle δcoh is described by
δcoh(R) =
D
R / EV
rad , (3)
with a varying deflection power D which is deter-
mined position-dependently based on typical deflec-
tions from [46]. For the training it is taken from
a Gaussian distribution based on deflections again
from [46]. Additionally, a lower cut on D ensures
that the coherent deflection mostly remains larger
than the turbulent one.
The cosmic-ray energies follow the parameterized
measured energy spectrum given in [52] which con-
tains a broken power law with a smooth transition
function above the ankle. The energy threshold of
40 EeV is oriented on the data used for the recent
first indication of intermediate-scale anisotropy in
cosmic-ray arrival directions [11]. At these high
energies typical analyses of modern observatories
contain around O(1000) events which our simu-
lation accounts for with a total event number of
NCRs = 1000.
A pure helium composition is chosen for the net-
work training to enable the learning of comprehen-
sive energy orderings. Also, having a mono-atomic
composition ensures that the network does not ar-
tificially learn ratios between elemental fractions
which could differ between simulations and data.
Nevertheless, using helium instead of protons ac-
counts for the measured heavier component of cos-
mic rays at the highest energies. An example sim-
ulation is shown in Fig. 1.
To evaluate the network performance we also sim-
ulate a mixed composition scenario of the same kind
using 15% hydrogen, 45% helium and 40% carbon,
nitrogen and oxygen (in equal parts) nuclei.
2.2. A general astrophysical scenario originating
from a source population
In the previous section we introduced a simple
astrophysical simulation consisting of two parts, an
isotropic background and an additional magnetic-
field induced arrival pattern with an arbitrarily
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Figure 1: Example of simulated arrival directions used for
network training: the pattern induced by a magnetic field
with a coherent deflection power D = 7.2 is situated at
Galactic longitude l ≈ 16◦ and Galactic latitude b ≈ 45◦.
The source of this signal pattern is indicated by the star
symbol. It has a signal fraction of fS = 5.5%, thus NS = 55
signal cosmic rays are contained in this arrival pattern. The
remaining 945 events are isotropically distributed.
fixed number of signal cosmic rays. In the follow-
ing we extend this simplified approach to constrain
actual physics quantities using the network.
A common assumption is to consider a uniformly
distributed source population with source density
ρS = Nsources / V , thus exhibiting an average num-
ber of Nsources source candidates in any given spa-
tial volume V . Each of the sources accelerates nu-
clei of nuclear fractions fA with a simple power-law
energy spectrum of spectral index γ and maximum
rigidity cut-off Rcut:
dNA
dE
∝ fA · E−γ · fcut(E,ZARcut) (4)
These nuclei are emitted isotropically and they
propagate through the universe before arriving on
Earth. More details about the source modeling, e.g.
the cut-off function fcut, can be found in [8].
Under the conditions that each source i emits the
same number of nuclei with the same energy spec-
trum and the extragalactic magnetic field is weak
compared to the Galactic one, the arriving particle
flux f per source above an energy threshold at the
edge of our Galaxy depends on only two aspects.
The first one is the geometrical effect in a three-
dimensional propagation scenario where the flux fi
of a source i at distance di decreases with fi ∝ d−2i
while the source number per distance shell increases
by Nsources ∝ d2i . Thus, the geometrical effect alone
would result in a constant flux per distance bin.
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The second important effect is interactions dur-
ing cosmic-ray propagation, e.g. with photon fields,
where particles lose energy and the composition
changes. Additionally, nuclear decay and cosmo-
logical effects can attenuate particles. When com-
bined, these processes cause a suppression of par-
ticles from faraway sources. Thus, overall this sce-
nario will again result in some prominent sources
and a practically isotropic background of farther
sources of which only very few particles arrive on
Earth.
The parameters describing the sources within
this general universe setup have been evaluated be-
fore, using a combined fit of energy spectrum and
composition of one-dimensional CRPropa3 [53] sim-
ulations to cosmic-ray data measured by the Pierre
Auger Observatory [8]. In summary, the deter-
mined source parameters were: a spectral index
of γ = 0.87, a rigidity cut-off at log10(Rcut/V) =
18.62, and a composition containing 88 percent ni-
trogen and 12 percent silicon (for details see [8]).
When arriving on Earth, the composition was al-
tered due to propagation effects.
We now combine these one-dimensional propaga-
tion results with the described three-dimensional
simulation setup including both geometrical and
interaction effects. The only free parameter is
the source density ρS which regulates the number
and strength of the patterns induced by nearby
sources. For a small source density there are only
few and therefore very prominent nearby sources;
this results in rather obvious anisotropic arrival
patterns within an isotropic background. For high
source densities we therefore expect predominantly
isotropic arrival directions.
Having these extragalactic arrival directions we
can treat deflections by the GMF analogously as
in section 2.1. Therefore, the magnitude of the co-
herent and of the turbulent deflection respectively
again follow [46, 48]. Different to the first simula-
tion this time cosmic rays originate from more than
one source and thus a related deflection model has
to be applied on the sphere as a whole. This is
ensured by using a HEALPix map [54, 55] of the
direction of the coherent deflection in [46, 48].
During training, σturb(R) is again chosen inde-
pendently of the cosmic-ray direction as described
in Eq. (2) keeping T fixed. Additionally, a random
individual rotation is applied to the direction and
coherent deflection maps, resulting in different de-
flections in every generated sample. An example
arrival directions distribution is shown in Fig. 2.
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Figure 2: Example of simulated arrival directions at a source
density of 10−3/Mpc3. For this rather small source density
an anisotropic distribution of cosmic rays is obvious. Note
that the energy spectrum and composition of arriving cosmic
rays is in accordance with measurements [8].
2.3. Dataset of the AGASA Observatory
The Akeno Giant Air Shower Array (AGASA)
consisted of 111 surface detectors deployed over an
area of about 100 km2 and additionally 27 muon
detectors. AGASA was situated at 138◦ 30′ E and
35◦ 47′ N. This location determines the shape of
the exposure of the observatory which we calculate
according to [56]. The observatory was put into
operation in 1990 [57, 58] and was dismantled in
2007 [59].
The public event list for cosmic rays with energies
above E = 40 EeV and zenith angles up to θ = 45◦
contains 57 events in total [60, 61].
3. Graph Convolutional Neural Networks
In the following we will first present an overview
of the deep learning techniques necessary for this
analysis and then show the architecture of the dy-
namic graph convolutional neural network used.
3.1. Convolutional neural networks
Traditional convolutional neural networks [62]
are most successful e.g. in computer vision and
pattern recognition. The dense, discrete and reg-
ular collection of image pixels allows for scanning
the image with pixelated filters of a constant ex-
tent. Usually, K filters (kernels), covering only kn
neighboring pixels, i.e. a small part of the overall
image, are used. The convolution of a single filter
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with index a applied to pixel i of a single channel
image reads:
fai =
kn∑
j=1
θaj xij (5)
with the result fai stored in a feature map, which in
turn is scanned by further filters after adding a bias
and applying an activation function. In addition
to Cartesian grids, spherical grids have also been
used in convolutional networks [63, 39] based on
the healpix pixelization [55].
Usually, filters for deeper layers receive informa-
tion from more distant pixels due to the increas-
ing receptive field of view, so that in a figurative
sense short-range correlations can be examined in
the first layers and long-range correlations in the
deeper layers. All K filters indexed a with their
respective parameters are trained on the basis of a
task formulated in the objective function.
3.2. Graph convolutional networks
A problem for applications of CNNs in astropar-
ticle physics is that the arrival directions of cosmic
rays are continuously distributed. If one wants to
position them artificially on a grid corresponding
to the experimental directional resolution, the pixel
occupancy is extremely sparse on the one hand and,
on the other hand, in a few pixels several particles
may be found which requires an algorithm to ag-
gregate the information. Both aspects are rather
unfavorable for the actual application as this leads
to loss of information or major computational costs.
Furthermore, most convolution algorithms are de-
signed for Euclidean manifolds and therefore cannot
handle the symmetry of spherical data.
The concept of graph convolutional networks
(GCN) [64, 65] solves the unnatural requirement
of particles placed on a regular grid. In GCNs,
each particle can be treated individually with its ar-
rival direction. All particles together form a point
cloud and, when using a specific neighborhood as-
signment, a graph. Here, the exact alignment and
position of the particles has to be considered in the
convolutional operation and in the structure of the
graph. In this astroparticle-physics application, the
graph is constructed in a spherical shape as the cos-
mic rays arrive almost uniformly from all directions
onto Earth. The particles in immediate proximity
to each other in the coordinate space are then re-
garded as the environment for a convolution. In
contrast to standard convolutional networks, the
explicit cosmic ray can still be identified in the
deeper network layer allowing for node classifica-
tion and high interpretability.
3.3. Dynamic graph convolutional neural networks
The special feature of dynamic graph convolu-
tional neural networks (DGCNNs) is that in each
layer the original graph is projected onto another
graph with arbitrary dimension in coordinate space
as illustrated in Fig. 3. Each particle can still be
followed through the network, however, its nearest
neighbors have changed. The high-dimensional co-
ordinates which for each transition define the near-
est neighbors and thus the graph are derived from
the properties (features) ~xc of the particles, e.g. ar-
rival direction, energy, shower depth, etc.
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Figure 3: Principle of a dynamic graph convolutional neu-
ral network with the example of 8 cosmic rays with arrival
coordinates (x, y) and properties ~xc (features). The convo-
lution operation is performed by a neural network on the
coordinates and features, using the 2 nearest neighbors of
each particle. The result of the operation is placed in a
new high-dimensional space, thereby changing the neighbor-
hood of the cosmic rays. In this way, the arrival patterns
of the cosmic rays, even if they are distributed over the en-
tire sphere, can be jointly characterized immediately in the
following network layer.
For the convolution using the kernel, the kn near-
est neighbors of a particle i are considered. Particle
i has M -dimensional properties ~xi,c which will be
related to the properties of the kn neighboring par-
ticles. The convolutional operation is implemented
following [42] using a neural network which depends
on all values of ~xi,c, and the differences ~xi,c − ~xij ,c
between the M properties of the particle i and those
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of its neighbor ij :
hΘ(~xi,c, ~xij ,c) = NNΘ(~xi,c, ~xi,c − ~xij ,c), (6)
where Θ are trainable parameters of the kernel net-
work NNΘ. The same kernel network is then ap-
plied to all kn neighbors. The final result of the
convolution for particle i can be obtained by an
aggregation over the neighborhood, e.g. by calcu-
lating the average value:
~x′i,c =
1
kn
kn∑
j=1
hΘ(~xi,c, ~xij ,c). (7)
The output dimension of the kernel network then
defines the new dimension of the coordinate space
for the resulting new graph consisting of the NCRs
cosmic rays, illustrated in Fig. 3. The original N -
dimensional coordinate space (x, y) is extended, re-
sulting in a new graph of K feature dimensions, de-
noted by ~x′c in the middle plane of Fig. 3. This is the
decisive difference to a classic graph convolutional
network: the clustered particles are not necessarily
next to each other in their original spatial coordi-
nates. Thus, new neighborhoods resulting from the
similar properties of the particles are investigated
in the forthcoming convolutional layer.
Also, the following convolutional layer is realized
by a network (cf. Fig. 3 lower level). As the rear-
ranged particles inherit new neighbors, both short-
and long-range correlations are already analyzed at
this step. If a binary classifier is trained using the
objective function, the parameters of the two neigh-
boring networks will be adjusted such that two sep-
arate groups of particles become visible in the high-
dimensional space denoted by ~x′′c in the figure.
3.4. Network architecture
Our implementation1 of the network architecture
is inspired by [43]. In this reference, Eq. (7) is re-
ferred to as EdgeConv layer [42]. In Fig. 4, we show
at the top the input with the N -dimensional coor-
dinate space and the M -dimensional feature space.
Instead of expressing the cosmic-ray arrival di-
rection by zenith and azimuth, we use the three-
dimensional normalized vector (x, y, z) of the ar-
rival direction to avoid discontinuities in spherical
1code available at https://git.rwth-aachen.de/
niklas.langner/edgeconv_keras
coordinates. As input features we use the arrival di-
rection together with the energy of the cosmic ray,
thus four dimensions (x, y, z, E).
While the normalized directional vector (x, y, z)
has reasonable numerical values by definition, the
strong variation in the values of the cosmic-ray en-
ergies is reduced prior to the network input. By
using a transformation of the energy E′ = E0/E3
with E0 = 175, 600 EeV
3, the energy distribu-
tion becomes more uniform with most values at
O(1)/EeV2.
As the neighborhood we consider the kn = 16
nearest particles in coordinate space or in the com-
bined coordinate and feature space, respectively.
When varying this number we found no improve-
ment for the tasks studied in this work.
In the first EdgeConv layer, the kn nearest neigh-
bors are calculated using the initial coordinates of
the cosmic rays (input C in Fig. 4). The convo-
lutions are applied to their features (input F in
Fig. 4). Each EdgeConv layer performs one convo-
lution as described in Eq. (7) using a kernel network
with three fully connected layers of the same di-
mension K. Batch normalization with momentum
of 0.9 and  = 10−5 as well as ReLU activation are
applied after each layer. Finally, the average over
all neighbors is taken to obtain a permutational in-
variant layer. The dimension K of the convolution
kernels is adjusted according to the specific task
studied below. These successive transformations
can be understood as a continuous and non-linear
filter applied to each cosmic-ray neighborhood.
We use this network either as a graph convolu-
tional neural network (GCN) by limiting the coor-
dinates given to all subsequent EdgeConv layers to
the cosmic-ray arrival directions, or alternatively
as a dynamic graph convolutional neural network
(DGCNN) by extending the coordinates with the
feature space obtained in the previous EdgeConv
layer. Only in the latter case do we allow new neigh-
borhoods to be formed. Depending on the task to
be solved, we find advantages for either of the net-
work architectures.
After the convolutions, global average pooling is
used to gather the global information contained in
all cosmic rays. Using two fully-connected layers
and a final softmax activation, a binary output is
achieved which we call:
signal : xsig isotropy : (1− xsig) (8)
Thus, this final output of the network can be inter-
preted as a probability xsig that the corresponding
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EdgeConv
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Concatenation
(optional)
EdgeConv
K = 4X, 𝑘𝑛 = 16, ReLU
Global Average 
Pooling
Dropout=0.1
Fully connected
dim = 256, ReLU
Fully connected
dim = 2, Softmax
F
F
C
C
Concatenation
(optional)
FC
BatchNorm
Figure 4: Architecture of the applied neural network. The
kn = 16 nearest neighbors of each particle are determined
from the coordinate space C. The convolutional operations
on the features F are performed three times in EdgeConv
blocks. Optionally, neighbored particles are fixed through
all calculations of the network or varied by concatenation of
the spatial coordinates with the features obtained with the
convolutional operations.
set of cosmic rays contains an arrival pattern which
originated from a source.
4. Searching for cosmic-ray sources
We evaluate the performance of the network in
three challenges. In the first challenge, the goal is
to recognize whether a signal pattern of a source
is present within the arrival directions and ener-
gies of 1000 cosmic rays. In an extension, the sec-
ond challenge is to classify each particle as either
belonging to a source or to an isotropic contribu-
tion. In the third task, the network should rec-
ognize whether there are signal patterns of several
sources distributed across the sphere.
4.1. Expected sensitivity for the signal pattern of a
single source
In the first task we use the GCN (Fig. 4) with the
arrival directions of the cosmic rays as fixed coordi-
nates in all convolutional layers. This is meaning-
ful as there is at most one coherent signal pattern
on the sphere of arrival directions. An experiment
with the DGCNN exhibited no improvement be-
cause there was no need to merge signal patterns
scattered across the sphere.
We use K = 16 convolution kernels in the first
EdgeConv layer and increase this number in the fol-
lowing layers as shown in Fig. 4. After the global
average pooling, a fully-connected layer with 256
nodes is used. These hyperparameters were opti-
mized by a scan. The categorical cross entropy was
used as the objective function, and the Adam opti-
mizer [66] was used for training. The learning rate
was scheduled to drop from 10−3 to 10−5 during the
first two thirds of the training, following the falling
range of the cosine function (between 0 and pi). The
batch size was set to 60 using 30 sets of 1000 ar-
rival directions with a signal pattern of 55 helium
nuclei from a source and 30 sets of 1000 isotrop-
ically distributed arrival directions. The compar-
atively high signal fraction during training proved
to be advantageous, since the fully trained network
is then able to detect anisotropic arrival patterns
even with much smaller signal fractions. Training
experiments on different signal fractions or with a
mixed composition provided no improvement.
The expected sensitivity of the network predic-
tion was evaluated on 1000 signal sets each with a
total of 1000 cosmic rays, of which a varying num-
ber NS originate from a source and 10
7 sets with
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isotropic arrival directions. We show both the eval-
uation with helium nuclei and the evaluation with
a mixed composition. Keep in mind that, in both
cases, the network is trained with helium nuclei
only.
The final value xsig of the softmax function for
each of the signal sets was compared to the val-
ues of the isotropic sets. We define the p-value as
the relative number of isotropic sets whose function
value xsig exceeds that of the signal set.
In Fig. 5 we show the median of these p-values for
all 1000 signal sets as a function of the number of
simulated cosmic rays belonging to the signal pat-
tern.
As expected, the mono-atomic case is easier as all
cosmic rays of a pattern are ordered according to
their energy and the charges have no additional in-
fluence on the deflection angle. Here, for 13 source
nuclei in 1000 cosmic rays a signal pattern is de-
tected with more than 3σ (standard deviations).
The threshold of 5σ is reached with 18 helium nu-
clei from one source.
For a mixed composition, the minimum number
of particles from one source increases to 21 (3σ) or
31 (5σ), respectively. These numbers are remark-
able considering that the network never actually
dealt with mixed charges during training. If the
network were to exploit only the helium nuclei that
it was trained on with a contribution of 45% to
the mixed-composition scenario, one would expect
that 40 cosmic rays would be needed for an effect of
5 standard deviations. Thus, to achieve the same
effect with fewer cosmic rays, the network also ex-
ploits information carried by the other nuclei.
4.2. Identification of cosmic rays from a source
In the second task, each individual cosmic ray
will be examined to establish whether it belongs to
a signal pattern and thus originates from a common
source, or whether it is a particle of the isotropic
arrival distribution.
For this classification we analyze the au-
tonomously formed variables of the network be-
fore the pooling layer as described in the following.
Changing the network’s output layer to perform a
binary classification of each of the 1000 cosmic rays
yielded only slightly better results. For the ben-
efit of an insight into the functioning of the origi-
nal network, however, here we decide for cosmic-ray
identification using this approach.
After the final EdgeConv layer with 64 kernels
(K = 4 × 16, cf. Fig. 4), each cosmic ray is repre-
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Figure 5: Probability that isotropic cosmic-ray arrival di-
rections result in a network response at least as high as a
signal enriched simulation as a function of the number NS of
source cosmic rays. The total number of events in one sim-
ulated dataset is 1000. Shown is the median p-value from
1000 simulated evaluations for a helium composition (solid
red symbols) and for a mixed composition (open blue sym-
bols). The network was trained on signal scenarios with
NS = 55 source nuclei and scenarios of solely isotropic ar-
rival directions, both containing helium nuclei only.
sented as a vector in a 64-dimensional feature space
resulting in a total dimensionality of (64 × NCRs).
The pooling layer takes the mean over all cosmic
rays resulting in 64 output values. These encode the
information about whether or not there is a signal
pattern in the arrival directions of the cosmic rays,
which is then processed by the subsequent fully con-
nected layers to provide the final binary output. In-
stead, we now use the complete information of (64
× NCRs) values before the pooling layer to identify
cosmic rays originating from the source or from the
isotropic arrival distribution.
In Fig. 6a we show the median values for each of
the 64 dimensions for a single set of 1000 cosmic
rays. The 15 cosmic rays from the source are de-
noted by the dark-red marked distribution and the
median values of isotropically arriving particles are
shown as a distribution marked in gray. The or-
der of the 64 variables is arbitrary and shown here
for visualization purposes in a way that the median
value for the isotropic distribution increases. The
colored areas around the median values denote the
68% quantile of the values of all contributing cosmic
rays.
For the particles from isotropic arrival distribu-
tions the median values are close to zero in all di-
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mensions, and even invisible in the figure for di-
mensions 0 to 29 owing to their small values. For
the particles of a signal pattern the information ap-
pears to be encoded in the dimensions 0 to 29 with
median values around 9. In the last 34 dimensions,
however, the median values of signal cosmic rays
are close to zero. Thus, the network allocates ap-
proximately half of the available feature dimensions
for cosmic rays originating from the source, while
the other half is used for isotropic cosmic rays. This
indicates that the network effectively performs clus-
tering in the high-dimensional feature space which
separates the signal cosmic rays from the isotropic
ones.
For an additional visualization of this process
we use the t-SNE algorithm. This algorithm em-
beds high-dimensional data in a reduced number of
dimensions by keeping the implicit structure, i.e.
neighborhoods and connections, in place. For fur-
ther information refer to [67].
The three-dimensional representation of the 64-
dimensional point cloud after the final Edge-Conv
layer is shown in Fig. 6b. One can see clear clus-
tering of the cosmic rays from the source pattern,
while some isotropic cosmic rays are also clustered
near this region.
To distinguish between cosmic rays that most
likely originated in a source and isotropic ones we
make use of the network’s clustering of source cos-
mic rays in the first dimensions of the feature space.
Subsequently, for each cosmic ray we take the me-
dian of the first 27 dimensions (preserving a buffer
zone) of its vector in the feature space. We iden-
tify cosmic rays with a median value greater than 3
as coming from a source and below 3 as belonging
to the isotropically arriving distribution. We have
verified that this threshold works well even if the
total number of cosmic rays varies.
To assess the quality of the identification, we cal-
culate the efficiency of assigning a signal particle as
belonging to the signal pattern by:
 =
# correctly identified signal cosmic rays
# signal cosmic rays
(9)
We also calculate the purity with which a particle
identified as signal actually belongs to the signal
pattern of a source as:
ρ =
# correctly identified signal cosmic rays
# identified signal cosmic rays
(10)
An example of classified arrival directions for
a pure helium simulation is shown in Fig. 7.
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Figure 6: Visualization of the network for separating sig-
nal cosmic rays (red) from isotropically arriving cosmic rays
(gray). For a single simulated data set with 1000 cosmic
rays, 15 of which originate from a common source the me-
dian values seen in (a) (solid lines) are calculated for each of
the 64 dimensions of the final EdgeConv layer. The shaded
areas represent the 68% quantile. (b) A three-dimensional
representation of the final EdgeConv layer’s output is cre-
ated using the t-SNE technique [67].
The simulated underlying signal pattern contain-
ing 15 particles is identified and all signal par-
ticles were labeled correctly with an efficiency of
100%. Some surrounding isotropic particles were
incorrectly classified in this example with a median
greater than 3, which reduces the purity to 65.2%.
To assess whether or not this is a representative
example we examine 500 sets with varying num-
bers of signal cosmic rays. In Fig. 8 we show the
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Figure 7: Classified arrival directions: the color scale in-
dicates the median of the first 27 feature dimensions. A
cosmic ray is identified as signal with a median of the 27
feature values greater than 3 and is otherwise attributed to
isotropy. The signal pattern (denoted by filled circles) is
correctly identified.
efficiency and purity as a function of the number of
signal particles of a source separately for the sce-
nario with pure helium and for the mixed composi-
tion.
For the helium scenario, 18 signal particles from
one source were required to achieve a significance
of 5 standard deviations (cf. Fig. 5). If the pat-
tern is detected, in median all 18 cosmic rays are
identified correctly with an efficiency of 100 percent
as shown in Fig. 8a. Nevertheless there are cases
where fewer or even no cosmic rays with median
feature dimension values above 3 are detected re-
sulting in cases with a low efficiency. This is shown
by the shaded region representing the 68% inter-
val in Fig. 8a. The median purity of 60% shown in
Fig. 8b is still rather low at NS = 18 and exhibits
a large spread. This means that, in addition to the
(in median) 18 correctly identified source particles,
(in median) 12 of the isotropically arriving particles
are incorrectly identified as signals. In the mixed
composition case, 31 identified source particles for
5 standard deviations have an efficiency and purity
of around 60%− 70%.
4.3. Search for multiple cosmic-ray sources
In the third challenge, we again aim to identify
signal patterns in the arrival directions and ener-
gies of cosmic rays. Due to the general astrophys-
ical scenario used (see section 2.2), there may be
signal patterns from several different sources, each
contributing different numbers of cosmic rays.
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Figure 8: Median efficiency (a) and purity (b) of 500 simu-
lated sets as a function of the number of signal cosmic rays
NS coming from a single source. The remaining (1000−NS)
cosmic rays are distributed isotropically. Both the pure he-
lium (solid red) and the mixed composition (blue) are shown.
Transparent bands represent the 68% quantile.
For this analysis we use the dynamic graph con-
volutional network (DGCNN) with the extension
of the coordinate space from the second network
layer onward by considering the arrival directions of
the particles as well as the features resulting from
both the particles and their neighborhoods. Thus,
the network has the possibility to change neighbor-
hoods in deeper layers in such a way that neighbor-
hood properties can be exploited for the respective
challenge. Here, we find that the dynamic graph
network performs better than the graph network
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with fixed neighborhoods. Since signal patterns can
appear anywhere on the arrival sphere of the par-
ticles, the dynamic graph network can effectively
analyze the signal patterns of different localizations
on the sphere at an early stage by forming suitable
neighborhoods. Optimized by scanning we decide
to increase the kernel size from K = 64 in the first
EdgeConv layer to K = 256 in the last one.
As training data we use simulated astrophysical
scenarios with a source density of 10−3 Mpc−3. At
this rather small source density the arrival direc-
tions exhibit stronger anisotropies (cf. Fig. 2) which
enables a stable training process. It was verified in
a scan over the source density that 10−3 Mpc−3 is
a reasonable choice.
As isotropic comparison we also use the same sce-
narios, but randomize the arrival directions. In this
way we ensure that the energy distribution of the
cosmic rays remains unchanged.
We follow the previously outlined calculation of
the p-value: first, we calculate the network predic-
tion xsig of 1000 simulated astrophysical scenarios
with signal patterns from different sources. We then
determine the relative number of isotropic scenarios
that have a larger value xsig than each of the signal
scenarios.
In Fig. 9 we show the median p-value, determined
from the 1000 signal scenarios, as a function of the
source density. Under the conditions of this gen-
eral astrophysical scenario, a set of 1000 arriving
cosmic rays with signal patterns can be identified
with 3 standard deviations at a source density of
4.0·10−2 Mpc−3. The limit of 5 standard deviations
is reached at a source density of 1.5 · 10−2 Mpc−3.
If data of an observatory which can observe only
a part of the sphere are used, the sensitivity de-
creases accordingly. Here, we use the geometric ex-
posure of the AGASA Observatory by way of exam-
ple while keeping NCRs at 1000. The blue symbols
in Fig. 9 denote the corresponding reduced exclu-
sion limits where the 5σ confidence limit is reached
for 5 · 10−3 Mpc−3.
Additionally, we explore the sensitivity of the
network on a dataset with only NCRs = 57 cosmic
rays following the AGASA exposure. The corre-
sponding p-values are shown in gray in Fig. 9. One
can see that the sensitivity is considerably reduced
as expected. The 3σ confidence limit is only reached
for a source density of 6 · 10−5 Mpc−3 and the 5σ
at 8 · 10−6 Mpc−3.
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Figure 9: Probability of the cosmic-ray arrival directions
with multiple signal patterns to originate from isotropic sce-
narios as a function of the source density. The signal patterns
were simulated using the general astrophysical scenario with
the source density as the only parameter (section 2.2).
5. Source density limit from AGASA data
In this section we apply the dynamic graph
convolutional network to the 57 ultra-high energy
events of the AGASA Observatory (cf. section 2.3).
To begin with we train the network using simulated
datasets with 57 cosmic rays within the exposure of
the observatory. For the training we use the gener-
alized astrophysical scenario (cf. section 2.2) with
source density as the only free parameter where we
determined ρS = 10
−4 Mpc−3 to be a good choice
based on a scan on simulations. To account for
the difference between the energy spectrum of the
AGASA data and the simulated one, we replace the
cosmic-ray energies before applying the deflection
in the simulation: for this, 57 random energies are
sampled from a power law spectrum with γ = −3.4,
which results in a median energy close to the me-
dian of the AGASA measurements. The energies
are replaced such that the order of the energy val-
ues remains the same.
For the measured 57 events, we determine the p-
value as presented in section 4.1. For that we gener-
ate isotropic sets of 57 cosmic rays by randomizing
the arrival directions of the measured events. This
procedure again ensures that the energy distribu-
tion of the cosmic rays remains unchanged.
The network response xsig from the AGASA
dataset lies fairly within the isotropic expectation
and is exceeded by p = 65% of the isotropic sim-
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ulations. Thus, in the relatively few events of the
AGASA Observatory the network finds no signs of
signal patterns in the arrival directions. Therefore,
we calculate a lower limit for the source density
for the generalized astrophysical scenario. To this
end, we invert the question and ask what minimum
source density ρS the generalized astrophysical sce-
nario needs to have in order to satisfy the p-value
of the data. For this purpose, we investigate the
distribution of the p-values for 1000 simulated data
sets at each source density ρS of the generalized
astrophysical scenario.
We obtain a lower limit of 3 · 10−4 Mpc−3 for
the density of cosmic-ray sources at 95% confidence
level.
According to Fig. 9, we expect that a larger num-
ber of cosmic rays, such as those measured by mod-
ern observatories, will significantly improve the de-
termination of the source density. In addition, sig-
nal patterns could be detected by the higher data
statistics.
6. Conclusion
In this work we investigated graph networks for
the identification of source patterns in the cosmic-
ray arrival directions and energies. These source
patterns originate from cosmic nuclei that are de-
flected in the coherent magnetic field of our Galaxy
and allow cosmic-ray sources to be identified.
Graph convolutional networks are particularly
well suited to investigate cosmic rays with their
individual arrival directions without digitizing the
directions on a Cartesian or spherical grid. The
convolutional operation is defined by the particles’
nearest neighbors, whose properties are character-
ized in a K-dimensional space.
When classifying a data set as either isotropic
background or containing a signal pattern, our in-
vestigations show that the particles of a signal pat-
tern are bundled in the K-dimensional property
space separately from the isotropically arriving par-
ticles.
The network thus identifies data sets with a sig-
nal pattern of 18 helium nuclei in 982 isotropically
distributed particles with a confidence of 5 standard
deviations against isotropic data sets. Additionally,
in median the network correctly identifies all 18 he-
lium nuclei from the signal pattern and incorrectly
identifies 12 particles that actually belong to the
isotropic background.
For a generalized astrophysical scenario, which
depends only on the source density and gen-
erates multiple source patterns distributed over
the sphere, dynamic graph convolutional networks
prove to be advantageous. In this case, the neigh-
borhoods of the particles in deeper network layers
can be optimized for the convolutional operation in
such a way that the properties of signal patterns
can be studied together despite very different spa-
tial arrival directions.
As a measure for the sensitivity of such networks,
we expect that the existence of signal patterns can
be proven with 5 standard deviations for 1000 cos-
mic rays at an upper limit for the source density of
1.5 · 10−2 Mpc−3.
As an example for data measured by an obser-
vatory we analyzed the public data of the AGASA
experiment with energies above 40 EeV. A signal
pattern could not be detected here with 57 cosmic
rays only. However, from these data we give a lower
limit on the source density of the generalized astro-
physical scenario of ρ95S = 3 · 10−4 Mpc−3 at 95%
confidence level.
We also show that we could greatly improve such
an exclusion limit for the source density when us-
ing data from current observatories with more than
1000 cosmic rays. Furthermore, patterns may be
found and thus sources of ultra-high energy cosmic
rays identified.
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