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Abstract / Motivation 
 
Finding Paths via Quantum Systems  
And Its Application for Quantum Algorithms 
by 
Daniel Koch 
Advisor: Mark Hillery 
 
The field of Quantum Information Theory provides the theoretical foundation for the 
pursuit of quantum computers.  The ongoing questions of how quantum computers will be 
realized and what they will achieve, are both very uncertain.  However, worldwide efforts are 
beginning to converge on some answers, and the future of quantum computers is looking brighter 
than ever.  In contribution to the grand goal that is quantum computing, this thesis serves as a 
demonstration to the usefulness of quantum over classical computing.  The central theme of my 
work, and my collaborators, is the exploration of using quantum systems as a tool for path 
finding and search algorithms. 
First, we explore a specific problem of sequential measurements in Quantum Information 
Theory, namely quantum retrodiction.  In experiments involving quantum systems with 
numerous intermediate interactions, often times the only thing that matters to the experimenters 
is the final measurement.  However, quantum retrodiction is the problem of extrapolating 
information about the past of a quantum system, by studying the present state.  The case studied 
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in this dissertation is the retrodiction of a series of two-outcome measurements, the double and 
triple qubit-interferometers.  In both cases, we are presented with the problem of inferring the 
results of the two-outcome measurements, using only the final state of the system.  Specifically, 
all of the possible outcomes from the measurements result in a different final state, and we are 
tasked with distinguishing which final state we have.  One version of this problem can be seen as 
light traversing a series of half-silver mirrors, and we would like to know the path the light took.  
To distinguish which final state we are given, we employ the use of POVMs (Positive-Operator 
Valued Measurements) that reflect the symmetry of the system.  The effectiveness of these 
POVMs in solving the retrodiction problem are then presented, along with a few comments as to 
other types of information that can be extracted. 
Second, we examine a different type of path finding via a quantum system.  For a given 
graph G that can be expressed by connections and nodes, the same graph can be mapped onto a 
quantum system with a Hilbert space H.  All of the connections in the graph can be represented 
as states in H, and the nodes act as sites for local unitary operations.  The sum of all these local 
operations give rise to U, which is the unitary operator that acts on H, and describes the behavior 
of the system.  Using this formalism, we explore a particular type of U called a scattering 
quantum random walk.  The quantum random walk is the quantum mechanical analogy to the 
classical random walk, and serves as a powerful tool for searching on a graph.  In this 
dissertation, we present the case of searching for a marked final node, on a graph that consists of 
a series of stars.  The initial state of the system has an equal probability distribution among all 
states, reflecting no a priori knowledge about the location of the final node.  But by applying the 
quantum random walk, the final state of the system reaches a superposition where nearly all of 
the probability is concentrated along the path leading to the marked final node.   
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Lastly, we extend this idea of using a quantum random walk to reveal a path even further.  
We examine a specific type of graph G, called an “N-tree” graph, and apply our quantum random 
walk scheme.  An N-tree graph can be described as a maze where the solver is presented with a 
junction consisting of N choices.  Beyond each choice, is an identical junction of N choices, and 
so on.  The depth of the maze is categorized by a parameter M, thus, to correctly solve the maze 
one must make M correct choices in succession.  Labeling the marked final nodes as F, we 
present a quantum algorithm that uses a quantum random walk to locate F faster than any 
classical algorithm.  Specifically, the quantum random walk results in a final state of the system 
with a high probability concentration on all the states leading to F.  Two methods for searching 
for F are then presented.  The first approach mimics the ideology of a Grover Search, relying on 
repetitive searches until F is found.  The second approach presents a novel use of past 
measurements to dictates how the algorithm proceeds next.  Specifically, we take advantage of 
the fact that states along the path leading to F hold most of the probability in the system.  In the 
end, the second quantum algorithm approach provides an speedup over the classical algorithm of 











The biggest thank you goes out to my adviser, Mark Hillery.  From day one, he’s been 
amazing at being clear when teaching to me, and concise with his expectations and guidance of 
me.  His level of hands-on / hands-off approach has been absolutely perfect in my development 
of becoming a physicist.  When I speak of him with friends and family, I refer to him “Hilldawg” 
(he doesn’t know that) because he’s also an amazingly super chill guy to sit down and chat with.  
I have the upmost respect and gratitude for this man. 
Next, a big thank you to all my colleagues and peers that have played a role in this 
pursuit of a Ph.D.  First off, a big thanks to János Bergou for always being like a second adviser, 
and for organizing all of those weekly talks for our group.  I’d like to say thank you to Daniel 
Moy and Renee Sasaki for being the best physics department duo anyone could ever ask for!  A 
big shout-out to my classmates / co-workers David Ascienzo, Dov Fields, and Steve Munoz.  
Graduate School is a long, difficult undertaking, but these guys made it a joy to come to classes 
and work.  I’m going to miss our after work board game hangouts, but I know that I have made 
three lifelong friends. 
Lastly, I want to thank my friends and family.  To my immediate family Mark, Grace, 
and Laurel – I could feel the love and support every time I came home.  To everyone I consider 
my “home away from home” family here right here in New York – especially my old roommates 
Shanna and Will – I can’t thank you all enough for making me feel so welcome here.  And of 
course, thank you Julie!  We would have never come to this crazy city without you, and I am 
forever grateful we have.  From the moment I chose Physics at SJSU, through all the stressful 
viii 
 
homework and tests, to the very last line of this dissertation, you’ve never stopped loving and 
supporting me.  I probably would have gone crazy on numerous occasions, if it weren’t for you 
by my side this whole time (plus we have you to thank for Billy and Kimmy, so shout-out for 
























Table of Contents 
Abstract..........................................................................................................................................iv 
Acknowledgements .....................................................................................................................vii  
Table of Contents..........................................................................................................................ix 
List of Figures..............................................................................................................................xii  
Chapter 1: POVMS and Retrodiction of Qubit Interferometers ………….............................1 
 1.1 Standard Quantum Measurements and POVMs………………………………………1 
 1.2 Multi-Qubit Interferometers and Retrodiction………………………………………...7 
 1.3 Using POVMs for Maximal State Discrimination…………………………………...16 
Chapter 2: Using Quantum Random Walks to Reveal Paths…………..…………………....26 
2.1 Scattering Quantum Random Walks…………..…………………………………..…26 
2.2 Quantum Walk on a Star Graph……………………………………………...………30 
2.3 Revealing Paths on a Series of Stars…………………………………………………37 
2.4 Fastest Search Algorithm on a 2-Star Maze…………………………………..……..43 
Chapter 3: Searching on Tree Graphs…………………………………………………….…..61 
 3.1 Tree Graphs……………………………………………………………………....…..61 
 3.2 Classical vs. Quantum N-Tree Graphs…………………………………………….…65 
 3.3 Approximate Solutions for N-Tree Graphs……………………………………..……75 
 3.4 Searching for F Directly Algorithm………………………………...………………..82 










List of Figures 
 
Figure 1.1  Double Interferometer represented as a qubit.  The qubit reaches the end of the 
interferometer in one of four possible states, depending on each of the two-outcome 
measurements………………………………………………………………………………...…..14 
 
Figure 1.2  The four possible final states |Ѱ⟩, for the double interferometer.  Based on the 
parameter θ, the four |Ѱ⟩’s can be represented at different locations on a 2D space.  (left) The 
case for θ = 0 shows that by extracting no path information, the four states are indistinguishable.  
(middle) The case for θ = 
π
4
 shows how the second projective measurement perfectly 
distinguishes the states into two clusters.  (right) The intermediate case for θ = 
π
6
 shows an 
example where all four states are spread apart…………………………………………………14 
 
Figure 1.3  Success Probability as a function of θ, for the case of the qubit double 
interferometer.  Both POVMs reach the same maximum value of 0.5, but the numerically 
optimized POVMs are favorable for all other values of θ…………………………………...…..20 
 
Figure 1.4  Success Probability as a function of θ, for the case of the triple interferometer.  Here, 
the two POVMs do not reach the same maximal value.  The success probability of identifying 
the correct final state for the numerically optimized POVMs outperforms the square root POVMs 




Figure 2.1  (red) The probability distribution for a classical random walk.  (blue) The probability 
distribution for a coined quantum walk.  The quantum walk shows a strong tendency to travel to 
the right because of a choice in the initial condition of the system, where the particle starts in a 
spin up state (corresponding to moving right).  If spin down is chosen instead, one would get an 
identical distribution favoring to the left………………………………………………………27 
 
Figure 2.2  The local unitary operator 𝑈A acts on the incoming state |1, 𝐴⟩ (grey arrow).  The 
result is that the amplitude of the incoming state is distributed to all of the outgoing states 
connected to vertex A (white arrows).  This process can be thought of as the incoming particle 
‘scattering’ into the vertex, with some probabilities of reflection and transmission………...…..28 
 
Figure 2.3  A Star Graph.  The central vertex (0) is connected to N external vertices, here N = 8.  
Each edge in the graph represents two states in the Hilbert system, one for each direction.  The 
nodes act as locations for local unitary operators that map incoming to outgoing states.…….....31 
 
Figure 2.4  Probability of measuring vertices as a function of unitary steps.  (blue) The 
probability of measuring the specially marked vertex. (green) The probability of measuring any 
of the seven non-marked vertices.  We see a peak in probability after 5 unitary steps, followed by 
a drop off.  The scattering quantum random walk produces a sinusoidal probability distribution 




Figure 2.5  String of Stars.  For this graph geometry, we have N identical star graphs all 
connected linearly.  Each individual star shares one external node with its two neighbors.  For 
our search, we are given a starting location (vertex S) on the leftmost star, and we would like to 
find the specially marked vertex F, located at the rightmost star.  The locations of all the 
connecting nodes between stars is unknown…………………………………………………….38 
 
Figure 2.6  String of stars with alternating initial phases.  The states representing the edges in 
each star start with either a +1 or −1 initial phase, in an alternating fashion.  Choosing which 
stars start with +1 vs. −1 has no impact on the final state of the system, so long as the pattern is 
alternating……………………………………………………………………………………..…40 
 
Figure 2.7  (left plots) The total probability of the system concentrated along the states that 
make up the path from S to F, as a function of unitary steps.  Regardless of the number of stars in 
the system, the probability of measuring a state along the correct path always peaks at the same 
time.  (right plots) The probabilities of the individual states that make up the correct path, at the 
moment when they are most probable.  As shown in both cases, the vast majority of probability 
in the system is distributed near evenly across the path states…………………………………..41 
 
Figure 2.8  Probability distributions as a function of unitary steps for the case where the states in 
both stars are initially positive.  (blue solid) The total probability from the edges that make up the 
xiii 
 
full path from S to F. (black dashed) The probability concentrated on the edge connected to the 
vertex labeled S. (purple dot-dashed) The probability concentrated on the edge connected to the 
vertex labeled F (green dotted) The probability concentrated on the edges connecting the two 
stars………………………………………………………………………………………………44 
 
Figure 2.9  Probability distributions as a function of unitary steps for the case where the states in 
the two stars are initially out of phase.  (blue solid) The total probability from the edges that 
make a path from S to F. (black dashed) The probability concentrated on the edge connected to 
the vertex labeled S. (purple dot-dashed) The probability concentrated on the edge connected to 
the vertex labeled F.  (green dots) The probability concentrated on the edges connecting the two 
stars………………………………………………………………………………………………45 
 
Figure 2.10  Peak probabilities and their locations for the various edges making up the path from 
S to F, corresponding to the four plots in figures 2.8 and 2.9.  Each entry contains two numbers: 
(left) the maximum probability and (right) the number of unitary steps needed to reach the peak.  
The two leftmost columns correspond to the cases where only F reflects with −1, while the two 
rightmost columns correspond to the cases where both S and F reflect with −1.  At the top of 
each column, ++ marks the cases where both stars are initially positive, while +− marks the cases 
where the stars are initially out of phase……………………………………………………...….50 
 
Figure 2.11  The average number of steps needed to find F.  The four cases are distinguished by 
the same conventions as in figure 2.10. These speeds are generated using the data from figure 
xiv 
 
2.10 in combination with equation 2.4.1.  One finds that the cases where both stars are initially 
positive lead to fastest searches……………………………………………………………...…..51 
 
 
Figure 2.12  Each table shows the various routes for finding F, which result from a measurement 
on either the 2-star or 1-star system.  In both tables, the number of trials corresponds to the 
number of measurements the solver makes before finding F.  The ‘Probability’ and ‘Steps’ 
columns give the probability of each route and the corresponding number of total unitary steps.  
Because there is no maximum number of trials, each case goes on infinitely, representing the 
situation where a solver’s measurements endlessly fail to yield F or the center states………….53 
 
Figure 2.13  Additional data from the plots in figures 2.8 and 2.9.  These data points include the 
non-peaked values of P(F), S(F), P(Center), and S(Center) for the various moments when the 
system is prepared for a different optimal measurement.  For example, the values in the 
bottommost table correspond to the probabilities of measuring F for when the system is prepared 
for a peak probability of measuring the center states……………………………………………56 
 
Figure 2.14  The adjusted average speeds, which factor in the possibility of completing the 
search on the 1-star system containing F.  Each row corresponds to preparing the system for a 
different type of optimal measurement.  In the end, the combination of ‘Optimal F’, ‘F only’, and 
xv 
 
‘+−’ gives rise to the fastest overall search algorithm.   A close second is observed for the 
‘Optimal Full Path’ case………………………………………………………………..………..57 
 
Figure 3.1  Mapping a search on a database to a graph geometry.   This maze structure 
represents the problem of trying find a file (F), given no knowledge of where it is.  S represents 
the highest layer of the data structure.  Nodes that have further nodes branching off from them 
represent folders, while dead end nodes represent files that are candidates for F…………….…62 
 
Figure 3.2  An example of an N-tree graph.  N represents the number of paths branching off 
from each node.  M represents the number of nodes separating S and F.  To locate the correct 
final node F, which lies somewhere at the deepest layer, one would need to guess the correct 
path at each junction M times in succession………………………………………………..……64 
 
Figure 3.3  (blue solid) Probability of finding F as a function of steps, using a depth-first 
classical search algorithm, on an N-tree graph where N=2, M=3.  Each jump in probability 
corresponds to the algorithm checking an end node.  (green dashed) A linear fit using the points 
(0,0) and (E,1)…............................................................................................................................67 
 
Figure 3.4  (red solid) The probability of measuring the special vertex F, as a function of unitary 
steps. (black dashed) The probability of measuring any edge along the correct path from S to F 
xvi 
 
(including F), as a function of unitary steps.  The result of letting only F reflect with −1 gives 
rise to a strong sinusoidal probability distribution for the path states……………………….…..69 
 
Figure 3.5  Plotted are the probability distributions, as a function of unitary steps, for the 8 
closest edges along the correct path.  The edges closer to F all peak around the same time, and 
have the largest probabilities.  As the edges get closer to S, their peak probabilities start to 
diminish.  This diminishing trend continues all the way to the edge connected to S……………70 
 
Figure 3.6  Plotted are the probabilities of measuring F as a function of maze size M, for the 
case N=2. (blue circle) The probability of a measurement result yielding F, when the system is 
prepared for a peak F measurement. (green triangle) The probability of a measurement result 
yielding F, when the system is prepared for a peak path measurement.  At smaller maze sizes, 
there is a small sacrifice in searching for F when one prioritizes path measurements.  However, 
at larger maze sizes, there is virtually no loss………………………………………………..…..72 
 
Figure 3.7  The probability of a measurement result yielding F, when the system is prepared for 
a peak F measurement.  As graph sizes increase, in both N and M, the peak probability for 




Figure 3.8  The probability of a measurement result yielding a state along the correct path, when 
the system is prepared for a peak path measurement.  As graph sizes increase, in both N and M, 
the peak probability of measuring a path state increases as well……………………………...…74 
 
Figure 3.9  These results are from a graph size N=2, M=10.  (solid black) The exact probability 
of measuring a state along the correct path, as a function of unitary steps. (dashed blue) The total 
path probability as predicted by the approximate solution given by equation 3.3.7.  As illustrated 
for this relatively small sized graph, the plot produced by the leading order approximate equation 
is very near the exact solution, particularly the moment when the probability is peaked……….79 
 
Figure 3.10  (black dots) The exact values for the eigenangles θλ, as a function of N, for various 
constant values of M. (red line)  Power fit curves of the form y = AxB.  Thus, for a constant 
value of M, these fits strongly suggest that ε(N,M) is of the form ε ≈ ANB…………...………..80 
 
Figure 3.11  Figure 21.  Probability of successfully measuring F as a function of steps.  (red 
solid) Quantum search algorithm of searching for F directly. (blue dashed) Linear approximation 
for a classical algorithm using a Depth-First search.  The moment at which each plot reaches a 




Figure 3.12  Speedup obtain by using the ‘search for F directly’ algorithm, as compared to a 
classical Depth-First search.  At smaller graph sizes, the speedup is negligible.  But as M gets 
larger, the speedup obtained from the quantum search becomes more impactful……………….87 
 
Figure 3.13  An example of ‘moving’ through a graph.  (left) Suppose a measurement is made 
on the quantum system, and yields a state that represent the edge marked by a red star.  The node 
connected to this edge, in the direction of S, is then turned “off”.  (right) Once off, this node then 
acts as an end node which reflects with +1, and can be thought of as S for the new system.  One 
then continues the search algorithm on the smaller tree graph…………………………………..89 
 
Figure 3.14  (N=2) Average exiting speed from a dead tree, as a function of graph size.  For 
larger graphs, the first measurement after stepping into a dead tree will almost always move the 
solver so close to the end, that the number of steps required by subsequent measurement is 
negligible.  Hence, the graph shows that the exiting speed approaches the limit U(N,M)……...92 
 
Figure 3.15  (N=2) Plotted are the average speeds by which the various algorithms can locate F, 
as a function of graph size.  The markers indicate the exact values for the graph sizes M.  (black 
square) Average speeds obtained by using a classical Depth-First search algorithm.  (green 
triangle) Average speeds obtained by using the ‘search for F directly’ quantum search algorithm.  
(red circle) Average speeds obtained by using the ‘follow the measurement’ quantum search 
algorithm.  For graph sizes larger than M=5, the follow the measurement algorithm is the fastest 
xix 
 
search.  As M gets larger, this algorithm trends toward the theoretical limit, suggesting that it 





Chapter 1: POVMs and Retrodiction of 
Qubit Interferometers 
 
 Measurements are an essential part of Quantum Information Theory.  In any quantum 
system, we encode information into the states of the system, manipulate the states in some way, 
and then extract the information back by means of measurements.  Thus, a thorough 
understanding of quantum measurements is required before tackling larger problems of quantum 
information.   
In this chapter, we quickly go over the basics of standard quantum measurements, and 
more importantly focus on POVMs (Positive Operator Valued Measures).  POVMs are the most 
general formulation of quantum measurements, and expand the possibilities for ways to extract 
information from a quantum system.  As the focus of this chapter, we will apply the concept of 
POVMs to a specific case, namely the double and triple qubit interferometers [1].  It is shown 
that by utilizing cleverly chosen POVMs, one can extract more information about the system 
than with standard measurements. 
 
 
1.1 Standard Quantum Measurements and POVMs 
 Suppose we are interested in some observable of a particle, X.  In quantum mechanics, 






Since X is a Hermitian operator, it has real eigenvalues 𝜆𝑗 corresponding to 
macroscopically distinguishable observables.  Each eigenvalue has a corresponding 
eigenstate |𝑗⟩.  Altogether, the eigenstates form a complete set in the Hilbert space of the system.  
𝐏𝑗 is a projection operator that projects onto the subspace spanned by |𝑗⟩⟨𝑗|.  These projectors 
span the identity: 
(1.1.2) 
In this paper we will focus on systems with a finite number of dimensions, as opposed to 
continuous systems like position and momentum.  For simplicity, we will only work with a 
complete orthonormal basis set {|𝑗⟩}, such that there are no degenerate eigenvalues.  We can 
now discuss the role of standard quantum measurements on the system described above.  The 
following postulates are taken from [2] and describe the behavior a measurement performed on a 
quantum system, initially prepared in a pure state: 
1. The projectors 𝐏𝑗 span the entire Hilbert Space. (eq. 1.1.2) 
2. From the orthogonality of the states, we have 𝐏𝑖𝐏𝑗 =  𝐏𝑖𝛅𝑖𝑗. In particular, 𝐏𝒊
𝟐 =  𝐏𝑖.  
Thus, the eigenvalues of any projector are 0 and 1. 
3. Any measurement of X yields one of the eigenvalues 𝜆𝑗. 
4. If the outcome of the measurement is 𝜆𝑗, then the state of the system after the 
measurement is:  
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  (1.1.3) 
 
5. The probability that a particular outcome is found by the measurement is: 
(1.1.4)  
 
6. If a measurement is performed but the results are not recorded, the post-measurement 
state can be described by the density operator: 
                   
 (1.1.5) 
where |Ѱ⟩ is the state of the whole system. 
In summary, these postulates describe a probabilistic system in which we have no control 
over individual outcomes.  Because of this, often times in quantum information we are typically 
not concerned with individual results, but rather averages.  For example, in the later chapters of 
this paper, we will examine several quantum algorithms where we expect many individual 
measurements to fail, but on average the overall algorithm is still faster than its classical 
counterpart. 
 The above postulates form a standard quantum measurement, but now we would like to 
go beyond them.  Postulate 1 tells us that the number of projectors 𝐏𝑗 is bounded by the 
dimensionality of our Hilbert space.  There is a probability p𝑗 of measuring the state |𝑗⟩, and 
there is exactly one projector associated with this outcome.  This formulism can be seen as a 
natural way to represent problems where the measurements correspond to observables that are 
represented by Hermitian operators on the system.  For example, if the location of a particle can 
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be in one of n possible places, it makes sense to represent the problem as a Hilbert space with n 
orthogonal states, one to represent each possible location. 
 Now, suppose we are not limited to exactly n states, but rather m, any number of our 
choosing.  The first consequence of doing so means that the m states of the system are no longer 
directly eigenstates of an observable.  Instead, they must represent some kind of new information 
about the system, related to the observables in some way.  This is precisely what POVMs 
(Positive Operator Valued Measurements) represent, measurements that give us indirect 
information about a quantum system. 
 First, we must return to the postulates mentioned previously and generalize them.  
Specifically, suppose our system is initially in a mixed state, rather than a pure state.  Then it is 
better to express postulates 4-6 as (taken from [2]): 








6. If a measurement is performed but the results are not recorded, the post-measurement 






These three equations reduce to the original 4-6 for the pure state density matrix ρ = |Ѱ⟩⟨Ѱ|.  
Note that equations 1.1.6 and 1.1.7 use the cyclic property of the trace function. 
 Now, to generalize the above postulates to incorporate more than just orthogonal 
projectors, we focus on postulates 1 and 5.  We require that all probabilities p𝑗 are positive 
valued, and a sufficient condition for this is that 𝐏𝑗 be a positive operator.  So we shall replace 𝐏𝑗 
with a positive operator Π𝑗 .  A positive operator is defined as being self-adjoint and satisfying the 
condition: 
(1.1.9) 
where the operation above is the inner product defined in a Hilbert space H. 
 By generalizing 𝐏𝑗 to the positive operators Π𝑗 , we have our new definition of 
probabilities: 
(1.1.10) 
with the normalization condition: 
(1.1.11) 
We see that our choice of positive operators Π𝑗 , which we shall now refer to as POVMs, 
must be a decomposition of the identity matrix.  A major advantage of switching to POVMs is a 
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new freedom in choosing the underlying operators that represent the effect of the measurement 
on a state.  The structure of POVMs can be expressed as: 
(1.1.12) 
where 𝐀𝑗 are the operators that generate the postmeasurement states: 
(1.1.13) 
 
for an initially pure state |𝜓⟩, and: 
(1.1.14) 
 
for an initially mixed state 𝜌. 
If a measurement is made but the results are not recorded: 
(1.1.15) 
 
Unlike the previous 𝐏𝑗, the new generalized operators 𝐀𝑗, referred to as detection 
operators, do not need to be orthogonal or positive, or even Hermitian.  As long as one chooses 
𝐀𝑗’s and Π𝑗’s such that equations 1.1.11 and 1.1.12 are satisfied, the operators can be seen as a 
set of generalized measurements on the system.  But most importantly, we do not require any 
sort of orthogonality from the Π𝑗’s, and therefore we can choose to have as many as we want. 
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 This concludes the mathematical background needed for the following section.  To 
summarize, we looked at the formalism for a standard quantum measurement, postulates 1-6, and 
extended them to the most general form of a quantum measurement.  In the next section, we will 
quickly discuss what it means to physically implement these generalized measurements, and then 
follow with the main focus of the chapter, the double and triple qubit interferometers.   
  
 
1.2 Multi-Qubit Interferometers and Retrodiction 
When physically implementing the formalism of POVMs, the typical approach is to 
couple the main quantum system HA to another system called the ancilla, HB.  One then evolves 
the larger system HA ⊗HB, and makes measurements on the ancilla system.  Since we are free to 
choose the size of our ancilla system, this is how we are able to implement POVMs that exceed 
the dimensionality of our Hilbert Space HA.  In the examples to come, the qubit that travels 
through the interferometers is first coupled to an ancilla qubit, with a coupling parameter θ.  The 
ancilla qubit is then measured out, but the parameter θ will leave an impact on the main system, 
qubit a. 
Let us first describe the problem.  Suppose we are given the final state of a system |Ѱ⟩, 
which has been subjected to a series of measurements.  We do not know the results of these 
previous measurements, but we would like to retrodict [3-7] them to the best of our ability.  In 
this case, each interferometer measurement corresponds to a different final state of the qubit, 
which has a two-outcome result.  The problem can also be viewed as finding a trajectory in a 
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multi-part interferometer, where each interferometer sends the particle one of two paths.  In the 
end, we must try and distinguish which trajectory the particle has traveled.  This will correspond 
to distinguishing between four and eight paths, for the double and triple interferometers 
respectively.  The problem studied here is closely related to that of sequential measurements on 
the same quantum system [8-10] 
The final state of system lies in a two-dimensional Hilbert space HA.  Thus, the task is to 
distinguish between four and eight states, on a 2D space.  Specifically, the orthogonal states for 
our Hilbert space will be the set of states |0⟩ and |1⟩.  But we will often working with the states 
| + 𝑥⟩ and | − 𝑥⟩, which are defined as follows: 
(1.2.1) 
 
The systems of interest are qubit interferometers, based on the single qubit interferometer 
used by Englert to derive a visibility-path-information duality relation [11].  We start with a 




 The Hadamard gate sends the qubit into a superposition state, which can be viewed as the 
particle traversing one of two possible paths, each with probability 
1
2
.  We then make a 
measurement on the system to see which path the qubit took, but do not record the results.  The 
qubit then undergoes the same process again, passing through another Hadamard gate, followed 
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by another measurement.  The qubit undergoes one last Hadamard gate, and we are left with our 
final state of the system |Ѱ⟩. 
 The measurements we make on the qubit will not fully extract all of the information 
about the qubit’s state.  Doing so will allow us to examine a relationship between how much path 
information is extracted and the final state of the qubit.  To achieve these partial measurements, 
we first couple our system (qubit a) to an ancilla qubit (qubit b).  We couple the two qubits 
together by the following unitary operation: 
(1.2.3) 
 
where |η(θ)⟩ = cos(θ)|0⟩ + sin(θ)|1⟩.   
 This parameter θ, defined for the range 0 ≤ θ ≤ 
𝜋
4
, controls how much information each 
measurement extracts.  For θ = 0, no path information is extract, while for θ =
𝜋
4
, the maximum 
amount of information is extracted.  If we look at these two cases in closer detail, we can see 
more specifically what is meant by maximal or minimal path information being extracted.  If we 
start with qubit a in either the state |0⟩𝑎 or |1⟩𝑎 for the case of θ = 0, then equation 1.2.3 tells 
that the two qubits are coupled together as: 
(1.2.4) 
 
which is the case where the two systems are completely independent from each other.  Thus, 
when we perform Hadamard gates and measurements on qubit a, after measuring out qubit b, the 
ancilla will have had no impact on the system.  This is what is meant by no path information is 
10 
 
extracted. It is as if our ancilla qubit never existed, and we gain no information about which final 
state qubit a is in. 
 Conversely, let us examine the case for θ =
𝜋
4
.  Equation 1.2.3 tells us that our qubits will 




which is the case where the two qubits are maximally correlated.  We shall see later that this case 
corresponds to each measurement being projective.  Thus at each measurement, the unrecorded 
results know exactly which path the particle went, but doing so has the consequence of erasing 
any information about previous measurements.   
 Let us return to describing the problem.  After coupling together qubit a with the ancilla 
qubit b, as described by equation 1.2.3, we then make a measurement on the ancilla qubit.  We 
perform an optimal minimum error measurement [12], measuring in the basis | ± 𝑥⟩.  For 
example, suppose the pre-measurement state of the system is |0⟩𝑎|0⟩𝑏, which is then coupled 
together and the resulting state is |0⟩𝑎|η(−θ)⟩𝑏.  If we obtain | + 𝑥⟩𝑏 as the measurement result, 
then the post-measurement state is: 
(1.2.6) 








Note that there is one post-measurement state corresponding to each possible 
combination of starting with qubit a in the state |0⟩𝑎 or |1⟩𝑎, and getting a measurement result of 
| + 𝑥⟩𝑏 or | − 𝑥⟩𝑏.  The plus or minus subscript on the A operators denote the measurement 
result of qubit b.  Notice that we have measured out the ancilla qubit at this point, but the 
parameter θ still remains.  We now no longer interact with the ancilla system in any way, but its 
effect on qubit a will persist through the entire process. 





Equation 1.1.12 tells us the structure of our POVM operators: 
(1.2.9) 
 
where σ𝑧 is the standard Pauli matrix in the {|0⟩, |1⟩} basis. 
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 We now have everything needed to generate the |Ѱ⟩’s corresponding to the possible final 
states of the system.  We will first look at the case of the double interferometer in detail, and then 
move on to the results of triple interferometer briefly.  For the double interferometer, our four 
possible final states of the system will be generated by applying a sequence of Hadamard 
operators and detections operators.  For example, the final state corresponding to both 
measurements yielding | + 𝑥⟩ is given by: 
(1.2.10) 
 Note that we no longer need the subscript a on our qubit, because qubit b is no longer 
part of the system. By applying the 𝐀+ and 𝐀− operators in the four combinations of possible 












where the order of +’s and –’s correspond to the first and second measurement results.  For 
example, |Ѱ+−⟩ is the state for the first measurement detecting | − 𝑥⟩ and the second 
measurement detecting | + 𝑥⟩.  This convention is chosen to reflect the order in which the A 
operators act on the state, as indicated in equation 1.2.10. 
 The probability of measuring each final state is also dependent on the parameter θ.  By 
choosing to extract different amounts of information, some measurement outcomes become more 








The entire process for our qubit interferometer is illustrated in the figure below.  Figure 







Our problem is to discriminate one of four possibilities, using only the final state of the 
system.  For the qubit interferometer, the four final states can be represented as vectors on a 2D 
space.  The coupling parameter θ rotates the four states around, as shown in figure 1.2 below.  
How the four states are separated on the 2D space determines how effectively they can be 
discriminated.  Thus we can directly see how choosing θ impacts the problem. 
  
 
Figure 1.1.  Double Interferometer represented as a qubit.  The qubit reaches the end of the 
interferometer in one of four possible states, depending on each of the two-outcome measurements.  
The results of the measurements are unknown, and we would like to determine them to the best of our 
ability, using only the final state of the system. 
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Returning to the examples of θ = 0 and θ = 
𝜋
4
 from earlier, figure 1.2 shows more clearly 
what is meant when our measurements ‘extract no information’ or ‘maximally extract 
information.’  For θ = 0, the case where the measurements extract no information, we see that the 
four possible |Ѱ⟩’s all cluster together along the | + 𝑥⟩ axis.  Since we have no information 
about the system, then all four states are equally likely. 
For θ = 
𝜋
4
, the case where the measurements maximally extract information, we see the 
states separated into two clusters.  The states |Ѱ+−⟩ and |Ѱ++⟩, which correspond to the second 
measurement yielding | + 𝑥⟩, are both along the | − 𝑥⟩ axis.  Similarly, the states |Ѱ−−⟩ and 
|Ѱ−+⟩, which correspond to the second measurement yielding | − 𝑥⟩, are both along the | + 𝑥⟩ 
axis.  Here, the projective measurements perfectly distinguish the state of particle, but erase any 
past information (the first measurement result).  In the case of the triple interferometer, one sees 
four states clustered along each axis, where each cluster of states corresponds to the result of the 
third measurement. 
 The third case in figure 1.2, for an intermediate value of θ, shows that there may be some 
optimal value of θ for which the four states can be best discriminated.  This is the problem that 
will be presented in the next section.  We will explore the relation between the parameter θ and 
the overall success probability of correctly retrodicting the past measurements. 
Figure 1.2.  The four possible final states |Ѱ⟩, for the double interferometer.  Based on the parameter θ, 
the four |Ѱ⟩’s can be represented at different locations on a 2D space.  (left) The case for θ = 0 shows 




shows how the second projective measurement perfectly distinguishes the states into two clusters.  
(right) The intermediate case for θ = 
𝜋
6





1.3 Using POVMs for Maximal State Discrimination 
Mathematically, the problem of retrodicting the past of a series of interferometer 
measurements equates to discriminating between four, and later eight states in a 2D Hilbert 
space.  Since an optimal minimum-error measurement is only known for the case of two states, 
we will examine the four states case using two different POVM methods.  The first will be the 
square-root method [13], and the second will be numerically derived. 
Suppose we want to discriminate among the states {|𝜙𝑗⟩  |  𝑗 = 1,2, … , 𝑁}, where each 
state |𝜙𝑗⟩ occurs with probability 𝑝𝑗.  The POVM elements for the square root measurement are 
given by:  
(1.3.1) 
where ρ is given by: 
(1.3.2) 
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then, the POVM elements for the square-root measurement are then given by: 
(1.3.7) 
where 𝑗, 𝑘 =  ±. 
The probability of successfully identifying a single state is: 
(1.3.8) 




where the probabilities P(j,k) are defined in equation 1.2.13. 
Equation 1.3.9 is a success probability as a function of θ, specifically for the square-root 
POVMs.  For a comparison of how well these POVMs successfully discriminate, we will next 
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numerically derive a set of POVMs to find the optimal minimum error measurements for our 
states.   
The |Ѱ⟩’s that we are trying to discriminate are all invariant under a reflection about the 
| + 𝑥⟩ axis, therefore the POVM elements should also have this property [14].  As a result, we 
choose the form for the POVMs to be: 
(1.3.10) 
 




To summarize, the above POVMs were chosen to reflect the symmetry of the problem, 
and we now have four free parameters, 𝑐1, 𝑐2, 𝜇1, and 𝜇2 with which to optimize the success 
probability given in equation 1.3.9.  The coefficients 𝑐1 and 𝑐2 have values between 0 and 1, 
which is required such that our operators be positive.  The other requirement that the POVMs 
sum to the identity gives us: 
(1.3.12) 
 









We will choose 0 ≤ 𝜇1 ≤ 
𝜋
4
 and  
𝜋
4
 ≤ 𝜇2 ≤ 
𝜋
2
, which guarantees that the conditions are satisfied.  




 Thus, we have reduced our number of free parameters from four, down to two.  Plugging 
in the values for 𝑐1 and 𝑐2 into equation 1.3.10, favoring to have only 𝜇1 and 𝜇2 as our free 
parameters, we can carry out the summation in equation 1.3.9.  Doing so gives us: 
(1.3.16) 
 








Thus, we now have a success probability 𝑃𝑠 that solely depends on 𝜇1 and 𝜇2, and the 
coupling parameter θ. To find the maximum success probability, we let a computer run through 
all values of θ from 0 to 
𝜋
4
, and then do a search in the allowed ranges for 𝜇1 and 𝜇2. The results 
for the optimal POVMs are plotted in figure 1.3 below, as well as equation 1.3.9, the success 







The results shown in figure 1.3 are a bit surprising.  The functions tell us that both the 
square-root POVMs and the numerically optimized POVMs both reach a peak probability of 0.5 
Figure 1.3.  Success Probability as a function of θ, for the case of the qubit double interferometer.  Both 
POVMs reach the same maximum value of 0.5, but the numerically optimized POVMs are favorable for 







.  Recall that this was the case where one could determine the second measurement with 
certainty, but gained no information about the first measurement result.  One might have thought 
that an intermediate value of θ would give the greatest 𝑃𝑠, where the final states would depend on 
both measurements, however that is not the case for the double interferometer. 
 Before moving on to the triple interferometer, let’s quickly comment on the success of 
the two POVMs.  Both achieve the same peak probability of 0.5 at 
𝜋
4
, which speaks volumes to 
how effective the square-root POVM is, considering how simple it is, often referred to as the 
‘pretty good measurement.’  By comparison, the optimized POVMs do not offer any more 
success, but rather a larger range of θ values that all reach the same peak success. 
 We will now move onto the case of the triple interferometer, in which we are tasked with 
discriminating between eight final states.  In generating the final states, we will again be using 
the 𝐀+ and 𝐀− detection operators as defined in equation 1.2.7, in the eight possible 
combinations: 
(1.3.18) 




The form of the square-root POVMs are given by equation 1.3.1, and their success probability as 
a function of θ will be plotted later in figure 1.4. 
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 Just as with the case of the double interferometer, we would like a set of numerically 
optimized POVMs to compare with the square-root POVMs.  In this case, the eight states are all 
symmetric under reflections about the state |0⟩, so the POVM elements will also have this 








The states |𝜉8⟩, |𝜉7⟩, |𝜉6⟩, and |𝜉5⟩ correspond to |𝜉1⟩, |𝜉2⟩, |𝜉3⟩, and |𝜉4⟩ respectively, 
with all of the 𝜇𝑛’s replaced with −𝜇𝑛’s.  Previously, the conditions that our POVMs be positive 
and sum to identity reduced our number of free parameters from four to two, leaving only 𝜇1 and 
𝜇2.  Here, the same conditions will reduce our free parameters from eight to six, where we will 
choose to keep all four of the 𝜇𝑛’s and two of the 𝑐𝑗’s as free parameters.  If we choose to 








Lastly, the probabilities for each final state are given by: 
(1.3.24) 
where 𝑖, 𝑗, 𝑘 =  ±. 
Plugging in everything, one can generate the success probability function 𝑃𝑠 using the 
summation in equation 1.3.9.  Just as before, we let a computer run through the allowed range of 
θ values, finding the combination of the six free parameters that yield the maximum 𝑃𝑠 value.  
Note that for the double interferometer, we picked ranges for 𝜇1 and 𝜇2 such that 0 ≤ 𝑐1, 𝑐2 ≤ 1.  
Here, we do not explicitly restrict the ranges of the four 𝜇𝑛’s, but the numerical calculations still 









As expected, the success probability is overall lower for the triple interferometer.  But 
more interestingly, the behavior of the 𝑃𝑠 functions are quite different from the previous case.  




The latter case resulting from perfect knowledge about the third measurement, but no 
information about the previous two.  But rather than reaching a plateau, we get a maximum 
success probability at an intermediate value of θ.  This result is perhaps more in line with one’s 
expectations, where 𝑃𝑠 reaches a maximum at a point that is dependent on all three partial 
measurements.  This feature is evident in both the square-root and numerically optimized 
POVMs.  However, this time the square-root POVMs do not reach the same maximum, falling 
short by a value of about 0.1. 
In conclusion, we have now seen how POVMs can be used to extend the possibilities of 
obtaining information about a quantum system.  In particular, both the double and triple 
interferometers lie within 2D Hilbert spaces, but by using four and eight POVMs respectively, 
we are able to achieve higher success probabilities 𝑃𝑠.  Perhaps surprisingly, the maximum 
success probability for the double interferometer case could also be achieved by the second 
measurement being projective.  However, the triple interferometer case showed that for larger 
systems, using partial measurements was optimal. 
As mentioned earlier in this section, the problems of the multi-qubit interferometers can 
also be viewed from the perspective of trajectories, or paths.  One physical realization of these 
Figure 1.4.  Success Probability as a function of θ, for the case of the triple interferometer.  Here, the 
two POVMs do not reach the same maximal value.  The success probability of identifying the correct 
final state for the numerically optimized POVMs outperforms the square root POVMs by over 0.1 
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problems could be a photon path through a series of half-silver mirrors, and finding the 
maximum 𝑃𝑠 represents retrodicting the past path of the particle to the best of one’s ability.  In 
the sections to come, we will be examining other types of problems involving paths.  In 

















Chapter 2: Using Quantum Random Walks 
to Reveal Paths 
 
 We will now move away from POVMs and retrodiction, and focus on a different means 
of manipulating and extracting information from a quantum system, namely quantum random 
walks.  Quantum random walks are the quantum mechanical analogy to classical random walks.  
In this chapter, we will begin with some theoretical as well as historical background on these 
walks, and then proceed to using them as a means for search algorithms. 
 
 
2.1 Scattering Quantum Random Walks 
 Let us begin by briefly reviewing a classical random walk on a graph.  A graph G is 
defined as a series of vertices and edges.  The particle is located at a vertex, and has a probability 
of moving to an adjacent vertex by one of the connecting edges.  In most cases, moving to each 
adjacent vertex is equally probable, but one can also assign weighted probabilities to certain 
directions.  The simplest example of a classical random walk is one on a line, where each vertex 
is connected to exactly two other vertices.  If we let the particle have an equal probability of 
moving left or right on the line, then after N steps it will on average have moved √𝑁 vertices 




There are a number of algorithms based on classical random walks, and expanding the 
idea of these walks to quantum random walks has been fruitful in leading to new quantum 
algorithms.  Historically, the first adaptation of a random walk from classical to quantum was the 
“coined quantum walk” [15].  When applied to a walk on a line, the quantum walk gives a 
completely different probability distribution for the location of the particle.  Figure 2.1 below 
shows the probability distribution for the two types of random walks, after 100 steps. 
As figure 2.1 shows, the two probability distributions are vastly different.  The classical 
random walk leads to a distribution centered around the starting location, with a Gaussian shape.  
The quantum walk however, shows a sort of ‘drifting’ nature to the right, where the most likely 
position of the particle shifts with more steps.  The bizarre features that result from the quantum 
Figure 2.1.  (red) The probability distribution for a classical random walk.  (blue) The probability 
distribution for a coined quantum walk.  The quantum walk shows a strong tendency to travel to the 
right because of a choice in the initial condition of the system, where the particle starts in a spin up 
state (corresponding to moving right).  If spin down is chosen instead, one would get an identical 
distribution favoring to the left. 
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walk can be attributed to the way in which states’ amplitudes coherently or decoherently sum 
together.  As we shall see in this chapter and the next, searching for instances where amplitudes 
propagate in interesting ways is the key that allows quantum algorithms to outperform their 
classical counterparts. 
There are several ways to define a quantum walk, but in this paper we will be focusing on 
one known as a scattering quantum walk.  For a scattering quantum walk, the particle is located 
on the edges in the graph, not the vertices, and each edge is represented by two states in the 
Hilbert space H.  The two states per edge represent the ‘direction’ of the particle, an example of 
which is shown in figure 2.2 below with the states |𝐴, 1⟩ and |1, 𝐴⟩.  These states represent the 
particle being located on the same edge, one traveling to the right, and the other traveling to the 
left. 
Let v be a vertex in a graph G, with n edges that connect to other vertices.  At the vertex 
v, a local unitary operator 𝑈𝑣 acts on the incoming states and maps them to the outgoing states.  
This happens at each vertex, and the sum of all the local unitary operators gives rise to U, the 









For figure 2.2 above, the U that acts on the incoming state |1, 𝐴⟩ is defined as: 
(2.1.1) 
 
In order for U to be unitary, we have the normalization condition: 
(2.1.2) 
which, if we choose to let r and t be real, gives us: 
(2.1.3) 
 
Note that with this choice, r + t = 1.  The name ‘scattering’ quantum walk comes from 
that fact that r and t can be viewed as reflection and transmission coefficients.  Thus, incoming 
states are scattered by the vertices, with their amplitudes being partially reflected and 
transmitted.  For vertices that are only connected to one other vertex, referred to as end nodes, 
we have: 
(2.1.4) 
but we will only ever consider the cases where end nodes reflect with the phases 1 or −1.  
Figure 2.2.  The local unitary operator 𝑈𝐴 acts on the incoming state |1, 𝐴⟩ (grey arrow).  The result is that the 
amplitude of the incoming state is distributed to all of the outgoing states connected to vertex A (white 
arrows).  This process can be thought of as the incoming particle ‘scattering’ into the vertex, with some 
probabilities of reflection and transmission. 
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 This concludes the mathematical formalism needed for our quantum random walks.  To 
summarize, we take a graph G, which consists of vertices and edges, and map it onto a Hilbert 
space H.  Each connection in the graph is represented by two directional states.  Incoming states 
to each vertex are mapped to outgoing states by local unitary operators, whose sum gives rise to 
U, the unitary operator that advances the walk one time-step. 
 
 
2.2 Quantum Walk on a Star Graph  
 Scattering Quantum Random Walks have proven to be useful in a number of algorithmic 
applications, one of which is searching on graphs.  Initially, these searches were for a 
distinguished vertex in a graph G, that is, one vertex which behaves differently than all the others 
[16] – [21].  This has since been generalized to searches with non-uniform marked edges [22], 
extra edges [23,24], connections between graphs [25], and even a general subgraph [26,27].  
With the recent experimental realization of discrete-time walks [28-33], it is hoped that these and 
other quantum walk applications may someday soon be tested experimentally. 
 To illustrate how a scattering quantum walk may be used as a searching algorithm, let us 













Suppose the vertex that we are searching for is 1.  In this case, we let our unitary operator 
act on the end node states of the system as follows: 
 (2.2.2) 
  
The total number of connections is 8, therefore our coefficients are 𝑟 =  
3
4




Our Hilbert space has 16 orthogonal states, but due to the symmetry of the system, the walk 
takes place in a smaller subspace of the Hilbert space.  In particular, the action of U on all of the 
edges 2 through 8 will produce identical incoming and outgoing states.  This in fact holds true 
for a star graph of any size N, thus we can generalize and simplify our problem by defining the 
following states: 
 
Figure 2.3.  A Star Graph.  The central vertex (0) is connected to N external vertices, here N = 8.  Each 
edge in the graph represents two states in the Hilbert system, one for each direction.  The nodes act as 












which shows that this four-dimensional subspace is invariant under the action of U. 
 We begin the search by preparing the system in an equally probable superposition of the 
outgoing states, representing that we have no a priori knowledge about where the special vertex 
is.  The initial state of the system can then be expressed as: 
(2.2.4) 
 







 To see how U evolves the system, we want to find the eigenvalues and eigenvectors of 
this matrix.  The characteristic equation is given by: 
(2.2.6) 
We will first solve this problem in the large N limit, and later we will return to the case of N = 8.  
In the large N limit, we have: 
(2.2.7) 
and can express equation 2.2.6 as: 
(2.2.8) 
We can ignore the term 𝜆4, which is proportional to t, in the large N limit, and we find 
zeroth order solutions 𝜆0 = ±1.  We then look for our eigenvalues by substituting 𝜆 = 𝜆0 +  𝛿𝜆 
back into equation 2.2.8.  We find for 𝜆0 = 1 and 𝜆0 = −1 respectively: 
(2.2.9) 
 
which in both cases gives us: 
(2.2.10) 
  
Plugging 2.2.10 into both of our zeroth order solutions, and also defining 𝛥 =  √
𝑡
2












We can rewrite our initial state as: 
(2.2.13) 










Equation 2.2.15 shows a clear difference in trends between the states |𝜓1⟩ and |𝜓2⟩ 
(the states corresponding to the edges connected to the specially marked vertex), and the 
remaining states in the system.  When 𝑛𝛥 is near 
𝜋
2
, nearly all of the probability in the system 
is concentrated along the edge connected to the marked vertex.  If a measurement is made on 
the system at this time, there is a strong probability of finding the marked edge, thus 
successfully completing the search. 
 Classically, in order to find the specially marked vertex, one would have to check each 
vertex one at a time, requiring on average N/2 checks.  By using the quantum walk, we can 
find the marked vertex faster, requiring only O(√𝑁) unitary time-steps.  Specifically, the 




steps.  Thus, the quantum algorithm successfully achieves a quadratic speedup. 
 This example is very analogous to a Grover Search [34], achieving the same quadratic 
speedup when searching for a marked entry in a list.  We are now interested in extending this 
idea of searching for a marked vertex, to more complex graph structures.  In particular, in the 
next section we will next focus on applying a quantum random walk to a graph consisting of a 
series of stars. 
 But before moving on, let us first return to the example presented in the beginning of 
this section, the star graph consisting of eight edges.  Equation 2.2.15 shows that the 
amplitudes for the states in the system behave sinusoidaly as a function of unitary steps.  
Figure 2.4 below shows the probability of measuring the marked vertex as a function of steps, 
indeed revealing this sinusoidal nature. 
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√𝑁.  For the case of 𝑁 = 8, this number is approximately 4.4 steps.  
Looking at figure 2.4, the optimal step is indeed 5, in agreement with what is predicted by 
analytical results.  In smaller systems such as this example, probabilities can fluctuate 
dramatically in one step.  However, in systems where N is large, probabilities are much more 
gradual with each unitary step, and the sinusoidal approximation becomes more accurate. 
 Lastly, before moving on to the case of a series of stars, note that as we undergo more 
unitary steps past the optimal number, the probability for successfully measuring the marked 
vertex starts to decline.  This periodic sinusoidal nature is common in quantum search 
Figure 2.4.  Probability of measuring vertices as a function of unitary steps.  (blue) The probability of 
measuring the specially marked vertex. (green) The probability of measuring any of the seven non-
marked vertices.  We see a peak in probability after 5 unitary steps, followed by a drop off.  The 
scattering quantum random walk produces a sinusoidal probability distribution for the specially marked 
vertex, as a function of unitary steps. 
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algorithms that resemble a Grover Search.  But most importantly, it requires that we know 
when the optimal time to measure is.   
For symmetric examples such as the star case, analytical results are obtainable, which 
gives us a nice formula for when to measure the system.  However, this is not always an 
achievable feat, especially for more complex systems.  In fact, systems that to not lend 
themselves to obtainable analytical results are often deemed too difficult and not worth 
pursuing.  Numerical simulations can be useful in finding peak probabilities and trends on 
graphs of smaller sizes, but without a concrete formula or equation for determining the 
optimal number of steps for arbitrarily large sizes, quantum random walks are unusable.  This 
will become more important in the last chapter, when we explore a very specific type of 
graph, one which we can obtain a formula for peak probabilities at arbitrarily large sizes. 
  
 
2.3 Revealing Paths on a Series of Stars  
 In this section, we are going to look at a more complex geometry, specifically a string 
of stars.  This geometry has been studied in detail [35], revealing interesting new features that 
can arise from scattering quantum random walks.  As outlined in the previous section, the 
same general ideology will apply: we will mark a special vertex that reflects with −1, and at 
some time later when the system has reach an optimal point, we make a measurement. 
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 First, let us introduce the graph G we wish to study.  An example of a ‘string of stars’ 
can be seen in figure 2.5.  The graph is characterized by a series of star graphs, each with M 
spokes, connected to two adjacent stars by one shared connection with a single node. 
 Following the illustration of figure 2.5, our problem is to find the node marked ‘F’, 
given only the known location of ‘S’.  In addition, we have no knowledge as to the location of 
any of the nodes that connect adjacent stars.  Thus, the problem can be seen as a maze, and we 
would like to compare how quickly we can navigate this maze using a quantum walk, versus a 
classical search algorithm. 
 We will adopt the following notation for a graph G.  A general graph will contain N 
stars, where the 𝑗𝑡ℎ central vertex is labeled by 𝐴𝑗, and each external vertex is labeled by 𝐵𝑗𝑘, 
where 𝑘 ∈ {1,2, … , 𝑀}.  The special vertices of our system, S and F, replace the vertices 𝐵11 
and 𝐵𝑁𝑀 respectively.  Since F is the vertex we are trying to find, it will reflect with −1.  S can 
Figure 2.5  String of Stars.  For this graph geometry, we have N identical star graphs all connected 
linearly.  Each individual star shares one external node with its two neighbors.  For our search, we are 
given a starting location (vertex S) on the leftmost star, and we would like to find the specially marked 




also be viewed as a special vertex in this problem, but it is not immediately clear whether it 
should reflect with +1 or −1.  We will examine both cases, and show how letting S reflect with 
−1 alters the probability distributions of the system. 
 As before, all of the edges in the graph G are mapped to the states of the Hilbert Space 
H, two states per edge.  Each of the central vertices 𝐴𝑗 act as local unitary operators which 
follow the same structure as outlined in equation 2.1.1.  All of the non-marked external 
vertices reflect with +1: 
(2.3.1) 
 The only new feature about this problem are the nodes that are shared by adjacent 
stars, which have exactly two connections.  Following the definitions for r and t outlined in 
equation 2.1.3, we have 𝑟 = 0 and 𝑡 = 1.  Thus, we see that these nodes act as 100% 
transmitting scattering sites.  For example, let k’ denote the location of the vertex that 
connects the central vertices 𝐴1 and 𝐴2.  We then have: 
(2.3.2) 
 
 We now have the complete formalism for our problem, all that is left is to run the walk 
and see the results.  As a sort of natural extension to the problem studied in the previous 
section (the single star graph), we will start by examining the case of 𝑁 = 2, where M is very 
large.  By setting M to be very large, we will avoid the problem of large fluctuations per time-
step, as showcased in figure 2.4, which will give us a clearer insight into the general trends for 
probability distributions as a function of unitary steps. 
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 As mentioned previously, we have a choice in letting S reflect with +1 or −1, and we 
will examine both possibilities.   But we also have a choice in the initial states of our system.  
Previously, we let our system start in an equal superposition of all states, as to reflect having 
no a priori knowledge.  We require that this idea still be true, but we will also propose a case 
where half of the states in the system start with an initial phase of −1.  For example, in the 2-
star case (𝑁 = 2), all of the states representing the external vertices connected to star 𝐴1 will 
start with a positive phase, and all of the external vertices connected to star 𝐴2 will start with a 
negative phase.  It does not matter which star starts with which initial phase, both cases lead 
to the same result.  Thus, we have not imposed any sort of extra information on our problem 
and have maintained the requirement of no a priori knowledge. 
 If we wish to use this freedom of initial state phases for larger mazes, it was shown in 
[35] that letting every other star start with all states either +1 or −1, in alternating fashion, 
leads to a powerful result.  Figure 2.6 below shows this kind of setup for a general string of 
stars: 
Figure 2.6.  String of stars with alternating initial phases.  The states representing the edges in each star 
start with either a +1 or −1 initial phase, in an alternating fashion.  Choosing which stars start with +1 vs. 
−1 has no impact on the final state of the system, so long as the pattern is alternating. 
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 For the string of stars to be symmetric, we require that there be an even number of 
stars.  As before, it does not matter which sets of stars are +1 or −1, so long as the initial 
phases are alternating, as both cases lead to the same result.  We will also require that both S 
and F reflect with −1 for this case, as to drive the system as symmetrically as possible.  When 
we do this, we get a powerful result, as illustrated in figure 2.7 for the cases where N equals 
40 and 400 (𝑀 =  106): 
 
Figure 2.7.  (left plots) The total probability of the system concentrated along the states that make up 
the path from S to F, as a function of unitary steps.  Regardless of the number of stars in the system, the 
probability of measuring a state along the correct path always peaks at the same time.  (right plots) The 
probabilities of the individual states that make up the correct path, at the moment when they are most 
probable.  As shown in both cases, the vast majority of probability in the system is distributed near 
evenly across the path states.  
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As shown above, the combination of alternating signs on stars, along with letting both 
S and F reflect with −1, leads to nearly all of the probability in the system being concentrated 
along the states that make up the path from S to F.  Thus, at the moment when the path is most 
probable, a measurement on the system will very likely reveal one of the edges connecting 
two stars.  For the case of the single star, a measurement either successfully found F or it 
didn’t, meaning that any measurement that didn’t find F was of no use to the solver.  Here, if 
the goal is to find F as quickly as possible, then conducting the quantum walk in this manner 
should help us.  Specifically, when we measure one of the path states, we can then proceed 
with searching on the remaining stars in the direction of F.  
Perhaps even more important than the even probability distribution is the result shown 
in the leftmost plots in figure 2.7, that the peak is independent of N. This can be understood if 
we consider that the stars in the middle of the graph are seemingly isolated from the specially 
marked vertices at the end.  Thus, propagations from these marked vertices take a long time to 
reach all of the stars, so we can’t attribute this phenomenon to their influences like in the case 
of the Grover Search.  Rather, it is the alternating signs between stars that is driving the 
system. 
Let us consider how this quantum walk would perform as a search algorithm, as 
compared to a classical search.  Classically, one needs on average M/2 steps before finding 
the connection between stars, and then must proceed sequentially through every star.  An 
analogy to this would be exhaustively trying to find the correct combination to a number lock.  
To successfully navigate through the maze would require on average 𝑁 ∗ 𝑀/2 steps.  
Conversely, the quantum walk has a peak probability around the order O(√𝑀 ), and will on 
average yield a state that is half the distance from S to F.  Thus, if one can move through half 
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the maze with each measurement, we can expect to reach the final star in approximately 
log2 𝑁 trials.  Altogether, the quantum walk search can on average locate the final star in the 
order of O(√𝑀 ∗ log2 𝑁) steps, from which point the solver only needs to conduct a single 
star search. 
The power of using scattering quantum walks to reveal a path to a specially marked 
vertex will be the focus for the remainder of this paper.  We have already seen one example in 
which it has provided a speedup over a classical search, and we would now like study its 
effectiveness on different geometries.  In addition, we will examine more detailed analytical 
and numerical solutions for how quickly we can find F.   
In the next section, we will turn our attention to a smaller example, the 2-star maze.  
The aim will be to develop a more precise methodology for using these quantum walks as a 
search algorithm, through a combination of numerical and analytical results. 
 
 
2.4 Fastest Search Algorithm on a 2-Star Maze  
 Let us now consider a string of stars maze, categorized by 𝑁 = 2, 𝑀 = 108.  Again, 
we will be looking at the large M limit as to see general probability trends.  Our problem is the 
same as before, outlined by figure 2.5: we are given a starting location in the maze S, and 




 We will examine four possible combinations of conditions.  These correspond to the 
choice of letting S reflect with −1 or +1, along with the choice of preparing our initial states’ 
phases to be either all positive, or setting one star to be positive and the other one negative. 




























Figure 2.8.  Probability distributions as a function of unitary steps, for the case where the states in both 
stars are initially positive.  (blue solid) The total probability from the edges that make up the full path 
from S to F. (black dashed) The probability concentrated on the edge connected to the vertex labeled S. 
(purple dot-dashed) The probability concentrated on the edge connected to the vertex labeled F (green 
dotted) The probability concentrated on the edges connecting the two stars. 
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Beginning with figure 2.8, the case where all states are initially positive, we can 
immediately see the effect of letting S reflect with +1 or −1.  In the top plot, both S and F 
reflect with −1, which is the case where our system is then completely symmetric.  
Unsurprisingly, this results in probability distributions that are also symmetric.  Just as with 
the case of a single star, the system reaches a moment where nearly all of the probability in 
the system is concentrated on just a few states.  Note that we are defining the probability of a 
given edge as the sum of the two states representing that edge.  This first combination bears a 
strong resemblance to the single star case, only here the probability is even split between the 
two special vertices. 
If we focus on the case where only F reflects with −1, in figure 2.8, we see a dramatic 
increase in the probability of measuring the edges connecting the two stars.  Simultaneously, 
by not letting S reflect with −1, the states attached to the edge of S are no longer special, and 
are suppressed along with the other external nodes.  This is advantageous to the extent that it 
reduces our probability of measuring the edge on which we started the maze. 
When we let only F reflect with −1, the probability distribution in figure 2.8 can be 
seen as three distinct ‘moments.’  The first and third moments correspond to when it is most 
probable to measure either F or the connecting center states respectively.  These can be seen 
Figure 2.9.  Probability distributions as a function of unitary steps for the case where the states in the 
two stars are initially out of phase.  (blue solid) The total probability from the edges that make a path 
from S to F. (black dashed) The probability concentrated on the edge connected to the vertex labeled S. 
(purple dot-dashed) The probability concentrated on the edge connected to the vertex labeled F.  (green 
dots) The probability concentrated on the edges connecting the two stars. 
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as the peaks for the purple and green dashed lines in the figure.  The second moment happens 
between these two, and it is when the probability of measuring any state along the full correct 
path is most probable (the states attached to F are considered path states as well), as illustrated 
by the solid blue plot.   
By studying a more complex graph, where S and F are separated by numerous edges 
and vertices (note, we are only considering graphs where there is exactly one path connecting 
S and F), the probability distributions of our system have introduced new choices in which to 
conduct our measurements.  Between the three different peak probability moments, it is not 
immediately obvious what is the optimal manner in which to prepare and probe our system.  
Instinctually, one may be tempted to follow the ideology of a Grover Search and measure the 
system when the probability of measuring F is greatest.  However, the study of a string of 
stars from the previous section suggests that perhaps we should focus on maximizing our 
chances of measuring the path states.  
In the top plot in figure 2.8, the probability of measuring the path states is 
approximately zero, but in the second case, the probability of measuring one of these edges is 
quite large.  Let us discuss in detail the situation where our measurement result yields one of 
these path states.  For the case of a single star, and the Grover Search in general, probing the 
system when the probability of measuring F is peaked results in only two outcomes: 1) F is 
found and the search is over, or 2) F is not found and the system must be prepared again.  For 
the 2-star case, we now have a third possibility, namely measuring a path state.  What one 
does with this information and how one proceeds afterwards is then up to the experimenter.  
Unlike the other external vertices that have only one connection, we assume that when 
our measurement result is a path state, we can distinguish it and conclude that we have indeed 
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found the vertex connecting two stars.  We will also assume that the quantum system on 
which we are performing this search is not so terribly rigid that we are forced to simply 
construct the entire system all over again.  That is to say, when we measure a path state, we 
can choose to either prepare the entire 2-star maze again, or prepare only the right star (which 
still contains the vertex F we are looking for) and perform our search from there.  By doing 
so, we reduce our problem to that of single star, which we know will produce a much higher 
success probability for finding F.   
Measuring the path states introduces a new option in searching for specially marked 
vertices, allowing the solver to make progress towards finding F, without having to measure F 
directly.  This is analogous to how a classical algorithm would proceed, exhaustively 
searching through each star until finding the edge connecting to the next star.  For the 
quantum walk, the question then becomes to what capacity can we take advantage these path 
states?  Prioritizing measuring the path states (preparing and measuring the system when the 
path state probabilities are peaked) has the advantage that if a path state is measured, the 
following search will be on a single star, which for large N has a nearly 100% success rate of 
measuring F.  However, based on the second case in figure 2.8, searching for F directly has 
the advantage of needing fewer unitary steps to prepare the system (the peak for the purple-
dashed plot).  Thus, with the expectation that it may take several measurements before finding 
F, the overall speed may be faster than going the route of measuring the path states. 
 If we now turn our attention to figure 2.9, we see the results of invoking our other 
ability to manipulate our quantum system, namely preparing our initial states with phase 
differences.  As illustrated in the graph at the top of the figure, all of the states connected to 
the left star are prepared with a positive initial phase, while all of the states connected to the 
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right star are prepared with a negative initial phase.  The resulting two plots are very similar to 
the first case.  Letting S and F both reflect with −1 results in a highly symmetric probability 
distribution, while letting only F reflect with −1 results in a disjunction between when F and 
the path states are most probable.   
 Here however, when we let both S and F reflect, we see the path states play a 
dominant role in the probability distribution, unlike in figure 2.8.  This result is unsurprising, 
given that it is the same situation as the string of stars case studied in the previous section.  
Like before, all four edges that make up the path from S to F reach an equal peak probability, 
approximately ¼.  By manipulating the initial states of the system, we can produce a situation 
where we have a perfectly equal probability distribution along the path between two specially 
marked vertices.  However, with the 2-star maze, the power of on average moving half the 
distance to F is not quite as impactful as before. 
 Looking at the bottom graph in figure 2.9, where only F reflects with −1, we see that 
starting the stars with different phases has helped mend a major short-coming of the 
analogous situation in figure 2.8.  Specifically, the location of the three moments discussed 
earlier have all become closer together.  The decision of whether to prepare the system for an 
optimal F measurement versus an optimal path measurement is no longer as severe.  The two 
peak around nearly the same time, thus each methodology for searching for F will have a 
higher probability of benefiting from the other. 
 Based on the above discussions around figures 2.8 and 2.9, our main interest is to find 
the fastest quantum algorithm for locating F.  To answer that question, we will use a 
combination of numerical and analytical solutions.  Specifically, we let a computer 
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numerically solve for all of the moments of interest for the four cases, recording the exact 
probabilities and when they occur.  Then, with those values we can use probability theory to 
analytically calculate the average speeds for the different approaches.  The various values for 
these peaks are given below in figure 2.10: 
 
Let us discuss how we will calculate speeds for the various algorithms.  Since every 
measurement is probabilistic, there is no guaranteed maximum number of steps for any 
methodology we use.  This is just a natural part of quantum algorithms, the unavoidable 
possibility of unfavorable measurement results.  However, by considering all the possible 
routes by which we can find F, using the probabilities and number of steps for the various 
peaks given by figure 2.10, we can calculate average speeds.  For example, the simplest 
Figure 2.10.  Peak probabilities and their locations for the various edges making up the path from S to F, 
corresponding to the four plots in figures 2.8 and 2.9.  Each entry contains two numbers: (left) the 
maximum probability and (right) the number of unitary steps needed to reach the peak.  The two 
leftmost columns correspond to the cases where only F reflects with −1, while the two rightmost 
columns correspond to the cases where both S and F reflect with −1.  At the top of each column, ++ 
marks the cases where both stars are initially positive, while +− marks the cases where the stars are 




algorithm is to simply copy the Grover Search and only concern ourselves with measurements 
that yield F directly.  We discard any measurements that do not yield F, and prepare the entire 
2-star maze again. For this case, the average number of steps needed to find F is given by: 
(2.4.1) 
 
where the functions S(X) and P(X) return the values given in figure 2.10: 
(2.4.2) 
 
 The average speed using this approach simply reflects the average number of trials 
needed before we can expect a measurement result to find F.  If we choose to ignore all 
measurements that do not find F, then we are best suited to prepare the system for when the 
probability of measuring F reaches a maximum (the purple dashed plots in figure 2.8 and 2.9), 
hence why we will choose to use P(F) and S(F) in equation 2.4.1. Plugging in the data from 





Figure 2.11 shows that the fastest case for this methodology occurs for the 
combination where both stars are initially positive and we let both S and F reflect with −1.  
The similar case where only F reflects is a very close second, revealing that it is the 
symmetric nature of the initial states that is main driving force.  By contrast, we can 
understand why the cases where the stars are initially out of phase are slower, if we recall that 
their probability distributions were more dominated by path states than F.  For this algorithm 
approach, we choose to not make use of measurements that reveal the connection between the 
stars, which for several cases is a significant portion of the total probability.  
 Recall that this 2-star example is the case where each star has exactly 108 connections.  
A classical search algorithm on the same geometry would on average need to search half of all 
the connections on each star, thus needing an average of 108 total steps to find F.  Here, our 
results are of the order O(104), a quadratic speedup.  This result agrees with what we might 
expect, given that we are mimicking a Grover Search essentially.  Nevertheless, it is good to 
see that even our simplest quantum algorithm outperforms any classical search.  The question 
is now, can we do better? 
 The quantum algorithm examined above, which shall be referred to as the ‘searching 
for F directly’ approach, simply discards any measurements that do not find F.  But take for 
example the case where both S and F reflect, stars initially out of phase, where nearly half of 
Figure 2.11.  The average number of steps needed to find F.  The four cases are distinguished by the 
same conventions as in figure 2.10. These speeds are generated using the data from figure 2.10 in 
combination with equation 2.4.1.  One finds that the cases where both stars are initially positive lead to 




all the probability in the system is concentrated on the center states, at the same moment when 
F is peaked.  If a measurement result yields one of these center edges, then we would have a 
nearly 100% guarantee in finding F in the next search by performing our random walk on just 
the right star.  The number of unitary steps needed to run the single star search in this case is 
15708, which is comparable to the number of needed steps for the 2-star geometry. 
 If we wish to calculate the average speed for a search that utilizes the possibility of 
searching on just the right star, we need to incorporate all the additional possible ways of 
arriving at F.  Specifically, we could find F either while probing the 2-star system or the 1-
star system.  In addition, we need to account for instances where we find nothing, and are 
forced to prepare the 2-star system again (here we are going to take the approximation that the 
probability for finding F on the 1-star system is 1).  Figure 2.12 below shows a breakdown of 
all the possible routes to find F as a function of trials, or measurements.  Specifically, we want 
to know the probability of finding F via each possible route, and the corresponding number of 




Here, P(Ø) refers to the probability that the measurement does not yield F or the center 
states.  Specifically: 
(2.4.3) 
Also, S2(X) and S1(X) refer to the number of unitary steps needed to prepare the 
system for an optimal measurement, on the 2-star and 1-star systems respectively (since there 
is only one way to carry out the quantum walk on the 1-star, we always use S1(F)).  For 
example, the path by which we would find F in exactly three trials, from measuring on the 2-
star system, would be the situation where the first two measurements find nothing, and the 
third measurement finds F.  The corresponding number of unitary steps for this route would 
be three preparations of the full 2-star system, thus we get 3S2(X).  These paths hold true for 
whichever way we decide to prepare our 2-star system (choosing which peak to prepare the 
system), we need only plug in the correct S(X) and P(X) values from figure 2.10. 
 In order to calculate the average speed, we multiply the probability of each route with 
the number of steps needed.  We then sum over all possible routes, which gives us the 
following two infinite series:  
 
Figure 2.12.  Each table shows the various routes for finding F, which result from a measurement on 
either the 2-star or 1-star system.  In both tables, the number of trials corresponds to the number of 
measurements the solver makes before finding F.  The ‘Probability’ and ‘Steps’ columns give the 
probability of each route and the corresponding number of total unitary steps.  Because there is no 
maximum number of trials, each case goes on infinitely, representing the situation where a solver’s 










where |p| < 1.  We then can rewrite equation 2.4.4 as: 
(2.4.6) 
 
Equation 2.4.6 gives us a closed form equation for calculating the average number 
of steps to find F, given that we provide the values for the probabilities and steps.  The first 
thing we will use this equation on is an improved ‘searching for F directly’ algorithm, 
where we now can include the scenario of utilizing measurement results that yield the 
center states.  We will again prepare the system for a peak F probability measurement (we 
use S2(F) from figure 2.10), but we are missing P(Center) for this particular moment.  In 
fact, we need several additional points of data to supplement figure 2.10, in order to 
calculate all of the new average speeds.  Figure 2.13 below includes all relevant probability 











Due to the symmetric nature of the cases where both S and F reflect with −1, all of the 
relevant quantities peak at the same moment, so no additional information is necessary.  
However, for the cases where we let only F reflect with −1, figure 2.13 fills in the additional 
information we need.  Specifically, we now have the probabilities P(F) and P(Center) at the 
moments when the system is not prepared for their respective peaks, along with the 
corresponding S(F) and S(Center) values. 
 Let us now discuss all the various algorithm approaches and their resulting speeds.  As 
mentioned before, we will first revisit the cases where the system is prepare for an optimal F 
Figure2.13.  Additional data from the plots in figures 2.8 and 2.9.  These data points include the non-
peaked values of P(F), S(F), P(Center), and S(Center) for the various moments when the system is 
prepared for a different optimal measurement.  For example, the values in the bottommost table 
correspond to the probabilities of measuring F for when the system is prepared for a peak probability of 
measuring the center states. 
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measurement, now including the possibility of completing the search on the 1-star system that 
contains F.  For the four cases, we will use S2(F) and the corresponding P(Center) values that 
occur at that moment.  For the cases where both S and F reflect with −1, these P(Center) 
values will come from figure 2.10.  For the cases where only F reflects, we will use the 
P(Center) values from figure 2.13. 
 We will then examine how quickly we find F when we prepare the system around the 
P(Center) and P(Full) peaks, depicted as the green-dotted and blue-solid plots in figures 2.8 
and 2.9.  Specifically, for these scenarios we use S2(Center) and S2(Full) from figure 2.10 
respectively.  When we are preparing for a peak center state measurement, we will use the 
P(F) value from figure 2.13.  For the last scenario, where we prepare the system around 
P(Full), the moment when the combined probabilities of all the states along the correct path 
are peaked, we will need both P(F) and P(Center) from figure 2.13.  In all cases, S1(F) is the 
same value given earlier in this section, and P(Ø) is as defined in equation 2.3.3. 






Figure 2.14 reveals that allowing for the utilization of the center states gives mixed 
results, but in many cases results in a speedup.  In particular, if we compare the ‘Optimal F’ 
row in figure 2.14 to the values in figure 2.11, all four cases are faster, with the exception of 
the case where S and F both reflect, and all states are initially positive, which is equal.  These 
results confirm the idea that discarding measurements that yield the center states is a waste of 
potentially useful information.  Even if we prepare the system in such a way that maximizes 
the probability of finding F, we can still utilize the occurrences when we measure the center 
states to speed up the search. 
Preparing the system for an optimal measurement of the center states seems to offer no 
real advantages.  For the cases where the two stars are set to different initial phases, we see a 
speedup over the values in figure 2.11.  But these values are either equal to or slower than the 
searches for the ‘Optimal F’ method, so there is no scenario in which we would choose to 
prepare our system in this way.  This result shows the balance between trying to utilize the 
high concentration of probability along the correct path, but sacrificing our chances of 
measuring F in the process.  It is convenient when the probabilities for the center states and F 
coincide, but when they do not, this example shows us that we should prioritize maximizing 
our chances of measuring F.  However, this result is for the 2-star maze, which is a relatively 
Figure 2.14.  The adjusted average speeds, which factor in the possibility of completing the search on 
the 1-star system containing F.  Each row corresponds to preparing the system for a different type of 
optimal measurement.  In the end, the combination of ‘Optimal F’, ‘F only’, and ‘+-’ gives rise to the 




small maze as compared to the longer string of stars geometries studied in the previous 
section.  Here, prioritizing measuring the center states offers us no advantage, while earlier we 
showed that it was hugely impactful in solving larger mazes.  Thus, we can see that measuring 
path states can be situationally helpful, depending on the particular geometry we are interested 
in searching on. 
Lastly, we may ask if there is a balance between the two previously discussed 
algorithms.  Namely, for cases where P(F) and P(Center) do not occur simultaneously, is there 
an optimal moment between the two where we can take advantage of what both have to offer.  
If we look at the row ‘Optimal Full Path’ in figure 2.14, specifically the cases where we let 
only F reflect with −1, the answer is both yes and no.  In the first case (++), the peaks for P(F) 
and P(Center) are too far apart for the utilization of P(Full) to take advantage of both.  
However, in the second case, P(F) and P(Center) have a strong overlap, and by probing the 
system at the moment where their sum is the greatest, we achieve the second fastest search out 
of all the algorithms.  
To summarize our problem and our fastest solution, we have found that the optimal 
search algorithm on the 2-star maze, with large M, utilizes a very specific combination of 
preparation and measurements.  Specifically, the fastest search algorithm follows the 
following protocol: 
1) Let only the marked vertex we are searching for reflect with −1.  
2) Prepare our system such that all of the initial states on one star are positive, 
and negative on the other. 
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3) Make our measurement on the system at the moment where we have the 
highest probability of measuring F on the 2-star system. 
4) In the event that our measurement yields a connecting edge, we then 
proceed to do a quantum walk on only the star that contains the marked vertex. 
 By following this algorithm, we will on average find the specially marked vertex the 
fastest.  The example of the 2-star maze is enlightening because it shows us all of the possible 
mixed results we can get by utilizing the path from S to F.  In certain instances we are better 
off taking our chances with simply searching for F directly, and in other instances we can 
achieve a meaningful speedup by utilizing everything the system has to offer.   
This concludes our discussion of Star Graphs.  We will carry on the ideas of using 
paths to search for F in the next section, where we will attempt to apply this idea to a much 











Chapter 3: Searching on Tree Graphs 
 
 In the previous chapter, we studied several star graph geometries on which a scattering 
quantum random walk can efficiently locate a specially marked vertex, faster than a classical 
search.  The single star case produced results similar to that of a Grover Search, while the string 
of stars cases showed that the walk can be applicable to more complex geometries.  It was found 
that the quantum walk could reveal more than just the specially marked vertex, namely the path 
of edges leading up to it.  In this chapter, we would like to push this idea further, studying how 
well these quantum walks perform on graph geometries that resemble potentially real-world 
scenarios.  
Ideally, it would be a superb result if one could show that these walks outperform 
classical searches on any geometry.  However, as shown by the plots in figures 2.7 – 2.9, using a 
quantum walk as a means of searching is constrained by knowing when to probe the system.  In 
real-world scenarios, one doesn’t always have nice geometries like the star graphs, which lend 
themselves to analytical solutions.  Nevertheless, this chapter will serve as a demonstration to 
further showcase the potential of quantum walks.  We will first introduce a new type of graph 
structure, one resembling a more realistic data structure, and then proceed to analyze the 
effectiveness of using quantum search algorithms.  The algorithms and results presented in this 





3.1 Tree Graphs 
 When searching through a database, often times the object of interest is located in a 
folder, nested in another folder, and on and on.  If we want to know whether or not quantum 
walks can be viable as search algorithms, they had better be effective at searching through graphs 
with these types of features.  The geometry of the string of stars cases from the previous chapter 
could be described in this manner, however, they represents a type of data structure where there 
is only a single linear path from the highest to lowest level, which is not very realistic.   
A more realistic data structure would contain paths leading to various dead ends.  For 
example, suppose you know the name of the file you are looking for on a personal computer, but 
don’t know in which folder it is located.  Or even worse, you don’t know in which folder to even 
begin your search.  Finding the file of interest given no a priori knowledge of where it is, is a 
task commonly asked of computers, and one that we would like to ask of our quantum walks as 
well.  Figure 3.1 below shows how such a problem could be represented on a graph geometry of 








 Any data structure that can be represented on a graph G, consisting of nodes and edges, is 
a candidate for a quantum walk.  In the figure above, the graph could be a representation of a 
hard drive, where F is some file we are trying to locate.  If we have no knowledge about where to 
find F, we are limited to searching through every possible path exhaustively.  In an ideal 
scenario, we could map such a data structure to a Hilbert space H, run a quantum walk on it, and 
probe the system at the moment of the most advantageous probability.  However, there are 
several issues that prevent this from being viable, the biggest of which is knowing when to probe 
the system. 
 In order to make progress towards realizing quantum walks as a viable search algorithm, 
we will now turn our attention to a geometry that shares some of the problems faced by figure 
3.1, while limiting others.  In particular, we want to study a geometry that represents searching 
through layers that lead to various dead ends, but no randomness.  Figure 3.2 below shows an 




Figure 3.1.  Mapping a search on a database to a graph geometry.   This maze structure represents the 
problem of trying find a file (F), given no knowledge of where it is.  S represents the highest layer of the 
data structure.  Nodes that have further nodes branching off from them represent folders, while end 











 An N-tree graph can be thought of as a highly symmetric data structure, and we are 
interesting in searching for a file (F) located at the deepest layer.  Here, N represents the number 
of possible paths at each junction (note, each node has N+1 connections in total, but N of which 
are possible paths leading to F).   As illustrated in figure 3.2, arriving at each junction presents 
the solver with two choices, left or right.  Beyond each junction is a subsequent identical 
situation, until ultimately arriving at the deepest layer after M choices.  Thus, the entirety of the 
graph can be described by the parameters N and M.  In total, we are tasked with finding F from 
among 𝑁𝑀 possible candidates. 
 From the viewpoint of a classical search algorithm, searching on these graphs will be 
plagued with many missteps.  Because each junction is identical, if the solver makes an incorrect 
Figure 3.2.  An example of an N-tree graph.  N represents the number of paths branching off from each 
node in the direction of F.  M represents the number of nodes separating S and F.  To locate the correct 
final node F, which lies somewhere at the deepest layer, one would need to guess the correct path at 
each junction M times in succession.   
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choice at any point, there is no way of knowing where the mistake was made.  Thus, the classical 
algorithm will waste a lot of time backtracking and traversing the graph.  Conversely, we will see 
that the final quantum walk algorithm presented in this chapter will reliably make progress in the 
direction F, and rarely get slowed down by missteps. 
N-tree graphs will be the focus of our discussion from this point forward.  The highly 
symmetric nature of these graphs will allow us to find approximate analytical solutions, which in 
turn will allow us to make definitive claims about speeds for any sized maze.  In the coming 
section, we will first examine how quickly a classical algorithm can locate F, as a means of 
comparison. Then, we will proceed to study what types of probability distributions arise when 
we let a quantum walk run on these N-tree graphs. 
 
 
3.2 Classical vs. Quantum on N-Tree Graphs 
 For a general graph G that can be specified through nodes and edges, often times the best 
classical search algorithm is a “depth-first” or “breadth-first” search.  The two techniques only 
differ in how they prioritize traversing the graph, but share the same underlying principles.  
These algorithms search recursively through the graph, where one “step” amounts to moving one 
node at a time, all while simultaneously keeping a list of all connected nodes, both visited and 
unvisited. 
 We will assume that we have no knowledge as to where F is located, but we do know that 
it is somewhere at the deepest layer.  For this case, the search that is best suited for this particular 
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geometry is a depth-first search, which prioritizes checking nodes at the deepest layer.  Once the 
search begins, it will always find F, given enough time.  This is one advantage that classical 
searches have over quantum algorithms.  This feature can be attributed to the fact that the 
classical search can store information about where F is not located, thus always reducing the size 
of the search and slowly marching towards the correct node. 
 Because our graph structures can be entirely described by the parameters N and M, we 
have that the total number of edges is given by: 
(3.2.1) 
 
where 𝑁𝑀 of these connections exist at the deepest layer.  Since the classical search must 
exhaustively check all of the final nodes, each one with a probability of 
1
𝑁𝑀
 of being F, the 
algorithm will on average traverse half of the graph before finding the correct node.  Thus, the 
average speed for the classical search algorithm is E/2 steps, which is of the order O(𝑁𝑀). 
 Although the classical search is deterministic once it has begun, it still involves 
probabilities.  For example, the search could get lucky and walk straight to F, which would only 
take M steps.  Conversely, the search could be unlucky and take the full E number of steps before 
finding F.  Thus, we can describe the classical search as a function of a probability versus 
number of steps, which will be useful later when we compare the nature of classical versus 
quantum searches. 
 Let us use the example of searching on a tree graph where N=2 (also referred to as a 
‘binary tree’), M=3.  Here, there are eight possible end nodes where F could be.  Thus, every 
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time the algorithm checks one of these nodes, the search steadily increases its chance of finding 
F by  
1
8










As shown above, we can see that the success probability of the classical search (blue plot) 
slowly approaches 1, as the number of steps approaches the limit E.  Each jump in probability 
corresponds to the algorithm checking a final node.  Also plotted is a linear approximation, 
which is given by: 
(3.2.2) 
 
As the size of these graphs become larger, the linear approximation becomes more accurate. 
Figure 3.3.  (blue solid) Probability of finding F as a function of steps, using a depth-first classical search 
algorithm, on an N-tree graph where N=2, M=3.  Each jump in probability corresponds to the algorithm 
checking an end node.  (green dashed) A linear fit using the points (0,0) and (E,1). 
68 
 
 We now have a complete description of the classical case, so let us proceed with studying 
how scattering quantum random walks behave on these N-tree graphs.  As before, each edge in 
the graph G represents two states in the Hilbert space H, one for each direction.  Each vertex is 
the site for a local unitary operator, which maps incoming states to outgoing states, as described 
by equations 2.1.1 – 2.1.4.  As usual, we let the specially marked vertex that we are trying to find 
reflect with −1, and all other non-special vertices reflect with +1. 
 As with the cases of the string of stars, we have the option of letting S, the node at the 
highest layer, reflect with either +1 or −1.  As it turns out, letting S reflect with −1 has too strong 
of an impact on the system.  In particular, because S is located at such a centralized position with 
respect to all the vertices in the system, letting S reflect with −1 causes too much of the 
probability in the system to be concentrated on the edge connected to S.  In terms of a search 
algorithm, we want to minimize any chance of measuring S as best we can, since it corresponds 
to a search result yielding nothing.  Thus, we will choose to the let S reflect with +1.  However, 
because of the geometry of the system, the states representing the edge connected to S will still 
accumulate a significant amount of probability, as compared to other edges in the system. 
In addition to the choice of how S reflects, we also have the freedom to choose the phases 
of the initial states of the system.  Unlike the string of stars cases, where having alternating initial 
phases was advantageous, here we will choose to not invoke this ability.  In order to maintain no 
a prioi knowledge of where F is located, one could for example choose to let all of the states (or 
just all of the end states) on one side of the graph start with an initial phase of −1, while the other 
side starts with +1.  However, numerical results show that this detracts from finding F 
efficiently, thus we will choose to simply let all of the states in the system start with a positive 
initial phase.  Much like letting S reflect with −1, setting alternating initial phases causes too 
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much of the probability in the system to accumulate in undesirable locations, namely not along 
the edge connected to F or the states making up the path from S to F. 
While the N-tree graph geometry may not benefit from some of the tricks available to us, 
like the string of stars cases did, it nevertheless does produce desirable probability distributions 
when we let only F reflect with −1.  Figure 3.4 below shows the probability distributions for the 
case N=2, M=10. 
 
As shown in the figure, there is very strong concentration of probability along the correct 
path.  Also, the probability of finding F is not insignificant either, which is good.  Even better, 
the probability of finding F seems to peak around the same time as the path states.  If we focus 
Figure 3.4.  (red solid) The probability of measuring the special vertex F, as a function of unitary steps. 
(black dashed) The probability of measuring any edge along the correct path from S to F (including F), as 
a function of unitary steps.  The result of letting only F reflect with −1 gives rise to a strong sinusoidal 
probability distribution for the path states. 
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on the plot for the correct path probability (black dashed line), the distribution is almost 
surprisingly sinusoidaly shaped.  One might have guessed that such a complex graph wouldn’t 
give rise to such a clean sinusoidal probability distribution, like a Grover Search.  However, as 
we shall see in the next section, these path probability distributions can be modeled by the 
function sin2 to very good approximation. 
While the sum of all the path states gives rise to the nice result shown in figure 3.4, what 
about the probability distributions of the individual states?  To answer this, figure 3.5 below 










Figure 3.5.  Plotted are the probability distributions, as a function of unitary steps, for the 8 closest 
edges along the correct path.  The edges closer to F all peak around the same time, and have the largest 
probabilities.  As the edges get closer to S, their peak probabilities start to diminish.  This diminishing 
trend continues all the way to the edge connected to S. 
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Figure 3.5 shows a decomposition of a typical path probability distribution into its 
individual edge components (note, the probability of an edge is sum of the two states 
representing that edge).  Of the fifteen edges, the eight closest to F are plotted and labeled.  We 
see that edges closest to F all peak around the same time and have the highest values, while 
edges closer to S have smaller peaks.  For example, the five closest edges all have peak 
probability values that are over double the value of the 8th closest edge, and this trend of 
diminishing values continues all the way to S. 
Based on the overall shape from figure 3.4, it is perhaps not that surprising that all of the 
individual edges peak around the same time.  However, the fact that edges closer to F have 
higher probabilities is a significant result in terms of searching for F.  In particular, it means that 
if we make a measurement on the system when the path is most probable, we have a higher 
probability of measuring a state closer to F than S.  By comparison, in the string of stars cases 
from the previous chapter, a measurement result would on average yield a state half the distance 
to F.  Here, we would on average move over half the distance to F. 
As mentioned earlier, perhaps one of the most important features of these probability 
distributions is the fact that the path states and F peak around the same time.  This makes the 
choice of how to prepare the system clear, since we do not have to sacrifice our chances of 
finding F in order to maximize the probability of measuring a correct path state.  Figure 3.6 
below illustrates how closely these two peaks occur, as a function of graph size, for N=2.  The 











As is typical for smaller graph sizes, the location of the peak for F does not exactly 
coincide with the overall path peak.  However, this discrepancy decreases as M gets larger.  It is 
important to note that smaller graphs tend to suffer from fluctuations that deviate from 
macroscopic trends, as evidenced by figure 3.6 here, as well as the single star case with eight 
connections from the precious chapter.  However, it is debatable whether or not such small 
graphs are even worth worrying about, as the difference in speed between classical and quantum 
could be viewed as negligible.  Such is the nature of speedups, for example ones of quadratic 
nature, where the true value of the speedup comes from the largest cases. 
Figure 3.6.  Plotted are the probabilities of measuring F as a function of graph size M, for the case N=2. 
(blue circle) The probability of a measurement result yielding F, when the system is prepared for a peak 
F measurement. (green triangle) The probability of a measurement result yielding F, when the system is 
prepared for a peak path measurement.  At smaller maze sizes, there is a small sacrifice in searching for 
F when one prioritizes path measurements.  However, at larger maze sizes, there is virtually no loss.  
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 We will return to this discussion of under what conditions quantum algorithms should be 
considered worthwhile efforts later in this chapter, as well as in the conclusion section.  For now, 
let us return to N-tree graphs, and their efficiency as a platform for search algorithms.  Figures 
3.4 – 3.6 make a strong case that quantum walks will indeed outperform classical searches on 
these tree graphs.  To complete our analysis of probability trends for these quantum walks, the 
following two figures give some examples of peak probabilities, for various N and M.  Up until 
now, all of the examples have been for binary tree graphs (N=2), but it is also important to 











Figure 3.7.  The probability of a measurement result yielding F, when the system is prepared for a peak F 











Figures 3.7 and 3.8 show clear trends for the peak probability values generated by the 
quantum walks.  Starting with the data in figure 3.7, we see a steadily declining trend in the 
probability of measuring F as graph sizes grow larger.  However, these probabilities are still 
significant if one considers that these graph sizes are increasing of the order O(𝑁𝑀).  Conversely, 
figure 3.8 shows that the probability of measuring a correct path state steadily increases as these 
tree graphs get larger.  This result confirms that larger graphs offer the highest potential for 
search algorithms. 
 Let us now summarize the results thus far, and tie together the data from figures 3.7 and 
3.8, with the previous figures in this section.  Figure 3.5 tells us that when we make a 
measurement when the path is most probable, we will on average measure a state closer to F than 
S.  The data in figure 3.8 reassures us that preparing and probing the system in this manner will 
Figure 3.8.  The probability of a measurement result yielding a state along the correct path, when the 
system is prepared for a peak path measurement.  As graph sizes increase, in both N and M, the peak 
probability of measuring a path state increases as well. 
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give us an overwhelmingly high probability that the state we measure is indeed a correct path 
state.  In addition, figure 3.6 tells us that for larger mazes, preparing the system for a peak path 
measurement is approximately equivalent to preparing the system for a peak F measurement. 
And finally, the data from figure 3.7 confirms that these probabilities for measuring F are indeed 
quite large as compared to the rest of the system. 
 Altogether, the probability distributions for these quantum random walks indicate 
favorable conditions for a search algorithm, which only get better as the size of the graph gets 
larger.  In the next section, we will discuss how approximate analytical results are obtainable by 
means of numerical computation.  In particular, we will derive approximate equations that tell us 
when is the optimal time to make a measurement, as a function of N and M. 
 
 
3.3 Approximate Solutions for N-Tree Graphs 
 As mentioned at the beginning of this chapter, in order for a quantum walk to be a viable 
search algorithm, one needs to know the optimal time to probe the system.  Without this key 
piece of information, we are left completely in the dark about how the probabilities in the system 
are evolving.  We have already seen through numerical results that N-tree graphs naturally give 
rise to ideal conditions for a quantum walk.  Thus, in order to start implementing these walks for 
searching, we need only U(N,M), the function that gives us the required number of unitary steps 
for a peak path measurement. 
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 In order to obtain U(N,M), we will look to solve for the eigenvalues and eigenvectors of 
U, the matrix that advances the system one time-step.  This U is the sum of all the local unitary 
operators at each vertex, given by equations 2.1.1 – 2.1.4.  The dimensionality of U is 2E, but 
due to the highly symmetric nature of these tree graphs, we can work with a subspace that 
significantly reduces the dimensionality.  Specifically, many edges in the graph will always have 
the same amplitude, thus we can group these states together and define new states, just like in 
equations 2.2.2 and 2.2.3.  As a result, if we have a graph that is M layers deep, we can reduce 
the dimensionality of our problem down to: 
(3.3.1) 
 
where this result holds for any value of N.  If we then let a computer solve for the eigenvalues 
and eigenvectors, we find the following results: 
 1) All eigenvalues come in pairs of complex conjugates 




*, where |𝑢𝑖⟩ is an eigenvector of U
 
 These results come from the fact that we have chosen a basis where the matrix elements 
of U, as well as the initial state of the system |Ѱinitial⟩, are both real.  Thus, in order for the 
characteristic equation of the matrix to be real, we get complex conjugates for all of the 
eigenvalues and eigenvectors.  Specifically, for every eigenvector |𝑢𝑖⟩ with an eigenvalue of 𝜆𝑖, 
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there is another eigenvector that is equivalent to |𝑢𝑖⟩
*, with an eigenvalue of λ𝑖
∗.  We can then 
represent the evolution of our system as: 
(3.3.2) 
 
where β𝑖 is the overlap of the system with the initial state: 
(3.3.3) 
Since even the reduced dimensionality of the matrix U can be quite large as M becomes 
large, one would hope that only a handful of β’s are dominant, so that smaller terms in equation 
3.3.2 can be dropped.  This indeed turns out to be the case, as all of the β’s are small enough to 
be ignored expect for two (a corresponding pair of complex conjugates).  If we ignore all smaller 
terms, keeping only the largest pair of β’s, our approximate solution becomes:  
(3.3.4) 
where 𝑒𝑖𝜃𝜆  is equivilant to the eigenvalue 𝜆𝑖, expressed in polar form. 
 Now suppose we are interested in the behavior of a particular state in the original basis, 
for example the states representing the edge connected to F.  Using the approximate solution 
given by equation 3.3.4, one can calculate the amplitude for a given state |Φ⟩ as follows. 
 Let 𝑧𝜑 =  ⟨Φ|𝑢⟩, where 𝑧𝜑 is the element in the vector |𝑢⟩ that corresponds to the state 
|Φ⟩ (note that we have dropped the index i on the eigenvector because we now only have a 
single pair).  Let us define 𝑊𝜑(𝑛) to be the amplitude of the state |Φ⟩ after n unitary steps, where 





If we rewrite β and 𝑧𝜑 in polar form, we get: 
(3.3.6) 
 
where β = |β|𝑒𝑖𝜃β and 𝑧𝜑 = |𝑧𝜑|𝑒
𝑖𝜃𝑧. 
 Equation 3.3.6 tells us that the amplitudes of individual states evolve sinusoidaly, which 
is exactly what was found by numerical means in figures 3.4 and 3.5.  Thus, by using the leading 
two β’s, we arrive at an approximate analytical result that is in agreement with numerical 
calculations.  Specifically, equation 3.3.6 says that the amplitudes of each state in the system 
evolve as a cosine, with an initial angle of [𝜃β + 𝜃z], that increases by 𝜃λ𝑛 after n unitary steps. 
We can now use this result to study the evolution of the states we are most interested in, 
the edges making up the path from S to F.  The amplitudes of these path states, let us call them 
|𝛼⟩, can be better represented as: 
(3.3.7) 
 
 If we look at the value of [𝜃β +  𝜃z] for the states along the correct path, we find 
numerically that this quantity is near −
𝜋
2
.  As a result, we can express these states as sin 
functions, which is in better agreement with the plots from the previous section.  The peak value 
then for these states occur when n is O(
𝜋
2𝜃λ
), offset just slightly for each state’s initial angle [𝜃β +
 𝜃z +  
𝜋
2
].  This result explains the macroscopic behavior of the individual states, as plotted in 
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figure 3.5, and can be seen as the leading order approximation.  Figure 3.5 shows that there are 
smaller fluctuations within in each state, which can be accounted for by including more β terms 
in equation 3.3.4. 
 As a leading order approximation, we will see that the result from equation 3.3.7 is 
powerful enough to give us a good U(N,M), that we can then use for search algorithms.  To 
show this, figure 3.9 below shows a comparison of the probability distribution for the total path 










Figure 3.9.  These results are from a graph size N=2, M=10.  (solid black) The exact probability of 
measuring a state along the correct path, as a function of unitary steps. (dashed blue) The total path 
probability as predicted by the approximate solution given by equation 3.3.7.  As illustrated for this 
relatively small sized graph, the plot produced by the leading order approximate equation is very near 
the exact solution, particularly the moment when the probability is peaked. 
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As illustrated, even for a relatively small graph, the leading order approximate solution is 
very close to the true value.  For larger N and M values, the approximation becomes even better.  
While the accuracy of the approximate solution at all points in the plot is nice, it is the predicted 
moment of the peak which is most important to us.  Specifically, equation 3.3.7 tells us that the 
peak probability occurs after 𝑛 =  
𝜋
2𝜃λ
 unitary steps.  Thus, an equivalent way of obtaining 
U(N,M) will be to understand how 𝜃λ depends on N and M. 
Let us define ε(N,M), which is the function that returns the eigenangle 𝜃λ, corresponding 
to the two dominant β’s, for any N and M.  To understand the form of ε(N,M), we will let a 
computer solve for the eigenangles 𝜃λ, and then plot the results.  Since ε(N,M) depends on two 
parameters, we will first examine this function’s dependence on just N, by setting M to be 










When we plot the eigenangles as a function of N, for constant M, we get a strong trend 
that follows a power fit curve.  This reveals that the function ε(N,M) is of the form: 
(3.3.8) 
where A(M) and B(M) are constants that may still depend on the parameter M.  Note that here 
and in figure 3.10 we are defining ε(N,M) in degrees. 
 Now, let a computer solve for the best fit curves, as plotted in figure 3.10, and extract the 
constants A and B from these fits.  If we again do best fits for A and B, now as a function of M, 
we get the following forms: 
(3.3.9) 
 
where α, β, γ, and δ here are all constants that have no dependence on N or M.  Thus, we find that 
A(M) also has the form of a power function, while B(M) turns out to be linear.  Substituting these 





Figure 3.10.  (black dots) The exact values for the eigenangles 𝜃𝜆, as a function of N, for various constant 
values of M. (red line)  Power fit curves of the form 𝑦 = 𝐴𝑥𝐵.  Thus, for a constant value of M, these fits 





Note that these constants are all found numerically, and more accurate values can be obtained by 
using larger sets of data in the regression fits. 
 We have now accomplished what we set out to do in this section, namely finding a closed 
form equation for U(N,M).  Substituting the values from 3.3.11 into 3.3.10 reveals that the 
probabilities for these N- tree graphs peak around O(𝑀.55𝑁 .5𝑀) unitary steps.  If we compare this 
to the classical speed O(𝑁𝑀), we see a Grover-like speedup. 
 But we cannot claim U(N,M) to be a speedup just yet, as it is only the moment when the 
path is most probably.  If we could guarantee a 100% success of measuring F at the moment of 
U(N,M), then the speedup would be definitive.  However, figures 3.4 and 3.7 clearly show that if 
one probes the system at these times, the probability of measuring F is quite low, implying that 
we will on average need several measurements in order to locate F.   
In the coming two sections, we will find the true speedups one can obtain with U(N,M), 
by exploring two algorithmic approaches.  The first of which will be searching for F directly, 
followed by exploring the possibility of incorporating path state measurements. 
 
 
3.4 Searching For F Directly 
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The simplest search algorithm is always a direct imitation of the Grover Search, whereby 
we only concern ourselves with measurement results that yield F.  Based on the string of stars 
cases, one might expect that this search algorithm will yield a speedup, but is not optimal.  This 
will indeed be the case, but nevertheless, it will serve as a good base on which to build more 
complex algorithms. 
Equation 3.3.10 gives us the optimal time to probe these systems for when the path is 
most probable, while figure 3.6 tells us that beyond a certain graph size, these peaks nearly 
coincide with when F is most probable as well.  However, for smaller cases it is clear that 
U(N,M) will significantly hurt our chances of finding F.  Let us then assume that we have 
UF(N,M), derived in the same manner as equations 3.3.7 – 3.3.11, which gives us the times at 
which F is most probable.  For the analysis in this section, we will use numerically found values, 
as to showcase the fastest that this algorithm can achieve.  If we then let PF(N,M) be the 
probability of measuring F, at the moments specified by UF(N,M), then the average number of 
steps to find F is given by: 
(3.4.1) 
 
which is the same as equation 2.4.1 from earlier. 
 Before plugging in any numbers to equation 3.4.1, let us briefly discuss the nature of 
quantum versus classical searches on these N-tree graphs.  In particular, there are two major 
problems that exclusively plague quantum searches:  1) Low probabilities for F will on average 
result in many failed trials.  2)  Quantum systems must run for a predetermined number of 
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unitary steps, which scales like O(𝑁 .5𝑀).  Together, these problems are compounded for the 
‘search for F directly’ algorithm approach.  As these graph sizes increase, we can expect more 
failed trials, which in turn drives up the number of times we must prepare the system using 
UF(N,M). 
 Earlier we showed that the average classical search speed is proportional to graph size, 
and the success probability of locating F can be linearly approximated.  Most importantly, the 
search is deterministic, unlike these quantum searches which have no protection from failing 
indefinitely.  Figure 3.11 shows a comparison of the types of probabilities involved with these 








Figure 3.11.  Probability of successfully measuring F as a function of steps.  (red solid) Quantum search 
algorithm of searching for F directly. (blue dashed) Linear approximation for a classical algorithm using a 




The differing natures of the two algorithms can be seen in figure 3.11.  While the 
classical search produces a slower average speed, it eventually reaches a success probability of 1.  
Conversely, the quantum search never reaches a success probability of 1, as can be seen in the 
top right corner of figure 3.11.  The plots intersect in two different locations, the first of which 
occurs after the quantum algorithm reaches the required number of unitary steps for one 
measurement (bottom left corner).  At this point in the search, one has a higher chance of finding 
F via the quantum algorithm. However, the second intersection corresponds to the point where 
the classical algorithm has checked enough final nodes to have an equal success probability with 
the quantum search, which is after 35 measurements for this example.  In the region between the 
two intersections, the quantum algorithm is favorable. 
 The example above tells us that after nine measurements, we will have a 50% chance of 
finding F via the quantum search, and that our search is probabilistically favorable up until the 
35th measurement.  However, the probability distribution for the quantum search must not be 
misinterpreted.  It reflects the probability of successfully finding F, based on future 
measurements.  Or in other words, one could say that “if I make nine more measurements, I will 
have a 50% chance of finding F.”  Just like rolling dice, the probability of finding F in a single 
trial never improves, no matter how many measurements are made.  In addition, nine 
measurements is not the average.  For the example in figure 3.11, the probability of a 
measurement yielding F is approximately 7.39%, which tells us that we will actually need on 
average 13.5 trials.  All of this is to show how tricky it can be to truly compare classical and 
quantum algorithm speeds.   
So in order to properly compare average speeds, we will move away from counting steps, 
and instead favor a numerical representation that better suits the quantum systems.  Specifically, 
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we will define the “average speed” of a search as the ratio of average number of steps to 
U(N,M), or UF(N,M) in this case: 
(3.4.2) 
 
In essence, we are still comparing classical steps versus quantum unitary steps, but this 
new ratio will allow us to appreciate speeds as the graph sizes increase.  For the example of 
figure 3.11, UF(N,M) is 1721.  The average number of unitary steps for the quantum algorithm 
would be 13.5 times this number, which means its average speed as defined by equation 3.4.2 
would simply be 13.5.  Hence why this way of defining average speeds it useful, it tells us in a 
single glance the average number of times one can expect to prepare and probe the quantum 
system.  For the same example, the classical search will on average require 32768 steps, which 
gives an average speed of 19.0.  The speedup obtained by the quantum search is then just the 
ratio of these average speeds, which turns out to be approximately 1.4 for this example. 
In the next section, speeds as defined by equation 3.4.2 will have a more impactful 
meaning, which is the main reason for introducing them here.  In terms of a speedup, whether we 
compare steps or speeds is irrelevant, both give the same ratio.  Figure 3.12 below shows the 













 While the example of figure 3.11 may have been underwhelming, figure 3.12 reveals that 
the quantum search is still powerful.  Specifically, searching for F directly is significantly more 
efficient on larger sized graphs.  To understand this result, we must compare the decreasing rate 
of probabilities for measuring F from figure 3.6, with the O(𝑁𝑀) scaling nature of these graphs.  
For the case N=2, when M=15 the peak probability for a measurement result yielding F is 7.39%, 
and by M=25 it falls down to 4.18%.  However, for M=15 there are 32,768 possible locations for 
where F may be, while for the latter case this number rises to 33,554,432.  This approximately 
3% decrease in probability is more than compensated by the 102,300% increase in end nodes that 
the classical algorithm must search through. 
Figure 3.12.  Speedup obtain by using the ‘search for F directly’ algorithm, as compared to a classical 
Depth-First search.  At smaller graph sizes, the speedup is negligible.  But as M gets larger, the speedup 
obtained from the quantum search becomes more impactful. 
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 To summarize, searching for F directly does indeed provide us with a meaningful 
speedup.  However, this speedup is much slower than the quadratic nature of a Grover Search, 
and as a result, the value of the quantum search is less impactful until we reach much larger 
graph sizes.  Figure 3.12 tells us that in the region where M is small, it is debatable whether using 
a quantum search is worthwhile.  Specifically, we can see that the speedup ratio dips below 1.0 
around M=5, implying that the quantum search is actually slower.  This is however nothing new 
to quantum search algorithms, as their true value will always be tied to large problems. 
 As with the cases of string of stars, we will now ask if we can do better.  In the previous 
two sections, we saw how nearly all of the probability in the system becomes concentrated along 
the correct path.  In the next section, we will explore what it means to take advantage of 
everything these systems have to offer. 
 
 
3.5 Moving Through The Maze 
The inability to protect against unlimited failed measurements, or that these failed 
measurements feel like ‘wasted time’ as compared to the progress made my classical searches, 
are both common concerns that may cause someone to dismiss quantum search algorithms.  
Telling the solver to ‘trust that the probabilities work out’, can feel somewhat empty, even if the 
statistics support the claim.  The previous search algorithm was the embodiment of this idea. 
As mentioned before, the two major problems that uniquely plague quantum searches 
(repetitive failed measurements and predetermined number of unitary steps) were both 
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significantly present in the ‘searching for F directly’ algorithm.  Yet despite what would seem 
like a compounding problem as graph sizes increased, the algorithm still provides a significant 
speedup.  Using that algorithm approach as a base, we will now introduce an algorithm that 
solves both of these major problems simultaneously. 
Just as we used path states to improve our searching speeds for the 2-star case from the 
previous chapter, we will invoke the same strategy here on N-tree graphs.  Specifically, when a 
measurement result yields a state along the correct path, we would like to continue our search 
from that point, rather than preparing the entire system again.  Figure 3.13 below shows an 
example of this type of movement through the graph. 
  
 
Figure 3.132.  An example of ‘moving’ through a graph.  (left) Suppose a measurement is made on the 
quantum system, and yields a state that represent the edge marked by a red star.  The node connected 
to this edge, in the direction of S, is then turned “off”.  (right) Once off, this node then acts as an end 
node which reflects with +1, and can be thought of as S for the new system.  One then continues the 
search algorithm on the smaller tree graph. 
90 
 
The symmetry of these N-tree graphs plays a major role in their viability for a quantum 
search algorithm that utilizes ‘movement.’  From the position of a solver, we are presented with 
the problem of locating F on an N-tree graph, with M layers.  If we are able to choose the correct 
path from among the N possibilities at the first junction, then we arrive at an identical situation, a 
new N-tree graph, but now with only M-1 layers.  In general, if our quantum algorithm can 
successfully yield a path state, then we reduce our search problem on an N-tree graph from an M-
layered maze down to an M’-layered maze, where M’ < M. 
 To achieve this type of movement, we will assume that we have control over our 
quantum system, as to turn vertices “on” and “off”.  Initially, every vertex in the system is on, 
and we only ever turn one vertex off at a time, following a measurement.  An example of this is 
shown in figure 3.13.  In the figure, suppose the measurement result yielded a state 
corresponding to the edge marked by the red star (left graph), one would then proceed to turn 
‘off’ the vertex just below that edge.  In doing so, that vertex would then act as an end node, 
reflecting with +1.  Consequently, all of the edges and vertices that are behind the turned off 
node are essentially frozen out for the next quantum system.  The states and local unitary 
operators that are frozen out are no longer included in the Hilbert space H.  Turning vertices on 
and off only occurs after a measurement, and before preparing the quantum system. 
 The act of moving to the location of a measurement, to an edge presumably along the 
correct path, remedies both major problems at once.  By continuing the search from a location 
closer to F, we 1) increase our probability of finding F (figure 3.7), and 2) decrease the number 
of unitary steps needed to prepare the new system (U(N,M) scales like O(𝑁 .5𝑀)).  The only 
disadvantage to moving closer to F is that there will be a smaller peak path probability, but this 
is well worth the tradeoff, especially since our goal is to ultimately locate F. 
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 While the upside of utilizing movement seems great, we must address the one major new 
problem that it introduces:  What happens when a measurement does not yield a path state?  This 
is an inherent new risk that comes with this algorithmic approach, the possibility of following a 
measurement into an area of the graph where F is no longer a part of the system.  We will refer 
to this situation as ‘stepping into a dead tree’, and address this issue first, before moving any 
further. 
 The short answer for how to deal with this situation, is do nothing.  More appropriately, 
we can’t do anything.  From the perspective of a solver, one never knows when they’ve stepped 
into a dead tree.  All we can do is prepare the new system according to U(N,M), and continue 
searching until we measure an end node, that will ultimately not be F.  When we do measure an 
incorrect final node, we have nowhere else to go, and we are forced to prepare the entire system 
over again from the start.  Thus, the only way to correct our search after stepping into a dead tree 
is to wait until we measure an incorrect final node. 
 Not knowing whether you are on the correct path or not may seem like a flaw in the 
algorithm design, but there is a saving grace here.  In the event that one steps into a dead tree, we 
arrive at a situation where all of the end nodes in the system reflect with +1.  In addition, we 
have chosen to always prepare the initial state of the system so that there are no phase 
differences between states.  Thus, unbeknownst to the solver, the quantum walk is doing nothing.  
After U(N,M) unitary steps, the amplitudes of all of the states are unchanged, which means that 
there is an equal probability of measuring any state in the system.  Because each layer of the 
graph contains 𝑁𝑀 edges, a measurement on the system will have an overwhelmingly favorable 
chance of measuring states closest to the final layer.  Thus, if one gets unlucky and missteps into 
92 
 
a dead tree, the subsequent measurement(s) will quickly bring them to an end node, thereby 
exiting the dead tree. 
 To illustrate how quickly one can expect to reach a final node after stepping into a dead 











Figure 3.14 tells us that lager sized graphs tend to exit dead trees more quickly, with 
respect to their U(N,M).  On that note, it is important to recognize that the number of wasted 
steps is then proportional to the U(N,M) value at the location of the misstep, not the overall 
Figure 3.143.  (N=2)  Average exiting speed from a dead tree, as a function of graph size.  For larger 
graphs, the first measurement after stepping into a dead tree will almost always move the solver so 
close to the end, that the number of steps required by subsequent measurements is negligible.  Hence, 
the graph shows that the exiting speed approaches the limit U(N,M) (1.0). 
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system.  Suppose one missteps into a dead tree, and moves to a location at the M’th layer.  Then, 
with respect to the number of unitary steps for the overall system, U(N,M), the fractional amount 
of wasted steps in the dead tree will be of the order O(𝑁𝑀
′−𝑀).  The worst case scenario (aside 
from measuring S) would be a misstep at the M−1 layer, resulting in approximately 
𝑁−1( U(𝑁, 𝑀)) wasted steps.  Ideally we would like our algorithm to be free of missteps 
altogether, but for the case of N-tree graphs, their scaling nature ensures us that the penalty for 
any missteps is negligible.  In fact, the largest cost in speed as a result from a misstep is having 
to prepare the initial graph again. 
Figure 3.14 is an example of why we have chosen the definition for average speed, given 
by equation 3.4.2.  We can see that as these graphs get larger, the average exiting speed 
approaches 1.0, the theoretical limit for any sized quantum system.  Since we are constrained to 
prepare the quantum system at least once, the theoretical minimum number of steps to locate F is 
exactly U(N,M).  Since U(N,M) is our lower bound, the question then becomes how close to 
this limit one can achieve. 
Let us summarize the new quantum search algorithm that utilizes movement, which we 
shall refer to as the ‘follow the measurement’ algorithm.  One prepares the system according to 
U(N,M), which guarantees that we have the maximal probability of measuring a state along the 
correct path.  We then probe the system, and we either locate F or we do not.  For the latter case, 
we then proceed to ‘turn off’ the vertex directly connected to the location of the measurement, 
freezing out all states from the quantum system that are not in the direction leading deeper into 
the graph.  The turned off vertex reflects with +1, and we continue the search from the new 
location, preparing the system according to the new U(N,M’).  This process continues until an 
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end node is measured.  If the end node that we find is not F, we begin the process again from the 
highest layer. 
Calculating the average speeds using this algorithmic approach is very cumbersome.  One 
needs to take into account all possible paths to finding F, including the infinite possibilities for 
stepping into dead trees and having to start over.  Whereas the results for the 2-star case from the 
previous chapter were exact, here we will let a computer numerically calculate speeds, by 
simulating measurements.  The following figure shows the results of these simulations, where 
each data point is the result from averaging the speeds found in approximately 107mock 
searches, per graph size.  The average speeds for the previous quantum search algorithm and 






Figure 3.15 completes our discussion, illustrating the solving power one can achieve by 
utilizing movement in a quantum search algorithm.  Most notably, the trend for the ‘follow the 
measurement’ algorithm appears to approach 1.0, the theoretical limit!  This means that for 
larger graph sizes, the algorithm can expect to locate F without ever making a misstep.  In fact, 
an average speed of under 1.5 means exactly that: that on average, the algorithm will locate F on 
the first try, and the solver will only need to prepare the system for the full U(N,M) once. 
 It must be noted that the results for figure 3.15 were generated using the exact peak 
probabilities, found numerically.  Thus, if one were to use an approximate form for U(N,M), 
such as equation 3.3.10, one would expect slightly slower results.  Nevertheless, the results 
found from the exact peaks reveal the underlying power that can be achieved. 
 Recall a statement that was made at the end of section 3.3, specifically that when we 
found the general form for U(N,M), we couldn’t yet make a claim about speedups.  Figure 3.15 
now allows us to make that claim. By using the ‘follow the measurement’ search algorithm, we 
Figure 3.15.  (N=2) Plotted are the average speeds by which the various algorithms can locate F, as a 
function of graph size.  The markers indicate the exact values for the graph sizes M.  (black square) 
Average speeds obtained by using a classical Depth-First search algorithm.  (green triangle) Average 
speeds obtained by using the ‘search for F directly’ quantum search algorithm.  (red circle) Average 
speeds obtained by using the ‘follow the measurement’ quantum search algorithm.  For graph sizes 
larger than M=5, the follow the measurement algorithm is the fastest search.  As M gets larger, this 
algorithm trends toward the theoretical limit, suggesting that it may be fastest search algorithm one can 
obtain by using these quantum walks. 
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can achieve solving speeds that are a constant multiple of U(N,M), approaching the limit of 
U(N,M) for larger cases.  Thus, we can definitively say that this search algorithm achieves 
speedups of the order O(𝑀.55𝑁 .5𝑀) over the classical search speed of O(𝑁𝑀).  This result is 
almost quadratic, which is impressive considering how much more complexity is involved in 
these N-tree graphs as compared to the Grover Search. 
 This concludes the study of N-tree graphs for this paper, as well as the searching power 
for quantum algorithms that use quantum random walks.  The final section of this paper will 
summarize and tie together all the relevant results from the three main chapters of this paper, as 















We have now studied seen two cases involving paths in quantum systems: retrodiction of 
a series of measurements and search algorithms using quantum random walks.  Together, they 
both represent problems in the field of Quantum Information Theory, whereby the goal is to push 
the limits of how much information we can extract and use from quantum systems. 
In chapter 1, POVMs allowed us to go beyond standard quantum measurements, 
showcasing the ability to extract the most we can out of a quantum system.  Since we are not 
restricted by the dimensionality of the problem, POVMs open up the door to more creative ways 
of handling information.  Specifically for the problems of the double and triple interferometers 
studied in chapter 1, POVMs allowed us to successfully distinguish between four and eight 
possible final states, with success probabilities unachievable if we limit ourselves to only two 
observable operators. 
In chapters 2 and 3, we studied the effectiveness of scattering quantum random walks as a 
basis for search algorithms.  These random walks are applicable to any problem that can be 
represented as a graph G, consisting of nodes and vertices.  The two graph geometries studied in 
this paper, star graphs and N-tree graphs, both showcased how symmetries can lead to ideal 
conditions for quantum random walks.  In particular, both geometries produced probability 
distributions where nearly all of the probability in the system concentrates along the path leading 
to the specially marked vertex.  Using these ideal probability distributions, we showed that these 
quantum walks could be used as search algorithms, achieving Grover-like speedups if we take 
advantage of measurements that reveal path states. 
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Looking ahead, there is still a lot left for the exploration of quantum random walks and 
their use in quantum algorithms.   With the advent of quantum computers in the foreseeable 
future, the realization of these quantum random walks is promising.  The path from theory to 
experiment to application of these quantum walks is still to be tested, but their potential is 
certainly noteworthy.  And who knows, quantum search algorithms may only be the tip of the 
iceberg.  Beyond simply searching for specially marked vertices, quantum walks may be useful 
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