Citrus canker and Huanglongbing (HLB) are citrus diseases that represent a serious threat to the citrus production worldwide and may cause large economic losses. In this work, we combined fluorescence imaging spectroscopy (FIS) and a machine learning technique to discriminate between these diseases and other ordinary citrus conditions that may be present at citrus orchards, such as citrus scab and zinc deficiency. Our classification results are highly accurate when discriminating citrus canker from citrus scab (97.8%), and HLB from zinc deficiency (95%). These results show that it is possible to accurately identify citrus diseases that present similar symptoms.
INTRODUCTION
In recent years, there has been an increasing interest in early detection of plant stress due to diseases to prevent economic losses in agricultural crops [1] [2] [3] [4] [5] [6] [7] . In the citrus industry, there are two major citrus diseases: citrus canker (Xanthomonas citri subsp. citri) [8, 9] and Huanglongbing (HLB, "Candidatus Liberibacter spp.") [10] [11] [12] . Both diseases are a serious threat to citrus production worldwide, including regions in Brazil and the United States, because they lead to higher production costs and the progressive reduction of orchards, which results in smaller production and subsequent economic losses. Because the citrus industry is important economically for both Brazil and the U.S., the two countries are working hard to control and contain these citrus diseases.
The present process to control such diseases involves several steps. The first step is to identify the diseased tree by constant visual inspection in the orchards. The goal is to recognize the characteristic symptoms of each disease using the naked eye. This method is very hard because a normal citrus tree can have 20,000 leaves or more, and only a few leaves (often less than 10) will exhibit any symptoms. The detection efficiency of this process also depends on specific parameters, such as sunlight, human training, disease severity, and field conditions [13, 14] . Once the symptomatic plant has been identified, laboratory diagnostic tests must confirm its presence [12] . Current main plant disease detection tests are based on the polymerase chain reaction (PCR), which amplifies a DNA target sequence of the pathogen [3] . If a disease is confirmed, control strategies begin that include eradication of symptomatic trees, quarantine measures, vector control by insecticides, and copper sprays, depending the target disease [14] [15] [16] [17] . Because this process is time-consuming and expensive, there is a demand for a fast, practical, and selective method to rapidly detect citrus diseases in both field and laboratory conditions. Recent technological advances have increased the potential applications of light-tissue interactions to recognize alterations in plant tissues. One of these techniques, fluorescence imaging spectroscopy (FIS), has been investigated as a tool in plant studies [18] [19] [20] since it provides spatial and spectral information. The most important aspect of fluorescence spectroscopy is that the technique is nondestructive and nonintrusive to the plant biochemistry, physiology, and ecology [4] . In addition, it is a very convenient technique that can be applied either in the laboratory or in the field [18] .
The acquisition of the fluorescence images, however, is just the first step. The next step is to discriminate the diseased samples from the healthy ones by using image analysis techniques. In recent years, the supervised learning method, support vector machines (SVMs), has been successfully used to classify multispectral remote sensing images [21, 22] . The SVMs have often been used due to their higher classification accuracy compared to other widely used pattern recognition techniques [23] . Vladimir Vapnik proposed the SVM as a classification approach in the fields of pattern recognition and machine learning based on the structural risk minimization principle (SRM), instead of the traditional empirical risk minimization (ERM), to avoid the overfitting problem [21, [24] [25] [26] . The default SVM is a binary classifier that finds the maximal margin hyperplane in terms of the training data and, for a new point, the class is predicted based on which side of the plane the point lays. Our group previously used this technique to analyze the performance of the FIS system to discriminate HLB samples from healthy leaves [18] . The classification results indicated that although the classifier accuracy was low (61%) for U.S. samples, the accuracy was good (90%) for Brazilian samples.
In this paper, we have extended our previous work by applying the same methodology to discriminate between citrus canker and another citrus disease called citrus scab (Elsinoë fawcettii) [27] . We also have applied it to discriminate HLB from zinc deficiency, a very common symptom present on HLB-affected trees [28] . Such combinations of diseases were chosen because citrus canker and citrus scab present similar visual symptoms that are difficult for the naked eye to discriminate. The same problem occurs for HLB and zinc deficiency. Our results show that this method is highly accurate for both situations: (i) for samples of citrus canker and citrus scab we obtained a 97.8% accuracy; (ii) for samples with HLB and zinc deficiency, we obtained a 95% accuracy. We believe that the present research results indicate that fluorescence imaging is a powerful tool to detect citrus plant diseases.
MATERIALS AND METHODS

A. Fluorescence Imaging Spectroscopy Systems
We developed two different fluorescence imaging systems for this experiment. The first system (FIS-1) uses a tunable filter to select the spectral band of interest. The system is composed of a liquid crystal tunable filter (Meadowlark Optics, Frederick, Colorado, USA) that is computer controlled. Through the use of multiple liquid crystal variable retarders and polarizers, the tunable filter can be tuned to a given wavelength in the 420-750 nm range. The filter bandwidth varies from 9 to 19 nm in this range.
We used high-power light-emitting diodes (LEDs) at two different wavelengths (405 and 470 nm) as excitation sources. We also used a monochromatic charged couple device camera (CCD) (Model mvBlueFOX120a, Matrix Vision, Oppenweiler, Germany) and an objective lens to obtain the images. We placed the optical system inside a closed box. Figure 1 (a) shows a schematic diagram of the FIS-1 system. We collected the fluorescence images between 480-750 nm for every 10 nm for all possible combinations of excitations and for samples infected with citrus canker, citrus scab, HLB, and zinc deficiency. Using the FIS-1, we first conducted an experiment to determine the emission bands for the different diseases studied in this work.
After selecting these bands, we used the FIS-2, which is composed of the CCD mentioned above, a filter wheel (Model FW102B, Thorlabs, Newton, New Jersey, USA), an objective lens, and high-power LEDs at the wavelengths 405 and 470 nm as excitation sources. The filter wheel held up to six optical filters and we used the following bandpass optical filters: 530, 550, 560, 570, 580, and 690 nm (Models FB530-10, FB550-10, FB560-10, FB570-10, FB580-10, and FB690-10, Thorlabs, Newton, New Jersey, USA). Our discussion of the results explains the reason for selecting these filters. The CCD and filter wheel were computer controlled. Figure 1(b) shows a schematic diagram of the portable FIS system, which can operate on car batteries. We used this system in our previous work [18] to perform a comparative study to detect the Huanglongbing citrus disease in the U.S. and Brazil. The main advantage of this second system compared to the first is that it does not require temperature stabilization. The fluorescence wavelength change is faster and can be used in the field to collect images.
B. Leaf Sample Collection
In the first experiment, using the FIS-1, we collected fluorescence images for five samples for each of the following conditions: (i) citrus canker, (ii) citrus scab, (iii) HLB, and (iv) zinc deficiency. From this experiment, we were able to select the main fluorescence spectral bands for each pair of diseases.
In sequence, we collected images for 100 samples for each leaf condition using FIS-2 in the second experiment. We obtained these images for the excitations and filters shown in Table 1 . The leaf samples came from plants of Citrus reticulata (Blanco), Citrus sinensis (L. Osbeck), Citrus aurantifolia (Swingle), Citrus latifolia (Tanaka), and Citrus limonia (L. Osbeck) in different locations in São Paulo state, Brazil. At field conditions, such samples have different levels of severity and leaf/plant age. For all tested diseases and Zn-deficiency, leaf samples ranged from initial symptoms to severely affected. Since we are interested in developing a technique that can be applied to samples in field conditions, we have not fixed such parameters. As a consequence, our approach was tested for natural conditions of infection for those diseases. Samples were collected for each tested condition based on their symptoms at field and only if they presented no other macroscopic symptoms.
We transported the samples to the optical laboratory for fluorescence measurements in closed Styrofoam boxes. To avoid any detachment time effect, we performed the fluorescence measurements just after the leaves were collected [4] . After the measurements, we transported the leaves in closed Styrofoam boxes to the Fundecitrus agency for disease diagnostics using traditional tests [29] [30] [31] [32] . We differentiated citrus canker and citrus scab diseased samples by isolation of Xanthomonas bacterium pathogen in nutrient agar (NA) media [4, 29] . We diagnosed the HLB diseased samples using the laboratory method (qPCR analysis) [33] . These tests are considered as assay values tests, and their results allowed us check the validity of the optical tests.
C. Support Vector Machine
The classification method we used in this work was the support vector machine (SVM) [24] . Here, we have presented a brief introduction to this technique. Further details can be found elsewhere [18, 25, [34] [35] [36] . The SVM was first proposed to solve a two-class discrimination problem, but many strategies can be used to solve multiclass problems [37] .
For a conventional SVM binary classification process, assume that x i is an element of the training data set composed of n samples and y i f1; −1g is the class label associated with x i , where each element is assigned into class 1 or −1. The goal of SVM is to create an optimal hyperplane between the two sets of data for classification, maximizing the distance between the boundary and the nearest data point [25, 38] . The nearest data points to the hyperplane are called the support vectors, and they contain all the necessary information the classifier needs [25, 37] . The optimized hyperplane can be computed when transformed to the optimization problem [37] 
subject to y i ω t x i b ≥ 1 − ξ i with ξ i ≥ 0 and for i 1; 2; 3; …; n; where ω is orthogonal to the hyperplane, b is the offset from the origin of hyperplane, C is the regularization parameter that determines the trade-off between minimizing the training error and minimizing model complexity, and ξ i represents the degree of misclassification of x i . When two-class data could not be properly classified in the linear space, it was proposed that the original low-dimensional space could be mapped into a higher-dimensional feature space, where the data could be then linearly separable. This transformation into a higher-dimensional space is implemented by a kernel function. Several kernel functions can be used in different nonlinear SVMs, but the most commonly used are the polynomial kernel function, the Gaussian radial basis kernel function (RBF), and the sigmoid kernel function [18, 25, 38] . The RBF kernel is the most widely used because it is simple, fast computationally, and offers good classification results in contrast with other kernel functions. For these reasons, we decided to use only the Gaussian kernel function in this work, which is given as
where x and x 0 are the data in the original low-dimensional feature space, and γ controls the width of the Gaussian radial basis function.
To obtain good classification results, some parameters in SVM must be optimized. These parameters include (i) the regularization parameter and (ii) the kernel parameter γ, which is the width of the RBF kernel function [25] . The quality of the classifications can be greatly affected by C, since it determines how severely classification errors must be penalized [36] . These parameters C; γ are usually defined by cross-validation techniques [25, 36] , where various pairs of C; γ are tried, and the one with the best cross-validation accuracy is used to predict the unknown set.
In addition to the cross-validation approach, we also used an alternative strategy to optimize the SVM parameters. In this method, the C parameter was varied from 1 to 2000 and γ from 0 to 50,000, and for each pair of parameters, we trained our classifier and obtained the classification accuracy. From this matrix of accuracies, we selected the parameter pair C; γ, which presented the best result. This procedure and the cross-validation technique were performed on the fluorescence bands and excitations shown in Table 1 . We tested both approaches in our data set. Because the results obtained using the second technique were superior in 75% of the cases, we have only presented the results from the second technique here. The computational time required to estimate the parameter values was approximately 50 min for each fluorescence band, considering 20 training samples and 180 test samples. The laptop we used was equipped with an Intel(R) Core(TM) i7-3537U CPU with a 2 GHz processor, 8 GB RAM, and Windows 8.1 Home Edition. We performed the data processing and analysis in MATLAB (ver. R2013a, MathWorks Inc., Natick, Massachusetts, USA), using a subroutine LIBSVM software from [39] .
RESULTS AND DISCUSSION
A. Experiment Using FIS-1
To obtain the best combination of excitation/fluorescence bands, we analyzed the average fluorescence intensity as a function of wavelength for each leaf condition. We developed it using a MATLAB routine that used standard functions from the software's Image Processing Toolbox. This routine selected the region of interest (ROI) and calculated the average intensity from the pixels of each sample. A square ROI with a size of 20 mm × 20 mm was randomly selected in each sample, obeying the criterion that this region should have visual symptoms Figure 2 shows the average intensity as a function of the fluorescence wavelength using the excitations 405 and 470 nm for the diseases in study. From Fig. 2 , we could determine the main fluorescence bands for the discrimination process of the diseases. The bands were selected based on the regions in which it was possible to observe a distinction in the intensity curves of the diseases. Comparing citrus canker and citrus scab, we selected the fluorescence bands at 550 and 580 nm for the excitation at 405 nm, as well as the band at 550 nm for the excitation at 470 nm, as seen in Figs. 2(a) and 2(b) . We also decided to use the band at 570 nm for the 470 nm excitation. Although this band did not show a clear distinction between the diseases, we used it in the past to detect citrus canker using laser induced fluorescence spectroscopy [8] . For the HLB and zinc deficiency case, we selected the bands at 560 and 580 nm for the excitation at 405 nm, as well as the bands at 530 and 550 nm for the excitation at 470 nm according to the regions of maximum intensity observed in Figs. 2(c) and 2(d). Besides these selected wavelengths, we also considered the fluorescence images at 690 nm for all excitations and diseases, since these images present a clear distinction between the diseases in this region. The fluorescence at 690 nm represents the emission of the chlorophyll a molecule, and can be useful to discriminate the diseases since it is directly related to physiological state of the plants [2, 18] . Table 1 shows the selected fluorescence wavelengths.
B. Experiment Using FIS-2
The first step in our analysis was the segmentation of the images obtained by the FIS-2 system. The selection of the region of interest of an image is critical and may reflect on the performance of the classifier. In this work, we performed the segmentation manually for each sample, similar to our previous work [18] , selecting the regions with visual symptoms of the diseases. Figure 3 shows some examples of segmented images.
The next step was the extraction of the features from the segmented images that will be used as an input vector in the SVM classifier. The gray level co-occurrence matrix (GLCM) allowed us to extract the texture features from the segmented images [40] . GLCM represents the distributions of the intensities and the information about the relative positions of neighboring pixels of an image [41] . Such a matrix considers the relationship between two pixels at a time, one called "pixel of reference" and other called "neighboring pixel." For an image I , of size N × N , the gray level co-occurrence matrix P can be defined as [41] Pi;j X N x1 X N y1 1; if I x;y i and I x Δx; y Δy j 0; otherwise ;
where the offset Δx; Δy specifies the distance between the pixel-of-interest and its neighbor. The offset parameterization makes the co-occurrence matrix sensitive to rotation. The offset Δx; Δy can be selected as one or higher and is represented by the symbol Δ when Δx Δy [41] . Each element in P specifies the number of times that the pixel with value i occurred according to a rotation angle for a pixel with value j. In 1973, Haralick et al. [42] introduced 14 statistical features that can be calculated for each of the co-occurrence matrices obtained by using different rotation angles and then averaging all these values. Six textural features are considered the most relevant among the 14 originally proposed: energy, contrast, variance, correlation, entropy, and homogeneity [43] . In this work, the Δ value is set to 1 as the distance parameter. We selected three textural features among the six most relevant. The features extracted were energy, contrast, and homogeneity, and we calculated them considering the angles Haralick defined. Further details can be found on [41] [42] [43] .
The three statistical feature descriptors selected were calculated according to Eqs. (4)- (6): where pi; j represents the normalized co-occurrence matrix. We obtained this normalized matrix by dividing each element of the GLCM matrix by the sum of all its values. MATLAB software automatically computed these features. The extracted texture features were used as an input vector in the classifier SVM. We classified our data by applying the SVM classifier to two groups of fluorescence images: (i) Group 1, citrus canker and citrus scab images; and (ii) Group 2, HLB and zinc deficiency images. We evaluated the performance of the classifier using three parameters: accuracy, sensitivity, and specificity. The data set for each group was partitioned into training and test sets. At the beginning of the process, we input two sets of training samples into the classifier: citrus canker and citrus scab for Group 1, and HLB and zinc deficiency for Group 2, respectively. The training set contained 20 samples, 10 for each condition. The training algorithm builds a model that assigns new examples into one category or another. In this learning process, the SVM represented the training examples as points in space, so that the examples of the two types were separated as much as possible. Then, we applied the SVM to the test set, which contained 180 samples, 90 for each condition. At this stage, the SVM varied the parameters C; γ to select the pair with the highest precision and then the whole training set was trained again to generate the final classifier. This procedure was repeated for each fluorescence and excitation bands. Since SVM is a binary classifier, it classified the samples either
Our first attempt involved the use of a single excitation wavelength and a single fluorescence wavelength only. By comparing the SVM results with the assay values tests we obtained Table 2 for Group 1 for each excitation and fluorescence wavelength. In this table, we classified samples as true positive (TP), true negative (TN), false negative (FN), and false positive (FP).
From these results we could calculate the performance of the SVM classifier using the parameters sensitivity, specificity, and accuracy. These parameters are described in terms of TP, TN, FN, and FP, and were calculated according to Eqs. (7)- (9) as
Specificity TN TN FP ;
and Accuracy TP TN TP TN FN FP : Table 3 shows the results. Using the same procedure for Group 2 and the assay values for HLB [44] , we obtained the following classification results shown in Table 4 . In Table 5 , we show the sensitivity, specificity, and accuracy for Group 2.
The results from the SVM classifier showed that the sensitivity and specificity parameters varied significantly for both groups with low values depending on the fluorescence and excitation selected. This first attempt provided accuracies between 50% and 80%, which were too low to be considered For each excitation, we combined the two fluorescence wavelengths with the highest accuracies, as well as three fluorescence wavelengths. Finally, we combined the two excitations and all fluorescence bands. The samples were considered negative for the disease on these combinations when for each fluorescence wavelength they were negative; otherwise, they were classified as positive for the disease. Table 6 shows the results of the classification for the Group 1 considering these combinations and procedures. From Table 6 , it is possible to see that the accuracy increases significantly, especially for the 470 nm excitation. We obtained the best result (97.8% accuracy) when we considered the two excitations and all fluorescence bands. From this combination, we were able to identify all the citrus canker positive samples (sensitivity 100%). Besides, the citrus canker negative samples were identified with a high accuracy (specificity 95.6%). We obtained a good accuracy result considering only the 470 nm excitation and two fluorescence bands (550 nm and 690 nm). This may save time in the whole procedure, but it remains to be investigated. Note that the use of the band at 570 nm for the 470 nm excitation did not improve the accuracy. This result was not surprising since there was not much difference in the spectrum from Fig. 2 .
Using the same procedure for Group 2, we obtained the following classification results as shown in Table 7 . The classification results for Group 2 showed that when combining the three fluorescence bands for each excitation, the accuracy is higher than 93% and there also is high sensitivity and specificity. The best result arises from the combination of the three wavelengths (560, 580, and 690 nm) for 405 nm excitation, since the sensitivity was 100%, allowing identification of Research Article all HLB-positive samples. Since the specificity was above 90%, most of the HLB-negative samples were identified. The accuracy of this combination was 95%. The results indicate that we may be able to use a single excitation source (either 405 nm or 470 nm) and a combination of three fluorescence bands to identify the HLB samples.
The classification results obtained from both groups are very promising since the technique can be used to differentiate diseases that have similar visual symptoms. This technique can be used in field conditions for disease management without the need for complex laboratory procedures. Even in a laboratory setting (i.e., official diagnosis, quarantine) diagnosis would be much faster and less expensive than standard detection protocols. New combinations of excitations and fluorescence bands can improve the levels of accuracy presented in our study for citrus canker and HLB, and also for different biotic and abiotic plant stresses.
CONCLUSIONS
In summary, we have proposed the use of a fluorescence imaging spectroscopy technique to quickly identify the main diseases that affect citrus orchards. We developed the fluorescence imaging system and applied a diagnostic procedure to citrus canker, citrus scab, HLB, and zinc deficiency. We used the features extracted from the fluorescence images as an input in the classifier SVM. The classification results indicated that this method is highly accurate when we compared samples with citrus canker and citrus scab (97.8%), or samples with HLB and zinc deficiency (95%). Furthermore, the specificity obtained for each group was also high (≥ 90%). We believe this method is a viable method to differentiate citrus diseases and has diagnostic potential for other biotic and abiotic plant stresses. 
