Abstract
Introduction
An important problem for a database system is to guarantee database consistency. Many techniques and tools have been devised to fulfill this requirement in many interrelated research areas, such as concurrency control, security control, reliability control and integrity control. A database state is said to be consistent if the database satisfies a set of statements, called semantic integrity constraints (or simply constraints). Integrity constraints specify those configurations of the data that are considered semantically correct. Any update operation (insert, delete or modify) or transaction (sequence of updates) that occurs must not result in a state that violates these constraints. Thus, a fundamental issue concerning integrity constraints is constraint checking, that is the process of ensuring that the integrity constraints are satisfied by the database after it has been updated. Checking the consistency of a database state will generally involve the execution of integrity tests on the database which verify whether the database is satisfying its constraints or not.
Integrity checking is primarily implemented in one of the following ways depending on who or what is responsible for ensuring the consistency of a database. The responsibility for constraint checking is either allocated to the users of the database or to a database management system component called semantic integrity subsystem (SIS). In the former approach, the users are responsible for specifying a set of integrity constraints which the update or transaction may violate and they must include checks or integrity tests into update transactions to ensure that none of these constraints will be violated. In the alternative approach, a complete set of integrity constraints is identified once by the users and then applied to all updates or transactions of the database. Obviously, the first approach is less friendly, more error-prone because the efficiency and correctness of manually written integrity tests rely on the users' skills and changes to constraint definitions require modification of all transactions which include integrity control with respect to these definitions.
The growing complexity of modern database applications plus the need to support multiple users has further increased the need for a powerful integrity subsystem to be incorporated into these systems. Therefore, a complete integrity subsystem is considered to be an important part of any modern DBMS. The crucial problem is the difficulty of devising an efficient algorithm for enforcing database integrity against updates. A naive approach is to perform the update and then check whether the integrity constraints are satisfied in the new database state. This method, termed brute force checking, is very expensive, impractical and can lead to prohibitive processing costs because the evaluation of integrity constraints requires accessing large amounts of data which are not involved in the database update transition [21] . Hence, improvements to this approach have been reported in many research papers.
Although this research effort has yielded fruitful results that have given centralized systems a substantial level of reliability and robustness with respect to the integrity of their data, there has so far been little research carried out on integrity issues for distributed databases. The problem of devising an efficient enforcement mechanism is more crucial in a distributed environment. This is due to the following facts [1, 14, 19, 21] :
Integrity constraints may spread over several sites in distributed databases. A large amount of data may therefore need to be transferred around the network in order to determine the truth of such statements.
Owing to the possibility of fragmentation of relations with the fragments stored at different locations, the integrity constraints must be transformed into constraints on the fragments so that they can be straightforwardly used for constructing efficient enforcement algorithms. Thus there are usually more integrity constraints in distributed databases which need to be maintained. In addition, replication of data imposes an additional constraint that the replicas must have equivalent values at all times.
Frequent updates can lead to frequent executions of expensive violation testing operations.
Allowing an update to execute with the intention of aborting it at commit time in the event of constraint violation is also inefficient since rollback and recovery must occur at all sites which participated in the update, which can be a very costly operation in distributed systems.
The brute force strategy of checking constraints is worse in the distributed context since the checking would typically require data transfer as well as computation leading to complex algorithms to determine the most efficient approach. Thus, the question of interest is how to efficiently check integrity constraints in a distributed environment.
The same question of interest arises in parallel databases where the database relations are either physically (static) or virtually (dynamic) partitioned into several regions (partitions). The problem of devising an efficient enforcement mechanism is more complicated if the parallel databases exist in a distributed environment compared to a centralized environment as not only the mechanism has to cater the previous mentioned facts but also to adhere to the following facts. For both cases the following facts should be highly noted:
The idea of parallel processing is to reduce the time taken for checking integrity constraints, and this can be achieved by executing several tests at the same time by different processors. Generating such tests requires complex algorithms.
The integrity constraints must be transformed into constraints on the regions so that they can be straightforwardly used.
Partitioning the database relations into regions needs a good design strategy, as this can give an impact on the performance of the enforcement mechanism. The static partitioning strategy [15] partitions the database relations based on certain conditions, similar to the fragmentation strategy used in distributed databases. The constraint optimization techniques used in distributed databases can be applied to the set of integrity constraints. While the dynamic partitioning strategy partitions each relation into several partitions based on the number of available processors [8] .
Selecting the best parallel processing strategy with regards to constraint checking depends on the application domain being considered, the partitioning strategy, as well as the contents of the database.
Throughout this paper the example emp_dept database is used, as given in Figure 1 . 
IC-1: ( t u v w x y z)(emp(t, u, v, w) dept(u, x, y, z))
'Every employee must earn to the manager in the same department'
IC-2: ( t u v w x y z)(emp(t, u, v, w) dept(u, x, y, z)
(w z)) Fragmentation Rules:
Allocation Rules: Assume that each fragment is allocated at different sites of the network. + for i={1,2,…,n}
Issues of Checking Integrity Constraints
Many researchers have studied the problem of maintaining the consistency of a database and not surprisingly many different approaches have been proposed. For centralized databases, researchers have suggested that constraint checking can be optimized by exploiting the fact that the constraints are known to be satisfied prior to an update, and by reducing the number of integrity constraints that need checking by only checking the sub-set of integrity constraints that may be violated by the current update or transaction. This is based on the following observation by [17] . Given a valid database state, a new state is obtained when it is updated either by a single update operation or by a transaction. Depending on the operation leading to the new state, some integrity constraints remain necessarily satisfied in this new state, while others have to be evaluated to determine whether they are actually satisfied or not. Thus this revised strategy is better (more efficient) than a basic strategy which checks all the constraints. This strategy known as incremental integrity checking [4, 7, 18] or constraint filtering [5, 6] is the basis of most current approaches to integrity checking in databases. In [7] this strategy is also referred to as a brute force strategy because by default it uses all the underlying relations. Example: given the update operation, insert(emp(a,b,c,d)), both IC-1 and IC-2 need to be checked, whereas given the update operation, insert(dept(a,b,c,d)), none of the constraints IC-1 and IC-2 need to be checked.
Another strategy is to simplify the constraint formulae so that less data are accessed in order to determine the truth of the constraint. With the assumption that the set of initial constraints, IC, is known to be satisfied in the state before an update, simplified forms of IC, say IC', are constructed such that IC is satisfied in the new state if and only if IC' is satisfied, and the evaluation cost of IC' is less than or equal to the evaluation cost of IC. This strategy is referred to as constraint simplification and the simplified forms of these constraints are referred to as integrity tests [13, 15] or constraint protectors. This approach conforms with the admonition of [17] to concentrate on the problem of finding good constraints. Various simplification techniques have been proposed where integrity tests are derived from the syntactic structure of the constraints and the update operations [2, 3, 7, 9, 10, 15, 16, 17, 19, 21] . These techniques are referred to as constraint simplification by update analysis. Three different types of integrity test are defined in [16] , namely: sufficient tests, necessary tests and complete tests. An important property desired of an integrity test of any of these three types is that the test will be cheaper to execute than the initial constraint from which it is derived. Example: checking the complete test ( x y z) (dept(b,x,y,z) ) or the sufficient test ( t v w)(emp(t,b,v,w) ) when insert (emp(a,b,c,d) ) is submitted, is said to be cheaper than checking its initial constraint, IC-1.
Thus, it is important to ensure that such integrity tests are as efficient as possible in order to reduce the performance overheads imposed by integrity enforcement. The issue addressed here is how to derive an efficient set of tests to prove that an update operation will guarantee the semantic integrity of the database with respect to each and every constraint defined on the database.
Furthermore, to avoid undoing the updates, these tests must be evaluated before the database state transition caused by the update occurs. Methods following this approach are term preventive methods and are favoured over detective methods which allow an update operation to be executed on a database state and when an inconsistent result state is detected undo this update [4, 20] .
For distributed database environments, most of the strategies proposed for centralized systems are used, in particular the incremental integrity checking strategy and the constraint simplification strategy. In addition, new strategies appropriate to distributed environments have been proposed which aim to reduce the number of sites involved and thus reduce the amount of data transferred across the network [1, 7, 11, 12, 14, 19] . These strategies try to avoid remote accesses to the update sites (target sites) and are invaluable in a situation where it is impossible to access data located at other sites in the distributed system, for example in situations where network failure is detected, or a highsecurity database is involved. This means identifying how to simplify the integrity constraints so that evaluation is more local and at best is entirely local to the sites involved in the update. Example: assuming that each fragment is located at different sites of the network, then performing insert(emp(a,b,c,d)) will require access to the remote sites if the test chosen is the complete test In parallel databases, localizing integrity checking is not as important as making sure that each processor is given some processes and not being idle. Two types of processing can be identified namely intra processing and inter processing of the constraints. The former is where a single integrity test is broken into subtests (ORtests) to be checked concurrently whereas the latter is where several different integrity tests (ANDtests) are being selected to be executed concurrently. Therefore, the issue that one should consider is how to simplify the integrity constraints so that evaluation can be performed in parallel (concurrent) to reduce the total execution time of checking integrity constraints. Example: given the update operation insert (emp(a,b,c,d) ), an example of an intra processing based on the ICs given in . Here, we assume that the dynamic partitioning strategy has been adopted. Although the performance of constraint checking in distributed database systems as well as parallel database systems has been improved by adopting the centralized strategies, with respect to the amount of data accessed or transferred, these strategies are still inefficient for distributed/parallel environments since:
In these strategies, most of the simplified forms are derived from the initial constraints as specified by the user. These derivations do not exploit knowledge about the database application, especially its data fragmentation and allocation, which can be used to: (a) derive a set of simplified constraints that can be straightforwardly used for constructing efficient enforcement algorithms and (b) infer the information stored at different sites of the network and so minimize the support from remote sites required when checking the constraints (for distributed databases). Example: given the update operation insert (emp(a,D1,c,d) ) and IC-1, the tests derived are as follows: complete test ( x y z)(dept (D1,x,y,z) ) and sufficient test ( t v w) (emp(t,D1,v,w) ). For Case 1, it is known that the relations are being fragmented into several fragments, therefore the tests are transformed into constraints specified in terms of fragments, i.e.
(emp i (t,D1,v,w)), respectively. Referring to the fragmentation rules, these tests can be further optimized and the test that needs to be checked is either ( x y z)(dept 1 (D1,x,y,z)) or ( t v w)(emp 1 ( t,D1, v,w)). Assuming the worst case where each fragment is being located at different sites of the network, then checking ( t v w)(emp 1 (t,D1,v,w)) will reduce the amount of data transferred as well as the number of sites involved. This test states that the IC-1 is satisfied if there exists at least an employee in the emp 1 fragment who is working in department, D1, i.e. deducing the information in the dept relation.
Complete tests, which are the tests used most often in centralized systems, are usually expensive in a distributed environment. However, sufficient tests are useful in a distributed environment [14] since their checking space often only spans a single site and therefore they can be performed at a reasonable cost as the number of sites involved and the amount of data transferred across the network are reduced. In parallel databases, if the processing is based on intra processing then complete tests should be considered as it is seldom the case where a sufficient test is generated as an OR-test. This is shown in Table 1 .
The problem of choosing a good set of constraints for better enforcement which has been explored intensively in centralized systems has been relatively neglected for both distributed and parallel systems.
Constraint simplification methods in distributed and parallel environments can be classified into two types of approach. Both approaches are targeted at deriving integrity tests but they use different information. The first approach uses knowledge about the application domain and data fragmentation/partition [14, 19] . This approach is referred to as constraint simplification by reformulation. The second approach analyses the syntactic structure of the constraints and the update operations, as reported in [7] , and is referred to as constraint simplification by update analysis.
Efficient Strategy for Checking Integrity Constraints
In order to improve and to generate an efficient integrity constraint checking in distributed/parallel environments the following circumstances should be undertaken.
The incremental integrity checking strategy should be adopted as it reduces the number of constraints to be evaluated.
The constraints specified in terms of global relations should be transformed into constraints specified in terms of fragment/region relations so that they can be straightforwardly used for constructing efficient enforcement algorithms. The knowledge about the data distribution/partition and the application domain can be used to create algorithms, which derive using this knowledge, an efficient set of fragment/region constraints from the original constraints. Here, efficient means a set of fragment/region constraints which is semantically equivalent to the initial set, does not contain any semantic or syntactically redundant :( x y z)(dept(D1,x,y,z))
The only parameter that can be reduced is the amount of data accessed. No data is being transferred across the network and the number of sites involved is always 1 for sufficient test.
ParallelInter processing
ParallelIntra processing
The parameter that can be reduced is the time taken to check the tests.
Note: -the amount of data accessed, -the amount of data transferred, -the number of sites comp -complete test, suff -sufficient test, R -the size of relation R, [ min, max] -between the size min and max fragment/region constraints/constructs, eliminates any fragment/region constraints whose evaluation is proven to be true and eliminates any fragment/region constraints which contradict already existing fragmentation/region rules. In distributed databases, the derived constraints should be either more local (less distributed) or are entirely local when compared with the initial set whereas in parallel databases this is not a necessity. Thus, the properties that one should look for in the derived fragment/region constraints are that they are more efficient and more local (for distributed databases) than the initial set of constraints.
Efficient integrity tests should be generated. In distributed databases, efficiency is measured by analyzing three components, namely: the amount of data that needs to be accessed, the amount of data that needs to be transferred across the network and the number of sites that are involved in order to check a constraint. In parallel databases, efficiency is measured by analyzing the execution time taken to check the constraints.
Adopts the pre-test evaluation as it avoids the undoing process. Table 2 summarizes the differences between centralized, distributed and parallel databases with respect to constraint checking. 
Conclusion
An important aim of a database system is to guarantee database consistency, which means that the data contained in a database is both accurate and valid. There are many ways which inaccurate data may occur in a database. Several issues have been highlighted with regards to checking integrity constraints in centralized, distributed and parallel databases.
