• We describe a procedure to establish the evolution of neural activity across the cortex.
Introduction
In 1942, Charles Sherrington famously likened the brain to an "enchanted loom", wherein "millions of flashing shuttles [wove] a dissolving pattern, always a meaningful pattern though never an abiding one" (Sherrington, 1942) . Charting the sequence of neural activity that traverses the brain during acts of cognition or behavior, and relating its properties to different aspects of behavior or physiology, has remained a central challenge to improved understanding of brain function. While many studies over the past decades have successfully identified the location of neuronal populations that appear to be involved in specific behaviors (Clark et al., 1996; Yousry et al., 1997; Rumeau et al., 1994) and delineated the relationship of physiological features, such as the firing rate, of different neuronal populations with taskrelated variables (Georgopoulos et al., 1989; Newsome et al., 1989; Thompson et al., 1996) , they have been only marginally successful in establishing the spatial and temporal sequence of activity in distant populations of neurons that together implement a complete behavior such as sensorimotor function (Hoogenboom et al., 2010; DiCarlo and Maunsell, 2005; Takeda et al., 2008) . In other words, Sherrington's flashing shuttles have remained elusive. Superficially, this issue appears to be exclusively due to limitations of available imaging techniques. Whole-brain imaging methods, such as functional magnetic resonance imaging (fMRI), positron emission tomography (PET), or single-photon emission computed tomography (SPECT) can suggest locations of neurons that may change their activity during sensorimotor function (Clark et al., 1996; Yousry et al., 1997; Rumeau et al., 1994) , but cannot readily delineate their temporal sequence of activation. Single-unit recordings have successfully characterized task-related behavior of individual neurons and small populations of cells in individual locations (DiCarlo and Maunsell, 2005; Thompson et al., 1996; Georgopoulos et al., 1993 Georgopoulos et al., , 1989 Newsome et al., 1989; Pesaran et al., 2002) , but cannot readily establish evolutions of activity across large areas of the brain. Electro-or magnetoencephalography (EEG or MEG, respectively) can reveal the temporal sequence of synchronous activity of large patches of neurons (Leavitt, 1968; Takeda et al., 2008; Hoogenboom et al., 2010) . However, only electrocorticography (ECoG) can record the brain's electrical activity across many distant neuronal populations with high spatial and temporal resolution. Thus, in principle, ECoG should support the ability to chart the spatiotemporal evolution of neuronal population activity associated with a specific behavior such as sensorimotor function and to highlight the relationship of properties of this progression to different aspects of behavior or physiology.
Unfortunately, these encouraging properties of ECoG expose a more fundamental problem that has not received much formal attention (but see Makeig et al., 2004; Yeung et al., 2004; Handy, 2005) . Specifically, it is well known that the timing of behavior and its concomitant neural activity usually vary substantially across individual trials (Banerjee et al., 2010; DiCarlo and Maunsell, 2005; Fox et al., 2007; Jensen, 1992) . This variability in timing greatly reduces our ability to establish the precise timing of neuronal population activity or its relationship with other brain processes, such as modulatory neuronal oscillations, since traditional analytic methods cannot and do not account for this timing variability (see Rey et al. (2015) for review, and Fig. 1 for an illustration). Investigators can mitigate this issue by time-locking their analyses to reference events, such as the time of a stimulus onset or the time of an observable behavior (Thompson et al., 1996; DiCarlo and Maunsell, 2005; Rolls and Tovee, 1994) . This strategy can be effective, but only for neuronal populations whose timing is closely related to these events (e.g., neurons in primary motor or sensory areas). In other words, all current analytic techniques for detecting task-related 1 activations in ECoG data preferentially detect such activations at locations that are temporally close to the reference events.
In summary, for these reasons related to signal acquisition and signal analytics, it remains largely unknown how neuronal population activity traverses large-scale brain networks and how properties of the resulting progression relate to behavior or to other physiological mechanisms such as modulatory oscillatory activity. Revealing these relationships to further our understanding of brain function requires the development of new analytic methods that take full advantage of the capabilities of ECoG as a research tool.
Here we describe a procedure for establishing the spatiotemporal evolution of large-scale neural activity by determining from ECoG signals exactly where and when task-related neural activity occurs in individual trials. This multi-step procedure depends almost exclusively on rigorous statistics rather than parameterization. We then validate its efficacy, evaluate the effects of variations in its parameterization, and demonstrate its utility by highlighting two sets of results that could not be readily achieved without such a single-trial approach. The first set of results highlights the precise evolution of task-related neuronal population activity that unfolds across the brain during a sensorimotor task in individual trials. The second set of results highlights the relationship between low-frequency neuronal oscillations and the onset of population-level activity. Finally, we conclude by discussing how the technique presented here could be used in combination with or in lieu of related techniques.
ECoG dataset
We derived and validated the algorithmic methods presented in this paper using an ECoG dataset that is described in detail in (Gunduz et al., 2011) . In addition, we achieved comparable results on a different dataset that was derived from different subjects who executed a different task using the same methods and parameter choices described in the subsequent sections of this manuscript. The dataset presented in this manuscript consisted of ECoG signals from four human subjects who were patients at Albany Medical College. The subjects gave informed consent for this research and had 97-109 electrodes implanted (subjects A-C over the left hemisphere, subject D over the right hemisphere). We recorded ECoG signals and behavioral responses from a push button using the general-purpose BCI2000 software (Schalk et al., 2004; Schalk and Mellinger, 2010) . Previous work conducted in our lab indicate that the latency and jitter of this experimental setup are small relative to the time scales concerned in this study (Wilson et al., 2010) . BCI2000 interfaced with eight 16-channel g.USBamp biosignal acquisition devices (g.tec, Graz, Austria) that sampled ECoG signals at 1200 Hz. Electrode contacts distant from epileptic foci and areas of interest were used for reference and ground. The recordings were visually inspected offline; channels that did not contain clear ECoG signals were removed from analysis (67-96 remaining channels).
The subjects were asked to engage in a modified Posner cueing task (Posner, 1980; Posner and Petersen, 1990) . They maintained gaze fixation on a cosine grating that was presented in the center of a computer screen. At a random time after the appearance of the cosine grating (between 1.5 and 2.5 s after the grating's appearance), the grating changed contrast. Subjects were instructed to respond with a button press as soon as they detected the contrast change. We were interested in identifying the cortical process that unfolds from the time of visual stimulus change to the button press. Thus, for the purposes of this manuscript, we will refer to the moment of contrast change as the "visual stimulus onset" or "time zero". We defined the "task period" as the 1500 ms period after visual stimulus onset (called the "contrast change period" in Gunduz et al. (2011)) , and the "baseline period" as the 1500 ms period prior to visual stimulus onset (called the "stimulus period" in Gunduz et al. (2011) ). While we refer to the activity detected in the task period as "task-related," we do not want to imply that this activity is the only neural activity change resulting from engagement in our task. For example, neural activity that reflects attention, goal-directed behavior, and other cognitive processes may precede the time of stimulus presentation, and may manifest itself in amplitude modulations in other frequency bands such as theta (4-8 Hz), alpha (8-12 Hz), or beta (18-25 Hz).
Detection algorithm
We were interested in determining precisely where (i.e., which location) and when (i.e., which time) task-related neuronal population activity began in individual trials. Given the significant inter-trial variance in the timing of task-related broadband gamma activity increases, common approaches (such as averaging across trials) to identify these two variables of cortical activation are suboptimal. To address this issue, we designed a sensitive two-stage statistical procedure. The first step in this procedure identified those locations that exhibited significant task-related modulation of broadband gamma activity. The second step then identified activity onsets in individual trials, and used this information to refine our estimate of which locations were task-related by accounting for temporal variability across trials. The details of this procedure are described in the following sections after a brief description of the preprocessing steps that extracted estimates of broadband gamma.
Preprocessing
The main objective of the detection algorithm described here is to identify, at each location, the onset of cortical population activity in individual trials. This process began by extracting ECoG broadband activity. ECoG broadband activity -frequently reported as activity in the high gamma range (i.e., greater than 70 Hz) -has been shown to index task-related cortical function with sub-centimeter precision (Brunner et al., 2009; Crone et al., 1998; Schalk et al., 2007; Potes et al., 2014; Miller et al., 2012 Miller et al., , 2014 Miller et al., , 2009a , and is widely believed to reflect the average firing rate of populations of neurons directly underneath the recording electrode (Manning et al., 2009; Whittingstall and Logothetis, 2009; Ray and Maunsell, 2011; Miller et al., 2009b) . Thus, we extracted the amplitude envelope of ECoG broadband activity by bandpass-filtering signals between 70 and 170 Hz (3rd-order Butterworth filter; zero phase lag, MATLAB filtfilt function), re-referencing signals to a common average reference (CAR; Schalk et al. (2007) ), and then extracting the amplitude envelope of the bandpass-filtered signals using the Hilbert transform. For our analyses of the relationship of low-frequency oscillatory activity to the timing of population activity, we also similarly extracted activity in the alpha (8-12 Hz) band. For all analyses, after bandpass filtering, we low-pass filtered and down-sampled signals to 400 Hz with the MATLAB resample function. Finally, we normalized signals in each trial by subtracting the mean value from the baseline period and dividing by the baseline period's standard deviation (see equation below, where x (t) is the normalized value at time point t, x(t) is the original broadband gamma amplitude envelope value at time point t, and b and b are the mean and standard deviation of the broadband gamma amplitude envelope values from the baseline period only). Both mean and standard deviation were calculated across all trials and all time points in the baseline period.
. Identification of task-related locations
Given ECoG broadband activity, we then identified the locations and times at which population-activity occurred. To begin to approach this problem, we realized that there are two important challenges in identifying locations that respond to the task. First, preliminary analyses confirmed that task-related activations can occur at a wide range of possible latencies (that are not known a priori for a given location) and that these activations are usually of only brief duration in any given trial (see Fig. 1 for an example from subject A). These realities imply the need for a highly sensitive method, which presumably needs to take advantage of higher order statistics and information about the time course of the activations. Second, it is also desirable to derive a method that results in only one statistical measurement (of p-value) for each location as opposed to one p-value for each of many points in time (since this would imply the generally problematic need for multiple comparison correction not only by location but also by number of statistical tests within location). Hence, to identify locations that respond to the task, we chose a highly sensitive method to identify amplitude modulations across time (the signal-to-noise (SNR) method described in Schalk et al. (2007) ). The SNR method relies on ratios of second-order statistics and is capable of capturing information about the time course of the signals.
Using the SNR method, we determined, for each electrode, the total variance across all trials (134, 214, 141, and 155 for subjects A-D, respectively) in the broadband amplitude envelope during the task period (i.e., total variance was calculated by pooling all time samples across all trials in that channel). For the same data, we also determined the mean variance within each of 30 non-overlapping 50-ms bins of the task period (i.e., within-bin variances were calculated by pooling all time samples across all trials within that bin). To obtain SNR ratios, we then divided the total variance from all time series in all trials by the mean variance within each of the thirty 50-ms bins. This procedure resulted in one SNR value for each location. SNR values very close to 1 are indicative of a location whose ECoG broadband activity was not modulated by the task, whereas larger SNR values are indicative of modulation by the task (see Fig. 4A for a conceptual illustration of this procedure). To determine whether the SNR value observed at a particular location was significantly different than that expected by chance alone, we applied a randomization test. Specifically, we tested the null hypothesis that neuronal population activity (as measured by broadband gamma) was not modulated during the task period. Thus, locations with significant/non-significant p-values represent cortical locations whose broadband gamma activity was/was not modulated by the task, respectively. To implement the randomization test, we scrambled the signal by randomly shuffling all samples in each trial's broadband signal time course 10,000 times 2 ; each time, we obtained a SNR value for this scrambled dataset. This distribution of SNR values models the range of SNRs that would be expected under the null hypothesis (i.e., that there was no significant and consistent modulation of activity at that location during the task period) under the assumption that the autocorrelation in the data is negligible 3 . We then calculated a p-value for the true SNR value using the cumulative distribution function derived from the resulting distribution. Channels with p-values >0.001 (i.e., channels whose broadband activity did not change during the task period) were excluded from further analyses 4 . This procedure resulted in 42, 50, 33, and 23 locations for subjects A-D, respectively (large red dots in Fig. 2A ).
Detection of activity onsets
In the second stage of our algorithm, we determined the time of activity onset at each of the task-related locations and in each trial. We chose to detect the time of activity onset, rather than the time of maximum broadband activity, because the onset of activity should be an accurate representation of the first action potential volleys that hit the corresponding population of neurons. In contrast, the time of activity maximum will depend on many different factors.
To detect broadband activity onset, we identified the first time point in the task period that exceeded a channel-specific amplitude threshold (Figs. 4 and 3) . To account for factors that could alter the magnitude of broadband activity increases in a channelspecific fashion (e.g., different signal-to-noise ratios introduced by variability inherent in the recording setup, such as the varying number of neurons underneath a given electrode that change their activity depending on the task, and physiological variability in the magnitude of activation in different areas of the brain related to the task), we determined each channel's threshold using an optimization procedure. This procedure systematically varied the threshold between 2 and 6 z-scores in 0.1 z-score increments (see Section 3.1 for details of normalization procedure), and then selected the amplitude threshold that maximized the difference in the number of detections found in the task period and the number of detections found in the baseline period. This can be expressed in the following equation, in which dt(z) and db(z) are the numbers of detections in the task and baseline period, respectively, given a particular threshold of z:
With this channel-specific amplitude threshold, our procedure resulted in no more than one detected onset in each trial and for each location. If a channel's channel-specific threshold was not exceeded in a trial, no onset time was defined in that location for that trial. Fig. 3 shows detected onset times (small black dots in Fig. 3B ) for the exemplary motor cortical and visual locations shown in Fig. 3A) .
We then used those detected onset times to further refine the selection of task-related electrodes. Specifically, we excluded from further analysis any channel for which the number of detected onsets did not differ statistically between the baseline and task periods. To do this, we again used a randomization test in which we randomly shuffled the labels ("task" and "baseline") associated with each detection in a location 1000 times to create surrogate distributions of the difference in the number of hits detected in the task period vs. the baseline period (i.e., for each detection, with a probability of 0.5, we either did or did not swap the label -"task" or "baseline" -for that detection). We then modeled the resulting distributions using a Gaussian distribution (distributions passed a Kolmogorov-Smirnov test for normality, p 0.05), and rejected channels whose true difference in onset detections was not statistically different from the surrogate distribution (p > 0.01). This refinement of the electrode localization procedure reduced the total number of detected locations to 21, 25, 26, and 13 for subjects A-D, respectively (large black dots in Fig. 2B ).
In summary, the procedure described above identified those locations in which ECoG broadband activity changed with the task, and also precisely identified the time of onset of broadband activity in individual trials. Its function is summarized in Fig. 4. Fig. 3 . The onset of broadband activity can be detected in single trials. (A) Locations of all electrode locations from Subject A (small black dots) and two exemplary locations in motor and visual cortices (blue circle and red polygon, respectively). (B) Individual activity onsets (black dots) from single trial analyses at the location in visual cortex (left) and motor cortex (right). X-axis gives time after stimulus presentation. Y-axis gives trials, sorted by behavioral response time. Colored background shows normalized broadband amplitude envelope activity. In each panel, gray sigmoid traces show the behavioral response time in each trial. As expected, broadband activity onsets occur at a relatively constant time after the stimulus presentation at the location in visual cortex, and with a relatively constant time prior to the behavioral response time at the location in motor cortex. (In the visual channel, the increase in broadband activity after the behavioral onset time is elicited by screen changes that were triggered by the button press.) (For interpretation of reference to color in this figure legend, the reader is referred to the web version of this article.) Fig. 4 . Single-trial detection framework for determining where and when task-related neuronal population activity occurs. (A) Analysis of signal variance (see Methods) in each channel, time-locked to stimulus onset and averaged across trials, identifies locations with activity that was modulated by the task. Task-related locations will exhibit a total variance in the signal much greater than the variance of binned subsections of the same time series (ratio 1; bars depict variances). In locations not related to the task, these variances are approximately the same (ratio ≈ 1). Task-related locations are defined as those with statistically significant activation ratios ((B); see text for statistics). (C) The time course of broadband activity in one trial from one location. For each location, the detection algorithm optimizes a channel-specific threshold by scanning through a series of values applied to all trials ((D) and selecting the threshold value that maximizes the difference between the number of hits detected in the task vs. the baseline period (bar graph in Fig. 4D ). In a final step, the algorithm refines its estimates of task-related locations by determining which locations had a statistically significant increase in the number of detected onsets in the task period as compared to the baseline period. This information is used to further refine the previously identified network, resulting in a final definition of the task-related network (arrow to B from subpanel in D).
Validation of detection algorithm
It is possible that the results reported our procedure reflected algorithmic, physiologic or non-physiologic artifacts. The additional validation analyses described below confirm that this almost certainly was not the case.
Results are not due to algorithmic artifacts
We first ensured that the detected locations were not due to algorithmic problems (e.g., incorrect application of statistics), by establishing that the identified locations were indeed related to the task. To do this, we submitted "catch" trials (in which the visual stimulus never occurred) to the procedure described in Section 3. Since there was no visual stimulus onset and no resulting behavioral response in these trials, the algorithm should not detect any task-activated locations. Indeed, this control analysis did not identify a single task-related location in any of the four subjects. This is in contrast to the 21, 25, 26, and 13 locations (subjects A-D, respectively) that our analyses identified for the trials that included visual stimulus onsets and behavioral responses.
Results are not due to physiological artifacts
We then confirmed that the detected onset times of broadband activity were physiologically meaningful (i.e., that they reflected task-related activity) by establishing that their trial-to-trial temporal variability was related to the timing of the stimulus or the timing of the behavioral response. Our results showed that the onset time of 90.2% of all 85 task-related locations from the four subjects were significantly related to the times of either the stimulus or the response (Pearson's coefficient of determination, r 2 , between activity onset times and behavioral response times or between activity onset times and stimulus onset times, p < 0.05 with Bonferroni correction for number of electrodes in each subject; mean r 2 with timing of behavior = 0.22 ± 0.02 (95% Confidence Interval; Fig. 5A ); mean r 2 with timing of the stimulus = 0.34 ± 0.03 (95% Confidence Interval; Fig. 5B) ) 5 . In addition, as may be expected in a visuo-motor task, the timing of activity in task-related locations became progressively more related to the timing of the behavior, and progressively less related to the timing of the stimulus onset as mean onset times increased (Fig. 5C ).
Results are not due to non-physiological artifacts
To rule out the possible influence of non-physiological artifacts (such as external electrical artifacts or volume conduction), which would result in identification of similar onset times across locations, we confirmed that activity onset times were statistically different across different locations: 73.3 ± 13.9% of all channels in each subject had onset times different from all other channels' onset times within each subject (i.e., 73.3% of locations exhibited statistically different onset times when compared, one-by-one, to all other task-related channels in that subject; paired one-sided ttests, p < 0.05). Thus, it is extremely unlikely that our results were due to detection of external artifacts.
Parametric evaluation of detection algorithm
The methods described above allowed us to identify the precise onset of task-related activity in individual trials. Although these methods are largely defined by rigorous statistical procedures, they could be affected by the choice of two key parameters (the downsampling frequency and the number of trials used for establishing a statistical model of the baseline). To evaluate the robustness of the detection algorithm to changes in those two parameters, we performed a series of parametric evaluations. The results are described below and show that across a large range of values, the choice of these parameters has only a very modest effect on the results. 5 By way of comparison, the coefficient of determination (r 2 ) between stimulus onset times and behavioral response times was 0.10.
Effect of downsampling rate
One parameter that could affect outcome measures in our study is the choice of downsampling frequency used for analysis. Because of the inherent trade-off between temporal resolution and noise reduction, this parameter may also influence the sensitivity and specificity of our detector. To test the robustness of our detection algorithm across different choices of this parameter, we executed the same analyses using downsampling frequencies ranging from 50 Hz to 600 Hz in 10 Hz increments, and examined how this choice affected two outcome variables: the correlation of detected activity onsets with the timing of the stimulus or behavior, and the number of detections in the task period versus the baseline period (as measures of sensitivity and specificity, respectively). A higher number of detections in the task period indicates higher sensitivity, whereas a lower number of detection in the baseline period corresponds to higher specificity (because there were fewer false positives). In this analysis, we used only those channels that were identified as primarily hand motor by electrocortical stimulation (ECS) mapping. We did this for two reasons. First, motor channels are the only ones we can assume a priori to have a relatively constant latency offset between brain activity and button press, so a higher correlation of cortical onset times with behavioral onset times in motor channels should be a reasonable indicator that the detector is performing well. Second, since we know that there was a button press in every trial, we expect that there should have been brain activity in motor cortex in every trial as well. Thus, the closer we get to 100% detections during the task period and 0% detections the baseline period, the better the detector's performance.
Our sensitivity and specificity measures were largely unchanged by the choice of downsampling frequency. The number of activity onsets detected in the task period for motor channels varied by less than 3.1% across all downsampling frequency choices tested (mean sensitivity = 78.8 ± 2.5%; i.e., 78.8% of all trials exhibited an activity onset during the task period). The number of activity onsets detected in the baseline period for motor channels varied by less than 8.2% across all downsampling frequency choices tested (mean sensitivity = 28.9 ± 2.3%).
Results for correlation values in motor channels were also largely unaffected by downsampling frequency, and quickly reached a stable value: at 80 Hz and above, correlations with behavior (r 2 's) in motor channels varied by less than 4.04% from an average mean of r 2 = 0.12.
Effect of number of trials submitted to analysis
The detection algorithm described here requires multiple trials on which to operate. The number of trials submitted to analysis affects the normalization step of the procedure because all trials are normalized by the mean and standard deviation calculated from a certain number of trials of the baseline period. Furthermore, the procedure that refines the task-related locations depends on the number of detections in the task and baseline periods. Thus, the algorithm's ability to detect task-related electrodes will become impaired if too few trials are used (because it becomes increasingly difficult to establish a statistical difference in the number of detections in the baseline and task periods).
To identify the minimum number of trials needed to obtain a stable estimate of a task-related network of locations, we executed our analyses using different numbers of trials. To do this, we used a bootstrap sample-with-replacement technique in which we randomly selected a number of trials to submit to our analyses (minimum of 5 trials in 5-trial increments, up to a maximum equal to the multiple of 5 nearest to without exceeding the total number of trials in each subject), modeled a baseline from the submitted trials, and performed single-trial activity onset detection on these trials. We repeated this procedure 50 times for each number of trials submitted, and examined the average number of locations identified as task-related in each run. As expected, fewer trials tended to yield fewer locations identified as task-related (Fig. 6) . As the number of trials increased, the average number of locations approached a stable value at and around the number of locations identified when all trials were submitted for analysis. We defined the minimum number of trials needed for stable algorithmic performance in each subject as the number of trials at which the number of identified task-related locations ceased to become significantly different from the number of task-related locations identified for all trials (paired t-tests, p > 0.05). Under these criteria, we found that an average (median) minimum of 82.5 trials was needed for algorithmic stability. However in most cases 40-60 trials may be sufficient for stable performance (Fig. 6, Subjects A, C,  and D) .
Results
The sections above described a novel method to establish the spatiotemporal evolution of population-level activity across the cortex in single trials, demonstrated that the results were almost certainly not due to different types of artifacts, and illustrated that our method was very robust to changes in its only two parameters. In this section, we highlight two sets of results that could not readily be achieved using traditional methods.
Realigning to activity onset "de-blurs" cross-trial averages
Our method allows us to avoid time-locking cross-trial averages to external reference events (e.g., the time of a stimulus onset or a button press) and to instead use internal, brain activity-based events (i.e., the precise onset time of neuronal population activity at each location and within individual trials). A subsequent analysis (such as cross-trial averaging) can thereby account for the intertrial variability in broadband gamma onset times. Hence, in the absence of any inter-trial variance in activity timing, cross-trial averaging should yield the same results irrespective of whether signals are time-locked to the onsets of a visual stimulus ("traditional method") or single-trial activity onsets ("new method").
The results illustrate a surprisingly large difference between the traditional and new method. Specifically, Fig. 7A gives average broadband gamma activity (in color) for the second after stimulus onset (x-axis) for all 21 locations (y-axis) in Subject A. The locations are sorted by average onset time. Average broadband gamma activity appears smeared (and qualitatively similar to the example shown in Fig. 1B for one location) and to last hundreds of milliseconds. A temporal progression is difficult to discern. In remarkable contrast, Fig. 7B gives the exact same data, except that prior to averaging, we aligned broadband gamma signals to the onset of activity rather than the onset of the visual stimulus. (At each location, the average broadband time course was then shifted in time to the average onset time to facilitate visual comparison with (A).) The average broadband gamma time courses show a surprisingly short "gamma burst" and effectively highlight the detailed progression of broadband activity across space and time (see also Fig. 1C ). The brevity of the burst can be conveniently explained by the inter-trial variability of bursts across trials. To illustrate, consider the example shown in Fig. 4C and 4D . Activity appears to consist of trains of gamma bursts that together last a couple hundred milliseconds, but each lasts 50 ms each. Because cross-trial averages were aligned to the onset of the first detected burst, and the timing of subsequent bursts varies from trial to trial, only the first in the series will survive the averaging process.
Activity onsets are trough-locked to alpha oscillations
Time-locking to the onset of broadband gamma activity not only allows us to more precisely investigate the average time course of broadband gamma, but also to more accurately capture and study the relationship of broadband gamma activity with modulatory activity of low-frequency oscillations. Our results indicate that these oscillations have a clear relationship with the onset times of broadband activity. Fig. 8 shows oscillatory activity in the alpha 6 band (red trace) and broadband gamma activity (blue trace) in one exemplary location in motor cortex in Subject C, averaged across all trials and time-locked to the timing of the stimulus (A) or onset of broadband gamma activity (B). Figure (B), but not (A), clearly shows that the onset of broadband activity occurs during the trough of oscillatory activity in the alpha band.
Discussion

Summary
In this paper, we described a method for establishing the spatiotemporal evolution of population activity across the cortex by determining the precise onset time of broadband gamma activity in individual trials using electrocorticographic (ECoG) signals. The technique also identifies all locations whose broadband gamma activity is related to the task, allowing investigators to delineate large-scale, task-related networks across large areas of the cortex. We applied our method to the problem of identifying the precise spatiotemporal progression of task-related cortical activity that implements a simple sensorimotor process in individual trials. We then established that the timing of this progression is closely related to the timing of task variables (i.e., the time of stimulus onset or the time of a behavioral response), and demonstrated that the onset time of population-level activity generally occurs during the trough of underlying low-frequency oscillations in the alpha band. Thus, the method described herein enables novel neuroscientific investigations of task-related neuronal population activity in the brain.
We are not the first to consider the need for and potential usefulness of single-trial analytic techniques (Rey et al., 2015; Banerjee et al., 2010; DiCarlo and Maunsell, 2005) . They have been shown to provide important benefits in a wide range of neuroscientific domains, such as the study of learning (Tort et al., 2009; Igarashi et al., 2014) , memory (Fernandez et al., 1999; Osipova et al., 2006) , perception (Busch et al., 2009) , and decision making (Belchior et al., 2014) . The principle difference between ours and other techniques is the novel ability to take advantage of simultaneous high-resolution measurements from multiple populations of cells and track the evolution of their activity across large areas of the brain. In contrast, other techniques are typically restricted in their application to either high-resolution measurements taken from one or a few isolated population(s) of cells (such as in analyses of single-unit or local field potential (LFP) recordings), or to low-resolution resolution measurements taken across large areas of the brain (such as analyses applied to scalp EEG recordings). Nevertheless, the technique presented here may also be useful to detect changes in other signals, such as EEG changes in the amplitude of low-frequency oscillations.
Another strength of our technique is that it makes no or only very minimal assumptions about timing variance across trials or low temporal jitter in data, and does not require long periods of time or large numbers of trials in which to accumulate information. Indeed, our procedure provides a way to identify task-related locations in a manner that is largely robust against temporal jitter across trials. Most traditional methods begin by averaging data across trials in the task period in order to model task conditions and to inform subsequent single-trial detections/analyses Banerjee et al., 2010) , and perform no additional steps to account for temporal jitter across trials. Therefore, in locations with a vast amount of temporal jitter in the neural response from trial to trial, the shape of the cross-trial average will be flattened and smeared out across time (e.g. Figs. 1B and 8A; but see Navajas et al. (2013) ). This makes any statistics aimed at detecting task-related increases in activity relative to a baseline condition less sensitive, and consequently biases detections such that activity onsets with low jitter will be preferentially detected compared to activity onsets with high jitter. Our technique is subject to this issue only in its initial stage, in which it identified task-related locations. We mitigate this issue further by employing a highly sensitive statistical test (see Section 3.2). The subsequent activity onset detection component of the algorithm is completely insensitive to temporal jitter across trials. In a related point, our procedure does not depend on inter-subject, inter-trial, or intra-trial statistics (e.g., temporal memory components) for its onset detection. Thus, while it cannot benefit from such statistics to improve detection performance, its results are also completely void of any temporal bias that may result from the use of such statistics.
Implications
Our results have several important implications for future research. First and foremost, they suggest that existing methods for detecting task-related activations and for establishing functional connectivity between brain regions almost certainly have important deficiencies. Specifically, the typical method to detect task-related activations (cross-trial averaging) preferentially detects such activations whose underlying timing of neural activity is temporally close to the reference event against which trials are aligned prior to averaging. In other words, with current methods, the temporal duration of task-related activations will increase, and their amplitude decrease, with increasing temporal distance from the reference event. It is likely that this issue contributes greatly to the observation that averaged gamma activity in brain regions not associated with primary sensory processing is generally smaller in amplitude and longer in duration (Pei et al., 2011; Leuthardt et al., 2012; Fukuda et al., 2010) .
The same issue also affects all current methods to compute functional connectivity. For example Granger Causality (Granger, 1969) assumes not only that signals are stationary but also that the "sending" and "receiving" locations have a constant timing relationship (Friston, 2009 ). The results presented here (Figs. 1, 7 , and 8) clearly demonstrate that this is not the case. Instead, neuronal population activity is highly non-stationary (i.e., it does not vary about a mean) and exhibits highly variable timing (i.e., the timing of activity in two functionally connected locations will not have a constant offset). Future work is needed to develop appropriate algorithmic techniques to establish functional connectivity in brain signals despite these physiological realities.
Limitations
There are some caveats and limitations of our method that warrant discussion. For example, some locations in our task clearly showed a bimodal response pattern (i.e., exhibited robust responses to both the stimulus and to the behavior). Our current technique can only identify the initial, but not subsequent, onset of population-level activity. Similarly, it cannot determine how often population-level activity occurs.
Although our detection algorithm performed well at detecting task-related activity onsets (as evidenced by the high degree of correlation between detected onset times and task variables), there were some clear outliers in detected activity onset times. Depending on subsequent statistical treatment, these outliers may have a substantial effect on the results, in particular for certain estimations using parametric techniques that depend on second-order statistics (such as correlation, standard deviations). Future adaptations of our algorithm could consider the addition of an outlier rejection component. For example, in reaction-time data sets like ours, one could fit a logistic function to each location's detected activity onsets and discard detections outside of some reasonably defined boundary.
A final point to consider is that, in some cases, an experimenter may wish to retain information conveyed through temporal variability in onset timing rather than correcting for it. For example, when a subject processes complex stimuli, timing variability in population activity onsets may actually carry important information about neuronal processing and the stimulus.
Conclusion
The ability to accurately identify the spatiotemporal evolution of task-related population activity onsets in single trials gives investigators a powerful new tool with which to study large-scale cortical processes. Thus, it should prove useful for identifying the currently obscured neural patterns shrouded within Sherrington's enchanted loom. Our technique may find its greatest benefit when applied to cortical surface recordings (ECoG), because they reveal the progression of neural activity across large areas of the brain, but could also be applied to other neurophysiological signals such as local field potentials (LFPs).
