The genome-wide analysis of genetic associations with lipid metabolism indicators was carried out using the technology of Bayesian networks (BN). It was performed to diagnose polygenic hypercholesterolemia on the basis of genetic data of the Russian population of patients. The data of 1,200 patients was analyzed. 196725 SNPs as well as clinical data, lipid prole indicators dierent types of cholesterol were obtained for each of them. The genome-wide association analysis (GWAS) and the statistical method of Pearson's chisquared test were used for the initial selection of the most signicant parameters. Two of the patient states related to a lipid metabolism were studied. These states are the level of LDL-C (low density lipoprotein) and the level of HDL-C (high density lipoprotein). The Bayesian networks having the simplest topology naive were used to predict the level of lipoprotein. The construction of ROC-curves and the calculation of the area under these curves (AUC) were used to assess a quality (reliability) of the prediction. AUC value increased from 0,5 for the initial BN to 0,9 after selecting of signicant parameters using the GWAS method or the Pearson one. A further increase in AUC to 0,99 and decrease in the number of prognostic parameters to 150 was performed using Bayesian network optimization with respect to the number of parameters-nodes. Here the optimized function was value of AUC. The ambiguity of obtaining prognostic parameters at various ways of initial reducing the number of network nodes using the methods of GWAS and Pirson is shown. Low values of AUC were obtained for an independent control group of patients, despite very good results on the quality of the predictions, which were obtained on the training set. Further application of the proposed methodology is possible after the substantial reduction of the number of SNPs on the base of the analysis of the respective molecular mechanisms.
Introduction
Cardiovascular diseases (CVD) of the atherosclerotic origin are the leading cause of death and disability of the population in many countries worldwide [1] . Dyslipidemia associated with elevated level of LDL-C (low density lipoprotein cholesterol) and reduced level of HDL-C (high density lipoprotein cholesterol) is the main factor in the development of diseases associated with atherosclerosis [13] . Increased level of LDL-C could be due to secondary causes factors of nutrition, taking drugs, a number of diseases as well as to genetic factors [46] . Hereditary hypercholesterolemia may be monogenic or polygenic. The rst one is in the case of a familial hypercholesterolemia [7] . Nowadays there are more than 90 gene loci associated with lipid metabolism, which is identied by genome-wide association studies, (GWAS) [8] . At the same time, the currently available data conrm the existence of racial and population dierences in the magnitude of the risk of single nucleotide polymorphisms (SNP), which are associated with the disease [5, 6] . GWAS researches on indicators of lipid metabolism have not been conducted in the Russian population. In addition, there are no algorithms for the prediction of the development of polygenic dyslipidemia taking into account the patient's genetic data. Therefore, the aim of this paper is to conduct a genome-wide analysis of genetic associations with lipid metabolism indicators using Bayesian network technology. That is, the construction of these networks, their training, optimization and evaluation of the quality of predictions by using the trained Bayesian network for diagnosis of polygenic hypercholesterolemia based on genetic data.
Materials and Methods
The investigation of SNP was performed within the framework of realization of the research project "The approbation and adoption of new algorithms for the prevention, diagnosis and treatment of atherosclerosis in practice of outpatient clinics of Moscow West Administrative District". The main aspects of design and research methods are published previously [7, 8] . 1,200 patients with dierent values of the cardiovascular risk, calculated on the scale of SCORE (Systematic Coronary Risk Evaluation), were included in the study [9] . The subgroup 1 patients with low to moderate risk of cardiovascular events (< 5%), the subgroup 2 patients without clinic of coronary heart disease (CHD), but with high and very high risk of cardiovascular events (≥ 5%), the subgroup 3 patients with ischemic heart disease (angina, myocardial infarction, revascularization). The patients were divided into three equal subgroups according to their number. The analysis of risk factors includes: age, sex, lipid prole indicators cholesterol (TC), triglycerides (TG), low density lipoprotein cholesterol (LDL-C), high density lipoprotein cholesterol (HDL-C).
1.1. Isolation of DNA and Identication of SNP DNA was extracted from 300 µl of a frozen blood with EDTA using Qiagen DNA bloodminikit according to the instructions. The quality of the isolated DNA was checked by the method of electrophoresis on 0,8 % agarose gel. DNA concentration was determined using the instrument Nanodrop ND-1000. 200 ng of genomic DNA was used for genotyping on the microarrays Cardio-Metabochip (Illumina) by protocol of data of the microarrays Innium HD Ultra [10] . Genomic DNA was subjected to genome-isothermal amplication with the following crushing to smaller fragments. These fragments were hybridized to a microarray, and one uorescent nucleotide, which determines the value of polymorphism, was completed. Then the signal was amplied using uorescently labeled antibodies. Scanning of the microarrays was performed on the instrument BeadArrayReader (Illumina) using the program BeadScan. Analysis of the genotypes was carried out in the program GenomeStudioGenotypingModule (Illumina).
Bioinformatic Analysis of Data
There were examined 1200 DNA samples from dierent patients, each sample of 196725 SNP. Average quality of genotyping (callrate) was 93,7%. The program PLINKv1.07 was used for the control of quality of the samples and for the genome-wide analysis of the associations (GWAS) [11] .
Tests on the quality of genotyping of each sample, on the Hardy-Weinberg equilibrium, on the quality of SNP genotyping in a group, on the frequency of the minor allele (MAF)≥ 5% were carried out during the control of quality of the samples and SNP. Total, 101 188 SNPs and 1182 samples left after all control procedures. Average quality of genotyping (callrate) is 99,8%. Then allied samples were deleted. To this end IBDs (IdentityByDescent) between all possible pairs of samples were checked. The pairs of samples with PI_HAT>0,8 (Proportion IBD) were considered allied and one random sample of the pair was removed. As a result 1121 samples have remained after this test.
The method GWAS, which is one of the fastest growing trends in the modern medicine, was used to investigate the associations between genotypes and phenotypes [11, 12] . It is based on an analysis of the causal association of SNPs and phenotypic characteristics. Here single nucleotide polymorphisms play the role of variables values. For the rst time, this algorithm was successfully applied in 2005 to identify the genetic factors, which send for the macular degeneration [13] . The additional hypotheses (the dominant model, recessive one and others) are often used during the work with GWAS. The using of additional models allows to aect on the frequency of cases. The value of p, which is a numerical characteristic of the causal association of SNPs and phenotypes, is calculated as a result of GWAS performance:
Single nucleotide polymorphisms with p < 0, 0001 were selected in this work.
Technology of Bayesian Networks
To predict the development of polygenic dyslipidemia we used the probabilistic model, which is popular in medicine and is based on Bayesian networks (BN) [1418] . This model is a successful combination of the probability theory and the graph theory. It allows you to combine dierent types of data both clinical and huge databases of SNPs. The BN apparatus is represented by a directed acyclic graph, such that each its node is associated with a single variable and a table of the conditional probabilities [19] . The variables corresponding to the BN nodes may be clinical, molecular-biological and/or genetic parameters of patients, their age, the methods, which are used in a treatment, the outcomes of the disease and other information. BN nodes are connected by arrows. The direction of each arrow corresponds to the assumed cause relations. Each node of BN has a nite set of mutually exclusive states. It depends on assumed discrete values of the variable, which is represented by this node. A node is called a parent, if the arrows go out of it, and a child, if the arrows go in it. The probability of a state of the node depends on the current status of parent nodes. The tables of conditional probabilities contain the probabilities of observations of the node states, which are obtained for various states of the parent nodes. To set these tables one can use the expert opinions or the results of the BN training procedure. BN inference procedure allows to determine the probabilities of the nodes states depending on the experimental information about the values of other nodes. Consider the prediction of a patient condition in the case of BN using. One of the network nodes corresponds to the variable that determines the patient condition and it is called the target variable or the endpoint or the outcome, and other nodes are relevant to the factors aecting on the state of CT. The choice of BN topology signicantly aects the values of the conditional probabilities. In this work, we used a naive topology of Bayesian networks ( Fig. 1) , that is, all nodes have one common parent (root node "A").
Corresponding to the target variable. In the case of personalized medicine, target variable is used as the root node "A". All other nodes are called leaves and they correspond to various parameters of patients. Naive topology has several advantages. Firstly, a simple expression for the total probability is obtained in this model. Secondly, the smallest number of tables of conditional probabilities is achieved. Thirdly, variables do not inuence on each other. It reduces the minimal number of data, which is needed for the BN training. It is particularly important for work with a small number of patients.
To assess the predictive ability of the BN and to compare dierent BNs by this characteristic, we used the method of ROC-curves [20, 21] . The value of the area under the ROC-curve (AUC) was used for a numerical measure of the quality of BN predictions: the closer AUC value is to 1, the better quality of the prediction of the trained network becomes. The most accurate method "except by one" was used to construct the ROCcurve. Each step of the construction of the ROC-curve is as follows. One patient is taken out of the database, training of the BN is performed on the remaining patients, and then the outcome for the eliminated patient is predicted by the trained BN, that is using parameters of this patient we predict his outcome determining the corresponding conditional probability. This probability is added to the ROC-table together with the real evidence that the root variable has. This procedure is repeated for each patient and as a result the whole ROC-table containing the actual outcome (real evidence) and the conditional probability of this outcome for each patient is lled. After that the table was sorted by the conditional probability. Using it, we built the ROC-curve and calculated the value of AUC.
Data Preparation
The input data consist of genetic and clinical information of 1121 patients. The genetic information was contained in the output les of Genotyping module of the GenomeStudio program [22] . Clinical information was stored as Excel spreadsheets and contained the clinical data and the various risk factors of patients. We investigated two risk factors associated with the lipid metabolism: the level of LDL-C and HDL-C. Each risk factor in the existing database is corresponded to a continuous clinical parameter. Each genetic GenomeStudio program le contained the information about the values of 196725 SNP parameters for one of the patients (see Fig. 2 ). Each SNP contained the dierence by size in one nucleotide (A, C, G or T) in the DNA sequence in the homologous segments of homologous chromosomes (see the third and the fourth columns in Fig. 2) . SNP set in all genetic les was the same, but sometimes there were omissions. SNP was used as a Bayesian network parameters (see the rst column in Fig. 2 ). For further work it is needed to glue the genetic and clinical data into a single database. Since none of the existing tabular editors are not able to work with such a large number of parameters, it is needed to collect at once the database in CSV format. Thereto the GeNA program was developed for this purpose. The input of the program was a list of genetic les, a le with sampling of used genetic parameters, a le with the clinical data and the target variable. The output of GeNA was the db01 database and the corresponding BN with naive topology and the root node corresponding to the target variable.
Db01 database contained the values of these genetic parameters and values of all clinical parameters. To check the results of selection of network nodes, we divided the resulting database randomly into two parts in a ratio of 90% for the selection database db03 and 10% for the control database db04. The partitioning was made using the standard function of the spreadsheet editor RAND(). The binary target parameters correspond to the root nodes of BN. Leaf nodes corresponded to clinical parameters (sex and age), as well as to all the genetic parameters, containing from 2 to 3 values.
Prediction of BN on the Basis of SNP Data
The SNP database contains almost two hundred thousand genetic parameters. We used the ANN program in the study of the quality of prediction of the patients states on the base of various BNs using the SNP database and obtained the conditional probabilities of the target, which are close to zero for one outcome, and close to unity for another outcome. Analysis of the inference procedure showed that such tables of conditional probabilities are obtained by multiplication of the probabilities of rare values (SNP option value, which is extremely rare for the studied patients). An example of a table of conditional probabilities for the SNP parameter containing rare value is presented in Table 1 .
The multiplication of a large number of rare values in the inference procedure led to a signicant change of the nal probability value. To solve this problem one can exclude the values of nodes with rare values (0,0001) from the inference procedure. For this purpose the program ANN-RARE was developed. This program replaced the probability of rare values (0,2; 0,0001) to the unit ones (1; 1) during the inference procedure. It was equivalent to disuse this evidence, that ceased to inuence on the nal probability. Application of the new program ANN-RARE allowed to obtain conditional probabilities for the patient outcome in the range from 0 to 1.
Assessment of predictions quality for the targets LDL-C and HDL-C on the naive BNs containing all the nodes of existing SNP parameters (almost two hundred thousand) gave the value of AUC equal to 0,5. This result shows the randomness of predictions. To improve predictions, it was decided to exclude from the BN all the nodes unrelated to a given target. To assess the causal association of nodes we used methods based on criterion χ 2 . The results of the research obtained by the GWAS method (see section 1.2) were used, as well as the statistical method of Pearson's chi-squared criterion (briey Pearson method, see section 1.6). Table 1 Table of conditional probabilities containing the rare value of "CC" for the outcome "1"
Node value AA AC CC target = 0 0,3 0,5 0,2 target = 1 0,4999 0,5 0,0001
Selection of SNP Parameters by Pearson Method
Pearson's chi-squared criterion is widely used to test the hypothesis that the distribution X{x 1 , . . . , x N } corresponds to some theoretical distribution law [23] . To use this criterion for an analysis of the database SNPs we implemented the Pirson program . This program considers the value of each parameter separately and the value of the target. Theoretical distribution was obtained on the assumption that the parameter does not depend on the given target, that is the condition of independence:
where V alue i i-th value of the parameter, and target j j-th value of the target, is hold. Let us consider the work of the program Pirson for the example of the parameter containing three values (AA, AC, and CC) and the target has two values (0 and 1) ( Table 2) . Table 2 Example of partition of values in groups (N ji the number of patients with a given value of the parameter V alue i and a given value of target j )
Node value V alue 1 = AA V alue 2 = AC V alue 3 = CC
Consider the calculation of the theoretical distribution for example of the rst cell. If
, then the variables are independent. Here the number of freedom degrees f = (m−1)(n−1), where m the number of states that the parameter can take, n the number of states that the target can take (m = 3, n = 2 in case, which we consider). N max , where N max max N for all variables. It allows to work with the missing data. This algorithm allowed to choose about 7000 relevant variables. It led to a signicant increase of the quality of BN prediction.
BN Optimization by the Number of Parameters
To increase the predictive ability of BN we applied the novel method, which was already tested by us on other problems. It is the optimization of naive BN with respect to the number of nodes with the target function value AUC [17, 18, 25] . The optimization algorithm was also changed slightly. Namely, we excluded from the inference procedure the nodes with rare values (0,0001). Naive network topology is particularly useful for using the optimization algorithm. It so, because such topology is invariant with respect to exclusion of nodes from BN except the root one network topology is also naive, when you delete any number of leaf nodes from BN. Network optimization algorithm is based on the analysis of the possible networks, which are composed from various combinations of the network nodes. Each such combination necessary includes the root node of the BN under study. This root node corresponds to a given target. The algorithm is iterative: At every iteration we calculate AUC of the entire network, then calculate AUC of every network that can be obtained by excluding one variable (one node) from the entire network (except for the root variable). From the obtained networks we choose the one having the maximal value of AUC. If this value is larger than one of the entire network, we begin the new iteration of the algorithm with this newly obtained network. We stop the algorithm execution as soon there is no possibility to improve the AUC value by excluding a variable from the network. To speed up the work of the algorithm it is possible to remove several nodes from the original network at the end of the iteration. It means to remove nodes such that the removing of each of them separately led to an increase of the values of AUC of the original network. This optimization allows to select a set of variables that are critical for the predictive ability of the network and, accordingly, to eliminate variables, which aect weakly or negatively on it. As a result, the predictive ability of the BN signicantly increases. [17, 18, 25] . 
Genome-Wide Association Analysis
The genome-wide association analysis among 1121 patients was performed using the PLINK program. Also, using this program the Bonferroni procedure for multiple tests of signicance was performed and values of p<0,05 were considered as signicant. The result of research was identication of one SNP (rs7412) in the APOE gene signicantly associated with the LDL-C level: p=6,654e-09, p(Bonf erroni)=0,0006733. We have not identied other SNP, which are signicantly associated (with correction for multiple tests of signicance) to the levels of LDL-C and HDL-C.
Evaluation of Quality of BN Prediction
The selection of parameters by GWAS and Pearson statistical methods on full database db01 allowed to reduce the number of BN nodes to several thousand. Next step of the BN optimization with respect to the number of nodes was performed using the AUC value as a target function. The quality of the prediction of BN thus obtained is shown in Fig. 3 a  (LDL-C) and Fig. 3b (HDL-C) . These diagrams reect a change of AUC value depending on BN containing dierent number of nodes. The initial selection of the parameters by the GWAS method on a database containing two hundred thousands of SNP parameters was performed by the program PLINK and allowed to improve the quality of BN prediction up to AUC = 0,8, and to reduce the number of nodes-leaves up to 6 thousand. 
Prediction of the Control Group
The control group of patients was selected during the step of preparation of data (the control database db04). Prediction for the control group was performed with BN obtained by selection of parameters using the statistical Pearson method. Two BN were investigated for each target. One BN was obtained using the Pirson program on the whole database db01 and other one was obtained also using the Pirson program but on the selection database db03. To predict the states of the target for the control group, BN were trained by ANN-RARE program on the same databases which were used to select the parameters. ROC-curves for respective BN are presented in Fig. 4a and Fig. 4b . Prediction for the db04 control group showed that in spite of the same quality of prediction, BN which were obtained by selection of parameters by Pearson method on the whole database (db01) give much better results than BN, which were obtained by the selection on the selection database (db03). This result means that the selection of the parameters by the statistical methods, which are based on the criterion χ 2 , strongly connects selected SNP parameters and the database which was used in the selection procedure. Also it means that the further use of the BN data to predict new patients is not possible. 
Conclusions
The research of database of 1121 Russian patients containing both clinical and genetic parameters single nucleotide polymorphisms (SNP) was performed using Bayesian network technology.
The genome-wide analysis of genetic associations with lipid metabolism indicators for diagnosis of polygenic hypercholesterolemia was performed. As a result one single nucleotide polymorphism (SNP rs7412) in the APOE gene which was signicantly associated with the level of low density lipoprotein cholesterol (p = 6, 654e −9 , p(Bonf erroni) = 0, 0006733) was discovered. No other SNP signicantly associated (adjusted for multiple tests of signicance) with the level of LDL-C and HDL-C were detected.
The selection of BN parameters using statistical GWAS and Pearson methods, as well as optimization of the BN with respect to the number of nodes, allows to improve the quality of the prediction of the level of lipoprotein cholesterol having low density and high density up to AUC = 0,99 signicantly, and to reduce the number of prognostic parameters up to 200. Despite the high quality of BN prediction on the database of selection, the obtained networks do not provide a good prediction for the control group, which is not part of the database of selection. Perhaps this is due to a very large number of genetic parameters in comparison with the number of patients and with comparatively high level of noise in the values of SNP parameters. Further application of the methodology, which is proposed in this article, is possible, if the number of SNP is substantially reduced using analysis of the molecular mechanisms, which connect genetic characteristics and lipid metabolism indicators. Ïðîâåäåí ïîëíîãåíîìíûé àíàëèç ãåíåòè÷åñêèõ àññîöèàöèé ñ ïîêàçàòåëÿìè ëèïèä-íîãî îáìåíà ñ ïðèìåíåíèåì òåõíîëîãèè áàéåñîâñêèõ ñåòåé äëÿ ïîñòàíîâêè äèàãíîçà ïî-ëèãåííîé ãèïåðõîëåñòåðèíåìèè íà îñíîâå ãåíåòè÷åñêèõ äàííûõ ðîññèéñêîé ïîïóëÿöèè ïàöèåíòîâ. Áûëè ïðîàíàëèçèðîâàíû äàííûå 1200 ïàöèåíòîâ, äëÿ êàaeäîãî èç êîòîðûõ êðîìå êëèíè÷åñêîé èíôîðìàöèè, ïîêàçàòåëåé ëèïèäíîãî ïðîôèëÿ ðàçëè÷íûõ âèäîâ õîëåñòåðèíà, áûëè ïîëó÷åíû 196725 îäíîíóêëåîòèäíûõ ïîëèìîðôèçìîâ (SNP). Äëÿ ïåðâîíà÷àëüíîãî îòáîðà íàèáîëåå çíà÷èìûõ ïàðàìåòðîâ èñïîëüçîâàëñÿ ïîëíîãåíîì-íûé àíàëèç àññîöèàöèé (GWAS) è ñòàòèñòè÷åñêèé ìåòîä êðèòåðèÿ ñîãëàñèÿ Ïèðñîíà.
