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Abstract
Purpose: To introduce a fast and improved direct reconstruction method for multi-shot diffusion weighted
(msDW) scans for high-resolution studies.
Methods: Multi-shot EPI methods can enable higher spatial resolution for diffusion MRI studies. Tra-
ditionally, such acquisitions required specialized reconstructions involving phase compensation to correct
for inter-shot motion artifacts. The recently proposed MUSSELS reconstruction belongs to a new class of
parallel imaging-based methods that recovers artifact-free DWIs from msDW data without needing phase
compensation. However, computational demands of the MUSSELS reconstruction scales as the matrix size
and the number of shots increases, which hinders its practical utility for high-resolution applications. In this
work, we propose a computationally efficient formulation using iterative reweighted least squares (IRLS)
method. The new formulation is not only fast but it enables to accommodate additional priors such as conju-
gate symmetry property of the k-space data to improve the reconstruction. Using whole-brain in-vivo data,
we show the utility of the new formulation for routine high-resolution studies with minimal computational
burden.
Results: The IRLS formulation provides about six times faster reconstruction for matrix sizes 192×192
and 256×256, compared to the original implementations. The reconstruction quality is improved by the
addition of conjugate symmetry priors that reduce blurring and preserves the high-resolution details from
partial Fourier acquisitions.
Conclusion: The proposed method is shown to be computationally efficient to enable routine high-
resolution studies. The computational complexity matches the traditional msDWI reconstruction methods
and provides improved reconstruction results.
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Introduction
The spatial resolution limits of diffusion weighted images (DWIs) has been traditionally set by the capabil-
ities of single-shot echo planar imaging (ssEPI) techniques on a given set of MRI hardware. On standard
clinical gradients (33mT/m gradient strength, 120T/m/s slew rate), ssEPI readouts contribute to a minimum
TE of around 75-120 ms for a 128 x 128 imaging matrix for typical b-values of 1000-3000 s/mm2. Pushing
the spatial resolution of DWIs beyond the 128 x 128 matrix size results in (i) increased geometric distortions
along the phase-encoding direction, (ii) reduced signal-to-noise ratio (SNR) due to the long read out time
involved in sampling the center-of-k-space and (iii) increased blurring in the images due to the T2* signal
decay that accompanies the long readout duration (1). Thus, despite not being the ideal resolution to study
the micro-level tissue structural properties, the characteristic resolution of standard DWI studies has largely
remained at approximately 2mm isotropic. On the other hand, during a practical diffusion encode time (δ),
the diffusion measurements are sensitive to length scales of the order of ∼10µm (2). However, the robust
detection of subtle micro-structural changes of order ∼10µm length scale from a 2mm voxel resolution will
result in significant partial volume artifacts. Thus, there is a strong biological motivation to push the spa-
tial resolution of DWIs to sub-millimeter scales (3). Multi-shot echo-planar imaging (msEPI) readouts can
enable higher spatial resolutions for DWIs on standard clinical MRI hardware. Combined with synergistic
improvements offered by high field strengths, high performance gradients, and high slew rate systems, em-
bracing msEPI methods for DWIs can set the stage to push the spatial resolution of DWIs to sub-millimeter
voxel sizes.
A major concern while employing msEPI methods for diffusion studies is the fact that the reconstruction of
multi-shot diffusion weighted (msDW) data is not amenable to the traditional IFFT-based reconstructions.
This is because the k-space of a given DWI is sampled over multiple TRs using a msEPI scheme which
contributes to a unique phase for the data corresponding to the different readouts (4, 5). Thus, the data from
the k-space segments acquired across multiple TRs need to be compensated for their inconsistent phases
before they can be combined. Traditionally, this phase compensated reconstruction involved a multi-stage
reconstruction of the individual shot images to calibrate their phases and finally combining the images us-
ing phase compensation methods (1, 6, 7). Recently, several new strategies that can combine the k-space
data from multiple shots without needing explicit phase compensation have been proposed (8–10). Such
reconstructions can enable direct recovery of the DWIs from the k-space data and thus can potentially en-
able online reconstruction of the DWIs on the scanner. One outstanding challenge with the above iterative
reconstructions compared to the IFFT-based reconstructions is the long reconstruction times involved.
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In this work, we focus on the MUSSELS (Multi-shot sensitivity-encoded recovery using structured low-
rank matrix completion) reconstruction (8) and identify some of its computational bottlenecks. We propose
a computationally efficient formulation to solve the matrix recovery problem embedded in the above msDW
data recovery scheme. The proposed formulation offers the following advantages: (i) the computation time
is reduced by several folds for the recovery of high-resolution data, (ii) the improved efficiency allows to
accommodate additional constraints to achieve more accurate image recovery without trading off compu-
tational time. The proposed formulation is shown to provide high-quality DWI reconstruction with highly
consistent image recovery from the multiples shots. We show reconstruction results of high-resolution DWI
data that show improved recovery of anatomical details without incurring high computational burden. We
also show the feasibility of whole-brain high-resolution studies using the proposed reconstruction and high-
light the benefits of the higher resolution in comparison to standard 2mm isotropic dMRI data.
Theory
Direct reconstruction of msDWI using MUSSELS
A pictorial representation of the MUSSELS reconstruction proposed in (8) is given in figure 1. This method
is notably different from the traditional msDW reconstruction methods (e.g. navigator-based methods (11,
12), self-navigated methods such as (13, 14) including MUSE (7, 15)) that involves phase compensation.
Specifically, the MUSSELS reconstruction does not involve phase compensation and aims to recover the
missing k-space data in each of the shots jointly as shown in figure 1. The recovery is performed in a
regularized parallel imaging setting, where the regularization is provided by a low-rank prior. The low-
rank prior is derived from the several annihilation relationships that exist between the msDW data. The
annihilation relations emerge from the fact that the DWIs corresponding to each shot of the multi-shot
acquisition, are the phase modulated versions of the same underlying DWmagnitude data (see figure 1). This
is because the diffusion gradients encode the microscopic motion (diffusing motion, pulsatory, respiratory
etc.) in the phase of the complex acquired signal (16). This background phase (5) varies for each TR due
to the inter-TR microscopic motion, whereas the magnitude of the signal attenuation remains the same for a
given diffusion encoding gradient direction. Thus annihilation relations of the form
mi(x)φj(x)−mj(x) φi(x) = 0;∀x. [1]
exist between every pair of complex shots images i, j of the multi-shot acquisition of a given diffusion
weighting. The various notations are defined and illustrated in figure 1.
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The key idea of the MUSSELS reconstruction is that the multiple annihilation relations present in the multi-
shot data are exploited to form a low-rank system in the frequency domain which enables direct reconstruc-
tion of the multi-shot k-space data. Specifically, the rank deficiency of a Hankel-structured matrix formed
from the k-space data of the multi-shot acquisition provides a constraint for the multi-shot data recovery.
Thus, the MUSSELS reconstruction aims to recover the missing k-space data in each k-space shot using
matrix completion algorithms that enforce low rank on the Hankel-structured matrix. This allows recovery
of the underlying diffusion weighted magnitude data to be estimated as the sum-of-squares (SOS) of the
images reconstructed from individual shots.
Computational complexity of MUSSELS
In this section, we identify some of the major computational bottlenecks of the MUSSELS reconstruction.
The low-rank prior exploited in the MUSSELS reconstruction is derived from the annihilation relations in
the image domain given in Eq. 1. These relations hold in the frequency domain via convolutions as:
m̂i[k] ∗ φ̂j [k]− m̂j[k] ∗ φ̂i[k] = 0;∀k. [2]
Since convolutions can be implemented mathematically as matrix multiplication using convolution matrices,
the above equation can be written as a matrix multiplication of the form:
H(m̂i) · φ̂j −H(m̂j) · φ̂i = 0, [3]
where H(m̂i) is the Hankel-structured convolution matrix. The presence of multiple annihilation relations
for every pairing of i, j ∈ {1, 2, . . . , Ns}, Ns being the number of shots, establishes the low-rank property
of the block-Hankel matrixH1(m̂)
[
H(m̂1) H(m̂2) ... H(m̂Ns)
]
︸ ︷︷ ︸
H1(m̂)


φ̂2
−φ̂1
0
0
...
0
0
φ̂3
−φ̂2
0
...
0
· · ·
0
0
...
0
φ̂Ns
−φ̂Ns−1
φ̂3
0
−φ̂1
0
...
0
· · ·


︸ ︷︷ ︸
Φˆ
=
[
0 0 ... 0 0...
]
,
[4]
owing to the existence of its non-trivial null-space. The MUSSELS reconstruction for the recovery of the
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multi-shot k-space data makes use of the above low-rank prior on H1(m̂) by solving the following rank
minimization problem:
̂˜m = argmin
m̂
||A (m̂)− ŷ||2ℓ2︸ ︷︷ ︸
data consistency
+λ ||H1(m̂)||∗︸ ︷︷ ︸
low-rank penalty
. [5]
Here, the data consistency term relies on a SENSE-based formulation (17) to ensure consistency to the mea-
sured k-space data ŷ. The forward operator A is given byM◦ F ◦ S ◦ F−1 where F and F−1 represent
the Fourier transform and the inverse Fourier transform operations respectively, S represents multiplication
by coil sensitivities, andM represents multiplication by the k-space sampling mask corresponding to each
shot. The second term enforces low-rank on the block-Hankel matrix by minimizing the nuclear norm.
The structure of H1(mˆ) is as defined in Eq. 4 and is a concatenation of the convolutional Hankel matrices
corresponding to the k-space data of each shot. Using structured low-rank matrix completion, the recovery
problem in Eq. 5 recovers, mˆ, the matrix of k-space data from all shots, jointly. The above cost function
is minimized in an iterative fashion using alternating minimization schemes. The augmented Lagrangian
method (18) is a standard choice to solve such cost functions. Here, the cost function in Eq. 5 is split into
two sub-problems using auxiliary variable D as a surrogate for H1(mˆ). The first sub-problem updates mˆ
by minimizing the quadratic cost function:
C1(mˆ) = ||A(mˆ)− yˆ||
2
ℓ2 +
λβ
2
||D−H1(mˆ)||
2
ℓ2 +
λ
2
γˆT (D−H1(mˆ)), [6]
using conjugate gradients (CG), while the second cost function:
C2(D) = ||D−H1(mˆ)||
2
ℓ2 +
2
β
||D||∗ [7]
updates D via singular value shrinkage (19). Here β and γ are respectively the penalty parameter and the
Lagrange multipliers (20).
Singular Value Shrinkage: One major computational bottleneck in the above MUSSELS implementation
stems from the singular value shrinkage step involving the singular value decomposition (SVD) of the block-
Hankel matrixH1(m̂). If the size of the DWI is given byN1×N2, then the size of the block-Hankel matrix
is given by m × n where m = (N1 − r + 1) × (N2 − r + 1) and n = r × r × Ns where r is the size of
the filter. Since m >> n (by ∼ 2-3 orders of magnitude), the above minimization incurs a computational
complexity of O(mn2) for every iteration of C2.
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Concatenated Hankel matrix solves a multi-channel convolution: A second bottleneck is associated with
the size of the lifted matrix H1(m̂) itself which is much larger in size compared to the original data m̂.
Computing and storing the above matrix in addition to computing the SVD during every iteration makes
the above algorithm computationally demanding. Complexity grows with matrix sizes, which makes it dif-
ficult to add more priors further increasing the matrix sizes. A straightforward solution to overcome the
computational complexity is to work in the domain of the original data as opposed to the lifted matrix. This
approach is considered in (21), where the matrix lifting is eliminated using a half circulant approximation of
the multi-level block Toeplitz matrix, which reduces the matrix sizes comparable to that of the original data.
However, the above half-circulant approximation is not valid for the current setting sinceH1(m̂) is not truly
”block-Hankel”, but rather a concatenation of Hankel matrices. Additionally, due to the concatenation of
the Hankel matrices, the current work presents a more generalized multi-channel convolution as opposed to
the single-channel convolutional setting considered in (21). Implementing multi-channel convolutions by
extending the half circulant approximation of individual Hankel matrices to the current setting is compu-
tationally more demanding than working with lifted matrices. Hence, we refrain from the discrete Fourier
Transform (DFT) based implementations in (21) and seek a more computationally efficient method suited
to work with lifted matrices.
Iterative Reweighted Least Squares formulation of MUSSELS
In this section, we adopt a new formulation that can significantly reduce the computational burden of the
MUSSELS reconstruction. The iterative reweighted least squares (IRLS) method has been applied to solve
nuclear norm optimization problems by several authors where the original problem of minimizing the Schat-
ten p norm is replaced by a re-weighted Frobenius norm (19, 22, 23). The weights for the modified problem
are computed from the previous iteration and is re-weighted every iteration. Thus, the nuclear norm mini-
mization of the form
min
m̂
||A (m̂)− ŷ||2ℓ2 + λ||H1(m̂)||
p
p [8]
can be re-written as the weighted minimization (23)
min
m̂
||A (m̂)− ŷ||2ℓ2 + λ ||H1(m̂)W
1/2||pp [9]
where
W = [H∗1(m̂)H1(m̂) + ǫ I]
p/2−1. [10]
Here, ǫ is a regularization parameter chosen for numerical stability and I is the identity matrix. Using the
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property ||H1(m̂)||
2
F ≤ ||H1(m̂)W
1/2||∗, we can re-write the above nuclear norm minimization in terms
of the Frobenius norm. Thus, the MUSSELS cost function in Eq. 5 can be re-written using the IRLS
formulation as (C3(mˆ))
̂˜m = argmin
m̂
||A (m̂)− ŷ||2ℓ2 + λ ||H1(m̂)W
1/2||2F , [11]
where F represents the Frobenius norm.
Pseudo-code for IRLS MUSSELS
1: Initialize the algorithm by channel combining the measured k-space data to form mˆ(0) = A∗A(yˆ).
2: set λ
3: set n = 1
4: Repeat
5: D(n) = H1(mˆ
(n)) where H1 is the block-Hankel matrix given in Eq. [4].
6: Compute the singular value decomposition: UΣVT = SVD(D∗D)
7: UpdateW1/2 = UΣ−1/4 (based on the property thatUΣVT = US2UT)
8: Update mˆ(n+1) by miminizing C3(mˆ) given in Eq. [11] using CG
The gradient of C3(mˆ) = 2A
∗(A(mˆ(n))− yˆ) + 2λH1
∗
(
H1(mˆ
(n))W1/2W
∗1/2
)
Here H1
∗ is the inverse mapping (adjoint ) of the block-Hankel elements into the multi-shot data
matrix.
9: set n = n+ 1
10: Until stopping criterion is reached
Advantages of IRLS formulation
The IRLS based MUSSELS formulation in Eq. 11 improves the performance of the reconstruction in several
aspects. First of all, the new formulation eliminates the computationally expensive singular value shrinkage
for rank minimization. Second, the new weight term W provides a denoiser. Thus, the new formulation
alternates between a data consistency enforcement and a projection to the signal subspace, orthogonal to
the null-space vectors specified by W during each iteration. The estimate of annihilation filters provided
byW leads to faster recovery of the k-space samples. Note that the computation ofW involves taking the
inverse of a Gram matrix H∗1(m̂)H1(m̂) which involves computing the SVD of H
∗
1H1. Since the size of
H∗1H1 is n × n, the computational complexity of the SVD is reduced to order O(n
3). Assume that the
SVD ofH1 is given byUSV
T. Then, we evoke the property that SVD ofH∗1H1 has the formUS
2UT, to
efficiently computeW (please see the pseudo-code). W is updated during the outer iteration and remains
the same for the inner CG updates. Thus, we expect significant performance improvement in reconstructing
the msDW data using the new IRLS formulation. In the present work, the estimate of the annihilation filters
is performed from the data and is updated during every iteration. Nevertheless, the above formulation also
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allows the use of pre-estimated annihilation filters for faster recovery. A pseudo-code for minimizing the
IRLS-based MUSSELS is given above.
Note that in this new framework, each column ofW is a null space vector or an annihilating filter. Because
of the fact that the block-Hankel matrix is a concatenation of several Hankel matrices, the above formulation
forms a multi-channel convolution where each column ofW is a multi-channel filter. Figure 2 illustrates
the multi-channel convolution underlying the above computation. The termH1
∗
(
H1(mˆ
(n))W1/2W
∗1/2
)
performs a multi-channel convolution and deconvolution in a numerically efficient manner.
We also note that the annihilating filter W is the k-space counterpart of the image-domain phase. Thus,
without going back and forth from image-domain to frequency domain, the IRLS framework exploits the
phase information in the frequency domain itself in a unified framework.
Extension of MUSSELS with conjugate symmetry constraints
Diffusion MRI data are often collected with partial Fourier (pF) acceleration to keep the TE as low as
possible. msDW data collected with partial Fourier acceleration are thus under-sampled by 55-65%. The
original MUSSELS implementation can recover pF-accelerated data via matrix completion involving sev-
eral extended iterations. To reduce the blurring in the above reconstruction, the smoothness regularized
MUSSELS (SR-MUSSELS) algorithm (8) was proposed to recover the under-sampled data exploiting spar-
sity like priors embedded in the structured low-rank matrix recovery. Alternatively, the conjugate symmetry
(CS) property of the k-space data (24) has been exploited by several authors (10, 25) to recover pF data.
This property can be easily accommodated into MUSSELS formulation also to reduce blurring and improve
the reconstruction of pF data. We note that the annihilation relations ( Eq. 2 ) that are valid on a given
k-space data, are valid on its conjugate symmetric copy also. Hence, a new rank-deficient block-Hankel
matrixH1(m̂) of the form:
H1(m̂) =
[
H(m̂1) H(m̂2) ... H(m̂Ns) H(m̂1
†) H(m̂2
†) ... H(m̂Ns
†)
]
[12]
can exploit the CS property in MUSSELS reconstruction, where † represents the flipped conjugate of the
k-space data.
Note that columns of H1(m̂) are doubled when the CS property is exploited. The doubling of the shot-
dimension will increase the computational complexity of original MUSSELS to O(4mn2) whereas it will
only change the complexity of IRLS MUSSELS to O(8n3). While this will result in high computational
demands in the original MUSSELS formulation, the burden on the IRLS formulation is minimal. Thus,
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the IRLS formulation provides a computationally efficient framework to work with higher shots and higher
matrix sizes. It also offers the flexibility to incorporate additional constraints to improve the msDW recon-
struction and potentially enable online reconstruction of the high-resolution DWIs from multi-shot acqui-
sitions. In the following section, we test the proposed IRLS formulation on in-vivo data and compare it to
state-of-the-art reconstruction methods.
Methods
Datasets
We employed a multi-shot EPI acquisition to collect high-resolution dMRI data. Two datasets were col-
lected at two field strengths. The first dataset were acquired on the GE MR750W 3T scanner (maximum
gradient amplitude of 33 mT/m and a maximum slew rate of 120 T/m/s), using a dual-spin echo diffusion
sequence at 0.82×0.82 mm in-plane resolution. Using 4-shot acquisition with pF at 59%, the TE is 84ms for
b-value of 700 s/mm2. Other imaging parameters include FOV: 210×210 mm, sampling matrix: 256×152,
slice thickness: 4mm and NEX=2. The second set of data were acquired on the GE MR950 7T scanner
(maximum gradient amplitude of 50 mT/m and a maximum slew rate of 200 T/m/s). The data were col-
lected using a 4-shot acquisition at 1.1 mm isotropic resolution with a b-value of 1000 s/mm2. Since the
T∗2 decay is faster on 7T field strength, we employed a Stejskal-Tanner sequence to reduce the TE. Other
imaging parameters include FOV: 210×210 mm, sampling matrix: 192×120, slice thickness of 1.1 mm, pF
at 62.5% with TE = 53 ms. 100 slices spanning the whole brain were collected in an acquisition time of 40
mins. A comparison dataset at 2mm isotropic resolution was also collected using single-shot techniques. A
dielectric pad was employed to improve the signal drop off towards the inferior brain regions. Both datasets
consist of 60 diffusion directions and employed a 32-channel head coil. All experiments were performed
on healthy volunteers following the Institutional Review Board requirements at the University of Iowa and
obtaining informed written consent.
Reconstruction of msDWI data
To study the improvements offered by the IRLSMUSSELS implementation, the data were reconstructed us-
ing the original MUSSELS formulation without and with the conjugate symmetry lifting in Eq. 12 and with
the IRLS implementations without and with conjugate symmetry lifting. For ease of reference, the original
MUSSELS implementation employing singular value shrinkage will be referred to as SVS MUSSELS and
new formulation using the IRLS will be referred to as IRLS MUSSELS. A MUSE reconstruction was also
implemented (7, 15) to compare the computational performance of the reconstructions. All implementations
were performed in Matlab (The MathWorks, Inc., Natick, MA, USA). The reconstruction was performed on
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a high-performance computing server having 48 cores with hyper-threading enabled and 256GB memory.
After the reconstruction of DWIs, the datasets was co-registered for motion and eddy current correction
using FSL’s eddy correct (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FDT/UserGuide). Following
this, a single tensor fitting was performed to extract the primary diffusion directions for visualization of the
improvement offered by the high-resolution images. The orientation distribution functions (ODF) were also
computed from these datasets assuming a 3-fiber model, which helps to better visualize the improvements
offered by the high-resolution images.
Results
Equivalence of SVS MUSSELS and IRLS MUSSELS
We first show the equivalence of the formulation in Eq. 5 and 11. As noted before, the MUSSELS re-
construction directly recovers the individual shot images which are combined using SOS to form the final
magnitude DWI. Figure 3 shows the individual shot images and the magnitude DWI reconstructed using the
SVS MUSSELS and IRLS MUSSELS from the first dataset. In spite of the fast reconstruction provided
by the IRLS MUSSELS, the images are highly consistent across shots and the reconstruction methods, as
expected. A color-coded fractional anisotropy (FA) map generated from all DWIs reconstructed using both
the methods are also provided which demonstrates that the accelerated IRLS MUSSELS achieves the same
reconstruction quality as the original MUSSELS implementation for all DWIs.
Improved partial Fourier reconstruction using conjugate symmetry property
To study the improved recovery offered by incorporating the additional constraint of conjugate symmetry,
we compare the reconstruction of the pF data without and with the constraint. Specifically, the former
used the block-Hankel matrix given in Eq. 4, while the latter employed the block-Hankel matrix given in
Eq. 12. Figure 4 show the reconstructions from the SVS MUSSELS without and with CS constraint for a
given diffusion weighting. For comparison, the MUSE reconstructions are also added. While the MUSE
reconstruction is noisy (fig 4a), the SVS MUSSELS provide robust reconstructions even without the CS
constraint (fig 4b), thanks to its joint recovery of the k-space data (8). The addition of the conjugate symme-
try constraint further improved the SVS MUSSELS reconstruction (fig 4c) with the recovery of several fine
anatomical details that were previously not visible in the reconstructions. Figure 5 show the FA maps that
were computed using all the 60 DWIs for the above reconstruction methods, while figure S1 in the support-
ing information show the FA maps that were computed using the first 30 DWIs for the above reconstruction
methods. It is observed that the SVS MUSSELS without CS is more robust to noise compared to MUSE
and is further improved by the addition of the CS constraint. The IRLS MUSSELS also show similar trend.
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Figure 6 show the color-coded FA maps derived from the 60 DWIs using the IRLS MUSSELS without and
with CS. The zoomed color-coded FA maps also highlight the regions where the CS property provide more
details in the images. For comparison, the FA maps from the MUSE reconstructions are also added in the
figure.
Figure 7 shows the reconstruction using various implementations of IRLS MUSSELS from dataset 2 that
was collected on the 7T MRI. Here, the partial Fourier acceleration is less severe compared to the first
dataset; however, the dataset is noisier due to the smaller voxel volume. The IRLS MUSSELS reconstruc-
tion with CS provides sharper results for this dataset also with some improvement in the anatomical details.
Accelerated reconstruction
Table 1 reports the time taken to reconstruct a given DWI using various implementations for both the
datasets. For comparison, the MUSE reconstruction times for these datasets are reported in the last row.
As noted from figures 4-5, the SVSMUSSELS without CS constraint provided robust reconstructions, how-
ever, the reconstruction time was higher than the MUSE Matlab implementation. From table 1, it can be
seen that the IRLS formulation accelerated the above reconstruction by a factor of 3 (first and third row),
making it faster than MUSE Matlab implementation for both the datasets tested. Similarly, the addition of
CS constraint increased the reconstruction time of SVS MUSSELS by ∼ 4.5 times. The IRLS formulation
accelerated the above reconstruction by about 6 times (second and fourth row). The reconstruction time for
the IRLS MUSSELS with CS constraint is only modestly longer than MUSE reconstruction, but provides
improved reconstruction.
Whole brain reconstruction
The fast recovery enabled by the IRLS implementation makes it possible to reconstruct the whole brain
high-resolution DWIs in a reasonable time. Since the data is highly parallelizable both along the diffusion
directions and slices, we made use of parallel processing to reconstruct the whole brain dataset. Specifically,
we parallelized the reconstruction of 6100 volumes (100 slices x 61 directions) using 48 hyper-threaded
CPU cores that reconstructed the data in 1 hour.
Figures 7-9 show the reconstruction of the 7T dataset using the proposed IRLS MUSSELS incorporating
conjugate symmetry. Specifically, a single tensor fit and a q-ball based ODF assuming 3 fiber peaks were
fitted to this data. A comparison of similar analysis performed on the 2mm isotropic data obtained on the
same subject is also shown. In figure 8, the primary diffusion direction recovered from the single tensor
fit is overlaid on the apparent diffusion coefficient (ADC) map to better visualize the background contrast.
Evidently, the high-resolution data follows the cortical folds and better represent the anisotropy in all brain
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voxels. In Figure 9, the plot of the ODFs from two comparable slices also show several remarkable differ-
ences between the two resolutions as highlighted.
Discussion
As evident from figures 8-9, the high-resolution and low-resolution diffusion data are comparable in the
regions that are primarily composed of homogeneous white matter voxels. For example, there is no notable
difference within the major white matter bundles such as the corticospinal tract or the corpus callosum.
However, the major differences in the single tensor representation and the multi-compartmental represen-
tations are in voxels composed of multiple tissues, i.e, in voxels closer to gray/white tissue boundaries,
voxels with heterogeneous fiber orientations and those in the sub-cortical regions. The differences in such
regions clearly point to the inadequacy of the low resolution to feature the subtle changes undergoing in
those regions as a result of neuropathologies. Thus there is a clear biological motivation to push the spatial
resolution of dMRI to exploit its superior sensitivity in detecting micro-structural changes (3). Here, we
compare a 2mm isotropic data with a 1.1mm isotropic data; however, the recovery of even more anatomical
details can be expected from sub-millimeter voxel resolutions in the range of .8 -.6 mm isotropic resolution.
The long echo-times associated with single-shot methods has been a barrier in achieving higher spatial res-
olutions in dMRI. The need for reducing the echo-time is extremely important in dMRI studies not only
for achieving higher spatial resolution, but also for high b-value studies and has led to the development of
dedicated hardware for diffusion studies (3). The high performing gradient sets utilized in the human con-
nectome project (26), the MGH-UCLA Skyra Connectome Scanner (27) and the head-only high gradient
slew rate scanner at Mayo clinic (28) are some examples. The improved gradient performance of these
hardware provides the short TE and have pushed the spatial resolution to sub-millimeter levels already us-
ing single-shot techniques. However, to reduce the TE by half, the gradient performance requires double
the gradient strength and a gradient rise time that is four times faster (29). Moreover, the physiological
constraints impose hard limits on the maximum gradient amplitude and slew-rate that can be employed real-
istically. In contrast, such short TEs can be realized on clinical hardware using multi-shot techniques. Thus
the synergistic combination of improved gradient hardware and multi-shot techniques can readily push the
spatial resolution well below the standard 2mm isotropic resolution.
A major disadvantage of multi-shot EPI methods for diffusion imaging studies is related to the reconstruc-
tion of DWI that are not affected by motion-induced phase artifacts. Traditionally, such reconstructions were
performed using navigator-based acquisition methods that provided an estimate of the motion-induced phase
errors. Recently, navigator-free methods were also proposed to achieve this goal (7). Here, we presented
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a fast and direct reconstruction of msDW data that is not affected by motion-induced phase artifacts. It is
an improvement of the MUSSELS method that aims to reconstruct the individual shot images directly from
the measured k-space data using parallel imaging. The immunity of MUSSELS reconstruction to motion-
induced phase artifacts is similar to that of a SENSE reconstruction of individual shot-images. However,
in contrast to the SENSE reconstruction of individual shot-images, the MUSSELS reconstruction jointly
recovers all the shot-images exploiting the low-rank prior on the block-Hankel matrix,H1(m̂).
In the original MUSSELS implementation, the reconstruction relied on singular value shrinkage for the
low-rank recovery of the structured block-Hankel matrix, H1(m̂), to reconstruct the images. However, the
high computational demands of the above method makes it inconvenient to be used for the reconstruction
of whole brain high-resolution studies. In the present work, we re-formulate the MUSSELS recovery using
an IRLS scheme that replaces the singular value shrinkage with a Frobenius norm such that fast recovery of
the data is possible. The new formulation led to the acceleration of the MUSSELS reconstruction by several
folds, improving the practical utility of the method for whole brain high-resolution studies. Here, we have
demonstrated the feasibility of enabling routine high-resolution diffusion studies on clinical hardware using
msDWI.
The acceleration offered by the IRLS method can be attributed to several factors. The new weighting term,
W, projects the block-Hankel matrix to a low-dimensional signal space. During each iteration, the estimate
ofW is updated. From a computational perspective, the termW can be interpreted as a denoiser. The ad-
dition of this term differentiates the IRLS MUSSELS from the SVS MUSSELS conceptually, and improves
the performance of the reconstruction. From an imaging physics perspective, W can also be interpreted
as the representation of the motion-induced phase in the frequency domain. The implicit incorporation of
the phase information accelerates the recovery problem. We also note that the incorporation ofW can be
generalized to a broader setting. Whereas in the current setting, W is learned from the data itself and up-
dated during each iteration, it is possible to learn W from exemplary data. Such approaches can enable
learned formulation which can in-turn be exploited in a deep learning setting. Future methods can enable
such reconstructions of msDWI on the MRI scanners in a matter of milliseconds.
Another disadvantage of multi-shot methods compared to single-shot methods is the increase in the scan
time due to the increased number of TRs required to collect the multiple shots. One straight forward method
to reduce the acquisition time is to perform in-plane acceleration either by skipping k-space lines in each
shot or by skipping some shots altogether. The latter method has the advantage of reducing the number of
TRs directly. The IRLS MUSSELS with CS proposed above can be used to recover such data. Another
14
approach is to adopt slice acceleration using simultaneous multi-slice imaging (SMS). The utility of MUS-
SELS method to recover the slice aliased and phase corrupted msDW images were explored in a preliminary
work (30). One main disadvantage of the above method is the long reconstruction time due to the increase
in the data size from multiple slices. Future work will extend the IRLS MUSSELS method to support SMS
acquisitions also.
The IRLS MUSSELS method presented here can be extended to several settings. For example, the IRLS
MUSSELS with conjugate symmetry is conceptually similar to the SR-MUSSELS in terms of relying on an
additional set of shot properties to recover the missing k-space data. While the SR-MUSSELS rely on the
smoothness of the images to derive a set of annihilation relations on the derivative of the shot images, the
conjugate symmetry property of the k-space data is exploited in the present work to derive an additional set
of annihilation relations. The additional constraint is shown to improve the recovery of the partial Fourier
data. This method can also enable the recovery of under-sampled multi-shot acquisitions. Similarly, the
IRLS method can be extended to achieve faster implementation of SR-MUSSELS also. We also note that
the image domain msDW recovery method proposed in (10) can also be efficiently implemented using the
IRLS approach.
Conclusion: We developed an improved MUSSELS reconstruction that can accommodate additional shot
priors in a computationally efficient manner to recover DWIs with better accuracy from partial Fourier ac-
quisitions. The proposed IRLS scheme reduces the computation time by a factor of 6 which significantly
brings down the time involved in reconstructing whole brain high-resolution msDW data to enable routine
studies.
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Figure 1: Illustration of the direct reconstruction of msDW data using MUSSELS. ρ(x) is the underlying
magnitude DWI. The matrix of multi-shot k-space data is represented as m̂[k]. Solid and hollow circles
denote respectively the measured and the missing k-space data in each shot. A block-Hankel matrix is
created from the measured data whose missing samples are filled using matrix completion subject to data
consistency. This, in turn, recovers the missing samples of the multi-shot k-space data .
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Figure 2: Each column wj of W is a multi-channel annihilation filter. The term H1(m̂)W effectively
computes a multi-channel convolution equivalent to the computation shown on the right side. Here, the
k-space matrices mˆ are convolved with several multi-channel filters w of size r × r ×Ns.
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Figure 3: Comparison of SVS MUSSELS
reconstruction (a) and IRLSMUSSELS re-
construction (b). While formulation gives
equivalent results, the IRLS MUSSELS re-
construction is much faster compared to the
SVS MUSSELS reconstruction. (c) & (d)
shows the color coded directional FA map
computed from all the DWIs corresponding
to the two reconstructions.
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Figure 4: DWI reconstruction from various slice locations show that the addition of conjugate symmetry
constraint improves the recovery of anatomical details. The top row shows MUSE reconstruction, middle
row shows SVS MUSSELS without CS, and the bottom row shows the SVS MUSSELS with CS constraint.
Arrows highlight regions with better recovery of anatomical details.
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Figure 5: FA maps reconstructed from several slice locations show that the addition of conjugate symmetry
constraint improves the recovery of anatomical details (highlighted by arrows). The top row shows the
MUSE reconstruction, the middle row shows the SVS MUSSELS without CS, and the bottom row shows
the SVS MUSSELS with CS constraint.
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Figure 6: Color-coded FA maps reconstructed from several slice locations for the various reconstructions.
The top row shows the MUSE reconstruction, the middle row shows the IRLS MUSSELS without CS, and
the bottom row shows the IRLS MUSSELS with CS constraint. Regions highlighted in yellow show that
the addition of conjugate symmetry constraint improves the recovery of anatomical details Regions marked
by the yellow boxes are zoomed to show the differences.
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Figure 7: Comparison of IRLS
MUSSELS reconstruction without
(a) and with (b) CS performed on
dataset 2. (b) shows sharper recov-
ery of the data and the anatomical
details are better defined than in (a)
as indicated by the arrows.
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Table 1: Reconstruction time in seconds per image (per slice per direction)
Case 3T dataset 7T dataset
(256 × 256) (192 × 192)
SVS MUSSELS 69 42
SVS MUSSELS with CS 322 190
IRLS MUSSELS 24 15
IRLS MUSSELS with CS 50 32
MUSE 40 25
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Figure 8: Whole brain reconstruction of dataset 2. The IRLS with CS reconstruction was performed on the
dataset and a single tensor model was fitted to the DWIs. This 1.1 mm isotropic dataset (a,c) is compared
against the 2mm isotropic data (b,d) obtained from the same subject. Several regions are highlighted where
the high-resolution data offers more details about the brain anatomy which is not fully captured by the low
resolution data. (c) shows the zoomed view of regions highlighted in (a) and (d) shows the zoomed view of
regions highlighted in (b).
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Figure 9: Whole brain reconstruction from dataset 2. The ODFs reconstructed from the 1.1mm dataset (a)
is compared to that of the 2mm dataset (b). Regions where the high-resolution data offers improved details
about the brain anatomy compared to the low resolution data are highlighted.
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Legends:
Fig 1: Illustration of the direct reconstruction of msDW data using MUSSELS. ρ(x) is the underlying mag-
nitude DWI. The matrix of multi-shot k-space data is represented as m̂[k]. Solid and hollow circles denote
respectively the measured and the missing k-space data in each shot. A block-Hankel matrix is created from
the measured data whose missing samples are filled using matrix completion subject to data consistency.
This, in turn, recovers the missing samples of the multi-shot k-space data .
Fig 2: Each column wj ofW is a multi-channel annihilation filter. The term H1(m̂)W effectively com-
putes a multi-channel convolution equivalent to the computation shown on the right side. Here, the k-space
matrices mˆ are convolved with several multi-channel filters w of size r × r ×Ns.
Fig 3: Comparison of SVS MUSSELS reconstruction (a) and IRLS MUSSELS reconstruction (b). While
formulation gives equivalent results, the IRLS MUSSELS reconstruction is much faster compared to the
SVS MUSSELS reconstruction. (c) & (d) shows the color coded directional FA map computed from all the
DWIs corresponding to the two reconstructions.
Fig 4: DWI reconstruction from various slice locations show that the addition of conjugate symmetry con-
straint improves the recovery of anatomical details. The top row shows MUSE reconstruction, middle row
shows SVS MUSSELS without CS, and the bottom row shows the SVS MUSSELS with CS constraint.
Arrows highlight regions with better recovery of anatomical details.
Fig 5: FA maps reconstructed from several slice locations show that the addition of conjugate symmetry
constraint improves the recovery of anatomical details (highlighted by arrows). The top row shows the
MUSE reconstruction, the middle row shows the SVS MUSSELS without CS, and the bottom row shows
the SVS MUSSELS with CS constraint.
Fig 6: Color-coded FA maps reconstructed from several slice locations for the various reconstructions. The
top row shows the MUSE reconstruction, the middle row shows the IRLS MUSSELS without CS, and the
bottom row shows the IRLS MUSSELS with CS constraint. Regions highlighted in yellow show that the
addition of conjugate symmetry constraint improves the recovery of anatomical details Regions marked by
the yellow boxes are zoomed to show the differences.
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Fig 7: Comparison of IRLS MUSSELS reconstruction without (a) and with (b) CS performed on dataset 2.
(b) shows sharper recovery of the data and the anatomical details are better defined than in (a) as indicated
by the arrows.
Fig 8: Whole brain reconstruction of dataset 2. The IRLS with CS reconstruction was performed on the
dataset and a single tensor model was fitted to the DWIs. This 1.1 mm isotropic dataset (a,c) is compared
against the 2mm isotropic data (b,d) obtained from the same subject. Several regions are highlighted where
the high-resolution data offers more details about the brain anatomy which is not fully captured by the low
resolution data. (c) shows the zoomed view of regions highlighted in (a) and (d) shows the zoomed view of
regions highlighted in (b).
Fig 9: Whole brain reconstruction from dataset 2. The ODFs reconstructed from the 1.1mm dataset (a) is
compared to that of the 2mm dataset (b). Regions where the high-resolution data offers improved details
about the brain anatomy compared to the low resolution data are highlighted.
Table 1: Reconstruction time in seconds per image (per slice per direction).
Fig S1: FA maps reconstructed from 60 DWIs (top row) and 30 DWIs (bottom row) using the various recon-
struction methods. The reconstructed FA images from the 30 DWIs show that the MUSSELS reconstruction
is more robust to the under-sampling of diffusion directions..
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