Abstract-Support vector quantile regression (SVQR) is capable of providing a good description of the linear and nonlinear relationships among random variables. In this paper we propose a sparse SVQR to overcome a weak point of SVQR, nonsparsity. The asymmetric e-insensitive loss function is used to efficiently provide the sparsity Experimental results are then presented; these results illustrate the performance of the proposed method by comparing it with nonsparse SVQR.
I. INTRODUCTION
Quantile regression has been a popular method for estimating the quantiles of a conditional distribution on the values of covariates since [1] introduced linear quantile regression. Just as classical linear regression methods based on minimizing sum of squared residuals enable us to estimate a wide variety of models for conditional mean functions, quantile regression methods offer a mechanism for estimating models for the full range of conditional quantile functions, including the conditional median function. By supplementing the estimation of conditional mean functions with techniques for estimating an entire family of conditional quantile functions, quantile regression is capable of providing a better statistical analysis of the stochastic relationships among random variables. An introduction to, and look at current research areas of quantile regression can be found in [12] and [2] . Support vector machine (SVM) is used as a new technique for regression and classification problems. The SVM is based on the structural risk minimization (SRM) principle, which has been shown to be superior to the traditional empirical risk minimization (ERM) principle. SRM minimizes an upper bound on the expected risk, unlike ERM, which minimizes the error on the training data. By minimizing this bound, high generalization performance can be achieved. In particular, for the SVM regression case, SRM results in regularized ERM with e-insensitive loss function. Introductions to and overviews of recent developments of SVM can be found in [9] , [10] , [6] and [11] Sparsity is known as an important feature of kernel regression models. It provides efficiency in predicting the regression function. SVM provides sparsity in which the number of support vectors depends on the number of training data. A small number of support vectors implies sparsity of the model. [8] proposed a Bayesian approach referred to as the relevance vector machine (RVM), providing more sparsity. However. RVM has computational problems since there are no closed-form solutions for maximizing the marginal likelihood. Support vector quantile regression (SVQR) can be obtained by applying SVR with a check function instead of an e-insensitive loss function into the quantile regression [7] . But SVQR does not provide sparsity due to zero insensitiveness of check function. Here we define support vectors as the index numbers corresponding to nonzero Lagrange multiplier differences. By using an asymmetric e-insensitive loss function we can take the support vectors efficiently depending on the value of quantiles. In this paper we use an asymmetric e-insensitive loss function in SVQR to provide the sparsity. The proposed loss function is designed to provide more sparsity by adjusting insensitiveness according the sign of residuals. In Section 2 we propose a sparse SVQR using an asymmetric e-insensitive loss function and perform numerical studies through examples. In Section 3 we give the conclusions.
II. SUPPORT VECTOR QUANTILE REGRESSION

A. SVQR
Let the training data set be denoted by , , 1, . . . , with each input vector and the output , which is linearly or nonlinearly related to the input vector . Here the feature mapping function : maps the input space to the higher dimensional feature space where the dimension is defined in an implicit way. An inner product in feature space has an equivalent kernel in input space, ′ , ( [4] 
We notice that the non-negative constraints , , , 0 should be satisfied. After taking partial derivatives of (3) with regard to the primal variables , , and plugging them into (3), we have the optimization problem below.
∑ subject to ∑ ∑ 0 , 0 and 0 1 . Solving the above problem with the constraints determines the optimal Lagrange multipliers and . Thus, the estimated quantile function given the input vector is obtained as , is no longer explicitly given. However, it is uniquely defined in the weak sense by the dot products. Here the linear regression model can be regarded as a special case of the nonlinear regression model by using identity feature mapping function, that is, which implies the linear kernel such that , ′ .
B. Sparse SVQR
With an asymmetric e-insensitive loss function , shown in Fig. 1 Fig. 1 with 0.35, 0.75 and 0.2. We can express the quantile regression problem by formulation for SVM as follows. min
0, where 0 and is a regularization parameter penalizing the training errors. We construct a Lagrange function as follows:
We notice that the non-negative constraints , , , 0 should be satisfied. After taking partial derivatives of (8) with regard to the primal variables , , and plugging them into (8), we have the optimization problem below. min ∑ , , 
C. Numerical Studies
We illustrate the performance of the sparse quantile regression estimation through the simulated data for nonlinear regression cases.
100 data sets are generated to present the prediction performance of the proposed method. Each data set consists of 100 's and 100 's. Here 's are equally spaced ranging from 0 to ; 's are generated from a normal distribution 1 ,0.1 . The true quantile function is given as 1 0.1Φ f 0,1 , where Φ is the cdf of 0,1 distribution. The radial basis kernel function is utilized in this example, which is , / . The hyperparameters , , were chosen as (0.05, 100,1) by 5-fold cross-validation. Fig. 2 shows the estimated quantile regression functions imposed on the scatter plots of one data set for 0.1(Left) and 0.9(Right). From Fig. 2 we can see that the proposed method provides the sparsity. From 100 data sets we obtain a mean squared error of to compare the performance of sparse SVQR to SVQR, with results shown in Table 1 . From the table we can see that both give similar estimation performance but that the proposed sparse SVQR provides sparsity. III. CONCLUSION
In this paper, we dealt with estimating the quantile regression function by SVQR using an asymmetric e-insensitive loss function. Through the example we showed that the proposed method provides sparsity and performance similar to that of SVQR. The model selection method, such as the generalized approximate cross-validation function, will be studied in our further research using the effective dimensionality of the fitted model.
