The ability to predict phenotype from genotype has been an elusive goal for the biological sciences for several decades. Progress decoding genotype-phenotype relationships has been hampered by the challenge of introducing precise genetic changes to specific genomic locations. Here we provide a comparative review of the major techniques that have been historically used to make genetic changes in cells as well as the development of the CRISPR technology which enabled the ability to make marker-free disruptions in endogenous genomic locations. We also discuss how the achievement of truly scarless genome editing has required further adjustments of the original CRISPR method. We conclude by examining recently developed genome editing methods which are not reliant on the induction of a DNA double strand break and discuss the future of both genome engineering and the study of genotype-phenotype relationships.
Introduction
The increasing promise of biological technology has fostered considerable enthusiasm that the eradication of genetic disease and ability to improve crops and other organisms through synthetic biology will become realities in the near future (Mukherji and Oudenaarden 2009; Purnick and Weiss 2009) . While these are all distinctly different goals, all share a common requirement to come to fruition: the ability to accurately predict the phenotypic consequences of genetic change (Purnick and Weiss 2009) (Fig. 1 ). Without this, most forms of human-engineered biology will be reliant on laborious and inefficient design processes to move forward (Andrianantoandro et al. 2006) . This is consistent across all regions of the genome, including protein coding content, regulatory content, structural RNA content, and other areas, including those which have not yet had their functions elucidated (Taft et al. 2007) . Unfortunately, to say that being able to make such prediction is difficult is an immense understatement; the function of the vast majority of base pairs in even the most well-studied organisms is a mystery (Andrianantoandro et al. 2006) . Even within coding regions, the degree to which individual base pair content matters to protein function is largely unknown, especially for those coding for amino acids far from any active sites (Dill and MacCallum 2012) . While the generation of such comprehensive knowledge will likely take decades, studies on genotype-phenotype relationships is vitally important to build the solid foundations needed for the future. In this review, we present the history of attempts to edit and engineer the genome to test the influence of genotype on phenotype and discuss new methods which will carry this field of study into the future.
The power of phenotype prediction from genotype can already be seen, as information about certain specific mutations and their linkage to genetic disease can now be used in medical research (Hirschhorn et al. 2002) . Attempts have Communicated by M. Kupiec. been made for several years to either select healthy fertilized eggs before artificial implantation or, more ambitiously, to correct enough cells in adult humans to mitigate the disease phenotype (Miller 2015) . Additionally, clinical trials for treatment of genetic disease in adults are already underway (Naldini 2015) . However, while this is extraordinarily important work from a medical perspective, it is limited to cases in which a clear phenotype is observed and then linked with a causative genotype (Hirschhorn et al. 2002) . This linking is only available due to the vast numbers of healthy human genomes which can be compared to the genome in question to identify causative mutations, a situation that is widely inapplicable to other organisms or to non-disease phenotypes.
As befits a field of considerable interest, a large variety of approaches are currently being used to further scientific knowledge of genotype-phenotype relationships (Ritchie et al. 2015; Bush et al. 2016) . The most developed are those using computational approaches in an attempt to predict the changes in protein structure and binding properties resulting from critical base pair changes in and around the active sites of enzymes (Dill and MacCallum 2012) . Unfortunately, even these studies are unable to make consistent or accurate predictions of protein function based on genetic changes, and require the predicted changes to actually be made in vivo and extensively tested to verify the predictions (Dill and MacCallum 2012) .
In this review, we describe the history of attempts to link genotype to phenotype focusing on the technological developments which enabled new generations of research. We begin with the first disruptive and limited editing capabilities and continue through to the recent development of genome editing utilizing clustered regularly interspaced short palindromic repeats (CRISPR). We then detail the recent modification of CRISPR, its 2-step application, and explain how it alleviates the problems inherent to the original method. We also comment on additional modern adaptations of CRISPR and their utility for the future of genome editing.
Impediments to the prediction of phenotype from genotype
One of the greatest obstacles to making phenotypic predictions from genotypic data has been the lack of ability to generate and test large numbers of edits in vivo in various organisms to assess the effects of mutations (Jiang et al. 2013) . This is necessary to easily form and test hypotheses regarding the impact of desired mutations on phenotype. Fig. 1 The importance of understanding genotype/phenotype relationships. Greater understanding of the relationship between genotype and phenotype is critical for a large number of fields. At the same time, advances in these fields contribute to greater knowledge which can be applied elsewhere. This prompts a multi-element feedback loop in which improvements in one area may be applied across a variety of fields Additionally, over the course of progress during the past several decades, it has become increasingly obvious that the genome is generally less tolerant to change than was previously imagined, implying that accurate information can only be obtained from methods that do not scar the genome (Mans et al. 2015) . Another general issue is the problem of comparability between species (Sittig et al. 2016) . Many of the species that would be useful to be able to predict phenotypes for are not model organisms which have the existing tools for prolonged study (Weinhandl et al. 2014) .
Many genome-editing techniques make unwanted changes to the genome which hinders any attempt to definitively link any intended genetic changes with phenotypic consequences (Mans et al. 2015) . Some, during the course of editing, scar the genome such that unwanted changes are made to the region being investigated and often analyzing the effects of the scar are practically impossible (Mans et al. 2015) . Other techniques avoid scarring by severely reducing the number of edits; as a result, cycles of hypothesis testing become too laborious for practical study (Boeke et al. 1987 ). Yet another common workaround is to make large numbers of edits in synthetic systems, for example on non-integrating plasmids (Sharon et al. 2014 ). This exposes experiments to inevitable plasmid copy-number fluctuations from cell to cell, and deprives studies of the ability to examine the effects of chromatin on the regions in question (Sharon et al. 2014) . To be able to address all of these concerns, an ideal method must be able to create large numbers of scarless edits in endogenous genomic locations (Mans et al. 2015; Ryan et al. 2016) .
One laudable attempt to avoid the difficulty in making large numbers of genetic edits has been the development of directed evolution (Arnold 1993) . Directed evolution begins with the creation of a library of mutagenized DNA. The DNA region to be mutated usually corresponds to either an open reading frame or a specific region of a coding sequence. This library is then subjected to screening using a specific activity assay to identify mutations which can achieve the desired improvement in protein activity (Shao and Arnold 1996; Packer and Liu 2015; Renata et al. 2015) . Achieving the desired outcome typically requires multiple rounds of the mutagenize-and-screen approach. Depending on the assay to measure the effects of the introduced mutations on protein activity, directed evolution can be performed in vitro or in vivo. It is important to highlight that research using the directed evolution approach often focuses on understanding how mutations affect the structure and biochemical function of a specific protein. The vast majority of directed evolution studies do not attempt to predict the effect of mutations on the cellular phenotype. Using directed evolution, bacteria or yeast are mainly used for the expression of a large number of mutants for examining their biochemical catalytic/ binding activity. Among the exceptions to this norm is a previous work published by Fridman et al. (2010) in which the authors generated PCNA mutants with increased affinity to different partners and then integrated these mutants into yeast to examine their effect on the cellular phenotype of DNA replication.
While the directed evolution approach has succeeded in creating novel genomic sequences, which can then be linked to phenotypic effects, the lack of its ability to "rationally" investigate the impact of individual mutations, either alone or in combination, limits the ability of this technique to answer questions which are required for accurate prediction of phenotype from genotype. In many ways, it may be said that the pursuit of the ultimate goal of predicting phenotype from genotype has been the development of new methods coming close and closer to the goal of large-scale, scarless genome editing. As is often the case for scientific advances, many of these methods were of vital importance, but also uncovered more problems to be overcome.
Disruptive methods offered the first glimpses of function on a base-pair scale
The goal of successfully linking genotype to phenotype has existed in some form ever since DNA was established as the carrier of cellular information. As such, there have been a wide variety of attempts to identify the genetic regions most important for phenotypic expression. Many of these early attempts have obvious flaws by modern standards, but still greatly expanded scientific knowledge at the time.
One of the first, and crudest, methods of identifying DNA domains crucial for phenotypic expression was to make (or find by chance) a series of random mutations in a gene or promoter of interest and then determine which mutations had an effect on the output of the gene in question (Benoist and Chambon 1981; Douglas and Condie 1954) . This was used to great effect by Johnston and Davis (1984) as they studied the yeast GAL1/GAL10 bidirectional promoter. To determine which base pairs were actually needed for expression, they systematically made deletion mutants of the promoter on a plasmid and identified which deletions eliminated expression and which were still permissive. By doing so, they were able to correctly identify the region surrounding the first three activator sites within the promoter. While they were unable to determine exactly what about that region was crucial to expression, they were able to locate the region in question with high accuracy. Future groups would go on to identify the activator binding sites in question (Bram and Kornberg 1985) , and thanks to the earlier characterizations, they knew exactly where to look.
As technology progressed and identification of relevant regions of DNA could be determined with more precision, the influence of specific base pair changes could be understood. This step was crucial for the ability to definitively link base pair content to phenotypic output, but techniques of the time could not yet produce DNA with desired changes to the same extent that we can today. As such, the technique called saturation mutagenesis was developed, which would mutagenize each individual base pair within a region of interest separately (Myers et al. 1985) . The changes could then be examined to see exactly which base pairs were important for the phenotype under study. This was demonstrated wonderfully by Myers et al. when studying the promoter region of the beta-globin gene in mouse cells (Myers and Maniatis 1986) . By obtaining promoters with virtually all of the 130 bp upstream of the transcription start site (TSS) and placing these in front of an amino acid marker on a plasmid, they were able to identify deleterious mutations, neutral mutations, and even two enhancing mutations. They found that the majority of these mutations were neutral, but that base pairs within three previously identified regulatory areas were critical for gene expression, allowing the identification of those binding sites. While the identification of crucial base pairs allowed a much finer level of genotypic detail to be achieved, the lack of customization created problems regarding the actual development and testing of hypotheses regarding those bases.
The most recent of the attempts to understand genotypic effects on phenotype without consideration of the endogenous genomic loci have utilized centromeric plasmid systems (Sharon et al. 2012) . These low copy plasmids are retained in a stable manner in the cell, at least in yeast, and allow expression of genes without disrupting the organism's genome in any way (Elledge and Davis 1988) . One recent exemplary work illustrating this technique was done by Sharon et al. (2014) . The researchers were able to make thousands of different edits integrated into the yeast GAL1/ GAL10 promoter in low copy number plasmids and investigate the consequences of these mutations in cells possessing one of these. This allowed them to determine the impact of binding site number, and to a limited effect binding site position, on expression levels and noise from the GAL1 promoter. The main drawback to this approach, and to those which preceded it, was the unknown nature of the potential differences between expression from a plasmid vs. expression from the genome. In recent years, it has become increasingly clear that the impact of native chromatin environments on gene expression is critical to understanding the normal functioning of genes and promoters (Carey et al. 2013) .
Early attempts at endogenous genome editing enabled crucial, but limited, advances
The optimal solution to the problems mentioned in the previous section would be to edit the DNA at the endogenous genomic locus (Scherer and Davis 1979) . This would allow the structure of the endogenous chromatin structure to be taken into account, while also removing any other unwanted changes to the genome. In addition, copy number would no longer be an issue, and questions regarding expression from non-genomic locations would be rendered irrelevant. While several techniques were developed to fulfill these conditions (Bibikova et al. 2003; Christian et al. 2010) , they all ultimately suffered from the same fundamental problem: the inefficiency of generating the large numbers of edits needed for functional hypothesis testing.
The first technique developed for the manipulation of endogenous genomic DNA was based on the principle of URA-FOA counterselection using 5-fluoroorotic acid (5-FOA) (Boeke et al. 1987 ). In the presence of the URA3 gene product, 5-FOA is converted to a toxic intermediate killing the URA3-expressing cells. This was developed and demonstrated by Boeke et al. who were able to replace endogenous genomic regions with synthetic constructs in vivo (Boeke et al. 1987) . To do this, a URA3 gene cassette is integrated into a genomic region to edit, which enables a yeast cell to survive on media without uracil. After selection on-URA media, the cells are transformed again together with the edited content in growth media containing both uracil and 5-FOA so that only cells that replace the URA3 cassette with the edited region survive. Theoretically, any cells that survive in 5-FOA media are good candidates for successful editing, but in reality the number of false positives severely hinders the usefulness of this technique. The development of direct genome editing techniques led to a sharp decline in the use of this technique.
Genome editing using zinc finger nucleases (ZFNs) was another promising technique around the turn of the millennium (Urnov et al. 2010) . The idea of cutting DNA near a region of interest, providing the cell with donor DNA containing the desired changes, and allowing the cell to repair the break with homologous recombination using the donor has offered a tantalizing possibility for direct genomic editing. Ever since DNA synthesis became cost-efficient, the remaining difficulty in developing and utilizing this method was actually causing a double strand break in the correct location in the genome. This problem was overcome using zinc finger nucleases in 2000 (Smith et al. 2000) . ZFNs are a class of artificial proteins containing multiple zinc finger motifs bound to a nuclease. Each motif recognizes and binds to a nine base pair DNA sequence, and the nuclease then cleaves the DNA at that location. In 2003, Bibikova et al. were able to modify the DNA recognition region of a ZFN to target a sequence in the drosophila genome and cleave it in vivo (Bibikova et al. 2003) . For the first time, they also demonstrated that addition of DNA containing homology to the cut region could be used for repair by the cell, and showed that this could lead to genome editing with considerable efficiency. This allowed scarless editing of in vivo locations via hijacking of the cell's DNA repair pathways.
Though ZFNs had their moment in the sun, and were still being developed prior to the introduction of CRISPR (Miller et al. 2007) , it required a large amount of time and effort to create new ZFNs (usually via directed evolution) and they were not as versatile as they were needed to be.
In the first decade of the twenty-first century, the main competitor to ZFNs was the development of transcription activator-like effector nucleases (TALENs) (Joung and Sander 2013) . As with ZFNs, the goal was to be able to program a protein to target a specific DNA sequence for cleaving. TALENs were based on a similar idea to ZFNs, but instead of using the bulky zinc finger groups, they used smaller DNA recognition proteins (TALEs) which recognized 3-bp sequences (Christian et al. 2010 ). Christian et al. created the first of these TALEs fused to a nuclease to make the first TALEN which would both bind and cut DNA. At the same time, they demonstrated the ability to create novel TALEs (which were then made into TALENs), and opened the door for the production of molecules which could cut DNA in any desired location. While these showed promise, they were still unwieldy to construct and they ultimately met the same fate as the ZFNs as CRISPR was introduced.
CRISPR has revolutionized genome editing at the cost of the reintroduction of an old flaw
The problem of unwieldy double strand break induction was finally solved, for the most part, in 2012 with the development of clustered regularly interspaced short palindromic repeats (CRISPR), and it seemed as though mapping genotype to phenotype would finally become a reality. While CRISPR eliminated almost all of the remaining problems associated with genome editing, it also reintroduced a few older ones, which would prove difficult to eliminate.
The process of CRISPR development began in 2007 with the elucidation of an interesting feature of the immune system for a wide variety of bacterial species (Barrangou et al. 2007; Gasiunas et al. 2012) . In brief, the cells were shown to have incorporated short (20 bp) sequences in the aftermath of viral invasions in long regions of DNA which could be expressed as RNA, cleaved, assembled into a final product with a second RNA, and bound to a protein called Cas9 (Gasiunas et al. 2012; Brouns et al. 2008 ). Cas9 is a nuclease and uses the RNA fragments to locate targets based on the RNA sequence (Gasiunas et al. 2012; Brouns et al. 2008 ). The identified DNA sequence (the complement of the initial RNA fragment) is cleaved and degraded by the cell. Initially, this was regarded as an interesting feature of a few bacterial families (Barrangou et al. 2007; Brouns et al. 2008 ), but it was quickly realized by multiple groups that such a system could be imported into other cell types and used as a method to create double strand breaks (Jiang et al. 2013; Jinek et al. 2012; Mali et al. 2013) . Because the targeting of Cas9 to the DNA is directed by an RNA strand instead of unwieldy protein complexes, the CRISPR system showed immediate promise to overcome the challenges associated with the previous genome editing methods which relied on hard-to-design protein complexes.
The use of CRISPR as a genome editing technique was first demonstrated in bacterial systems (Jiang et al. 2013) , followed by a variety of studies showing its efficacy in various cell types (DiCarlo et al. 2013; Hruscha et al. 2013 ; Li-En Jao 2013; Wang et al. 2014) , most prominently in mammalian cells (Mali et al. 2013; Wang et al. 2014 ). Multiple publications quickly demonstrated an ability to fuse the two RNA molecules used for natural CRISPR function into a single guide RNA (gRNA) (Jinek et al. 2012; Mali et al. 2013 ) targeting a specific DNA site. This breakthrough reduced the number of components needed for CRISPR genome editing to three: the Cas9 nuclease, a gRNA, and a donor oligonucleotide. Almost immediately after this, CRISPR using gRNA targeting was shown to work extremely well in Saccharomyces Cerevisiae by DiCarlo et al. (2013) . The editing efficiency of the technique was shown to be ~ 75% or more, even when demonstrating multiplexable systems (Mans et al. 2015; Horwitz et al. 2015; Ryan et al. 2014 ). Although such early papers primarily caused deletions or other disruptions of genes rather than true editing via the addition of a donor repair template, true editing was quickly demonstrated as well (Mali et al. 2013 ). This technology has also been combined with other wellstudied systems, including an attempt to control transcriptional activity via transposons (Vaschetto 2018) .
Despite the enormous successes of CRISPR, and its rapid dominance of the genome editing field, it is not without flaws. These are twofold, and are consequences of the way the Cas enzymes work: any edits must disrupt the CRISPR cut or protospacer adjacent motif (PAM) site being used, and edits cannot be made more than 50-100 bp away from any cut (Mans et al. 2015; Ryan et al. 2016 Ryan et al. , 2014 Horwitz et al. 2015) . The first of these is due to the structure of the CRISPR system itself. Because the Cas9 enzyme will cut any DNA with the correct sequence, if a donor is provided bearing the gRNA targeting sequence, it will either be cut and degraded prior to repair, or the repaired chromosome will be recut until it repairs incorrectly (Fig. 2a) . This issue was recognized almost immediately after the initial discovery of CRISPR, but it was practically ignored as most applications of CRISPR are still limited to the disruption of genes and for editing of protein coding regions (Mans et al. 2015; Ryan et al. 2014) where there is room for imperfect editing due to codon degeneracies. For such applications, the disruptions are either irrelevant, or can be changed to create mutations which result in identical amino acid codons while still disrupting further CRISPR action (Mans et al. 2015) . For other applications, however, the use of CRISPR results in a genomic scar due to the disruption of the targeted cut site. The second flaw of the CRISPR technique was more complex and varied between organisms: the tendency of the cell to use an imperfect repair mechanism (i.e., nonhomologous end joining) if the desired edit is too far from the cut site (Ryan et al. 2014 ). This has not traditionally been a problem except for the case in which an appropriate cut site cannot be found close to a region of interest. However, if a variety of edits are desired across a relatively large area (100-1000 s of bps), its completion requires multiple rounds of cutting and editing (Ryan et al. 2014) .
Two-step CRISPR as a precise and efficient genome editing method to edit large DNA regions
The recently developed modification of CRISPR, known as two-step CRISPR (Elison et al. 2017) solves the abovementioned problems at the cost of an additional editing step. Rather than giving the cut DNA strand a donor template containing the desired edits, two gRNAs are designed to have Cas9 cut in locations flanking a region of interest which can be multiple kb long. A donor is then introduced to replace the region of interest with a small (30-50 bp) sequence containing a novel CRISPR cut site and PAM sequence which is A B Fig. 2 The advantage of 2-step CRISPR. a Traditional CRISPR methods are not scarless. If the donor template provided for genome editing contains the same cut site and PAM sequence which were originally cut, both the donor and the final edit may be cut again. This will continue until the donor has been completely degraded and/or the double strand break repairs incorrectly. In situations where it is undesirable to alter the cut site, this style of CRISPR editing fails. b 2-Step CRISPR is able to provide totally scarless genome editing. 2-Step CRISPR works in two steps to temporally separate the initial cutting of the genome with the repair using a donor template. The genome is cut in two locations just outside of the region to be edited and is replaced using a donor template containing only a novel CRISPR cut site. This strain is isolated and then undergoes a second round of editing. In this step the novel cut site is targeted and cut and the edited region of interest is added as the donor. Because the original cut sites are no longer being targeted they may be maintained in the donor without edit unique in the genome (Fig. 2b) . Software developed to identify ideal CRISPR targets can be used to generate these novel sequences (Stemmer et al. 2015) . After the cell successfully repairs itself using the donor template, the gRNAs are naturally degraded over a short period of time. At this point, any DNA sequence can be inserted into the original region of interest during a second round of editing as long as the cell can tolerate the genomic change introduced at the end of the first round. A single gRNA targeting the introduced cut site allows for repair using any template desired, with the end result being the replacement of the original region with the desired sequence. By temporally separating the first gRNAs from the desired product, the final edit is no longer targeted by Cas9 and genomic scarring is prevented.
The major benefit of this technique as opposed to other forms of CRISPR is that it allows totally scarless genome editing on a fast timescale across multiple kilo bases of genomic DNA. By preventing the initial gRNAs and the final edited donor from being in the cell at the same time, the problem of the gRNA cutting the donor can be completely avoided. This means that a donor can be provided for the final editing step which would have otherwise been unable to be used with a single-step editing process, thus ensuring that the final edit does not need to have its gRNA binding site or PAM sequence modified. Thus, the final edited version of the genome contains only the desired edits. As a useful side benefit of this technique, the region to be edited is not limited to any significant degree by proximity to a CRISPR cut site. In addition, edits that are many hundreds of base pairs apart from each other may be introduced in a single round of editing. Taken together, this technique allows researchers to achieve scarless genome editing to investigate genotype-phenotype relationships on a base pair level.
The only undesirable aspect of the two-step CRISPR method is that it requires an intermediate step between the initial CRISPR cuts and the final repair. In single celled organisms or cultured cells, this is only a problem if the region being worked on is lethal if it is knocked out. Otherwise, it is straightforward to keep strains alive with the intermediate stage intact in the genome. Even if the user wishes to make edits throughout the genome, the time for successful editing is merely doubled for each new location and this is generally not excessively time-limiting. For editing needs that must be achieved in a single step, the technique as it currently exists would have significant difficulty in keeping the two steps spatially separated. There is also the possibility of loss of epigenetic information during editing, but it is not yet known if this will be a problem.
An interesting variant of this approach was recently published in which the authors applied the same two-step strategy in a slightly different manner. In the first step of the technique, instead of replacing the region of interest with a novel CRISPR cut site, Soreanu et al. (2018) replaced it with traditional antibiotic markers. The second step of the technique was the same as in the original two-step technique: using gRNAs to target the introduced marker, the authors cut out the marker and integrated the desired DNA content to the region of interest. The end result was the same as the one achieved with the original two-step CRISPR method. The use of a marker rather than a novel CRISPR cut site may allow for easier selection after the first step of the method.
Editing without double strand breaks
While two-step CRISPR successfully avoids the scarring problem inherent to native CRISPR, recent studies have attempted to overcome this problem in another manner: making edits without a double strand break at all. While these may supplant editing via CRISPR-induced double strand breaks in the future, for the moment they come with their own set of challenges.
The first of these utilizes dCas9, a version of Cas9 which is able to bind DNA as usual but which has lost its nuclease activity (Qi et al. 2013 ). dCas9 may be fused or tethered to a vast number of other proteins to bring these to a specific genomic location. This protein has been revolutionary for a number of different fields much as the nuclease-active Cas9 has been for genome editing. In 2016, Komor et al. tethered a cytidine deaminase to dCas9 in vivo (Komor et al. 2016) . Cytidine deaminases act on cytosine bases and convert them to uracil (and eventually thymine) bases. By bringing these deaminases to a specific genomic locus, the group was able to convert nearby C-G base pairs to T-A base pairs without cutting the DNA in a process they called 'base editing'. They later found that using a Cas9 nickase rather than dCas9 they could trick the cell into believing that the G was the incorrect base rather than the T in the mismatch, greatly increasing the efficiency of the technique.
The great benefit of this approach is that scarring due to DNA repair is avoided as the DNA is changed without a double strand break; however, the technique has a long way to go before it can be as versatile as other forms of CRISPR editing. The first problem is that the chemistry that converts C to T is relatively easy to perform and enzymes exist which catalyze the reaction. To make different types of edits, enzymes need to be found, or in the worst case, designed and expressed for this approach to work. In addition, only a single edit may be made at a time, meaning that if multiple base pair mutations are desired, an equivalent number of locations must be targeted. The authors also encountered offtarget mutations of cysteines in close proximity to the target. This poses obvious problems if attempting to edit a G-C rich region. Despite these drawbacks, this method is superior to traditional CRISPR in a certain limited set of circumstances, and improvements to the versatility of the technique could 1 3 make it a serious alternative to both traditional CRISPR and its two-step application.
Another recent attempt to make genomic edits without double strand breaks relies on the development of multiplex automated genome engineering (MAGE) in eukaryotes (eMAGE) (Barbieri et al. 2017) . Although the concept has existed for several years in E. coli (Wang et al. 2009) , it was only recently demonstrated by Barbieri et al. (2017) . Briefly, the technique utilizes small synthetic DNA sequences which act as Okazaki fragments during DNA replication and which are able to impart their edits to the newly formed DNA strands. Several rounds of editing may introduce a large number of mutations to a region with high efficiency. In this way, a region may have a large number of edits introduced without cutting of the DNA and without the presence of substantial off-target effects.
While its ability to generate large-scale diversity of sequence is impressive, there are still some drawbacks associated with this technique, as for most of the new techniques. For example, unless large numbers of editing rounds are performed, the cells which are obtained at the end of the experiment will contain only some of the desired edits and separating the populations containing identical edits from each other is very challenging unless each edit results in a clearly selectable phenotype. However, it should be noted that precise genome editing may not end up being the most common application area of this technique. Instead, eMAGE is capable of generating exceptionally large amounts of genetic diversity over one or a few regions in a way that no other method can currently match. While CRISPR variants are superior for specific editing, eMAGE is able to make up for the major deficiencies of CRISPR when it comes to generating diversity. The technique is extremely well-tailored for a variety of purposes, and using it together with the twostep CRISPR can have a much greater effect than the use of either technique separately.
Conclusion
After decades of work attempting to link genotype to phenotype, the research community finally has the means to better understand genotype-phenotype relationship by making large-scale scarless genome editing and studying their phenotypic consequences. We anticipate that the remaining challenges, such as the ones associated with editing essential genes and working with difficult-to-edit organisms, will be overcome in the near future. For example, in the context of improving the current state of the two-step CRISPR technique, essential genes could be temporarily replaced during the editing process through the addition (e.g., via plasmids) of the genes together with their own promoters, but containing a single base pair mutation to prevent their being targeted by the gRNA in use. These could be introduced prior to the first cutting step and removed after the second editing step when the cell/organism should be able to survive on its own. It may also be possible to put the CRISPR components associated with both steps of the editing process into a cell and separate them temporally instead of spatially. We envision a system in which the reactions of the first editing step to be activated first, while the other is protected, then have the second step's reactions proceed afterwards.
The application areas for the scarless genome editing techniques are boundless. For example, there is currently a great need for better genetic engineering of crop plants. From curing of disease at a genetic level to pest resistance, there is a whole host of possibilities when it comes to making crop plants better at what they do and making what they do more useful to us in the process (Collinge et al. 2008; Fraser et al. 2009 ). Genetic diseases are, of course, not limited to plants, and a wide variety of them plague the human population today, some of which have known causes and many of which do not (Friedmann and Roblin 1972) . While several with known causes are actively being targeted for treatment with existing technologies, the ability to understand exactly how phenotypic consequences result from genomic mutations would be groundbreaking for the medical community.
After a long history of methods development which provided more efficient and less disrupting genome editing, the refinement of the CRISPR technique create a newfound promise going forward. This should, for the first time, enable the kind of large-scale testing on endogenous genomic locations needed to begin to investigate the relationship between genotype and phenotype at a base-pair resolution.
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Glossary

Directed Evolution
A process in which a specific DNA element (often an open reading frame or enzymatic binding site on a protein) is mutagenized to create a large library. This library is then put through a specific in vitro screening process, generally for multiple rounds, to identify mutations which give rise to a desired effect on the assayed activity or function DNA Binding Motif A region of a protein which is capable of binding to a specific DNA sequence Donor Template An (often) short piece of DNA containing desired DNA edits flanked by regions homologous to the region to be edited. Cells may use it as a repair template during homologous -recombination based DNA-repair mechanism Double Strand Break A type of DNA damage in which both strands have been severed in close proximity to each other. This results in the creation of two distinct strands from the original Endogenous DNA
The native DNA of a cell
Genome Editing
The process of intentionally altering (adding, removing, or changing) the genome of a cell Genome Scarring
The introduction of unwanted or unintended edits to cellular DNA during genome editing Genotype
The DNA composition of a genomic region or of the entire genome Homologous recombination based DNA repair A type of DNA damage repair mechanism in which the cell uses a homologous region to the one which has been cut as a template to repair the cut strand. During natural repair, this template is generally the sister chromosome of the one being cut, but during genome editing this template is generally synthetic DNA introduced to the cell for this purpose
Mutagenesis
The process of inducing random mutations to a piece of DNA or to an entire genome. Historically this has been done using radiation or mutagenic chemicals. A mutagenized stretch of DNA will contain a number of random mutations of all types Nuclease A protein which is capable of inducing a DNA double strand break Phenotype A behavior of a cell which is observable to a researcher Plasmid-based expression system A means of gene expression in which the gene of interest is placed into a non-integrating plasmid and transformed into a cell
