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Abstract—We consider an Internet-of-Things (IoT) system in
which an energy harvesting powered sensor node monitors the
phenomenon of interest and transmits its observations to a remote
monitor over a Gaussian channel. We measure the timeliness of
the signals recovered by the monitor using age of information
(AoI), which could be reduced by transmitting more observations
to the monitor. We evaluate the corresponding distortion with
the mean-squared error (MSE) metric, which would be reduced
if a larger transmit power and a larger source coding rate
were used. Since the energy harvested by the sensor node is
random and limited, however, the timeliness and the distortion
of the received signals cannot be optimized at the same time.
Thus, we shall investigate the timeliness-distortion trade-off of
the system by minimizing the average weighted-sum AoI and
distortion over all possible transmit powers and transmission
intervals. First, we explicitly present the optimal transmit powers
for the performance limit achieving save-and-transmit policy
and the easy-implementing fixed power transmission policy.
Second, we propose a backward water-filling based offline power
allocation algorithm and a genetic based offline algorithm to
jointly optimize the transmission interval and transmit power.
Third, we formulate the online power control as an Markov
Decision Process (MDP) and solve the problem with an iterative
algorithm, which closely approach the trade-off limit of the
system. Also, we show that the optimal transmit power is a
monotonic and bi-valued function of current AoI and distortion.
Finally, we present our results via numerical simulations and
extend results on the save-and-transmit policy to fading sensing
systems.
Index Terms—Age of information, Internet of Things, sensing
systems, energy harvesting.
I. INTRODUCTION
W ITH the rapid development in embedded systems,multi-terminal communications, and cloud computing,
more and more smart devices and low-power sensors are
connected to the internet, which is referred to as the Internet-
of-Things (IoT). In particular, IoT networks have been in-
creasingly popular in scenarios related to data gathering and
service sharing in recent years, e.g., environment monitoring
and smart city planning [1], industrial automation [2], and
target surveillance and tracking [3]. In these systems, a number
of sensor nodes are used to monitor the phenomenon of
interest constantly and to report the obtained observations
to a remote center in real-time. Different from traditional
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communication systems in which data rate (or throughput) is
the most important metric, the distortion and the timeliness
of the recovered signals are more concerned in IoT based
monitoring systems. That is, we are more interested in whether
the signal recovered by the monitor can precisely characterize
the phenomenon and whether the signal is timely or outdated.
When the system supports a higher data rate, the monitor
only sees a reduction in distortion or an improvement in the
timeliness of information transmission.
In IoT networks and sensor neworks, the distortion of the re-
covered signals are often measured by the mean-squared error
(MSE) of the decoded signal or the estimated signal. In [4],
for example, the weighted-sum distortion in recovering two
correlated Gaussian sources was optimized in the framework
of network information theory. In [5], [6], the random source
is estimated by combining sensor observations with a best
linear unbiased estimator (BLUE), for sensor networks with
orthogonal channels and coherent multiple access channels
(MAC), respectively.
The timeliness of the recovered signals can be measured by
the age of information (AoI) metric, which is defined as the
elapsed time (i.e., the age) after the generation of the latest
received observation [7]. In particular, minimizing the AoI
of the system can guarantee the timeliness of sensing while
increasing the throughput or decreasing the transmission delay
cannot. For example, the recovered signals would be outdated
if the throughput is so large that the delay waiting for being
transmitted is large or the throughput is so small that few new
recoveries are available at the monitor (no matter the delay
is small or not). Therefore, AoI has been widely studied in
various real-time applications, e.g., in sensor-based monitoring
systems [8], [9], health monitoring systems [10], cognitive
radio-based IoT systems [11], and two-way data exchanging
systems [12]–[14].
On the other hand, the limitation in the energy supply of
sensor nodes puts formidable challenges to IoT networks. To
be specific, the battery capacity of sensor nodes is generally
small due to device size constraints and cost considerations,
which significantly limits the life-time of sensors. In view of
this, the energy harvesting technology was developed [15]. By
utilizing an energy harvesting unit and an energy buffer, sensor
nodes can harvest energy (e.g., solar and wind power) from the
ambient environment, thereby ensuring an unlimited energy
supply for each node. However, the arrivals of energy are
sporadic and irregular. To better utilize the harvested energy,
therefore, we need to schedule the usage of energy carefully.
First, if the harvesting process is fully predictable (i.e., known
non-causally at transmitter), the harvested energy can be
scheduled in an offline manner [16], [17]. In this scenario,
the scheduling of energy usage turns to be deterministic
and can be solved before the transmission process actually
begins. Second, if the energy harvesting process cannot be
well predicted, the online energy scheduling is required, in
which each node adjusts its transmit power based on the
previous and current energy states in real-time [16]–[20]. In
particular, online energy schedulings can be readily solved
through the Markov decision process (MDP) based stochastic
control, the Lyapunov optimization technique, or the semi-
definite relaxation framework.
In energy harvesting powered IoT networks, however, the
distortion and the timeliness (i.e., the average AoI) of the
recovered signals can not be optimized at the same time. On
one hand, sensor nodes should transmit more observations
to reduce the average AoI, which inevitably reduces the
corresponding transmit power, since the available energy is
limited. As a results, the source coding rate of the observations
has to be reduced, and thus the distortion of the recovered
signals would be increased. On the other hand, a smaller
distortion can be achieved if the sensor uses longer time to
accumulate energy so that a large transmit power can be used.
Along with the reduction in distortion, however, the average
AoI would definitely be increased.
In this paper, therefore, we shall approach the best
timeliness-distortion trade-off by minimizing the average
weighted-sum AoI and distortion of the system. Specifically,
we consider a monitoring system with an energy harvesting
powered sensor node and a remote monitor. The sensor
observes the phenomenon and transmits its observations to
the monitor over a Gaussian channel when it has saved the
required energy. We first investigate the timeliness-distortion
limits of the system through a save-and-transmit policy, in
which the sensor saves all the harvested energy in the energy
buffer for a long time and then transmits observations with a
fixed transmit power and a fixed transmission interval. We then
investigate the performance of the fixed power transmission
policy, the offline and the online power control for the system.
The obtained results on the save-and-transmit policy and a
fixed power transmission policy will also be extended to sens-
ing systems with block Rayleigh fading. The main contribution
of the paper can be summarized as follows.
• We present the timeliness-distortion limit of the system
by studying the performance of the save-and-transmit
policy. We also show that the fixed power transmission
policy is a simple yet well behaved scheme.
• We propose a backward water-filling based offline power
control scheme for the system with a given sequence of
transmission intervals. With this power control scheme,
we then propose a genetic based algorithm to jointly
optimize the transmission intervals and the corresponding
transmit powers.
• We model the online power control of the system as an
MDP and solve the problem by an iterative algorithm. We
show that the optimal transmit power is non-decreasing
with the energy state of the sensor and is a bi-valued
function of the current AoI and distortion.
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Fig. 1. The sensing system. ENCS denotes the source encoder, ENCC
is the channel encoder, DECS is the source decoder, and DECC is the
channel decoder.
A. Organizations
This paper is organized as follows. Section II presents the
sensing model, energy harvesting model, the definition of
AoI, and the formulation of our problem. We investigate the
timeliness-distortion performance of the fixed power transmis-
sion and the save-and-transmit policy in Section III. In Section
IV, we study the oflline power control of a system with a finite
period of observations and transmissions. In Section V, we
discuss the online power control through an MDP formulation.
In particular, we present the monotonicity of the cost function
and the optimal transmit power, with respect to the AoI, the
distortion, and the energy state, respectively. The theoretic
results are confirmed via numerical simulations Section VI.
Finally, we conclude the paper in Section VII.
II. SYSTEM MODEL
Consider a sensing system with a remote monitor and an
energy harvesting powered sensor, which observes a certain
phenomenon (source signal θ) characterized by a Gaussian
process from time to time. The observations will be encoded
with lossy source coding and be transmitted to the monitor
over a Gaussian channel, as shown in Fig. 1. Finally, the
monitor will decode the received signal and restore the source
signal under some distortion constraints.
A. Sensing Model
We assume that time is discrete and the slot length is Ts.
Each block TB consists of 2J slots and can be either an
idle block or a busy block. That is, the sensor can choose
to stay idle or to make J observations {θ˜kj , j = 1, 2, · · · , J}
in the first J slots and transmit them to the remote monitor
in the remaining slots, where the blocks are indexed by k
and the slots are indexed by j. Due to accuracy issues,
the observations suffer from independently and identically
distributed (i.i.d.) Gaussian observation noises nobkj with zero-
mean and variance σ2ob, i.e., θ˜kj = θkj + nobkj .
In the k-th block, we denote the transmit power of the sensor
as Pk and the power gain of the channel as gk. We also denote
the channel noise power as σ2ch, and the frequency bandwidth
of transmitted signals as W . Moreover, we consider a set of
following assumptions.
A1 {θkj , k = 1, 2, · · · , j = 1, 2, · · · , J} is a stationary
Gaussian process with zero-mean and variance σ2θ .
A2 Pk is the normalized transmit power taking values from
non-negative integers, i.e., Pk = 0, 1, 2, · · · .
A3 gk = 1 for all k ≥ 1, i.e., the link between the sensor
and the monitor is a channel with additive white Gaussian
noise (AWGN).
A4 Ts =
1
2W , i.e., Ts equals to the maximum sampling time.
We note that the results obtained based on Assumption A1
can also be generalized to systems with non-stationary sources
[21] or quasi-stationary sources [22], as long as the period
before the next change in distribution is sufficiently long for
the required source coding and channel coding (e.g., we have
105 channel uses per second with slot length Ts = 10 µs).
In Assumption A2, each Pk is obtained from Pk = P
′
k/P , in
which P ′k is the actual transmit power and P is a normalizing
factor. In particular, we incorporate P into the channel noise.
That is, for each given noise power σ20 , we shall rewrite the
channel noise power as σ2ch = Pσ
2
0 . Although Pk is an integer,
the channel SNR can be treated as continuous since P can be
any small positive numbers as desired. On Assumption A3, it is
noted that the effect of channel attenuation can be considered
by varying the channel noise power. Given the noise power
σ20 and normalizing factor P , for example, we can set σ
2
ch =
Pσ20ι
a and change σ2ch instead of varying ι, in which ι is
the sensor-monitor distance and a is the pathloss exponent.
By considering some additional multiplicative channel gains,
this model can also be extended to systems with block fading
channel (cf. Subsection VI-B).
Note that the instantaneous capacity of the sensor-monitor
channel is given by [23, Chap. 9.1, Theorem 9.1.1]
rchk = W log
(
1 +
Pk
σ2ch
)
. (1)
In each busy block, the obtained sequence of J observa-
tions will be encoded into an index mk using lossy source
coding [23, Chap. 10.2, Definition 10.7]. Afterwards, mk will
be encoded into an ideal channel codeword, which will be
transmitted to the monitor in the following J slots. Upon
receiving a distorted channel codeword, the monitor will
perform channel decoding and source decoding sequentially to
obtain a sequence of restored signals {θ̂kj , j = 1, 2, · · · , J}
with a certain quantization distortion σ2quk = E[(θ˜kj − θ̂kj)
2].
According to [23, Chap. 9.1, Theorem 9.1.1], the minimum
source coding rate for each sample is given by
rsck =
1
2
log
σ2θ + σ
2
ob
σ2quk
. (2)
By combining (1), (2), Assumption A3, and rchkJTs =
rsckJ , we have
σ2quk =
σ2θ + σ
2
ob
1 + Pk
σ2
ch
. (3)
It is also shown in [23, Chap. 10.3, Fig. 10.5] that the rate-
distortion limit approaching source coding from observation
θ˜kj to recovery θ̂kj can be characterized by the following test
channel
θ˜kj = θ̂kj + nqukj , (4)
where nqukj is the i.i.d. Gaussian quantization noise with zero
mean and variance σ2quk and θ̂kj is randomly generated accord-
ing to a certain optimal Gaussian distribution. In particular,
nqukj and θ̂kj are independent from each other.
Since a noisy observation can also be expressed as θ˜kj =
θkj + nobkj , the recovery θ̂kj can further be written as
θ̂kj = θkj − n, (5)
where n = nqukj − nobkj is the total noise.
According to [5, Proposition 1] and (3), the total noise
power, i.e., the distortion of a busy block, is given by
Dk = σ
2
ob +
(σ2θ − σ
2
ob)σ
2
ch
σ2ch + Pk
. (6)
Moreover, the distortion does not change until another busy
block is performed and completed.
B. Energy Harvesting and Energy Usage
We assume that the sensor is powered by energy harvesting,
e.g., by harvesting energy from the wind. For notational
simplicity, we shall present energy by PTB Joule per unit.
In doing so, we can compare power and energy directly.
In each block, we assume that the sensor harvests Ek = 1
unit of energy with probability λ. That is, we have Pr{Ek =
1} = λ and Pr{Ek = 0} = 1 − λ. When a unit of energy
is harvested, it will be saved in an energy buffer and can be
used in future blocks. Without loss of generality, we assume
that the energy buffer is large and the probability of energy
overflow is negligible.
At the beginning of each block, the sensor determines its
transmit power Pk (can be zero, i.e., stays idle) according
to some power control scheme. If Pk > 0 is used and the
remaining energy is no less than Pk, the sensor will make a
sequence of J observations, encode them and then transmit
them to the monitor. In particular, we consider the following
power control schemes:
• fixed power transmission in which Pk = Pfx for all k ≥ 1;
• save-and-transmit policy in which K goes to infinity so
that we can save all the harvested energy for a long time
and then transmit with a fixed (also optimal) power Psv
and a fixed transmission interval Xsv;
• offline power control in which the energy harvesting
information is available at the sensor non-causally and
Pk can be optimally determined before the transmissions
actually start;
• online scheduling in which the energy harvesting infor-
mation is causally available and Pk is determined based
on the current energy state, age of information, and
distortion.
For each power control scheme, it should be noted that the
transmit power suffers from the following causality constraint
k∑
i=1
Pi ≤
k−1∑
i=1
Ei, ∀ k ≥ 1. (7)
C. Age of Information
Age of information is a measure of information freshness,
as defined as below.
Definition 1: (Age of Information-AoI [24]). At the begin-
ning of the k-th block, the index of the most recent busy block
is
NU(k) = max{l|n
′
l < k}
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Fig. 2. Age of information, where Xl = nl − nl−1 is the inter-
transmission time and Yl = n
′
l − n
′
l−1 is the inter-departure time.
in which n′l is the end of the l-th busy block. The age of
information of the system is then defined as the random
process
∆k = k −NU(k), (8)
which does not change during each block.
As shown in Fig. 2, we consider a period ofK blocks which
consists of L − 1 busy blocks. We denote the time between
two transmission beginnings as inter-transmission time Xl =
nl−nl−1 and the time between two consecutive transmission
completions as inter-departure time Yl = n
′
l−n
′
l−1. We assume
that there is a virtual busy block performed with transmit
power P0 = 0 in block k = 0. Thus, the distortion of
inter-departure time Y1 would be D0 = σ
2
θ . Moreover, the
energy harvested in XL will not be used and we denote
YL = K −n
′
L−1. Thus, we have Y1 = X1+1, YL = XL− 1,
and Yl = Xl for 2 ≤ l ≤ L− 1. Furthermore, the AoI returns
to ∆l = 1 in the first block of each inter-departure time Yl
and would be increased by one in the following blocks, until
another busy block is completed (e.g., blocks 3, 7, and 10).
D. Problem Formulation
In this paper, we shall minimize the average of the weighted-
sum AoI and distortion by scheduling the energy usage of
the sensor node. Note that the AoI ∆k is given by (8) and
the distortion Dk is given by (6). The optimization problem,
therefore, can be expressed as
(P0) min
{Pk}
1
K
K∑
k=1
(∆k + wDk) (9)
subject to
k∑
i=1
Pi ≤
k−1∑
i=1
Ei, ∀ k ≥ 1, (10)
Pk ≥ 0, ∀ k ≥ 1, (11)
where w > 0 is a positive weighting coefficient.
In this paper, Problem P0 will be investigated under the
fixed power transmission, offline scheduling, online schedul-
ing, and the save-and-transmit policy, respectively.
III. LONG-TERM AGE-DISTORTION TRADE-OFF
In this section, the considered period is assumed to be
infinitely long (i.e, K → ∞), and we investigate the age-
distortion limit of the sensing system as expressed in Problem
P0 under the fixed power transmission policy and the save-
and-transmit policy.
A. Fixed Power Transmission
In the fixed power transmission, the sensor would stay idle
for a few blocks, until it has accumulated enough energy to
perform a busy block at a given and fixed transmit power
Pfx ≥ 1. Thus, the distortionDk would be constant throughout
the period, i.e., Dk = Dfx. We denote the number of blocks
for the sensor to accumulate the required energy for the l-th
busy block as τHl. As shown in Fig. 2, we have τHl = Xl.
Note that when Pfx is large, τHl would be large, which leads
to large AoIs. Note also that when Pfx is large, the distortion
Dfx is small. Therefore, there is a natural trade-off between
the average AoI and the distortion. With the fixed power
transmission policy, Problem P0 can be characterized by the
following proposition.
Proposition 1: With the fixed power transmission, Problem
P0 reduces to
(P1) min
Pfx
Pfx + 1
2λ
+ wσ2ob +
w(σ2θ − σ
2
ob)σ
2
ch
σ2ch + Pfx
(12)
subject to Pfx ≥ 1, (13)
for which the optimal transmit power is Pfx = 1 if w ≤ w0
or σ2ob ≥ σ
2
ob0, and
Pfx =
√
2λw(σ2θ − σ
2
ob)σ
2
ch − σ
2
ch (14)
if w > w0, σ
2
ob < σ
2
ob0, where w0 and σ
2
ob0 are, respectively,
given by
w0 =
(1 + σ2ch)
2
2λσ2θσ
2
ch
, (15)
σ2ob0 = σ
2
θ
(
1−
w0
w
)
. (16)
Proof: See Appendix A.
In general, the average AoI is much larger than the average
distortion (less than unity). If w is small, the distortion would
contribute little to the objective function, and thus it would be
wise to transmit more frequently at a small transmit power,
e.g., Pfx = 1. It is also noted that the distortion Dfx (cf. (6)) is
monotonically increasing with Pfx if σ
2
ob > σ
2
ob0. In this case,
it would also be better to transmit at Pfx = 1, regardless of w.
Moreover, although the Pfx is used as an integer in the proof
(cf. (A.49)) of the proposition, the solution given in (14) is
not necessarily an integer and is optimal for Problem P1 in
all cases.
B. Save-and-Transmit Policy
In the save-and-transmit policy, the sensor stays idle and
saves all the harvested energy in its energy buffer for a
period of o(K) blocks, in which o(K) → ∞ and is an
infinitesimal of K . Afterwards, the sensor performs observa-
tions and transmissions with a fixed transmit power Psv and
a fixed inter-transmission time Xsv. Similar to [25], we see
that the probability for the sensor not having enough energy
to perform transmissions once in each Xsv blocks goes to zero
as K →∞. In this part, we do not require the transmit power
Psv to be an integer and have
Psv = λXsv, (17)
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Fig. 3. AoI-distortion trade-off.
Dsv = σ
2
ob +
(σ2θ − σ
2
ob)σ
2
ch
σ2ch + λXsv
, (18)
∆sv =
1
2
(Ysv + 1). (19)
For a given w, we will then optimize Psv andXsv by solving
the following problem.
(P2) min
Psv
Psv + λ
2λ
+ wσ2ob +
w(σ2θ − σ
2
ob)σ
2
ch
σ2ch + Psv
(20)
subject to Psv ≥ λ. (21)
It is seen that Problem P2 shares a similar solution as
Problem P1. Thus, Psv would be given by (14) and we
have w′0 = (λ + σ
2
ch)
2/(2λσ2θσ
2
ch), σ
′2
ob0 = σ
2
θ(1 − w
′
0/w).
Howeverver, it should be noted that ∆sv is a constant (since
Xsv is deterministic) while ∆fxl is random (since Xfxl = τHl
is random). Moreover, the AoI ∆sv would be slightly smaller
than ∆fx (cf. (A.52)) since λ is less than one in general.
More importantly, by using a long energy saving phase,
the sensor node can operate as if it has a constant power
supply. Therefore, the age-distortion trade-off achieved by the
save-and-transmit policy defines the performance limit of the
sensing system.
Fig. 3 presents the trade-off between the average AoI and
the average distortion. We set λ = 0.4, σ2θ = 1, σ
2
ob = 0.5,
σ2ch = 2.8, and w taking values from Ω = {w0 : 0.5 : 500}.
From, (15) and (16), we have w0 = 12.8929 and σ
2
ob0 =
0.6777, and thus the above parameters ensures that Pfx = Psv
are larger than unity. As is shown, the achievable average AoI
is relatively small while the average distortion is relatively
large when w is with a small value (e.g., w = 17.4), and
vise vasa. It is also observed that the performance of the fixed
transmission is lower bounded by that of the save-and-transmit
policy.
IV. OFFLINE POWER CONTROL
For the offline power control, we do not require the transmit
power to be an integer and assume that the energy harvesting
process is known at the sensor non-causally.
A. Problem Reformulation
We consider a period with K blocks and L−1 busy blocks.
We denote the transmit power of the l-th busy block as Pl and
rewrite the energy harvested in the j-th block of Xl as Elj . As
is shown in Fig. 2, Pl is determined primarily by the energy
harvested during the previous inter-transmission time Xl−1.
Moreover, the distortion Dl is determined by Pl as shown in
equation (6) and does not change during Yl+1. Thus, Problem
P0 can be rewritten as
(P3) min
{Pl,Yl,L}
1
K
L∑
l=1
(δl + wDl−1Yl) (22)
subject to
L∑
l=1
Yl = K, (23)
l∑
i=1
Pi ≤
l∑
i=1
Xl∑
j=1
Eij , ∀ 1 ≤ l ≤ L, (24)
where D0 = σ
2
θ and δl = (Yl + Y
2
l )/2 is the total AoI during
the l-th inter-departure time (cf. Fig. 2).
However, the optimization over {Xl} and {Pl} are corre-
lated and Problem P3 is not convex in {Xl}. Therefore, we
shall solve the problem by using an iterative algorithms.
B. Optimal Transmit Power
For each given L and each feasible (i.e., (23) is satisfied)
sequence of inter-transmission time {Xl, l = 1, 2, · · · , L}, the
inter-departure time {Yl, l = 1, 2, · · · , L} and the average AoI
of the system can be determined, and thus Problem P3 is
equivalent to
(P′3) min
{Pl}
1
K
L∑
l=1
Yl
σ2ch + Pl−1
(25)
subject to
l∑
i=1
Pi ≤
l∑
i=1
Xl∑
j=1
Eij , ∀ 1 ≤ l ≤ L− 1. (26)
Proposition 2: The optimal transmit power Pl for Problem
P′3 is given by
Pl = max
(√
Yl
Kνl
− σ2ch, eε
)
, (27)
where eε is a very small positive valued transmit power to
indicate a busy blocks and ν is the water-level given by
νl =
∑L
j=l
µj , l = 1, 2, · · · , L− 1 (28)
and µj is the positive Lagrangian multiplier.
Proof: See Appendix B
We note that
− νl =
−Yl+1
K(σ2ch + Pl)
2
(29)
is equal to the first order derivative of objective function
J = 1
K
∑L−1
l=0
Yl+1
σ2
ch
+Pl
with respect to Pl. Thus, νl presents
the marginal gain of using more power in the l-th busy block
and J would be minimized if each νl is as close to each other
Algorithm 1 Weighted backward water-filling
Initialization:
1: Set ∆e = 10−4 and ǫ = 10−5;
2: Set Pl = 0, νl = ∞, l = 1, 2, · · · , L;
3: Pour energy eL−1 into the first block of XL and set PL−1 = eL;
4: Calculate νL−1 using (29);
Iteration:
5: for l = L− 2 to 1 do
6: Pour energy el into Xl+1 and set Pl = el ;
7: Calculate νl using (29);
8: if νl < νl+1 then
9: Reset transmit power Pl by (27);
10: Update remaining energy as er = el − Pl;
11: Update water-level as νl = νl+1;
12: while er > 0 do
13: Find index i = argmaxl≤j≤L νj ;
14: Reset Pi = Pi +∆e and update νi using (29);
15: er = er −∆e;
16: end while
17: end if
18: end for
19: Output: {Pl}.
as possible (under constraint (26)). We denote the harvested
energy during the l-th inter-transmission time Xl as
el =
∑Xl
j=1
Elj . (30)
Similar to [26], the optimal transmit powers can be obtained
using a generalized backward water-filling algorithm, as shown
in Algorithm 1. To be specific, the algorithm starts fromXL by
setting PL−1 = eL−1 and calculating νL−1 using (29). Next,
we move to XL−1 and pour eL−2 to the first block of XL−1
until eL−2 is depleted or νL−2 = νL−1. In the latter case,
the remaining energy er will be poured into (the first blocks
of) XL and XL−1 in such a way that νL−2 and νL−1 remain
equal. This process stops when the energy e1 harvested in X1
has been used and P1 has been determined.
C. Optimal Inter-Transmission Time
For each given L and each feasible (i.e., (24) is satisfied)
sequence of transmit power {Pl, l = 1, 2, · · · , L − 1}, the
distortion sequence {Dl} can be calculated by (6) and Problem
P3 reduces to
(P′′3) min
{Xl}
1
2K
L∑
l=1
(Y 2l + 2wDl−1Yl) (31)
subject to −
l∑
i=1
Xi ≤ −kl, ∀ 1 ≤ l ≤ L, (32)
Xl ∈ X , ∀ 1 ≤ l ≤ L, (33)
where X = {1, 2, · · · ,K} is the feasible set for the inter-
transmission time Xl. Moreover, (32) presents the energy
causality of the system and kl is the first block by which the
sensor has harvested enough energy for the first l busy blocks,
respectively, with transmit power P1, P2, · · · , and Pl.
Since we have Y1 = X1 + 1, YL = XL − 1, and Yl = Xl
for 2 ≤ l ≤ L − 1, we shall replace Yl with Xl in Problem
P′′3 .
It is observed that Problem P′′3 is a separable integer opti-
mization problem and can be solved by the backward dynamic
programming [27, Chapt. 7.1.1]. When L is large, however,
the backward dynamic programming algorithms is almost
Algorithm 2 Genetic based joint optimization
Initialization:
1: Initialize the energy harvesting process;
2: Initialize the chromosome population by uniformly selecting genes from X ;
Iteration:
3: for l = 1 to Niter do
4: For each chromosome, take the first few genes to form a feasible inter-
transmission sequence, calculate the optimal transmit power sequence using
Algorithm 1, calculate the fitness by (34);
5: Select Nparent parent chromosomes using selection rate qsel ;
6: Generate Npop −Nparent child chromosomes using crossover depth Dcross ;
7: Record the average weighted-sum AoI and distortion Jl, the inter-transmission
time {Xl}, the transmit power {Pl} of the best chromosome;
8: end for
9: Output: The {Xl} and {Pl} with the smallest Jl.
impossible to implement due to the ‘curse of dimensionality’.
Moreover, searching for the optimal number (i.e., L) of busy
blocks is also computation consuming. Therefore, we shall
jointly solve Problems P′3 and P
′′
3 using a genetic algorithm,
as shown in Algorithm 2.
We refer to each possible length of an inter-transmission
time Xl as a gene-instance and refer to a row vector of K
gene-instances as a chromosome. When Npop chromosomes
are considered, we denote the chromosomes as xi, i =
1, 2, · · · , Npop and denote the gene-instances as xik, k =
1, 2, · · · ,K . Thus, we have xi = [xi1, xi2, · · · , xiK ] and
xik ∈ X . Note that xi is not necessarily a feasible solution to
Problem P′′3 since
∑K
k=1 xik is most probably larger than K .
In the initialization phase, Npop chromosomes are generated
by uniformly drowning each xik from X . In each of the
following Niter iterations, the fitness of the chromosomes is
evaluated first.
To be specific, we take as many gene-instances xik as
possible from a chromosome xi until their sum exceeds K
for the first time, i.e.,
∑Li
k=1 xik ≥ K . Afterwards, the last
gene-instance xiLi will be updated by removing the excess
portion, i.e., xiLi = xiLi − (
∑Li
k=1 xik − K). It is clear
that {xi1, xi2, · · · , xiLi} (removing zero elements if any)
is a feasible sequence of inter-transmission times and the
corresponding optimal transmit power {Pi1, Pi2, · · · , PiLi}
can be obtained by Algorithm 1. Furthermore, the total age δl
and the total distortion Dl−1Yl of each inter-departure time, as
well as the weighted-sum AoI and distortion (cf. (22)) can be
calculated readily. We define the inverse of the weighted-sum
AoI and distortion as the fitness of the chromosome, i.e.,
fi = K
(
Li∑
l=1
(δil + wDl−1xil)
)−1
. (34)
With a normalized probability qi = fi/
(∑Npop
j=1 fi)
)
, each
chromosome would be randomly selected and added to a
parent-set. The selection process does not stop until the
number of chromosomes in the set reaches Nparent = Npopqsel,
where qsel is the selection rate. While these parent chromo-
somes are kept in the whole chromosome set, the unselected
ones will be discarded. Next,Nchild = Npop−Nparent child chro-
mosomes will be generated based on their respective randomly
chosen parent chromosomes. For a pair of parent chromosomes
xp and xm, for example, two children chromosomes will be
produced, respectively, by increasing Dcross randomly chosen
gene-instances of xp by one and reducing Dcross randomly
chosen gene-instances of xm by one, where 1 ≤ Dcross ≤ K is
referred to as the crossover depth. If any gene-instance turns
to be negative, it will be reset to zero. After the crossover
operation, the algorithm goes to the next iteration and finally
terminates at the Niter-th iteration.
Since the weighted-sum AoI and distortion of each iteration
is not strictly decreasing, we shall record the best chromosome
of each iteration and take the best one among them as the final
output.
V. ONLINE POWER CONTROL
In this section, we investigate the online power control of the
system, in which the sensor node knows the energy harvesting
process casually and adjusts its transmit power based on the
current AoI, distortion, and energy state in real-time.
A. Online Problem Formulation
Since the energy harvesting rate λ is less than unity, the
probability for the sensor to have a large amount of energy
in the buffer, i.e., Bk → ∞, is approximately zero. Also, the
probability for the AoI ∆k to be very large is approximately
zero, since the energy harvesting rate is strictly positive.
Therefore, it is reasonable to assume that∆k and Bk are upper
bounded by δmax and bmax, respectively.
Motivated by the Markovian structure of the AoI process,
we cast the online power control problem as an MDP, as shown
below.
• States: We define the state of the system as s = (δ, d, b),
where δ ∈ {1, 2, · · · , δmax} is the current AoI, d > 0
is the current distortion, and b ∈ {1, 2, · · · , bmax} is the
available energy at the sensor. We denote the set of all
feasible states as the state space S.
• Actions: An action defines the transmit power Pk = p ∈
{0, 1, · · · , b} chosen by the sensor in the current block.
When an action is taken, the state of the system will be
changed in the next block. To be specific, the δ returns to
1 if p > 0 and goes to δ + 1 if p = 0 while d = D(p) if
p > 0 and keeps unchanged if p = 0, in which D(p) =
σ2ob + (σ
2
θ − σ
2
ob)σ
2
ch/(σ
2
ch + p) is given by (6).
• Transition probabilities:With an action Pk = p, the sys-
tem transits from state s = (δ, d, b) to state t = (δ′, d′, b′)
with probability
Pst(p = 0) =

λ, if t = (δ + 1, d, b+ 1),
1− λ if t = (δ + 1, d, b),
0 else,
(35)
Pst(1 ≤ p ≤ b) =

λ, if t = (1, D(p), b+ 1− p),
1− λ if t = (1, D(p), b− p),
0 else.
(36)
From (35) and (36), it is inferred that any state s =
(δ,D(p), b) satisfying δ + (bmax − p) < b would always
be inactive, since the age δ is too small for the sensor to
accumulate enough energy for energy state b. Thus, we
shall update the state space S by excluding these states.
• Cost: For a given state Sk = s and action Pk = p, the
cost C(s, p) is the weighted-sum AoI and distortion of the
next block, i.e., C(s, p) = δk+1 +wdk+1. It is clear that
C(s, p) = 1+wD(p) if p > 0 and C(s, p) = δ+1+wd
if p = 0.
• Policy: A policy pi is a rule for choosing actions (transmit
power) for each state, i.e., a mapping from the state space
S to the feasible power space {0, 1, · · · , b}.
For the online power control of the system, we shall seek
such a policy pi∗ that minimizes the average cost of the system
with any initial state s, as shown in the following optimization
problem.
(P4) φpi∗(s) = min
pi
1
K
E
[
∞∑
k=0
C(Sk, Pk)
∣∣∣S0 = s
]
(37)
for all s ∈ S.
B. Expected Total Discounted Cost
As shown in [28, Chap. 6.7, Theorem 6.17], Problem P4
can be solved by the following functional equation.
g + h(s) = min
p
C(s, p) + ∑
t∈T s,p
Pst(p)h(t)
 , (38)
where g is a constant, h(s) is a bounded function, and T s,p
is the set of possible states transited from state s when action
p is taken.
However, it is noted that equation (38) is not a contraction
mapping. The searching process with (38), therefore, may not
be convergent or converge very slowly. This motivates us to
consider an alternative expected total α-discounted cost,
(P′4) Vpi∗α(s) = min
pi
1
K
E
[
∞∑
k=0
αkC(Sk, Pk)
∣∣∣S0 = s
]
(39)
for all s ∈ S, in which α < 0 < 1 is a discounting factor.
Moreover, the α-optimal policy pi∗α and the α-optimal cost
function Vα(s) satisfies [28, Chap. 6.7, (24)],
Vα(s) = min
p
C(s, p) + α ∑
t∈T s,p
Pst(p)Vα(t)
 . (40)
Particularly, the following theorem shows that as α ap-
proaches unity, pi∗α would converge to pi
∗.
Theorem 1: For some sequence αn → 1, we have h(s) =
limn→∞ Vαn(s) − Vαn(s0), g = limα→1(1 − α)Vα(s0), for
any fixed reference state s0. In particular, Problem P4 and
Problem P′4 share the same optimal policy.
Proof: Since all of δ ∈ {1, 2, · · · , δmax}, b ∈
{1, 2, · · · , bmax}, and d = D(p) have finite number of ele-
ments, the state space S should be finitely large. Based on the
transition probabilities given in (35) and (36), it is seen that
all the neighboring states (e.g., with δ′− δ = 1, or b′− b = 1)
are connected with a strictly positive probability λ. It is also
seen that each state (δ,D(p), b) can be connected with state
(δ,D(p+1), b) through some intermediate states (e.g., several
(1, D(1), b−1) and a (1, D(p+1), 0)). Thus, the Markov chain
is irreducible. According to [28, Chap. 6.8, Corollary 6.20],
Vα(s)− Vα(s0) would be uniformly bounded, and hence the
conditions of [28, Chap. 6.7, Theorem 6.17] are satisfied,
which yield the results in Theorem 1 immediately.
C. Property of the α-optimal Policy
In this subsection, we investigate the property of the α-
optimal policy obtained through (40).
We define the expected future cost function as Vα(s, p) =
α
∑
t∈T s,p
Pst(p)Vα(t). Since the harvested energy is either
zero or one unit in each block, the potential state set after the
transition from state s = {δ, d, b} only has two elements, i.e.,
T s,p = {t0, t1}. Thus, Vα(s, p) can be rewritten as
Vα(s, p) = α
(
λVα(t1) + (1− λ)Vα(t0)
)
. (41)
First, we present the monotonicity of the α-optimal cost
function Vα(s) as follows.
Proposition 3: For each state s = (δ, d, b), Vα(s) is
• non-decreasing with AoI δ;
• non-decreasing with distortion d;
• non-increasing with energy state b;
• convex in energy state b.
Proof: See Appendix C.
Next, we show the monotonicity of the optimal transmit
power with respect to the energy state.
Theorem 2: For each state s = (δ, d, b), the optimal trans-
mit power p is non-decreasing with energy state b.
Proof: See Appendix D.
Moreover, the following theorem shows that the optimal
transmit power has a threshold-structure with respect to AoI
δ and distortion d.
Theorem 3: Let p be the optimal transmit power for state
s = (δ, d, b). For a state s′ = (δ′, d′, b) having the same energy
status b as s, p is also optimal if
• p > 0, δ′ > δ, and d′ = d;
• p = 0, δ′ < δ, and d′ = d;
• p > 0, δ′ = δ, and d′ > d;
• p = 0, δ′ = δ, and d′ < d.
Proof: See Appendix E.
Theorem 3 indicates that for a given energy state b, the
optimal transmit power has only two possible values, i.e., Pk =
0 if δ and d are smaller than some thresholds or Pk = p
∗ > 0 if
δ and d are larger than the thresholds. Therefore, the bi-valued
and the threshold-type property of the optimal transmit power
is very useful in searching the optimal policy pi∗. In the sequel,
however, we propose a matrix-calculation based algorithm to
solve Problem P′4, as shown in Algorithm 3. That is, we present
cost functions for all the states by a three-dimensional matrix
and update it using matrix calculations, which is more efficient
than updating the cost functions for the states one by one.
In the algorithm, the MATLAB grammar is used, in which
M = zeros(m,n, l, j) returns an m-by-n-by-l-by-j array of
zeros and min(M, 4) is the minimization operation along the
fourth dimension.
In particular, Theorem 1 guarantees that the results shown
in Proposition 3, Theorem 2, and Theorem 3 also hold true for
the expected total discounted cost problem, i.e., Problem P4.
Algorithm 3 Online policy searching
Initialization:
1: Set ∆v = +∞, ε = 10−3;
2: Initialize cost function matrix Vα = zeros(δmax, dmax, bmax + 1);
3: Initialize power matrix Pα = zeros(δmax, dmax, bmax + 1);
Iteration:
4: while ∆v > ε do
5: Voldα = Vα , V
p
α = zeros(δmax, dmax, bmax + 1);
6: V∀pα = zeros(δmax, dmax, bmax + 1, bmax + 1);
7: for p = 0 to bmax do
8: Vpα = C(s, p) + α
∑
t∈Ts,p
Pst(p)Vα(t) and set element Vα(s) =
+∞ if p > b is true for state s;
9: V∀pα (:, :, :, p + 1) = V
p
α;
10: end for
11: [Vα, Pα] = min
(
V∀pα , 4
)
;
12: ∆v = max
(
max(max |Vα − V
old
α |)
)
13: end while
14: Output: Vα, Pα.
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Fig. 4. α-optimal cost function Vα(s) versus AoI and distortion (b =
0).
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Fig. 5. α-optimal cost function Vα(s) versus energy state b, in which
(δ, d) = (40, 0.6094).
VI. NUMERICAL RESULTS
In this section, we present the developed results above
through numerical and Monte Carlo simulations. Without loss
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Fig. 6. Optimal transmit power versus AoI and distortion (b = 3).
of generality, we set the source signal power to σ2θ = 1, the
observation noise power to σ2ob = 0.5, the channel noise power
to σ2ch = 2.8. Under this setting, we have w0 = 12.8929
and σ2ob0 = 0.6777. For the online power control, we set the
discount factor to α = 0.999.
A. Performance of Online and Offline Power Control
First, we set w = 200, δmax = 100, bmax = 30, and run
Algorithm 3 to investigate the monotonicity of the α-optimal
cost function Vα(s) and the threshold property of the optimal
transmit power. In Fig. 4, the energy state is set as b = 0
and it is observed that Vα(s) is increasing both with AoI and
distortion (cf. Proposition 3.1 and 3.2). It should be noted
that the monotonicity of Vα(s) also hold for any b > 0. It is
further observed in Fig. 5 that Vα(s) is convex and decreasing
with respect to energy state b, (cf. Proposition 3.3 and 3. 4).
Fig. 6 presents the optimal transmit power for each states, in
which the energy state is set to b = 3. It is seen that the
optimal transmit power is P = 3 only if the AoI δ and the
distortion d are large, i.e., the optimal transmit power have a
threshold-type property with respect to δ and d (cf. Theorem
3). In particular, the optimal transmit power is dominated by
δ, since δ is much larger than d. Moreover, for some given
energy states, we show the boundaries for transmit power to
be positive, as shown in Fig. 7. It is observed that when b is
increased, we have a lower boundary, which means that the
sensor is more likely to perform a block of observation and
transmission. Furthermore, for the given AoI-distortion pair
(δ, d) = (40, 0.6094), the left figure in Fig. 7 shows that the
optimal transmit power is non-decreasing with energy state b.
In Fig. 8, we plot the trade-off between the average AoI
and the average distortion for each weighting coefficient w ∈
{w0 : 25 : 500} and for all the four schemes under test. For
the online policy, we consider a period of K = 105 blocks and
solve the optimal power control for each w using Algorithm
3. It is observed that the performance (the dotted curve) of the
online power control closely approaches that (the solid curve)
0 10 20 30
Energy state b
0
5
10
15
T
ra
n
sm
it
p
ow
er
P
(δ, d) = (40, 0.6094)
0.5427 0.5614 0.6094 0.8684
Distortion d
0
10
20
30
40
50
60
70
80
90
A
oI
δ
b = 2
b = 6
b = 10
b = 14
Fig. 7. Optimal transmit power and boundaries for it to be positive.
of the save-and-transmit policy, i.e., the performance limit of
the system. In the offline power control, we consider a period
of K = 100 blocks due to the computational complexity of
Algorithm 2. For each w, the genetic algorithm is run for
Niter = 200 iterations, in which Npop = 100 chromosomes are
considered. We set the selection rate to qsel = 0.5 and choose a
half of the chromosomes as potential parent chromosomes. The
crossover depth is Dcross = 34, i.e., each chromosome would
be randomly selected and changed with 34 randomly chosen
gene-instances in each iteration (to generate a child chromo-
some). To evaluate the fitness of a chromosomes using (34), we
first identify the block allocation {Xl} from the chromosome
and then solve the corresponding optimal power allocation
{Pl} using Algorithm 1. It is observed that the offline power
control (desh-dotted curve) does not perform as well as other
schemes. The reason is that the considered period is a bit too
short for the scheme to approach the performance limit. Also,
the genetic algorithm is not guaranteed to find the optimal
solution in a finite number (e.g., Niter = 200) of iterations
with finite number of chromosomes (e.g., Npop = 100).
B. Timeliness and Distortion in Fading Sensing Systems
In this subsection, we consider a sensing system with
block Rayleigh fading. That is, the power gain ρ of the
channel does not change within each block and varies in-
dependently among blocks with probability density function
fρ(x) = exp(−x/σ
2
fd)/σ
2
fd, in which we have x > 0 and
0 < σ2fd < 1. Note that the randomness in the channel
gain does not change the expression of average AoI. For the
fixed power transmission and the save-and-transmit policy,
therefore, we have
∆fx =
Pfx + 1
2λ
and ∆sv =
Psv + λ
2λ
. (42)
Moreover, the expected distortion would be
E[Dfadingfx ] = E[D
fading
sv ] = σ
2
ob + E
[
(σ2θ − σ
2
ob)σ
2
ch
σ2ch + ρP
]
(43)
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= σ2ob + (σ
2
θ − σ
2
ob)ze
zE1(z), (44)
where z =
σ2ch
σ2
fd
P
and E1(z) =
∫∞
z
e−u/udu is the first order
exponential integral.
Therefore, Problem P0 turns to be
(P5) min
P
P + 1
2λ
+ wσ2ob + w(σ
2
θ − σ
2
ob)ze
zE1(z) (45)
subject to P ≥ 1. (46)
By taking the derivative of the objective function with
respect to P , we have
∂J
∂P
=
1
2λ
−
w(σ2θ − σ
2
ob)
P
(
(z2 + z)ezE1(z)− z
)
. (47)
By setting the derivative to zero, we have
P = 2λw(σ2θ − σ
2
ob)
(
(z2 + z)ezE1(z)− z
)
. (48)
Thus, we can solve the optimal transmit power by applying
(48) to any initial power (e.g., P (0) = 1 and z(0) = σ2ch/σ
2
fd)
iteratively, which does not stop until the process converges.
We set the expected fading channel power gain to E[ρ] =
σ2fd = 0.7 and plots the AoI-distortion trade-off of the fading
sensing system in Fig. 9. When a small weighting coefficient
(e.g., w = 17.4) is used, it is observed that the average AoI
of the fading system is smaller than that of the non-fading
system. The reason is that compared with the non-fading
system, using a larger transmit power yields less reduction in
average distortion in fading systems due to the randomness of
channel gains. When w is relatively small, the optimizer would
be more concentrated on the average AoI of the system. On
the contrary, we have to accumulate more energy to reduce the
average distortion if w is relatively large (e.g., w = 437.4).
However, the fading system is not as efficient as the non-
fading system, and thus have a larger average AoI and a larger
average distortion. As is expected, Fig. 10 shows that the
fading system is inferior to the non-fading system in terms of
achievable weighted-sum AoI and distortion, especially when
w is relatively large.
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Fig. 9. AoI-distortion trade-off with block Rayleigh fading.
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VII. CONCLUSION
In this paper, we have investigated the timeliness-distortion
trade-off of an energy harvesting powered sensing system.
From the point view of Shannon’s information theory, seeking
the limits of communication efficiency/reliability and de-
signing limit-approaching schemes have been the core field
of research for the communication society. In recent years,
however, the role of communications is changing from a
relatively independent research to an indispensable support
for human sensing, which originates from human beings’
curiosity on unknowns. We sense the world by seeing and
feeling the ambient environments, by accessing texts, pictures,
videos from books and internet, and also passively by the
suggestions from friends and recommending systems, which
may collaboratively be referred to as the ubiquitous sensing.
During the sensing process, we may no longer need to deep
into the performance of communications and computations.
What interests us would be the timeliness, the accuracy, and
the credibility of the sensing. In this paper, therefore, we have
focused on the timeliness and the distortion of IoT systems.
By minimizing the average weighted-sum AoI and distortion,
we presented optimal solutions for several observation and
transmission schemes. As the future work, we are interested
in evaluating the performance limits and designing optimal
schemes for systems with more intelligent sensing, e.g., a
system including active sensing from deliberately deployed
sensors and information search engines, as well as passive
sensing from recommending systems.
APPENDIX
A. Proof of Proposition 1
Proof: Since the sensor harvests one unit of energy with
probability λ in each block, i.e., following the Bernoulli
process, it is clear that τHk follows a negative binomial
distribution with parameters Pfx and λ. In particular, we have
Pr{τHl = j} =
(
Pfx−1
j−1
)
λPfx(1 − λ)j−Pfx for j = Pfx, Pfx +
1, · · · . Moreover, the first and the second order moments of
τHl are given by
E[τHl] =
Pfx
λ
and E[τ2Hl] =
Pfx
λ2
(Pfx + 1− λ). (A.49)
As K goes to infinity, we see from Fig. 2 that the average
AoI can be calculated by
∆fx =
1
K
K∑
k=1
∆k =
L
K
1
L
L∑
l=1
Ql =
1
E[Yl]
E[Ql], (A.50)
where
Ql =
1
2
Yl(Yl + 1)] =
Yl
2
+
Y 2l
2
(A.51)
is the area under the AoI curve during inter-departure time Yk.
It is also observed from Fig. 2 that for each busy block, we
have Xk = Yk = τHk. Thus, the average AoI would be
∆fx =
1
2
+
E[τ2Hk]
2E[τHk]
=
Pfx + 1
2λ
. (A.52)
By combing (6) and(??), we have
J =
1
K
K∑
k=1
(∆k + wDk) (A.53)
=
Pfx + 1
2λ
+ wσ2ob +
w(σ2θ − σ
2
ob)σ
2
ch
σ2ch + Pfx
. (A.54)
The derivative of J with respect to Pfx is given by
∂J
∂Pfx
=
1
2λ
−
w(σ2θ − σ
2
ob)σ
2
ch
(σ2ch + Pfx)
2
. (A.55)
First, we observe that ∂J
∂Pfx
is positive for any Pfx ≥ 1 and
any σ2ob if the condition w ≤ w0 = (1 + σ
2
ch)
2/(2λσ2θσ
2
ch) is
satisfied. In the case w > w0,
∂J
∂Pfx
also is positive for any
Pfx ≥ 1 if σ
2
ob ≥ σ
2
ob0 = σ
2
θ(1 − w0/w). For these cases,
therefore, the optimal transmit power would be Pfx = 1.
Second, if w > w0 and σ
2
ob < σ
2
ob0 are satisfied, the optimal
transmit power should be the solution to ∂J
∂Pfx
= 0, which leads
to
Pfx =
√
2λw(σ2θ − σ
2
ob)σ
2
ch − σ
2
ch. (A.56)
This completes the proof of Proposition 1.
B. Proof of Proposition 2
Proof: It is clear that Problem P′3 is convex in each Pl.
The corresponding Lagrangian can be expressed as
L =
1
K
L∑
l=1
Yl
σ2ch + Pl−1
+
L∑
l=1
µl
 l∑
i=1
Pi −
l∑
i=1
Xl∑
j=1
Eij

(A.57)
Taking the derivative with respect to Pl and set it to zero, we
have
1
K
−Yl+1
(σ2ch + Pl)
2
+ νl = 0, (A.58)
where νl =
∑L
j=l µj is the water-level for the l-th busy block.
Note that −νl is equal to the first order derivative of the
objective function in Problem P′3 . Thus, the objective function
would be minimized when the water-levels are as close to each
other as possible under constraint (26), i.e., the marginal gain
of increasing each Pl is almost the same.
By solving Pl from (A.58), the proof of Proposition 2 would
be completed.
C. Proof of Proposition 3
Proof:
1) Vα(s) is non-decreasing with b: Note that Vα(s) is a
mapping from state space S to the real space. We then define
a functional Tf in the following manner [28, Chap. 6.2, (11)].
(Tαu)(s) = min
p
C(s, p) + α ∑
t∈T s,p
Pst(p)u(t)
 . (A.59)
That is, for a bounded real-valued function u, Tαu is the
function whose value at state s is given by (A.59). As shown
in [28, Chap. 6.2, Theorem 6.5], Tαu is a contraction mapping.
According to [28, Chap. 6.2, Lemma 6.2], therefore, we have
limn→∞ T
n
αu→ Vα. That is, the function Vα can be obtained
by successively applying Tα to any initial bounded real-valued
function u. Thus, we shall start from the function u(s) = 0
and prove the result using mathematical induction.
First, it is observed that u(s) = 0 is non-decreasing with δ
for any state s ∈ S.
Second, after applying Tα to u once, we have
T 1αu(s) = min
p
C(s, p). (A.60)
For two states s1 = (δ, d, b1) and s2 = (δ, d, b2) in which
b1 < b2, it is clear that
T 1αu(s1) = min
p∈{0,1,··· ,b1}
C(s1, p) (A.61)
= min{δ + 1 + wd, 1 + wD(b1)} (A.62)
≥ min{δ + 1 + wd, 1 + wD(b2)} (A.63)
= min
p∈{0,1,··· ,b2}
C(s2, p) (A.64)
= T 1αu(s2). (A.65)
That is, T 1αu(s) is non-increasing with b.
Third, we assume that T nαu(s) is non-increasing with b, i.e.,
T nαu(s1) ≥ T
n
αu(s2). By applying Tα to u once more, it is
clear that
min
p∈{0,1,··· ,b1}
C(s1, p) + α ∑
t∈T s1,p
Pst(p)T
n
αu(t)

(A.66)
≥ min
p∈{0,1,··· ,b2}
C(s2, p) + α ∑
t∈T s2,p
Pst(p)T
n
αu(t)
 .
(A.67)
That is, T n+1α u(s1) ≥ T
n+1
α u(s2) and T
n+1
α u(s) is non-
increasing with b.
Therefore, we see that Vα(s) = limn→∞ T
n
αu(s) is non-
increasing with b.
Likewise, it can be readily proved that Vα(s) is non-
decreasing with δ and d.
2) Vα(s) is convex with b: First, by applying Tα to u = 0,
we have
T 1αu(s) = min
p
C(s, p) (A.68)
= min{δ + 1 + wd, 1 + wD(b1)}, (A.69)
which is convex in b.
Second, we assume that T nαu(s) is convex with b. Note that
T n+1α u(s) can be expressed as
min
p∈{0,1,··· ,b}
C(s, p) + α ∑
t∈T s,p
Pst(p)T
n
αu(t)
 . (A.70)
Note also that C(s, p) is convex in b for each given p, T nαu(s)
is convex with b as assumed, and the minimizing operation is
convexity preserving. Thus, T n+1α u(s) is also convex with b.
Finally, we have Vα(s) is convex in b since Vα(s) =
limn→∞ T
n
αu(s). This completes the proof of Proposition 3.
D. Proof of Theorem 2
Proof: Let s1 = (δ, d, b1) and s2 = (δ, d, b2) be two
states in which b1 < b2. Denote the α-optimal transmit power
for the two states as p1 and p2, respectively. To prove the
theorem, we need show that p1 ≤ p2.
We assume that p1 > p2 and shall prove the result via con-
tradiction. Since we have b1 < b2, p1 would also be a feasible
transmit power for state s2. It has been shown in Proposition
3 that Vα(s) is convex and non-increasing with energy state
b. Since Vα(s) is strictly positive for each state, Vα(s) must
be decreasing more and more slowly as b is increased, i.e.,
Vα(δ, d, b1−p)−Vα(δ, d, b1) ≥ Vα(δ, d, b2−p)−Vα(δ, d, b2)
hold true for each transmit power p ≤ min(b1, b2) (which is
the reduction in energy). Since Vα(s, p) (cf. (41)) is linear
combination of Vα(s), we also have
Vα(s1, p1)− Vα(s1, p2) ≥ Vα(s2, p1)− Vα(s2, p2). (A.71)
On the other hand, since p1 is optimal for s1, we have
C(s1, p1) + Vα(s1, p1) ≤ C(s1, p2) + Vα(s1, p2), (A.72)
which is equivalent to
C(s1, p2)− C(s1, p1) ≥ Vα(s1, p1)− Vα(s1, p2) (A.73)
Likewise, we have
C(s2, p2)− C(s2, p1) ≤ Vα(s2, p1)− Vα(s2, p2) (A.74)
since p2 is optimal for s2.
Moreover, we note that for each p, we have C(s1, p) =
C(s2, p) since s1 is different from s2 in b while C(s, p) is
independent from b. Thus, we have
C(s1, p2)− C(s1, p1) = C(s2, p2)− C(s2, p1). (A.75)
By combing (A.73), (A.74), and (A.75), we have
Vα(s1, p1)− Vα(s1, p2) ≤ Vα(s2, p1)− Vα(s2, p2), (A.76)
which is contradict with (A.71).
Therefore, the assumption p1 > p2 cannot be true and we
have p1 ≤ p2, which completes the proof of the theorem.
E. Proof of Theorem 3
Proof:
1) The case of p > 0, δ′ > δ, and d′ = d: Since p is
optimal for s, for any q 6= p, we have
C(s, p) + Vα(s, p) ≤ C(s, q) + Vα(s, q). (A.77)
For any transmit power q > 0, the AoI will return to one
after the transition, regardless the current AoI. Thus, we have
C(s, q) = 1 + wD(q) = C(s′, q) and Vα(s, q) = Vα(s
′, q),
which indicates
Vα(s
′)|p = C(s
′, p) + Vα(s
′, p) (A.78)
= C(s, p) + Vα(s, p) (A.79)
≤ C(s, q) + Vα(s, q) (A.80)
= C(s′, q) + Vα(s
′, q) = Vα(s
′)|q. (A.81)
For the case q = 0, we have C(s, 0) = δ + 1 + wd ≤
δ′ + 1 + wd = C(s′, q). We also have Vα(s, 0) ≤ Vα(s
′, 0)
since Vα(s, p) is a linear combination of functions Vα(s) while
Vα(s) is non-decreasing with δ. Hence, we have,
Vα(s
′)|p = C(s
′, p) + Vα(s
′, p) (A.82)
= C(s, p) + Vα(s, p) (A.83)
≤ C(s, 0) + Vα(s, 0) (A.84)
≤ C(s′, 0) + Vα(s
′, 0) = Vα(s)|0. (A.85)
By combining (A.78), (A.81), (A.82), and (A.85), it is clear
that Vα(s
′)|p ≤ Vα(s
′)|q for all q ≥ 0, i.e., p is optimal for
state s′.
2) The case of p = 0, δ′ < δ, and d′ = d: Since p = 0 is
optimal for state s, we have
Vα(s) = δ + 1 + wd + Vα(s, 0) (A.86)
≤ C(s, q) + Vα(s, q) = Vα(s)|q (A.87)
for any q > 0,.
For any q > 0, we also have
Vα(s
′)|0 = δ
′ + 1 + wd+ Vα(s
′, 0) (A.88)
< δ + 1 + Vα(s, 0) (A.89)
≤ C(s, q) + wd+ Vα(s, q) (A.90)
= C(s′, q) + Vα(s
′, q) = Vα(s
′)|q, (A.91)
in which (A.89) follows δ′ < δ and Vα(s
′, 0) ≤ Vα(s, 0)
(since both Vα(s, 0) and Vα(s) are non-decreasing with δ);
(A.90) follows (A.86) and (A.87); (A.91) follows C(s, q) =
1 + wD(q) = C(s′, q) and Vα(s, q) = Vα(s
′, q) (since the
destination state after action Pk = q is independent from the
AoI).
That is, p = 0 is optimal for s′.
3) The case p > 0, δ′ = δ, and d′ > d: By using a
positive transmit power p > 0, the distortion of the next block
is D(p), which is independent from the distortion d of the
starting state. Thus, by start from either s or s′, the system
has the same potential state set for the next block, i.e., state
t1 = (1, D(q), b − q + 1) and state t0 = (1, D(q), b − q).
Hence, we have
Vα(s)|p = Vα(s
′)|p, (A.92)
Vα(s)|q = Vα(s
′)|q, if q > 0. (A.93)
For the case q = 0, the system would transit from s to
t01 = (δ + 1, d, b + 1) or t00 = (δ + 1, d, b), and from s
′ to
t
′
01 = (δ + 1, d
′, b + 1) or t′00 = (δ + 1, d
′, b). Since Vα(s)
is non-decreasing with d, we have Vα(s, 0) ≤ Vα(s
′, 0), and
thus
Vα(s)|0 = δ + 1 + wd+ Vα(s, 0) (A.94)
≤ δ + 1 + wd′ + Vα(s
′, 0) = Vα(s
′)|0. (A.95)
By combing (A.93) and (A.94)–(A.95), we have
Vα(s)|q ≤ Vα(s
′)|q, ∀ q ≥ 0. (A.96)
Moreover, p > 0 is optimal for s implies that for any q 6= p,
Vα(s) = Vα(s)|p ≤ Vα(s)|q. (A.97)
By combing (A.92), (A.96), (A.97), we finally have
Vα(s
′)|p = Vα(s)|p ≤ Vα(s)|q ≤ Vα(s
′)|q, ∀ q ≥ 0. (A.98)
That is, p is also optimal for state s′.
4) In the case p = 0, δ′ = δ, and d′ < d: As discussed
in the previous sub-subsection, we have Vα(s
′, 0) ≤ Vα(s, 0)
since d′ < d. Also, we have Vα(s
′)|q = Vα(s)|q for any q > 0.
Therefore, the following result holds.
Vα(s
′)|0 = Vα(s)|0 ≤ Vα(s)|q ≤ Vα(s
′)|q, ∀ q > 0 (A.99)
which shows that p = 0 is optimal for state s′. This completes
the proof of Theorem 3.
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