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equationsAbstract Amethod for solving three types of nonlinear evolution equations namely KdV, modiﬁed
KdV and Burgers equations, with self-similar solutions is presented. The method employs ideas from
symmetry reduction to space and time variables and similarity reductions for nonlinear evolution
equations are performed. The obtained self-similar solutions of KdV and mKdV equations are
related to Bessel and Airy functions whereas those of Burgers equation are related to the error
and Hermite functions. These solutions appear as new types of solitary, shock and periodic waves.
Also, the method can be applied to other nonlinear evolution equations in mathematical physics.
ª 2014 Production and hosting by Elsevier B.V. on behalf of University of Bahrain.1. Introduction
Investigating exact solutions of nonlinear evolution equations
plays an important role in mathematical physics. The complex
phenomena in various ﬁelds of sciences, especially in physics
such as ﬂuid dynamics, plasma, optical ﬁbers, solid state phys-
ics, nonlinear optics and so on can be characterized in terms of
the Korteweg–de Vries (KdV), modiﬁed Korteweg–de Vries
(mKdV) and Burgers equations (Whitham, 1974; Davidson,
1972; Agarwal, 1995; Toda, 1981). Therefore, a great deal of
research work has been invested during the past decades for
the study of the nonlinear evolution equations. The main goals
of these studies were directed towards the analytical andnumerical solutions. Several different approaches, such as
inverse scattering method (Ablowitz and Clarkson, 1991), the
tanh function method (Malﬁet, 1992; Evans and Raslan,
2005), extended tanh method (Fan, 2000; Elwakil et al.,
2002; Yusufoglu and Bekir, 2007), the homogenous balance
method (Wang et al., 1996; Jafari et al., 2014), the exp-function
method (He and Abdou, 2007; Matinfar et al., 2014), the
extended F-expansion method (Abdou, 2007; Zhao, 2013),
the Jacobi elliptic function expansion method (Abdou and
Elhanbaly, 2007; Gepreel and Alzaidy, 2012), homotopy
analysis method (Abdou, 2009; Ghanbari, 2014) and many
others were employed to obtain more insights through the
physical behavior of these solutions.
Symmetry reduction has long been recognized as a useful
tool for ﬁnding and analyzing self-similar solutions of partial
differential equations (PDEs) (Olver, 1986; Ovsiannikov,
1982; Bernoff and Witelski, 2010; McCoy, 2011). The usual
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and introducing a change of variables that simpliﬁes the
governing equations. Self-similar solutions provide some of
the greatest simpliﬁcations to one-dimensional ﬂows. Self-
similarity allows the reduction of the partial differential equa-
tions, which contain two independent variables (space and
time), into a set of ordinary differential equations (ODEs),
where the single independent variable is a combination of
space and time. The ODEs are then relatively easy to be solved
numerically or even analytically in some cases (Changxing and
Bo, 2006; Perez-Garcia, 2004; Huang, 2010; Kudryashov,
2009; Kraenkel et al., 2011; Ngamsaad and Khompurngson,
2012).
The asymptotic behavior of one-dimensional ﬂows in a
variety of circumstances is described, typically far away from
the initial conditions provided that the boundary conditions
contain no spatial scale (Barenblatt, 1996; Sari, 2006).
In this article, we provide a self-similar technique for
ﬁnding analytical solutions for KdV, mKdV and Burgers
equations.
The present paper proceeds as follows: in Section 2, an
algorithm describing the self-similar scaling is presented. In
Section 3, we introduce the novel technique method used to
solve the variable coefﬁcient non-linear equation in one
dimension resulting from the self-similar transformation. In
the next Section 4, we apply a computerized approach for
ﬁnding the exact solutions of the KdV, mKdV and Burgers
equations. Finally, some discussions and conclusions are given
in Section 5.
2. Self similar transformation
A self-similar solution is a solution of the form:
wðx; tÞ ¼ tauðnÞ; n ¼ xtb; ð1Þ
Hðx; t;wx;wt;wxx;wxt;wtt; . . .Þ ¼ 0: ð2Þ
Self-similar solutions exist if the scaling of the independent and
dependent variables follows
t ¼ cs; x ¼ ck1 and xð1Þ ¼ cmwðx; tÞ; ð3Þ
where c „ 0 is an arbitrary constant.
Substituting (3) into (2), it turns into the same equation in
the new variables,
Hð1; s;w1;ws;w11;w1s;wss; . . .Þ ¼ 0: ð4Þ
If a pair of the parameters k and m in (3) has been found such
that (4) holds true, there is a self-similar solution of the form
(1), where k= b and m= a.
These relations follow from the condition that the scaling
transformation (3) must preserve the form of the variables (1):
wðx; tÞ ¼ tauðnÞ; n ¼ xtb ) xð1; sÞ ¼ saUðgÞ; g ¼ 1sb:
ð5Þ
3. The computerized technique
It is found that the equation resulting from self-similar
transformation is a variable coefﬁcient ordinary nonlinear
differential equation.
Hðn; un; unn; . . .Þ ¼ 0: ð6ÞThe computerized technique is organized as follows:
Step (1): Using the expansion
uðnÞ ¼
Xn
i¼0
aiðnÞuðnÞi; ð7Þ
where n is an integer to be determined by balancing
the highest order derivative term with the highest
nonlinear term. The coefﬁcients ai(n), (i= 0, . . . ,n)
and the function u(n) are all differentiable functions
and u(n) is the solution of the generalized Riccati
equation
duðnÞ
dn
¼ c0ðnÞ þ c1ðnÞuðnÞ þ c2ðnÞuðnÞ2: ð8Þ
where c0, c1 and c2 are arbitrary functions for n to be
determined later.
Step (2): Substituting (7) into (6) and making use of (8) then
set the coefﬁcients of u(n)i, (i= 0, . . . ,n) equal to
zero, we get a set of differential equations with
regard to the differential functions ai(n),
(i= 0, . . . ,n) and cj (n), (j= 0,1,2).
Step (3): Solving the over-determined ordinary differential
equations, using symbolic computation packages
like Mathematica or Maple, will lead to the explicit
expressions for ai(n) and cj (n) or the constraints
among them.
Step (4): Taking the coefﬁcients cj(n), (j= 0,1,2) and substi-
tuting into (8) derives the corresponding general
solution u(n) of (8).
Step (5): Substituting the general solution u(n) and the coef-
ﬁcients ai(n), (i= 0, . . . ,n) into expansion (7) gives
the exact solution of (6).
4. Self-similar solution of some nonlinear evolution equations
4.1. KdV equation
Let us consider the KdV equation of the form:
@
@t
wðx; tÞ þ Awðx; tÞ @
@x
wðx; tÞ þ B @
3
@x3
wðx; tÞ ¼ 0; ð9Þ
where w(x, t) is the distribution function in terms of the space x
and the time t, A is the nonlinear coefﬁcient and B is the
dispersion coefﬁcient.
A self-similar transformation to this equation can be taken
of the form
wðx; tÞ ¼ tauðnÞ; n ¼ xtb: ð10aÞ
Substituting this assumption into (9) and making the resultant
equation invariant lead to yield a= 2/3 and b= 1/3.
Therefore, the self-similar transformation for the KdV
equation (9) is
wðx; tÞ ¼ t2=3uðnÞ; n ¼ xt1=3: ð10bÞ
Substituting (10b) into (9), one gets the variable coefﬁcients
nonlinear ordinary differential equation:
3B
d3
dn3
uðnÞ  n d
dn
uðnÞ þ 3AuðnÞ d
dn
uðnÞ  2uðnÞ ¼ 0: ð11Þ
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nique presented in Section 3. Balancing the highest derivative
term with nonlinear term in (11) leads to n= 2. Hence we
may assume that
uðnÞ ¼ a0ðnÞ þ a1ðnÞuðnÞ þ a2ðnÞuðnÞ2: ð12Þ
Substituting (12) and (8) into (11) and setting the coefﬁcients
of different powers of u(n) equal to zero, we have a set of
over-determined ordinary differential equations for ai(n),
(i= 0,1,2) and cj(n), (j= 0,1,2). With the aid of the Maple
or Mathematica package, the obtained system of differential
equations is solved and yields:
a0ðnÞ ¼ ½48Bnc2ðnÞ2 þ A2a1ðnÞ2=½48ABc2ðnÞ2; ð13aÞ
a1ðnÞ ¼ 12ðB=AÞfc1ðnÞc2ðnÞ þ ½dc2ðnÞ=dng; ð13bÞ
a2ðnÞ ¼ 12ðB=AÞc2ðnÞ2; ð13cÞ
c0ðnÞ ¼ f24ABc2ðnÞ½da1ðnÞ=dn þ A2a1ðnÞ2 þ 96nBc2ðnÞ
 24ABa1ðnÞ½dc2ðnÞ=dng=½576B2c2ðnÞ3; ð13dÞ
with c1(n) and c2(n) „ 0 are arbitrary functions in n.
As an application to this solution, we will study two special
cases:4.1.1. Special case (1)
Let A= 6, B= 1, c1(n) = 0 and c2(n) = 1. The remained
coefﬁcients become
a0ðnÞ ¼ n=6; a1ðnÞ ¼ 0; a2ðnÞ ¼ 2; c0ðnÞ ¼ n=6: ð14Þ
The corresponding solution of the Riccati equation is given as
uðnÞ¼
n3=2 C1J2=3
ﬃﬃﬃﬃﬃ
2n3
27
q 
C1J4=3
ﬃﬃﬃﬃﬃ
2n3
27
q 
2J2=3
ﬃﬃﬃﬃﬃ
2n3
27
q  
 ﬃﬃﬃ6p C1J1=3 ﬃﬃﬃﬃﬃ2n327
q 
2
ﬃﬃﬃ
6
p
n J1=3
ﬃﬃﬃﬃﬃ
2n3
27
q 
þC1J1=3
ﬃﬃﬃﬃﬃ
2n3
27
q   ;
ð15aÞ
where Jm(.) is the Bessel function of the ﬁrst kind of order m and
C1 is an arbitrary constant. Taking the constant C1 = 0, the
Riccati equation solution has the form
uðnÞ ¼ 
ﬃﬃﬃ
n
6
r J2=3 ﬃﬃﬃﬃﬃ2n327
q 
J1=3
ﬃﬃﬃﬃﬃ
2n3
27
q  : ð15bÞ
Substituting (15b) into (12) with the aid of (14), we get the
solution of the self-similar form of the KdV equation (11)
for C1 = 0 as:
uðnÞ ¼ n
3
1
2
þ
J2=3
ﬃﬃﬃﬃﬃﬃﬃﬃ
2
27
n3
q 
J1=3
ﬃﬃﬃﬃﬃﬃﬃﬃ
2
27
n3
q 
2
64
3
75
28><
>:
9>=
>;; n ¼ xt1=3: ð16Þ
Therefore, the solution of the KdV equation in terms of the
original coordinates (x, t) for this case is given as
wðx; tÞ ¼ x
3t
1
2
þ
J2=3
ﬃﬃﬃﬃﬃﬃﬃﬃ
2
27
x3
t
q 
J1=3
ﬃﬃﬃﬃﬃﬃﬃﬃ
2
27
x3
t
q 
2
64
3
75
28><
>:
9>=
>;: ð17Þ4.1.2. Special case (2)
Let A= 6, B= 1, c1(n) = sin(n) and c2(n) = sech(n). The
coefﬁcients a0(n), a1(n), a2 (n), c0(n) and the solution of the
Riccati equation (8), u(n), are given as
a0ðnÞ ¼ n
6
þ 1
2
½sinðnÞ  tanhðnÞ2; ð18aÞ
a1ðnÞ ¼ 2 sec hðnÞ½sinðnÞ  tanhðnÞ; ð18bÞ
a2ðnÞ ¼ 2 sec h2ðnÞ; ð18cÞ
c0ðnÞ ¼ 1
2
coshðnÞ 1
2
þ 1
3
n cosðnÞ þ 1
2
sin2ðnÞ
 
 1
2
sinðnÞ sinhðnÞ þ 1
4
sec hðnÞ ð18dÞ
and
uðnÞ ¼
coshðnÞ AiryBi 1;
ﬃﬃ
1
6
3
q
n
 
þ C1AiryAi 1;
ﬃﬃ
1
6
3
q
n
 h i
ﬃﬃﬃ
63
p
AiryBi 
ﬃﬃ
1
6
3
q
n
 
þ C1AiryAi 
ﬃﬃ
1
6
3
q
n
 h i
 1
2
½coshðnÞ sinðnÞ  sinhðnÞ;
ð19aÞ
where C1 is an arbitrary constant, AiryAi and AiryBi are the
Airy wave functions.
For C1 = 0, the solution of Riccati equation is given as
uðnÞ ¼ coshðnÞﬃﬃﬃ
63
p
AiryBi 1;
ﬃﬃ
1
6
3
q
n
 
AiryBi 
ﬃﬃ
1
6
3
q
n
 
2
64
3
75
 1
2
½coshðnÞ sinðnÞ  sinhðnÞ: ð19bÞ
Substituting (19b) into (12) with the aid of (18) leads to the
solution of (11) for C1 = 0 as:
uðnÞ ¼ n
6
þ
ﬃﬃﬃ
2
9
3
r
AiryBi 1;
ﬃﬃ
1
6
3
q
n
 
AiryBi 
ﬃﬃ
1
6
3
q
n
 
2
64
3
75
2
; n ¼ xt1=3: ð20Þ
Therefore, the exact solution of the KdV equation in this case
is given as
wðx; tÞ ¼ x
6t
þ
ﬃﬃﬃﬃﬃﬃ
2
9t2
3
r
AiryBi 1;
ﬃﬃﬃ
x3
6t
3
q 
AiryBi 
ﬃﬃﬃ
x3
6t
3
q 
2
64
3
75
2
: ð21Þ4.2. mKdV equation
Let us consider mKdV equation of the form:
@
@t
wðx; tÞ þ Awðx; tÞ2 @
@x
wðx; tÞ þ B @
3
@x3
wðx; tÞ ¼ 0; ð22Þ
where w(x, t) is the distribution function, A and B are the non-
linear coefﬁcient and the dispersion coefﬁcient, respectively.
The self-similar transformation of this equation can be
represented as
wðx; tÞ ¼ tauðnÞ; n ¼ xtb: ð23aÞ
Substituting this assumption into (22) and making the resul-
tant equation invariant lead to the exponents of the self-similar
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similar transformation for the mKdV equation (22) is given as
wðx; tÞ ¼ t1=3uðnÞ; n ¼ xt1=3: ð23bÞ
Inserting (23b) into (22) gives a nonlinear ordinary differential
equation with variable coefﬁcients of the form:
3B
d3
dn3
uðnÞ  n d
dn
uðnÞ þ 3Au2ðnÞ d
dn
uðnÞ  uðnÞ ¼ 0: ð24Þ
The balancing of the highest derivative term with the nonlinear
term in (24) leads to n= 1. Hence we may assume the solution
of (24) as
uðnÞ ¼ a0ðnÞ þ a1ðnÞuðnÞ: ð25Þ
Substituting (25) and (8) into (24) and setting the coefﬁcients
of u(n)i, (i= 0,1) equal to zero lead to a set of over-deter-
mined ordinary differential equations for the coefﬁcients
ai(n), (i= 0,1) and cj(n), (j= 0,1,2). The solution of the
obtained system of the differential equations, using the Maple
or Mathematica, leads to:
a0ðnÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ6ABp
2A
c1ðnÞ þ 1
c2ðnÞ
dc2ðnÞ
dn
 
; ð26aÞ
a1ðnÞ ¼ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6B=A
p
c2ðnÞ; ð26bÞ
c0ðnÞ ¼ n Aa0ðnÞ2 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6AB
p
½da0ðnÞ=dn
n o
=½6Bc2ðnÞ; ð26cÞ
with c1(n) and c2(n) „ 0 are arbitrary functions in n.
As application to this solution, we will study the following
special case:
4.2.1. Special case
Let A= 6, B= 1, c1(n) = 0 and c2(n) = 1. The remained
coefﬁcients become
c0ðnÞ ¼ n=6; a0ðnÞ ¼ 0; a1ðnÞ ¼ 1; ð27Þ
and the corresponding solution of the Riccati equation is given
as
uðnÞ ¼ C1AiryAi 1;
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
AþAiryBi 1;
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
A
2
4
3
5
, ﬃﬃﬃ
6
3
p
C1AiryAi 
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
AþAiryBi 
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
A
2
4
3
5
8<
:
9=
;; ð28aÞ
where Jm(.) is the Bessel function of the ﬁrst kind of order m and
C1 is an arbitrary constant.
The solution of the Riccati equation (8) for the case of
C1 = 0 has the form
uðnÞ ¼ AiryBi 1;
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
A
2
4
3
5, ﬃﬃﬃ63p AiryBi 
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
A
2
4
3
5
8<
:
9=
;:
ð28bÞ
Substituting (28b) into (25) with the aid of (27), we get the self-
similar solution of the mKdV equation (24) for C1 = 0 as:
uðnÞ ¼ AiryBi 1;
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
A
2
4
3
5, ﬃﬃﬃ63p AiryBi 
ﬃﬃﬃﬃ
n3
6
3
s0
@
1
A
2
4
3
5
8<
:
9=
;;
n ¼ xt1=3: ð29Þ
Therefore, the exact solution of the mKdV equation for this
case is given aswðx; tÞ¼ AiryBi 1;
ﬃﬃﬃﬃﬃ
x3
6t
3
r !" #, ﬃﬃﬃﬃ
6t
3
p
AiryBi 
ﬃﬃﬃﬃﬃ
x3
6t
3
r !" #( )
:
ð30Þ
4.3. Burgers equation
The Burgers equation has the form
@
@t
wðx; tÞ þ Awðx; tÞ @
@x
wðx; tÞ þ B @
2
@x2
wðx; tÞ ¼ 0: ð31Þ
A self-similar transformation for the Burgers equation is given
in the form
wðx; tÞ ¼ tauðnÞ; n ¼ xtb: ð32aÞ
Using this assumption into (31) and making the resulting
equation invariant give the transformation exponents as
a= 1/2 and b= 1/2. Therefore, the self-similar solution
of this Burgers equation has the form
wðx; tÞ ¼ t1=2uðnÞ; n ¼ xt1=2: ð32bÞ
Inserting (32b) into (31), the Burgers equation (31) is reduced
to the following variable coefﬁcients nonlinear ordinary
differential equation:
2B
d2
dn2
uðnÞ  n d
dn
uðnÞ þ 2AuðnÞ d
dn
uðnÞ  uðnÞ ¼ 0: ð33Þ
Balancing the highest derivative term with nonlinear term in
(33) leads to n= 1. Hence we may assume a solution of (33)
as:
uðnÞ ¼ a0ðnÞ þ a1ðnÞuðnÞ: ð34Þ
Substituting (34) into (33), then setting the coefﬁcients of u
(n)i, (i= 0,1) to zero, we get a set of differential equations with
regard to the differentiable functions ai(n), (i= 0,1) and cj(n),
(j= 0,1,2). Solving the obtained system of equation leads to
the following coefﬁcients:
a0ðnÞ ¼ 1
A
n
2
 Bc1ðnÞ  B
c2ðnÞ
d
dn
c2ðnÞ
 
; ð35aÞ
a1ðnÞ ¼ 2Bc2ðnÞ=A; ð35bÞ
c0ðnÞ ¼  A
4B2c2ðnÞ
na0ðnÞ  Aa0ðnÞ2  2B d
dn
a0ðnÞ
 
; ð35cÞ
with c1(n) and c2(n) „ 0 are arbitrary functions in n.
Due to the presence of the arbitrary functions, two special
cases are in order.4.3.1. Special case (1)
Let the nonlinear coefﬁcient be A= 1 and the dispersion
coefﬁcient be B= 1 while the arbitrary coefﬁcients of Riccati
equation are c1(n) = 0 and c2(n) = 1. This leads to
a0ðnÞ ¼ n=2; a1ðnÞ ¼ 2; c0ðnÞ ¼ ðn2 þ 4Þ=16 ð36Þ
and
uðnÞ ¼  n
4
þ expðn
2=4Þ
C1 
ﬃﬃﬃ
p
p
erfðn=2Þ ; ð37aÞ
Figure 1 The proﬁle and contour plot of explosive solution (17). Light-colored regions correspond to higher values of the soliton
amplitude.
Figure 2 The proﬁle and contour plot of the damped periodic explosive solution (21). Light-colored regions correspond to higher values
of the soliton amplitude.
48 S.A. El-Wakil et al.where C1 is an arbitrary constant and erf(n/2) is the error func-
tion. If C1 = 0, the solution of the Riccati equation in this case
is
uðnÞ ¼  n
4
 expðn
2=4Þﬃﬃﬃ
p
p
erfðn=2Þ ; ð37bÞ
The solution of the nonlinear ordinary differential equation
(33) in this case becomes:
uðnÞ ¼ ½2 expðn2=4Þ= ﬃﬃﬃpp erfðn=2Þ	 
; ð38ÞAnd hence, the solution of Burgers equation has the form
wðx; tÞ ¼ 2 exp  x
2
4t
   ﬃﬃﬃﬃ
pt
p
erf
x
2
ﬃﬃ
t
p
  
: ð39Þ4.3.2. Special case (2)
Let the nonlinear and the dispersion coefﬁcients are
A= B= 1 and the coefﬁcients in the Riccati equation (8)
are c1(n) = 0 and c2(n) = sech(n). The coefﬁcients a0(n), a1
(n) and c0(n) and the solution of the Riccati equation, u(n),
are given as
Figure 3 The proﬁle and contour plot of the periodic explosive shock solution (30).
Figure 4 The proﬁle and contour plot of the solution (39).
Self-similar solutions for some nonlinear evolution equations: KdV, mKdV and Burgers 49a0ðnÞ ¼ n=2þ tanhðnÞ; a1ðnÞ ¼ 2sechðnÞ;
c0ðnÞ ¼ ½4sechðnÞ  n2 coshðnÞ=16 ð40Þ
and
uðnÞ ¼ f2 sinhðnÞ  n coshðnÞ þ 2C1 coshðnÞ=½expðn2=4Þ
þ C1H1ðn=2Þg=4; ð41aÞ
where Hn is the Hermite function and C1 is an arbitrary
constant. This Riccati equation solution for C1 = 1 is given
in the form
uðnÞ ¼ f2 sinhðnÞ  n coshðnÞ þ 2 coshðnÞ=½expðn2=4Þ
þH1ðn=2Þg=4: ð41bÞSubstituting into (34), the solution of (33) with C1 = 1
becomes:
uðnÞ ¼ 1=½expðn2=4Þ þH1ðn=2Þ: ð42Þ
Therefore, the solution of Burgers equation (31) in this case is
given by
wðx; tÞ ¼ 1 ﬃﬃtp exp x2
4t
 
þH1 x
2
ﬃﬃ
t
p
   
:

ð43Þ5. Results and discussion
In this paper, based on the computerized symbolic computa-
tion, the nonlinear KdV, mKdV and Burgers equations have
Figure 5 The proﬁle and contour plot of the solution (43). Light-colored regions correspond to higher values of the soliton amplitude.
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the actual application of the solitons, shock-like solutions
often requires an advisable value for the involved parameters
and functions. Hence for the picture drawing and qualitative
analysis, we choose some values for those parameters and
functions in line with the non-uniform backgrounds of the
model under investigation. These solutions are presented and
discussed through the ﬁgures. Solution (17) leads to the prop-
agation of a localized explosive pulse (Sabry et al., 2008), as
depicted in Fig. 1. Fig. 2 shows the proﬁle of a periodic blowup
explosive soliton solution (21). Eq. (30) is a periodic explosive
shock solution as shown in Fig. 3. Rarefactive and compres-
sive explosive shocks in x and t directions for solution (39)
are depicted in Fig. 4. For solution (43), Fig. 5 shows that a
localized solitary pulse is obtained for large value of t but a
localized explosive solitary pulse for a small value of t
(Moslem et al., 2009). In summary, it has been found that
the self-similar analysis modiﬁes the solutions of KdV, mKdV
and Burgers equations signiﬁcantly and new exact solutions
have been obtained. To our knowledge, these solutions have
not been reported. It may be important to explain some
physical phenomena.
6. Conclusions
In this work, we developed an analytical method for obtaining
self-similar solutions for some nonlinear equations like KdV,
mKdV and Burgers equations which have a very important
role for investigation of many physical phenomena in physics
and engineering. Our solutions have different wave structures,
such as explosive solitary, shock and periodic waves depending
on the arbitrary functions. These solutions may be important
to explain some physical phenomena.
Normally, previously obtained solutions of KdV, mKdV
and Burgers equations are based on the ansatz of traveling
wave transformation that correspond to time and space trans-
lation invariance. This leads to that the reduced equations are
nonlinear ordinary differential equations with constantcoefﬁcients. But, our solutions that are based on self-similar
approach correspond to time and space scaling invariance.
This leads to that the reduced equations are nonlinear ordinary
differential equations with variable coefﬁcients. Therefore, our
results are completely different from those obtained previously
using traveling wave ansatz. The used mathematical method
can be extended to solve either nonlinear integro-differential
equations or other classes of differential equations.
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