1. Introduction 1. In the beginning of 90-s in works of E. Witten [W] and R. Dijkgraaf, E.Verlinde, H.Verlinde [DVV] was discovered a remarkable system of differential equations, which now is called WDVV equations. It appeared as equations for primary free energy of two-dimensional topological field theories. Later B.Dubrovin [D1] proved that solutions of WDVV equations are connected with Hurwitz spaces, reflections groups, singularities, integrable hierarchies etc.
The simplest non-trivial solutions of WDVV equations are A n and B n -potentials, which describe metric of K.Saito on spaces of versal deformation of A n and B n -singularities. A n and B n -potentials form a families of polynomials F (x 1 , ..., x n ). These polynomials are known for n 4 [D1, D2] . The group F (x 1 , ..., x n ) → F (α 1 x 1 , ..., α n x n ), where α i = const, α 1 α i α n+1−i = 1 (i = 1, ..., n), acts transitively on the families of polynomials. Thus it is sufficiently to find only one polynomial in any family for description of the families. I.Krichiver [K] proved that one of A n -potential satisfies the dispersionless KP equation. J.-B.Zuber [Z] proved that B n potentials are some reductions of A n potentials.
Using these results we find recurrence relations for coefficients of A n and B n -potentials. In passing we give recurrence formulas for coefficients of dispersionless KP hierarchy.
I would like to thank B.Dubrovin for fruitful discussions.
Main theorems
For calculation of the A n−1 -potential we use combinatorial coefficients P s (i 1 ...i m ), where s and i j are natural numbers. Put us
where here and later
for p t 0 and C t p = 0 in another cases.
Put us x 0 = 0. For q > 0 we recurrently define polynomials x −q (x 1 , ..., x n−1 ) putting
where the second sum is taken by all natural numbers (s 1 , ..., s m ) such that
Consider now polynomials
where 2 s, r and the second sum is taken by all natural numbers (s 1 , ..., s m ) such that
Our definitions give the representation the polynomial Φ sr (x 1 , ..., x n−1 ) it a form
where B sri 1 ,...,i m are constants and the second sum is taken by numbers (i 1 , ..., i m ) such that 1 i 1 ... i m n − 1.
Put us
and q is the number of j such that i j = i 2 .
Consider
where the second sums is taken by 1 i 1 ... i m n − 1.
This means that they satisfy the equations
Combinatorial lemma
For natural s, i 1 , ..., i n and integer not negative j 1 , ..., j n defind P s i 1 . . . i n j 1 . . . j n by recurence formulas:
for (j 1 , ..., j n ) = (0, ..., 0).
Let i 1 . . . i n j 1 . . . j n be the set of all matrises, which appear from i 1 . . . i n j 1 . . . j n by permutation of columns. Let i 1 . . . i n j 1 . . . j n be the number of such matrices. Put us
where the sum is taken by all
Lemma 1 Let m > 0, k > 0 and j n 1 for n m. Then
Proof: Prove at first the lemma for m = 1 using induction by k. For m = k = 1
Prove the lemma for m = 1, k = N , considering that it is proved for m = 1, k < N . If
Thus the lemma is proved for m = 1.
Prove the lemma for m = N considering that it is proved for m < N . Then
Equations for Bacher-Akhiezer function
Consider the KP hierarchy. This is a condition of compatibility of the infinite system of the differential equations ∂ψ ∂x n = L n ψ,
where
and ψ is a function of type
(here k ∈ C belong to some neighborhood of ∞ and x = (x 1 , x 2 , ...) -is a finite sequence).
Put as
A direct calculation gives Lemma 2. Conditions of compatibility of (1) are
In this case ψ is called a Bacher-Akhiezer function.
Consider now the function
where the second sum is taken by all matrices i 1 . . . i n j 1 . . . j n such that i m 1, j m 1 and i 1 + · · · + i n + j 1 + · · · + j n = t.
Proof: An induction by t. For t = 2 according to (2), B 2 s = −s∂ξ 1 = −P s 1 1 ∂η 1 . Prove the lemma for t = N considering that it is proved for t < N . According to (2)
where the second sums are taken by all matrices i 1 . . . i n j 1 . . . j n such that i 1 + · · · + i n + j 1 + · · · + j n = t, i m 1, j m 0. According to lemma 1 it is possible to consider that in the last sum j m > 0 for all m.
Lemma 4.
where the second sum is taken by all matrices i 1 . . . i n j 1 . . . j n such that i m 1, j m 1 and i 1 + · · · + i n + j 1 + · · · + j n = r + s.
Proof: An induction by r. According to (3) and lemma 3 for r = 1
where the second sum in the last formula is taken by all matrices i 1 . . . i n j 1 . . . j n such that i 1 + · · · + i n + j 1 + · · · + j n = s + 1, i m 1, j m 0. According to lemma 1 in this sum it is sufficient consider only matrices, where j m > 0 for all m.
Prove now the lemma for r = N , considering that it is proved for r < N . According to
Thus according to lemma 3, lemma 1 and inductive hypothesis,
where the second sum in the last formula is taken by all matrices i 1 . . . i n j 1 . . . j n such that i 1 + · · · + i n + j 1 + · · · + j n = s + r, i m 1, j m 1.
KP hierarchy
4. According to [DKJM] the Bacher-Akhiezer function ψ is
for some function τ (x 1 , x 2 , ...). By analogy of [N] this gives a possibility to describe the KP hierarchy as an infinete system of differential equations on v(x, k) = − ln τ (x, k). Really
Theorem 2. There exist universal rational coefficients
where the second sums are taken by all matrices s 1 . . . s n t 1 . . . t n such that s m , t m 1, and the sum s 1 + · · · + s n + t 1 + · · · + t n is equal r for (5) and i + j for (6). Moreover R ij s 1 . . . s n 1 . . . 1 = j s 1 · · · s n P i (s 1 ...s n ).
Proof: An induction by k and i + j. For i + j = 2 the theorem is obviosly. For r = 1 it follows from (4). Prove the theorem for i + j = N and r = N − 1, considering that it is proved for i+j < N and r < N −1. Later we consider that s m , t m 1 and σ n = s 1 +· · ·+s n +t 1 +· · ·+t n .
Then according to (4) and (6)
Thus according to (5), (6) and lemma 4
The obvious relation P i s 1 . . . s n 1 . . . 1 = P i (s 1 ...s n ) conclude the proof.
Remark. The first equation from (6) is the "integrated over x 1 " KP equation
The relation (6) was first deduced in [ DN ] from the Hirota hierarchy [ DKJM ] . This method gives another formulas for coefficients R ij . The equalities between the coefficients provide nontrivial combinatorial identities.
The system (6) is called the KP hierarchy. The dispersionless KP hierarchy is called the infinite system of differential equations which appears from (6) if to throw out all monomials
where n i=1 t j > n. The theorem 2 gives
Consequence The despersionless KP hierarchy is
6. Proof of theorem 1
According to [K] one of A n−1 -potentials is F (x 1 , ..., x n−1 ) = v(x 1 , x 2 2 , ..., x n−1 n − 1 , 0, 1 n + 1 , ...),
where v satisfies the dispersionless KP hierarchy and ∂ n v = 0.
According to (7) 
By the definition of a potential ∂∂ s F = x n−s for s < n. In additional ∂∂ n F = 0 and thus according to (8) ∂∂ n+ℓ−1 F = x 1−ℓ for all ℓ. In these notations the equation (7) is
But ∂ s ∂ r F A = Φ sr and therefore, F A − F -is a linear forme. According to [D2, p.16 ] it is equal 0. According [Z] F B (x 1 , ..., x n ) = F A (x 1 , 0, x 2 , 0, ..., x n−1 , 0, x n ).
There are the potentials finding by our formulas (A 2 ) F = 1 2 x 2 1 x 2 + 1 24
x 4 2 , (A 3 ) F = 1 2 x 2 1 x 3 + 1 2
x 1 x 2 2 + 1 4
x 2 2 x 2 3 + 1 60
x 5 3 ,
