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Supersymmetry, a symmetry between fermions and bosons, provides a promising extension of the
standard model but is still lack of experimental evidence. Recently, the interest in supersymmetry
arises in the condensed matter community owing to its potential emergence at the continuous quan-
tum phase transition. In this work, we demonstrate that 2+1D supersymmetry, relating massive
Majorana and Ising fields, might emerge at the first-order quantum phase transition of the Ising
magnetization by tuning a single parameter. Although the emergence of the SUSY is only allowed
in a finite range of scales due to the existence of relevant masses, the scale range can be large when
the masses before scaling are small. We show that the emergence of supersymmetry is accompanied
by a topological phase transition for the Majorana field, where its non-zero mass changes the sign
but keeps the magnitude. An experimental realization of this scenario is proposed using the surface
state of a 3+1D time-reversal invariant topological superconductor with surface magnetic doping.
I. INTRODUCTION
Originally proposed as a means to evade the Coleman-
Mandula theorem and unify internal and space-time sym-
metries, supersymmetry (SUSY) has been an active area
of research due to its potential in solving the hierarchy
and cosmological constant problems and other puzzles
in high-energy physics1–5. Bosons and fermions related
by SUSY transformations, referred to as superpartners,
have the same mass5; SUSY breaking lifts this degener-
acy proportionally to the breaking scale. Despite exten-
sive searches at high energies, conclusive experimental
evidence for SUSY is yet to be found.
The last 30 years have witnessed active SUSY-related
research in solid-state systems, including the tricritical
Ising model6, the boundary of topological insulators and
superconductors7–15, the bulk of semimetals16,17, high-Tc
superconductors18, the Josephson-junction array19 and
various other model systems20–25, as well as in the cold
atom system26. It has been argued that, even though
the corresponding microscopic models do not exhibit it,
SUSY emerges macroscopically at continuous quantum
phase transitions of such solid-state systems. The gapless
nature of the continuous phase transition implies that the
resulting superpartners are massless.
In this work, we present an example of emergent SUSY
at the first-order quantum phase transition (FOQPT) of
a solid-state system. The FOQPT can be achieved by
tuning only one parameter and the corresponding super-
partners are massive. Although the emergent SUSY is
only valid in a finite range of scales owing to the gapped
nature of the FOQPT, the scale range can be large if the
inital mass (mass before scaling) is small. Specifically,
we consider a 2+1D Majorana field coupled to an Ising
field, and perform the one-loop renormalization group
(RG) analysis in three different schemes. Within the fi-
nite range of scales allowed by the gapped theory, all
three schemes show that the FOQPTs can be reached
by tuning one parameter, and have emergent SUSY with
gapped Majorana and Ising fields serving as the massive
superpartners. Interestingly, the emergent SUSY is al-
ways accompanied by a topological phase transition of
the Majorana field even though its mass does not van-
ish. Finally, we propose an experimental realization of
the emergent SUSY based on the time-reversal (TR) in-
variant topological superconductor (TSC).
II. SUSY IN A MASSIVE MAJORANA-ISING
SYSTEM
We consider a 2+1D action that describes a Majorana
fermion γ interacting with an Ising field φ and discuss its
SUSY. The 2+1D action is
S =
∫
ddx
[
1
2
γT (∂τ − ivfα ·∇+mσy)γ + 1
2
gφγTσyγ
+
1
2
φ(−∂2τ − v2b∇2 + r)φ+ aφ+
1
3!
bφ3 +
1
4!
uφ4
]
, (1)
where x = (τ,x) with the imaginary time τ , and α =
(σz, σx) with the Pauli matrices σi. Without loss of gen-
erality, we choose vf > 0 by rotating the index of the Ma-
jorana field, g ≥ 0 by flipping the sign of φ, and u > 0 to
make the bosonic potential bounded below. Eq. (1) has
rotational invariance along z and, for a uniform vacuum
expectation value (VEV) of φ, it is the most general ro-
tationally invariant action to φγTσyγ and φ
4 order. (See
more details in Appendix. A) The action (1) is not invari-
ant under the TR transformations, γTτ,x → γTτ,x(iσy) and
φτ,x → −φτ,x, unless m, b, a = 0. The TR-invariant case
was analyzed in Ref. [10], where it was shown that SUSY
with massless superpartners emerges by tuning the pa-
rameter r to the continuous phase transition point r = 0.
Eq. (1) has SUSY when
vf = vb = 1, b = 3mg, u = 3g
2,
a =
m
g
(r −m2), r < 3m
2
2
. (2)
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2To see this, let us perform the vacuum shift φ = φ¯ + φ0
to Eq. (1) with φ0 satisfying a + rφ0 +
bφ20
2 +
uφ30
3! = 0,
resulting in
S =
∫
ddx
[
1
2
γT (∂τ − ivfα ·∇+m′σy)γ + 1
2
gφ¯γTσyγ
+
1
2
φ¯(−∂2τ − v2b∇2 + r′)φ¯+
1
3!
b′φ¯3 +
1
4!
uφ¯4
]
,(3)
where m′ = m+gφ0, r′ = r+bφ0+ 12uφ
2
0, and b
′ = b+uφ0.
When the SUSY condition (2) holds, φ0 has three differ-
ent choices: φ0 = (−m ±
√
3m2 − 2r)/g,−m/g, while
only the first two are vacua of the Eq. (1). Around
either of the two vacua, the SUSY condition (2) fur-
ther leads to r′ = m′2 and b′ = 3m′g in Eq. (3), mak-
ing Eq. (3) the “real” version of the 2+1D Wess-Zumino
SUSY model. Indeed, it is invaraint under infinitesi-
mal SUSY transformation: δξφ¯ = ξ
Tσyγ and δξγ =
σyα
µξ(i∂µφ¯) + ξ(−m′φ¯ − gφ¯2/2), where ξ = (ξ1, ξ2)T
are the constant Grassmann-valued parameters of the
SUSY transformation5, µ = 0, 1, 2, ∂µ = (i∂τ ,∇) and
αµ = (−1,−α). (See Appendix. B for more details.)
Therefore, Eq. (1) with Eq. (2) has SUSY with γ and φ
serves as superpartners.
Now the question becomes how to realize the SUSY in
Eq. (1) since Eq. (2) is not typically satisfied. Naively, one
may think 4 parameters need to be fine-tuned to realize
Eq. (2), i.e. tuning (
vf
vb
, bmg ,
u
g2 ,
ag
m3 − rm2 ) to (1, 3, 3,−1),
as the velocities vf , vb can always be chosen as 1 by
rescaling the spacial coordinate once they are equal and
r < 3m2/2 is a parameter region instead of a critical con-
dition. In the following, we show through one-loop RG
analysis that the first three of the above parameters can
naturally flow to the SUSY-required values as the scale
increases, resulting in the emergence of SUSY achievable
by finely tuning only one parameter ( agm3 − rm2 ).
III. ONE-LOOP RG EQUATIONS AND
EMERGENT SUSY AT FINITE SCALES
The one-loop RG analysis is performed in three
schemes in d = 4 −  dimensionss16,27: (i) dimensional
regularization (DR) for Eq. (1), (ii) DR from the so-
called “massive Gross-Neveu-Yukawa (GNY) model”27,
and (iii) Wilson RG scheme with spacial momentum cut-
off28 for Eq. (1). All three schemes show that the SUSY
might emerge as the scale increases by tuning only one
parameter. Furthermore, we discuss the finite-scale na-
ture of the emergent SUSY.
A. DR and Emergent SUSY at finite Scales
In this part, we apply DR to Eq. (1) and discuss the
finite-scale nature of the emergent SUSY. The RG equa-
tions decouple in sectors which can be studied sequen-
tially, starting with the completely decoupled one of the
bosonic and fermionic velocities:
dvb
dl
=
g˜2
(
v2f − v2b
)
32pi2vbv3f
,
dvf
dl
=
g˜2(vb − vf )
6pi2vb(vb + vf )2
, (4)
where l parametrizes the scaling (τ,x) → el(τ,x), g˜ =
gµ˜−/2 with µ˜ independent of l and having the energy
unit, see e.g. Ref. [29]. Structure of perturbation theory
implies that the dimensionful parameters m, b, r and a
cannot appear in Eq. (4) in DR; thus the velocities flow
stably toward vf = vb ≡ v for any non-zero g, as in the
TR invariant case with r = 0.10 By rescaling the spacial
coordinate as x → vx, we can choose vf = vb = 1 to
study the RG flows of other parameters.30,31
We next consider the RG equations of g and u,
dg˜
dl
= g˜
(

2
− 7g˜
2
32pi2
)
du˜
dl
=
12g˜4 − 2g˜2u˜− 3u˜2
16pi2
+ u˜ , (5)
where u˜ = uµ˜−. Similar to the velocities, the RG equa-
tions of g and u are the same as the TR invariant case
at r = 0, since they are dimensionless in the absence of
the dimensional regulator10. Thereby, g stably flows to-
ward a non-zero value g∗ =
√
16pi2µ˜/7, while u stably
flows toward u∗ = 3(g∗)2. The RG equations for m and
b˜ = bµ˜−/2 are
dm
dl
= m− 3g˜
2m
16pi2
db˜
dl
= b˜(1 +

2
) +
b˜
(−3g˜2 − 6u˜)+ 24g˜3m
32pi2
. (6)
For g = g∗, the mass anomalous dimension is 3/7 < 1.
Thus, m is relevant and flows toward a value m∗ deter-
mined by the system scale. In contrast to the conven-
tional Ising model without TR-breaking term32, the φ3
term is included in Eq. (1) since it can be generated by
the TR-breaking m term as shown below. For a non-zero
m, it is useful to consider the flow of b/(mg) at the fixed
point of the flow of u, i.e. u = 3g2. It is given by
d
dl
(
b
mg
)
= − g˜
2
4pi2
(
b
mg
− 3) . (7)
This indicates that b flows stably toward b∗ = 3m∗g∗,
and thus b can be driven away from zero by a non-zero
m as long as g 6= 0. The RG flow of (u, b), stably flow-
ing toward (u∗, b∗) = (3(g∗)2, 3m∗g∗), is also verified by
numerically plotting the RG flows of u/g2 and b/(gm) in
Fig. 1(a).
The RG equations of r and a read
dr
dl
= 2r − b˜
2 + g˜2
(
r − 6m2)+ ru˜
16pi2
da˜
dl
= (3− 
2
)a˜− a˜g˜
2 + 2b˜r − 4g˜m3
32pi2
, (8)
3where a˜ = aµ˜/2. Though r and a do not have any
stable flow as suggested by the above equations, they
have unstable fixed points at r/m2 = 3/2 and ag/m3 −
r/m2 +1 = 0, shown by the following RG equations with
(u/g2, b/(mg)) = (3, 3):
d
dl
( r
m2
)
=
g˜2
8pi2
[( r
m2
)
− 3
2
]
d
dl
( ag
m3
− r
m2
+ 1
)
=
5g˜2
16pi2
( ag
m3
− r
m2
+ 1
)
, (9)
as well as Fig. 1(b). In summary, one-loop RG analysis
shows that as the scale l increases, the action (1) flows
toward
S∗ =
∫
ddx
[
1
2
γT (i∂µα
µ +m∗σy)γ +
1
2
g∗φγTσyγ
+
1
2
φ(−∂2 + r∗)φ+ a∗φ+ 1
2
g∗m∗φ3 +
1
8
(g∗)2φ4
]
,(10)
where the summation over repeated index is implied, r∗
and a∗ are the macroscopic values of r and a, and ∂2 =
∂2τ +∇2. Compared with Eq. (2), only ( a
∗g∗
(m∗)3 − r
∗
(m∗)2 )
needs to be finely tuned to −1 in order to achieve SUSY,
and r∗ < 3(m∗)2/2 is guaranteed if r < 3(m)2/2 holds at
l = 0 as suggested by Eq. (9), indicating that the blue line
in Fig. 1(b) has SUSY. Therefore, the SUSY can emerge
as the scale increases after tuning one parameter. (See
more details on RG equations in Appendix. C.)
However, unlike quantum critical points, the emergent
SUSY of Eq. (1) is only valid in a finite range of scales
due to the existence of relevant parameters and ultravio-
let cutoff Λ of the effective actions. Let us first focus on
the SUSY-invaraint version of Eq. (3), since it is the ex-
pansion of SUSY-invariant version of Eq. (1) around the
SUSY vacua. In d = 4− dimensions, Eq. (3) has one rel-
evant parameter m′ when SUSY exists, which exponen-
tially grows as l increases from 0, as shown in Fig. 1(c).
When l reaches a critical scale lc, m
′ becomes compara-
ble with Λ; the effective theory fails as l goes beyond lc.
As a result, the SUSY of the theory is only meaningful
when 0 < l ≤ lc. However, in experiments and numerical
simulations, the system always has finite size, or equiv-
alently finite scale l, and thus it is possible to make a
sample with scale smaller than lc in order to probe the
SUSY signature in this case.
Now we return to Eq. (1) and consider the case where
the system is initially away from the SUSY hypersurface
(e.g. b/(mg) and u/g2 are not exactly 3 at l = 0) while
keeping agm3 − rm2 = −1 and r < 3m2/2 by parameter
tuning. The system still flows to the SUSY hypersur-
face as the scale l increases before reaching lc, as sug-
gested by the RG equations Eq. (4),(5) and (6). (See
Fig. 1(d).) The validity of one-loop RG equations also
requires l < lc as discussed in Appendix. C. Reflected in
experiments and numerical simulations, the SUSY sig-
nature becomes better and better as the sample size in-
creases before reaching the critical scale lc. Moreover, the
SUSY signature of the sample at the size of lc becomes
SUSY
𝑙
ln𝑚𝑖
′
ln𝑚′
~ ln Λ
𝑙𝑐
1
2
(a) (b)
𝑢/𝑔2
𝑏
𝑚𝑔
(3,3)
𝑏
𝑚𝑔
𝑢/𝑔2
𝑟/𝑚2
𝑎𝑔
𝑚3
SUSY
(c) (d)
FIG. 1. (a) shows the RG flow of b/(mg) and u/g2 in Eq. (5)
and Eq. (6) with g˜ =
√
16pi2/7 and the black dot at (3, 3).
(b) is the RG flow of ag/m3 and r/m2 according to Eq. (9)
with g˜ =
√
16pi2/7, in which the blue line corresponds to
ag/m3 − r/m2 + 1 = 0 with r < 3m2/2 and has SUSY. (c)
schematically shows the growth of the mass m′ in Eq. (3) with
SUSY, where m′i is the initial mass (at l = 0). lc indicates the
critical scale at which the mass is comparable with the ultra-
violet cutoff Λ. The arrow points in the l-increasing direction.
(d) schematically shows the RG flow to the SUSY point before
l reaching lc. The arrow points in the l-increasing direction,
and the red dots at tail and head correspond to l = 0 and
l = lc, respectively. The black dot is on the SUSY hypersur-
face, and the head red dot of path 2 is missing as it is too
close to the SUSY black dot. The red region indicates the
SUSY-emergent region; if a system is initially in this region,
the SUSY signature of the system at l = lc might be identified
as exact within the numerical and experimental errors. Ex-
amples of paths 1 and 2 are shown in Fig. 5 of Appendix. C4.
better if the initial deviation from the SUSY hypersurface
decreases. Therefore, we can define a region called SUSY-
emergent region such that if a system is initially in this
region, the low energy physics of the system at the scale
l = lc is controlled by the SUSY fixed point suggested by
the one-loop RG equations, possibly leading to “exact”
SUSY signature within the numerical and experimental
errors. (Fig. 1(d)). In this way, Eq. (10) can be inter-
preted as the action of a system in the SUSY-emergent
region at a scale l∗ that is close to the critical scale lc.
Since lc increases as the initial mass (e.g. m
′ in Eq. (3) at
l = 0) decreases, the SUSY-emergent region expands as
the initial mass decreases, and covers the whole param-
eter space if the initial mass approaches zero, restoring
the massless limit. In sum, despite of the existence of
the relevant parameters, the signatures of the emergent
4SUSY can be found for a wide range of scales in a large
parameter region (though not completely generic as the
massless case).
B. Massive GNY model
A concern of the RG analysis done in the last part is
that the validity of RG in d = 4−  dimensions might be
undermined by the fact that the action (1) does not have
3+1D correspondence since all Pauli matrices have been
used for the fermion in 2+1D.27 To resolve this issue, let
us first introduce the so-called “massive GNY model”.
By adding mass-related terms and breaking the Lorentz
invairance of the originally massless GNY model27, we
arrive at the massive GNY model that reads
SMGNY =
∫
ddx[Ψ¯j(∂τ γ¯
0 + vf γ¯ ·∇+m)Ψj + gφΨ¯jΨj
+
1
2
φ(−∂2τ − v2b∇2 + r)φ+ aφ+
1
3!
bφ3 +
u
4!
φ4] , (11)
where j = 1, ..., Nf is summed over, Ψj is the four-
component Dirac spinor, Nf is the number of Dirac
fermions, and γ¯µ’s are the 4 × 4 matrices that satisfy
{γ¯µ, γ¯ν} = 2δµν . Eq. (11) has similar form as Eq. (1) if
defining ψ¯ = γTσy, ψ = γ, γ¯
0 = σy and γ¯ = −iσyα for
Eq. (1). There are two key differences between Eq. (1)
and Eq. (11): (i) that Eq. (1) is in 2+1D while Eq. (11)
is in 3+1D, and (ii) that Eq. (1) only has one complex
fermionic degree of freedom while Eq. (11) has N = 4Nf
ones. The first difference does not matter since the RG
equations of both actions are derived in d = 4 −  di-
mensions, and the second difference can be resolved by
formally limiting N to 1 in the RG equations of Eq. (11)
as proposed in Ref. [27].
The RG equations of velocities in Eq. (11) are still de-
coupled from others and read
dvb
dl
=
Ng˜2
(
v2f − v2b
)
32pi2vbv3f
,
dvf
dl
=
g˜2(vb − vf )
6pi2vb(vb + vf )2
. (12)
The above equation is exactly the same as Eq. (4) after
taking N → 1, implying the emergence of Lorentz invari-
ance vf = vb = 1. Similar as the last part, we study
the RG flows of other parameters for vf = vb = 1, and
thereby the RG equations of g, u, m, b, r and a in Eq. (11)
take the form
dg˜
dl
= g˜
(

2
− (6 +N)g˜
2
32pi2
)
du˜
dl
=
12Ng˜4 − 2Ng˜2u˜− 3u˜2
16pi2
+ u˜
dm
dl
= m− 3g˜
2m
16pi2
db˜
dl
= b˜(1 +

2
) +
b˜
(−3Ng˜2 − 6u˜)+ 24Ng˜3m
32pi2
dr
dl
= 2r − b˜
2 +Ng˜2
(
r − 6m2)+ ru˜
16pi2
da˜
dl
= (3− 
2
)a˜− Na˜g˜
2 + 2b˜r − 4Ng˜m3
32pi2
. (13)
The above RG equations of g and u coincide with those
in Ref. [27] at the one-loop level since they are not influ-
enced by the relevant parameters. Formally taking the
N = 1 limit in Eq. (13) renders the exact match to (5),
(6) and (8), verifying the RG scheme used in the last
part.
C. Momentum Cutoff
In this part, we revisit the emergent SUSY with the
momentum cutoff regularization, i.e. integrating the
high-energy modes with spacial momentum k satisfying
Λ(1− dl) < |k| < Λ. The finite-scale nature of the emer-
gent SUSY is also reflected in this scheme.
Since this RG scheme does not need the counter-terms,
the one-loop Feynman diagrams for this RG scheme are
the same as those without counter-terms in Fig. 4. Before
deriving the RG equations according to the diagrams, let
us first redefine the following quantites: g˜ = gΛ−/2,
u˜ = uΛ−, b˜ = bΛ−/2 and a˜ = aΛ/2. We assume that
the relevant parameters are much smaller than Λ (with
proper power according to the dimension of the quan-
tity), and only keep the zeroth order of 1/Λ in the RG
equations. As a result, the RG equations of the velocity
reads
dvb
dl
= (2pi2Kd)
g˜2
(
v2f − v2b
)
32pi2vbv3f
dvf
dl
= (2pi2Kd)
g˜2(vb − vf )
6pi2vb(vb + vf )2
, (14)
where Kd = Ωd−1/(2pi)d−1 with Ωd−1 the solid angle in
d− 1 dimensions. Since the above equations are exactly
the same as Eq. (4) if setting Kd = 1/(2pi
2), the velocities
stably flow to the Lorentz invariant condition vf = vb =
1. With this condition, the RG equations of g˜, u˜,m, b˜, r
5and a˜ are
dg˜
dl
= g˜
(

2
− (2pi2Kd) 7g˜
2
32pi2
)
(15)
du˜
dl
= (2pi2Kd)
12g˜4 − 2g˜2u˜− 3u˜2
16pi2
+ u˜
dm
dl
= m− (2pi2Kd)3g˜
2m
16pi2
db˜
dl
= (1 +

2
)˜b+ (2pi2Kd)
b˜
(−3g˜2 − 6u˜)+ 24g˜3m
32pi2
dr
dl
= 2r − (2pi2Kd)
b˜2 + g˜2
(
r − 6m2)+ ru˜
16pi2
+ ∆r
da˜
dl
= (3− 
2
)a˜− (2pi2Kd) a˜g˜
2 + 2b˜r − 4g˜m3
32pi2
+ ∆a ,
where ∆r =
Kd
8 (2u˜ − 4g˜2)Λ2 and ∆a =
Kd
16
(
4b˜− 8g˜m
)
Λ2. There are two differences be-
tween the above equations and those abtained from
DR: (i) the (2pi2Kd) factor, and (ii) the extra terms ∆r
and ∆a in the RG equations of r and a. Since the RG
equations of g, u, b,m in Eq. (15) have the same form as
Eq. (5) and (6), the stable flow to (u/g2, b/(mg)) = (3, 3)
is independent of r and a. Despite the extra terms ∆r
and ∆a in the RG equations of r and a, the flow of
( agm3 − rm2 + 1) for (u/g2, b/(mg)) = (3, 3) is similar to
that in Eq. (9), which reads
d
dl
( ag
m3
− r
m2
+ 1
)
=
5
8
g˜2Kd
( ag
m3
− r
m2
+ 1
)
, (16)
indicating the SUSY point is still a fixed point for the RG
flow and only needs to finely tune one parameter. As dis-
cussed at the beginning of this part, the RG equations
(14) and (15) are obtained in the condition that the rel-
evant parameters r, b,m, a are small compared with the
cutoff Λ. This condition again reflects the finite-scale na-
ture of the emergent SUSY at the FOQPT discussed in
the last section: the emergent SUSY can only be observed
before the relevant parameters become comparable with
the ultraviolet cutoff as the scale increases.
IV. TOPOLOGICAL FOQPT
In this section, we demonstrate that SUSY-invariant
action (Eq. (1) with Eq. (2)) features a topological FO-
QPT in the sense that the Majorana field undergoes an
unusual topological phase transition, which leads to ex-
perimentally testable phenomena. We first describe it in
general and then focus on the a∗ = 0 case to elaborate
the phenomenon.
As discussed in Sec. II, there are two vacua for Eq. (1)
when SUSY exists. The two vacua must have the same
energy since both vacua have SUSY and SUSY requires
the ground state energy to be zero (after removing the
constant that is decoupled to the superparnters).5 This
indicates that the SUSY-invariant version of Eq. (1) de-
scribes a system right at the FOQPT with the bosonic
vacuum expectation value (VEV) 〈φ〉 jumping between
(−m ± √3m2 − 2r)/g. Here we neglect the possibil-
ity that a new vacuum with lower energy appears af-
ter including all orders of quantum correction29. As the
fermion mass has the expression mf = m + g〈φ〉, mf
takes the values ±√3m2 − 2r across the transition. The
sign flip of the fermion mass signals a topological phase
transition, as the fermion mass domain wall can trap a
1+1D chiral Majorana mode.33 More importantly, the
non-zero mf across the transition indicates the fermion
gap does not close, thus representing a unique topological
phase transition without gap-closing owing to its first-
order transition nature. Although a similar scenario has
been discussed in the literature34–36, our case is special
because the unchanged mass amplitude |mf | across the
transition is required by the emergent SUSY. This fea-
ture is better exposed by Eq. (3), which is equivalent
to Eq. (1). A suitable rewrite of the bosonic potential
V (φ¯) = 14! φ¯
2u[ 12u (r
′ − 13 b
′2
u ) + (φ¯+
2b′
u )
2] shows that the
FOQPT now can occur at r′ = b′2/(3u) and b′ 6= 0,
where 〈φ¯〉 changes between 0 and −2b′/u, and mf jumps
between m′ and m′ − 2b′g/u. Therefore, the relation
b′g = um′ imposed by SUSY is essential to maintain the
unchanged magnitude of mf and flip its sign across the
transition.
To better illustrate the topological FOQPT, we next
discuss the action Eq. (10) with a∗ = 0 as an example.
This case is quite general since a∗ = 0 can always be
achieved by a vacuum shift like that for Eq. (3). We first
derive the bosonic VEV 〈φ〉 in Eq. (10) with a∗ = 0,
which stands for the macroscopic magnetic ordering, by
searching for the global minimum of the bosonic part of
the action. Owing to the negative sign in front of ∂2,
〈φ〉 must be uniform in (τ,x). By minimizing the boson
potential V (φ) = r∗φ2/2 + g∗m∗φ3/2 + (g∗)2φ4/8, we
found a non-magnetic phase (I) and two magnetic phases
(II,III) with opposite values of 〈φ〉 (See Fig. 2(a)):
I : r∗ > (m∗)2, 〈φ〉 = 0 (17)
II : r∗ < (m∗)2,m∗ > 0, 〈φ〉 = −3m
∗ −√9(m∗)2 − 8r∗
2g∗
III : r∗ < (m∗)2,m∗ < 0, 〈φ〉 = −3m
∗ +
√
9(m∗)2 − 8r∗
2g∗
.
The phases I and II (III) are separated by the transition
line r∗ = (m∗)2 with m∗ > 0 (m∗ < 0) as depicted by
the line 1 (2) in Fig. 2(a), while the Phases II and III are
separated by the line m∗ = 0 and r∗ < 0 (the line 3 in
Fig. 2(a)).
According to the above discussion, all the three tran-
sition lines are FOQPT lines with emergent SUSY. To
show this, we consider a path across the phase transition
line 1 or 2, such as the path η1 in Fig. 2(a). As shown
by the blue line in Fig. 2(b), 〈φ〉 vanishes on the phase I
side, but approaches 〈φ〉 = −2m∗/g∗ as r∗ = (m∗)2 + 0−
(on the phase II or III side). Therefore, lines 1 and 2
are FOQPT lines with two degenerate vacua 〈φ〉 = 0 and
−2m∗/g∗, where the emergent SUSY was demonstrated
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FIG. 2. (a) Phase diagram for the action Eq. (10) with a∗
fixed to be zero. The blue lines 1,2 and 3 depict the topo-
logical FOQPT with emergent supersymmetry. The gray dot
at r∗ = m∗ = 0 is the quantum critical point discussed in
Ref. [10]. The Ising order parameter 〈φ〉 (silver arrows) and
the dispersion of the Majorana fermion field with the mass
mf (the red and blue curves) are schematically shown for all
the phases. The Majorana field has zero mass at the gray
dotted line in the phase I. The orange dashed lines η1 and η2
are parameterized as (r∗/(g∗)4,m∗/(g∗)2) = (1,−1 + t1) and
(−1, t1), respectively, where t1 ∈ [−0.3, 0.3]. (b) and (c) show
the fermion mass mf (red lines) and the VEV of the boson
field 〈φ〉 (blue lines) when tuning the parameters along the
lines η1 and η2 in (a), respectively.
above for the former vacuum. Around the latter vacuum,
the action for the boson fluctuation δφ = φ+2m∗/g∗ and
the fermion γ has the same form as Eq. (10) with a∗ = 0
and the replacement m∗ → −m∗ and r∗ → (m∗)2, which
also exhibits SUSY. Then, SUSY emerges along the FO-
QPT lines 1 and 2 in either of the two vacua. Similarly,
the line 3 is also a FOQPT line with two degenerate vacua
〈φ〉 = ±√−2r∗/g∗ as shown by the blue line in Fig. 2(c).
Around either of the two vacua, the corresponding action
𝑦 𝑥
𝑧
𝐵
𝑚𝑓
𝑔∗ 2
𝐵/𝐵𝑐(a) (b)
〈𝜙〉/𝑔∗
FIG. 3. (a) shows the experimental setup of TR-invariant
TSC with surface magnetic doping to observe the emergent
SUSY. An external magnetic field B along z is applied as
a tuning parameter. (b) shows the fermion mass mf (red
line) and the surface magnetization 〈φ〉 (blue line) versus the
magnetic field B. Here B = Bc is where the FOQPT with
emergent SUSY happens.
for the boson fluctuation δφ = φ−(±√−2r∗/g∗) and the
fermion γ can be obtained from Eq. (10) with a∗ = 0 by
replacements m∗ → ±√−2r∗ and r∗ → −2r∗, and thus
possesses SUSY. We conclude that SUSY exists for all
three FOQPT lines in Fig. 2(a) around any of the de-
generate vacua. Moreover, the topological feature of the
three FOQPT lines is shown by the red lines in Fig. 2(b)
and (c), where the fermion mass mf = m
∗ + g∗〈φ〉
changes suddenly between ±m∗ across the lines 1 and
2, and between ±√−2r∗ across the line 3.
V. EXPERIMENTAL SETUP
In this section, we demonstrate that, by tuning an ex-
ternal magnetic field B, the emergent SUSY at FOQPT
might be realized on the surface of a TR-invariant TSC
with surface magnetic doping, as shown in Fig. 3(a). The
action of the TR-invariant TSC reads37–39
S0 =
∫
dτdk3
(2pi)3
[
ψ¯τ,k(∂τ + h(k))ψτ,k +
1
2
ψ¯τ,k∆k(ψ¯τ,−k)T
+
1
2
ψTτ,−k∆
†
kψτ,k
]
(18)
where ψ¯τ,k = (ψ¯τ,k,↑, ψ¯τ,k,↓) is the Grassman field for the
electron with the momentum k = (kx, ky, kz), h(k) =
k2
2m0
− µ with the chemical potential µ, and ∆k =
∆p(k · s)isy with the p-wave pairing ∆p > 0 and the
Pauli matrices si for spin. Eq. (18) may be used to de-
scribe the Ce-based heavy fermion SCs and half-Heusler
SCs, and its superfluid version has been realized in B
phase of He-3. 40–42 For µm0 > 0, one can solve Eq. (18)
with an open boundary condition at z = 0 and obtain
gapless Majorana modes γ at the surface37–39. (See Ap-
pendix. E for details.)
The surface magnetic doping of TSC can be phe-
nomenologically described by the standard Ginzburg-
7Landau free energy of Ising magnetism, SM =∫
ddx[ 12φ(−∂2τ −v2b∇2 +r0)φ+ 14!uφ4], where φτ,x,y is the
order parameter of surface Ising magnetism along z. φ is
coupled to electrons at the surface through the exchange
interaction, which takes the form 12g
∫
ddxφγTσyγ after
the surface projection. Furthermore, a magnetic field B
along z is applied and coupled to both electron spin and
Ising magnetism on the surface through the Zeeman-type
action, and with that, we arrive at the total action:
SE =
∫
ddx
[
1
2
γT (∂τ − ivfα ·∇)γ + 1
2
gφγTσyγ+
1
2
φ(−∂2τ − v2b∇2 + r0)φ+
1
4!
uφ4 +
1
2
µBBγ
Tσyγ
+a1Bφ+
a2
3!
Bφ3
]
. (19)
(See more details in Appendix. E.) Here, we neglect the
orbital effect as all fields are charge neutral, and add an
φ3 term since it is allowed by symmetry and can be gen-
erated at the quantum level. Since Eq. (19) has exactly
the same form as Eq. (1), its RG equations are the same
as Eq. (4),(5), (6) and (8), resulting in a∗2 = 3µ
∗
Bg
∗ in ad-
dition to vf = vb = 1 and u
∗ = 3(g∗)2. For simplicity, we
neglect the B-dependence of µ∗B , r
∗
0 and a
∗
1. In this case,
as long as r∗0 >
3a∗1g
∗
µ∗B
, there exists a critical magnatic field
Bc = ± 1µ∗B
√
r∗0 − a
∗
1g
∗
µ∗B
such that FOQPT with emergent
SUSY happens at B = Bc. To demonstrate this possibil-
ity, we choose the values of parameters as r∗0/(g
∗)4 = 0.2,
a∗1/g
∗ = −1, µ∗B(g∗)2 = 1 and B ≥ 0. As B increases to
the critical value Bc ≈ 1.1(g∗)4, the FOQPT is reached.
A signature of emergent SUSY at FOQPT is that the
fermion mass mf = m
∗ + g∗〈φ〉 should have unchanged
magnitude and flip sign across the transition, verified by
the red line in Fig. 3(b). The unchanged amplitude of
|mf | can be confirmed by local density of states measure-
ment with scanning tunneling microscopy, and the sign
flip can be tested by checking the resulting topological
phase transition, i.e. the appearance or disappearance
of chiral 1+1D domain-wall fermion. Moreover, the sur-
face magnetization 〈φ〉 has a sudden change (see the blue
line in Fig. 3(b)) as an evidence of FOQPT, which can be
measured by superconducting quantum interference de-
vices.
VI. CONCLUSION AND DISCUSSION
In conclusion, SUSY with massive superpartners can
emerge at the topological FOQPT occurring on the sur-
face of a TR-invariant TSC in a tunable external mag-
netic field. Although the emergence of the SUSY only
happens in a finite range of scales owing to the gapped
nature of FOQPT, the scale range can be large when the
initial mass is small. Although the emergent SUSY with
massive superpartners was proposed in a cold-atom sys-
tem with spontaneous symmetry breaking26, similar to
that at line 3 in Fig. 2(a), that proposal requires to tune
more than one parameter and does not discuss the re-
lation between SUSY and the topological FOQPT. Our
work also helps shed light upon other emergent symme-
tries of a FOQPT.43
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Appendix A: Rotational Invariance of Eq. (1)
In this section, we show that Eq. (1) of the main text is
the most general rotationally invariant action to φγTσyγ
and φ4 order if assuming φ has uniform classical vacuum.
Lz Expressions
0 ∂τ , ∂
2
τ , σ0, σy,∇2
-1 ∂x − i∂y, σz − iσx
1 ∂x + i∂y, σz + iσx
-2 (∂x − i∂y)2
2 (∂x + i∂y)
2
TABLE I. Classification of partial derivatives and Pauli ma-
trices according to the angular momentum Lz.
The rotation transformation along z is defined as
γTτ,x → γTτ,Rθxe−iσyθ/2 and φτ,x → φτ,Rθx, where Rθ is
the rotational matrix along z for angle θ counterclock-
wise. According to the transformation, the Pauli ma-
trices and the derivatives in the action can be classified
according to their angular momentum Lz, as shown in
Tab.I. Based on Tab.I, the most general action without
derivatives is
S0 =
∫
dτdd−1x
∑
n≥0
gnφ
n(γTσyγ) +
∑
n≥1
unφ
n
 ,
(A1)
where Hermiticity requires gn, un ∈ R, and the Hermi-
tian conjugate transformations of the fields are γ†τ,x =
γT−τ,x and φ
†
τ,x = φ−τ,x since τ is imaginary time. In S0,
u1 is the linear φ term, g0, u2 are the mass terms, and all
other terms are the on-site interaction terms. The most
8general kinetic term of γ with leading order derivatives
is
S1 =
∫
dτdd−1xγT [A∂τ + iB1(σz + iσx)(∂x − i∂y)
+iB∗1(σz − iσx)(∂x + i∂y)] γ , (A2)
where A ∈ R. The most general kinetic term of φ with
leading order derivatives is
S2 =
∫
dτdd−1xφ
[−C0∂2τ − C1∇2]φ , (A3)
where C0, C1 ∈ R and there are no first order derivatives
since [φτ,x, φτ ′,x′ ] = 0. Then, S
′ = S0 + S1 + S2 is the
most general rotationally invariant action if the kinetic
term only contains the leading order derivatives and the
on-site interaction terms have no derivatives.
Next we show how to derive Eq. (1) of the main text
from S′. Since we want the classical vacuum of φ to be
uniform, we assume C0 > 0, C1 ≥ 0. We also assume
A 6= 0 which is typically true for a legitimate fermion ac-
tion. By changing integration variable τ → sgn(A)τ and
defining B1 = − 12 |A|vfeiθB , gn = g˜n|A|(C0)n/2, un =
u˜nC
n/2
0 , C1 = v
2
bC0, γ
T
sgn(A)τ,x =
1√
2|A|γ
′T
τ,xe
−iσyθB/2 and
φsgn(A)τ,x = φ
′
τ,x/
√
2C0, S
′ becomes
S′ =
∫
dτdd−1x
[
1
2
γT (∂τ − ivfα ·∇)γ
−1
2
φ(∂2τ + v
2
b∇2)φ+
∑
n≥0
g˜n
1
2n/2+1
φnγTσyγ
+
∑
n≥1
u˜n
1
2n/2
φn
 , (A4)
where vf ≥ 0 can be chosen by adjusting θB , and γ′
and φ′ are renamed as γ and φ since they are integrated
over in the partition function. The renaming of γ′ and
φ′ would not cause any physical confusion since γ′ and
φ′ behave the same as γ and φ under rotation, TR and
hermitian conjugate:
γ′Tτ,x =
√
2|A|γTsgn(A)τ,xeiσyθB/2
SO(2)−→
√
2|A|γTsgn(A)τ,Rθxe−iσyθ/2eiσyθB/2
= γ′Tτ,Rθxe
−iσyθ/2 ,
γ′Tτ,x =
√
2|A|γTsgn(A)τ,xeiσyθB/2
TR−→
√
2|A|γTsgn(A)τ,x(iσy)eiσyθB/2
= γ′Tτ,x(iσy) ,
(γ′Tτ,x)
† =
√
2|A|e−iσyθB/2γ−sgn(A)τ,x = γ′−τ,x ,
and obvious for φ′ and φ due to their simple relation
φ′τ,x =
√
2C0φsgn(A)τ,x. If we only keep the on-site inter-
action terms up to the φγTσyγ and φ
4 order and define
g˜0 = m,g˜1 =
√
2g, u˜1 =
√
2a, u˜2 = r, u˜3 =
√
2b/3 and
u˜4 = u/3!, Eq. (A4) is the same as Eq. (1) . Therefore,
Eq. (1) is the most general rotational invariant action if
(i) only keeping leading order derivatives in the kinetic
terms, (ii) neglecting derivatives in the on-site interac-
tion, (iii) only keeping terms to φγTσyγ and φ
4 order for
the on-site interaction, and (iv) assuming the classical
vacuum of φ is uniform.
At last, we show Eq. (1) is in the most general rota-
tionally invariant form if only keeping terms to φγTσyγ
and φ4 order for the on-site interaction and assuming the
classical vacuum of φ is uniform, which is the statement
at the beginning of this section. It means that we need
to argue why higher-order derivatives in the kinetic en-
ergy terms and derivatives in the on-site interaction can
be neglected. The argument will be done by dimension
analysis. The dimensions of fields are [γ] = (d−1)/2 and
[φ] = (d − 2)/2. As a result, we have [vf ] = [vb] = 0,
[u˜n] = (2−n)d/2+n and [g˜n] = −nd/2+n+1. The zero
dimension of vf and vb means any higher-order deriva-
tives in the kinetic terms of γ and φ are irrelevant, and
thus can be neglected. Now we discuss the on-site inter-
action. Since we perform RG analysis in d = 4 − , we
may analyze the dimension of the interaction for d = 4,
resulting that [u˜n] = 4 − n and [g˜n] = 1 − n. It means,
keeping φγTσyγ and φ
4 order is equivalent to neglect all
the irrelevant on-site interaction terms at d = 4. The
remaining on-site interaction terms include b, g and u. g
and u are marginal, and thus adding derivatives to the
two terms would make them irrelevant. [b] = 1 for d = 4
and thus allows one derivative. However, this derivative
would be a total derivative since (∂xφ)φ
2 = (∂xφ
3)/3 and
can be neglected. Therefore, the derivatives in the on-site
interaction can be neglected if only keeping terms to the
φγTσyγ and φ
4 order. The statement at the beginning
of this section is proven.
Appendix B: SUSY
In this section, we discuss the SUSY algebra and trans-
formation. Since the fields considered here are one two-
component Majorana field and one Ising field, there
should be two supercharges Qa with a = 1, 2 instead
of four for N = 1 Wess-Zumino model in 3+1D.5 The
supercharges satisfy
{Qa1 , Qa2} = 2α¯µa1a2Pµ , (B1)
where α¯µ = σy(α
µ)Tσy and Pµ is the energy-momentum
operator that gives [Pµ, ϕ] = i∂µϕ for any field operator
ϕ. Here the metric is chosen as (−,+,+). The infinites-
imal SUSY transformation is defined as
δξϕ = −i[ξTσyQ,ϕ] , (B2)
which gives
(δξδη − δηδξ)φ = 2iηTαµξ∂µϕ . (B3)
9Here ξ, η are two two-component Grassmann numbers.
Eq. (B3) shows the closure of the SUSY algebra.
Now, we show the SUSY of SUSY-invaraint version of
Eq. (3). For simplicity, we replace m′ and φ¯ by m and φ,
respectively. The action can be re-written as
SSUSY = Sγ,0 + Sγφ + Sφ,0 + Sφ,3 + Sφ,4 , (B4)
where
Sγ,0 =
∫
dτdd−1x
1
2
γT (i∂µα
µ +mσy)γ
Sγφ =
∫
dτdd−1x
1
2
gφγTσyγ
Sφ,0 =
∫
dτdd−1x
1
2
φ(−∂2 +m2)φ
Sφ,3 =
∫
dτdd−1x
1
2
gmφ3
Sφ,4 =
∫
dτdd−1x
1
8
g2φ4 . (B5)
The SUSY transformation in this case can be defined as
δξφ = ξ
Tσyγ , δξγ = σyα
µ(i∂µ)ξφ+ ξ(−mφ− gφ2/2) .
(B6)
To demonstrate S∗ is SUSY invariant, we can first act δξ
on Sγ,0 and get
δξSγ,0 = −δξ(Sφ,0+ 1
3
Sφ,3)+
∫
dτdd−1x
−gφ2
2
ξT i∂µα
µγ .
(B7)
Then act δξ on Sγφ and get
δξSγφ = −δξ(2
3
Sφ,3 + Sφ,4) +
∫
dτdd−1x
gφ2
2
ξT i∂µα
µγ .
(B8)
As a result, we have
δξ(Sγ,0 + Sγφ) = −δξ(Sφ,0 + Sφ,3 + Sφ,4)⇔ δξS∗ = 0 .
(B9)
The defined SUSY transformation must be close, i.e. sat-
isfying Eq. (B3). It is true for φ, i.e.
(δξδη − δηδξ)φ = 2iηTαµξ∂µφ . (B10)
For γ, we have
(δξδη − δηδξ)γ = 2iηTαµξ∂µγ
−(ηξT − ξηT )(iαµ∂µ +mσy + gφσy)γ , (B11)
where ηξT−ξηT = ∑µ ηTαµξαµ and σyαµαν+αναµσy =
2σyδ
µν are used. Clearly, the closure of the algebra for
γ requires the equatin of motion of γ, which is (iαµ∂µ +
mσy + gφσy)γ = 0. We call the algebra is close through
the equation of motion. The requirement of the equation
of motion is because we integrate out the auxiliary field.5
Appendix C: Details For RG Equations
In this section, we derive Eq. (4),(5), (6) and (8). We
first derive the Callan-Symanzik equation for N -point
function, and then show the RG equations to the one-
loop order.
1. Callan-Symanzik Equation
The regularization scheme chosen here is the dimen-
sional regularization with d = 4−. For a generic dimen-
sion d, the dimensions of the fields, velocities, masses and
interaction couplings are [γ] = (d− 1)/2, [φ] = (d− 2)/2,
[vb] = [vf ] = 0, 2[m] = [r] = 2, [a] = 1 + d/2,
[g] = (4 − d)/2, [b] = (6 − d)/2 and [u] = 4 − d. For
d = 4, [a] = 3, [g] = [u] = 0 and [b] = 1. In order to
keep the dimensions of the couplings the same as d = 4
in the d = 4− scheme, we introduce a parameter µ˜ with
[µ˜] = 1 by doing the transformation
a→ aµ˜−/2, g → gµ˜/2, b→ bµ˜/2 and u→ uµ˜ . (C1)
In addition, in order to include the quantum corrections,
we should introduce Z factors to the action, and the ac-
tion becomes
S =
∫
ddX
{
1
2
γT [Zγ∂τ + Zvf vf (−iα ·∇) + Zmmσy]γ
+
1
2
Zggµ˜
/2φγTσyγ +
1
2
φ(−Zφ∂2τ − Zvbv2b∇2 + Zrr)φ
+Zaaµ˜
−/2φ+
1
3!
Zbbµ˜
/2φ3 +
1
4!
Zuuµ˜
φ4
}
, (C2)
where the partition function is Z =
∫
DγDφe−S and
X = (τ,x). Here, Z factors are chosen to only can-
cel the divergent part of the quantum corrections (MS
scheme29). Since the divergence of the quantum correc-
tions is given by 1/n with n positive integer, the Z fac-
tors must have the form
ln(Zi) =
+∞∑
n=1
A
(n)
i
n
(C3)
with i = γ, φ, vf , vb,m, r, a, g, b, u and “ ln ” function for-
mally defined as ln(1 + x) =
∑+∞
n=1
(−1)n−1xn
n . Now, we
derive the expressions β and Γ functions, where we use
Γ instead of commonly used γ to label the Gamma func-
tions since the latter is reserved for the Majorana field.
Since µ˜ is not physical, the physical action as well as any
physical observable should not depend on µ˜. By defining
φ(0) = Z
1/2
φ φ, γ
(0) = Z1/2γ γ, g
(0) = µ˜/2ZggZ
−1/2
φ Z
−1
γ ,
b(0) = ZbZ
−3/2
φ bµ˜
/2, u(0) = µ˜ZuuZ
−2
φ , v
(0)
f = Zvf vfZ
−1
γ
(v
(0)
b )
2 = Zvbv
2
bZ
−1
φ , m
(0) = ZmmZ
−1
γ , r
(0) = ZrrZ
−1
φ ,
and a(0) = Z
−1/2
φ Zaaµ˜
−/2, (C4)
the partition function becomes Z = C0
∫
Dγ(0)Dφ(0)e−S
with S becomes
S =
∫
ddX
{
1
2
(γ(0))T [∂τ + v
(0)
f (−iα ·∇) +m(0)σy]γ(0)
+
1
2
g(0)φ(0)(γ(0))Tσyγ
(0) +
1
2
φ(0)(−∂2τ − (v(0)b )2∇2)φ(0)
+
1
2
r(0)(φ(0))2 + a(0)φ(0) +
1
3!
b(0)(φ(0))3 +
1
4!
u(0)(φ(0))4
}
.
(C5)
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In this way, we obtain a partition function with an ac-
tion that is independent of µ˜. Since µ˜ is not physi-
cal, S in the above equation should be the physical ac-
tion that gives the physical observables. It means the
fields φ(0) and γ(0) and the parameters w(0)’s in the
above equation are physical and independent of µ˜, where
w = vf , vb, r,m, a, g, b, u. As a result, we have
d
d ln µ˜
ln(µ˜/2ZggZ
−1/2
φ Z
−1
γ ) = 0⇔
dg
d ln µ˜
= − 
2
g + βg with βg = gD(A
(1)
g −
1
2
A
(1)
φ −A(1)γ )
d
d ln µ˜
ln(µ˜−/2ZaaZ
−1/2
φ ) = 0⇔
da
d ln µ˜
=

2
a+ βa with βa = aD(A
(1)
a −
1
2
A
(1)
φ )
d
d ln µ˜
ln(µ˜/2ZbbZ
−3/2
φ ) = 0⇔
db
d ln µ˜
= − 
2
b+ βb with βb = bD(A
(1)
b −
3
2
A
(1)
φ )
d
d ln µ˜
ln(µ˜ZuuZ
−2
φ ) = 0⇔
du
d ln µ˜
= −u+ βu with βu = uD(A(1)u − 2A(1)φ )
d
d ln µ˜
ln(Zvf vfZ
−1
γ ) = 0⇔
1
vf
dvf
d ln µ˜
= Γvf with Γvf = D(A
(1)
vf
−A(1)γ )
d
d ln µ˜
ln(Zvbv
2
bZ
−1
φ ) = 0⇔
1
vb
dvb
d ln µ˜
= Γvb with Γvb =
1
2
D(A(1)vb −A
(1)
φ )
d
d ln µ˜
ln(ZmmZ
−1
γ ) = 0⇔
1
m
dm
d ln µ˜
= Γm with Γm = D(A
(1)
m −A(1)γ )
d
d ln µ˜
ln(ZrrZ
−1
φ ) = 0⇔
1
r
dr
d ln µ˜
= Γr with Γr = D(A
(1)
r −A(1)φ )
Γφ =
1
2
d
d ln µ˜
ln(Zφ) = −1
2
D(A
(1)
φ )
Γγ =
1
2
d
d ln µ˜
ln(Zγ) = −1
2
D(A(1)γ ) , (C6)
where D = g2∂g +
b
2∂b + u∂u − a2∂a and the condition
that β and Γ functions are finite at  → 0 is used. Now
we derive the Callan-Symanzik equation. The physical
N -point function is defined as
F
(0)
Nφ,Nγ
(Xn, w
(0)) =
〈 Nφ∏
n1=1
φ
(0)
Xn1
 Nγ∏
n2=1
γ
(0)
Xn2 ,in2
〉
(C7)
with Xn indicating all its coordinate dependence. The
above equation is related with the N -point function of γ
and φ by Eq. (C4):
FNφ,Nγ (Xn, w, µ˜) =
〈 Nφ∏
n1=1
φXn1
 Nγ∏
n2=1
γXn2 ,in2
〉
= Z
−Nφ/2
φ Z
−Nγ/2
γ F
(0)
Nφ,Nγ
. (C8)
Combining the fact that F
(0)
Nφ,Nγ
is independent of µ˜ and
Eq. (C6), we arrive at the Callan-Symanzik equation with
respect to µ˜:
(
∂
∂ ln µ˜
+NφΓφ +NγΓγ + βa∂a + βg∂g + βu∂u + βb∂b
+vfΓvf∂vf + vbΓvb∂vb +mΓm∂m + rΓr∂r − D)
FNφ,Nγ (Xn, w, µ˜) = 0 . (C9)
But we want the Callan-Symanzik equation with respect
to the physical scale instead of the non-physical µ˜. To
do so, consider the N -point function with scaled coor-
dinates FNφ,Nγ (tXn, w, µ˜). By defining γ
′
X = γtXt
[γ],
φ′X = φtXt
[φ], w′ = wt[w] and µ˜′ = µ˜t , we have
FNφ,Nγ (tXn, w, µ˜) = t
−Nφ[φ]−Nγ [γ]FNφ,Nγ (Xn, w
′, µ˜′) .
(C10)
Differentiating the above equation by t at t → 1 and
using Eq. (C9), we have
Xn∂XnFNφ,Nγ (Xn, w, µ˜) =
[
−Nφ(d− 2
2
+ Γφ)
−Nγ(d− 1
2
+ Γγ) + ((3− 
2
)a− βa) + ( 
2
g − βg)∂g
+(

2
b+ b− βb)∂b + (u− βu)∂u + (−vfΓvf )∂vf
+(−vbΓvb)∂vb + (1− Γm)m∂m + (2− Γr)r∂r]
FNφ,Nγ (Xn, w, µ˜) . (C11)
The meaning of the above equation can be better illu-
trated in the integrated form:
FNφ,Nγ (e
lXn, w(0), µ˜) = [ζφ(l)]
Nφ [ζγ(l)]
Nγ
FNφ,Nγ (Xn, w(l), µ˜) , (C12)
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where
dg
dl
=

2
g − βg, db
dl
= (

2
+ 1)b− βb, du
dl
= u− βu
dvf
dl
= −vfΓvf ,
dvb
dl
= −vbΓvb ,
dm
dl
= (1− Γm)m
dr
dl
= (2− Γr)r, da
dl
= (3− 
2
)a− βa (C13)
dζφ
dl
= −(d− 2
2
+ Γφ)ζφ,
dζγ
dl
= −(d− 1
2
+ Γγ)ζγ ,
and ζφ(0) = ζγ(0) = 1. Eq. (C12) indicates that the N -
point function at a larger scale elXn is the same as the
N -point function at Xn with scaled fields φ, γ and param-
eters w according to Eq. (C13). It means, we can define
an action Sl that is the same as S except that the pa-
rameters w in Sl can scale with l according to Eq. (C13).
In this case, the N-point function generated by Sl at Xn
and the N-point function given by S at elXn just deviate
from each other by a factor [ζφ(l)]
Nφ [ζγ(l)]
Nγ . Then, Sl
can be viewed as an effective action of S at a larger scale
el. And Eq. (C13) is called the RG equations. In the fol-
lowing, we will derive the RG equations to the one-loop
order.
2. One-Loop RG Equations
In order to obtain Eq. (4),(5), (6) and (8), we need to
find the corresponding β and Γ functions in Eq. (C13).
According to Eq. (C6) and Eq. (C3), it is equivalent to
deriving the expression of the Z factors in Eq. (C2). Since
the Z factors are given by the quantum corrections, we
need to evaluate the loop diagrams. For convenience, we
seperate Eq. (C2) into two parts S = Sc + Sct with
Sc =
∫
ddX
{
1
2
γT [∂τ + vf (−iα ·∇) +mσy]γ
+
1
2
gµ˜/2φγTσyγ +
1
2
φ(−∂2τ − v2b∇2 + r)φ
+aµ˜−/2φ+
1
3!
bµ˜/2φ3 +
1
4!
uµ˜φ4
}
(C14)
and
Sct =
∫
ddX
{
1
2
γT [(Zγ − 1)∂τ + (Zvf − 1)vf (−iα ·∇)
+(Zm − 1)mσy]γ + 1
2
(Zg − 1)gµ˜/2φγTσyγ (C15)
+
1
2
φ[−(Zφ − 1)∂2τ − (Zvb − 1)v2b∇2 + (Zr − 1)r]φ
+(Za − 1)aµ˜/2φ+ 1
3!
(Zb − 1)bµ˜/2φ3 + 1
4!
(Zu − 1)uµ˜φ4
}
.
Here Sc is Eq. (C2) without quantum corrections and Sct
is called the counter-terms. According to Eq. (C14), the
fermion propagator is
Gγ(k) = (iω −mσy − vfk ·α)−1 (C16)
FIG. 4. One-loop Feynman diagrams and the cor-
responding counter-terms for the Z factors in Eq. (C2).
The solid(dashed) line is the fermion(boson) propagator in
Eq. (C16) (Eq. (C17)). The cross maker stands for the
counter-term in Eq. (C15).
and the boson propagator reads
Gφ(q) = (ν
2 + v2bq
2 + r)−1 . (C17)
Here k = (ω,k) and q = (ν, q). Equiped with Eq. (C14)-
(C17), we can evaluate the loop diagrams. For simplicity,
we only consider the one-loop diagrams, which together
with the corresponding counter-terms are shown in Fig. 4.
The one-loop contribution to the fermion self-energy
Σ(k) is given by Fig. 4 a and b, which reads
Σ(k) = g2µ˜
∫
ddq
(2pi)d
σyGγ(k − q)σyGφ(q)
+
[−(Zγ − 1)iω + (Zm − 1)mσy + (Zvf − 1)vfα · k] (C18)
= − g
2
4pi2vb(vb + vf )2
1

[
iω +
vb + vf
vf
mσy − 2vb + vf
3vf
vfα · k
]
+
[−(Zγ − 1)iω + (Zm − 1)mσy + (Zvf − 1)vfα · k]+O(0) ,
where we only keep the divergent terms since Z factors
are chosen to only cancel the divergent part.
The one-loop contribution to the boson self-energy
Π(q) is given by Fig. 4 c, d, e and f, which reads
Π(q) =
b2µ˜
2
∫
ddq1
(2pi)d
Gφ(q1 − q)Gφ(q1)
−g
2µ˜
2
∫
ddk
(2pi)2
Tr [Gγ(k)σyGγ(k + q)σy]
−uµ˜

2
∫
ddq1
(2pi)d
Gφ(q1)
− [(Zφ − 1)ν2 + (Zvb − 1)v2bq2 + (Zr − 1)r] (C19)
=
b2
(16pi2v3b ) 
−
g2
(
6m2 + ν2 + v2fq
2
)
16pi2v3f 
+
ru
(16pi2v3b ) 
− [(Zφ − 1)ν2 + (Zvb − 1)v2bq2 + (Zr − 1)r]+O(0) .
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The fermion-boson coupling term Γφγγ has the one-
loop correction given by Fig. 4 g,h and i, which reads
Fφγγ = −g3µ˜3/2
∫
ddq′
(2pi)d
[σyGγ(q
′)σyGγ(q′)σy]Gφ(q′)
−gµ˜/2(Zg − 1)σy +O(0)
=
g3
4pi2vbvf (vb + vf )
σy − g(Zg − 1)σy +O(0) , (C20)
where the contribution of Fig. 4h is not explicitly in-
cluded since it is not divergent for d = 4− .
For the φ3 term, the one-loop contribution is given by
Fig. 4 j, k, l and m, and reads
Fφ
3
= −g3µ˜3/2
∫
ddk
(2pi)d
Tr[σyGγ(k)σyGγ(k)σyGγ(k)]
+
3
2
ubµ˜3/2
∫
ddq
(2pi)d
Gφ(q)
2 − (Zb − 1)bµ˜/2 +O(0)
= − 3g
3m
4pi2v3f 
+
3bu
(16pi2v3b ) 
− (Zb − 1)b+O(0) , (C21)
where Fig. 4l is not divergent and included in O(0).
Fig. 4 n, o, p, q and r give the one-loop contribution of
the φ4 term. However, only Fig. 4 n, o and r are divergent
and contribute to the RG equations, which gives
Fφ
4
=
3u2
2
µ˜2
∫
ddq
(2pi)d
Gφ(q)
2
−3g4µ˜2
∫
ddk
(2pi)d
Tr[Gγ(k)σyGγ(k)σyGγ(k)σyGγ(k)σy]
−(Zu − 1)uµ˜ +O(0)
=
3u2
16pi2v3b
1

− 3g
4
4pi2v3f
1

− (Zu − 1)u+O(0) . (C22)
Fig. 4 s, t and u give the one-loop contribution of the
φ term, which gives
Fφ = −gµ˜
/2
2
∫
ddk
(2pi)d
Tr[σyGγ(k)]− bµ˜
/2
2
∫
ddq
(2pi)d
Gφ(q)
−(Za − 1)aµ˜−/2 = −gm
3
8pi2v3f 
+
rb
16pi2v3b 
− (Za − 1)a+O(0) .
(C23)
According to Eq. (C18)-(C23) and Eq. (C3), we have
the expressions of A
(1)
a ’s as
A(1)γ = −
g2
4pi2vb(vb + vf )2
A(1)vf = −
g2(2vb + vf )
12pi2vbvf (vb + vf )2
A(1)m =
g2
4pi2vbvf (vb + vf )
A
(1)
φ = −
g2
16pi2v3f
A(1)vb = −
g2
16pi2v2bvf
A(1)g =
g2
4pi2vbvf (vb + vf )
A
(1)
b =
3
(
u
v3b
− 4g3m
bv3f
)
16pi2
A(1)u =
3
(
u2v3f − 4g4v3b
)
16pi2uv3bv
3
f
A(1)r =
−6m2g2v3b + (ur + b2)v3f
16pi2v3bv
3
fr
A(1)a =
v3fbr − 2gm3v3b
16pi2v3bv
3
fa
. (C24)
Plug the above equation into Eq. (C6), we can get the β
and Γ functions and then we can derive the RG equa-
tions according to Eq. (C13). Due to the transformation
Eq. (C1), a, g, u and b in the obtained RG equations
should be replaced by a˜, g˜, u˜ and b˜ according to the con-
vention defined in the main text. As a result, we can get
Eq. (4),(5), (6) and (8) in the main text.
From Eq. (4),(5), (6) and (8) in the main text, we dis-
cuss the RG equations of w = vf/vb and the RG equation
of u/g2. The RG equation of w reads
dw
dl
= −g
2(w − 1)(w(w(3w + 25) + 9) + 3)
96pi2v3bw
2(w + 1)2
, (C25)
which can be re-written as
dw˜
dl
= −g
2w˜(w˜(w˜(3w˜ + 34) + 68) + 40)
96pi2v3b (w˜ + 1)
2(w˜ + 2)2
= − 5g
2w˜
48pi2v3b
+O
(
w˜2
)
(C26)
with w˜ = w − 1. The RG equation of w˜ shows that the
velocity ratio vf/vb flows exponentially to 1 when it is
close to 1. On the other hand, the RG equation of u/g2
for vf = vb = 1 reads
d(u/g2)
dl
= − g
2
16pi2
(
u
g2
− 3)(3 u
g2
+ 4) . (C27)
Define y = u/g2 − 3, then the above equation can be
re-written as
dy
dl
= − g
2
16pi2
y(3y + 13) , (C28)
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where the existence of y-linear term indicates the expo-
nential flow of u/g2 to 3. Moreover, according to Eq. (5)
of the main text, the RG equation of z = b/(mg)− 3 for
vf = vb = 1 and u/g
2 = 3 is linear in z:
dz
dl
= − g
2
4pi2
z , (C29)
indicating the exponential flow of b/(mg) to 3. There-
fore, although the classical dimensions of vf/vb, u/g
2 and
b/(mg) are zero, their stable flows to the SUSY hypersur-
face are exponential instead of logarithmic after including
the quantum correction.
3. Higher-loop Contribution
Unlike the continuous phase transition, the validity of
perturbation theory in series of loops is not obvious in
our case due to the existence of relevant m, r and b,
which might make the higher-loop terms not small. In
this part, we discuss the validity of neglecting the higher-
loop terms. Here we still replace the a˜, g˜, u˜, b˜ in the main
text by a, g, u, b as above, and we only consider the 1PI
connected graphs with loops, which do not contain a.
As shown above, the RG equations are obtained from
the counter-terms. The counter-terms are determined by
the graphs with non-negative superficial degree of diver-
gence D = 4L − 2Iφ − Iγ , where L is the number of
loops in the graph, and Iφ and Iγ are the numbers of in-
ternal bosonic and fermionic propagators, respectively.29
To estimate the order of higher-loop terms, we need to
know the structure of a generic connected graph. As one
end of the external propagator and the two ends of the
internal propagator are connected to vertexes, we have
Eφ+2Iφ = Vg+3Vb+4Vu and Eγ+2Iγ = 2Vg, where Eφ
and Eγ are the numbers of external bosonic and fermionic
propagators, respectively, and Vg, Vb and Vu are number
of g, b and u vertexes, respectively. Furthermore, the mo-
mentum conservation gives L = Iφ+Iγ−(Vg+Vb+Vu)+1.
From the above relations, we have
L =
−Eφ − Eγ + Vg + Vb + 2Vu + 2
2
D = 4− Eφ − 3Eγ
2
− Vb . (C30)
Equipped with those relations, we next address the pos-
sible issues brought by the three relevant parameters by
estimating the order of the L-loop contribution when
a ∼ m3/g, u ∼ g2, b ∼ gm, r ∼ m2 and vf ∼ vb ∼ 1,
which is near the SUSY hypersurface. With the assump-
tion, we also have m′ ∼ m.
Since only D ≥ 0 graphs contribute to counter-terms,
high powers of b do not exist in the RG equations
as they can make D negative according to Eq. (C30).
Therefore, the relevant b cannot cause any divergence
in summing the series. On the other hand, D ≥ 0
requires 2Eφ + 3Eγ ≤ 8, leading to the following six
combinations: (Eφ, Eγ) = (1, 0), (2, 0), (3, 0), (4, 0),
𝑙
𝑙𝑐
5𝜖 ln
𝑚′
෤𝜇
𝑢
3𝑔2
𝑏
3𝑚𝑔
𝑙
𝑙𝑐
5𝜖 ln
𝑚′
෤𝜇
𝑏
3𝑚𝑔
𝑢/(3𝑔2)
a b
FIG. 5. The graph shows how u/(3g2) (orange), b/(3mg)
(blue) and 5 ln(|m′/µ˜|) (red) change with the scale l. (a)
and (b) are examples of paths 1 and 2 in Fig. 1d, respectively.
The horizontal gray dashed line is at 1, and the vertical gray
dashed line is at l = lc.
(0, 2) or (1, 2). Here we use the fact that Eγ can
only be even. Clearly, those six combinations corre-
spond exactly to those counter-terms that we include
in Eq. (C2), verifying the renormalizability of our the-
ory. In the following, we estimate the order of the
counter-terms for the six combinations, namely the Z fac-
tors. A generic connected graph with loop has the form
gVgbVbuVuF (k) with the loop-integral part F (k) having
dimension [F (k)] = D, where µ˜ is omitted since  → 0
and will be taken into account in the 1/ expansion in
the following. For the condition that we choose, only m
and k can carry dimensions, and thus the graph is ap-
proximately g2L−2+Eφ+Eγ
∑
n Cnm
D+Vb−nkn, where Cn
is dimensionless and given by the loop integral. Based on
this estimation, all the Z factors approximately have the
form 1+
∑∞
L=1 CL(g
2)L, where the dimensionless CL has
the form
∑L
i=1 C
(i)
L /
i and only depends on ln(|m|/µ˜).
Since only C
(1)
L contributes to the RG equations, we only
need to care about whether
∑∞
L=1 C
(1)
L (g
2)L is well de-
fined. As m is relevant, |m|  µ˜ is commonly true at a
relatively large scale, and thus the C
(1)
L ∼ [ln(|m|/µ˜)]L−1.
Then, the L-loop term in the series of interest is of
the order ∼ [ln(|m|/µ˜)]L−1(g2)L. Therefore, the higher-
loop contributions to the RG equations are neglectable
if ln(|m|/µ˜) < 1/g2 ∼ 1/ ∼ ln(Λ/µ˜), where Λ is the
ultraviolet energy cut-off of the model. Furthermore, it
means ln(|m′|/µ˜) < ln(Λ/µ˜). Clearly, in the assumption
that the ultraviolet energy cut-off is much larger than
any dimensionful parameter of the model (or similarly
l < lc), the higher-loop terms can be neglected and the
one-loop result is trustworthy.
4. Emergent-SUSY Region
In this part, we discuss the example of paths 1 and 2 of
Fig. 1d, as shown in Fig. 5(a) and (b), respectively. Fig. 5
is ploted according to Eq. (5), Eq. (6) and Eq. (8) with
a = mg (r−m2) fixed. m′ is determined by the relation for
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Eq. (3), and the critical scale is defined as ln(|m′/µ˜|) =
1
5
1
 since 1/ ∼ log(Λ/µ˜). The values of parameters are
g˜i = 0.8,  = 10
−3,mi/µ˜ = 0.1, ri/µ˜2 = 0.1 for both
subgraphs of Fig. 5, while (ui/g
2
i , bi/(migi)) = (0.4, 0.3)
for (a) and (ui/g
2
i , bi/(migi)) = (2.4, 2.3) for (b). Here
the subscript “i” means they are initial (at l = 0) values.
According to Fig. 5, path 1 cannot reach the SUSY point
before l reaches lc, while path 2 can be very close to the
SUSY point.
Appendix D: First-Order Phase Transitions
In this section, we show details on determining the
phases of Eq. (10) with a∗ = 0. For convenience, we drop
the “∗” of all parameters in Eq. (10).
〈φ〉 is given by the global minimum of bosonic part of
Eq. (10) with a∗ = 0, which reads
S∗b =
∫
dτdd−1x
[
1
2
φ(−∂2 + r)φ+ 1
2
gmφ3 +
1
8
g2φ4
]
.
(D1)
Since 〈φ〉 indicates the macroscopic magnetic ordering
and must be real, we should impose φ†τ,x = φτ,x when
solving for the global minimum of S∗b . S
∗
b can be splitted
into two parts S∗b = ST + SV with
ST =
∫
dτdd−1x
1
2
φ(−∂2)φ and SV =
∫
dτdd−1x V (φ) .
(D2)
Here V (φ) = 12rφ
2 + 12gmφ
3 + 18g
2φ4. By defining φτ,x =
1
βV
∑
ω,k e
−iωτ+ik·xφω,k and φ∗ω,k = φ−ω,−k, ST can be
re-written as
ST =
1
βV
∑
ω,k
(ω2 + k2)|φω,k|2 . (D3)
It means ST ≥ 0 and ST = 0 holds only if φ is uni-
form in (τ,x). On the other hand, for any non-uniform
field φτ,x, we can always find a uniform field φ
(0) such
that SV [φ
(0)] ≤ SV [φ]. (Simply, one can pick one po-
sition (τ0,x0) such that V (φτ,x) ≥ V (φτ0,x0) holds for
any (τ,x) and define the uniform field as φ(0) = φτ0,x0 .)
Therefore, the global minimum of S∗b must be uniform
given φ†τ,x = φτ,x. Therefore, we only need to minimize
the bosonic potential V (φ) to obtain the minimum field.
The extrema of V (φ) are given by
dV (φ)
dφ
=
1
2
φ
(
g2φ2 + 3gmφ+ 2r
)
= 0 . (D4)
In this case, if 9m2 < 8r, there is only one extremum
that is φ0 = 0, and if 9m
2 ≥ 8r, the extrema are
φ0 = 0 and φ± =
−3m±√9m2 − 8r
2g
. (D5)
Clearly, φ± 6= 0 as long as r 6= 0 and they exist. The
values of V (φ) at the three extrema are
V (φ0) = 0 and V (φ±) =
1
16
φ2±(2gmφ± + 4r) . (D6)
Now we discuss the global minimum of V (φ). As men-
tioned before, if 9m2 < 8r, φ0 is only one extremum and
thereby is the global minimum. If 9m2/8 ≥ r > m2,
we have 4r − 3m2 > m2 > |m√9m2 − 8r| , which gives
2gmφ± + 4r = 4r − 3m2 ± m
√
9m2 − 8r > 0 and thus
V (φ±) > 0. Therefore, φ0 = 0 is the global minimum if
r > m2. For r < m2 and m > 0, we have
2gmφ− + 4r < m2 −m
√
9m2 − 8r < 0 , (D7)
which gives V (φ−) < 0. m > 0 results in 2gmφ− + 4r <
2gmφ+ + 4r and φ
2
− > φ
2
+. In this case, if 2gmφ+ + 4r ≥
0, V (φ+) ≥ 0 > V (φ−). And if 2gmφ+−4r < 0, φ2− > φ2+
gives V (φ+) > V (φ−). Then, we have V (φ−) < V (φ+).
Therefore, φ− is the global minimum if r < m2 and m <
0. Since V (φ) is invariant under m→ −m and φ→ −φ,
the global minimum is at φ+ if r < m
2 and m > 0.
Therefore, r = m2,m 6= 0 and r < 0,m = 0 are where
the first order phase transition happens. In the following,
we show the form of the action at the first order phase
transition.
At r = m2 with m 6= 0, there are two degenerate vacua:
(i) 〈φ〉 = 0, and (ii) 〈φ〉 = −2m/g. Around the first
vacuum, the form of the action is just S∗ with r = m2
and a = 0. Around the second vacuum, we need to use
the fluctuation δφ = φ− (−2m/g) in S∗ with a = 0, and
the resulted action for γ and δφ reads
S∗ =
∫
dτdd−1x
{
1
2
γT (i∂µα
µ −mσy)γ + 1
2
gδφγTσyγ
+
1
2
δφ(−∂2 +m2)δφ− gm
2
δφ3 +
1
8
g2δφ4
}
. (D8)
At r < 0 and m = 0, S∗ reads
S∗ =
∫
dτdd−1x
{
1
2
γT (i∂µα
µ)γ +
1
2
gφγTσyγ
+
1
2
φ(−∂2 + r)φ+ 1
8
g2φ4
}
. (D9)
Since r < 0, the boson part has spontaneous symmetry
breaking(SSB) and the new vacua are at φ = ±√−2r/g.
Around the new vacua φ = δφ±√−2r/g, we have
S∗ =
∫
dτdd−1x
{
1
2
γT (i∂µα
µ ±√−2r)γ + 1
2
gδφγTσyγ
+
1
2
δφ(−∂2 − 2r)δφ+ ±g
√−2r
2
δφ3 +
1
8
g2δφ4
}
. (D10)
Appendix E: Details on the Experimental Setup
In this section, we derive Eq. (19) from Eq. (18).
To solve for the surface modes, we consider a semi-
infinite configuration (z < 0) with open boundary con-
dition at z = 0. Then, we address the z direction in
the real space with ψ¯τ,k =
∫
dzeikzzψ¯τ,kq,z, and Eq. (18)
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becomes
S0 =
1
2Sq
∑
kq
∫
dτ
∫ 0
−∞
dz
Ψ¯τ,kq,z(∂τ + hBdG(kq,−i∂z))Ψτ,kq,z , (E1)
where
hBdG(kq,−i∂z) = h0(k2q ,−i∂z) + h1(kq) , (E2)
h0(k
2
q ,−i∂z) = τz(−
∂2z
2m0
− µ¯) + ∆p(−i∂z)τxsx , (E3)
h1(kq) = ∆p(−τxsz)kx + ∆pky(−τy) , (E4)
µ¯ = µ−k2q/(2m0), τi’s are Pauli matrices for the particle-
hole index and Ψ¯τ,kq,z = (ψ¯τ,kq,z, ψ
T
τ,−kq,z). In the fol-
lowing, we first solve for the zero modes of h0 and then
add h1 as a perturbation since k is small. The zero mode
equation for h0 reads
h0(k
2
q ,−i∂z)Φz = 0⇔
[
−µ¯− ∂
2
z
2m0
+ ∆pτysx∂z
]
Φz = 0 .
(E5)
Define four orthonormal vectors ξa,j ’s as
ξ+,1 = (1, 1, i, i)
T /2
ξ+,2 = (1,−1,−i, i)T /2
ξ−,1 = (1, 1,−i,−i)T /2
ξ−,2 = (1,−1, i,−i)T /2 , (E6)
where a = ±, j = 1, 2 and τysxξa,j = aξa,j . The wave
function can be re-expressed as Φz =
∑
a,j fa,j(z)ξa,j ,
and Eq. (E5) is equivalent to
(∂2z − 2m0a∆p∂z + 2m0µ¯)fa,j(z) = 0 (E7)
for all a = ± and j = 1, 2 with boundary condition
fa,j(0) = fa,j(−∞) = 0. Without loss of generality, we
choose ∆pm0 > 0. In this case, we only have solution
for a = + and 2m0µ − k2q > 0, which is f+,j(k2q , z) =
f+(k
2
q , z) = C0e
m0∆pz sinh(z
√
∆2pm
2
0 − 2µ¯m0) with C0
the normalization constant that makes f+ real. The wave
function of the zero modes in general has the form
Φk2q ,z = f+(k
2
q , z)
∑
j=1,2
Cjξ+,j . (E8)
Clearly, there are two independent zero modes, of which
the wavefunction can be chosen as
Φ1,k2q ,z =
f+(k
2
q , z)√
2
(e−ipi/4ξ+,1 − eipi/4ξ+,2)
Φ2,k2q ,z =
f+(k
2
q , z)√
2
(−e−ipi/4ξ+,1 − eipi/4ξ+,2) . (E9)
To get the low-energy effetive model, we define γ¯τ,kq,i =∫ 0
−∞ dzΨ¯kq,zΦi,k2q ,z. Using Ψ¯τ,kq,z =
∑
i γ¯τ,kq,iΦ
†
i,k2q ,z
+...
with “...” the high energy contribution, we can project
h1 to the zero modes and get
Seff =
1
2Sq
∫
dτ
∑
kq
γ¯τ,kq [∂τ + ∆p(kxσz + kyσx)]γτ,kq ,
(E10)
where γ¯τ,kq = (γ¯τ,kq,1, γ¯τ,kq,2) and the terms related
with the high-energy modes are neglected here. Define
γτ,kq =
∫
d2xe−ikq·xγτ,x. Due to τxΦ∗i,k2q ,z = Φi,k
2
q ,z
,
iτ0syΦ
∗
i,k2q ,z
=
∑
j Φj,k2q ,z(iσy)ji, Ψ
T
τ,−kq,z = Ψ¯τ,kq,zτx
and Ψ¯τ,kq,z
TR−−→ Ψτ,−kq,z(iτ0sy), we have γ¯τ,x = γTτ,x
and γTτ,x
TR−−→ γTτ,x(iσy). As a result, the above action
becomes
Seff =
1
2
∫
dτd2xγTτ,x[∂τ + ∆p(−i∂xσz − i∂yσx)]γτ,x .
(E11)
Replacing ∆p by vf in the above action, we can get
fermionic part of the Eq. (19). Note that we neglect the
high-energy modes, and thus ∆p = vf holds only to the
leading order.
The surface magnetic doping of TSC can be phe-
nomenologically described by the standard Ginzburg-
Landau free energy of Ising magnetism, SM =∫
d3x[ 12φ(−∂2τ −v2b∇2 +r0)φ+ 14!uφ4], where φτ,x,y is the
order parameter of surface Ising magnetism along z. φ is
coupled to electrons at the surface through the exchange
interaction Sex =
∫
dτ
∫
d3rφτ,x,ygM (z)ψ¯τ,rszψτ,r with
gM (z) localized at the surface. The matrix form of the
exchange interaction in the BdG bases is τzsz/2, of which
the projection to the Majorana modes is σy/2. And
thus the Ising coupling after the surface projection takes
the form 12g
∫
d3xφγTσyγ with g =
∫
dzf+(0, z)
2gM (z).
Here we neglect the momentum dependence in f+(k
2
q , z)
as kq is small. Now the total action should read
S =
∫
ddx
[
1
2
γT (∂τ − ivfα ·∇)γ + 1
2
gφγTσyγ
+
1
2
φ(−∂2τ − v2b∇2 + r0)φ+
1
4!
uφ4
]
, (E12)
which has TR symmetry. Furthermore, a magnetic
field B along z is applied and coupled to both electron
spin and Ising magnetism on the surface through the
Zeeman-type action: SB =
∫
dτd3rgs(z)Bψ¯τ,rszψτ,r +∫
d3x(a1Bφ+
a2
3! Bφ
3) with gs(z) localized at the surface.
Here, we neglect the orbital effect as all fields are charge
neutral, and add an φ3 term since it is allowed by sym-
metry and can be generated at the quantum level. After
projecting the gs term to the surface in the same way
as the Ising coupling, we can include SB into the total
action, and get Eq. (19) with µB =
∫
dzf+(0, z)
2gs(z).
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