Introduction
Non-constant variance in non-linear time series is a challenging modelling exercise, considered among many other things by Tong [1] . In particular, the stylized fact that the volatility of financial time series is non-constant has been long recognized in the literature. A popular and prominent tool used to describe this phenomenon is the GARCH model, introduced by Bollerslev [2] as a generalization of the ARCH model developed by Engle [3] . Following the seminal work of Engle [3] , several applied studies surfaced to illustrate the usefulness of these models in economic and financial settings: for example, see Gouriéroux [4] and Giraitis et al. [5] . Moreover, a large volume of the studies focuses upon the familiar observation within financial time series concerning asymmetric variation, whereby stock price changes are negatively correlated with changes in volatility; that is, negative shocks impose larger volatility relative to positive shocks of the same magnitude Black [6] . In the light of this empirical finding, various models that allow for asymmetry in volatility have been proposed. These models include the exponential GARCH model (EGARCH) of Nelson [7] , the APARCH model, proposed by Ding et al. [8] , and the BL-GARCH model recently introduced by Storti and Vitale [9] . The lattermost model complements the Gaussian bilinear (BL) model of means, introduced by Granger and Andersen [10] , developed by Subba Rao and Gabr [11] , Guégan [12] and Guégan and Pham [13] . Nevertheless, in risk management, for example, we have to model financial series taking into account the effects of extreme observations and skewness on returns (see [14, 15, 16] and references therein for some examples). In this context, GARCH-type models have been analysed assuming various non-Gaussian distributions of errors and empirical results show that if the estimation of parameters is done using fat-tailed distributions we have better results with respect to estimates obtained assuming normality, because the estimated parameters are less influenced by adverse effects of outliers (for a review see, among others [17, 18] ).
In this paper, we focus on the BL-GARCH model whose appeal is that it can take into account explosions and related volatility features of non-linear time series. Specifically, we study the BL-GARCH(1, 1) process, which is mainly used in applications with normal, Student-t and GED noises. BL models have been shown more generally to be capable of providing an arbitrarily close second-order approximation to a general class of underlying nonlinear process that may be reasonably expressed in terms of the Volterra series expansion, as in Guégan [12] . That is, under some modifications, the BL-GARCH model can generalize various GARCH-type models, including the standard GARCH, and the GJR-GARCH models, among others.
The article is organized as follows. In Section 2, the BL-GARCH model is presented with some important properties concerning conditions for the conditional variance to be finite, as well as for strict stationarity, existence of moments and ergodic solutions. Knowledge of these properties is essential for carrying out consistent estimation, which we address in Section 3, where we present the MLE method under elliptical distributions, such as the normal, Student-t and GED distribution functions. Section 4 calibrates the performance of the estimation procedure through Monte Carlo simulations. Section 5 presents the data and contains the main empirical findings along with the goodness-of-fit tests, while Section 6 provides concluding remarks.
BL-GARCH model and its specification
The BL-GARCH model has been introduced and discussed by Storti and Vitale [9] in a Gaussian framework. We now specify some properties of this model in a more general context, in order to apply it to financial asset price returns whose distribution functions are known to be far from Gaussian.
The BL-GARCH model
Let y t denote an asset log-return at time t and μ t = E(y t | t−1 ) the conditional mean given an increasing sequence of σ -fields t−1 generated by (y t−1 , y t−2 , . . .). We assume that the series of interest, (y t ) t , follows the recursive scheme, for all t,
where p, q, r are non-negative integers with r = min(p, q), h 2 t is the conditional variance of the process (u t ) t given the σ -fields t−1 , and ε t is a sequence of independent identically distributed
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D(0, 1) random variables with D(.) an elliptical probability density function with mean 0 and unit variance. Elliptical distributions are symmetric and unimodal, but may have unbounded higher moments, especially kurtosis. The normal distribution is a special case of an elliptical distribution. Specifically, a random variable X is said to have an elliptical distribution with location parameter μ ∈ R and dispersion parameter σ ∈ R * + if its characteristic function can be expressed as
for some non-negative function ψ(.) called characteristic generator. Its density function has the following form:
for some non-negative function g (.), u ≥ 0, such that
where h(u) is a non-increasing function such that the integral
Such function h is called the density generator. Remark that the standardized elliptical distribution corresponds to μ = 0 and σ = 1.
The model (1b)-(1c) is more general than the standard GARCH model of Bollerslev [2] in the sense that it allows innovations of different signs to have a strong impact on volatility and allows larger shocks to have a larger influence on volatility than the standard GARCH model: see Black [6] .
We now specify some properties of the model (1a)-(1c), restricting to the case p = q = r = 1, which is more useful for applications, as in Baillie and DeGennaro [19] or Hansen and Lunde [20] . First, we give the conditions for which the conditional variance h 2 t , defined as
is non-negative. Indeed, it is important in practice for estimation theory (using quasi-maximum likelihood methods) that a model as in (1a), (1b), and (2) does not generate negative conditional variance h 2 t in sample, since the log quasi-likelihood involves a term in log(h 2 t ), which explodes to −∞ as h 2 t approaches 0, and is ill-defined for h 2 t ≤ 0. The second set of properties concerns the strict stationarity and the stationarity of the process (1a), (1b), and (2), and the expression of moments.
Positivity of the conditional variance
Write the relationship equation (2) as
Then we get the following result. 
Now a matrix is positive definite if all its eigenvalues are strictly positive. The set of eigenvalues is equal to
2 ,
Hence, a sufficient set of conditions for positivity of the conditional variance h 2 t defined by the relation (2) is given by the conditions (4).
Stationarity conditions
In order to give the conditions for strict stationarity of Equations (1a), (1b), and (2), we rewrite Equation (2) in a formal way using random coefficients. Then, we get
with g(ε t−1 ) = a 0 and c(ε t−1 ) 
if and only if
It is the only strictly stationary solution when the ε t 's are given.
Proof First of all, we remark that the random coefficients c(ε t ) and g(ε t ) are non-negative, for all t, thanks to the conditions (4). Second, applying Fubini's and Tonelli's Theorems and using
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the fact that the (ε t ) t are independent and identically distributed, the largest Lyapunov exponent of the model (1b) and (2) is equal to
Third, the process h 2 t t can be rewritten as a random coefficient autoregressive process, given by
, and B t = g(ε t ). In addition, since the variance of the process (ε t ) t is finite, we get E[log{c(ε t )}] < ∞. Thus, following the main lines of Theorem 1.3 of Bougerol and Picard [21] , we get the Theorem 2.1, including the uniqueness condition.
Note that the condition (6) can be difficult to verify from a data set y 1 , . . . , y n . Nevertheless, this condition can be verified a posteriori after the model (1a), (1b), and (2) has been fitted. Thus, it could be useful to have a more flexible condition to verify the stationarity of a real data set. Here, we focus on an m-order stationarity condition, for any m ∈ N. We get the following theorem.
Theorem 2.2 Let the process (u t ) t be defined by Equations (1b), and (5).
We assume that all the absolute moments up to 2m(m ∈ N) of the process (ε t ) t exist, then a necessary and sufficient condition for the existence of the 2m-order stationary solution for the process (u t ) t is E{c(ε t )} m < 1.
Proof To get this result, we follow the main lines of Theorem 2.2 in Ling and McAleer [22] . Note that, in their theorem, Ling and McAleer use the exponent km instead of m which appears to be a typographical error, since the exponent appearing in their proof is m.
Besides the normal distribution, we consider, in the following, two different alternative symmetric probability density functions for the innovations (ε t ) t : the standard Student-t distribution with ν degrees of freedom, following Bollerslev [23] ; and the generalized error distribution (GED), as in Nelson [7] . Recall that a random variable X follows a GED if its probability density function is given by
where λ ν = 2 −2/ν (1/ν)/ (3/ν), 0 < ν < ∞ is the tail-thickness parameter and is the Euler gamma function defined by (x) = ∞ 0 t x−1 e −t dt. The GED includes the Gaussian distribution (ν = 2) as a special case, along with many other distributions, some more fat-tailed than the Gaussian (e.g. the double exponential distribution corresponding to ν = 1) and some more thintailed (e.g. the uniform distribution on the interval [− √ 3, √ 3] when ν → ∞). In the next corollary, we give conditions for the existence of the second-and fourth-order moments of the process (u t ) t under the above distributions. 
Corollary 2.1 Let the process (u t ) t be defined by Equations (1b) and (2). We assume that (ε t ) t follows a distribution function belonging to the class of elliptical distribution functions, denoted
(1) The second order moment of the process (u t ) t exists if and only if
and is given by 
.
(a) If the process (ε t ) t follows a standard normal distribution (N (0, 1)), then s = 3; (b) If the process (ε t ) t follows a standard Student-t distribution with ν ≥ 5 (to guarantee existence of the fourth moment), then s
= 3ν 2 /[(ν − 2)(ν − 4
)]; (c) If the process (ε t ) t follows a standardized GED distribution with
Proof (1) Assuming m = 1 in the previous theorem, we restrict the existence of a second order stationarity for the process (u t ) t defined by Equations (1b), and (2) at the condition a 1 + b 1 < 1. We remark that this condition is similar to the one given by Bollerslev [2] for a stationary solution of the GARCH(1, 1) process. Note that the stationarity condition is independent of c 1 . (2) If we set m = 2 in Theorem 2.2, then we obtain
, and hence the condition for existence of the fourth order moment is obtained. In addition, with some straightforward integration, one can obtain the value of s for the different distribution functions we have considered.
We can remark that this model permits modelling of large kurtosis when compared with the standard GARCH model.
Maximum likelihood estimation
Estimation of conditional volatility models is typically performed by an MLE procedure, as in Bollerslev and Wooldridge [24] . Given a sample ε 1 , . . . , ε n , the likelihood function is equal to
where g(ε t , ω) denotes the conditional density function for the random variables ε t and ω = (α, θ ) is the parameter vector to be estimated. Here α corresponds to the set of parameters in the conditional mean assumed, in what follows, to be an ARMA(k, l) model, and θ = (a 0 , a 1 , b 1 , c 1 ) is the set of parameters for the BL-GARCH(1, 1). We assume that the parameter ω satisfies the stationarity conditions given in the previous section. Thus, estimation proceeds by maximising L(ω) = log(L(ω)), where pre-sample values of h 2 t are set to the unconditional sample variance.
Considering the three most typical elliptical normalized distributions that have been applied so far -the normal, Student-t and GED distributions -we give below the expressions of the log-likelihood function, L(ω), for each distribution.
Normal distribution
The normal distribution is the most widely used when estimating GARCH models. If we assume that the innovations (ε t ) t∈Z in Equation (1b) have a Gaussian distribution function then the loglikelihood function associated with u t = y t − μ t is given by
where n is the sample size.
Student-t distribution
Now, if we assume that the innovations (ε t ) t∈Z in Equation (1b) follow a Student-t distribution with ν degrees of freedom, then the MLE estimatorω n maximizes the log-likelihood function
where 2 < ν ≤ ∞. When ν → ∞, we get the normal distribution, so that the smaller the value of ν, the fatter the tails.
GED distribution
Knowing that skewness and kurtosis are important in financial applications, Nelson [7] suggested considering the family of GED distribution functions. The GED log-likelihood function is given by
The use and analysis of the MLE method for the estimation problem is well known. The main feature is that maximum likelihood estimators achieve optimal accuracy, in the sense that they are consistent and asymptotically efficient, since they achieve the Cramér-Rao lower bound (e.g. [25] ). In the next section, the practical applicability and small sample performance of the MLE procedure for BL-GARCH processes are studied by Monte Carlo simulations.
Monte Carlo experiments
To our knowledge, no results exist on the properties of the MLE estimators when we observe a sample generated by Equations (1a)-(1c), which we estimate using the previous likelihoods. Thus, we have designed and executed a Monte Carlo experiment using the distribution functions described in the previous section as data generating processes, with the aim of analysing the sampling properties of the MLE estimators of the parameter vector ω for the BL-GARCH model. Through the Monte Carlo experiments, the model considered for u t = y t − μ t is a BL-GARCH(1, 1) given by Equations (1a), (1b), and (2) with ε t normal, Student-t with five degrees of freedom and GED with tail-thickness parameter equal to three, t = 1, . . . , n, and n = 100, 300, 1000 and 3000. Two cases are studied in the simulation experiments. In the first case, the conditional mean, μ t , is set equal to zero, while in the second we assume that it follows an AR(1) model. The data generating processes' parameters are summarized in Table 1 with the first three lines corresponding to the case μ t = 0 and the last line to μ t = α 0 + α 1 y t−1 . We note particularly that we choose a small BL effect (c 1 ) in Model 4 in order to assess the capability of detecting it by maximum likelihood. Other simulation calculations are available upon request. Tables 2-4 list the Monte Carlo mean, the mean absolute error (MAE) and the root mean square error (RMSE) for the parameter vector ω across M = 1000 Monte Carlo replications. The simulation algorithm generates n + 500 observations for each series, saving only the last n. This operation is performed in order to avoid dependence on initial values. The calculations were carried out in Matlab on a Pentium IV CPU 3.00 GHz computer. Inspection of Tables 2-4 reveals that, for all sample sizes, the averages obtained from the exact MLE are very close to the true parameter values. The corresponding RMSEs are very small indicating evidence that estimators are consistent. Moreover, we notice that the MAE as well as the RMSE decrease when the sample sizes increase. Table 5 summarizes the results from the AR(1)-BL-GARCH(1, 1). Results reveal that parameter estimates are satisfactory, in the sense that the MAE and also the RMSE are small. We can also remark that, in general, the estimators of the autoregressive models seem not to be affected by the presence of the BL-GARCH errors. In addition, the method seems applicable even if the sample size is less than 100, due to the fact that, in general, the true values are contained with ±2 standard deviations of MLE's estimates: see Figure 1(a)-(d) . An important finding is that our method is capable of estimating simultaneously the conditional mean and conditional variance parameters, while the proposed algorithm in Storti and Vitale [26] cannot. 1) . Monte Carlo simulations are computed with 1000 replications. Each replication gives a sample size n = 100, 300, 1000 and 3000 observations.
Empirical study
The daily continuously compounded returns of the S&P 500 stock market index are used for the empirical study in this article to gauge the effectiveness of the BL-GARCH-type model with normal, Student-t and GED innovations. In particular, we analyse the period from 1 March 1999, through 31 January 2001, which yields n = 487 daily observations, excluding public holidays. The sample closely corresponds to the data set used by Storti and Vitale [26] . Table 6 gives the summary statistics of the S&P 500 log returns for the full sample. The mean and the standard deviation are quite small, while the estimated measure of skewness is significantly positive, indicating that the S&P 500 has non-symmetric returns. The kurtosis is a little larger than that of a normal distribution, suggesting that fat-tailed distributions could better describe the unconditional The Jarque-Bera test critical value at significance level of 5% is 5.85423. LB and LB 2 are the Ljung-Box statistics for the levels and square of the S&P 500 log returns, respectively, using 24 lags. The critical value at level 5% is 36.4150. distribution of the data. The results of the non-normality test agree with prior literature using financial data, that is, a leptokurtic distribution is found for these S&P 500 log returns data. The Ljung-Box LB-tests of up to twenty-fourth order serial correlation for the levels and squares of the mean-corrected S&P 500 log returns were performed: LB(24) and LB 2 (24) 1 are significant for both the returns and squared returns series. In summary, the diagnostics suggest that a GARCHclass model would be appropriate, along with an error distribution that allows for greater kurtosis than the Gaussian distribution. Figure 2(a) gives the time plot of the data while Figure 2(b) depicts the log-returns kernel density function.
The parameter estimates from the BL-GARCH model with normal, Student-t and GED errors are also provided in Table 7 , with the robust standard errors due to Bollerslev and Wooldridge [24] shown in parentheses, along with various goodness-of-fit statistics in order to compare the different models. The diagnostics statistics are the log-likelihood function at its maximum, and the Akaike information criterion (AIC). We further report the values of the Box-Pierce (Q) statistics for the standardized and squared standardized residuals with, in parentheses, the corresponding p-values as a check for the empirical validity of the models. It appears from Table 7 that the volatility of the examined financial series requires the flexibility of the BL-GARCH model, because it is evident that the estimates of the skewness coefficient (ĉ 1 ) suggests that the usual GARCH model is not appropriate. The results for the LB-statistics given in Table 7 are not significant up to order 12 and also order 24, which indicates that the BL-GARCH(1, 1) process is appropriate to model the conditional variance of the S&P 500 log-returns. Moreover, the possible usefulness of using [26] fat-tailed innovations for the BL-GARCH model seems to be confirmed by the log-likelihood and the AIC values. This result confirms the general finding in the financial literature when comparing GARCH-family models with normal and fat-tailed distributions (see, among others, [23, 27] ).
Notice that, in the Gaussian case, our estimate's results in the fifth column of Table 7 are not significantly different from those given in Table 3 in Storti and Vitale [26] . The latter results are recalled in the footnote of Table 7 . In addition, we can remark that the standard errors in our study are more robust than those given by Storti and Vitale.
Conclusion
This work extends the study of the BL-GARCH model proposed by Storti and Vitale [9] considering elliptical distributions and it gives new probabilistic results concerning the stationarity of the process and the moments. We obtain exact maximum likelihood estimates for this class of processes under conditional elliptical distributions. The small-sample properties indicate that the approach can yield asymptotically efficient estimates. In addition, these results strongly suggest that the maximum likelihood estimation inference procedure can be used to estimate the parameters of the BL-GARCH model, even in small samples (100 observations). Further, one advantage of the maximum likelihood estimator procedure proposed in this paper, compared with the method used by Storti and Vitale [26] , is that it could simultaneously estimate the parameters of the BL-GARCH when the conditional mean is assumed non-constant. Further, the empirical results reveal that the BL-GARCH-t(1, 1), i.e. a BL-GARCH model with conditional errors that are Student-t distributed, fits the chosen data set best. This result points out the interest of using fat-tailed distributions combined with non-linear variance when modelling financial time series.
