Fixed point of subadditive maps and some non-linear integral equations by Estaremi, Yousef & Moeini, Bahman
ar
X
iv
:1
30
1.
57
27
v2
  [
ma
th.
FA
]  
1 J
un
 20
15
FIXED POINT OF SUBADDITIVE MAPS AND SOME
NON-LINEAR INTEGRAL EQUATIONS
YOUSEF ESTAREMI AND BAHMAN MOEINI
Abstract. In this paper, first some results of [5] are extended for subadditive
separating maps between C(X,E) and C(Y,E), such that E is a unital Banach
algebra. Then we give some conditions under which a strongly subadditive
map has a unique fixed point. Finally as an application the existence and
uniqueness of solution for a nonlinear integral equation is discussed.
1. Introduction
Let X and Y be compact Hausdorff spaces and let E be a unital Banach algebra.
C(X,E) and C(Y,E) denote the spaces of E-valued continuous functions on X and
Y , respectively. A map H : C(X,E)→ C(Y,E) is separating if ‖f(x)‖.‖g(x)‖ = 0
implies that ‖Hf(y)‖.‖Hg(y)‖ = 0 for all f, g ∈ C(X,E) and x ∈ X, y ∈ Y . The
study of separating maps between different spaces of functions(as well as operator
algebras) has attracted a considerable interest in resent years, see for example
[4, 6, 8, 17] and references therein. The well known results concerning separating
maps from C(X) to C(Y ), for compact Hausdorff spaces X and Y , have been
extended to not necessarily linear case in [5, 16, 17]. In [16] we considered the results
of [5] and extended some of them to the case that H is a subadditive separating map
between regular Banach function algebras A and B on X and Y , respectively. Also,
in this paper we are going to investigate some properties of subadditive separating
maps between C(X,E) and C(Y,E), where E is a unital Banach algebra. Mainly
we will give some conditions under which the strongly subadditive map H has a
unique fixed point. As an application, we use the fixed point to prove the existence
of unique solution of a Volterra type integral equation.
2. SUBADDITIVE SEPARATING MAPS BETWEEN C(X,E) and
C(Y,E)
Throughout this paper X and Y are compact Hausdorff spaces and E is a unital
Banach algebra with unit element e0. Given an element f ∈ C(X,E), let coz(f)
denote the cozero set of f i.e., coz(f) = {x ∈ X : f(x) 6= 0}, ClU denotes the
topological closure of the set U and CU denotes the complement of the set U . For
a separating map H : C(X,E) → C(Y,E) and y ∈ Y , yˆoH : C(X,E) → E and
yˆoH(f) = Hf(y), for all f ∈ C(X,E). Here we recall some concepts that were
defined in [5].
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Definition 2.1. [5], a) A map H : C(X,E)→ C(Y,E) is called subadditive, if
‖H(f + g)‖ ≤ ‖Hf‖+ ‖Hg‖,
for all f, g ∈ C(X,E).
b) Let M be positive and H be subadditive map. If for each f ∈ C(X,E) there
exists ε > 0 such that ‖Hf −Hg‖ ≤ M‖H(f − g)‖, for all g ∈ C(X,E) satisfying
‖f − g‖ < ε, then H is called strongly subadditive.
Example 2.2. Let g : Y → X be continuous and let w ∈ C(Y,C). The map
H : C(X,C)→ C(Y,C), f → |w.(f ◦ g)|
is separating and strongly subadditve, but not additive.
Definition 2.3. [5], A map H : C(X,E)→ C(Y,E) is called pointwise subadditive
if
‖H(f + g)(y)‖ ≤ ‖Hf(y)‖+ ‖Hg(y)‖,
for all f, g ∈ C(X,E) and y ∈ Y ,
Definition 2.4. [5], Let H : C(X,E) → C(Y,E) be a separating map. An open
subset U of X is called a vanishing set for yˆoH if for each f ∈ C(X,E), coz(f) ⊆ U
implies that ‖yˆH(f)‖ = 0. The support of yˆoH is then defined by
supp yˆoH = X\{V ⊆ X : V is a vanishing set for yˆoH}.
For e ∈ E we define the function 1e : X → E, such that 1e(x) = e for all x ∈ X .
Clearly 1e ∈ C(X,E). In this section we assume that ‖H1e0(y)‖ 6= 0 for all y ∈ Y .
Since ‖1e0‖.0 = 0 and H is separating, then H0 = 0. The definition of functions 1e
is the main tools in this section to extend scalar-valued case to vector valued case.
Remark 2.5. (Decomposition of the identity) If K = R or C, note that for any finite
cover {Ui}ni=1 of open subsets of X , there is a continuous decomposition of identity,
{ei}ni=1 ⊆ C(X,E), subordinate to the Ui, namely Σ
n
i=1ei = 1 and coz(ei) ⊆ Ui,
for each i = 1, 2, ..., n[11].
By using Remark 2.5 we have the next theorem.
Theorem 2.6. Let H : C(X,E) → C(Y,E) be pointwise subadditive separating
map. Then for every y ∈ Y , the set supp(yˆoH) is singleton.
Proof. In the first we assume that supp(yˆoH) is empty, then X = ∪αUα where
{Uα}α is the collection of vanishing sets for yˆoH(we note that, since H0 = 0 the
empty set is clearly a vanishing set). Since X is compact, then we can choose finite
number of vanishing sets U1, U2, ..., Un, such that X = ∪ni=1Ui, by using Remark
2.5, there exist f1, f2, ..., fn ∈ C(X) with coz(fi) ⊆ Ui and Σni=1fi = 1 on X . Let
fi,e0 : X → E; fi,e0(x) = fi(x)e0. It is clear that fi,e0 ∈ C(X,E) and coz(fi,e0) ⊆
Ui. Also f = Σ
n
i=1fi,e0f , for every f ∈ C(X,E). Note that fi,e0f ∈ C(X,E) and
coz(ffi,e0) ⊆ Ui, so H(fi,e0f)(y) = 0. By pointwise subadditivity of H ,
‖H1e0(y)‖ = ‖H(Σ
n
i=1fi,e01e0)(y)‖
≤ Σni=1‖H(fi,e01e0)(y)‖ = 0.
But this is a contradiction. Thus X 6= ∪αUα i.e. X\∪αUα 6= ∅. Suppose that x and
x′ are disjoint elements of X\∪α Uα and U and V are disjoint open neighborhoods
of x and x′ in X , respectively. Since x /∈ ∪αUα, then U can’t be a vanishing set
for yˆoH . Therefore there must exist some f ∈ C(X,E) such that coz(f) ⊆ U and
3‖Hf(y)‖ 6= 0. Similarly there must exist some g ∈ C(X,E) such that coz(g) ⊆ V
and ‖Hg(y)‖ 6= 0. Consequently, ‖Hf(y)‖.‖Hg(y)‖ 6= 0, this contradicts the fact
that H is separating. This implies that supp(yˆoH) is singleton. 
Under the hypothesis of the Theorem 2.6 we can correspond to each y ∈ Y
an element h(y) ∈ X , which is the unique point of supp(yˆoH). We call the map
h : Y → X , defined in this way, support map of H . The next theorem can also be
obtained with a minor modifications of the proof of Theorem 4.3 of [5], so we omit
it’s proof.
Theorem 2.7. Let H : C(X,E) → C(Y,E) be pointwise subadditive separating
map. Then a) h(coz(Hf)) ⊆ suppf = Clcozf ,for all f ∈ C(X,E). b) {h(y)} =
∩‖yˆoH(f)‖6=0suppf = supp(yˆoH).
Before investigating more properties of h, we define the following concept which
is introduced in [5] for a special case. This concept will plays a role in automatic
continuity results (Theorem 2.11).
Definition 2.8. Let H : C(X,E) → C(Y,E) be pointwise subadditive separating
map with support map h. We say that H is strongly pointwise subadditive, if for
each y ∈ Y there exists My > 0 and for each element c ∈ E there exists δc,y > 0
(depending on c and y) such that
‖Hf(y)−Hg(y)‖ ≤My‖H(f − g)(y)‖,
holds for all f, g ∈ C(X,E) with f(h(y)) = c and ‖f(h(y))− g(h(y))‖ < δc,y.
For some significant example of pointwise and strongly pointwise subadditive
separating maps we refer to [5]. Pointwise strong subadditivity is very similar to
strong subadditivity; under certain conditions, Pointwise strong subadditivity im-
plies strong subadditivity. We leave simple proof of the assertion in next proposition
to the reader.
Proposition 2.9. Let H : C(X,E) → C(Y,E) be strongly pointwise subadditive.
If for each f ∈ C(X,E) the set {δf(h(y)),y : y ∈ Y } has an upper bound and the set
{My; y ∈ Y } is bounded above as well, then H is strongly subadditive.
Here we recall the definition of detaching maps.
Definition 2.10. The map H : C(X,E) → C(Y,E) is detaching, if for any two
distinct point’s y, y´ ∈ Y , there exist f, g ∈ C(X,E) such that cozf ∩ cozg = ∅ and
‖Hf(y)‖‖Hg(y´)‖ 6= 0.
We show in Theorem 2.11(b) that ifH is strongly pointwise subadditive, then h is
continuous. Thus a separating connection between C(X,E) and C(Y,E) establishes
a continuous connection between X and Y .
Theorem 2.11. Let H : C(X,E) → C(Y,E) be strongly pointwise subadditive
map. Then the followings hold.
a) For any f, g ∈ C(X,E) if f = g on the open set U ⊆ X, then Hf = Hg on
h−1(U).
b) The support map h : Y → X is continuous.
c) If H is injective, then h is surjective.
d) If H is detaching if and only if h is injective.
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Proof. a) Suppose that f ∈ C(X,E)‘ and y ∈ Y such that f = 0 on the nonempty
open set U ⊆ X where h(y) ∈ U . For each x ∈ U c there exists a vanishing set
Ux for yˆoH which contains x. Since X is compact, then U
c ⊆ ∪ni=1Ui, where
Ui’s are vanishing sets for yˆoH . Thus h(y) /∈ ∪ni=1Ui. If we set Un+1 = U , then
X ⊆ ∪n+1i=1 Ui. Thus by Remark 2.5 and the method that we used in the proof
of Theorem 2.6, we will have e1, e2, ..., en+1 ∈ C(X,E) such that cozei ⊆ Ui and
Σn+1i=1 ei = 1e0 on X and so Σ
n+1
i=1 fei = f . Since f = 0 on Un+1 and cozen+1 ⊆ Un+1
it follows fen+1 = 0. Also, coz(fei) ⊆ Ui, 1 ≤ i ≤ n. Thus we have H(fei)(y) = 0
for 1 ≤ i ≤ n+ 1. Since H is pointwise subadditive, then
‖Hf(y)‖ = ‖H(Σn+1i=1 fei)(y)‖
≤ Σn+1i=1 ‖H(fei)(y)‖ = 0.
Thus Hf = 0 on h−1(U). Now suppose that f, g ∈ C(X,E) and f = g on U, then
H(f − g) = 0 on h−1(U). By Definition 2.8, there exist My > 0 and δf(h(y)),y > 0
for y ∈ h−1(U) such that
‖Hf(y)−Hg(y)‖ ≤My‖H(f − g)(y)‖ = 0,
since ‖f(h(y))− g(h(y))‖ = 0 < δf(h(y)),y. It follows that Hf = Hg on h
−1(U).
b) Suppose that y ∈ Y and V is an open neighborhood of h(y) in X . Compactness
of X implies that, there exist open neighborhoods U of CV and W of h(y) such
that ClU ∩ ClW = ∅. We can choose f ∈ C(X,E) such that f = 1e0 on ClW and
f = 0 on ClU . Since f = 1e0 on ClW , then Hf = H1e0 on h
−1(W ) by (a). Hence
Hf(y) = H1e0(y) 6= 0 i.e y ∈ cosHf and coz(H(f)) is a open neighborhood of y.
Suppose that y′ ∈ Y such that y′ /∈ h−1(V ). Since f = 0 on U , it follows that from
(a), Hf = H0 on h−1(U) and so Hf(y´′) = 0. Thus cozHf ∩ h−1(CV ) = ∅ and so
h(cozHf) ⊆ V . It follows that h is continuous at y.
C) Suppose that U ⊆ X is an open and nonempty set. By Uryson’s lemma there
exist nonzero function f ∈ C(X,E) such that cozf ⊆ U , since H is injective, then
Hf 6= 0 i.e Hf(y) 6= 0 for some y ∈ Y . Thus h(y) ∈ suppf ⊆ U i.e h(Y ) ∩ U 6= ∅,
it follows that h(Y ) is dense in X . Also, h(Y ) is closed, because h is continuous
and Y is compact. This implies that h is surjective.
d) Suppose that H is detaching and y, y´ are distinct point of Y . Thus, there exist
f, g ∈ C(X,E) such that cozf ∩ cozg = ∅ and ‖Hf(y)‖.‖Hg(y´)‖ 6= 0. By Theorem
2.7 it follows that h(y) 6= h(y´) i.e h is injective. Conversely, suppose that h is
injective and y 6= y′. So h(y) 6= h(y′). Choose open neighborhoods U and V of h(y)
and h(y′), respectively, such that ClU ′ ⊆ U and ClV ′ ⊆ V , where U ′ and V ′ are
also neighborhoods of h(y) and h(y′), respectively. Thus we can find f, g ∈ C(X,E)
such that f = 1e0 on U
′ and f = o on CU , also g = 1e0 on V
′ and g = o on CV .
By (a) we have ‖Hf(y)‖ 6= 0 and ‖Hg(y′)‖ 6= 0. This completes proof. 
Theorem 2.12. If H : C(X,E) → C(Y,E) is biseparating bijection, such that
H and H−1 are strongly pointwise subadditive, then the support map h of H is a
surjective homeomorphism, and the support map H−1 is h−1.
Proof. First we show that h is 1-1. If h isn’t 1-1, then there exist y, y′ ∈ Y such that
y′ 6= y and h(y) = h(y′). Bijectivity of H implies that, there exist f, g ∈ C(X,E)
such that Cl(cozHf)∩Cl(cozHg) = ∅, Hf(y) 6= 0 and Hg(y′) 6= 0. As H is bisep-
arating, cozf ∩cozg = ∅. By Theorem 2.7(a), h(y) = h(y′) ∈ cozf ∩cozg. Let w be
the support map of H−1. Then by Theorem 2.7(a) we have w(cozH−1Hf) =
5w(cozf) ⊆ ClcozHf and w(cozH−1Hg) = w(cozg) ⊆ ClcozHg. Since w is
continuous and h(y) = h(y′) ∈ Clcozf ∩ Clcozg, then w(h(y)) = w(h(y′)) ∈
ClcozHf ∩ClcozHg. This is a contradiction. Therefore, h is 1-1.
Since H is bijective and X and Y are compact, then by Theorem 2.11, h is a
homeomorphism from Y onto X . In the end, if Hf(y) 6= 0 then h(y) ∈ Clcozf .
Since w(h(y)) ∈ ClcozHf for all f such that Hf(y) 6= 0. But as H is bijective,
∩‖Hf(y)‖6=0ClcozHf = {y}. This implies that w(h(y)) = y, i.e., w = h
−1. 
In the sequel we consider continuity and form of strongly pointwise subadditive
separating maps. First we give some definitions.
Definition 2.13. Let E and F be normed linear spaces and A be a map from E
into F . If there exists D > 0 such that ‖Ae‖ ≤ D‖e‖ for all e ∈ E, then A is
norm-bounded.
Definition 2.14. Let H map C(X,E) into C(Y,E). If there exists D > 0 such
that ‖H(1e)‖ ≤ D‖A(1e0)‖.‖e‖ for all e ∈ E. Then H is 1e0-bounded.
We refer to [5] for some example of maps that are continuous but neither 1e0 -
or norm-bounded. If H : C(X,E) → C(Y,E) is norm-bounded and strongly
subadditive, then by last definitions we conclude that H is continuous. Also, if
H is 1e0 -bounded and strongly subadditive on the linear span [1e0 ] of 1e0 i.e.,
{
∑n
i=1 ei.1e0 |ei ∈ E, n ∈ N}, then H is continuous on [1e0 ].
Definition 2.15. Let p : Y → X be continuous. For each y ∈ Y and f ∈ C(X,E),
define H : C(X,E) → C(Y,E) to be Hf(y) = H(1f(p(y)))(y). H is called a
composition map.
Theorem 2.16. Let H : C(X,E) → C(Y,E) be a composition map. If H is
1e0-bounded, then H is norm-bounded.
Proof. We leave the proof to the reader. 
Definition 2.17. Let H : C(X,E) → C(Y,E) be a map. The set Yc = {y ∈ Y :
yˆ ◦H is continuous} is called the continuity set of H . Finally we explain the form
of strongly point-wise subadditive separating maps on vector valued continuous
functions.
Theorem 2.18. Let H : C(X,E)→ C(Y,E) be separating and strongly point wise
subadditive with support map h. Then the followings hold.
(a) If y ∈ Yc, then Hf(y) = H(1f(h(y)))(y) for all f ∈ C(X,E). (b) If H is
1e0-bounded, then y ∈ Yc if and only if
Hf(y) = H(1f(h(y)))(y)
for all f ∈ C(X,E).
Proof. Let y ∈ Yc, f ∈ C(X,E) and ε > 0. Since f is continuous, then there
exists the neighborhood Uε of h(y) such that ‖f(z) − f(h(y))‖ < ε for all z ∈
Uε. Let W be a neighborhood of h(y) such that ClW ⊂ Uε. Suppose that kε ∈
C(X,E) such that kε = 1e0 on W , kε = 0 on CUε and 0 ≤ kε ≤ 1e0 . As ε → 0,
kε(f − 1f(h(y)))→ 0; consequently H(kε(f − 1f(h(y))))(y)→ 0. Since H is strongly
pointwise subadditivity and (kεf)(h(y)) = (kε1f(h(y)))(h(y)) = f(h(y)) for all ε >
0, then there exists My > 0 such that
‖H(kεf)(y)−H(kε1f(h(y)))(y)‖ ≤My‖H(kε(f − 1f(h(y))))(y)‖ → 0,
6 YOUSEF ESTAREMI AND BAHMAN MOEINI
this implies that
H(kεf)(y) = H(f)(y), H(1f(h(y)))(y) = H(kε1f(h(y)))(y).
Thus Hf(y) = H(1f(h(y)))(y). (b) Suppose that Hf(y) = H(1f(h(y)))(y) for all
f ∈ C(X,E). Let the net fα ∈ C(X,E) converges to f . By Definitions 2.8 and
2.14. Hence for big α we have ‖f(h(y))− fα(h(y))‖ ≤ ‖f − fα‖ < δf(h(y)),y, and so
‖Hf(y)−Hfα(y)‖ ≤My‖H(f − fα)(y)‖
= My‖H(1f(h(y))−fα(h(y)))(y)‖
≤MyD‖H(1e0)‖.‖f − fα‖ → 0.
Therefore, yˆ ◦H is continuous. 
In Theorem 5.11 of [5], the map H must be strongly pointwise subadditive.
Because, the authors used this property in the proof. The next theorem can also be
obtained with direct computation and some minor modifications of Theorem 5.11
of [5], so we omit it’s proof.
Theorem 2.19. Let H : C(X,E) → C(Y,E) be strongly subadditive. Then the
followings hold.
(a) If H is continuous at 0, then H is continuous.
(b) If H is continuous at 0 and strongly pointwise subadditive, then H is continuous
composition map.
3. Fixed point theorem
Due to the abundant applications of fixed point theory in several disciplines such
as economics, physics, compilers and etc., many authors are interested to study the
theory of fixed point or common fixed point to different kinds of maps such that have
certain conditions. Therefore, in this section, given the importance of this theme,
we introduce the theory of fixed point to strongly suadditive maps and provide some
conditions under which the strongly subadditive map H has unique fixed point and
it’s result will be used to prove the existence of solution of a nonlinear integral
equation. First we recall an elementary lemma that we need it in the sequel.
Lemma 3.1. [15] Let {xn} be a sequence in a metric space for which Σ
∞
i=1d(xi, xi+1) <
∞. Then {xn} is a cauchy sequence.
Now we give our main theorem in this section.
Theorem 3.2. Let H : C(X,E) → C(X,E) be a strongly subadditive map. Sup-
pose the following conditions hold:
(i) For each f ∈ C(X,E), there exists ǫ > 0 such that ‖Hf − f‖ < ǫ ;
(ii) There exists c > 0 such that 0 < cM < 1 and ‖Hf‖ ≤ c‖f‖, for all
f ∈ C(X,E), where M comes from strongly subadditivity of H.
Then H has a unique fixed point f0 and limn→∞H
nf = f0.
Proof. Since H is strongly subadditive and condition (ii) holds, then for every
f ∈ C(X,E) we have
‖Hf −H(Hf)‖ = ‖Hf −H2f‖
≤M‖H(f −Hf)‖
≤ cM‖f −Hf‖.
7Adding ‖f −Hf‖ to both sides of the above inequality yields
‖f −Hf‖+ ‖Hf −H2f‖ ≤ cM‖f −Hf‖+ ‖f −Hf‖,
hence
‖f −Hf‖ − cM‖f −Hf‖ ≤ ‖f −Hf‖ − ‖Hf −H2f‖,
and so
‖f −Hf‖ ≤ (1− cM)−1
[
‖f −Hf‖ − ‖Hf −H2f‖
]
.
Now we define the function ϕ : C(X,E) → R+ by ϕ(f) = (1 − cM)−1‖f −Hf‖,
for f ∈ C(X,E). This implies that
‖f −Hf‖ ≤ ϕ(f)− ϕ(Hf), f ∈ C(X,E).
Therefore if we fix f ∈ C(X,E) and take m,n ∈ N with n < m, we get that
Σm−1i=n ‖H
if −Hi+1f‖ ≤ ϕ(Hnf)− ϕ(Hmf)
< ϕ(Hnf).
In particular by taking n = 1 and letting m → ∞ we conclude that Σ∞i=1‖H
if −
Hi+1f‖ ≤ ϕ(Hf) < ∞. By Lemma 3.1, {Hnf} is a cauchy sequence. Since
C(X,E) is complete, then there exists f0 ∈ C(X,E) such that limn→∞Hnf = f0,
and since H is continuous we have
f0 = lim
n→∞
Hnf = lim
n→∞
Hn+1f = Hf0.
Thus f0 is a fixed point of H . Now, we shall show that f0 is the unique fixed point.
Let g ∈ C(X,E) be another fixed point of H . Then f0 = limn→∞Hng = g, and
this completes the proof. 
Example 3.3. Let a ≥ 2 and let z = xeiθ ∈ C, −π < θ < π. Define the map
ca : C→ C, xe
iθ −→
1
1 + (2a)2
xeiaθ.
Since |ca(z)| =
1
1+(2a)2 |z|, it follows that
|ca(z + z′)| =
1
1+(2a)2 |z + z
′|
≤ 11+(2a)2 |z|+
1
1+(2a)2 |z
′|
= |ca(z)|+ |ca(z′)|.
Therefore, ca is subadditive. The continuity of ca is clear. To show that ca is
strongly subadditive, given any z0 ∈ C we must find ǫz0 > 0 and M > 0 such that
|ca(z)− ca(z0)| ≤M |ca(z−z0)| when |z−z0| < ǫz0 . We accomplish this by showing
that the function
f(z, z0) =
|ca(z)− ca(z0)|
2
(1 + (2a)2)2|z − z0|2
is bounded in some neighborhood of z0. Let z = xe
iθ and z0 = x0e
iθ0 observe that
f(z, z0) =
| 11+(2a)2 xe
iaθ − 11+(2a)2 x0e
iaθ0 |2
(1 + (2a)2)2|xeiθ − x0eiθ0 |2
=
| xe
iaθ
x0e
iaθ0
− 1|2
| xe
iθ
x0eiθ0
− 1|2
= f(
z
z0
, 1).
First we consider the case z0 = 1, then we have
(3.1) f(z, 1) =
|1− xeiaθ|2
|1− xeiθ|2
=
1 + x2 − 2xcos(aθ)
1 + x2 − 2xcos(θ)
.
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Now we show that f(z, 1) is bounded from above for z in a neighborhood of 1. For
all θ, the following inequalities outcome from power series expansion of cos(θ)
1−
θ2
2
< cos(θ) < 1−
θ2
2
+
θ4
24
,
θ2
2
− 1 > −cos(θ) > −1 +
θ2
2
−
θ4
24
.
This inequalities imply that
f(z, 1) <
1 + x2 + 2x(a
2θ2
2 − 1)
1 + x2 + 2x( θ
2
2 − 1−
θ4
24 )
=
(1− x)2 + xa2θ2
(1− x)2 + 2x( θ
2
2 −
θ4
24 )
.
For |θ| < 110 , we have
θ2
2 −
θ4
24 > 0 and
f(z, 1) <
(1− x)2 + xa2θ2
(1 − x)2 + 2x( θ
2
2 −
θ4
24 )
< 1 +
a2
2(12 −
θ2
24 )
If |θ| < 110 , then
1
2 −
θ2
24 >
1199
2400 and it follows that f(z, 1) < 1 +
1200a2
1199 . Thus√
f(z, 1) <
√
1 + 1200a
2
1199 . Now suppose that z0 6= 0 or 1, choose ǫ > 0 such that if
| z
z0
−1| < ǫ, then arg( z
z0
) < 110 . Since f(z, z0) = f(
z
z0
, 1) it follows that
√
f(z, z0) <√
1 + 1200a
2
1199 , for |z − z0| < ǫ|z0|. After including the case z0 = 0, the value M
previously referred to will be
M = max
{
1,
√
1 +
1200a2
1199
}
=
√
1 +
1200a2
1199
.
Also,
(i) for each z ∈ C, there exists ǫ > 0 such that |ca(z)− z| < ǫ,
(ii) for each z = xeiθ ∈ C, we have
|ca(z)| =
1
1 + (2a)2
x <
1
1 + 2a2
x =
1
1 + (2a)2
|z|,
if choose c = 11+2a2 , then 0 < cM =
1
1+2a2
√
1 + 1200a
2
1199 < 1. Thus, all the condi-
tions of the Theorem 3.2 are satisfied and z = 0 is the unique fixed point of ca.
Here we recall the property P for a self-map. Then in Theorem 3.5 we give some
conditions under which an strongly subadditive map has P -property.
Definition 3.4. [9] A map T : X → X has property P if F (T n) = F (T ) for each
n ∈ N , where F (T ) is the set of fixed points of T .
Theorem 3.5. Suppose that all the conditions of Theorem 3.2 are satisfied. Then
the map H has property P .
Proof. From Theorem 3.2, F (H) 6= ∅. Thus F (Hn) 6= ∅ for each n ∈ N. Let n
be a fixed positive integer greater than 1 and suppose that g ∈ F (Hn). We claim
that g ∈ F (H). Suppose on the contrary. If g 6= Hg, then by conditions (i), (ii) of
Theorem 3.2, and from strongly subaddtivity of H we have
‖H(Hng)−H(Hn−1g)‖ = ‖Hg − g‖
≤M‖H(Hng −Hn−1g)‖
≤ cM‖Hng −Hn−1g‖
= cM‖g −Hn−1g‖.
9Now, by letting n→∞ and Theorem 3.2, we conclude
lim
n→∞
‖Hg − g‖ ≤ lim
n→∞
cM‖g −Hn−1g‖ = 0,
which is a contradiction. Thus g ∈ F (H). Therefore F (H) = F (Hn) and so H
satisfies property P . 
4. Application to nonlinear integral equation
It is a truism that differential and integral equations lie at the center of math-
ematics, being the inspiration of so many theoretical advances in analysis and ap-
plying to a wide range of situations in the natural and social sciences. The term
integral equation was first used by Paul du Bois-Reymond in 1888.
Recently, some researchers have been studied the problems of existence, uniqueness
and other properties of solutions of some types of nonlinear integral equations, for
example, see [10, 1, 7, 12, 13, 14]. Let us consider the following Volterra integral
equation:
(4.1) x(t) =
∫ t
0
m(t, s)f(s, x(s))ds
for all t ∈ [0, T ], where m(t, s) is real or complex valued function that are measur-
able both in t and s on [0, T ], f : [0, T ]×X → X and x0 ∈ X with X being a real
Banach space.
The objective of this section is to apply Theorem 3.2, to study the existence and
uniqueness of solution of (4.1) under the conditions in respect of the complete met-
ric space C([0, T ], X) and fixed point theory. This nonlinear integral equation will
be studied under the following conditions:
(i) sup0≤t≤T
∫ t
0 |m(t, s)|ds = L1 < +∞,
(ii) for each continuous x : [0, T ]→ E, f(., x(.)) is Pettis integrable on [0, T ],
(iii) for all x, y ∈ C([0, T ], X),
|
∫ t
0
f(s, (x+ y)(s))ds| ≤ |
∫ t
0
f(s, x(s))ds| + |
∫ t
0
f(s, y(s))ds|, t ∈ [0, T ],
(iv) let M > 0 and for each x ∈ C([0, T ], X) there exists ǫ > 0 such that
|
∫ t
0
[
f(s, x(s))− f(s, y(s))
]
ds| ≤M |
∫ t
0
f(s, (x− y)(s))ds|, t ∈ [0, T ],
for each y ∈ C([0, T ], X) satisfying ‖ x− y ‖< ǫ,
(v) for each x ∈ C([0, T ], X), there exists ǫ > 0 such that
|
∫ t
0
m(t, s)f(s, x(s))ds − x(t)| < ǫ, for all t ∈ [0, T ],
(vi) for each x ∈ C([0, T ], X), there exists L2 > 0 such that
|f(s, x(s))| ≤ L2|x(s)|, for all s ∈ [0, T ].
Theorem 4.1. Let X be a Banach space and suppose that the assumptions (i)-(vi)
hold. Then the Volterra integral equation (4.1) has a unique solution in C([0, T ], X)
for which 0 < L1L2M < 1.
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Proof. Define
Hx(t) =
∫ t
0
m(t, s)f(s, x(s))ds, t ∈ [0, T ].
Then for each x, y ∈ C([0, T ], X) and by condition (iii) we have
‖H(x+ y)‖ = ‖
∫ t
0
m(t, s)f(s, (x + y)(s))ds‖
= sup0≤t≤T |
∫ t
0
m(t, s)f(s, (x+ y)(s))ds|
≤ sup0≤t≤T |
∫ t
0 m(t, s)f(s, x(s))ds| + sup0≤t≤T |
∫ t
0 m(t, s)f(s, y(s))ds|
= ‖Hx‖+ ‖Hy‖,
hence H is subadditive. By condition (iv), let M > 0 and for each x ∈ C([0, T ], X)
there exists ǫ > 0 such that
‖Hx−Hy‖ = ‖
∫ t
0 m(t, s)f(s, x(s))ds−
∫ t
0 m(t, s)f(s, y(s))ds‖
= ‖
∫ t
0 m(t, s)
[
f(s, x(s))− f(s, y(s))
]
ds‖
= sup0≤t≤T |
∫ t
0
m(t, s)
[
f(s, x(s))− f(s, y(s))
]
ds|
≤ sup0≤t≤T |
∫ t
0
m(t, s)f(s, (x− y)(s))ds|
= ‖H(x− y)‖,
for each y ∈ C([0, T ], X) satisfying ‖x− y‖ < ǫ, that is H is strongly subadditive.
From condition (v), for each x ∈ C([0, T ], X), there exists ǫ > 0 such that
|
∫ t
0
m(t, s)f(s, x(s))ds − x(t)| < ǫ,
for all t ∈ [0, T ]. Then sup0≤t≤T |
∫ t
0
m(t, s)f(s, x(s))ds−x(t)| < ǫ, so ‖Hx−x‖ < ǫ.
Now, by condition (vi) for each x ∈ C([0, T ], X), there exists L2 > 0 such that
‖Hx‖ = ‖
∫ t
0
m(t, s)f(s, x(s))ds‖
= sup0≤t≤T |
∫ t
0
m(t, s)f(s, x(s))ds|
≤ sup0≤t≤T
∫ t
0 |m(t, s)||f(s, x(s))|ds
≤ sup0≤t≤T L2
∫ t
0 |m(t, s)||x(s)|ds
≤ L1L2‖x‖.
Thus all conditions of Theorem 3.2 are satisfied. Hence there exists a unique fixed
point x ∈ C([0, T ], X) such that Hx = x, which proves the existece of a uniqe
solution of (4.1). 
Here we give an example to illustrate the usefulness of our result.
Example 4.2. In equation (4.1), we define:
m(t, s) = et−ssint, f(s, x) = s|x|, s, t ∈ [0, 1], x ∈ C([0, 1],R),
and metric d(x, y) = sup0≤t≤1 |x(t)− y(t)| on C([0, 1],R). Then clearly C([0, 1],R)
is a complete metric space. we have
(i)
sup
0≤t≤1
∫ t
0
|m(t, s)|ds = sup
0≤t≤1
∫ t
0
|et−ssint|ds = (e − 1)sin1 = L1 < +∞,
(ii) for each continuous x : [0, 1]→ E, f(., x(.)) is Pettis integrable on [0, 1],
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(iii) for all x, y ∈ C([0, 1],R),∫ t
0
f(s, (x+y)(s))ds =
∫ t
0
s|x(s)+y(s)|ds ≤
∫ t
0
s|x(s)|ds+
∫ t
0
s|x(s)|ds, t ∈ [0, 1],
then for all x, y ∈ C([0, 1],R),
|
∫ t
0
f(s, (x+ y)(s))ds| = |
∫ t
0
s|x(s) + y(s)|ds| ≤ |
∫ t
0
s|x(s)|ds| + |
∫ t
0
s|x(s)|ds|
= |
∫ t
0
f(s, x(s))ds| + |
∫ t
0
f(s, y(s))ds|, t ∈ [0, 1],
(iv) for each x, y ∈ C([0, 1],R) we have∫ t
0
[
f(s, x(s))− f(s, y(s))
]
ds =
∫ t
0
[
s|x(s)| − s|y(s)|
]
ds
≤
∫ t
0 s|x(s)− y(s)|ds, t ∈ [0, 1],
then for M = 1 and for all x ∈ C([0, 1],R), there exists ǫ > 0 such that
|
∫ t
0
[
f(s, x(s)) − f(s, y(s))
]
ds| = |
∫ t
0
[
s|x(s)| − s|y(s)|
]
ds|
≤M |
∫ t
0
s|x(s)− y(s)|ds|
= M |
∫ t
0
f(s, (x− y)(s)ds|, t ∈ [0, 1],
for each y ∈ C([0, 1],R) satisfying ‖ x− y ‖< ǫ,
(v) for each x ∈ C([0, 1],R),
|
∫ t
0 m(t, s)f(s, x(s))ds− x(t)| ≤
∫ t
0 |m(t, s)||f(s, x(s))|ds + |x(t)|
≤ L1M1 +M1 = M1(L1 + 1),
hence, for each x ∈ C([0, 1],R), there exists ǫ > 0 such that
|
∫ t
0
m(t, s)f(s, x(s))ds − x(t)| ≤M1(L1 + 1) < ǫ, t ∈ [0, 1],
(vi) for each x ∈ C([0, 1],R) and for 1 = L2 ≥ s ≥ 0,
|f(s, x(s))| = |s|x(s)|| ≤ L2|x(s)|.
Also, 0 < L1L2M = (e − 1) sin 1 < 1. Thus all the conditions of Theorem 4.1 are
satisfied. Hence, the integral equation (4.1) for this example, has a unique solution
in C([0, 1],R).
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