Abstract-
INTRODUCTION
Traffic management centers are facing a large and increasing number of different types of traffic sensors. The number of sensors available from crowdsourcing and other fleets that can share traffic data based on new types of business models for traffic sensing is increasing dramatically. At the same time dedicated traffic sensors are getting cheaper, less intrusive and more accurate. However, no single sensor or data source will be sufficient to enable efficient traffic monitoring in a city-wide level. Instead, current and future traffic management centers will have to rely on a large number of heterogeneous sensors to provide accurate, robust, timely and cost efficient road traffic state estimation and prediction, and this requires efficient methods for fusing the data from the different types of sensors.
A large part of the emerging sensors are measuring point speeds or travel times instead of occupancy or flow, which traditionally has been the most common observations. This makes it important to develop traffic models and frameworks for data fusion that can handle these type of measurements efficiently. Point speeds typically describe the traffic state in a specific point in the network well, whereas travel times capture in a good way an aggregate of the traffic state for the spatial extension of the measurement. This makes it very appealing to combine these two measurements to get a good base for network-wide traffic state estimation.
The aim of this paper is to use a macroscopic traffic model together with a non-linear filtering framework for efficient fusion of point speeds and travel times. The remainder of the paper is structured as follows. Section II describes different types of sensors that provide point speeds and travel times as well as some important characteristics related to sampling. Section III defines the estimation problem that we are focusing on and section IV describes previous work on the topic. Section V describes the data assimilation and fusion framework in more detail. Section VI describes the observation models used for fusion of the different observations. Section VII includes results from a highway test site in Stockholm whereas Section VIII concludes the paper with discussion and conclusions.
II. BACKGROUND The aim of systems for traffic state estimation is to estimate the evolution of the traffic state in space and time. For practical reasons we are not able to observe state variables continuously everywhere, which means that we have to sample our observations according to some strategy. Furthermore, the number of observations, the sensing infrastructure and the traffic model are limiting the possible resolution of the system in space and time, which means that we have to work with aggregates of the observations in these dimensions.
The sampling and aggregation strategy are quite important for the performance of the estimation and are also varying between different types of sensors. This needs to be accounted for in an efficient fusion framework. Eulerian sensors, such as fixed radar stations or license plate cameras, generate observations in specific points in space. These observations are either point observations that are aggregated locally, e.g. point speeds, or contain some kind of identity that can be matched in downstream sensors and then spatially aggregated, e.g. travel times.
Lagrangian sensors are located in vehicles and observations are made while moving with the traffic, typical examples are different types of devices, e.g. navigation or fleet management equipment, reporting GPS measurements such as location and local speed. In many cases also an identity of the device is included, which means that travel time observations can be made. Lagrangian sensors are more flexible in sampling strategy and are not bounded to space-based sampling, i.e. observations triggered by passing a specific location, instead time-based sampling, i.e. observations triggered by a time period, is often used.
Both Eulerian and Lagrangian sensors can use point measurements or spatial aggregations where the observations are aggregated in space. Spatial aggregation is affecting both the spatial and temporal resolution, since it takes time to traverse the spatial extension of the observation.
Aggregation of measurements are always made in different levels in systems for data collection. In traffic state estimation, aggregations are typically performed in both time and space and the level of aggregation affects the delay of the system as well as the possible spatiotemporal resolution of the system. Travel time observations are interesting since they incorporate an inherent spatiotemporal aggregation, i.e. the observation is a spatial aggregate of vehicle speed during the time for traversing the given space. Both the spatial and temporal aggregation of travel time observations need attention when fusing it with other sensors, especially when it is used in real-time applications, since the maximum inherent delay of the observation is equal to the travel time itself.
The spatial aggregation distance for most of the currently used travel time sampling periods is in many cases longer than the spatial resolution of the system, i.e. simply normalizing the travel time observation with traversed distance to generate a section speed observation does not capture spatial speed variations efficiently. Figure 1 shows the test site used in this paper including sensors; Bluetooth and Radar (Eulerian) to the left and GPS probes (Lagrangian) to the right. Figure 2 shows the southbound GPS probes in Figure 1 after map matching and the grid shows the spatiotemporal resolution of 200 meters by 60 seconds. It can be seen that, unless we are in severe congestion, a time-based sampling of 60-180 seconds generate spatial aggregation distances up to a factor of 10 or more compared to the system resolution, which motivates work on allocating the observation in space more efficiently.
The type of spatial travel time allocation method will be most important when the observation contains large speed variation, which is most likely to occur when the traversed distance is long, i.e. for space-based or time-based sampling with low resolution. However, for time-based sampling the problem is reduced for low speeds whereas for space-based it does not depend on the average speed.
Furthermore, if the travel time is longer than the temporal resolution of the estimation framework, the observation will not only reflect the system at the current state, but also previous time steps. If a time-based sampling is used that has a sampling time close to or smaller than the temporal resolution of the system, this does not cause any major problems. This is typically the case for sensors like GPS-probes, where the location sampling is in the order of 1 minute or less. If, on the other hand, space-based sampling is used for the travel times, the aggregation period is increasing with reduced speed, which can cause very large delays for parts of the observations, depending on the distance between observations. This is typically the case for sensors like licence plate cameras or Bluetooth readers. 
III. PROBLEM FORMULATION
The aim of the system is to perform traffic state estimation on a given road network. The state variable to estimate is typically speed, density or flow, depending on the intended application. These variables are all connected through the hydrodynamic relation and the fundamental diagram.
We have chosen to use the speed as state variable and hence the aim is to estimate how the average speed propagates in space and time based on the observations we have available from different types of sensors. In order to improve the estimation, we also use a first order traffic flow model for the state propagation, which can be used for assimilation of model predictions and sensor observations. The state space model is formulated according to:
where v n is the state vector in time step n, including the speed for each part of the road network (cell) according to the spatial resolution of the system. M( . ) is the system model, in this paper a Macroscopic traffic model. y n is the observation vector in time step n and hk( . )is the observation model for observation type k. η and χ is the possibly time-varying model and observation noise, respectively. Given a specific fusion framework and a state vector, the EnKF and cell speeds in our case, the aim is to find hk( . ) for the travel time observation to enable an efficient update of cell speeds given the observation.
The problem is similar to the link travel time decomposition problem, where the aim is to assign contributions of a route travel time, typically as observed by sparsely sampled probes, to the set of links included in the route. Both problems are underdetermined, since many combinations of cell speeds or link travel times can correspond to a specific route travel time.
A straightforward and naïve way of solving the problem is to calculate the average speed of the travel time and use that average speed as observations on all cells traversed in the observation. However, this approach does not take into consideration the speed variation in space during the observation. A corresponding naïve solution to the link travel time decomposition problem is to allocate the travel time of links according to the distance traversed in each link.
A more sound method aims at estimating the most likely speed profile for the travel time observation, given some external input and use that speed profile as input to the traffic estimation. The external input can be information about the road network, traffic models and other observations. In this paper we use a first order traffic model, point speed measurements and other travel time measurements together with a non-linear filtering technique to estimate the most likely speed profile.
IV. PREVIOUS WORK
Data fusion is a well-established research topic within the military and aircraft sector, see for example [1] and [2] . Within the transport sector the interest for data fusion has, for natural reasons, increased as new types of data have been made available. The rapid increase of new data sources during the last decade has also made the task more complex and consequently further research is required.
In a survey on data fusion methods in Intelligent Transportation Systems (ITS) El Fazoui et al. [3] concluded that there are several methods available that can be used to fuse heterogeneous data. The methods range from more naïve statistical approaches as different weighting methods to more complex methods as neural networks and Kalman filters. However, the conclusion made by El Fazoui et al. was that none of the studied methods used for traffic estimation produce accurate estimations and predictions except for some special conditions. In order to achieve accurate results for a variety of network configurations and data sets available a combination of different approaches is recommended. One proposed solution is to assimilate estimations of the same quantity from different prediction methods. It is noted that various Kalman filters and particle filters are well established methods used for data assimilation.
Byon et al. [4] used a Single-Constraint-At-A-Time (SCAAT) Kalman filter that uses the single most recent speed measurement from any available sensor, in this case loop detectors and GPS probe data. The state is updated based on the characteristics of that particular sensor (i.e. the noise and variance of the measurement) and the accumulated state Treiber and Helbing [8] introduced the Adaptive smoothing method, which is a nonlinear spatiotemporal lowpass filter that uses the information from loop detectors to reconstruct the spatiotemporal traffic dynamics for a certain road network. The proposed method is based on a number of parameters and some of them are traffic flow related such as the propagation velocity in congestion and free-flow. In accordance with the kinematic wave theory the method assumes that the information travels in the direction of traffic flow when in free-flow, while the information travels against the direction of traffic while in congestion. Each data point is assigned a weight which is based on the spatiotemporal distance from the point where the traffic state is estimated. This method was later extended and generalized by van Lindt and Hoogendoorn [9] to also handle other types of data. The so-called Extended Generalized Treiber-Helbing filter (EGTF) can handle all kinds of data, no matter their spatial and temporal resolution, as long as the data provides a mean to distinguish between free flow and congestion. The original filter proposed by Treiber and Helbing assumed that the data was collected at fixed points and at fixed time interval. However, in the EGTF the data can stem from any position and time. Two weights are introduced where the first one is a data specific weight which can be interpreted as the reliability of that particular data source. The second weight is data source and data point dependent and reflect that fact that data from different sources will result in different distinctions between free-flow and congestion. The EGFT is evaluated both on simulated data [9] and on empirical data [10] with promising results. In [10] the method is compared with piecewise linear and quadratic speed-based interpolation methods and as earlier concluded by van Hinsbergen et al. [11] Regarding the link travel time decomposition problem Hofleitner and Bayen [14] proposed a method for arterials based on a probability distribution of the travel time. The probability is based on the traffic dynamics of the specific links and the hydrodynamic theory. The method is evaluated using a traffic simulation tool and the results show that it provides a significant improvement compared to a benchmark method that allocates the travel time proportionally to the free flow speed on each link.
Qing et al. [15] proposed a method called TravRes that can be used to reconstruct the shape of trajectories. TravRes uses an iterative approach and is based on a method called PISCIT. The TravRes method assumes that each cell in the space-time diagram has homogenous traffic conditions and that the floating car data are strictly consistent and can be exactly reconstructed from the time-space speeds. TravRes consist of an inner and an outer iteration loop where the inner loop reconstructs the trajectories and the outer loop reconstructs the time-space speeds. The two loops are iteratively ran until the given floating car data are consistent enough with the time-space speeds. The validation of the method shows that only a few iterations often are enough to improve the estimation error and the inconsistency. The TravRes method can also be used to fuse floating car data with local speed measurements or travel times.
V. SYSTEM DESCRIPTION
The operator M( . )in the state space model (1) is a macroscopic traffic model, the cell transmission model for velocity (CTM-v) in our case. The CTM-v model [12] is a first order model based on the Lighthill-Whitham-Richards (LWR) partial differential equation (PDE) [16] discretized using the Godunov scheme [17] and then translated from density to velocity using the hyperbolic-linear fundamental diagram [12] . Due to the nonlinearity and non-differentiability of the model and a relatively large state-vector, the method chosen for data assimilation and fusion is the ensemble Kalman filter. The EnKF and CTM-v framework is first described in [12] where details about the model as well as the filtering can be found. The adaption of the framework for the Stockholm network, which is used in this paper, is described in [18] . [12] , then update the ensemble mean and covariance according to:
3. Analysis (measurement update):
4. Return to 2.
In the above description, H n refers to the linear observation model, G n is the Kalman gain and y n is the observation in time step n.
VI. OBSERVATION MODELS
To enable efficient fusion of observations with different modality, we need to define suitable observation models, which are further described in this section. The model for point speed observation update is defined as in [12] : The point speed observation update is made in a batch for all observations in a time step. However, the travel time observations are assumed independent and updated in sequence:
where ‫ݐ‬ is the travel time measurement i in time step n. For the filter to be able to handle the measurements efficiently, we need to express the travel time measurement as a function of the state, i.e. we need to define the observation model that maps the travel time measurements to our state variables, which is the average speed in the different cells. There is a simple relationship between average speed and travel time: v S t (10) where t is the travel time, S is the distance traveled and v is the average speed. If the speed varies over the stretch S, the travel time t as a function of the state v becomes
. In practice, we need to discretize our system, hence, with a set of discrete cells with length i s , the travel time becomes (12) where j v is the average speed in cell j and J is the set of cells traversed in the travel time observation. The travel time observation is a nonlinear function of the state, which means that we can not use this observation model directly in the filter. We can handle this in two ways, 1) linearizing the observation model or 2) estimating the observation model by an ensemble of realizations from a priori model probability density function. First, we try to linearize the measurement model.
Let us linearize the measurement equation using a first order
Taylor approximation in the point v : (13) where j vˆis the most recent estimate of the state in cell j.
We measure travel time number i in time step n and let us call that n i t ' . To be able to express the measurement model in matrix form, we modify our observation of travel time i in time step n to:
where j s is the traversed distance in cell j. Now, observation i in time step n can be expressed as For the linearization approach, the analysis step (5)- (7) of the EnKF algorithm is now done once for all point observations and then repeated for all travel time observations with H n in (5) and (6) replaced with Hp and Ht for the point observation and travel time observation update, respectively.
The second approach to handle the nonlinear observation model is to use the same ensemble approximation that is used for the CTM-v model. This could reduce the effect of linearization errors that occur if the estimated state vector after the point speed observation update differs significantly from the true state. In this approach, (5) and (6) in the travel time observation update step are replaced with:
Note that the Kalman gain (G) and the observation matrix (H) have to be updated for each ensemble realization.
VII. RESULTS
The assimilation and fusion framework presented in this paper can be used for many different combinations of traffic sensors. Two very interesting scenarios are where we want to use e.g. taxi probes to improve estimation performance in roads that are poorly equipped with point speed sensors or if we want to utilize both point speed and travel time observations where we have probes that can report both point speed and an identity that is consistent between at least two observations. We have evaluated the framework in the Stockholm test site (Figure 1 ) where radars are used for point speed observations, taxi probes are reporting time-based travel times and Bluetooth detectors are used for space-based travel times. Four scenarios, as described in Table 2 , are evaluated in this paper. The scenarios are evaluated against Bluetooth observations in the case of travel times and against a full set of radar sensors (6 sensors) for space-time-speed diagrams. The model parameters (sources, sinks and split ratios) are calibrated against incident-free days of February 2013 and evaluation is made for three incident-free days in March 2013. The EnKF parameters for the different measurements are calibrated for one incident-free day in March using the framework described in [20] . , is shown in Table 3 . Figure 3 shows the travel time for a part of the 3 km long southbound stretch in Figure 1 using different combinations of sensors in the assimilation and fusion framework. The Bluetooth travel time estimate is assumed to be a good benchmark for the travel time estimates based on radar and taxi measurements. Table 4 Table 4 indicates significant improvements for all scenarios when combining the point speed observations from radar with the travel time observations from taxis compared to the Bluetooth observations. In Figure 3 it can be seen that although the model together with the two radar observations performs well during the peaks due to the similarity with a regular day, the fusion with travel times increases the accuracy especially during build-up and discharge of the congestion. Since the aim of the system is to estimate how the velocity field propagates in time and space we also evaluate the framework using space-time-speed plots. Examples of space-time-speed plots for the different scenarios are shown in Figure 4 to Figure  8 . From the figures it can be seen that there is a large improvement to add the taxi data compared to only use the model. Furthermore, it can be noted that the start and end of the congestion seems to be more accurate in time when combining the taxi data with the radar data, compared to just using radar data. This paper introduces a new method for fusing travel times with point speed measurements using a macroscopic traffic model and a non-linear filter. The system is tested using the CTM-v model together with the EnKF, but the method is possible to generalize for other models and filters as well. The method is efficient in handling spatial variations of the traffic state during the travel time observations and is most suitable when the spatial resolution of the estimation framework has higher resolution than the travel time observations. The method shows promising results in the evaluations on the test site using point speed observations from radars and travel time observations from taxis. However, the method works well also without point speed measurements, i.e. for data assimilation using CTM-v and only taxi probes. The method shows the best performance during build-up and discharge of the congestion, which is typically also the most challenging parts to estimate. During the congested state, the taxis seem to include a small bias compared to the radar and Bluetooth sensors, which could be caused by a different driver behaviour compared to regular drivers and an ability to do better lane choices than the average driver, which in a few cases causes very small improvements or even slightly worse results when adding the taxi observations. Considering this, the results could most likely be improved significantly by using dynamic covariance matrices for the different type of observations. It should also be noted that some of the bias could also be included in the radar measurements, which are known for underestimating the travel times during severe congestion.
The results in the paper are produced using the algorithm based on linearization of the measurement vector. Since the travel time as function of the cell speed is concave, the linearization of the travel time measurement is always an underestimate of the real travel time, which causes the filter to underestimate the cell speed vector. The results would most likely be improved by using the ensemble representation described in (16) and (17) instead, especially in the case where the predicted model state is far from the true state.
The method has a large potential in many systems for traffic estimation, since more heterogeneous sensors are deployed for many systems, incorporating in most cases both travel time observations as well as point speed observations. In the future many traffic estimation systems might rely fully on probe measurements, and this method can be of importance if one wants to fully utilize both the point speeds and the travel times reported in most recent probe systems.
Future work includes evaluation of the method using more data, using different performance metrics and comparing it with the naïve approach of fusing travel times and point speeds.
