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ABSTRACT. We show that for any fixed accuracy and time length T , a finite num-
ber of T -time length pieces of the complete trajectories on the global attractor
are capable of uniformly approximating all trajectories within the accuracy in the
natural strong metric after sufficiently large time when the observed dissipative
system is asymptotically compact. Moreover, we obtain the strong equicontinuity
of all the complete trajectories on the global attractor. These results follow by
proving the existence of a notion of a strongly compact strong trajectory attrac-
tor. The notion of a (weak) trajectory attractor was previously established for a
system without uniqueness by considering a family of auxiliary systems including
the original one. Recently, Cheskidov and the author developed a new framework
called evolutionary system, with which a (weak) trajectory attractor can be defined
for the original system under consideration. In this paper, the theory of trajectory
attractors is further developed for our purpose, where the trajectory attractor plays
a new role. We then apply it to both the 2D and the 3D Navier-Stokes equations
and a general nonautonomous reaction-diffusion system. Global attractors are
ever anticipated to be very complicated objects, which obstruct their applications.
We expect that our results will do some good for their practical utilization, for
instance for numerical simulations.
Keywords: trajectory attractor, global attractor, evolutionary system, Navier-
Stokes equations, reaction-diffusion system
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1. INTRODUCTION
The global attractor is a natural mathematical object describing the long-time
behavior of solutions of many dissipative partial differential equations (PDEs). All
the solutions converge to the attractor as time goes to infinity. Its studies goes
back to the seminal work of Foias and Prodi [FP67], who proved that the long-
time behavior of certain weak solutions of the 2D Navier-Stokes equations (NSE)
is determined by the long-time behavior of a finite number of numerical parameters.
For further development, see e.g. [La72, FT77, CFT85, Hal88, T88, Ha91, La91,
BV92, Ro01, CV02, SY02, CLR13].
1.1. Main results and preliminary comments. In this paper we will show that the
global attractor possesses a finite strong uniform tracking property. More precisely,
we prove that,
Main Theorem 1. (Conclusion 3 of Theorem 3.12) Let E be an asymptotically
compact evolutionary system1 satisfying the fundamental assumption2 A1 and let E¯
be the closure of E . Then the global attractor As for E possesses the finite strong
1See Definition 2.1 and 2.4 in preliminary Section 2 below, where we will briefly recall the basic
definitions of the theory of evolutionary systems developed in [CF06, C09, CL09, CL14].
2We will discuss the assumption a little later in this subsection.
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uniform tracking property, i.e., for any fixed accuracy ǫ > 0 and time length T > 0,
there exist t0 and a finite set P
f
T consisting of T -time length pieces on [0, T ] of the
complete trajectories of E¯ on As, such that for any t
∗ > t0, every trajectory u(t) of
E satisfies
ds(u(t), v(t− t
∗)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ P fT . Here ds is the natural strong metric.
Remark 1.1. We first give some explanation on terminologies in the theorem.
1. One feature of our framework called evolutionary system is that the phase
space X (typically being a bounded absorbing set of the dissipative system
under consideration) is endowed with both a weak metric and a strong met-
ric. In applications, the strong metric induces the natural strong topology
we are concerned about. Notations with subscript s or w are related to the
strong metric ds or the weak metric dw, respectively.
2. All Leray-Hopf weak solutions of the 3D Navier-Stokes equations with a
fixed time-dependent force in X , for instance, form an evolutionary system
satisfying the fundamental assumption A1. In general, evolutionary systems
defined by PDEs of mathematical physics satisfy A1 (cf. e.g. [T88, CV02]).
3. Recently, Cheskidov and the author developed the framework of an evo-
lutionary system in [CL14] by introducing a “closure of the evolutionary
system E”. The structure of the global attractorAs for E is obtained via all
the complete trajectories E¯((−∞,∞)) of its closure E¯ . In applications, for
an autonomous system, the closure E¯ of the associated evolutionary system
E is identical to E itself.
Intuitively, the finite strong uniform tracking property means that for any fixed
accuracy ǫ and time length T , a finite number of T -time length pieces of the com-
plete trajectories on the global attractorAs are capable of uniformly approximating
all trajectories within the accuracy ǫ in the strong metric after sufficiently large time.
The uniform tracking property indicates how the dynamics on As describe the as-
ymptotic behavior of all solutions of PDEs by picking up approximating pieces
on As one by one with smaller and smaller accuracies and longer and longer time
lengths (see Corollary 3.14). It was studied in [V92, LR99] for some special cases
and in [C09, CL14] for general cases. The main novelty of this theorem is the finite-
ness of the number of candidate approximating pieces for every fixed accuracy and
time length. It follows by proving the existence of a notion of a strongly compact
strong trajectory attractor, which we will discuss in Main Theorem 2 below.
The notions of a weak global attractor and a (weak) trajectory attractor were
introduced for the autonomous 3D NSE by Foias and Temam [FT85] and by Sell
[Se96], respectively. As the fundamental model for the flow of fluid, the NSE
are of great physical importance. However, the problem of uniqueness is still a
highlighted difficulty in the theory of PDEs. Their methods attempt to bypass this
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obstacle3. The weak global attractor captures the long-time behavior of all Leray-
Hopf weak solutions with respect to (w.r.t.) the weak topology of the natural phase
space. The trajectory attractor is a global attractor in the space of all trajectories,
which is endowed with a suitable topology usually related to the weak topology.
The set of points on all the trajectories in the trajectory attractor coincides with
the weak global attractor [FT85, Se96, C09, CL14]. Our new results in the current
paper are systematic investigations on trajectory attractors involved in the natural
strong topology, and the role of the notion of a trajectory attractor is different from
Sell’s original motivation. Only few papers before are sporadically concerned with
the strong topology (see [C09, CL09, VZC10, CVZ11, CL14]).
The trajectory attractor was further studied in [Se96, CV97, CV02, SY02] for the
nonautonomous system by investigating a family of auxiliary systems containing
the originally considered one, but not just the original one. Its trajectory attractor
does not always have to be the one for the original system as suggested by open
problems in [CL09, CL14]. Recently, in our paper [CL14], Cheskidov and the
author developed the framework called evolutionary system and made it natural to
construct a trajectory attractor for the original system rather than for a family of
systems. The notion of an evolutionary system E was initiated in [CF06] to study
a weak global attractor and a trajectory attractor for the autonomous 3D NSE, and
continued in [C09] where the strong convergence of trajectories to the trajectory
attractor was studied.
In fact, the previous paper [CL14] presented primarily an approach that deals
directly with the notion of a uniform global attractor for original nonautonomous
systems. This notion, introduced by Haraux [Ha91], naturally generalizes that of
a global attractor to nonautonomous ones. It was proved [CL14] that the uniform
global attractor possesses the uniform tracking property under the assumption A1.
In this paper, we further develop the theory of trajectory attractors for our pur-
pose. We will show the existence of a notion of a strongly compact strong trajec-
tory attractor when an evolutionary system is asymptotically compact. As a con-
sequence, we obtain that a finite number of pieces of the complete trajectories on
the global attractor are enough to ensure the uniform tracking property in the strong
metric, which is exactly Main Theorem 1. The proof relies on two main ingredi-
ents. One is a new point of view that identifies a weak global attractor possessing
the weak uniform tracking property with the existence of a (weak) trajectory attrac-
tor. The other one is a simultaneous use of the weak and strong metrics.
With the new point of view in hand, part of results in [CL14] can be reformulated
in an inspirational form Theorem 3.6, then we prove the following utilizing the
weak and strong metrics at the same time.
3Very recently, the nonuniqueness of weak solutions to the 3D NSE has greatly progressed. See
[BuVi18] and the references therein.
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Main Theorem 2. (Conclusions 4-5 of Theorem 3.6 and 1-2 of Theorem 3.12) Let
E be an asymptotically compact evolutionary system satisfying A1 and let E¯ be the
closure of E . Then
1. The strongly compact strong trajectory attractor4 As exists, and it is the
restriction of all the complete trajectories of E¯ on [0,∞):
As = Π+E¯((−∞,∞)) :=
{
u(·)|[0,∞) : u ∈ E¯((−∞,∞))
}
.
2. As is a section of As:
As = As(t) := {u(t) : u ∈ As} , ∀ t ≥ 0.
Remark 1.2. We can see that all the complete trajectories E¯((−∞,∞)) of E¯ lie in
As and their restriction on [0,∞) is As. Then, the approximating pieces in Main
Theorem 1 lie in As. Hence, it is also convenient to call that As or E possesses a
finite strong uniform tracking property.
By the Arzala`-Ascoli Theorem, Main Theorem 2 has Main Theorem 1 and the
following as corollaries.
Main Theorem 3. (Conclusion 4 of Theorem 3.12) Let E be an asymptotically
compact evolutionary system satisfying A1 and let E¯ be the closure of E . Then,
the strongly compact strong trajectory attractor As = Π+E¯((−∞,∞)) is strongly
equicontinuous on [0,∞), i.e.,
ds (v(t1), v(t2)) ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
It is easy to see that, equivalently, all the complete trajectories E¯((−∞,∞)) of
E¯ is strongly equicontinuous on (−∞,∞). Roughly speaking, Main Theorem 3
excludes the existence of a complete trajectory onAs that oscillates more and more
drastically.
Global attractors are ever anticipated to be very complicated objects (fractals),
which obstruct their applications. We expect that our finite strong uniform tracking
property and strong equicontinuity will do some good for their practical utilization,
for instance for numerical simulations.
Now we make some comments on the assumption A1 that appears in our above
results. It is the following:
A1 The set consisting of all trajectories of E on [0,∞) is a precompact set in
the space5 C([0,∞);Xw).
4See Definition 3.8.
5It is the space of all weakly continuousX-valued functions on [0,∞). See Remark 1.1 or more
details in Subsection 2.4.
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It provides the existence of a (weak) trajectory attractor for an evolutionary system.
It also implies that the weak global attractor consists of points on the trajectories
in the trajectory attractor (see Theorem 3.6). A1 is satisfied by the associated evo-
lutionary systems of the 2D and the 3D NSE and a general dissipative reaction-
diffusion system (RDS) that we will investigate in this paper. In general, the as-
sociated evolutionary systems of PDEs that arise in mathematical physics satisfy
A1 (cf. e.g. [T88, CV02]). We will study more details on its relationships with
the canonical closedness condition and continuous condition for evolutionary sys-
tems with uniqueness, which contain the classical frameworks of a semigroup for
autonomous systems and a family of processes for nonautonomous systems (see
Lemmas 3.28-3.30).
Our abstract theory can be directly applied to both the 2D and the 3D nonau-
tonomous NSE on a bounded domainΩwith space periodic or with non-slip bound-
ary conditions. We have the following for the 3D NSE.
Main Theorem 4. (Theorem 4.9) Assume that the external force g0(t) is normal
6
in L2loc(R;V
′) and every complete trajectory of the closure E¯ of the corresponding
evolutionary system E of the 3D NSE with the fixed force g0(t) is strongly continu-
ous. Then
1. The global attractorAs satisfies the finite strong uniform tracking property,
i.e., for any fixed accuracy ǫ > 0 and time length T > 0, there exist t0 and
a finite set P fT consisting of T -time length pieces on [0, T ] of the complete
trajectories of E¯ on As, such that for any t
∗ > t0, every Leray-Hopf weak
solution u(t) satisfies
|u(t)− v(t− t∗)| < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ P fT . Here | · | is the (L
2(Ω))
3
-norm.
2. The strongly compact strong trajectory attractor As = Π+E¯((−∞,∞)),
which is the restriction of all the complete trajectories of E¯ on [0,∞), is
strongly equicontinuous on [0,∞), i.e.,
|v(t1)− v(t2)| ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
Remark 1.3. We have the following remarks on the theorem.
1. In our application, the phase spaceX is a bounded absorbing subset in the
space H , the whole of which the previous frameworks are used to taking
as the natural phase space. The strong metric ds of X is defined by the
(L2(Ω))
3
-norm | · | and induces the natural strong topology the same as
before. The weak metric dw of X induces the weak topology that is the
restriction on X of the weak topology of (L2(Ω))
3
as mentioned earlier.
6See Definition 4.6.
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2. The normality condition on the force was introduced in [LWZ05] and the
author [Lu06]. Note that the class of normal functions in L2loc(R;V
′) is big-
ger than the class of so-called translation compact functions in L2loc(R;V
′)
(see Definition 5.19), which is necessary by applying previous frameworks
[CV94, CV97, CV02]. See also Open Problem 4.16.
3. Every complete trajectory in E¯((−∞,∞)) is a weak solution of the 3D NSE
with the force g0(s) or a force related to g0(t). See the proof of Lemma 5.4 in
[CL14]. For the autonomous 3D NSE, that is, the force is time-independent,
E¯((−∞,∞)) = E((−∞,∞)).
4. For the 2D NSE, concerned on both weak and strong solutions, and a gen-
eral RDS (1) below, we obtain similar results (see Theorems 4.21, 4.28 and
5.6, respectively). Note that, in these cases, the solutions have already been
proved to be strongly continuous (see Theorem 4.17, 4.23 and 5.2, respec-
tively).
5. For the 2D cases, and for the RDS with more regular interaction terms,
E¯((−∞,∞)) can be known in more details due to the uniqueness and better
regularity of their solutions (see Theorems 4.20 and 4.21, 4.27 and 4.28,
5.17 and 5.18, respectively).
It is worth to mention that we obtain the finite strong uniform attracting prop-
erty and the strong equicontinuity of all the complete trajectories for these systems
without additional conditions (cf. [CL14, LWZ05, Lu06, Lu07, CL09]).
The dissipative RDS:
(1) ∂tu− a∆u+ f(u, t) = g(x, t),
on a bounded domain Ω with Dirichlet or with Neumann or with periodic boundary
conditions is another fundamental model in the theory of infinite dimensional dy-
namical systems. It is quite general that covers many examples arising in physics,
chemistry and biology etc. We just list a few: the RDS with polynomial nonlinear-
ity, Ginzburg-Landau equation, Chafee-Infante equation, FitzHugh-Nagumo equa-
tions and Lotka-Volterra competition system. See e.g. [M87, T88, Ro01, CV02,
SY02] for more. The main difficulty of RDS different from NSE in previous liter-
ature is the time-dependence of f(·, t). Nevertheless, we obtain the much deeper
results that are similar to Main Theorem 4 under even less restrictions on the re-
action term f(·, t): We make no additional assumption other than the necessary
conditions of continuity, dissipativeness and growth (see (29)-(31) in Section 5).
Contrastively, some conditions are imposed to construct a so-called symbol space,
which is necessary for previous works [CV94, CV97, CV02, Lu07, CL09]. Then,
as a by product, we give an answer to an open problem in [Lu07, CL09], which
concerns how to describe the structure of global attractors for the RDS with general
interaction terms f(·, t).
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It is not yet known whether previous frameworks can also deal with such above
cases as we indicate in Open Problems 4.16 and 5.16 below (see also [CL09,
CL14]).
1.2. More detailed comments on our new results. In this subsection, we discuss
in more detail on the novelty of the paper, from three perspectives: The theoretical
point of view, the applied point of view, and the new ideas inspiring the future.
• Theoretical point of view. The new object of the paper is a notion of strongly
compact strong trajectory attractor, which is developed from the previous
work [CL14]. The proofs of the main theoretical results of Main Theorems 1-
3 rely on a new point of view and a simultaneous use of the weak and strong
metrics. We also discuss the special evolutionary systems that include the
classical frameworks of a semigroup and a family of processes.
Our theory is based on the previous works of the framework of an evolutionary
system. It is originally designed in [CF06, C09] for autonomous systems and devel-
oped in [CL09, CL14] especially for nonautonomous systems. Note that the phase
space X (typically taking a bounded absorbing set of the observed dissipative sys-
tem) of an evolutionary system is endowed with both a weak metric and a strong
metric. The work [CL14] mainly focused on the notion of a uniform global attrac-
tor for the originally considered nonautonomous system rather than for a family of
auxiliary systems. The open problems in [CL09, CL14] (see Open Problem 4.16)
indicate that the uniform global and (weak) trajectory attractors constructed by the
previous frameworks (see [Se96, CV97, CV02, SY02]) might not satisfy the mini-
mality property with respect to uniformly (w.r.t. the initial time) attracting for the
original nonautonomous system. Cheskidov and the author [CL14] overcame the
difficulty by taking a closure of the associated evolutionary system E . The proper-
ties of the uniform global attractor for E are able to be investigated via that for its
closure E¯ .
In the previous paper [CL14], it is also possible and natural to define a trajectory
attractor for the original nonautonomous system. The notion of a trajectory attractor
was introduced in [Se96] to bypass the difficulty of uniqueness issue of the 3D NSE
(cf. footnote 3). Its theory (see [Se96, CV97, CV02, SY02]) is usually related
to the weak topologies of the functional settings of the PDEs. In this paper, we
further develop the theory of strongly compact strong trajectory attractors, which is
principally Main Theorem 2. As a consequence, we derive Main Theorem 1 as well
as Main Theorem 3. Our theory and its applications are new for both autonomous
and nonautonomous dissipative systems of or lack of uniqueness. Furthermore, as
we will see, the role of the notion of a trajectory attractor is different from its primal
motivation to detour the problem of the unique solvability of PDEs (see [Se96]).
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The proofs of Main Theorems 1-3 are proceed as follows. First, we give a conve-
nient definition of the weak uniform tracking property slightly different from that
in [C09, CL09, CL14]. Second, we show that, a weak global attractor for an evo-
lutionary system E satisfying the weak uniform tracking property is equivalent to
the existence of a (weak) trajectory attractor for E under the assumption A1. This
equivalence makes it possible to reformulate the related results in the previous work
[CL14] in a more concise and inspirational form. Third, following this new form,
we set out to prove a version in the strong metric. A strong trajectory attractor
is naturally defined as a (weak) trajectory attractor which is also a strong trajec-
tory attracting set (see Definition 2.11). The strong trajectory attracting property
was investigated in [C09, CL09, VZC10, CVZ11, CL14], which are few papers
involving the natural strong topology we are really interested in. Fourth, by tak-
ing advantage of a simultaneous use of the weak and strong metrics, we derive
the strong compactness of the strong trajectory attractor, namely Main Theorem
2, when the evolutionary system is asymptotically compact. Finally, thanks to the
Arzala`-Ascoli Theorem, we obtain the finite strong uniform tracking property and
the strong equicontinuity of all the complete trajectories on the global attractor, that
is, Main Theorems 1 and 3. In particular, the systems that possess strongly compact
global attractors are asymptotically compact. Hence, in these cases, the strongly
compact strong trajectory attractors follow immediately once property A1 holds
(see Corollary 3.18 and Remark 3.19).
We investigatemore details on the structure of the attractors, especially for closed
evolutionary systems and evolutionary systems with uniqueness. These evolution-
ary systems include the classical frameworks of a semigroup and a family of pro-
cesses as shown in [CL14]. Hence, we generalize the results in [CV02, LWZ05,
Lu06, Lu07, CL14] in that we obtain the existence of strongly compact strong tra-
jectory attractors, and the sequent consequences of the finite strong uniform tracking
property, the strong equicontinuity of all the complete trajectories on global attrac-
tors and other properties following from Corollaries 3.13, 3.14 and 3.15. In the case
of these evolutionary systems, we also compare A1 with the familiar related condi-
tions of closedness and continuity imposed on the previous framework of a family
of processes (see Lemmas 3.28-3.30).
• Applied point of view. The applications of our new theory are first focused
on both the 3D and the 2D Navier-Stokes equations (NSE). The NSE are
probably the most fundamental example in the theory of infinite dimensional
dynamics systems, most part of which has been established by investigating
this example. We also study a general reaction-diffusion system (RDS), which
is another fundamental model.
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We apply our abstract theory to the 3D NSE, concerned on Leray-Hopf weak
solutions, and the 2D NSE, concerned on both weak and strong solutions, with a
fixed force as continuations of [CL14], [Lu06] and [LWZ05], respectively. No extra
condition is assumed. The property A1 is verified by the well-known compactness
lemmas (see e.g. Lemma 4.4) on the solutions. The new results are Main Theorem
4 for the 3D case and an analogue for the 2D case. Besides the finite strong uniform
tracking property, one of the new observation is that, for instance, for the 2D NSE
with a fixed normal force in L2loc(R;V
′), it denies the existence of the more and
more wildly oscillating complete weak solutions. Note that, actually, for the au-
tonomous 2D NSE, the strong compactness of the strong trajectory attractors could
have been deduced by the classical estimates (see (26)) that imply the uniqueness
of the solutions and the continuity of the associated semigroups. Nevertheless, this
is not valid for the nonautonomous case (see Remark 4.22). Now we are able to
cope with this case.
Another fundamental model we study is a RDS (see (1)) with a fixed pair of a
time-dependent nonlinearity and a driving force. It is treated along the same line as
the NSE. Although the nonlinearity depending on time is a main difficulty in previ-
ous studies, we assume less that the nonlinearity only satisfies the basic conditions
of continuity, dissipativeness and growth (see (29)-(31)). These conditions nei-
ther guarantee the unique solvability of (1) nor provide a suitable so-called symbol
space. The assumption on the force is a translation boundedness condition, which
is the weakest condition that ensures the existence of a bounded uniformly w.r.t.
the initial time absorbing ball. We take this ball as a phase space X . The weak and
strong metrics are metrics that induce the usual weak and strong topologies of the
space7 (L2(Ω))
N
restricted onX , respectively. We verify that all the weak solutions
of the RDS (1) form an evolutionary system satisfying A1. Therefore, we obtain
the existence and structure of the weak attractors Aw and Aw. In addition, if the
force is normal in L2loc (R;V
′), where V ′ is the dual of (H10 (Ω))
N
, the evolutionary
system is asymptotically compact. Then, the two weak attractors Aw and Aw are
strongly compact strong attractors As and As. Consequently, the finite strong uni-
form tracking property for the RDS (1) holds, i.e., for any fixed accuracy ǫ and time
length T , a finite number of T -time length pieces of the complete trajectories on
As are enough to uniformly approximate all weak solutions within the accuracy ǫ
in the (L2(Ω))
N
-norm after sufficiently large time. Moreover, all the complete tra-
jectories on As is equicontinuous on (−∞,∞) in the (L
2(Ω))
N
-norm. Note again
that there is no additional assumption on the time-dependent nonlinearity. Hence,
part of these results answer an open problem in [Lu07, CL09] (see Remark 5.8 for
more details).
7N is the number of components of the unknown vector function u of (1).
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We also consider the RDS (1) with more regular nonlinearities f(·, t). One more
assumption imposed on f(·, t) is a translation compact condition (see Section 5.1),
which is necessary for the previous works to obtain the structure of the global at-
tractors (see [CV94, CV95, CV97, CV02, Lu07, CL09]). Analogously for the 3D
NSE, we boost the results in [CL09]. Another more assumption (see (51)) on f(·, t)
guarantees the uniqueness of the weak solutions of (1). Hence, we can know more
properties about the structure of the attractors and obtain similar results to those of
2D NSE, which generalize the results in [CV02, Lu07].
At the end of the paper, we construct several interesting examples of nonlineari-
ties f(·, t) that do not satisfy the two assumptions just mentioned any more, but our
theory is still applicable for the RDS (1) with these nonlinearities. The pointwise
limit function f∞(·) of one example as t → +∞ is discontinuous and the others
even have no pointwise limit functions. These facts hint that there might not exist
a suitable symbol space which is required in previous studies [CV02, Lu07, CL09].
It is not clear whether the results of the RDS (1) with such nonlinearities can also
be obtained with previous frameworks (see Open Problem 5.16).
• New ideas inspiring the future. The notion of a trajectory attractor plays a
new role in our theory and a unified view on both the global and the trajectory
attractors naturally emerges, which we think would inspire new and further
developments.
We are now in a position to explain what is the aforementioned new role of the
notion of a trajectory attractor: Its existence describes the global attractor possess-
ing the uniform tracking property and its strong compactness provides the finiteness
of the number of candidate strongly approximating pieces (see Main Theorem 1)
and the strong equicontinuity of all the complete trajectories on the global attractor
(see Main Theorem 3). We expect that it will play a more and more important role
in studying the long time behaviour of solutions of dissipative PDEs.
It is also worth to mention that we obtain simultaneously the strongly compact
global attractor and the strongly compact strong trajectory attractor for the original
system under consideration. Note also that, as shown in Main Theorem 2, the global
attractor is a section of the trajectory attractor at any time t ≥ 0, and that the
trajectory attractor consists of the restriction of all the complete trajectories on the
global attractor on time semiaxis t ≥ 0. In these senses, we unify the two concepts
of a global attractor and a trajectory attractor. Then, it is convenient to just call
them both weak or strong attractors (or simply attractors for strong attractors) for an
evolutionary system in terms of the associated weak or strong metric, respectively.
1.3. Paper outline. The rest of this paper is organized as follows.
• In Sect. 2, we briefly recall the basic definitions of the theory of evolution-
ary systems and a criterion of their asymptotical compactness, developed in
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[CF06, C09, CL09, CL14]. For our convenience, we formulate as a defini-
tion the strong trajectory attracting property obtained in [C09, CL09, CL14].
• In Sect. 3, we devote to prove main theoretical theorems of the paper. In
Subsect. 3.1, we concern about the weak trajectory attractors and in Sub-
sect. 3.2, the strongly compact strong trajectory attractors and the sequent
corollaries, such as the finite strong uniform tracking property.
• In Sect. 4, we apply our new theory to both the 3D and the 2D NSE with a
fixed force.
• In Sect. 5, we apply the theory to the RDS with a fixed pair of a time-
dependent nonlinearity and a driving force along the same line as the NSE.
In Subsect. 5.1, the RDS with more regular nonlinearities are considered.
In Subsect. 5.2, we collect and study some properties on the nonlinearities
and give several examples with which our theory is applicable for the RDS
while previous frameworks do not work.
2. EVOLUTIONARY SYSTEM
Now we briefly recall the basic definitions on evolutionary systems. See [C09,
CL09, CL14] for details. An important property obtained in these references is
formulated as a definition (see Definition 2.11) for our later purpose. We also recall
a criterion of the asymptotical compactness for evolutionary systems developed in
[CF06, C09, CL09, CL14].
2.1. Phase space endowed with two metrics. Assume that a set X is endowed
with two metrics ds(·, ·) and dw(·, ·) respectively, satisfying the following condi-
tions:
(1) X is dw-compact.
(2) If ds(un, vn)→ 0 as n→∞ for some un, vn ∈ X , then dw(un, vn)→ 0 as
n→∞.
Hence, we will refer to ds as a strong metric and dw as a weak metric. Let A
•
be
the closure of a set A ⊂ X in the topology generated by d•. Here (the same below)
• = s or w. Note that any strongly compact (ds-compact) set is weakly compact
(dw-compact), and any weakly closed set is strongly closed.
2.2. Autonomous case. Let
T := {I : I = [τ,∞) ⊂ R, or I = (−∞,∞)} ,
and for each I ∈ T , let F(I) denote the set of all X-valued functions on I . Now
we define an evolutionary system E as follows.
Definition 2.1. A map E that associates to each I ∈ T a subset E(I) ⊂ F(I) will
be called an evolutionary system if the following conditions are satisfied:
(1) E([0,∞)) 6= ∅.
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(2) E(I + s) = {u(·) : u(·+ s) ∈ E(I)} for all s ∈ R.
(3) {u(·)|I2 : u(·) ∈ E(I1)} ⊂ E(I2) for all pairs I1, I2 ∈ T , such that I2 ⊂ I1.
(4) E((−∞,∞)) = {u(·) : u(·)|[τ,∞) ∈ E([τ,∞)), ∀τ ∈ R}.
We will refer to E(I) as the set of all trajectories on the time interval I . The set
E((−∞,∞)) is called the kernel of E and the trajectories in it are called complete.
Let P (X) be the set of all subsets of X . For every t ≥ 0, define a set-valued map
R(t) : P (X)→ P (X),
R(t)A := {u(t) : u(0) ∈ A, u ∈ E([0,∞))}, A ⊂ X.
Note that the assumptions on E imply that R(t) enjoys the following property:
R(t+ s)A ⊂ R(t)R(s)A, A ⊂ X, t, s ≥ 0.
Definition 2.2. A set A• ⊂ X is a d•-global attractor if A• is a minimal set that is
(1) d•-closed.
(2) d•-attracting: for any B ⊂ X and ǫ > 0, there exists t0, such that
R(t)B ⊂ B•(A•, ǫ) := {y ∈ X : inf
x∈A•
d•(x, y) < ǫ}, ∀ t ≥ t0.
Definition 2.3. The ω•-limit of a set A ⊂ X is
ω•(A) :=
⋂
τ≥0
⋃
t≥τ
R(t)A
•
.
Definition 2.4. An evolutionary system E is asymptotically compact if for any tn →
+∞ and any xn ∈ R(tn)X , the sequence {xn} is relatively strongly compact.
Definition 2.5. Let E be an evolutionary system. If a map E1 that associates to
each I ∈ T a subset E1(I) ⊂ E(I) is also an evolutionary system, we will call it an
evolutionary subsystem of E , and denote by E1 ⊂ E .
Note that it is in fact sufficient that for each I ∈ T \{(−∞,∞)}, E1(I) ⊂ E(I),
since E1((−∞,∞)) ⊂ E((−∞,∞)) follows immediately from the definition of an
evolutionary system.
In order to extend the notion of invariance from a semiflow to an evolutionary
system, we will need the following mapping:
R˜(t)A := {u(t) : u(0) ∈ A, u ∈ E((−∞,∞))}, A ⊂ X, t ∈ R.
Definition 2.6. A set A ⊂ X is positively invariant if
R˜(t)A ⊂ A, ∀t ≥ 0.
A is invariant if
R˜(t)A = A, ∀t ≥ 0.
A is quasi-invariant if for every a ∈ A there exists a complete trajectory u ∈
E((−∞,∞)) with u(0) = a and u(t) ∈ A for all t ∈ R.
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2.3. Nonautonomous case and reducing to autonomous case. Let Σ be a pa-
rameter set and {T (s) : s ≥ 0} be a family of operators acting on Σ satisfying
T (s)Σ = Σ, ∀s ≥ 0. Any element σ ∈ Σ will be called (time) symbol and Σ
will be called (time) symbol space. For instance, in many applications {T (s)} is
the translation semigroup and Σ is the translation family of the time-dependent
items of the considered system or its closure in some appropriate topological space
(for more examples see [CV94, CV02, CL14], the appendix in [CLR13]).
Definition 2.7. A family of maps Eσ, σ ∈ Σ that for every σ ∈ Σ associates to each
I ∈ T a subset Eσ(I) ⊂ F(I) will be called a nonautonomous evolutionary system
if the following conditions are satisfied:
(1) Eσ([τ,∞)) 6= ∅, ∀ τ ∈ R.
(2) Eσ(I + s) = {u(·) : u(·+ s) ∈ ET (s)σ(I)}, ∀s ≥ 0.
(3) {u(·)|I2 : u(·) ∈ Eσ(I1)} ⊂ Eσ(I2), ∀ I1, I2 ∈ T , I2 ⊂ I1.
(4) Eσ((−∞,∞)) = {u(·) : u(·)|[τ,∞) ∈ Eσ([τ,∞)), ∀ τ ∈ R}.
It is shown in [CL09, CL14] that a nonautonomous evolutionary system can be
viewed as an (autonomous) evolutionary system. Let8
EΣ(I) :=
⋃
σ∈Σ
Eσ(I), ∀ I ∈ T \{(−∞,∞)},
and
EΣ((−∞,∞)) := {u(·) : u(·)|[τ,∞) ∈ EΣ([τ,∞)), ∀ τ ∈ R}.
Now we define an (autonomous) evolutionary system E in the following way:
E(I) := EΣ(I), ∀ I ∈ T .
It can be checked that all the conditions in Definition 2.1 are satisfied. Conse-
quently, the above notions of invariance, quasi-invariance, and a global attractor for
E can be extended to the nonautonomous evolutionary system {Eσ}σ∈Σ. The global
attractor in the nonautonomous case will be conventionally called a uniform global
attractor (or simply a global attractor). However, for some evolutionary systems
constructed from nonautonomous dynamical systems the associated symbol spaces
are not known. See [CL14] and the following sections for more details. Thus,
we will not distinguish between autonomous and nonautonomous evolutionary sys-
tems. If it is necessary, we denote an evolutionary system with a symbol space Σ
by EΣ and its global attractor by A
Σ, trajectory attractor by AΣ.
Definition 2.8. An evolutionary system EΣ is a system with uniqueness if for every
u0 ∈ X and σ ∈ Σ, there is a unique trajectory u ∈ Eσ([0,∞)) such that u(0) = u0.
8Here we correct a flaw in Section 2.3 in [CL14]. See Lemma 3.22 in Section 3.3 below.
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2.4. Weak trajectory attracting set and weak trajectory attractor. Denote by
C([a, b];X•) the space of d•-continuousX-valued functions on [a, b] endowed with
the metric
dC([a,b];X•)(u, v) := sup
t∈[a,b]
d•(u(t), v(t)).
Let alsoC([a,∞);X•) be the space of d•-continuousX-valued functions on [a,∞)
endowed with the metric
dC([a,∞);X•)(u, v) :=
∑
l∈N
1
2l
dC([a,a+l];X•)(u, v)
1 + dC([a,a+l];X•)(u, v)
.
Note that the convergence in C([a,∞);X•) is equivalent to uniform convergence
on compact sets.
Now we suppose that evolutionary systems E satisfy the following assumption:
E([0,∞)) ⊂ C([0,∞);Xw).
Define the family of translation operators {T (s)}s≥0,
(2) (T (s)u)(·) := u(·+ s)|[0,∞), u ∈ C([0,∞);Xw).
Due to the property (3) of the evolutionary system (see Definitions 2.1 and 2.7), we
have that,
T (s)E([0,∞)) ⊂ E([0,∞)), ∀ s ≥ 0.
Note that E([0,∞))may not be closed inC([0,∞);Xw). We consider the dynamics
of the translation semigroup {T (s)}s≥0 acting on the phase space C([0,∞);Xw).
A set P ⊂ C([0,∞);Xw) weakly uniformly attracts a set Q ⊂ E([0,∞)) if for any
ǫ > 0, there exists t0, such that
T (t)Q ⊂
{
v ∈ C([0,∞);Xw) : inf
u∈P
dC([0,∞);Xw)(u, v) < ǫ
}
, ∀ t ≥ t0.
Definition 2.9. A set P ⊂ C([0,∞);Xw) is a weak trajectory attracting set for an
evolutionary system E if it weakly uniformly attracts E([0,∞)).
Definition 2.10. A set Aw ⊂ C([0,∞);Xw) is a weak trajectory attractor for an
evolutionary system E if Aw is a minimal weak trajectory attracting set that is
(1) Closed in C([0,∞);Xw).
(2) Invariant: T (t)Aw = Aw, ∀ t ≥ 0.
It is easy to see that if a weak trajectory attractor exists, it is unique. In previous
literature (see e.g. [Se96, CV97, CV02, SY02, C09, CL14]), this kind of attractor
is just called a trajectory attractor. We now use the current name for a distinction,
since in the paper we develops the theory of trajectory attractors related to the strong
topology.
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2.5. Strong trajectory attracting set. In [C09, CL14], a property of uniformly
attracting E([0,∞)) in L∞loc((0,∞);Xs) was obtained. Here, analogy to Definition
2.9, we retell it as following Definition 2.11. A set P ⊂ C([0,∞);Xw) strongly
uniformly attracts a set Q ⊂ E([0,∞)) if for any ǫ > 0 and T > 0, there exists t0,
such that
T (t)Q ⊂
{
v ∈ C([0,∞);Xw) : inf
u∈P
sup
s∈[0,T ]
ds(u(s), v(s)) < ǫ
}
, ∀ t ≥ t0.
Definition 2.11. A set P ⊂ C([0,∞);Xw) is a strong trajectory attracting set for
an evolutionary system E if it strongly uniformly attracts E([0,∞)).
The advantage of such a definition will be seen in the next section, where we will
naturally define a strong trajectory attractor analogy to Definition 2.10, and obtain
its strong compactness.
2.6. Fundamental assumption A1. We will investigate evolutionary systems E
satisfying the following property:
A1 E([0,∞)) is a precompact set in C([0,∞);Xw).
In general, the evolutionary systems defined by PDEs of mathematical physics sat-
isfy A1 (cf. e.g. [T88, CV02]).
The evolutionary systems satisfying A1 are closely related to the concept of the
uniform w.r.t. the initial time global attractor for a nonautonomous dynamical sys-
tem, initiated by Haraux [Ha91]. For instance, as shown in [CL14], the uniform
global attractor for an evolutionary system EΣ defined by a process {Uσ0(t, τ)} is
the uniform w.r.t. the initial time global attractor for {Uσ0(t, τ)} due to Haraux. A
stronger version of A1 used in [CF06, C09, CL09] is the following:
A¯1 E([0,∞)) is a compact set in C([0,∞);Xw).
However, instead of the property A¯1, the evolutionary system EΣ usually satisfies
only A1. For more details see [CL09, CL14].
2.7. Closure of an evolutionary system. Let
E¯([τ,∞)) := E([τ,∞))
C([τ,∞);Xw)
, ∀ τ ∈ R,
and
E¯((−∞,∞)) := {u(·) : u(·)|[τ,∞) ∈ E¯([τ,∞)), ∀ τ ∈ R}.
It can be checked that E¯ is also an evolutionary system. We call E¯ the closure of the
evolutionary system E , and add for E¯ the top-script¯ to the corresponding notations
for E . For example, we denote by A¯• the uniform d•-global attractor for E¯ .
Obviously, if E satisfies A1, then E¯ satisfies A¯1. Note that, a nonautonomous
evolutionary system E usually satisfies only A1 rather than A¯1. Moreover, for some
nonautonomous evolutionary systems, as we will see in Sections 4 and 5, there may
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not exist suitable symbol spaces associated to their closures. However, Cheskidov
and the author showed in [CL14] that it is possible to investigate the global attractor
as well as the weak trajectory attractor for any E via those for its closure E¯ , no matter
whether it is lack of uniqueness or lack of a symbol space, since our approach avoids
the necessity of constructing a symbol space.
2.8. A criterion of asymptotical compactness. We recall a method to verify the
asymptotical compactness of evolutionary systems satisfying these additional prop-
erties (see [CF06, C09, CL09, CL14]):
A2 (Energy inequality) Assume that X is a set in some Banach space H satis-
fying the Radon-Riesz property (see below) with the norm denoted by | · |,
such that ds(x, y) = |x−y| for x, y ∈ X and dw induces the weak topology
on X . Assume also that for any ǫ > 0, there exists δ > 0, such that for
every u ∈ E([0,∞)) and t > 0,
|u(t)| ≤ |u(t0)|+ ǫ,
for t0 a.e. in (t− δ, t).
A3 (Strong convergence a.e.) Let un ∈ E([0,∞)) be such that, un is dC([0,T ];Xw)-
Cauchy sequence in C([0, T ];Xw) for some T > 0. Then un(t) is ds-
Cauchy sequence a.e. in [0, T ].
A Banach space B is said to satisfy the Radon-Riesz property if for any sequence
{xn} ⊂ B,
xn → x strongly in B ⇔
{
xn → x weakly in B
‖xn‖B → ‖x‖B
, as n→∞.
In many applications, H in A2 is a uniformly convex separable Banach space and
X is a bounded closed set in H . Then the weak topology of H is metrizable on X ,
and X is compact w.r.t. such a metric dw. Moreover, the Radon-Riesz property is
automatically satisfied in this case.
Theorem 2.12. [CL14] Let E be an evolutionary system satisfying A1, A2, and A3,
and assume that its closure E¯ satisfies E¯((−∞,∞)) ⊂ C((−∞,∞);Xs). Then E
is asymptotically compact.
3. ATTRACTORS FOR EVOLUTIONARY SYSTEM
An important property of a global attractor called uniform tracking property has
been studied in [C09, CL09, CL14]. This property indicates how the dynamics on
the global attractor describes a long-time behavior of every trajectory of an evolu-
tionary system (see e.g. [Ro01]). We will show that a weak global attractor pos-
sessing the weak uniform tracking property is equivalent to the existence of a weak
trajectory attractor. Inspired by this new point of view, we further develop in this
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section a notion of a strongly compact strong trajectory attractor for an evolution-
ary system E , which connotes deep results on the strong uniform tracking property.
It is remarkable that we obtain its existence at the same time we get the strongly
compact strong global attractor.
3.1. Weak trajectory attractor: Revisit with a new point of view. In this sub-
section, we first investigate some properties of a weak trajectory attractor. Then,
we reformulate related results obtained in [CL14]. We start with introducing the
following definition.
Definition 3.1. A set P ⊂ C([0,∞);Xw) satisfies the weak uniform tracking prop-
erty for an evolutionary system E if for any ǫ > 0, there exists t0, such that for any
t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
dC([t∗,∞);Xw)(u(·), v(· − t
∗)) < ǫ,
for some trajectory v ∈ P .
Lemma 3.2. Let P ⊂ C([0,∞);Xw) satisfy T (s)P = P , ∀ s ≥ 0. P satisfies the
weak uniform tracking property for an evolutionary system E if and only if for any
ǫ > 0, there exists t0, such that for any t
∗ > t0, every trajectory u ∈ E([0,∞))
satisfies
dC([t∗,∞);Xw)(u, v) < ǫ,
for some trajectory v ∈ P .
Proof. By the assumption, for any t∗ ≥ 0, v ∈ P if and only if there exists v∗ ∈ P
that T (t∗)v∗ = v. Hence, for any ǫ > 0 and u ∈ E([0,∞)),
dC([t∗,∞);Xw)(u(·), v(· − t
∗)) < ǫ,
for some trajectory v ∈ P is equivalent to
dC([t∗,∞);Xw)(u(·), v
∗(·)) < ǫ,
for some trajectory v∗ ∈ P . 
The latter property in Lemma 3.2 is in fact called weak uniform tracking property
in [C09, CL09, CL14]. Instead, with this lemma in hand, we now use Definition
3.1 for our later convenience.
Now, we have the following relationship between the weak uniform tracking
property and the weak trajectory attracting property.
Lemma 3.3. A set P ⊂ C([0,∞);Xw) satisfies the weak uniform tracking property
for an evolutionary system E if and only if it is a weak trajectory attracting set for
E .
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Proof. Suppose that P is a weak trajectory attracting set for an evolutionary system
E . For any ǫ > 0, there exists t0, such that
T (t)E([0,∞)) ⊂
{
v ∈ C([0,∞);Xw) : dC([0,∞);Xw)(P, v) < ǫ/2
}
, ∀ t ≥ t0.
Hence, for any t∗ ≥ t0 and every trajectory u ∈ E([0,∞)), we know that
(3) dC([0,∞);Xw)(v(·), (T (t
∗)u)(·)) < ǫ,
for some v ∈ P . By (2) of the definition of the family of translation operators
{T (s)}s≥0, (3) is
(4) dC([0,∞);Xw)(v(·), u(·+ t
∗)) < ǫ.
By a change of the variable, (4) is equivalent to
(5) dC([t∗,∞);Xw)(v(· − t
∗), u(·)) < ǫ.
Therefore, P satisfies the weak uniform tracking property.
Conversely, assume that for any ǫ > 0, there exists t0, such that for any t
∗ > t0,
every trajectory u ∈ E([0,∞)) satisfies (5) for some v ∈ P . Equivalently, (3) is
valid, which implies that
T (t)E([0,∞)) ⊂
{
v ∈ C([0,∞);Xw) : dC([0,∞);Xw)(P, v) < ǫ
}
, ∀ t ≥ t0 + 1.
Thus, P is a weak trajectory attracting set. 
Let E be an evolutionary system satisfying A1. Due to Theorems 3.5 and 4.3 in
[CL14], the weak global attractor Aw and the weak trajectory attractor Aw for E
exist, and satisfy
(6) Aw = Π+E¯((−∞,∞)) := {u(·)|[0,∞) : u ∈ E¯((−∞,∞))},
and
(7) Aw = Aw(t) := {u(t) : u ∈ Aw}, ∀ t ≥ 0.
Here, E¯ is the closure of E . It follows from Lemma 3.3 that Aw satisfies the weak
uniform tracking property for E , that is, for any ǫ > 0, there exists t0, such that for
any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
dC([t∗,∞);Xw)(u(·), v(· − t
∗)) < ǫ,
for some trajectory v ∈ Aw. In view of (6), there is v˜(·) ∈ E¯((−∞,∞)) such that,
v˜(·)|[0,∞) = v.
Especially, we have
dC([t∗,∞);Xw)(u(·), v˜(· − t
∗)) < ǫ.
Hence, we may conveniently call that E¯((−∞,∞)) or E itself satisfies the weak
uniform tracking property. By (6) and (7), we know that, for any v˜(·) ∈ E¯((−∞,∞)),
{v˜(t) : t ∈ R} ⊂ Aw.
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Then, we may also call that the weak global attractorAw satisfies the weak uniform
tracking property.
Contrarily, suppose that, for any ǫ > 0, there exists t0, such that for any t
∗ > t0,
every trajectory u ∈ E([0,∞)) satisfies
dC([t∗,∞);Xw)(u(·), vˆ(· − t
∗)) < ǫ,
for some complete trajectory vˆ on Aw. Then, by Definition 3.1, Π+E¯((−∞,∞))
satisfies the weak uniform tracking property. It is deduced from Lemma 3.3 that
it is a weak trajectory attracting set for E . Obviously, Π+E¯((−∞,∞)) is invariant
and closed in C([0,∞);Xw). As shown in the second part of the proof of Theo-
rem 4.3 in [CL14], it is also a minimal weak trajectory attracting set for E . That
is, Π+E¯((−∞,∞)) is a weak trajectory attractor for E . Therefore, we have the
following equivalence.
Lemma 3.4. Let E be an evolutionary system satisfying A1. The weak global attrac-
tor Aw for E satisfies the weak uniform tracking property if and only if E possesses
a weak trajectory attractor Aw.
Since the evolutionary system E satisfies A1, its weak trajectory attractor is al-
ways weakly compact, that is, it is compact in C([0,∞);Xw). Then, we introduce
the following definition.
Definition 3.5. A set P ⊂ C([0,∞);Xw) satisfies the finite weak uniform tracking
property for an evolutionary system E if for any ǫ > 0, there exist t0 and a finite
subset P f ⊂ P , such that for any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
dC([t∗,∞);Xw)(u(·), v(· − t
∗)) < ǫ,
for some trajectory v ∈ P f .
With the new point of view of Lemma 3.4, Theorems 3.5 and 4.3 in [CL14] can
be restated in the following more concise form.
Theorem 3.6. Let E be an evolutionary system. Then
1. The weak global attractorAw exists, and Aw = ωw(X).
Furthermore, assume that E satisfies A1. Let E¯ be the closure of E . Then
2. Aw = ωw(X) = ω¯w(X) = ω¯s(X) = A¯w.
3. Aw is the maximal invariant and maximal quasi-invariant set w.r.t. E¯:
Aw =
{
u0 ∈ X : u0 = u(0) for some u ∈ E¯((−∞,∞))
}
.
4. The weak trajectory attractor Aw exists, it is weakly compact, and
Aw = Π+E¯((−∞,∞)) :=
{
u(·)|[0,∞) : u ∈ E¯((−∞,∞))
}
.
Hence, Aw satisfies the finite weak uniform tracking property for E and is
weakly equicontinuous on [0,∞).
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5. Aw is a section of Aw:
Aw = Aw(t) := {u(t) : u ∈ Aw} , ∀ t ≥ 0.
Proof. The conclusions 1-3 are the corresponding results of Theorem 3.5 in [CL14].
The first part of the conclusion 4 and the conclusion 5 are just Theorem 4.3 in
[CL14]. The conclusion 4 in Theorem 3.5 in [CL14] is incorporated in the existence
of Aw due to Lemmas 3.2 and 3.4. In other words, Aw satisfies the weak uniform
tracking property for E . Thus, for any ǫ > 0, there exists t0, such that for any
t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
(8) dC([t∗,∞);Xw)(u(·), v
∗(· − t∗)) < ǫ/2,
for some trajectory v∗ ∈ Aw. Thanks to the assumption A1, Aw is weakly compact.
Hence, we can take a set P f consisting of a finite number of trajectories,
P f := {u1, u2, · · · , uK} ⊂ Aw,
such that, for any v ∈ Aw,
dC([0,∞);Xw)(v, ui) < ǫ/2,
for some ui ∈ P
f . Then, there exists some uj(t) ∈ P
f satisfying
dC([0,∞);Xw)(v
∗, uj) < ǫ/2,
which deduces that
dC([t∗,∞);Xw)(v
∗(· − t∗), uj(· − t
∗)) < ǫ/2.
Combining with (8), it implies that
dC([t∗,∞);Xw)(u(·), uj(· − t
∗)) < ǫ,
for some trajectory uj ∈ P
f . This means that As satisfies the finite weak uniform
tracking property for E .
Denote by
Aw|[α,β] :=
{
u(·)|[α,β] : u ∈ Aw
}
, ∀β > α ≥ 0.
Note that Aw|[0,1] is compact in C([0, 1];Xw). It is deduced from the Arzela`-Ascoli
compactness criterion that Aw|[0,1] is weakly equicontinuous on [0, 1]. By the in-
variance of Aw, we have{
v(·+ α) : v(·) ∈ Aw|[α,α+1]
}
= Aw|[0,1], ∀α ≥ 0.
Thus, Aw is weakly equicontinuous on [0,∞). 
Accordingly, we can call that Aw, or E¯((−∞,∞)), or E satisfies the finite weak
uniform tracking property.
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3.2. Strongly compact strong trajectory attractor. Such a form of Theorem 3.6
is indeed inspirational. We will establish a version of it in the strong metric in this
subsection. We begin with the following.
Lemma 3.7. A strong trajectory attracting set for an evolutionary system E is a
weak trajectory attracting set for E .
Proof. Let P is a strong trajectory attracting set for an evolutionary system E . Sup-
pose that it is not a weak trajectory attracting set for E . Then, there exist ǫ0 > 0,
and sequences tn →∞ as n→∞, un ∈ E([0,∞)), such that
(9) dC([0,∞);Xw)(P, T (tn)un) > 3ǫ0.
Let l0 ∈ N satisfy ∑
l>l0
1
2l
≤ ǫ0.
By the definition of the metric dC([0,∞);Xw), we obtain from (9) that
dC([0,l0];Xw)(P, T (tn)un)
∑
l≤l0
1
2l
+
∑
l>l0
1
2l
> 3ǫ0, ∀n ∈ N,
which yields that
(10) dC([0,l0];Xw)(P, T (tn)un) > 2ǫ0, ∀n ∈ N.
On the other hand, since P is a strong trajectory attracting set, we have that
lim
n→∞
inf
v∈P
sup
s∈[0,l0]
ds(v(s), (T (tn)un)(s)) = 0.
Passing to a subsequence and dropping a subindex, we can assume that there exists
a sequence {vn} ⊂ P , such that
(11) lim
n→∞
sup
s∈[0,l0]
ds(vn(s), (T (tn)un)(s)) = 0.
Thanks to (10), there exists a sequence {sn} ⊂ [0, l0], such that
(12) dw(vn(sn), (T (tn)un)(sn)) > ǫ0, ∀n ∈ N.
However, it follows from (11) that
lim
n→∞
ds(vn(sn), (T (tn)un)(sn)) = 0,
which implies that
lim
n→∞
dw(vn(sn), (T (tn)un)(sn)) = 0.
This contradicts to (12). We complete the proof. 
According to Definitions 2.10, 2.11 and Lemma 3.7, we naturally define a strong
trajectory attractor as well as a strongly compact one.
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Definition 3.8. A set As ⊂ C([0,∞);Xw) is a strong trajectory attractor for an
evolutionary system E if As is a minimal strong trajectory attracting set that is
(1) Closed in C([0,∞);Xw).
(2) Invariant: T (t)As = As, ∀ t ≥ 0.
It is said that As is strongly compact if it is compact in C([0,∞);Xs).
Such a definition means that, a strong trajectory attractor is a weak trajectory
attractor which is also a strong trajectory attracting set. Hence, if a strong trajectory
attractor exists, it is unique.
We establish the following definition and lemmas that can be viewed as versions
of Definition 3.1 and Lemmas 3.2 and 3.3 in the strong metric, respectively.
Definition 3.9. A set P ⊂ C([0,∞);Xw) satisfies the strong uniform tracking prop-
erty for an evolutionary system E if for any ǫ > 0 and T > 0, there exists t0, such
that for any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
ds(u(t), v(t− t
∗)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ PT . Here PT := {v(·)|[0,T ] : v ∈ P}.
Lemma 3.10. Let P ⊂ C([0,∞);Xw) satisfy T (s)P = P , ∀ s ≥ 0. P satisfies
the strong uniform tracking property for an evolutionary system E if and only if for
any ǫ > 0 and T > 0, there exists t0, such that for any t
∗ > t0, every trajectory
u ∈ E([0,∞)) satisfies
ds(u(t), v(t)) < ǫ, ∀t ∈ [t
∗, t∗ + T ],
for some trajectory v ∈ P .
Proof. The proof is analogous to that of Lemma 3.2. Note that, by definition, v ∈
PT if and only if there is v˜ ∈ P such that v˜|[0,T ] = v. Hence, due to the assumption,
for any t∗ ≥ 0, v ∈ PT if and only if there exists v
∗ ∈ P that T (t∗)v∗ = v˜. Then,
for any ǫ > 0, T > 0 and u ∈ E([0,∞)),
ds(u(t), v(t− t
∗)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ PT is equivalent to
ds(u(t), v
∗(t)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some trajectory v∗ ∈ P . 
Similarly, the latter property in Lemma 3.10 is called strong uniform tracking
property in [C09, CL09, CL14]. However, we will soon see that, it is convenient to
substitute Definition 3.9.
Lemma 3.11. A set P ⊂ C([0,∞);Xw) satisfies the strong uniform tracking prop-
erty for an evolutionary system E if and only if it is a strong trajectory attracting
set for E .
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Proof. Assume that P is a strong trajectory attracting set for an evolutionary system
E . Then, for any ǫ > 0 and T > 0, there exists t0, such that
T (t)E([0,∞)) ⊂
{
v ∈ C([0,∞);Xw) : inf
u∈P
sup
s∈[0,T ]
ds(u(s), v(s)) <
ǫ
2
}
, ∀ t ≥ t0.
Hence, for any t∗ ≥ t0 and every trajectory u ∈ E([0,∞)), we have
(13) sup
s∈[0,T ]
ds(v˜(s), (T (t
∗)u)(s)) < ǫ,
for some v˜ ∈ P . Thanks to (2) of the definition of the family of translation operators
{T (s)}s≥0, (13) is equivalent to
(14) sup
s∈[0,T ]
ds(v(s), u(s+ t
∗)) < ǫ,
with v = v˜|[0,T ]. By a change of the variable, (14) is
(15) sup
s∈[t∗,t∗+T ]
ds(v(s− t
∗), u(s)) < ǫ.
Therefore, P satisfies the strong uniform tracking property.
On the contrary, suppose that for any ǫ > 0 and T > 0, there exists t0, such that
for any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies (15) for some v ∈ PT .
Equivalently, (13) holds for some v˜ ∈ P that v = v˜|[0,T ]. Hence, we have,
T (t)E([0,∞)) ⊂
{
v ∈ C([0,∞);Xw) : inf
u∈P
sup
s∈[0,T ]
ds(u(s), v(s)) < ǫ
}
, ∀ t > t0,
which means that P is a strong trajectory attracting set. 
Due to Lemma 3.11, a strong trajectory attractor is the minimal set that is invari-
ant, closed in C([0,∞);Xw) and satisfying the strong uniform tracking property.
Now we arrive at one of the main theoretical results of the paper, which improves
Theorems 3.6 and 4.4 in [CL14] by obtaining the strong compactness of strong
trajectory attractors and its corollaries without additional condition.
Theorem 3.12. Let E be an asymptotically compact evolutionary system. Then
1. The strong global attractorAs exists, it is strongly compact, and As = Aw.
Furthermore, assume that E satisfies A1. Let E¯ be the closure of E . Then
2. The strong trajectory attractor As exists and As = Aw = Π+E¯((−∞,∞)),
it is strongly compact.
3. As satisfies the finite strong uniform tracking property for E , i.e., for any
ǫ > 0 and T > 0, there exist t0 and a finite subset P
f
T ⊂ As|[0,T ], such that
for any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
ds(u(t), v(t− t
∗)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
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for some T -time length piece v ∈ P fT .
4. As = Π+E¯((−∞,∞)) is strongly equicontinuous on [0,∞), i.e.,
ds (v(t1), v(t2)) ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
Proof. The conclusion 1 is that of Theorem 3.6 in [CL14].
Due to Theorem 4.4 in [CL14] and Definition 2.11, the weak trajectory attractor
Aw is a strong trajectory attracting set that is invariant and compact inC([0,∞);Xw).
Suppose that P ⊂ C([0,∞);Xw) is any other strong trajectory attracting set being
invariant and closed in C([0,∞);Xw). We know from Lemma 3.7 that P is also a
weak trajectory attracting set. Hence, Aw ⊂ P . This concludes that Aw is indeed a
strong trajectory attractor As according to Definition 3.8.
Now we demonstrate the compactness of As in C([0,∞);Xs).
First, we have As ⊂ C([0,∞);Xs). In fact, thanks to Theorem 3.6, for every
u ∈ As, the set
{u(t) : t ∈ [0,∞)} ⊂ As,
is precompact inXs. Hence, for every t˜ ∈ [0,∞), any weakly convergent sequence
{u(tn) : tn ≥ 0}with the limit u(t˜) as tn → t˜ does strongly converge to u(t˜), which
means u ∈ C([0,∞);Xs).
Note that As is compact in C([0,∞);Xw). Now take a sequence {un(t)} ⊂ As
and u(t) ∈ As that un(t) → u(t) in C([0,∞);Xw) as n → ∞. We claim that the
convergence is indeed in C([0,∞);Xs). Otherwise, there exist ǫ0 > 0, T0 > 0, and
sequences {nj}, nj →∞ as j →∞ and {tnj} ⊂ [0, T0], such that
(16) ds
(
unj(tnj ), u(tnj)
)
> ǫ0, ∀nj .
The sequences {
unj(tnj )
}
,
{
u(tnj)
}
⊂ As,
are relatively strongly compact due to the strong compactness of As. Passing
to a subsequence and dropping a subindex, we may assume that
{
unj(tnj )
}
and{
u(tnj)
}
are strongly convergent with limits x and y, respectively. We have that
(17) dw(x, y) ≤ dw
(
unj(tnj ), x
)
+ dw
(
unj(tnj ), u(tnj)
)
+ dw
(
u(tnj), y
)
, ∀nj .
By the assumption,
lim
j→∞
sup
t∈[0,T0]
dw
(
unj(t), u(t)
)
= 0.
Together with
lim
j→∞
dw
(
unj(tnj), x
)
= 0,
and
lim
j→∞
dw
(
u(tnj ), y
)
= 0,
it follows from (17) that x = y, which is a contradiction to (16).
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By Lemma 3.11, As possesses the strong uniform tracking property for E . There-
fore, for any ǫ > 0 and T > 0, there exists t0, such that for any t
∗ > t0, every
trajectory u ∈ E([0,∞)) satisfies
(18) ds (u(t), v
∗(t− t∗)) < ǫ/2, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v∗ ∈ As|[0,T ]. Now since As|[0,T ] is compact in
C([0, T ];Xs), we can take a finite number set,
P fT := {u1(t), u2(t), · · · , uK(t)} ⊂ As|[0,T ],
such that, for any v ∈ As|[0,T ],
ds (ui(t), v(t)) < ǫ/2, ∀t ∈ [0, T ],
for some ui(t) ∈ P
f
T . Hence, there exists some uj(t) ∈ P
f
T satisfying
ds (uj(t), v
∗(t)) < ǫ/2, ∀t ∈ [0, T ],
which is equivalent to
ds (uj(t− t
∗), v∗(t− t∗)) < ǫ/2, ∀t ∈ [t∗, t∗ + T ].
Together with (18), it implies that
ds (u(t), uj(t− t
∗)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece uj(t) ∈ P
f
T . That is, As satisfies the finite strong
uniform tracking property for E .
Finally, we show that As = Π+E¯((−∞,∞)) is strongly equicontinuous on
[0,∞). Without loss of generality, we assume that |t1 − t2| ≤ 1. Hence, t1 and
t2 belong to some interval [γ, γ + 2], γ ≥ 0. Denote by
Π[α,β]E¯((−∞,∞)) :=
{
u(·)|[α,β] : u ∈ E¯((−∞,∞))
}
.
Notice that{
v(·+ γ) : v(·) ∈ Π[γ,γ+2]E¯((−∞,∞))
}
= Π[0,2]E¯((−∞,∞)).
Thus, we need only to verify that Π[0,2]E¯((−∞,∞)) is strongly equicontinuous on
[0, 2]. Thanks to the Arzela`-Ascoli compactness criterion, this follows from the fact
that Π[0,2]E¯((−∞,∞)) is compact in C([0, 2];Xs).
The proof is complete. 
Similarly, according to the above theorem and Theorem 3.6, it is also convenient
to call that the global attractor As, or E¯((−∞,∞)), or E possesses a finite strong
uniform tracking property. That is, for any fixed accuracy ǫ and time length T , a
finite number of T -time length pieces on [0, T ] of the complete trajectories on As
are capable of uniformly approximating all trajectories within the accuracy ǫ in the
strong metric after sufficiently large time. By applying Theorem 3.12 repeatedly,
we have the following two corollaries that indicate how the dynamics on the global
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attractor determine the long-time dynamics of all trajectories of an evolutionary
system.
Corollary 3.13. Let E be an asymptotically compact evolutionary system satisfying
A1 and let E¯ be the closure of E . Then, for any ǫ > 0 and T > 0, there exist
j0 ∈ N and a finite number of T -time length pieces of the complete trajectories
E¯((−∞,∞)) on the global attractor for E:
P fT := {u1(t), u2(t), · · · , uK(t)} ⊂ As|[0,T ],
such that, for every trajectory u ∈ E([0,∞)), there is a sequence {ij}j≥j0 with
ij ∈ {1, 2, · · · , K} that satisfies
ds
(
u(t), uij(t− jT )
)
< ǫ, ∀t ∈ [jT, (j + 1)T ],
for j ≥ j0 and uij ∈ P
f
T .
Proof. By Theorem 3.12, for any ǫ > 0 and T > 0, there exist t0 and a finite subset
P fT ⊂ As|[0,T ] consisting ofK elements,
P fT := {u1(t), u2(t), · · · , uK(t)} ,
such that for any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
ds (u(t), ui(t− t
∗)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece ui ∈ P
f
T . Then, we obtain the conclusion if we apply
this result successively by taking t∗ = j0T > t0 and t
∗ = jT , j > j0. 
It is interesting to note that the numberK of the candidate approximating pieces
P fT depends only on the accuracy ǫ and the time length T , and then, for any fixed
accuracy and time length, every trajectory is assigned a sequence of elements in the
finite set {1, 2, · · · , K}.
Corollary 3.14. Let E be an asymptotically compact evolutionary system satisfying
A1 and let E¯ be the closure of E . Give two sequences {ǫn} and {Tn} satisfying
ǫ1 > ǫ2 > · · · > ǫn > · · · → 0, as n→∞,
and
0 < T1 < T2 < · · · < Tn < · · · → ∞, as n→∞.
Then, there exist a time t0, a sequence {Jn} and a series of finite sets P
f
Tn
consisting
of Tn-time length pieces of the complete trajectories E¯((−∞,∞)) on the global
attractor for E:
P fTn :=
{
un1(t), u
n
2 (t), · · · , u
n
Kn(t)
}
⊂ As|[0,Tn],
such that, for every trajectory u ∈ E([0,∞)), there is a sequence
i11, i
1
2, · · · , i
1
J1
, i21, i
2
2, · · · , i
2
J2
, · · · , in1 , i
n
2 , · · · , i
n
Jn, · · · ,
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with inj ∈ {1, 2, · · · , Kn}, 1 ≤ j ≤ Jn that satisfies u
n
inj
∈ P fTn and
ds
(
u(t), uninj
(
t−
(
t0 +
∑n−1
l=1
JlTl + (j − 1)Tn
)))
< ǫn,
∀t ∈
[
t0 +
∑n−1
l=1
JlTl + (j − 1)Tn, t0 +
∑n−1
l=1
JlTl + jTn
]
.
Proof. Due to Theorem 3.12, for any ǫn > 0, and Tn > 0, there exist tn and a finite
subset P fTn ⊂ As|[0,Tn] consisting ofKn elements,
P fTn :=
{
un1 (t), u
n
2(t), · · · , u
n
Kn(t)
}
,
such that, for any t∗n > tn, every trajectory u ∈ E([0,∞)), satisfies
ds (u(t), v(t− t
∗
n)) < ǫ, ∀t ∈ [t
∗
n, t
∗
n + T ] ,
for some Tn-time length piece v ∈ P
f
Tn
. With loss of generality, we take {tn}
satisfying t2 − t1 > 1 and tn+1 − tn > Tn−1, n ≥ 2.
Now we are going to determine t0 and the sequences {Jn} and {i
n
j }. We process
inductively.
Let
t0 := t1 + 1,
and let
J1 :=
[
t2 − t0
T1
]
+ 1.
Here [·] is the greatest integer function. Then, t0 + J1T1 ∈ (t2, t3). We apply the
previous result in the first paragraph J1 times with ǫ1 and T1, and gain that, for every
trajectory u ∈ E([0,∞)),
ds
(
u(t), u1i1j
(t− (t0 + (j − 1)T1))
)
< ǫ1,
∀t ∈ [t0 + (j − 1)T1, t0 + jT1] ,
for i1j ∈ {1, 2, · · · , K1}, 1 ≤ j ≤ J1 and u
1
i1j
∈ P fT1 . Next, let
J2 :=
[
t3 − (t0 + J1T1)
T2
]
+ 1.
We apply the previous result in the first paragraph J2 times with ǫ2 and T2, and have
that,
ds
(
u(t), u2i2j
(t− (t0 + J1T1 + (j − 1)T2))
)
< ǫ2,
∀t ∈ [t0 + J1T1 + (j − 1)T2, t0 + J1T1 + jT2] ,
for i2j ∈ {1, 2, · · · , K2}, 1 ≤ j ≤ J2 and u
2
i2j
∈ P fT2 . Note that, t0 +
∑2
l=1 JlTl ∈
(t3, t4).
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Suppose we have obtained {Jl} and {i
l
j}, 1 ≤ l ≤ n, 1 ≤ j ≤ Jl, that
Jl :=
tl+1 −
(
t0 +
∑l−1
m=1 JmTm
)
Tl
+ 1,
and
ilj ∈ {1, 2, · · · , Kl} , u
l
ilj
∈ P fTl ,
satisfying
ds
(
u(t), ulilj
(
t−
(
t0 +
∑l−1
m=1
JmTm + (j − 1)Tl
)))
< ǫl,
∀t ∈
[
t0 +
∑l−1
m=1
JmTm + (j − 1)Tl, t0 +
∑l−1
m=1
JmTm + jTl
]
.
We know that t0 +
∑n
l=1 JlTl ∈ (tn+1, tn+2). Now take
Jn+1 :=
[
tn+2 − (t0 +
∑n
l=1 JlTl)
Tn+1
]
+ 1.
We can consecutively apply the previous conclusion in the first paragraph Jn+1
times with ǫn+1 and Tn+1, and obtain that,
ds
(
u(t), un+1
in+1j
(
t−
(
t0 +
∑n
l=1
JlTl + (j − 1)Tn+1
)))
< ǫn+1,
∀t ∈
[
t0 +
∑n
l=1
JlTl + (j − 1)Tn+1, t0 +
∑n
l=1
JlTl + jTn+1
]
,
for in+1j ∈ {1, 2, · · · , Kn+1}, 1 ≤ j ≤ Jn+1 and u
n+1
in+1j
∈ P fTn+1 .
The proof is completed. 
Now we give a property of the complete trajectories E¯((−∞,∞)) on As.
Corollary 3.15. Let E be an asymptotically compact evolutionary system satis-
fying A1 and let E¯ be the closure of E . Then, every complete trajectory u(t) ∈
E¯((−∞,∞)) is translation compact in C((−∞,∞);Xs), i.e., the set
{u(·+ h) : h ∈ R}
C((−∞,∞);Xs)
is compact in C((−∞,∞);Xs).
Proof. It follows from Theorem 3.12 that, the set {u(t) : t ∈ (−∞,∞)} ⊂ As is
precompact in Xs, and u(t) is uniformly strongly continuous on (−∞,∞). Then
the conclusion follows from Proposition V.2.2 in [CV02]. 
The complete trajectories being periodic, quasi-periodic, almost periodic, ho-
moclinic and heteroclinic on As are translation compact in C((−∞,∞);Xs). See
[CV02] for more details.
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Remark 3.16. Such forms of Theorems 3.6 and 3.12 suggest the following com-
ments.
1. Theorem 3.12 indicates that the notion of a strongly compact strong trajec-
tory attractor is an apt description of the strongly compact strong global at-
tractor possessing the finite strong uniform tracking property and the strong
equicontinuity of all the complete trajectories on it.
2. Comparing with Theorem 3.6, Theorem 3.12 implies that the strong com-
pactness of both the strong global attractor and the strong trajectory at-
tractor follow simultaneously once we obtain the asymptotical compactness
of an evolutionary system.
3. Theorems 3.6 and 3.12 show that the global attractor is a section of the tra-
jectory attractor and the trajectory attractor consists of the restriction of all
the complete trajectories on the global attractor on time semiaxis [0,∞);
the notion of a global attractor stresses the property of attracting trajec-
tories staring from sets in phase space X while the notion of a trajectory
attractor emphasizes the uniform tracking property.
In these senses, we unify the concepts of a global attractor and a trajectory at-
tractor. Hence, it is convenient to call them both weak or strong attractors for an
evolutionary system according to the corresponding weak or strong metric, respec-
tively.
In fact, the asymptotical compactness of E is also a necessary condition.
Theorem 3.17. An evolutionary system E is asymptotically compact if and only if
its strongly compact strong global attractorAs exists.
Proof. The sufficiency is just the conclusion 1 of Theorem 3.12. We now prove the
necessity. Take any sequences tn → +∞ as n → ∞ and xn ∈ R(tn)X . Then, for
any positive integer k, by Definition 2.2, there exist xnk and yk such that, yk ∈ As
and
ds(xnk , yk) <
1
k
.
Since As is strongly compact, passing to a subsequence and dropping a subindex,
we may assume that the sequence {yk} strongly converges with a limit y. It follows
that
ds(xnk , y) ≤ ds(xnk , yk) + ds(yk, y), ∀k,
which means that the subsequence {xnk} also strongly converges to y. Hence, {xn}
is relatively compact, that is, E is asymptotically compact. 
Corollary 3.18. Let E be an evolutionary system satisfying A1 and let E¯ be the
closure of E . If the strongly compact strong global attractor As for E exists, then
the strongly compact strong trajectory attractor As for E exists. Hence,
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1. As = Π+E¯((−∞,∞)) satisfies the finite strong uniform tracking property
for E , i.e., for any ǫ > 0 and T > 0, there exist t0 and a finite subset
P fT ⊂ As|[0,T ], such that for any t
∗ > t0, every trajectory u ∈ E([0,∞))
satisfies
ds(u(t), v(t− t
∗)) < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ P fT .
2. As = Π+E¯((−∞,∞)) is strongly equicontinuous on [0,∞), i.e.,
ds (v(t1), v(t2)) ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
Remark 3.19. With this corollary in hand, we are able to apply our theory to the
systems for which the existence of strongly compact strong global attractors have
been proved. After reformulate them by our framework of evolutionary systems, the
existence of strongly compact strong trajectory attractors follow immediately, once
A1 is verified. We will see this idea in the next sections where we apply our theory to
the 2D Navier-Stokes equations and a general dissipative reaction-diffusion system.
3.3. Kernel of evolutionary system. In this subsection, we investigate further the
kernels of evolutionary systems, especially of closed evolutionary systems and evo-
lutionary systems with uniqueness.
3.3.1. Closed evolutionary system. We introduce a closed evolutionary system EΣ
with symbol space Σ and study its properties.
Definition 3.20. An evolutionary system EΣ is (weakly) closed if for any τ ∈ R,
un ∈ Eσn([τ,∞)), the convergences un → u in C([τ,∞);Xw) and σn → σ in
some topological space ℑ as n→∞ imply u ∈ Eσ([τ,∞)).
Lemma 3.21. Let EΣ be a closed evolutionary system satisfying A1. Then, Eσ((−∞,∞))
is nonempty for any σ ∈ Σ.
Proof. Fix σ ∈ Σ. Since for any τ ∈ R, Eσ([τ,∞)) 6= ∅, we are able to take a
sequence un(t) ∈ Eσ([tn,∞)), where tn is decreasing and tn → −∞ as n → ∞.
Thanks to A1 and the definition of EΣ, we have that, for every fixed tm, EΣ([tm,∞))
is precompact in C([tm,∞);Xw). Thus, together with the condition that EΣ is
closed, the sequence {
un(t)|[t1,∞)
}
n≥1
⊂ Eσ([t1,∞)),
passing to a subsequence and dropping a subindex, converges in C([t1,∞);Xw)
with a limit u1(t) ∈ Eσ([t1,∞)). Again, passing to a subsequence and dropping a
subindex, the sequence {
un(t)|[t2,∞)
}
n≥2
⊂ Eσ([t2,∞)),
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converges in C([t2,∞);Xw) with a limit u
2(t) ∈ Eσ([t2,∞)). It is easy to see
that, u1(t) = u2(t) on [t1,∞). By a standard diagonalization process, we obtain a
subsequence of un(t), still denoted by un(t), such that, for everym ∈ N,
un(t)|[tm,∞) → u
m(t) in C([tm,∞);Xw), as n→∞,
with um(t) ∈ Eσ([tm,∞)). Note that, for any m, u
m(t) = um+1(t) on [tm,∞).
Hence, we can define u(t) on (−∞,∞), such that,
u(t) := um(t), ∀t ∈ [tm,∞), ∀m ∈ N,
By Definition 2.7,
u(t)|[τ,∞) ∈ Eσ([τ,∞)), ∀τ ∈ R,
which means that u(t) ∈ Eσ((−∞,∞)). 
Lemma 3.22. Letℑ be some topological space andΣ ⊂ ℑ be sequentially compact
in itself. Let EΣ be a closed evolutionary system. Then,
EΣ((−∞,∞)) =
⋃
σ∈Σ
Eσ((−∞,∞)).
Proof. Thanks to Definition 2.7 and the definition of an evolutionary system EΣ, we
have
EΣ((−∞,∞)) ⊃
⋃
σ∈Σ
Eσ((−∞,∞)).
Take u(t) ∈ EΣ((−∞,∞)). Denote by
un(t) := u(t)|[tn,∞) ∈ Eσn([tn,∞)),
where σn ∈ Σ, tn is decreasing and tn → −∞ as n → ∞. Since Σ is sequentially
compact in itself, passing to a subsequence and dropping a subindex, there exists
σ ∈ Σ, such that σn → σ in ℑ as n→∞. Note that
un(t)|[tm,∞) = u(t), ∀n ≥ m, t ∈ [tm,∞).
Hence, by the closedness of EΣ,
u(t)|[tm,∞) ∈ Eσ([tm,∞)), ∀m ∈ N.
This implies that u(t) ∈ Eσ((−∞,∞)) due to Definition 2.7. Therefore, we have
EΣ((−∞,∞)) ⊂
⋃
σ∈Σ
Eσ((−∞,∞)).
The proof is completed. 
Lemma 3.23. Letℑ be some topological space andΣ ⊂ ℑ be sequentially compact
in itself. Let EΣ be a closed evolutionary system. Then, for any τ ∈ R, the set
EΣ([τ,∞)) =
⋃
σ∈Σ
Eσ([τ,∞))
is closed in C([τ,∞);Xw).
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Proof. Take a sequence {un(t)} that un(t) ∈ Eσn([τ,∞)), σn ∈ Σ and un(t) →
u(t) in C([τ,∞);Xw) as n→∞. Due to the sequential compactness of Σ, passing
to a subsequence and dropping a subindex, there exists σ ∈ Σ that is the limit of
{σn} in ℑ. Since EΣ is closed, we have u(t) ∈ Eσ([τ,∞)). Hence, EΣ([τ,∞)) is a
closed set in C([τ,∞);Xw). 
3.3.2. Evolutionary system with uniqueness. Let EΣ¯ be an evolutionary system
with symbol space Σ¯, and let Σ ⊂ Σ¯ be such that T (h)Σ = Σ for all h ≥ 0.
It is easy to check that the subfamily of maps {Eσ}, σ ∈ Σ is also an evolution-
ary system, with Σ as its symbol space. Then, it is an evolutionary subsystem of
EΣ¯. Denote it by EΣ, as in Section 2. We suppose in this subsection that Σ¯ is the
sequential closure of Σ in some topological space ℑ.
Theorem 3.24. Let EΣ be an evolutionary system with uniqueness and with symbol
space Σ satisfying A1 and let E¯Σ be the closure of EΣ. Let Σ¯ be the sequential
closure of Σ in some topological space ℑ and EΣ¯ ⊃ EΣ be a closed evolutionary
system with uniqueness and with symbol space Σ¯. Then, EΣ¯ ⊂ E¯Σ. Hence,
1. The three weak uniform global attractorsAΣw, A¯
Σ
w and A
Σ¯
w for evolutionary
systems EΣ, E¯Σ and EΣ¯, respectively, exist.
2. AΣw, A¯
Σ
w andA
Σ¯
w are the maximal invariant and maximal quasi-invariant set
w.r.t. E¯Σ and satisfy the following:
AΣw = A¯
Σ
w = A
Σ¯
w =
{
u0 : u0 = u(0) for some u ∈ E¯Σ((−∞,∞))
}
.
3. The three weak trajectory attractors AΣw, A¯
Σ
w and A
Σ¯
w for EΣ, E¯Σ and EΣ¯,
respectively, exist and satisfy the following:
A
Σ
w = A¯
Σ
w = A
Σ¯
w = Π+E¯Σ((−∞,∞)).
Hence, the three weak trajectory attractors satisfy the finite weak uniform
tracking property for all the three evolutionary systems and are weakly
equicontinuous on [0,∞).
4. AΣw, A¯
Σ
w and A
Σ¯
w are sections of A
Σ
w, A¯
Σ
w and A
Σ¯
w:
AΣw = A¯
Σ
w = A
Σ¯
w = A
Σ
w(t) = A¯
Σ
w(t) = A
Σ¯
w(t), ∀ t ≥ 0.
Furthermore, assume that Σ¯ ⊂ ℑ is sequentially compact in itself. Then, EΣ¯ = E¯Σ.
Hence,
5. The following relationships on kernels hold:
E¯Σ((−∞,∞)) = EΣ¯((−∞,∞)) =
⋃
σ∈Σ¯
Eσ((−∞,∞)),
and Eσ((−∞,∞)) is nonempty for any σ ∈ Σ¯.
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Proof. For any τ ∈ R and uσ(t) ∈ Eσ([τ,∞)) with σ ∈ Σ¯\Σ, we can take a
sequence {σn} ⊂ Σ such that σn → σ in ℑ as n → ∞ since Σ¯ is the sequen-
tial closure of Σ. Because of the uniqueness of EΣ, there is a sequence {un(t)} ⊂
Eσn([τ,∞))with un(τ) = uσ(τ). Passing to a subsequence and dropping a subindex,
{un(t)} converges to a limit u(t) in C([τ,∞);Xw) due to A1. It follows that the
limit u(t) ∈ Eσ([τ,∞)) for σn → σ in ℑ and EΣ¯ is closed. Note that u(τ) = uσ(τ).
By the uniqueness of EΣ¯, we have u(t) = uσ(t), t ≥ τ . Therefore, EΣ¯ ⊂ E¯Σ.
The existence ofAΣw, A¯
Σ
w and A
Σ¯
w follow from Theorem 3.6.
Obviously, we have, AΣw ⊂ A
Σ¯
w ⊂ A¯
Σ
w. On the other hand, since EΣ satisfies A1,
AΣw = A¯
Σ
w, which deduces that A
Σ¯
w = A
Σ
w. The rest results of the conclusion 2 are
also obtained by Theorem 3.6.
Note that EΣ satisfies A1 implies that E¯Σ satisfies A¯1 and then EΣ¯ satisfies A1.
Thus, the conclusions 3 and 4 follow again from Theorem 3.6 in a similar way.
Now suppose that Σ¯ is sequentially compact in ℑ. Thanks to Lemma 3.23, for
any τ ∈ R, the set EΣ¯([τ,∞)) is closed in C([τ,∞);Xw), which implies that E¯Σ ⊂
EΣ¯. Hence, E¯Σ = EΣ¯. The last equality in the conclusion 5 is deduced from Lemma
3.22. Finally, by Lemma 3.21, Eσ((−∞,∞)) is nonempty for any σ ∈ Σ¯. 
Theorem 3.25. Under the conditions of Theorem 3.24, assume that one of the fol-
lowings is valid:
i). E¯Σ is asymptotically compact.
ii). EΣ satisfies A1, A2, and A3, and E¯((−∞,∞)) ⊂ C((−∞,∞);Xs).
iii). E¯Σ possesses a strongly compact strong global attractor.
Then the three weak uniform global attractors in Theorem 3.24 are strongly com-
pact strong uniform global attractors and the three weak trajectory attractors are
strongly compact strong trajectory attractors. Moreover, the three trajectory attrac-
tors satisfy the finite strong uniform tracking property for all the three evolutionary
systems and are strongly equicontinuous on [0,∞).
Proof. Assume that i) is valid. Obviously, EΣ and EΣ¯ are also asymptotically com-
pact. All the conclusions follow from Theorem 3.12.
Assume that ii) holds. Thanks to Lemmas 3.1 and 3.4 in [CL14], E¯Σ satisfies A¯1,
A¯2, and A¯3. Therefore, by Theorem 2.12, E¯Σ is asymptotically compact. All the
conclusions follow from i) just proved.
Now suppose that E¯Σ possesses a strongly compact strong global attractor. Due
to Theorem 3.17, E¯Σ is also asymptotically compact. Then, all the conclusions is
obtained.
We complete the proof. 
Remark 3.26. The assumption that Σ¯ ⊂ ℑ is the sequential closure of Σ was
actually used in the proof of Theorem 3.10 in [CL14]. Here is a remediation for
more precise. In many applications, the topology of ℑ is metrizable on Σ. Then,
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in these cases, the notions of a closure and a sequential closure are equivalent, as
well as a compact set and a sequential compact set.
Theorems 3.24 and 3.25 generalize Theorems 3.10-3.13 in [CL14], and the re-
lated results in [CV02, LWZ05, Lu06, Lu07] where were concerned with the clas-
sical cases of a process and a family of processes.
Note that a process and a family of processes always define evolutionary systems
with uniqueness, as shown in [CL14]. Let {Uσ(t, τ)}, σ ∈ Σ¯ be a family of pro-
cesses acting on a separable reflexive Banach space H: For any σ ∈ Σ¯, τ ∈ R, the
following conditions are satisfied:
Uσ(t, τ) : H → H is single-valued, ∀ t ≥ τ,
Uσ(t, s) ◦ Uσ(s, τ) = Uσ(t, τ), ∀ t ≥ s ≥ τ,
Uσ(τ, τ) = Identity operator.
Assume that it satisfies the following translation identity arising naturally from ap-
plications:
Uσ(t+ h, τ + h) = UT (h)σ(t, τ), ∀ σ ∈ Σ¯, t ≥ τ, τ ∈ R, h ≥ 0,
and T (s)Σ¯ = Σ¯, ∀s ≥ 0. Here {T (s)}s≥0 is the translation semigroup. Assume
further that the family of processes is dissipative, i.e., there exists a uniformly (w.r.t.
σ ∈ Σ¯) absorbing ball B: For any τ ∈ R and bounded set A ⊂ H , there exists
t0 = t0(A) ≥ τ , such that, ⋃
σ∈Σ¯
⋃
t≥t0
Uσ(t + τ, τ)A ⊂ B.
Now take X = B. Note that since X is a bounded subset of a separable reflexive
Banach space, both the strong and the weak topologies onX are metrizable. Define
a family of maps Eσ, σ ∈ Σ¯ in the following way:
Eσ([τ,∞)) := {u(·) : u(t) = Uσ(t, τ)uτ , uτ ∈ X, t ≥ τ} .
Conditions 1-4 in Definition 2.7 are verified by the definition of the family of pro-
cesses {Uσ(t, τ)}, σ ∈ Σ¯. Hence, the family of processes {Uσ(t, τ)}, σ ∈ Σ¯ defines
an evolutionary system EΣ¯ with uniqueness and with symbol space Σ¯. In applica-
tions, Σ¯ is typically a closure of Σ in some appropriate functional space ℑ, where
Σ := {σ0(· + h)|h ∈ R} is the translation family of a fixed symbol σ0. It can be
checked [CL14] that the family of processes {Uσ(t, τ)}, σ ∈ Σ, or equivalently, the
process {Uσ0(t, τ)}, also defines an evolutionary system EΣ with uniqueness and
with symbol space Σ. It is an evolutionary subsystem of the former system.
In [LWZ05, Lu06, Lu07], analogous to the closedness condition, a continuity
condition on a family of processes is used. A family of processes {Uσ(t, τ)}, σ ∈ Σ¯
is (Hw × Σ¯, Hw) continuous, if for any t ≥ τ , τ ∈ R, the mapping (u, σ) →
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Uσ(t, τ)u is continuous fromHw×Σ¯ toHw. In words of the associated evolutionary
system EΣ¯, we have the following definition.
Definition 3.27. An evolutionary system EΣ¯ with uniqueness and with symbol space
Σ¯ is (Xw × Σ¯, Xw) continuous if for any τ ∈ R, σn, σ ∈ Σ¯, un(t) ∈ Eσn([τ,∞)),
the convergences un(τ) → uτ in Xw and σn → σ in some topological space ℑ as
n → ∞ imply un(t) → u(t) in Xw for all t ≥ τ with a pointwise limit u(t) ∈
Eσ([τ,∞)) and u(τ) = uτ .
Now we have several lemmas about the conditions of A1, closedness and (Xw ×
Σ¯, Xw) continuity on an evolutionary system with uniqueness. The first two are
obvious.
Lemma 3.28. Let EΣ¯ be an evolutionary system with uniqueness and with symbol
space Σ¯. If EΣ¯ is (Xw × Σ¯, Xw) continuous, then EΣ¯ is closed.
Lemma 3.29. Let ℑ be some topological space and Σ¯ ⊂ ℑ be sequentially com-
pact in itself. Let EΣ¯ be an evolutionary system with uniqueness and with sym-
bol space Σ¯. If EΣ¯ is (Xw × Σ¯, Xw) continuous, then, for any τ ∈ R, σn ∈ Σ¯,
un(t) ∈ Eσn([τ,∞)), there exist subsequences {σnj}, {unj(t)}, σ ∈ Σ¯ and u(t) ∈
Eσ([τ,∞)) such that unj(t) → u(t) in Xw for all t ≥ τ and σnj → σ in ℑ as
nj →∞.
Lemma 3.30. Let EΣ¯ be an evolutionary system with uniqueness and with symbol
space Σ¯. If EΣ¯ is closed and satisfies A1, then, for any τ ∈ R, σn, σ ∈ Σ¯, un(t) ∈
Eσn([τ,∞)), such that, un(τ) → uτ in Xw and σn → σ in some topological space
ℑ as n → ∞, the convergence un(t) → u(t) in C([τ,∞);Xw) holds with a limit
u(t) ∈ Eσ([τ,∞)) and u(τ) = uτ . In particular, EΣ¯ is (Xw × Σ¯, Xw) continuous.
Proof. For any τ ∈ R, take σn, σ ∈ Σ¯, un(t) ∈ Eσn([τ,∞)), such that, un(τ)→ uτ
in Xw and σn → σ in ℑ as n → ∞. Thanks to A1, there exists a subsequence
{unj(t)} such that
unj(t)→ u(t) in C([τ,∞);Xw), as nj →∞,
for some u(t) ∈ C([τ,∞);Xw) with u(τ) = uτ . Since EΣ¯ is closed, we have
u(t) ∈ Eσ([τ,∞)). Suppose that
un(t)9 u(t) in C([τ,∞);Xw), as n→∞.
Thanks to A1 again, there is a subsequence of {un′j(t)}, such that
un′j(t)→ u
∗(t) in C([τ,∞);Xw), as n
′
j →∞,
for some u∗(t) ∈ C([τ,∞);Xw) with u
∗(·) 6= u(·). Note that u∗(t) ∈ Eσ([τ,∞))
and u∗(τ) = uτ . By uniqueness of EΣ¯ , u
∗(t) = u(t), for all t ≥ τ , which is a
contradiction. Hence,
un(t)→ u(t) in C([τ,∞);Xw), as n→∞.
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Especially, un(t)→ u(t) inXw for all t ≥ τ , which means that EΣ¯ is (Xw× Σ¯, Xw)
continuous. 
Remark 3.31. The condition A1 generally holds for dissipative systems in mathe-
matical physics (cf. e.g. [T88, CV02]). See applications in the next sections.
4. ATTRACTORS FOR 2D AND 3D NAVIER-STOKES EQUATIONS
In this section, we apply the new theory established in the previous section to
the 2D and the 3D Navier-Stokes equations. Main new results are the existence of
strongly compact strong trajectory attractors and sequent properties without further
assumptions (cf. [LWZ05, Lu06, CL14]). More precisely, we consider the space
periodic 2D and 3D incompressible Navier-Stokes equations (NSE)
(19)

d
dt
u− ν∆u+ (u · ∇)u+∇p = f(t),
∇ · u = 0,
where u, the velocity, and p, the pressure, are unknowns; f(t) is a given driving
force, and ν > 0 is the kinematic viscosity coefficient of the fluid. By a Galilean
change of variables, we can assume that the space average of u is zero, i.e.,∫
Ω
u(x, t) dx = 0, ∀t,
where Ω = [0, L]n, n = 2, 3, is a periodic box.9
First, let us introduce some notations and functional setting. Denote by (·, ·) and
| · | the (L2(Ω))
n
-inner product and the corresponding (L2(Ω))
n
-norm. Let V be the
space of all Rn trigonometric polynomials of period L in each variable satisfying
∇ · u = 0 and
∫
Ω
u(x) dx = 0. Let H and V to be the closures of V in (L2(Ω))
n
and (H1(Ω))
n
, respectively. Define the strong and weak distances by
ds(u, v) := |u− v|, dw(u, v) :=
∑
κ∈Zn
1
2|κ|
|uκ − vκ|
1 + |uκ − vκ|
, u, v ∈ H,
where uκ and vκ are Fourier coefficients of u and v respectively. Note that the weak
metric dw induces the weak topology in any ball in (L
2(Ω))
n
.
Let also Pσ : (L
2(Ω))
n
→ H be the L2-orthogonal projection, referred to as the
Leray projector. Denote byA = −Pσ∆ = −∆ the Stokes operator with the domain
D(A) = (H2(Ω))n∩V . The Stokes operator is a self-adjoint positive operator with
a compact inverse. Let
‖u‖ := |A1/2u|,
9The no-slip case can be considered in a similar way, only with some adaption on the functional
setting.
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which is called the enstrophy norm. Note that ‖u‖ is equivalent to the H1-norm of
u for u ∈ D(A1/2). The corresponding inner product is denoted by
((u, v)) := (A1/2u,A1/2v).
Now denote B(u, v) := Pσ(u · ∇v) ∈ V
′ for all u, v ∈ V . This bilinear form has
the following property:
〈B(u, v), w〉 = −〈B(u, w), v〉, u, v, w ∈ V,
in particular, 〈B(u, v), v〉 = 0 for all u, v ∈ V .
Now we can rewrite (19) as the following differential equation in V ′:
d
dt
u+ νAu+B(u, u) = g,
where u is a V -valued function of time and g = Pσf .
Definition 4.1. A weak solution of (19) on [τ,∞) (or (−∞,∞), if τ = −∞) is an
H-valued function u(t) defined for t ∈ [τ,∞), such that
d
dt
u ∈ L1loc([τ,∞);V
′), u(t) ∈ C([τ,∞);Hw) ∩ L
2
loc([τ,∞);V ),
and
(u(t)− u(t0), v) =
∫ t
t0
(−ν((u, v))− 〈B(u, u), v〉+ 〈g, v〉) ds,
for all v ∈ V and τ ≤ t0 ≤ t.
Theorem 4.2 (Leray, Hopf). For every u0 ∈ H and g ∈ L
2
loc(R;V
′), there exists
a weak solution of (19) on [τ,∞) with u(τ) = u0 satisfying the following energy
inequality
(20) |u(t)|2 + 2ν
∫ t
t0
‖u(s)‖2 ds ≤ |u(t0)|
2 + 2
∫ t
t0
〈g(s), u(s)〉 ds,
for all t ≥ t0, t0 a.e. in [τ,∞).
Definition 4.3. A Leray-Hopf solution of (19) on the interval [τ,∞) is a weak
solution on [τ,∞) satisfying the energy inequality (20) for all τ ≤ t0 ≤ t, t0 a.e. in
[τ,∞). The set Ex of measure 0 on which the energy inequality does not hold will
be called the exceptional set.
Now fix an external force g0 that is translation bounded in L
2
loc(R;V
′) , i.e.,
‖g0‖
2
L2
b
(R;V ′) := sup
t∈R
∫ t+1
t
‖g0(s)‖
2
V ′ ds <∞.
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Denote by L2,wloc (R;V
′) the space L2loc(R;V
′) endowed with the local weak conver-
gence topology. Then g0 is translation compact in L
2,w
loc (R;V
′), i.e., the translation
family of g0,
Σ := {g0(·+ h) : h ∈ R},
is precompact in L2,wloc (R;V
′) (see [CV02]). Note that,
(21) ‖g‖2L2
b
(R;V ′) ≤ ‖g0‖
2
L2
b
(R;V ′), ∀ g ∈ Σ.
Due to the energy inequality (20), we have
(22) |u(t)|2 + ν
∫ t
t0
‖u(s)‖2 ds ≤ |u(t0)|
2 +
1
ν
∫ t
t0
‖g(s)‖2V ′ ds, ∀g ∈ Σ,
for all t ≥ t0, t0 a.e. in [τ,∞). Here u(t) is a Leray-Hopf solution of (19) with the
force g on [τ,∞). By Gro¨nwall’s inequality, there exists a uniformly (w.r.t. τ ∈ R
and g ∈ Σ) absorbing ball Bs(0, R) ⊂ H , where the radius R depends on L, ν, and
‖g0‖
2
L2
b
(R;V ′)
. Let X be a closed uniformly absorbing ball
(23) X = {u ∈ H : |u| ≤ R},
which is also weakly compact inH . Then, for any bounded set A ⊂ H , there exists
a time t¯ ≥ 0 independent of the initial time τ , such that
(24) u(t) ∈ X, ∀t ≥ t1 := τ + t¯,
for every Leray-Hopf solution u(t) with the force g ∈ Σ and the initial data u(τ) ∈
A. For any sequence of Leray-Hopf solutions uk, the following result (see e.g.
[T88, CF89, Ro01, CL14]) holds.
Lemma 4.4. Let uk(t) be a sequence of Leray-Hopf solutions of (19) with forces
gk ∈ Σ, such that uk(t) ∈ X for all t ≥ t1. Then
uk is bounded in L
2(t1, t2;V ) and L
∞(t1, t2;H),
d
dt
uk is bounded in L
p(t1, t2;V
′),
for all t2 > t1, with p = 2 if n = 2 and p = 4/3 if n = 3. Moreover, there exists a
subsequence ukj converges to some solution u(t) in C([t1, t2];Hw), i.e.,
(ukj , v)→ (u, v) uniformly on [t1, t2],
as kj →∞, for all v ∈ H .
Remark 4.5. [CL14] In the nonautonomous case, i.e., f(t) is dependent on t, we
don’t know here whether the limit u(t) is a Leray-Hopf solution yet when n = 3.
40 SONGSONG LU
Consider an evolutionary system for which a family of trajectories consists of all
Leray-Hopf solutions of the 2D or the 3D NSE with a fixed force g0 in X . More
precisely, define
E([τ,∞)) := {u(·) : u(·) is a Leray-Hopf solution on [τ,∞)
with the force g ∈ Σ and u(t) ∈ X, ∀t ∈ [τ,∞)}, τ ∈ R,
E((−∞,∞)) := {u(·) : u(·) is a Leray-Hopf solution on (−∞,∞)
with the force g ∈ Σ and u(t) ∈ X, ∀t ∈ (−∞,∞)}.
Clearly, the properties 1-4 of E hold, if we utilize the translation semigroup
{T (s)}s≥0. Therefore, thanks to Theorem 3.6, the weak uniform global attractor
Aw for this evolutionary system exists.
Nowwe give the definition of a normal function which was introduced in [LWZ05,
Lu06].
Definition 4.6. Let B be a Banach space. A function ϕ(s) ∈ L2loc(R;B) is said to
be normal in L2loc(R;B) if for any ǫ > 0, there exists δ > 0, such that
sup
t∈R
∫ t+δ
t
‖ϕ(s)‖2B ds ≤ ǫ.
Note that the class of normal functions is a proper closed subspace of the class
of translation bounded functions (see [LWZ05, Lu06] for more details). Then, we
have the following.
Lemma 4.7. The evolutionary system E of the 2D or the 3D NSE with the force g0
satisfies A1 and A3. Moreover, if g0 is normal in L
2
loc(R;V
′) then A2 holds.
Proof. For the 3D case, it is just Lemma 5.7 in [CL14]. For the 2D case, it is derived
in exactly the same way. 
4.1. 3D Navier-Stokes equations. Now applying the theory in Section 3, we have
the followings.
Theorem 4.8. [CL14] Let g0 be translation bounded in L
2
loc(R;V
′). Then the
weak uniform global attractor Aw and the weak trajectory attractor Aw for the
3D NSE with the fixed force g0 exist, Aw is the maximal invariant and maximal
quasi-invariant set w.r.t. the closure E¯ of the corresponding evolutionary system E
and
Aw = ωw(X) = ωs(X) =
{
u(0) : u ∈ E¯((−∞,∞))
}
,
Aw = Π+E¯((−∞,∞)) =
{
u(·)|[0,∞) : u ∈ E¯((−∞,∞))
}
,
Aw = Aw(t) = {u(t) : u ∈ Aw} , ∀ t ≥ 0.
Moreover, Aw satisfies the finite weak uniform tracking property and is weakly
equicontinuous on [0,∞).
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Proof. This theorem is just Theorem 5.8 and the first part of Theorem 5.10 in
[CL14]. We reformulate these results according to Theorem 3.6. 
Theorem 4.9. If g0 is normal in L
2
loc(R;V
′) and every complete trajectory of E¯ is
strongly continuous, then the weak uniform global attractor Aw is a strongly com-
pact strong global attractor As, and the weak trajectory attractor Aw is a strongly
compact strong trajectory attractor As. Moreover,
1. As = Π+E¯((−∞,∞)) satisfies the finite strong uniform tracking property,
i.e., for any ǫ > 0 and T > 0, there exist t0 and a finite subset P
f
T ⊂ As|[0,T ],
such that for any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
|u(t)− v(t− t∗)| < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ P fT .
2. As = Π+E¯((−∞,∞)) is strongly equicontinuous on [0,∞), i.e.,
|v(t1)− v(t2)| ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
The strong compactness ofAs and the strong trajectory attracting property of Aw
have been proved in [CL14]. Here novelties are the strong compactness of As and
sequent properties.
Proof. The theorem follows by applying Lemma 4.7, Theorems 2.12 and 3.12. 
4.1.1. Open problem. We give some supplementaries to Section 6 in [CL14]. In
this subsection, we further assume that g0 is translation compact in L
2
loc(R;V
′), i.e.,
the closure of the translation family Σ of g0 in L
2
loc(R;V
′),
Σ¯ := {g0(·+ h) : h ∈ R}
L2
loc
(R;V ′)
,
is compact in L2loc(R;V
′). It is known [CV02] that L2loc(R;V
′) is metrizable and the
corresponding metric space is complete. Note that the class of translation compact
functions is also a closed subspace of the class of translation bounded functions,
but it is a proper subset of the class of normal functions (for more details, see
[LWZ05, Lu06]). Note also that the argument of (21)-(24) is valid forΣ replaced by
Σ¯ and Lemma 4.4 can be improved as follows (see e.g. [T88, CF89, CV02, CL14]).
Lemma 4.10. Let n = 3 and let uk(t) be a sequence of Leray-Hopf solutions of
(19) with forces gk ∈ Σ¯, such that uk(t) ∈ X for all t ≥ t1. Then
uk is bounded in L
2(t1, t2;V ) and L
∞(t1, t2;H),
d
dt
uk is bounded in L
4/3(t1, t2;V
′),
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for all t2 > t1. Moreover, there exists a subsequence kj , such that gkj converges in
L2loc(R;V
′) to some g ∈ Σ¯ and ukj converges in C([t1, t2];Hw) to some Leray-Hopf
solution u(t) of (19) with the force g, i.e.,
(ukj , v)→ (u, v) uniformly on [t1, t2],
as kj →∞, for all v ∈ H .
Now consider another evolutionary system with Σ¯ as a symbol space. The family
of trajectories for this evolutionary system consists of all Leray-Hopf solutions of
the family of 3D NSE with forces g ∈ Σ¯ inX:
EΣ¯([τ,∞)) := {u(·) : u(·) is a Leray-Hopf solution on [τ,∞)
with the force g ∈ Σ¯ and u(t) ∈ X, ∀t ∈ [τ,∞)}, τ ∈ R,
EΣ¯((−∞,∞)) := {u(·) : u(·) is a Leray-Hopf solution on (−∞,∞)
with the force g ∈ Σ¯ and u(t) ∈ X, ∀t ∈ (−∞,∞)}.
We have following lemmas.
Lemma 4.11. [CL14] The evolutionary system EΣ¯ of the family of 3D NSE with
forces in Σ¯ satisfies A¯1, A¯2 and A¯3.
Lemma 4.12. The evolutionary system EΣ¯ of the family of 3D NSE with forces in Σ¯
is closed.
Proof. For any τ ∈ R, take gk ∈ Σ¯, uk ∈ Egk([τ,∞)), such that, uk → u in
C([τ,∞);Xw) and gk → g in L
2
loc(R;V
′). By Lemma 4.10 and a standard diago-
nalization process, we have u ∈ Eg([τ,∞)). That is, EΣ¯ is closed. 
Lemma 4.13. Let EΣ¯ be the evolutionary system of the family of 3D NSE with forces
in Σ¯. Then E¯Σ¯ = EΣ¯.
Proof. By the assumption, Σ¯ is metrizable and compact in L2loc(R;V
′). Thanks to
Lemma 4.12, the corresponding evolutionary system EΣ¯ is closed. It follows from
Lemma 3.23 that, for any τ ∈ R, the set EΣ¯([τ,∞)) is closed in C([τ,∞);Xw).
Hence, E¯Σ¯ = EΣ¯. 
We have the following (cf. [CV02]) that knows more on the structure of the
kernel.
Theorem 4.14. Let g0 be translation compact in L
2
loc(R;V
′). Then the weak uni-
form global attractor AΣ¯w and the weak trajectory attractor A
Σ¯
w for the family of
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3D NSE with forces g ∈ Σ¯ exist, AΣ¯w is the maximal invariant and maximal quasi-
invariant set w.r.t. the corresponding evolutionary system EΣ¯, and
AΣ¯w = {u(0) : u ∈ EΣ¯((−∞,∞))} =
u(0) : u ∈ ⋃
g∈Σ¯
Eg((−∞,∞))
 ,
A
Σ¯
w = Π+
⋃
g∈Σ¯
Eg((−∞,∞)),
AΣ¯w = A
Σ¯
w(t) =
{
u(t) : u ∈ AΣ¯w
}
, ∀ t ≥ 0,
where Eg((−∞,∞)) is nonempty for any g ∈ Σ¯. Moreover, A
Σ¯
w satisfies the finite
weak uniform tracking property and is weakly equicontinuous on [0,∞).
Proof. By Lemma 4.13, EΣ¯ equals to its closure E¯Σ¯. Especially, we have
EΣ¯((−∞,∞)) = E¯Σ¯((−∞,∞)).
It follows from Lemma 3.22 that
EΣ¯((−∞,∞)) =
⋃
g∈Σ¯
Eg((−∞,∞)).
We know from Lemma 4.11 that EΣ¯ satisfies A¯1. Therefore, Eg((−∞,∞)) is
nonempty for any g ∈ Σ¯ due to Lemma 3.21. The rest part of the conclusions follow
by applying Theorem 3.6, which is in fact Theorems 6.3 and 6.6 in [CL14]. 
Theorem 2.12 and Lemma 4.11 give a criterion for the strong compactness of the
attractors. Thereout, we would obtain that all the complete Leray-Hopf solutions of
the family of 3D NSE with forces g ∈ Σ¯ satisfy the finite strong uniform tracking
property and are strongly equicontinuous on (−∞,∞).
Theorem 4.15. Furthermore, if every complete trajectory of the family of 3D NSE
with forces g ∈ Σ¯ is strongly continuous , then the weak uniform global attrac-
tor AΣ¯w is a strongly compact strong global attractor A
Σ¯
s and the weak trajectory
attractor AΣ¯w is a strongly compact strong trajectory attractor A
Σ¯
s . Moreover, A
Σ¯
s
satisfies the finite strong uniform tracking property and is strongly equicontinuous
on [0,∞).
Let E¯ be the closure of the evolutionary system E . It follows from Lemma 4.13
that E ⊂ E¯ ⊂ EΣ¯. Then, an interesting problem naturally arises:
Open Problem 4.16. [CL14] Are the attractors A•, A• and A
Σ¯
• , A
Σ¯
• in Theorems
4.8 and 4.15 identical?
Due to Theorems 3.24 and 3.25, the answer is positive if the solutions of the 3D
NSE are unique (cf. footnote 3). However, the negative answer would imply that
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the Leray-Hopf weak solutions are not unique, and especially that, the attractors
AΣ¯• and A
Σ¯
• for the auxiliary family of 3D NSE with forces in Σ¯ do not satisfy
the minimality property w.r.t. d•-attracting and dC([0,∞);X•)-attracting, respectively,
for the evolutionary system E corresponding to the original 3D NSE with the fixed
force g0. For more details, see [CL14].
4.2. 2DNavier-Stokes equations: weak solutions. In the 2D case, there are better
properties of weak solutions than those in Theorem 4.2. The weak solutions are
unique and strongly continuous w.r.t. time t, and the equality in (20) holds for
every weak solution (see e.g. [T88, Ro01, CV02]). We will show in this subsection
that these properties provide better results.
Theorem 4.17. (weak solutions) Let n = 2. For every u0 ∈ H and g ∈ L
2
loc(R;V
′),
the weak solution of (19) on [τ,∞) with u(τ) = u0 is unique and satisfies
u(t) ∈ C([τ,∞);H).
Denote again by
Σ¯ := {g0(·+ h) : h ∈ R}
L2,w
loc
(R;V ′)
.
It can be known [CV02] that Σ¯ endowed with the topology of L2,wloc (R;V
′) is metriz-
able and the corresponding metric space is compact. Due to the better properties
of the weak solutions, we have the following better version of Lemma 4.4 (see e.g.
[T88, Ro01, CV02]).
Lemma 4.18. Let n = 2 and let uk(t) be a sequence of weak solutions of (19) with
forces gk ∈ Σ¯, such that uk(t) ∈ X for all t ≥ t1. Then
uk is bounded in L
2(t1, t2;V ) and L
∞(t1, t2;H),
d
dt
uk is bounded in L
2(t1, t2;V
′),
for all t2 > t1. Moreover, there exists a subsequence kj , such that gkj converges
in L2,wloc (R;V
′) to some g ∈ Σ¯ and ukj converges in C([t1, t2];Hw) to some weak
solution u(t) of (19) with the force g, i.e.,
(ukj , v)→ (u, v) uniformly on [t1, t2],
as kj →∞, for all v ∈ H .
Similarly, together with E , we can also consider another evolutionary system
with Σ¯ as a symbol space. The family of trajectories for this evolutionary system
consists of all weak solutions of the family of 2D NSE with forces g ∈ Σ¯ inX:
EΣ¯([τ,∞)) := {u(·) : u(·) is a weak solution on [τ,∞) with
the force g ∈ Σ¯ and u(t) ∈ X, ∀t ∈ [τ,∞)}, τ ∈ R,
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EΣ¯((−∞,∞)) := {u(·) : u(·) is a weak solution on (−∞,∞) with
the force g ∈ Σ¯ and u(t) ∈ X, ∀t ∈ (−∞,∞)}.
Analogously, we have the following lemma. The proof is exactly the same as that
of Lemma 4.12 above.
Lemma 4.19. The evolutionary system EΣ¯ of the family of 2D NSE with forces in Σ¯
is closed.
The following theorems recover and generalize the related results in [CV02,
Lu06].
Theorem 4.20. Let g0 be translation bounded inL
2
loc(R;V
′). The two weak uniform
global attractors Aw, A
Σ¯
w ⊂ Hw and the two weak trajectory attractors Aw, A
Σ¯
w ⊂
C([0,∞);Hw) for the 2D NSE with the fixed force g0 and for the family of 2D
NSE with forces g ∈ Σ¯, respectively, exist, Aw and A
Σ¯
w are the maximal invariant
and maximal quasi-invariant set w.r.t. the closure E¯ = EΣ¯ of the corresponding
evolutionary system E and
Aw = A
Σ¯
w = {u(0) : u ∈ EΣ¯((−∞,∞))} =
u(0) : u ∈ ⋃
g∈Σ¯
Eg((−∞,∞))
 ,
Aw = A
Σ¯
w = Π+
⋃
g∈Σ¯
Eg((−∞,∞)),
Aw = A
Σ¯
w(t) =
{
u(t) : u ∈ AΣ¯w
}
, ∀ t ≥ 0,
where Eg((−∞,∞)) is nonempty for any g ∈ Σ¯. Moreover, Aw = A
Σ¯
w satisfies
the finite weak uniform tracking property for EΣ¯ and is weakly equicontinuous on
[0,∞).
Proof. Thanks to Theorem 4.17, the evolutionary systems E and EΣ¯ are unique.
Lemmas 4.7 and 4.19 indicate that E satisfies A1 and that EΣ¯ is closed, respectively.
Then, the theorem follows by applying Theorem 3.24. 
Theorem 4.21. If g0 is normal in L
2
loc(R;V
′), then the two weak global attractors
Aw andA
Σ¯
w are strongly compact strong global attractorsAs andA
Σ¯
s inH , and the
two weak trajectory attractors Aw and A
Σ¯
w are strongly compact strong trajectory
attractors As and A
Σ¯
s in C([0,∞);H), respectively. Moreover,
1. As = A
Σ¯
s = Π+
⋃
g∈Σ¯ Eg((−∞,∞)) satisfies the finite strong uniform
tracking property, i.e., for any ǫ > 0 and T > 0, there exist t0 and a
finite subset P fT ⊂ As|[0,T ], such that for any t
∗ > t0, every trajectory
u ∈ EΣ¯([0,∞)) satisfies
|u(t)− v(t− t∗)| < ǫ, ∀t ∈ [t∗, t∗ + T ],
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for some T -time length piece v ∈ P fT .
2. As = A
Σ¯
s = Π+
⋃
g∈Σ¯ Eg((−∞,∞)) is strongly equicontinuous on [0,∞),
i.e.,
|v(t1)− v(t2)| ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
Part of this theorem was obtained in [Lu06]. Here novelties are the existence of
the strongly compact strong trajectory attractor As in C([0,∞);H) and its corollar-
ies.
Proof. We follow the proof of Theorem 4.20. The only thing we need to do is to
verify the asymptotical compactness of the evolutionary system EΣ¯. Note that, ac-
cording to Lemma 4.7, E also satisfies A2 and A3 when g0 is normal in L
2
loc(R;V
′).
Moreover, Theorem 4.17 ensures that all the weak solutions of the family of 2D
NSE with forces g in Σ¯ are strongly continuous w.r.t. time t. Hence, we obtain the
conclusions by applying Theorem 3.25. 
Remark 4.22. Let u1 and u2 be the solutions of (19) with forces g1(t), g2(t) ∈ Σ¯,
respectively. By the standard estimates (see e.g. [T88, Ro01, CV02, Lu06]), we
have
(25) |u1(t2)− u2(t2)|
2 ≤
(
|u1(t1)− u2(t1)|
2 +
1
ν
∫ t2
t1
‖g1 − g2‖
2
V ′ ds
)
eC1 .
HereC1 only depends onL, ν, and increasingly on t2−t1, |u1(t1)|
2, and ‖g1‖
2
L2
b
(R;V ′)
.
Then, the uniqueness of the solutions in Theorem 4.17 is deduced from (25), so is
their continuous dependence on the initial data and the forces, which informs the
continuity of the associated family of processes (see [CV02]). In the autonomous
case, i.e., the force g(t) is independent of time t, (25) yields the following classical
estimates
(26) |u1(t)− u2(t)| ≤ |u1(0)− u2(0)|e
C2(t),
where C2(t) depends increasingly on t. Hence, we obtain, for any T > 0,
(27) |u1(t)− u2(t)| ≤ |u1(0)− u2(0)|e
C2(T ), ∀ t ∈ [0, T ],
whereC2(t) depends increasingly on t. Now consider a family of solutionsA[0,∞) :=
{u(·) : u(0) ∈ A} with initial data in a compact subset A ⊂ H . We can see from
(27) that A[0,T ] :=
{
u(·)|[0,T ] : u ∈ A[0,∞)
}
is compact in C([0, T ];H). Hence,
A[0,∞) is compact in C([0,∞);H). Especially, the trajectory attractor As in the
above theorem is strongly compact. Although simple, to our knowledge, both the
deducing process and the compactness result were not noticed before. On the other
hand, however, for the nonautonomous case, we can not obtain the similar com-
pactness from (25).
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4.3. 2D Navier-Stokes equations: strong solutions. Concerning the strong solu-
tions of the 2D NSE, there are similar results obtained by the same method as we
do in previous subsection. We will present the main steps and omit details.
Now in this subsection, fix a more regular force g0 that is translation bounded in
L2loc(R;H) , i.e.,
‖g0‖
2
L2
b
(R;H) := sup
t∈R
∫ t+1
t
|g0(s)|
2 ds <∞.
Then g0 is translation compact in L
2,w
loc (R;H), that is, the translation family of g0,
Σ := {g0(·+ h) : h ∈ R}
is precompact in L2,wloc (R;H) (see [CV02]). Denote again by
Σ¯ := {g0(·+ h) : h ∈ R}
L2,w
loc
(R;H)
.
It is known [CV02] that Σ¯ endowed with the topology of L2,wloc (R;H) is metrizable
and the corresponding metric space is compact.
We have more regular solutions (see e.g. [T88, Ro01, CV02]).
Theorem 4.23. (strong solutions) Let n = 2. For every u0 ∈ H and g ∈ L
2
loc(R;H),
the solution of (19) on [τ,∞) with u(τ) = u0 is unique and satisfies
u(t) ∈ C([τ,∞);V ) ∩ L∞loc([τ,∞);V ) ∩ L
2
loc([τ,∞);D(A)).
By the classical estimates, there exists a uniformly (w.r.t. τ ∈ R and g ∈ Σ¯)
absorbing ballBs(0, R) ⊂ V , where the radiusR depends on L, ν, and ‖g0‖
2
L2
b
(R;H)
.
Let X be a closed uniformly absorbing ball
X = {u ∈ V : ‖u‖ ≤ R},
which is also weakly compact in V . Then for any bounded set A ⊂ V , there exists
a time t¯ ≥ 0 independent of τ , such that
u(t) ∈ X, ∀t ≥ t1 := τ + t¯,
for every solution u(t) with the force g ∈ Σ¯ and the initial data u(τ) ∈ A.
Due to the better regularity of the solutions, we have the following better version
of Lemma 4.4 (see e.g. [T88, Ro01]).
Lemma 4.24. Let n = 2 and let uk(t) be a sequence of strong solutions of (19)
with forces gk ∈ Σ¯, such that uk(t) ∈ X for all t ≥ t1. Then
uk is bounded in L
2(t1, t2;D(A)) and L
∞(t1, t2;V ),
d
dt
uk is bounded in L
2(t1, t2;H),
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for all t2 > t1. Moreover, there exists a subsequence kj , such that gkj converges
in L2,wloc (R;H) to some g ∈ Σ¯ and ukj converges in C([t1, t2];Vw) to some strong
solution u(t) of (19) with the force g, i.e.,
((ukj , v))→ ((u, v)) uniformly on [t1, t2],
as kj →∞, for all v ∈ D(A).
Now we consider two evolutionary systems. One for which a family of trajec-
tories consists of all strong solutions of the 2D NSE with the fixed force g0 in X .
More precisely, define
E([τ,∞)) := {u(·) : u(·) is a strong solution on [τ,∞) with
the force g ∈ Σ and u(t) ∈ X, ∀t ∈ [τ,∞)}, τ ∈ R,
E((−∞,∞)) := {u(·) : u(·) is a strong solution on (−∞,∞) with
the force g ∈ Σ and u(t) ∈ X, ∀t ∈ (−∞,∞)}.
Another one we consider is with Σ¯ as a symbol space. The family of trajectories for
this evolutionary system consists of all strong solutions of the family of 2D NSE
with forces g ∈ Σ¯ inX:
EΣ¯([τ,∞)) := {u(·) : u(·) is a strong solution on [τ,∞) with
the force g ∈ Σ¯ and u(t) ∈ X, ∀t ∈ [τ,∞)}, τ ∈ R,
EΣ¯((−∞,∞)) := {u(·) : u(·) is a strong solution on (−∞,∞) with
the force g ∈ Σ¯ and u(t) ∈ X, ∀t ∈ (−∞,∞)}.
By analogous arguments to those of Lemmas 4.11 and 4.12, we have following
lemmas.
Lemma 4.25. The evolutionary system E of the 2D NSE with the fixed force g0
satisfies A1.
Lemma 4.26. The evolutionary system EΣ¯ of the family of 2D NSE with forces in Σ¯
is closed.
Note that the strongly compact strong global attractor AΣ¯s for the family of 2D
NSE with forces in Σ¯ had been obtained in [LWZ05]. Now, we have more: The
following theorems recover and generalize the related results in [CV02, LWZ05].
Theorem 4.27. Let g0 be translation bounded in L
2
loc(R;H). The two weak uniform
global attractors Aw, A
Σ¯
w ⊂ Vw and the two weak trajectory attractors Aw, A
Σ¯
w ⊂
C([0,∞);Vw) for the 2D NSE with the fixed force g0 and for the family of 2D
NSE with forces g ∈ Σ¯, respectively, exist, Aw and A
Σ¯
w are the maximal invariant
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and maximal quasi-invariant set w.r.t. the closure E¯ = EΣ¯ of the corresponding
evolutionary system E and
Aw = A
Σ¯
w = {u(0) : u ∈ EΣ¯((−∞,∞))} =
u(0) : u ∈ ⋃
g∈Σ¯
Eg((−∞,∞))
 ,
Aw = A
Σ¯
w = Π+
⋃
g∈Σ¯
Eg((−∞,∞)),
Aw = A
Σ¯
w(t) =
{
u(t) : u ∈ AΣ¯w
}
, ∀ t ≥ 0,
where Eg((−∞,∞)) is nonempty for any g ∈ Σ¯. Moreover, Aw = A
Σ¯
w satisfies
the finite weak uniform tracking property for EΣ¯ and is weakly equicontinuous on
[0,∞).
Proof. The proof is similar to that of Theorem 4.20. Due to Theorem 4.23, evolu-
tionary systems E and EΣ¯ are unique. The facts that E satisfies A1 and EΣ¯ is closed
are obtained by Lemmas 4.25 and 4.26, respectively. Then, the theorem follows by
applying Theorem 3.24 again. 
Theorem 4.28. If g0 is normal in L
2
loc(R;H), then the two weak global attractors
Aw andA
Σ¯
w are strongly compact strong global attractorsAs andA
Σ¯
s in V , and the
two weak trajectory attractors Aw and A
Σ¯
w are strongly compact strong trajectory
attractors As and A
Σ¯
s in C([0,∞);V ), respectively. Moreover,
1. As = A
Σ¯
s = Π+
⋃
g∈Σ¯ Eg((−∞,∞)) satisfies the finite strong uniform
tracking property, i.e., for any ǫ > 0 and T > 0, there exist t0 and a
finite subset P fT ⊂ As|[0,T ], such that for any t
∗ > t0, every trajectory
u ∈ EΣ¯([0,∞)) satisfies
‖u(t)− v(t− t∗)‖ < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ P fT .
2. As = A
Σ¯
s = Π+
⋃
g∈Σ¯ Eg((−∞,∞)) is strongly equicontinuous on [0,∞),
i.e.,
‖v(t1)− v(t2)‖ ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
Part of this theorem recovers the corresponding results in [LWZ05]. Novelties
here are the existence of the strongly compact strong trajectory attractor As in
C([0,∞);V ) and sequent properties.
Proof. Analogous to the proof of Theorem 4.21, we follow the proof of Theorem
4.27. Note that, by Theorem 3.24, E¯Σ = EΣ¯. Theorem 3.2 in [LWZ05] provides the
existence of the strongly compact strong global attractor AΣ¯s in V for the family of
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2D NSE with forces g ∈ Σ¯ when g0 is normal in L
2
loc(R;H). In other words, the
evolutionary system E¯Σ = EΣ¯ possesses a strongly compact strong global attractor
AΣ¯s . Hence, we obtain the conclusions by applying Theorem 3.25 again. 
5. ATTRACTORS FOR REACTION-DIFFUSION SYSTEM
In this section, we study the long-time behavior of solutions of the following
nonautonomous reaction-diffusion system (RDS):
∂tu− a∆u+ f(u, t) = g(x, t), in Ω,
u = 0, on ∂Ω,
u|t=τ = uτ , τ ∈ R.
(28)
Here Ω is a bounded domain in Rn with a boundary ∂Ω of sufficient smoothness;
a = {aij}
j=1,··· ,N
i=1,··· ,N is anN×N real matrix with positive symmetric part
1
2
(a+a∗) ≥
βI , β > 0; u = u(x, t) = (u1, · · · , uN) is the unknown function; g = (g1, · · · , gN)
is the driving force and f = (f 1, · · · , fN) is the interaction function.
Denote the spaces by H := (L2(Ω))
N
and V := (H10 (Ω))
N
, and denote by (·, ·)
and | · | the H-inner product and the corresponding H-norm. Let V ′ be the dual of
V . Assume that g(s) = g(·, s) is translation bounded in L2loc (R;V
′), i.e.,
‖g‖2L2
b
(R;V ′) := sup
t∈R
∫ t+1
t
‖g(s)‖2V ′ ds <∞,
and f(v, s) satisfies the following conditions of continuity, dissipativeness and growth:
f(v, s) ∈ C(RN × R;RN),(29)
N∑
i=1
γi|v
i|pi − C ≤
N∑
i=1
f i(v, s)vi = f(v, s) · v, ∀v ∈ RN ,(30)
γk > 0, k = 1, · · · , N,
N∑
i=1
|f i(v, s)|
pi
pi−1 ≤ C
(
N∑
i=1
|vi|pi + 1
)
, ∀v ∈ RN ,(31)
p1 ≥ p2 ≥ · · · ≥ pn ≥ 2,
where the letter C denotes a constant which may be different in each occasion
throughout this section.10
10(28) with other boundary conditions such as Neumann or periodic boundary conditions can
be handled in the same way, and all results hold for these boundary conditions. For the Dirichlet
boundary conditions, instead of considering pk ≥ 2, k = 1, · · · , N , for simplicity, we may assume
that pk > 1. See Remark II.4.1 and II.4.2 in [CV02] for more details.
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Let qk := pk/(pk− 1), rk := max{1, n(1/2− 1/pk)}, k = 1, · · · , N , and denote
by p := (p1, · · · , pN), q := (q1, · · · , qN ), r := (r1, · · · , rN) and
Lp(Ω) := Lp1(Ω)× Lp2(Ω)× · · · × LpN (Ω),
H−r(Ω) := H−r1(Ω)×H−r2(Ω)× · · · ×H−rN (Ω),
Lp(τ, t;Lp(Ω)) := Lp1(τ, t;Lp1(Ω))× · · · × LpN (τ, t;LpN (Ω)),
Lq(τ, t;H−r(Ω)) := Lq1(τ, t;H−r1(Ω))× · · · × LqN (τ, t;H−rN (Ω)).
Definition 5.1. A weak solution of (28) on [τ,∞) (or (−∞,∞), if τ = −∞) is
a function u(x, t) ∈ Lploc(τ,∞;L
p(Ω)) ∩ L2loc(τ,∞;V ) that satisfies (28) in the
distribution sense of the space D′(τ,∞;H−r(Ω)).
We recall the results on the existence of weak solutions of (28) (see e.g. [CV02]).
Note that conditions (30)-(31) do not ensure the uniqueness of the solutions.
Theorem 5.2. Let f0 satisfy (29)-(31) and g ∈ L
2
loc(R;V
′). For every uτ ∈ H ,
there exists a weak solution u(t) of (28) satisfying
u ∈ C([τ,∞);H) ∩ L2loc(τ,∞;V ) ∩ L
p
loc(τ,∞;L
p(Ω)).
Moreover, the function |u(t)|2 is absolutely continuous on [τ,∞) and
(32)
1
2
d
dt
|u(t)|2 + (a∇u(t),∇u(t)) + (f(u(t), t), u(t)) = 〈g(t), u(t)〉,
for a.e. t ∈ [τ,∞).
Now, we consider a fixed pair of an interaction function f0 and a driving force
g0, such that, f0(v, t) satisfies (29)-(31) and g0(t) ∈ L
2
b(R;V
′). Let
σ0 := (f0, g0),
and
Σ := {σ0(·+ h) : h ∈ R)}.
Obviously, for every σ = (f, g) ∈ Σ, f satisfies (29)-(31) with the same constants,
and
(33) ‖g‖2L2
b
(R;V ′) ≤ ‖g0‖
2
L2
b
(R;V ′).
Let u(t), t ∈ [τ,∞), be a weak solution of (28) with σ = (f, g) ∈ Σ guaranteed by
Theorem 5.2. Thanks to (30) and (33), we obtain from (32) that
(34)
d
dt
|u(t)|2 + λ1β|u(t)|
2 ≤ C + β−1‖g0‖
2
V ′,
for a.e. t ∈ [τ,∞). Here λ1 is the first eigenvalue of the Laplacian with Dirich-
let boundary conditions. Due to the absolute continuity of |u(t)| and Gro¨nwall’s
inequality, (34) implies that
(35) |u(t)|2 ≤ |u(τ)|2e−λ1β(t−τ) + C, ∀ t ∈ [τ,∞).
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Therefore, there exists a uniformly (w.r.t. τ ∈ R and σ ∈ Σ) absorbing ball
Bs(0, R) ⊂ H , where the radius R depends on λ1, β, the constant in (30) and
‖g0‖
2
L2
b
(R;V ′)
. We denote byX a closed absorbing ball
(36) X = {u ∈ H : |u| ≤ R}.
That is, for any bounded set A ⊂ H , there exists a time t¯ ≥ 0 independent of the
initial time τ , such that
(37) u(t) ∈ X, ∀ t ≥ t1 := τ + t¯,
for every weak solution u(t) with σ ∈ Σ and the initial data u(τ) ∈ A. It is known
thatX is weakly compact inH and metrizable with a metric dw deducing the weak
topology on X .
Consider an evolutionary system for which a family of trajectories consists of all
weak solutions of (28) with the fixed σ0 inX . More precisely, define
E([τ,∞)) := {u(·) : u(·) is a weak solution on [τ,∞)
with σ ∈ Σ and u(t) ∈ X, ∀ t ∈ [τ,∞)}, τ ∈ R,
E((−∞,∞)) := {u(·) : u(·) is a weak solution on (−∞,∞)
with σ ∈ Σ and u(t) ∈ X, ∀ t ∈ (−∞,∞)}.
Clearly, the properties 1-4 in Definition 2.7 hold for E if we utilize the fact that is
formulated as the translation identity: A weak solution of (28) with σ ∈ Σ initiating
at time τ + h is also a weak solution of (28) with σ(·+ h) ∈ Σ initiating at time τ .
Thanks to Theorem 3.6, the weak global attractor Aw for this evolutionary system
exists.
Lemma 5.3. Let uk(t) be a sequence of weak solutions of (28) with σk ∈ Σ, such
that uk(t) ∈ X for all t ≥ t1. Then
uk is bounded in L
2(t1, t2;V ),
∂tuk is bounded in L
q(t1, t2;H
−r(Ω)),
for all t2 > t1. Moreover, there exists a subsequence ukj converges inC([t1, t2];Hw)
to some φ(t) ∈ C([t1, t2];H), i.e.,
(ukj , v)→ (φ, v) uniformly on [t1, t2],
as kj →∞, for all v ∈ H .
Proof. The proof is analogous with that of Lemma 3.2 in [Lu07] and that of Lemma
2.1 in [R98]. Standard estimates (see e.g. [CV02]) show that, for all t2 > t1,
(38) {uk} is bounded in L
2(t1, t2;V ) ∩ L
∞(t1, t2;H) ∩ L
p (t1, t2;L
p(Ω)) ,
and
{∂tuk} is bounded in L
q(t1, t2;H
−r(Ω)),(39)
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{fk(uk(x, t), t)} is bounded in L
q (t1, t2;L
q(Ω)) .(40)
By the embedding theorem (cf. Theorem II.1.4 in [CV02], Theorem 8.1 in [Ro01]),
we obtain that
(41) {uk} is precompact in L
2(t1, t2;H).
Passing to a subsequence and dropping a subindex, we know from (38)-(41) that,
uk(t)→ φ(t) weak-star in L
∞(t1, t2;H),
weakly in L2(t1, t2;V ) ∩ L
p (t1, t2;L
p(Ω)) ,(42)
strongly in L2(t1, t2;H),
and
∆uk(t)→ ∆φ(t) weakly in L
2(t1, t2;V
′),
∂tuk(t)→ ∂tφ(t) weakly in L
q(t1, t2;H
−r(Ω)),(43)
fk(uk(x, t), t)→ ψ(t) weakly in L
q (t1, t2;L
q(Ω)) ,
for some
φ(t) ∈ L∞(t1, t2;H) ∩ L
2(t1, t2;V ) ∩ L
p (t1, t2;L
p(Ω)) ,(44)
and some
ψ(t) ∈ Lq (t1, t2;L
q(Ω)) .(45)
Note that g0 is translation compact in L
2,w
loc (R;V
′) (see [CV02]). Thus, passing to a
subsequence and dropping a subindex again, we also have,
(46) gk(t)→ g(t) weakly in L
2(t1, t2;V
′),
with some g(t) ∈ L2(t1, t2;V
′). Passing the limits yields the following equality
∂tφ− a∆φ+ ψ = g(47)
in the distribution sense of the spaceD′(t1, t2;H
−r(Ω)). Thanks to a vector version
of Theorem II.1.8 in [CV02], (43)-(47) indicate that φ(t) ∈ C([t1, t2];H).
Now we prove that uk(t)→ φ(t) in C([t1, t2];Hw).
Thanks to the strong convergence in (42), we know that
uk(t)→ φ(t) strongly inH, a.e. t ∈ [t1, t2].
Thus, for any test function v ∈ (C∞0 (Ω))
N ,
(uk(t), v)→ (φ(t), v), a.e. t ≥ t1.
It follows from (38) that {(uk(t), v)} is uniformly bounded on [t1, t2]. On the other
hand, by (39), for every v ∈ (C∞0 (Ω))
N , 0 < δ < 1 and t1 ≤ t ≤ t+ δ ≤ t2,
|(uk(t+ δ)− uk(t), v)| =
∣∣∣∣∫ t+δ
t
〈∂tuk(s), v〉 ds
∣∣∣∣
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≤ Cδ
1
p1 ‖v‖Hr‖∂tuk‖Lq(t,t+δ;H−r)
≤ Cδ
1
p1 ‖v‖Hr.
That is, the sequence {(uk(t), v)} is equicontinuous on [t1, t2]. Hence,
(uk(t), v)→ (φ(t), v) uniformly on [t1, t2], ∀v ∈ (C
∞
0 (Ω))
N .
Note that (C∞0 (Ω))
N is dense inH . We have
(uk(t), v)→ (φ(t), v) uniformly on [t1, t2], ∀v ∈ H.
We complete the proof. 
Then, we have the following.
Lemma 5.4. The evolutionary system E of (28) with the fixed σ0 satisfies A1 and
A3. Moreover, if g0 is normal in L
2
loc(R;V
′) then A2 holds.
Proof. The proof is analogous to that of Lemma 3.4 in [CL09]. First, by Theorem
5.2, E([0,∞)) ⊂ C([0,∞);Xs). Now take a sequence {uk} ⊂ E([0,∞)). Owing
to Lemma 5.3, there exists a subsequence, still denoted by {uk}, which converges
in C([0, 1];Xw) to some φ
1 ∈ C([0, 1];Xs) as k → ∞. Passing to a subsequence
and dropping a subindex once more, we have that uk → φ
2 in C([0, 2];Xw) as
k →∞ for some φ2 ∈ C([0, 2];Xs). Note that φ
1(t) = φ2(t) on [0, 1]. Continuing
this diagonalization process, we obtain a subsequence {ukj} of {uk} that converges
in C([0,∞);Xw) to some φ ∈ C([0,∞);Xs) as kj →∞. Therefore, A1 holds.
Take a sequence {uk} ⊂ E([0,∞)) be such that it is a dC([0,T ];Xw)-Cauchy se-
quence inC([0, T ];Xw) for some T > 0. Thanks to Lemma 5.3 again, the sequence
{uk} is bounded in L
2(0, T ;V ). Hence, there exists some φ(t) ∈ C([0, T ];Xw),
such that ∫ T
0
|uk(s)− φ(s)|
2 ds→ 0, as k →∞.
In particular, |uk(t)| → |φ(t)| as k →∞ a.e. on [0, T ], which means that uk(t) is a
ds-Cauchy sequence a.e. on [0, T ]. Thus, A3 is valid.
For any u ∈ E([0,∞)) and t > 0, it follows from (34) and the absolute continuity
of |u(·)|2 that
(48) |u(t)|2 ≤ |u(t0)|
2 + C(t− t0) +
1
β
∫ t
t0
‖g0‖
2
V ′ ds,
for all 0 ≤ t0 < t. Here C is independent of u. Suppose now that g0 is normal in
L2loc(R;V
′). Then given ǫ > 0, there exists 0 < δ < ǫ
2C
, such that
sup
t∈R
∫ t
t−δ
‖g0(s)‖
2
V ′ ds ≤
βǫ
2
.
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It follows from (48) that
|u(t)|2 ≤ |u(t0)|
2 + ǫ, ∀t0 ∈ (t− δ, t),
which concludes that A2 holds. 
We have the followings.
Theorem 5.5. Let f0 satisfy (29)-(31) and g0 be translation bounded in L
2
loc(R;V
′).
Then the weak uniform global attractor Aw and the weak trajectory attractor Aw
for (28) with the fixed σ0 = (f0, g0) exist,Aw is the maximal invariant and maximal
quasi-invariant set w.r.t. the closure E¯ of the corresponding evolutionary system E ,
and
Aw = ωw(X) = ωs(X) =
{
u(0) : u ∈ E¯((−∞,∞))
}
,
Aw = Π+E¯((−∞,∞)) =
{
u(·)|[0,∞) : u ∈ E¯((−∞,∞))
}
,
Aw = Aw(t) = {u(t) : u ∈ Aw} , ∀ t ≥ 0.
Moreover, Aw satisfies the finite weak uniform tracking property and is weakly
equicontinuity on [0,∞).
Proof. It is known from Lemma 5.4 that the associated evolutionary system E sat-
isfies A1. Then the conclusions follow from Theorems 3.6. 
Theorem 5.6. Furthermore, if g0 is normal in L
2
loc(R;V
′), then the weak global
attractorAw is a strongly compact strong global attractorAs, and the weak trajec-
tory attractor Aw is a strongly compact strong trajectory attractor As. Moreover,
1. As = Π+E¯((−∞,∞)) satisfies the finite strong uniform tracking property,
i.e., for any ǫ > 0 and T > 0, there exist t0 and a finite subset P
f
T ⊂ As|[0,T ],
such that for any t∗ > t0, every trajectory u ∈ E([0,∞)) satisfies
|u(t)− v(t− t∗)| < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ P fT .
2. As = Π+E¯((−∞,∞)) is strongly equicontinuous on [0,∞), i.e.,
|v(t1)− v(t2)| ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
Proof. According to Theorem 2.12, Theorem 5.2 and Lemma 5.4 mean that the
associated evolutionary system E is asymptotically compact. Hence, we obtain the
theorem by applying Theorem 3.12. 
Remark 5.7. The existence of As is obtained in [CL09]. Thus, instead of Theorem
2.12, we can also utilize Theorem 3.17 to ensure the asymptotical compactness of
the corresponding evolutionary system E .
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Remark 5.8. The equality in the conclusion 1 of Theorem 5.6 answers an open
problem in [Lu07, CL09], which concerns how to describe the structure of As for
(28) with general interaction terms, satisfying no additional assumption other than
conditions of (29)-(31).
5.1. RDS with more regular interaction terms. In this subsection, we study (28)
with more regular interaction functions.
Denote byM the spaceC(RN ;RN) endowedwith the local uniform convergence
topology. Denote by Cp.p.(R;M) the space C(R;M) endowed with the topology
of the following convergence: ϕk(s)→ ϕ(s) in C
p.p.(R;M) as k →∞, if ϕk(v, s)
is uniformly bounded on any ball in RN × R and for every (v, s) ∈ RN × R,
‖ϕk(v, s)− ϕ(v, s)‖RN → 0, as k →∞.
Note that Cp.p.(R;M) is in fact the space C(RN ×R;RN) endowed with the usual
weak topology. Let Cp.u.(R;M) denote the space C(R;M) endowed with another
topology of the following convergence: ϕk(s) → ϕ(s) in C
p.u.(R;M) as k → ∞,
if ϕk(v, s) is uniformly bounded on any ball in R
N×R and for every s ∈ R,R > 0,
max
‖v‖
RN
≤R
‖ϕk(v, s)− ϕ(v, s)‖RN → 0, as k →∞.
Now we assume in addition that f0(v, t) is translation compact in C
p.u.(R;M),
i.e., the following closure
Σ¯1 := {f0(·+ h) : h ∈ R)}
Cp.u.(R;M)
is compact in Cp.u.(R;M). Note that Σ¯1 is metrizable in the space
11 Cp.p.(R;M)
and is compact w.r.t. such a metric. For convenience, we gather the properties of
this kind of translation compact functions in Subsection 5.2 below. Denote by
Σ¯2 := {g0(·+ h) : h ∈ R}
L2,w
loc
(R;V ′)
.
Then, Σ¯2 endowed with the topology of L
2,w
loc (R;V
′) is metrizable and the corre-
sponding metric space is compact (see [CV02]).
Let
Σ¯ := {σ0(·+ h) : h ∈ R)}
Cp.u.(R;M)×L2,w
loc
(R;V ′)
= Σ¯1 × Σ¯2.
11If K is a (relatively) weakly compact set in a Banach space B and the dual B′ of B contains
a countable total set, then the K
weak
is metrizable. Recall that a set A ⊂ B′ is called total if
a(x) = 0 for every a ∈ A implies x = 0 (see [Di84], p18). Note that Σ¯1 is also a compact set in
Cp.p.(R;M), i.e., a weakly compact set in C(RN × R;RN ) (cf. Theorem VII.1 in [Di84]). For
any closed bounded ball B ⊂ RN ×R, Σ¯1|B := {f |B = restriction of f on B : f ∈ Σ¯1} is weakly
compact in C(B;RN ). C(B;RN )′ contains a total set of Dirac δ-measures on rational points of
B. Hence Σ¯1|B endowed with the weak topology of C(B;RN ) is metrizable. It follows that Σ¯1 is
metrizable in Cp.p.(R;M) by means of the so-called Fre´chet metric.
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Then Σ¯ is compact in the product space Cp.u.(R;M)× L2,wloc (R;V
′) and is metriz-
able in the weaker space Cp.p.(R;M) × L2,wloc (R;V
′). For every σ = (f, g) ∈
Σ¯, g satisfies (33) by Proposition V.4.2 in [CV02] and there exists a sequence
{f0(·, ·+hn)} that converges to f in C
p.u.(R;M) as n→∞. Then, {f0(·, ·+hn)}
also converges to f in the weak topology of C(RN × R;RN). Note that the weak
convergence of C(RN × R;RN) is equivalent to the local uniform boundedness
and the pointwise convergence of a sequence of functions of C(RN × R;RN) (cf.
[Di84, Me98]). Thus, f satisfies (29)-(31) with the same constants.
It can be seen that the argument of (34)-(37) is still valid for Σ replaced by Σ¯ and
Lemma 5.3 can be improved as follows.
Lemma 5.9. [CL09] Let uk(t) be a sequence of weak solutions of (28) with σk ∈ Σ¯,
such that uk(t) ∈ X for all t ≥ t1. Then
uk is bounded in L
2(t1, t2;V ),
∂tuk is bounded in L
q(t1, t2;H
−r(Ω)),
for all t2 > t1. Moreover, there exists a subsequence kj , such that σkj converges in
Cp.u.(R;M)× L2,wloc (R;V
′) to some σ ∈ Σ¯, and ukj converges in C([t1, t2];Hw) to
some weak solution u(t) of (28) with σ, i.e.,
(ukj , v)→ (u, v) uniformly on [t1, t2],
as kj →∞, for all v ∈ H .
Proof. Note that Lemma 5.3 still holds for Σ replaced by Σ¯ and the proof needs no
modification at all. Now we continue the proof. Since Σ¯1 is also a compact set in
Cp.p.(R;M), {fk} in (43) can be taken as a convergent sequence in C
p.p.(R;M)
with a limit f ∈ Σ¯1.
We claim that f(φ(x, t), t) = ψ(t), which will imply that φ(t) is a weak solution
of (28) with the interaction function f and the driving force g in (46). Obviously,
g ∈ Σ¯2. Thanks to the strong convergence in (42), we know that, passing to a
subsequence if necessary,
uk(x, t)→ φ(x, t), a.e. (x, t) ∈ Ω× [t1, t2].
Note that
‖fk(uk(x, t), t)− f(φ(x, t), t)‖RN ≤‖fk(uk(x, t), t)− fk(φ(x, t), t)‖RN
+ ‖fk(φ(x, t), t)− f(φ(x, t), t)‖RN .
Due to Theorem 5.22 in Subsection 5.2 below, all fk satisfy (52) with the same
function θ. Hence we obtain that
‖fk(uk(x, t), t)− f(φ(x, t), t)‖RN → 0, a.e. (x, t) ∈ Ω× [t1, t2].(49)
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On the other hand, according to Lemma II.1.2 in [CV02], the uniform boundedness
of (40) and the pointwise convergence of (49) yield that
fk(uk(x, t), t)→ f(φ(x, t), t) weakly in L
q (t1, t2;L
q(Ω)) .
Therefore, f(φ(x, t), t) = ψ(t) in Lq (t1, t2;L
q(Ω)) for all t2 > t1.
Finally, thanks to Theorem 5.23 below, indeed, fk → f inC
p.u.(R;M). Together
with (46), it deduces that
σk = (fk, gk)→ (f, g) in C
p.u.(R;M)× L2,wloc (R;V
′),(50)
with σ = (f, g) ∈ Σ¯. 
Similarly, we can now also consider another evolutionary system with Σ¯ as a
symbol space. The family of trajectories for this evolutionary system consists of all
weak solutions of the family of (28) with σ ∈ Σ¯ in X:
EΣ¯([τ,∞)) := {u(·) : u(·) is a weak solution on [τ,∞)
with σ ∈ Σ¯ and u(t) ∈ X, ∀t ∈ [τ,∞)}, τ ∈ R,
EΣ¯((−∞,∞)) := {u(·) : u(·) is a weak solution on (−∞,∞)
with σ ∈ Σ¯ and u(t) ∈ X, ∀t ∈ (−∞,∞)}.
We have the following lemmas.
Lemma 5.10. [CL09] The evolutionary system EΣ¯ of the family of (28) with σ ∈ Σ¯
satisfies A¯1.
Lemma 5.11. The evolutionary system EΣ¯ of the family of (28) with σ ∈ Σ¯ is closed.
Proof. With Lemma 5.9 in hand, the proof is just the same as that of Lemma 4.12.

Lemma 5.12. Let EΣ¯ be the evolutionary system of the family of (28) with σ ∈ Σ¯.
Then E¯Σ¯ = EΣ¯.
Proof. Using Lemma 5.11, the argument is the same as that of Lemma 4.13. 
Remark 5.13. In the proofs of Lemmas 5.10, 5.11 and 5.12, whenever utilizing
Lemma 5.9, instead of (50), the convergence of σk in C
p.p.(R;M) × L2,wloc (R;V
′)
is enough. Note again that Σ¯ is compact in Cp.u.(R;M) × L2,wloc (R;V
′) and is
metrizable in Cp.p.(R;M) × L2,wloc (R;V
′). Hence, Σ¯ is sequentially compact in
Cp.p.(R;M)×L2,wloc (R;V
′). Though it is also sequentially compact inCp.u.(R;M)×
L2,wloc (R;V
′) due to Corollary 5.24 below, it is not necessary for our current proce-
dures.
Theorem 5.14. Let f0 satisfy (29)-(31) and be translation compact in C
p.u.(R;M),
and g0 be translation bounded in L
2
loc(R;V
′). Then the weak uniform global attrac-
torAΣ¯w and the weak trajectory attractorA
Σ¯
w for the family of (28) with σ = (f, g) ∈
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Σ¯ exist,AΣ¯w is the maximal invariant and maximal quasi-invariant set w.r.t. the cor-
responding evolutionary system EΣ¯, and
AΣ¯w = {u(0) : u ∈ EΣ¯((−∞,∞))} =
{
u(0) : u ∈
⋃
σ∈Σ¯
Eσ((−∞,∞))
}
,
A
Σ¯
w = Π+
⋃
σ∈Σ¯
Eσ((−∞,∞)),
AΣ¯w = A
Σ¯
w(t) =
{
u(t) : u ∈ AΣ¯w
}
, ∀ t ≥ 0,
where Eσ((−∞,∞)) is nonempty for any σ ∈ Σ¯. Moreover, A
Σ¯
w satisfies the finite
weak uniform tracking property and is weakly equicontinuous on [0,∞).
Proof. Utilizing Lemmas 5.11, 5.12 and 5.10, the proof is analogous to that of
Theorem 4.14. 
The existence of AΣ¯s as well as A
Σ¯
w was proved in [CL09]. Hence, we are able to
obtain strong compactness of AΣ¯s from that of A
Σ¯
s by applying Corollary 3.18.
Theorem 5.15. Furthermore, if g0 is normal in L
2
loc(R;V
′), then the weak uniform
global attractor AΣ¯w is a strongly compact strong uniform global attractor A
Σ¯
s and
the weak trajectory attractor AΣ¯w is a strongly compact strong trajectory attrac-
tor AΣ¯s . Moreover, A
Σ¯
s satisfies the finite strong uniform tracking property and is
strongly equicontinuous on [0,∞).
Let E¯ be the closure of the evolutionary system E . It follows from Lemma 5.12
that E ⊂ E¯ ⊂ EΣ¯. Then, an interesting problem arises:
Open Problem 5.16. [CL09] Are the attractors A•, A• and A
Σ¯
• , A
Σ¯
• in Theorems
5.5 and 5.15 identical?
As indicated in Theorems 3.24 and 3.25, when the solutions of (28) with σ ∈ Σ¯
are unique, the answer is positive. Otherwise, the negative answer would imply that
the solutions are not unique and, moreover, that the attractors AΣ¯• and A
Σ¯
• for the
auxiliary family of (28) with σ ∈ Σ¯ do not satisfy the minimality property w.r.t.
d•-attracting and dC([0,∞);X•)-attracting, respectively, for the evolutionary system E
corresponding to the original (28) with the fixed σ0. For more details, see [CL09,
CL14].
Now we suppose further the following condition on the nonlinearity f0(v, s),
(51) (f0(v1, s)− f0(v2, s), v1 − v2) ≥ −C‖v1 − v2‖
2
RN
, ∀v1, v2 ∈ R
N , ∀s ∈ R.
It is known that the weak solutions provided by Theorem 5.2 are now unique (see
e.g. [CV02]) .
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Theorem 5.17. Let f0 satisfy (29)-(31), (51) and be translation compact inC
p.u.(R;M),
and g0 be translation bounded in L
2
loc(R;V
′). Then the two weak uniform global
attractorsAw, A
Σ¯
w and the two weak trajectory attractors Aw, A
Σ¯
w for (28) with the
fixed σ0 = (f0, g0) and for the family of (28) with σ = (f, g) ∈ Σ¯, respectively,
exist, Aw and A
Σ¯
w are the maximal invariant and maximal quasi-invariant set w.r.t.
the closure E¯ = EΣ¯ of the corresponding evolutionary system E and
Aw = A
Σ¯
w = {u(0) : u ∈ EΣ¯((−∞,∞))} =
{
u(0) : u ∈
⋃
σ∈Σ¯
Eσ((−∞,∞))
}
,
Aw = A
Σ¯
w = Π+
⋃
σ∈Σ¯
Eσ((−∞,∞)),
Aw = A
Σ¯
w = A
Σ¯
w(t) =
{
u(t) : u ∈ AΣ¯w
}
, ∀ t ≥ 0,
where Eσ((−∞,∞)) is nonempty for any σ ∈ Σ¯. Moreover, Aw = A
Σ¯
w satisfies
the finite weak uniform tracking property for EΣ¯ and is weakly equicontinuous on
[0,∞).
Proof. The proof is analogous to that of Theorem 4.20. By the assumptions, the
associated evolutionary systems E and EΣ¯ are unique. It follows from Lemmas 5.4
and 5.11 that E satisfies A1 and that EΣ¯ is closed, respectively. Then, we obtain the
theorem by Theorem 3.24. 
Theorem 5.18. Furthermore, if g0 is normal in L
2
loc(R;V
′), then the two weak uni-
form global attractors Aw and A
Σ¯
w are strongly compact strong uniform global at-
tractorsAs andA
Σ¯
s , and the two weak trajectory attractorsAw andA
Σ¯
w are strongly
compact strong trajectory attractors As and A
Σ¯
s , respectively. Moreover,
1. As = A
Σ¯
s = Π+
⋃
σ∈Σ¯ Eσ((−∞,∞)) satisfies the finite strong uniform
tracking property, i.e., for any ǫ > 0 and T > 0, there exist t0 and a
finite subset P fT ⊂ As|[0,T ], such that for any t
∗ > t0, every trajectory
u ∈ EΣ¯([0,∞)) satisfies
|u(t)− v(t− t∗)| < ǫ, ∀t ∈ [t∗, t∗ + T ],
for some T -time length piece v ∈ P fT .
2. As = A
Σ¯
s = Π+
⋃
σ∈Σ¯ Eσ((−∞,∞)) is strongly equicontinuous on [0,∞),
i.e.,
|v(t1)− v(t2)| ≤ θ (|t1 − t2|) , ∀ t1, t2 ≥ 0, ∀v ∈ As,
where θ(l) is a positive function tending to 0 as l → 0+.
Part of this theorem recovers the corresponding results in [Lu07]. Here we obtain
in addition the existence of the strongly compact strong trajectory attractor and its
corollaries.
STRONGLY COMPACT STRONG TRAJECTORY ATTRACTORS 61
Proof. We continue the proof of Theorem 5.17. We only need to obtain the asymp-
totical compactness of the evolutionary system EΣ¯. By Theorem 5.15, the strongly
compact strong uniform global attractor AΣ¯s for EΣ¯ exists when g0 is normal in
L2loc(R;V
′). Hence, all conclusions follow from Theorem 3.25. 
5.2. On nonlinearity. In this subsection, we first collect properties of some kinds
of interaction functions, with which (28) are studied in some previous literature
(see [CV02, Lu07, CL09]). Then, we construct several counter examples that do
not satisfy part of restrictions on the nonlinearity in these literature, especially do
not belong to these classes. However, our Theorems 5.5 and 5.6 is still applicable
for (28) with interaction terms being such examples. As indicated in Open Problem
5.16, it is not yet known how to obtain the same results by previous frameworks.
Definition 5.19. [CV95, CV02] Let Ξ be a topological space of functions defined
on R. A function φ(s) ∈ Ξ is said to be translation compact in Ξ if the closure
{φ(·+ h) : h ∈ R}
Ξ
,
is compact in Ξ.
Denote by Cp.u.tr.c.(R;M), C
p.p.
tr.c.(R;M) and Ctr.c.(R;M) the classes of translation
compact functions in Cp.u.(R;M), Cp.p.(R;M) and C(R;M), respectively. We
have the following characterizations and relationships of these spaces.
Theorem 5.20. [CV02] ϕ(s) ∈ Ctr.c.(R;M) if and only if for any R > 0, ϕ(v, s)
is bounded in Q(R) = {(v, s) : ‖v‖RN ≤ R, s ∈ R}, and
‖ϕ(v1, s1)− ϕ(v2, s2)‖RN ≤ θ (‖v1 − v2‖RN + |s1 − s2|, R) ,
∀ (v1, s1), (v2, s2) ∈ Q(R),
where θ(l, R) is a positive function tending to 0 as l → 0+.
Theorem 5.21. [Lu07] ϕ(s) ∈ Cp.u.tr.c.(R;M) if and only if ϕ(s) ∈ C
p.p.
tr.c.(R;M) and
one of the following holds.
1. {ϕ(s) : s ∈ R} is precompact inM.
2. For any R > 0, ϕ(v, s) is bounded in Q(R) = {(v, s) : ‖v‖RN ≤ R, s ∈
R}, and
(52) ‖ϕ(v1, s)− ϕ(v2, s)‖RN ≤ θ (‖v1 − v2‖RN , R) , ∀ (v1, s), (v2, s) ∈ Q(R),
where θ(l, R) is a positive function tending to 0 as l→ 0+.
By Arzela`-Ascoli compactness criterion, the property 1 or 2 implies that the fam-
ily {ϕ(·, s) : s ∈ R} is equicontinuous on any ball
{
v ∈ RN : ‖v‖RN ≤ R
}
with
radius R > 0.
Theorem 5.22. [Lu07] Let ϕ ∈ Cp.u.tr.c.(R;M) and denote byH
p.u.(ϕ) the closure of
its translation family {ϕ(·+ h) : h ∈ R} in Cp.u.(R;M). Then
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1. Hp.u.(ϕ) ⊂ Cp.u.tr.c.(R;M), moreover,H
p.u.(ϕ1) ⊂ H
p.u.(ϕ), ∀ϕ1 ∈ H
p.u.(ϕ).
2. Any ϕ1 ∈ H
p.u.(ϕ) satisfies (52) for the same θ(l, R).
3. The translation group {T (t)} is invariant and continuous onHp.u.(ϕ) in the
topology of Cp.u.(R;M).
Theorem 5.23. Let ϕ ∈ Cp.u.tr.c.(R;M) and denote by H
p.u.(ϕ) the closure of its
translation family {ϕ(· + h) : h ∈ R} in Cp.u.(R;M). Let {ϕn} ⊂ H
p.u.(ϕ) be
such that ϕn → ϕ0 in C
p.p.(R;M). Then
1. ϕ0 ∈ H
p.u.(ϕ).
2. ϕn → ϕ0 in C
p.u.(R;M).
Proof. Note that, the compactness ofHp.u.(ϕ) in Cp.u.(R;M) implies its compact-
ness in Cp.p.(R;M). As indicated in the footnote 11, Hp.u.(ϕ) endowed with the
topology of Cp.p.(R;M) is metrizable, and then the corresponding metric space is
complete. Hence, ϕ0 ∈ H
p.u.(ϕ).
Due to Theorem 5.21, ϕ satisfies (52). Now fix s ∈ R, R > 0, and denote by
BR := {v ∈ R
N : ‖v‖RN ≤ R}. For any ǫ > 0, there exists δ > 0 such that
‖ϕ0(v1, s)− ϕ0(v2, s)‖RN ≤ ǫ/3, ∀ v1, v2 ∈ BR, ‖v1 − v2‖RN ≤ δ,(53)
and the function θ(l, R) in (52) is smaller or equal to ε/3 for l ≤ δ. For such δ,
there exists a finite number of points {v1, . . . , vm} ⊂ BR being a δ-net of BR, that
is, for any v ∈ BR, there exists some vj satisfying ‖v − vj‖RN ≤ δ. We have that,
for any v ∈ BR,
‖ϕn(v, s)− ϕ0(v, s)‖RN ≤‖ϕn(v, s)− ϕn(vj , s)‖RN
+ ‖ϕn(vj , s)− ϕ0(vj, s)‖RN
+ ‖ϕ0(vj, s)− ϕ0(v, s)‖RN
Thanks to the conclusion 2 of Theorem 5.22, it follows that
‖ϕn(v, s)− ϕn(vj, s)‖RN ≤ ǫ/3, ∀n ∈ N.(54)
Combining (53), (54) and the fact that ϕn → ϕ0 in C
p.p.(R;M), we obtain
‖ϕn(v, s)− ϕ0(v, s)‖RN ≤ ǫ/3 + ǫ/3 + ǫ/3 = ǫ, ∀v ∈ BR,
for sufficiently large n. This means that, for every s ∈ R, R > 0,
max
‖v‖
RN
≤R
‖ϕn(v, s)− ϕ0(v, s)‖RN → 0, as n→∞,
which is ϕn(v, s)→ ϕ0(v, s) in C
p.u.(R;M).
We complete the proof. 
Corollary 5.24. Let ϕ ∈ Cp.u.tr.c.(R;M) and denote by H
p.u.(ϕ) the closure of its
translation family {ϕ(· + h) : h ∈ R} in Cp.u.(R;M). Then, Hp.u.(ϕ) is sequen-
tially compact in Cp.u.(R;M).
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Proof. Take a sequence {ϕn} ⊂ H
p.u.(ϕ). {ϕn} is compact in the metrizable topo-
logical space (Hp.u.(ϕ), Cp.p.(R;M)). Hence, there is a subsequence {ϕnj}, such
that ϕnj → ϕ0 in C
p.p.(R;M) with ϕ0 ∈ C
p.p.(R;M) as nj → ∞. By Theorem
5.23, ϕ0 ∈ H
p.u.(ϕ) and the convergence is actually valid in Cp.u.(R;M). 
Let Cb(R;M) be the space of bounded continuous functions with values inM
and endowed with the uniform convergence topology on R. We have the following
relationships.
Theorem 5.25. [Lu07] Ctr.c.(R;M) ⊂ C
p.u.
tr.c.(R;M) ⊂ C
p.p.
tr.c.(R;M) ⊂ Cb(R;M)
with all inclusions being proper and the former three sets being closed inCb(R;M).
Now, we construct several examples in C(R×R;R) that satisfy conditions (30)-
(31), but are not translation compact in Cp.u.(R;C(R;R)) and do not satisfy (51)
as well. Note again that, Theorems 5.5 and 5.6 are applicable for (28) with such
interaction functions.
In the following examples, let
T := max{0, t}, t ∈ R,
and let p ≥ 2 andM = C(R,R).
Example I.
f (v, t) =

|v|p−2v, if v ≤ 0,
−(1 + T )v, if 0 ≤ v ≤ 1
1+T
,∣∣v − 1
1+T
∣∣p−1 − 1, if v > 1
1+T
.
Note that, the family {f(·, t) : t ∈ R} is not equicontinuous on [0, 1], which means
that f(v, t) does not satisfy (52). The fact that
∂vf
(
1
2(1 + n)
, n
)
= −(1 + n)→ −∞, as n→∞,
implies that condition (51) does not hold for f(v, t). Moreover, the pointwise limit
function of f(·, t), as t→ +∞, is a discontinuous function,
f∞ (v) =
{
|v|p−2v, if v ≤ 0,
|v|p−1 − 1, if v > 0.
Hence, f(v, t) does not even belong to Cp.p.tr.c.(R;M). In fact, for any sequence
{f(·, ·+ tn)} with tn → +∞, the pointwise limit is f∞.
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Example II.
f (v, t) =

|v + 2π|p−2(v + 2π), if v ≤ −2π,
ρ(v) sin(1 + T )v, if − 2π < v < 2π,
|v − 2π|p−1 , if v ≥ 2π,
where ρ(·) is a continuous function supported on [−2π, 2π]. For instance, ρ(·) is an
infinitely differentiable function supported on (−2π, 2π) and equals to 1 on [−π, π].
Note again that, the family {f(·, t) : t ∈ R} is not equicontinuous in [−2π, 2π].
Hence, f(v, t) does not satisfy (52). Moreover, there is no a pointwise limit function
of any sequence {f(·, · + tn)}, as tn → +∞. Therefore, f(v, t) /∈ C
p.p.
tr.c.(R;M).
The fact that ∂vf (·, ·) has no a uniform lower bound in [−π, π] × R implies that
f(v, t) does not satisfy (51) either.
Example III.
f (v, t) =

|v + 2|p−2(v + 2), if v ≤ −2,
ρ(v, T ) sinT 2, if − 2 < v < 2,
|v − 2|p−1 , if v ≥ 2,
where ρ(·, ·) is an infinitely differentiable function that is supported on(
−2 +
1
2(1 + T )
, 2−
1
2(1 + T )
)
for any t ∈ R, and equals to 1 on(
−2 +
1
1 + T
, 2−
1
1 + T
)
.
Similarly, there exists no a uniform lower bound to ∂vf (·, ·) in [−2, 2]×R and the
family {f(·, t) : t ∈ R} is not equicontinuous on [−2, 2]. Hence, f(v, t) does not
satisfy (51) and (52). Moveover, there is also no a pointwise limit function of any
sequence {f(·, ·+ tn)}, as tn → +∞. Therefore, f(v, t) /∈ C
p.p.
tr.c.(R;M).
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