In this paper, we state and prove an analog of Lie product formula in the setting of Euclidean Jordan algebras.
Introduction
For two n × n complex matrices A and B, the Lie product formula [5] Our objective in this paper is to state and prove an analog of this formula in the setting of Euclidean Jordan algebras.
Preliminaries
Throughout this paper, we let V be a Euclidean Jordan algebra of rank r and K := {x • x : x ∈ V} be the cone of squares in V. We use the notation x ≥ (x > ) when x ∈ K (respectively, x ∈ K o (=interior (K))). We recall some concepts, properties, and results used in this paper. Most of these can be found in [2] .
A Euclidean Jordan algebra V is a nite dimensional real Hilbert space that carries an inner product ·, · and a bilinear Jordan product x • y : V × V → V satisfying the following conditions: (i) x • y = y • x for all x, y ∈ V; (ii) x • (x • y) = x • (x • y) for all x, y ∈ V where x := x • x; and (iii) x • y, z = y, x • z for all x, y, z ∈ V .
In addition, we assume that there is an element e ∈ V (called the unit element) such that x • e = x for all x ∈ V. The (trace) inner product is de ned by x, y := trace(x • y) for any x, y ∈ V.
A Euclidean Jordan algebra is said to be simple if it is not a direct sum of two (non-trivial) Euclidean Jordan algebras. It is well known that any nonzero Euclidean Jordan algebra is a product of simple Euclidean Jordan algebras and every simple algebra is isomorphic to one of the algebras given below:
(i) The algebra S n of n × n real symmetric matrices with trace inner product and the Jordan product X • Y = (XY + YX); (ii) The algebra H n of all n × n complex Hermitian matrices with trace inner product and the Jordan product The spectral decomposition For x ∈ V, there exists a Jordan frame {e , . . . , er} and real numbers λ (x), . . . , λr(x) such that
The numbers λ i (x) are called the eigenvalues of x.
For a given a ∈ V, the quadratic representation Pa : V → V is de ned respectively by
Given (1), the Frobenius norm and spectral norm of x are respectively de ned by
Proposition 1. (see Lemma 2.9, [6] ) For any x, y ∈ V, ||x • y|| ≤ ||x|| ||y||. Theorem 2, [7] ) For any x, y ∈ V, ||x • y|| ≤ ||x||∞ ||y||.
Proposition 2. (see
(2), Proposition 1, and Proposition 2 immediately yield the following proposition.
Proposition 3. Let x, y ∈ V and n
∈ N. Then (a) ||x • y||∞ ≤ ||x • y|| ≤ ||x||∞ ||y|| ≤ ||x|| ||y||. (b) ||x n || ≤ ||x|| n , where x n = x • x • · · · • x. (c) ||x n ||∞ = ||x|| n ∞ .
Proposition 4. (Theorem 4.1, [8], Corollary 1, [3]) Let V be any Euclidean Jordan algebra. Then
Suppose that f is analytic on IR, i.e., f (t) = ∞ αn t n and x = r λ i (x)e i . Then
Majorization
Given a vector x = (x , x , . . . , xr) in IR r , we write
for the vector obtained by rearranging the components of x in the decreasing order. For two vectors x = (x , x , . . . , xr) and y = (y , y , . . . , yr) in IR r , we say that x is majorized by y and write
and we say that x is weekly majorized by y and write x ≺w y if
When x ≥ and y ≥ , we say that x is log-majorized by y and write x ≺ log y if
in IR r and for any convex function ϕ : IR → IR, the following two conditions are equivalent:
If ϕ is a strictly convex on IR, then equality in (4) holds if and only if x
↓ i = y ↓ i for all i.
The Main Result

Theorem 2. Let V be a Euclidean Jordan algebra. Suppose that f and g are analytic on IR (that is, they have power series expansions valid on all of IR) with f ( ) = = g( ).
Then, for any a, b ∈ V,
The proof of Theorem 2 can be given following Herzog's argument in [4] .
Proof. We use induction to prove this inequality. It is obvious when k = . Suppose that the inequality holds for k − . Then by Proposition 3,
Proof. Writing the spectral decomposition for a as a = r λ i (a)e i , we have exp(a) = r exp(λ i (a))e i and (e + a n Hence,
). Note that the rst inequality is from Lemma 1 and (5) is from the Mean Value Theorem. Thus, we have
Note that the third inequality is from Proposition 4. Hence, lim k→∞
Note that the last equality is from Lemma 2.
Putting f (t) = g(t) = exp(t) for t ∈ IR, Theorem 2 immediately yields the following corollary.
.
. An application
Lemma 3. (see Proposition III 5.3, [1]) Let A be an n × n complex matrix. Then
where Re(A) = A+A * .
Theorem 3. Let V = S n or H n or Qn and < x, s ∈ V. Then
For an n × n quaternion matrix A, we write A = A + A j, where A , A are n × n complex matrices. The 
Therefore, the result follows by Case (i).
Proof. Since for any xed k ∈ N, f (t) = t k is a convex function, by Theorem 3 and Theorem 1, we have
Proof. First we show that for any C ∈ Q n exp(χ C ) = χ exp (C) . From Corollary 6.1 in [10] , for C ∈ Q n , there exists a unitary U such that
Thus,
. Note that χ D is a n × n diagonal matrix with the same eigenvalues (including multiplicities) as D by item 7 in Theorem 4.2, [10] . Hence,
Thus, exp(χ C ) = χ exp(C) . Now, from Theorem 2.10 in [9] , we have We note that the second to last implication uses the fact that the eigenvalues of C ∈ Q n coincide with the eigenvalues of χ C (see Theorem 5.4 and Corollary 5.1, [10] ).
Since log-majorization implies weak majorization, Lemma 4 immediately yields the following corollary. (A + B) ).
