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Resumen
La meta fundamental de este proyecto de
investigacio´n es el desarrollo de conocimiento
especializado en el a´rea de Inteligencia Arti-
ficial Distribuida, estudiando te´cnicas de re-
presentacio´n del conocimiento y razonamien-
to, junto con me´todos de planificacio´n y tec-
nolog´ıas del lenguaje natural aplicadas al de-
sarrollo de sistemas multiagentes.
Espec´ıficamente, en la l´ınea Planificacio´n,
la tema´tica que se esta´ investigando es el de-
sarrollo de una arquitectura para agentes que
soporte tanto control reactivo como delibera-
tivo, de forma tal que el agente pueda actuar
de manera competente y efectiva en un am-
biente real.
Uno de los objetivos de esta investigacio´n
es el intento de dotar a un agente inteligente
de ambas capacidades. Esto brindara´ la posi-
bilidad de elegir cua´l ser´ıa la mejor forma de
actuar frente un problema determinado.
Palabras Clave: Agentes Inteligentes,
Sistemas Multiagentes, Planifi-
cacio´n, Planificacio´n Continua.
Contexto
Este trabajo esta´ parcialmente financia-
do por la Universidad Nacional del Coma-
hue, en el contexto del proyecto de investi-
gacio´n Sistemas Multiagentes en Ambientes
Dina´micos: Planificacio´n, Razonamiento y
Tecnolog´ıas del Lenguaje Natural. El proyec-
to de investigacio´n tiene prevista una du-
racio´n de tres an˜os, ha comenzado en enero
del 2010 y finaliza en diciembre de 2012.
1. Introduccio´n
Los sistemas distribuidos inteligentes se
han estado afianzando, durante estos u´ltimos
an˜os, como uno de los campos de aplicacio´n
ma´s importantes de las te´cnicas de Inteligen-
cia Artificial. El avance tecnolo´gico en las co-
municaciones ha resultado en la convergen-
cia de dos a´reas de investigacio´n muy im-
portantes de las Ciencias de la Computacio´n:
la Inteligencia Artificial y los Sistemas Dis-
tribuidos.
La Inteligencia Artificial Distribuida
(IAD) es un campo de la Inteligencia Arti-
ficial dedicado al estudio de las te´cnicas y
me´todos necesarios para la coordinacio´n y
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distribucio´n del conocimiento y las acciones
en un entorno con mu´ltiples agentes. Parti-
cularmente, la IAD estudia la construccio´n
de sistemas multiagentes (SMA), es decir,
sistemas en los que varios agentes inteligentes
heteroge´neos interactu´an utilizando meca-
nismos de cooperacio´n, coordinacio´n y
negociacio´n, con el objeto de lograr sus
metas.
En la actualidad, existen diversos dominios
en los que el proceso de distribucio´n es clave
y fundamental para la solucio´n de los pro-
blemas. Esto es logrado a trave´s de mu´lti-
ples entidades inteligentes capaces de interac-
tuar y trabajar de manera coordinada, con el
fin de alcanzar las metas comunes. Algunos
ejemplos de estos dominios son el e-commerce
(comercio electro´nico), las bu´squedas en la
web, los agentes de planificacio´n y los juegos,
entre muchos otros.
2. L´ıneas de Investigacio´n
y Desarrollo
El proyecto de investigacio´n Sistemas Mul-
tiagentes en Ambientes Dina´micos: Plan-
ificacio´n, Razonamiento y Tecnolog´ıas del
Lenguaje Natural tiene varios objetivos
generales. Por un lado, el de desarrollar
conocimiento especializado en el a´rea de
Inteligencia Artificial Distribuida. Adema´s,
se estudian te´cnicas de representacio´n de
conocimiento y razonamiento, junto con
me´todos de planificacio´n[1, 13] y tecnolog´ıas
del lenguaje natural aplicadas al desarrollo
de sistemas multiagentes.
Espec´ıficamente, en la l´ınea Planificacio´n,
la tema´tica que se esta´ investigando es el
desarrollo de una arquitectura para agentes
que soporte tanto control reactivo como de-
liberativo, de forma tal que el agente pueda
actuar de manera competente y efectiva en
un ambiente real. Hanks y Firby [2] sugieren
tratar de alcanzar un sutil equilibrio de estas
dos estrategias: deliberacio´n y reaccio´n. La
primera implica tomar todas las decisiones
factibles en forma tan anticipada en el tiem-
po como sea posible. La segunda estrategia,
reaccio´n, consiste en demorar las decisiones
que se tomen tanto como se pueda, actuando
so´lo en el u´ltimo momento posible.
A simple vista, el primer enfoque parece
perfectamente razonable. Un agente que
puede pensar a futuro sera´ capaz de consider-
ar ma´s opciones y, por lo tanto, con previsio´n,
estar ma´s informado para decidir que´ accio´n
tomar. Por otra parte, ya que la informacio´n
sobre el futuro puede ser poco confiable y, en
muchas situaciones del mundo real, dif´ıcil o
incluso imposible de obtener, parece razon-
able, tambie´n, la alternativa de actuar en el
u´ltimo momento. Es ma´s, ser´ıa razonable que
ninguna de las dos pol´ıticas, pensar bien a fu-
turo o actuar en el u´ltimo momento, se eje-
cute con la exclusio´n de la otra.
Uno de los objetivos de esta investigacio´n
es el intento de dotar a un agente inteligente
de ambas capacidades. Esto brindara´ la posi-
bilidad de elegir cua´l ser´ıa la mejor forma de
actuar frente un problema determinado.
Las capacidades deliberativas se logran a
partir de la implementacio´n de un plani-
ficador novedoso, denominado planificacio´n
continua [9], una de las alternativas para pla-
nificacio´n en ambientes reales planteadas en
[10]. En esta aproximacio´n, se presenta un
agente que persiste indefinidamente en un en-
torno, posiblemente cambiante y dina´mico.
Tal agente no se detiene al alcanzar un meta
determinada, sino que sigue ejecuta´ndose en
una serie de fases que se repiten e incluyen
la formulacio´n de metas, planificar y actu-
ar. Para ganar eficiencia y tiempo de de-
liberacio´n, la arquitectura provee una libr-
er´ıa de planes predisen˜ados por el progra-
mador del agente para que sean adaptados o
reparados, para aplicarlos a situaciones par-
ticulares. Cada miembro de esta librer´ıa con-
siste de un cuerpo y una condicio´n de invo-
cacio´n, indicando bajo que´ circunstancias se
puede aplicar este plan.
Asimismo, se tiene previsto que el disen˜o
del agente de esta investigacio´n tenga dos
modos de operacio´n: reactivo o planifi-
cador. Con estos dos modos, ba´sicamente,
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se plantea un subsistema de control con dos
posibles configuraciones. En la primera, el
planificador tiene el control por defecto y so´lo
cuando no pueda resolver una determinada
situacio´n, le transmite el control al modo re-
activo. En la otra posible configuracio´n, el
modo reactivo esta´ a cargo y le pasa el con-
trol al modo planificador en situaciones pre-
viamente identificadas por el disen˜ador del
agente. Este subsistema se implementa como
un conjunto de reglas de control. Estas re-
glas de control permiten determinar cua´l de
los modos de operacio´n tendra´ el control del
agente en determinada situacio´n.
Otro de los aspectos que es necesario desa-
rrollar es la generacio´n de metas. Esta capaci-
dad, de acuerdo al disen˜o del agente, esta´ a
cargo del subsistema de deseos. Maes [6]
argumenta que, sin metas expl´ıcitas, no
esta´ claro co´mo los agentes podra´n ser ca-
paces de aprender o mejorar su rendimien-
to. Por lo tanto, se hace necesario que los
agentes inteligentes complejos cuenten con
este subsistema de deseos, que puedan geren-
ciar varias metas e incluso que e´stas puedan
variar en el tiempo. Eventualmente, algunas
de estas metas tendra´n diferentes prioridades
que variara´n de acuerdo a las necesidades
situacionales del agente.
3. Resultados Obtenidos
y Esperados
La arquitectura de control basada en pla-
nificacio´n continua se encuentra en estado de
desarrollo. Algunos resultados de esta inves-
tigacio´n han sido publicados en [9].
El caso de estudio en que se aplicara´ la ar-
quitectura de control es el fu´tbol con robots.
El control reactivo para este problema se en-
cuentra desarrollado bajo el nombre de Ra-
kiduam [4, 7].
Rakiduam que, en idioma mapuche, signifi-
ca inteligencia, pensamiento, mente u opi-
nio´n, es un equipo de fu´tbol de robots con
licencia GNU (General Public License) que
fue ideado como un sistema multiagentes[3,
12]. Las u´ltimas ediciones del Campe-
onato Argentino de Fu´tbol con Robots
(CAFR) han contado con la participacio´n
del equipo Rakiduam con resultados ma´s que
satisfactorios[5, 4, 8, 11].
Se espera que el agente Rakiduam pueda
participar en las pro´ximas competencias de
fu´tbol con robots a nivel nacional, ya incor-
porando capacidades de control deliberativo.
Para ello, es necesario profundizar en la in-
vestigacio´n de ciertos componentes de la ar-
quitectura au´n no maduros.
Uno de estos componentes es el subsistema
de deseos. Es necesario enriquecer la especifi-
cacio´n de los deseos del agente para que ten-
ga la posibilidad de adoptar y elegir entre
varias metas. De la misma manera, se planea
proveer al agente una librer´ıa de planes ma´s
completa, acorde al caso de estudio plantea-
do, lo cual requiere de un estudio ma´s ex-
haustivo para identificar situaciones donde se
puede aplicar un plan concreto.
4. Formacio´n de Recursos
Humanos
El actual proyecto de investigacio´n es una
continuacio´n de la l´ınea de investigacio´n
abierta en el proyecto anterior: Te´cnicas de
Inteligencia Computacional para el Disen˜o
e Implementacio´n de Sistemas Multiagentes.
Durante el transcurso de dicho proyecto se
han defendido dos tesis de Master y una tesis
doctoral de miembros del grupo de investi-
gacio´n. Adema´s, se han aprobado seis tesis de
Licenciatura en Ciencias de la Computacio´n,
en temas relacionados con el proyecto de in-
vestigacio´n.
Durante la ejecucio´n del actual proyecto
de investigacio´n, un miembro del grupo ya
ha defendido exitosamente su tesis de Li-
cenciatura en Ciencias de la Computacio´n.
Adema´s, en el transcurso del proyecto se es-
pera lograr la culminacio´n de al menos dos
tesis doctorales y la iniciacio´n de una tesis
de Mag´ıster en Ciencias de la Computacio´n.
Asimismo, se espera el inicio de la consoli-
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dacio´n como investigadores de los miembros
ma´s recientes del grupo.
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