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Online model-based estimation is applied to two major applications in optics:
Automated optical component alignment and wavefront reconstruction with
simultaneous system parameter estimation. Both applications utilize mechan-
ical perturbation in the optical system to generate phase diversity in real-time
stochastic systems.
The first part of this study proposes a novel automated alignment method
which improves efficiency and increases the flexibility of an optical system.
Current optical systems with automated alignment capabilities are typically
designed to include a dedicated wavefront sensor. Here, we demonstrate a
self-aligning method for a reconfigurable system using only focal plane im-
ages. We define reconfigurable and reflective optical systems and simulate
the images given misalignment parameters using ZEMAX software. We per-
form a principal component analysis (PCA) on the simulated dataset to obtain
Karhunen-Loe`ve (KL) modes, which form the basis set whose weights are the
system measurements. A model function which maps the state to the measure-
ment is learned using nonlinear least squares fitting and serves as the measure-
ment function for the extended Kalman filter (EKF) and unscented Kalman filter
(UKF) used to estimate the state and control the system. The observability and
stability of the system are discussed. We present both simulated and experi-
mental results of the full system in operation.
The second part of this study presents a novel algorithm for phase retrieval
and optical system parameter estimation. Many wavefront reconstruction tech-
niques estimate the amplitude and phase from multiple intensity measure-
ments. One can generate phase diversity among these intensity measurements
by varying certain parameters in the optical system. These parameters are sub-
ject to noise and disturbances, which might strongly degrade the accuracy of the
reconstruction. The parallel algorithm iterative amplitude and phase retrieval
(APR) have been proven to accurately reconstruct arbitrary wavefronts from
multiple intensity measurements when system parameters are known exactly,
given the ability to induce phase diversity between images. Such sets of inten-
sity images with phase diversity can be generated by moving a lens in the opti-
cal system, but any position error on the lens will degenerate the reconstruction
result. We demonstrate the use of an expectation-maximization (EM) algorithm
with Kalman smoothing for recovering both the complex field and the lens po-
sition from a stack of intensity images. Our method successfully reduces the
mean-squared-error of the estimated wavefront in comparison to an approach
without position error estimation. We present and discuss the results of using a
Kalman smoother and nonlinear least-square optimization for the estimation of
the moving lens position.
We modify and extend the system variable estimation method to serial phase
retrieval algorithm. We present the use of iterated extended Kalman filter (IEKF)
to estimate the system variables in a multiple-image phase retrieval framework.
An iterated extended Kalman filter is shown to effectively reduce the normal-
ized mean-square-error of the reconstructed wavefront by estimating the defo-
cus and transverse shifts of a moving camera in simulation. Experiments are
conducted using two different test objects, and the results clearly demonstrate
the enhancement of detail and contrast of the wavefront when using the filter.
A quadratic phase introduced by a convex lens is used with a binary mask as
one of the test objects. The focal length estimated from the unwrapped phase
agrees with the (±1% tolerance) value provided by the manufacturer.
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Advanced optical systems are widely used in today’s technology, including ob-
serving and tracing biological and chemical compounds with microscopes [1],
detecting and imaging exoplanets and disks with ground-based and space tele-
scopes [2], creating three-dimensional scenes with virtual reality (VR) displays
[3], and sensing and correcting wavefront aberration for medical purposes [4].
As scientific and engineering optical systems become more complex, there has
been a steady push for increased automation in their operation.
1.1 Wavefront Sensing
Wavefront sensing techniques are widely used in current imaging systems such
as holographic microscopes [5, 6], adaptive optical systems in astronomical tele-
scopes [7, 8], and phase-contrast X-ray imagers [9, 10]. There exist numerous
wavefront measurement methods, roughly split between those employing a ref-
erence beam for interferometry, and techniques without a reference beam that
utilize intensity measurements or other wavefront sensors. An interferometer
measures the interference patterns of light for wavefront sensing and is com-
monly used in surface quality test [11]. These devices are generally more ex-
pensive, difficult to align, and require a great amount of space. In this thesis we
focus on the wavefront sensing methods without a reference beam.
The most commonly used wavefront sensor that utilizes intensity measure-
ments is a Shack-Hartmann wavefront sensor. It measures the displacements
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of the intensity spots formed by a lens array to calculate wavefront tilt [12]. A
Shack-Hartmann wavefront sensor can achieve high accuracy and large aberra-
tion measurement range. It is widely used in advanced adaptive optics system
[13], holographic imaging [14], and standard testing of optical components. A
beam splitter is usually required when using the Shack-Hartmann sensor in an
existing optical system. This increases the complexity of, decreases the through-
put of the system and, more importantly, can introduce non-common path er-
rors.
There exist, however, various wavefront sensing schemes employing the pri-
mary system sensor and eliminating the need for dedicated wavefront sensors
[15, 16]. These techniques are already being applied to current scientific in-
strumentation [17]. Some focal-plane wavefront sensing methods use pupil
plane masking or multiple detectors to introduce phase diversity and recon-
struct wavefront error [18, 19, 20]. The image moment-based wavefront sensing
(IWFS) method uses image moment of measured point spread function (PSF)
for alignment correction [21]. Focus diversity (FD) is introduced to break the
nonlinearity and allows the system to sense full-field wavefront aberration. Cer-
tain applications use a deformable mirror to produce phase diversity for use in
complex field estimation [22, 23]. Alternatively, asymmetric pupil masks can be
used in adaptive optics systems for wavefront sensing and correction [20]. In
this study, we are primarily interested in using mechanical parts to introduce
phase diversity in the intensity measurements.
2
1.2 Optical Alignment
An automated optical alignment system can save the time and energy spent on
manual alignment. This makes the assembly process of many optical devices,
including microscopes, medical sensing devices, and camera systems, more ef-
ficient. Self-aligning techniques can also improve the alignment between lenses
of a virtual reality headset and human eyes. Most current VR headset mod-
els only allow a manual adjustment of the interpupillary distance (IPD). More-
over, automated alignment is very important for space optical systems. Many
satellites and space telescopes cannot be serviced after their launch. A slight
inaccuracy in the engineering design or disturbance during launch or on or-
bit can easily cause optical misalignment [24]. The importance and benefits of
automatically aligning an optical system increase with the complexity and flexi-
bility of the instruments themselves. Of particular interest is the ability for com-
plex instruments to automatically align using existing internal imaging sensors,
without requiring the addition of dedicated wavefront sensors, or other large
changes to their basic beam paths.
Many static components in optical systems (such as reimaging and collimat-
ing optics) are bolted down after begin carefully aligned the first time. In these
cases, the manual alignment procedures are time consuming and optical mis-
alignment caused by environmental disturbances cannot be fixed. A reconfig-
urable system, which has multiple filters or other components in pupil and focal
planes, needs the ability to self-align, and may be made more flexible if inter-
nal components are allowed to move. For example, the Gemini Planet Imager
(GPI) [25], a ground-based instrument which includes a coronagraph and an
extreme adaptive optics system for direct imaging of extrasolar planets, has au-
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tomated alignment features on coronagraph components using computer vision
algorithms [26]. The closed loop control process allows GPI to achieve high pre-
cision alignment in the presence of a continuously changing gravity gradient
and thermal flexure. A distributed optical system, such as an optical commu-
nication system, needs to be accurately aligned within limited space and setup
time. Finally, there are cases where allowing for motion degrees of freedom
creates new sensing capabilities as in interferometric devices and self-coherent
imaging systems [27].
The most widely used alignment methods relate misalignment parameters
to optical wavefront error as measured by various wavefront sensing devices.
One of these methods involves mapping misalignments to Zernike terms using
a sensitivity table [28, 29]. Sensitivity tables, however, are limited in their accu-
racy when the misalignments are large and the nonlinearity increases. Merit
function regression solves this problem and is presented in Kim et al. [30].
This method estimates the misalignment by performing damped least square
optimization with merit function values defined as the difference between the
measured and ideal Zernike coefficients of the optical system wavefronts. Lee
et al. [31] proposed a differential wavefront sampling (DWS) method for the
efficient alignment of optical systems. By perturbing optical elements this tech-
nique generates a set of linear equations used to solve for the misalignment of a
system. Oh et al. [32] integrated revised DWS sampling method with MFR non-
linear optimization on a three-mirror anastigmat optical system. The integrated
alignment method results in better alignment accuracies than standard MFR
and DWS methods. Instead of using a numerical approach, Gu et al. [33] pre-
sented a method for aligning a three-mirror anastigmatic telescope using nodal
aberration theory. These methods all require measuring the wavefront error of
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the system using a dedicated wavefront sensor, such as Shack-Hartmann wave-
front sensor.
In this thesis, we propose a method which corrects the misalignment of an
optical systems with existing internal imaging instruments in the system, such
as a focal plane camera, there by saving the extra resources and space need for
splitting the beam, and avoiding throughput loss and non-common path error.
Moreover, this approach makes it easier to retrofit an existing optical system to
perform self-alignment since the major difference is changing the static optical
components to kinematic ones.
1.3 Phase Retrieval Algorithm
This section focuses on the algorithm for the phase retrieval technique which
is one of the wavefront sensing methods discussed in Section 1.1. In recent
years, various phase retrieval methods have been proposed for wavefront re-
construction without a reference beam, a wavefront sensor, or additional op-
tical components. The phase of a complex field can be retrieved using a set
of defocused images. The well-known Gerchberg-Saxton algorithm [34] was
invented for iteratively retrieving the phase of a wavefront given its intensity.
Multiple phase retrieval algorithms based on the Gerchberg-Saxton algorithm
have also been shown to produce improved convergence rates. The generalized
Gerchberg-Saxton algorithm can be used for any phase retrieval problem with
proper constraints [35].
Phase retrieval is a high-dimensional ill-conditioned problem in complex do-
main. Adding intensity data from the measurement by changing the optical pa-
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rameters in the system can improve the estimation of the phase. Multiple-image
phase retrieval can be primarily separated into two types: parallel computing
and serial computing [36]. The parallel computing methods estimate the com-
plex field with multiple measurements simultaneously and the computation us-
ing those measurement are independent of each other. While the serial comput-
ing methods use the output of the previous measurement as the input of the
next measurement after phase diversity applied, which is suitable for dynamic
phase retrieval application. The parallel computing technique amplitude-phase
retrieval (APR) is used to retrieve amplitude and phase simultaneously with
multiple intensity images [37, 38]. The current estimate is forward propagated
to each measurement plane, and the amplitude of the field is replaced at the
measurement plane. The new estimated state is obtained by averaging over
the back propagated complex fields from each measurement plane. The multi-
stage algorithm is one of the serial computing structure, where the forward and
backward propagation between the object and observed image plane are ap-
plied in gyrator transform domain [39]. Another commonly used serial com-
puting method is the single-beam, multiple intensity reconstruction (SBMIR)
algorithm. In this method the propagation is completed between observed im-
age planes. The complex field is estimated after the algorithm reaches the last
measurement and back propagated to the object plane [40].
Many optical setups use multiple detectors or a moving camera to obtain
multiple intensity images [40]. The existing position error might strongly de-
grade the precision of the reconstruction [41]. Some applications place the focus-
ing lens instead of the camera on a translation stage and move the lens to pro-
duce defocused images for amplitude and phase retrieval [42]. This avoids po-
tential positioning errors while moving the component on the translation stage.
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With the growing computing power the real-time wavefront reconstruction us-
ing iterative phase retrieval algorithm become more achievable. Advanced opti-
cal devices, such as deformable lens [43] and digital micromirror device (DMD)
[44], are used to improve the image acquisition speed.
In this thesis, we are interested in simultaneously estimating the complex
wavefront and the unknown system variables. We assume the uncertainly of
the system is an unobserved Markov process, and combine Bayesian filter for
estimating focus diversity and iterative phase retrieval algorithms. Our work
focus on estimating mechanical uncertainty but the concept can be applied on
other devices that generates the phase diversity by changing the unknown vari-
ables in the optical system. Objects with gradually changing wavefront, includ-
ing cellular movement and deformation with greater characteristic times [45]
and industrial paint drying process [46], are potential applications for dynamic
iterative phase retrieval algorithm.
1.4 Kalman Filtering
Kalman filtering is a sequential estimation algorithm that estimates partially ob-
served states of a dynamic system using a series of observations, a dynamic or
probabilistic model of the system, and statistical models of the system’s pro-
cess and observation measurement noise. It is an optimal estimator for a lin-
ear Gaussian dynamical system. The Kalman filter algorithm iterates over two
steps, dynamic propagation and measurement update. The dynamic propaga-
tion step propagates the previous state estimate through state transition and
control-input model to predict an current estimate. This current estimate is
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known as the a priori state estimate which does not include the information of
current observation. In the measurement update step the a priori estimated is
combined with current measurement information to improve the state estimate
to the a posteriori estimate [47].
Since most engineering problems are nonlinear, many algorithms have been
developed to apply Kalman filtering method to nonlinear systems. An extended
Kalman filter (EKF) is a nonlinear version of Kalman filter which uses local lin-
earization of the nonlinear system dynamics to approximate the mean and co-
variance of the current state estimate [47]. The model includes nonlinear state
transition and measurement functions which cannot be directly applied to the
covariance computation. The Jacobians of the nonlinear function are computed
with the current states, then used for covariance computation in EKF algorithm.
In practice, an iterated extended Kalman filter (IEKF) is used for the forward
filtering pass. IEKF is an iterative version of EKF that ensures convergence in
the measurement update step [47, 48]. It improves the accuracy of the EKF by
taking multiple Gauss-Newton steps during each filter iteration.
The EKF is the standard technique for stochastic nonlinear estimation. How-
ever, it provides only first-order approximation and neglects the higher order
terms in the Taylor expansions. In some case it is difficult to derive analytical
expressions for the Jacobians of the nonlinear functions and also very costly to
compute them in real-time. The unscented Kalman filter (UKF), also known as
the sigma points filter, addresses the approximation issues of the EKF. It uses a
minimal set of carefully chosen sample points to obtain the true mean and co-
variance of the Gaussian random variable in the prediction step, and captures
the posterior mean and covariance with a higher-order approximation [49, 50].
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The UKF is more computationally intensive than the EKF, but still orders of
magnitude faster than the IEKF. The UKF might diverge in the case when the
nonlinear functions have discontinuities or singularities. Kalman filtering is
widely used in optical state estimation and wavefront control, including linear
[51, 52] and nonlinear [53] filters. In this thesis, we apply Kalman filtering to
automated optical alignment and phase retrieval algorithms.
1.5 Dissertation Overview
The overall theme of this dissertation is solving the estimation problem in op-
tical systems involving mechanical degrees of freedom. Two main topics are
presented in this thesis: 1. An innovative method for automated optical align-
ment. 2. A novel algorithm for phase retrieval with diversity estimation. The
automated optical alignment is presented in chapter 2 and chapter 3, and the
phase retrieval method is discussed in chapter 4 and chapter 5. Both topics in-
clude simulation and experimental result from the SIOS Optics Laboratory at
Cornell.
Chapter 2 presents the idea of automated optical alignment with focal plane
sensing and solves a toy problem of a single lens system. We applied a fun-
damental perturbation control method to the problem and introduce the de-
vices and components used in the SIOS Optics Laboratory. A Gaussian beam
is passed through a lens, and the deformation of the spot image is analyzed to
determine the misalignments on the lens. Corrections based on these measure-
ments are applied in closed loop to align the system. We discuss various tech-
niques for mitigating measurement errors, characterizing the system and op-
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erating the control loop and present results from the experiment. The method
only detects low order features which is not directly related to the aberration
modes caused by the misalignments. A better focal-plane sensing and auto-
mated alignment scheme is presented in the next chapter.
Chapter 3 demonstrates a self-aligning method for a reconfigurable system
using only focal plane images. We define a two lens optical system with eight
degrees of freedom. Images are simulated given misalignment parameters us-
ing ZEMAX software. We perform a principal component analysis (PCA) on
the simulated dataset to obtain Karhunen-Loe`ve (KL) modes, which form the
basis set whose weights are the system measurements. A model function which
maps the state to the measurement is learned using multivariate regression and
serves as the measurement function for the optimal estimator (Extended and
Unscented Kalman filters) used to calculate control inputs to align the system.
We present and discuss both simulated and experimental results of the full sys-
tem in operation. We also applied the automated alignment method to a reflec-
tive optical system. An off-axis parabolic mirror (OAP) alignment with optical
setup similar to a scanning microscope is presented.
Chapter 4 presents an amplitude and phase retrieval method with simulta-
neous diversity estimation using expectation-maximization algorithm. We pro-
pose using recursive Bayesian filtering for focus diversity estimation in iterative
phase retrieval algorithm. The intensity images with phase diversity are gener-
ated by moving a lens in the optical system. The position error on the lens will
degenerate the reconstruction result. We demonstrate the use of an expectation-
maximization (EM) algorithm with Kalman smoothing for recovering both the
complex field and the lens position from a stack of intensity images. The com-
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plex field is estimated using the parallel APR algorithm in the maximization
step, and the focus diversity is estimated using Kalman smoother in the expec-
tation step. Our method successfully reduces the mean-squared-error of the
estimated wavefront in comparison to an approach without position error es-
timation. We present and discuss the results of using a Kalman smoother and
nonlinear least-square optimization for the estimation of the moving lens posi-
tion.
Chapter 5 discusses dual estimation of complex wavefront and focus di-
versity using serial computing phase retrieval algorithm and stochastic filter-
ing techniques. We present the use of extended Kalman filtering to estimate
the system variables in a multiple-image phase retrieval framework. An it-
erated extended Kalman filter is shown to effectively reduce the normalized
mean-square-error of the reconstructed wavefront by estimating the defocus
and transverse shifts of a moving camera in simulation. An experiment is con-
ducted in the SIOS Optics Lab with phase diversity generated by a moving cam-
era. Experiments are conducted using two different test objects, and the results
clearly demonstrate the enhancement of detail and contrast of the wavefront
when using the filter. A quadratic phase introduced by a convex lens is used
with a binary mask as one of the test objects. The focal length estimated from the
unwrapped phase agrees with the (±1% tolerance) value provided by the manu-
facturer. The algorithm framework is suitable for dynamic reconstruction. With
the growing of hardware technology and computing power the method has the
potential to be implemented in real-time where the stochastic online algorithm
is preferred over batch estimation. Although our experiment is implemented
with mechanical moving device, the same method can be applied on advanced
hardware setups. For example, estimating the focus of a tunable liquid lens on-
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line with the wavefront retrieval. This has the potential to avoid extra lookup
tables and reduce the time for calibration.
Chapter 6 summarizes the final conclusions and outlines directions for fu-
ture research in wavefront estimation of imaging systems involving mechanical
and focus diversity variation.
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CHAPTER 2
AUTOMATED ALIGNMENT OF A SINGLE LENS USING IMAGE
FEATURE DETECTION
In this chapter we present a naive approach, which utilize the image processing
and fundamental feedback control, to align a single lens system using only focal
plane intensity measurement. The image feature of a Gaussian spot is analyzed
to determine the tilt and shift misalignments on the lens, and the corrections
based on these features are applied in closed loop to align the system. We in-
troduce the SIOS Optics laboratory at Cornell and present the first on bench
experiment. Finally, we discuss the lacking of the naive approach and move
forward the advanced focal plane alignment method is Chapter 3.
2.1 Methodology
In this section we present the image feature detection and control methods for
aligning the optical component using focal plane sensing. Figure 2.1 shows a
schematic of the control system. Each block represents either hardware in the
system or a software program. The concept is to control the moving component
in the optical system and achieve alignment by feeding back the image infor-
mation obtained from the CCD camera. A collimated beam goes through the
optical system with a moving component and forms a final image on the CCD
camera. The final image is then sent to the measurement system which extracts
specific features to quantify the system misalignment. Finally, the system feeds


















Desired state (𝑠# = 𝑠% = 𝑡# = 𝑡% = 0)
Figure 2.1: Schematic of the control system using image feature detection.
The model of the optical system block in Figure 2.1 is a single lens system
shown in Figure 2.2. The z-axis is along the beam path and the x-y plane is nor-
mal to the beam path, with the x-axis along the vertical. The gray ellipses and
red lines represent lenses and the beam path. The incoming laser beam is passed
through a spatial filter to generate a axisymmetric Gaussian beam. A collimated
beam passes through the moving lens and is focused on a CCD detector. Our
goal is to calibrate the moving lens, which has 4 degrees of freedoms: translation
in x and y and tip and tilt about z. The states sx and sy in the control procedure
shown in Figure 2.1 correspond to the lens shift in the x and y directions, tx and
ty are tip and tilt.
2.1.1 Image Feature Detection
To precisely estimate the lens misalignments, we need to have a robust image









Figure 2.2: Single lens optical system with 4 degrees of freedom.
ing techniques, including center of mass (COM), principal component analysis
(PCA) [54], and Gaussian fitting are used for feature detection [55]. First, we set
a threshold and use COM to estimate the center of the image spot. Next, PCA is
used to estimate the semi-major and minor axes, and rotation of the ellipse. Fi-
nally, we use the parameters obtained via COM and PCA as the starting points
for a two dimensional Gaussian fitting to precisely measure the aspect ratio and
rotation of the image.
Figure 2.3(a) shows a simulated image when the lens is misaligned. The sim-
ulated image is obtained using paraxial ray tracing simplified from geometrical
optics. The misalignments cause the spot center to move, and induce an elonga-
tion in the spot, giving it a non-unity aspect ratio and associated rotation. The
magenta lines are center axes of the image frame. We set the threshold value to
be 2-3 times higher than the image noise, and a weighted COM is used compute
the center of the image with pixel values above the threshold. We then use PCA
to estimate the semi-major and minor axes with respect to the center of mass.
For all pixels above threshold, we package x and y pixel coordinates into vector
rx and ry and calculate the deviations from the mean:
M = [rx − mx ry − my] (2.1)
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where mx and my are the center of image obtain by COM. M is a Np × 2 matrix
where Np is the number of selected pixels. The covariance of M is:
C =
MMT
N − 1 (2.2)
where (·)T is the transpose operator. The covariance matrix C can then be de-
composed as:
CV = VΛ (2.3)
whereV is the eigenvectors ofC, andΛ is the diagonal matrix of the eigenvalues.
The eigenvector corresponding to greater eigenvalue represents the principal
axis, which is the semi-major axis in our case. Similarly, the eigenvector with
smaller eigenvalue represents the semi-minor axis.
After the center position, semi-major and minor axes are estimated, we ex-
tract a smaller frame with center at the estimated mx and my. We apply a Gaus-
sian fit to the subframe:
F(x, y) = G1 +G2 exp
−( x′a )2 − ( y′b )22

x′ = (x −Cx) cos φ − (y −Cy) sin φ
y′ = (x −Cx) sin φ + (y −Cy) cos φ
(2.4)
using the parameters obtained via COM and PCA as initial points for the fit. The
unknown parameters (Cx,Cy) represent the center position of the Gaussian spot,
(G1,G2) represent the Gaussian coefficients, (a, b) represent the semi-major and
minor axis, and φ represents the rotational angle of the ellipse. The Gaussian
fitting result give us the measurements used to calibrate the shift, tip, and tilt
misalignments. Figure 2.3 shows the simulated image and the Gaussian fitting
result of the image. The yellow frame in Figure 2.3(a) is the region of interest in




































Figure 2.3: Feature detection of a simulated image: (a)Image and the sub-
frame, (b) Gaussian fitting result of (a).
shows the direction of the semi-major axis. Figure 2.3(b) shows a surface plot of
the Gaussian fitting method. The blue dots represent the data and the colored
surface is the fitting result.
2.1.2 Control Procedure
To design a control algorithm to correct misalignments, we first need to find
the mapping from our measurements to the misalignment parameters. While
it is difficult to decouple the effects of shift from tip and tilt, we can exploit the
change in the spot shape caused by the tip and tilt misalignments. Both tip-tilt
and shift misalignments will cause the image center to shift, but tip and tilt er-
rors will also deform the image spot into an elliptical shape. In this case, the
aspect ratio of the spot (a/b) and the rotation of the ellipse (φ) allow us to char-












Figure 2.4: Aspect ratio of the ellipse as functions of tip-tilt misalignments.
Figure 2.1.2 shows a second order polynomial fit to data generated by scan-
ning through different tip and tilt settings and measuring the aspect ratio of
the spots produced. The resulting surface has a global minimum at the center,
which corresponds to zero tip and tilt. The angle measurement φ ∈ [0, pi) is not
as robust as the aspect ratio for determining the system state, we use the as-
pect ratio (which is nicely symmetric about the zero point) when designing our
control algorithm.
Figure 2.5 shows the steps of our control procedure as a flow chart. Each
rectangular block represents an action, and each diamond block represents a
logical branch point. bA, bB, bC, and bD are boolean variables while g1, g2, g3, and
g4 correspond to the stage values of shift in x and y, and tip and tilt, respectively.
The four boolean parameters, (bA, bB, bC, and bD) are used to determine when to
break out of the global loop and subloops, and are initialized to (1, 1, 0, 0). We
break each control step into two parts: correction of the shift misalignment and
correction of the tip-tilt misalignment, labeled Ps and Pt, respectively. Process Pg
represents the external loop. In process Ps we measure Cx and Cy and compare
to a threshold βs. We proceed to Pt if the absolute values of Cx and Cy are both
below βs. Otherwise, we set bA to 0 and iteratively update g1 and g2 until Cx and
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Cy are below the threshold.
Measure Cx, Cy Both Cx, Cy < βs?
No, bA=0
Yes
Measure ρ3+, ρ3- by 
moving g3
Update g1, g2
∆ρ3  < βt ? bD = 1?
bA=1 and bB=1?



























Figure 2.5: Decision chart of the control algorithm.
We can see in Figure 2.1.2 that the aspect ratio is close to 1 when tx and
ty are small. This indicates that the relative measurement error is greater in
those regions of the phase space. To avoid using those data in our calibration
procedure, we measure aspect ratios that are away from the global minimum.
We apply a control effort ∆g in each direction to the tip-tilt stages g3 and g4:
g3+ = g3 + ∆g, g3− = g3 − ∆g
g4+ = g4 + ∆g, g4− = g4 − ∆g
(2.5)
and measure the aspect ratio at these position as ρ3+, ρ3−, ρ4+, and ρ4−, where
ρ = a/b. Assuming the aspect ratio surface is symmetric, the pairs of aspect
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ratios should have the same values when the lens is aligned. We set
∆ρ3 = ρ3+ − ρ3−
∆ρ4 = ρ4+ − ρ4−
(2.6)
and use these values as the error feedback in the Pt loop. This loop terminates
when the errors are below a threshold βt, in which case bC and bD are set to 1.
When both bC and bD are 1, we check whether either bA and bB are 0, in which
case a new iteration of Pg is started. If both bA and bB are 1, this implies that bC
and bD are also 1, and we consider the system to be aligned and break the outer
loop. This only happens when two events occur in series in the Pg:
1. |Cx| and |Cy| are both smaller than βs on their initial measurement (without
needing to update g1 and g2)
2. ∆ρ3 and ∆ρ4 are both smaller than βt on their initial measurement (without
needing to update g3 and g4).
2.2 Experiment
2.2.1 SIOS Optics Laboratory
The SIOS Optics Laboratory at Cornell currently consists of optical devices and
components for the automated alignment and wavefront reconstruction exper-
iments. The main devices include laser source, CCD camera, motorized stages
as shown in Table 2.1. These devices are used in most of the experiments pre-
sented this thesis. Individual optical component used in a specific experiment
20
will be listed out in each experiment section. The laser, CCD, and all stages can
be drive remotely with the software interface in MATLAB.




•wavelength λ = 520, 635, 670, 785 nm
Motorized stages
Thorlabs translation stage PT1-Z8:
• range: 0-25mm, min increment: 100nm, Backlash < 12 µm
Thorlabs tip-tilt stage KS1-Z8:
• range: ±4°, resolution: 6arcsec, Backlash < 8 µm
CCD Camera
Apogee A694:
• 16 bits, pixel size: 4.54µm, array size: 2750 × 2200
2.2.2 Setup
Figure 2.6 shows the experimental setup for the single lens model shown in
Figure 2.2. The laser, stages, and camera in the system are listed in Table 2.1.
Additional optical components include a collimator, Thorlabs KT310 spatial fil-
ter, and a 200 mm bi-convex lens. The 200 mm lens is mounted on the tip-tilt
motorized stage which is connected to the translation stages moving along x
and y axes.
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Figure 2.6: Experiment setup for examining the single lens model in Fig-
ure 2.2.
2.2.3 Results
Before attempting to run the closed loop control on our experimental setup,
we first validated our simulated measurement algorithm, and the carried out
precision and accuracy tests on the measurements, as described below.
Figure 2.7 shows the image processing steps described in Section 2.1.1 ap-
plied to real data. Figure 2.7(a) is the original image, where the magenta lines
represent the central axes of the image frame. The weighted center of mass
(mx,my) of the spot is shown as the blue circle in Figure 2.7(b). The image in
Figure 2.7(b) is a binary mask of the original image used to find the principal
axis of the spot shown as the cyan line. The values found by the COM and PCA
steps are then used as initial conditions in the final Gaussian fit carried out on
the yellow subframe in Figure 2.7(b), with the results shown in Figure 2.7(c).
Figure 2.8 shows the precision test of the measurement. The red dots are













































Figure 2.7: Feature detection steps in experiment. (a) Original image. (b)














































Figure 2.8: Precision test of (a) Cx and Cy, (b) a and b, and (c) φ and a/b
under moving and stationary conditions.
tip-tilt stage, we increase and decrease g3 and g4 by 2mm, and then return them
to their original settings. The blue circles in Figure 2.8 are the result of mea-
surements made after the stages have been moved. The moving measurements
have relatively low precision compared to the stationary data indicating a large
control error in the motorized stages. Figure 2.8(a), 2.8(b), and 2.8(c) are the test
results of (Cx, Cy), (a, b), and (φ, a/b), respectively. In Figure 2.8(a), the station-
ary precision of the center position is within 1 µm, and the moving precision is
around one image pixel (4.54 µm).
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Figure 2.9 to 2.12 show the results of applying the control procedure de-
scribed in Section 2.1.2 with thresholds βs = 1 µm and βt = 0.001. Figure 2.9
shows the convergence of the center position Cx and Cy. The bottom x-axis de-
notes the local steps in shift process Ps, while the top x axis represents the global
steps in process Pg. The blue dots represent the measurement of Cx in process
Ps in Figure 2.5, and the red stars represent Cy. The circle marks are the global
steps where the Ps process converges below βs. Figure 2.10 shows the transla-
tion stage values g1 and g2 with respect to local and global steps in the same
notation as in Figure 2.9. Once the center position converges in the local process
Ps, the system switches to the tip-tilt process Pt.
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Global steps
Figure 2.9: Measurement Cx and Cy in convergence test.
The tip-tilt process Pt begins at the first point in Figure 2.11. Figure 2.11
shows the tip-tilt stage value g3 and the aspect ratio after updating g3. When
it reaches the first circle mark in the figure, the system steps into the first point
in Figure 2.12, which shows the tip-tilt stage value g4 and the aspect ratio after
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Global steps
Figure 2.10: Stage command g1 and g2 in convergence test.
updating g4. The first loop of external control process Pg is completed as the
system reaches the first global step in Figure 2.12. We reset the boolean variables
bA, bB, bC, and bD and start the second global loop. The points after the first circle
in Figure 2.9 and 2.10 are the beginning of the second global loop. The global
loop Pg keeps running until the system satisfies the global break condition (bA,
bB, bC, and bD are all equal to 1), which occurs at the last circled point in Figure
2.12.
2.3 Discussion
In our control procedure, we define convergence in terms of thresholds on the
differential measurements of the aspect ratio at two symmetric control points
around the current system state (∆ρ3 and ∆ρ4), but our real goal is to minimize
the final aspect ratio of the beam spot. As shown in Figure 2.11 and 2.12, the
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Figure 2.11: Aspect ratio and stage position g3 after updating g3 in Pt.
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Global steps
Figure 2.12: Aspect ratio and stage position g4 after updating g4 in Pt.
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aspect ratio converges to approximately 1.001 in 10 global steps. There are mul-
tiple possible reasons that cause the remaining steady-state error. Instrumental
limitations, including the finite pixel size and dynamic range of the camera and
the limited precision in tip-tilt and translation stages, will bound the accuracy
of our measurements. At the same time, camera dark and read noise, insta-
bility in the laser beam, and various thermal effects degrade the image quality
and thus the precision of the measurement. Finally, the center of the subframe
used in the measurement may not be the exact center of the beam path. In this
case, we may end up calibrating the tip-tilt misalignments of the system under
a non-axisymmetric condition.
In terms of instrument limitations, the stationary precision test of the spot
center in Figure 2.8(a) is approximately 1 micron. It is a reasonable value (1/5 of
the pixel size) for a camera with pixel size 4.54 micron. We are more interested
in the effect of tip-tilt stage precision on the convergence test. In Figure 2.11 and
2.12, the last four points in the tip-tilt process Pt have measurements below the
threshold βt at the first measurement, but the global step is not terminated. This
indicates that the center of the Gaussian spot is shifted to a value greater than
the threshold βs when moving the tip-tilt stage. This observation agrees with
the kinematic precision test shown in Figure 2.8(a). The shift process Ps cannot
get the measurement below the threshold at the first measurement, and so the
boolean bA is set to zero. The global loop continues until the effect of moving
tip-tilt stage does not shift the center of Gaussian spot above the threshold. The
system will reach global convergence in fewer iterations if the tip-tilt stage has
a higher precision.
To minimize the effects of camera dark current, we subtract an average dark
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frame (made from doing pixel-by-pixel averaging on a set of dark frames) from
all images prior to doing any calculations. While this improves the dark noise
characteristic, it does not mitigate the camera read noise, which remains as a
potential major noise source in photon-limited cases. However, as our laser in-
tensity is tuned to produce measurements with count rates at the center of the
beam spot towards the maximum of the linear range of our camera, we believe
that read noise does not make a significant contribution to the measurement er-
ror in the experiment described here. We also observe some thermal effect when
performing a precision test measurements over long time intervals. However,
our closed loop control operates on much shorter time scales, and so is able to
consistently calibrate the system misalignments.
In our optical model, we assumed that the beam path intersects with the
CCD at the center of the image frame. With this assumption we can claim that
the aspect ratio with respect to tx and ty when sx and sy are zero (as shown in
Figure 2.1.2) is axisymmetric. In our physical system, we assume that the in-
tersection of the beam and the CCD is very close to the center of the frame, so
that any non-axisymmetric effects are negligible. Of course, if the intersection
actually occurs far away from the center of the image frame, we might con-
stantly shift the lens to some misaligned sx and sy, and tx and ty will not be able
to converge to a local minimum since our assumptions for using ∆ρ3 and ∆ρ4
as feedback measurements will not hold. The local minimum can be obtained
by using the aspect ratio itself as the measurement instead of ∆ρ3 and ∆ρ4, but
the trade off is the relatively measurement noise close to any minimum. For the
cases when the intersection might be far away from the center of the grabbed
frame, an algorithm finding the global minimum of the 4-dimensional space sx,
sy, tx, and ty is needed. Instead of converging Cx and Cy to zero, we should con-
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verge them to some initially unknown values which can be learned by fitting
the aspect ratio in the 4-dimensional space.
In this chapter we develop a fundamental control method to align an optical
component using low order feature detection. However, the detected features
chosen are based on the observation of a deformed Gaussian spot, instead of di-
rectly decomposed from the misaligned images. The misalignments of the op-
tical components will case some specific aberration modes at the image plane.
These modes can be found by decomposing an image dataset collected at dif-
ferent misaligned positions. In the next chapter we discuss how to use singular
value decomposition (SVD) to find the focal plane modes directly related to the
misalignments in the system. Moreover, the control algorithm developed in this
chapter is a decision based algorithm. This control method does not model the
full system nor take into account the disturbance and noise. In the next chap-




AUTOMATED ALIGNMENT OF OPTICAL SYSTEMS USING
FOCAL-PLANE SENSING AND KALMAN FILTERING
3.1 Introduction
In Section 1.1 and 1.2 we discuss existing wavefront sensing and optical align-
ment methods. These methods generally require additional sensors, such as
Shack-Hartmann wavefront sensor. In this chapter we propose a method which
corrects the misalignment of an optical systems using existing camera in the
system. A new sensing and control method for aligning a reconfigurable opti-
cal system is presented. We demonstrate the ability to align a two lens system
using only a focal plane camera.
An optical model of a monochromatic beam, two moving lenses, and a sci-
ence camera is connected to a closed-loop control system. We implement an
iterated extended Kalman filter (IEKF) and unscented Kalman filter (UKF) to
estimate the states in the control process. Our current alignment methodology
is focused on narrow field of view (FOV) systems and focuses on the on-axis
signal. However, the basic approach can be extended to also consider off-axis
sources and be made relevant for systems with larger FOVs. Examples of small
FOV systems currently in use include light detection and ranging (LiDAR) sys-
tems for detail local mapping [56], high contrast imaging system for imaging
exoplanets near bright stars [57], and high resolution satellites [58, 59].
In Section 3.2, we define the reconfigurable optical model and control
scheme. In Section 3.3 we discuss the methods used in modeling and estima-
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tion, including Karhunen-Loe`ve modal reconstruction, model fitting, and state
estimation. We present the simulation result and introduce the experimental
setup. In Section 3.4, the experimental result is presented. Both image recon-
struction and closed-loop state estimation are shown. The importance of the
observability and stability are discussed in Section 3.5. We extend the unknown
states in the system and analysis the nonlinear observability and error bounds
in the simulation. Finally, we apply the method on a reflective optical system
with a misaligned off-axis parabolic mirror. The simulation and experimental
result presented in Section 3.6.
3.2 Reconfigurable Optical Model
Figure 3.1 shows a two lens optical system. The two moving lenses are rep-
resented as gray ellipses, the collimated laser beam is represented by the red
line along the z-axis, the x-y plane is normal to the beam path, and the x-axis is
along the vertical. The collimated Gaussian beam passes through two moving
lenses A and B, and is focused on a CCD camera. The focal lengths of lens A
and B are set as 200 and 100 mm, respectively, the image plane has pixel size
4.54 µm, and the laser beam has wavelength 635 nm. The distance between the
collimated laser beam and lens A is 50 mm, and the distance between lens A and
lens B is 400 mm. The CCD camera is placed at a distance of 212 mm after lens
B. Our goal is to calibrate the moving lenses, which have a total of 8 degrees of
freedom - shift in x and y direction, tip and tilt for each lens. This is a simple
model where the despace misalignments of both lens A and B are assumed to
have smaller influence on the system compared with lateral motions, and the
shift along the z axis of both lenses are not included in the model. A column
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vector x = [sAx , sAy , sBx , sBy , tAx , tAy , tBx , tBy ]T is used to describe the state of our system.






Moving Lens B 
Figure 3.1: Two lens optical system. A collimated Gaussian beam is passed
through two moving lenses A and B, and focuses on a CCD
camera.
Figure 3.2 shows a schematic of the self-algining control system. The op-
tical model in Figure 3.1 is in the upper dashed block (Plant), and the lower
dashed block represents a Kalman filter in closed-loop control system. The im-
ages captured from the camera are projected onto Karhunen-Loe`ve (KL) modes
obtained from principal component analysis (PCA), which will be discussed in
the next section, with the corresponding KL weights serving as the measure-
ments of the control system. The measurements are sent to the Kalman filter to
compare with the measurement predicted from our measurement model func-
tion (section 3.3.3). The state estimate predicted by the Kalman filter is fed back
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Figure 3.2: Schematic of control system. Upper dashed block represents
the optical system in Figure 3.1, and lower dashed block repre-
sents a Kalman filter.
3.3 Methodology
3.3.1 Image Processing
We simulate images given misalignment parameters using ZEMAX software
(shown in Figure 3.3). The prescription in ZEMAX is set as the optical system
described in Section 3.2. Thorlabs lens LB1945 and LB1676 are imported as lens
A and lens B, respectively. The laser, lenses, and camera parameters are chosen
to model the conditions in the experiment as shown in Table 3.5.
Misalignment of the lenses introduces wavefront aberrations into the optical
system, resulting in motion and shape changes to the nominally axisymmetric
Gaussian spot in focal plane images. Figure 3.4 shows a sample misalgined
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Figure 3.3: 3D model of the two lenses in ZEMAX.
image in 250× 250 pixels. Our first image processing step is to fit a 2D Gaussian
to the image to obtain the center position of the Gaussian spot of the image, and
then perform PCA to decompose the image dataset into KL modes.
Figure 3.4 shows the Gaussian fitting of the simulated image in contour plot.
































































































































































Figure 3.4: Subframe of the simulated image from Zemax and its 2D Gaus-
sian fitting in contour plot.
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3.3.2 Principle Component Analysis and Image Decomposition
We perform a PCA using the Karhunen-Loe`ve Transform (KLT) to create an
orthogonal basis of eigenimages [54, 60]. KLT method decomposes observed
signals into a combination of linearly independent modes called principal com-
ponents. The observed signals are the image data set we collected from ZEMAX.
In this section we call the linearly independent modes KL modes.
We collect the image dataset by scanning through eight state variables sAx ,
sAy , sBx , sBy , tAx , tAy , tBx , and tBy . Each state is perturbed with 3 misaligned values −δ,
0, and δ, where δ is a small misalignment for each state. We perturb the shift
and tip-tilt by 0.4 mm and 4 degree respectively. The collected images include
all combinations of the perturbation on the states. This results in a total of 38
scanned images. We capture a fixed size subframe (Np × Np) around the Gaus-
sian center Cx and Cy. The subframe image matrix is reshaped into a p-element
column vector vi, where p = N2p and i indicates the image number. We use the
vector-mean-subtracted value of the image vector
v¯i = vi − µ(vi) , (3.1)
where µ(·) is a mean operator. A large matrix containing all the scanned data
can be obtained as
V¯ = [v¯1, v¯2, ..., v¯n] . (3.2)




T V¯ , (3.3)
where S is an n × n matrix. We perform an eigendecomposition of covariance S
and obtain matrices Φ and Λ such that
SΦ = ΦΛ , (3.4)
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whereΦ is an n× n matrix whose columns are the eigenvectors of S, and Λ is an
n × n diagonal matrix whose entries are the corresponding eigenvalues. The KL
transform matrix is then
Z = V¯Φ , (3.5)
where Z is a p × n matrix whose columns are the KL modes.
Figure 3.5 shows the first 12 KL modes (in order of decreasing eigenvalue)
and the corresponding eigenvalue in log scale. Each image has a frame size of
250 × 250 pixels, and all images are independently stretched to show details of
the mode shapes.
The image v¯i can be reconstructed as a weighted sum of the first m KL modes
with coefficients
wi = Z†mv¯i , (3.6)
where (·)† is the pseudoinverse of a matrix, and Zm contains the first m KL
modes. The reconstructed image c¯i can be calculated as
c¯i = Zmwi , (3.7)
where wi is an m-element column vector of the coefficients calculated above.
Figure 3.6(a) shows the reconstructed image c¯i of the simulated image in Figure
3.4 using the first six KL modes. The subtracted image in Figure 3.6(b) shows
the difference (v¯i − c¯i) between the simulated image in Figure 3.4 and the recon-
structed image.
Figure 3.7 shows the reconstruction error using the first eight modes to re-
construct the image, with all of the images plotted on the same intensity scale.
As expected, we can see that the reconstruction error decreases gradually as the


























Figure 3.5: First 12 KL modes obtained from PCA decomposition with
subframe 250 × 250 pixels. Each image is plotted under differ-
ent intensity scale and its corresponding eigenvalue is shown





































Figure 3.6: Reconstruction of simulated image in Figure 3.4 using the first
six KL modes.
of image i is defined as
i =
√
(v¯i − c¯i)T (v¯i − c¯i)
p
, (3.8)
and is used as a metric for the quality of the image reconstruction. The blue
circle markers in Figure 3.8 shows the RMS error i after the frist 10 modes used.
The RMS pixel error shown is the average over all of the training data.
3.3.3 Measurement Model Function
The weights of KL modes 2-6, normalized by mode 1, together with the Gaus-




















The simulated image set described in Section 3.3.2 was obtained by scanning
through the eight system states and generating 6,561 images for the KL mode
decomposition. Now, we generate 60,000 images given random misaligned
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1 modes used 2 modes used 3 modes used 4 modes used 
5 modes used 6 modes used 7 modes used 8 modes used 
Figure 3.7: Residual error with modes 1 - 8 used in image reconstruction.
The reconstruction error decreases gradually as the number of
modes used increases.





















Figure 3.8: Reconstruction RMS pixel error using the first 10 modes.
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Table 3.1: NRMSE of measurement y1 to y7. Both training and test error are
computed to ensure the model is not overfitted.
NRMSE (‰) y1 y2 y3 y4 y5 y6 y7
Training set 3.26 5.51 4.05 3.97 4.18 1.05 1.06
Test set 3.27 5.54 4.10 4.07 4.27 1.05 1.06
states to train the measurement function. Two thirds of these images (40,000)
are used as our training set, and the remaining one third (20,000) as the test set.
We perform a nonlinear least squares fitting on the training set using the
Levenberg-Marquardt algorithm [61]. The nonlinear measurement model func-
tion h is learned to predict measurement y, computed as yˆ = h(x). Each nonlin-
ear function h j is a second order polynomial which maps the misaligned state x
to predict measurement yˆ, where j is the number of measurement from 1 to 7.
The error between the simulated and predicted measurements is e = yˆ − y, and






max y j −min y j . (3.10)
where i ranges from 1 to n for n points in the dataset. Table 3.4 shows the NRMSE
of the prediction on measurement 1 to 7. The NRMSE are calculated to ensure
the model does not suffer from overfitting.
We plot the histogram of error e as shown in Figure 3.9. The blue and red
lines are the best-fit normal distribution functions of the error distributions. The
more Gaussian the distribution of the error, the better our measurement model
performs in Kalman filtering. The error covariance matrix Rmodel is calculated as
Rmodel = eeT , (3.11)
and used as part of the measurement covariance matrix in Kalman filtering.
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Figure 3.9: Histogram of the residual e1 to e7 and their best fitted normal
distribution.
3.3.4 State Estimation and Control
Kalman Filtering
Our state space representation is
xk = Fkxk−1 + Bkuk + qk
yk = gk(xk) + rk ,
(3.12)
where the state transition matrix Fk and the control input matrix Bk are taken
to be identity matrices. The process noise qk is a zero mean Gaussian with co-
variance Qk, qk ∼ N(0,Qk). The observation function gk maps the misaligned
states xk to the measurement yk, and rk ∼ N(0, Rk) is the measurement noise. The
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observation function is modeled by nonlinear measurement function h learned
in section 3.3.3.
An iterated extended Kalman filter (IEKF) is used to estimate the misaligned
states. Extended Kalman filter (EKF) is an nonlinear version of Kalman filter
which approximates the mean and covariance of the current estimate using lo-
cal linearization of the nonlinear function. IEKF is a modified version of EKF
which takes multiple Gauss-Newton steps during each iteration[62]. The IEKF
algorithm is shown in Algorithm 1. The parameter imax is set to 100 steps and
αmin = 1 × 10−8.
Since our state transition (Fk, Bk) is linear, the nonlinear approximation only
occurs in the measurement update step where we calculate the Jacobian of non-
linear function h. UKF is also a nonlinear Kalman filter which uses unscented
transform to estimate Gaussian distribution. The mean and covariance of state
estimates are approximated by sigma points generated in the algorithm. The
general process of Kalman filtering is shown as the lower dashed block in Fig-
ure 3.2.
Simulation result
We generate process noise with covariance Qk and measurement noise with co-
variance Rmeas in the simulation. The processing noise is generated to model the
stages in the experiment and has standard deviation
σprocess = [0.005, 0.005, 0.005, 0.005, 0.04, 0.04, 0.04, 0.04]T .
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The measurement noise Rmeas is estimated by collecting many stationary images
at multiple position in the experiment, and has standard deviation
σmeasurement = [0.0029, 0.0082, 0.0050, 0.0219, 0.0354, 0.00025, 0.00026]T .
The total measurement noise covariance is Rk = Rmodel +Rmeas. The state estimate
and estimate covariance in Kalman filtering are denoted as xˆ and Pˆ. We imple-
ment an IEKF and a UKF given initial guesses of the state estimate xˆ0 and state
estimate covariance Pˆ0.
Figure 3.10 shows the RMS state residual plot of IEKF and UKF given ran-
dom control input in the simulation. The lines with blue diamond red circle
markers represent the IEKF and UKF estimation, respectively. Both IEKF and
UKF achieve approximately 6µm error in shift and 0.02 degree error in tip and
tilt. The lines with green square and magenta cross markers show the state
residuals with full state feedback (uk = −xˆk−1) after the 25th step in the IEKF and
UKF estimation. Instead of feeding back the state estimate as the control input,
we collect information by giving random inputs away from the center in the be-
ginning of the closed-loop process. The reason we need a random walk for our
system is to produce phase diversity which is not available using a single focal
plane image. The perturbation needs to be above a certain value to have diver-
sity for us to track the state, and the number of perturbations needed depends
on the initial guesses of the state estimate. The step at which we start feedback
is decided by the state covariance obtained in IEKF or UKF. We start full state
feedback after the state estimate covariance converges and remain stable for a
few steps.
In the simulation we are showing one of the worst cases where the state
residual decreases gradually. This indicates the initial misalignment is at a po-
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Figure 3.10: RMS state residuals of IEFK and UKF in the simulation.
sition from which our algorithm takes a long time to converges. In most of the
cases the residual will drop down quickly in the first 2-10 steps. 25 steps were
taken to get to a point where both our simulation and experiment have state
covariance converging to a stable value, for presenting our results.
Figure 3.11 shows the RMS standard deviation of state estimation using IEFK
and UKF in the simulation. The standard deviation is square root of each diag-
onal elements of the state estimate covariance matrix Pk in IEKF and UKF. The
lines with blue diamond and red circle markers represent IEKF and UKF esti-
mation, respectively. In the initial estimation-only phase, the uncertainty in the
state estimate can be seen to decrease rapidly in the first few steps. When we
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start feeding back the state estimate as a control input, the uncertainties become
more stable as shown by the green square and magenta cross marked lines.











































Figure 3.11: RMS standard deviation (STD) of state estimation using IEFK
and UKF in the simulation.
3.4 Experiment
3.4.1 Setup
Figure 3.12 shows the experimental setup. The input 635 nm laser beam is
passed through a customized collimator to produce a collimated beam as in
the simulation. A neutral density (ND) filter is installed after the collimator
to reduce the power of the laser beam. The moving lens A is placed after the
ND filter, and the moving lens B is placed 400 mm after lens A. The CCD cam-
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Table 3.2: List of components and devices in the experiment
Item Model Description
Collimator TC25FC-633 Beam diameter (1/e2): 4.67 mm
ND filter NE50B-A OD: 5.0
Lens A LB1945-A Focal length: 200 mm
Lens B LB1676-A Focal length: 100 mm
era is 212 mm away from lens B. Both lens A and B are mounted on motorized
tip-tilt and translation stages. The stages and CCD camera are connected to
a local computer which performs all data processing and can send actuation
commands to the stages. The CCD camera, laser source, and stages are listed
in Table 2.1. Table 3.5 shows the detailed information of the (Thorlabs) optical
components in the experiment. The experimental results are presented in the
next section.
Figure 3.12: Experiment setup of optical model shown in Figure 3.1. A
collimated laser beam passes through a ND filter, two moving
lenses A and B, and focuses on a CCD camera.
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3.4.2 Results
In this section we present the image reconstruction in the experiment and the
result of closed-loop control with Kalman filtering.
Experiment Image Reconstruction
Figure 3.13 shows the residual error after reconstructing a single experimental
image using the first eight KL modes derived in simulation. The correspond-
ing sum of RMS pixel errors are shown as the red line with square markers in
Figure 3.8. The sum of RMS errors shown is the average over 500 images with
random state inputs collected in the experiment. The reconstruction error in
the experiment has the same trend as a function of KL mode number as in the
simulation. The higher pixel error in the experiment is caused by the additional
noise sources in the system, such as variations in the laser source, imperfections
in the optics, and undamped vibrations in the lens stages.
State Estimation Result
In the experiment we give random input to the stages for the first 25 iteration
steps, and then feed back the full state estimate as the control input uk = −xˆk−1
from step 26 through 50. The state residual cannot be obtained in the experi-
ment since the true state is unknown. Figure 3.14 shows the stage position as a
function of iteration using the IEKF. Stages 1-4 correspond to state elements x1
to x4, and stages 5-8 are the tip and tilt stages driven by translation motors. We
decrease the process noise covariance matrix to Qk/4 from step 26 on as the noise
should be relatively small when the motor is moving in a small range. The stage
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Figure 3.13: Residual error of the reconstruction of a single images ac-
quired with the experimental setup shown in Figure 3.12.
positions converge to steady-state values as shown in Figure 3.14. The UKF ex-
periment has similar results to the IEKF in terms of stage position.
Figure 3.15 shows the initial and final experimental images, before and after
closed-loop control. The left image shows the subframe before the state feed-
back, and the right images is the subframe after the state feedback converges.
As expected, the image shifts to the center and becomes significantly more ax-
isymmetric after state feedback converges.
Figure 3.16 shows the RMS standard deviation of state estimation averaging
over 20 executions of the closed loop experiment. The lines with blue diamond
and red circle markers represent the IEKF and UKF estimation, respectively.
Similar to the simulation, the uncertainly drops down rapidly in the first few
steps. The STD of tilt estimate increases slightly when we start feeding back the
state estimates, but drops down gradually after a few steps.
Although the stage positions converge to stable values in a single test, the
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Figure 3.14: Stage positions from step 1 to 50 using IEKF. Stages 1-4 cor-
respond to the shift stages, and stages 5-8 are the tip and tilt
stages driven by translation motors.
final stable values vary somewhat between different runs. When the states are
close to zero it is likely to converge to a local minimum where the shifts, tip, and
tilt of the two lenses compensate with each other. Table 3.3 shows the standard
deviation of stage convergence value in 20 tests. The variance of the final con-
vergence values are of the same order. There is no evidence showing that UFK
outperforms IEKF on our system, and vice versa. This indicates that the local
linearization approximation in the IEKF is reasonable as UFK would capture the


















Figure 3.15: Experimental image before and after state feedback . The left
image shows the 300×300 subframe before the correction, and
the right image is the subframe after the correction. The inter-
section of the green lines represent the center of the camera.
Table 3.3: STD of stage convergence value in 20 runs. Both IEKF and UKF
are presented.
IEKF STD (mm) UKF STD (mm)
stage 1 0.0345 0.0335
stage 2 0.0394 0.0454
stage 3 0.0360 0.0344
stage 4 0.0189 0.0232
stage 5 0.1342 0.1163
stage 6 0.1092 0.0845
stage 7 0.1067 0.1469
stage 8 0.0897 0.1071
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Figure 3.16: RMS standard deviation of state estimate averaging over 20
experiments.
3.4.3 Discussion
The automated alignment algorithm described here has two fundamental steps:
1. Image processing and reconstruction, and 2. State estimation and control. In
the first step, the reconstruction error can be separated into the reconstruction
bias and the detector noise. The bias is denoted as (v¯i − c¯i) in section 3.3.2 and
is neglected in the calculations for this step since it does not have a direct effect
on the measurement error, and is considered as redundant information for cor-
recting the system. In contrast, the noise in the image will be projected together
with the image into the measurement y and becomes measurement noise (Rmeas)
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in the control and estimation step.
There are two additional error sources in the control and estimation step
which are the modelling error and the process noise (Qk). The modelling er-
ror includes the measurement function fitting error (Rmodel) and inconsistencies
between the simulated optical system and the experimental setup. The inconsis-
tencies can include both errors in component placement as well as unmodeled
effects such as thermal drifts, and these effects cannot be corrected with the cur-
rent implementation of Kalman filtering. The process noise (Qk) includes the
actuator repeatability, backlash, and stage hysteresis, etc. The overall experi-
ment error is a combination of all of these error sources. The uncertainty of
these factors results in the variation of the final stage position shown in Table
3.3. The less sensitive our lenses are to misalignment, the greater the variation
of the stage positions will be. Different local minima are found in various itera-
tions in the experiment. The variation of the pixel value between these iterations
has an average standard deviation ∼ 24 in a 216 dynamic range. The pixel with
the highest STD (∼ 600) occurs around the center of the each image.
Although z axis misalignments of lenses A and B are ignored in the current
model, the despace parameter (z axis) is important in optical alignment. The
component placement error might decrease if the z axis movement is included
in state variables. The movement corresponds to focus motion, and will oc-
cur mostly on axisymmetric KL modes such as Mode 3 (similar to defocus). A
nonlinear function mapping from the despace parameter to the weight of KL
modes can be learned. We expect the misalignment can be calibrated using an
IEKF as long as the modeled nonlinear function has good performance using the
local linearization approximation. If the learned measurement model function
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is highly nonlinear, we expect UKF will outperform IEKF, and should be used
for state estimation. The misalignment of the focus motions will be included in
future applications.
In simulation we have state residuals in multiple tests that show that the
method is able to correct the misalignment to below a certain threshold. How-
ever, the method utilizes only an on-axis point source, and does not consider
the alignment effects on optical aberrations across full FOV. Since many optical
instruments use wide FOVs, a particularly important set of future tests will be
to evaluate the effects of the variability of the final converged stage positions
on off-axis point sources and images of extended sources. To the extent that
this variability represents the insensitivity of the whole imaging system to this
level of misalignments, we would expect similar results for on-axis and off-axis
sources. However, if the different results actually represent truly different local
minima where the lenses compensate for each others’ misalignments in differ-
ent ways, then we may expect different levels of distortion throughout the final
image.
3.5 Observability and Stability
In this section we focus on the observability and stability analysis of our focal-
plane sensing and estimation method. We discuss the sufficient conditions for
error bounds, and the observability of a system with an underdetermined mea-
surement function.
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3.5.1 Boundedness of estimation error
Discrete-time nonlinear systems are described by the following equations, in-
cluding a discrete time state transition function and a discrete measurement
function
xk+1 = fk(xk,uk) + Gkwk (3.13)
yk = hk(xk) + Dkvk (3.14)
Assumption: There are positive real numbers a¯, g¯, c¯, d¯, p, p¯, q, q¯, r, r¯ > 0 such
that
‖F‖ ≤ a¯, ‖G‖ ≤ g¯, ‖H‖ ≤ c¯, ‖D‖ ≤ d¯ (3.15)
pI ≤ Pk+1|k (3.16)
Under the assumption, there are bounds w > 0 and v > 0 for the stochastic










≤ 2v I, (3.18)






such that the estimation error ek is exponentially bounded in mean square with
probability 1.
3.5.2 Nonlinear Observability
For any admissible input sequence (u0,u1, ...,uk−1) and initial state x0, a discrete-
time nonlinear system is observable if at x0 if the set of states indistinguishable
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from x0 contains only x0 [63]. A nonlinear system is locally observable if x0 can
be distinguished from its neighbors.
The local observability of a discrete nonlinear system can be evaluated using
























where nm and ns is the number of measurements and states. The nonlinear sys-
tem is weakly locally observable if matrixO is full rank. Nothing can be inferred
about the observability if the rank condition is not satisfied. The observability
matrix can be a function of the control input sequence (uk,uk+1, ...,uk+nm−1). If
the observability matrix is full rank and does not depend on the control input,
this means the system is observable at any input. The control effort could force
observability of unobservable dynamics.
3.5.3 Simulation
Here we extended the reconfigurable optical system in Section 3.2 to a 10 de-
grees of freedom model, where we introduce defocus misalignment for both
lens A and B.
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PCA decomposition
Figure 3.17 shows the KL modes from the decomposition in a 10 degrees of
freedom system. The weightwi and be obtained by projecting the image to mode
mi where i ∈ {0 · · · 9}. Mode m7 to m9 are very likely to be dominated by noise,
and consequently, we do not include weight w7 to w9 in the measurements. An
extra mode obtained in the 10 degrees of freedom is the
Figure 3.17: PCA decomposed modes in a 10 degrees of freedom system.
Training set visualization
We collect 5000 images with random 10 DOF misalignments in Zemax as our
training set. Figure 3.18 show the visualization of the KL weights w0 to w6, and
image center Cx and Cy. As shown in the figure most of the measurements have
low correlation except for w0, w1, and w4.
Figure 3.19 show the scatter plot matrix between the states and the measure-
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Figure 3.18: Autocorrelation of the measurement data in training set.
ments. The states in the figure are the decenters (sAx , sAy , sBx , sBy ), tip-tilts (tAx , tAy , tAx ,
tBy ), and defocus (dAz , dBz ). Modes w2 and w3 are sensitive to tip and tilt misalign-
ment since they are astigmatism related modes. Modes w5 and w6 are comma
related modes which is sensitive to both decenter and tilt. The center positions
Cx and Cy are sensitive to the decenter of the lenses. w0, w1, and w4 are mainly
affected by the defocus of the lenses.
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Figure 3.19: Scatter plot matrix between misalignment and measurement
in training set.
Goodness of fit and error distribution
We use a multivariable polynomial regression (from 2 to 4 degree) to fit a model
of measurement function h. Figure 3.20 show the goodness of fit on a test with
2000 images. The result show R-squared values greater than 0.99. Figure 3.21
shows the error distribution of the test set. Since the model and shows low
error in each measurement and close to normal distribution, we analysis the
observability of the system based on the learned model and include the model


















































Figure 3.20: Goodness of fit of the measurement model on the test test.
Figure 3.21: Error distribution of the test set
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Control input driven observable system
We assume the state transition function is
fk(xk,uk) = Ix + uk, (3.21)
where I is an identity matrix with size ns and we have control over the change of
the state. The proposed system is controllable and we focus on the observability
analysis. We assume the polynomial model is sufficiently good and use it to
determine the observability of the 10 degrees of freedom system. We plot w0, w1,
and w4 together in a 3D space since they show high correlation in Figure 3.18.
As shown in the 3D plot Figure 3.22 the data points spread out on a polynomial
line. This indicates that using all those modes as measurement does not improve













Figure 3.22: 3D visualization of measurements w0, w1, and w4.
These three modes mostly affect the estimation of the defocuses dAz and dBz .
Note that including w1 and w4 can improve the overall estimation if the noise is
uncorrelated and the noise covariance matrix Rk in the estimation process prop-
erly weights each measurement. The improvement using all three modes under
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the assumption will be shown later in the closed-loop simulation. One can also
project these three measurements onto the principle plane in Figure 3.22 and use
the projected component as the measurement. These different approaches will
lead to the same system observability rank condition. To simplify the analysis
we use the major modes w0 as one of the measurements for the observability
analysis and remove mode w1 and w4. As a result, we analyze a system with 7
measurements and 10 unknown states in the simulation.
To determinate the observability of the system we check the rank condition
of the O matrix in Equation 3.20. Here we construct an nmns by ns matrix O
where nm = 7 and ns = 10. We say the system is locally weakly observable if the
observability matrix O ∈ R70×10 is full rank. Under the assumption of Equation
3.21 the Jacobian ∂ f
∂x in Equation 3.20 is the identity matrix I. This indicates that
we can only make the system observable by adding control inputs, which force
xk, xk+1, ..., xk+nm in Equation 3.20 to have different values.
We can generate a random walk control input which force the observability
matrix O to be full rank, and the rank condition can be check in the process. In
fact, only two control input steps is needed to make rank(O) = ns since the matrix




T is full rank when xk and xk+1 have
different non-zero values. However, checking the observability rank condition
only gives us a yes or no answer instead of the degrees of observability and
unobservability. Moreover, The rank condition of the observability matrix O
may not yield a correct result if the when it is close to the singularity.
The calculation of the matrix condition number provides a more accurate
measure of the observability [65]. We use the inverted formula of the condition
61




where λmin(·) and λmax(·) represent the minimum and maximum singular value
of OTO. ζ = 0 means no observability and ζ = 1 indicates full observability.
We compute the average the observability index of the random walk pro-
cess at different ranges. The random walk value of the ith state is a uniform
distribution xi ∈ [−δi, δi], where
δ = cs · [0.4, 0.4, 0.4, 0.4, 4, 4, 4, 4, 2, 4]T . (3.23)
cs is the scale of the random walk. δ1 to δ4, δ9 and δ10 are in the unit of millimeter
(mm), and δ5 to δ8 are tip-tilts in degree (°). Figure 3.23 show the relationship
between the scale cs and the observability index ζ. Each label in the figure is an
average of 500 tests using Equation 3.22. The center red line indicates the me-
dian, and the top and bottom edges of the box are the 25th and 75th percentiles.
The whiskers extend to 1.5 interquartile range (IQR) away from the edges of the
box, and the data outside this range are consider outliers plotted individually
using red dots. The result shows that the system is less observable when ap-
proaching zero misalignments. With 10 degrees of freedom we can get better
estimation when the system is away from the perfect alignment position.
Closed-loop estimation
Our system meets the assumption in Section 3.5.1. In the closed-loop simulation
the given initial error, process noises, and measurement noises satisfy the limits
in Equation 3.17 to 3.19. Figure 3.24 shows the error of the decenter estimates
with random walk at cs = 1. The estimation error is at the order of 1-10 µm.
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Figure 3.23: Observability index ζ at different random walk scales cs.
Figure 3.25 shows the error of the tilt estimates of the same test, and the order
of the estimation error is 0.01-0.1 degree. Both of these behave similar to the 8
degrees of freedom system.

















Figure 3.24: Absolute error of decenter estimates in the simulation.
Figure 3.26 shows the extra defocus degrees of freedom in this simulation.
Here we simulate with both nm = 7 and nm = 9. As mention in the previous
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Figure 3.25: Absolute error of tilt estimates in the simulation.
section, adding more measurement can improve the overall estimation if the
noise is uncorrelated and the noise covariance matrix Rk is properly selected.
We can see in Figure 3.26 that both dAz and dBz have smaller error when all 9
measurements are used.

















Figure 3.26: Absolute error of defocus estimates in the simulation.
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After obtaining the state estimate xˆk at each step, we compute the control
input uk = −Lxk, where L is the optimal gain matrix. L is chosen to minimize





xTk Q¯xk + u
T
k R¯uk, (3.24)
where Q¯ is the weighted matrix of the states, and R¯ is the weighted matrix of
the control input. The Q¯ is chosen to be five times larger than R¯ since the range
of our control input does not cause actuator saturation. The computed optimal
gain L is a time-invariant diagonal matrix.
Figure 3.27 and Figure 3.28 shows the RMSE of decenter and tilt estimates
with and without LQR feedback in the simulation. This is simulated under
the assumption that the variance of process noises remain the same regard-
less the magnitude of the control inputs. The residual starts increasing when
the feedback correction is initiated. This is because the observability index de-
crease when the misalignments approaches zeros, and the process noise accu-
mulated over time. Figure 3.29 show the defocus residual which does not di-
verge when the feedback starts. This is because the defocus related measure-
ments is non-symmetric around zero misalignments and it results in observable
defocus states. Figure 3.30 shows the state estimate error covariance of the filter
process. Similar to the state residuals, the uncertainly of the decenters and tilts
increases when the feedback correction starts.
We assume that the process noise variances scale with the magnitude of the
control input. Under this assumption the state residuals will not diverge during
the feedback correction as shown in Figure 3.31 and Figure 3.32. Figure 3.33
shows that defocus states behave similar to the previous case. Figure 3.34 shows
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Figure 3.27: RMSE of decenter estimates with and without LQR feedback
in the simulation.














Figure 3.28: RMSE of tilt estimates with and without LQR feedback in the
simulation.
that the error covariances are stable under the assumption. Figure 3.35 shows
the true misalignment status of each state from a few steps before the feedback
to the end of the process. The states starts converging to zero misalignments
when the feedback correction starts, and remain stable after the correction.
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Figure 3.29: RMSE of defocus estimates with and without LQR feedback
in the simulation.
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Figure 3.30: The diagonal component of the error covariance matrix in the
simulation. Pii represent the variance estimate of the ith state.
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Figure 3.31: RMSE of decenter estimates with and without LQR feedback
in the simulation. Assuming the process noise variance scales
with the magnitude of the control input.















Figure 3.32: RMSE of tilt estimates with and without LQR feedback in the
simulation. Assuming the process noise variance scales with
the magnitude of the control input.
68

















Figure 3.33: RMSE of defocus estimates with and without LQR feedback
in the simulation. Assuming the process noise variance scales
with the magnitude of the control input.
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Figure 3.34: The diagonal component of the error covariance matrix in the
simulation. Pii represent the variance estimate of the ith state.




















































Figure 3.35: True misalignment states in the simulation.
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3.6 Application to an Off-axis Parabolic Mirror Alignment
In this section we extended the method to a reflective system using an off-axis
parabolic mirror (OAP). The light rays coming from a point source located at
the focal point of the OAP are all reflected parallel to the vertical axis of the
parabola. OAPs are widely used in optical systems, including, scanning micro-
scopes, digital holographic systems, and space telescopes, because of the unique
properties. OAPs are ideal for focusing and light collection in a scanning mi-
croscope, such as confocal microscope [66] and scanning electron microscope
(SEM) [67]. OAPs can be used to project floating images of formed by a spatial
light modulator (SLM) [68]. The OAPs in these systems are usually the most
sensitive to misalignment compared to other optical elements. An efficient au-
tomated alignment method can greatly decrease the aberration effects in the
system, and increases the flexibility of the optical system. For example, it can
be used for adjusting the distance between the sample and the OAP to find the
best focal point.
3.6.1 Off-axis parabolic mirror optical model
In this section we describe the overall control and estimation process of our
optical system. Figure 3.36 shows the optical model and the closed-loop control
system. The upper dashed block (plant) is the optical model. A diverging source
is reflected by the misaligned OAP and is focused on a camera. The goal is to
self-align the OAP which has 5 degrees of freedom - decenter along x, y, and z
denoted by Dx, Dy, Dz, and tip and tilt along x and y-axis which is denoted by Tx,
and Ty. We assume the rotation along z-axis is aligned (Tz = 0). The state vector
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of the control system is
x = [Dx,Dy,Dz,Tx,Ty]T . (3.25)
The discrete state space representation of the system is
xk = Fxk−1 + Buk + qk
yk = h(xk) + rk ,
(3.26)
where the state transition matrix F and the control input matrix B are taken to be
identity matrices. The process noise qk has a zero mean Gaussian distribution
with covariance Qk, qk ∼ N(0,Qk). The observation function h is a nonlinear
function which maps the misaligned states xk to the measurement yk, and rk ∼
















Figure 3.36: Optical model and control system. The upper dashed block
represent the plant, and the lower dashed block is the Kalman
filter.
The images captured from the camera are sent to a computer and go through
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an image processing algorithm, from which the measurement y is obtained. The
measurements and the previous command inputs are sent to the Kalman filter.
The lower dashed block in Figure 3.36 represents the Kalman filter, which in-
cludes state transition matrix F, control input matrix B, and nonlinear measure-
ment function h. The state posteriori xˆ and state estimation covariance P are
updated given the measurement residual and the computed Kalman gain Kk.
The next command input uk can be obtained given the state estimate and the
gain L computed using linear-quadratic regulator (LQR).
We use ZEMAX to simulate images with misalignment parameters. In the
prescription in ZEMAX, the collimated beam is initially focused by the first lens
with focal length 100 mm as shown in Figure 3.37. The beam starts to diverge
after the first lens’s focal point, and incident on the 90° OAP with reflected focal
length 152.4 mm. The light reflected by the OAP is then focused by the second
lens with focal length 150 mm to the camera.
Figure 3.37: Simulated optical system in ZEMAX. The collimated beam
passes through the first lens, reflected by the OAP, and fo-
cused by the second lens to a camera.
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3.6.2 Simulation
The Gaussian center Cx and Cy, together with the weights of K-L modes w1, w2,
and w3, normalized by weight w0, are used as the measurements. The measure-














K-L mode 0 K-L mode 1
K-L mode 2 K-L mode 3
Figure 3.38: First 4 K-L modes obtained from PCA decomposition.
Image Noise
In the simulation we consider shot noise and CCD read noise [69]. The shot
noise is caused by the random arrival of photons, and the arrival in a given
time period is a Poisson distribution. The on-chip sources of noise that affect
the measurement is the CCD read noise. CCD read noise can be expressed as
a Gaussian distribution. We add Gaussian and Poisson image noise to 2000
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simulated images. Both types of image noise result in a Gaussian distribution
measurement noise in y. The error between the noisy and noise-free measure-




max (enoise, j) −min (enoise, j) , (3.28)
where j represents the jth measurement. Figure 3.39 shows the scaled mea-
surement error distributions of those images. We can see the error distribution
of measurements y1 to y5 are close to normal distribution. As a result, we can
model this measurement noise as white noise in Kalman filtering. The error
covariance of the image noise is represented by matrix Rsensor.














Figure 3.39: Scaled measurement error distribution of the 2000 simulated
images with Gaussian and Poisson noise. Random misaligned
states are given in the simulation.
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Measurement Function
We collect training and test image sets by giving random misalignments in ZE-
MAX. We visualize the relationship between the state variables and the mea-

























































where y1 to y5 are the measurement, x1 to x5 are the states, and c
j
k is the jth
coefficient of measurement k. We perform a nonlinear least squares fitting on the
training set (5000 images) using the Levenberg-Marquardt algorithm [61]. The
coefficients c jk are found, and the nonlinear measurement function h is learned
to predict measurement y, computed as yˆ = h(x).
The error between the simulated and predicted measurements is e = yˆ − y.
Figure 3.40 shows the distribution of the scaled measurement error eSj =
e j/(max e j −min e j) on the test set (5000 images). As the image noise error distri-
bution in Figure 3.39, the model error distributions are close to normal distribu-
tion and can be treated as white noise in Kalman filtering. We can compute the
error covariance of the measurement model h as
Rmodel = eeT , (3.30)
and is used as part of the measurement covariance matrix R in Kalman filtering.
The normalized root-mean-square error (NRMSE) are calculated as
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Figure 3.40: Scaled measurement model error distribution of 5000 images
in the test set. Random misaligned states are given in the sim-
ulation.
Table 3.4: NRMSE of measurement error e1 to e5. Both training and test
error are computed to ensure the model is not overfitted.
NRMSE (%) e1 e2 e3 e4 e5
Training set 0.07 0.24 1.10 1.35 0.99






max y j −min y j . (3.31)
where i ranges from 1 to n for n points in the dataset. We compare the NRMSE
between the training set and the test set (as shown in Table 3.4) to ensure the
model is not overfitted.
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Nonlinear Kalman filtering and observability
Since our state transition is linear, the nonlinear approximation only occurs
in the measurement update step. The total measurement noise covariance is
R = Rmodel + Rsensor. Rmodel and Rsensor are the model function error covariance
and image noise covariance discussed in Section 3.6.2 and 3.6.2. The nonlinear













































where xi, j is the the ith state at step j. The observability matrix is always full
rank (rank(O)=5) at any initial conditions given the coefficients learned in Sec-
tion 3.6.2. The Kalman estimation together with LQR feedback is used to correct
the misalignment.
Simulation Result
In the simulation the state residual is computed as x˜ = xˆ − x. Figure 3.41(a) and
3.41(b) show the decenter and tip-tilt state residuals respectively. IEKF estima-
tion achieves approximately 1 µm error in decenter states Dx, Dy, and Dz. Figure
3.41(b) shows that it achieves around 2 arcsec error in tip-tilt states Tx and Ty
after few steps.
The standard deviation is square root of each diagonal elements of the state
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Figure 3.41: State residuals of decenter and tip-tilt using IEKF. IEKF esti-
mation achieves approximately 1 µm and 2 arcsec errors in
decenter and tip-tilt state respectively.
estimate covariance matrix Pk in IEKF simulation. This is the uncertainty of our
state estimate given by the Kalman filter. Figure 3.42 shows that the uncertainty
in the state estimate decreases rapidly in the first few steps.
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Figure 3.42: Standard deviation of the state estimate of decenter and tip-
tilt using IEKF in the simulation.
3.6.3 Experiment
Setup
Figure 3.43 shows the experimental setup which has the same layout as Figure
3.37. The 635 nm laser beam passes through a customized collimator to produce
a collimated beam. A neutral density (ND) filter is installed after the collimator
to reduce the power of the collimated beam. The first lens is placed 100 mm after
the ND filter, and the OAP is placed approximately 250 mm after the first lens.
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The beam is reflected by the OAP and passes through the second lens, which
is placed 100 mm away from the OAP. The CCD camera is 155 mm away from
second lens. Both lenses hard mounted on the table, and the OAP is mounted
on motorized tip-tilt and translation stages. The stages and CCD camera are
connected to the computer which performs all closed-loop control processes,
and can send actuation commands to the stages. Table 3.5 shows the detailed










Figure 3.43: Experiment setup of optical model. The optical system after
the ND filter is setup as the ZEMAX simultion shown in Fig-
ure 3.37. The detailed information of the optical components
and devices are listed in Table 3.5.
Results
In the experiment we need to estimate the process noise and measurement
noise covariance matrices. The process noise is estimated given the specifica-
tions of the motorized stages. The standard deviation of the process noise is
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Table 3.5: List of components and devices in the experiment. The optical
components, stages, and laser are from Thorlabs.
Item Model Description
Collimator TC25FC-633 Diameter (1/e2): 4.67 mm
ND filter NE50B-A OD: 5.0
Lens (first) LB1676-A Focal length: 100 mm
OAP MPD169-P01 Focal length: 152.4 mm
Lens (second) LB1437-A Focal length: 150 mm
[0.005, 0.005, 0.005, 0.04, 0.04]T . The process noise covariance matrix is an di-
agonal matrix, where the diagonal elements equal to the square of the stan-
dard deviations. The measurement noise covariance R = Rmodel + Rsensor. Rmodel
is the same as the one discussed in Section 3.6.2. Rsensor is obtained experi-
mentally in the lab. We collect many stationary image sets at multiple stage
positions in the experiment, and compute the standard deviation of of each
data set to find the average standard deviation of the measurement as σsensor =
[0.33, 0.44, 0.73, 1.05, 0.82]T × 10−3. Rsensor is a diagonal matrix with the square of
the standard deviation as its diagonal elements. With the estimation of the noise
covariance matrices, the Kalman filter can be executed to update state estimates
in the closed-loop control system.
Since the actual state is unknown in the experiment, we examine the per-
formance from the measurements and the stage positions. In a perfectly aligned
system we expect the spot shits to the camera center and have zero K-L weights.
This is corresponding to measurement y = 0. Figure 3.44(a) and 3.44(b) show
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the center positions and the K-L weights for the first 20 steps in the experiment
respectively. Both plots show the measurements converge close to zero. The
Gaussian centers Cx and Cy approach zero quickly in the first few steps. The
K-L weights approach zero gradually and have relatively larger bias in the end.





































Figure 3.44: Measurements in the experiment. (a) Gaussian position mea-
surements in the experiment. (b) K-L weights measurements
in the experiment.
Figures 3.45(a) and 3.45(b) show the translation and tip-tilt stage positions of
the same experiment as Figure 3.44. All the stages approach steady-state values
gradually. We shift the stage position value by the steady-state values (step
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50) of each stage for visualization purpose. Figure 3.46(a) and Figure 3.46(b)
show the image before and after this run. The images at the left are captured in
global frame (1000 × 1000 pixels), and the images at the right are the subframes
(200 × 200 pixels) which are interpolated around the Gaussian center Cx and
Cy. The intersection of the green dot-dashed lines in the global frame represent
the center of the camera, and the one in the local frame represents the Gaussian
center. After the closed-loop self-aligning process, the spot shifts to the camera
center and become axial-symmetric.








































Figure 3.45: Stage position in the experiment. (a) Position of translation
stages. (b) Position of tip-tilt stages.
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Global Frame Local Frame
(a)
Global Frame Local Frame
(b)
Figure 3.46: Image before and after the self-aligning process in the experi-
ment. The images at the left are captured in global frame, and
the images at the right are the subframes which are interpo-
lated around the Gaussian centers. (a) before. (b) after.
The stage positions converge to steady-state values in a single test, but the
final values vary in between different runs. We rerun the experiments for 100
times with different initial misalignment parameters, and examine the standard
deviations of the final stage positions of all runs as shown in Table 3.6. Table 3.7
shows the means and standard deviations of the final measurements of the 100
tests. The mean of the measurement represents the bias in these experiments
and the standard deviation shows the precision in between runs.
The self-aligning method can be separated into two steps: 1. Image pro-
cessing. 2. State estimation and control. In the image processing step we use
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Table 3.6: Standard deviations of the final stage positions of 100 tests with







Table 3.7: Means and standard deviations of the final measurements of 100
tests with different initial misalignment parameters.
Measurement Final value
Cx 0.62 ± 1.80 µm
Cy −0.06 ± 1.34 µm
w1/w0 0.07 ± 1.14 (×10−3)
w2/w0 −1.55 ± 1.87 (×10−3)
w3/w0 0.16 ± 1.84 (×10−3)
Gaussian fitting and PCA projection to find the measurements. K-L modes ob-
tained given misalignment parameters are similar to low order Zernike modes.
K-L mode 2 corresponds to the defocus mode, and K-L mode 1 and 3 are related
to astigmatisms. Coma related K-L modes are also found but not included as
measurements in the control system. K-L modes can better describe the effects
of the states than Zernike modes because they are decomposed directly from
the misaligned optical system. Moreover, Zernike modes are not ideally suited
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for projecting elliptical spots onto rectangular grids.
In state estimation and control, the nonlinear Kalman filter and LQR suc-
cessfully estimate and correct the misalignments. In the simulation we show the
convergency of the state residuals after the closed-loop control. The state resid-
uals cannot be examined in the experiment since the actual states are unknown.
We show the convergency of the measurements in the experiment, and present
the uncertainly of the states and measurements in between 100 tests. The de-
viation in between these tests is caused by several factors. The obvious one is
the error in the nonlinear estimation. The process noise and measurement noise
are discussed. The measurement noises include image noise and measurement
model function error. The process noise are actuator repeatability, backlash, and
stage hysteresis. The other possible effect is thermal drifts which is nonlinear
and not modeled in this paper. The bias in the measurement is possibly caused
by the slight misalignments of other components in the system.
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CHAPTER 4
AMPLITUDE AND PHASE RETRIEVAL WITH SIMULTANEOUS
DIVERSITY ESTIMATION USING EXPECTATION MAXIMIZATION
4.1 Introduction
We introduce various wavefront sensing and phase retrieval methods in Section
1.1 and 1.3. In the chapter an dual estimation framework for simultaneously
reconstructing the wavefront and focus diversity is discussed. Algorithms in-
cluding expectation-maximization (EM), dual, and joint Kalman estimation are
widely used for estimating the state of a dynamic system and the model param-
eters simultaneously.
Dual estimation problems are very common in phase retrieval applications.
The input object and optical aberrations can be jointly estimated using phase
diversity [70]. A nonlinear optimization approach is used to jointly optimize
over the object, the illumination beam, and the translation parameters [71]. The
alternating minimization approach is used in phase recovery and source recov-
ery [72, 73]. A conjugate-gradient nonlinear optimization is used in field re-
trieval with hard-edged and uniformly illuminated apertures. The unknown
field and system parameters, including the focus distance and transverse shifts,
are estimated by minimizing a weighted normalized mean-squared error met-
ric [74]. The unknown continuous parameters of discrete optical propagation
in phase retrieval algorithms can also be estimated using a gradient derived
from algorithmic differentiation method [75]. The OPRA (OTF-based Phase Re-
trieval Analysis) package used on the Gemini South adaptive optics system for
estimating wavefront aberration can simultaneously estimate the defocus and
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plate scale parameters [76]. Many existing adaptive optics research and soft-
ware also solve joint estimation problems along with phase retrieval algorithm
[8, 77, 78].
Here we intend to retrieve the amplitude and phase of a wavefront while es-
timating the position of the moving lens used for generating phase diversity. We
use an expectation-maximization (EM) algorithm with Kalman smoothing [79]
for this dual estimation problem. The goal is to estimate the unknown hidden
states in the E-step, and optimize the likelihood over the parameters given the
observation in the M-step [80]. We treat the input field as the set of unknown
parameters in the M-step and estimate the lens position, which involves intro-
ducing the control input as a hidden state in the Kalman smoothing (E-step).
4.2 Optical Model and Propagation
Figure 4.1 shows a schematic of the optical system with a moving lens. The
input complex wavefront to be estimated is U1(x, y), where x and y are the
spatial coordinates perpendicular to the optical axis. U1(x, y) can be written
as A1(x, y)eiΦ1(x,y), where A1 and Φ1 are the field amplitude and phase, respec-
tively. The distance between the unknown wavefront and the lens is l1, and
the distance from the input field to the camera is lc. The wavefront at the fo-
cal plane is U2(x, y) = A2(x, y)eiΦ2(x,y), and the wavefront reaching the camera is
U3(x, y) = A3(x, y)eiΦ3(x,y). The data set to be operated on is generated by record-
ing intensities I(x, y) = |U3(x, y)|2 at the focal plane while moving the lens to
different positions. The unknown input wavefront U1(x, y) is then reconstructed












Figure 4.1: Optical model for recording multiple defocused images. The
data set is generated by recording intensities at the focal plane
while moving the lens to different positions. The unknown in-
put wavefront is then reconstructed from these intensity mea-
surements.
In this chapter the simulation and on bench experiment are conducted in
near-field region where the Fresnel and angular spectrum propagation are used.
However, the same algorithm can be apply on other optical Propagation as long
as the forward and backward propagation formula can be derived. The de-
tail formulas of propagation using Fourier optics are described in Appendix
B. The derivation assumes scalar diffraction theory and shows the Rayleigh-
Sommerfeld, Fresnel, and Fraunhofer approximations.
The optical propagation of this system is separated into two steps. The input
field is propagated all the way to the focal plane, then the angular spectrum
method is used for propagation from the focal plane to the camera [74]. When
the input field is placed a distance l1 before a lens with focal length f the optical
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where F {} denotes Fourier transforms, fX and fY are spatial frequencies, λ is the
wavelength and k = 2pi/λ is the wavenumber [81]. We fix the distance between
the input field and the camera to lc. Given in the lens position l1 we can compute
the distance between the focal plane and the camera l3 = lc − f − l1. The angular
spectrum propagation from the focal plane to the camera can be written as
U3(x, y) = F −1
{
F {U2(x, y)}H( fX, fY)}. (4.3)
The transfer function H( fX, fY) is given by








One can also propagate from the input field to the image plane in one step
using the chirp-Z transform [83] or the matrix multiply transform [84]. In the
simulation we use λ = 1 µm, f = 600 mm, lc = 4 f and 4 mm for both the height
and width of the input field. The size of the input field is N × N for N = 256 in
the simulation.
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4.3 Amplitude and Phase Retrieval Algorithm
We use FPl1 and BPl1 to represent the forward and backward propagation be-
tween the input field and the image plane. Since the distance between the input
field and the camera is fixed, the subscript l1 determines the moving lens posi-
tion in the optical system. Figure 4.2 shows the flowchart of the phase retrieval
algorithm. We record n intensity images Ik, where k = 1, ..., n, at the image plane.
Each measurement is obtained after moving the lens a distance ∆l1 away from
the previous measurement.
The phase retrieval algorithm starts with an initial guess of amplitude A1,0
and phase Φ1,0. We compute the complex field A3eiΦ3 at the image plane by
forward propagating the initial guess. The amplitude A3,k is replaced by the
recorded amplitude
√
Ik, then the updated output image
√
IkeiΦ3,k is backward
propagated to obtain the updated input field A1,keiΦ1,k . We compute the input
field estimate Uest = AesteiΦest by averaging over all the updated input fields 1 to
n, then pass it as the initial guess of the input field in the next loop.























Figure 4.2: Flowchart of the iterative amplitude and phase retrieval algo-
rithm.
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4.3.1 Simulation and error metric
The number of measured intensities n and the sequential measurement distance
∆l1 affect the performance of the iterative APR. The rate of convergence in-
creases with increasing number of measurements when ∆l1 = 50 mm. The input
complex field in the simulation is an object with a binary mask and a phase of a
combination of 10 Zernike terms. The phase contains Zernike terms from Noll
index 4 to 13 with random coefficients [85]. Figure 4.3(a) and 4.3(b) show the
binary mask and the phase of the input field respectively. Figure 4.4 shows the
intensity measurements at the image plane. The reconstructed field might be
multiplied by a constant phase relative to the original field since the algorithm
is insensitive to constant phase offset [86]. We compute the mean-squared-error









∣∣∣Uest(x, y) exp ( jφc) − U1(x, y)∣∣∣2 , (4.5)
where φc is a constant phase. Figure 4.5 shows the MSE of the estimated input
field using iterative APR algorithm with n intensity measurements, where n =
4, 6, 8, 10. The rest of the simulations use n = 10 since its rate of convergence
outperforms the others. The reconstructed amplitude using 10 measurements is
shown in Figure 4.3(c), and the reconstructed phase scaled by the amplitude is
shown in Figure 4.3(d).
4.3.2 Effect of focus diversity error
The iterative APR reconstruct the complex field satisfactorily without the posi-
tion error of the moving lens. In practice, the reconstruction result in such sys-




















































Figure 4.3: Input and estimated fields in the simulation: (a) binary mask
of the input field, (b) phase of the input field, (c) reconstructed
amplitude, (d) reconstructed phase, (e) reconstructed ampli-
tude with position error σ = 1.0%, and (f) reconstructed phase
with position error σ = 1.0%.
Figure 4.4: Simulated intensity measurement at the image plane.
model the position error of the moving lens by adding a Gaussian distributed
noise with a standard deviation σ to the sequential control input. The lens posi-
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Figure 4.5: MSE of the estimated input field using iterative APR algorithm
with n intensity measurements, where n = 4, 6, 8, 10.
tion of the kth measurement is l1,k = l1,k−1+∆l1+vk−1, where v ∼ N(0, σ). Figure 4.6
shows the MSE of the estimated input field using iterative APR algorithm with
and without position error. The standard deviation σ is presented as a percent-
age with respect to ∆l1. The reconstruction result degrades rapidly as the the
process noise of the moving lens increases. Figures 4.3(e) and 4.3(f) show the
reconstructed amplitude and the reconstructed phase scaled by the amplitude
when σ = 1.0%. In the next section we present the idea of using EM algorithm
and Kalman smoothing for position estimation of the lens.
4.4 Expectation-maximazation Algorithm and Kalman Smooth-
ing
The expectation-maximization (EM) algorithm is an iterative method to find
maximum likelihood estimates of parameters from data set with hidden vari-
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Figure 4.6: MSE of the estimated input field using iterative APR algorithm
with and without position error. Standard deviation σ is pre-
sented as a percentage with respect to ∆l1.
ables [87]. The EM algorithm alternates between the steps of guessing proba-
bility distributions of hidden variables given the current model (known as the
E-step) and re-estimating the model parameters using these probability distri-
butions (known as the M-step) [88]. This has been applied to linear and nonlin-
ear stochastic state-space models where the states are hidden from the observer
and need to be estimated with the parameters of the model simultaneously [89].
In a nonlinear dynamical system an extended Kalman smoother can be used to
estimate the state in the E-step, while an optimization is performed in the M-
step to re-estimate the model parameters using these uncertain state estimates
[80].
We use an extended Kalman smoother (EKS) for estimation of the lens po-
sition in E-step. The EKS process includes a forward filtering (EKF) and a
backward smoothing step [90]. The iterated extended Kalman filter (IEKF) is
used for the forward filtering pass. The prior and posterior state estimates and
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covariances from step 1 to n are stored during the forward filtering process.
The Rauch-Tung-Striebel (RTS) smoother [91] which utilizes the stored values
is used in the backward smoothing pass. Figure 4.7 shows the schematic of
EM algorithm with Kalman smoothing. The EKF takes control input, estimated
complex field from the M-step and recorded intensity as inputs and outputs
state estimates. Both the state, covariance estimates and their priors are stored
during the forward filtering pass, and then sent to the RTS smoother to find the
final state estimate. The final state estimate is used in the APR algorithm in the
next EM step.
In this problem we treat the input field U as unknown parameters to be es-
timated in the M-step, and the lens position l1 as the latent variable assuming
the sequential control inputs preserve Markov properties. We iterate over the
E-step and M-step NEM times with the recorded intensities Z = {I1, I2, ..., In} as
the observations. In the M-step the iterative APR algorithm is used to obtain
the estimated input field as shown in Figure 4.7. The goal is to maximize the




Pr (Z|q(t)1 , q(t)2 , ..., q(t)n ,U), (4.6)
where t = 1...NEM is the step in the EM algorithm. q(t)m is the distribution of the
state estimate which is Gaussian with a mean and variance obtained in Kalman
smoothing, where m = 1...n is the index of each successive image taken (the
recorded intensity values). Instead of training the entire M-step every iteration
in the EM algorithm, which might be quite time consuming, we execute NAPR
loops in the iterative APR algorithm in between the E-steps.
In the E-step we obtain the estimated l1 positions at which we record the
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Figure 4.7: Schematic of expectation-maximization algorithm with
Kalman smoothing. EKF takes control input wk, estimated
complex field Uest from the M-step and recorded intensity zk
as input. Both the state and covariance estimates (lˆ1,k, Pk) and
priors (l¯1,k, P¯k) are stored during the forward filtering pass, and
then sent to the RTS smoother to find the final state estimate
l∗1,k. The final state estimate is used in the APR algorithm in the
next EM step.
intensities using Kalman smoothing. The distribution of l1 is estimated given
the current measurements and the previous estimation of the input field (Uest)
q(t) = Pr (l1|Z,U(t−1)), (4.7)
The complex field at the image plane can be computed as U3 = FPl1,k{U1}. We
rewrite the complex field U3 as a raster-scanned complex column vector ul1,k .
The state space representation in Kalman smoothing can be written as
l1,k+1 = f (l1,k,wk) + vk = l1,k + wk + vk




where k represents the kth step Kalman smoothing, wk is the control input at the
kth step, and zk is the intensity measurement Ik in vector form. vk and rk are
the process and measurement noise at the kth step, and (·)∗ denotes the complex
conjugate of a vector. f and h are the state transition and nonlinear measure-
ment functions, respectively. The Kalman gain Kk in Figure 4.7 can be computed
with the Jacobian of f and h, the noise covariance matrices and state prior. Fi-
nally the Covariance-based fixed interval RTS smoother is used for the smooth-
ing process. The details of the computation in EKF and RTS smoother can be
found in [47] and [92].
The process noise covariance is σ2, and the measurement noise covariance
is a diagonal matrix Rk. Rk includes not only the intensity measurement noise
but also the error of the input field estimation in the M-step which is carried to
the E-step. We simplify the problem by assuming that the error is independent
among all pixels and they all have the same covariance σ2R. This tends to over-
estimate the covariance of the pixels with lower intensity values. However, a
higher covaraince matrix tends to increase the gain of the state estimation in the
Kalman filter, and results in a better input field prediction after many EM steps.
4.5 Simulation
4.5.1 Phase Retrieval Result
We set NAPR = 20 and NEM = 10, then simulated the EM algorithm with Kalman
smoothing (EM-KS) using the same input field and initial conditions as in the
iterative APR. Figure 4.8 shows the result of the EM algorithm compared to the
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iterative APR when the position errorσ = 1.0%. The final MSE of the reconstruc-
tion in the iterative APR is much larger than the one in the EM algorithm. An
alternative E-step can be done by running a nonlinear least-square optimiza-
tion which minimizes the absolute error of the intensity at each lens position.
The blue circle line in Figure 4.8 shows the result of EM algorithm with nonlin-
ear least-square optimization (EM-NLS). The Levenberg-Marquardt algorithm
is used for the nonlinear optimization, and the performance of the input field
estimation is close to the one obtained by Kalman smoothing.
Figures 4.9(a) and 4.9(b) show the reconstructed amplitude and the recon-
structed phase scaled by the amplitude using the EM algorithm with Kalman
smoothing. We can see the improvement with respect to Figure 4.3(e) and 4.3(f)
which are obtained from the iterative APR. Figure 4.10(a) shows the absolute










∣∣∣Iest,k(x, y) − Ik(x, y)∣∣∣ . (4.9)
The estimated intensity Iest,k is obtained by forward propagating the estimated
input field Uest to the image plane. The EM algorithm has slightly smaller abso-
lute intensity error then the iterative APR at σ = 1%. We compute the MSE of
the 10 estimated lens positions at every EM step as shown in Figure 4.10(b). It
decreases rapidly in the beginning and approaches a constant in the end.
4.5.2 Effect of Image Noise
In the simulation we assume the image noise is dominated by the read noise
and can be modeled as a Gaussian distribution with the same standard devia-
tion among all pixels. Figure 4.11 shows the MSE of the estimated input filed
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Iterative APR (σ = 0.0%)
Iterative APR (σ = 1.0%)
EM-KS (σ = 1.0%)
EM-NLS (σ = 1.0%)
Figure 4.8: MSE of the estimated input field using the iterative APR algo-





















Figure 4.9: Estimated fields using EM algorithm and Kalman smoothing:
(a) reconstructed amplitude, and (b) reconstructed phase.
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Iterative APR (σ = 0%)
Iterative APR (σ = 1%)
EM-KS (σ = 1%)
EM-NLS (σ = 1%)
(a)
















m) EM-KS (σ = 1%)
EM-NLS (σ = 1%)
(b)
Figure 4.10: EM algorithm and Kalman smoothing estimation: (a) Abso-
lute error of the intensity, and (b) MSE of the estimated lens
position.
with σ = 1% and Gaussian image noise. The Gaussian noise has standard de-
viation 1.5% of the average intensity recorded at the image plane. Note that the
APR algorithm in the M step is only an approximation for maximizing the like-
lihood function in the case with the Gaussian noise. With long exposure time














Iterative APR (σ = 0.0%)
Iterative APR (σ = 1.0%)
EM-KS (σ = 1.0%)
EM-NLS (σ = 1.0%)
Figure 4.11: MSE of the estimated input field using the iterative APR and
EM algorithm with Gaussian image noise.
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the Poisson distribution of shot noise can be approximated by a Gaussian dis-
tribution with a variance equal to the number of photons arriving at the pixel.
One can estimate the covariance matrix Rk with the recorded image intensity if
shot noise is considered.
4.5.3 Computational Complexity
The computational complexity depends on the image size Np × Np, the number
of intensity measurements Nl1 , the number the EM steps NEM, and the number
of APR loops NAPR in between two EM steps. The computational cost of a 2D
fast Fourier transform (FFT) and inverse FFT are both O(N2p logN2p) for an Np×Np
image. Both the forward and backward propagation require two FFT and two
inverse FFT computation. For each EM step, IEKF requires cNl1 times of forward
propagation, where c is a constant depending on the iterative process in IEKF.
The rest of the matrix computations in the IEKF and the smoothing process are
negligible compared to the FFT computation in the forward propagation. The
iterative APR requires NAPR times of forward and backward propagation. As
a result, the EM algorithm with Kalman Smoothing takes 4NEM(cNl1 + 2NAPR)
times of FFT computation. The time to perform one EM step with Nl1 = 10 and
NAPR = 10 on a 2.6 GHz and 16 GB of RAM laptop is approximately 16 seconds.
4.6 Conclusion
Iterative amplitude and phase retrieval algorithms can reconstruct an input
wavefront accurately when the positions of the optical components are known
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exactly. However, when a position error occurs in the optical system a proper
estimation of the displacement is needed in order to produce an accurate wave-
front estimation. An EM algorithm is used to simultaneously estimate the lens
position and the complex field. We use the iterative APR algorithm in the
M-step for complex field reconstruction and the nonlinear Kalman smoothing
method in the E-step for position estimation. The MSE of the reconstructed field
using the EM algorithm is much lower than using iterative APR without posi-
tion estimation.
As opposed to a nonlinear least-square optimization that considers the lens
positions as fixed parameters to be estimated, a Kalman smoother assumes the
system is stochastic and therefore the estimation of the lens positions are uncer-
tain. The moving lens system is treated as a hidden Markov model where the
current state depends on not only the measurement, but also the previous state,
and the process and measurement noise. Given enough measurements, using
Kalman smoothing in the E-step makes the system more robust in the presence
of image noise, as compared to NLS optimization, since the cost function in the
filtering process is weighted with the process and measurement covariance ma-
trices. In this case with only 10 intensity measurements, the Kalman smoother
does not necessarily outperform the NLS optimization every time. We expect
the estimation of Kalman smoother to improve when more Kalman filtering
and smoothing steps are executed in a single EM step. However, the lens posi-
tion step becomes smaller when collecting more intensity measurements with a
limited travel range, which results in a poor estimation in the M-step since the
phase diversity between images also becomes small. In the E-step the lens po-
sitions are estimated based on the input field estimated in the previous M-step.
In the M-step we re-estimate the input field with the APR algorithm, which de-
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pends on the prediction path of the Kalman smoother or NLS optimizer. Note
that the M-step does not directly achieve a local minimum for the desired phase
retrieval problem when Gaussian noise is assumed, but does achieve a local
minimum of a related estimation problem. It is hard to predict which method
will provide a better estimate given an arbitrary initial condition since the prob-
lem is nonlinear and non-convex.
Adding a regularization term, such as the difference between the control in-
put and the estimated lens movement, in NLS optimization might improve its
robustness to image noise. However, neither the reconstruction MSE in Kalman
smoothing nor in NLS optimization approaches the value obtained without
position error since the EM algorithm only guarantees a local minimum. In
Kalman smoothing the state covariance gives us an estimate of the lens position
error. The relationship between the input field MSE and the position error using
APR algorithm can be found given the same amount of position error at each
measurement [41]. Given the standard deviation of the position error, a Monte
Carlo simulation can be used to estimate the input field MSE. The state covari-
ance estimation depends on the estimate of the measurement noise covariance
Rk. The uncertainty of the state increases while the measurement noise covari-
ance increases. With the growth of computing power phase retrieval algorithm
has the potential to be implemented in real time. In this case the Kalman filter
or other online state estimator are desired and more likely to have better esti-
mation over time. Although the phase retrieval algorithm is perform offline, the




WAVEFRONT RECONSTRUCTION WITH DEFOCUS AND TRANSVERSE
SHIFT ESTIMATION USING KALMAN FILTERING
5.1 Introduction
In Section 4.1 we discuss existing techniques for simultaneously estimation of
system parameters and the wavefront. In this chapter we present a novel frame-
work which is applicable to real-time implementation.
Most adaptive optics techniques solve joint estimation problems along with
phase retrieval [8, 77, 78] in a nonlinear optimization framework. The unknown
system variables can also be estimated using a Bayesian filtering technique. Un-
like the nonlinear optimization approach which either optimizes the unknown
parameters over the current measurement or uses a batch estimation after all
the measurements are obtained, the Bayesian filter approach takes the past mea-
surements into account by propagating the previous state through a state tran-
sition step and updates the estimate once a new measurement is received. The
unknown states are treated as random variables and the estimation is based on
the process and measurement noise statistic. A nonlinear Kalman smoother can
be used with the parallel APR algorithm on an expectation-maximization (EM)
framework [93].
We combine the Kalman filtering method and a serial phase retrieval algo-
rithm to simultaneously recover the complex field and the system variables. Op-
timizing over the current measurement tends to overfit the data unless a proper
regularization term is added to the cost function, and does not take the previous
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estimates of the system parameters into account. As a result, the estimation of a
Kalman filter tends to outperform those based on a single measurement alone.
A batch-based estimator optimizes over all the measurements but in an offline
process. With new advances in hardware, such as liquid lenses, as well as ever
increasing available computing power it is now possible to implement filters for
real-time operation, in cases where an online algorithm is preferred over a batch
estimation.
In Section 5.2 we describe the optical model and the multiple-image phase
retrieval algorithm. In Section 5.3 a nonlinear Kalman filter is applied to the
phase retrieval method and is shown to successfully reduce the reconstruction
error in simulation. In Section 5.4 we conduct an experiment using a translating
CCD camera with error in focus diversity and transverse shifts. In each step the
Kalman filter is executed prior to the phase retrieval step. A phase retrieval step
is performed once the estimated defocus and transverse shifts are obtained by
the filter. We show that the filtering process improves the detail and contrast
of the reconstruction. Although we use a moving camera as an example the
proposed method can be applied to a wide variety of optical setups that produce
phase diversity, including systems with tunable lenses or deformable mirrors.
5.2 Optical model and phase retrieval
5.2.1 Phase diversity generated by a moving camera
Our system model is shown in Fig. 5.1. A collimated laser beam illuminates the
test object and generates an unknown complex wavefront UP(ξ, η) at the pupil
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plane, where ξ and η are Cartesian coordinates. A lens with focal length f is
placed at a distance of f after the object. The wavefront is focused to a CCD
camera located at (z + f ) from the lens. The wavefront at the focal and image
planes are denoted by UF(x, y) and UI(x, y), where x and y are the coordinates at
the image plane. The optical field at the focal plane UF(x, y) is therefore a Fourier










where j is the imaginary unit, F {} denotes a Fourier transforms, λ is the wave-
length, k = 2pi/λ is the wavenumber and fX = xλ f , fY =
y
λ f are the spatial fre-
quencies. An angular spectrum propagator is used to propagate UF(x, y) to the
defocus image planes UI(x, y) [94]. The optical field at the image plane can be
computed as
UI(x, y) = F −1
{
F {UF(x, y)}A( fX, fY)}, (5.2)
where the transfer function A( fX, fY) is given by




1 − (λ fX)2 − (λ fY)2
]
. (5.3)
The distance z is the variable in our propagation formula. We use FPz and BPz
to represent forward and backward propagation between the pupil and image
planes.
5.2.2 Multiple-image phase retrieval algorithm
A serial phase retrieval algorithm with multiple intensity measurements is used
to estimate the complex field UˆP. The kth intensity measurement at the image












Figure 5.1: Optical model for collecting defocused images by moving the
CCD camera to different positions.
flow chart of the multiple-image phase retrieval algorithm. The algorithm is
initialized with a pupil plane estimate UˆP0 . We obtain the estimated complex
field UˆIk at the image plane by forward propagating the previous complex field







where zˆk is the estimated distance from the focal plane to the camera at kth step.
By replacing the estimated amplitude with the intensity measurement the up-
dated optical field U¯Ik at the image plane can be computed as
U¯Ik =
√
Ik exp (i arg (UˆIk)), (5.5)
where arg(·) operator returns the argument of a complex value. The updated

































Figure 5.2: Multiple-image phase retrieval algorithm with Kalman filter-
ing. The upper dashed block shows the operation of the EKF,
and the lower dashed block is the flow chart of the multiple-
image phase retrieval algorithm.
5.3 Defocus and transverse shift estimation using Kalman fil-
tering
In this section we present the method for simultaneously estimating the un-
known optical field, focus diversity, and transverse shifts of the image using an
extended Kalman filter (EKF). The EKF is a nonlinear version of Kalman filter
that approximates the mean and covariance of the states using local lineariza-
tions of the nonlinear systems of equations describing the state dynamics and
measurement function.
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The focus diversity in our system is produced by a camera mounted on a
translation stage moving along the optical axis. The focus diversity represents
one of the hidden state elements in the EKF since the position of the camera
along the optical axis is an unknown system parameter with additional process
noise. Shifts along the transverse axes x and y that occur while moving the
camera from one position to another will degrade the reconstruction result. To
address this, we also consider the transverse shifts, measured in units of sub-
pixels, as hidden variables in our state.
5.3.1 State space model and filtering algorithm
The upper dashed block in Figure 5.2 shows the schematic of the EKF. The un-
known variables to estimate at the kth step are the distance zk and the transverse
shift sxk and s
y





T denotes the unknown state in the EKF.
The 2D intensity measurement Ik can be written as a reshaped (unwrapped) col-
umn vector yk. The EKF takes in the previous estimate of the optical field UˆPk−1,
the control input wk, and the current intensity measurement yk to find the state
estimate xˆk. We assume the transverse shifts are close to their previous values,
with some additional, unknown disturbances. This simplified model is a good
fit for our experimental setup (see: Section 5.4), in which we use a commercial,
off the shelf, motorized stage, for which the detailed dynamics and internal con-
trol loop are unknown. A more complicated model can be used if the complete
mechanical behavior of the stage is known. Here the transverse shifts of the
current image are the shifts of the previous image plus a Gaussian noise term.
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The state transition function can be written as










 + qk, (5.7)
where ∆zk is the control input to the camera on the translation stage and qk is
the process noise. The nonlinear measurement function is given by
yk = h(UˆPk−1, xk) + rk = iˆk + rk, (5.8)
where rk is the measurement noise, and iˆk is a reshaped complex column vec-
tor from the estimated intensity Iˆk. Iˆk is obtained by performing a 2D linear





assume both qk and rk are samples of zero-mean Gaussian noise with covariance
Qk and Rk respectively. The EKF consists of a state transition step followed by
a measurement update. In the state transition we propagate the previous state
estimate to obtain the state prior
x¯k = f (xˆk−1,wk), (5.9)
and the covariance prior
P¯k = Fk Pˆk−1FTk + Qk, (5.10)
where Fk = ∂ f∂x
∣∣∣
xˆk−1,uk
is the Jacobian matrix of the model function f , evaluated
at the previous state estimate and current control input value. In this model
Fk is simply an identity matrix. Pˆk−1 is the previous state covariance. In the
measurement update step we use the current measurement to update the state
estimate as
xˆk = x¯k + Kk
[
yk − h(UˆPk−1, x¯k)
]
(5.11)
with the Kalman gain








where Hk = ∂h∂x
∣∣∣
x¯k
is the Jacobian matrix of the measurement function h, eval-
uated at the current state prior. In this thesis we use the numerical Jacobian
computed by finite-difference approximations. The state perturbation in the
computation is set to 10−6. An alternative formula for the gain matrix, derived









This version avoids inverting
(
Hk P¯kHTk + Rk
)
, which is desirable as it represents
a high-dimensional dense matrix in our case.
5.3.2 Error metric and simulation result
The parameters in the simulation are set to f = 200 mm and λ = 635 nm. Figures
5.3(a) and 5.3(b) show the amplitude and phase of the input object in the sim-
ulation. The simulated input wavefront is generated by creating an amplitude
from a binary mask and a phase that is the combination of 10 Zernike terms
with random coefficients. The side length of the mask is set as L = 4 mm and
the detector pixel size is set to ∆d = 9.1 µm. The minimum detector sampling
ratio is given by Q = λ fL∆d ≈ 3.5 which is above the Nyquist limit [95]. Figure 5.4
shows the amplitude (square root of the intensity measurement) of the optical
field at the image plane. The intensity measurements are generated by simulat-
ing camera moves back and forth between −24 to 24 mm of the nominal focus
position, with an 8 mm step interval. The standard deviations of the process
noise are denoted by σz, σx, and σy. In the simulation we use σz = 0.1 mm,
σx = σy = 1 pixel, and Gaussian image noise with standard deviation σI = 1.0%
























































Figure 5.3: Complex fields in the simulation: (a) amplitude and (b) phase
of the input field, (c) reconstructed amplitude and (d) phase
with focus diversity and transverse shifts, (e) reconstructed
amplitude and (f) phase using IEKF.
show the retrieved amplitude and phase of the wavefront using the multiple-
image phase retrieval algorithm without the estimation of focus diversity and
transverse shifts of the image. Figures 5.3(e) and 5.3(f) show the improved re-
sult with the Kalman filter estimation. In practice we use an iterated extended
Kalman filter (IEKF) which improves the accuracy of the EKF by taking multiple
Gauss-Newton steps during each iteration.
As the input field is known exactly in the simulation, we can define a nor-





∣∣∣UˆP(x, y) exp ( jφc) − UP(x, y)∣∣∣2∑
x,y
|UP(x, y)|2 , (5.14)
where φc is a constant phase. The NMSE is computed using the value for φc
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Figure 5.4: Amplitude of the optical field at the image plane.
that minimizes the error since the algorithm is insensitive to the phase offset
[86]. Figure 5.5 shows the NMSE with and without the IEKF estimation. The
IEKF estimation starts after 50 steps of the general phase retrieval algorithm.
This gives us a proper complex field UˆP to initialize the estimation and reduces
the possibility of converging to a bad local minimum. The blue circle line in
Figure 5.5 shows that the algorithm is very sensitive to the position error. The
red cross line shows that the IEKF estimation improves the NMSE result and
remains stable after many steps. Table 5.1 shows the average NMSE of the last
20 steps with image noise varying from σI = 0 to 5%. The IEKF estimation is
shown to improve the NMSE results under different levels of image noise.
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Multiple-image PR + IEKF
Figure 5.5: NMSE as defined in Eq. 5.14 for simulations with and without
the IEKF estimation.
Table 5.1: Average NMSE of the last 20 steps at different image noise level.
σI = 0% σI = 1% σI = 2% σI = 5%
Multiple-image PR 0.4922 0.4948 0.5028 0.5324
Multiple-image PR + IEKF 0.0878 0.1058 0.1045 0.1144
5.4 Experiment
5.4.1 Test objects and experimental setup
In this section we present experimental results of the serial phase retrieval with
IEKF. Figure 5.6 shows the experimental setup for the layout in Figure 5.1. A 635
nm laser beam passes through a customized collimator to produce a collimated
beam, and a neutral density (ND) filter is installed after the collimator to reduce
the power of the beam. A test object in the beam produces the wavefront to
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be estimated, which is focused by a 200 mm lens. A CCD camera with pixel
size ∆d = 4.54 µm is mounted on a translation stage for adjusting the defocus zk







Figure 5.6: Experimental setup for wavefront retrieval.
Figure 5.7 show the two test objects used. The first test object is a Thorlabs
resolution test target R1DS1N illuminated by the collimated beam. The second
test object is a laser cut aperture with acronym SIOS and a phase component
produced by a lens (Thorlabs LA1464-A) with an effective focal length (EFL) of
1000 mm and a back focal length (BFL) of 995.3 mm.
5.4.2 Results
The intensity measurement at the image plane using the Thorlabs resolution
test target are shown in Figure 5.8. Figure 5.9 shows the phase retrieval result
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Laser cut maskThorlabs R1DS1N
Figure 5.7: Mask of the test object.
of the Thorlabs resolution test target produced by translating the camera back
and forth at zk = {−12,−8,−4, 0, 4, 8, 12} mm. Figure 5.9(a) and 5.9(b) are the
amplitude and phase without using IEKF for defocus and transverse shift esti-
mation. Figure 5.9(c) and 5.9(d) shows an improved reconstruction result using
the IEKF. The retrieved amplitude with the IEKF is closer to the ground truth
of the aperture. There appears to be a tilted wavefront in the retrieved phase.
This mainly corresponds to the relative tilt between the collimated beam and
the camera, and the remaining errors in transverse shift estimation also have a
small effect on the detected tilted wavefront.
The intensity measurement at the image plane using the SIOS target are
shown in Figure 5.10. Figure 5.11 shows the phase retrieval result of the laser
cut SIOS target with a phase component produced by a convex lens. Figures
5.11(a) and 5.11(b) show the amplitude and phase result without the IEKF, and
Figures 5.11(c) and 5.11(d) are those with the IEKF. The results show an obvious
visual improvement when using the IEKF algorithm. Since the phase retrieved
from the algorithm only returns values in the range (−pi, pi], an unwrapping op-
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Figure 5.8: Intensity measurement of the Thorlabs resolution target at the
image plane.
eration is required to remove the discontinuous 2pi jumps. We use the Goldstein
branch cut algorithm [96, 97, 98] for phase unwrapping.
Goldstein branch cut algorithm
The discrete formula of two-dimensional phase unwrapping can be written as
ψ(i, j) =W{φ(i, j)} = φ(i, j) + 2pit, (5.15)
whereW{} is the wrapping operator, t is an integer, and ψ(i, j) and φ(i, j) are the
wrapped and unwrapped phase values at pixel (i, j). We wish to determine the
unwrapped phase φ(i, j) given φ(i, j) ∈ (−pi, pi].
We could found different answers if we follow two different paths in the







































Figure 5.9: Experimental results of the Thorlabs resolution test target. (a)
and (b) are the amplitude and phase without IEKF, and (c) and
(d) show the results with IEKF.
unwrapping problem [97]. The residue q can be computed by summing the






∆1 =W{ψ(i, j + 1) − ψ(i, j)}
∆2 =W{ψ(i + 1, j + 1) − ψ(i, j + 1)}
∆3 =W{ψ(i + 1, j) − ψ(i + 1, j + 1)}
∆4 =W{ψ(i, j) − ψ(i + 1, j)}
(5.17)
The phase can be unwrapped along any path if there are no residues. Otherwise,
branch cuts need be placed to balance the residues [97]. The Goldstein branch
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Figure 5.10: Intensity measurement of the SIOS target at the image plane.
cut algorithm is one of the path-following methods which generates optimal
branch cuts. After identifing the residues and generating the branch cuts, the
algorithm performs path integration around the branch cuts.
Figure 5.12 shows the unwrapped phase of Figure 5.11(d). Figure 5.12(a)
shows the unwrapped phase in a heatmap. The pixels with zero values either
have amplitude below a certain threshold or represent the branch cut pixels.
Figure 5.12(b) shows the unwrapped phase in a 3D surface plot. The recovered
focal length of the phase component is 997.6 mm which is within the tolerance
(±1% of the BFL) provided by the manufacturer. Other factors that affect the
result are the gap between the mask and the lens (<1mm) and the actual distance
between the object and the 200 mm focusing lens, which may be slightly offset
from the nominal focus length.







































Figure 5.11: Experimental results of the laser cut mask with phase com-
ponent. (a) and (b) show the result of amplitude and phase




















Figure 5.12: Unwrapped phase at the pupil plane. Both (a) heatmap and





















Figure 5.13: Experimental results of the SIOS logo printed on a transparent
paper. (a) shows the printed logo mask, and (b) and (c) show
the result of amplitude and phase using IEKF.
printed logo. Figure 5.13(a) show the printed SIOS logo. Figure 5.13(b) and
5.13(c) show the result of amplitude and phase using IEKF. Both the retrieval
amplitude and phase looks blurry compared to the laser cut mask. This reflects
the non-homogeneous properties in the transparent material and the limited
precision of the paint.
Defocus and transverse shift estimation
Figure 5.14 show the stage commands and the difference between the estimate
and the command (i.e. zˆk−∑ki=1 ∆zk). The figure does not indicate the error of the
estimate since the true state is unknown, but it gives us a rough idea of the stage
behavior. We can see the estimate capture the periodic pattern of the commercial
stage, and the estimate indicate the overall camera position drifts slightly after
120 steps.
Figure 5.15(a) and 5.15(b) shows the estimate of sˆx and sˆy in subpixel. The
x axis in the plot is the estimated camera position zˆk. The smaller (darker) dots
represent the early steps and the larger (brighter) dots are the later steps. We
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Figure 5.15: Transverse shift estimate sˆx and sˆy.
can see that sˆx varies within 1 pixel, but sˆy has high variation and an obvious
periodic pattern. This is caused by the torque produced by the weight of the
mounted camera.
These figures show that the simple model in Equation 5.7 does not fully cap-
ture the behavior and dynamic of the commercial stage. However, the iterative
process in the IEKF improve the convergency and return the estimates that cap-
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ture part of the stage behavior. A more representative model can be used if the
system parameters are known.
5.5 Conclusion
In summary, we present a novel method which applies stochastic filtering tech-
niques to estimate system variables in a serial phase retrieval process. The it-
erated extended Kalman filter is used for online estimation of the defocus and
transverse shifts in an optical system with a moving camera. We show that the
IEKF successfully improves the quality of the reconstructed wavefront and re-
duces the NMSE in simulation. The proposed algorithm is used to recover the
wavefront in an experiment where two different objects are tested. The IEKF ap-
proach enhances the details of the reconstruction. The retrieved amplitude and
phase with the IEKF appears to be more representative of the true wavefront at
the pupil plane than the ones using a standard phase retrieval algorithm. We in-
troduce a non-trivial phase component by adding a convex lens right before the
binary mask. The estimated focal length of the lens is obtained by unwrapping
the phase and the result agrees with the value given by the manufacturer.
Our method can be applied to many different optical systems that have un-
known system variables, and especially when these variables can only be ob-
served indirectly. Some applications replace the translation stage with a focus
tunable lens to speed up the image acquisition process [43, 99]. The focal length
of an electrically tunable lens is adjusted by applying a current to the actuator.
Instead of using a fixed look-up table obtained offline, the focal length can be
estimated online using a system model that considers the probability distribu-
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tion of noise and disturbances. Some systems use a deformable mirror or dig-
ital micro-mirror device (DMD) for real-time wavefront reconstruction [44, 23]
where an online filtering algorithm is preferred. Many other methods that gen-
erate phase diversity (e.g. oblique illuminations [100], transverse translation






The research presented in this thesis has demonstrated advances in estimation
and control of self-aligning optical systems, simultaneous system parameter es-
timation in phase retrieval methods, and their application towards real-time
reconstruction and alignment using focal plane sensing. The contribution are
summarized below:
Automated alignment. The main purpose of the alignment task is to avoid
dedicated wavefront sensors, which are expensive and produces throughput
lost and non-common path error. In chapter 2 we start with a simple alignment
task using image feature detection at the focal plane, and prove the automated
alignment concept with a single lens and low degrees of freedom system. In
chapter 4 we demonstrate an advanced self-aligning method using focal plane
sensing. We utilized principle component decomposition to extract useful mea-
surements at the focal plane, build nonlinear observer is the simulation, and
implemented iterated extended Kalman filter and unscented Kalman filter for
real time estimation and control in SIOS Optics Lab. The observability of the
system is analyzed and discussed in the simulation, and a further application
for reflective optical system using an off-axis parabolic mirror is demonstrated.
We successfully prove that the automated alignment task can be done without
adding an additional wavefront sensor as most of the current technology does,
and instead use the existing camera in the system.
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Phase retrieval. The goal of developing phase retrieval algorithm in this thesis
is to minimize the reconstruction error caused by the error of the system vari-
ables. In chapter 4 we present a novel method with combine the parallel phase
retrieval framework with Bayesian filtering techniques. The well-known EM
algorithm is applied in the alternating optimization process. In chapter 5 we
use serial phase retrieval algorithm (multi-image phase retrieval) with Kalman
filtering. The major contribution of our method is the online estimation frame-
work which is preferred over a batch estimation in real time application, and
the fact that the filter takes into account the model of the system, the process
and measurement noise statistic. We successfully proves the improvement on
the reconstructed wavefront in the experiment.
SIOS Optics Lab. All the experiments carried out in this thesis are the first
set of experiments in the SIOS Optics Lab. This includes setting up the camera
system, laser source, motorized stages, writing MATLAB interfaces to commu-
nicate with the hardware, and selecting optical components for future use. This
works accelerate the potential future experiments in the SIOS Optics Lab.
6.2 Future Work
There are several directions that the work in this thesis can be expanded and
further developed. In the alignment work many different image information
retrieval methods and observer models, such as independent component analy-
sis (ICA) and convolution neural network (CNN), can be developed. ICA finds
directions in the feature space corresponding to projections with non-Gaussian
signals, which can better separate the noise and the useful signal in an exper-
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imental image. With a large amount of data, a CNN which maps the images
directly to the misalignments can be learned. However, two or more images
are required to produce the diversity at the image plane. There are many other
filtering algorithms that have the potential to improve the estimation process.
For example, using the Ensemble Kalman filter (EnKF) which is a Monte Carlo
approximation of Kalman filter, or a particle filter which is more computational
expensive but might perform better when non-Gaussian noise presents. The
fundamental methodology developed in this thesis can be extended to high di-
mension optical systems using a systematic approach. Our automated align-
ment method can be used to align the optical components in subsystems, and an
overall alignment among subsystems can be carried out with the same method
after the first step is completed. Last but not least, phase retrieval algorithms
can be applied in real time if advanced hardware, such as high speed focus
tunable lens and deformable mirror, is used, and high computational power is
available. Spatial light modulator (SLM) can be used to generate dynamic phase
to evaluate the performance of the algorithm. There many other researches that




An nonlinear discrete-time system
xk+1 = f (xk,uk,wk) (A.1)
yk = h(xk, vk) (A.2)
where xk ∈ Rnx is the state, uk ∈ Rnu is the control input, and yk ∈ Rny is the
measurement. Moreover, wk ∈ Rnw and vk ∈ Rnv are the disturbance and mea-
surement noise. Both wk and vk are zero mean while noise, i.e.,
E[vk] = 0, E[vkvTj ] = δk jQk (A.3)
E[wk] = 0, E[wkwTj ] = δk jRk (A.4)
A.1 Extended Kalman filter
The extended Kalman filter (EKF) consists of two steps where one is state tran-
sition and the other is measurement update. We assume the ground true of state
xk and the disturbance are close to xˆ and E[vk] = 0, and use Taylor series expan-
sion to estimation the state prior. In the state transition step the state estimate
prior is given by
x¯k+1 = f (xˆk,uk, 0), (A.5)
and the error covariance prior is
P¯k+1 = Fk PˆkFTk + Qk, (A.6)
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In the measurement update step we use the current measurement to update
the state estimate
xˆk = x¯k + Kk
[
yk − h(x¯k)] (A.8)
with the Kalman gain




Hk P¯kHTk + Rk
)−1
, (A.9)

















Hk P¯kHTk + Rk
)
which is sometimes a high-dimensional
dense matrix.
Iterated extended Kalman filter
The iterated extended Kalman filter (IEKF), which is more is more computa-
tional expensive than the EKF, improve the convergence of the EKF by taking
multiple Gauss-Newton steps during each filter iteration. The state transition
step in the IEKF remains the same at the EKF. The Gauss-Newton steps are
taken in the measurement update step until converging to the local minimum.
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xˆik+1 is the state estimate at the ith Gauss-Newton iteration. Each measurement
update step is initialized by xˆ0k+1 = x¯k+1. When deriving the EKF using MAP the









yk+1 − h(xk+1)]T R−1k+1 [yk+1 − h(xk+1)] . (A.12)
By linearizing the equation about xˆik+1 one can get the IEKF algorithm shown
in Algorihtm 1. The α and imax in the algorithm can be chosen based on the
application.
A.2 Unscented Kalman filter
The unscented Kalman filter (UKF), which is also known as sigma points filter,
is used to address two issues in EKF and IEKF. One is the suboptimal estima-
tion while neglecting higher order term when using the Taylor expansions. The
other is the difficulty for deriving analytical expression for the Jacobian of func-
tion f and h. The sigma point filter generates a cluster of points in a hypervol-









T = Qk (A.14)
















Algorithm 1: Iterated extended Kalman filter (IEKF)
Initialize xˆ0, P0;
for k = 0 to Nstep do
x¯k+1 = f (xˆk,uk, 0);
P¯k+1 = Fk PˆkFTk + Qk;
Measure yk+1;
Set i = 0;


















Set α = 1;
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k. We generate 2(nx + nv) + 1 sigma








 i = 0 xˆk +
√
nx + nv + γ sxk,i
0
 i ∈ {1, ..., nx} xˆk −
√
nx + nv + γ sxk,(i−nx)
0
 i ∈ {nx + 1, ..., 2nx} xˆk√nx + nv + γ svk,(i−2nx)
 i ∈ {2nx + 1, ..., 2nx + nv} xˆk−√nx + nv + γ svk,(i−2nx−nv)
 i ∈ {2nx + nv + 1, ..., 2(nx + nv)}

. (A.17)
The subscript i and k are the ith sigma point and kth step in the UKF. γ can be
computed from the tuning parameters in the UKF
γ = α2(nx + nv + κ) − (nx + nv), (A.18)
where α ∈ {10−4, 1} and κ ∈ {0, 3 − nx − nv}. These sigma points are propagated
through the dynamics and measurement functions






























i ∈ {1, ..., 2(nx + nv)
(A.23)




































+ 1 − α2 + β i = 0
1
2(nx+nv+γ)
i ∈ {1, ..., 2(nx + nv)}
(A.27)
The β here is also a tuning parameter in the UKF, and β = 2 is used when the state
is modeled as Gaussian. Finally, the update state estimate and error covariance
are
xˆk+1 = x¯k+1 + P¯xy,k+1 P¯−1yy,k+1 (yk+1 − y¯k+1) (A.28)
Pk+1 = P¯k+1 − P¯xy,k+1 P¯−1yy,k+1 P¯Txy,k+1 (A.29)
The UKF is more computational expensive than the EKF, but still generally
less expensive than IEKF. While the UKF retains higher order terms it can still
diverge in some cases. One can improve the performance by adding more sigma
points, but the cost is the increased computational time. This is the concept of





The optical propagation for phase retrieval in this chapter are produced using
Fourier optics [94]. In this section we describe the relevant formulas for near
and far-field propagation, including angular spectrum, Fresnel, and Fraunhofer
propagations.
B.1 Rayleigh-Sommerfeld
Figure B.1 shows the propagation in between two coordinate frames. The








Figure B.1: Optical propagation between two coordinate planes (ξ,η) and
(x,y).
Given the observation distance r10 =
√
z2 + (x − ξ)2 + (y − η)2, the Huygens-
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This is derived from the scalar diffraction theory which neglect the possible
coupling between the electric and magnetic fields. This approximation is good
when the aperture and the propagation distance is relatively large compare to
the wavelength of the light (i.e. r10  λ). This is also known as angular spectrum
propagation.
B.2 Fresnel Propagation




























(x − ξ)2 + (y − η)2
]}
dξdη. (B.3)




U(ξ, η)h(x − ξ, y − η)dξdη, (B.4)













We rewrite this equation using Fourier convolution theorem
U(x, y) = F −1 {F {U(x, y)} F {h(x, y)}} = F −1 {F {U1(x, y)}H( fX, fY)} , (B.6)
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where F {} and F −1{} denote Fourier transform and its inverse respectively.
H( fX, fY) is the Fourier transform of h(x, y) and is calculated as
H( fX, fY) = e jkz exp
[
− jpiλz( f 2X + f 2Y )
]
. (B.7)








However, this is a overly strict requirement and accurate result is expected for
much shorter distance [94]. Another criterion is to use Fresnel number NF = aλz ,
where a is half width of the aperture. The approximation works well the Fresnel
number is in the order of magnitude of 1. For smooth fields over the source
aperture a much higher Fresnel number is still acceptable [82].
The Fresnel propagation is considered near-field approximation. For propa-





is far-field approximation and also called Fraunhofer approximation. The
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