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Abstract
Since the late 1950’s when quasi-Newton methods first appeared, they have become one of the most widely
used and efficient algorithmic paradigms for unconstrained optimization. Despite their immense practical success,
there is little theory that shows why these methods are so efficient. We provide a semi-local rate of convergence
for the randomized BFGS method which can be significantly better than that of gradient descent, finally giving
theoretical evidence supporting the superior empirical performance of the method.
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1 Introduction
In this paper we consider the optimization problem
x∗ = arg min
x∈Rd
f(x), (1)
where f : Rd → R is a twice continuously differentiable function. While the BFGS method (Broyden, 1967; Fletcher,
1970; Goldfarb, 1970; Shanno, 1970) is one of the most efficient and celebrated algorithms for solving (1), a clear
theoretical justification for its success, or the success of any quasi-Newton method, has been elusive. We do know,
however, that the quasi-Newton methods converge Q–superlinearly (Powell, 1971), and this is often pointed to as
the justification for their success. Yet this superlinear convergence occurs only asymptotically, in an arbitrarily
small ball around the solution, and at an unknown superlinear rate. In particular, this superlinear rate could be
arbitrary close to linear.
In this work we provide the first meaningful convergence rate of (a randomized variant of) BFGS. By meaningful,
we mean a rate that can be faster then the rate of gradient descent, thus giving much stronger support to the
practical success of the BFGS method than what has been available so far. Furthermore, for our results to hold, we
only need to assume f to be self-concordant. Let Sd denote the set of d× d symmetric matrices, and let
Hx := ∇2f(x)
be the Hessian matrix of f evaluated at x. For x = xk we will further abbreviate Hk := Hxk . In this paper we
consider the randomized BFGS update introduced by ?Gower et al. (2016), given by the formula
BFGS(B,H,S) := G + (I−GH) B (I−HG) , (2)
where
G = G(H,S) := S(S>HS)−1S>,
S ∈ Rd×τ is a (typically thin) random matrix with τ  d columns, H ∈ Sd is a target Hessian matrix and B ∈ Sd
is the current estimate of the inverse Hessian matrix. We use this BFGS update in the randomized BFGS method
stated as Algorithm 1.
Algorithm 1 RBFGS
1: Parameters: x0 ∈ Rd,B0 ∈ Sd, distribution D over vectors from Rd
2: for k = 0, 1, 2, . . . do
3: Hk = ∇2f(xk)
4: Sample random Sk ∼ D
5: Bk+1 = BFGS(Bk,Hk,Sk)
6: xk+1 = xk −Bk∇f(xk)
7: Monotonic option:
8: xk+1 = arg min {f(xk+1), f(xk)}
9: end for
In order to update our estimate of the inverse Hessian H−1k , we use a random linear measurement HkSk of
the true Hessian Hk. Random linear transformations are often alternatively called sketches, and we adopt this
terminology. We this refer to the random matrix Sk ∈ Rd×τ by the name sketching matrix, and to the product
HkSk by the name Hessian sketch. Note that the sketch can be computed by doing τ directional derivatives of the
gradient since
d
dt
∇f(xk + Skt)
∣∣∣∣
t=0
= ∇2f(xk)Sk = HkSk. (3)
Our forthcoming theoretical results hold virtually any distribution D of sketching matrices.
Based on the intuition our general theory provides, in the case of generalized linear models (see Section 3.3) we
also develop a particular distribution D based on the singular value decomposition for. In Section 4 we show that
our new sketching matrix is well suited to highly ill-conditioned problems. We also compare our new sketch against
other standard sketches and the original BFGS method in a series of numerical experiments.
2
1.1 Background
We now recall the background on the convergence of BFGS, some modern randomized BFGS variants and their
convergence results, and also techniques surrounding self-concordance.
Classic convergence results. The BFGS method was first shown to converge locally and superlinearly over 50
years ago (Powell, 1971). This proof was later extended to include a larger family of quasi-Newton methods by
Broyden et al. (1973). Much more recently, Gao & Goldfarb (2016) showed that the block BFGS method (Gower
et al., 2016) also converges superlinearly (and without the need for line search).
Modern randomized variants of BFGS. Byrd et al. (2016) proposed the SQN method which uses a single
Hessian-vector product in the BFGS update, as opposed to using differences of stochastic gradients. Subse-
quently, Moritz et al. (2015) propose combining SQN with the variance reduced gradient method SVRG (Johnson &
Zhang, 2013), and provide a global linear convergence rate for the resulting method. Gower et al. (2016) extend the
SQN method to allow for sketching matrices (3), and also provide an improved linear convergence rate. However,
their rate is still orders of magnitude worse than the rate of convergence of gradient descent. Very recently, Meng
et al. (2019) give a global convergence rate for a stochastic variant of the BFGS method combined with stochastic
gradient descent. The reason that the rates of convergence in all of these previous works are significantly inferior to
that of gradient descent, is that they do not factor in the contribution of the quasi-Newton matrix towards the
convergence. Instead, the previous analysis focus on obtaining bounds on the estimated inverse Hessian
cI  Bk  CI, where 0 < c < C, (4)
and then use this to “bound away” the contribution of the quasi-Newton method, for which a cost is paid. Following
this step, the analysis follows verbatim the standard analysis of gradient-based methods, albeit with the added
burden that the constants c and C (4) bring.
Self-concordance. It was a revolution1 in the optimization community when, in the late 70s and early 80’s, it was
shown that all convex optimization problems could be solved in polynomial time by interior point methods (Nesterov
& Nemirovskii, 1987). A key concept that facilitated this revolution was that of self-concordance, which describes a
large class of convex functions whose second order derivative could be naturally “controlled” by the third derivative.
We rely on self-concordant functions in this paper in Theorem 2.1, and in the proof, show how the convergence of
the BFGS method can leverage self-concordance.
1.2 Notation and definitions
Both quasi-Newton methods and self-concordance are defined using weighted norms. For every W ∈ Rd×d and
H ∈ Sd we write
‖W‖2F (H) := Trace
(
HWHW>
)
=
∥∥∥H1/2WH1/2∥∥∥2
F
to denote a weighted Frobenius norm. Let ‖v‖2x := 〈Hxv, v〉 be the local inner product (Renegar, 2001). To further
abbreviate our notation, we will use ‖v‖∗ := ‖v‖x∗ . Let
Bδx := {y ∈ Rd : ‖y − x‖x < δ}
be the ball of size δ > 0 around x under the local norm. Using the local inner product, we can now state the
definition of the key concept of self-concordance.
Definition 1.1. A functional f : Rd → R is self-concordant if for all x ∈ domf its Hessian is positive definite,
and for each y ∈ B1x we have
1− ‖y − x‖x ≤
‖v‖y
‖v‖x
≤ 1
1− ‖y − x‖x
(5)
1A precursor of this result made the front page of 1979 New York Times entitled “Soviet Discovery Rocks World of Mathematics”. It
also made the headlines of the Guardian, with a humorously incorrect title “Soviet Answer to Travelling Salesman Problem” (Floudas &
Pardalos, 2006).
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for all v 6= 0.
2 Convergence Results
In this section we establish our main convergence results: local linear convergence for self-concordant functions,
local linear convergence for smooth and strongly convex functions and superlinear convergence.
2.1 Local linear convergence for self-concordant functions
Under the assumption of self-concordance only, we now prove semi-local linear convergence of the randomized BFGS
method in the following theorem.
Theorem 2.1. Let
ρ := inf
x∈Rd
λmin
(
E
[
H1/2x S(S
>HxS)−1S>H1/2x
])
(6)
and consider the Lyapunov function
Φkσ := σ
∥∥Bk −H−1∗ ∥∥2F (H∗) + ‖xk − x∗‖∗ , (7)
where σ = 37ρ . If f is self-concordant and
‖x0 − x∗‖∗ ≤
1
2
min
{
1
2
, 1−
√
1− ρ
1− 2ρ3
,
4− 2ρ
9ρd+ 10
}
, (8)
then Algorithm 1 converges linearly according to
E
[
Φk+1σ
]
=
(
1− ρ
2
)
E
[
Φkσ
]
. (9)
Unrolling this recurrence, we get
E [‖xk − x∗‖∗] ≤
(
1− ρ
2
)k
Φ0σ. (10)
We now provide a few key insights and a brief outline of the proof technique of Theorem 2.1; the complete proof
is given in Appendix A.
Our starting point is the work of ? who studied randomized algorithms for inverting a fixed invertible2 matrix
H. Their methods can be interpreted as randomized, non-adaptive (and possibly block) variants of classical
quasi-Newton matrix inversion formulas. In particular, they studied randomized BFGS updates for inverting H  0
and showed that the sequence of random matrices given by the randomized BFGS rule
Bk+1 = BFGS(Bk,H,Sk)
converges linearly to H−1 in mean square.
In this work, we face the additional challenge of a moving target H. Indeed, in our setting, H is not fixed, but is
set to H = Hk = ∇2f(xk) in iteration k, and hence changes from iteration to iteration. If the Hessian Hk changes
too fast, then there is no reason why the randomized BFGS update should be able to “catch up” with the change,
and be any good at maintaining a good estimate of the inverse of Hk throughout the iterations, let alone improve
the estimate and converge to (∇2f(x∗))−1 as k →∞.
This is the place where self-concordance comes to our aid. Indeed, self-concordance provides control over how
fast the Hessian, and the inverse Hessian, changes as the point xk changes; see Lemma A.1 in the Appendix.
By carefully combining these intuitions, we are able to control how much Bk deviates from the Hessian Hk; see
Lemma A.5. Yet stringing this result into an induction argument is difficult due to the changing local norm.
Fortunately, self-concordance allows us to “change the norm” to another point (5). Using this defining property of
self-concordance, we state all of our results with respect to the local norm at the optimal point. This allows for a
more straightforward induction argument and the resulting recurrence in (9).
2An extension to the computation of the Moore-Penrose pseudoinverse of a general rectangular matrix was developed in (?).
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2.2 Local linear convergence for smooth and strongly convex functions
Here we prove that BFGS converges with same rate of convergence as in Theorem 2.1, but under an alternative
(though also common) set of assumptions. We also now use the Monotonic option on line 8 of Algorithm 1. This
enforces that the function values f(xk) are monotonically decreasing. That is, let
Q := {x : f(x) ≤ f(x0)}.
By (1) we have that xk ∈ Q for all k.
Instead of self-concordance, we now rely on strong convexity, Lipschitz gradients and Hessians.
Assumption 2.2. Function f is µ-strongly convex. That is,
f(y) ≥ f(x) + 〈∇f(x), y − x〉+ µ
2
‖y − x‖22 (11)
for all x, y ∈ Rd.
Assumption 2.3. Function f has L1-Lipschitz gradient. That is,
‖∇f(y)−∇f(x)‖2 ≤ L1 ‖y − x‖2 (12)
for all x, y ∈ Rd.
Assumption 2.4. Function f has L2-Lipschitz Hessian. That is,
‖Hy −Hx‖2 ≤ L2 ‖y − x‖2 (13)
for all x, y ∈ Rd.
Under these assumptions we have the following theorem.
Theorem 2.5. Let f(x0)− f(x∗) ≤ F , where F is defined as follows:
F := 1
4
[√
2L1L2
µ2
+
32
√
2dL
5/2
1 L2
ρµ4
]−2
. (14)
If Assumptions 2.2, 2.3 and 2.4 hold, then
E [Ψk+1] ≤
(
1− ρ
2
)
E [Ψk] , (15)
where
ρ := inf
x∈Q
λmin
(
E
[
H1/2x S(S
>HxS)−1S>H1/2x
])
. (16)
A disadvantage of using Assumptions 2.2, 2.3, and 2.4, as we do in Theorem 2.5, as compared to self-concordance,
as we do in Theorem 2.1, is that now the region of local convergence (14) depends on constants which can be hard,
or almost numerically impossible (such as µ), to compute. As such, it would be very difficult to use Theorem 2.5
together with globalization strategies to develop a global linear convergence. In contrast, we only need to have a
bound on ρ to compute the region of convergence in Theorem 2.5 (see (8)). We give some insights into bounding ρ
in Section 3.
2.3 Superlinear convergence
For completion, we also prove the superlinear convergence of Algorithm 1 with high probability.
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Theorem 2.6.
√
f(xk)− f(x∗) converges to 0 at superlinear rate with probability 1.
Proof. The proof follows by combining Lemma C.1 and Lemma C.2.
3 Examples and Applications
To gain some insight into the consequences of Theorems 2.5 and 2.1, we first examine two extreme cases for the
choice of the sketching matrix: i) S is invertible (full curvature), ii) S has only one column. We then develop a
more involved SVD sketch, and apply it to generalized linear models and linear programming.
3.1 Invertible S
When the sketching matrix S is invertible with probability one, then ρ = 1. In view of (8), if x0 satisfies
‖x0 − x∗‖∗ ≤ min
{
1
4
,
1
9d+ 10
}
=
1
9d+ 10
,
then
‖xk − x∗‖∗ ≤
(
1
2
)k
Φ0σ.
This is not surprising. Indeed, given that when S is invertible, it is not hard to show that Bk = H
−1
k ; that is, the
quasi-Newton matrix equals the inverse Hessian. Consequently, Algorithm 1 is equivalent to Newton’s method.
3.2 One column S
On the other extreme, if we choose the sketch matrix to have a sinh;e column only, S = s ∈ Rd, then ρ can be much
smaller than 1 and will also depend on the spectrum of the Hessian.
Corollary 3.1 (Single column sketches). Let 0 ≺ U ∈ Rn×n be a symmetric positive definite matrix such that
Hx  U, ∀x ∈ Rd. Let D = [d1, . . . , dn] ∈ Rn×n be a given invertible matrix such that d>i Hxdi 6= 0 for all
x ∈ Rd and i = 1, . . . , n. Furthermore, suppose that f is convex and the Hessian matrix is Lipschitz. If we sample
according to
P (Sk = di) = pi :=
d>i Udi
Trace (D>UD)
,
then, under the assumptions of Theorem 2.5, Algorithm 1 converges at a rate of at least
ρ ≥ min
x∈Q
λ+min(H
1/2
x DD>H
1/2
x )
Trace (D>UD)
. (17)
Proof. This quantity ρ also appears as the convergence rate of the randomized subspace Newton method in (Gower
et al., 2019). In particular, it was shown in Corollary 1 in (Gower et al., 2019) that under these assumptions, (17)
holds.
Thus, by carefully choosing the sketching matrix S, we can see that the rate of convergence ρ is bounded below as
in (17). Since in this example we have not assumed the spectrum of the Hessian to be bounded from below, ρ still
depends on Hx in (17).
3.3 Generalized linear models
We now show that in situations where the Hessian matrix has a bounded spectrum, we can choose a sketching
matrix so that ρ essentially does not depend on the spectra or ill-conditioning of the Hessian matrix. This leads to
a more precise bound on the rate of convergence ρ that highlights how it can be arbitrarily bigger (leading to faster
rate) than the rate of convergence of gradient descent. This also extends to accelerated gradient descent.
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Definition 3.2. Let 0 ≤ ` ≤ u. Let φi : R 7→ R+ be a twice differentiable function such that
φ′′i (t) ∈ [`, u], and φ′′′i (t) ≤ U for i = 1, . . . , n. (18)
Let ai ∈ Rd for i = 1, . . . , n and A = [a1, . . . , an] ∈ Rd×n. We say that f : Rd → R is a generalized linear model
when
f(x) =
1
n
n∑
i=1
φi(〈ai, x〉) . (19)
Proposition 3.3. Let A have full row rank. Let f be given by (19). Let A = UΣV> be the reduced singular
value decomposition of A with U ∈ Rd×d,Σ ∈ Rd×d and V ∈ Rn×d. Consider a sketching matrix such that
P[S = UΣ−1ei] =
1
d
, for i = 1, . . . , n. (20)
It follows that ρ give in (6) is bounded by
1− ρ
2
≤ 1− 1
2
`
u
1
d
. (21)
Proof. Since A has full row rank we have that Σ is invertible, U is orthonormal and V>V = I. Consequently
A† = VΣ−1U>. The Hessian of f is thus given by
Hx =
1
nAΦ
′′(A>x)A> , (22)
where Φ′′(A>x) = Diag (φ′′1(〈a1, x〉), . . . , φ′′n(〈an, x〉)) . It is now not hard to show that
`σmin(A)
2
n
I  Hx  uσmax(A)
2
n
I, (23)
and thus f is strongly convex with Lipschitz gradients. Furthermore, φ′′′i (t) ≤ U guarantees that the Hessian is
Lipschitz. Consequently, Theorem 2.5 holds. It now remains to bound ρ. With probability 1d , we have
S>HxS =
1
n
e>i Σ
−1U>UΣV>Φ′′(A>x)VΣU>UΣ−1ei
=
1
n
e>i V
>Φ′′(A>x)Vei. (24)
Now, since V>V = I, we get
`I  V>Φ′′(A>x)V  uI. (25)
Consequently,
ρ = λmin
(
E
[
H1/2x S(S
>HxS)−1S>H1/2x
])
= λmin
(
E
[
H
1/2
x SS>H
1/2
x
1
ne
>
i V
>Φ′′(A>x)Vei
])
≥ n
u
λmin
(
H1/2x E
[
SS>
]
H1/2x
)
=
n
u
λmin
(
H1/2x UΣ
−1E
[
eie
>
i
]
Σ−1U>H1/2x
)
=
n
ud
λmin
(
Σ−1U>HxUΣ−1
)
=
1
ud
λmin
(
V>Φ′′(A>x)V
) ≥ `
u
1
d
.
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We refer to the sketch in (20) as the SVD-sketch. To contrast the bound on ρ given in (30), let us compare it to
the rate of convergence of gradient descent. Gradient descent converges at a rate of
ρGD := 1− maxx λmin(Hx)
minx λmax(Hx)
≤ 1− `
u
σmin(A)
2
σmax(A)2
,
and is thus at the mercy of the condition number
κ :=
σmax(A)
σmin(A)
of the matrix A. To highlight this, consider the extreme case where A is a square d× d Hilbert matrix (Hilbert,
1894). In this case
κ = O
(
(1 +
√
2)4d
)
,
and thus ρGD grows exponentially with d while ρ grows at most linearly due to (30) . Even the rate of convergence
of accelerated gradient descent (Nesterov, 1998) would grow exponentially with an exponent of 2d in this case.
Though in practice it is well known that the convergence of gradient descent is far more sensitive to ill conditioning
as compared to the convergence of the BFGS method, to the best of our knowledge, this is the first clear theoretical
justification to support this observation.
3.4 Linear programs with box constraints
The original problem that motivated the introduction of self-concordant functions was linear programming,
min
x∈Rd
〈c, x〉
subject to Ax ≤ b, (26)
where c ∈ Rd,A ∈ Rn×d and b ∈ Rn are the given data. Interior point methods and barrier methods for solving (26)
are based on solving a sequence of problems such as
f(x) = λ 〈c, x〉 −
n∑
i=1
log(bi − 〈ai, x〉), (27)
where λ > 0 is the barrier parameter, see (Renegar, 2001). The objective function in (27) is self-concordant.
Furthermore, the logarithmic barrier enforces that the constraint Ax < b hold.
The Hessian of (27) is given by
∇2f(x) = A>Diag
(
1
(bi − 〈ai, x〉)2
)
A. (28)
Let xk be the iterates of Algorithm 1 applied to minimizing (27) with the monotonic option on line 8.
Proposition 3.4. Let A have full row rank, f be given by (27), and A = UΣV> be the reduced singular value
decomposition of A with U ∈ Rd×d,Σ ∈ Rd×d and V ∈ Rn×d. Consider the SVD-sketch given in (20). Let
u =
1
min
i=1,...,n
min
x : Ax<b, x∈Q
(bi − 〈ai, x〉)2
` =
1
max
i=1,...,n
max
x : Ax<b, x∈Q
(bi − 〈ai, x〉)2
. (29)
It follows that ρ given in (6) is bounded by
1− ρ
2
≤ 1− 1
2
`
u
1
d
. (30)
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Proof. The proof follows verbatim the proof of Proposition 3.3.
As the barrier parameter λ becomes larger, the minimizer of (27) will get closer to the boundary of the set
Ax ≤ b. Consequently, the Hessian (28) becomes increasing ill-conditioned, which is a well known issue with
log-barrier methods. This in turn also implies that the constants u and ` in (29) will increase and decrease,
respectively, as λ grows. Thus like all methods for solving the log-barrier problem (27), this ill-conditioning needs
to be treated with care.
4 Numerical Experiments
We run numerical tests for the Randomized BFGS algorithm and compare three different distributions of S:
1. gauss: All entries of S are generated independently and have standard Gaussian distribution.
2. svd: SVD-sketch from Proposition 3.3, i.e., for singular value decomposition of A = UΣV> take
P[S = UΣ−1ei] =
1
d
for i = 1, . . . , n.
3. coord: Coordinate sketch, i.e., P[S = ei] = 1d .
We also experiment with the sketch size, i.e. the factor τ for the sketching matrix S. We use distr τ in the
legends of our plots to denote which distribution (distr) and which sketch size τ was used. For example, gauss 10
corresponds to using a Gaussian sketch with sketch size 10. Finally, we compare the performance of our method to
the classical BFGS and accelerated Nesterov method both on synthetic and real data.
For a fare comparison across algorithms, we use the Wolfe line search Wolfe (1971) to determine the stepsizes
for the Randomized BFGS, classical BFGS and Nesterov methods.
4.1 Synthetic quadratic problem
Consider a quadratic problem
min
x∈Rd
{
1
2
‖Ax‖22 =
1
2
x>(A>A)x
}
,
where A ∈ Rd×d is a Hilbert matrix Hilbert (1894) defined as
[A]ij =
1
i+ j − 1 for i = 1, . . . , n.
This problem is interesting due to the large condition number of A. For each distribution, we experiment with
different sketch sizes and choose the one that gives the best results in terms of computational time. Another
possibility is to compare the number of iterations. However, due to the fact that the complexity of each Algorithm 1
depends on τ , comparing the iteration number does not illustrate the algorithms performance well.
When using the svd sketch, we only include singular values above tolerance 10−8. This is done to improve
numerical stability. As a benchmark, we also compare to the classical BFGS method and accelerated Nesterov
gradient descent, see Figure 1.
We observe in Figure 1 that for this particular quadratic problem small sketch sizes (10 or below) perform better.
We note that svd distribution yielded the best results. This is to be expected, since according to Proposition 3.3,
the rate of convergence when using the svd sketch is essentially invariant to ill-conditioning.
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(a) gauss (b) coord
(c) svd (d) methods compared
Figure 1: Hilbert matrix of dimension 10, 000× 10, 000.
4.2 Classification problem on real data
Now consider the logistic regression problem with L2 regularizer given by
f(x) =
1
n
n∑
i=1
log (1 + exp(−bi 〈ai, x〉)) + λ
2
‖x‖22 , (31)
where a1, . . . , an ∈ Rd are the data points, b1, . . . , bn ∈ {−1, 1} are the class labels and λ > 0 is a regularization
coefficient. In our experiments, we used LIBSVM datasets Chang & Lin (2011). We set the regularization parameter
λ ∼ 10−3L, where L denotes the smoothness constant of logistic loss without regularizer. Similar to Section 4.1, we
experiment with different sketch sizes and choose ones which perform better. The experiments show that a good
general strategy of choosing sketch size is τ ∼ √d, see Figures 2, 3, 4, 7 and 8.
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(a) gauss (b) coord
(c) svd (d) methods compared
Figure 3: a9a, λ = 10−3, n = 29, 159, d = 123
(a) gauss (b) coord
(c) svd (d) methods compared
Figure 2: w8a, λ = 10−3, n = 49, 749, d = 300
Contrary to simulations in Section 4.1, we find that svd sketch is outperformed by others. Overall, gauss
yielded the best results throughout all numerical tests.
Randomized BFGS is comparable to the classical BFGS method on datasets with small d and moderate number
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(a) gauss (b) coord
(c) svd (d) methods compared
Figure 4: covtype, λ = 10−3, n = 581, 012, d = 54
(a) gauss (b) coord
(c) svd (d) methods compared
Figure 5: HIGGS, λ = 10−1, n = 11, 000, 000, d = 28
12
(a) gauss (b) coord
(c) svd (d) methods compared
Figure 6: SUSY, λ = 10−1, n = 5, 000, 000, d = 18
(a) gauss (b) coord
(c) svd (d) methods compared
Figure 7: gisette, λ = 10−1, n = 6, 000, d = 5, 000
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(a) gauss (b) coord
(c) svd (d) methods compared
Figure 8: colon-cancer, λ = 10−1, n = 62, d = 2, 000
of samples, see Figures 2, 3, 4, but it performs better than classical BFGS on datasets with a high number of
samples, see Figures 5, 6. Moreover, Randomized BFGS significantly outperforms the classical BFGS method
on larger dimensional problems such as gisette (d = 5000), colon-cancer (d = 2000) and epsilon (d = 2000), see
Figures 7, 8 and 9.
Figure 9: epsilon, λ = 10−4, n = 400, 000, d = 2, 000
5 Conclusion, Consequences and Future Work
With a meaningful rate for the semi-local convergence of the randomized BFGS we now see several new open venues.
De-randomizing. One immediate question is whether randomization is necessary to establish a good convergence
rate for the BFGS method. That is, can we show that the traditional deterministic BFGS method also enjoys a fast
convergence rate? Based on our technique, we believe it may be possible through the following. First, we would
need to establish a rate at which the estimates of the inverse matrix converge to a fixed constant Hessian matrix.
In other words, we need to understand how fast would the BFGS matrices Bk converge to the inverse Hessian
were the BFGS method were applied to minimizing a quadratic. We believe this step could be answered by using
14
the equivalence of the BFGS method and the conjugate gradients method (CG) (Nazareth, 1979). Since the CG
method has been shown to converge linearly at an accelerated rate (as compared to gradient descent), we suspect
that the Hessian estimates of the BFGS method might also converge at an accelerated rate. If this is confirmed, the
remaining steps of the proof would follow verbatim from our proofs.
Globalizing. By using a globalization strategy, such as a trust region (Conn et al., 2000), line-search or a carefully
designed continuation scheme (Renegar, 2001), we believe it may be possible to extend our results to obtain a global
convergence theory.
Practical consequences. The general rate of convergence and the bound in (30) suggest that new sketching
matrices could be devised for accelerating our randomized BFGS method. We believe that by exploring the use of
modern fast randomized sketches, such as the ROS sketch of Pilanci & Wainwright (2017), it may be possible to
further accelerate the convergence of the randomized BFGS method.
Beyond self-concordance. It may be possible to extend our results beyond the class of self-concordant functions
to the class of generalized self-concordant functions (Sun & Tran-Dinh, 2018; Bach, 2010) which also allow for one
to control how fast the Hessian (and the inverse Hessian) changes.
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Appendix
A Proof of Theorem 2.1
First we collect some more notation.
Further notation. For matrices W ∈ Rd×d, let
‖W‖x := sup
v 6=0
‖Wv‖x
‖v‖x
denote the induced norm. Note that ‖W‖x =
∥∥∥H1/2x WH−1/2x ∥∥∥
2
and thus ‖·‖x is sub-multiplicative. Indeed,
‖WV‖x =
∥∥∥H1/2x WVH−1/2x ∥∥∥
2
=
∥∥∥H1/2x WH−1/2x H1/2x VH−1/2x ∥∥∥
2
≤ ‖W‖x ‖V‖x .
To further abbreviate our notation we will write ‖W‖∗ := ‖W‖x∗ .
A.1 Properties of self-concordant functions
We now collect some known consequences of self-concordance and develop some additional properties that we need
for our main proof.
Lemma A.1. For all y ∈ B1x we have that∥∥H−1x Hy∥∥x , ∥∥H−1y Hx∥∥x ≤ 1(1− ‖y − x‖x)2 , (32)
and ∥∥I−H−1x Hy∥∥x , ∥∥I−H−1y Hx∥∥x ≤ 1(1− ‖y − x‖x)2 − 1, (33)
Proof. See Theorem 2.2.1 of Renegar (2001).
Lemma A.2. If ‖x− x∗‖x ≤ 1 then
∥∥x− x∗ −H−1∗ ∇f(x)∥∥∗ ≤ ‖x− x∗‖2∗1− ‖x− x∗‖∗ , (34)
and ∥∥H−1∗ ∇f(xk)∥∥∗ ≤ ‖x∗ − xk‖∗1− ‖xk − x∗‖∗ . (35)
Proof. Note that
x− x∗ −H−1∗ ∇f(x) = x− x∗ −
∫ 1
0
H−1∗ Hx∗+t(x−x∗)(x− x∗)dt
=
∫ 1
0
(
I−H−1∗ Hx∗+t(x−x∗)
)
(x− x∗)dt. (36)
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Taking norms on both sides and using the sub-multiplicativity of the induced norm gives∥∥x− x∗ −H−1∗ ∇f(x)∥∥∗ (36)= ∥∥∥∥∫ 1
0
(
I−H−1∗ Hx∗+t(x−x∗)
)
(x− x∗)dt
∥∥∥∥
∗
≤
∫ 1
0
∥∥I−H−1∗ Hx∗+t(x−x∗)∥∥∗ ‖x− x∗‖∗ dt
(33)
≤ ‖x− x∗‖∗
∫ 1
0
(
1(
1− t ‖x− x∗‖x∗
)2 − 1
)
dt
=
‖x− x∗‖2∗
1− ‖x− x∗‖x∗
.
The proof of (35) follows from (32) since
∥∥H−1∗ ∇f(x)∥∥∗ ≤ ‖x∗ − x‖∗ ∫ 1
0
∥∥H−1∗ Hx∗+t(x−x∗)∥∥∗ dt (32)≤ ∫ 1
0
‖x∗ − x‖∗
(1− t ‖x− x∗‖∗)2
dt =
‖x∗ − x‖∗
1− ‖x− x∗‖∗
.
Using self-concordance we can change the metric in the weight Frobenius.
Lemma A.3. Let W ∈ Sd. For all y ∈ B1x the following inequality holds:
‖W‖F (Hy) ≤
‖W‖F (Hx)
(1− ‖y − x‖x)2
. (37)
Furthermore, if x ∈ B1/2y then
‖W‖F (Hy) ≤
(
1− ‖y − x‖y
1− 2 ‖y − x‖y
)2
‖W‖F (Hx) . (38)
Proof.
‖W‖F (Hy) ≤ ‖W‖F (Hx)
∥∥∥H−1/2x HyH−1/2x ∥∥∥
2
= ‖W‖F (Hx)
∥∥HyH−1x ∥∥x
(32)
≤ ‖W‖F (Hx)
(1− ‖y − x‖x)2
.
The bound (38) follows from the fact that for x ∈ B1/2y we have that y ∈ B1x and the definition of self-concordance (5)
that
‖y − x‖x ≤
‖y − x‖y
1− ‖y − x‖y
⇒ 1
1− ‖y − x‖x
≤ 1− ‖y − x‖y
1− 2 ‖y − x‖y
.
A.2 The distance of the iterates
Next we need an upper bound on ‖xk+1 − x∗‖2∗.
Lemma A.4. If x ∈ B1x∗ then
‖xk+1 − x∗‖∗ ≤
‖xk − x∗‖2∗
2
3− 2 ‖xk − x∗‖∗
(1− ‖xk − x∗‖∗)2
+
1
2
∥∥Bk −H−1∗ ∥∥2F (H∗) . (39)
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Consequently if x ∈ B1/4x∗ we have that
‖xk+1 − x∗‖∗ ≤ 5 ‖xk − x∗‖2∗ +
1
2
∥∥Bk −H−1∗ ∥∥F (H∗) . (40)
Proof. It starts with
‖xk+1 − x∗‖∗ = ‖xk − x∗ −Bk∇f(xk)‖∗
=
∥∥xk − x∗ −H−1∗ ∇f(xk) + (H−1∗ −Bk)∇f(xk)∥∥∗
≤ ∥∥xk − x∗ −H−1∗ ∇f(xk)∥∥∗ + ∥∥(H−1∗ −Bk)∇f(xk)∥∥∗
≤ ‖xk − x∗‖
2
∗
1− ‖xk − x∗‖∗
+
∥∥(Bk −H−1∗ )∇f(xk)∥∥∗ .
where we used (34) in the last step. As for the second term we have that∥∥(Bk −H−1∗ )∇f(xk)∥∥∗ = ∥∥(BkH∗ − I)H−1∗ ∇f(xk)∥∥∗
≤ ‖BkH∗ − I‖∗
∥∥H−1∗ ∇f(xk)∥∥∗
(35)
≤ ∥∥Bk −H−1∗ ∥∥F (H∗) ‖xk − x∗‖∗1− ‖xk − x∗‖∗ ,
where we used that
‖BkH∗ − I‖∗ =
∥∥∥H1/2∗ BkH1/2∗ − I∥∥∥
2
≤
∥∥∥H1/2∗ BkH1/2∗ − I∥∥∥
F
=
∥∥Bk −H−1∗ ∥∥F (H∗) .
Finally using that ab ≤ a22 + b
2
2 for all a, b > 0 with a =
∥∥Bk −H−1∗ ∥∥F (H∗) and b = ‖xk−x∗‖∗1−‖xk−x∗‖∗ gives∥∥(Bk −H−1∗ )∇f(xk)∥∥∗ ≤ 12 ∥∥Bk −H−1∗ ∥∥2F (H∗) + 12 ‖xk − x∗‖
2
∗
(1− ‖xk − x∗‖∗)2
. (41)
The above combined with (41) gives the result.
A.3 The distance of the quasi-Newton matrix
We start by establishing a lemma.
Lemma A.5. If x ∈ B1x∗ then
Ek
[∥∥Bk+1 −H−1∗ ∥∥2F (Hk)] ≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + d ‖xk − x∗‖2∗
(
2− ‖xk − x∗‖∗
1− ‖xk − x∗‖∗
)2
, (42)
where
ρ := inf
x∈Rd
λmin
(
E
[
H1/2x S(S
>HxS)−1S>H1/2x
])
. (43)
Consequently, if x ∈ B1/4x∗ , then
Ek
[∥∥Bk+1 −H−1∗ ∥∥2F (Hk)] ≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + 3d ‖xk − x∗‖2∗ . (44)
Proof. We define the following projection matrix:
Zk = H
1/2
k S(S
>HkS)†S>H
1/2
k . (45)
Hence from (2) we have that
Bk+1 = H
−1/2
k
(
Zk + (I− Zk)H1/2k BkH1/2k (I− Zk)
)
H
−1/2
k . (46)
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To abbreviate the calculations we define the linear operator P : Sd → Sd:
P (A) := (I− Zk)A(I− Zk). (47)
Using this notation we rewrite
∥∥Bk+1 −H−1∗ ∥∥2F (Hk):∥∥Bk+1 −H−1∗ ∥∥2F (Hk) = ∥∥∥H1/2k (Bk+1 −H−1∗ )H1/2k ∥∥∥2F
=
∥∥∥Zk + P (H1/2k BkH1/2k )−H1/2k H−1∗ H1/2k ∥∥∥2
F
=
∥∥∥P (H1/2k (Bk −H−1∗ )H1/2k ) + P (H1/2k H−1∗ H1/2k ) + Zk −H1/2k H−1∗ H1/2k ∥∥∥2
F
.
Now note that the following equality holds
Zk = I− P (I) = H1/2k H−1k H1/2k − P (H1/2k H−1k H1/2k ). (48)
Using this equality and the shorthand
Rk := H
1/2
k (Bk −H−1∗ )H1/2k ∈ Sd and Dk := H1/2k (H−1∗ −H−1k )H1/2k ∈ Sd,
we have that∥∥Bk+1 −H−1∗ ∥∥2F (Hk) = ∥∥∥P (H1/2k (Bk −H−1∗ )H1/2k ) + P (H1/2k (H−1∗ −H−1k )H1/2k )−H1/2k (H−1∗ −H−1k )H1/2k ∥∥∥2F
= ‖P (Rk)‖2F︸ ︷︷ ︸
(I)
+ ‖P (Dk)−Dk‖2F︸ ︷︷ ︸
(II)
+ 2 〈P (Rk)〉P (Dk)−Dk︸ ︷︷ ︸
(III)
. (49)
One can show that (III) = 0. Note that (I) has the following upper-bound:
‖P (Rk)‖2F = Trace (Rk(I− Zk)Rk(I− Zk))
= Trace (Rk(I− Zk)Rk)− Trace (ZkRk(I− Zk)RkZk)
≤ Trace (Rk(I− Zk)Rk) . (50)
Taking expectation conditioned on xk now gives
Ek
[
‖P (Rk)‖2F
]
≤ Trace (Rk(I− E [Zk])Rk)
≤ (1− λmin(E [Zk]))
∥∥Bk −H−1∗ ∥∥2F (Hk) (51)
(43)
≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) , (52)
where we used that Trace (AB) ≥ λmin(A)Trace (B) for any symmetric positive semi-definite matrices A and B.
Furthermore, (II) has the following upper-bound:
‖P (Dk)−Dk‖2F = Trace
(
[Dk − (I− Zk)Dk(I− Zk)]2
)
= ‖Dk‖2F − Trace ((I− Zk)Dk(I− Zk)Dk(I− Zk))
≤ ‖Hk −H∗‖2F (H−1∗ ) , (53)
where we used that Trace ((I− Zk)Dk(I− Zk)Dk(I− Zk)) ≥ 0 since the matrix within this trace is symmetric
positive semi-definite. Using the above together with (52) and (49) gives
Ek
[∥∥Bk+1 −H−1∗ ∥∥2F (Hk)] ≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + ‖Hk −H∗‖2F (H−1∗ ) . (54)
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Now we need to bound the term ‖Hk −H∗‖F (H−1∗ ) using the properties of self-concordant functions. For
xk ∈ B∗(x∗, 1), we have
‖Hk −H∗‖F (H−1∗ ) =
∥∥∥H−1/2∗ (Hk −H∗)H−1/2∗ ∥∥∥2
F
≤ d
∥∥∥H−1/2∗ (Hk −H∗)H−1/2∗ ∥∥∥2
2
= d
∥∥H−1∗ Hk − I∥∥2∗
(33)
≤ d
(
1
(1− ‖xk − x∗‖∗)2
− 1
)2
= d ‖xk − x∗‖2∗
(
2− ‖xk − x∗‖∗
1− ‖xk − x∗‖∗
)2
.
A.4 Detailed proof of Theorem 2.1
Proof. Taking expectation conditioned on xk, using (38) and then Lemma A.5 gives
Ek
[∥∥Bk+1 −H−1∗ ∥∥2F (H∗)] ≤
(
1− ‖xk − x∗‖∗
1− 2 ‖xk − x∗‖∗
)2 ∥∥Bk+1 −H−1∗ ∥∥2F (Hk)
≤
(
1− ‖xk − x∗‖∗
1− 2 ‖xk − x∗‖∗
)2 (
(1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + 3d ‖xk − x∗‖∗)
≤ 1− ρ
(1− 2 ‖xk − x∗‖∗)2
∥∥Bk −H−1∗ ∥∥2F (Hk) + 3d ‖xk − x∗‖∗
(
1− ‖xk − x∗‖∗
1− 2 ‖xk − x∗‖∗
)2
.
Now using that ‖xk − x∗‖∗ < 14 and combining the above with (40) gives
Φk+1σ ≤ σ
(
1− ρ
(1− 2 ‖xk − x∗‖∗)2
+
1
2σ
)∥∥Bk −H−1∗ ∥∥2F (H∗) + (9σd+ 5) ‖xk − x∗‖2∗ .
Now note that
‖xk − x∗‖ ≤ 1
2
− 1
2
√
1− ρ
1− 2ρ3
=⇒ 1− ρ
(1− 2 ‖xk − x∗‖∗)2
≤ 1− 2ρ
3
,
and thus
Φk+1σ ≤ σ
(
1− 2ρ
3
+
1
2σ
)∥∥Bk −H−1∗ ∥∥2F (H∗) + (9σd+ 5) ‖xk − x∗‖2∗ .
Now choosing σ = 37ρ and further restricting ‖xk − x∗‖ so that
‖xk − x∗‖∗ ≤
2− ρ
9ρd+ 10
=⇒ (9σd+ 5) ‖xk − x∗‖2∗ ≤
(
1− ρ
2
)
‖xk − x∗‖∗ . (55)
With this we have that
E
[
Φk+1σ
] ≤ σ (1− ρ
2
)∥∥Bk −H−1∗ ∥∥2F (H∗) + (1− ρ2) ‖xk − x∗‖2∗ = (1− ρ2)Φkσ.
B Proof of Theorem 2.5
For this proof we use the Monotonic option in Algorithm 1. Furthermore, for the proof we will use the notation
x+ = xk −Bk∇f(xk).
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B.1 Getting ready for the proof
We first state and prove four lemmas.
Lemma B.1. Let W ∈ Sd. For all x, y ∈ Rd the following inequality holds:
‖W‖F (Hx) ≤
(
1 +
L2
µ
‖x− y‖2
)
‖W‖F (Hy) . (56)
Proof.
‖W‖F (Hx) ≤ ‖W‖F (Hy)
∥∥∥H−1/2y HxH−1/2y ∥∥∥
2
≤ ‖W‖F (Hy)
(
1 +
∥∥∥H−1/2y [Hx −Hy]H−1/2y ∥∥∥
2
)
≤ ‖W‖F (Hy)
(
1 +
∥∥H−1y ∥∥2 ‖Hx −Hy‖2)
≤ ‖W‖F (Hy)
(
1 + µ−1L2 ‖x− y‖2
)
.
Lemma B.2. Let H∗ := ∇2f(x∗). It follows that∥∥xk − x∗ −H−1∗ ∇f(xk)∥∥2 ≤ L22µ ‖xk − x∗‖22 .
Proof. By the fundamental theorem of calculus,
∇f(xk) = ∇f(xk)−∇f(x∗) =
∫ 1
0
∇2f(x∗ + t(xk − x∗))(xk − x∗)dt. (57)
The result now follows from∥∥xk − x∗ −H−1∗ ∇f(xk)∥∥2 (57)= ∥∥∥∥H−1∗ (H∗ − ∫ 1
0
∇2f(x∗ + t(xk − x∗))dt
)
(xk − x∗)
∥∥∥∥
2
≤ ∥∥H−1∗ ∥∥2 ∥∥∥∥H∗ − ∫ 1
0
∇2f(x∗ + t(xk − x∗))dt
∥∥∥∥
2
‖xk − x∗‖2
=
∥∥H−1∗ ∥∥2 ∥∥∥∥∫ 1
0
[
H∗ −∇2f(x∗ + t(xk − x∗))
]
dt
∥∥∥∥
2
‖xk − x∗‖2
≤ ∥∥H−1∗ ∥∥2 [∫ 1
0
∥∥H∗ −∇2f(x∗ + t(xk − x∗))∥∥2 dt] ‖xk − x∗‖2
(13)+(11)
≤ L2
µ
(∫ 1
0
‖t(xk − x∗)‖2 dt
)
‖xk − x∗‖2
=
L2
2µ
‖xk − x∗‖22 .
Lemma B.3.
√
f(x+)− f(x∗) ≤
√
2L1L2
µ2
(f(xk)− f(x∗)) + L
5/2
1
2
√
2µL2
∥∥Bk −H−1∗ ∥∥2F (Hk) . (58)
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Proof. We start with an upper-bound for ‖x+ − x∗‖2:
‖x+ − x∗‖2 = ‖xk − x∗ −Bk∇f(xk)‖2
=
∥∥xk − x∗ −H−1∗ ∇f(xk) + (H−1∗ −Bk)∇f(xk)∥∥2
≤ ∥∥xk − x∗ −H−1∗ ∇f(xk)∥∥2 + ∥∥(H−1∗ −Bk)∇f(xk)∥∥2
Lemma B.2+(12)
≤ L2
2µ
‖xk − x∗‖22 + L1
∥∥H−1∗ −Bk∥∥2 ‖xk − x∗‖2 .
Now using that ab ≤ c2a2 + 12cb2 for every a, b, c > 0 with a = ‖xk − x∗‖2 , b =
∥∥H−1∗ −Bk∥∥2 and c = L2µL1 in the
above gives
‖x+ − x∗‖2 ≤
L2
µ
‖xk − x∗‖22 +
µL21
2L2
∥∥H−1∗ −Bk∥∥22
≤ L2
µ
‖xk − x∗‖22 +
µL21
2L2
∥∥H−1∗ −Bk∥∥2F (Hk) ∥∥H−1k ∥∥22
≤ L2
µ
‖xk − x∗‖22 +
L21
2µL2
∥∥H−1∗ −Bk∥∥2F (Hk) .
Using smoothness (12), the above inequalitym and then strong convexity (11) in that order, we have that√
f(x+)− f(x∗) ≤
√
L1
2
‖x+ − x∗‖2
≤
√
L1
2
L2
µ
‖xk − x∗‖22 +
L
5/2
1
2
√
2µL2
∥∥H−1∗ −Bk∥∥2F (Hk)
≤
√
2L1L2
µ2
(f(xk)− f(x∗)) + L
5/2
1
2
√
2µL2
∥∥H−1∗ −Bk∥∥2F (Hk) .
Lemma B.4.
Ek
[∥∥Bk+1 −H−1∗ ∥∥2F (Hk)] ≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + 2dL22µ3 (f(xk)− f(x∗)). (59)
Proof. Recalling (54) we have that
Ek
[∥∥Bk+1 −H−1∗ ∥∥2F (Hk)] ≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + ‖Hk −H∗‖2F (H−1∗ ) . (60)
Now note that ∥∥∥H−1/2∗ (Hk −H∗)H−1/2∗ ∥∥∥2
F
≤ d∥∥H−1∗ ∥∥22 ‖Hk −H∗‖22
(11)+(13)
≤ dL
2
2
µ2
‖xk − x∗‖22 . (61)
Finally, taking expectation over (60) and using the above gives
Ek
[∥∥Bk+1 −H−1∗ ∥∥2F (Hk)] ≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + dL22µ2 ‖xk − x∗‖22
≤ (1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + 2dL22µ3 (f(xk)− f(x∗)).
Now, we consider the following Lyapunov function:
Ψk =
√
f(xk)− f(x∗) + β
∥∥Bk −H−1∗ ∥∥2F (H∗) , (62)
where β =
4
√
2L
5/2
1
µL2ρ
.
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B.2 The Proof
Having established several key lemmas, we are now ready to prove Theorem 2.5.
Proof.
E [Ψk+1] =
√
f(xk+1)− f(x∗) + βE
[∥∥Bk+1 −H−1∗ ∥∥2F (H∗)]
≤
√
f(x+)− f(x∗) + βE
[∥∥Bk+1 −H−1∗ ∥∥2F (H∗)]
(58)+(56)
≤
√
2L1L2
µ2
(f(xk)− f(x∗)) + L
5/2
1
2
√
2µL2
∥∥Bk −H−1∗ ∥∥2F (Hk)
+β
[
1 +
L2
µ
‖xk − x∗‖2
]2
E
[∥∥Bk+1 −H−1∗ ∥∥2F (Hk)]
(59)
≤
√
2L1L2
µ2
(f(xk)− f(x∗)) + L
5/2
1
2
√
2µL2
∥∥Bk −H−1∗ ∥∥2F (Hk)
+β
[
1 +
L2
µ
‖xk − x∗‖2
]2 [
(1− ρ)∥∥Bk −H−1∗ ∥∥2F (Hk) + 2dL22µ3 (f(xk)− f(x∗))
]
≤
[√
2L1L2
µ2
+
2βdL22
µ3
[
1 +
L2
µ
‖xk − x∗‖2
]2]
(f(xk)− f(x∗))
+
[
(1− ρ)
[
1 +
L2
µ
‖xk − x∗‖2
]4
+
L
5/2
1
2β
√
2µL2
[
1 +
L2
µ
‖xk − x∗‖2
]2]
β
∥∥Bk −H−1∗ ∥∥2F (H∗) .
Now, since f(xk)−f(x∗) is non-increasing by line 1 in Algorithm 1, we have that ‖xk − x∗‖2 ≤
√
2
µ (f(xk)− f(x∗)) ≤√
2
µ (f(x0)− f(x∗)) ≤
√
2F
µ :
E [Ψk+1] ≤
√2L1L2
µ2
+
2βdL22
µ3
[
1 +
√
2FL2
µ3/2
]2 (f(xk)− f(x∗))
+
(1− ρ)[1 + √2FL2
µ3/2
]4
+
L
5/2
1
2β
√
2µL2
[
1 +
√
2FL2
µ3/2
]2β ∥∥Bk −H−1∗ ∥∥2F (H∗) .
Equation (14) implies
√
2FL2
µ3/2
≤ 1 and we get
E [Ψk+1] ≤
[√
2L1L2
µ2
+
8βdL22
µ3
]
(f(xk)− f(x∗)) +
[
(1− ρ)
[
1 +
15
√
2FL2
µ3/2
]
+
√
2L
5/2
1
βµL2
]
β
∥∥Bk −H−1∗ ∥∥2F (H∗)
≤
[√
2L1L2
µ2
+
8βdL22
µ3
]
(f(xk)− f(x∗)) +
[
1− ρ+ 15
√
2FL2
µ3/2
+
√
2L
5/2
1
βµL2
]
β
∥∥Bk −H−1∗ ∥∥2F (H∗) .
Using β =
4
√
2L
5/2
1
µL2ρ
and using 15
√
2FL2
µ3/2
≤ ρ4 , which follows from (14), we get
E [Ψk+1] ≤
[√
2L1L2
µ2
+
32
√
2dL
5/2
1 L2
ρµ4
]√
F · (f(xk)− f(x∗)) +
(
1− ρ
2
)
β
∥∥Bk −H−1∗ ∥∥2F (H∗) .
Finally, using (14) we get
E [Ψk+1] ≤ 1
2
√
(f(xk)− f(x∗)) +
(
1− ρ
2
)
β
∥∥Bk −H−1∗ ∥∥2F (H∗) ≤ (1− ρ2)Ψk. (63)
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C Proof of Theorem 2.6
Lemma C.1.
√
f(xk+1)−f(x∗)
f(xk)−f(x∗) converges to 0 with probability 1.
Proof. We start with an upper-bound for
√
f(xk+1)− f(x∗):√
f(xk+1)− f(x∗) ≤
√
f(x+)− f(x∗)
≤
√
L1
2
‖x+ − x∗‖2
=
√
L1
2
‖xk − x∗ −Bk∇f(xk)‖2
=
√
L1
2
∥∥xk − x∗ −H−1∗ ∇f(xk) + (H−1∗ −Bk)∇f(xk)∥∥2
≤
√
L1
2
∥∥xk − x∗ −H−1∗ ∇f(xk)∥∥2 +
√
L1
2
∥∥(H−1∗ −Bk)∇f(xk)∥∥2
Lemma B.2+(12)
≤ L2
√
L1
2
√
2µ
‖xk − x∗‖22 +
L
3/2
1√
2
∥∥H−1∗ −Bk∥∥2 ‖xk − x∗‖2
(11)
≤ L2
√
L1√
2µ2
(f(xk)− f(x∗)) + L
3/2
1√
µ
∥∥H−1∗ −Bk∥∥2√f(xk)− f(x∗)
≤ L2
√
L1√
2µ2
(f(xk)− f(x∗)) + L
3/2
1
µ3/2
∥∥H−1∗ −Bk∥∥F (H∗)√f(xk)− f(x∗).
This leads to √
f(xk+1)− f(x∗)
f(xk)− f(x∗) ≤
L2
√
L1√
2µ2
√
f(xk)− f(x∗) + L
3/2
1
µ3/2
∥∥H−1∗ −Bk∥∥F (H∗)
≤ aΨk + b
√
Ψk,
where a = L2
√
L1√
2µ2
and b =
L
3/2
1
µ3/2
√
β
. After taking expectation, we get
E
[√
f(xk+1)− f(x∗)
f(xk)− f(x∗)
]
≤ E
[
aΨk + b
√
Ψk
]
≤ aE [Ψk] + b
√
E [Ψk]
≤ a(1− ρ)kΨ0 + b
√
(1− ρ)kΨ0
≤ cqk,
where q =
√
1− ρ ∈ (0, 1) and c = aΨ0 + b
√
Ψ0. Now, we choose arbitrary  and apply Markov’s inequality:
P
(√
f(xk+1)− f(x∗)
f(xk)− f(x∗) ≥ 
)
≤ 1

E
[√
f(xk+1)− f(x∗)
f(xk)− f(x∗)
]
≤ cq
k

.
Hence, for all  > 0
∞∑
k=0
P
(√
f(xk+1)− f(x∗)
f(xk)− f(x∗) ≥ 
)
<∞, (64)
which means that
√
f(xk+1)−f(x∗)
f(xk)−f(x∗) converges to 0 in probability sufficiently quickly and hence it converges to 0
almost surely.
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Lemma C.2.
√
f(xk)− f(x∗) converges to 0 with probability 1.
Proof. E
[√
f(xk)− f(x∗)
]
converges linearly to 0, thus it converges in probability to 0 sufficiently quickly. Hence,√
f(xk)− f(x∗) converges to 0 almost surely.
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