Abstract: This study is concerned with the output regulation of an anti-stable system of coupled wave equations with external disturbances. A state-feedback regulator is designed to force the output of the coupled wave equations to track the reference signal, which is generated by an exosystem. Moreover, the tracking error decays exponentially at a prescribed rate. The design is based on backstepping approach and relies on solving the regulator equations. The solvability condition of the regulator equations is characterised by the transfer matrix of the coupled wave equations and eigenvalues of the exosystem. An outputfeedback regulator is then constructed by developing an observer. Finally, the numerical simulations are demonstrated for the effectiveness of the theoretical results.
Introduction
The output regulation problem of distributed parameter systems (DPSs) is important in control theory and engineering applications. The objective of output regulation is to design a regulator for asymptotic tracking of reference signals and/or rejection of disturbances [1, 2] . A number of contributions have been made to solve the regulator design problems for linear DPSs with bounded control and observation (see e.g. [3] [4] [5] [6] [7] ), most of which include internal model principle to address the problems. Some efforts have been later made for the regulator design for the case of unbounded control /observation [8] [9] [10] . In [8] , it is shown that, under some suitable assumptions, the solvability of output regulation for an exponentially stable regular linear DPSs is equivalent to the solvability of a pair of linear regulator equations. Based on the solving operator Riccati equations, an output feedback regulator has been designed in [9] for a class of first-order hyperbolic systems with distributed input and pointwise in-domain output. For a treatment of a more general case, we would like to refer the reader to [10] , there the regulator parameters are easily designed and configured compared with the regulator in [9] .
A gradually more common and systematic control design method for partial differential equations (PDEs) is the backstepping technique, which employs an invertible Volterra transformation that maps the closed-loop system into a target system with desirable stability properties [11] . The method has been widely used to stabilise the unstable single PDE systems, such as wave equations [12, 13] , Schrödinger [14] , and Euler-Bernoulli beam [15] . The backstepping technique has also been developed for the stabilisation of the coupled hyperbolic PDE systems [16, 17] , and the cascaded parabolic PDE systems [18, 19] . In [16] , a backstepping transformation has been applied to design the feedback control for locally stabilising 2 × 2 quasi-linear first-order hyperbolic PDEs. In [17] , a backstepping controller has been proposed for the stabilisation of heterodirectional linear coupled transport PDEs, where the number of PDEs in either direction is arbitrary. Backstepping-based boundary stabilisation of an unstable reaction-diffusion PDE cascaded with a heat equation has been obtained in [18] , and the feedback law is designed at the boundary of the heat equation.
Recently, the backstepping technique has found applications in the regulator design for several classes of linear boundary controlled PDEs, including parabolic PDEs [20] , first-order hyperbolic PIDEs [21] , second-order hyperbolic PIDEs [22] , and 2 × 2 hyperbolic single-input single-output systems [23] . These backstepping state-feedback regulators with the feedforward of the exosystem states are determined based on the derivation of the corresponding regulator equations. Moreover, the output-feedback regulators are designed by constructing a reference and disturbance observer. The extension to general linear heterodirectional hyperbolic multiple-input multiple-output systems has been done in [24] , wherein the existence conditions for the output-feedback regulator are evaluated in terms of the plant transfer behaviour.
For the coupled system of wave equations, the backstepping regulator design has not yet been studied. Motivated mainly by this fact and [20] , in this contribution we present an extension of the regulator design procedure to the coupled wave PDEs with boundary interconnections, which is in the form of anti-damper. The state-feedback regulator design is based on a two-step backstepping transformation and solving the regulator equations. The corresponding output regulation is obtained from the exponential stability of a tracking error system. Instead of the Lyapunov synthesis that has been applied for the hyperbolic systems in [21] [22] [23] [24] , the Riesz basis approach is adopted in this paper, through which the exponential stability of the tracking error system is built with the prescribed decay rate and the spectrumdetermined growth condition is obtained. The result is then extended to the design of the output-feedback regulator by determining an observer, which estimates the states of both the internal and exogenous systems. Compared with the previous result, the tracking error is driven by the designed output-feedback regulator to converge to zero at a slower rate.
In engineering applications, the coupled strings can be used to model the segments of elastic multi-link structures [25] . The prototype of coupled vibrating strings is governed by coupled second-order hyperbolic PDEs with associated joint. In practical applications, the external disturbances usually enter the coupled systems and affect their output performances. Therefore, the study of the output regulation of such control systems is both practical and theoretical interest.
In this paper, the system under study is described by coupled wave equations of the following form (see Fig. 1 ):
where
are the two real vectors and denote the vector displacement and velocity of coupled vibrating strings, respectively.
, where α 1 , α 2 are constants. Q is a positive matrix with the form
which implies that (1) is anti-stable [26] , and the term −QΦ t (0, t) stands for the joint vertical force connecting the two strings [13] . U(t) = U 1 (t), U 2 (t) ∈ ℝ 2 is the real vector regulator and the output Y out (t) is a vector collecting the weighted average of the state over the entire spatial domain [27] 
with C ϕi (x), C ψi (x) ∈ ℝ, i = 1, 2, satisfying the hypotheses:
The disturbances
, and the
, to be tracked by Y out , are described by the following exosystem:
where S ∈ ℝ n w × n w is diagonalisable in ℂ and all the eigenvalues of S are located on the imaginary axis.
and
Our goal in this paper is to determine both state-feedback and output-feedback regulators for system (1) so that
• Y out (t) can track the reference signal R(t), i.e.
for all initial values of (1), and ∥ ⋅ ∥ ℝ 4 denotes the norm in ℝ 4 ; • The tracking error systems are exponentially stable and all internal systems are bounded.
The remaining of this paper is organised as follows: The twostep backstepping regulator design is developed in Section 2. In Section 3, the state-feedback output regulation is achieved by solving the regulator equations. The solvability conditions for the regulator equations are also presented. In Section 4, we develop the exponentially convergent observer. The output-feedback regulator is constructed in Section 5. The numerical simulations are demonstrated in Section 6 followed by the conclusion of the paper in Section 7. Finally, The kernels of the backstepping transformations are given at the Appendix.
Backstepping regulator design
In this section, the two-step backstepping transformation will be used to (i) design U(t) to remove the anti-damping term with coefficient −Q from the uncontrolled boundary of the system of (1) cascaded by (3a); and (ii) design an intermediate control such that the target system has an in-domain damping term with diagonal coefficient matrix. Therefore, we divide the process of the state feedback regulator design into two steps.
Step 1: We postulate the transformation in the form
and Γ = I 2 × 2 − ΩQ are 2 × 2 kernel matrix. The transformation (5) brings the system (1) cascaded by (3a) into an intermediate system
, and Ĝ (x) ∈ ℝ 2 × n w is given in Section 10.1 of the Appendix. M(t) ∈ ℝ 2 is the intermediate controller, and U(t) is obtained by setting x = 1 in the second equality of (5)
Step 2: We introduce the transformation
along with the controller M(t) at x = 1:
where γ w is to be determined later, and H(x) = cosh Λx . The kernels ℳ(x, y) and N(x, y) are diagonal matrix functions yet to be selected in Section 10.2 of the Appendix such that (6) is transformed into the target system (10) where β = H(0)Ξ , Λ = diag(p 1 , p 2 ) with 0 < p 1 , p 2 < π/2 and p 1 ≠ p 2 , and G (x) is given in Section 10.2 of the Appendix.
Finally, by substituting (9) into (7), and using (5), we obtain the following state-feedback regulator:
Output regulation by state-feedback
Based on the solving the regulator equations, the error transformation is introduced to bring the target system (10) into a tracking error system. Moreover, the error system is shown to be exponentially convergent to zero, which implies that
• The regulator (11) forces Y out (t) to track the reference signal R(t) generated by (3).
• The corresponding internal system is bounded.
In order to solve the regulator equations, we derive the solvability conditions in terms of the transfer matrix of (1) and eigenvalues of (3a). Therefore, this section is divided into two parts.
Tracking error system
To begin with, firstly we consider the error transformation
with the gain γ(
need to satisfy the following equations:
with γ^(x) = γ(x)S, and β 1 , β 2 ∈ ℝ 1 × n w . Let γ w = γ (1) . Then (12) brings Ψ-part of (10) into the tracking error system
We now write ∥ e Y (t) ∥ ℝ 4 in terms of Θ(x, t) and Θ t (x, t). For this purpose, let
Then we have
, and Π 1 −1 and Π 2 −1 are given by (60) and (63), respectively. Therefore, if γ(x) and γ^(x) satisfy the regulator equations
then the output regulation of (1) can be obtained from the exponential stability of (13).
We are now ready to investigate the well-posedness and stability of (13) . Let us consider (13) in the state space
Define a linear operator A: D(A)( ⊂ H E ) → H E as follows:
Hence, (13) can be reformulated as the following abstract evolution equation:
. A straightforward calculation gives the adjoint operator of A:
The following lemma is easily proved by direct calculation. Lemma 1: Let A be given by (18) . Then A −1 exists and is compact on H E , and consequently σ(A), the spectrum of A, consists of isolated eigenvalues of finite algebraic multiplicity only.
Now we are in a position to consider the eigenvalue problem of (18) .
Theorem 1: Let A be given by (18) . Then A has the eigenvalues
The corresponding eigenfunctions with respect to λ ±m p and λ ±k q are, respectively,
Moreover, the following assertions hold:
(2)The spectrum-determined growth condition holds true for the semigroup e At . 
(24) Proof: Firstly, a direct computation yields that the spectrum of A is given by (21) .
is an eigenvalue of A, then it has the corresponding eigenfunction Θ ±m p given by (22a).
If λ = λ ±k q , k ∈ ℕ, is an eigenvalue of A, then it has the corresponding eigenfunction Θ ±k q given by (22b).
Obviously, {Θ ±m p , Θ ±k q , m, k ∈ ℕ} forms an orthogonal basis for H E .
It follows that (19) is well-posed and the spectrum determined growth condition holds true for e At , i.e.
, and ω = min p 1 , p 2 . Thus, Assertions (1)- (3) hold. It remains to confirm the last assertion. We first check the boundness of the norm of the operator ℭ,
It follows that ∥ ℭ ∥ ≤ C 1 , where C 1 is given by (24) . Therefore, for any initial state
V and ω are given by (15) and Assertion (3), respectively. The proof is completed. □
The following corollary is a direct consequence of the above theorem: Corollary 1: The output regulation problem of (1) is solvable, i.e. (4) holds for the state-feedback regulator if (17) are solvable.
Solvability conditions of (17)
We establish necessary and sufficient conditions for the solvability of the regulator equations (17) .
Theorem 2 (Regulator equations): Let
, where the matrix
,
, where Λ n w + 4 ′ (s, x) denotes the derivative of Λ n w + 4 (s, x) with respect to x, and V is given by (15) . The regulator equations (17) 
The proof is divided into three steps.
Step 1:
Next, we need to decouple (17) . Since S is diagonalisable, there exists a similarity transformation
, j = 1, 2, …, n w . Postmultiplying (17a) and (17b) by W, we obtain the following decoupled set of ordinary differential equations (ODEs):
Step 2:
given by
Let
and (27) can be rewritten as
Define
, and
.
Then (28) and the equality W w, j = W w, j can be compactly rewritten as
According to (14) , we obtain
where P R 1 , j * = P R 1 ⋅ W w, j , j = 1, 2, …, n w . Therefore, by (29), we have
The above equation can be solved uniquely for Σ γ 0 if and only if the solvability conditions of the theorem hold.
Step 3:
The solution to the above equations is given by Obviously, the above equation can be solved uniquely for Σ γ 0 if and only if the solvability conditions of the theorem hold. Moreover, the classical solution of (17) is (3) of Theorems 1 and 2, we have sup t ≥ 0 ∥ Ψ( ⋅ , t), Ψ t ( ⋅ , t) ∥ H < ∞, i.e. the corresponding internal system is bounded.
Observer design
The regulator (11) depends on full states and boundary measurements. However, only Φ(0, t), Φ t (0, t) can be measured. In order to get the estimates of the full states, we are going to design an observer for the system (1) cascaded by (3a).
Let us denote the estimates of W, and Φ, Φ t by Ŵ , and Φ , Φ t , respectively. We can construct naturally the following observer:
which is a copy of the system (1) cascaded by (3a) plus output injection terms with the observer gains l w ∈ ℝ n w × 2
, l i (x) and l i ∈ ℝ 2 × 2 , i = 1, 2, to be determined later. The observer errors W = W − Ŵ , Φ = Φ − Φ , and Φ t = Φ t − Φ t satisfy the following observer error system:
Consider now the error transformation
Then (32) maps (31) into the following error system:
Thus, μ(x) needs to satisfy the following equations:
have to hold. Now there are two problems that need to be solved: (i) determine the gains μ(x) and l w ; (ii) prove that system (33) is exponentially stable, which implies the observer (30) is exponentially convergent to original system (1) cascaded by (3a). Consequently, the following procedure is divided into two parts:
Part 1: The existence of μ(x) and l w . We define a linear operator
Therefore, (33b) can be written as the following evolution equation:
The following lemma and remark confirm the well-posedness of (34). 
with r n = p n − 1 /(p n + 1), n = 1, 2.
Proof: First, a direct computation yields that the spectrum of Ã o is given by (35). Then we perform similar computations that applied to (17) . Postmultiplying (34) by W, we obtain the following decoupled set of ODEs:
where μ i, j * (x) = μ i (x)W w, j , and
If λ w, j = 0, then the solution to (37) is given by
If λ w, j ≠ 0 and p i sinh λ w, j + cosh λ w, j ≠ 0, then the solution to (37) is given by
, i = 1, 2, and j = 1, 2, …, n w . Since
it follows that:
On the other hand, λ w, j ∈ σ Ã o implies both λ w, j ≠ 0 and p i sinh λ w, j + cosh λ w, j = 0. Therefore, the necessary and sufficient conditions hold. The proof is completed. □ Remark 2: Since S has only eigenvalues on the imaginary axis, and p i , i = 1, 2 is chosen such that Reλ < 0 for all λ ∈ σ Ã o , the solvability conditions of Lemma 2 are satisfied. Next, we need to choose the gain l w such that the matrix S − l w μ(0) is Hurwitz. The following lemma presents the corresponding conditions for the observability of the pair μ(0), S .
Lemma 3 (Observability):
The numerator of the transfer matrix 
when λ w, j = 0, we have
On the other hand, through a straightforward calculation, the transfer matrix
can be derived in closed-form both for s ≠ 0, p i sinh s + cosh s ≠ 0 and s = 0. Therein, D d (s) is an irrational denominator. The proof is completed. □ Remark 3: Lemma 3 implies that the estimation of W(t) is only possible if all eigenmodes of the exosystem (3a) can be transferred from D 1 (t) and D 2 (t) to the measurement Y m1 (t). Thus, (38) requires
Part 2: The exponential stability of (33) . For simplicity, we have the following hypothesis on (33) . Define ℋ e = ℝ n w × H E . System (33) can be written as the following evolution equation:
A direct calculation yields the following results on A o : Lemma 4: A o −1 exists and is compact on ℋ e , consequently σ A o , the spectrum of A o , consists of isolated eigenvalues of finite algebraic multiplicity only.
We are now in a position to consider the well-posedness and stability of (39). Theorem 3: Assume that Hypothesis 1 holds. Then A o has the eigenvalues
where λ m p , λ k q are given by (36). The corresponding eigenfunctions with respect to λ j 0 , λ m p and λ k q are, respectively,
Moreover, the following assertions hold: 
has two families of eigenpairs 
Riesz basis for ℋ e :
From (40), we have 
Similarly, we obtain
Therefore, (44), (45) together with (43) yield
By using the Bari's theorem [29] , the sequence
As a direct conclusion, Assertions (2) and (3) hold. □
Output regulation by output-feedback
In this section, the output-feedback regulator is first designed. Then we prove that a tracking error system is exponentially convergent to zero, which implies that (4) holds for the output-feedback regulator and the corresponding internal system is bounded. Therefore, two steps follow as described below.
Step 1: The design of the output-feedback regulator. In view of Theorem 3, the estimates Ŵ of W, and Φ , Φ t of Φ, Φ t have been obtained, respectively. In this subsection, we design an output-feedback regulator as follows: (see (46)) which is an alternative to (11) . Under (46), the system (1) cascaded by (3a) becomes 
where U(t) is given by (11) . Under the transformations (5) and (8), the origin system (47) becomes
Step 2: Convergence of the tracking error system to zero. Since Ψ, Ψ t can be expressed through Θ, Θ t , and Φ , Φ t can be expressed through Θ o , Θ ot by using the transformations (12) and (32), respectively, the PDE-part of (48) becomes
with W (t), Θ o ( ⋅ , t), Θ ot ( ⋅ , t) being the solution of (33), and
According to Theorem 3, for any
and 0 < ε < ω, there exists a constant C ε > 0 (which only depends on ε) such that
Thus
The separation principle implies, taking Theorem 2 and Lemma 2 into considerations, that the output regulation of the PDE-part of (47) is obtained from the exponential stability of the system of (49) cascaded by (33)
where ρ(t) is given by (50). We consider (52a) in a suitable state space: 
. Thanks to the homogenous Neumann boundary condition of (52a), Δ −i/2 (i = ± 1, − 2) can be defined by [14] ΔF(
We also have
. Let A and A * be given by (19) and (20), respectively. Take the inner product on the both sides of (52a) with
) with the pivot space ℋ ρ . Then (52a) can be written as
δ(x)I 2 , and ρ(t) = 0 2 × 1 ρ(t) .
System (52) verifies the properties expressed in the following theorem: 0) ) ∈ ℋ e . Then for 0 < ε < min {ω, ϖ}, the following assertions hold:
(1) There exists a unique solution Θ( ⋅ , t),
The error e Y (t), given by (4), satisfies
and positive constant M 1 depends on ε. Proof: We begin by proving that the operator b is admissible for the semigroup e At generated by A on ℋ ρ , which implies that (53) is well-posed. To this end, let Z = ( f , g), and consider the adjoint system of (53)
which yields
It is easy to check that b
Now we are in a position to consider the eigenvalue problem of 
Obviously, Θ ±m * , Θ ±k * , m, k ∈ ℕ forms an orthonormal basis for ℋ ρ .
We can write Ψ Ψ t in terms of Θ ±m * , Θ ±k * , m, k ∈ ℕ in ℋ ρ :
and 
By Ingham's theorem [30, p.59] , there exist T > 0 and constant
which shows that b is admissible for the semigroup e At generated by A on ℋ ρ . Therefore, for any Θ( ⋅ , 0), Θ t ( ⋅ , 0) ∈ ℋ ρ and W 0 , Θ o ( ⋅ , 0), Θ ot ( ⋅ , 0) ∈ ℋ e , there exists a unique solution Θ( ⋅ , t), Θ t ( ⋅ , t) ∈ C 0, ∞ ; ℋ ρ , and W (t), Θ o ( ⋅ , t), Θ ot ( ⋅ , t) ∈ C 0, ∞ ; ℋ e to (52) such that
Next, we prove that (52) is exponentially stable. For any 0 < ε < min {ω, ϖ}, we get
Since −ω + ε < 0, and −ϖ + ε < 0, it follows from (51) and (7.4. 
with some constant C ε > 0. Consequently
On the other hand, Theorem 3 implies that
which together with (55) give
with constant M 2 = max {M 0 , M 1 }. Thus, Assertion (1) holds. It remains to confirm Assertion (2) . For this purpose, we estimate the output operator
It follows that ∥ ℭ ∥ ≤ C 5 , where C 5 is given by (54). Therefore, for any Θ( ⋅ , 0), Θ t ( ⋅ , 0) ∈ ℋ ρ , and W 0 , Θ o ( ⋅ , 0), Θ ot ( ⋅ , 0) ∈ ℋ e , we obtain the inequality (see (56)) , in which the positive constant C 6 is given by (54). The proof is completed. □
Simulation results
In this section, we present some numerical simulations for the output regulation of the system (1) to illustrate the effect of the output feedback regulator. Let G(x) = diag 2sin x, cos x , Ξ = diag( − 1, 2), and q 1 = 2 and q 2 = q * = 1. Then (1) becomes
We choose C ϕ1 (x) = cos 2πx , C ψ1 (x) = 2cos 2πx , C ϕ2 (x) = sin 2πx , and C ψ2 (x) = 10sin 2πx . The outputs are given by
(58)
The output-feedback regulator (46) force the outputs (58) to track sinusoidal or cosinusoid references R i j (t), i, j = 1, 2, while rejecting the disturbances D i (t), i = 1, 2. These exogenous signals can be modelled by (3) with
where bdiag X 1 , X 2 , …, X n represents block diagonal matrix with blocks X 1 , X 2 , …, X n on the main diagonal, and adiag(a 1 , a 2 , …, a n ) denotes anti-diagonal matrix with elements a 1 , a 2 , …, a n on the antidiagonal. ω 1 = 2, ω 2 = 3, φ 1 = π, and φ 2 = π/2. For numerical computations, the steps of space and time are set at 0.01 and 0.001, respectively. The initial values are chosen as ϕ(x, 0) = x 3 − 1, and ψ(x, 0) = x 2 − 1. Fig. 2 shows the open-loop results. It can be seen that the outputs do not track the references when without a regulator. Figs. 3 and 4 show the closed-loop results. Under the output feedback regulator (46), the outputs y ϕ and y ϕ t are driven to track the references R 11 (t) and R 21 (t), respectively. The resulting tracking behaviour is presented in Fig.  3 , and Fig. 4 depicts the tracking behaviour of the outputs y ψ and y ψ t .
Conclusion
The systematic design procedure of a backstepping state-feedback regulator has been presented by mapping the closed-loop of system (1) into the tracking error system, which has been shown to be exponentially convergent to zero with a prescribed rate. The solvability condition of the regulator equations is characterised by the transfer function of the coupled wave equations and eigenvalues of the exosystem. Based on developing the observer, 
the output-feedback regulator was then constructed to obtain a slower tracking rate compared with the state-feedback regulator. 
The structure of (59) is formed by two connected strings with joint vertical force anti-damping as shown in Fig. 5 . It can be conceived as segments of some elastic multi-link system, such as power transmission lines, aerial cable, railway systems or the upper cable part of an idealised suspension bridge [32] . The joints and bodies of these elastic multi-link systems are inevitably subject to the external disturbances, which may induce oscillations and instability. Therefore, maintaining a desired output of the controlled systems in spite of the disturbances is an important control problem in engineering applications. This paper has provided the regulator design procedure to solve the control problem of connected strings with two boundary control. Future work considers the possible extension of the proposed regulator design procedure to more complex model of elastic multilink structures, such as second-order hyperbolic systems with one boundary control [13] , cascaded ODE-beam system [33] , and the wave equations 1D networks [34] .
Acknowledgments
This work was supported by the National Natural Science Foundation of China (grant no. 61673061). 
