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Abstract
In the present work, a bluff-body burner is simulated at two different
conditions: a non-reactive and a reactive one. The geometry implemented is
suitable for a CFD study: it has some of the complications associated with
practical combustors and it is characterized by a strong interaction between
turbulence and chemistry. LES numerical simulations were performed at the
ENEA (Agenzia Nazionale per le Nuove Tecnologie, l’Energia e lo Sviluppo
Economico Sostenibile)- Casaccia Research Center by means of the in-house
code HeaRT (Heat Release and Turbulence) using parallel computers available
at the ENEA computational grid CRESCO (Computational RESearch on
COmplex system).
In the non-reactive case, two simulations of two different turbulent subgrid
scale models were performed: the Dynamic Smagorinsky model and the
Transported SGS Kinetic energy (Ksgs) non-dynamic model. In fact, since it
is non reactive, this case is the easiest way to study the different effects of
these models.
The reactive case simulation, instead, is characterized by a non-premixed
flame of CH4/H2 and air and it is simulated using the ksgs non-dynamic turbu-
lent subgrid model. The effects of two different chemical kinetic mechanism
were analysed: the fast chemistry and the detailed chemical mechanism of
Law.
The results of these simulations are compared to the experimental data
carried out at the Sandia National Laboratory (temperature and chemical
species measurements) and at the University of Sydney (speed and rms
measurements both in reactive and non reactive case) using non intrusive
optical technique. For the non-reactive case, results of the same test-case LES
simulation carried out by Tomasz G. Drozda of the Pittsburgh University are
also taken into account.
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Chapter 1
Turbulent reactive flows
characteristics
1.1 Turbulence characteristics
Turbulence is a phenomenon that can be observed in many situations, both in
nature (oceans, atmosphere, streams) and in engineering (aerospace,chemical,
hydraulic). It is possible to define the principle aspects of this phenomenon
as follows:
• 3D flows
With high speed gradients, when the Reynolds number passes a certain
critical value, the transition from laminar to turbulent regime happens:
in a two-dimensional flow, all the physical quantities (velocity compo-
nents u,v,w, pressure p,..) are not only functions of x and y coordinates,
but they depends also on the third spatial coordinate z and on the time
t.
• Rotational flows
The turbulent flow is by its own nature rotational. We can define the
vorticity ω as the curl of velocity: ω = 5 x u. It plays an important
role on the turbulent dynamics, in fact it is the rotational speed of
the fluid element. For convenience, speed perturbations are usually
split in elementary perturbations called ”eddies”. The so called ”vortex
stretching” is the main engine of turbulence: strain work is done by the
average motion on large eddies, transferring part of their energy. This
energy is then passed down in cascade to smaller vortices, ”stretching”
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them. When a vortex is stretched in ω direction, it becomes thinner
and, for momentum conservation, the vorticity increases.
• High Reynolds number
It is defined as:
Re =
UL
ν
(1.1)
where:
U is the mean velocity
L is a characteristic linear dimension
ν is the kinematic viscosity
This nondimensional number can be seen as the ratio between inertial
and convective forces: above certain Reynolds numbers, the effects of a
small perturbation in a laminar flow tend to increase since the inertial
terms become dominant with respect to the viscous terms. Reynolds
number can be also seen as the ratio between the diffusion and the
convective time. So in a turbulent flow, characterized by high Reynolds
numbers, the viscous diffusion is lower than the convective transport.
• Intermittence
Fluctuations can be very intense (1 - 104Hz). Following the time
evolution of a physical quantity, it is possible to find peaks larger than
common fluctuations: it is the intermittence phenomenon. It is worth
noting that velocity fluctuations influence the average motion causing
an apparent increasing of the strain drag, i.e. an apparent increasing of
viscosity.
• Increase of scalar gradients
One of the consequences of the high fluctuations is that a turbulent flow
has strong transport properties (mass, momentum and energy). The
elements stretching leads to a substantial increase in scalar quantities
and puts in contact different regions characterized by different scalar
properties: the effect is an acceleration of molecular transport and
chemical process in small scales.
• Spectrum of scales
Because of vortex stretching, energy is moved to smaller eddies, in
cascade, down to dissipative scales. The concept of energy cascade is
important in turbulence and it implies the existence of a spectrum of
scales, from the integral macroscales down to the dissipative ones.
2
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In this section we have introduced three important concepts that are
usually used as synonyms: ”scale”, ”eddy” and ”vortex”. It is important to
define the meaning of these terms. Scale is a mathematical concept and it is
used to indicate the spectral decomposition of a turbulent signal in its Fourier
components. Vortex is a coherent structure that can be physically observed in
a flow; it is an organized feature of fluid particles that can move laterally and
lengthwise, can change its form, can stretch, rotate, emit other or break-up
into smaller vortices. Eddy is in the middle: it refers both to the abstract
concept of scale and to the coherent fluid dynamics features represented by a
vortex [1].
1.2 Turbulence spectrum
At high Reynolds number, the flow is characterized by an excess of energy
that cannot be dissipated in laminar regime. So it starts destabilizing at
macroscopic level, creating vortices. In the beginning, the size of vortices
are comparable to the characteristic geometrical size of the system and the
Reynolds number is very high. Through the strain, the average motion trans-
fers the kinetic energy of large vortices, that contain most of the mechanical
energy; then, in an inertial manner (without dissipation), the energy passes to
smaller and smaller scales down to the dissipative ones in which the Reynolds
number is, more or less, one: at these scales the mechanical energy is turning
into kinetic microscopic energy, i.e. thermodynamic internal energy. This
mechanism is called cascade of energy and it involves adjacent scales (scales
with similar sizes or consecutive wave number in Fourier approach) and it
goes preferably from large scales to small; there is also an inverse cascade of
energy that generally is not negligible in reactive flows.
The smallest turbulent scale is called Kolmogorov microscale and it depends
only on the local flow properties: the kinematic viscosity ν and the dissipation
ε:
ηk =
(
ν3
ε
) 1
4
(1.2)
uk
′
= (νε)
1
4 (1.3)
from which a Reynolds equal to one is obtained:
Reηk =
uk
′
ηk
ν
=
ε
3
4ηk
4
3
ν
= 1 (1.4)
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The Kolmogorov’s theory works with the hypothesis of homogeneous
isotropic turbulence.
It is possible to represent the turbulent kinetic energy decay passing from the
physical to frequency domain with the Fourier transform. This leads to the
definition of the kinetic energy spectrum E(k), that represents the density of
kinetic energy per unit wave number k:
∂E
∂t
= W(k, t) − 2νk2E (1.5)
where W(k,t) is the function of energy transport and the second term is
the dissipation. If the energy spectrum is measured in the entire wave number
range, the following log-log plot is obtained.
Fig. 1.1: Turbulent kinetic energy spectrum
For very small k values (very large vortices), the turbulence is anisotropic.
These so large vortices are permanent and they are characterized by a small
fraction of the total energy (about 20 %). At a certain distance these vortices
break-up originating smaller vortices and the flow is almost isotropic. The
wave number range that gives the main contribution to the turbulent energy is
called range of energy containing eddies. In this range E(k,t) has a maximum
in ke; 1/ke can be seen as the medium size le of the most energetic vortices; le
has the same order of magnitude of the integral macroscale L.
For larger wave numbers the inertial subrange is defined. These scales
are very large compared with the Kolmogorov length, but still very small
compared with the large scale of the flow. So, since eddies in this range are
larger than the dissipative eddies, kinetic energy is essentially not dissipated
in this range, and it is only transferred to smaller scales. Within this range,
inertial effects are still larger than viscous effects and it is possible to assume
that viscosity does not play a role in the internal dynamics (in fact it is
controlled only by ε). The energy spectrum decreases following the k−5/3 law.
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The energy dissipation, caused by viscous effects, increases when eddies
become smaller (k increases) up to a certain size characterized by a wave
number kd. Here the energy dissipation is proportional to k2E(k, t) and kd is
the maximum of this function. Kd has the same order of magnitude of 1/η (η
kolmogorov scale).
At higher Reynolds, when ke is smaller than kd, and k is larger than
ke, the energy passed through vortices is larger than their energy speed
variation: these vortices are considered in static equilibrium. This k-range is
called universal equilibrium range: turbulence is independent from external
conditions and the length and speed scales depend only on ε and η as in
Kolmogorov’s theory. Beyond kd there is a decreasing ruled by the Heisenberg
formula : E(k,t) ∝ k−7.
In the Fig.1.1 are also reported the speed and length scales (Uk and Lk)
for each range.
1.3 Turbulence-flame interactions
At microscopic level, reactions are collisions between molecules and they
happen when reactants are mixed at scales close to the molecular scale and
at sufficient high temperature [2] . Molecular mixing of fuel and oxidizer,
therefore, takes place at the interface between small eddies: we can expect an
interaction between chemical and turbulent scales.
The effect of turbulent scales on flames is different depending on the
vortices sizes with respect to the local flame thickness. A vortex larger than
the flame thickness deforms its front1, stretches it increasing its surface (Fig
1.2).
Fig. 1.2: Flame stretching
Flame surface increasing means not only that the reactive volume increases,
but also the heat exchange surface increases. It leads to greater heat loss
1In premixed combustion, the flame front is a thin area in which reactions take place.
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from the reactive zone. If the chemical time is locally much higher than the
convective time or, in other words, if the heat produced by the reactions is
lower than the heat transported away, there will be the local flame quenching.
Instead, vortices smaller than the flame thickness can enter in the front:
this leads to a fast transport of fresh reactants inside the front, faster than
with the only molecular diffusion. Another consequence is that the flame
front becomes thicker.
So, the small scales effects are:
• faster mixing and transport due to turbulence convection;
• local gradients increase and ,so, transport intensification;
• hot products mix in fine structures with fresh reactants, with a con-
sequent intensification of reactive processes (if the chemical time is
longer than the convective time, there is also the possibility of flame
quenching).
To investigate the flame effects on turbulence we have to introduce the
baroclinic torque concept too. It is a source of vorticity linked to the unequal
acceleration due to the interaction between density and pressure gradients
inside a turbulent flame. The vorticity generation is easily explained. The
flame front moves towards reactants (with high density) leaving behind hot
combustion products (with low density). As consequence, products are sped
up, by the average pressure gradient of the flame, more than reactants. The
relative products-reactants acceleration produces a local rotation and then
the vorticity. Another factor that we have to consider is the volume variation
of the fine structures (where the reactions happen): the heat release tends to
enlarge these structures laminarizing the flow because of the enlargement of
the dissipative scales.
1.4 Equations of flow motion
Turbulent flow can be defined as an irregular and disordered flow whose
evolution represents a chaotic system. However, this chaotic system can be
described by a closed system of equations with initial, boundary and external
condition: for this reason, it is defined as deterministic chaos.
Turbulent combustion is governed by a set of transport equations express-
ing the transport of mass, momentum, energy, species mass fraction and
by a thermodynamic equation of state describing the gas behaviour. For a
mixture of Ns ideal gases in local thermodynamic equilibrium and chemical
6
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nonequilibrium, the corresponding field equations (extended Navier-Stokes
equations) are:
• Transport Equation of Mass:
∂ρ
∂t
+ 5 · (ρu) = 0 (1.6)
• Transport Equation of Momentum:
∂ρu
∂t
+ 5 · (ρuu) = 5 · S + ρ Ns∑
i=1
Yifi (1.7)
• Transport Equation of Total Energy:
∂ρ (ε + k)
∂t
+5 · [ρu (ε + k)] = 5 · (Su)−5 ·q +ρ
Ns∑
i=1
Yifi · (u + Vi) (1.8)
• Transport Equation of Species Mass Fraction:
∂ρYi
∂t
+ 5 · (ρuYi) = − 5 ·Ji + ρω˙i (1.9)
• Thermodynamic Equation of State:
p = ρ
Ns∑
i=1
Yi
Wi
RuT (1.10)
In the above equations:
t is the time variable;
ρ is the density;
u is the velocity;
S is the stress tensor;
ε is the internal energy per unit of mass;
k is the mechanical energy per unit of mass;
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q is the heat flux;
p is the pressure;
T is the temperature;
fi is the body force per unit of mass acting on the species i;
Wi is the molecular weight of the species i;
Yi is the mass fraction of the species i;
ω˙i is the production/destruction rate of the species i;
Vi is the diffusive velocity of the species i;
Ji is the mass flux of the of the species i;
Ru is the universal gas constant.
The Ns species transport equations (1.9) and the mass conservation equa-
tion (1.6) are linearly dependent and one of them is redundant. Furthermore,
to be consistent with mass conservation, the diffusion fluxes (Ji = ρYiVi) and
chemical source terms must satisfy:
Ns∑
i=1
Ji = 0 and
Ns∑
i=1
ω˙i = 0 (1.11)
In the transport equations system the number of unknowns is greater than
the number of equations. For this reason we have to introduce the constitutive
equations which describe the molecular transport properties of the flow.
1.5 The Constitutive equations
Each material has a different response to an external forcing, depending on
the properties of the material itself. When transport equations are derived
relying on continuum mechanics, the constitutive equations describe this
behaviour and, in particular, they express, with simple mathematical models
the microscopic molecular diffusion of momentum, energy and mass. For a
gas mixture, they should model the momentum flux τ (i.e. the stress-strain
relation between S and E), the species mass flux Ji and the heat flux q.
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1.5.1 The Diffusive Momentum Flux
The mathematical model is derived for a fluid of Ns chemical species, further-
more, a Newtonian fluid is assumed, which is characterized by the following
constitutive relation between the stress S, and the strain rate, E:
S =
(−p + λ∇ · u) I + µE = −pI + τ (1.12)
λ and µ being the two viscosity coefficients (Lame´ modules); τ is the
viscous part of stress tensor, given by:
τi j = λ
∂ui
∂xi
+ 2µ
[
1
2
(
∂ui
∂x j
+
∂u j
∂xi
)]
(1.13)
Pressure at the mascroscopic level corresponds to the microscopic transport
of momentum by means of molecular collisions in the direction of molecules
motion. Instead, molecular momentum transport in other directions is what
at macroscopic level is called viscosity. They are of different nature. In fact,
in terms of work done, pressure produces reversible transformations (changes
of volume), whilst viscous stresses produce irreversible transformations dissi-
pating energy into heat.
If the Stokes’ assumption is made, the second viscosity coefficient is mod-
eled as λ=-2/3 µ + µB, where the bulk viscosity µB is assumed nil. The bulk
viscosity takes into account nonequilibrium effects between the translational
and rotational degrees of freedom of molecules; it becomes important when
rotational energy adjustment times are longer than translational adjustment
times, thus for both ”rapid” compression or fast expansions, as in supersonic
expansion.
1.5.2 The Diffusive Species Mass Flux
The diffusive species mass flux, Ji, expresses the relative motion of chemical
species with respect to the motion of their (moving) center of mass. Within
the continuum mechanics assumption, this motion can be expressed by a
constitutive law rather than additional momentum equations for each chemical
species.
Both modelling and calculation of individual species diffusive mass fluxes
is not easy. In a multicomponent gaseous mixture, flux of Ns chemical species
at low density, is rigorously obtained by means of kinetic theory leading to
9
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the Maxwell-Stefan equation:
∇X j =
Ns∑
i=1;i, j
XiX j
Di j
(
Vi − V j
)
+
(
Y j − X j
) ∇p
p
+
+
ρ
p
Ns∑
i=1;i, j
YiY j
(
f j − fi
)
+
Ns∑
i=1;i, j
XiX j
ρDi j
DiTYi − D j
T
Y j
 ∇TT (1.14)
where V j is the diffusion velocity of the j-th species, Di j=D ji is the binary
mass diffusion coefficient of species i into species j, X j the molar fraction,
Y j the mass fraction, f j the body force per unit mass, D jT the thermo-
diffusion coefficient. The linear system (1.14) for the V j has size NsxNs and
requires knowledge of Ns(Ns-1)/2 diffutivities. Of the Ns equations, only
Ns-1 are independent, since the sum of all diffusion fluxes must be zero.
This system must be solved in each direction of the frame of reference, at
every computational node and, for unsteady flows, at each time step. This
is a mathematically difficult task. For this reason, generally CFD codes
assume simplified formulations for mass diffusion fluxes. The simplest and
more commonly implemented is the Fick’s law, generally adopted for sake of
simplicity, also for multicomponent mixtures:
Ji = ρYiVi = −ρDi∇Yi (1.15)
where Di is an effective diffusion coefficient of the species i into the gas
mixture.
A more accurate but still simple approximate formula for diffusion veloc-
ities in multicomponent gaseous mixture is the model of Hirschfelder and
Curtiss:
Vi ≈ −Di∇XiXi (1.16)
where Xi=YiWmix/Wi and Di is the zeroth-order diffusion coefficient:
D∗i j
[0] = Di =
1 − Yi∑Ns
j=1; j,i
X j
Di j
(1.17)
Thus, the diffusive species mass flux can be calculated as follows:
Ji = ρYiVi = −ρYiDi∇XiXi −Di
T∇T
T
= −ρ Wi
Wmix
Di∇Xi −DiT∇TT (1.18)
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This model still involves the calculation of binary mass diffusion coefficients
from kinetic theory expressions. This is still expensive in a CFD computation.
A very simple and economic way to obtain individual species diffusion co-
efficients consists in deriving them from assumed Lewis and Schmidt numbers:
Lei =
α
Di
−→ Di = αLei (1.19)
Sci =
ν
Di
−→ Di = νSci (1.20)
where α is the mixture thermal diffusivity. Since Schmidt number against
temperature distributions for individual species is less broad than those of
Lewis number, the constant Schmidt number assumption seems more correct
and, since these distributions are generally skewed or unbalanced, the median
describes their central tendency better than the mean. Then:
Di,mix =
ν
Sci
(1.21)
where Sci is the median of the Sci against T distributions.
1.5.3 The Diffusive Heat Flux
The heat flux q, for a gaseous mixture of Ns chemical species consists of three
different transport contributions.
The first, qF, is the heat transfer by conduction, modeled by the Fourier’s
law. At the microscopic level it is due to molecular collisions: since kinetic
energy and temperature are equivalent, molecules with higher kinetic energy
(at high temperature) ”energize” by collision the ones with less kinetic energy
(at lower temperature); in the continuum view, heat is transferred by means
of temperature gradients.
The second heat transport contribution, qV, is due to molecular diffusion,
acting in multicomponent mixtures and driven by concentration gradients:
where ∇Yi, 0, each species diffuses with its own velocity Vi, different from
the average velocity of the mixture. In this way each molecule transport its
own enthalpy contribution.
The third heat transport mechanism is the so called Dufour effect and
it is responsible of the heat flux qD: if temperature gradients cause species
diffusion (Soret effect), concentration gradients must cause a reciprocal heat
flux.
The total heat flux is :
q = qF + qV + qD (1.22)
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Usually the Dufour effect is negligible even when thermo-diffusion is not.
1.6 Turbulence Models
In principle, there is no difficulty in solving the Navier-Stokes equations; a
space-time discretization must be applied and then the equations are solved
by means of one of the numerical methods available. This is the Direct Nu-
merical Simulation (DNS): Navier-Stokes equations are solved without
modelling and the error is only numerical. Even if it is the most direct and
accurate model for turbulent flows, it is onerous in terms of computational
costs. In fact, to resolve the whole spectrum of scales, it is required:
• Spatial resolution:
(
L/η
)3 ∼ (ReL3/4)3 = Re9/4L (1.23)
• Time resolution:
τL/τη ∼ Re1/2L (1.24)
• CPU time:
∝ Nodes x N∇t ∼ Re11/4L (1.25)
This simple estimate is valid for a free flow. Near walls spatial resolution
increases. In combustion there are also other degrees of freedom due to the
chemical time spectrum and also these scales must be solved in space (flame
front) and time. So, the computational costs increase with the increasing of
the number of species in the flow. For these reasons, today DNS is feasible
only for relatively simple flows (even using supercomputing).
There are other alternative approaches to the DNS in which modelling is
necessary. There are two types of approach:
RANS (Reynolds Averaged Navier-Stokes) : Navier-Stokes equations
are filtered in time, hence, the spectrum of scales is reduced just to one
scale, i.e. the average scale;
LES (Large-eddy simulation) : Navier-Stokes equations are filtered in
space, hence, scales larger than the filter size ∆ are resolved, while the
smaller ones are modelled.
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Fig. 1.3: Turbulence models in the Spectrum
Fig. 1.4: DNS, LES and RANS simulations
As we can seen in Fig 1.4, with respect to DNS, in LES simulations the
description of small scales is lost but, with respect to RANS, the dynamics of
large scales is gained. Usually, RANS is needed in design due to the much
lower computational time.
Computing large scales and modelling small scales is the key of success of
LES upon RANS technique. For reactive problems (turbulent combustion)
this success could not be so clear. In fact chemical reactions take place at small
scales, close to molecular mixing, and in both RANS and LES simulations
the reacting scales are not solved: the whole turbulent subgrid combustion
physics is modelled. This is the reason why many turbulent combustion
models can formally work in both formulations. However, in LES simulations
large structures are explicitly computed, instantaneous fresh and burnt gases
zones, with different turbulence characteristics, are clearly identified. An
important application of LES is the analysis of combustion instabilities, that
exhibit large scale coherent structures due to coupling between heat release,
hydrodynamic flow filed and acoustic waves.
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Chapter 2
LES approach and the HeaRT
code
2.1 Transport equations
In LES, each turbulent field variable is decomposed into resolved and subgrid-
Scales. The resolved, large-scale fields are related to the instantaneous full-
scale fields through a grid filtering operation, applied to the Navier-Stokes
equations, that removes scales too small to be resolved by the simulation. In
this work, the spatial filter is implicitly defined by the local grid cell size:
∆ =
3
√
Volcell (2.1)
Variables per unit of volume are treated using the Reynolds decomposition
that is defined as follows:
ρ = ρ + ρ
′
(2.2)
The Favre density weighted decomposition is used to describe quantities
per mass unit [3, 4]:
u = u˜ + u
′′
(2.3)
with u˜=ρu/ρ.
For a mixture of Ns ideal gases in local thermodynamic equilibrium but
chemical nonequilibrium, the corresponding filtered field equations (extended
to the Navier-Stokes equations) are:
- Transport equation of mass
∂ρ¯
∂t
+
∂ρ¯u˜i
∂xi
= 0 (2.4)
14
2. LES approach and the HeaRT code
- Transport equation of momentum
∂(ρ¯u˜i)
∂t
+
∂(ρ¯u˜iu˜ j + p¯δi j)
∂x j
=
∂τ˜i j
∂x j
+
∂τi jsgs
∂xi
(2.5)
- Transport equation of total energy
∂(ρ¯U˜)
∂t
+
∂(ρ¯u˜iU˜ + p¯u˜i)
∂xi
= −∂(q¯i − u˜iτi j + Hi
sgs)
∂xi
(2.6)
- Transport equation of species mass fraction
∂(ρ¯Y˜i)
∂t
+
∂(ρ¯u˜ jY˜i)
∂xi
=
∂( J˜i, j + Ji, jsgs)
∂xi
+ ρ¯ ˜˙ωi (2.7)
- Thermodynamic equation of state
p = ρ
Ns∑
i=1
Y˜i
Wi
RuT˜ (2.8)
In the above equations, t is the time variable, ρ the density, u j the velocity,
τi j the viscous stress tensor, U˜ the total filtered energy per unit of mass, i.e.,
the sum of the filtered internal energy ε˜, 1/2 u˜iu˜i the resolved kinetic energy
and 1/2 (u˜iui - u˜iu˜i) the subgrid one; qi is the heat flux, p the pressure, T the
temperature and ω˙i is the production/destruction rate of species i-th species.
Finally, Ru is the universal gas constant.
The constitutive relations for the stress tensor, the diffusive heat and mass
fluxes are:
τi j = 2µ[e˜i j − 13(5˜ · V)δi j] (2.9)
qi = −˜k∂T˜xi + ρ
Ns∑
i=1
h˜iY˜iV˜ j,i (2.10)
J˜i = ρ˜YiVi ' −ρY˜iD˜i∇X˜i
X˜i
= −ρ Wi
W˜mix
D˜i∇X˜i (2.11)
where e˜i j is the filtered generic component of the strain rate tensor E, Di
is the ith-species diffusion coefficient, Wi the ith-species molecular weight, Yi
the mass fraction, ω˙i is the production/destruction rate of species i diffusing
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at velocity Vi and resulting in a diffusive mass flux Ji modelled taking the
Hirschfelder-Curtiss law [5].
Molecular transport mechanisms not taken into account in the resolved
equations are: the Dufour and Soret effects, cross-diffusion, pressure gradient
diffusion and diffusion by means of the body force. Preferential diffusion
is considered. Kinetic theory is used to calculate dynamic viscosity [6, pp.
23-29] and thermal conductivity [6, pp. 274-278] of individual species. The
calculated values are stored in a look-up table from 200 K to 5000 K every
100 K. Values for intermediate temperatures are calculated at run-time by
linear interpolation.
The mixture-average properties are estimated at run-time. The Wilke’s
formula is adopted for the viscosity µmix [7] and Mathur’s expression for
thermal conductivity Kmix [5]. Hirschfelder-Curtiss’ law is used for Di,mix with
the binary coefficient Di j obtained from the kinetic theory.
The instantaneous small-scale fluctuations in equations 2.4 to 2.8 remain
inside the unclosed terms representing the influence of the subgrid scales on
the resolved ones. These unclosed terms contain SubGrid Scale (SGS) effects
and have to be modelled.
2.2 SubGrid Scale Models
2.2.1 Turbulence closure
The dissipative effects of subgrid scales can be explicitly modelled by means
of a SGS model, i.e., by introducing a subgrid eddy viscosity, Eddy Viscosity
Model, that links subgrid stresses τi jsgs to strain rate i j.
τi j
sgs − δ
3
τkk
sgs = −2νtεi j (2.12)
In this work, different SGS models have been taken into account: the
Dynamic Smagorinsky model and the Transported SGS Kinetic energy ksgs
non-dynamic model.
The Dynamic Smagorinsky model
In this model the equilibrium of small scales is assumed: at small scales, the
energy source due to the energy transfer from large scales to small scales is
balanced by dissipation v:
−τi jsgsi j = v (2.13)
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For this model, the eddy viscosity is defined as follows:
νt = (CS∆)
2|E| (2.14)
where CS is the Smagorinsky constant usually equal to 0.1 ÷ 0.18 and
having the same value everywhere. However, with this model only the
dissipative effects of the small scales are obtained (it does not take into
account the energy backscatter from the small scales to the large ones) and it
is not able to simulate laminar-turbulence transition.
For these reasons, the Dynamic model of Germano is used to estimate
locally the CS constant value [8]. In this model two filtering operators are
defined: the grid filter ∆ and the test filter ∆̂. The width of the test filter is
assumed to be larger than the grid one, usually ∆̂ ≈ 2∆. Applying these two
filters to the equations of motion, two different expressions for the subgrid-scale
stress is obtained:
• at the grid filter level ∆: τi jsgs = uiu j − ui u j
• at at the test filter level ∆̂: Ti jsgs = u˜iu j − u˜i u˜ j
The resolved turbulent stress, Li j, instead, is defined as Li j = u˜i u j − u˜i u˜ j.
These quantities are related by an algebraic relation, the so called identity of
Germano:
Li j = Ti j − τ˜i j (2.15)
Indeed, as shown in Fig. 2.1, the resolved turbulent stresses are represen-
tative of the contribution to the Reynolds stresses by the scales whose length
is intermediate between the grid filter width and the test filter one, i.e., the
small resolved scales.
Fig. 2.1: Grid filter ∆ and test filter ∆̂ in Germano’s Model
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The identity (2.15) is used to derive the local value of the Smagorinky
coefficient, CS. In fact, according to this model, the following expressions can
be written:
τi j
sgs − δi j
3
τkk
sgs ' −2νtεi j = −2(CS∆)2|E|εi j (2.16)
Ti jsgs −
δi j
3
Ti jsgs = −2(CS∆̂2)|̂E| ε̂i j (2.17)
Substitution of expressions (2.16) and (2.17) in (2.15) leads to:
Li j −
δi j
3
Lkk =
(
Ti jsgs −
δi j
3
Ti jsgs
)
−
(
τi j
sgs − δi j
3
τkk
sgs
)
(2.18)
from which the CS constant value is obtained. However, stabilization is
required and often this is obtained by averaging CS in homogeneous directions
(e.g., parallel to walls) or locally.
The ksgs kinetic energy model
In this model, τi jsgs is defined as follows:
τi j
sgs = −2µt
(
e˜i j − 13 e˜kkδi j
)
+
2
3
ρksgsδi j (2.19)
The subgrid eddy viscosity µt and the subgrid kinetic energy ksgs are
necessary. The Fractal Model (FM) Eddy Viscosity subgrid scale model is
used. This model describes the physics of the small scales of turbulence based
on the phenomenological concept of vortex cascade and on the self-similar
behaviour of turbulence in the inertial range. A characteristic length ∆ is
associated to each cell and the local energy u33/∆ is distributed over a certain
number of eddies, which depends on the local Reynolds number Re∆. Each
vortex of the cascade generates Nη vortices; the recursive process of the vortex
generation terminates at the dissipative scale level η i.e. when the Reynolds
number is equal to one. Considering the inertial range energy transfer, it is
possible to write:
E∆
τ∆
≈ Nη ·
Eη
τη
−→ u∆
3
∆
≈ Nη · νη
uη2
η2
(2.20)
where E is the energy per unit of mass, τ∆ is the eddy turnover time
at scale ∆, τη is the dissipative time (τη = η2/νη) and νη is the kinematic
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viscosity at scale η. Since in dissipative scales Reη = ρηuηη/muη = 1 and
obtaining uη from (2.20), the expression of dissipative scale η is found out:
η = Nη1/4 ·
(
ρ∆
ρη
)3/4
·
(
µη
µ∆
)3/4
· ∆
Re∆3/4
(2.21)
Details about estimating Nη are given in [9], it turns out that:
Nη = pi−2/3 · Re∆ · ν∆νη (2.22)
i.e. Nη only depends on the local Reynolds number and not on the
geometrical parameters of the fractal cascade. The factor pi stems from the
circular cross-section assumed to describe the eddies in the fractal cascade.
Using Eqs. (2.21) and (2.22), the local number of degrees of freedom of
the flow is:
∆
η
= pi1/6 · Re∆1/2 ·
(
ν∆
νη
)1/2
(2.23)
Considering that FM generates Nη subgrid dissipative eddies in each cell
of a numerical calculation, the increase of local diffusion due to turbulence is
assumed proportional to Nη times the molecular filtered viscosity µ∆:
µt ∝ Nη · µ∆ (2.24)
Using (2.23), Nη can be written as:
Nη = pi−1
(
∆
η
)2
(2.25)
Combining (2.24) and (2.25) and slightly modifying the resulting µt ex-
pression to yield automatically µt = 0 when ∆/η = 1 as in laminar regions
and in particular at walls, the subgrid eddy viscosity is given by:
µt =
σ
pi
· µ∆ ·
(∆η
)2
− 1
 (2.26)
In this expression, ∆/η is related to the local turbulent Reynolds number
Re∆ based on the velocity fluctuation u′∆ = (2/3 k
sgs)1/2.
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Hence, the subgrid kinetic energy is required in each computational cell.
This energy comes from a transport equation for the subgrid kinetic energy
ksgs, defined as ksgs = 1/2 (u˜k2-u˜k
2
):
∂
(
ρksgs
)
∂t
+
∂
(
ρu˜iksgs
)
∂xi
= −ρC (k
sgs)3/2
∆
+ τi j
sgs∂u˜ j
∂xi
+
+
∂ [(µ + µt)
∂(ksgs)
∂xi
]
∂xi
+
∂(µtR˜Prt
∂T˜
∂xi
)
∂xi
(2.27)
where the terms on the right hand side are, respectively, the dissipation
of subgrid kinetic energy, the subgrid stress work, the modelled diffusion due
to subgrid fluctuations in kinetic energy and the ksgs diffusion due to subgrid
pressure fluctuations modelled adopting an Eddy-viscosity assumption. In
this model σ and the coefficient C are assumed constant and set respectively
to 1 and 0.916, according to [10].
Once the turbulent viscosity and the subgrid kinetic energy are known,
the subgrid stresses τi jsgs can be modelled by (2.19). Following [11]:
Hisgs + σ
sgs
i j = −
µt
Prt
∂(H˜ + ksgs)
∂xi
− u˜ jτi jsgs (2.28)
where σsgsi j is the subgrid viscous work and Hi the subgrid total enthalpy
of the i-th species. The turbulent Prandtl number Prt comes from the subgrid
turbulent thermal diffusivity αt = µt/Prt and it is set to 0.9.
The values of ksgs, obtained from the subgrid transport equation, are too
high close to walls: the Van Driest damping factor is assumed [12]. In the
present work, this damping factor was implemented to be adapted to a 3D
study:
kwall
sgs = ksgs
(
1 − e−y+/A
)2
(2.29)
with A, the Van Driest constant, equal to 25 and y+:
y+ =
√
|u|
νδ
· d (2.30)
where u is the mean velocity along the wall-parallel direction, δ and d are
respectively the normal distance of u in the grid cell and the normal distance
of each grid cell from the wall.
Finally the subgrid diffusive flux is modelled as:
Ji, jsgs = −Dt∇Yi (2.31)
where Dt = nutSct with Sct the SGS Schmidt number set to 0.7.
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2.2.2 Combustion closure
The EDC (Eddy Dissipation Concept) model proposed by Magnussen [13] is
implemented. According to this model, the total space is subdivided into a
reaction space, called ”fine structures” and ”surrounding fluid”. All reactions
of the gas phase components are assumed to take place within this space
which represents the smallest turbulence scales where all turbulent energy is
dissipated into heat. All reactions in the surrounding fluid are neglected.
Two different approaches to estimate the volume fraction γ∗ occupied by
the small reactive fine structures in each computational cell are implemented:
the Localized Turbulent Scales Model (LTSM) [14] and the Fractal model [15].
The former estimates γ∗ assuming that a flame front having a surface area
AF and thickness δF is contained in a grid cell volume of characteristic size ∆:
γ∗ =
VF∗
V∆
≈ AFδF
V∆
=
ST
SL
δF
∆
(2.32)
where ST and SL are the turbulent and the laminar flame speeds (ST and δF
are obtained through modelling the local combustion regine). This expression
has been obtained with two main assumptions. The first is that within a
wrinkled flame front the iso-surfaces of the progress variable are parallel. The
second assumption is that the ratio between the turbulent and the laminar
flame surface areas scales as the ratio between the associated flame speeds.
In the Fractal model, γ∗ is estimated as follows:
γ∗ = γNη
(
∆
η
)D3−3
(2.33)
Here γNη is the ratio of the number Nη of η scales to the total number of
scales generated locally, and D3 is the local fractal dimension. To estimate
γNη one parameter of the eddies fractal generation process must be assigned.
One of these parameters is Nc, the number of copies of the fractal seed (the
eddy of scale ∆). To reduce computing time, γNη is obtained by using a fit of
the Nc assumed as function of ∆/η:
γNη = 1 −
0.36
(
∆/η − 1)
1 + 0.0469
(
∆/η − 1)2.7 (2.34)
The fractal dimension D3 is evaluated as follows:
D3 = 1 +
lnNη
ln∆η
' 3 − lnpi
ln
[
∆
η + pi − 1
] (2.35)
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after scaling it to yield D3 = 2 when ∆/η = 1; γ∗ tends to 1 at low
Reynolds, when ∆ → η. When the Reynolds number increases, γ∗ initially
diminishes because the dissipative scales become smaller; however, beyond a
certain Reynolds number, γ∗ grows again, because the number of dissipative
scales Nη increases.
The chemical heat release inside the volume occupied by the ”fine struc-
tures” is naturally modelled as a subgrid effect. Source terms in the species
and energy equations account for the chemical subgrid effects according to
the EDC model. The Favre filtered source term, in the N species equations, is
ω˜i = γ
∗ω∗i (2.36)
where ω∗i is the instantaneous production/destruction rate of the species i
inside the reactor (given by Arrhenius expressions).
2.3 The HeaRT code
Numerical simulations are performed by means of the in-house ENEA code
HeaRT (Heat Release and Turbulence) using parallel computers available at
the ENEA computational grid CRESCO (Computational RESearch center on
COmplex system). CRESCO is a cluster based on Linux architecture x86-64
whose power, that reached over 25 TeraFlops with over 3000 cores in 2013,
keeps on increasing. The platforms constitutes the major node of the ENEA
GRID computing facility which links High Performance Computing (HPC)
platforms located in the different ENEA Research Centers throughout Italy
connected via GAAR (Fig (2.2)), the Italian Academic & Research Network.
Fig. 2.2: ENEA GRID connected via GAAR
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Currently CRESCO consists of four main sections:
CRESCO3 CRESCO4 Special Section
N. nods: 84 Nods N. nods: 304 Nods N. nods: 5 Nods
Processors: 2 socket Processors: 2 socket Processors: 2 socket
ADM R©Opteron 6234TM Intel E5-2670 Intel E5-2643
RAM: 64 GByte RAM RAM: 64 GByte RAM RAM: 768 GByte RAM
Clock: 2.40GHz Clock: 2.6GHz Clock: 3.7GHz
Total: 2016 core Total: 4864 core Total: 60 core
CRESCO2
N. nods: 56 Nods blades IBM HS2 N. nods: 28 Nods blades IBM HS21
Processors: 2 Xeon Processors: 2 Xeon
Quad-Core Nehalem E5530 Quad-Core Westmere E5620
RAM: 16 GByte RAM RAM: 16 GByte RAM
Clock: 2.40GHz/8MB L3 Clock: 2.40GHz/8MB L3
Total: 448 core Intel Nehalem Total: 224 core Intel Westmere
The HeaRT code implementation is in Fortran95 with MPI (Message
Passing Interface) parallelization. For the domain decomposition, a genetic
algorithm is used: the sub-optimal domain decomposition is generated varying
the number of the computational cores available. The “fitness function”
implemented into the genetic algorithm aims at balancing the computational
cost of the involved processors and at minimizing the amount of data to be
communicated across the processors boundaries. In this way, it is possible to
choose ”a priori” the number of processes that fits better for the specific case
under simulation.
2.4 Numerical method
In this work, the HeaRT code manages three-dimensional cylindrical compu-
tational domains using structured grid. A fully compressible formulation is
implemented also at low Mach numbers to capture unsteady features related
to pressure oscillations, such as thermo-acoustic instabilities.
The compressible equations are written in conservative form and solved
within a staggered formulation to improve dispersive properties of spatial
numerical schemes [16]. In particular, the code implements a finite-difference,
second-order centered scheme spatial integration. Time integration is per-
formed by means of the fully explicit third-order accurate TVD (Total Varia-
tion Diminishing) Runge-Kutta scheme of Shu and Osher [17].
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HeaRT implements also a third-order upwind-biased AUSM (Advection
Upstream Splitting Method) scheme for the convective terms of scalars of
transport equations [18].
Partially non-reflecting Navier-Stokes-Characteristic-Boundary-Conditions
are implemented at open boundaries [19–22].
A synthetic turbulence generator is adopted to produce turbulence at
flow inlets. The technique suggested by Klein is used: assumed turbulent
intensities and spacial correlations scales, a set of random numbers associated
to the inlet plane and to different times are Gaussian filtered in both space
and time; the implemented algorithm generates turbulent inlet velocity fields
with spatial and temporal coherence [23].
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Test-cases description
3.1 Bluff-body Geometry
In this work, a bluff-body burner is simulated by means of the HeaRT code
at two different conditions: a non-reactive and a reactive one. The burner is
composed of a central jet duct with a diameter D j of 3.6 mm within a heat-
resistant ceramic bluff-body of 50 mm diameter Db. It is centered in a coflowing
fresh air coming from a square inlet. This geometry is a suitable compromise
as a model problem because it has some of the complications associated
with practical combustors while preserving relatively simple and well-defined
boundary conditions. In Fig. 3.1 a geometrical schematic representation of
the bluff-body burner and of the wind tunnel is shown.
Fig. 3.1: Bluff-body and wind tunnel geometry
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The flame experimental analysis was carried out at the Sandia National
Laboratory (temperature and chemical species measurements) and at the
University of Sydney (speed and rms measurements) using non-intrusive
optical technique. The speed and rms in non-reactive flow were also measured.
In Fig. 3.2 a scheme of the optical arrangement used for the unconfined flame
analysis is represented.
Fig. 3.2: Arrangement for the non-intrusive optical technique
3.2 Computational domain and grid set-up
The grid and computational domain are the same in both the reactive and
non-reactive cases.
The computational domain is 0.30 m in the axial direction downstream
and 0.020 m upstream of the bluff-body. It has a radius of 0.075 m. The
domain is axially symmetric and it is divided into three zones:
• ZONE 0 is the main zone downstream of the bluff-body;
• ZONE 1 is the internal zone of the jet duct;
• ZONE 2 is the zone of coflowing air upstream of the bluff-body
as shown in Fig.(3.3) in a 2D representation.
The mesh has been realized with an in-house program. A two-dimensional,
structured, stretched grid has been created: it is characterized by 600 nodes
in axial and 200 nodes in radial direction. Then, it has been extruded, from
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2D domain, by a rotation of an angle of 120◦ around the z axis (Fig.(3.4)).
This direction is characterized by 24 nodes. On the bluff-body, there are 98
nodes in radial direction.
Fig. 3.3: 2D domain
Fig. 3.4: 3D domain
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The grid characteristics, for each zone, are reported below:
ZONE 0
Computational domain: Lenght= 0.3m; Radius= 0.075m; θ= 120◦
N. nodes: Axial dir.= 508; Radial dir.= 200; Azimuthal dir. = 24
∆ grid [m]: 1.5 · 10−4<∆z<1.5· 10−3
9.4 · 10−5<∆r<7.2· 10−4
7.8 · 10−6<∆θ<6.3· 10−3
∆ grid ratio: 0.2 <∆z/∆r<15.9
2.3 · 10−2<∆z/∆θ<190
0.1 <∆r/∆θ<12
ZONE 1
Computational domain:Lenght=0.02m; Radius=0.0018m; θ= 120◦
N. nodes: Axial dir.= 92; Radial dir.= 18; Azimuthal dir. = 24
∆ grid [m]: 1.5 · 10−4<∆z<3· 10−4
9.4 · 10−5<∆r<1· 10−4
7.8 · 10−6<∆θ<1.5· 10−4
∆ grid ratio: 1.5 <∆z/∆r<3.2
0.9<∆z/∆θ<38
0.6 <∆r/∆θ<12
ZONE 2
Computational domain: Lenght= 0.02m; Radius= 0.05m; θ= 120◦
N. nodes: Axial dir.= 92; Radial dir.= 85; Azimuthal dir. = 24
∆ grid [m]: 1.5 · 10−4<∆z<3· 10−4
4.7 · 10−4<∆r<7.2· 10−4
2.1 · 10−3<∆θ<6.3· 10−3
∆ grid ratio: 0.2 <∆z/∆r<0.6
2· 10−2<∆z/∆θ<0.14
0.1 <∆r/∆θ<22
The total number of nodes is 2665824.
The mesh is finer in the ZONE 1 and in the first part of the ZONE 0, i.e.
in the recirculation zone. A particular of ZONE 0 and ZONE 1 grid is shown,
respectively, in Figure (3.5) and (3.6). The negative sign in Figure (3.6) is
due to the fact that the z-axis origin is fixed at the exit of ZONE 1 and it is
positive in the jet direction.
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Fig. 3.5: ZONE 0 grid detail
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Fig. 3.6: ZONE 1 grid detail
The computational accuracy, in general, is strongly sensitive to boundary
conditions. An inlet condition has been used for the inlet fluxes in ZONE 1
and 2. On the duct walls and on the ceramic bluff-body a viscous, non porous
wall condition is implemented. At the exit a partially non-reflecting NSCBC
outlet condition is implemented. Indeed, it is well known that the Navier-
Stokes equations propagate waves. Neglecting waves associated to diffusion
processes (assumption justified for high Reynolds number flows as well as for
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very viscous flows), these waves have been analytically calculated in terms
of their amplitude Li and characteristic velocities. Thus, the Navier-Stokes
equation can be recast in terms of these quantities and used at boundaries to
specify physical boundary conditions for some dependent variables. Especially
when acoustic waves are involved in the simulations, it is very important to
avoid or at least reduce numerical reflections of the outgoing waves (waves
moving towards the boundary from inside the calculation domain) at open
boundaries to avoid unphysical oscillations in the flowfield. To this end, in
this case, a partially non-reflecting boundary condition is used.
Fig. 3.7: Schematic Li waves representation
According to characteristics analysis, the amplitude of waves involved in
the Navier-Stokes system (here specialized at a generic boundary normal to
the z-direction) can be written as:
L1 = (Uz − a)
(
∂p
∂z
− ρa∂Uz
∂z
)
(3.1)
L2 = Uz
(
a2
∂ρ
∂z
− ∂p
∂z
)
(3.2)
L3 = Uz
∂Ur
∂z
(3.3)
L4 = Uz
∂Uθ
∂z
(3.4)
L5 = (Uz + a)
(
∂p
∂z
+ ρa
∂Uz
∂z
)
(3.5)
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with ”a” the sound speed.
At the outlet, density, velocity and temperature are calculated by solving
continuity, momentum and energy equations in their characteristic form.
Pressure comes out from the equation of state. The amplitude of the wave
associated to pressure is modelled by means of a relaxation method [?]:
L1 = σ
(
1 −M2
)
a
p − p∞
L
(3.6)
where p∞ is a fixed external pressure (in this case p∞ = 1atm), L is the
domain length relevant to the wave motion considered, M is the Mach number
and σ is a relaxation constant. The value of this constant should be close to
zero to ”avoid” numerical reflections, but not so much to avoid pressure drift.
For these reasons σ is set to 0.5.
3.3 Non-reactive case simulation
In the non-reactive case, there is only air with a jet bulk velocity of 61 m/s
and a coflow velocity of 20 m/s. The turbulence intensity of the coflowing
air is low, at about 2%. The inlet temperature is 300 K and the unconfined
burner is at a pressure of 1 atm. In the jet duct, there is a Re = 13800 based
on jet diameter and jet bulk velocity. The coaxial jet, instead, is characterized
by a Re of 126000 based on the coaxial domain diameter and coflow velocity.
In this test-case, two simulations with two different turbulent subgrid
scale models were performed: the Dynamic Smagorinsky model and the
Transported SGS Kinetic energy (ksgs) non-dynamic model. Indeed, since it
is non-reactive, this case is the easiest way to study the different effects of
these models.
This case has also been used to study the sensitivity to turbulent inflow
boundary conditions. Indeed, the results computed may be strongly influ-
enced by the prescribed inlet velocity profiles. These profiles are practically
never available. The HeaRT code implements a synthetic inlet turbulence
model suggested by Klein [23]. The turbulence produced by this model is
homogeneous and isotropic. For this reason the velocity fluctuations profile
in the vicinity of the wall was modified. Moreover, to reduce computational
costs, the jet duct length is of only 0.020 m, too short for the velocity profile
to fully develop and the turbulence is also strongly dominated by the jet exit.
Hence, both the velocity and fluctuations profiles were modified in order to
satisfy the values of the experimental data at the first section available: a
trial strategy was carried on. The first velocity profile implemented was the
plug one, i.e. the velocity of the fluid was considered constant across the inlet.
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Comparing the results with the experimental profile at the outlet, they turned
out to be very different. Then, a Nikuradse profile [24], with an exponent
of 6.49, was implemented: the results were better than in the previous case,
but there were still differences. Thus, the velocity profile implemented has
been obtained starting from the Nikuradse one and modifying it through an
iterative process. Near the walls, also the velocity fluctuations profile has
been modified.
The results of these processes are shown, respectively, in figure 3.8 and 3.9.
In this latter, the fluctuations represented (uu, uv, vv and ww) are measured
in (m/s)2. Symbols in the figure indicate the grid nodes.
Fig. 3.8: Modified mean velocity profile
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Fig. 3.9: Modified velocity fluctuations profile
3.4 Reactive case simulation
The bluff-body burner bears a great similarity to practical combustors used
in many industrial applications and provides a flame suitable for the study of
turbulence-chemistry interactions.
The reactive case, named HM1, is characterized by a jet of CH4/H2 in a 1:1
ratio (in volume) and a coaxial jet of air. The bulk velocities are, respectively,
118 m/s and 40 m/s. Also in this case the coflowing air has a turbulence
intensity of about 2%.
A complex flow pattern forms downstream of the face of the bluff-body
where a recirculation zone produces enough hot gases to stabilize the flame to
the burner. At sufficiently high fuel velocity, the jet flow penetrates through
the recirculation zone and forms a jet-like flame further downstream. The jet
flame can be extinguished in a region downstream of the recirculation zone
where turbulence is well developed and the finite rate chemistry effects are
significant. The flame may also reignite further downstream where turbulent
mixing rates are relaxed. For these reasons, it is said the bluff-body flames
consists of three main zones: stabilization, extinction and reignition zones.
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Fig. 3.10: Aspect and structure of the flame
The unconfined coaxial burner is at a pressure of 1 atm. In the jet duct,
there is a Re = 13700 based on jet diameter and jet bulk velocity. The coaxial
jet, instead, is characterized by a Re of 252000 based on the coaxial domain
diameter and coflow velocity. The inlet temperature is 300 K and, by means
of the OpenSMOKE library [25], an adiabatic flame temperature of 2257 K
has been calculated.
The simulation was performed only with the Transported SGS Kinetic
energy (ksgs) non-dynamic model. Also in this case, turbulent inflow boundary
conditions have been implemented. Using the results obtained in the non-
reactive case, the Nikuradse modified axial mean velocity and the fluctuations
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profiles are shown respectively in figure 3.11 and 3.12. These latter are
measured in (m/s)2. Symbols in the figure indicate the grid nodes.
Fig. 3.11
Fig. 3.12
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Two different mechanisms have been assumed for hydrogen and methane
oxidation.
For H2 oxidation, fast chemistry, controlled by subgrid turbulent mixing, is
implemented. It is due to the fact that the kinetics of the hydrogen oxidation
is faster than the methane one. Thus, equilibrium for H2 is assumed: the
chemical time is nil and there aren’t ignitions problems because reactions hap-
pen regardless of concentrations and temperature. The equilibrium equation
below is assumed:
H2 +
1
2
O2 → H2O (3.7)
The equation above, expressed in Kg and related to 1 Kg of H2, becomes:
H2 + 8O2 → 9H2O (3.8)
The velocity of this reaction is calculated using the EDC (Eddy Dissipation
Concept) model:
ω˜F =
ρχγ∗
τ∗(1 − χγ∗)Y˜Fmin (3.9)
where Y˜Fmin = min
[
Y˜, Y˜Ox/rF
]
is the minimum fuel mass fraction able to
react, rF being the oxidant to fuel mass ratio and τ∗ is the residence time. For
H2:
YFmin = min
[
YH2 ,
YO2
8
]
(3.10)
For methane, the single step irreversible Westbrook and Dryer oxidation
mechanism is assumed [27]. The reaction is:
CH4 + 2O2 → CO2 + 2H2O (3.11)
The velocity of this reaction is ruled by the Arrhenius equation:
ωA = ATbe−
Ea
Ru (3.12)
According to Westbrook and Dryer mechanism, A is 1.3 ·108mol · s/cm3,
b is nil and Ea/Ru is 24370 K.
The second model is the detailed mechanism of Law [28] contained 73
elementary reactions among 17 species: CH4, CH3, CH2, CH2S, CH2O, HCO,
CO2, CO, H2, H, O2, O, OH, HO2, CH2OH, H2O, N2. A crucial phase is the
ignition. This phase has been avoid: a fast chemistry flow field was used as
starting field to implement this mechanism.
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Results
4.1 Non-reactive case
In Fig. 4.1, the mean axial velocity field obtained by the ksgs simulation is
shown. This flow can be classified as ”jet-dominant” since the jet penetrates
the recirculation zone and propagates in a jet-like manner further downstream
of the bluff-body. In particular, the streamlines and velocity vectors in
Fig.4.2 of the same simulation show the two major features of this type of
configuration: the outer and inner vortices. The inner vortex is adjacent
to the jet and it is narrower than the outer one. It is found that with the
increase in the jet momentum flux, relative to the coflow momentum flux, the
centre core of this vortex shifts downward and the recirculation disappears at
a high enough jet velocity. The outer vortex is larger and extends up to 70%
of the bluff-body diameter radially.
Results of the bluff-body simulations with both the ksgs non-dynamic and
Smagorinsky dynamic subgrid models are presented. In particular, they are
compared with experimental data collected, for the same flow and boundary
conditions, by the Sandia National Laboratories and the University of Sydney.
Their data are available on the University of Sydney Aerospace, Mechanical
and Mechatronic engineering website [29]. Since in some cases there are
disagreements between measured and computed quantities, results of the
same test-cases LES simulations carried out by Tomasz G. Drozda of the
Pittsburgh University [30] are also taken into account.
Fig. 4.2 analysis lead to the definitions of the length of the recirculation
zone (the axial location at which the coflowing air reaches a stagnation point):
it is slightly overpredicted. Indeed, in the experimental data the length of
this zone is ∼ 1 Db above the burner while in all simulation results it is about
1.2 Db.
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Fig. 4.1: Mean axial velocity field
Fig. 4.2: Recirculation zone
In the following figures, profiles of the computed mean axial and radial
velocities and their RMS fluctuations are reported. The different profiles are
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represented as function of the radial coordinate normalized by the bluff-body
radius Rb at different axial locations corresponding to different values of the
ratio between the axial coordinate z and the bluff-body diameter, i.e z/Db.
Values of z/Db parameter used are 0.2 ÷ 1.2, the axial locations where the
experimental data are available. Computed results obtained using the ksgs
non-dynamic and Smagorinsky dynamic subgrid models are compared with the
experimental data set B4C1-s2 and the Drozda LES results whose simulation
implements, for this non-reactive case, the non-dynamic Smagorinky subgrid
model.
The collection of the data is initialized after the flow has swept the domain
during the initial eight flow through times. The time step for this simulation
is ∼ 4.5 · 10−9 s. The sampling frequency is 50 kHz. The total number of
samples collected for each physical quantity is 930 for a total sampling time
of 18.6 ms. The characteristic time of the recirculation zone is of 14.7 ms
with a mean rotational speed of 3.4 m/s. The different radial profiles, for
each sampling axial location, are obtained by a azimuthal average of the
physical quantity computed. This is a correct assumption considering that,
experimentally, there are not characteristic or periodical phenomena in the
azimuthal direction.
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Fig. 4.3: Comparison between measured and computed mean axial velocity profiles.
Red squares denote experimental data with error bars, solid blue curves denote
the dynamic Smagorinsky subgrid model predictions, dashed green curves denote
the ksgs subgrid model predictions and dotted/dashed black curves denote the LES
Drozda predictions with the non-dynamic Smagorinky subgrid model.
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Fig. 4.4: Comparison between measured and computed mean radial velocity profiles.
Red squares denote experimental data with error bars, solid blue curves denote
the dynamic Smagorinsky subgrid model predictions, dashed green curves denote
the ksgs subgrid model predictions and dotted/dashed black curves denote the LES
Drozda predictions with the non-dynamic Smagorinky subgrid model.
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Fig. 4.5: Comparison between measured and computed RMS axial velocity fluctu-
ations profiles. Red squares denote experimental data with error bars, solid blue
curves denote the dynamic Smagorinsky subgrid model predictions, dashed green
curves denote the ksgs subgrid model predictions and dotted/dashed black curves
denote the LES Drozda predictions with the non-dynamic Smagorinky subgrid
model.
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Fig. 4.6: Comparison between measured and computed RMS radial velocity
fluctuations profiles. Red squares denote experimental data with error bars, solid
blue curves denote the dynamic Smagorinsky subgrid model predictions, dashed
green curves denote the ksgs subgrid model predictions and dotted/dashed black
curves denote the LES Drozda predictions with the non-dynamic Smagorinky
subgrid model.
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Figure 4.3 shows the plots of the measured and computed mean axial
velocities. At the axial locations next to the jet exit, numerical results and
in particular the ksgs model predictions are very close to the experimental
data. Starting from z/Db=0.4, the centreline velocity is overpredicted by all
models. The decay rate of centreline velocity for the Smagorinsky dynamic
model is greater than the ksgs one that is about 30%. It can be due to the
fact that the computational domain of these simulations is a slice. Indeed
along the axis there aren’t fluctuations and the momentum does not decay.
Downstream z/Db=0.4, Drozda simulation results show a better agreement
with the experimental data. Indeed, the centreline velocity is only slightly
overpredicted (the computational domain considered in this simulation include
the bluff-body burner in its 360◦) and the mean axial velocity trend has a
good correspondence with the measured data. The figure shows that it is also
possible to evaluate the length of the recirculation zone from the negative
values of U in correspondence of the different axial locations.
Figure 4.4 shows a comparison between the radial velocity plots of experi-
ments and simulations. All simulations predictions show similar trends, but
they all underpredict the measured data. It can be due to the fact that no
conditioning was used for the radial velocity measurements and it may lead
to a higher error for this component [31]. The same figure shows that the
radial velocity of the ksgs and the Smagorinsky dynamic simulations results
is zero in correspondence of the axis. It is due to the boundary condition
implemented for the cylindrical slice domain.
Figures 4.5 and 4.6 show the RMS fluctuations of axial and radial velocity
components. A low peak in the RMS fluctuations in the outer shear layer
between the coflow and the outer vortex and an high peak in the shear layer
between the jet and the inner vortex can be seen. At z/Db=0.2 and z/Db=0.4
axial location, the Smagorinky dynamic predictions of RMS fluctuations, of
both axial and radial velocity, shows a good agreement with the experimental
data especially in the shear layer next to the jet exit and in the vicinity of the
bluff-body. At z/Db=0.8, Drozda simulation results show a good agreement
with the experimental data in the shear layer between the jet and the inner
vortex. Since we assume a zero value of the radial velocity in correspondence
of the axis, RMS fluctuations predictions are underpredicted by the ksgs and
the Smagorinsky dynamic simulations. Both figure 4.5 and 4.6 show that
downstream z/Db=0.4, all simulations predictions have similar trends, but
the agreement with the measured data is not as good as in the previous axial
locations.
In the ksgs subgrid model simulation, three sampling points were introduced
to compute the fluctuating kinetic energy spectra. Considering that the origin
of the reference system is in correspondence of the axis at the jet exit and
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that z and r are positive in the domain exit direction, these points, named
m1, m2, m3, are located as follows:
z [m] r [m] θ [rad]
m1 0.00018 0 1.047
m2 0.01 0.00273 1.047
m3 0.028 0 1.047
A detail of the kinetic spectrum is shown in Figure 4.7.
Fig. 4.7: Kinetic energy, Ek, spectra of the three samples m1, m2, m3
The m2 and m3 plots decreases following the k−5/3 law. As said in section
1.2, this trend is typical of the inertial subrange in which kinetic energy is not
dissipated and it is only transferred to small scales. In the same figure, also
the m1 kinetic energy spectrum is plotted and, as can be observed, its trend
does not decrease as the other two. It is due to the location of this sample.
Indeed, it is in a zone of expansion, at the jet duct exit. The flow is also
affected by the presence of the edge. All these effects have, as consequence,
the absence of dissipation and, then, of the spectrum decay. The k2 slope is
also shown: it is the classical slope of the forced turbulence.
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4.2 Reactive case
Reacting flows introduce the effects of density gradients and heat release.
These flames are stabilized by the recirculation zone which circulates the hot
products back to the exit plane and provides a continuous ignition source
for the flame. The jet penetrates through a hot lower density medium which
results in a shift of the stagnation point further downstream of the bluff body.
Schefer et al [32] have studied the effect of combustion on the flow field of
bluff-body-stabilized jets and flames. They concluded that, with combustion,
the mean velocity decay rate decreases along the centreline and the fuel
jet stagnation point is shifted further downstream. They also reported an
increase in the turbulence levels in the recirculation zone due to the existence
of higher instantaneous velocity gradients across the boundaries separating
adjacent large-scale flow structures resulting from the laminarization effect of
the heat release.
A simulation using the fast chemistry kinetic mechanism and the ksgs
non-dynamic turbulent model is carried out on the same computational 3D
domain of the previous non-reactive case. Results of this simulation are
compared with the experimental data collected by the University of Sydney
and available on their website [29]. HM1 set is considered for axial and
radial velocity and their RMS fluctuations and B4F3-A set is considered for
temperature and its RMS fluctuations.
Figures 4.8 and 4.9 show an instantaneous flow field respectively of the
axial velocity in the recirculation zone (with superimposed streamlines) and of
temperature. Also in this case, the two main features of a ”jet-dominant” flow
are captured, i.e. the outer and inner vortices. The inner vortex is adjacent
to the jet, but it is not as narrow as in the previous non-reactive case: its
core shifts down the outer vortex extending up to 80% of the bluff-body
diameter radially. The length of the recirculation zone is underpredicted. The
experimental data show a length of this zone of ∼ 1.6 Db above the burner
while in simulation results it is about 1 Db.
The computed mean axial and radial velocities, their RMS fluctuations,
the temperature and its RMS fluctuations profiles are compared to the
experimental data at different available axial locations. The collection of
data is initialized after the flow has swept the domain for 1.56 ms. For this
simulation, the time step is ∼ 2.5 ·10−9 s. The sampling frequency is 50 kHz
and the total sampling time is 3.76 ms. Radial plots at different z/Db axial
locations (not reported here) show a significant disagreement of simulation
results with the measured data. As example, in Fig. 4.10, the mean axial
velocity and temperature plots at the first available section are reported.
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Fig. 4.8: Instantaneous recirculation
zone at 5.32 ms
Fig. 4.9: Instantaneous temperature
flow field at 5.32 ms
Fig. 4.10: Comparison between measured and computed mean axial velocity and
temperature profiles. Red squares denote experimental data, solid blue curves
denote the fast chemistry kinetic model predictions
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In both plots, simulation predictions show a good agreement with the
experimental data only in the shear zone between the jet and the inner vortex,
but overall their trends are very different.
An analysis to understand the reasons of this behaviour is carried out.
The two main causes investigated are:
1. the flow field is not fully developed and the total sampling time is not
sufficient;
2. the fast chemistry chemical mechanism implemented is not adequate.
To reduce the flow field time development, a 2D LES simulation is im-
plemented. The computational domain is the same of the 3D simulation in
axial and radial direction. Stretched grid has been created: it is characterized
by 300 nodes in axial and 99 nodes in radial direction. The mesh is finer in
the same zones of the 3D grid. Moreover, to study the effects of finite rate
chemical kinetics, a 2D simulation with the detailed chemical mechanism of
Law [28] was implemented in addition to the one with the fast chemistry
model.
In Figures 4.11 and 4.12 the recirculation zone dynamics obtained re-
spectively in the fast chemistry and the detailed chemical kinetic mechanism
simulations are shown on the temperature flow field with superimposed stream-
lines. The dynamics is divided in 5 steps. The first step of both the figures
was obtained after the flow has swept the domain for 7.5 ms. A shedding of
irregular eddies from the inner edge of the bluff-body and an intense mixing
inside the recirculation zone is shown. The passage from one step to the next
happens after 1.5 ms and the dynamics has a characteristic frequency of 133
Hz.
It is worth noting that in this first analysis, the no differences between the
two different chemical kinetic mechanism model are very small. Indeed, the
dynamics is, more or less, the same. By comparing the first instant of both
the 2D simulations to the 3D one Fig. 4.8, the same vortex structures are
represented: the inner and the outer vortices. But, in both figures 4.11 and
4.12, the inner vortex is narrower than in 4.8. Indeed, the outer vortex extends
up to 60% of the bluff-body diameter radially while in Fig. 4.8 it is only 20%
of the bluff-body diameter. This analysis leads to the conclusion that in the
previous 3D simulation analysis, the flow field was not fully developed.
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Fig. 4.11: Recirculation zone dynamics in the fast chemistry mechanism
simulation
Fig. 4.12: Recirculation zone dynamics in the detailed chemical kinetic
mechanism simulation
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On the other hand, fast chemistry and detailed chemical model temper-
atures are significantly different. Indeed, referring to figures 4.11 and 4.12
legend, it is lower in first model than in the second one. It is due to the
different chemical reactions involved: the fast chemistry model leads to local-
ized reactions while the greatest number of reactions in the detailed chemical
model leads to an higher heat release and temperature increase. Since detailed
chemical model predictions show a better agreement with the experimental
data, a 3D detailed chemical kinetic mechanism simulation was carried out.
Its computational domain is obtained rotating the 2D domain of an angle of
120◦ around the z axis. The azimuthal direction is characterized by 24 nodes
for a total of 712800 nodes. In chapter 1, turbulence was described as a 3D
phenomenon. Thus, with a 2D simulation the main part of the turbulence
effects are lost: results are more similar to a RANS simulation. The 3D
simulation is also useful to study the 3D effects.
Results of the 2D fast chemistry, 2D and 3D detailed chemical kinetic
mechanism simulations are compared with the experimental data. In the
following figures, plots of the computed mean axial and radial velocities,
their RMS fluctuations, temperature and its RMS fluctuations are reported.
The different profiles are represented as a function of r/Rb at different axial
locations where the experimental data are available. As said above, B4F3-A
set is considered for temperature and its RMS fluctuations and HM1 set
(collected at Sandia) for axial and radial velocity and their RMS fluctuations.
For these latter, also the HME1-s2 set is used. This set is meant to represent
the same flame conditions as the HM1 experiments, but it is carried out at
Sydney whose wind tunnel did not provide the same exact hydrodynamic
conditions. The streamwise velocities are U j = 118m/s and Uc = 40m/s in the
HM1, but U j = 108m/s and Uc = 35m/s in the HM1E-s2 experiments. The jet
velocity was accordingly reduced so that both HM1 and HM1E are at the same
proportion from blow-off. To facilitate comparisons of the computed profiles
with the experimental data of the two data sets, the HM1E-s2 experimental
values are scaled by the ratio of the bulk jet velocities: 118/108.
The collection of the data is initialized after the flow has swept the domain
for 15 ms. The sampling frequency is 50 kHz. Although the greater number
of processors used, the 3D simulation advances more slowly than the 2D cases.
Thus, for this simulation, it was possible to collect sampling for a total time
of 8 ms, a little more than one recirculation zone dynamics cycle. In the
computed plots, the same total sampling time was considered also for the
other two simulations.
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Fig. 4.13: Comparison between measured and computed mean axial velocity
profiles. Red squares denote HM1 set experimental data, violet diamonds denote
HM1E-s2 set experimental data, solid blue curves denote the 3D detailed chemical
kinetic subgrid model predictions, dashed green curves denote the 2D fast chemistry
kinetic model predictions and dotted/dashed black curves denote the 2D detailed
chemical kinetic subgrid model predictions.
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Fig. 4.14: Comparison between measured and computed mean radial velocity
profiles. Red squares denote HM1 set experimental data, violet diamonds denote
HM1E-s2 set experimental data, solid blue curves denote the 3D detailed chemical
kinetic subgrid model predictions, dashed green curves denote the 2D fast chemistry
kinetic model predictions and dotted/dashed black curves denote the 2D detailed
chemical kinetic subgrid model predictions.
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Fig. 4.15: Comparison between measured and computed mean RMS axial velocity
fluctuations profiles. Red squares denote HM1 set experimental data, violet dia-
monds denote HM1E-s2 set experimental data, solid blue curves denote the 3D
detailed chemical kinetic subgrid model predictions, dashed green curves denote
the 2D fast chemistry kinetic model predictions and dotted/dashed black curves
denote the 2D detailed chemical kinetic subgrid model predictions.
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Fig. 4.16: Comparison between measured and computed mean RMS radial veloc-
ity fluctuations profiles. Red squares denote HM1 set experimental data, violet
diamonds denote HM1E-s2 set experimental data, solid blue curves denote the 3D
detailed chemical kinetic subgrid model predictions, dashed green curves denote
the 2D fast chemistry kinetic model predictions and dotted/dashed black curves
denote the 2D detailed chemical kinetic subgrid model predictions.
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Fig. 4.17: Comparison between measured and computed mean temperaure profiles.
Red squares denote HM1 set experimental data, solid blue curves denote the 3D
detailed chemical kinetic subgrid model predictions, dashed green curves denote
the 2D fast chemistry kinetic model predictions and dotted/dashed black curves
denote the 2D detailed chemical kinetic subgrid model predictions.
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Fig. 4.18: Comparison between measured and computed mean RMS temper-
aure fluctuations profiles. Red squares denote HM1 set experimental data, solid
blue curves denote the 3D detailed chemical kinetic subgrid model predictions,
dashed green curves denote the 2D fast chemistry kinetic model predictions and
dotted/dashed black curves denote the 2D detailed chemical kinetic subgrid model
predictions.
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Figure 4.13 shows the profiles of the measured and computed mean axial
velocities. In the axial locations next to the jet exit, the 3D detailed chemical
kinetic model predictions are very close to the experimental data . Starting
from z/Db = 0.6, the centreline velocity is overpredicted by this simulation.
As said in the non-reactive case, it is because the domain is a slice of a cylinder
and, then, there are not fluctuations along the axis: the momentum does not
decay as quickly as in the experiment. An other consequence of this boundary
condition can be seen in this figure and involves the length of the recirculation
zone. It can be evaluated from by the negative values of U in correspondence
of the different axial locations. According to the experimental data, this zone
extends up to 1.6 Db, downstream than in the non-reactive case. It is due to
the fact that with combustion, the mean velocity decay rate decreases along
the centreline and the fueljet stagnation point is shifted further downstream.
Thus, a consequence of the fact that in simulations the momentum does not
decay is the underprediction of the length of the recirculation zone: it is about
1 Db. Downstream z/Db = 0.6, all simulations show disagreement with the
measured data except for the zone of the shear layer between the outer vortex
and the coflow.
Figure 4.14 shows a comparison between the radial velocity plots of
experiments and simulations. Up to z/Db = 0.6, all simulations plots shows
trends similar to the experimental one, but their values are in disagreement.
It can be due to the fact that no conditioning was used for the radial velocity
measurements and it may lead to a higher error for this component. However,
the difference between the 3D predictions and the measured data is smaller
than the one with the 2D simulations. Again, due to the cylindrical slice
domain boundary condition, in correspondence to the axis the radial velocity
is zero.
Figures 4.15 and 4.16 show the RMS of the axial and radial velocity
components. The 3D effects can be observed. Indeed, the fluctuations level
of the 3D simulation are greater than the one in the 2D simulations where
they are negligible in the bluff-body zone. Downstream z/Db = 0.6, the 3D
simulation trend of the RMS axial velocity is quite similar to the measured
data. In the other RMS plots, even if there is a disagreement between the
computed and the measured data (especially for the radial fluctuations), the
peak of the 3D simulation is quite similar to the peak of the experimental data.
However, in Fig 4.16, in the zone of the axis, the simulations underprediction
is due to the boundary condition of radial velocity equal to zero.
Finally, figures 4.17 and 4.18 show a comparison between the computed
and measured temperature plots and its RMS fluctuations. Up to z/Db = 0.6,
the temperature plot of the 3D detailed chemical kinetic model simulation
shows a good agreement with the experimental data in the shear between the
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inner vortex and the jet and in the other between the outer vortex and the
coflow. The very strong turbulence reduction in the ”sliced” domain adopted,
leads to strong effects on turbulence-chemistry interactions in the zone of
the flame neck that affect the flow also downstream. Furthermore, some
differences between the measured and computed plots can also be due to
the fact that only the first recirculation zone dynamic cycle is considered
in the total sampling time and the convergence statistical is not reached.
Referring to figure 4.17, the agreement of the 2D fast chemistry with the 2D
detailed chemical kinetic model is very good considering the simplicity of the
combustion model and the complexity of the flow: it is an other confirmation
that the fast chemistry model is adequate, at least very close to the injection.
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Conclusions
In this work, a bluff-body burner is simulated at two different conditions: a
non-reactive and a reactive one. LES numerical simulations were performed at
the ENEA - Casaccia Research Center by means of the in-house code HeaRT
(Heat Release and Turbulence).
In the non-reactive case, two simulations with two different turbulent
subgrid scale models were performed: the Dynamic Smagorinsky model and
the Transported SGS Kinetic energy (Ksgs) non-dynamic model. Two vortices
are found in the recirculation zone, characteristic of a ”jet-dominant” flow.
The outer vortex is stable and extends up to 1 bluff-body diameter axially
and 80 % bluff-body diameter radially. The inner vortex is adjacent to the
jet and it is narrower than the outer one. Three mixing layers are identified
inside the recirculation zone: between the outer vortex and the coflow air, the
outer vortex and the inner vortex and the inner vortex and the jet. Numerical
results are compared with experimental data collected, for the same flow and
boundary conditions, by the Sandia National Laboratories and the University
of Sydney [29]. Since in some cases there are disagreements between measured
and computed quantities, results of the same test-case LES simulation carried
out by Tomasz G. Drozda of the Pittsburgh University [30] are also taken into
account. Radial profiles of the axial and radial mean velocity and their RMS
are presented. Mean axial velocity radial plots show that up to z/Db=0.4
axial location the Ksgs non-dynamic model simulation has a good agreement
with the experimental data especially in the zone of the bluff-body. At the
axial locations downstream z/Db=0.4 the centreline velocity is overpredicted
by both the Dynamic Smagorinsky model and the Ksgs model. It can be due to
the fact that the computational domain is a slice of a cylinder and the velocity
on the axis is imposed equal to zero; as a consequence along the axis there
are not fluctuations and the momentum does not decay. The mean radial
velocity plots show that all numerical results underpredict the measured data.
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It can be due to the fact that no conditioning was used for the radial velocity
measurements and it may lead to a higher error for this component. However,
all the numerical simulations show similar trends. Finally, the computed
and measured RMS fluctuations of mean axial and radial velocity plots are
presented. A low peak in the outer shear layer between the coflow and the
outer vortex and an high peak in the shear layer between the jet and the
inner vortex can be found. In the axial location in the vicinity of the jet exit,
the Smagorinky dynamic predictions of both RMS fluctuations of axial and
radial velocity shows a good agreement with the experimental data. However,
because of the previously mentioned boundary condition, in correspondence
of the axis, in that zone RMS fluctuations predictions are underpredicted by
the ksgs and the Smagorinsky dynamic simulations. Downstream z/Db=0.4,
all simulations predictions have similar trends, but there is not an agreement
with the measured data as good as in the previous axial locations. In the
ksgs subgrid model simulation, three sampling points were introduced to carry
out the fluctuating kinetic energy spectrum: m1 on the axis at the jet exit,
m2 downstream m1 and m3 on the axis downstream m2. The m2 and m3
spectrum plots show two of the characteristic slopes of the energy spectrum:
the k−5/3 law, typical trend of the inertial subrange and the k2 slope, typical
of the forced turbulence. The m1 kinetic energy spectrum plot shows a trend
that does not decrease as the other two. It is due to the location of this
sample: it is on the axis immediately after the jet outlet in a zone of fluid
expansion where there is the effect of the edge that do not lead to an energy
transfer to small scales.
In the reactive case, a Transported SGS Kinetic energy (Ksgs) non-dynamic
turbulent model and a fast chemistry chemical model simulation was imple-
mented. As in the non-reactive case, the main features of a ”jet-dominant”flow
are found in the recirculation zone. However, the big disagreement between
the measured and computed radial plots led to a more detailed analysis. Two
2D LES simulations with two different chemical kinetics were implemented to
study the flow field development and the validity of the chemical kinetic model
implemented. Indeed, in addition to the fast chemistry model simulation, a
2D simulation with the detailed chemical kinetic mechanism of Law is carried
out. The analysis of the recirculation zone dynamics shows that the two
2D simulations provide the same behaviour: there is a shedding of irregular
eddies from the inner edge of the bluff-body and an intense mixing inside
the recirculation zone. Otherwise, the inner vortex is narrower than in the
previous 3D analysis. This leads to the conclusion that the disagreements
in the computed radial plots were due to the flow field that was not fully
developed. From the chemistry point of view, the detailed chemical kinetic
model produces temperature distribution in better agreement with the ex-
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perimental data than the fast chemistry. Hence, a 3D simulation with the
detailed chemistry kinetic model is carried out. Numerical results of the 2D
fast chemistry and both the 2D and 3D detailed chemical kinetic models
are compared with the HM1, HM1E-s2 and B4F3-A experimental data set.
Radial plots of the axial and radial mean velocity, their RMS fluctuations,
temperature and its RMS fluctuations are presented. It is worth noting that
the total sampling time is a little more than one recirculation zone dynamics
cycle. Mean axial velocity plots show that the 3D simulation predictions are
very close to the experimental data immediately downstream of the injection,
but starting from z/Db = 0.6 axial location, the centerline velocity is overpre-
dicted. Also in this case, it is likely due to the computational domain that is
a slice of a cylinder and then the momentum does not decay along the axis.
Another consequence of this boundary condition is that the length of the
recirculation zone is underpredicted. In fact, because the mean velocity decay
rate does not decrease along the centreline, the transfer of momentum from
the axial to radial direction is underpredicted. The mean radial velocity plots
shows that in axial locations in the vicinity of the jet exit, computed and
measured data have the same trends, but their values are in disagreement. It
can be a consequence that no conditioning was used for the radial velocity
measurements and it leads to a higher error for this component. The RMS
fluctuations of axial and radial velocity components show the effects of a 3D
LES simulations. Indeed, the fluctuations level of the 3D simulation is higher
than the 2D one. In all plots, but especially for the radial fluctuations, the
peak of the 3D simulation is quite similar to the peak of the measured data.
However, in the zone of the axis, because a boundary condition imposes a
radial velocity equal to zero, the RMS fluctuations are underpredicted by
all the simulations. Finally, temperature and its RMS fluctuations is shown.
Up to z/Db = 0.6, the temperature plots of the 3D simulation shows a good
agreement with the experimental data. The disagreement in the other axial
locations can be due to lower turbulence predicted in a slice domain
In summary, both non-reactive and reactive simulations results show
disagreement in the centreline velocity. Since it occurs independently from the
subgrid model implemented, it is probably due to the computational domain
itself. In particular, the fact that the domain is characterized by a slice of
120◦ of a cylinder has, as a consequence, that along the axis, the momentum
does not decay as quickly as in the experiments. In this way also the transport
of the axial momentum to the radial one is reduced. In particular, in the
reactive case, it leads to strong effects on turbulence-chemistry interactions
in the zone of the flame neck that affect the flow also downstream.
On the basis of this work, in the future, for both the non-reactive and
reactive case, a 3D simulation with the complete cylinder will be implemented.
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In this way, the boundary conditions along the axis will be avoided and the
three-dimensional effects will be considered. In particular, for the reactive
case, the detailed chemical kinetic model will be implemented. Considering
the high computational costs of these simulations, in the new ones, Navier-
Stokes equations preconditioning or a pseudo compressible formulation will be
implemented in order to have a time-step of almost two order of magnitude
larger.
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