Abstract-This paper presents a new heroic computing method for unstructured, low-order, finite-element, implicit nonlinear wave simulation: 1.97 PFLOPS (18.6% of peak) was attained on the full K computer when solving a 1.08T degrees-of-freedom (DOF) and 0.270T-element problem. This is 40.1 times more DOF and elements, a 2.68-fold improvement in peak performance, and 3.67 times faster in time-to-solution compared to the SC14 Gordon Bell finalist's state-ofthe-art simulation. The method scales up to the full K computer with 663,552 CPU cores with 96.6% sizeup efficiency, enabling solving of a 1.08T DOF problem in 29.7 s per time step. Using such heroic computing, we solved a practical problem involving an area 23.7 times larger than the state-of-the-art, and conducted a comprehensive earthquake simulation by combining earthquake wave propagation analysis and evacuation analysis. Application at such scale is a groundbreaking accomplishment and is expected to change the quality of earthquake disaster estimation and contribute to society.
. An urban earthquake disaster consists of earthquake wave propagation, soil amplification, the seismic structural response, and evacuation/recovery. The contribution of supercomputing is eagerly anticipated, because physicsbased comprehensive earthquake simulation including these processes requires huge computational cost. a key to disaster mitigation. However, it is still difficult to realize such simulations due to their huge computation costs. The contributions of supercomputing to this field are eagerly anticipated.
B. State of the art and achievements of this paper
An urban earthquake disaster involves the propagation of seismic waves caused by fault rupture through the Earth's crust (earthquake wave propagation), nonlinear wave propagation near the surface due to strong material nonlinearity (soil amplification), the response of buildings due to ground shaking (structural response), and the response of humans to these phenomena (evacuation and recovery); see Fig. 1 . Evaluations based on comprehensive physics-based simulations of these processes should improve the reliability of urban earthquake disaster estimation, but this has not been accomplished due to the huge computing cost. Therefore, statistical methods relating earthquake source intensity to ground motion intensity, or ground motion intensity to building damage [1] , [2] , [3] are typically used, rather than physics-based evaluations. To achieve a breakthrough in earthquake disaster estimation, we introduce a comprehensive physics-based earthquake simulation of all four disaster processes using massive computation. This is the first analysis of this kind, and is an important step in the use of supercomputing to reduce earthquake disasters.
Here, we present a comprehensive earthquake simulation of a) Earthquake wave propagation 
Earthquake
Post earthquake Fig. 2 . Comprehensive simulation of an earthquake in Tokyo. a) A snapshot of the computed ground motion at surface; a complicated distribution is observed due to the complicated fault rupture process and crust structure (the mesh indicates interfaces of the crust structure, and color contour indicate velocity norm). b) Snapshots of the computed motion on the ground surface and seismic structural responses; a complicated distribution is observed due to the varying characteristics of structures and soil structure (black/white contour indicate maximum ground displacement of ground, while color contour indicate maximum relative displacement of structures). c) A snapshot of individuals evacuating using complicated behaviors; individuals find suitable routes to nearby safe places, considering many interaction types in a complex urban environment.
an actual city that was performed on the K computer (details of the K computer [4] are summarized in the next section), together with state-of-the-art supercomputing. We target the center of Tokyo in Japan, an area measuring 10.25 × 9.25 km with 328,056 structures, which includes financial, business and commercial centers, government offices, and densely populated residential districts, and simulate the response of the city and evacuation of people in an assumed Tokyo earthquake. The earthquake wave propagation simulation and evacuation/recovery simulation shown below compare favorably to the current state of the art, while the soil amplification simulation in this comprehensive simulation easily surpasses the current state of the art by fully utilizing the power of the entire supercomputer system. This paper includes an innovative nonlinear wave analysis for soil amplification, which enables heroic computing in a comprehensive earthquake simulation. This innovation is the main achievement of this paper and the details are presented in Section II.
1) Earthquake wave propagation:
With the accumulation of crust data and developments in supercomputing, many studies have estimated ground motion based on three-dimensional (3D) linear wave propagation. Computations analyzing fault rupture and wave propagation over huge areas with high resolution have huge computational costs and have been a hot topic at Supercomputing Conferences (SCs) (e.g., [5] , [6] , [7] , [8] ). The current state of the art in this field is typified by SeisSol [9] , which is based on the discontinuous Galerkin method with high-order elements. In their SC14 Gordon Bell finalist paper, SeisSol accomplished a practical simulation with 191 million tetrahedral elements and 96 billion degrees-offreedom (DOF), corresponding to 10-Hz accuracy, which is important for engineering purposes. Here, we constructed a low-order unstructured/structured hybrid finite element model (an 18 billion first-order finite element, 56 billion DOF model, with a minimum element size of 5 m), targeting an area 34.56 × 61.44 × 60 km, based on the crust model of [10] and source model of [11] , and solved a 31.2-s linear earthquake propagation problem using implicit time integration. Because the Earth's crust has large material heterogeneity by nature, many elements are needed for discretization: we use 94 times more elements than the state of the art, using 36,864 compute nodes × 8 OpenMP threads = 294,912 CPU cores of the K computer for this problem. Fig. 2a) shows a snapshot of the computed ground motion caused by the assumed Tokyo earthquake. Here, we use enhanced code of [12] ; although there is room left for further performance tuning, it is still comparable to the state of the art. However, its computation scale is still small compared to the nonlinear wave analysis involved in soil amplification, which we show next.
2) Soil amplification and seismic structural response: With the accumulation of urban spatial data, studies are beginning to examine soil amplification and seismic structural response simulations using physics models of cities. Owing to the huge computational cost, there has been little research on this topic (e.g., [13] , [14] , [15] ), although it is expected to be a frontier in supercomputing. The soil amplification process includes the localized nonlinear response of ground due to its complex geometry and high material heterogeneity. Loworder unstructured 3D nonlinear wave simulation is used to model these phenomena, leading to huge computational costs. One current state of the art in nonlinear wave simulation is the SC14 Gordon Bell prize finalist GAMERA [16] , which computed the seismic response of a 2.0 × 2.0-km area of an actual city with 13,275 structures. This simulation used 36,864 compute nodes × 8 OpenMP threads = 294,912 CPU cores of the K computer to compute the nonlinear wave problem for a 2.0 × 2.0 × 0.1-km area with 10.7 billion DOF and 2.67 billion finite elements. In comparison, the seismic response analysis for an assumed Tokyo earthquake must simulate a 10.25 × 9.25 × 0.24-km area with 0.133 tera-DOF and 33 billion elements; this is 23.7 times larger in area and 12.4 times larger in DOF than the state of the art computation at SC14. Our model includes a complex three-layered ground structure constructed from the 5-m digital elevation map of the Geographic Information Authority of Japan, the Digital Soil Map [17] , and material properties obtained from the National Research Institute for Earth Science and Disaster Prevention [18] , and is discretized with an element size sufficiently small for convergence of the acceleration response, even when the ground is softened due to nonlinearity. Using this finite element model, we input the main part of the computed wave of the earthquake wave propagation simulation shown in the last section, and compute the nonlinear wave equation (6,600 time steps with a 0.002 s time increment) using the full K computer (82,944 nodes × 8 CPU cores = 663,552 CPU cores). Next, we compute the response of 328,056 structures located inside the domain using the computed ground motion. Fig. 2b) shows snapshots of the computed ground motion on the ground surface and the seismic structural responses. We can see that not all of the structures show a marked response, even in areas with large ground motion. Such a complex response in a city can be computed only by combining a high-resolution 3D nonlinear wave simulation and simulating the responses of many buildings in the city.
3) Evacuation/recovery: To guarantee the safety of the residents, it is essential to ensure that all can reach safe evacuation areas within a reasonable time. After a major earthquake, some roads can be rendered unusable by debris, fires, and the like. One of the best approaches to addressing such needs by quantitatively comparing strategies to speed and facilitate the evacuation process is the mass evacuation simulator based on Multi Agent Systems. The state of the art is [19] , which simulated the evacuation of 200,000 agents in a 15 × 7.5-km area. In comparison, because our target area has a high population density of 18,000 people/km 2 and limited open spaces, mass evacuation simulation using the Multi Agent System would be challenging. Our evacuation simulation is parallelized using the Message Passing Interface (MPI), and techniques such as dynamic load balancing are used to maintain scalability [20] , [21] , [22] . We simulate the evacuation of 2,000,000 agents in this area, using 2,048 CPU cores of the Kcomputer. Fig. 2c ) shows a snapshot of the agents evacuating to nearby safe places. An evacuation simulation that considers many types of interaction in a complex urban environment is conducted and is expected to provide valuable information concerning the safety of residents.
II. DETAILS OF HEROIC COMPUTING
New heroic computing of soil amplification is needed to accomplish a comprehensive earthquake simulation with the physics-based modeling shown in Section I. This practical problem should be solved by enabling low-order, unstructured finite element simulation with 1.0 TDOF with 20% peak performance on the full K computer system. However, this requires innovations corresponding to a 40-fold increase in DOF and a 2.5-fold higher peak performance compared to the state of the art (27 billion DOF problem solved with GAMERA in SC14 [16] ).
A. Target equation
The soil amplification simulation computes the nonlinear propagation of seismic waves in a ground structure model. Although the ground structure is typically modeled as a layered structure, the layer thickness can change 10 −1∼1 m in a 10
0∼1
m area, leading to very complex geometry. This leads to nonuniform wave amplification and causes local soil softening, which propagates through the soil and changes the material heterogeneity dynamically during the process. Although initially uniform, material heterogeneity occurs and propagates in each soil layer, leading to a dynamically changing and highly heterogeneous problem. To solve this problem, we use a nonlinear dynamic 3D finite element method using very small low-order unstructured solid elements. This method analytically satisfies the traction-free condition at the surface and is suitable for modeling complex geometry and highly heterogeneous material.
Here, δu, u, v, a, and F indicate the incremental displacement, displacement, velocity, acceleration, and external force, respectively; M, C, and K are the consistent mass matrix, Rayleigh damping matrix, and stiffness matrix, respectively; and dt and n indicate the time step increment and time step number. Small elements are sometimes generated when modeling the precise geometry of complex geometry problems with solid elements.
Consequently, using explicit time integration (e.g., a central difference scheme) leads to very small time increments to satisfy the Courant condition. To avoid the huge computation cost of small time increments, we use the Newmark-β method (implicit time integration). We use second-order tetrahedral elements, with a half-infinite absorbing boundary condition for the bottom and four sides of the domain boundary. We use a modified RO model [23] with the Masing rule [24] as a nonlinear constitutive model of soil. To solve the dynamic 3D nonlinear ground displacement u n , we repeat the following process: 1) Read boundary condition; 2) Evaluate C n and K n using the strain computed at time step n − 1; 3) Solve Eq. (1) to get δu n ; 4) Update the values in Eq. (2) using δu n ; 5) Output results Almost all of the computation cost lies in solving Eq. (1), making it necessary to develop a solver suitable for nonlinear waves.
B. Key ideas and innovations
To obtain convergence of the acceleration waveform and the response of buildings for a megacity problem (100 square km), it is necessary to solve nonlinear wave propagation with a 100 billion DOF 3D finite element model for 10K time steps. In other words, the problem involves solving a 100-billion DOF matrix equation (Eq. (1)) using many computation nodes for each of the 10K time steps. The matrix component changes every time step due to nonlinearity. Rapid analysis is desirable due to time constraints and efficient use of computing resources. When using the K computer, we need to solve 10K time steps in 8 h. Because this is equivalent to 2.88 s per time step, we need a very fast solver. We use an iterative solver, as the DOF of the problem becomes large compared to the computing resources. Developing an iterative solver suitable for the matrix property is required for fast analyses. Many methods have been proposed for low-order unstructured finite element methods for solid problems (e.g., [25] , [26] ), and some have been presented at past SCs (e.g., [27] ). For example, [25] presents a fast solver based on a balancing domain decomposition method [28] -type preconditioner, which could solve a 140 M-DOF problem in 577 s (3.88 TFLOPS, 24.26% of peak) with 3.05 TB memory and 2,048 CPUs on the Earth Simulator [29] . These researchers sought to reduce the computation time by using a preconditioner with a high computation cost to improve the poor convergency of the target problem. Although a sophisticated preconditioner with smart program tuning can reduce the computation cost and resolve the poor convergency of the target problem, our problem needed a much faster solver. Although the nonlinear wave propagation problem is challenging in that we need to solve many time steps with matrix components changing in every time step, the matrix property is not as bad due to inertia terms. These properties are the key to a fast solver. Potentially, the preconditioned conjugate gradient (PCG) method using a block Jacobi preconditioner [34] is such a solver, but the number of iterations tends to increase rapidly when solving problems with poor convergence characteristics. GAMERA [16] was developed as a faster solver than PCG, but its performance is too poor for our purpose. Here, we improve GAMERA to solve a 1TDOF problem, which is the edge of the low-order finite element problem.
Let us review the history of earthquake wave propagation analysis (linear wave), which deals with wave propagation phenomena similar to those targeted in our nonlinear wave propagation problem. With the need for high-resolution wave propagation analysis in large target domains, the wave propagation problem becomes a huge problem and has been a touchstone of massive computing. Much effort has been directed toward the development of wave propagation analysis, which gives insight into the development of nonlinear wave analysis. A structured, finite difference scheme was the first used to study practical wave propagation in the crust, due to its low computational cost and efficient memory access. However, the effect of the geometry of crust structure in earthquake propagation is large, and so an unstructured finite element method capable of modeling geometry precisely was developed (e.g., [30] ). Although unstructured finite element methods involve huge costs due to the large computation and memory access cost and the effort required for modeling a finite element mesh, research based on the finite-element family is increasing due to its advantages for precise geometry modeling with highly accurate numerical results (e.g., [7] , [9] ). In an attempt to reduce the cost of finite element methods, a structured finite element method using an octree structure was developed (e.g., [5] ). This method can also be considered an enhancement of structured finite difference methods, because it is capable of reducing the number of elements due to multi-resolution modeling. Compared to the unstructured finite element method, the octree method reduces computation and memory access costs and it is easier to construct finite element models. However, it still has drawbacks in terms of geometry modeling. Alternatively, finite element methods that use hybrid unstructured/structured elements (unstructured tetrahedral elements for domains with a complex geometry, and structured hexahedral elements for uniform domains) have been developed (e.g., [31] , [32] ). With these insights, we can see how GAMERA should evolve, by reducing computation and memory access costs using octreelike restrictions for uniform domains, while using unstructured tetrahedral elements for domains with complex geometry.
Here, we enhance GAMERA based on these insights; we make a fast solver capable of many-time-step nonlinear wave analysis for a multi-compute node environment by reducing computing costs, using effective preconditioning with small computing costs and a small memory footprint, and reducing communication for better scalability. Algorithms 1 and 2 are used to solve δu n of n-th time steps, by combining methods a) to d) below. Hereafter, we refer to this solver as GOJIRA, as an abbreviation of the components used 1 .
a) Adaptive conjugate gradient method [33] with a mixed precision operation and multigrid method [34] : Typically, the inverse of a matrix close to the matrix of the matrix equation is used as the preconditioner of a conjugate gradient iteration. The adaptive conjugate gradient method uses conjugate gradient iteration to solve the matrix equation roughly, instead of this preconditioner. The original conjugate gradient iteration is Algorithm 1 Details of GOJIRA. The matrix vector product
y is computed using an element-byelement method with voxel: (*inner loop end*) 21: if i > 1 then 22: β ⇐ (z, q)/ρ 23: end if 24: p ⇐ z + βp 25: q ⇐ A n p (* computed by EBE with voxel *) 26: ρ ⇐ (z, r) 27: α ⇐ ρ/(p, q) 28: q ⇐ −αq 29: r ⇐ r + q 30: x ⇐ x + αp 31: i ⇐ i + 1 32: end while 33: (*outer loop end*) 34: 
output results of n-th time step 40: modify material properties considering nonlinearity called the outer loop, while the conjugate gradient iteration in the preconditioner is called the inner loop. Because we need only to solve the matrix equation roughly in the inner loop, there is room for improvement. First, we compute the inner loop in single precision as we can reduce precision in the inner loop. We can expect to make computation faster by increasing the peak performance of some hardware, reducing memory transfer sizes, increasing apparent cache capacity, and reducing the data size of MPI communications. Next, we use multigrid Algorithm 2 Preconditioned conjugate gradient method with reduced memory access. This is used to roughly solve z = (
y is computed using an element-by-element method with voxel:
where ( )
V indicates values related to merged voxel elements, ( )
T indicates values related to tetrahedral elements, and the subscript i indicates the i-th element. B and in are a block Jacobi matrix and the tolerance for the relative error, respectively. All of the calculations are made using single-precision variables. The computation in loop 3 is merged into one DO loop, which reduces the total memory access from 13 streams in the naive implementation to 8 streams per CG iteration.
x ⇐ z e ⇐ r − A n x (* computed by EBE with voxel *)
while err ≥ in do p ⇐ z or q + βp (* loop 1: two streams *) z or q ⇐ A n p (* computed by EBE with voxel *) α ⇐ ρa/(p, z or q) (* loop 2: two streams *) ρ b ⇐ ρa (* loop 3 begin: four streams + one 3x3
to reduce computation. Here, we use another model equivalent to the original problem, albeit one with a coarser resolution. Hereafter, we refer to the original model as FEMmodel and the coarsened model as FEMmodel c . In the inner loop, we first use FEMmodel c to solve the problem roughly, and use this as an initial solution for the FEMmodel, to reduce the computation cost of the preconditioner. We can reduce the number of iterations when solving the FEMmodel roughly, and can also reduce floating-point operations by improving the convergence characteristics. Although we also need to compute FEMmodel c , it has fewer DOF than the original problem, and fewer finite element nodes to be communicated between MPI processes. Consequently, the computation cost and communication size become smaller than with the FEMmodel, markedly reducing the cost of the inner loop. As a result, multigrid can reduce computation. Because the communication involved in mapping values between the fine and coarse grids can be a bottleneck when running on massively parallel computers, we use a first-order tetrahedral element model for FEMmodel c , which is generated by removing the edge nodes of the secondorder tetrahedral element model used for FEMmodel, and distribute the same parts of the sub-models to compute nodes. This enables mapping between FEMmodel and FEMmodel c with small amount of communication.
b) Element-by-element method [35] : Because the DOF per compute node is large, allocating and updating matrices K or M becomes costly and it sometimes becomes impossible to store data within memory capacity. Therefore, we compute the matrix vector products Ku and Mu of the FEMmodel and FEMmodel c by using an element-by-element (EBE) method instead of storing the entire K and M matrices in memory. Using orthogonal functions for bases of stress (displacementstress mixed formulation of finite element method [36] (D(N bi u) ). Here, D is the elasticity matrix and N bi is the equivalent mode. Because N bi and D consist of many zero components, we compute only necessary components by explicitly expanding the computation into scalar expressions, which eliminates unnecessary computation. We also compute Mu element by element, and add the results into the global left-hand-side vector.
c) "Structuring" unstructured mesh: When using the highly efficient algorithm involving a) and b), the communication cost becomes negligible and the reduction in computation time and improvement in load balancing becomes the key to speeding up the solver. Considering computation, most of the time is spent on the EBE computation of the inner fine, inner coarse, and outer loops. Although the computation cost is large, it involves indirect list accesses and the recurrence of data. EBE computation suitable for existing CPUs with multi-core and single instruction multiple data (SIMD) units is important for speedup. In modern computers, computation arranged in a structured manner leads to efficient computation, and structured geometry leads to a reduction in computation. Although an unstructured mesh inherently involves unstructured computation, we extract uniform parts inside the complex geometry, and compute these parts using structured computation. Here, we generate a mesh with multi-resolution voxel and tetrahedra, and further decompose each voxel with six tetrahedra; see Fig. 3 . Although the resulting mesh is an unstructured mesh consisting of second-order tetrahedral elements, uniform parts inside the domain are structured; these are decomposed with six types of elements with fixed geometry. Because we can skip parts regarding geometry in the computation of Ku, we can reduce the number of floating point operations of EBE computation by 1/2.12 compared to normal secondorder tetrahedral elements. We can also reduce the number of list accesses from 60 (10 nodes per second-order tetrahedral element × 6 elements) to 27 when computing six elements together in one voxel. The same can be applied to first-order tetrahedral elements; there is a 1/3.55 reduction of floating point operations for the EBE computation, and reduction in list accesses from 24 (4 nodes × 6) to 8. Because the computations and list accesses are reduced, we can expect to reduce the time-to-solution and improve the efficiency of computation. By buffering the nodal data of elements, we can make the data structure into contiguous access without recurrences, which is suitable for SIMD computation. becomes large; it can take several times longer to compute than cases without thrashing. Although it is rare to have thrashing occur for a specific array length, many partitions with different array lengths are generated when using graph (mesh) partitioning libraries such as METIS [37] . In such cases, it is highly probable that some nodes will have cache thrashing when analyzing in a massively parallel environment, which would lead to load unbalance. Here, we allocate arrays with the same length, and use only the necessary parts of them, so that all nodes have similar memory alignments. We also exchange the order of DO loops inside the standard PCG, and merge these loops to reduce memory access from 13 streams to 8 (see Algorithm 2) . By combining this with single-precision arithmetic, we can reduce memory access to 8/(13×2)=1/3.25 that of the original PCG solver.
GOJIRA uses the inner loop for preconditioning and the outer loop for the normal conjugate gradient iteration using a) and b); efficient preconditioning is applied with a small memory requirement, fast convergence, and reduced computation, while the outer loop attains small-memory-requirement computation. In addition, c) and d) enable efficient memory access and a reduction in computation by applying constraints in the arithmetic space of a) and b). The computation cost of a single outer loop is similar to that of one PCG loop, but the number of iterations becomes small due to the effective preconditioning by the inner loop. Because most computation time is spent in the fast inner loops, the computation time of the entire solver decreases. GOJIRA should be effective on hardware that uses fast single-precision arithmetic (e.g., an Intel CPU or GPU) or systems with slow communication interconnects, but fast computation is expected on systems like the K computer, which have the same peak performance regardless of whether single or double precision is used, due to faster data access. The finite element models are generated as in [16] , and partitioned using METIS. We also use the Adams-Bashforth method [38] to guess the initial solution of an iterative solver when solving δu n .
C. Performance measurement 1) System and environment in which performance was measured:
Although GOJIRA is more suitable for environments with fast single-precision arithmetic, we used the K computer at RIKEN, Advanced Institute for Computational Science [4] , to measure performance as we can use many compute nodes and solve larger problems. The K computer is a massively parallel supercomputer consisting of 82,944 compute nodes, each with a single SPARC64 TM VIIIfx CPU. Each of the eight cores of the SPARC CPUs has two sets of fused multiplyadd (FMA) SIMD units of length 2. This leads to FMA (two operations) × SIMD length 2 × 2 sets = 8 operations per clock. Consequently, the peak performance of each CPU is 8 operations × 8 cores × 2 GHz = 128 giga-FLOPS (GFLOPS). The SIMD length is 2 for both single-and double-precision arithmetic, so that the peak performance of single-precision arithmetic is also 128 GFLOPS. Each core has two 32 KB twoway L1 caches, each for data and instructions, and the cores share a 6 MB 12-way L2 cache (shared with data/instruction). Each node has 16 GB of DDR3-SDRAM memory, with a peak memory bandwidth of 64 GB/s. Tofu, a six-dimensional interconnection network, is used for communication between nodes [39] . Each node can communicate in four directions simultaneously with 5 GB/s throughput in each direction. An OpenMPI [40] -based MPI library optimized for the Tofu network is used.
2) Problem setting:
We compared the effectiveness of GO-JIRA to those of GAMERA and PCGE. GAMERA is a solver that was developed in an SC14 paper, and was used to solve a 27 billion DOF problem [16] . PCGE is a preconditioned conjugate gradient solver with EBE, which was referred to as a standard method in an SC14 paper [16] . GAMERA and PCGE were improved for solving large-scale problems. We use = 10 −8 for the relative error of the outer loop, and in = 0.25, in c = 0.5 for the inner loops. Here, we assign the partitioned models FEMmodel i and FEMmodel c i to each node and compute each partition using OpenMP; we use 8×m CPU cores when using m compute nodes (m MPI processes) of the K computer.
We made a two-layered finite element model mimicking actual ground, and measured the performance of nonlinear ground motion analysis by inputting a wave uniformly from the bottom of the model. The model has periodical geometry for use in weak scaling measurements; see Fig. 4 for the model and its material properties. The first layer is a soft layer that behaves nonlinearly under strong inputs, and the second layer is a hard layer mimicking engineering bedrock. The model has bumps between the layers. The model is copied in the x and y directions when making larger models. The models are discretized with a sufficiently small element size (minimum element size 0.444 m) for convergence in the acceleration response, even if the soil is softened due to nonlinearity. The major part of the Kobe wave [41] (dt = 0.002s) observed during the 1995 Southern Hyogo Earthquake is used as input. Table I shows the properties of the weak scaling model sets and strong scaling model set. Although the problem is periodical, the model is partitioned by METIS and the model sets are expected to have load balancing and communication characteristics similar to those of a practical problem. Here, we solve 3 steps for the weak scaling (model set A) model set and 25 steps for the weak scaling (model set B) and strong scaling (model set C) model sets. Although the convergence characteristics change with the DOF as matrix equations are solved, the model sets are made with periodical settings so that the models have similar convergence characteristics regardless of DOF. In fact, the iterations required for convergence of the PCGE solver are almost the same as that required for all of the models in each model set. We can see that the model sets are suitable for measuring weak scalability.
3) Weak scaling up to 1T DOF on full system: First, we measure weak scalability by fixing the problem size per node to 13.1 MDOF and increasing the number of nodes. Fig. 5 shows the elapsed time for the model set. Outer, inner fine, and inner coarse indicate the outer loop, line 18 of Algorithm 1, and line 16 of Algorithm 1, respectively. The numbers in red/green/blue indicate the number of loops required for convergence. We can see that the number of loops is similar among the models; the model set is suitable for measuring weak scalability. The smallest model, A-1, with 15.1 billion DOF, is solved in 86.2 s with 28.3 TFLOPS (19.2% of peak) when using 9,216 CPU cores (1,152 nodes × 8 CPU cores), while the largest model, A-7, with 1.08 trillion DOF, is solved in 89.2 s with 1.97 PFLOPS (18.6% of peak) when using the full K computer system with 663,552 CPU cores (82,944 nodes × 8 CPU cores). The size-up scalability up to the full system is 96.6%; we see that fast analysis is enabled with excellent size-up scalability. In comparison, the elapsed time when using GAMERA is 328 s (8.60% of peak performance), and the elapsed time when using PCGE is 763 s (8.53% of peak performance). As expected, the FLOP count is reduced as 6.91E+17 → 3.00E+17 → 1.76E+17 when comparing PCGE, GAMERA, and GOJIRA, and the time-to-solution is reduced by 8.55 times and 3.67 times compared to PCGE and GAMERA, respectively. Together with the reduction in computation, we can also expect improvement in scalability with a short elapsed time, as GOJIRA reduces communication and improves load balancing. Indeed, the scalability when comparing 1,152 nodes and the full system improved from 89.9% for GAMERA and 94.2% for PCGE to 96.6%. Table II shows the time and imbalance of the matrix vector computation (mostly random access), other computation (mostly contiguous access), global communication, and peer-to-peer communication for the full system problem (model A-7). The maximum communication time (global+peer-to-peer) of all processes is at most 3.52 s (3.9% of the total elapsed time) when using GOJIRA; we can see that the communication time is sufficiently small compared to the computation time 2 . We can see that the imbalance of elapsed time (τ =MAX/AVE) in "Comp. others" is large for GAMERA and PCGE; this is the major reason for the imbalance in the complete application. This imbalance is greatly improved from τ = 2.17 in GAMERA to τ = 1.19 in GOJIRA by avoiding L1 cache thrashing, which leads to an improvement in scalability for the complete application. We can see that the scalability and elapsed time are both improved by the communication-reducing algorithm and improved load balancing. With the combined improvements in single-node performance and scalability, the efficiency of application is improved from 8.6% of peak to 18.6% of peak. The efficiency of the solver becomes 18.9% of peak, corresponding to 2.01 PFLOPS, which is very high for an unstructured low-order finite element method with implicit integration.
4)
Weak scaling up to 0.1T DOF on full system: Next, we measure weak scaling by fixing the problem size to 1.41 MDOF per compute node and increasing the number of nodes (model set B). Fig. 6 shows the elapsed time. The number of iterations of PCGE is similar for all models; we can see that the model set is suitable for measuring weak scaling. The smallest model (B-1 with 1.62 billion DOF) is solved in 53.5 s with 23.6 TFLOPS (16.0% of peak) when using 9,216 CPU cores (1,152 nodes × 8 CPU cores), and the largest model (B-7 with 0.117 trillion DOF) is solved in 56.9 s with 1.60 PFLOPS (15.1% of peak) when using the full system with 663,552 CPU cores (82,944 nodes × 8 CPU cores). This corresponds to a 3.45-times speedup compared to GAMERA (196.7 s with performance of 8.20% of peak), and 11.4-times speedup compared to PCGE (650 s with performance of 7.82% 2 The time used for "Comm allreduce" is reduced from that with GAMERA using the hardware function of Tofu (Tofu Barrier Communication). of peak). On average, GOJIRA can solve one step in 2.28 s, which enables analysis of a practical number of steps for 0.1 TDOF problems. As it was with the 1 TDOF weak scaling problem set, the scalability (sizeup efficiency) is also improved from 91.9% of PCGE and 86.8% of GAMERA to 94.1% using GOJIRA.
5) Strong scaling:
Next, we measure strong scaling. Fig. 7 shows the elapsed time with the increase in the number of CPU cores. Although there is some degradation in performance with an increase in CPU cores, we can see that good scalability is attained: the 13.0 billion DOF problem is solved in 387. (speedup efficiency) from 9,216 → 73,728 CPU cores is 87.4%, and the scalability from 9,216 → 294,912 CPU cores is 75.8%. GAMERA has better scalability (84.9% when from 9,216 → 294,912 CPU cores), because the communication time is the same with GOJIRA, but computation takes longer. We might be able to improve scalability by optimizing the computation and communication overlap using remote direct memory access (RDMA) communication. 
6) Performance with a practical problem:
Finally, we consider the performance of the 0.133 TDOF application problem shown in Section I. Fig. 8 shows the time elapsed in the first 25 steps of the analysis. The elapsed time of the application (including I/O) is 50.6 s; only 2.03 s are used to solve each step of the 0.133 TDOF dynamic nonlinear problem. Of the total processing time, 92.5% (46.8 s) of the time was taken up by the solver, showing that sufficient speedup of the solver enabled the large-scale analysis. All other operations (I/O, updating the material property with the nonlinear constitutive model, and updating the block Jacobi matrix used for the block Jacobi preconditioner) took up 7.5% of the total time, explaining the high performance of the application as a whole. The output data size of the 6,600 time step problem was 382 GB (surface displacement is outputted every dt = 0.01 s at a resolution of 2 m). The performance is 1.59 PFLOPS (15.0% of peak) for the solver and 1.54 PFLOPS (14.5% of peak) for the whole application, demonstrating its high performance for a practical problem. Compared to the GAMERA application, the problem size is increased by 0.133 trillion / 10.7 billion = 12.4 fold and the efficiency is improved by 14.5% / 7.59% = 1.91 fold. Although GAMERA could only enable an application run with 36,864 nodes, GOJIRA enables an application run using the full system by improving scalability. If the elapsed times needed for computing one second of simulation are compared, a problem 12.4 times greater in scale is computed in 0.63 times 3 the time. Although a rough estimate, this corresponds to a 7.87-fold improvement in the total time-tosolution. In actual problems, the convergence characteristics of the problem become worse for larger DOF problems. A 7.87-fold improvement with larger DOF can be seen as a significant advance.
Compared to the largest-scale problem solved by state-ofthe-art systems (27 billion DOF and 6.7 billion elements with 6.93% peak performance), GOJIRA solved a problem 40 times larger in scale and 2.68 times better in performance efficiency (1.08 trillion DOF & 0.270 trillion element with 18.6% peak performance) with better scalability. This represents a great improvement. With this innovation, the largest-scale stateof-the-art application using four-ninths of the K computer system and solving 10.8 billion DOF and 2.67 billion elements (7.59% of peak performance) is improved greatly to 133 billion DOF and 33.2 billion elements (14.5% of peak performance), corresponding to a 12.4-fold increase in problem size and 1.91-fold improvement in performance efficiency. Moreover, the time-to-solution, which is the most important yardstick when evaluating the performance of a practical application, is shortened by 7.87 times. By achieving performance far above the current state of the art, we have enabled the first comprehensive physics-based earthquake simulation using supercomputing.
III. CONCLUDING REMARKS
We developed large-scale nonlinear wave simulation code, GOJIRA, for soil amplification, and conducted a comprehensive earthquake simulation by combining it with earthquake wave propagation, structural response, and multi-agent simulation. Compared to conventional methods, we expect great improvements in estimation reliability by using physics-based comprehensive earthquake simulation. The social impact of such analyses using massive compute environments is very high. GOJIRA attains sufficient performance in massively parallel computer environments using a varying coarse/fine solution space and computation precision space, such that it suits the properties of the physical problem and computer system: a 1.08 TDOF problem was computed in 29.7 s per time step with 1.97 PFLOPS performance (18.6% of peak) using the full K computer system with 663,552 CPU cores, and attained a scalability (sizeup efficiency) of 96.6%. Using GOJIRA, we conducted 0.133 TDOF, 6.6 K time step, nonlinear wave propagation analysis of an actual city using 8 h 00 min of the full K computer (upper limit of the K computer capacity). This corresponds to 4.36 s per time step; we can see that superb time-to-solution was attained. Physics-based, fault-tocity-to-human earthquake simulation based on city-scale soil amplification simulation with GOJIRA should enable disaster estimates that are quantitatively different from conventional estimations. This paper proves that supercomputing can contribute to a socially important problem such as earthquake disaster mitigation.
One feature of GOJIRA is that it can compute results in double-precision accuracy using mostly single-precision computation. Although the peak performance of the K computer is the same regardless of whether single-or double-precision arithmetic is used, we used the K computer to measure performance as our target is to solve large DOF application problems on massively parallel computers. Using hardware with high single-precision arithmetic capability (e.g., Intel CPUs or GPUs), we can expect further speedup. As shown in Fig. 9 , we attained 1.69 times speedup on a PC cluster with Intel CPUs when comparing mixed-precision disabled GO-JIRA (only using double precision) and GOJIRA using mixed Fig. 9 . Effectiveness of mixed-precision arithmetic on x86 and SPARC architectures. Time is scaled with the elapsed time of the mixed-precision arithmetic solver for each machine. Insets indicate the elapsed time and floating-point performance.
precision 4 . As expected, the parts computed in single precision (inner fine and inner coarse) were accelerated; in particular, the inner fine part was accelerated by 1.98 times, which is near to the doubled-peak performance of single-precision arithmetic of the Intel CPU. We can see that GOJIRA effectively utilizes double-width single-precision SIMDs, which are effective in terms of both peak performance and energy efficiency, and that it is a promising method for a variety of architectures with high single-precision computation capability. From the perspective of a low-order unstructured finite element method, performance is more difficult to attain in current computers with SIMD units compared to conventional scalar CPUs due to their relatively weak random access capability. Because random access capability is expected to decrease further in the future, it is desirable to increase the number of load/store engines to increase the random access capability of the hardware, and reduce list access from the application side using a suitable algorithm. GOJIRA uses EBE with blocking to perform almost all computations by SIMD units, and reduces list access by 1/2.22 of the standard finite element method. Together with the reduction in communication, the effectiveness of GOJIRA should increase when using future machines, such as next-generation Intel machines or a post-K computer, which is expected to have longer SIMD units, but relatively less communication capability.
Urban-scale soil amplification simulation, which is difficult with conventional methods due to the huge computational cost, is a simpler problem with the advent of GOJIRA. Needless to say, the scientific rationality of earthquake disaster estimates will be improved. Furthermore, a broad ripple effect involving other problems related to earthquake disasters is expected. For example, the huge tsunami induced by the Tohoku Earthquake in 2011 caused catastrophic damage. The application of GOJIRA to crust deformation analysis used for tsunami source estimation should improve estimations of such tsunamis. Linear wave propagation analysis is used for earthquake wave propagation analyses (e.g., SeisSol), but some researchers have pointed out that the phenomenon becomes partly nonlinear in the case of large earthquakes. The application of GOJIRA to such wave propagation problems is also expected. In addition to all of these application possibilities, the development of GOJIRA itself has shifted the frontier of earthquake disaster estimation toward the social/economic response by demonstrating the possibility of simulation from the earthquake source to the human response using highprecision physics-based simulations. Such computations have greater computation costs, but should be a fascinating topic enabling supercomputing to contribute to society; we are eager to tackle this challenging problem. Let's step forward to the new frontier of supercomputing.
