Long time behavior of stochastic population models by Marmet, Bastien & Benaïm, Michel
LONG TIME BEHAVIOR OF
STOCHASTIC POPULATION
MODELS
The`se
pre´sente´e a` la Faculte´ des sciences
pour obtenir le grade de docteur e`s sciences par
Bastien Marmet
soutenue le 06 Juin 2014
en pre´sence des membres du jury
Prof. Michel Bena¨ım Universite´ de Neuchaˆtel Directeur et Rapporteur
Dr. Mathieu Faure Universite´ d’Aix-Marseille Rapporteur
Prof. Florent Malrieu Universite´ de Tours Examinateur
Prof. Christian Mazza Universite´ de Fribourg Rapporteur
Prof. Felix Schlenk Universite´ de Neuchaˆtel Examinateur
Institut de mathe´matiques, Universite´ de Neuchaˆtel,
Rue Emile–Argand 11, CH–2000 Neuchaˆtel



Abstract
The object of this thesis is the study of the asymptotic behavior of two classes of
stochastic population models that both can be viewed as small random perturbations of
a deterministic population dynamic. The first of these models is a discrete time Markov
chain modeling the evolution of a population game with N players and d types. The
second model is a constrained diffusion process modeling the evolution of a d-species
system with noise. Both these processes model population dynamics where all species
but one ultimately go extinct. In this work we investigate the transitory behavior of these
systems before extinction. More precisely we will give results about the absorption times
and the quasi-stationary distributions by linking the behavior of our systems with that
of the deterministic dynamics they approximate. In the first model the appropriate
tool will be the theory of stochastic approximation algorithms with constant step size.
In the second model, our model lack of sufficient regularity will lead us to prove some
Freidlin-Wentzell-like results.
Keywords : Markov Chain, Diffusion Process, Stochastic Approximation Algorithm,
Quasi-Stationary Distributions, Large Deviations, Chain Recurrence.
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Re´sume´
L’objectif de cette the`se est l’e´tude du comportement asymptotique de deux classes
de mode`les stochastiques de population qui peuvent eˆtre vu comme des petites pertur-
bations ale´atoires d’une dynamique de population de´terministe. Le premier de ces deux
mode`les est une chaˆıne de Markov a` temps discret qui mode´lise l’e´volution d’un jeu de
population a` N joueurs et d types. Le second mode`le est un processus de diffusion sur
un compact qui mode´lise l’e´volution d’un syste`me de population a` d espe`ces avec du
bruit. Ces deux processus mode´lisent des syste`mes de population ou`, a` l’infini, toutes les
espe`ces sauf une s’e´teignent. Ce travail consiste en l’e´tude du comportement transitoire
de ces processus avant extinction. Plus pre´cise´ment on donnera des re´sultats concernant
les temps d’absorption et les mesures quasi-stationnaires en reliant le comportement de
nos processus avec celui du syste`me dynamique de´terministe qu’ils approximent. Dans le
premier mode`le les outils idoines viennent de la the´orie des algorithmes d’approximation
stochastiques a` pas constant, tandis que, dans le second cas, notre mode`le manquant de
re´gularite´, nous serons amene´ a` prouver des re´sultats a` la Freidlin-Wentzell.
Mots Cle´s : Chaˆıne de Markov, Processus de Diffusion, Algorithme d’Approximation
Stochastique, Mesures Quasi-Stationnaires, Grandes De´viations, Re´currence par Chaˆıne.
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1.1 Motivation
How do mathematical models arise ? Why do you make those assumptions ? At
the very core of applied mathematics lies the need of a compromise between a model
being as close as possible to the real world and us still being able to work on that model.
If, for example, I’m trying to model the number of individual in an animal population,
ideally I want to be able to account for the influence of every single event that might
have had an influence, like the exact weather, the strength of the wind, the nature of
the soil, the influence of every other animal in the neighborhood, the temperature etc.
Of course it is impossible to gather all these data and even if we had them, our model
would become so complicated that we couldn’t say anything about it. Besides, knowing
that a field mice ate some seeds nearby might give us some info on the dynamics of the
rhinoceros population but that insight appears so insignificant. So, for simplicity, we
will discard it or include it in a big black box called randomness. Roughly our models
are built that way: We have something we want to study, what we think will have a
significant influence on our model and will be observable we call it a variable and we will
try to model it accurately, the rest, that is things we don’t believe will matter, things
we believe may have influence but can’t observe/control and all we didn’t think of, we
put it together and call it ”randomness”, which is a dignified word for saying ”We don’t
know what it is and how it works”.
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Now we get a model that mixes a number of observable variables and some random-
ness, we could write it this way: What happens at time n + 1 for our system X. is a
function of what happened in the past for our system and of some random effects, or
random variables, denoted R.
Xn++1 = f(X0,X1, · · · ,Xn, R0, R1, · · · , Rn)
Then again this will get complicated quickly, besides we don’t know how the random
effects R depends on each other. We will have to make some assumptions to be able
to predict something with our model. First we will suppose that the situation of our
system at time n gives us all the insight we need about the system, what happened
before doesn’t matter. If we now discarded the random effects completely we would
get deterministic systems like recurrent sequences or ordinary differential equations.
However these systems can be pretty rigid and predictable in their behavior and the real
world often exhibit chaotic behavior, so we will keep our randomness. But for now our
randomness is ”too wild” for us to be able to say anything useful about the model, we
will need to make some assumptions, those assumptions are mostly of these three rough
types:
– The random effects on Xn are completely independent of the random effects that
happened in the past.
– The random effects are not independent from each other but knowing what the
random effect was yesterday gives us all the info we could get on what the random
effects will be today
– The random effects are not independent but what will happen today will, on
average, be what happened yesterday.
In the first case we will say that the random variables are independent, in the second case
we will say that they form a Markov process and in the last case we will say that they
from a martingale (from the French ”martingale” which is a piece of horse tack designed
to restrained how the horse can move its head, similarly here we want to restrain chance).
These three notions are in increasing order of complexity. In this thesis we will only
consider Markov process, independent variables restrain to much the possible behavior
of the system and the martingale restrain to little for us to give significant results.
You can argue that, by creating a black box of things we don’t know and simplifying
the model to be able to work on it we might have strayed too far from the real problems.
In short that our model is fundamentally wrong, to that I will respond by quoting George
Box ”Essentially, all models are wrong, but some are useful”, of course our model is wrong
but if it allows us to discover new things and/or explain what actually happens then it’s
all that matters.
For a long time scientists were interested in the evolution of individuals in a pop-
ulation, trying to changes in the size and species composition of populations, and the
biological and environmental processes influencing those changes. The precursors of the
field of population biology: Thomas Robert Malthus (1766-1834), Benjamin Gompertz
(1779-1865) and Pierre Franc¸ois Verhulst (1804-1849) tried to model the growth of pop-
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ulation with equations. Each one improved the model of its predecessors and even then
their models, though crude, led to real world applications and predictions. Malthus, for
example, predicted that the world population would one day exceed the production of
food, leading to what is now called the ”Malthusian catastrophe”. Even though Malthus
equation is outdated, the theory of the ”Malthusian catastrophe” is still a topical sub-
ject. Another example comes from Gompertz works on human mortality, works which
were then used by insurance companies to calculate costs of life insurance.
In the 20th century the field of mathematical biology was extended to the study of
multi-type population dynamics by the works of Alfred James Lotka (1880-1949), Vito
Volterra (1860-1940) and Crawford Stanley Holling (1930-) on predator-prey dynamics.
The famous Lotka-Voltera equations were introduced independently by Lotka to model
the evolution of the populations of a plant and an herbivorous animal and by Volterra
using statistical data on fishes in the Adriatic Sea. Later Holling extended their model
which was then used to models lots of two-species interaction, e.g. the moose-wolf
interaction in Isle Royale National Park [38]. Nowadays the field of population dynamics
is very vast and there is no way I could give even basic insight of all of it in this thesis.
Instead I will focus on the part of it I’m most close to and that part is persistence theory.
The question behind persistence is ”Under which conditions do a population or mul-
tiple interacting populations coexist ?”. As we know over time some species disappear,
sometimes on their own, sometimes due to human influence, however not all the species
who suffer of a negative impact from human influence go extinct. We can wonder why
the Dodo went extinct while the rats don’t, even though humans have been trying for
millennia to exterminate the latter. In the past 20 years this issue of the long-term
survival of interacting populations has received an ever increasing attention in the field
of populations biology. This lead to the introduction of the concepts of persistence
and permanence for both deterministic models and stochastic models. In deterministic
models, such as differential equations, persistence is often equated with the existence
of an attractor bounded away from the extinction states, permanence also called uni-
form persistence requires that attractor to be global. For the past 30 years there has
been an extensive literature on methods for verifying permanence and or persistence.
These models provided great insight in the behavior of population models but remained
rigid. In order to refine these models and allow for some ”roughness” and/or influence
of unpredictable outer events, randomness has been added to these models, leading to
models with much more varied behavior and, one might hope, more realistic ones too.
However, stochastic models such as stochastic differential equations, introduced new dif-
ficulties in the notions of persistence and permanence. The requirement that trajectories
stay bounded away from the extinction states is too strong as population trajectories in
stochastic models can and often will wander arbitrarily close to the extinction states.
These models are then said to be stochastically persistent if there is a positive probability
to remain away from extinction, see [45] for a review on the subject.
Again these models where there is a positive probability to remain away from extinc-
tion give great insight but do not allow to study the whole variety of possible behaviors.
When studying finite population stochastic models, the underlying theory of Markov
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processes shows that, extinctions being absorbing states and species dying out with pos-
itive probabilities, extinction in finite time happens almost surely. Yet, in the real world,
with large sized pools of population, we don’t observe that inevitable extinction. This
finite extinction time may then be very large and the system may remain in some sort of
”metastable state” bounded away from extinction for a long time. These mathematical
models have been corroborated by biologists who remarked that some interacting pop-
ulations, while doomed to ultimately settle on an ”extinction state” with some of the
species going extinct seems to settle in some some kind of population equilibrium. The
models we want to study are of that last type: multiple interactions species that are
mathematically doomed to extinction (or at least one species will go extinct) but who
still seems to maintain some kind of ”persistent equilibrium” for a long time.
To convince you that such a problem isn’t just a mathematical puzzle we will use a
real world example : the side-blotched lizards
In the south-western part in the United States lives a very special species of lizards:
Uta Stansburiana or Side-Blotched Lizards. The male individuals of this species exhibit
a polymorphism in the colors of their throat. What is very interesting is that, though
of the same species, these differently colored lizards have wildly different behaviors,
dividing between ”usurpers”, ”sneakers” and ”guards”.
The orange males are the ”usurpers”. They are the largest and
the most aggressive. They have a large territory with many
females. This make them vulnerable to the trickery cuckoldry
of the ”sneakers”. However their size gives them the advantage
when facing the ”guards” whose females they then steal.
The yellow males are the ”sneakers”. They are the smallest
and don’t have a territory, instead they mimic the females
and sneak into the territory of other males to mate with their
females. The sheer size of the ”usurpers” territory makes
them vulnerable to this trickery while the ”guards” watch
more closely over their females and are thus not taken by
the ”sneakers” willy schemes.
The blue males are the ”guards”, they only have a small ter-
ritory with only one or two females over which they watch
closely. The smaller size of their territory and their vigilance
makes them able to see through the ”sneakers” trickery. How-
ever, due to them being smaller than the ”usurpers” they
lose the physical confrontations and their females as a con-
sequence.
1
1. Pictures taken from Nature 340:240-243
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When these lizards mate, the male offsprings are always of the same color as the
father.
So far each color has an advantage against one type and is weak against the other.
If you are familiar with game theory or playground games you might recognize the rock
paper scissor dynamic a.k.a. the shifumi game.
As we said before, to be able to predict things about a real world problem with a
mathematical models you have to make simplifying hypotheses. Here we will assume
that the total number of lizards stays constant over time and we will ”simplify” the time
scale in such a way that time will be discrete and at each unit of time one lizard dies and
one another is born with a random color distributed according to a law that depends
on the distribution of each type in the current population. The balance between the
species leads us to a model where the birth of an yellow male is more likely if most of
the population is orange. Indeed if there are a lot of orange and a few yellow, each
yellow individual will be able to sneak and cuckold a lot of orange lizards and thus mate
with a lot of female. In the alternate situation where there are lots of blue the yellow
lizards will have difficulties mating but the orange will have an advantage, so the orange
population will grow and after a time the yellow will get the advantage and reproduce
a lot. Then when there are a lot of yellow there is an intense competition between the
yellow for reproduction and few orange lizards to cuckold, the blue lizards will then be
the more efficient and their population will grow, and so the cycle continues.
The dynamic we would get is that of a Markov chain defined as such :
Let (pi,j(x))i,j∈{1...3} be a family of real-valued continuous functions on ∆ = {x ∈ Rd |
d∑
i=1
xi = 1}
such that, for all x ∈ ∆ :
∀i 6= j pi,j(x) = 0⇔ xixj = 0, (1.1)
pi,i(x) = 0, (1.2)
0 6 pi,j(x) 6 1, (1.3)
d∑
i,j=1
pi,j(x) 6 1. (1.4)
pi,j(x) is the probability that, when the population is in state x, a i lizard will die and
an j will be born.
Let (XNk ) be the random walk on ∆N defined by:
P
[
XNk+1 = X
N
k +
1
N
(ej − ei)|Xnk = x
]
= pi,j(x)
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where (ei)i=1···d is the canonical base of R3. XNk is then the vector of type frequencies
at time k. The jump XNk+1 = X
N
k +
1
N (ej − ei) means that a i lizard will die and an j
will be born at time k. The conditions on the family (pi,j) mean that :
– At each time k, it is always possible that a i lizard dies and a j lizard is born ,as
long as there are j lizards on the population.
– Extinct lizards type don’t come back to life.
We define
pi(x) =
d∑
j=1
pj,i(x)
qi(x) =
d∑
j=1
pi,j(x)
p(x) the vector of coordinates pi(x) and q(x) the vector of coordinates qi(x). We also
define F (x) = p(x)− q(x) and we will link the behavior of XNk to that of the dynamical
system x˙ = F (x).
Now that we have a mathematical model we can make predictions and then confront
these predictions with what happens in the real world as a mathematical model is only a
good model if it can predict things that actually happen. Here I will spoil the conclusion
of the first article of this thesis [31] and tell you that our model predicts that, after a
long time during which the population maintain some kind of equilibrium the population
will ultimately rest in a single species equilibrium.
The question now is ”Is this model any good ?”. Of course you can’t blindly trust
the maths to explain the world, you have to test and challenge it. In our case biologists
studied these lizards population and their conclusion is that these population currently
maintain a three species equilibrium and that in the long time the population will only
consist of blue males. Why blue ? Apparently blue males care more about their mates
and children and have thus a slightly better fertility and also because, contrary to or-
ange and yellow individuals, blue lizards can live peacefully together without attacking
or cuckolding each other. On top of that biologists found groups of blue lizards that
developed some cooperative behavior, these observations reinforces their conclusion that
blue lizards are ultimately best suited for ultimate survival
What does this example tell us ? First it teaches us that, aside from moral consider-
ations, cheating and stealing other people mates is, from an evolutionary point of view,
a bad idea. In the long time all you will achieve is going extinct. Secondly it tells us
that our model isn’t completely stupid. Knowing that, we can proceed to the maths
with peace of mind.
1.2 Results summary
This thesis consists of the two research article ”Quasi-stationary distributions for
stochastic approximation algorithms with constant step size” and ”Long time behavior
of 1/2 Ho¨lder diffusion population processes”.
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1.2.1 Models introduction
At the root of these works lies a simple yet rich model of population process: (XNk )
the random walk on ∆N = ∆ ∩ 1
N
Z
d defined by:
P
[
XNk+1 = X
N
k +
1
N
(ej − ei)
∣∣XNk = x
]
= pi,j(x)
where (ei)i=1···d is the canonical base of Rd. This type of model often occurs in population
games, see e.g. [42], [53], [3]. In this setting N represents the size of the population.
Each individual has a type i and XN represents then the vector of proportion of each
type. The jump XNk+1 = X
N
k +
1
N (ej − ei) means that an individual switches his type
from i to j at time k. Under assumptions on the family (pi,j) that :
– At each time k, it is always possible that a player switches from his type i to
another type j that is currently present in the population.
– No individual switches to an absent type. This makes sense for models based on
strategy switching from imitations or models arising in ecology.
Typically the coefficients pi,j(x) will take the form pi,j(x) = xixjλi,j(x) with λi,j(x) > 0.
As a consequence of this the chain will ultimately rest in one of the extinction states, that
is the vertices of the simplex. If XNn is interpreted as a vector of proportion of individual
of each type, this event would mean that every type except one has gone extinct and
our population doesn’t evolve anymore. What we want to study is the behavior of the
chain before this ultimate extinction of all except one type. Indeed, we will show that
this extinction time can be very long and that, before this extinction, the system will
seemingly settle in a ”transitory or metastable equilibrium”. We will thus study said
”equilibirum before extinction”.
However, when N gets large, such a process gets difficult to study, its behavior
depending on O(Nd−1d2) different coefficients. We need to make some simplifications.
Let f be a function of class C2 and let us look at the expansion inN of E[f(XNk+1)|XNk =
x].
E[f(XNk+1)|XNk = x] = E[f(XNk+1)− f(x)|XNk = x] + f(x)
= f(x) +
∑
i,j
(
f(x+
ej − ei
N
)− f(x)
)
pi,j(x)
Taking Fi(x) =
∑
j (pj,i(x)− pi,j(x)) and σ(x) such that σi,j(x) = − (pj,i(x) + pi,j(x))
and σi,i(x) =
∑
j (pj,i(x) + pi,j(x)) we obtain
E[f(XNk+1)|Xk = x] = f(x) +
1
N
< ∇f(x), F (x) > + 1
2n2
Tr(D2f(x)σ) + o(
1
N2
)
If we only take into account the first term in the expansion we obtain an Euler scheme
for approximating the ODE x˙ = F (xt). In the first part of this thesis we study the
behavior of the process XN by comparing its behavior with that of the mean-field or-
dinary differential equation x˙ = F (x). In [20], Faure and Schreiber studied a similar
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problem for randomly perturbed discrete time dynamical systems. Their approach was
a motivation and an inspiration for the results proved in [31].
If we now take into account the second order term we recognize the infinitesimal
generator of a stochastic differential equation of the following form.
dX
(N)
t = F (X
(N)
t )dt +
1√
N
Σ(X
(N)
t )dBt
where σ = ΣΣ∗. We write this process X(N)t instead of XNt to avoid confusion between
the discrete time Markov chain and the diffusion process.
The study of this SDE is the subject of the second part of this thesis. In [46],
Schreiber, Bena¨ım and Atchade´ gave criteria for the persistence of a class of SDE on the
d-dimensional simplex of the following form
dXt = Xt ◦ F (Xt)dt +Xt ◦ σ(Xt)dBt
The main difference of our model is the loss of the Lipschitz property of the diffusion
term. This seemingly small difference will lead to a whole different behavior, we will
prove that our model will be absorbed in finite time by the boundary, whereas Schreiber,
Bena¨ım and Atchade´ model remains in the relative interior of the simplex for all times.
1.2.2 Quasi-stationary distributions for stochastic approximation
algorithms with constant step size
Our first article ([31]) setting is as such
We denote by ∆ the simplex of Rd.
∆ = {x ∈ Rd ; ∀i = 1 · · · d xi > 0 &
d∑
i=1
xi = 1}
We let ∆˚ denote the relative interior of ∆ and
∆N = ∆ ∩ 1
N
Z
d
∆˚N = ∆˚ ∩ 1
N
Z
d.
Let F : ∆→ Rd be a locally Lipschitz vector field such that :
∀x ∈ ∆
d∑
i=1
Fi(x) = 0
The topology considered will be the topology induced by the classical Rd metric
topology on ∆. Throughout the paper, if A is a subset of a metric space (E, d), we will
denote by N ε(A) its ε-neighborhood
N ε(A) = {x ∈ E ; d(x,A) < ε}.
8
We consider a family of Markov chains (XNn )n∈N defined on a probability space (Ω,F ,P)
taking values in the d-dimensional discrete simplex ∆N .
We denote by FNn the σ-algebra generated by {XNi , i = 1, ..., n}. For A ∈ F we let
Px[A] = P[A|X0 = x].
Standing Hypothesis 1.2.1 :
The Markov process XN has the following properties :
(i) XNn+1 −XNn =
1
N
(F (XNn ) + U
N
n+1)
(ii) E[UNn+1|FNn ] = 0
(iii) There exists Γ > 0 such that ‖UNn ‖ 6
√
Γ
(iv) The boundary of the simplex is an absorbing set:
(a) for all x ∈ ∂∆ Px[XN1 ∈ ∂∆] = 1
(b) for all x ∈ ∆ Px[∃n : XNn ∈ ∂∆] = 1
(v) XN restricted to ∆˚N is irreducible
∀x, y ∈ ∆˚N Px[∃n : Xn = y] > 0
and aperiodic
∀x ∈ ∆˚N gcd({n ; Px[Xn = x] > 0}) = 1
We then study the quasi-stationary measures of these process and link those measure
to the deterministic mean-field dynamic x˙ = F (x) and prove similar results as Faure and
Schreiber in [20] regarding the absorption time of our process, the limit set of these quasi-
stationary measures when N goes to infinity and the support of the limiting measures.
Definition 1.2.2:
Let α be a probability measure on ∆˚. We say that α is a quasi-stationary distri-
bution (QSD) for the process XN. if, for all n ≥ 0 and any measurable set A ⊂ ∆˚,
α(A) = Pα
(
XNn ∈ A|τN > n
)
.
where τN = inf{t > 0 | XNt ∈ ∂∆}
Theorem 1.2.3 (3.3.2) :
For all N ∈ N there exists an unique quasi-stationary distribution µN for the process
XN .
We also prove that the absorption time goes ”very quickly” to infinity as N grows
large.
Definition 1.2.4:
Let (ϕt)t>0 be a flow generated by an ODE x˙ = b(x). A set A is called an attractor for
the flow ϕ if
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– A is invariant, i.e
∀t > 0 ϕt(x) ∈ A⇔ x ∈ A
– There is a neighborhood U of A such that A attracts U in the sense that
lim
t→∞ d(ϕt(U), A) = 0
Without loss of generality we can suppose that U is positively invariant, i.e that
∀t > 0 ϕt(x) ∈ U ⇒ x ∈ U . Indeed, should U not be positively invariant we can
consider V = γ+(U) = {ϕt(x) |t > 0, x ∈ U} which is still a neighborhood of A, is still
attracted by A and is positively invariant.
Theorem 1.2.5 (3.3.3) :
Starting from the quasi-stationary distribution µN , the law of the absorption time is a
geometric law of parameter 1 − ρN . If we further assume that the deterministic mean-
field dynamic x˙ = F (x) admits an attractor A ⊂ ∆˚, then, there exists γ > 0 such that
the following estimate holds :
0 6 1− ρN 6 O
(
e−γN
N
)
Thus, there exists a constant C > 0 such that
EµN [τN ] > CNe
γN
From a pratical point of view, such a extinction time may be so large that we might
never observe it. It thus makes sense to look at what happens before this absorption.
We will then look more closely at the quasi-stationary measures of our process which
have the role of an ”equilibrium before extinction” and give more information about
these measures when the population is very large.
Theorem 1.2.6 (3.3.4) :
We suppose that the flow {ϕt} admits an attractor A ⊂ ∆˚. Then the set of limit points
of {µN} for the weak* topology is a subset of the set of invariant measures for the flow
{ϕt}.
Knowing that our QSD are ”close” to an invariant measure for the deterministic
dynamic is enlightening but not precise enough as these limit measure could well have
their support of the boundary and we want to look at our problem through the prism of
persistence, that is we want conditions to ensure some kind of multi-species equilibrium.
To obtain such results we need some additional assumptions.
Theorem 1.2.7 (3.4.9) :
We suppose that the flow {ϕt} associated with the mean dynamic x˙ = F (x) has an
attractor A ⊂ ∆˚. We also suppose that the process satisfies some additional hypotheses,
in particular we suppose that XN satisfies a large deviation principle. Then the limiting
measure µ has its support in the union of the L-quasi-attractors, in particular Supp(µ) ⊂
∆˚.
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The L-quasi-attractors are sets defined by the large deviations rate functions but
they have the nice properties of also be attractors for the deterministic dynamic.
1.2.3 Long time behavior of 1/2 Ho¨lder diffusion population
processes
In the second article we study the behavior of a family of processes on the d-
dimensional simplex ∆ that arise from the same multi-type population process as before.
The lack of Lipschitz regularity in the diffusion term lead to a behavior very different
from the Lipschitz case. Our setting is as such
We will denote by ◦ the component by component product in Rd.
(x1, x2, · · · xd) ◦ (y1, y2, · · · yd) = (x1y1, x2y2, · · · , xdyd)
We consider a family of Markov processes (XNt )t∈R+ on a probability space (Ω,F ,P)
taking values in ∆ defined by
dX
(N)
t = X
(N)
t F (X
(N)
t )dt +
1√
N
√
X
(N)
t ◦ σ(X(N)t )dBt (1.5)
Throughout the chapter, these hypotheses will always be assumed to hold
Hypothesis 1.2.8 :
(i) F : ∆→ Rd is a L-Lipschitz vector field
(ii) ∀x ∈ ∆
d∑
i=1
xiFi(x) = 0
(iii) σ is a continuously derivable application from ∆ to Md,l(R)
(iv) ∀x ∈ ∆ and ∀j ∈ {1, · · · , l}
d∑
i=1
√
xiσi,j(x) = 0
(v) For all i ∈ {1 · · · d} and all x ∈ ∆, we have (σσ∗)ii(x) > ε
We denote by FNn the σ-algebra generated by {XNi , i = 1, ..., n}. For A ∈ F we let
Px[A] = P[A|X0 = x].
When studying SDE of the form
dXt = Xt ◦ F (Xt)dt +Xt ◦ σ(Xt)dBt
a simple exponential martingale argument or the use of the strong uniqueness property
show that Xt ∈ ∆˚ almost surely for all t. Such a behavior is no more true when the
diffusion term is no more Lipschitz, in fact we get that
Theorem 1.2.9 (4.3.1) :
Let ε > 0. Let τN = Inf{t > 0 ; X(N)t ∈ ∂∆}.
Then Px[τN <∞] = 1
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We now know that our process goes extinct almost surely, but what happens before
this extinction ? Similarly to what happened in the random walk model, is there a
quasi-stationary distribution ? The answer is yes.
Theorem 1.2.10 (4.4.3) :
For all N there exists a QSD for the process XN.
Again we are interested in what happens when the population size N is very large.
We will thus look more into the behavior of the extinction times and the QSD when N
goes to infinity.
Theorem 1.2.11 (4.4.7) :
Starting from µN , the law of the absorption time has an exponential law with parameter
θ(µN). The following estimate holds :
0 6 1− eθN 6 O
(
1
N
)
where θN = θ(µ
N).
Thus, there exists a constant C > 0 such that
EµN [τN ] > CN
Theorem 1.2.12 (4.4.8) :
We suppose that the flow {ϕt} admits an attractor A ⊂ ∆˚. Then the set of limit points
of {µN} for the weak* topology is a subset of the set of invariant measures for the flow
{ϕt}.
Due to the non-Lipschtiz character of our diffusion term the traditional Freidlin-
Wentzell theory don’t apply. However, as we saw in [31], large deviations principle can
give us insights on the behavior of our process and are thus always interesting to have.
As a consequence we proved large number and large deviations results analogous to the
classical results, however the lack of regularity on the diffusion term forces our results to
be much weaker than the classical Lipschitz results. These results apply to more general
diffusion processes, namely we study Xεt such that
dXεt = b(X
ε
t )dt+
√
εΣ(Xεt )dBt
where Xε0 = x ∈ ∆, t ∈ [0, 1], b is Lipschitz continuous with constant L and Σ is non
negative, 1/2 Ho¨lder continuous with the same constant L. Both Σ and b vanish on ∂∆
such that Xεt ∈ ∆ a.s. We want to compare the trajectories of the SDE with those of
the ODE.
x˙t = b(xt)
Theorem 1.2.13 (4.5.1) :
Let mε(T ) = sup06s6T ‖Xεs − xs‖, where xs is the solution of the ODE x˙t = b(xt) with
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the initial condition x0 = X
ε
0
∀δ > 0 P[mε(T ) > δ] 6 Tε‖Σ‖∞
δ
In particular, we get
mε(T )
P−→
ε→0
0
Sometimes Large Numbers estimates are not enough, we may also want to estimate
the probabilities of very rare events, events which though rare may be of a great signifi-
cance, think for example of winning the lottery or of a meteor crashing on Earth. The
vents are ”large deviations” from the norm (as in ”expected outcome”) and estimates
on the probabilities of said events are called large deviations principles. For a thorough
theory of large deviations we refer to [16]. In our case we have such an estimate on how
the trajectories of the SDE deviates from the trajectories of the mean ODE.
Theorem 1.2.14 (4.5.2) :
Xεt satisfies a large deviation principle on C([0, 1])
1.3 Contents outline
This thesis is organized in three main parts. After this introduction comes an exten-
sive chapter detailing various tools used in the research articles and some partial reviews
of subjects that were inspiration and motivation for this work.
First comes a brief introduction to the theory of Markov processes, and more pre-
cisely, the two types of Markov processes we will study: discrete time and space Markov
chains and diffusion processes. For the more probabilistically inclined reader this is very
classical but they are a necessary stepping stone for the rest of the readership. We
then give some results about the long time behavior of these type of processes, again
old news for the probabilists. We also give some historical results abut the behavior
of very general 1-dimensional constrained diffusion, these results are of interest because
in Chapter 3 we will work on d-dimensional constrained diffusion with more particular
coefficients who nonetheless exhibits a similar behavior. After that we give a basic the-
ory of quasi-stationary measure, one of the most important object in latter chapter and
a partial review on persistence which is the motivation of this work and knowing the
problematics and results of persistence theory gives a new dimension to the problematics
tackled herein. Finally we talk about random perturbations of dynamical systems, in
the aspects of both stochastic approximation algorithms and Freidlin-Wentzell theory
as both these theory are instrumental in the results of the latter chapters. Then Chap-
ter 4 consists of the article ”Quasi-stationary distributions for stochastic approximation
algorithms with constant step size” in review at the Annals of Applied Probability and
Chapter 5 consists of the article ”Long time behavior of 1/2 Ho¨lder diffusion population
processes” submitted nowhere yet.
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Chapter 2
Fundamental Tools
When comes the time of writing his/her thesis every PhD student is presented with
a dilemma: Try to make it easily accessible to a large readership like master students
and take the risk of boring the more knowledgeable reader for who this is very classical
or keep it concise and thus obtuse for anyone who isn’t familiar with the field. I tried
to find the best compromise I could, trying to interest and not to lose the curious non-
specialist while attempting not to bore too much someone for who all of this is old news.
So, if you are already familiar with the theory of Markov processes I suggest you jump
straight to Section 2.3.
The aim of this Chapter is, not only to give results about the tools used in my
research, but also to give more context on the field of study of population process via the
prisms of both persistence and quasi-stationary distributions. It is not by far exhaustive
but merely an appetizer.
In this Chapter I will first give some basic insight about the Markov processes I
consider, that is Markov chains and diffusion processes, and their asymptotic and ”quasi-
asymptotic” behavior. Then I will give results about the two important tools in used
in my research: First quasi-stationary distributions, the very objects I studied, and
persistence, persistence results were a motivation of my work and, while my results are
not per-se persistence results, they go in the same general direction and have a common
flavor. Second random perturbations of dynamical systems which are precisely the kind
of Markov processes I worked with.
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2.1 Markov processes
The theory of Markov processes is very rich and already fills a huge number of well-
written books, we will only give basic theory of the two kind of processes we will study:
Markov chains with discrete time and space and diffusion processes. The curious reader
can sate his thirst of knowledge (and proofs) in, e.g., [36], [18], [37] and, for the French
speaking reader [22].
2.1.1 Markov chains
In this section E will be a countable space and E = P(E) will be the σ-algebra of all
the subsets of E.
Definition 2.1.1 (Markov chain):
Let X = (Xn)n∈N be a process taking values in E. We will say that X is a Markov chain
of initial law µ if, for all n ∈ N and all (x0, x1, · · · , xn+1) ∈ En+2 the following holds
P[Xn+1 = xn+1|Xn = xn, · · ·X1 = x1,X0 = x0] = P[Xn+1 = xn+1|Xn = xn]
L(X0) = µ
Furthermore if, for all (x, y) ∈ E2, the transition probability from x to y P[Xn+1 =
y|Xn = x] doesn’t depend on n we will say that the Markov chain is homogeneous. An
homogeneous Markov is fully characterized by its initial law (that is the law of X0) and
the transition matrix P defined by P (x, y) = P[Xn+1 = y|Xn = x] (we will still call P a
matrix when E is infinite even if it’s technically an operator on the functions on E).
From now on every Markov chain will be homogeneous.
Proposition 2.1.2 :
– Let X be a Markov chain with transition matrix P and initial law µ. Then, for all
n ∈ N and all (x1, · · · , xn) ∈ En
P[Xn = xn, · · ·X1 = x1,X0 = x0] = µ(x0)P (x0, x1)P (x1, x2) · · ·P (xn−1, xn)
Conversely, if that equality holds for for all n ∈ N and all (x1, · · · , xn) ∈ En, then
X is a Markov chain with transition matrix P and initial law µ.
– We recursively define the power of P by P 0 = Id, P 1 = P , and
Pm(x, y) =
∑
z∈E
Pm−1(x, z)P (z, y) =
∑
z∈E
P (x, z)Pm−1(z, y)
This definition coincides, when E is finite, with the classical matrix product and,
when E is infinite, with the composition of operators.
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Then, for all integers n,m and all (x, y) ∈ E2 we get
P[Xn+m = y|Xn = x] = Pm(x, y)
Theorem 2.1.3 (Weak Markov property) :
Let Ω = EN and A = E⊗N, then, for all A measurable, positive or bounded function f
on EN and all n ∈ N,
E[f(θn(X))|X0, · · ·Xn] = EXn [f(X)]
where θn is the left n-shift operator on E
N
Definition 2.1.4 (Stopping time):
Let Xn be a homogeneous Markov chain and let Fn = σ(X0, · · ·Xn) be the σ-algebra
generated by the family (X0, · · ·Xn). Let T be a random variable taking integer values.
We will say that T is a stopping time adapted to the chain X if, for all n ∈ N
{T = n} ∈ Fn
We also define the σ-algebra of the events anterior to T by
FT =
{
A ∈ A = E⊗N
∣∣∣ ∀n ∈ N A ∩ {T = n} ∈ Fn}
Let A ∈ E , we define TA = inf{n ∈ N ; Xn ∈ A}. Then TA is a stopping time.
Theorem 2.1.5 (Strong Markov property) :
Let Ω = EN and A = E⊗N, then, for all A measurable, positive or bounded function f
on EN, all n ∈ N, and all adapted stopping time T .
E[f(θT (X))1T<+∞|FT ] = 1T<+∞EXT [f(X)]
Proposition 2.1.6 (Recurrence classes) :
A Markov chain induces an oriented graph structure on its state space called the tran-
sition graph, in the following way: there is an oriented edge from x to y if and only if
P (x, y) > 0, that is, if and only P[X1 = y|X0 = x] > 0. We will say that x leads to
y, and write x y if there is a path on the graph from x to y or, equivalently, if there
exists n such that P[Xn = y|X0 = x] > 0. We say that x communicate with y and write
x! y if x y and y  x.
The relation x ! y is an equivalence relation and allows us to partition E into
classes. We define the following sets
R = {x ∈ E | Px[Xn = x for infinitely many n] = 1} the set of recurrent points
T = E \R = {x ∈ E | Px[Xn = x for infinitely many n] = 1} the set of transient points
We can then partition R into equivalence classes for the relation!, we call these classes
recurrence classes. A chain where E = R is called irreducible.
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An example of transition graph
A
B
E C F G
D H
3/10
2/101/3
1/3 1/3
4/10
1/3
1/6
1
1/2
9/10
1/10
8/10
7/10 6/10
1/21/2
The recurrent states are C,D,E,F,G and H, the transient states are A and B, the
recurrence classes are {C,D,E} and {F,G,H}.
Proposition 2.1.7 :
We have the following properties about recurrence classes, let C be a recurrence class
– For all x ∈ C, all y 6∈ C and all n > 0 we have Pn(x, y) = 0
– If x is a recurrent point, then
∑
n>0
Pn(x, x) =∞
– x is recurrent if and only if Px[Tx <∞] = 1
– Conversely, if x is transient, then
∑
n>0
Pn(x, x) <∞
Definition 2.1.8:
Let x ∈ E and let k = gcd{n ∈ N | Pn(x, x) > 0}. If k = 1 then x is said to be aperiodic,
else x will be said said to have period k. Every element in a recurrence class has the
same period.
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Figure 2.1: 2-dimensionnal Brownian motion
2.1.2 Diffusion processes
The theory of diffusion process, though very deep and interesting, is long and intri-
cate, what we will give here is merely a rough and partial introduction to it. What we
will do won’t be very thorough or even very rigorous, for a more complete theory of this
topic we refer to [37], [18] and, for the French speaking reader [22].
Theorem 2.1.9 (Existence of the Brownian motion) :
There exists a probability space on which it is possible to define a process (Bt)t>0 taking
values in Rm with the following properties
(i) B0(ω) = 0 for all ω
(ii) the map t 7→ Bt(ω) is a continuous function of t for all ω
(iii) for every 0 6 s 6 t 6 1, Bt − Bs is independent of {Bu |u 6 s} and has a
N (0, (t− s)Id) distribution.
Such a process is called a Brownian motion
The following figure is a representation of a path of 2-dimensional Brownian motion
We won’t give a rigorous construction of the Brownian motion but rather a intuition
in one dimension.
Define the symmetric random walk Xn on Z, that is, for all x ∈ Z and all k ∈ N
P[Xnk+1 = x+ 1|Xnk = x] =
1
2
P[Xnk+1 = x− 1|Xnk = x] =
1
2
Let us now define the process Znt by Z
n
k =
1√
n
Xnnk if k ∈ 1nZ and extending to the real
indexes by linear interpolation between points in 1nZ. More precisely
Znt =
1√
n
(
Xn[nt] + (nt− [nt])(Xn[nt]+1 −Xn[nt]
)
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Figure 2.2: Trajectory of Xn, n = 100
Then we got the following theorem
Theorem 2.1.10 (Donsker) :
The sequence Zn converges in law to a Brownian motion as n goes to infinity.
Theorem 2.1.11 (Properties of the Brownian motion) :
The Brownian motion has the following properties
(i) Almost surely, B paths are not Lipschitz continuous anywhere.
(ii) Almost surely, B paths have no point of increase ( a local point of increase x for a
function f : [0, ?[7→ R is a point where, for some open interval ]a, b[ containing x
we have f(s) 6 f(x) for all s ∈]a, t[ and f(x) 6 f(s) for all s ∈]x, b[)
(iii) Almost surely, B paths are nowhere differentiable.
(iv) Almost surely, B paths are γ Ho¨lder continuous for all γ < 1/2
(v) For any C > 0, 1√
C
BCt is also a Brownian motion.
(vi) tB1/t is also a Brownian motion
(vii) −B is also a Brownian motion
Definition 2.1.12:
Let (E,F) be a measurable space. A function P : R+ ×E ×R+ ×F → [0, 1] is called a
transition probability function if, for all 0 6 s 6 t, all x ∈ E and all U ∈ F it satisfies
(i) P (s, x, t, ) is a probability measure on F .
(ii) P (s, , t, U) is F-measurable
(iii) For all r ∈ [s, t]
P (s, x, t, U) =
∫
P (r, y, t, U)P (s, x, r, dy)
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Definition 2.1.13 (Markov process):
Let (Ω,G,Gt, π) be a filtered probability space and let (E,F) be a measurable space.
Let P : R+ × E × R+ × F → [0, 1] be a transition probability function and let µ be
a probability measure on F . A stochastic process (Xt)t∈R+ is a Markov process with
respect to (Gt), with transition P and initial distribution µ if, for all 0 6 s 6 t and all
positive, F-measurable function f
E[f(X0)] = µf
where µf =
∫
f(x)µ(dx)
E[f(Xt)|Gs] =
∫
f(y)P (s,Xs, t, dy) π-a.s.
X is said to be an homogeneous Markov process if P (s, , t, ) only depend on the differ-
ence t− s, in that case we will write P (t− s, x,A).
Proposition 2.1.14 :
The Brownian motion is an homogeneous Markov process with transition P such that
P (t− s, x, ) has a Gaussian law with mean x and standard deviation √t− s
We want to extend the theory of integration to stochastic process, namely we want
to give some sense to the expression
∫ t
0
XsdBs
where Xs is a stochastic process.
Definition 2.1.15:
LetXs be a left-continuous, adapted and locally bounded process. Let t
n
0 = 0, t
n
1 , · · · , tnn =
t be a family of partitions of [0, t] with mesh going to 0. Then we define
∫
XsdBs = lim
n→∞
n−1∑
i=0
Xtni−1(Bt
n
i
−Btni−1)
where the limit is taken for the convergence in probability.
Proposition 2.1.16 :
Let Xs be a left-continuous, adapted and locally bounded process. We have the following
properties
E
[∫
XsdBs
]
= 0
E
[(∫
XsdBs
)2]
= E
[∫
X2s ds
]
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We could extend this theory of integration to integral with respect to a semi-martingale,
for that we refer to [40] and [41]. Now that we have given a sense to integral of stochastic
process with respect to the Brownian motion we want to give a sense to an extension
of ordinary differential equations, that is stochastic differential equations. One can see
stochastic differential equations as a dynamical systems where the variation ofXt doesn’t
only depend on a function of Xt but also on random effect. Morally we want to solve
things that look like x˙t = F (xt) + some sort of small increment of a white noise random
process, something like ”σ(xt)dBtdt ” which of course we know don’t exist.
We thus want to give sense to equations of the form{
dXt = F (t,Xt)dt + σ(t,Xt)dBt
X0 = ξ
Definition 2.1.17:
We say that Xt is a solution of the stochastic differential equation
dXt = F (t,Xt)dt + σ(t,Xt)dBt
if Xt satisfies the stochastic integral equation
Xt = X0 +
∫ t
0
F (s,Xs)ds+
∫ t
0
σ(s,Xs)dBs
Such a process is also called a diffusion process
When studying the theory of ordinary differential equations there is a very strong
tool for proving existence and uniqueness of solutions: the Cauchy-Lipschitz theorem. In
the field of stochastic differential equations, the situation gets a little more complicated
; there are different ways to define the existence of a solution and also different ways to
define the uniqueness of a solution.
Definition 2.1.18:
Let (Ω,F , (Ft)t>0,P) be a filtered probability space and let B be a Ft Brownian motion.
We say that Xt is a strong solution of the SDE{
dXt = F (t,Xt)dt + σ(t,Xt)dBt
X0 = ξ
if
– X0 = ξ P-a.s.
– for all t > 0 , P-a.s.∫ t
0
‖F (s,Xs)‖ds <∞
∫ t
0
‖σ(s,Xs)‖2ds <∞
Xt = X0 +
∫ t
0
F (s,Xs)ds+
∫ t
0
σ(s,Xs)dBs
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Definition 2.1.19:
Let (Ω,F , (Ft)t>0,P) be a filtered probability space. We say that the SDE{
dXt = F (t,Xt)dt + σ(t,Xt)dBt
X0 = ξ
has the strong uniqueness property if, for all Ft standard Brownian motion B and all
strong solutions X1,X2 of the SDE with X10 = X
2
0 , we have
∀t > 0 X1t = X2t P-a.s.
Definition 2.1.20:
We say that the SDE 
dXt = F (t,Xt)dt+ σ(t,Xt)dBtX0 L= µ
admits a weak solution X if there exists a filtered probability space(Ω,F , (Ft)t>0,P)
with a Ft Brownian motion B and there exists a continuous Ft adapted process X such
that 
Xt = X0 +
∫ t
0 F (s,Xs)ds+
∫ t
0 σ(s,Xs)dBs
X0
L
= µ
Definition 2.1.21:
We say that the SDE 
dXt = F (t,Xt)dt+ σ(t,Xt)dBtX0 L= µ
has the weak uniqueness property if, given two weak solutions (Ωi,F i, (F it )t>0,Pi, Bi,Xi)
with X10
L
= X20 , the two processes X
1 and X2 are equal in law
L(X1) = L(X2)
Theorem 2.1.22 (Yamada-Watanabe) :
Strong existence imply weak existence. Strong uniqueness imply weak uniqueness. The
converses are false.
Weak existence plus strong uniqueness imply strong existence.
There are lots of results on strong and weak existence and uniqueness, see e.g. [37],
[25] and [41]. Mostly the Lipschtiz continuity of the coefficients will be enough to ensure
strong existence and uniqueness. When the coefficients fail to be Lipschitz continuous
the situation gets more complicated.
Theorem 2.1.23 :
Let (Ω,F , (Ft)t>0,P) be a filtered probability space. We suppose that F and σ are locally
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Lipschitz continuous in the second variable, in the sense, for all n > 0, ∃Cn > 0 s.t.
∀t ∈ [0, n], ∀x, x′ ∈ B(0, n) = {x ∈ R) | ‖x‖ 6 n}
‖σ(t, x) − σ(t, x′)‖+ ‖F (t, x)− F (t, x′)‖ 6 Cn‖x− x′‖
Then the SDE has the strong uniqueness property.
Theorem 2.1.24 :
Let (Ω,F , (Ft)t>0,P) be a filtered probability space and let B be a Ft Brownian motion.
We suppose that F and σ are Lipschitz continuous in the second variable, in the sense,
for all n > 0, ∃Cn > 0 s.t. ∀t ∈ [0, n], ∀x, x′ ∈ Rd
‖σ(t, x) − σ(t, x′)‖+ ‖F (t, x) − F (t, xi′)‖ 6 Cn‖x− x′‖
P
[∫ n
0
‖σ(t, 0)‖2dt+
∫ n
0
‖F (t, 0)‖2dt < +∞
]
= 1
Then there exist an unique strong solution to the SDE
When the coefficients σ and F don’t depend on time we can give weak existence and
uniqueness results.
Theorem 2.1.25 (see [25]) :
We consider the SDE 
dXt = F (Xt)dt + σ(Xt)dBtX0 L= µ
If F and σ are continuous and bounded and there exists l > 1 such that
∫ ‖x‖2lµ(dx) <
∞. Then the SDE admits a weak solution
Theorem 2.1.26 (see [41]) :
If one of the following assumptions holds then the SDE
dXt = F (Xt)dt + σ(Xt)dBtX0 L= δx
admits a weakly unique weak solution
– F and σ are α-Ho¨lder continuous (1 > α > 0) and ∃ε s.t. σσT (x) > εIdRd .
– F and σ are Lipschitz continuous.
– F and σ are bounded and locally Lipschitz continuous.
In the case of ODE we have a very classic result known as the chain rule, that is, for
xt ∈ C(R+,Rd), if x˙t = F (t, xt) and y = g(t, xt) then
y˙t =
∂g
∂t
(t, xt) + 〈∇g(t, xt);F (t, xt)〉
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where ∇g(t, x) is the vector
(
∂g
∂x1
, · · · , ∂g∂xd
)
In the case of SDE this chain rule doesn’t
hold anymore, some additional terms appear.
We only give the Ito¯ rule for functions taking values in R. The general rule for
functions taking values in Rk can easily be deduced by applying it to every coordinate
function.
Theorem 2.1.27 (Ito¯ rule) :
Let Xt be a strong solution of the SDE{
dXt = F (t,Xt)dt + σ(t,Xt)dBt
X0 = ξ
and let g(t, x) be a C2 map from R+ × Rd to R. Let Yt = g(t,Xt). Then Yt verifies

Yt =
∫ t
0
∂g
∂t (s,Xs)ds +
∫ t
0〈∇g(s,Xs);F (s,Xs)〉ds +
∫ t
0 〈∇g(s,Xs);σ(s,Xs)〉dBs
+12
∫ t
0 Tr(σσ
T (s,Xs)∇2g(s,Xs))ds
Y0 = g(0, ξ)
Of course we wouldn’t have introduced these diffusion processes if they weren’t
Markov process.
Theorem 2.1.28 (see [22]) :
Let σ and F be functions from Rd to Rd such that, for all x, x′ ∈ Rd
‖σ(x) − σ(x′)‖+ ‖F (x) − F (x′)‖ 6 C‖x− x′‖
Let (Ω,F ,Ft,P) be a filtered probability space and let Xt be a solution of
dXt = F (Xt)dt + σ(Xt)dBt
Then Xt is a Markov process with respect to Ft with transition semi-group Pt such that,
for all bounded measurable function f
Ptf(x) = Ex[f(Xt)]
Theorem 2.1.29 (see [22]) :
Let (Ω,F ,Ft,P) be a filtered probability space and let Xt be a solution of
dXt = F (Xt)dt + σ(Xt)dBt
Then Xt has the strong Markov property, that is, if T is a stopping time and φ be a
Borel function for C(R+,Rd) to R+, then
E [1T<∞φ({XT+t , t > 0})|FT ] = 1T<∞EXT [φ]
where, for all x ∈ Rd, Px is the law on C(R+,Rd) of a solution of{
dXt = F (Xt)dt + σ(Xt)dBt
X0 = 0
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We have now the most important definitions and tools for the study of Markov
processes. What will be of interest to us is what happens to these process as t goes to
infinity.
2.2 Long time behavior of Markov processes
Let (Xt)t∈T be a time homogeneous strong Markov process with state space E, T
will be either N or R+.
Definition 2.2.1:
We define the family of operators (Pt)t>0 on C(E,R) the set of continuous functions from
E to R by
Ptf(x) = Ex[f(Xt)]
The Markov property implies that these operators form a semi-group, that is PtPs =
Pt+s. In discrete time we will write P = P1 and P
n = Pn.
Definition 2.2.2 (Invariant measure):
Let µ be a probability measure on E, we say that µ is invariant if, for all t ∈ T, µPt = µ
(if E is finite µP is taken as the product of a line vector and a matrix, if E is infinite
µP is defined by µP = P ∗µ where P is the dual operator of P ).
An equivalent formulation would be that, for all f ∈ C(E,R), Eµ[f(Xt)] =
∫
fdµ.
µ will be said to be symmetric or reversible if, for all f and g in C(E,R) and all
t > 0,
Eµ[f(X0)g(Xt)] =
∫
fPtgdµ =
∫
gPtfdµ = Eµ[g(X0)f(Xt)]
A symmetric probability measure is trivially invariant. The converse is false: not every
invariant measure is reversible.
Definition 2.2.3:
An invariant probability measure µ is said to be ergodic if, for all Borel set
Pt1B = 1B µ− a.s. =⇒ µ(B) ∈ {0, 1}
That is, the only µ-almost surely invariant sets are µ-trivial.
Proposition 2.2.4 (see [51]) :
Let Inv(X) be the set of all invariant probability, then Inv(X) is a convex set and
its extremal points are ergodic measure. In particular, there always exists an ergodic
measure, provided there exists an invariant measure.
Proposition 2.2.5 :
Let µ be an invariant measure. Pt is a contraction semi-group. Thus it can be extended
to Lp(µ) for 1 6 p 6∞.
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Definition 2.2.6:
Let (Pt)t>0 be a transition semi-group. Let C0(E) be the space of all continuous functions
from E to R that goes to 0 at infinity. The semi-group (Pt)t>0 is said to have the Feller
property if
– For all t > 0, Pt(C0(E)) ⊂ C0(E)
– For all f ∈ C0(E) and all x ∈ E
lim
t→0Ptf(x) = f(x)
If, moreover, for all function g that is measurable and bounded, we have
Ptg ∈ C0(E)
Then the semi-group will be said to have the strong Feller property.
A Markov process whose semi-group has the Feller property (respectively the strong
Feller property) will be called a Feller process (respectively a strongly Feller process).
Definition 2.2.7:
Suppose that T = R+ Let C0(E) be the space of all continuous functions from E to R
that goes to 0 at infinity. Let ‖  ‖ be the norm on C0(E) defined by ‖f‖ = sup
x∈E
|f(x)|
Let D(L) = {f ∈ C0(E) s.t. limt→0 Ptf−ft exists in C0(E) for the ‖  ‖ convergence} We
define L, by
Lf = lim
t→0
Ptf − f
t
if f ∈ D(L)
We call D(L) the domain of L. Then D(L) is a sub-vector space of C0(E) and L is a
linear operator on D(L) called the infinitesimal generator L also acts on the probability
measure on the adjoint sense, that is
µL : D(L)→ R
f 7→
∫
Lfdµ
Definition 2.2.8:
Suppose that T = N. Then we define the infinitesimal generator of the process by
L = P − Id
Proposition 2.2.9 :
µ is an invariant measure if and only if µL = 0
Theorem 2.2.10 (Ergodic Theorem) :
Assume that there exists an unique invariant probability measure µ, which is then also
ergodic. Then, for µ-almost every x in E and f ∈ L1(µ)
lim
t→∞
1
t
∫ t
0
f(Xs)

 resp. lim
n→∞
1
n
n−1∑
j=0
f(Xj)

 = ∫ fdµ
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Px almost surely and in L
1(Px). Also
lim
t→∞
1
t
∫ t
0
Psf

 resp. lim
n→∞
1
n
n−1∑
j=0
P jf

 = ∫ fdµ
µ almost surely and in L1(µ).
In some cases we can even do without the Cesa`ro mean, that is prove that νPt → µ
as t goes to infinity, in the weak* topology sense, that is Xt
L−→ µ. The case where
T = N and E is countable is one of these. It has been studied for a long time and gave
birth to numerous results. It also provides great insights on more general cases. Should
you be curious about other cases see e.g. Cattiaux lecture notes [11].
2.2.0.1 Markov chains on countable spaces
Definition 2.2.11:
Let µ be a measure such that, for all (x, y) ∈ E2
µ(x)P (x, y) = µ(y)P (y, x)
Then µ is said to be reversible.
Proposition 2.2.12 :
Suppose that E is finite and that, for some x ∈ E and every y ∈ E, the sequences
(pn(x, y))n∈N converge to a limit µy. Then µ is an invariant distribution.
Definition 2.2.13:
We know that a state x is recurrent if Px[Xn = x for infinitely many n] = 1. If, in addi-
tion, the expected return time Ex[Tx] is finite, then, we say that x is positive recurrent.
If x is recurrent but not positive recurrent it is called null recurrent.
If E is finite then every recurrent state is positive recurrent.
Theorem 2.2.14 :
Let C be a recurrence class, then the following assertions are equivalent:
(i) Every state in C is positive recurrent.
(ii) There exists a state in C that is positive recurrent
(iii) P has an invariant distribution µ which positively charges C
Theorem 2.2.15 :
1. If X admits only one recurrence class (for example when it is irreducible) then X
admits at most one invariant probability measure.
2. If X is irreducible and recurrent, then there exists an unique invariant probability
measure µ.
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3. If X has an invariant recurrence class, then there exists at least one invariant
probability measure.
4. X admits an unique invariant probability measure π if and only if there exists
exactly one positive recurrent class. In that case πx = 1/Ex[Tx].
Theorem 2.2.16 :
Suppose that the chain is irreducible and aperiodic and suppose that it admits an invari-
ant distribution π. Then, for any starting distribution µ0 and all y ∈ E,
lim
n→∞Pµ0 [Xn = y] = πy
In particular, for all (x, y) ∈ E2,
lim
n→∞P
n(x, y) = πy
Moreover, if E is finite, then there exists A > 0 and ρ ∈]0, 1[ such that
‖Pn(x, y)− π(y)‖ 6 Aρn
Theorem 2.2.17 (Ergodic Theorem / Chacon-Ornstein Theorem ) :
Suppose that the chain X is irreducible, then, for all x ∈ E and all starting distribution
µ0
P
[
1
n
n−1∑
k=0
1Xk=x →
1
Ex[Tx]
]
= 1
If the chain is recurrent, then let µ be an invariant measure and Nyx =
Ty∑
k=0
1Xk=x be the
number of passage in x before reaching y. Then, for all (x, y) ∈ E2,
Ey[N
y
x ] =
µ(x)
µ(y)
For any positive or µ-integrable functions f, g : I → R, we have
P
[∑n−1
k=0 f(Xk)∑n−1
k=0 g(Xk)
→
∫
fdµ∫
gdµ
]
= 1
In particular, if µ(E) < ∞ or equivalently if X is positive recurrent, we have, for any
bounded function f
P
[
1
n
n−1∑
k=0
f(Xk)→
∫
fdµ
]
= 1
where µ is the unique invariant distribution.
In the finite case, when there exist absorbing points and the chain is irreducible we
can easily prove that the chain will ultimately rest in one of those absorbing points.
Does this still hold for more general process with absorbing subsets of the state space ?
There is no simple answer in a general setting, however when the process evolves in a
1-dimensional state space some results are known.
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2.2.0.2 1-dimensional constrained diffusion process
These results were taken from [25] where you can also find the proofs.
Let I =]l, r[ be an open interval in R (−∞ 6 l < r 6 +∞ ) Let σ(x) and b(x) be real
valued functions of class C1 such that σ2(x) > 0 for all x ∈ I. For x ∈ I, the stochastic
differential equation {
dXt = b(Xt)dt + σ(Xt)dBt
X0 = x
has a unique solution Xxt up to the explosion time τ = limn→∞ τn where
τn = inf{t ; Xxt 6∈ [l + 1/n, r − 1/n]}
It can be shown that lim
t→τ Xt exists and is equal to l or r a.s. on the set {τ < ∞}. We
define Xxt to be this limit for t > τ . Let WI be the set of continuous paths w : [0,∞[→
[l, r] such that w(0) ∈ I and w(t) = w(τ(w)) for t > τ(w) where τ(w) is the explosion
time of the path τ(w) = inf{t ; w(t) ∈ {l, r}}. Xx is then a WI valued random variable
with τ = τ(Xx). Let Px be the probability law of X
x on WI . {Px} defines the minimal
L-diffusion process on I where
L =
1
2
σ2(x)
d
dx2
+ b(x)
d
dx
Let c ∈ I be fixed and define
s(x) =
∫ x
c
exp
(
−
∫ y
c
2b(z)
σ2(z)
dz
)
dy
s(x) is then a strictly increasing smooth function on I satisfying
Ls(x) = 0 on I
As a consequence s(xt) is a local martingale, from that fact stems the following
Theorem.
Theorem 2.2.18 :
For a function f from I to R we will denote
f(l+) = lim
a→l a>l
f(a) and f(r−) = lim
b→r r>b
f(b)
1/ If s(l+) = −∞ and s(r−) =∞ then, for every x ∈ I
Px[τ =∞] = Px[lim sup
t→∞
Xt = r] = Px[lim inf
t→∞ Xt = l] = 1
In particular the process is recurrent, i.e. Px[∃t s.t. Xt = y] = 1 for all x and y in I.
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2/ If s(l+) > −∞ and s(r−) =∞ then lim
t→τXt exists Px a.s. and
Px[lim
t→τ Xt = l] = Px[supt<τ
Xt < r] = 1
We get a similar result when reversing the roles of l and r
3/ If s(l+) > −∞ and s(r−) <∞ then lim
t→τXt exists Px a.s. and
Px[lim
t→τ Xt = l] = 1− Px[limt→τ Xt = r] =
s(r−)− s(x)
s(r−)− s(l+)
In the last two cases the process is not recurrent.
To get more information on the process we would like to use the function u solution
of Lu = u. Indeed, from the Ito¯ rule, we would then have e−tu(Xt) as a local martingale
which would again give us great insights. However there is no simple expression of the
solution of Lu = u. Instead, for x ∈ I, we define
κ(x) = 2
∫ x
c
exp
(
−
∫ ξ
c
2b(z)
σ2(z)
dz
)(∫ ξ
c
exp
(∫ η
c
2b(z)
σ2(z)dz
)
dη
σ2(η)
)
dξ
Lemma 2.2.19 :
Let u be the unique solution of 

Lu(x) = u(x)
u(c) = 1
u′(c) = 0
Then
1 + κ(x) 6 u(x) 6 exp (κ(x))
We can remark that
κ(r−) <∞⇒ s(r−) <∞
and
κ(l+) > −∞⇒ s(l+) > −∞
Theorem 2.2.20 :
1/ If κ(r−) = κ(l+) =∞, then, for all x ∈ I
Px[τ =∞] = 1
2/ If κ(r−) <∞ or κ(l+) <∞, then, for all x ∈ I
Px[τ <∞] > 0
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3/
Px[τ <∞] = 1 for all x ∈ I
if and only if one of the following cases occurs
(i) κ(r−) <∞ and κ(l+) <∞
(ii) κ(r−) <∞ and s(l+) = −∞
(iii) κ(l+) <∞ and s(r−) =∞
2.3 Extinction and survival of population processes
2.3.1 Persistence
The goal of the theory of persistence is to answer a simple question (though the
answer isn’t simple) about mixed population dynamics: ”Under which conditions do
the populations coexist ?” In this section, we will first talk about the treatment of this
problematic in the context of deterministic population process and then move on to the
case of stochastic population processes. For additional references you can see [45], [29].
Our first setting will be that of an ODE x˙(t) = F (t, x(t)) on either (R+)
d or ∆ the
simplex of Rd. We will denote by ϕt(x) the solution at time t of the ODE with initial
condition x(0) = 0. We should first ask ourselves what do we mean by ”coexistence of
populations” or ”survival” ? In most of the cases the uniqueness of solutions for our
ODE will imply that our dynamical system never hits the extinction states, e.g. in the
classical replicator dynamic
X˙ = X ◦
(
A(X)X −XTA(X)X
)
where X is a vector in (R+)
d and A(X) a d× d matrix, the Cauchy-Lipschitz Theorem
implies that X(t) ∈ (R∗+)d for all t > 0, provided that X(0) ∈ (R∗+)d. Even more simple
is the one-dimensional dynamic x˙ = −x. It is obvious that this kind of population should
fall within the category of ”extincting” or ”non-persistent” populations, however we still
have x(t) > 0 for all t if x(0) > 0. Thus we want to define deterministic persistence as
”doesn’t go too close to extinction”, more precisely we have the following definitions
Definition 2.3.1 (see [29]):
Let X be our state space and let ρ be a function from X to R+ such that {x | ρ(x) = 0}
is the extinction set we want to ”avoid”. Most of the time we will have X = (R+)
d or
X = ∆ and ρ(x) = d(x, ∂X). A semi-flow ϕ is
– weakly ρ-persistent if, for all x ∈ {x ∈ X | ρ(x) > 0}
lim sup
t→∞
ρ(ϕt(x)) > 0
– strongly ρ-persistent if, for all x ∈ {x ∈ X | ρ(x) > 0}
lim inf
t→∞ ρ(ϕt(x)) > 0
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– uniformly weakly ρ-persistent if there exists ε > 0 such that, for all x ∈ {x ∈
X | ρ(x) > 0}
lim sup
t→∞
ρ(ϕt(x)) > ε
– uniformly strongly ρ-persistent also called uniformly ρ-persistent if there exists
ε > 0 such that, for all x ∈ {x ∈ X | ρ(x) > 0}
lim inf
t→∞ ρ(ϕt(x)) > ε
These definitions are very general in order to cover all cases, even the more patho-
logical ones. Most of the time we will use this definition:
Definition 2.3.2:
Let X = (R+)
d or X = ∆. A semi-flow ϕ is persistent if there exists ε such that, for all
x ∈ X˚
∀i ∈ {1, · · · d} lim inf
t→∞ (ϕt(x))i > ε
There is a plethora of results about these different kind of persistence in various
models, we refer to [29], we will however give a general one which will help enlighten the
results on stochastic persistence.
Theorem 2.3.3 :
Suppose that there exists a global compact attractor A ⊂ X˚ for the flow ϕt, then ϕt is
persistent.
If we now want to extend our study to that of dynamical systems with noise these
definitions may not work, For example, with a stochastic process Xt on (R+)
d with
Brownian noise there is no chance that we could have something like
∀i ∈ {1, · · · d} lim inf
t→∞ (Xt)i > ε almost surely
We thus need new definitions for persistence for stochastic processes. Our setting
will first be that of discrete time Markov chain in a compact state space, then we will
move on to diffusion process, again on a compact state space.
Firstly, our discrete time setting is that of a Markov population process defined as
such
Xt+1 = F (Xt, ξt+1)
where Xt ∈ K is the state of the population at time t (e.g. a vector of densities or
frequencies), K is the compact state space and ξt is a random variable that determines
the environmental conditions at time t. We will make the following hypotheses
Hypothesis 2.3.4 :
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(i) {ξt}∞t=0 are of i.i.d random variables taking values in a separable metric space Ω
(such as Rd).
(ii) F : S× Ω→ K is a continuous function.
(iii) There is a closed absorbing subset K0 ⊂ K
Most, if not all, of the times, K will be either the d-dimensional simplex ∆ in which
case K0 = ∂∆ or a compact subset of (R+)
d in which case K0 = {x ∈ K | ∃i xi =
0}. In either case our assumption mean that there is no immigration or spontaneous
generation, when a species goes extinct it stays that way. We could relax the boundedness
assumption by just asking Xt to be stochastically bounded, see e.g. [45], nevertheless
our goal here will be to study stochastic process on the simplex ∆, in which case will
have almost sure boundedness, we thus focus on almost surely bounded processes.
As we saw earlier,the aim of persistence theory is to study survival of the population.
Following the same direction as the deterministic case we might want to study the
probability that, in the long term, our process stays away from the extinction states,
that is the asymptotic behavior of P[Xt ∈ U ] where U is a subset of K \K0. As always
with stochastic process, our process can and will make excursions close to the boundary,
in that case we might also wonder ”how long do these excursions take ?” and ”how often
do these excursions happen ?”. To answer these questions we will study the asymptotic
behavior of the occupation probability
Πt =
1
t
t∑
s=1
δXs
where δx denotes a Dirac measure at the point x i.e. δx(A) = 1 if x ∈ A and 0 otherwise.
For any Borel set A ⊂ S, Πt(A) is the fraction of time that Xs spends in A for 1 6 s 6 t.
The long-term fraction of time that X spends in A is given by lim
t→∞Πt(A), provided the
limit exists. Understanding this asymptotic behavior with probability one corresponds
to the ”typical trajectory” perspective.
In deterministic models we defined persistence by ”staying bounded away from the
border”. Similarly we could define stochastic persistence by ”staying almost surely
bounded away from the extinction state”. However we will often have model with noise
that are absolutely continuous with respect to the Lebesgue measure, e.g perturbed
replicator dynamic Xt+1 = Xt(A(Xt) + ξt) where ξt has a normal distribution. In these
models the process will never almost surely stay away from the absorption states. We
need to relax our definitions. For our new definitions, we introduce the set of the popu-
lation states within η > 0 of extinction
Kη = {x ∈ K : d(x,K0) 6 η}.
We then have the following definitions
Definition 2.3.5 (see [45]):
The Markov chain Xt is persistent in probability if, for all ε > 0, there exists η > 0 such
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that
lim sup
t→∞
P[Xt ∈ Kη|X0 = x] 6 ε
for all x ∈ K \K0.
This definition means that reaching low densities or frequencies is very unlikely in
the long term. The next definition provides the ”typical trajectory” perspective on
persistence.
Definition 2.3.6 (see [45]):
The Markov chain Xt is almost surely persistent if, for all ε > 0, there exists η > 0 such
that
lim sup
t→∞
Πt[Kη ] 6 ε almost surely
whenever X0 = x ∈ K \K0.
This definition means that the fraction of time a typical population trajectory spends
near extinction states is very small.
We have the following proposition
Proposition 2.3.7 (see [45]) :
If (Xt)t>0 is persistent in probability, then the set of weak* limit points of
1
t
t−1∑
s=0
P[Xs ∈ |X0 = x]
with x ∈ K \K0 is non-empty and each of these limit points is an invariant measure.
Alternatively, if Xt is almost surely persistent, then the set of weak* limit points of
Πt with X0 = x ∈ K \K0 is almost-surely non-empty and each of these limit points is
almost-surely a positive invariant measure.
When a unique positive invariant probability measure exists and the system is persis-
tent, one can often show that, if X0 = x ∈ K \K0, then the distribution of Xt converges
to µ and Πt converges almost surely to µ. For that we can make use of the following
theorem of [33]. This theorem relies on the concept of ϕ-irreducibility with respect to a
Borel set B ⊂ K. We say that a Markov chain Xt is ϕ-irreducibility on B if there exists a
Borel measure ϕ on B such that ϕ(A) > 0 implies that P[Xt ∈ A for some t|X0 = x] > 0
for all x ∈ B.
Theorem 2.3.8 (see [33]) :
Assume that Xt is ϕ-irreducible on K \ K0 and that there exists a positive function
V : K \K0 → R+, a compact set C ⊂ K \K0, and a constant β > 0 such that
E[V (X1)|X0 = x] 6 (1− β)V (x) + 1C(x) for all x ∈ K \K0
Then there exists a unique invariant probability measure µ and the distribution of Xt
converges in the weak* topology to µ. Moreover, Πt almost surely converges in the weak*
topology to µ whenever X0 = x ∈ K \K0.
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A drawback of requiring ϕ-irreducibility is that it can be difficult to verify or even
false for important models. For instance, models where there are a finite number of
environmental states (i.e. Ω is a finite set) rarely satisfy the irreducibility condition and,
consequently, may not have a unique positive invariant measure. However, finiteness
of the state space allows us to easily make us of Perron-Frobenius-like theorems which
might give us the unicity of an invariant probability.
We now give more specific results obtained by Bena¨ım, Hofbauer and Sandholm in
[5], Schreiber, Bena¨ım and Atchade´ in [46] and Bena¨ım in a work in progress. They
studied both discrete time and continuous time models of multiple species interactions
(replicator dynamics in [5], discrete time Markov process and diffusion process [46] and
partially deterministic Markov process in Bena¨ım work in progress) and gave criteria for
persistence and robust persistence, that is ensuring that persistence also holds for small
perturbations of the model.
Their discrete time model is as follows: Let Xit denote the density of the i-th popu-
lation at time t and Xt = (X
1
t , . . . ,X
k
t ) the vector of population densities at time t. The
fitness fi(Xt, ξt+1) of population i at time t depends on the population state and on a
random variable ξt+1 that represents the state of the environment at time t + 1. The
process Xt follows then the equation
Xt+1 = f(Xt, ξt+1) ◦Xt
where f(x, ξ) = (f1(x, ξ), . . . , fk(x, ξ)) is the vector of fitnesses and ◦ denotes the
Hadamard product i.e. component-wise multiplication.
The same assumptions as before are made on the model
Hypothesis 2.3.9 :
(i) There exists a compact set K of Rk+ = {x ∈ Rk | xi > 0} such that Xt ∈ K for all
t > 0.
(ii) {ξt}∞t=0 is a sequence of i.i.d random variables independent of X0 of law m taking
values in a Polish space E
(iii) fi(x, ξ) are positive functions, continuous in x and measurable in ξ.
(iv) For all i, sup
x∈K
∫
(log fi(x, ξ))
2m(dξ) <∞
Assumption (i) ensures that the populations remain bounded for all time. Assump-
tions (ii) and (iii) imply that {Xt}∞t=0 is a Markov chain on K and that {Xt}∞t=0 is a
Feller process. Assumption (iv) is a technical assumption met by many models.
The persistence results are expressed in term of the invasion rates of species i with
respect to a measure µ defined by
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Definition 2.3.10:
The expected per-capita growth rate at state x of population i is
λi(x) =
∫
log fi(x, ξ)m(dξ).
When λi(x) > 0, the i-th population tends to increase when the current population state
is x. When λi(x) < 0, the i-th population tends to decrease when the current population
state is x. For an invariant probability measure µ, we define the invasion rate of species
i with respect to µ to be
λi(µ) =
∫
K
λi(x)µ(dx)
The following proposition clarifies the significance of the invasion rates λi(µ)
Proposition 2.3.11 :
Let µ be an invariant probability measure and let i ∈ {1, · · · , k}.. Then, there exists a
bounded map λˆi : K → R such that:
– For µ-almost every x ∈ K
P
[
lim
t→∞
1
t
t−1∑
s=0
log fi(Xs, ξs+1) = λˆi(x) | X0 = x
]
= 1
– We have ∫
K
λˆi(x)µ(dx) = λi(µ)
Furthermore, if µ is ergodic, then
λˆi(x) = λi(µ) µ-almost surely
– If µ ({x ∈ K : xi > 0}) = 1, then λi(µ) = 0
Then Bena¨ım and al. proved the following criteria for persistence.
Theorem 2.3.12 :
Assume that one of the following equivalent conditions hold:
(i) For all invariant probability measures µ supported on K0,
λ∗(µ) := max
i
λi(µ) > 0
(ii) There exists p ∈ ∆ such that ∑
i
piλi(µ) > 0
for all ergodic probability measures µ supported by K0.
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Then for all ε > 0 there exists η > 0 such that
lim sup
t→∞
Πt(Kη) 6 ε almost surely
whenever X0 = x ∈ K \K0.
If we additionally assume that (Xt) is irreducible over K\Kη for all η > 0, then there
exists a unique invariant probability measure π such that π(K0) = 0 and the occupation
measures Πt converge almost surely to π as t→∞, whenever X0 = x ∈ K \K0.
In addition, if (Xt) is strongly irreducible over K \ Kη for all η > 0. Then the
distribution of Xt converges to π as t→∞ whenever X0 = x ∈ K \K0; that is
lim
t→∞ ‖Px[Xt ∈ ]− π‖TV = 0 for all x ∈ K \K0.
where ‖µ− ν‖TV = sup
A Borel set
|µ(A)− ν(A)|
In a current work in progress, Bena¨ım gave, under some additional hypotheses, a
rate of convergence of Px[Xt ∈ ] to π.
Theorem 2.3.13 :
Under some additional hypotheses, there exists positive constants C, θ and λ such that,
for every Borel set A and every x ∈ K \K0.
‖Px[Xt ∈ A]− π(A)‖TV 6 C
(
1 +
1
d(x,K0)θ
)
e−λt
This approach of persistence via invasion rates can be extended to continuous time
models. In [46] Schreiber et al. studied the case of a stochastic differential equation on
the d-dimensional simplex. Namely
dXit = X
i
t [Fi(Xt)dt +
m∑
j=1
Σji (Xt)dB
j
t ], i = 1, . . . , k.
with Lipschitz assumptions on Σ and F to ensure strong existence and strong uniqueness
and assumptions that both the drift and diffusion terms are in the tangent space T∆ to
ensure Xt ∈ ∆ a.s.
Definition 2.3.14:
The analog of the per-capita growth rate for these continuous time processes is given by
λi(x) = Fi(x)− 1
2
aii(x)
where
aij(x) =
m∑
k=1
Σki (x)Σ
k
j (x).
When λi(x) > 0, the population tends to increase. When λi(x) < 0, the population
tends to decrease. Like in the discrete-time case, we define
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λi(µ) =
∫
λi(x)µ(dx)
and
λ∗(µ) = max
i
λi(µ)
Again we have a theorem linking the invasion rates with persistence
Theorem 2.3.15 :
Assume that one of the following equivalent conditions hold:
(i) For all invariant probability measures µ supported on K0,
λ∗(µ) := max
i
λi(µ) > 0
(ii) There exists p ∈ ∆ such that ∑
i
piλi(µ) > 0
for all ergodic probability measures µ supported by K0.
Then, for all ε > 0 there exists η > 0 such that, whenever X0 = x ∈ K \K0
lim sup
t→∞
Πt(Kη) 6 ε almost surely
where
Πt =
1
t
∫ t
0
δXsds
Additionally if we assume that the SDE is non-degenerate, i.e. the column vectors
(x◦Σ)1(x), · · · , (x◦Σ)d(x)) span T∆ for all x ∈ ∆˚, then, there exists a unique invariant
probability π such that π(∂∆) = 0. and
(i) The distribution of Xt converges to π as t→∞ whenever X0 = x ∈ ∆˚ that is
lim
t→∞ ‖Px[Xt ∈ ]− π‖TV = 0 for all x ∈ ∆˚,
(ii) The occupation measures Πt =
1
t
∫ t
0 δXsds converge almost surely to π, whenever
X0 = x ∈ ∆˚.
These results were expressed for a SDE on ∆ but they also hold for dynamics on a
more broad class of state space, e.g. dynamics on (R+)
d that are stochastically bounded.
A particularly interesting class of examples is randomly perturbed ODE, that is, dynam-
ics of the form
dXt = Xt ◦ (F (Xt)dt + εdBt)
These systems can lead to surprising behavior, one might for example expect the added
”chaos” to make survival harder but this intuition isn’t true. The criteria using invasion
rates teach us that, to prove stochastic persistence, we don’t have to look at the whole
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Figure 2.3: Phase portrait of a non-permanent system whose small random perturbations
are persistent
dynamics near the border but only at what happens near the support of the ergodic
measures
The following phase portrait gives us a very nice example where the deterministic
dynamic x˙ = x ◦ F (x) isn’t persistent due to the heteroclinic cycle that stays close to
the border for increasingly long time. However the random perturbed dynamic dXt =
Xt ◦ (F (Xt)dt + εdBt) might be persistent as we only have to ”look at what happens
near the border equilibrium”. Morally the introduction of the Gaussian noise helps the
process escape from the heteroclinic cycle and go into parts of the system that converges
to interior attractors.
In the real world, some populations aren’t really ”persistent” in the sense that, in
the very long term they will get extinct due to extreme random effects. However this
extinction can happen in so long time that, in our time scale, the population seems to
settle in an equilibrium. As the population ultimately goes extinct this ”equilibrium”
can’t be stable, it is ”metastable”. The theory of quasi-stationary distributions gives a
mathematical sense to these behavior of ”metastable” equilibria before extinction.
2.3.2 Quasi-stationary distributions
Again we won’t give the proofs of the results herein, you can find them for example
in S. Meleard and D. Villemonais review [32] or in P. Collet, S. Martinez and J. San
Mart´ın book [12]. For other references on the subject see Pollett bibliography [39].
Here we will consider a Markov chain Zt which represents population size, t is either
a discrete or a continuous time, Our process state space E ⊂ Rd admits an absorbing
state, denoted by {0}. We will denote E∗ = E \ {0}, P∗ the set of probability measures
whose support lies in E∗. We define T0 to be the absorption time.
T0 = inf{t > 0;Zt = 0}
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We suppose that, whatever the initial state is, the process will almost surely be absorbed,
i.e.
∀z ∈ E Pz[T0 <∞] = 1
For any probability measure µ on E∗, we denote by Pµ (resp. Eµ) the probability
(resp. the expectation) associated with the process Z initially distributed with respect
to µ. For any x ∈ E∗, we set Px = Pδx . We denote by (Pt)t≥0 the semi-group of the
process Z killed at 0. That is, for any z > 0 and f measurable and bounded on E∗, we
define
Ptf(z) = Ez(f(Zt)1t<T0)
For any finite measure µ and any bounded measurable function f , we set
µ(f) =
∫
E∗
f(x)µ(dx),
and we also define the finite measure µPt by
µPt(f) = µ(Ptf) = Eµ(f(Zt)1t<T0).
Here the notion of persistence has little relevance as the process is ultimately doomed
to extinction. However we can still study its long time behavior and the ”survival” of
our process is the sense of ”What is the law of a non-extinct population at a large time
t ?” i.e what is the long term behavior of distribution of Zt conditioned on survival at
time t Pµ[Zt ∈ |T0 > t], where µ is the initial distribution of the population’s size Z0.
We can also be interested on the time at which that extinction take place, that is ”What
is the law of T0 ?”.
This type of problematic appears in a lot of population processes, we will illustrate
with a classical and historically important example: the Galton-Watson process. It was
the study of this process that led Yaglom to the foundation of the theory of QSD, which
is the subject of this section.
We recall the setting: The Galton-Watson process is a population dynamic that
was introduced by Galton and Watson (see [52]) in order to study the extinction of
aristocratic family names. The population at generation n + 1 consists of the male
children (we consider only the male children because only they carry the family name)
of generation n males, each individual of generation n having children independently of
others individuals. We get a model in discrete time, whose size (Zn)n≥0 evolves according
to the recurrence formula
Zn+1 =
Zn∑
i=1
ξ
(n)
i
where (ξ
(n)
i )i,n is a family of independent random variables, identically distributed fol-
lowing the probability measure µ on N with generating function g. As defined, Zn is the
size of the nth generation of a population where each individual has a random number
of children, chosen following µ and independently of the rest of the population.
41
We will assume that 0 < µ({0}) + µ({1}) < 1, i.e. there is a non-zero probability
that a noble will have more than one son. When this assumption is not true the process
is of almost no interest, it is very easy to show that Zn will be decreasing with n and
either goes almost surely to 0 or stays almost surely constant.
We denote by m = E(ξ
(0)
1 ) the average number of sons by individual in our Galton-
Watson process. As each individual has offspring independently of the others individuals,
we get that, starting from Z0, the process Z is equal to the sum of Z0 independent
Galton-Watson processes issued from a single individual. By this branching property,
the probability of extinction for the population starting from one individual is obtained
as follows:
P1(∃n ∈ N, Zn = 0) = lim
n→+∞E1(0
Zn) = lim
n→∞ g ◦ · · · ◦ g(0) (n times).
This model is now a very classical example and motivation of the study of branching
processes and it is taught in masters course around the globe, the following results can
be found in lots of books, e.g. [4] Three different behaviors can occur
Theorem 2.3.16 :
– The sub-critical case m < 1: the process becomes extinct in finite time almost
surely and the average extinction time E(T0) is finite.
– The critical case m = 1: the process becomes extinct in finite time almost surely,
but E(T0) = +∞.
– The super-critical case m > 1: the process is never extinct with a positive proba-
bility, i.e. P[T0] =∞] > 0 and it yields immediately that E(T0) = +∞.
When viewed with the prism of persistence, the super-critical case is the less inter-
esting, we know that, on the event {T0 =∞}, Zn goes exponentially fast to infinity
Proposition 2.3.17 :
Suppose that the Galton-Watson process is super-critical, then there exists a random
variable M such that
lim
n→∞
Zn
mn
=M a.s.
In cases where extinction is possible we can quantify the extinction probability
Proposition 2.3.18 :
The extinction probability of the Galton-Watson process is the smallest positive solution
of the equation
g(s) = s
The critical case is very difficult to treat because it can have wildly different behavior
depending on the reproduction law µ, in the most extreme case µ({1}) = 1 the process
never goes extinct.
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The sub-critical case behavior is rich but still treatable, the process goes almost
surely to zero but the extinction time can be very large, one can wonder what happens
before that extinction ? Does the process stays very close to zero for a long time or does
it make long excursions away before coming back ? To answer these question we will
need new objects.
Most of the definitions and results presented here come originally from the works of
Darroch and Seneta ([15] [14], [47]) .
Definition 2.3.19:
1/ Let α be a probability measure on E∗. We say that α is a quasi-limiting distribu-
tion (QLD) for Z, if there exists a probability measure ν on E∗ such that, for any
measurable set A ⊂ E∗,
lim
t→∞Pν (Zt ∈ A|T0 > t) = α(A).
2/ We say that Z has a Yaglom limit if there exists a probability measure α on E∗ such
that, for any x ∈ E∗ and any measurable set A ⊂ E∗,
lim
t→∞Px (Zt ∈ A|T0 > t) = α(A).
If there exists a Yaglom limit, then it is unique.
3/ Let α be a probability measure on E∗. We say that α is a quasi-stationary dis-
tribution (QSD) if, for all t ≥ 0 and any measurable set A ⊂ E∗,
α(A) = Pα (Zt ∈ A|T0 > t) .
The next proposition clarifies how these notions are related to one another.
Proposition 2.3.20 :
Every QSD is a QLD and every QLD is a QSD. If the Yaglom limit exists then it is a
QSD.
Existence of a QSD gives great insight about the law of the absorption time, namely
Proposition 2.3.21 :
Suppose that µ is a QSD for this process Zt. Then there exists a positive real number
θ(µ), called the exponential rate of survival, such that
Pµ[T0 > t] = e
−θ(µ)t
Thus the law of T0 is uniquely characterized by a single coefficient θ(µ). Depending
on how close θ(µ) is to 1, the absorption time could be very large. Moreover we have
the following result.
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Proposition 2.3.22 :
Suppose that µ is a QSD for the process Zt. Then, for any 0 < γ < θ(µ),
Eµ(e
γT0) < +∞.
In particular, there exists z ∈ E∗ such that Ez(eγT0) < +∞.
This Proposition implies that, if the population can escape extinction for too long
times with positive probability, then the process has no QSD. This is the case for the
critical Galton-Watson process: its extinction time is finite almost surely, but its expec-
tation isn’t finite.
Knowing that Yaglom limits and QLD are QSD, we will mostly focus on QSD whose
existence is easier to prove. This Proposition equates the existence of QSD with the
existence of fixed point for a spectral operator
Proposition 2.3.23 :
Let µ be a probability measure on E∗. We assume that there exists a set D ⊂ D(L)
such that, for all t Pt(D) ⊂ D and for any measurable subset A ⊂ E∗, there exists a
uniformly bounded sequence (fn) in D converging point-wisely to 1A.
Then α is a quasi-stationary distribution if and only if there exists θ(α) > 0 such
that
α(Lf) = −θ(α)α(f), ∀f ∈ D.
We can even have a weaker characterization.
Proposition 2.3.24 (see [12]) :
Let ν ∈ P∗ and let β > 0 such that νP1 = βν. Then β < 1 and there exists a QSD µ
whose exponential rate of survival is θ = −log(β)
From that Proposition stem a variety of existence theorem for QSD using fixed points
theorem, see e.g. [12]
If we go back to the Galton-Watson process it is pretty obvious that there won’t
be any QSD in the super-critical case, Proposition 2.3.22 implies that, if there exists a
QSD, then E[T0] is finite, in particular there can’t be a QSD in the critical case. The
sub-critical case was treated by Yaglom in 1947 [54].
Theorem 2.3.25 :
Let (Zn)n≥0 be a Galton-Watson process with the reproduction generating function g. In
the sub-critical case, the Yaglom limit exists and is the unique QSD of Z. Moreover, its
generating function gˆ fulfills
gˆ(g(s)) = mgˆ(s) + 1−m, ∀s ∈ [0, 1].
We now leave the Galton-Watson process behind and move to more general results
in the case of finite space, with either continuous or discrete time.
Let (Zt)t≥0 be a Markov process (either in discrete or continuous time) with state
space E = {0, 1, ..., N}, N ≥ 1, we still assume that 0 is its unique absorbing state. We
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define the semi-group (Pt)t≥0 as the sub-Markovian semi-group of the killed process and
we still denote by L the associated infinitesimal generator. The finiteness of the state
space implies that L and Pt are matrices, and a probability measure on the finite space
E∗ is a vector of non-negative entries whose sum is equal to 1. This will make existence
theorem easier, mostly thanks to Perron-Frobenius Theorem.
Theorem 2.3.26 (Perron-Frobenius Theorem) :
Let (Pt) be a sub-Markovian semi-group on {1, · · · , N} such that the entries of Pt0 are
positive for t0 > 0. Thus, there exists a unique positive eigenvalue ρ, which is the
maximum of the modulus of the eigenvalues, and there exists a unique left-eigenvector α
such that αi > 0 and
∑N
i=1 αi = 1, and there exists a unique right-eigenvector π such
that πi > 0 and
∑N
i=1 αiπi = 1, satisfying
αPt0 = ρα ; Pt0π = ρ π.
In addition, since (Pt) is a sub-Markovian semi-group, ρ < 1 and there exists θ > 0 such
that ρ = e−θ. Therefore
Pt = e
−θtA+ ϑ(e−χt),
where A is the matrix defined by Aij = πiαj, and χ > θ and ϑ(e
−χt) denotes a matrix
such that none of the entries exceeds Ce−χt, for some constant C > 0.
There are more general version of this theorem, see e.g. Bonsall paper [9] but this
one is sufficient for our purpose. From this theorem we can then infer the following
existence result.
Theorem 2.3.27 :
Assume that Z is an irreducible and aperiodic process before extinction, which means
that there exists t0 > 0 such that the matrix Pt0 has only positive entries (in particular,
it implies that Pt has positive entries for t > t0). Then the Yaglom limit α exists and is
the unique QSD of the process Zt.
Moreover, denoting by θ(α) the extinction rate associated to α, there exists a proba-
bility measure π on E∗ such that, for any i, j ∈ E∗,
lim
t→∞ e
θ(α)t
Pi(Zt = j) = πi αj
and
lim
t→∞
Pi(T0 > t+ s)
Pj(T0 > t)
=
πi
πj
e−θ(α)s.
A step beyond finite space Markov chain is the theory of birth and death processes,
i.e. pure jump Markov process with only +1 or −1 jumps. Here we will consider birth
and death processes with birth rates (λi)i and death rates (µi)i. We will assume both
birth and death rates to be non-negative real numbers. More precisely we assume that,
for i > 0 λi > 0 and µi > 0, this is to ensure that our process won’t get stuck (if
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λi = 0 and X0 < i then Xt 6 i a.s.) A birth and death process works that way: when
at state i we wait for an exponential time of parameter λi before jumping to i + 1 or
independently, will wait for an exponential time of parameter µi before jumping to i−1,
equivalently we wait for an exponential time of parameter λi+µi and then jump to i+1
with probability λiλi+µi and jump to i−1 with probability
µi
λi+µi
. In population process it
makes sense to assume that when everyone is dead then everyone stays dead, there are
no immigration, resurrection or zombies. This assumption translates as λ0 = µ0 = 0,
i.e. 0 is an absorbing point. We will now study conditions for almost sure extinction
and then study the possible QSD.
0 1 · · · i · · ·
µ1
λ1
µ2
λi−1
µi
λi
µi+1
From now on, we will assume that λi > 0 and µi > 0 for any i ∈ N∗.
Before studying the conditions under which the process goes extinct we must study
the conditions under which the process is ”well defined for all times”, i.e. the conditions
under which it doesn’t explode in finite time, such an explosion can occur if there is an
accumulation of jumps near a time T . We denote by (τn)n the sequence of the jump
times of the process, either births or deaths.
Theorem 2.3.28 :
The birth and death process does not explode in finite time, almost surely, if and only if∑
n
rn = +∞, where
rn =
1
λn
+
n−1∑
k=1
µk+1 · · ·µn
λkλk+1 · · ·λn +
µ1 · · · µn
λ1 · · · λn .
Assuming that our process doesn’t explode in finite time, we can now give the fol-
lowing theorem about its ultimate extinction.
Theorem 2.3.29 :
The birth and death process goes almost-surely to extinction if and only if
∞∑
k=1
µ1 · · · µk
λ1 · · · λk = +∞.
46
Now that we have a population process that almost surely goes extinct we might
ask ourselves what happens to this process before it goes extinct. More precisely we
will wonder whether there exists any QSD. Firstly we give a necessary and sufficient
condition for a probability measure (αj)j≥1 to be a QSD for Z, then we will study more
precisely the probability measures who verify this property.
Theorem 2.3.30 :
The measure (αj)j≥1 is a QSD if and only if
1. αj ≥ 0, ∀j ≥ 1 and ∑j≥1 αj = 1.
2. ∀ j ≥ 1,
λj−1αj−1 − (λj + µj)αj + µj+1αj+1 = −µ1α1αj ;
−(λ1 + µ1)α1 + µ2α2 = −µ1α21.
The proof of this theorem is a good illustration of Proposition 2.3.23 in a simple case.
Proof :
Suppose that there exists a QSD ν, then, using Proposition 2.3.23 with D = D(L),
we obtain
νL = −θ(ν)ν
where L is the infinitesimal generator of the birth and death process on N∗.
We thus get the linear system
−(λ1 + µ1)ν1 + µ2ν2 = −θν1
−(λj + µj)νj + µj+1νj+1 + λj−1νj−1 = −θνj for all j > 2
We know that e−θt = Pν [T0 > t], i.e. Pν [T0 6 t] = 1 − e−θt As t goes to 0 we know
that the probability that the process makes two jumps become negligeable with respect
to the probability that there is one jump. Thus
lim
t→0
Pν [T0 6 t]
t
= lim
t→0
Pν [T0 6 t and the process makes at most one jump]
t
=
Pν[the process makes one jump from 1 to 0]
t
= µ1ν1
Hence θ = µ1ν1.
Conversely if there exists a measure α that verify the equations
– αj ≥ 0, ∀j ≥ 1 and ∑j≥1 αj = 1.
– ∀ j ≥ 2,
λj−1αj−1 − (λj + µj)αj + µj+1αj+1 = −µ1α1αj ;
−(λ1 + µ1)α1 + µ2α2 = −µ1α21.
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Then we can easily remark that αL = µ1α1α, which means that α is a QSD.

As a consequence, we get
Corollary 2.3.31 :
Let us define inductively the sequence of polynomials (Hn(x))n as follows: For all x ∈ R
and for n ≥ 2,
λn Hn+1(x) = (λn + µn − x) Hn(x)− µn−1 Hn−1(x) ;
λ1 H2(x) = λ1 + µ1 − x.
H1(x) = 1
Then, any quasi-stationary distribution (αj)j satisfies for all j ≥ 1,
αj = α1 πj Hj(µ1α1)
where
π1 = 1 ; πn =
λ1 · · · λn−1
µ2 · · · µn .
These two results give us more informations about the possible QSD but don’t answer
the question ”Is there a QSD ?”, the following result of Van Doorn and Pollett [49] does.
Theorem 2.3.32 :
We denote ξ1 the limit of the first positive root of Hn as n goes to infinity
ξ1 = lim
n→∞ inf{x > 0 | Hn(x) = 0}
We have the convergence
lim
t→∞Pi(Zt = j|T0 > t) =
1
µ1
πj ξ1 Hj(ξ1).
In particular, we obtain
ξ1 = lim
t→∞µ1P1[Zt = 1|T0 > t]
and the following alternative :
Let
S =
∑
j∈N
1
λjπj
∞∑
i=j+1
πi ∈ R
1. If ξ1 = 0, there is no QSD.
2. If S <∞ then ξ1 > 0 and the Yaglom limit is the unique QSD.
3. If S =∞ and ξ1 6= 0, then there is an infinite number of QSD, given by the family
(βj(x))0<x≤ξ1 :
βj(x) =
1
µ1
πj x Hj(x).
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We will now give some more advanced results of Cattiaux, Collet, Lambert, Mart´ınez,
Me´le´ard and San Mart´ın [10]. These results are interesting in themselves but there are
also interesting to us because of the similarity of form between the SDE studied by
Cattiaux and al. and the SDE we study in the last part of this thesis. More precisely
the interesting similarity is the square root term in the diffusion coefficient which gives
rise to very interesting behaviors.
We will now study the quasi-stationarity for the logistic Feller diffusion process so-
lution of the equation
dZt =
√
ZtdBt + (rZt − cZ2t )dt, Z0 > 0,
where the Brownian motion B and the initial state Z0 are given, and r and c are assumed
to be positive.
The main theorem of Cattiaux, Collet, Lambert, Mart´ınez, Me´le´ard and San Mart´ın
is.
Theorem 2.3.33 :
Assume that Z0, r and c are positive. Then the Yaglom limit of the process Z exists and
is a QLD for Z starting from any initial distribution. As a consequence, it is the unique
QSD of Z.
To prove this Theorem, Cattiaux and al. introduced a change of variable by studying
the process (Xt, t ≥ 0) defined by Xt = 2
√
Zt. X is still absorbed at 0 and QSDs for Z
will be easily deduced from QSDs for X. From now on, we focus on the process (Xt).
One can show that (Xt) is the process defined by
dXt = dBt − q(Xt)dt,
where
q(x) =
1
2x
− rx
2
+
cx3
8
.
The graph of q is as follows
q is continuous on R∗+ but explodes at 0 at infinity.
We introduce the measure µ, defined by
µ(dy) = e−Q(y)dy
where Q is given by
Q(y) =
∫ y
1
2q(z)dz = ln y +
r
2
(1− y2) + c
16
(y4 − 1).
In particular −Q/2 is a potential of the drift −q. The following result implies last
Theorem but is more precise about the QSD.
Theorem 2.3.34 :
Assume that X0, r and c are positive. Then the Yaglom limit α of the process X exists.
Moreover, there exists a positive function η1 ∈ L2(dµ) such that
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Figure 2.4: Graph of q(x)
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1.
α(dx) =
η1(x)e
−Q(x)∫
R∗+
η1(y)e−Q(y)dy
dx,
2. ∀x ∈ R∗+, limt→∞ e
θ(α)t
Px(T0 > t) = η1(x),
3. there exists χ > 0 such that, ∀x ∈ R∗+,
lim
t→+∞ e
−(χ−θ(α))t |Px (Xt ∈ A|T0 > t)− α(A)| < +∞.
4. the QSD α attracts all initial distribution, which means that α is a QLD for X
starting from any initial distribution. It is thus the unique QSD of X
These results can also be generalized a to multi-type Feller process, namely a process
Z taking values in (R+)
k defined by
dZit =
√
γiZitdB
i
t + (riZ
i
t −
k∑
j=1
cijZ
i
tZ
j
t ) dt,
where all the constants γi, ri and ci,j are positive real numbers and (B
i)i=1,··· ,k are
independent standard Brownian motions independent of the initial state Z0.
We denote by TAb the first hitting time of Ab = {x ∈ (R+)k |∃i s.t. xi = 0}
Proposition 2.3.35 :
The process (Zt)t is well defined on R+. In addition, for all x ∈ (R+)k,
Px(TAb < +∞) = 1
and there exists λ > 0 such that
sup
x∈(R+)k
Ex(e
λTAb) < +∞.
We can remark that, the fact that
sup
x∈(R+)k
Ex(e
λTAb) < +∞.
gives us hope that there might exists a QSD. In fact, using the same kind of renormal-
ization of the process, Cattiaux and al. have proved the following theorem
Theorem 2.3.36 :
Under the balance conditions
cijγj = cjiγi, ∀i, j,
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there exists a unique quasi-stationary distribution ν for the process (X) defined by Xit =√
Zit
γi
and the absorbing set Ab = {x ∈ (R+)k |∃i s.t. xi = 0}, which is the quasi-
limiting distribution starting from any initial distribution: for any µ on (R+)
k and any
U ⊂ (R+)k,
lim
t→+∞ Pµ(Xt ∈ U |TAb > t) = ν(U).
Furthermore, there exist λ > 0 and a positive function η such that
lim
t→+∞ e
λt
Px(Xt ∈ U ;TAb > t) = η(x) ν(U).
2.4 Random perturbations of deterministic dynamical
systems
We saw earlier that, when we want to study a real world problem we simplify it
by stuffing everything we don’t like or can’t control in the ”randomness” black box.
However we still want our model to give good estimates about the real world problem.
It then makes sense to study how far off we can get by using random approximations
of our model. Also, as we said in the introduction, both the models we want to study
are approximations of a deterministic dynamic. The interest of this is that some objects
that are difficult to study when dealing with stochastic process are easier when dealing
with deterministic process. We then want to use results that can easily be obtained on
deterministic process to obtain informations on the more difficult objects in stochastic
process.
2.4.1 Stochastic approximation algorithms with constant step size
The theory of stochastic approximation algorithms deals with random discrete time
processes with are linked to a deterministic dynamical systems, typically they can be
obtained from Euler approximation schemes by adding randomness. If F is a Lipschitz
vector field and un is defined by u0 = y ∈ Rd and
un+1 = un + hF (un)
where h is small, then un approximates the trajectory of the flow of the ODE x˙ = F (x)
with starting point y.
A stochastic approximation algorithm will be a discrete time stochastic process of
the form
xn+1 = xn + γn+1Vn+1
Typically γn is a ”small” step size and Vn+1 is a random variable of the form F (xn, ξn+1).
At each time step the system receives a new information ξn+1 that causes xn to be
updated according to a rule characterized by the function F .
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Here we will concern ourselves with algorithms of the form
xn+1 = xn + γn+1 (F (xn) + Un+1)
We recognize something similar to the Euler scheme with step size γn, xn can now be
seen as random approximations of the solution of the ODE x˙ = F (x). Now two very
different cases can occur:
– γn → 0 as n goes to ∞
– γn doesn’t depend on n
Here we will only treat the second case: Stochastic approximation algorithms with
constant step size. We will give estimates about the precision of the approximations.
Should a curious reader want more information about the first case, we refer him/her to
the very thorough course of Bena¨ım in the Se´minaire de Probabilite´s [2].
This subsection has been inspired by [3] where you can find more information on the
subject and complete proofs of the results.
Here we will consider a family of discrete processes (XNn )n∈N taking values in K a
compact subset of Rm. The parameter N indexing the processes may take either real or
integer values, typically XNn is a vector of population frequencies and N represent the
total population. We suppose that the XNn are defined on a probability space (Ω,F ,P)
and denote by FNn the σ-algebra generated by {XNi , i = 1, ..., n}. We suppose that
XNn+1 −XNn =
1
N
(F (XNn ) + U
N
n+1)
where
(i) F : Rm → Rm is a locally Lipschitz vector field
(ii) E[UNn+1|FNn ] = 0
(iii) There exists Γ > 0 such that ‖UNn ‖ 6
√
Γ
F will be called the mean field associated to XN , we want to compare the behavior of
XN for large N with that of the solutions of x˙ = F (x).
We denote by {ϕt} the flow induced by F . So as to compare the trajectory of {ϕt}
with those of (XNn ) it’s convenient to introduce the continuous time process Xˆ
N : R→
R
m defined by
XˆN (k/N) = XNk ∀k ∈ N
and extended by linear interpolation on every [k/N, (k + 1)/N ].
Let
DN (T ) = max
06t6T
‖XˆN (t)− ϕt(XN0 )‖
be the variable measuring the distance between the trajectories t 7→ XˆN (t) and t 7→
ϕt(X
N
0 ).
We first have a ”law of large numbers” type result stating that, on finite time inter-
vals, XN is close to ϕ. with very high probability
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Theorem 2.4.1 (see [3]) :
For every T > 0, there exists c > 0 (depending only on F ,Γ and T ) such that, for every
ε > 0, and for N large enough :
P[DN (T ) > ε] 6 2me
−ε2cN
We know that our process stays close to the deterministic trajectories on fixed time
intervals but how does it behave in the long run ? In fact our process may and will
stray away for the deterministic flow but asymptotically it will stay long time near the
forward trajectory of the system. More precisely
Proposition 2.4.2 (see [3]) :
Suppose U is an open subset of K such that γ+(x) ⊂ U (where γ+(x) = {ϕt(x) ; t > 0}
and suppose that XN0 goes to x as N goes to ∞. Then
P[ lim
N→∞
τNUc =∞] = 1
where τNUc = Inf{t > 0 | XˆN (t) ∈ U c}
This proposition ensures that the process will stay for a long time close to the trajec-
tory. If we apply this result by taking U as a fundamental neighborhood of an attractor
we will obtain that, with probability approaching one, the process enters U within a
finite horizon of time and stays in it for a very long time.
However this doesn’t mean that our process will always stay near the omega limit set
ω(x), due to randomness our process can and will take large excursions away from ω(x).
These results only say that the time it will take to make these trips goes to infinity with
the population size. A classical illustration of that fact is the case where F = ∇V and
the potential V has two wells, e.g. V (x) = 2x4 − 3x2 + 1. In that case ϕt(x) is always
of the sign of x and converges to sign(x) = x|x| (with sign(0) = 1), then the process X
N
will quickly enter any neighborhood of sign(x) and stay there for a very long time but,
ultimately, it will make excursions between the two wells, staying long time near a well
then, after a long time, quickly switch to another.
We now simplify the setting for our purpose, we suppose that XN = (XNn )n∈N is
a Markov chain defined on a countable set KN . We also suppose that X
N admits at
least one invariant probability measure πN . Under good hypotheses we can expect X
N
t
to converge, in some sense, as t goes to infinity, towards its invariant measure. We also
know that the process stays close to the limit set of ϕ, in fact one can show that the
process spends most of its time near the minimal center of attraction M(ϕ), i.e. the
closure of the union of the supports of the ϕ-invariant measures
M(ϕ) =
⋃
µ ϕ-invariant
Supp(µ)
This result shows that those two behavior are compatibles
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Figure 2.5: Graph of V (x)
Theorem 2.4.3 :
The limit set of {πN} contains only probability measures that are invariant for the flow
ϕt.
In our example the limit set of invariant probability measures πN will be the set
{aδ−1 + (1− a)δ1 | a ∈ [0, 1]}
When our population process gets absorbed by {0} it will, of course, converge to the
invariant measure δ0 which is also an invariant measure for ϕ. However this is trivial
and doesn’t give us any insight on the process. We should ask ourselves what happened
before the absorption ? Was there some kind of metastable equilibrium ? And if so, can
we study it by linking it to ϕ ? In chapter 3 we will give answers to these questions.
When the Markov process approximating the deterministic process isn’t a discrete
time process but a diffusion process, the problem of studying how ”good” the approxima-
tion is uses a whole new class of ingredients, this field is often called the Freidlin-Wentzell
theory.
2.4.2 Freidlin-Wentzell theory
The Freidlin-Wentzell theory is a theory that deals with random perturbations of
dynamical systems, in particular we will dwell here on diffusion processes that are ap-
proximations of ordinary differential equations, giving estimates about the precision of
the approximations and linking the behavior of the diffusion with that of the associated
deterministic dynamical system. We refer to Freidlin and Wentzell book [21] for the
proofs and additional results.
In Rd we consider the stochastic differential equation with a small noise term{
dXεt = b(X
ε
t )dt +
√
εσ(Xεt )dBt
Xε0 = x ∈ Rd
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Theorem 2.4.4 :
Under the hypotheses that the coefficients of the SDE are Lipschitz and increase no faster
than linearly, i.e.
d∑
i=1
(bi(x)− bi(y))2 +
d∑
i,j=1
(σi,j(x)− σi,j(y))2 6 K2‖x− y‖2
d∑
i=1
(bi(x))
2 +
d∑
i,j=1
(σi,j(x))
2
6 K2 (1 + ‖x‖)
Then, for all t > 0 and all δ > 0, we have
M‖Xεt − xt‖ 6 εa(t)
lim
ε→0
P
[
max
06s6t
‖Xεs − xs‖ > δ
]
= 0
where xt is the solution of the ODE y˙ = b(y) with the same initial condition x as X
ε
t ,
a(t) is an increasing function depending on ‖x‖ and K
If we want a more precise study of the approximations we can study large deviations
estimates on finite time intervals.
We first define what will be our rate function:
Definition 2.4.5:
Let ϕ ∈ C0([0;T ],Rd) we define:
S0T (ϕ) =
{
1
2
∫ T
0 |ϕ˙s − b(ϕs)|2ds if ϕ is absolutly continuous
+∞ otherwise
Then S0T is a good rate function on C0([0;T ],Rd).
We have the following large deviations principle:
Theorem 2.4.6 :
The family of processes Xtε in C0([0;T ],Rd) satisfies a large deviation principle with
good rates function S0T (ϕ) in the sense that:
∀U open subset of C0([0;T ],Rd) lim inf
ε→0
ε2logP [Xεt ∈ U ] > − inf
ϕ∈U
S0T (ϕ)
∀U closed subset of C0([0;T ],Rd) lim sup
ε→0
ε2logP [Xεt ∈ F ] 6 − inf
ϕ∈F
S0T (ϕ)
This theorem gives us estimates about the possible exit of the process from a domain
D. More precisely let D be a domain of Rd and let τ ε = inf{t | Xεt 6∈ D} and define
HD(t, x) = {ϕ ∈ C0([0;T ],Rd) | ϕ0 = x, ϕt ∈ D ∪ ∂D}
HD(t, x) = {ϕ ∈ C0([0;T ],Rd) | ϕ0 = x, ∃s ∈ [0, t] ϕs 6∈ D}
We have the following estimates
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Theorem 2.4.7 :
Suppose that ∂D = ∂D (the boundary of D is the boundary of its closure). Then
lim
ε→0
ε log Px [X
ε
t ∈ D] = − inf
ϕ∈HD(t,x)
S0T (ϕ)
lim
ε→0 ε log Px [τ
ε
6 t] = − inf
ϕ∈HD(t,x)
S0T (ϕ)
Furthermore, if the minimizer ϕˆ of S0t(ϕ) on HD(t, x) is unique and assumes a value
in ∂D at only one value sˆ ∈ [0, t], then,
lim
ε→0
Ex
[
1τε6tg (X
ε
τε) exp
(∫ τε
0 c ((X
ε
s ) ds
)]
Px [τ ε 6 t]
= g (ϕs) exp
(∫ s
0
c (ϕˆs) ds
)
When the domain D is the basin of attraction of an equilibrium for the deterministic
ODE x˙ = b(x) we can refine the results, in particular we can locate the point of exit
and give more insight about the time of exit. Let D be an open bounded subset of Rd
with smooth boundary ∂D, let O ∈ D be an asymptotically stable equilibrium of the
unperturbed ODE whose basin of attraction contains D. We suppose that ∀x ∈ ∂D
〈b(x), n(x)〉 < 0 where n(x) is the exterior normal to the boundary ∂D in x and 〈.; .〉 is
the classical scalar product in Rd.
Definition 2.4.8:
We define the quasi-potential of the system by
V (O,x) = inf{ST1T2(ϕ); ϕ ∈ C0([T1, T2] ;Rd)ϕT1 = OϕT2 = x}
Theorem 2.4.9 :
Suppose that there exists an unique point y0 ∈ ∂D such that V (O, y0) = min
y∈∂D
V (O, y).
Then
∀δ > 0 ∀x ∈ D lim
ε→0
Px [ρ(X
ε
τε , y0) < δ] = 1
where ρ is the Euclidean distance on Rd
Theorem 2.4.10 :
For all x ∈ D and all α > 0, we have the following estimates:
lim
ε→0 ε
2 lnEx [τ
ε] = V0
lim
ε→0
Px
[
e
1
ε2
(V0−α) < τ ε < e
1
ε2
(V0+α)
]
= 1
where V0 = miny∈∂D V (O, y)
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Figure 2.6: Graph of V (x)
As an example we could look at the case where our SDE is of the form
dXt = ∇V (Xt)dt +
√
εdBt
and the potential V (x) = 2x4 − 3x2 + 1 is the two well potential we saw earlier.
When b is the gradient of a potential function, one can show that the quasi-potential
V (a, b) coincides with |V (a)− V (b)| . In our case R∗+ and R∗− are basins of attraction of
1 and −1. Freidlin and Wentzell results give us that, starting from 1, our process will
end up in the left well after a time of order exp
(
V0
ε2
)
, which in our case is exp
(
1
ε2
)
.
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Chapter 3
Quasi-stationary distributions for
stochastic approximation
algorithms with constant step size
This chapter consists of most of the article ”Quasi-stationary distributions for stochas-
tic approximation algorithms with constant step size”.
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3.1 Introduction
One of the most considered issue in theoretical ecology is to find out under what kind of
conditions one can expect a population of interacting species (animals, plants, microor-
ganisms, ...) to survive on the long term with no extinctions. When these conditions are
met the interacting populations are said to persist or coexist. In the past, differential
equations and nonlinear difference equations have been used to model these phenomena.
Famous examples are Lotka [30] and Volterra [50] work on competitive and predator-prey
interactions, Thompson [48], Nicholson and Bailey [35] on host-parasite interactions, and
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Kermack and McKendrick [27] on disease outbreaks. For these deterministic models, per-
sistence definitions sometimes vary but most authors link persistence with the existence
of an attractor bounded away from the extinction states, in which case persistence holds
over an infinite time horizon, see e.g. [44]. In order to refine these models and allow
for some ”roughness” and/or influence of unpredictable outer events, randomness has
been added to these models, leading to Markov processes models. However, extinctions
being absorbent states and species dying out with positive probabilities, the underlying
theory of Markov processes shows that, extinction in finite time happens almost surely.
Yet, in the real world, with large sized pools of population, we don’t observe that in-
evitable extinction. This finite extinction time may then be very large and the system
may remain in some sort of ”metastable state” bounded away from extinction for a long
time. In [20], Faure and Schreiber studied this problem for randomly perturbed discrete
time dynamical systems, showing that, under the appropriate assumptions about the
random perturbations and that there exists a positive attractor (i.e. an attractor which
is bounded away from extinction states) for the unperturbed system, when they exist,
quasi-stationary distributions concentrate on the positive attractors of the unperturbed
system and that, the expected time to extinction for systems starting according to this
quasi-stationary distribution grows exponentially with the system size. The aim of this
paper is to extend their approach to a class of discrete time Markov process, that, up to a
renormalization of time, can be seen as random perturbations of an ordinary differential
equation.
In Section 2 we will introduce our setting and give some examples of systems that fall
into it. Then, in Section 3 we will show that, under the hypothesis that the deterministic
mean dynamic admits an interior attractor, the extinction time grows exponentially with
the size of the system and that, when the system size goes to infinity, the limit set of
the quasi-stationary distributions of the processes for the weak* convergence consists
of invariant measures for the deterministic dynamic. Finally in Section 4 we will study
the support of these invariant limiting measures and prove that, under some additional
large deviations hypotheses, their support lies within attractors bounded away from the
extinction states. To do that we will compare two different notions of chain-recurrence,
one given by the large deviations functional and the other a slight variation on Conley’s
δ-T chain-recurrence. Should the reader need some reminders about the objects used in
this paper, he will find some basic properties and some references in the Appendix at
the end.
3.2 Model, notations and hypotheses
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We denote by ∆ the simplex of Rd.
∆ = {x ∈ Rd ; ∀i = 1 · · · d xi > 0 &
d∑
i=1
xi = 1}
We let ∆˚ denote the relative interior of ∆ and
∆N = ∆ ∩ 1
N
Z
d
iDN = ∆˚ ∩ 1
N
Z
d.
Let F : ∆→ Rd be a locally Lipschitz vector field such that :
∀x ∈ ∆
d∑
i=1
Fi(x) = 0
Unless specified otherwise, the topology considered will be the topology induced by
the classical Rd metric topology on ∆. Throughout the paper, if A is a subset of a metric
space (E, d), we will denote by N ε(A) its ε-neighborhood
N ε(A) = {x ∈ E ; d(x,A) < ε}.
We consider a family of Markov chains (XNn )n∈N defined on a probability space (Ω,F ,P)
taking values in the d-dimensional discrete simplex ∆N .
We denote by FNn the σ-algebra generated by {XNi , i = 1, ..., n}. For A ∈ F we let
Px[A] = P[A|X0 = x].
Throughout the paper the following hypothesis will always be assumed to hold.
Standing Hypothesis 3.2.1 :
The Markov process XN has the following properties :
(i) XNn+1 −XNn =
1
N
(F (XNn ) + U
N
n+1)
(ii) E[UNn+1|FNn ] = 0
(iii) There exists Γ > 0 such that ‖UNn ‖ 6
√
Γ
(iv) The boundary of the simplex is an absorbing set:
(a) for all x ∈ ∂∆ Px[XN1 ∈ ∂∆] = 1
(b) for all x ∈ ∆ Px[∃n : XNn ∈ ∂∆] = 1
(v) XN restricted to ∆˚N is irreducible
∀x, y ∈ ∆˚N Px[∃n : Xn = y] > 0
and aperiodic
∀x ∈ ∆˚N gcd({n ; Px[Xn = x] > 0}) = 1
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Example 1 (Guiding Thread):
Let (pi,j(x))i,j∈{1...d} be a family of real-valued continuous functions on ∆ such that, for
all x ∈ ∆ :
∀i 6= j pi,j(x) = 0⇔ xixj = 0, (3.1)
pi,i(x) = 0, (3.2)
0 6 pi,j(x) 6 1, (3.3)
d∑
i,j=1
pi,j(x) 6 1. (3.4)
Let (XNk ) be the random walk on ∆N defined by:
P
[
XNk+1 = X
N
k +
1
N
(ej − ei)|Xnk = x
]
= pi,j(x)
where (ei)i=1···d is the canonical base of Rd. This type of model often occurs in population
games. In this setting N represents the size of the population. Each individual plays
a pure strategy i and XN represents then the vector of proportion of players of each
strategy. The jump XNk+1 = X
N
k +
1
N (ej − ei) means that an individual switches his
strategy from i to j at time k. The conditions on the family (pi,j) mean that :
– At each time k, it is always possible that a player switches from his strategy i to
another strategy j that is currently in use in the population.
– No individual switches to an unused strategy. This makes sense for models based
on strategy switching from imitations or models arising from ecology.
We define
pi(x) =
d∑
j=1
pj,i(x)
qi(x) =
d∑
j=1
pi,j(x)
p(x) the vector of coordinates pi(x) and q(x) the vector of coordinates qi(x).
In this case F (x) = p(x)−q(x). Hypothesis 3.2.1(i) comes from the Markov property,
3.2.1(ii) and 3.2.1(iii) follow easily from the definition of the chain and 3.2.1(iv) and
3.2.1(v) follow from the fact that the functions pi,j are positive on the relative interior
and vanish on the boundary.
A class of examples that falls in Example 1 setting is given by Imitative Protocols
games, see e.g. [42]. Consider a population game with d pure strategies, we let U(x) =
(U1(x), · · ·Ud(x)) denote the vector of payoffs when the population is in state x ∈ ∆ and
U(x) =
d∑
i=1
xiUi(x) denotes the average payoff at population state x. Imitative protocols
are of the form
pi,j(x) = xixjrij(U(x), x)
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with some additional assumptions on rij to ensure that the problem is well-posed. Under
such a protocol, at each time we pick an individual uniformly at random among the
population and give him a revision opportunity. The opportunity unfolds as such
– The individual picks an opponent uniformly at random among the population
(he/she can pick him/her-self) and observes his/her strategy.
– If the individual plays i and the opponent plays j then the individual switches
from i to j with probability proportional to rij .
We now give some examples of Imitative Protocols
Example 2 (Pairwise Proportional Imitation):
After selecting an opponent the agent imitates only if the opponent’s payoff is higher
than his own, doing so with probability proportional to the payoff difference.
pi,j(x) = xixj(Uj(x)− Ui(x))+
where (y)+ stands for max(y, 0).
The mean dynamic generated by this protocol is
x˙i =
d∑
j=1
pj,i(x)−
d∑
j=1
pi,j(x)
=
d∑
j=1
xjxi (Ui(x)− Uj(x))+ − xi
d∑
j=1
(Uj(x)− Ui(x))+
= xi
d∑
j=1
xj(Ui(x)− Uj(x))
= xi(Ui(x)− U(x))
We then get the well known replicator dynamic, a dynamic extensively studied in
ecology and evolutionary game theory, see e.g. [24]
Example 3 (Aspiration and Random Imitation):
A particular case of the former example is the aspiration and random imitation model,
see e.g. [3], [6], [8] and [7]. At each time we pick an individual at random in the
population and look at his/her ”satisfaction”, a payoff-like function ui(x) where i is
the type of the drawn individual. If this satisfaction is lower than a certain aspiration
level then switch to another type chosen at random in the population, otherwise stay at
current type. The morality of this model is that, if your type isn’t efficient enough for
your tastes then switch to another type. The aspiration levels are independent random
variables uniformly distributed on intervals [ai(x), bi(x)] with ai(x) 6 ui(x) 6 bi(x).
This model gives us
pi,j(x) = xixj
bi(x)− ui(x)
bi(x)− ai(x)
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If we assume that the aspiration level bounds are not type-dependant, meaning ai(x) =
a(x) and bi(x) = b(x) for all i then we get a mean field given by
x˙i = xi
ui(x)−∑dj=1 xjuj(x)
b(x)− a(x)
which is a replicator dynamic with fitness functions fi(x) =
ui(x)
b(x)−a(x)
Alternatively we can assume that the aspiration levels follow the type payoff by the
relation bi(x) = βiui(x) and ai(x) = αiui(x) with αi < 1 < βi. In this case we get a
dynamic
x˙i = xi

 d∑
j=1
xjvj − vi


where vj =
βj−1
βj−αj .
Again this is a replicator dynamics with fitness function fi(x) = −vi.
Example 4 (Imitation Driven by Dissatisfaction):
In this protocol, when a i player receives a revision opportunity, he opts to switch
strategies with a probability that that is linearly decreasing in his current payoff. Should
he decide to change, then he will imitate a randomly selected opponent. This protocol
also falls under the former example of aspiration games with constant aspiration levels
ai(x) = A, bi(x) = B. This gives the following dynamic
x˙i =
1
B −A(Fi(x)− F (x))
Again we recognize a replicator dynamic.
For other examples see e.g. [42].
3.3 Convergence of QSD and absorption time
We denote by {ϕt} the flow induced by F . In order to compare the trajectory of ϕt
with those of (XNn ) it’s convenient to introduce the continuous process Xˆ
N : R → Rm
defined by
XˆN (k/N) = XNk ∀k ∈ N
and extended on every interval [k/N, (k + 1)/N ] by piecewise linear interpolation.
Let
DN (T ) = max
06t6T
‖XˆN (t)− ϕt(XN0 )‖
be the variable measuring the distance between the trajectories t 7→ XˆN (t) and t 7→
ϕt(X
N
0 ).
We recall this convergence theorem of Bena¨ım and Weibull.
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Theorem 3.3.1 :
For every T > 0, there exists c > 0 (depending only on F ,Γ and T ) such that, for every
ε > 0, and for N large enough :
P[DN (T ) > ε] 6 2de
−ε2cN
For a detailed proof of this result, see [3].
We define TN0 to be the absorption time.
TN0 = inf{n > 0;XNn ∈ ∂∆}
Hypothesis 3.2.1(iv) implies that, whatever the initial state is, the process will almost
surely be absorbed, i.e.
∀x ∈ ∆N Px[TN0 <∞] = 1.
A probability measure µ on the discrete relative interior of the simplex ∆˚N is said
to be a quasi-stationary distribution, thereafter referred as QSD, if and only if, for every
Borel set A ⊂ ∆˚N and every n > 0,
Pµ[X
N
n ∈ A|TN0 > n] = µ(A).
We remark that, in this case, µ is a fixed point for the conditional evolution
ν 7→ Pν [XNn ∈ |T0 > n]
The following proposition is a classic QSD result and follows easily from the Perron-
Frobenius theorem.
Proposition 3.3.2 :
For every N , there exists an unique quasi-stationary distribution µN obtained as the
only left eigenvector µN of the transition matrix of the Markov chain restricted to ∆˚N
verifying
∀i ∈ {1, · · · d} µNi > 0 ;
∑
i
µNi = 1
The corresponding eigenvalue 0 < ρN = e
−θN < 1 is such that
PµN [T
N
0 > n] = e
−θNn
Hence, starting from µN , the expectation of TN0 is
EµN [T
N
0 ] =
1
1− ρN
Proof :
For a detailed proof see e.g. [32].

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3.3.1 Absorption time
A set A ⊂ ∆ is called an attractor for the flow {ϕt} if
(i) A is compact and invariant, i.e. for every t ∈ R ϕt(A) = A.
(ii) There exists a neighborhood U of A, called a fundamental neighborhood, such that
lim
t→∞ d(ϕt(x), A) = 0
uniformly in x in U .
Theorem 3.3.3 :
Starting from µN , the law of the absorption time and its expectation are given by Propo-
sition 3.3.2. If we further assume that the flow {ϕt} admits an attractor A ⊂ ∆˚, then,
there exists γ > 0 such that the following estimate holds :
0 6 1− ρN 6 O
(
e−γN
N
)
Thus, there exists a constant C > 0 such that
EµN [T0] > CNe
γN
Proof :
Let V ⊂ ∆˚ and let k ∈ N. By the QSD property we have:
ρkNµ
N (V ) =
∑
x∈∆N
pkN (x, V )µ
N (x)
>
∑
x∈V ∩∆N
pkN (x, V )µ
N (x)
> inf
x∈V ∩∆N
pkN (x, V )µ
N (V ).
Thus
ρkN > inf
x∈V ∩∆N
pkN (x, V ).
Let U ⊂ ∆˚ be a fundamental neighborhood of the attractor A. We know that
d(ϕt(x), A) converges uniformly to 0 over U . Hence
∀ε > 0 ∃T (ε) > 0 ∀t > T (ε) ∀x ∈ U d(ϕt(x), A) < ε.
Let α = d(A,U c), ε < α, T = T (ε) and δ < α− ε.
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For all x ∈ U ∩∆N
p
[NT ]
N (x,U
c) 6 Px[d(X
N
[NT ], A) > α]
6 Px[d(X
N
[NT ], ϕT (x)) > α− ε]
6 Px[d(X
N
[NT ], Xˆ
N (T )) + d(XˆN (T ), ϕT (x)) > α− ε]
6 Px
[
DN (T ) > α− ε− (‖F‖+
√
Γ)
NT − [NT ]
N
]
6 2de−δ
2cN for N large enough (see Theorem 3.3.1)
Then
ρ
[NT ]
N > inf
x∈U∩∆N
p
[NT ]
N (x,U)
> 1− max
x∈U∩∆N
p
[NT ]
N (x,U
c)
> 1− 2de−δ2cN
Therefore
1− ρN 6 1−
(
1− 2de−δ2cN
) 1
[NT ]
(
1− 2de−δ2cN
) 1
[NT ] = e
1
[NT ]
log
(
1−2de−δ2cN
)
= e
−1
[NT ]
2de−δ
2cN
+ o(e−δ
2cN ))
= 1− 2de
−δ2cN
[NT ]
+ o
(
2de−δ
2cN
[NT ]
)
In conclusion we have
0 6 1− ρN 6 O
(
e−γN
N
)

3.3.2 Convergence of the QSD to an invariant measure
A probability measure µ on ∆ is called an invariant measure for the flow {ϕt} if, for all
t ∈ R and all Borel set A ∈ B(∆), µ(ϕ−1t (A)) = µ(A).
Theorem 3.3.4 :
We suppose that the flow {ϕt} admits an attractor A ⊂ ∆˚. Then the set of limit points
of {µN} for the weak* topology is a subset of the set of invariant measures for the flow
{ϕt}.
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Proof :
Let f be a Lipschitz function from ∆ to R with constant L. We suppose that the
sequence µN weakly converges to a measure µ. Let t > 0. We want to prove that
lim
N→∞
∫
f(x)µN (dx)−
∫
f(ϕt(x))µ
N (dx) = 0
The QSD property gives us that, for all k
∫
f(x)µN (dx) =
∫
Ex
[
f(XNk )
∣∣∣∣TN0 > k
]
µN (dx)
Let
I =
∣∣∣∣
∫
f(x)µN (dx)−
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
Then, for all k,
I =
∣∣∣∣
∫
f(x)µN (dx)−
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
=
∣∣∣∣
∫
Ex
[
f(XNk )
∣∣∣∣TN0 > k
]
µN (dx)−
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
=
∣∣∣∣
∫
Ex
[
f(XNk )− f(ϕt(x))
∣∣∣∣TN0 > k
]
µN (dx)
∣∣∣∣
In particular, for k = [Nt].
I =
∣∣∣∣
∫
Ex
[
f(XN[Nt])− f(ϕt(x))
∣∣∣∣TN0 > [Nt]
]
µN (dx)
∣∣∣∣
By Theorem 3.3.1, we know that, for N large enough, we have
Px[DN (t) > δ] 6 2de
−δ2cN .
Thus
Ex[DN (t)] =
∫ +∞
0
Px[DN (t) > δ]dδ 6
∫ +∞
0
2de−δ
2cNdδ =
d
√
π√
cN
From Theorem 3.3.3, we can infer 1− ρN 6 O
(
e−γN
N
)
.
This implies eθN [Nt] − 1 −→
N→+∞
0, which gives us the boundedness of eθN [Nt].
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Hence
I =
∣∣∣∣
∫
Ex
[
f(XN[Nt])− f(ϕt(x))
∣∣∣∣TN0 > [Nt]
]
µN (dx)
∣∣∣∣
6
∣∣∣∣∣∣
∫ Ex [f(XN[Nt])− f(ϕt(x))]
Px
[
TN0 > [Nt]
] µN (dx)
∣∣∣∣∣∣
6
∣∣∣∣∣∣
∫ Ex [L|XN[Nt] − XˆN (t) + XˆN (t)− ϕt(x)|]
Px
[
TN0 > [Nt]
] µN (dx)
∣∣∣∣∣∣
6
∣∣∣∣∣∣
∫ Ex [L(DN (t) + (Nt− [Nt]) 1N (‖F‖ + Γ))
]
Px
[
TN0 > [Nt]
] µN (dx)
∣∣∣∣∣∣
6
∣∣∣∣∣L
(
d
√
π√
cN
+
‖F‖+ Γ
N
)
eθN [Nt]
∣∣∣∣∣ −→N→+∞ 0

3.4 Support of the limiting measure
Let L = L({µN}) denote the limit set of the sequence (µN )N∈N for the weak* topology.
In view of Theorem 3.3.4, L consists of invariant measures. As the QSD have their
support inside ∆˚, it is natural to study whether the limiting measure also take their
support in ∆˚. However, by the Poincare´ Recurrence Theorem, every µ ∈ L is supported
by the Birkhoff center
BC(ϕ) = {x ∈ ∆ ; x ∈ ω(x)}
Since the boundary of ∆ intersects the Birkhoff center (e.g the vertices of the simplex
are equilibria and thus inside the Birkhoff center), knowing that the QSD converges to
an invariant measure is not enough, we have to further study the support of the measure
µ to ensure that it is strictly inside the interior of the simplex. For that we will need
large deviation assumptions.
Hypothesis 3.4.1 :
For every α > 0, there exists a rate function
Sα : Vα × R× Cx([0, T ], Vα) −→ R+
(x, T, φ) 7−→ Sα(x, T, φ)
with the following properties, where Vα = ∆ \Nα(∂∆), C([0, T ], Vα) is the set of contin-
uous functions ψ from [0, T ] to Vα and Cx([0, T ], Vα) is the set of continuous functions
ψ from [0, T ] to Vα such that ψ(0) = x, both equipped with the topology of uniform
convergence.
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– For every s ∈]0,∞[ and T > 0, the set
{φ ∈ Cx([0, T ], Vα) s.t. Sα(x, T, φ) 6 s}
is a compact set
– For x ∈ ∆˚ and T > 0, Sα(x, T, φ) = 0 ⇔ φ˙s = F (φs) ∀s ∈ [0, T ]
– XˆN satisfies a large deviation principle with rate function S and speed 1/N uni-
formly in x on compact subsets of Vα,
i.e. for K compact subset of Vα, T > 0 and A ⊂ Cx([0, T ], Vα)
− sup
x∈K
inf
φ∈A˚
Sα(x, T, φ) 6 lim inf
N→∞
1
N
log inf
x∈K
Px[Xˆ
N ∈ A]
lim sup
N→∞
1
N
log sup
x∈K
Px[Xˆ
N ∈ A] 6 − inf
x∈K
inf
φ∈A
Sα(x, T, φ)
In particular when K = {x} we get the ”classical” large deviation principle
− inf
φ∈A˚
Sα(x, T, φ) 6 lim inf
N→∞
1
N
logPx[Xˆ
N ∈ A]
lim sup
N→∞
1
N
logPx[Xˆ
N ∈ A] 6 − inf
φ∈A
Sα(x, T, φ)
– Sα is linear with regards to the concatenation of functions, i.e. if T˜ < T
Sα(x, T, φ) = S(x, T˜ , φ [0,T˜ ]) + Sα(φ(T˜ ), T − T˜ , φ [T˜ ,T−T˜ ])
– lim
T→0
Sα(x, T, φ) = 0 uniformly in x ∈ Vα and φ ∈ Cx([0, T ], Vα).
– For every α′ < α, every x ∈ Vα, every T and every φ ∈ C([0, T ], Vα) we have
Sα(x, T, φ) = Sα′(x, T, φ). Due to this compatibility property we will omit the α
from Sα and only write S(x, T, φ)
Hypothesis 3.4.2 :
∀c > 0 ∃Uc an open neighborhood of ∂∆ such that
lim
N→∞
inf
x∈Uc
1
N
logPx[Xˆ
N (1) ∈ ∂∆] > −c
3.4.1 Guiding Thread Example
Before going further we will verify that Hypotheses 3.4.1 and 3.4.2 hold for the
nearest neighbor random walk model introduced in the Guiding Thread Example 1.
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Example 5:
To show that Hypothesis 3.4.1 holds we will use Theorem 6.3.3 in [17] with Conditions
6.2.1 and 6.3.1, which will gives us a Laplace principle for XˆN [0,T ] that holds uniformly
on compacts, and Theorem 1.2.3 in [17] will, in turn, give us the desired uniform on
compacts large deviation principle.
We only need to show that Conditions 6.2.1 and 6.3.1 holds
When transcribing our model in [17] setting, we get, for x ∈ Vα
µ(dy|x) =
∑
i6=j
pi,j(x)δej−ei(dy) +

1−∑
i6=j
pi,j(x)

 δ0(dy)
We define
Hµ(x, α) = log
∫
Rd
exp〈α, y〉µ(dy|x)
and
Lµ(x, β) = sup
α∈Rd
{〈α, β〉 −Hµ(x, α)}
We refer to Chapter 6.2 in [17] for elementary properties of these functions.
Definition 3.4.3:
µ(dy|x) is said to verify Condition A (called 6.2.1 in [17]) if
(i) For each α ∈ Rd, sup
x∈Rd
Hµ(x, α) <∞
(ii) The function mapping x ∈ Rd 7→ µ(|x) is continuous in the topology of weak
convergence.
Definition 3.4.4:
µ(dy|x) is said to verify Condition B ( called 6.3.1 in [17]) if
(i) The relative interior of the convex hull of the support of µ(dy|x), Ri(Conv(Supp(µ(|x)))),
doesn’t depend on x.
(ii) 0 ∈ Ri(Conv(Supp(µ(|x))))
Let α > 0, we’ll now prove the L.D.P. on Vα The conditions, as they are written,
demand that x may take values in all of Rd while, in our model, we only use ∆. To
remedy to that we’ll first embed our d-dimensional simplex in Rd−1 and then extend µ
to a kernel η defined on all of Rd−1 by taking η(dy|x) = µ(dy|pα(x)), where pα is the
convex projection on Vα.
This way we have a probability kernel η that is defined on all of Rd−1, it is then easy
to verify that Conditions A and B hold for η. We thus get a LDP for η on all of Rd−1
with speed 1/N and rate function
Sη =
{∫ T
0 Lη(φ(t), φ˙(t))dt if φ is uniformly continuous
∞ otherwise
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We now remark that, when x ∈ Vα, η(dy|x) = µ(dy|x) and thus Hη(x, v) = Hµ(x, v)
and Lη(x, u) = Lµ(x, u).
From that we deduce that, if φ ∈ C([0, T ], Vα), then Lη(φ, φ˙) = Lµ(φ, φ˙) and finally
Sη(x, T, φ) = Sµ(x, Tφ).
We finally get that Hypothesis 3.4.1 holds for our nearest neighbor random walk with
the following rate function.
S(x, T, φ) =
{∫ T
0 Lµ(φ(t), φ˙(t))dt if φ is uniformly continuous
∞ otherwise
We still have to verify that the wanted properties holds for this rate function:
– From Proposition 6.2.4 in [17] we get that, for every s ∈]0,∞[ and T > 0, the set
{φ ∈ Cx([0, T ],∆) s.t. S(x, T, φ) 6 s}
is a compact set.
– Let x ∈ Vα, T > 0, it is already known that
S(x, T, φ) = 0 ⇔ φ˙s = F (φs) ∀s ∈ [0, T ]
– The LDP comes from Theorem 6.3.3 in [17]
– The linearity of S(x, T, φ) follows easily from it’s definition as an integral.
Let’s now prove that Hypothesis 3.4.2 holds too.
Proposition 3.4.5 :
Suppose that, for every couple (i, j) ∈ {1, · · · d}2 there exists k ∈ N such that ∂
kpi,j(x)
∂xki
6=
0 on {x ∈ ∆ ; xi = 0}. Then Hypothesis 3.4.2 holds
Proof :
We want to ensure that, for all c > 0 there exists an open neighborhood Uc of ∂∆
such that
lim
N→∞
inf
x∈Uc
1
N
logPx[Xˆ
N (1) ∈ ∂∆] > −c.
We know that qi(x) and pi(x) go to 0 as xi goes to 0 and that there exists k ∈ N
such that
∂kqi(x)
∂xki
> 0 on {x ∈ ∆ ; xi = 0} and thus ∂
kqi(x)
∂xki
> a on a sufficient small
neighborhood of {x ∈ ∆ ; xi = 0} with a > 0.
Let 1 > b > 0 and let x ∈ Uc = {x ; ∃i xi < b}. We have
Px[Xˆ
N (1) ∈ ∂∆] > Px[XN[Nb] ∈ ∂∆]
>
[Nb]∏
j=1
qi(x
(j))
where (x(j))j is a sequence of points in ∆N such that x
(j)
i =
j
N .
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If b is small enough we have, for j 6 [Nb]
qi(x
(j)) > a
(
j
N
)k
Then
[Nb]∏
j=1
qi(x
(j)) > a[Nb]
[Nb]!
N [Nb]
Thus
inf
x∈Uc
1
N
logPx[Xˆ
N (1) ∈ ∂∆] >C
(
[Nb]
N
(log(a) − 1)
+
[Nb]
N
log
[Nb]
N
+
1
2N
log(2π[Nb])
)
where C is a constant
As N goes to infinity, the right-hand term goes to Cb(log(a) − 1) + Cblog(b) which
is greater than −c for b small enough. Thus, for N large enough
lim
N→∞
inf
x∈Uc
1
N
logPx[Xˆ
N (1) ∈ ∂∆] > −c
Hence our random walk model satisfies Assumption 3.4.2.

Finally we showed that both hypotheses holds for the nearest neighbor random walk
model introduced in Example 1.
3.4.2 Back to the general case
Definition 3.4.6:
We define
L(x, y) = lim sup
T→∞
inf
φ∈Cx([0,T ]), φ(T )=y
S(x, T, φ)
L(x, y) represents the cost for going from x to y. We will say that x L-leads to y (denoted
by x L y) if, for every ε > 0, there exists a path of points x = ξ0, ξ1, · · · ξn(ξ) = y such
that
An(ξ)(ξ) =
n(ξ)∑
k=1
L(ξk, ξk+1) < ε
We define BL(x, y) = inf
ξ linking x to y
An(ξ)(ξ).
Thus x L y iff BL(x, y) = 0
We will say that x is L-chain recurrent if x L x and will denote by RL(ϕ) the set
of all L-chain recurrent points.
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If x and y are two points of RL verifying x  L y and y  L x we will then denote
x ∼L y. The equivalence classes for this relation will be called L-basic classes. We define
a partial order on these classes by [x] ≺L [y] if x L y. A maximal L-basic class will be
called a L-quasi-attractor.
Hypothesis 3.4.7 :
There is only a finite number of L-basic classes in ∆˚ denoted by Ki , i = 1 · · · ν. We
suppose that they are closed sets and indexed in such a way that the k first {Ki}i=1···k
are the L-quasi-attractors and the ν − k others aren’t.
Proposition 3.4.8 :
The function L has the following properties : for every sequence (xn)n∈N ∈ Vα converging
to an x ∈ Vα and every y ∈ Vα we have
lim
n→∞L(xn, y) = L(x, y) limn→∞L(y, xn) = L(y, x)
Proof :
This proposition follows easily from Hypothesis 3.4.1

The following theorem is the main result of this section, giving us more insight in
the support of the limiting measures µ.
Theorem 3.4.9 :
We suppose that the flow {ϕt} associated with the mean dynamic x˙ = F (x) has an
interior attractor. Under Hypotheses 3.4.1, 3.4.2 and 3.4.7, we have :
Every limiting measure µ has its support in the union of the L-quasi-attractor, i.e.
in
k⋃
i=1
Ki
We will prove this theorem under an intermediary set of hypotheses then we will
prove that the announced hypotheses imply the intermediary hypotheses.
3.4.3 Absorption-preserving pseudo-orbit
Here we introduce a different notion of chains for our dynamical system using absorption
preserving δ, T pseudo-orbit, an analog to δ, T pseudo-orbits introduced by Conley [13],
which have been extensively studied in the past.
Definition 3.4.10:
Let {ϕt}t∈R be a flow given by an ordinary differential equation on (∆, d) for which ∂∆
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is an invariant set. We will call (δ, T ) absorption preserving pseudo-orbit (δ, T -ap-pseudo
orbit) from x to y a piecewise continuous path
x = x0,{ϕt(x1) ; t ∈ [0, t1]}, {ϕt(x2) ; t ∈ [0, t2]}
· · · {ϕt(x1) ; t ∈ [0, tk]}, xk+1 = y k > 1
which is uniquely defined by the sequences of points x0, · · · xk+1 and times t1, · · · tk such
that the following hypotheses hold:

d(x, x1) < δ
d(ϕtj (xj), xj+1) < δ ∀j = 1 · · · k
ti > T ∀i = 1 · · · k
xj ∈ ∂∆⇒ xj+1 ∈ ∂∆ ∀j = 0 · · · k
We will denote then x ap,δ,T y
If x ap,δ,T y for every δ > 0 and every T > 0, we will denote x ap y
The point x will be said to be ap-chain recurrent if x  ap x, we define Rap(ϕ) the
set of ap-chain recurrent points.
If x and y are two points of Rap(ϕ) such that x  ap y and y  ap x we will write
x ∼ap y. The equivalence classes for this relation will be called ap-basic classes. We
define a partial order on these classes by [x] ≺ap [y] if x  ap y. A maximal ap-basic
class will be called a ap-quasi-attractor.
The ap-chain recurrent points and the ap-basic classes have some interesting prop-
erties which will be of use when proving the result on the support of the limit measure
µ. We enumerate and prove some of them.
Proposition 3.4.11 :
Let x ∈ Rap. Then [x]ap ⊂ [x]ap ∪ ∂∆. Moreover, for all t > 0 [x]ap is ϕt invariant.
Proof :
Let y ∈ [x]ap and let (yk)k∈N be a sequence of elements of [x]ap converging to y.
Suppose y 6∈ ∂∆.
Let δ > 0 and T > 0 and let k such that d(yk, y) < δ.
There exists a δ, T pseudo-orbit x, (x1, t1), · · · , (xn, tn), yk linking x to yk. Thus
x, (x1, t1), · · · , (xn, tn), y is a 2δ, T pseudo-orbit linking x to y.
Hence x ap y.
A similar reasoning on δ, T -pseudo-orbit linking yk to x gives us y  ap x and then
y ∈ [x]ap.
We show now that [x]ap is an invariant set.
Let T, T ′, ε > 0. ϕT ′ is an uniformly continuous application. Let then δ < ε such
that d(x, y) < δ implies d(ϕT ′(x), ϕT ′(y)) < ε.
We know that there exists a δ, T pseudo-orbit x, (x1, t1), · · · , (xn, tn), x linking x to
x. Hence x, (x1, t1), · · · , (xn, tn + T ′), ϕT ′(x) is a ε, T pseudo-orbit linking x to ϕT ′(x).
Before proving the converse, let’s just remark that, if δ1 < δ2 and T1 > T2 then every
δ1, T1 pseudo-orbit is also a δ2, T2 pseudo-orbit.
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Let’s now suppose that T > T ′
We consider again our δ, T pseudo-orbit x, (x1, t1), · · · , (xn, tn), x linking x to x. One
can remark that t1 + t2 − T ′ > T .
Thus ϕT ′(x), (ϕT ′(x1), t1+t2−T ), (x3, t3), · · · , (xn, tn), x is a ε, T pseudo-orbit linking
ϕT ′(x) to x if δ is chosen small enough.
Then x ap ϕT ′(x).
By composing the δ, T pseudo-orbits linking x and ϕT ′(x) by ϕ−T ′ we get that x ∼ap
ϕT (x) for every T in R.

Proposition 3.4.12 :
Let x ∈ ∆. If x ∈ ∂∆ or ω(x) ⊂ ∆˚ then ω(x) ⊂ Rap. From this we get that, for every x
in ∆, ω(x) ∩Rap 6= ∅.
Proof :
The first point is a well-known result for ”classic” chain-recurrence and easily ex-
tended to ap-chain-recurrence. Furthermore, if x ∈ ∆˚ and ω(x) ∩ ∂∆ 6= ∅ then, by
taking y ∈ ω(x) ∩ ∂∆, we get ω(y) ⊂ ω(x) and ω(y) ⊂ Rap.

Proposition 3.4.13 :
If [x]ap is maximal, then x  ap z if and only if z ∈ [x]. As a consequence we also get
that every quasi-attractor is a closed set.
Proof :
This result is trivial as soon as z ∈ Rap, thus we only have to prove it for z 6∈ Rap.
We know that ω(z) ∩Rap 6= ∅ and that, if u ∈ ω(z) ∩ Rap then z  ap u thus x  ap u.
Hence u ∈ [x]ap, from that we get x ap z  ap u ap x which implies z ∈ [x]ap ⊂ Rap.

The relation between being an attractor and being a quasi-attractor has been studied
in the past, we recall this theorem of [1].
Proposition 3.4.14 :
Let C be a non-empty subset of ∆. The following assertions are equivalent :
(i) C is an irreducible attractor i.e. it doesn’t contain any proper attractor.
(ii) C is an isolated quasi-attractor, i.e. there exists U , an open neighborhood of C,
such that U ∩Rap = C.
(iii) C is an isolated connected component of Rap and
C+ = {x ∈M ; ∃y ∈ Rap \ C s.t. C  ap y  ap x} = ∅
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This result is proved in Part 5 of [1].
The following hypothesis is an analog of Hypothesis 3.4.1 adapted to the context of
ap-pseudo-orbits.
Hypothesis 3.4.15 :
There is only a finite number of ap-basic classes in ∆˚ denoted by Ki , i = 1 · · · η. We
suppose that they are closed sets and indexed in such a way that the k first {Ki}i=1···k
are the quasi-attractors and the η − k others aren’t.
Proposition 3.4.16 :
For every θ small enough, there exist δ(θ) ∈ [0, θ[ and T (θ) ∈]0,∞] with δ(θ), T (θ) 6=
(0,∞) such that:
If there exists a δ, T pseudo-orbit ξ0 · · · ξn verifying, δ < δ(θ) or T > T (θ) and, for a
certain triplet (i, i′, j) ∈ {1 · · · η}3,
d(ξ0,Ki) < δ d(ξn,Ki′) < δ d(ξj ,Ki) > θ
Then i 6= i′ and Ki ≺ Ki′ .
This proposition means that, for δ small and T large, the δ, T pseudo-orbits respect
the partial order.
Proof :
Suppose that, for every δ > 0 and every T > 0, there exists a δ, T -pseudo-orbit
ξ0 · · · ξn such that
d(ξ0,Ki) < δ d(ξn,Ki′) < δ
then, we can construct δ, T -pseudo-orbits going from Ki to Ki′ which in turn implies
Ki  ap Ki′
Hence, if Ki 6 ap Ki′ , there exists δ˜ > 0 and T˜ ∈]0,+∞] such that a δ, T pseudo-orbit
ξ0 · · · ξn verifying
d(ξ0,Ki) < δ d(ξn,Ki′) < δ
may only exist if δ > δ˜ or T < T˜ .
Suppose now that i = i′, we will show that there exists δˆ and Tˆ such that every δ, T
pseudo-orbit ξ0 · · · ξn verifying either δ < δˆ or T > Tˆ and
d(ξ0,Ki) < δ d(ξn,Ki) < δ
doesn’t contain any point at a distance greater than θ from Ki.
Suppose first that this assertion is false, thus we have real sequences δl → 0 and
Tl →∞ and a sequence of δl, Tl pseudo-orbits verifying
d(ξl0,Ki) < δ d(ξ
l
nl
,Ki) < δ d(ξ
l
jl
,Ki) > θ.
∆ being a compact set, we may suppose that, up to an extraction, as l goes to
infinity xl0 → x ∈ Ki, xlnl → z ∈ Ki and xljl → y with d(y,Ki) > θ. In that case we get
x ap y  ap z and thus y ∈ Ki, which is absurd.
77
Proposition 3.4.17 :
For every δ > 0, there exists T0 > 0 such that every δ, T0 pseudo-orbit intersects N
δ(Rap).
Proof :
Let x ∈ ∆ and γ > 0, we define T γ(x) = Inf{t > 0 ; ϕt(x) ∈ Nγ(Rap)}
As ω(x) ∩Rap 6= ∅ we get T γ(x) < +∞.
For α > 0 we will denote Nα = {x ∈ ∆ ; T γ(x) > α} the level sets of T γ
Let us show thatNα is closed. Let (xn)n∈N be a sequence of elements ofNα converging
to y. By the continuity of ϕt we obtain then that, for every t > 0, lim
n→∞ϕt(xn) = ϕt(y).
If t < α we get ϕt(xn) ∈ (Nγ(Rap))c which is closed. Hence we have ϕt(y) 6∈ Nγ(Rap)
for all t < α and thus y ∈ Nα.
T γ(x) is then an upper semi-continuous function taking its values in [0,+∞[, ∆ being
a compact set, we know then that T γ(x) attains its maximum on ∆ which we will denote
T γ .
Taking T0 > T
δ gives us the result.

The following corollary comes easily from the last two propositions.
Corollary 3.4.18 :
For every δ > 0 and every T > 0 there exists a family Vi of open neighborhoods of the
Ki and positive real numbers δ1 and T1 such that
– N δ1(Ki) ⊂ Vi for i = 1 · · ·n
– Every δ1, T1 pseudo-orbit starting from Vi stays in Vi for i = 1 · · · k
– If there exists a δ1, T1 pseudo-orbit x, (ξ1, t1), · · · , (ξp, tp), y with x ∈ N δ1(Ki) and
y ∈ N δ1(Kj) such that
∃l ∃t˜ ∈ [0, tl] such that ϕt˜(ξl) 6∈ Vi
Then i 6= j and Ki ≺ Kj .
– Every δ1, T1 pseudo-orbit intersects N
δ(Rap)
Remark : The same conclusions still hold by replacing δ1 by any δ 6 δ1
Definition 3.4.19:
For K compact subset of ∆˚ we denote
βδ,K(N) = sup
x∈∆N∩K
Px[Xˆ
N (1) ∈ ∆ \N δ(ϕ1(x))]
Proposition 3.4.20 :
If the flow {ϕt} admits an attractor A ⊂ ∆˚, then, for all K compact subset of ∆˚ and
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neighborhood of A, there exists δ > 0 such that ρNN > 1 − βδ,K(N). Moreover, if there
exists UK an open neighborhood of ∂∆ such that
lim
N→∞
βδ,K(N)
infx∈UK∩∆N Px[XˆN (1) ∈ ∂∆]
= 0
Then, for every limiting measure µ, we have µ(UK) = 0.
Proof :
Let U be an open neighborhood of A and δ > 0 such that U ⊂ K and for every t,
ϕt(U ) ⊂ U and N δ(ϕ1(U )) ⊂ U .
Then
ρNNµ
N (U) =
∑
x∈∆N
pNN (x,U)µ
N (x)
>
∑
x∈U∩∆N
inf
x∈U∩∆N
pNN (x,U)µ
N (x)
> µN (U)
(
1− sup
x∈U∩∆N
pNN (x,U
c)
)
> µN (U)
(
1− sup
x∈U∩∆N
pNN (x, (N
δ(ϕ1(U)))
c)
)
> µN (U) (1− βδ,K(N))
We finally get ρNN > 1− βδ,K(N)
From this we obtain
1− βδ,K(N) 6 ρNNµN (∆˚)
6
∑
x∈∆˚N
(
1− pNN (x, ∂∆)
)
µN (x)
6 µN (∆ \ UK) + µN (UK)
(
1− inf
x∈UK∩∆N
pNN (x, ∂∆)
)
Hence
µN (UK) 6
βδ,K(N)
infx∈UK∩∆N p
N
N(x, ∂∆)
UK being an open set, the weak convergence of the measures µ
N gives us the desired
result.

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Hypothesis 3.4.21 :
We suppose that the flow ϕt admits an attractor A ⊂ ∆˚ and that there exists K a compact
neighborhood of A in ∆˚ and UK an open neighborhood of ∂∆ such that
lim
N→∞
βδ,K(N)
infx∈UK∩∆N Px[XˆN (1) ∈ ∂∆]
= 0
The following assumption is a technical one but we will see later that it is true under
the first set of hypotheses.
Hypothesis 3.4.22 :
Let j ∈ {k + 1, · · · , ν}, i.e. such that Kj is not a quasi-attractor. Then
∃β0 > 0 ∀β < β0 ∀γ > 0 ∃N0 ∃ζγ,β : N→ R
such that
lim
n→∞ ζγ,β(n) = 0
and
∀N > N0 sup
x∈Nβ(Kj)
Px
[
ˆtau
N
Nβ(Kj) > e
Nγ
]
6 ζγ,β(N)
where τˆNU = Inf{t > 0 ; XˆN (t) 6∈ U}.
We now arrive at the central theorem of this section.
Theorem 3.4.23 :
Under Hypotheses 3.4.15, 3.4.21 and 3.4.22, the limiting measure µ has its support inside
the union of ap-quasi-attractors K =
k⋃
i=1
Ki
Proof :
Let δ > 0 such that
δ < δ1 ∀1 6 i 6 η N2δ(Ki) ⊂ Vi
Let (uN )N∈N ∈ NN and (vN )N∈N ∈ NN be two sequences verifying the following
assumptions:
uNe
−Min(δ,γ)N → 0 vN
uN
→ 0 ∃α > 0 s.t. vN > eαN
where γ is given by Theorem 3.3.3.
K being an attractor, we know that ρN → 1, that µ is ϕ-invariant and has its support
inside Rap.
Hypothesis 3.4.21 and Proposition 3.4.20 gives us that µ(∂∆) = 0, hence µ(K) = 1.
It only remains to be shown that, for every j = k + 1 · · · η, there exists an open
neighborhood Wj of Kj such that µ(Wj) = 0
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We know that
ρNuNN µ
N (Wj) =
∑
x∈∆N
Px[Xˆ
N (uN ) ∈Wj] =
∫
∆N
Px[Xˆ
N (uN ) ∈Wj]dµN (x)
We denote tiN =
[
uN
i
]
and define the following events :
EδN =
{
There exists a δ, T1 pseudo-orbit closer than δ from Xˆ
N (t), t ∈ [0, uN ]
}
E′N =
{
∀i ∈ {k + 1, · · · , η} , ∀q > vN XˆN (p) ∈ N δ1(Ki)⇒ XˆN (p + q) 6∈ N δ1(Ki)
}
E′N is the event ”after its first entry in N
δ1(Ki) the Markov chain Xˆ will have left it
after vN steps”.
Let Wi be open neighborhoods of the Ki such that N
δ(Wi) ⊂ Vi for every i = 1 · · · η.
On EδN ∩ E′N we get,
For j > k and N large enough (in particular vN 6 uN/η ),
XˆN (uN ) ∈Wj ⇒ ∃i ∈ {2, · · · η} XˆN (tiN ) 6∈ N δ(K)
Indeed, should XN have entered N δ(K), then, for some i, the pseudo orbit given by
EδN would have entered N
2δ(Ki) ⊂ Vi (if δ is chosen small enough). If i 6 k we know, by
Corollary 3.4.18, that the pseudo orbit would have stayed in Vi and thus couldn’t be in
N δ(Wj) at time uN . Conversely, if i > k then, being on the set E
′
N gives us that the chain
can’t stay for a time greater than vn in the δ-neighborhood of a non-quasi-attractor. The
times tiN are large enough that Xˆ
N (tiN ) ∈ N δ(Kl) ⇒ XˆN (ti+1N ) 6∈ N δ(Kl), as there are
only η−k non-quasi-attractor, the chain cannot visit η−1 different non-quasi-attractors
before time uN and be in another different non-quasi-attractor at time uN .
Hence
P[XˆN (uN ) ∈Wj|EδN ∩ E′N ] 6 P
[ η⋃
i=2
{XˆN (tiN ) 6∈ N δ(K)}
]
From Corollary 3.4.18, we can infer that, on EδN , starting from N
δ(Ki) the chain
cannot enter N δ(Ki) once it has left V (and also N
δ(Wi)).
Thus
P[(E′N )
c|EδN ] 6 P[∃i such that Xˆ doesn’t leave Vi before the time vN ]
6
η∑
i=k+1
sup
x∈Nδ(Ki)
Px[τˆ
N
Vi > vN ]
6
η∑
i=k+1
sup
x∈Nδ(Ki)
Px[τˆ
N
Wi > vN ]
where τˆNU = Inf{t > 0 ; XˆN (t) 6∈ U}.
These terms will be controlled by Hypothesis 3.4.22 where γ will taken as equal to
α.
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We now remark that, if A,B and C are three events, we get
P[C] = P[C ∩Bc ∩A] + P[C ∩B ∩A] + P[C ∩Ac]
6 P[Bc ∩A] + P[C|B ∩A] + P[Ac]
6 P[Bc|A] + P[C|B ∩A] + P[Ac]
From that, we obtain
Px[Xˆ
N (uN ) ∈Wj ] 6 Px[(EδN )c] + Px[(E′N )c|EδN ] + Px[XˆN (uN ) ∈Wj |EδN ∩ E′N ]
It only remains to control Px[(E
δ
N )
c]. In order to do that we will consider the pseudo-
orbit PON (t) defined by x, (x, T1), (Xˆ
N (T1), T1) · · ·
For N large enough, classic results on stochastic approximation algorithms (see e.g.
[3]) give us the following estimate :
Px[(E
δ
N )
c] 6 P[PON (t) isn’t a δ1, T1 pseudo-orbit]
+ Px[ sup
t∈[0,N ]
d(XˆN (t), PON (t)) > δ]
6 O
(
uNe
δN
)
In conclusion we get
µN (Vj) =
1
ρNuNN
∫
∆˚
Px[Xˆ
N (uN ) ∈Wj ]dµN (x)
6
1
ρNuNN
∫
∆˚
Px[(E
δ
N )
c] + Px[(E
′
N )
c|EδN ]dµN (x)
+
1
ρNuNN
∫
∆˚
Px[Xˆ
N (uN ) ∈Wj|EδN ∩ E′N ]dµN (x)
6
1
ρNuNN
(
O
(
uNe
−Min(δ,δ1N
)
+ ζβ,δ(N) +
b∑
i=1
∫
∆˚
Px[Xˆ
N (tiN ) 6∈ N δ(K)]dµN (x)
)
6
1
ρNuNN
(
O
(
uNe
δN
)
+ ζβ,δ(N) +
b∑
i=1
ρ
NtiN
N µ
N ((N δ(K))c)
)
6
1
ρNuNN
(
O
(
uNe
δN
)
+ ζβ,δ(N) + bµ
N ((N δ(K))c)
)
From Theorem 3.3.3, we can infer that 1
ρ
NuN
N
→ 1.
Hence we have limN→∞ µN (Vj) = 0. As the sets Vj are open neighborhoods of the
sets Kj we obtain µ(Kj) = 0.

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3.4.4 Going back to Hypotheses 3.4.1, 3.4.2 and 3.4.7
The aim of this section is to prove that our first set of hypotheses implies the second
one, thus proving the announced Theorem 3.4.9. In particular we will show that L-
quasi-attractors and ap-quasi attractors are the same. In this section we will assume
Hypotheses 3.4.1, 3.4.2 and 3.4.7 to be true.
Proposition 3.4.24 :
For every compact set K ⊂ Vα, there exists a open neighborhood UK of ∂∆ such that
lim
N→∞
βδ,K(N)
infx∈UK∩∆N Px[XˆN (1) ∈ ∂∆]
= 0
where βδ,K(N) = sup
x∈K∩∆N
Px[Xˆ
N (1) 6∈ N δ(ϕ1(x))]
Proof : Let K be a compact set in Vα and let δ0 > 0 such that
δ0 < inf
t∈[0,1],x∈K
d(ϕt(x), ∂∆)
Let c(K) = 14Inf{S(x, 1, φ)|x ∈ K,d(φ,ϕ(x)) > δ0} > 0.
For x ∈ K we have
lim sup
N→∞
1
N
logPx
[
XˆN ∈ {φ ∈ Cx([0, 1]); d(φ,ϕ(x)) > δ0}
]
6 − inf
φ;d(φ,ϕ(x))>δ0
S(x, 1, φ)
6 −4c(K)
Thus, for N large enough and for every x in K.
1
N
logPx
[
XˆN ∈ {φ ∈ Cx([0, 1]); d(φ,ϕ(x)) > δ0}
]
6 −3c(K)
Moreover, there exists UK , an open neighborhood of ∂∆ such that
lim
N→∞
inf
x∈UK
1
N
logPx[Xˆ
N (1) ∈ ∂∆] > −2c(K)
Then, for N large enough, we have, for every x in UK
Px[Xˆ
N (1) ∈ ∂∆] > e−
2c(K)
1/N
Finally we get
lim
N→∞
βδ,K(N)
infx∈UK Px[XˆN (1) ∈ ∂∆]
6 lim
N→∞
e
− c(K)
1/N = 0
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Proposition 3.4.25 :
Let T > 0 and K be a compact subset of Vα. Then, for every δ > 0, there exists
ε(K,T, δ) > 0 such that
∀x ∈ K S(x, T, φ) 6 ε⇒ d(φ,ϕ.(x))[0,T ] 6 δ
Proof : Let’s suppose that this result is false, then
∃δ > ∀ε > 0 ∃x ∃φε s.t. S(x, T, φε) < ε and d(ϕ.(x), φε) > δ
We also know that c = inf{S(x, T, φ) ;x ∈ K ; d(φ,ϕ.(x)) > δ} > 0
Thus, for every ε > 0
ε > S(X,T, φε) > c > 0
which is absurd.

Proposition 3.4.26 :
The function BL : Vα × Vα → R+ is upper semi-continuous.
Proof : Let xn and yn two sequences in Vα converging to x and y in Vα
For every δ > 0 there exists a path x = ξ0, · · · ξn(ξ) = y such that
BL(x, y) 6 An(ξ)(ξ) 6 BL(x, y) + δ
Let’s now consider the path ξn given by xn = ξ
N
0 , ξ1, · · · ξn(ξ)−1, yn = ξn(ξ)
If we take n such that
|L(xn, ξ1)− L(x, ξ1)| < δ and |L(ξn(ξ)−1, yn)− L(ξn(ξ)−1, y)| < δ
We obtain
BL(xn, yn) 6 An(ξ)(ξN ) 6 BL(x, y) + 3δ
Thus, for every δ > 0, lim sup
n→∞
BL(xn, yn) 6 BL(x, y) + 3δ
Finally lim sup
n→∞
BL(xn, yn) 6 BL(x, y)

Proposition 3.4.27 :
Let x ∈ RL such that [x]L is a closed subset of Vα. Let θ > 0 such that N θ([x]L) ⊂ Vα.
Then,
∃δ > 0 ∃T > 0 ∀Ψ with Ψ(0) ∈ [x]L, Ψ(T˜ ) ∈ [x]L, T˜ > T,
and S(Ψ(0), T˜ ,Ψ) < δ ∀t ∈ [0, T˜ ] Ψ(t) ∈ N θ([x]L).
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Proof : Let x ∈ RL such that [x]L is a closed subset of Vα and let θ > 0 such that
N θ([x]L) ⊂ Vα.
Suppose that the announced result is false, then, there exists a family of functions
Ψn ∈ C([0, Tn], Vα) such that
Ψn(0) ∈ [x]L Ψn(Tn) ∈ [x]L lim
n→∞Tn =∞ S(Ψ(0), Tn,Ψ) < 1/n
and
∀n ∃tn > 0 such that Ψn(tn) 6∈ N θ([x]L).
[x]L being a compact set, we can assume without loss of generality that Ψn(0) →
u ∈ [x]L and Ψn(Tn)→ v ∈ [x]L.
Let τn = inf{t > 0 ; Ψn(t) 6∈ N θ([x]L)}. Then we have
Ψn(τn) ∈ Vα \N θ([x]L)
and Vα \N θ([x]L) is a compact set.
Thus, without loss of generality, we can assume that
Ψn(τn)→ w ∈ Vα \N θ([x]L).
Using the sequential continuity of L and the fact that u and v are L-chain-recurrent
points, we get that u L w and w  L v. Thus w ∈ [x]L and we get a contradiction

Corollary 3.4.28 :
Suppose RL is a closed subset of Vα. Let θ > 0 such that N θ(RL) ⊂ Vα Then,
∃δ > 0 ∃T > 0 ∀Ψ with Ψ(0) ∈ RL, Ψ(T˜ ) ∈ RL, T˜ > T
and S(Ψ(0), T˜ ,Ψ) < δ ∀t ∈ [0, T˜ ] Ψ(t) ∈ N θ(RL).
Proposition 3.4.29 :
Let x ∈ RL such that [x]L is a closed subset of Vα. Then x ∈ Rap and [x]L ⊂ [x]ap.
Proof : Let y ∈ [x]L. Let (Tn)n∈N be a sequence of positive real numbers and Ψn
be a sequence of functions from [0, Tn] to Vα such that Ψn(0) = x, Ψn(Tn) = y and
S(x, Tn,Ψn) < 1/n.
Tn is either a bounded sequence or it goes to infinity (up to a sub-sequence).
Let’s suppose that (Tn)n∈N is an increasing sequence of positive real numbers going
to infinity and Ψn a sequence of functions such that Ψn(0) = x, Ψn(Tn) = y and
S(x, Tn,Ψn) < 1/n
The former proposition gives us a compact set K ⊂ Vα, and positive numbers δ and
T such that, for Tn > T and 1/n < δ, Ψn lives in K
Let T˜ > T , δ˜ < δ and ε = ε(δ˜, T˜ ,K) given by Proposition 3.4.25.
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Then, from Proposition 3.4.25, we can infer that, for n large enough,
d(Ψn(T˜ ), ϕT˜ (x)) 6 δ
As Ψn(T˜ ) ∈ K, we also have
d(ϕT˜ (Ψn(T˜ )),Ψn(2T˜ )) < δ
By iterating this process we get that, for n large enough,
(x, T˜ ), (Ψn(T˜ ), T˜ ), · · ·
is a δ, T˜ ap-pseudo orbit linking x to y.
Hence x ap y.
Let’s suppose now that Tn is bounded by T . By taking a sub-sequence we can assume
that Tn → T as n→∞ for some T with T > T > 0. we continue the function Ψn to the
time T by concatenating the flow ϕ. Then we know that Ψn → ϕ(x) uniformly over
[0, T ] as n→∞. Hence y = limn→∞Ψn(Tn) = ϕT (x). Thus T > 0 and y ∈ γ+(x).
If y = x we get then that, either x ap x or x is periodic which implies x ∈ Rap.
Then, if y ∈ [x]L we obtain that either x ap y or y ∈ γ+(x) ⊂ [x]ap. Taking y = x
gives us x ∈ Rap, i.e. RL ⊂ Rap. As the roles of x and y can be exchanged we also get
y  ap x and in conclusion [x]L ⊂ [x]ap.

Proposition 3.4.30 :
Closed L-classes in Vα are positively invariant sets for the flow ϕ
Proof : Let x ∈ RL such that [x]L is a closed L basic class in Vα. Let T > 0 and θ
such that N θ([x]L) ⊂ Vα.
If the paths linking x to itself have bounded length then x is periodic and in this
case γ+(x) ⊂ [x]L.
We now suppose that the paths have unbounded length.
Let ε = ε([x]L, τ, θ) and let δ > 0 and τ > 0 given by Proposition 3.4.27, let Ψ be a
path of length greater than τ and of cost smaller than min(ε, δ) linking x to itself.
Then, by the triangular inequality we get
d(ϕT (x), [x]L) 6 d(ϕT (x),Ψ(T )) + d(Ψ(T ), [x]L) 6 2θ
Thus, by making θ go to zero, we obtain ϕT (x) ∈ [x]L = [x]L;

Lemma 3.4.31 :
Let֌ be a binary, transitive relation on Vα, such that, for every x ∈ Vα, every y ∈ α(x)
and every z ∈ ω(x),
y֌ x x֌ z z֌ z
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Let [x]֌ be a maximal, closed and isolated ֌-basic class.
Then [x]֌ is an attractor for the flow ϕ
Proof : Let W be an isolating open neighborhood of [x]֌, i.e. W is an open neighbor-
hood of [x]֌ such that the only֌-recurrent points of W belong to [x]֌.
If [x]֌ isn’t an attractor then there exists p ∈ ∂W such that
γ−(p) ⊂W and α(p) ⊂ [x]֌
Let y ∈ ω(p), we have p֌ y and y֌ y.
Similarly let z ∈ α(p), we have z֌ p and thus z֌ y.
Let’s define
[x]+֌ = {z ,∃y ∈ R֌ \ [x]֌ and x֌ y֌ z}
As [x]֌ is maximal, we have [x]
+
֌ = ∅.
Yet we have x֌ y and y ∈ R֌.
Hence y ∈ [x]֌, and, as x֌ p֌ y we get p ∈ [x]֌ which is absurd.

Proposition 3.4.32 :
Let [x]L be a closed isolated quasi-attractor. Then [x]L is an attractor.
Proposition 3.4.33 :
Let K be a compact subset of Vα.
For η > 0, δ > 0, T˜ > 0 there exists N0 > 0 such that, for all N > N0, all x ∈ K,
all T < T˜ and all Ψ ∈ Cx([0, T ],K)
Px[d(Ψ, Xˆ
N ) < η] > exp
(
−S(x, T,Ψ) + δ
1/N
)
Proof : Let ξKγ,T = sup{|S(x, T,Ψ) − S(x, T, φ)| ; x, y ∈ K , d(Ψ, φ) < γ}. The inferior
semi-continuity of S gives us that lim
γ→0 ξ
K
γ,T = 0
Let η > 0, δ > 0, T˜ > 0 and let γ < η such that ξK
γ,T˜
< δ and Nγ(K) ⊂ Vα
The large deviation principle gives us that, for φ ∈ Cx([0, T ],K),
lim inf
N→∞
1
N
log inf
x∈K
Px[Xˆ
N ∈ Nγx (φ)]] > − sup
x∈K
inf
Ψ∈Nγ(φ)
S(x, T,Ψ)
where Nγ(φ) = {Ψ ∈ C([0, T ],K) ; ‖Ψ − φ‖ < γ}. Thus, there exists gK(N) a function
which goes to zero as N goes to infinity such that
1
N
log inf
x∈K
Px[Xˆ
N ∈ Nγx (φ)]] > − sup
x∈K
inf
Ψ∈Nγ(φ)
S(x, TΨ)− gK(N)
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Hence
Px[d(Ψ, Xˆ
N ) < η] > Px[d(Ψ, Xˆ
N ) < γ] > inf
x∈K
Px[Xˆ ∈ Nγ(Ψ)]
> exp
(− supx∈K infφ∈Nγ(Ψ) S(x, T, φ)− gK(N)
1/N
)
> exp
(−ξKγ,T − S(x, T,Ψ)− gK(N)
1/N
)
Taking N large enough such that ξKγ,T + gK(N) < δ gives us the result

Proposition 3.4.34 :
We denote by BC(ϕ) = {x ∈ ∆ ; x ∈ ω(x)} the Birkhoff center of the flow ϕ. Then
Vα ∩BC(ϕ) ⊂ RL
Proof : We know that BC(ϕ) = Rec(ϕ) = {x ∈ ∆ ; x ∈ ω(x)}. It’s apparent that
Rec(ϕ) ⊂ RL. Hypothesis 3.4.7 allow us to conclude.

Corollary 3.4.35 :
Let µ be an invariant measure for the flow ϕ whose support S lies within Vα. Then
S ⊂ RL.
We arrive at the main theorem of this section, linking L-chain recurrence with ap-
chain recurrence.
Theorem 3.4.36 :
Under the hypotheses 3.4.1, 3.4.2 and 3.4.7 we have
Rap ∩ Vα = RL ∩ Vα
∀x ∈ RL ∩ Vα [x]L = [x]ap
Proof : By Proposition 3.4.29 we already know that, if [x]L is a closed L-basic class in
∆˚, then x ∈ Rap and [x]L ⊂ [x]ap.
The function BL is upper semi-continuous. Thus
∀γ > 0 ∃U iγ neighborhood of Ki s.t. ∀(a, b) ∈ (U iγ)2 BL(a, b) < γ
Lemma 3.4.37 :
Let U be a neighborhood of RL ∩ ∆˚ such that K = U is a compact subset of ∆˚. Thus
there exists T > 0 such that, if γ+(x) ⊂ K then {ϕt(x) ; t ∈ [0, T ]} ∩ U 6= ∅
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Proof : Due to the fact that, if γ+(x) ⊂ K, ω(x) ⊂ U we can’t have γ+(x) ⊂ K \ U .
Let’s define ν(x) = inf{t ; ϕt(x) 6∈ K \ U} < +∞
We will show that ν(x) is upper semi-continuous.
Let x ∈ K and xn ∈ KN such that xn → x.
The continuity of ϕ gives us d(ϕTn(xn), ϕT (x))→ 0 with the convention that ϕ∞(x) =
ω(x). Let T˜ = ν(x), there exists a sequence εm → 0 such that ϕT˜+εm(x) 6∈ K \ U .
Yet we have ϕT˜+εm(xn) → ϕT˜+εm(x). Hence, for n large enough we get ν(xn) 6
T˜ + εm
We now get lim sup
n→∞
ν(xn) 6 T˜ + εm
Then lim sup
n→∞
ν(xn) 6 ν(x), i.e. ν is u.s.c.
Thus T = max
x∈K\U
ν(x) exists and we get, if γ+(x) ⊂ K then
{ϕt(x) ; t ∈ [0, T + ε]} ∩ U 6= ∅

Let x ∈ Rap∩∆˚ and let y ∈ [x]ap, there exists two sequences of positive real numbers
δk → 0, Tk →∞ and a sequence of δk, Tk ap-pseudo-orbits linking x to y denoted Ψk.
Lemma 3.4.37 gives us K ⊂ ∆˚ a compact neighborhood of Rap such that, for k large
enough, every δk, Tk ap-pseudo-orbit stays in K.
We know that RL ⊂ Rap ⊂ K. Let γ such that
⋃
i
Nγ(Ki) ⊂ K. Let then T given
by the former lemma. For k large enough, we have Tk > T and thus every continuous
part of the δk, Tk ap-pseudo-orbit intersect Uγ .
Let ε < γ and V =
⋃
i
N ε(Ki), we assume ε to be small enough such that the
ε-neighborhood of the Ki are disjoint.
We define two sequences of times (σi(k))i=1···pk and (τi(k))i=1···qk by
σ0(k) = 0 τ0(k) = min{t ; Ψkt 6∈ V }
σi+1(k) = min{t > τi(k) ; Ψkt ∈ V } τi+1(k) = min{t > σi+1(k) ; Ψkt 6∈ V }
By Lemma 3.4.37 we know that σi+1(k)− τi(k) < 2T .
If our pseudo-orbit ψk enters more than once the same N ε(Ki) then we truncate
what happens between the first entry and the last exit and we will keep the same name
for the new path (which may no more be a pseudo-orbit). This way we get qk, pk < η.
If y ∈
⋃
i
Ki then qk = pk + 1, else qk = pk.
In the first case we get
BL(x, y) 6
qk−1∑
i=0
BL(Ψkσi(k),Ψ
k
τi(k)
) +
pk∑
i=0
BL(Ψkτi(k),Ψ
k
σi+1(k)
) +BL(Ψkτqk , y)
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In the second case, we get
BL(x, y) 6
qk−1∑
i=0
BL(Ψkσi(k),Ψ
k
τi(k)
) +
pk∑
i=0
BL(Ψkτi(k),Ψ
k
σi+1(k)
) +BL(Ψkσpk , y)
In either case we obtain
BL(x, y) 6 (1 + ν)α+ (1 + ν)Sup
{
BL(a, b) ; d(b, ϕ[0,2T ](a)) < εk
}
where
εk = sup
d(x,y)<δk , t∈[0,2T ]
d(ϕt(x), ϕt(y))
From the continuity of ϕ, the positive invariance of [x]ap and Proposition 3.4.8 we
infer that
lim
k→0
Sup
{
BL(a, b) ; d(b, ϕ[0,2T ](a)) < εk
}
= 0
Hence we have, for every α > 0, BL(x, y) 6 (ν + 1)α.
In conclusion x L y. Similarly y  L x, i.e. y ∈ [x]L

Remark : This proof gives us a little more, it proves that, if y ∈ Rap and x  ap y,
then x L y.
When we take α such that ∆˚ ∩RL = Vα ∩RL, this proposition proves that the first
set of hypotheses implies Hypothesis 3.4.22.
Proposition 3.4.38 :
Let j ∈ {k + 1, · · · , η}, i.e. such that Kj is not a ap-quasi-attractor. Then
∃λ0 > 0 ∀λ < λ0 ∀γ > 0 ∃N0 ∃ζγ,λ : N→ R with lim
n→∞ ζγ,λ(n) = 0 such that
sup
x∈Nλ(Kj)
Px
[
τNNλ(Kj) > e
γN
]
6 ζγ,λ
Proof : Kj isn’t a quasi-attractor, thus ∃λ0 > 0 such that N2λ0(Kj) ⊂ ∆˚ and, for all
γ > 0, all λ < λ0 and all x ∈ Nλ(Kj), there exists T γ and Ψγ such that
Ψγ(0) = x, Ψγ(T γ) = yγ 6∈ N2λ(Kj), S(x, T γ ,Ψγ) < γ
Let then U = N2λ(Kj), V = ω(U). Let r > 0 and let K be a compact subset of ∆˚
such that N r(U) ⊂ K.
As Ψγ starts in U and ends outside of U it must pass through K \ U . Without loss
of generality we may suppose that Ψγ stays in K and yγ ∈ K \ U .
Proposition 3.4.33 says that :
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For λ > 0, δ > 0, T˜ > 0 , there exists N0(K) > 0 such that, for all N > N0, all
T < T˜ , all x ∈ K and all Ψ ∈ Cx([0, T ],K)
Px[d(Ψ, Xˆ
N ) < λ] > exp
(
−S(x, T,Ψ) + δ
1/N
)
Applying this to our case gives us N0 such that, ∀N > N0
Px[d(Ψ
γ , XˆN ) < λ] > exp
(
−S(x, T
γ ,Ψγ) + δ
1/N
)
> exp
(
−γ + δ
1/N
)
Yet {d(XˆN ,Ψγ) < λ} implies that XˆN leaves Nλ(Kj) before the time T γ
Hence
∀x ∈ K ∀N > N0(K) Px[τNλ(Kj) > T γ ] < 1− e
− γ+δ
1/N
Then
Px
[
τNη(Kj) > e
γ
1/N
]
<
(
1− e−
γ+δ
1/N
)
[
e
2γ
1/N
Tγ
]
< e
[
e
2γ
1/N
Tγ
]
ln
(
1−e−
γ+δ
1/N
)
< e
[
e
2γ
1/N
Tγ
]
−e−
γ+δ
1/N
< e−e
−
γ−δ
1/N 1
Tγ
Taking δ < γ and ζγ,λ = e
−e−
γ−δ
1/N
allows us to conclude.

We linked ap-basic classes with L-basic classes but, unless the partial orders on the
class are similar, we might not have the same quasi-attractors for both partial orders.
This proposition shows that the quasi-attractors are the same.
Proposition 3.4.39 :
Let [x] be a basic-class. [x] is a L-quasi-attractor if and only if [x] is an ap-quasi-
attractor.
Proof :
Theorem 3.4.36 already gives us that, if y ∈ Rap and x ap y, then x L y.
Hence, if [x] is a L-quasi-attractor, it is also an ap-quasi-attractor.
Suppose now that [x] is an ap-quasi-attractor.
Let y ∈ RL such that x  L y. If the path linking x to y have bounded length we
get y ∈ γ+(x). As L-basic classes are positive invariant sets we get then y ∈ [x].
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Let us now suppose that the paths linking x to y have unbounded length. Proposi-
tions 3.4.28 and 3.4.8 give us a compact set containing the paths linking x to y for T
large enough. Using the same technique as in the proof of the proposition 3.4.29 gives
us x ap y, i.e. y ∈ [x].

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Chapter 4
Long time behaviour of 1/2
Ho¨lder population diffusion
processes
This chapter consists of most of the article ”Long time behaviour of 1/2 Ho¨lder
population diffusion processes”.
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4.1 Introduction
In the past 20 years the issue of the long-term survival of interacting populations
has received an ever increasing attention in the field of populations biology. This lead to
the introduction of the concepts of persistence and permanence for both deterministic
models and stochastic models. In deterministic models, such as differential equations,
persistence is often equated with the existence of an attractor bounded away from the
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extinction states, permanence also called uniform persistence requires that attractor to
be global. For the past 30 years there has been an extensive literature on methods for
verifying permanence and or persistence. These models provided great insight in the
behavior of population models but remained rigid. In order to refine these models and
allow for some ”roughness” and/or influence of unpredictable outer events, randomness
has been added to these models, leading to models with much more varied behavior and,
one might hope, more realistic ones too. However, stochastic models such as stochastic
differential equations introduced new difficulties in the notions of persistence and perma-
nence. The requirement that trajectories stay bounded away from the extinction states
is too strong as population trajectories in stochastic models can and often will wander
arbitrarily close to the extinction states. These models are then said to be stochastically
persistent if there is a positive probability to remain away from extinction, see [45] for
a review on the subject.
Again these models where there is a positive probability to remain away from extinc-
tion give great insight but do not allow to study the whole variety of possible behaviors.
When studying finite population stochastic models, the underlying theory of Markov
processes shows that extinction in finite time happens almost surely. Yet, in the real
world, with large sized pools of population, we don’t observe that inevitable extinction.
This finite extinction time may then be very large and the system may remain in some
sort of ”metastable state” bounded away from extinction for a long time. These mathe-
matical models have been corroborated by biologists who remarked that some interacting
populations, while doomed to ultimately settle on an ”extinction state” with some of
the species going extinct, seem to settle in some some kind of population equilibrium.
In [20], Faure and Schreiber studied this problem for randomly perturbed discrete
time dynamical systems, showing that, under the appropriate assumptions about the
random perturbations and that there exists a positive attractor (i.e. an attractor which
is bounded away from extinction states) for the unperturbed system, when they exist,
quasi-stationary distributions concentrate on the positive attractors of the unperturbed
system and that, the expected time to extinction for systems starting according to this
quasi-stationary distribution grows exponentially with the system size. In [31] their
approach was extended to a class of discrete time Markov process, that, up to a renor-
malization of time, can be seen as random perturbations of an ordinary differential
equation.
The aim of this paper is to obtain similar results as those of [31] for the long time
behavior of some diffusion processes and their quasi-stationnary distributions.
In Section 2 we will introduce our setting and give some examples of systems that fall
into it. Then, in Section 3, we will show that our stochastic dynamic get almost surely
absorbed by the extinction states in finite time, then, under the hypothesis that the
deterministic mean dynamic admits an interior attractor, we will give a speed at which
the extinction time grows with the size of the system and prove that, when the system
size goes to infinity, the limit set of the quasi-stationary distributions of the processes
for the weak* convergence consists of invariant measures for the deterministic dynamic.
Finally, in Section 4 we will prove some Freidlin-Wentzell type results of our SDE, namely
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a weak law of large number and a large deviations principle.
4.2 Setting
In [31], we studied a class of discrete time Markov process, that, up to a renormalization
of time, can be seen as random perturbations of an ordinary differential equation. A
simple yet rich model of such a Markov process is a (XNk ) the random walk on ∆N =
∆ ∩ (1/NZ)d defined by:
P
[
XNk+1 = X
N
k +
1
N
(ej − ei)
∣∣Xnk = x
]
= pi,j(x)
where (ei)i=1···d is the canonical base of Rd and ∆ is the simplex in Rd. This type of
model often occurs in population games. In this setting N represents the size of the
population. Each individual plays a pure strategy i and XN represents then the vector
of proportion of players of each strategy. The jump XNk+1 = X
N
k +
1
N (ej − ei) means
that an individual switches his strategy from i to j at time k. Typically the coefficients
pi,j(x) will take the form pi,j(x) = xixjλi,j(x) with λi,j(x) > 0. This makes sense for
models based on strategy switching from imitations or models arising from ecology.
Depending on the coefficients pi,j this models shows interesting behavior, in particular
the chain will ultimately rest in one of the extinction states, that is the vertices of the
simplex. In [31], results on the long time and/or large population behavior of this model
were proved by comparing its behavior with that of the mean-field ordinary differential
equation which can be obtained by taking the first order term in the expansion in N of
E[f(XNk+1)|Xk = x]. Indeed
E[f(XNk+1)|Xk = x] = E[f(XNk+1)− f(x)|XNk = x] + f(x)
=
∑
i,j
(
f(x+
ej − ei
N
)− f(x)
)
pi,j(x) + f(x)
Taking Gi(x) =
∑
j (pj,i(x)− pi,j(x)) and a(x) such that ai,j(x) = − (pj,i(x) + pi,j(x))
and ai,i(x) =
∑
j (pj,i(x) + pi,j(x)) we obtain
E[f(XNk+1)|XNk = x] = f(x) +
1
N
< ∇f(x), G(x) > + 1
2N2
Tr(D2f(x)a) + o
(
1
N2
)
If we only take into account the first term in the expansion we obtain an Euler scheme
for approximating the ODE x˙ = G(x). If we now take into account the second order
term we recognize the infinitesimal generator of a stochastic differential equation of the
following form.
dX
(N)
t = G(X
(N)
t )dt +
1√
N
γ(X
(N)
t )dBt
where ◦ stands for the component by component product in Rd and a = γγ∗.
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Typically the coefficients pi,j(x) take the form pi,j(x) = xixjλi,j(x). In that case we
would obtain a SDE of the form
dX
(N)
t = X
(N)
t F (X
(N)
t )dt +
1√
N
√
X
(N)
t ◦ σ(X(N)t )dBt (4.1)
This is the type of SDE we will be studying here.
In [46], Schreiber, Bena¨ım and Atchade´ gave criteria for the persistence of a class of
SDE on the d-dimensional simplex of the following form
dXt = Xt ◦ F (Xt)dt +Xt ◦ σ(Xt)dBt
The main difference between their model and (4.1) is the lack of the Lipschitz property
of the diffusion term. This seemingly small difference will lead to a whole different
behavior. We will prove that our model will be absorbed in finite time by the boundary,
whereas Schreiber, Bena¨ım and Atchade´ model remains in the relative interior of the
simplex for all times.
4.2.1 Notations and standing hypotheses
We denote by ∆ the d-dimensional simplex.
∆ = {x ∈ Rd ; ∀i = 1 · · · d xi > 0 &
d∑
i=1
xi = 1}
We let ∆˚ denote the relative interior of ∆. We will denote by ◦ the component by
component product in Rd.
(x1, x2, · · · xd) ◦ (y1, y2, · · · yd) = (x1y1, x2y2, · · · , xdyd)
We consider a family of Markov processes (XNt )t∈R+ on a probability space (Ω,F ,P)
taking values in ∆ defined by
dX
(N)
t = X
(N)
t F (X
(N)
t )dt +
1√
N
√
X
(N)
t ◦ σ(X(N)t )dBt (4.2)
Throughout this chapter, these hypotheses will always be assumed to hold
Standing Hypothesis 4.2.1 :
(i) F : ∆→ Rd is a L-Lipschitz vector field
(ii) ∀x ∈ ∆
d∑
i=1
xiFi(x) = 0
(iii) σ is a continuously derivable application from ∆ to Md,l(R)
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(iv) ∀x ∈ ∆ and ∀j ∈ {1, · · · , l}
d∑
i=1
√
xiσi,j(x) = 0
(v) For all i ∈ {1 · · · d} and all x ∈ ∆, we have (σσ∗)ii(x) > ε
Proposition 4.2.2 :
For all N > 1 the SDE 4.2 admits a weakly unique weak solution.
This proposition is a consequence of Theorem 2.1.25, i.e. Theorem 4.22 in [25]
Unless specified otherwise, the topology considered will be the topology induced by
the classical Rd metric topology on ∆. If A is a subset of a metric space (E, d), we will
denote by N ε(A) its ε-neighborhood
N ε(A) = {x ∈ E ; d(x,A) < ε}.
We denote by FNt the σ-algebra generated by {XNs , s 6 t}. For A ∈ F we let Px[A] =
P[A|X0 = x].
From the assumptions on the drift and diffusion terms and the fact that they vanish
on the boundary we get that XNt ∈ ∆ a.s. We will compare the solutions of the SDE
with those of the ODE
x˙t = xtF (xt)
Definition 4.2.3:
We denote by L(N) the infinitesimal generator of the diffusion X(N). , that is, the operator
defined by
∀f ∈ D(L) Lf(x) = 〈x ◦ F (x);∇f〉+ 1
2N
Tr(D2f(x)Σ(x))
where Σ(x) =
√
(x) ◦ σ(x)(σ(x) ◦ √x)∗
Remark :
The factor
1√
N
in the diffusion term doesn’t impact the qualitative behavior of the
SDE such as its absorption by the border or the existence of quasi-stationary distri-
butions. Thus, when only interested in qualitative behavior, most of the time we will
assume N = 1 and simply write Xt instead of X
(1)
t and L instead of L
(1) to simplify
notations.
4.3 Border absorption in finite time
When studying SDE of the form
dXt = Xt ◦ F (Xt)dt +Xt ◦ σ(Xt)dBt
with F and σ Lipschtiz, a simple exponential martingale argument or the use of the
strong uniqueness property show that, whenever X0 ∈ ∆˚, Xt ∈ ∆˚ almost surely for all
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t. Such a behavior is no more true when the diffusion term is no more Lipschitz, in fact
we get that
Theorem 4.3.1 :
Let τ = inf{t > 0 ; Xt ∈ ∂∆}.
Then Px[τ <∞] = 1
Proof :
Let Vi(x) = −xilog(xi) and let U iδ = {x ∈ ∆ ; xi < δ}
We have
LV (x) = (−log(xi)− 1)xiFi(x)− 1
2
1
xi
xi
∑
j
σ2ij(x)
= Vi(x)Fi(x)− xiFi(x)− 1
2
(σσ∗)2ii(x)
Thus, if x ∈ U iδ we get
LV (x) 6 ‖F‖(−δ log(δ) + δ) − 1
2
∑
j
σ2ij(x)
As (σσ∗)ii > ε we get, for δ small enough and 0 < α < ε2 , that
LV (x) 6 −α
Hence, if x0 ∈ U iδ , and τi,δ = Inf{t > 0 ; Xt 6∈ U iδ}
V (Xt∧τi,δ ) = V (x0) +
∫ t∧τi,δ
0
LV (Xs)ds +Mt∧τi,δ 6 V (x0)− αt ∧ τi,δ +Mt∧τi,δ
where Mt is a local martingale.
Then
0 6 E[V (Xt∧τi,δ )] 6 V (x0)− αE[t ∧ τi,δ]
which, in turn, gives
E[t ∧ τi,δ] 6 V (x0)
α
In particular we have P[τi,δ <∞] > 0.
Let us now decompose τi,δ whether the chain exits in the direction of ∂∆ or in the
direction of the interior, we define
τ1i,δ = Inf{t > 0 ; Xt 6∈ U iδ & Xt ∈ ∂∆}
τ2i,δ = Inf{t > 0 ; Xt 6∈ U iδ & Xt 6∈ ∂∆}
We naturally get τi,δ = τ
1
i,δ ∧ τ2i,δ.
Then
E[V (Xτi,δ )] 6 V (x0) < −δlog(δ)
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−δlog(δ)P[τi,δ = τ2i,δ] + E[1τi,δ=τ1i,δV (Xτi,δ )] < −δlog(δ)
Thus P[τi,δ = τ
2
i,δ] < 1, i.e. P[τi,δ = τ
1
i,δ] > 0
Define Uδ = ∪iU iδ the former argument gives us that, for x ∈ Uδ we have Px[τi <
∞] > 0.
If we show that, for all x ∈ δ, Px[∃t > 0,Xt ∈ Uδ] > 0 we would then obtain, via the
Markov property, that, for all x ∈ δ, Px[τ <∞] > 0.
To do that we will make use of the Lemma 5.7.4 in [26] on the domain ∆ \ Uδ/2.
Lemma 4.3.2 :
Let D be an open subset of Rd and consider a stochastic differential equation on D with
drift term b and diffusion term s such that
(i) b and s don’t depend on t
(ii) b and s are continuous and satisfy the linear growth condition on D
‖b(x)‖2 + ‖s(x)‖2 6 K2(1 + ‖x‖2)
(iii) The SDE admits a weak solution for every starting point in D and this solution is
unique in the sense of probability law
(iv) for some 1 6 i 6 d we have
min
x∈D
(ss∗)ii(x) > 0
Then, for all x ∈ D,
Ex[τD] <∞
where τD = Inf{t > 0 ; Xt 6∈ D}
In our case b = xF (x) and s =
√
xσ(x). On D = ∆ \ Uδ these functions verify
Assumptions (i), (ii), and (iii) and on ∆ \ Uδ we have
(ss∗)ij(x) =
√
xi
√
xj
∑
k
σikσjk > δε
2
Hence we can apply Lemma 4.3.2.
We finally get that, for all x ∈ ∆, Px[τ <∞] > 0. The only step remaining is proving
that, in fact
∀x ∈ ∆ Px[τ <∞] = 1
We know that
∀x ∈ Uδ Px[τ <∞] > δlog(δ) − V (x)
δlog(δ)
Then, if x ∈ Uδ/2 ⊂ Uδ we get
Px[τ <∞] > δlog(δ) − δ/2log(δ/2)
δlog(δ
> c > 0
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where c is a positive constant.
Thus, for x ∈ ∆˚
Px[τ <∞] = Ex[1τ<∞]
= Ex[E[1τ<∞|FτUδ/2 ] > c
Hence, for all t > 0
Ex[1τ<∞|Ft] > c
As t goes to infinity, Ex[1τ<∞|Ft] goes to E[1τ<∞|X0 = x] a.s. .
Thus E[1τ<∞|X0 = x] > c > 0 a.s. , i.e. E[1τ<∞|X0 = x] = 1 a.s.
Finally we get that, for all x ∈ ∆˚, Px[τ <∞] = 1.

4.4 Quasi-stationary Distributions
Definition 4.4.1:
Let τN = Inf{t > 0 ; X(N)t ∈ ∂∆}. A probability measure µN on the relative interior
of the simplex ∆˚ is said to be a quasi-stationary distribution for the process X(N),
thereafter referred as QSD, if and only if, for every Borel set A ⊂ ∆˚ and every t > 0,
Pµ[X
(N)
t ∈ A|τN > t] = µ(A).
We remark that, in this case, µ is a fixed point for the conditional evolution
ν 7→ Pν[X(N)t ∈ |τN > t]
For more information on QSD see e.g. [32],[39] and [12].
4.4.1 Existence
First we will give a result about the regularity of the process, namely that the process
is strongly Feller, this property will be needed later for the proof of the existence of a
QSD.
Theorem 4.4.2 :
The process X(N), up to the time τN where it exits ∆˚, is a strongly Feller process. That
is, for all measurable function f from ∆˚ to R and all t > 0
Ex[f(X
(N)
t )1t<τN ]
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is a continuous function of x over ∆˚. We may remark that, if f ∂∆ = 0 then
Ex[f(X
(N)
t )] = Ex[f(X
(N)
t )1t<τN ] + Ex[f(X
(N)
t )1t>τN ] = Ex[f(X
(N)
t )1t<τN ]
Thus Ex[f(X
(N)
t )] is also a continuous function of x
This result is a consequence of a theorem announced by Girsanov in [23] about the
regularity of multidimensional diffusion process, he never proved said theorem due to
his untimely death, a proof of this result and of another Girsanov theorem about the
strong Feller property of limits of compatible strong Feller process (result which could
also be used here to prove the strong Feller property) can be found in [34].
Theorem 4.4.3 :
For all N there exists a QSD µN for the process X(N).
Proof : The factor N is not altering the long time behavior of the system, thus we only
have to prove the existence of a QSD for the process Xt = X
(1)
t .
dXt = Xt ◦ F (Xt)dt+
√
Xt ◦ σ(Xt)dBt
We will prove the existence of a quasi-stationary distribution by making use of Lemma
2.9 in [12] rewritten in our setting.
Lemma 4.4.4 ( Lemma 2.9 in [12]) :
Let µ be a probability measure on ∆˚ such that, for all continuous function f
Eµ[f(Xα)|τ > α] = βµf
Then β > 1 and there exists a QSD ν whose exponential rate of survival is θ = − log(β) >
0.
Let ∆ε = {x ∈ ∆ ; d(x, ∂∆) > ε}, τε = inf{t > 0 ; Xt 6∈ ∆ε} and Xε be the process
Xt killed when it exits ∆
ε, that is the process defined by Xεt = Xt for t ∈ [0, τε] and
Xεt = ∂ for t > τε, where ∂ is a cemetery state. As ∆
ε is a compact set, we know, from
Proposition 2.10 in [12], that Xε admits a QSD µε with associated parameter θ(ε). The
measures µε are probability measures with support in the compact set ∆, thus, up to a
sub-sequence, they converge, in the weak* limit sense, as ε goes to zero, to a measure µ.
Let α > 0 We have e−αθ(ε) = Pµε [τ ε > α]
Pµ[τ > α] = Pµ[τ > α]− Pµε [τ > α] + Pµε [τ > α]− Pµε [τ ε > α] + Pµε [τ ε > α]
= Pµε [τ > α , τ
ε < α] + Pµ[Xα ∈ ∆˚]− Pµε [Xα ∈ ∆˚] + Pµε [τ ε > α]
Due to the ellipticity of Xt on the set ∆
ε/2 we know that (for the definition of ellipticity
and related properties we refer to [26] Chapter 5 Section 7)
P[ there exists an open interval I such that ∀t ∈ I Xt ∈ ∂∆ε]
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Thus the exit time of ∆˚ε is equal to the exit time of ∆ε.
Then the function Px[τ
ε > α] on ∆ is continuous in x by virtue of the strong Feller
property (see Schilling and Wang Theorem 3.4 [43] and Dynkin book [19]). From that
we can also deduce the continuity of the function Px[τ > α , τ
ε < α]
Furthermore, the sets {τ > α , τ ε < α} are a decreasing family of sets with void
intersection. Thus, (Px[τ > α , τ
ε < α])ε>0 is a decreasing family of continuous functions
that verify for all x ∈ ∆ lim
ε→0Px[τ > α , τ
ε < α] = 0. As Px[τ > α , τ
ε < α] = 0 when
x ∈ ∂∆ and ∆ is a compact set, we get, using Dini Theorem, that Px[τ > α , τ ε < α]
goes uniformly to 0 as ε goes to 0. Hence, there exists g(ε) such that lim
ε→0
g(ε) = 0 and
Px[τ > α , τ
ε < α] 6 g(ε), hence 0 6
∫
Px[τ > α , τ
ε < α]µε(dx) 6 g(ε). By the Feller
property we also get that lim
ε→0Pµ[Xα ∈ ∆˚]− Pµε [Xα ∈ ∆˚] = 0.
We know that, starting from the QSD µε, the absorption time τ ε has an exponential
distribution. Hence, it has no atoms and
Pµε [τ
ε > α] = Pµε [τ
ε > α] = e−αθ(ε)
Finally we obtain that
lim
ε→0
e−αθ(ε) = Pµ[τ > α]
We still must prove that there exists an α such that Pµ[τ > α] > 0.
Let V ⊂ ∆˚ε and let t ∈ R. By the QSD property we have:
eαθ(ε)µε(V ) = Pµε [X
ε
α ∈ V ]
=
∫
∆ε
Px[X
ε
α ∈ V ]µε(dx)
>
∫
V
Px[X
ε
α ∈ V ]µε(dx)
> inf
x∈V
Px[X
ε
α ∈ V ]µε(V ).
As the diffusion Xεt is uniformly elliptic on ∆
ε the QSD µε give a positive weight on
all set of positive Lebesgue measure. Thus there exists a set V ⊂ ∆ε such that µε(V ) > 0
for all ε
Hence
eαθ(ε) > inf
x∈V
Px[X
ε
α ∈ V ].
The left hand term goes to Pµ[τ > α] as ε goes to 0. From the Feller property we
get that x 7→ Px[Xεα ∈ V ] is a continous function.
Here the functions Px[X
ε
α ∈ V ] converge monotonously to Px[Xα ∈ V ] as ε goes to
0. The Dini theorem implies then that the convergence is uniform and thus that
lim
ε→0 infx∈V
Px[X
ε
α ∈ V ] = inf
x∈V
Px[Xα ∈ V ]
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From that we obtain that
Pµ[τ > α] > inf
x∈V
Px[Xα ∈ V ].
And the second term is clearly positive due to the ellipticity of the process X on ∆˚.
From now on we will take α such that Pµ[τ > α] = β > 0. Let f be a continuous
function from ∆ to R and let
I =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− βf(x)µ(dx)
∣∣∣∣
We will show that I = 0
I =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− βf(x)µ(dx)
∣∣∣∣
6
∣∣∣∣
∫
Ex[f(Xα)|τ > α]µ(dx) −
∫
Ex[f(Xα)|τ > α]µε(dx)
∣∣∣∣
+
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− Ex[f(Xα)|τε > α]µε(dx)
∣∣∣∣
+
∣∣∣∣
∫
Ex[f(Xα)|τε > α]− e−αθ(ε)f(x)µε(dx)
∣∣∣∣
+
∣∣∣∣e−αθ(ε)
∫
f(x)µε(dx)− β
∫
f(x)µ(dx)
∣∣∣∣
We will define
I1 =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]µ(dx) −
∫
Ex[f(Xα)|τ > α]µε(dx)
∣∣∣∣
I2 =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− Ex[f(Xα)|τε > α]µε(dx)
∣∣∣∣
I3 =
∣∣∣∣
∫
Ex[f(Xα)|τε > α]− e−αθ(ε)f(x)µε(dx)
∣∣∣∣
I4 =
∣∣∣∣
∫
e−αθ(ε)f(x)µε(dx) −
∫
βf(x)µ(dx)
∣∣∣∣
From the QSD property of µε we get that I3 = 0. As µ
ε ⇀ µ, we get that lim
ε→0 I4 = 0
and, as our process is strongly Feller, we also get lim
ε→0 I1 = 0.
Only I2 remains to be controlled.
For that we will first see what happens should f equals 1A with A ⊂ ∆˚ a Borel set.
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In that case we get
I2 =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− Ex[f(Xα)|τε > α]µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A|τ > α]− Px[Xα ∈ A|τε > α]µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A]
Px[τ > α]
− Px[Xα ∈ A , τ
ε > α]
Px[τ ε > α]
µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A , τ ε > α]
(
1
Px[τ > α]
− 1
Px[τ ε > α]
)
+ Px[Xα ∈ A , τ ε < α]µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A , τ ε > α]
(
Px[τ
ε > α]− Px[τ > α]
Px[τ > α]Px[τ ε > α]
)
+ Px[Xα ∈ A , τ ε < α]µε(dx)
∣∣∣∣
6
∣∣∣∣
∫
Px[τ > α , τ
ε < α]
Px[τ > α]Px[τ ε > α]
+ Px[τ > α , τ
ε < α]µε(dx)
∣∣∣∣
However, the sets {τ > α , τ ε < α} are a decreasing family of sets with void
intersection, thus lim
δ→0
Px[τ > α , τ
ε < α] = 0 and, by monotonous convergence, we also
get lim
δ→0
∫
Px[τ > α , τ
ε < α]µ(dx) = 0. Thus, if f = 1A, we get lim
δ→0
I2 = 0. The same
conclusion will hold for a linear combination of such functions. Finally, when f is
only supposed continuous, for all γ > 0 we may take gγ a simple function such that
‖f − gγ‖∞ < γ and obtain that
lim sup
ε→0
I2 < γ
Finally we obtain that I = 0, that is Eµ[f(Xα)|τ > α] = β
∫
f(x)µ(dx). Lemma 2.9
in [12] allows us to conclude that β < 1 and that there exists a QSD for the process Xt.

It might comes as a surprise that the dynamic induced by x˙ = x◦F (x) doesn’t impact
on the existence of a QSD: whether there exists an interior attractor for the dynamical
system x˙ = x ◦ F (x)(that is the system is permanent) or the dynamic x˙ = x ◦ F (x)
goes quickly to the border, there still exists a QSD. In some simple case we might even
compute it.
Example 6:
We study here the one-dimensionnal SDE
dXt = Xt(1−Xt)dt +
√
Xt(1−Xt)dBt
The deterministic dynamic x˙ = x(1− x) has a very simple behavior: For all x 6= 0, the
solution of the ODE ϕt(x) with initial condition converges to 1 as t goes to infinity. Let
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us look for a QSD for the process Xt. For that we look for a probability measure µ such
that
µL = λµ (4.3)
with λ > 0, and L the infinitesimal generator associated with the semi-group Ptf =
E[f(Xt)1τ>t] To simplify the problem we will only search among probability measure of
the form µ(dx) = g(x)dx with g of class C2.
In that case (4.3) can be rewritten as L∗g = λg where L∗ is the adjoint of the operator
L. This leads to the ODE
1
2
((x(1− x)g(x))′′ − ((x(1 − x)g(x))′ = λg
Defining h(x) = ((x(1 − x)g(x)) we obtain
h′′(x)
2
− h′(x) = λh(x)
(x(1 − x)
Such an ODE is easily solved and the solution takes the form
(
h′(x)
h(x)
)
= C expλ
∫ x
x0
(
1
2
1
u(1−u)
1 0
)
du = C expλ
(
x−x0
2 log
(
x
1−x
)
− log
(
x0
1−x0
)
x− x0 0
)
where C is a 1× 2 constant vector. We skip the tedious calculations and give the graph
of the function h
which in turn gives us the graph of g
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4.4.2 Absorption time
We recall a classical result about QSD and absorption time, see e.g. [32]
Proposition 4.4.5 :
Suppose that µ is a QSD for this process Zt. Then there exists a positive real number
θ(µ) such that
Pµ[τN > t] = e
−θ(µ)t
A set A ⊂ ∆ is called an attractor for the flow {ϕt} if
(i) A is compact and invariant, i.e. for every t ∈ R ϕt(A) = A.
(ii) There exists a neighborhood U of A, called a fundamental neighborhood, such that
lim
t→∞ d(ϕt(x), A) = 0
uniformly in x in U .
Let
DN (T ) = max
06t6T
‖X(N)t − ϕt(X(N)0 )‖
be the variable measuring the distance between the trajectories t 7→ X(N)t and t 7→
ϕt(X
(N)
0 ). We have the following estimate on DN (T ), we refer to Section 4 for the proof
in a more general setting.
Proposition 4.4.6 :
∀δ > 0 P[DN (T ) > δ] 6 T‖σ‖∞
Nδ
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In particular, we get
DN (T )
P−→
N→∞
0
Theorem 4.4.7 :
Starting from µN , the law of the absorption time and its expectation are given by Propo-
sition 4.4.5. If we further assume that the flow {ϕt} admits an attractor A ⊂ ∆˚, then,
the following estimate holds :
0 6 1− eθN 6 O
(
1
N
)
where θN = θ(µ
N ).
Thus, there exists a constant C > 0 such that
EµN [τ ] > CN
Proof :
Let V ⊂ ∆˚ such that µN (V ) > 0 for all N , and let t ∈ R. By the QSD property we
have:
etθNµN (V ) = PµN [X
(N)
t ∈ V ]
=
∫
∆
Px[X
(N)
t ∈ V ]µN (dx)
>
∫
V
Px[X
(N)
t ∈ V ]µN (dx)
> inf
x∈V
Px[X
(N)
t ∈ V ]µN (V ).
Thus
etθN > inf
x∈V
Px[X
(N)
t ∈ V ].
Let U ⊂ ∆˚ be a compact fundamental neighborhood of the attractor A. We know
that d(ϕt(x), A) converges uniformly to 0 over U . Hence
∀ε > 0 ∃T (ε) > 0 ∀t > T (ε) ∀x ∈ U d(ϕt(x), A) < ε.
Let α = d(A,U c), ε < α, T = T (ε) and δ < α− ε.
For all x ∈ U
Px[X
N
T ∈ U c] 6 Px[d(XNT , A) > α]
6 Px[d(X
N
T , ϕT (x)) > α− ε]
6 Px [DN (T ) > α− ε]
6
CTeLT
δ2N
for N large enough (see Theorem 4.5.1)
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We need to show that µN (U) > 0. However µN (U) = 0 implies that
∀t > 0 PNµ [X(N)t ∈ U |τ > t] = 0
Which, due to the property 4.2.1(v) of the diffusion term is clearly absurd. Then
eTθN > inf
x∈U
Px[X
N
t ∈ U ]
> 1−max
x∈U
Px[X
N
t ∈ U c]
> 1− CTe
LT
δ2N
Therefore
1− eTθN 6 1−
(
1− CTe
LT
δ2N
) 1
T
In conclusion we have
0 6 1− eθN 6 O
(
1
N
)

4.4.3 Convergence of the QSD to an invariant measure
A probability measure µ on ∆ is called an invariant measure for the flow {ϕt} if, for all
t ∈ R and all Borel set A ∈ B(∆), µ(ϕ−1t (A)) = µ(A).
Theorem 4.4.8 :
The set of limit points of {µN} for the weak* topology is a subset of the set of invariant
measures for the flow {ϕt}.
Remark In [31], we needed the existence of an attractor to ensure the convergence
of the QSD to invariant measures. This was linked to a renormalization of time for the
process XNk and the subsequent need to ensure that e
−NθN converges to zero. Here we
don’t have to make such a rescaling, thus the existence of an attractor is not needed to
ensure the convergence of the QSD to invariant measures.
Proof :
Let f be a Lipschitz function from ∆ to R with constant L. We suppose that the
sequence µN weakly converges to a measure µ. Let t > 0. We want to prove that
lim
N→∞
∫
f(x)µN (dx)−
∫
f(ϕt(x))µ
N (dx) = 0
The QSD property gives us that, for all k∫
f(x)µN (dx) =
∫
Ex
[
f(XNT )
∣∣∣∣τN > T
]
µN (dx)
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Let
I =
∣∣∣∣
∫
f(x)µN (dx)−
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
Then, for all k,
I =
∣∣∣∣
∫
f(x)µN (dx) −
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
=
∣∣∣∣
∫
Ex
[
f(XNT )
∣∣∣∣τN > T
]
µN (dx)−
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
=
∣∣∣∣
∫
Ex
[
f(XNT )− f(ϕt(x))
∣∣∣∣τN > T
]
µN (dx)
∣∣∣∣
In particular, for T = t.
I =
∣∣∣∣
∫
Ex
[
f(XNt )− f(ϕt(x))
∣∣∣∣τN > t
]
µN (dx)
∣∣∣∣
By Theorem 4.5.1, we know that, for N large enough, we have
Px[DN (t) > δ] 6
CteLt
δ2N
.
Thus
Ex[DN (t)] =
∫ +∞
0
Px[DN (t) > δ]dδ 6
∫ +∞
0
Min
(
1,
CteLt
δ2N
)
dδ =
KteLt
N
with K a constant.
Hence
I =
∣∣∣∣
∫
Ex
[
f(XNt )− f(ϕt(x))
∣∣∣∣τN > t
]
µN (dx)
∣∣∣∣
6
∣∣∣∣∣∣
∫ Ex [f(XNt )− f(ϕt(x))]
Px [τN > t]
µN (dx)
∣∣∣∣∣∣
6
∣∣∣∣∣∣
∫ Ex [L|XNt − ϕt(x)|]
Px [τN > t]
µN (dx)
∣∣∣∣∣∣
6
∣∣∣∣
∫
Ex [L(DN (t)]
Px [τN > t]
µN (dx)
∣∣∣∣
6
∣∣∣∣∣LKte
Lt
N
eθN t
∣∣∣∣∣ −→N→+∞ 0

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Definition 4.4.9:
For K compact subset of ∆˚ we denote
βδ,K(N) = sup
x∈K
Px[X
(N)
1 ∈ ∆ \N δ(ϕ1(x))]
Proposition 4.4.10 :
If the flow {ϕt} admits an attractor A ⊂ ∆˚, then, for all K compact subset of ∆˚ and
neighborhood of A, there exists δ > 0 such that e−θN > 1− βδ,K(N). Moreover, if there
exists UK an open neighborhood of ∂∆ with
lim
N→∞
βδ,K(N)
infx∈UK Px[X
(N)
1 ∈ ∂∆]
= 0
is unbounded. Then, for all limiting measure µ, we have µ(UK,T ) = 0.
Proof :
As our system evolve in a compact space we know, see e.g. Conley [13] I 7.2, that
there exists a Lyapunov function g for the attractor A, i.e. A = g−1(0) and, for x in
the basin of attraction of A, t 7→ g(ϕt(x)) is strictly decreasing. Thus there exists U an
open neighborhood of A such that U ⊂ B(A)∩K where B(A) is the basin of attraction
of A and ϕ1(U) ⊂ U . Let δ < d(ϕ1(U), U c). Then N δ(ϕ1(U)) ⊂ U .
Thus
e−θNµN (U) =
∫
∆
Px[X
(N)
1 ∈ U ]µN (dx)
>
∫
U
inf
x∈U
Px[X
(N)
1 ∈ U ]µN (dx)
> µN (U)
(
1− sup
x∈U
Px[X
(N)
1 ∈ U c]
)
> µN (U)
(
1− sup
x∈U
Px[X
(N)
1 ∈ N δ(ϕ1(U))c]
)
> µN (U) (1− βδ,K(N))
We finally get e−θN > 1− βδ,K(N)
From this, as µN (∆˚) = 1, we obtain
1− βδ,K(N) 6 e−θNµN (∆˚)
6
∫
∆˚
(
1− Px[X(N)1 ∈ ∂∆]
)
µN (dx)
6 µN (∆ \ UK) + µN (UK)
(
1− inf
x∈UK
Px[X
(N)
1 ∈ ∂∆]
)
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Hence
µN (UK) 6
βδ,K(N)
infx∈UK Px[X
(N)
1 ∈ ∂∆]
UK being an open set, the weak convergence of the measures µ
N gives us the desired
result.

4.5 Asymptotic behavior of the system
4.5.1 Law of Large Numbers
In this section we will take more general diffusion processes, namely we study Xεt such
that
dXεt = b(X
ε
t )dt +
√
εΣ(Xεt )dBt (4.4)
where Xε0 = x ∈ ∆, t ∈ [0, 1], b is Lipschitz continuous with constant L and Σ is non
negative, 1/2 Ho¨lder continuous with the same constant L. Both Σ and b vanish on ∂∆
such that Xεt ∈ ∆ a.s. We want to compare the trajectories of the SDE with those of
the ODE.
x˙t = b(xt)
As our diffusion term is not Lipschitz continuous, classical large numbers or large devia-
tions results like the ones that can be found in [21] cannot be applied here. By extending
their approach to our weaker hypotheses we will obtain similar results, however the lack
of regularity on the diffusion term forces our results to be much weaker than the classical
Lipschitz results.
Theorem 4.5.1 :
Let mε(T ) = sup06s6T ‖Xεs − xs‖. Then
∀δ > 0 P[mε(T ) > δ] 6 Tε‖Σ‖∞
δ
In particular, we get
mε(T )
P−→
ε→0 0
Remark
If we go back to our first SDE 3.4.9 we have DN (T ) = m 1
N
(T ).
Proof : We have
mε(t) = sup
06s6t
‖
∫ s
0
b(Xεu)− b(xu)du+
1√
N
∫ s
0
Σ(Xεu)dBu‖
6 L
∫ t
0
m(s)ds+ sup
06s6t
‖√ε
∫ s
0
Σ(Xεu)dBu‖
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We denote Zεt = sup06s6t ‖
√
ε
∫ s
0 Σ(X
ε
u)dBu‖.
By the Gronwall Lemma we get mε(T ) 6 e
LTZT .
Let Y εt be defined by dY
ε
t =
√
εΣ(Xεt )dBt.
Then
d‖Y εt ‖2 = 2ε < Y εt , dY εt > +
ε
2
Tr(2Id d < Y εt >)
= 2ε < Y εt ,Σ(X
ε
t ) > dBt + εTr(x
ε
t ◦ΣΣ∗(Xεt ))dt
Thus E[‖Y εt ‖2|Fs] = ‖Y εs ‖2 + ε
∫ t
s Tr(X
ε
t ◦ ΣΣ∗(Xεt ))dt 6 ‖Y εs ‖2
Y εt is then a sub-martingale. Using a theorem of Doob we get, for δ > 0
P[ sup
06t6T
‖Y εt ‖2 > δ] 6
E[‖Y εT ‖]
δ
6
Tε‖Σ‖∞
δ
Hence the announced result.

4.5.2 Large deviations principle
This large deviations principle may appear to be inapplicable in any practical case
due to the complexity of its rate function, however, as seen in [31], sometimes we only
need to know that there exists a large deviations principle to derive more practical
results.
Theorem 4.5.2 :
Xεt satisfies a large deviation principle on C([0, 1]) with rate function
I(y) = sup
δ>0
lim inf
m→∞ infz∈B(y,δ)
Im(z)
where Im(x) = Inf{J(x) ; y = Fm(x)}, J(g) =
∫ 1
0 ‖g˙(t)‖2dt and Fm is the application
that maps g ∈ C([0, 1]) to h uniquely defined by
h(t) = h(
k
m
) + b(h(
k
m
))(t− k
m
) + Σ(h(
k
m
))(g(t) − g( k
m
)
for t ∈ [ km , k+1m ] and hi(t) = 0 if ∃s s.t. hi(s) = 0.
Proof :
In order to simplify notations we will take x = 0 and move the simplex such that
0 ∈ ∆.
We will approximate Xε by Xε,m defined as the strong solution of
dXε,mt = b(X
ε,m
[mt]
m
)dt +
√
εΣ(Xε,m[mt]
m
)dWt
d(Xε,mt )i = 0 if (X
ε,m
t )i = 0
where Wt is the Brownian motion for which there exists a solution to (4.4).
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Lemma 4.5.3 :
For all δ > 0
lim
m→∞ lim supε→0
ε log P[‖Xε,m −Xε‖ > δ] = −∞
We will prove this Lemma later on.
Let Fm be the application that maps g ∈ C([0, 1]) to h uniquely defined by
h(t) = h(
k
m
) + b(h(
k
m
))(t− k
m
) + Σ(h(
k
m
))(g(t) − g( k
m
)
for t ∈ [ km , k+1m ] and hi(t) = 0 if ∃s s.t. hi(s) = 0.
We remark that Xε,m = Fm(
√
εW.). The assumptions on b and Σ ensure the conti-
nuity of Fm for the norm ‖.‖∞.
Lemma 4.5.4 :
Let g ∈ H1
lim sup
m→∞
sup
g;‖g‖H16α
d(Fm(g), F (g)) = 0
where d is the distance induced by ‖.‖∞ and F is the application which maps g to the
set of functions f that satisfy
f(t) =
∫ t
0
b(f(s))ds+
∫ t
0
Σ(f(s))g˙(s)ds
if g ∈ H1 and ∞ otherwise.
We will prove this Lemma later on.
The following Theorem is Theorem 4.2.16 is [16]
Theorem 4.5.5 :
Let {µε,m} be a family of probability measures which, for every m, satisfies a large
deviations principle with rate function Im.
Then, every family of probability measures {µ˜ε} for which µε,m are exponential ap-
proximations satisfies a weak large deviations principle with rate function
I(y) = sup
δ>0
lim inf
m→∞ infz∈By,δ
Im(z)
where By,δ is the ball centered in y with radius δ.
Moreover, if I(·) is a good rate function and, for every closed set F
inf
y∈F
I(y) 6 lim sup
m→∞
inf
y∈F
Im(y)
Then {µ˜ε}satisfies a strong large deviations principle.
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The Lemma 4.5.3 tells us that Xε,m are exponential approximations of Xε. From
Schilder Theorem we can infer a large deviations principle for εB. with good rate function
J(g) =
∫ 1
0 ‖g˙(t)‖2dt if g ∈ H1 and ∞ otherwise, the Contraction Principle will in turn
give us the LDP for µε,m with good rate function Im(x) = Inf{J(x) ; y = Fm(x)}.
Combining said results gives us the aforementioned Theorem.

Proof : [Proof of Lemma 4.5.3]
Let δ > 0 and let Zt = X
ε,m
t −Xεt .
Let ρ > 0, τ1 = Inf{t; ‖Xε,mt −Xε,m[mt]
m
‖ > ρ} ∧ 1 and τ2 = Inf{t; ‖Zt‖ > δ} ∧ τ1.
The following inclusion holds :
{‖Xε,m −Xε‖∞ > δ} ⊂ {τ1 < 1} ∪ { sup
t∈[0τ1]
‖Xε,mt −Xεt ‖ > δ}
We denote dZt = btdt +
√
εσtdBt. We know that bt and σt satisfy the following
assertions
‖σt‖ 6 M(ρ+ ‖Zt‖)1/2
‖bt‖ 6 B(ρ+ ‖Zt‖)
We define φ(y) = (ρ+ ‖y‖)1/ε and Ut = φ(Zt). Then dUt = gtdt+ σ˜tdBt where
|gt| 6 K
ε
Ut(‖Zt‖2 + ‖Zt‖+ dε)
|σ˜t| 6 K√
ε
Ut‖Zt‖
Thus σ˜t is bounded on [0; τ2] which, in turn, implies that Ut−
∫ t
0 gsds is a martingale
on [0; τ2].
By Doob Inequality we then get
E[Ut∧τ2 ] = Uo + E
[∫ t∧τ2
0
gsds
]
6 U0 +
K
ε
E
[∫ t∧τ2
0
Us(‖Zs‖2 + ‖Zs‖+ dε)ds
]
6 U0 +
K ′
ε
E
[∫ t∧τ2
0
Usds
]
6 U0 +
K ′
ε
∫ t∧τ2
0
E [Us] ds
Then, by use of the Gronwall Lemma
E[Uτ2 ] = E[U1∧τ2 ] 6 U0e
K ′/ε
6 φ(Z0)e
K ′/ε
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Given that φ is a non-negative and growing function, we get by Tchebychev inequality
P[‖Zτ2‖ > δ] = P[φ(Zτ2) > φ(δ)] 6
E[φ(Zτ2)]
φ(δ)
6
E[Uτ2 ]
φ(δ)
Thus
ε log P[‖Zτ2‖ > δ] 6 K ′ + log
(
ρ+ ‖Z0‖
ρ+ δ
)
We know that { sup
t∈[0,τ1]
‖Zt‖ > δ} = {‖Zτ2 > δ}
We then get
ε log P[ sup
t∈[0τ1]
‖Zt‖ > δ] 6 K ′ + log
(
ρ+ ‖Z0‖
ρ+ δ
)
K ′ doesn’t depend on ε, δ, ρ and m. Hence
lim
ρ→0 supm>1
lim sup
ep→0
ε log P[ sup
t∈[0τ1]
‖Zt‖ > δ] = −∞
‖Xε,mt −Xε,m[mt]
m
‖ 6 C[ 1
m
+
√
ε max
k=0...m−1
sup
06s61/m
Bs+k/m −Bk/m]
where C > max(‖σ‖∞, ‖b‖∞)
We get that, according to Lemma 5.2.1 in [16], ∀m 6 C/ρ
P[ sup
t∈[0,1]
‖Xε,mt −Xε,m[mt]
m
‖ > ρ] 6 mP[ sup
06s61/m
Bs >
ρ− C/m√
εC
]
6 4dme−m
(ρ−C/m)2
2dεC2
Thus ∀ρ > 0
lim
n→∞ lim supε→0
ε log P[τ1 < 1] = −∞
Finally we get that
lim
m→∞ lim supε→0
ε log P[‖Xε,m −Xε‖ > δ] = −∞

Proof : [Proof of Lemma 4.5.4]
Let g ∈ H1([0, 1]) (we can restrict ourselves to g ∈ H1 because we only care about g
such that J(g) <∞) and fm = Fm(g), m ∈ N.
Let t, u ∈ [0, 1]
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‖fm(t)− fm(u)‖ = ‖
∫ t
u
b(fm(
[ms]
m
))ds +Σ(fm(
[mt]
m
))(g(t) − g( [mt]
m
)
+
[mt]−1∑
k=[mu]+1
Σ(fm(
k
m
))(g(
k + 1
m
)− g( k
m
))
+ Σ(fm(
[mu]
m
)(g(
[mu]
m
)− g(u))‖
6 ‖b‖∞(t− u) + ‖Σ(fm( [mt]
m
))‖‖g‖H1 |t−
[mt]
m
|
+
[mt]−1∑
k=[mu]+1
‖Σ(fm( k
m
))‖‖g‖H1 |
k + 1
m
− k
m
|
+ ‖Σ(fm( [mu]
m
)‖‖g‖H1 |
[mu]
m
)− u|
6 (‖b‖∞ + ‖Σ‖∞‖g‖H1)(t− u)
The family fm is equi-Lipschitz, thus equi-continuous. {fm(t);m ∈ N} ⊂ ∆ is
relatively compact.
By Ascoli-Arzela Theorem,we get the relative compactness of the family fm for the
infinity norm topology. Let f be a limit point of the family fm, by the continuity of b
and Σ, we will get f ∈ F (g).
As the limit points of the family fm stay in F (g), we have
∀ε∃N∀n > N d(fn, F (g)) 6 ε
i.e. lim sup d(fm, F (g)) = 0. The compactness of {g, J(g) 6 α} allows us to conclude.

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