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Let (g, τ ) be a real simple symmetric Lie algebra and let W ⊂ g be an invariant closed
convex cone which is pointed and generating with τ (W ) = −W . For elements h ∈ g with
τ (h) = h, we classify the Lie algebras g(τ, h) which are generated by the closed convex cones
C±(h) := (±W ) ∩ g
−τ
±1(h),
where g−τ±1(h) := {x ∈ g : τ (x) = −x, [h, x] = ±x}. These cones occur naturally as the skew-
symmetric parts of the Lie wedges of endomorphism semigroups of certain standard subspaces.
We prove in particular that g(τ, h) is either a hermitian simple Lie algebra of tube type or
a direct sum of two Lie algebras of this type. Moreover, we give for each hermitian simple Lie
algebra and each equivalence class of involutive automorphisms τ of g with τ (W ) = −W a list
of possible subalgebras g(τ, h) up to isomorphy.
1 Introduction
A standard subspace of a complex Hilbert spaceH is a closed real subspace V such that V ∩iV = {0}
and V + iV is dense in H. We denote the set of standard subspaces of H by Stand(H). In Algebraic
Quantum Field Theory, standard subspaces can be constructed naturally in the context of Haag–
Kastler nets: Here, one studies nets of von Neumann algebras
O 7→M(O)
on a Hilbert space H indexed by open regions in a spacetime X . In the case of the Minkowski
spacetime X = R1,d−1 ∼= Rd, d ∈ N, these nets satisfy the following properties (cf. [Ha96]):
• Isotony: If O1 ⊂ O2 for open regions O1,O2 ⊂ Rd, then M(O1) ⊂M(O2).
• Locality: If O1 ⊂ O′2 for open regions O1,O2 ⊂ R
d, thenM(O1) ⊂M(O2)′. Here O′2 denotes
the causal complement of O2 and M(O2)′ denotes the commutant of M(O2) in the bounded
operators on H.
• Poincare´ covariance: There exists a unitary positive energy representation (U,H) of the
Poincare´ group P (d)↑+ := R
d
⋊ SO1,d−1(R)
↑ with U(g)M(O)U(g)∗ = M(gO) for all open
regions O ⊂ Rd and all g ∈ P (d)↑+.
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• The Reeh–Schlieder property: There exists a unit vector Ω ∈ H, called the vacuum vector,
with U(g)Ω = Ω for all g ∈ P (d)↑+. Moreover, Ω is cyclic and separating for all M(O), which
means that M(O)Ω is dense in H and the map M(O) ∋ A 7→ AΩ is injective for all open
regions O ⊂ Rd.
For each Haag–Kastler net with the above properties, we obtain a net of standard subspaces by
setting
VO := {AΩ : A ∈ M(O), A∗ = A}.
On these nets of standard subspaces, we can impose an analog of the Haag–Kastler axioms stated
above if we define
V ′O := {v ∈ H : (∀w ∈ VO) Im〈v, w〉 = 0},
where 〈·, ·〉 denotes the scalar product on H. Then the passage from von Neumann algebras to
standard subspaces preserves isotony, locality, and Poincare´ covariance. Conversely, one can pass
from standard subspaces to von Neumann algebras via Second Quantization in such a way that
locality and isotony properties are preserved (cf. [NO´17, Sec. 6] and [Ar63]). This observation
allows us to study the geometry of nets of von Neumann algebras in the much simpler setting of
nets of standard subspaces. We refer to [Lo08] for more information on standard subspaces and
to [NO´17] for a detailed study of the relation between nets of von Neumann algebras and nets of
standard subspaces.
One particularly interesting problem in this context is to understand the order structure on
Stand(H) defined by the inclusion relation. As the arguments in [Ne18] show, a natural approach
is to examine, for a fixed standard subspace V ∈ Stand(H) and a unitary representation (U,H) of
a Lie group G, the orbit U(G)V ⊂ Stand(H). The order structure on U(G)V is encoded in the
closed subsemigroup
SV := {g ∈ G : U(g)V ⊂ V }. (1)
Infinitesimally, the subsemigroup SV can be described by its Lie wedge L(SV ), which is a semigroup
analog of a Lie algebra (cf. [HHL89]):
L(SV ) := {x ∈ L(G) : exp(R≥0x) ⊂ SV }.
Here, L denotes the Lie functor.
The Lie wedge L(SV ) can be described explicitly in the following setting: To every standard
subspace V ∈ Stand(H), we associate the Tomita operator
TV : V + iV → H, v + iw 7→ v − iw.
Then TV is a densely defined, closed antilinear involution on H with V = Fix(TV ) (cf. [Lo08, Prop.
3.2]). Hence, it has a polar decomposition TV = JV∆
1/2
V into an antiunitary involution JV and a
strictly positive selfadjoint operator ∆
1/2
V with the relation JV∆V J = ∆
−1
V . In particular, we have
JV log(∆V )JV = − log(∆V ) by functional calculus. Conversely, given an antiunitary involution J
on H and a selfadjoint operator A with JAJ = −A, the operator T = Je
1
2A becomes a closed
antilinear involution and V := Fix(T ) is a standard subspace (cf. [Lo08, Cor. 3.5]).
This observation can be used in the following way: Let (G, τG) be a symmetric Lie group with
Lie algebra g := L(G). We denote the 1-eigenspace of τ := L(τG) in g by h and the (−1)-eigenspace
by q. Let (U,H) be a representation of Gτ := G ⋊ {1, τG} such that U(G) consists of unitary
operators and U(τG) is antiunitary. For h ∈ h, we denote the infinitesimal generator of the unitary
one-parameter group t 7→ U(exp(th)) by ∂U(h). Then
J := U(τG) and ∆ := e
2πi∂U(h)
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determine a standard subspace V := Fix(J∆1/2) ∈ Stand(H), and SV is a subsemigroup of G which
is invariant under the operation g 7→ g∗ := τG(g)−1, g ∈ G.
The following result from [Ne19] then allows us to determine L(SV ) using the structure theory
of Lie algebras: Let CU := {x ∈ g : −i∂U(x) ≥ 0} be the positive cone of U and suppose that
the kernel of U is discrete, i.e. CU is pointed. The closed convex cone CU is g-invariant, i.e.
ead gCU ⊂ CU . Moreover, we have τ(CU ) = −CU because
−i∂U(τ(x)) = −iJ∂U(x)J = J(i∂U(x))J for x ∈ g.
For an ad(x)-invariant subspace F ⊂ g, x ∈ g, and λ ∈ R, we define Fλ(x) := ker(ad(x)−λ idF ).
Then the Lie wedge L(SV ) is given by
L(SV ) = C− ⊕ h0(h)⊕ C+, where C± := C±(CU , τ, h) := ±CU ∩ q±1(h). (2)
and gred := span(L(SV )) is a 3-graded Lie algebra. On gred, the involution τ coincides with the
involution eiπ ad h (cf. [Ne19, Thm. 4.4]).
When it comes to the order structure on U(G)V defined by the semigroup SV in (1), we are
mainly interested in strict inclusions of standard subspaces, which in turn correspond to elements
which are not invertible in SV . Hence, it is reasonable to focus on the ideal in gred that is generated
by C+ and C−, which we denote by g(CU , τ, h).
In this article, we classify all possible configurations of g(CU , τ, h) in the case where g is a real
simple Lie algebra: More precisely, we classify all possible subalgebras
g(W, τ, h) := g−(W, τ, h)⊕ [g−(W, τ, h), g+(W, τ, h)]⊕ g+(W, τ, h), (3)
with
g±(W, τ, h) = C±(W, τ, h)− C±(W, τ, h),
where W ⊂ g is an invariant closed convex cone, τ ∈ Aut(g) is an involutive automorphism with
τ(W ) = −W , and h ∈ g with τ(h) = h.
As the cone W is invariant under inner automorphisms of g by assumption, the subspaces
W ∩ (−W ) and W −W are ideals in g. If W is non-trivial, i.e. {0} 6= W 6= g, then g is called
a hermitian Lie algebra. Every hermitian Lie algebra contains an up to a sign unique pointed
generating invariant closed convex cone Wmin(g) such that, for every pointed generating invariant
closed convex cone W ⊂ g, we either have Wmin(g) ⊂W or Wmin(g) ⊂ −W . This is a consequence
of the Kostant–Vinberg Theorem (cf. [HHL89, p. 262]). We will later see that we have g±(W, τ, h) =
g±(Wmin(g), τ, h) if τ(W ) = −W , so that, for our purposes, it suffices to consider the subalgebras
g(τ, h) := g(Wmin(g), τ, h) for our classification problem. The hermitian simple Lie algebras g which
admit a 3-grading induced by the adjoint representation of an element in g are said to be of tube
type. It is obvious from (3) that g(W, τ, h) = g is only possible if g is of tube type.
The following theorem is the main result of this article:
Theorem 1.1. Let g be a hermitian simple Lie algebra. Let τ ∈ Aut(g) be an involution with
τ(Wmin) = −Wmin and let h ∈ g with τ(h) = h. If the Lie algebra g(τ, h) is non-trivial, then it
is either hermitian simple and of tube type or is the direct sum of two such Lie algebras. More
precisely, g(τ, h) is either {0} or isomorphic to one of the Lie algebras in Table 1. Conversely, for
every involutive automorphism τ ∈ Aut(g) with τ(Wmin) = −Wmin, all subalgebras g(τ, h) in the
table can be realized for some h ∈ g with τ(h) = h.
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g gτ g(τ, h) p, q, k, ℓ
su(p, p) sl(p,C)× R su(k, k)⊕ su(ℓ, ℓ) p ≥ k + ℓ > 0
su(p, q) so(p, q) sp(2k,R) p > q ≥ k > 0
su(2p, 2q) sp(p, q) so∗(4k), sl(2,R) p > q > 0, q ≥ k > 1
sp(2p,R) sl(p,R)× R sp(2k,R)⊕ sp(2ℓ,R) p ≥ k + ℓ > 0
sp(4p,R) sp(2p,C) su(k, k) p ≥ k > 0
so∗(4p) su∗(2p)× R so∗(4k)⊕ so∗(4ℓ), sl(2,R), p ≥ k + ℓ > 1, k, ℓ 6= 1
so∗(4k)⊕ sl(2,R)
sl(2,R)⊕ sl(2,R)
so∗(2p) so(p,C) su(k, k) p ≥ 3, ⌊p2⌋ ≥ k > 0
so(2, p) so(1, 1)× so(1, p− 1) sl(2,R)⊕ sl(2,R), so(2, k) p > 0, p 6= 2, k ∈ {p, 1}
so(2, p) so(q, 1)× so(1, p− q) so(2, k) q > 1, k ∈ {1, p− q + 1, q + 1}
so(2, p) so(1, p) so(2, 1)
e6(−14) sp(2, 2) so(2, 5), sl(2,R)
e6(−14) f4(−20) sl(2,R)
e7(−25) e6(−26) × R e7(−25), so(2, 10), sl(2,R),
so(2, 10)⊕ sl(2,R)
e7(−25) su
∗(8) so∗(12), so∗(8), sl(2,R)
Table 1: Lie subalgebras g(τ, h) for an involution τ ∈ Aut(g) with τ(Wmin) = −Wmin and h ∈ gτ .
This article is divided into two main parts: In Section 2, we provide the background knowledge
that is necessary for the proof of Theorem 1.1. We first recall some general facts on convex sets
in Lie algebras in Section 2.1. In Section 2.2, we introduce the basic structure theory of hermitian
Lie algebras and examine those involutive automorphisms of hermitian Lie algebras that flip the
minimal invariant coneWmin. Hermitian Lie algebras are closely related to simple euclidean Jordan
algebras via the Kantor–Koecher–Tits construction. We will explain this relation in more detail in
Section 2.3 because it is crucial for the proof of Theorem 1.1.
Finally, in Section 3, we prove Theorem 1.1. In the above context, the Lie wedge L(SV ) generates
g only if τ = eiπ ad(h0) for some semisimple element h0 ∈ g such that spec(ad(h0)) ⊂ Z. We will
consider this case in detail in Section 3.1 and summarize the results in Theorem 3.8. In the rest of
the article we then consider the remaining cases.
Notation
• For a vector space V over K ∈ {R,C}, a linear endomorphism A on V , and λ ∈ K, we denote
the λ-eigenspace of A by V (A;λ).
• Let g be a Lie algebra and let x ∈ g. For an ad(x)-invariant subspace V ⊂ g, we define
Vλ(x) := V (ad(x);λ). For an involutive automorphism τ ∈ Aut(g), we define
g±τ := {y ∈ g : τ(y) = ±y}.
If g is hermitian, then we denote the (up to sign unique) minimal invariant pointed generating
closed convex cone by Wmin instead of Wmin(g) if there is no ambiguity. Moreover, we denote
by Inn(g) := 〈ead g〉 the group of inner automorphisms of g.
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2 Lie algebras, convex cones, and Jordan algebras
In this section, we introduce the structure theory of Lie algebras containing convex cones that is
necessary in order to prove Theorem 1.1. Since it is crucial for our proof, we will also recall the
relation between Jordan algebras and hermitian Lie algebras.
2.1 Convexity in Lie algebras
Definition 2.1. A real finite dimensional Lie algebra g is called admissible if it contains a generating
invariant closed convex subset C with H(C) := {x ∈ g : C+x = C} = {0}, i.e. C contains no affine
lines.
Definition 2.2. Let g be a Lie algebra and k ⊂ g be a subalgebra. Then k is said to be compactly
embedded if the subgroup generated by ead k is relatively compact in Aut(g).
Every admissible Lie algebra g contains a compactly embedded Cartan subalgebra t (cf. [Ne00,
Thm. VII.3.10]) and there exists a maximal compactly embedded subalgebra k of g containing t.
Let ∆ := ∆(gC, tC) be the corresponding set of roots. A root α ∈ ∆ is called compact if gαC is
contained in kC. Otherwise it is called non-compact. The set of compact roots is denoted by ∆k
and the set of non-compact roots by ∆p.
Let ∆+ ⊂ ∆ be a system of positive roots, i.e. there exists an element X ∈ it such that
∆+ = {α ∈ ∆ : α(X) > 0} and α(X) 6= 0 for all α ∈ ∆. Then we say that ∆ is adapted if
β(X) > α(X) for all α ∈ ∆k, β ∈ ∆+p .
A Lie algebra g which contains a compactly embedded Cartan subalgebra is called quasihermitian
if there exists an adapted system of positive roots. An equivalent condition is that zg(z(k)) = k for a
maximal compactly embedded subalgebra k of g. Every simple quasihermitian Lie algebra is either
compact or satisfies z(k) 6= {0}. In the latter case, g is called hermitian.
Definition 2.3. Let g be admissible, let k be a compactly embedded subalgebra of g, and let t ⊂ k
be a compactly embedded Cartan subalgebra. Denote by ∆ := ∆(gC, tC) the corresponding set of
roots. For every α ∈ ∆k, there exists a unique element α∨ ∈ [gαC, g
−α
C
] with α(α∨) = 2. We call the
group Wk generated by the reflections
sα : t→ t, X 7→ X − α(X)α
∨, α ∈ ∆k,
the Weyl group of the pair (k, t) (cf. [Ne00, Def. VII.2.8]).
Let g be admissible, let k ⊂ g be a maximal compactly embedded subalgebra, and let t be a
compactly embedded Cartan subalgebra. Let ∆ := ∆(gC, tC) be the corresponding set of roots.
Then the pointed generating invariant closed convex cones W ⊂ g can be classified as follows (cf.
[Ne00, VII.3, VIII.3]): For a system of positive roots ∆+ ⊂ ∆, we define the convex cones
Cmin := Cmin(∆
+
p ) := cone{i[Zα, Zα] : Zα ∈ g
α
C, α ∈ ∆
+
p } ⊂ t
and
Cmax := Cmax(∆
+
p ) := {X ∈ t : (∀α ∈ ∆
+
p )iα(X) ≥ 0}.
Then there exists a unique adapted system of positive roots such that Cmin ⊂ W ∩ t ⊂ Cmax, and
W ∩ t uniquely determines W .
Conversely, if C ⊂ t is a generating closed convex cone with Cmin ⊂ C ⊂ Cmax for some adapted
system of positive roots which is invariant under the Weyl group Wk of (k, t), then there exists a
unique generating invariant closed convex cone W with W ∩ t = C (cf. [Ne00, Thm. VIII.3.21]).
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2.2 Hermitian Lie algebras
A simple non-compact quasihermitian Lie algebra is called hermitian. A complete list of all hermi-
tian Lie algebras can be found in [Ne00, Thm. A.V.1]. One can also define the hermitian simple
Lie algebras as those simple real Lie algebras which contain a pointed generating invariant cone (cf.
[HN93, Thm. 7.25]).
Let g be a hermitian Lie algebra. The classification of hermitian simple Lie algebras shows that,
for every maximal compactly embedded subalgebra k ⊂ g, we have dim z(k) = 1. In particular, there
exists an element H0 ∈ z(k) such that ad(H0) is diagonalizable in gC with spec(adH0) ⊂ {−i, 0, i}.
We call such an element an H-element. For an H-element H0 ∈ z(k), we define Wmin(H0) as the
smallest invariant closed convex cone containing H0, and Wmax(H0) as the dual cone −W ∗min(H0)
with respect to the Killing form of g. These cones are up to a sign uniquely characterized by
Wmin(H0) ⊂Wmax(H0) and the property that, for every pointed generating invariant closed convex
cone W ⊂ g, either Wmin(H0) ⊂ W ⊂ Wmax(H0) or Wmin(H0) ⊂ (−W ) ⊂ Wmax(H0) (cf. [HN93,
Thm. 7.25]). Because of their uniqueness up to a sign, we also denote these cones by Wmin(g) and
Wmax(g) or simply Wmin and Wmax.
Let g = k ⊕ p be a Cartan decomposition of g and let a ⊂ p be a maximal abelian subspace.
Let Σ ⊂ a∗ be the restricted root system of g and let r := dim a =: rankR g be the real rank of g.
Then, according to Moore’s Theorem (cf. [HO´97, Thm. A.4.4], [Sa80, Ch. III, §4]), the restricted
root system Σ is either of type (Cr) or of type (BCr), i.e. we either have
Σ = {±(εj ± εi) : 1 ≤ i < j ≤ r} ∪ {±2εj : 1 ≤ j ≤ r} ∼= Cr (4)
or
Σ = {±(εj ± εi) : 1 ≤ i < j ≤ r} ∪ {±εj,±2εj : 1 ≤ j ≤ r} ∼= BCr. (5)
We say that g is of tube type if Σ ∼= Cr and that g is of non-tube type if Σ ∼= BCr. Let Hk be the
coroot of 2εk for k = 1, . . . , r. Then {H1, . . . , Hr} is a basis of a and we have εk(Hℓ) = δkℓ for
1 ≤ ℓ ≤ r.
Remark 2.4. (The Weyl-group of a hermitian Lie algebra) The Weyl-group W of a hermitian Lie
algebra g can be determined as follows: Fix a Cartan decomposition g = k ⊕ p and a maximal
abelian subspace a. Let r := dim a = rankR g and let H1, . . . , Hr be defined as above.
Let β be the Cartan-Killing form on g. Then there exists for each α ∈ a∗ a unique element
Aα ∈ a such that β(H,Aα) = α(H) for all H ∈ a. The Weyl group of g can be identified with the
group generated by the reflections
sα(H) = H − 2
α(H)
α(Aα)
Aα, H ∈ a, α ∈ Σ.
(cf. [Hel78, Ch. VII, Cor. 2.13]). Using the root space decomposition of g, we find that Aεk is a
multiple of Hk for 1 ≤ k ≤ r. A straightforward computation now shows that W can be identified
with the group {±1}r ⋊ Sr of signed permutations on {1, . . . , r} in the obvious way.
Remark 2.5. (On hyperbolic elements) Let g be a real semisimple Lie algebra and let G be a
connected Lie group with L(G) = g. Recall that an ad-diagonalizable element x ∈ g is called
hyperbolic if spec(adh) ⊂ R, and that it is called elliptic if spec(adx) ⊂ iR. For every h ∈ g, there
exists a Jordan decomposition into h = hn + he + hh, where hn is nilpotent, he is elliptic, and hh
is hyperbolic. The summands hn, he, and hh are unique.
Let g = k + a + n be the Iwasawa decomposition of g (cf.[Hel78, Ch. VI, §3]). By [Hel78, Ch.
IX, Thm. 7.2], an element h ∈ g is hyperbolic if and only if it is conjugate to an element in a, i.e.
a ∩ Oh 6= ∅.
6
On the Lie group level, we have the decomposition G = KAN . For an element h ∈ a, we are
interested in the set Oh ∩ a = Ad(G)h ∩ a. From the Iwasawa decomposition of G, we see that this
set equals Ad(K)h ∩ a, which equals W .h, where W is the Weyl group of g (cf. [Hel78, Ch. VII,
§2]).
Apart from the type of the restricted root system, we have the following criterion to distinguish
tube type hermitian Lie algebras from non-tube type hermitian Lie algebras:
Lemma 2.6. Let g be a hermitian Lie algebra. Then g is of tube type if and only if there exists an
element h ∈ g such that g = g−1(h)⊕ g0(h)⊕ g1(h).
Proof. Fix a Cartan decomposition g = k⊕p and a maximal abelian subspace a ⊂ p. Let H1, . . . , Hr
be the coroots of 2ε1, . . . , 2εr respectively, where r = rankR g. By Remark 2.5, every hyperbolic
element in g is conjugate to an element of the form h =
∑r
k=1 λkHk ∈ a for some λ1, . . . , λr ≥ 0.
If ad(h) induces a 3-grading on g in the above form, then it is easy to see that λk =
1
2 for all
1 ≤ k ≤ r. But then ad(h) induces a 3-grading on g if and only if the restricted root system Σ ⊂ a∗
is of type (Cr), which proves the claim.
Remark 2.7. Let g be a hermitian Lie algebra of tube type and of real rank r. Fix a Cartan
decomposition g = k⊕ p of g and a maximal abelian subspace a ⊂ p. Let H1, . . . , Hr ∈ a be defined
as before.
An element h ∈ a induces a 3-grading on g with g = g−1(h)⊕ g0(h)⊕ g1(h) if and only if it is of
the form h =
∑r
k=1 λkHk with λk ∈ {±
1
2}. Similarly, it is easy to see that h induces a 5-grading on
g with g = g−1(h)⊕g− 12 (h)⊕g0(h)⊕g 12 (h)⊕g1(h) if and only if h =
∑r
k=1 λkHk with λk ∈ {0,±
1
2}.
For 1 ≤ k ≤ r, let H ′k := λkHk and define ε
′
k := λkεk. Thus, by replacing Hk with H
′
k and εk
with ε′k, we may assume that λk is non-negative for all 1 ≤ k ≤ r.
Reductive Lie algebras containing pointed generating invariant convex cones can be decomposed
as follows:
Lemma 2.8. Let g be an admissible reductive Lie algebra. Then every simple ideal in g is either
compact or hermitian.
Proof. Every admissible Lie algebra is quasihermitian by [Ne00, Thm. VII.3.10], so that we have
zg(z(k)) = k for all maximal compactly embedded subalgebras. Let k be such a maximal compactly
embedded subalgebra and let s be a simple ideal. Then ks := k∩ s is maximal compactly embedded
in s and, since g is reductive, we have zs(z(ks)) = ks, so that s is also quasihermitian. Hence, s is
either compact or hermitian simple (cf. Section 2.1).
2.2.1 Nilpotent elements
Let g be a finite-dimensional real Lie algebra. An element x ∈ g is called nilpotent if adx is a
nilpotent endomorphism of g.
If g is semisimple, then every nilpotent element x 6= 0 can be embedded into an sl(2)-triple
(h, x, y) ∈ g3, i.e. we have
[h, x] = 2x, [h, y] = −2y, and [x, y] = h
(cf. [Hel78, Ch. IX, Thm. 7.4]).
A sufficient condition for x ∈ g being nilpotent is the existence of an element h ∈ g such that
[h, x] ∈ Rx. To see this, consider the subalgebra gx := Rh ⋉ Rx, where h acts by the adjoint
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representation. Then gx is a solvable Lie algebra. Hence, every representation of gx restricted to
[gx, gx] = Rx is nilpotent (cf. [HN12, Cor. 5.4.11]), so that in particular x is nilpotent.
For our purposes the nilpotent elements which are contained in pointed generating invariant
cones are of particular interest:
Definition 2.9. Let x ∈ g. Then the adjoint orbit Ox := Inn(g)(x) is called an orbit of convex
type if cone(Ox) is pointed.
Definition 2.10. The theory of sl(2)-triples is a key tool in the classification of nilpotent orbits of
convex type in semisimple Lie algebras. Following [HNO94], we therefore fix the following notation
for elements in sl(2,R):
H :=
(
1 0
0 −1
)
, X :=
(
0 1
0 0
)
, Y :=
(
0 0
1 0
)
, T :=
(
0 1
1 0
)
, U :=
(
0 1
−1 0
)
.
We have the following commutator relations:
[H,X ] = 2X, [H,Y ] = −2Y, [X,Y ] = H, [U, T ] = 2H, [U,H ] = −2T, [H,T ] = 2U.
Definition 2.11. (cf. [HNO94]) Let g be a semisimple Lie algebra. Then H0 ∈ g is called an
H-element if ker ad(H0) is a maximal compactly embedded subalgebra of g and spec(adH0) =
{0, i,−i}. The pair (g, H0) is called a Lie algebra of hermitian type.
We already noted at the beginning of Section 2.2 that every hermitian Lie algebra contains an
H-element which is unique up to sign for a fixed Cartan involution. In the case of the hermitian
Lie algebra g = sl(2,R) and the Cartan involution θ(X) := −XT, X ∈ g, the element H0 =
1
2U is
an H-element.
Definition 2.12. Let (g, H0) and (g˜, H˜0) be semisimple Lie algebras of hermitian type.
(a) A Lie algebra homomorphism κ : g → g˜ is called an (H1)-homomorphism if κ ◦ ad(H0) =
ad(H˜0) ◦ κ.
(b) A Lie algebra homomorphism κ : g→ g˜ is called an (H2)-homomorphism if κ(H0) = H˜0.
Remark 2.13. Let (g, H0) and (g
′, H ′0) be Lie algebras of hermitian type. Then the H-element
H0 determines a Cartan decomposition of g by k := ker(adH0) and p := [H0, g] (cf. [HNO94, Def.
II.1]). Let k′ := ker(adH ′0) and p
′ := [H ′0, g]. Then every (H1)-homomorphism κ : (g, H0)→ (g
′, H ′0)
satisfies κ(k) ⊂ k′ and κ(p) ⊂ p′.
Remark 2.14. (a) The Lie algebra g = sl(2,R)r, r ∈ N, is of hermitian type. We introduce the
following notation: For an element A ∈ {H,X, Y, T, U} ⊂ sl(2,R) (cf. Definition 2.10), we denote
by Ak the image of A under the inclusion of sl(2,R) into the k-th summand of g, where 1 ≤ k ≤ r.
An H-element of g is thus given by 12U
r := 12
∑r
k=1 Uk.
(b) Let g be a hermitian Lie algebra with a Cartan decomposition g = k⊕ p. Let H0 ∈ z(k) be
an H-element of g (Definition 2.11) and define J := ad(H0).
Choose a maximal abelian subspace a ⊂ p of dimension r = rankR g. Then, according to [HNO94,
Lem. III.3], s := a + J(a) + [a, J(a)] is a subalgebra of g which is the image of an injective (H1)-
homomorphism κ1 : (sl(2,R)
r, 12U
r) → (g, H0). Furthermore, there exists an (H1)-homomorphism
κ2 : (sl(2,R),
1
2U) → (sl(2,R)
r, 12U
r) with κ2(H) =
∑r
k=1Hk (cf. [HNO94, Prop. III.7]). Thus,
κ := κ1 ◦ κ2 is also an (H1)-homomorphism. We set H ′ := κ(H). If we define {ε1, . . . , εr} ⊂ a∗ as
the dual basis of {κ1(H1), . . . , κ1(Hr)}, then we obtain a root system of type (Cr) as in (4) if g is
of tube type and of type (BCr) as in (5) if g is of non-tube type (cf. [Sa80, p. 110]).
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The endomorphism ad(H ′) induces a 5-grading
g = g−2(H
′)⊕ g−1(H
′)⊕ g0(H
′)⊕ g1(H
′)⊕ g2(H
′)
and we have g±1 = {0} if and only if g is of tube type. In particular, we see that in the isotypic
decomposition g = g[0]⊕ g[1]⊕ g[2] with respect to the sl(2,R)-representation adg ◦κ (cf. [Sa80, Ch.
III §1, Lem. 1.2]), the summand g[1] vanishes if and only g is of tube type. The former condition
is equivalent to κ being an (H2)-homomorphism, i.e. κ(
1
2U) = H0 (cf. [Sa80, Ch. III §1, Cor. 1.6]).
Thus, we can identify H0 with the H-element
1
2
∑r
k=1 Uk of the semisimple Lie algebra sl(2,R)
r if
g is of tube type.
(c) The arguments in (b) show that every hermitian Lie algebra of non-tube type contains a
hermitian Lie algebra of tube type with the same real rank as g: We define
gev := g−2(H
′)⊕ g0(H
′)⊕ g2(H
′) and gt := gt(H
′) := g−2(H
′)⊕ [g−2(H
′), g2(H
′)]⊕ g2(H
′)
and claim that gt is a tube-type Lie algebra. The 5-gradings of real simple Lie algebras and the
corresponding subalgebras gev have been classified in [Kan93]. If g is a non-tube type hermitian
Lie algebra, we deduce from [Kan93, Table II] that, for the grading induced by adH as above, the
subalgebra gev is of the form g
s
ev⊕ z(gev) with g
s
ev simple hermitian and of tube type. In particular,
we have gt = g
s
ev. With this procedure, we obtain the following pairs (g, gt):
g su(p, q) (p > q > 0) so∗(4n+ 2) (n > 1) e6(−14)
gt su(q, q) so
∗(4n) so(2, 8)
Table 2: Tube type subalgebras gt of g with rankR g = rankR gt induced by 5-gradings on g.
(d) Since the elements κ(X) ∈ g2(H ′) and κ(Y ) ∈ g−2(H ′) are nilpotent elements of convex type
by the proof of [HNO94, Thm. III.9], they are contained in (−Wmin(g)) ∪Wmin(g). In particular,
the intersection Wmin(g) ∩ gt is non-trivial, so that we have Wmin(gt) ⊂ Wmin(g) if the sign of
Wmin(gt) is chosen appropriately.
2.2.2 Involutive automorphisms of hermitian Lie algebras
Throughout this section, let g be a hermitian Lie algebra and let g = k⊕p be a Cartan decomposition
of g. In view of Theorem 1.1, we take a closer look at those involutive τ ∈ Aut(g) that flip the
minimal invariant cone, i.e. τ(Wmin) = −Wmin. The following lemma provides a useful criterion for
this property in terms of the H-elements of g:
Lemma 2.15. Let τ ∈ Aut(g) be an involution that preserves k and p and let H0 ∈ z(k) be an
H-element of g. Then τ(H0) ∈ {±H0}. Moreover, we have τ(Wmin(H0)) = −Wmin(H0) if and only
if τ(H0) = −H0.
Proof. Since τ preserves k, it also preserves the center z(k) = RH0 of k, so that τ(H0) ∈ {±H0}.
If τ(Wmin(H0)) = −Wmin(H0), then τ(H0) = −H0 because H0 ∈ Wmin(H0). Conversely, if
τ(H0) = −H0, then −Wmin(H0) ⊂ τ(Wmin(H0)) because −Wmin(H0) is the minimal invariant
cone containing −H0. Applying τ on both sides yields the converse inclusion.
Definition 2.16. For a Lie algebra g, let τ, σ ∈ Aut(g) be involutive automorphisms of g. We say
that τ and σ are equivalent if there exists an automorphism ϕ ∈ Aut(g) such that τ = ϕ−1 ◦ σ ◦ ϕ.
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Remark 2.17. (a) Let τ ∈ Aut(g) be an involution with τ(Wmin) = −Wmin, i.e. τ(H0) = −H0 (cf.
Lemma 2.15). Recall that z(k) = RH0. Denote by W
o
min the interior of Wmin in g. Then, by [HN93,
Prop. 7.10], we have W omin ∩ z(k) 6= ∅. Since Wmin is invariant under −τ , this means that the cone
C :=Wmin ∩ g−τ has inner points because Co =W omin ∩ g
−τ (cf. [HN93, Prop. 1.6]). In particular,
Co ∩ k 6= ∅. Hence, (g, τ) is a compactly causal symmetric pair, i.e. there exists a cone C ⊂ g−τ
which is invariant under Inn(gτ ) such that Co ∩ k 6= ∅ (cf. [HO´97, Def. 3.1.8]).
Conversely, suppose that (g, τ) is compactly causal and that g is hermitian. Then, by [HO´97,
Prop. 3.1.12], there exists an H-element H0 ∈ g−τ ∩ k, so that τ(Wmin) = −Wmin. Thus, an
involutive automorphism τ ∈ Aut(g) flips the minimal invariant cone Wmin if and only if (g, τ) is
compactly causal.
(b) The involutive automorphisms of real simple Lie algebras have been classified by Berger in
[B57]. A list of all compactly causal symmetric pairs up to equivalence can be found in [HO´97,
Thm. 3.2.8].
Let τ ∈ Aut(g) be an involutive automorphism which leaves k and p invariant. We have seen
in Lemma 2.15 that τ(Wmin) ∈ {±Wmin} because τ(H0) ∈ {±H0}, where H0 ∈ z(k) is an H-
element of g. This statement is false for general pointed generating invariant convex cones, as the
following example shows. However, in the context of standard subspaces which we outlined in the
introduction, the condition τ(W ) = −W arises naturally from the construction of the standard
subspace.
Example 2.18. For n ∈ N, n > 1, consider the Lie algebra
g := su(n, n) :=
{(
α β
β∗ γ
)
∈ gl(2n,C) : α∗ = −α, γ∗ = −γ, tr(α) + tr(γ) = 0
}
.
Then g is a hermitian Lie algebra of tube type with gC = sl(2n,C). As a Cartan involution, we fix
θ(X) := −X∗, X ∈ g, and we denote the corresponding Cartan decomposition of g by g = k ⊕ p.
Then
t :=
{(
α 0
0 γ
)
∈ g : α = diag(ia1, . . . , ian), γ = diag(ic1, . . . , icn), a1, c1, . . . , an, cn ∈ R
}
⊂ k
is a compactly embedded Cartan subalgebra. Let X =
(
α 0
0 γ
)
∈ t. The compact Weyl group
Wk of (k, t) (cf. Definition 2.3) is generated by the permutations of the diagonal entries of α and
the permutations of diagonal entries of γ. The minimal, respectively maximal, invariant cone is
uniquely determined by the cone
Cmin :=
{(
α 0
0 γ
)
∈ t : a1, . . . , an ≥ 0 ≥ c1, . . . , cn
}
,
respectively
Cmax :=
{(
α 0
0 γ
)
∈ t : a1, . . . , an ≥ c1, . . . , cn
}
(cf. [Pa81, p. 331]). The Wk-invariant convex cone
C :=
{(
α 0
0 γ
)
∈ t : a1, . . . , an ≥ 0, a1, . . . , an ≥ c1, . . . , cn
}
satisfies Cmin ⊂ C ⊂ Cmax, so that there exists a pointed generating invariant closed convex cone
W ⊂ g with W ∩ t = C (cf. Section 2.1).
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Consider the involutive automorphism
τ : g→ g, X 7→
(
0 −1n
1n 0
)
X
(
0 1n
−1n 0
)
.
Then τ(Wmin) = −Wmin because the H-element H0 =
(
i1n 0
0 −i1n
)
∈ z(k) is mapped to −H0.
Moreover, we have gτ ∼= sl(n,C) × R (cf. [O´91, Ex. 5.10]). But τ(W ) 6= −W because, for any
element X =
(
α 0
0 γ
)
∈ C for which γ has a diagonal entry with a strictly positive imaginary part,
we have
−τ(X) =
(
−γ 0
0 −α
)
6∈ C.
2.2.3 Integral hyperbolic elements
Throughout this section, let g be a hermitian Lie algebra of real rank r. We fix a Cartan decom-
position g = k⊕ p and a maximal abelian subspace a ⊂ p of dimension r. Recall that the restricted
root system of g is either of type (Cr) or of type (BCr) (cf. (4) and (5)) and denote by H1, . . . , Hr
the coroots of 2ε1, . . . , 2εr respectively.
An element h ∈ g is called integral hyperbolic if ad(h) is diagonalizable with spec(adh) ⊂ Z. In
order to describe the integral hyperbolic elements of g, we may assume that h ∈ a.
Every integral hyperbolic element h ∈ a induces an involution τ := eiπ adh which preserves k
and p. We are interested in those integral hyperbolic elements for which τ flips the (up to a sign
unique) minimal pointed generating invariant cone Wmin, i.e. τ(Wmin) = −Wmin.
Lemma 2.19. Suppose that g is of non-tube type. Then there exists no integral hyperbolic element
h ∈ g such that eiπ adhWmin = −Wmin.
Proof. Let H0 ∈ z(k) be an H-element with H0 ∈ Wmin. We extend a to a subalgebra s ∼=
sl(2,R)r as in Remark 2.14(b) and identify s with sl(2,R)r. Recall that there exists an injective
(H1)-homomorphism κ : sl(2,R) → s with H ′ := κ(H) =
∑r
k=1Hk. Set X
′ := κ(X) and write
X ′ =
∑r
k=1Xk for the corresponding decomposition in s
∼= sl(2,R)r. Then [H ′, X ′] = 2X ′ implies
[Hk, Xk] = 2Xk for k = 1, . . . , r. Moreover, the elements Xk are nilpotent elements of convex type
and therefore contained in Wmin ∪ −Wmin.
Let h =
∑r
k=1 λkHk, λk ∈ R for 1 ≤ k ≤ r, be integral hyperbolic and assume that g is of
non-tube-type, i.e. Σ is of type (BCr) as in (5). Then we have λk ∈ Z for k = 1, . . . , r because εk
is a root.
Furthermore, we have for all k = 1, . . . , r that [h,X ′] =
∑r
k=1 2λkXk and therefore [h,Xk] =
[λkHk, Xk] = 2λkXk, so that
eiπ adhXk = e
2λkiπXk = Xk,
because λk ∈ Z. Hence, we have eiπ adhWmin =Wmin.
Remark 2.20. Let h ∈ g be an integral hyperbolic element. Then, with respect to τ = eiπ ad h, we
have the eigenspace decomposition
h := gτ =
⊕
n∈2Z
gn(h), q := g
−τ =
⊕
n∈2Z+1
gn(h).
Consider now the automorphism σ = ei
pi
2 adh on gC of order 4. For x ∈ gn(h), n ∈ Z, we have
σ(x) = inx. Thus, σ preserves h and maps q onto iq. In particular, we have g ∼= gc := h⊕ iq.
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Lemma 2.21. Let g be of tube type and let λ1, . . . , λr ∈ R be such that h :=
∑r
k=1 λkHk is integral
hyperbolic. Then the involution τ := eiπ adh satisfies τ(Wmin) = −Wmin if and only if λk ∈ Z +
1
2
for all 1 ≤ k ≤ r.
Proof. We embed a into a subalgebra s ∼= sl(2,R)r of g as in Remark 2.14 and identify s with
sl(2,R)r. By the same remark, H0 :=
1
2
∑r
k=1 Uk ∈ s ⊂ g is an H-element of g, and we may assume
that H0 ∈ Wmin. By Lemma 2.15, the condition τ(Wmin) = −Wmin is equivalent to τ(H0) = −H0.
The involution τ preserves each sl(2,R)-factor in s, so that we have τ(Uk) = τ(Xk − Yk) =
−Xk + Yk for all k = 1, . . . , r. Since τ(Xk), respectively τ(Yk), is a multiple of Xk, respectively Yk,
we have τ(Xk) = −Xk and τ(Yk) = −Yk. Now ad(h)Xk = 2λkXk and ad(h)Yk = −2λkYk yield
τ(Xk) = e
2iπλkXk = −Xk and τ(Yk) = e
−2iπλkYk = −Yk,
which is only possible if λk ∈ Z+
1
2 .
Lemma 2.22. Let g be of tube type and let h =
∑r
k=1 λkHk with λ1, . . . , λr ∈ Z≥0+
1
2 . Then there
exists h′ ∈ a such that τh := eiπ adh = eiπ adh
′
=: τh′ and spec(adh
′) = {−1, 0, 1}.
Proof. Let Σ ⊂ a∗ be the restricted root system of g and recall that it is of type (Cr) as in (4).
Then
gτh = a⊕ zk(a)⊕
⊕
λ∈Σ,λ(h) even
gλ and g−τh =
⊕
λ∈Σ,λ(h) odd
gλ. (6)
We define a partition P+ ∪ P− = {1, . . . , r} by setting
P+ := {k ∈ {1, . . . , r} : λk −
1
2 even} and P− := {k ∈ {1, . . . , r} : λk −
1
2 odd}.
Then we define h′ :=
∑r
k=1 µkHk with
µk :=
{
1
2 if k ∈ P+,
− 12 if k ∈ P−
and verify that g±τh = g±τh′ holds using (6). It is obvious that spec(adh′) = {−1, 0, 1}.
With Lemma 2.21 and Lemma 2.22, we can classify all integral hyperbolic elements h ∈ g for
which eiπ adhWmin = −Wmin holds:
Proposition 2.23. Let g be a hermitian tube type Lie algebra of real rank r and let g = k ⊕ p be
a Cartan decomposition of g. Let h˜ ∈ g be an integral hyperbolic element such that the involution
τ := eiπ ad h˜ satisfies τ(Wmin) = −Wmin. Then τ is equivalent (cf. Definition 2.16) to the involution
eiπ adh with h := 12
∑r
k=1Hk.
Proof. As we already pointed out in the beginning of Section 2.2.3, it suffices to consider the case
where h˜ ∈ a. Using the action of the Weyl group of g (cf. Remark 2.4) and Lemma 2.21, we may
assume that h˜ is of the form h˜ =
∑r
k=1 λkHk with λ1, . . . , λr ∈ Z≥0+
1
2 . Then Lemma 2.22 implies
that there exists h′ ∈ a such that τ = τh′ := eiπ ad h˜
′
and spec(ad(h′)) = {−1, 0, 1}. Using again the
action of the Weyl group of g, we see that τh′ is equivalent to e
iπ adh, which proves the claim.
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2.3 Jordan algebras
In this section, we recall some basic facts about Jordan algebras and their relation to hermitian Lie
algebras.
Definition 2.24. (a) Let V be a vector space over K ∈ {R,C} and let
· : V × V → V, (x, y) 7→ xy := x · y
be a bilinear map. Then (V, ·) is called a Jordan algebra if
x · y = y · x and x · (x2 · y) = x2 · (x · y)
for all x, y ∈ V .
(b) A real Jordan algebra V is called euclidean if there exists a scalar product 〈·, ·〉 on V which
is associative in the sense that 〈x · y, z〉 = 〈y, x · z〉 for all x, y, z ∈ V.
(c) A Jordan algebra is called simple if it does not contain any non-trivial ideal.
(d) Let V be a Jordan algebra. We denote the left multiplication by an element x ∈ V by L(x)
and define the quadratic representation of V by P (x) := 2L(x)2 − L(x2).
(e) For a Jordan algebra V over K, x ∈ V , and λ ∈ K, we define Vλ(x) := V (L(x);λ).
Example 2.25. (a) Let (g, θ) be a real symmetric Lie algebra and suppose that there exists an
element h ∈ g with spec(adh) = {−2, 0, 2} and elements x, y ∈ g such that (h, x, y) is an sl2-triple
with
θh = −h, θx = −y, θy = −x.
Then adh induces a 3-grading g = g−2(h)⊕ g0(h)⊕ g2(h) such that θ(g±2(h)) = g∓2(h). Further-
more, we can endow V := g2(h) with a Jordan algebra structure via
a · b := −
1
2
[[a, θx], b] =
1
2
[[a, y], b] for a, b ∈ V.
This is also known as the Kantor–Koecher–Tits construction (cf. [FK94], [Koe69, Ch. 1 §2.7]). The
element x ∈ V is a unit element with respect to the Jordan algebra product, i.e.
x · b = −
1
2
[[x, θx], b] =
1
2
[h, b] = b for b ∈ V.
(b) In particular, if g is real semisimple and θ is a Cartan involution, then V as above becomes
a euclidean Jordan algebra. Indeed, if β denotes the Cartan–Killing form of g, then 〈x, y〉 :=
−β(x, θy), x, y ∈ V, is an associative scalar product on V (cf. [Koe69, Ch. II, §5]). Furthermore, V
is simple if and only if g is simple (cf. [Koe67, Thm. 1]).
For a euclidean Jordan algebra V , we define ΩV := {x2 : x ∈ V }o as the interior of the set of
squares of V . It is self-dual in the sense that ΩV = {x ∈ V : (∀y ∈ V ) 〈x, y2〉 ≥ 0}o (cf. [FK94,
Thm. III.2.1]), and is a homogeneous cone, i.e. the automorphism group
G(ΩV ) := {g ∈ GL(V ) : gΩV = ΩV }
of ΩV acts transitively on ΩV .
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Remark 2.26. Let (g, θ) be as in Example 2.25(b).
(a) The Kantor–Koecher–Tits construction from Example 2.25 establishes a one-to-one corre-
spondence between the isomorphy classes of hermitian simple Lie algebras of tube type and the
isomorphy classes of real simple euclidean Jordan algebras: As shown in [Koe67] (see also [Sa80,
Ch. 1 §7]), one can construct from a semisimple euclidean Jordan algebra V a semisimple 3-graded
Lie algebra g = g−1 ⊕ g0 ⊕ g1 with g1 = V and a Cartan involution θ on g such that θ(g±1) = g∓1
and θ(g0) = g0. We refer to [FK94, p. 213] for a complete list of this one-to-one correspondence.
(b) g0 is θ-invariant, so that we obtain an eigenspace decomposition g0 = g
θ
0 ⊕ g
−θ
0 . This direct
sum can be identified with the structure algebra str(V ) := Der(V )⊕ L(V ) of V , where
Der(V ) := {A ∈ End(V ) : (∀x, y ∈ V )D(x · y) = Dx · y + x ·Dy}
is a Lie subalgebra and L(V ) is closed under triple brackets (cf. [Sa80, Ch. I, §7]).
Remark 2.27. In the context of Example 2.25, the Lie algebra g(ΩV ) := L(G(ΩV )) of the au-
tomorphism group of ΩV is isomorphic to g0 = ker(adh), which acts on V by inner Lie algebra
automorphisms (cf. [Sa80, Ch. 1, §8]).
Definition 2.28. Let V be a real or complex Jordan algebra with a unit e.
(a) An element c ∈ V is called an idempotent if c2 = c.
(b) A subset {c1, . . . , cr} ⊂ V is called a complete system of orthogonal idempotents if
c2i = ci, cicj = 0, c1 + . . .+ cr = e for i, j ∈ {1, . . . , r}, i 6= j.
(c) A complete system of orthogonal idempotents {c1, . . . , cr} is called a Jordan frame if each
ci (i ∈ {1, . . . , r}) is non-zero and cannot be written as the sum of two non-zero orthogonal idem-
potents.
(d) Let F := {c1, . . . , cr} be a Jordan Frame of V . We call r = |F | the rank of V . It does not
depend on the choice of the Jordan frame (cf. [FK94, Cor. IV.2.7]).
Example 2.29. Let g be a hermitian simple tube type Lie algebra of real rank r with a Cartan invo-
lution θ. Fix an H-element H0 ∈ z(g−θ). Recall from Remark 2.14(b) that there exists an injective
(H1)-homomorphism κ : (sl(2,R)
r, 12
∑r
k=1 Uk)→ (g, H0) such that, if we identify κ(sl(2,R)
r) with
sl(2,R)r, the element H :=
∑r
k=1Hk induces a 3-grading on g with g = g−2(H)⊕ g0(H)⊕ g2(H).
The space a :=
∑r
k=1 RHk ⊂ g
−θ is maximal abelian and the restricted root system Σ ⊂ a∗ is of
type (Cr) as in (4) if we define {ε1, . . . , εr} as the dual basis of {H1, . . . , Hr}.
Endow V := g2(H
′) with the structure of a euclidean simple Jordan algebra as in Example 2.25.
Then e :=
∑r
k=1Xk is a unit element. By Remark 2.13, we have θ(e) = −
∑r
k=1 Yk. For 1 ≤ k ≤ r,
the element Xk ∈ g2εk ⊂ V is an idempotent since
X2k = −
1
2 [[Xk, θ(e)], Xk] =
1
2 [[Xk, Yk], Xk] =
1
2 [Hk, Xk] = Xk.
Each Xk is also a primitive idempotent: Since V is euclidean, Xk is primitive if and only if
dim V1(Xk) = 1 by the Spectral theorem [FK94, Thm. III.1.1]. But this follows from
Xk · a = −
1
2 [[Xk, θ(e)], a] =
1
2 [Hk, a], a ∈ V,
[HNO94, Lem. IV.7], and dim g2(Hk) = 1. Hence, the set {X1, . . . , Xr} is a Jordan frame of V .
Lemma 2.30. Let g be a hermitian Lie algebra of tube type with a Cartan decomposition g =
k ⊕ p, let h ∈ p be a hyperbolic element with spec(adh) = {−2, 0, 2}, and let x, y ∈ g such that
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(h, x, y) is an sl2-triple. Let g = g−2(h) ⊕ g0(h) ⊕ g2(h) be the 3-grading induced by adh and
endow V := g2(h) with the structure of a simple euclidean Jordan algebra as in Example 2.25.
Let Wmin ⊂ Wmax ⊂ g be the minimal, respectively maximal, invariant proper cones in g. Then
Wmin ∩ g2(h) =Wmax ∩ g2(h) ∈ {±ΩV }.
Proof. Let r := rankR g be the real rank of g. We first recall that g2(h) consists of nilpotent elements
(cf. Section 2.2.1). In particular,Wmax∩g2(h) consists of nilpotent elements of convex type. Hence,
we have Wmax ∩ g2(h) ⊂ Wmin ∩ g2(h) by [HNO94, Thm. III.9]. Let X1, . . . , Xr be defined as in
Example 2.29. By the proof of [HNO94, Thm. III.9], we may without loss of generality assume that
X1, . . . , Xr ∈ Wmin. For 1 ≤ k ≤ r, let X(k) :=
∑r
ℓ=1Xℓ. Then, since {X1, . . . , Xr} is a Jordan
frame, we have by [FK94, Prop. IV.3.1] that ΩV =
⋃r
k=1G(ΩV )0X(k). Combined with Remark
2.27, this shows that ΩV ⊂Wmin ∩ g2(h). Conversely, let x ∈Wmin ∩ g2(h). Then the adjoint orbit
Ox is nilpotent and of convex type. Hence, we have x ∈ ΩV ∪ (−ΩV ) by [HNO94, Prop. V.9].
We also recall the Peirce decomposition of a Jordan algebra V : For an idempotent c ∈ V , the
vector space V decomposes into the direct sum V = V0(c)⊕ V 1
2
(c) ⊕ V1(c). Given a Jordan frame
{c1, . . . , cr}, we thus obtain a decomposition
V =
r⊕
i=1
Vi ⊕
⊕
1≤i<j≤r
Vij , where Vi := Rci and Vij := V 1
2
(ci) ∩ V 1
2
(cj) = Vji (i 6= j). (7)
Moreover, the following multiplication rule holds (cf. [FK94, Thm. IV.2.1]):
Vij · Vkℓ ⊂

Vi + Vj {i, j} = {k, ℓ},
Viℓ j = k, i 6= ℓ,
{0} {i, j} ∩ {k, ℓ} = ∅.
(8)
Remark 2.31. (a) In the setting of Example 2.29, we have the following relation between the Peirce
decomposition with respect to the Jordan frame {X1, . . . , Xr} and the root space decomposition of
the Lie algebra g: Let g = k⊕ p be the Cartan decomposition corresponding to θ and fix a maximal
abelian subspace a ⊂ p. Recall that the restricted root system Σ ⊂ a∗ is of type (Cr) as in (4).
The elements Hk are coroots of 2εk for k = 1, . . . , r. Thus, a straightforward computation using
[HNO94, Lem. IV.7] shows that
Vi = g
2εi and Vij = g
εi+εj for i, j ∈ {1, . . . , r}, i 6= j. (9)
(b) Let V be a real semisimple euclidean Jordan algebra and let F := {c1, . . . , cr} be a Jordan
frame of V . Recall from Remark 2.26 that we obtain from the Kantor–Koecher–Tits construction
a 3-graded Lie algebra g = g−1 ⊕ g0 ⊕ g1 with g1 = V and g0 = str(V ) and a Cartan involution
θ of g with θ(g±1) = g∓1 and θ(g0) = g0. Then the decomposition str(V ) = Der(V ) ⊕ L(V )
is the Cartan decomposition of str(V ) corresponding to θ|g0 (cf. [Sa80, Ch. 1 §8]). Moreover,
a := span(L(F )) ⊂ L(V ) is maximal abelian in L(V ).
Actually, a is maximal abelian in g−θ. One can show that the restricted root system Σ ⊂ a∗ is of
type (Cr) as in (4) if one defines the linear functionals εk ∈ a∗ by εk(L(cℓ)) :=
1
2δkℓ for 1 ≤ k, ℓ ≤ r
(cf. [FK94, p. 212]).
Lemma 2.32. Let V be a euclidean Jordan algebra with unit element e and a Jordan frame
{c1, . . . , cr}. Let y ∈ {x2 : x ∈ V } and let y =
∑r
i=1 λici +
∑
1≤i<j≤r yij be the Peirce decom-
position of y. If λi = 0 for some i ∈ {1, . . . , r}, then yℓi = yij = 0 for all ℓ < i < j.
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Proof. Let x ∈ V such that y = x2 and let x =
∑r
i=1 µici +
∑
1<i<j≤r xij be the Peirce decompo-
sition of x. For k ∈ {1, . . . , r}, let pk : V → Vk be the projection onto Vk along (7). We compute
pk(x
2) in terms of the Peirce decomposition of x: According to [FK94, Prop. IV.1.4], we have
x2ij =
1
2‖xij‖
2(ci + cj) for 1 ≤ i < j ≤ r. Using (8), we see that
pk(y) = λkck = pk(x
2) = µ2kck +
1
2
 r∑
j=k+1
‖xkj‖
2 +
k−1∑
j=1
‖xjk‖
2
 ck.
Hence, if λk = 0, then the right hand side of the above equation also vanishes, which proves the
claim because of the multiplication rules in (8).
Remark 2.33. Lemma 2.32 generalizes the fact that, if the i-th diagonal entry of a positive
semidefinite matrix vanishes, then all entries in the i-th row and column also vanish.
Moreover, one can even show that ‖yij‖2 ≤ 2yiyj for every square y =
∑r
i=1 yi+
∑
1≤i<j≤r yij ∈
V and 1 ≤ i < j ≤ r (cf. [FK94, p. 80]).
The Peirce decomposition allows us to realize real simple euclidean Jordan algebras as subal-
gebras of real simple euclidean Jordan algebras of the same family with a larger rank. This can
be achieved as follows: For a real euclidean Jordan algebra V of rank r, we fix a Jordan frame
{c1, . . . , cr} and set ej = c1 + . . . + cj for 1 ≤ j < r. Then V (j) := V1(ej) is a Jordan subalgebra
of V . Obviously, the cone Ω(j) = ΩV (j) of squares in V
(j) is given by ΩV ∩ V (j). From the Peirce
decomposition V =
⊕r
i=1 Vi ⊕
⊕
1≤k<ℓ≤r Vkℓ, we see that
V (j) =
j⊕
i=1
Vi ⊕
⊕
1≤k<ℓ≤j
Vkℓ. (10)
Proposition 2.34. Let V be a real simple euclidean Jordan algebra of rank r and let {c1, . . . , cr}
be a Jordan frame of V . Then the subalgebra V (j) := V1(c1 + . . .+ cj) is simple for all 1 ≤ j ≤ r.
Moreover, an idempotent c ∈ V (j) is primitive in V (j) if and only if it is primitive in V and
c⊥{ck : j < k ≤ r}.
Proof. cf. [GT11, Prop. 4.1]
Example 2.35. We consider the euclidean simple Jordan algebra V = Herm(3,O) of hermitian
matrices over the octonions O. According to the classification of euclidean simple Jordan algebras,
the rank of V is 3 and dimV = 27 (cf. [FK94, p. 97]). We fix a Jordan frame {c1, c2, c3}. Since we
know by Proposition 2.34 that V (1) and V (2) are simple, we can determine these subalgebras with
the same classification and the Peirce decomposition (10) of V (j): First, we note that
dim Vij = dimVkℓ for i, j, k, ℓ ∈ {1, 2, 3}, i 6= j, k 6= ℓ
by [FK94, Cor. IV.2.6], so that dimVij = 8. For j = 1, we have rankV
(1) = 1 and dimV =
dim V1 = 1, so that V
(1) ∼= Sym(1,R) = R. For j = 2, we have rankV (2) = 2. By [FK94, Cor.
IV.1.5], every such Jordan algebra is isomorphic to a Jordan algebra of the form R× Rn−1, where
the Jordan product is given by
(λ, v)(µ,w) := (λµ+ 〈v, w〉, λv + µw) (λ, µ ∈ R, v, w ∈ Rn−1),
and 〈·, ·〉 is a positive definite bilinear form on Rn−1. Since dimV (2) = 10, we have V (2) ∼= R×R10−1.
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2.3.1 Involutive automorphisms of real simple euclidean Jordan algebras
Throughout this section, let V be a real simple euclidean Jordan algebra with unit element e. Let
α ∈ Aut(V ) be an involutive automorphism on V . Denote the corresponding eigenspace decom-
position by V = V α ⊕ V −α. Then V α is a euclidean Jordan subalgebra of V and we have the
inclusions
V α · V −α ⊂ V −α and V −α · V −α ⊂ V α.
Based on the results in [BH98], we will use the following definition to characterize involutions
on V :
Definition 2.36. Let V be a real simple euclidean Jordan algebra with unit element e and let
α ∈ Aut(V ) be an involutive automorphism of V .
(a) We say that α is split if rankV α = rankV and that it is non-split if 2 rankV α = rankV .
(b) We say that α is a Peirce reflection if there exists an idempotent c ∈ V such that α = P (2c−e).
Example 2.37. Let n ∈ N. We endow the Minkowski space Mn+1 := R × Rn with the Jordan
algebra structure
(x, v) · (y, w) := (xy + 〈v, w〉, xw + yv), x, y ∈ R, v, w ∈ Rn,
where 〈v, w〉 :=
∑n
k=1 vkwk denotes the standard scalar product on R
n. ThenMn+1 is a real simple
Jordan algebra of rank 2. It is euclidean because the standard scalar product on Rn+1 is associative
in the sense of Definition 2.24. The element e := (1, 0) is a unit element of Mn+1.
The automorphism group of Mn+1 can be described as follows: Let α be an automorphism
and let W := {0} × Rn. Then α(W ) = W : To see this, we only have to observe that W is the
orthogonal complement of e with respect to the standard scalar product on Rn+1, and the definition
of the Jordan algebra product shows that α preserves this subspace. In particular, α˜ := α|W is a
surjective linear isometry on W , i.e. α˜ ∈ On(R). Conversely, every surjective linear isometry on Rn
can be uniquely extended to an automorphism of Mn+1, so that Aut(Mn+1) ∼= On(R). Note that
the extended automorphism is contained in the indefinite orthogonal group O1,n(R).
Consider an involutive orthogonal map α ∈ O1,n(R) with α(e) = e and its restriction α˜ := α|W .
Since α˜ is also involutive, we obtain an eigenspace decomposition W =W (α˜; 1)⊕W (α˜;−1) of W .
The Jordan subalgebra (Mn+1)α = R ×W (α˜; 1) is of rank 2 if and only if W (α˜; 1) is non-trivial.
Let k := dimW (α˜; 1). Then (Mn+1)α ∼= Mk+1. In particular, α is non-split if and only if k = 0,
i.e. α˜ = − idRn , and it is a Peirce reflection if and only if k = 1, in which case the fixed point
subalgebra is isomorphic to the non-simple Jordan algebra R× R.
Proposition 2.38. Let V be a real simple euclidean Jordan algebra of rank r and let α ∈ Aut(V ) be
an involutive automorphism. Then α is either split or non-split. Moreover, the following assertions
hold:
(a) V α is either simple or a direct sum V (k) ⊕ V (ℓ) for 0 ≤ k, ℓ ≤ r with k + ℓ = r and for some
Jordan frame F . The latter case occurs if and only if α is a Peirce reflection.
(b) There exists a Jordan frame F of V such that α(F ) = F and, for R := span(F ), we have
R = Rα if α is split and dimRα = dimR−α if α is non-split. The rank of V α equals dimRα.
Proof. That α is either split or non-split is a consequence of the classification in [BH98, Table 1.5.1].
For the proof of statement (a), we refer to [BH98, Rem. 1.5.3]. Statement (b) is shown in [BH98,
Thm. 1.6.1].
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Remark 2.39. Note that, in the context of Proposition 2.38(b), the existence of a Jordan frame
F with α(F ) = F and no fixed points under α does not imply that α is non-split: Consider for
n ∈ N the Jordan algebra V := Mn+1 from Example 2.37. Let α ∈ O1,n(R) be involutive with
α(1, 0) = (1, 0) and recall that this implies that α is an automorphism of the Jordan algebra V .
Suppose that the restriction α˜|{0}×Rn is not ± idRn . Then α is a split involution. For every unit
vector v ∈ Rn \ {0}, the set F (v) := {(12 ,
1
2v), (
1
2 ,−
1
2v)} is a Jordan frame of V . Choose an
eigenvector v ∈ Rn of α with α˜(v) = −v. Then F (v) satisfies α(F (v)) = F (v) and contains no fixed
points under α.
Remark 2.40. (a) We refer to [BH98, Table 1.5.1] for an explicit classification of all involutive
automorphisms of simple euclidean Jordan algebras.
(b) Let V be a real simple euclidean Jordan algebra, let α ∈ Aut(V ) be an involutive automor-
phism, and let F = {c1, . . . , cr} ⊂ V be a Jordan frame as in Proposition 2.38(b). If α is split, then
we have α(ck) = ck for 1 ≤ k ≤ r. On the other hand, if α is non-split and r = rankV = 2s, then
the proof of [BH98, Thm. 1.6.1] shows that, after renumbering the elements of F if necessary, we
have α(ck) = ck+s for 1 ≤ k ≤ s. In particular, all α-invariant subsets of F have an even number
of elements.
Consider the Peirce decomposition V = (
⊕r
k=1 Rck)⊕
⊕
1≤i<j≤r Vij of V with respect to F . If
α is split, then the subspaces Vij are invariant under α, and if α is non-split, the direct sums
Vij ⊕ V(i+s),(j+s) ⊕ V(i+s),j ⊕ Vi,(j+s) for 1 ≤ i < j ≤ s
are α-invariant (cf. [BH98, 1.7.1]). Consequently, the subalgebras V (s) := V1(c1 + . . . + ck) for
1 ≤ k ≤ r are α-invariant in the split case and the subalgebras V1(c1+c1+s+ . . .+ck+ck+s) ∼= V (2k)
for 1 ≤ k ≤ s are α-invariant in the non-split case.
Lemma 2.41. Let V be a real simple euclidean Jordan algebra and let α ∈ Aut(V ) be an involutive
automorphism of V . Let c ∈ V α be a primitive idempotent of V α and let W := V1(c). Then
rankW = 1 if α is split and rankW = 2 if α is non-split.
Proof. It is shown in the proof of [BH98, Thm. 1.6.1] that the Jordan subalgebras V1(c) for idem-
potents c ∈ V α which are primitive in V α are conjugate under automorphisms of V and are either
of rank 1 or of rank 2. Hence, it suffices to show the claim for one particular c ∈ V α as above.
Let F = {d1, . . . , dr} be a Jordan frame of V with the properties from Proposition 2.38(b). If
α is split, then d1 ∈ V α and V1(d1) = Rd1 because d1 is primitive in V , so that rankV1(d1) = 1.
Obviously, d1 is also primitive in V
α.
Conversely, suppose that rankV1(c) = 1, i.e. V1(c) = Rc, for every primitive idempotent c ∈ V α.
Then every primitive idempotent c ∈ V α is also primitive in V , which implies rankV α = rankV ,
so that α is split.
The following lemma is a converse to Remark 2.40(b):
Lemma 2.42. Let V be a real simple euclidean Jordan algebra and let α ∈ Aut(V ) be a non-split
involutive automorphism of V . Let F := {c1, . . . , cr} be a Jordan frame of V with α(F ) = F . If
the subalgebra V (k) := V1(c1 + . . .+ ck) is α-invariant for some 1 ≤ k ≤ r, then k is even.
Proof. Suppose that k = rankV (k) is odd. Then α leaves the subset {c1, . . . , ck} invariant, so that
it must have a fixed point in this subset. Suppose that cℓ is such a fixed point for some 1 ≤ ℓ ≤ k.
Then cℓ ∈ V α with rankV1(c) = 1, which contradicts Lemma 2.41.
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Lemma 2.43. Let V be a real simple euclidean Jordan algebra of rank r = 2s and let α ∈ Aut(V )
be a non-split involutive automorphism of V . Let F := {c1, . . . , cr} be a Jordan frame of V such
that α(F ) = F and α({c1, . . . , cs}) ∩ {c1, . . . , cs} = ∅. Then F+ := {ck + α(ck) : 1 ≤ k ≤ s} is a
Jordan frame of V α.
Proof. Let 1 ≤ k ≤ s and dk := ck+α(ck). Then dk is an idempotent because α(ck) 6= ck. Moreover,
F+ consists of pairwise orthogonal elements. LetW := V1(dk) = V1(ck+α(ck)). ThenW is a simple,
α-invariant subalgebra of rank 2 and {ck, α(ck)} is a Jordan frame of W (cf. Proposition 2.34). We
claim that αW := α|W is non-split. Suppose that αW was split. Then, by Proposition 2.38, there
would exist a Jordan frame S = {e1, e2} ofW such that αW (ei) = ei for i = 1, 2. The elements e1, e2
are primitive inW , hence primitive in V (cf. Proposition 2.34), and F ′ := {e1, e2}∪(F \{ck, α(ck)})
is an α-invariant Jordan frame of V . Since e1 ∈ V α, the subalgebra V1(e1) is α-invariant. But this
is a contradiction because α is non-split (cf. Lemma 2.42). Thus, αW is non-split. Since W is of
rank 2, this implies that Wα is one-dimensional (cf. Example 2.37 and [BH98, Table 1.5.1]). Hence,
we have Wα = V α1 (dk) = Rdk, which means that dk is primitive in V
α. Since k was arbitrary, this
shows that F+ is a Jordan frame of V
α.
3 The Lie wedge of the endomorphism semigroup of a stan-
dard subspace
Let g be a real Lie algebra, let W ⊂ g be a pointed generating invariant closed convex cone, let
τ ∈ Aut(g) be an involution with τ(W ) = −W , and let h ∈ gτ . For the convenience of the reader
we repeat the definition of g(W, τ, h) from the introduction: Denote the eigenspace decomposition
of g with respect to τ by g = h⊕ q. Then we define
C±(W, τ, h) := ±W ∩ q±1(h), g± := g±(W, τ, h) := C±(W, τ, h)− C±(W, τ, h),
gred(W, τ, h) := g− ⊕ h0(h)⊕ g+, and g(W, τ, h) := g− ⊕ [g−, g+]⊕ g+.
The following lemma shows that the subspaces gred(W, τ, h) and g(W, τ, h) are actually Lie subal-
gebras:
Lemma 3.1. Let (g, τ) be a symmetric Lie algebra, let h ∈ gτ , and let W ⊂ g be a pointed
generating invariant closed convex cone. Then gred(W, τ, h) is a 3-graded Lie algebra.
Proof. (cf. [Ne19, Prop. 4.3]) It is easy to see that [g−, g+] ⊂ h0(h) and [h0(h), g±] ⊂ g±. Hence, it
remains to show that g± is abelian. Consider the nilpotent subalgebra f± :=
∑
λ>0 g±λ(h). Then
n± := (W ∩ f±) − (W ∩ f±) is an admissible nilpotent Lie algebra, hence is abelian by [Ne00, Ex.
VII.3.21]. Since g± ⊂ n±, this proves the claim.
Lemma 3.2. Let g be a hermitian Lie algebra. For a pointed generating invariant closed convex
cone W ⊂ g and h ∈ g, let W±(h) := (±W ) ∩ g±1(h). Then W±(h) either equals (Wmin)±(h) or
−(Wmin)±(h).
Proof. Without loss of generality, we may assume that Wmin ⊂ W (cf. [HN93, Thm. 7.25]). Then
it remains to show that W±(h) ⊂ (Wmin)±(h). Since W±(h) ⊂ g±1(h), the cone W±(h) consists of
nilpotent elements (cf. Section 2.2.1) and, since W is pointed, W±(h) consists of nilpotent elements
of convex type. By [HNO94, Thm. III.9], all nilpotent elements of convex type are contained in the
set Wmin ∪ (−Wmin), which proves the claim.
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In view of Lemma 3.2, we define, for a hermitian Lie algebra g, an involutive automorphism
τ ∈ Aut(g) with τ(Wmin) = −Wmin, and h ∈ gτ ,
C±(τ, h) := C±(Wmin, τ, h), gred(τ, h) := gred(Wmin, τ, h), and g(τ, h) := g(Wmin, τ, h).
Lemma 3.3. Let g be a real semisimple Lie algebra, let θ ∈ Aut(g) be a Cartan involution, and let
τ ∈ Aut(g) be an involutive automorphism commuting with θ. Denote the Cartan decomposition of
g with respect to θ by g = k⊕ p and the eigenspace decomposition with respect to τ by g = h⊕ q. Let
a ⊂ p be a maximal abelian subspace in p such that ah := a ∩ h is maximal abelian in h ∩ p. Then
every element h ∈ h which is hyperbolic in g is conjugate under Inn(h) to an element in a ∩ h.
Proof. We first note that τθ = θτ implies that h is invariant under θ, hence is a reductive Lie algebra
by [Wa72, Cor. 1.1.5.4]. In particular, we have h = [h, h] ⊕ z(h) and hs := [h, h] is semisimple.
By [Hel78, Ch. IX, Lem. 2.2], the restriction of θ to hs is a Cartan involution on hs, and hs =
(hs ∩ k)⊕ (hs ∩ p) is the corresponding Cartan decomposition of hs.
Let a ⊂ p be a maximal abelian subspace of p such that ah is maximal abelian in h ∩ p. Then
every hyperbolic element in hs is conjugate under Inn(hs) ⊂ Inn(h) to an element in ah (cf. [Hel78,
Ch. V, Lem. 6.3]).
To conclude the proof, it remains to consider the center z(h) of h. The invariance of h under θ
implies that z(h) is θ-invariant, hence decomposes into z(h) = (z(h) ∩ k)⊕ (z(h) ∩ p). In particular,
every element x ∈ z(h) can be written as a sum x = xe + xh, where xe ∈ k ∩ z(h) is elliptic and
xh ∈ z(h) ∩ p is hyperbolic. Since xe and xh are semisimple and [xe, xh] = 0, the sum x = xe + xh
is also semisimple, and x is hyperbolic if and only if x = xh ∈ p ∩ z(h) ⊂ ah.
Lemma 3.4. Let g be a real semisimple Lie algebra and let τ ∈ Aut(g) be an involution. Denote
the eigenspace decomposition of g with respect to τ by g = h⊕ q. Let θ be a Cartan involution on g
that commutes with τ and denote the corresponding Cartan decomposition by g = k⊕ p. Moreover,
let ah ⊂ h ∩ p be a maximal abelian subspace and let a ⊂ p be a maximal abelian subspace in p
containing ah. Then a is τ-invariant and a = ah ⊕ a ∩ q.
Proof. Let x ∈ a. Then we have x+ τ(x) ∈ h ∩ p. Moreover, we have for all y ∈ ah
[x+ τ(x), y] = [τ(x), y] = τ([x, y]) = 0,
so that τ(x) + x ∈ ah because of the maximality of ah. Hence, τ(x) ∈ a, which also proves
a = ah ⊕ a ∩ q.
Lemma 3.5. Let g be a real Lie algebra, let W ⊂ g be an invariant closed convex cone, and let
τ ∈ Aut(g) be an involution with τ(W ) = −W . Let h1, h2 ∈ g
τ and suppose that ϕ(h1) = h2 for
some ϕ ∈ Inn(gτ ). Then ϕ(g(W, τ, h1)) = g(W, τ, h2). In particular, g(W, τ, h1) and g(W, τ, h2) are
isomorphic.
Proof. Recall that Inn(gτ ) is generated by elements of the form eadh for h ∈ gτ . Hence, τ and ϕ
commute and ϕ(g−τ ) = g−τ . For all λ ∈ R, we have ϕ(gλ(h1)) = gλ(h2). Since W is invariant
under Inn(gτ ) ⊂ Inn(g), this shows that
ϕ(g−τ ∩ g±1(h1) ∩ (±W )) = g
−τ ∩ g±1(h2) ∩ (±W ),
so that ϕ(g(W, τ, h1)) = g(W, τ, h2).
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In view of Lemma 3.5 and Lemma 3.3, it suffices to consider those subalgebras g(τ, h) for our
classification problem for which h ∈ g−θ∩gτ =: gτ,−θ, and θ is a Cartan involution on g commuting
with τ . We therefore define
A(g) := {(τ, θ) ∈ Aut(g)2 : τ2 = idg, τ(Wmin) = −Wmin, θ Cartan involution, τθ = θτ} (11)
for every hermitian Lie algebra g. It is a well known fact (see for example [Hel78, p. 192]) that, for
every involutive automorphism τ of a real semisimple Lie algebra g, there exists a Cartan involution
of g commuting with τ .
For a pair (g, τ) of a hermitian Lie algebra g and an involution τ ∈ Aut(g), we say that (g, τ) is
of Cayley type if τ(Wmin) = −Wmin and (g, τ) ∼= (gc, τ). From the classification of causal symmetric
pairs (cf. [HO´97, Thm. 3.2.8]), we see that all such involutions are induced by integral hyperbolic
elements (cf. Section 2.2.3) and there is, up to equivalence, at most one such involution for each
hermitian Lie algebra. By Lemma 2.19, such involutions exist if and only if g is of tube type. All
involutions τ with (g, τ) 6∼= (gc, τ) are called non-Cayley type involutions.
For our purposes, the following class of Cayley type involutions is particularly interesting: Con-
sider a hyperbolic element h0 ∈ g such that adh0 induces a 3-grading on g. Then we obtain a
Cayley type involution τh0 by setting g
τh0 := g0(h0) and g
−τh0 := g−1(h0) ⊕ g1(h0). We will first
look at the situation where h ∈ gτh0 is such that g1(h) ⊂ g1(h0) and determine g(τh0 , h).
3.1 Cayley type spaces and integral hyperbolic elements
Throughout this section, let g be a hermitian simple Lie algebra of tube type and of real rank r.
Choose a Cartan decomposition g = k ⊕ p and a maximal abelian subspace a ⊂ p. Then the root
system Σ ⊂ a∗ is of type (Cr) as in (4). We denote by Hk the coroot of 2εk, where k = 1, . . . , r, so
that {H1, . . . , Hr} is a basis of a.
We also fix pointed generating invariant cones Wmin ⊂ Wmax ⊂ g and consider the integral
hyperbolic element H = 12
∑r
k=1Hk for which the involution τ := e
iπ adH satisfies τ(Wmin) =
−Wmin (cf. Proposition 2.23). Then adH induces a 3-grading g = g−1(H)⊕g0(H)⊕g1(H) and the
eigenspace decomposition of g with respect to τ is given by h = g0(H) and q = g−1(H) ⊕ g1(H).
We recall from Lemma 2.30 that V := g1(H) carries the structure of a simple euclidean Jordan such
that Wmin∩g1(H) =Wmax∩g1(H) coincides, up to sign, with the set of squares C := {x2 : x ∈ V }
in V , so that, without loss of generality, we haveWmin∩g1(H) = C. Moreover, there exists a Jordan
frame {X1, . . . , Xr} of V such that g2εk = Vk and gεi+εj = Vij for k ∈ {1, . . . , r}, 1 ≤ i < j ≤ r
(Remark 2.31).
For every h ∈ h with g1(h) ⊂ g1(H), we first examine the cones
C±(h) := C±(τ, h) := q ∩ g±1(h) ∩±Wmin.
Since only the hyperbolic part of h contributes to C±(h), it suffices to consider elements in h ∈ a ⊂ h.
We may thus assume that h is of the form h =
∑r
k=1 λkHk with λ1, . . . , λr ∈ R.
Proposition 3.6. Let h =
∑r
k=1 λkHk ∈ a ⊂ h with g1(h) ⊂ g1(H) = g1(
1
2
∑r
k=1Hk) and let
h′ =
∑r
k=1 λ
′
kHk with
λ′k =
{
1
2 λk =
1
2
0 λk 6=
1
2
for k = 1, . . . , r.
Then C±(h) = C±(h
′).
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Proof. The assumption g1(h) ⊂ g1(H) implies that q±1(h), q±1(h′) ⊂ g±1(H), so that C±(h) =
g1(h) ∩C and C±(h′) = g1(h′) ∩C by the arguments from the beginning of this section. From the
root space decomposition of g with respect to a, we see that C±(h
′) ⊂ C±(h). It suffices to show
that C+(h
′) = C+(h) because the Cartan involution with respect to the decomposition g = k ⊕ p
interchanges C+(h) and C−(h), respectively C+(h
′) and C−(h
′).
Let x ∈ C+(h) and let x =
∑r
i=1 xi +
∑
1≤i<j≤r xij be the Peirce decomposition of x with
respect to the Jordan frame {X1, . . . , Xr} we fixed before. Since xi ∈ g2εi and xij ∈ gεi+εj , we have
xi 6= 0 only if 2λi = 1, i.e. λi =
1
2 , and xij 6= 0 only if λi+λj = 1 for i, j = 1, . . . , r. Thus, if λi 6=
1
2 ,
then xi = 0, and thus xij = xki = 0 for all 1 ≤ k < i < j ≤ r by Lemma 2.32 because x is a square.
This implies x ∈ g1(h′), so that x ∈ g1(h′) ∩ C = C+(h′) and therefore C+(h) ⊂ C+(h′).
Proposition 3.6 shows that, in order to classify the Jordan algebras g±(τ, h) := C±(h)− C±(h)
in the case g1(h) ⊂ g1(H), it suffices to consider elements of the form h = hs :=
1
2
∑s
k=1Hk
with 1 ≤ s ≤ r. For this purpose, we recall the definition of the simple Jordan subalgebras
V (s) := V1(X1 + . . . + Xs) ⊂ V and their homogeneous symmetric cones C(s) := C ∩ V (s) from
Section 2.3.
Lemma 3.7. Let h = 12
∑s
k=1Hk for 1 ≤ s ≤ r. Then
C+(h) = C
(s) and g+(τ, h) = V
(s) = V1(X1 + . . .+Xs),
which is a simple Jordan algebra.
Proof. The root space decomposition of g with respect to Σ and the Peirce decomposition (10)
imply that g1(h) = V
(s), hence C+(h) = g1(h)∩C = C(s). The simplicity of g+(τ, h) = C(s)−C(s)
follows from Proposition 2.34.
The simple euclidean Jordan algebras V (s) (1 ≤ s ≤ r) correspond via the Kantor–Koecher–Tits
construction (cf. Example 2.25) to simple hermitian Lie algebras. By Lemma 3.7, these hermitian
Lie algebras are exactly the ideals g(τ, h) ⊂ gred(τ, h) generated by q−1(h)⊕ q1(h) for a hyperbolic
element h ∈ gτ . We can determine these hermitian Lie algebras by reading off the dimension of the
root spaces contained in V (s) (cf. Remark 2.31 and (10)) and comparing them to the classification
of real simple Lie algebras in [Hel78, p. 532–534].
Theorem 3.8. Let g be a hermitian simple Lie algebra of real rank r and let h0 ∈ g be a hyperbolic
element such that g = g−1(h0)⊕ g0(h0)⊕ g1(h0). Let τ := eiπ adh0 . Then, for all h ∈ gτ such that
g1(h) ⊂ g1(h0), the subalgebra g(τ, h) is either {0} or of the following form, where 1 ≤ k ≤ r:
g r g+(τ, h) g(τ, h)
su(n, n) n Herm(k,C) su(k, k)
sp(2n,R) n Sym(k,R) sp(2k,R)
so∗(4n) n Herm(k,H) so∗(4k)(k 6= 1), sl(2,R)
e7(−25) 3 Herm(3,O),R× R
10−1,R e7(−25), so(2, 10), sl(2,R)
so(2, n) 2 Mn so(2, n), so(2, 1)
Table 3: Lie subalgebras g(τ, h) for a given involution τ ∈ Aut(g) and h ∈ gτ with τ = eiπ ad(h0)
and g1(h) ⊂ g1(h0).
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Proof. Fix a Cartan decomposition g = k ⊕ p of g and a maximal abelian subspace a ⊂ p of
dimension r such that h, h0 ∈ a, and denote the corresponding Cartan decomposition by θ. We
endow V := g1(h0) with the structure of a euclidean simple Jordan algebra as in Example 2.25. The
restricted root system Σ ⊂ a∗ of g is of type (Cr) as in (4). Let H1, . . . , Hr ∈ a be the coroots of
2ε1, . . . , 2εr respectively. Since h0 induces a 3-grading on g, we may assume that h0 =
1
2
∑r
k=1Hk
(cf. Remark 2.7). Furthermore, Proposition 3.6 shows that it suffices to consider the case where
h is of the form h = 12
∑s
k=1Hk for some 1 ≤ s ≤ r. According to Lemma 3.7, we then have
g+(τ, h) = span(Wmin ∩ g
−τ
1 (h)) = V
(s) for a suitable Jordan frame in V .
By applying the KKT-construction to the euclidean simple Jordan algebra V (s) (cf. Proposition
2.34), we obtain the subalgebra of g generated by the subspaces g+(τ, h) and θ(g+(τ, h)) = g−(τ, h),
which is g(τ, h). Using the classification of hermitian simple Lie algebras and the classification
of euclidean Jordan algebras (cf. [FK94, p. 97]), we obtain Table 3. The case g = e7(−25), i.e.
V = Herm(3,O), was considered in Example 2.35, and the remaining cases follow analogously.
3.2 Reductions of the general case
In Proposition 3.6, we have shown that the classification of the subalgebras g(τ, h) for Cayley type
involutions τ = eiπ adH with spec(adH) = {0,±1} and g1(h) ⊂ g1(H) can be reduced to the case
where h ∈ gτ is semisimple and induces a 5-grading on g. Our first goal in this section is to prove
a more general version of this lemma which also holds for non-Cayley type involutions.
Lemma 3.9. Let g be a hermitian Lie algebra and let h ∈ g be a semisimple element with
spec(adh) ⊂ {0,± 12 ,±1}. If g±1(h) 6= {0}, then
gt(h) := g−1(h)⊕ [g−1(h), g1(h)]⊕ g1(h) (12)
is a hermitian simple Lie algebra of tube type.
Proof. Fix a Cartan decomposition g = k ⊕ p of g and a maximal abelian subspace a ⊂ p of
dimension r = rankR g. We may assume that h ∈ a because h is hyperbolic. The restricted root
system of g is either of type (Cr) or of type (BCr) (cf. (4) and (5)). Let Hk be the coroot of 2εk for
k = 1, . . . , r. Using the action of the Weyl group of g on h, we may assume that h =
∑r
k=1 λkHk
for λ1 ≥ λ2 ≥ . . . λr ≥ 0. Then λk ∈ {0,
1
2} for all 1 ≤ k ≤ r. Hence, Remark 2.14(c) implies
that gt(h) is contained in an ad(h)-invariant hermitian tube type Lie algebra gt with rankR gt = r.
Thus, we may assume that g is of tube type. We recall from Section 2.3 that, for the element
H := 12
∑r
k=1Hk, the eigenspace g1(H) can be endowed with the structure of a simple euclidean
Jordan algebra. Now Lemma 3.7 implies that g1(h) is a simple euclidean Jordan algebra as well, so
that the Lie algebra generated by g±1(h) is hermitian and of tube type (cf. Example 2.25).
Theorem 3.10. Let g be a hermitian Lie algebra. For a hyperbolic element h ∈ g, define
s(h) := s−(h)⊕ [s−(h), s+(h)]⊕ s+(h) with s±(h) :=W±1(h)−W±1(h)
and
W±1(h) := (±Wmin) ∩ g±1(h).
If s(h) 6= {0}, then it is a hermitian Lie algebra of tube type, and there exists h0 ∈ s(h) such that
• h− h0 ∈ zg(s(h)),
• s(h) = s(h0) = g−1(h0)⊕ [g−1(h0), g1(h0)]⊕ g1(h0), and
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• h0 is hyperbolic with spec(adh0) ⊂ {0,±
1
2 ,±1}.
Proof. Step 1: We fix a Cartan involution θ on g such that θ(h) = −h and denote the corresponding
Cartan decomposition of g by g = k ⊕ p. Then s(h) is θ-invariant because θ(Wmin) = Wmin and
θg±1(h) = g∓1(h). Let ŝ := s(h) + Rh. Then [h, s(h)] ⊂ s(h) implies that ŝ is a θ-invariant
subalgebra. Hence both subalgebras s(h) and ŝ are reductive. Moreover, s(h) is semisimple because
s±(h) ⊂ [h, s(h)] ⊂ [̂s, ŝ] = [s(h), s(h)]. In particular, we can decompose h into h = hz + h0 with
h0 ∈ s(h) ∩ p and hz ∈ z(̂s(h)) ∩ p. If h0 = 0, then s(h) = {0}, which proves the claim. Hence, we
assume from now on that h0 6= 0, so that adh0 induces the same 3-grading on s(h) as h.
Step 2: We show that h0 induces a 5-grading on g. The closed convex cone Ws :=Wmin ∩ s(h)
is obviously pointed and invariant. It is also generating because Ws −Ws ⊂ s(h) is an ideal in
s(h) containing s±(h). In particular, s(h) is admissible, so that it can be written as a direct sum
s0 ⊕
⊕m
j=1 sj with s0 compact and sj simple hermitian for 1 ≤ j ≤ m (cf. Lemma 2.8). Since s(h)
is generated by the subspaces s±(h), which consist of nilpotent elements, we have s0 = {0}. The
element h0 decomposes into a sum h0 =
∑m
j=1 hj with hj ∈ sj ∩ p, and each hj induces a 3-grading
on sj. In particular, the ideals sj are of tube type by Lemma 2.6.
Moreover, the Cartan involution θ leaves each sj invariant, because otherwise there would be
a pair of simple ideals sj and sk for 1 ≤ j < k ≤ m such that θ(sj) = sk, so that (sj ⊕ sk)θ ∼= sj
would be non-compact, which is a contradiction. Thus, θ restricts to a Cartan involution on each
simple ideal of s(h).
Let Uj ∈ Wmin ∩ sj be an H-element in sj ∩ k and let κj : (sl(2,R),
1
2U)→ (sj , Uj) be an (H2)-
homomorphism with κj(
1
2H) = hj (cf. Remark 2.14). Since Us :=
∑m
j=1 Uj is an H-element of s(h)
by [HNO94, Rem. II.2], the inclusions ιj : (sj , Uj) → (s(h),
∑m
k=1 Uk) are (H1)-homomorphisms,
so that we obtain (H1)-homomorphisms ιj ◦ κj : (sl(2,R),
1
2U) → (s(h), Us). The images of these
homomorphisms commute, so that the commutative sum
κs : (sl(2,R),
1
2U)→ (s(h), Us), x 7→
m∑
j=1
(ιj ◦ κj)(x),
is a (H1)-homomorphism that satisfies κs(
1
2H) =
∑m
j=1 hj = h0. Finally, [HNO94, Prop. II.9]
implies that there exists an H-element Ug ∈ g such that the inclusion ιs : (s(h), Us)→ (g, Ug) is an
(H1)-homomorphism. By applying the arguments from [HNO94, p. 202] to the (H1)-homomorphism
κ := ιs ◦ κs, which satisfies κ(
1
2H) = h0, we see that adh0 induces a 5-grading
g = g−1(h0)⊕ g− 12 (h0)⊕ g0(h0)⊕ g 12 (h0)⊕ g1(h0).
This also shows that adh0 is semisimple with spec(adh0) ⊂ {0,±
1
2 ,±1}.
Step 3: Since g is hermitian and h0 is a semisimple element inducing a 5-grading on g, Lemma
3.9 shows that gt(h0) is a hermitian Lie algebra of tube type. In particular, g1(h0) can be endowed
with the structure of a simple euclidean Jordan algebra and the convex cone g1(h0) ∩ Wmin is
generating in g1(h0) by Lemma 2.30. Thus, we have s(h0) = gt(h0). In particular, s(h0) is hermitian.
Step 4: We note that s±(h) ⊂ g±1(h0) because [hz, s±(h)] = {0}. It remains to show g±1(h0) ⊂
s±(h), so that s(h) = s(h0). To this end, we choose a maximal abelian subspace as ⊂ s(h) ∩ p
containing h0. Then there exists a maximal abelian subspace a ⊂ p of dimension r := rankR g
containing as and hz because [hz, as] ⊂ [hz, s(h)] = {0}.
Recall from Remark 2.14(b) that we can extend a to a subalgebra h ∼= sl(2,R)r which is the
image of an (H1)-inclusion sl(2,R)
r → g. We identify h with sl(2,R)r and define {ε1, . . . , εr} as the
dual basis of {H1, . . . , Hr} ⊂ a, so that the restricted root system of g is given by (4) or (5). The
image of κs, respectively κ, is contained in h. Since h0 = κ(
1
2H) ∈ a induces a 5-grading on g, we
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may, after reordering or changing the sign of H1, . . . , Hr if necessary, assume that h0 =
1
2
∑s
k=1Hk
for some 1 ≤ s ≤ r (cf. Remark 2.7). We may also assume that hz =
∑r
k=1 µkHk for some
µ1, . . . , µr ∈ R because hz ∈ a. In particular,
g±1(h0) =
⊕
1≤i<j≤s
g±(εi+εj) ⊕
⊕
1≤i≤s
g±2εi .
Let x := κ(X), y := κ(Y ) ∈ s(h) ∩ h ⊂ g. Then x =
∑s
k=1Xk and y =
∑s
k=1 Yk such that
(Hk, Xk, Yk) is an sl(2)-triple with
[Hk, Xℓ] = 2δkℓXℓ and [Hk, Yℓ] = −2δkℓYℓ for 1 ≤ k, ℓ ≤ s.
In particular, we have Xk ∈ g2εk and Yk ∈ g−2εk for 1 ≤ k ≤ s. Since x ∈ s(h), we have [hz , x] = 0,
so that
0 = [hz, x] =
s∑
k=1
2µkXk
implies that µk = 0 for 1 ≤ k ≤ s and thus [hz, g1(h0)] = {0}. Similarly, we see that [hz, g−1(h0)] =
{0} and thus g±1(h0) = s±(h). Since these subspaces generate s(h0), respectively s(h), this proves
that s(h) = s(h0). In particular, s(h) is a hermitian simple Lie algebra of tube type.
Corollary 3.11. Let g be a hermitian Lie algebra, let W ⊂ g be a pointed generating invariant
closed convex cone and let τ ∈ Aut(g) be an involution with τ(W ) = −W . Then, for every h ∈ gτ ,
there exists a hyperbolic element h0 ∈ gτ with spec(adh0) ⊂ {0,±
1
2 ,±1} and g(τ, h) = g(τ, h0).
Proof. We may assume that h is hyperbolic by using the Jordan decomposition of g (cf. Remark
2.5). Let s := s(h) be defined as in Theorem 3.10. Then there exists a hyperbolic element h0 ∈ s
with spec(adh0) ⊂ {0,±
1
2 ,±1} and s = g−1(h0) ⊕ [g−1(h0), g1(h0)] ⊕ g1(h0). It remains to show
that h0 ∈ gτ . To this end, we first note that s is τ -invariant because τ(W ) = −W and adh
commutes with τ . Since h − h0 ∈ zg(s), the adjoint representations of h and h0 coincide on s, so
that ad(h0) ◦ τ = τ ◦ ad(h0) on s. This implies ads(h0) = ads(τ(h0)), so that τ(h0) = h0 because s
is simple by Theorem 3.10.
Lemma 3.12. Let g be a hermitian simple Lie algebra and let τ ∈ Aut(g) be an involution such
that τ(Wmin) = −Wmin. Let h ∈ gτ be a hyperbolic element with spec(adh) = {0,±
1
2 ,±1}. Then
the subalgebra
gt(h) := g−1(h)⊕ [g−1(h), g1(h)]⊕ g1(h)
is invariant under τ and hermitian simple and of tube type with h ∈ gt(h). Moreover, we have
g(τ, h) = gt(h)(τ |gt(h), h).
Proof. The τ -invariance of gt(h) is a consequence of τ ◦ adh = adh ◦ τ . Lemma 3.9 implies that
gt(h) is a hermitian simple Lie algebra of tube type. Since h is hyperbolic and induces a 5-grading
on g, it is contained in the range of an (H1)-inclusion sl(2,R)
r → g, where r = rankR g, and there
exist nilpotent elements x ∈ g1(h) and y ∈ g−1(h) of convex type such that (h, x, y) is an sl(2)-triple
and x, y ∈ Wmin(g) (cf. [HNO94, Thm. III.9]). Hence, Wmin(g) ∩ gt(h) is non-zero and therefore
generating in gt(h), so that Wmin(g) ∩ g±1(h) = Wmin(gt(h)) ∩ (gt(h))±1(h) because all nilpotent
elements of convex type in gt(h) are contained in Wmin(gt(h)) ∪ (−Wmin(gt(h))). This proves that
g(τ, h) = gt(h)(τ |gt(h), h).
In the case of 3-gradings, the following lemma translates our classification problem into the
Jordan algebra context:
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Proposition 3.13. Let g be a hermitian Lie algebra of tube type with a Cartan involution θ and
let h ∈ g−θ be such that g = g−1(h)⊕ g0(h)⊕ g1(h).
(a) Let τ ∈ Aut(g) be an involution with τ(Wmin) = −Wmin, θ◦τ = τ ◦θ, and τ(h) = h. Moreover,
endow V := g1(h) with the structure of a euclidean simple Jordan algebra as in Example 2.25.
Then −τ |V ∈ Aut(V ).
(b) Conversely, for every Jordan algebra involution σ ∈ Aut(V ), there exists a unique extension
to an involutive automorphism σg ∈ Aut(g) such that θ ◦ σg = σg ◦ θ and σg(h) = h.
Proof. (a) We may assume that the Jordan algebra structure on V is chosen in such a way that
Wmin ∩ V = ΩV (cf. Lemma 2.30). Recall from Example 2.25 that V is a simple euclidean Jordan
algebra and that the associative scalar product is given by 〈x, y〉 := −β(x, θy)x, y ∈ V , where β is
the Cartan–Killing form of g. Combining these facts, we see that −τ is an automorphism of the
irreducible symmetric cone ΩV and is orthogonal. Now the claim follows from G(ΩV ) ∩ O(V ) ⊂
Aut(V ) (cf. [FK94, p. 55]).
(b) Let σ ∈ Aut(V ) be an involutive automorphism of V . Then, since g is isomorphic to the
Lie algebra obtained from V with the Kantor–Koecher–Tits construction (cf. Example 2.25), there
exists an extension σg of σ to an involutive automorphism of g which is uniquely determined by
σg(θx) := θσ(x) and σg(x) := σ(x) for x ∈ V
(cf. [Koe67, p. 797f.]). In particular, σg preserves the grading of g and therefore the eigenspaces of
adh, so that σg commutes with adh. Since g is simple, this implies σg(h) = h.
Remark 3.14. Let g, θ, and h ∈ g−θ be defined as in Proposition 3.13.
Let τh := e
iπ adh be the Cayley type involution induced by h and let τ ∈ Aut(g) be an involution
with τ(h) = h and τ(Wmin) = −Wmin that commutes with θ. Note that τ and τh also commute.
Then τh|V= − idV , so that −τ |V= (τhτ)|V . Conversely, the extension of −τ |V to g that we obtain
from Proposition 3.13(b) equals ττh. Hence, every involution τ ∈ Aut(g) for which there exists an
element h ∈ gτ,−θ that induces a 3-grading on g is a product of the form τ = τh ◦ σg = σg ◦ τh,
where σg is an extension of an involutive Jordan algebra automorphism σ ∈ Aut(V ).
Let V be a simple euclidean Jordan algebra and let σ ∈ Aut(V ) be an involutive automorphism.
Then V σ is a euclidean subalgebra of V . We recall from Proposition 2.38 that V σ is either simple
or the direct sum of two simple euclidean Jordan algebras.
In the context of Proposition 3.13, with σ := −τ |V , we have V σ = g
−τ
1 (h). In particular,
Wmin ∩ g
−τ
1 (h) is up to a sign the set of squares in the Jordan subalgebra V
σ (cf. Lemma 2.30),
hence is generating in g−τ1 (h). By applying the Cartan involution θ on g
−τ
1 (h) and the Kantor–
Koecher–Tits construction on the Jordan algebra V σ, we obtain the following result:
Theorem 3.15. Let g be a hermitian Lie algebra of tube type, let (τ, θ) ∈ A(g) (cf. (11)) and let
h ∈ gτ,−θ be such that g = g−1(h)⊕ g0(h)⊕ g1(h). Then
g(τ, h) = g−τ−1(h)⊕ [g
−τ
−1(h), g
−τ
1 (h)]⊕ g
−τ
1 (h).
Moreover, g(τ, h) is either hermitian simple and of tube type or the direct sum of two hermitian
simple Lie algebras of tube type.
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3.3 Involutions on hermitian Lie algebras of tube type and the KKT-
construction
Proposition 3.13 and Theorem 3.15 suggest that we take a closer look at the relationship between
involutive automorphisms of simple euclidean Jordan algebras and their extensions to involutive
automorphisms of the hermitian simple Lie algebras that we obtain from the KKT-construction (cf.
Remark 2.26).
Remark 3.16. For a hermitian simple Lie algebra g, the equivalence classes of involutive auto-
morphisms τ of g can be characterized in terms of their fixed point algebras gτ (cf. [B57]). But
two involutive automorphisms τ1, τ2 on g with isomorphic fixed point algebras can lead to non-
isomorphic subalgebras g(τ1, h) and g(τ2, h) for τ1(h) = h = τ2(h):
Suppose that g is of tube type and of real rank r > 1. Choose a Cartan decomposition g = k⊕ p
of g, a maximal abelian subspace a ⊂ p, and coroots {H1, . . . , Hr} of {2ε1, . . . , 2εr} (cf. (4)). Let
H := 12
∑r
k=1Hk and set τH := e
iπ adH . Then τH is a Cayley type involution with τH(Wmin) =
−Wmin, and we know from Theorem 3.8 that g(τH , H) = g. Moreover, adH induces a 3-grading
on g.
As the elementH1 ∈ a is integral hyperbolic, we may also consider the involution τH1 := e
iπ adH1 .
Let {X1, . . . , Xr} be a Jordan frame in V := g1(H) as in Example 2.29. By inspecting the action
of τH1 on the Peirce decomposition of V with respect to this Jordan frame (cf. Remark 2.31),
we see that V τH1 = V (1) ⊕ V (r−1). For each k ∈ {1, . . . , r}, we have τH1(Xk) = Xk, so that
τH1 (Wmin) = Wmin. As a result, Theorem 3.15 shows that g(τH ◦ τH1 , H) is the sum of two
hermitian simple Lie algebras of tube type.
The involution τH ◦ τH1 is induced by the integral hyperbolic element
3
2H1 +
1
2
∑r
k=2Hk and
flips the cone Wmin, so that g
τH ∼= gτH◦τH1 by Proposition 2.23.
Lemma 3.17. Let g be a hermitian Lie algebra of tube type, let (τ, θ) ∈ A(g), and let h ∈ gτ,−θ be
such that g = g−1(h) ⊕ g0(h) ⊕ g1(h). Endow V := g1(h) with the structure of a simple euclidean
Jordan algebra as in Example 2.25 and define σ := −τ |V ∈ Aut(V ). If σ is a Peirce reflection
(Definition 2.36), then τ is of Cayley type.
Proof. Suppose that σ is a Peirce reflection. Then there exists a Jordan frame F := {c1, . . . , cr} of
V such that σ(ck) = ck for all 1 ≤ k ≤ r and σ = P (w), where w = c1+ . . .+ cs for some 1 ≤ s ≤ r.
In particular, for x ∈ Vij , we have σ(x) = x if 1 ≤ i < j ≤ s or s < i < j ≤ r and σ(x) = −x if
1 ≤ i ≤ s < j ≤ r (cf. [BH98, 1.7.1]).
Identify g0(h) with the structure algebra str(V ) = Der(V )⊕L(V ) of V (cf. Remark 2.26). Then
a := span(L(F )) is maximal abelian in g−θ, the root system Σ ⊂ a∗ is of type (Cr) as in (4), and
the elements 2L(ck) are coroots of 2εk for 1 ≤ k ≤ r (cf. Remark 2.31). The space a is contained in
gτ : To see this, recall from Remark 3.14 that the unique extension of −τ |V with the properties from
Proposition 3.13 is given by τ ◦ τh = τh ◦ τ , where τh := eiπ adh. Thus, we have for x ∈ span(F ):
(τh ◦ τ)L(x) = L((τh ◦ τ)x) = L(−τ(x)) = L(σ(x)) = L(x)
(cf. [Koe67, p. 795]). But since L(x) ∈ str(V ) ⊂ g0(h), we have τh(L(x)) = L(x), which shows
L(x) ∈ gτ .
Let h′ :=
∑s
k=1 L(ck) and set τh′ := e
iπ adh′ . Then we have adh ◦ τh′ = τh′ ◦ adh, and τh′ and
σ coincide on V , so that τh′ ◦ τh = τ (cf. Remark 3.14). Since τh′ ◦ τh is a Cayley type involution,
this proves the claim.
To prepare the following theorem, we first recall that involutive automorphisms τ ∈ Aut(g) with
τ(Wmin) = −Wmin for a hermitian Lie algebra g 6∼= so(2, n) of tube type can be divided into three
27
(disjoint) classes: Cayley type involutions, involutions τ with the property that rankR g
τ = rankR g
and gτ is simple, and those with rankR g = 2 rankR g
τ (cf. [HO´97, Thm. 3.2.8]).
Theorem 3.18. Let g be a hermitian Lie algebra of tube type, let (τ, θ) ∈ A(g), and let h ∈ gτ,−θ
be such that g = g−1(h)⊕g0(h)⊕g1(h). Endow V := g1(h) with the structure of a simple euclidean
Jordan algebra as in Example 2.25 and define σ := −τ |V ∈ Aut(V ). Then the following assertions
hold:
(a) If τ is a Cayley type involution, then σ is a Peirce reflection.
(b) If τ is of non-Cayley type with rankR g
τ = rankR g, then V
σ is simple and non-trivial with
rankV σ = rankV .
(c) If rankR g = 2 rankR g
τ , then σ is non-split (Definition 2.36).
Proof. We denote the Cartan decomposition of g corresponding to θ by g = k⊕p and the eigenspace
decomposition of g with respect to τ by g = h⊕ q.
(a) Suppose that τ is a Cayley type involution. Then, according to [HO´97, Lem. 1.3.10, Prop.
3.1.14], there exists an element h0 ∈ z(h)∩p such that τ = eiπ adh0 and g = g−1(h0)⊕g0(h0)⊕g1(h0).
In particular, we have [h, h0] = 0. Choose a maximal abelian subspace a ⊂ p of dimension r =
rankR g containing h and h0. The restricted root system Σ ⊂ a
∗ of g is then of type (Cr) as in
(4). Let H1, . . . , Hr ∈ a be the coroots of 2ε1, . . . , 2εr ∈ Σ respectively. Since h and h0 induce
3-gradings on g, we may assume that the coroots are chosen in such a way that
h =
1
2
r∑
k=1
Hk and h0 =
1
2
(
ℓ∑
k=1
Hk −
r∑
k=ℓ+1
Hk
)
for some 0 ≤ ℓ ≤ r (cf. Remark 2.7). Moreover, we may choose a Jordan frame F = {X1, . . . , Xr}
as in Remark 2.31 such that (9) holds. Now an inspection of the action of σ on the root spaces
shows that, on Vij , the involution σ acts by the identity map if 1 ≤ i, j ≤ ℓ or ℓ < i, j ≤ r, and by
multiplication with (−1) otherwise. Hence, −τ is a Peirce reflection on V (cf. [BH98, 1.7.1]).
(b) We first show that σ must be a split involution: Since rankR h = rankR g, we can choose a
maximal abelian subspace a ⊂ p such that a ⊂ h and h ∈ a. Choose H1, . . . , Hr ∈ a and the Jordan
frame F = {X1, . . . , Xr} as in (a). Then τ(Hk) = Hk for all 1 ≤ k ≤ r implies that τ preserves
all root spaces. Since g2εk = RXk and Xk ∈ Wmin ∪ (−Wmin), we must have τ(Xk) = −Xk, i.e.
σ(Xk) = Xk. In particular, σ preserves the subalgebra V
(1) = RXk, hence it can not be non-split
by Lemma 2.42. Thus, we must have rankV σ = rankV .
We already observed in Lemma 3.17 that σ cannot be a Peirce reflection, so that V σ must be
simple by Proposition 2.38.
(c) Suppose that σ is a split involution, i.e. rankV = rankV σ. By Proposition 2.38, there exists
a Jordan frame F ⊂ V such that σ(F ) = F and, for R := span(F ), we have R = Rσ. Recall from
Remark 2.26 that we can identify g0(h) with the structure algebra str(V ) = Der(V ) ⊕ L(V ), and
that this decomposition is a Cartan decomposition of str(V ), so that we have L(V ) ⊂ p. Now our
assumptions imply that L(R) is an abelian subspace of dimension r = rankR g contained in h ∩ p,
which is a contradiction because rankR h =
1
2 rankR g.
Let g, τ, h, and V be as above and suppose that τ is not of Cayley type. If rankV 6= 2, then
there exists at most one equivalence class of involutions σ ∈ Aut(V ) such that σ is non-split and
at most one equivalence class such that V σ is simple with rankV = rankV σ (cf. [BH98, Table
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1.5.1]). Thus, Theorem 3.18 allows us to determine the fixed point algebra of the involution −τ |V
depending on gτ .
In the case where rankV = 2, i.e. V ∼= R⋊Rn for some n ∈ N, we may have several equivalence
classes of split involutions which are not Peirce reflections, as we have seen in Example 2.37, so that
we need a more elaborate argument here:
Proposition 3.19. Let g = so(2, n) for n ∈ N, n 6= 2, and let (τ, θ) ∈ A(g). Let h ∈ gτ,−θ be
such that g = g−1(h) ⊕ g0(h) ⊕ g1(h). Endow V := g1(h) with the structure of a simple euclidean
Jordan algebra as in Example 2.25. If gτ ∼= so(1, k) ⊕ so(1, n − k) for 1 < k < n − 1, then either
V −τ ∼= R× Rn−k, or V −τ ∼= R× Rk.
Proof. From the classification of causal symmetric pairs [HO´97, Thm. 3.2.8] we deduce that τ is
not a Cayley type involution, so that V −τ must be simple with rankV −τ = 2 by Theorem 3.18.
The element h induces a 3-grading on h := gτ ∼= so(1, k) ⊕ so(1, n − k). Suppose that h
induces a 3-grading on both simple ideals of h. According to [KN64, p. 893f.], we would then have
h1(h) = V
τ ∼= Rk−1 ⊕ Rn−k−1 = Rn−2, so that V −τ ∼= R× R is a two-dimensional euclidean simple
Jordan algebra of rank 2. But this leads to a contradiction because such a Jordan algebra does not
exist.
Hence, h commutes with one of the simple ideals of h, so that it is contained in one of them.
We identify h with the above direct sum. If h ∈ so(1, k), then h1(h) = V
τ ∼= Rk−1, so that
V −τ ∼= R× R(n−k+1)−1 (cf. [BH98, Table 1.5.1]).
On the other hand, if h ∈ so(1, n − k), then we have h1(h) = V τ ∼= Rn−k−1 and therefore
V −τ ∼= R× R(k+1)−1 (cf. [KN64, p. 893f.]).
Recall from Section 2.3.1 that equivalence classes of involutions on simple euclidean Jordan
algebras can be divided into split and non-split involutions, and split involutions further divide
into Peirce reflections and non-trivial involutions with a simple fixed point algebra. A crucial step
in the proof of Theorem 1.1 is to determine for each involution τ ∈ Aut(g) of a hermitian simple
Lie algebra g of tube type the type of the Jordan algebra involution −τ on the corresponding
simple Jordan algebra. That such a Jordan algebra always exists is a consequence of the following
proposition:
Proposition 3.20. Let g be a hermitian Lie algebra of real rank r and let (τ, θ) ∈ A(g). Denote
the corresponding Cartan decomposition of g by g = k ⊕ p. Let ah ⊂ gτ ∩ p be a maximal abelian
subspace in gτ ∩ p. Then the following assertions hold:
(a) Either ah is maximal abelian in p or r = 2s is even and there exists a maximal abelian subspace
a ⊂ p of p with ah ⊂ a and a basis {H1, . . . , Hr} of a with the following properties:
• τ(Hℓ) = Hℓ+s for 1 ≤ ℓ ≤ s,
• the vectors Kℓ := Hℓ +Hℓ+s form a basis of a ∩ gτ , and
• if we denote by {ε1, . . . , εr} ⊂ a∗ the dual basis of {H1, . . . , Hr}, then the restricted root
system Σ ⊂ a∗ is of type (Cr) as in (4) if g is of tube type and of type (BCr) as in (5)
if g is of non-tube type.
(b) Let h0 ∈ ah be such that spec(adh0) ⊂ {0,±
1
2 ,±1} and
gt(h0) := g−1(h0)⊕ [g−1(h0), g1(h0)]⊕ g1(h0)
satisfies rankR gt(h0) = rankR g. Then ah ⊂ [g
−τ
−1(h0), g
−τ
1 (h0)].
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Proof. (a) Let g = h ⊕ q be the eigenspace decomposition of g with respect to τ . The subalgebra
h is θ-invariant, hence reductive, and θ restricts to a Cartan involution on h. Choose a maximal
abelian subspace ah ⊂ h ∩ p and let a ⊂ p be a maximal abelian subspace in p containing ah. By
Lemma 3.4, a is τ -invariant with a = ah ⊕ a ∩ q.
Fix an H-element H0 ∈ z(k). By [HNO94, Lem. III.3] and [Sa80, p. 109f.], there exist orthog-
onal (H1)-homomorphisms κ1, . . . , κr : (sl(2,R),
1
2U) → (g, H0) such that a =
∑r
j=1 Rκj(H), and,
denoting by εj ∈ a∗ the dual basis vector of Hj := κj(H) for 1 ≤ j ≤ r, the restricted root system
Σ ⊂ a∗ is either of type (Cr) or (BCr).
All maximal abelian subspaces of p are conjugate under Inn(k) (cf. [Hel78, Ch. V, Lem. 6.3]),
hence the action of τ on a can be represented by an action of the Weyl group of g (cf. [Hel78, Ch.
VII, Prop. 2.2]). In particular, τ operates on the set {±Hj : 1 ≤ j ≤ r} by a signed permutation
(cf. Remark 2.4).
We claim that τ(Hj) 6= −Hj for all 1 ≤ j ≤ r: Suppose that τ(Hj) = −Hj for such a j. Recall
that τ(H0) = −H0 by Lemma 2.15. Since κj ◦ ad(U) = ad(2H0) ◦ κj , we thus have
τ(κj(T )) = −
1
2τ(κj([U,H ])) = −τ([H0, Hj ]) = −[H0, Hj ] = −
1
2
κj([U,H ]) = κj(T )
(cf. Definition 2.10), so that κj(T ) ∈ h ∩ [H0, a] ⊂ h ∩ p. Since τ acts by a signed permutation on
{H1, . . . , Hr}, we have ah ⊂
∑
i∈{1,...,r}\{j} RHi, so that [κj(T ), ah] = {0}, which contradicts the
maximality of ah. Hence, τ(Hj) 6= −Hj for all 1 ≤ j ≤ r.
After changing the index or sign of H1, . . . , Hr if necessary, we may assume that there exist
k, n ∈ Z≥0 with k + 2n = r such that
τ(Hℓ) = Hℓ (1 ≤ ℓ ≤ k), and τ(Hℓ) = Hℓ+n (k < ℓ ≤ k + n).
In particular, the elements
Kℓ :=
{
Hℓ if 1 ≤ ℓ ≤ k,
Hℓ +Hℓ+n if k < ℓ ≤ k + n,
form a basis of ah. Let s := k + n = dim ah. Then the element h :=
1
2
∑s
ℓ=1Kℓ is hyperbolic
with spec(adh) ⊂ {0,± 12 ,±1} and we have τ(h) = h. By Remark 2.14(c), gt(h) is a hermitian
simple subalgebra of tube type and of real rank r. If g is of tube type, then g± 12 (h) = {0}, so that
gt(h) = g.
As in Example 2.25, we endow V := g1(h) with the structure of a simple euclidean Jordan
algebra. Then −τ restricts to an involutive automorphism of V (cf. Lemma 3.13).
Suppose that ah is not maximal abelian in p, i.e. s 6= r. By [HO´97, Thm. 3.2.8], we must then
have r = 2s and rankR h = s. We claim that τ(Hℓ) 6= Hℓ for 1 ≤ ℓ ≤ r. Suppose that this is the
case for such an ℓ. Then we have
τ(κj(T )) = −
1
2τ(κj([U,H ])) = −τ([H0, Hj ]) = [H0, Hj ] =
1
2
κj([U,H ]) = −κj(T )
so that κℓ(sl(2,R)) ∼= sl(2,R) is τ -invariant. In particular, −τ leaves the rank-1 Jordan subalgebra
Rκℓ(X) ⊂ V invariant, which is not possible by Theorem 3.18 and Lemma 2.42. Thus, we must
have τ(Hℓ) 6= Hℓ, which finishes the proof of (a).
(b) Suppose that h0 ∈ ah has the properties stated in (b). If ah = a, then h0 is of the form
h0 =
1
2
∑r
ℓ=1 αℓHℓ with αℓ ∈ {±1}, and we have τ(Hℓ) = Hℓ and τ(κℓ(T )) = −κℓ(T ) for 1 ≤ ℓ ≤ r.
Combining this with τ(H0) = −H0, we see that τ(κℓ(X)) = −κℓ(X) and τ(κℓ(Y )) = −κℓ(Y ). Since
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(Hℓ, κℓ(X), κℓ(Y )) is an sl(2)-triple, this shows Hℓ ∈ [g
−τ
−1(h0), g
−τ
1 (h0)] for all 1 ≤ ℓ ≤ r because
κℓ(X) ∈ g1(h) if αℓ = 1 and κℓ(X) ∈ g−1(h) if αℓ = −1 and the opposite inclusion holds for κℓ(Y ).
If r = 2s and rankR h = s, then h0 must be of the form h0 =
∑s
ℓ=1 αℓKℓ with α ∈ {−1, 1}. A
similar computation as before shows that, for all 1 ≤ ℓ ≤ s, we have
τ(κℓ(X) + κℓ+s(X)) = −(κℓ(X) + κℓ+s(X)) and τ(κℓ(Y ) + κℓ+s(Y )) = −(κℓ(Y ) + κℓ+s(Y )).
Hence, we have Kℓ ∈ [g
−τ
−1(h0), g
−τ
1 (h0)], which proves (b).
Corollary 3.21. Let g be a hermitian Lie algebra and let (τ, θ) ∈ A(g). Then there exists an
element h ∈ gτ,−θ such that h is hyperbolic with spec(adh) ⊂ {0,± 12 ,±1} and
gt(h) = g−1(h)⊕ [g−1(h), g1(h)]⊕ g1(h)
is a hermitian Lie algebra of tube type with rankR g = rankR gt(h). If g is of tube type, then
g = gt(h). Moreover, for every hyperbolic h0 ∈ gτ,−θ with spec(adh0) = {0,±
1
2 ,±1}, there exists
an element h ∈ gτ,−θ with the above properties and
g±1(h0) ⊂ g±1(h), [h, h0] = 0, and h, h0 ∈ [g
−τ
−1(h), g
−τ
1 (h)] ⊂ gt(h).
Proof. Denote the Cartan decomposition of g with respect to θ by g = k⊕ p. Let ah be a maximal
abelian subspace of gτ ∩ p and set s := dim ah. If ah is maximal abelian in p, then the restricted
root system Σ ⊂ a∗ is either of type (Cr) as in (4) or of type (BCr) as in (5). Let Kℓ be the coroot
of 2εℓ for 1 ≤ ℓ ≤ s. If ah is not maximal abelian in p, then we denote by Kℓ, 1 ≤ ℓ ≤ s, the basis
of ah constructed in Proposition 3.20. Then the element h :=
1
2
∑s
ℓ=1Kℓ ∈ g
τ satisfies the above
properties.
Let now h0 ∈ gτ,−θ be hyperbolic with spec(adh0) ⊂ {0,±
1
2 ,±1}. Then we can choose ah
in such a way that h0 ∈ ah. The condition on the spectrum of ad(h0) then implies that, after
renumbering K1, . . . ,Kℓ if necessary, it must be of the form h0 =
∑s
ℓ=1 λℓKℓ with λℓ ∈ {0,±
1
2}.
Hence, the element
h :=
s∑
ℓ=1
µℓKℓ with µℓ :=
{
λℓ if λℓ 6= 0,
1
2 if λℓ = 0,
(1 ≤ ℓ ≤ s),
has the above properties and g±1(h0) ⊂ g±1(h).
The remaining properties follow from h, h0 ∈ ah and Proposition 3.20(b).
Remark 3.22. Let g = so(2, n) and (τ, θ) ∈ A(g) be as in Proposition 3.19 and identify gτ with
so(1, k)⊕ so(1, n− k), where 1 < k < n− 1. For each of the two proper simple ideals I in gτ , there
exists an element h0 ∈ I ∩ g−θ such that adh0 induces a 3-grading on I (cf. [KN64]). In particular,
h0 is a hyperbolic element in g.
A combinatorial argument using the root system (4) of so(2, n) shows that spec(adg h0) ⊂
{0,± 12 ,±1}. Thus, by Corollary 3.21, there exists h ∈ g
τ,−θ such that g = g−1(h) ⊕ g0(h) ⊕ g1(h)
and g1(h0) ⊂ g1(h). In particular, the proof of Proposition 3.19 shows that h must be contained in
I because g1(h) ∩ I 6= {0}. Hence, both cases V −τ ∼= R× Rn−k and V −τ ∼= R× Rk in Proposition
3.19 can occur.
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3.4 Involutions on hermitian Lie algebras of non-tube type
Let g be a hermitian Lie algebra of non-tube type and let (τ, θ) ∈ A(g). Denote the eigenspace
decomposition of g with respect to τ by g = h ⊕ q. According to Corollary 3.21, there exists
a hyperbolic element h ∈ gτ,−θ such that gt(h) := g−1(h) ⊕ [g−1(h), g1(h)] ⊕ g1(h) is a hermi-
tian subalgebra of tube type with rankR g = rankR gt(h) and spec(adh) = {0,±
1
2 ,±1}. Since
the involution τ commutes with adh, it restricts to an involutive automorphism on gt(h) with
τ(Wmin(gt(h))) = −Wmin(gt(h)). In this section, we want to determine gt(h)τ from h. To this end,
we first observe that
gt(h)
τ = h ∩ gt(h) = h−1(h)⊕ [h−1(h), h1(h)]⊕ h1(h).
From [HO´97, Thm. 3.2.8], we see that h 6= gt(h)τ and that h is semisimple. Hence, the element
h must induce a 5-grading on h. The subalgebra gt(h)
τ is an ideal of h−1(h) ⊕ h0(h) ⊕ h1(h). As
a result, we can determine gt(h)
τ by using the classification of 5-gradings and the corresponding
3-graded subalgebras for simple Lie algebras in [Kan93].
Example 3.23. Consider the Lie algebra g := e6(−14). This Lie algebra is hermitian simple
and of non-tube type. Up to equivalence, there exist two different involutions τ ∈ Aut(g) with
τ(Wmin) = −Wmin.
The first equivalence class is characterized by gτ ∼= sp(2, 2) := u(2, 2,H). Fix a Cartan involution
θ of g such that θτ = τθ and let h ∈ gτ,−θ be as in Corollary 3.21. Then gt(h) ∼= so(2, 8), so that
gt(h)
τ must be isomorphic to so(1, k)⊕ so(1, 8− k) for some 0 ≤ k ≤ 8 by [HO´97, Thm. 3.2.8]. Up
to isomorphy, there exists a unique 5-grading of sp(2, 2) with
sp(2, 2)−1 ⊕ sp(2, 2)0 ⊕ sp(2, 2)1 ∼= sp(1, 1)⊕ sp(1, 1) ∼= so(1, 4)⊕ so(1, 4)
(cf. [Kan93, Table II]), so that gt(h)
τ ∼= so(1, 4)⊕ so(1, 4).
The second equivalence class is characterized by gτ ∼= f4(−20), which is an exceptional simple Lie
algebra of real rank 1. It has an up to isomorphy unique 5-grading with
(f4(−20))−1 ⊕ (f4(−20))0 ⊕ (f4(−20))1 ∼= so(1, 8),
so that gt(h)
τ ∼= so(1, 8).
By applying the same procedure as in Example 3.23 to general non-tube type hermitian Lie
algebras, we obtain:
Proposition 3.24. Let g be a hermitian Lie algebra of non-tube type, let τ ∈ Aut(g) be an involution
with τ(Wmin) = −Wmin, and let h ∈ gτ be as in Corollary 3.21. Then the restriction of τ to the
hermitian simple Lie algebra gt(h) is of the following type:
g gt(h) g
τ gt(h)
τ p, q
su(p, q) su(q, q) so(p, q) so(q, q) p > q > 0
su(2p, 2q) su(2q, 2q) sp(p, q) sp(q, q) p > q > 0
so∗(4p+ 2) so∗(4p) so(2p+ 1,C) so(2p,C) p > 1
e6(−14) so(2, 8) sp(2, 2) so(1, 4)⊕ so(1, 4)
e6(−14) so(2, 8) f4(−20) so(1, 8)
Table 4: Restrictions of τ ∈ Aut(g) to the tube type subalgebra gt(h) with rankR g = rankR gt(h).
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The following lemma will be used to reduce the construction of the subalgebras in Table 1 to
the case where g is of tube type:
Lemma 3.25. Let g be a hermitian Lie algebra of non-tube type with a Cartan decomposition
g = k⊕ p and let h ∈ p be such that g = g−1(h)⊕ g− 12 (h)⊕ g0(h)⊕ g 12 (h)⊕ g1(h) and rankR gt(h) =
rankR g = r. Moreover, let h0 ∈ gt(h) such that [h, h0] = 0 and spec(adgt(h) h0) = {0,±
1
2 ,±1}.
Then spec(adg h0) = {0,±
1
2 ,±1} and gt(h0) ⊂ gt(h).
Proof. Recall from Lemma 3.9 that gt(h) a hermitian simple Lie algebra of tube type. Choose
a maximal abelian subspace a ⊂ gt(h) ∩ p containing h and h0. Then the restricted root system
Σ ⊂ a∗ of g is of type (BCr) as in (5). Let H1, . . . , Hr ∈ a be the coroots of 2ε1, . . . , 2εr respectively,
such that h = 12
∑r
k=1Hk (cf. Remark 2.14(c)). Since h0 induces a 5-grading on gt(h), whose root
system is of type (Cr) as in (4), it must be, after renumbering H1, . . . , Hr if necessary, of the form
h0 =
∑s
k=1 λkHk with λk ∈ {±
1
2} for some 1 ≤ s ≤ r. Thus, h0 also induces a 5-grading on g, and
we have gt(h0) ⊂ gt(h).
3.5 The proof of Theorem 1.1
In order to prove Theorem 1.1, we first show that Table 1 contains all possible subalgebras g(τ, h)
up to isomorphy:
Proposition 3.26. Let g be a hermitian Lie algebra, let τ ∈ Aut(g) be an involutive automorphism
with τ(Wmin) = −Wmin, and let h0 ∈ gτ . Then g(τ, h0) is isomorphic to one of the Lie algebras in
Table 1.
Proof. Let g be a hermitian Lie algebra and let τ ∈ Aut(g) be an involutive automorphism with
τ(Wmin) = −Wmin. We denote the corresponding eigenspace decomposition by g = h⊕ q. Further-
more, we fix a Cartan involution θ of g that commutes with τ and denote the corresponding Cartan
decomposition by g = k⊕ p.
Let h0 ∈ h. In view of Corollary 3.11, we may assume that h0 is hyperbolic with spec(adh0) ⊂
{0,± 12 ,±1}. As a consequence of Lemma 3.5, it suffices to consider the case where h0 ∈ h ∩ p. By
Corollary 3.21, there exists h ∈ h ∩ p such that g±1(h0) ⊂ g±1(h). Moreover, gt(h) is a tube type
hermitian subalgebra of the same real rank as g and we have h, h0 ∈ gt(h) and [h, h0] = 0.
Endow V := g1(h) with the structure of a simple euclidean Jordan algebra as in Example 2.25.
Then g1(h0) is a Jordan subalgebra of V (cf. Lemma 3.7). Thus, we have
g(τ, h0) = (g(τ, h))t(h0) = (gt(h)(τ |gt(h), h))t(h0), (13)
where the first equality follows from g−τ1 (h0) ∩ Wmin(g) ⊂ g1(h) ∩ Wmin(gt(h)) and the second
one from Lemma 3.12. The restriction −τ |V is an involutive Jordan algebra automorphism by
Proposition 3.13. We can determine whether −τ |V is split or non-split and whether it is a Peirce
reflection using Theorem 3.18, respectively Proposition 3.19 if g ∼= so(2, n) for some n ∈ N, n 6= 2.
We can then determine V −τ up to isomorphy using [BH98, Table 1.5.1]. If g is of non-tube type,
then we use Proposition 3.24 first to determine gt(h)
τ and then apply the steps mentioned before
to determine V −τ .
Recall from Lemma 2.30 that g1(h) ∩Wmin(gt(h)) ∈ {±ΩV }, where ΩV denotes the interior of
the cone of squares in V . Hence, Wmin(g) ∩ g1(h)−τ coincides up to a sign with the cone ΩV −τ ,
which generates V −τ = g−τ1 (h). Moreover, the cone
g−τ−1(h) ∩−Wmin(gt(h)) = −θ(g
−τ
1 (h) ∩Wmin(gt(h)))
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generates g−τ−1(h), so that gt(h)(τ, h) coincides with the subalgebra generated by g
−τ
±1(h), which is
isomorphic to the Lie algebra that we obtain from V −τ via the Kantor–Koecher–Tits construction
(cf. Remark 2.26). We can determine this Lie algebra up to isomorphy using the table in [FK94, p.
213].
In order to determine g(τ, h0), we first notice that h0 induces either a 3-grading or a 5-grading
on gt(h)(τ, h). In any case, Lemma 3.7 and g1(h0) ⊂ g1(h) show that g1(h0) ∩ V −τ ∼= (V −τ )(k) for
some 1 ≤ k ≤ r and a suitable Jordan frame F in V −τ . Combining this with equation (13), we
see that g(τ, h0) is the subalgebra that is obtained from the euclidean Jordan algebra (V
−τ )(k) via
the Kantor–Koecher–Tits construction. We can determine g(τ, h0) up to isomorphy using Table 3.
Since gτ is isomorphic to one of the subalgebras in Table 1 for every hermitian Lie algebra g and
every involutive automorphism τ ∈ Aut(g) with τ(Wmin) = −Wmin (cf. [HO´97, Thm. 3.2.8]), we
can apply this procedure to every such g and τ to see that g(τ, h0) is contained in Table 1.
It remains to show that, for a fixed τ ∈ Aut(g), every subalgebra g(τ, h) in Table 1 does actually
occur.
Proposition 3.27. Let g be a hermitian Lie algebra. Then, for a fixed involution τ ∈ Aut(g) with
τ(Wmin) = −Wmin, every subalgebra g(τ, h) in Table 1 can be realized for some h ∈ gτ .
Proof. Fix a Cartan involution θ of g commuting with τ . We first consider the case where g is of
tube type. By Corollary 3.21, there exists h ∈ gτ,−θ such that g = g−1(h) ⊕ g0(h) ⊕ g1(h). We
endow V := g1(h) with the structure of a simple euclidean Jordan algebra as in Example 2.25.
Then −τ restricts to an involutive automorphism of V by Proposition 3.13, and by Theorem 3.15,
the subalgebra g(τ, h) is the Lie algebra that is obtained from V −τ via the Kantor–Koecher–Tits
construction. We can determine g(τ, h) using Theorem 3.18, Proposition 3.19, and [BH98, Table
1.5.1]. With this procedure, we obtain all subalgebras g(τ, h) in Table 1 with rankR g = rankR g(τ, h),
respectively those with rankR g = 2 rankR g(τ, h) in the cases where 2 rankR g
τ = rankR g. For the
case g ∼= so(2, n), we also refer to Remark 3.22.
In order to obtain the subalgebras of lower rank, we proceed as follows: Let F = {c1, . . . , cr} be
a Jordan frame of V with the properties from Proposition 2.38(b) applied to −τ |V . Then we obtain
a Jordan frame F+ of V
−τ by setting F = F+ if −τ |V is split and F+ := {ck − τ(ck) : 1 ≤ k ≤ r}
otherwise (cf. Lemma 2.43). Let F+ = {d1, . . . , ds} for s = rankV −τ . We identify g0(h) with the
structure algebra str(V ) = Der(V )⊕ L(V ) of V (cf. Remark 2.26). With a similar argument as in
the proof of Lemma 3.17, we see that L(F+) is contained in g
τ . Consider now for 1 ≤ k ≤ s − 1
the element hk :=
∑k
i=1 L(di) ∈ g
τ . Then (V −τ )(k) ∼= V −τ1 (hk) = g
−τ
1 (hk) ⊂ g
−τ
1 (h), and since
g(τ, h) is obtained from V −τ via the Kantor–Koecher–Tits construction, so is g(τ, hk), and we can
determine g(τ, hk) using Table 3. By applying this procedure to all such k, we obtain the remaining
subalgebras g(τ, h) in Table 1.
Suppose now that g is of non-tube type. Then there exists a hyperbolic element h ∈ gτ,−θ such
that spec(ad(h)) = {0,± 12 ,±1} and gt(h) is a hermitian subalgebra of tube type with rankR g =
rankR gt(h) (cf. Corollary 3.21). By Remark 2.14(d), we have Wmin(gt(h)) ⊂ Wmin(g) ∩ gt(h), so
that g(τ, h) = gt(h)(τ |gt(h), h). We can determine gt(h)
τ from gτ using Proposition 3.24. Applying
the argument from the tube type case above to gt(h), we obtain all subalgebras g(τ, h) from Table
1 in the cases where rankR g = rankR g(τ, h). In order to obtain the subalgebras of lower rank, we
construct the elements hk ∈ gt(h)
τ,−θ for 1 ≤ k ≤ s − 1 as outlined above. Lemma 3.25 implies
that gt(hk) ⊂ gt(h), so that g(τ, hk) = gt(h)(τ, hk). Applying this procedure to every such k again
yields the remaining subalgebras in Table 1, which finishes the proof.
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