Preface
The information presented in this Technical Reference should be used in planning, analyzing, interpreting, and evaluating rangeland monitoring studies.
There are important statistical considerations that must be borne in mind when planning and conducting monitoring stu<!ies of BLM rangelands. The recommendations resulting from these studies must be defensible both academically and legally. This requires a substantial background in the principles and procedures of statistical inference.
Statistics is usually not the forte of the average BlM range conservationist, nor is it a subject matter that can be easily learned. There exists the feeling that all that is required is a few statistical formulas or a simple cookbook approach to assign meaning to data that were collected without regard for the type of data analysis to be performed. This feeling has been fostered in the Bureau by the frequent reference to "standard statistical procedures." There has to be some understanding the statistical methods, and usually thi s is not the case when data are collected more or less arbitrarily and the conclusions "validated" statistically.
Unfortunately, an average BLM range conservationist cannot become an accomplished statistician overnight, any more than a statistician can become an expert range conservationist by spending a couple of days in a BlM district. Understanding statistics takes time and effort, and there is no way around it. Once the statistical principles underlying the planning and conduct of monitoring activities are underst,,.oct. the specifics of monitoring design and analysis can be easily determined; however, tri ·'!; to implement specifics without knowing the fundamentals easily leads to false conclusions and decisions that cannot be defended.
The material that follows has been prepared to hel p BlM range conservationists cope with the statistical problems present in rangeland monitoring. Inferences from the o.Jta collected are the main concern of statistical analysis. The purpose of statistical inference is to draw conclusions about populations. A population is a collection of things that have some common observable characteristics and about which we want information . We can have populations of trees, plants, the weights of plants, and the ground cover produced by particular plants.
In most cases, we cannot examine each element of the population and must be content with investigating only a part of the whole population. The part investigated is called a sample. A sample is a portion or subset of a population that is used to represent the population from which it is drawn. There are two types of samples: s!atistical samples and judgement samples. A statistical sample is one that is selected by a specific method of random selection. A judgement sample is one that is picked from the target population based on the subjective decision of an individual. Statistical samples can provide an objective measure~ menl of the population characteristics; judgement samples cannot.
Sampling is done to draw inferences about the population sampled. The precision of inferences based on random samples can be assessed by means of probability theory.
Several probability distributions are used for describing vegetation characteristics. Most statistical analyses are based on the normal distribution. Other commonly used distributions used in the analysis of vegetation data are the Poisson, binomial and log normal.
Statistical analyses rest on the connection between sampling and inference. A statistic is a number computed from a sample. On the basis of the sample statistics, we make inferences about population parameters, which are numbers describing the content of the population under investigation. The most important fact to be used in stat istical inference is that the distribution of sample means can be approximated by a normal distribution, and that the mean of this sampling distribution is the mean of the population. This is called the "central limit theorem".
A sample statistic estimates the value of the population parameter. The precision of such an estimate is measured by a quantity called the standard error, and this quantity is used to construct a confidence interval that we can be reasonably confident surrounds the unknown value of the population parameter. Confidence intervals for the population mean are easi ly estimated using the central limit theorem. Elementary statistics: Glantz (1987) ; Huntsberger and Billingley (1987); Malison (1986) .
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More advanced statistics: Snedecor and Cochran (1980) ; Sokal and Rohlf (1981) ; Steel and Torrie (1980); Zar (1984) .
Elementary sampling theory: Scheaffer, Mendenhall, and 011 (1986); Williams (1978) .
More advanced sampling theory: Cochran (1977) .
Experimental design: Box, Hunter, and Hunter (1978); Winer (1971) . Krebs (1989); and Greig-Smith (1983) . These books can help when planning a monitoring program.
All of the statistical procedures discussed and recommended in this Technical
At the planning stage of a monitoring program, the questions to be answered, the hypotheses to be tested, and the effects to be estimated should be stated clearly. All this should be examined systematically. Clearly, there is no cookbook approach that can be followed. but there are general guidelines.
2_1 What are the objectives?
The objectives should be stated clearly and precisely. Management objectives may be general, but the objectives of a sampling survey should be as specific as possible. each objective being stated as a hypothesis to be tested, a confidonce interval to be computed, and a decision to be made. For example. the management objective may be to increase the percent cover of wheat grass from \0 to 15 percent in the Cranky Caribou key area. The objectives of the survey may be to estimate the percent cover with a margin of error of 2%, a 90% confidence interval, and within certain pers~nnel and budget constraints.
2_2 What is sampled?
The target population from which the sample is to be drawn and for which inferences are to be made must be defined. To define the target population, one must specify:
a. The individual elements that make up the population.
b. The attribute of intere,t.
c. The way in which the attribute will be measured.
As an example, suppose that one war , to estimate the percent cover on the Cranky Caribou key area. Several questions may be asked: How will the cover be measured?
line-intercept method -Daubenmire method Using the above example, the target population might be the basal area of all plants on the Cranky Caribou key area, as determined by the Daubenmire method on slopes of less than 3%.
Next, the population must be divided into distinct sampling unils which together constitute the population. Defining the sampling unit will answer the following questions: 2_3 How is the sample drawn?
The way in which samples are drawn is tenned the sample design. There are several sample designs which may be appropriate for monitoring: simple random sampling. stratified sampling, and cluster sampling. The particular sampling design to be chosen is dictated by the nature of the problem and the availability of funds.
The recommended approach for selecting monitoring sites is to randomly select siles in areas with si milar management activities. Randomly allocating sampling units eliminates any possible bias on the part of the range conservationi st, thereby increasi ng the acc uracy of the analysis. The purpose o f randomization is to guarantee the validity of the test of significance, based on the estimate of error made possible by repeated sampling. The number of samples and the sample design required for a given monitoring project depend mostly on the degree of precision desired. For a given sample des ign. the smaller the effect to be detected, the greater the number of samples needed.
Some consideration should be given to the question of interspersion when selecting monitor· ing sites. Interspersion refers to the di stribution in space of the sampling units and is impor· tant for minimizing bias and the possibility of spurious effects. Randomization alone does
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guarantee some degree of interspersion. but it may not be enough. If the randomized layout appears segregated, the simplest and most widely used solution is to reject it and "re·random-ize" until a layout with an acceptable degree of interspersion is obtained. The importance of inierspersion and its apparent contradiction to randomization are described in detail in Hul'lbert (1984) . As an aside, Hurlbert's paper could be interpreted as justification for systematic sampling. at least in the sense that such sampling helps insure that the quadrants. plots, or plants measured are in interspaced throughout the sampling area. Prince (1986) offers some interesting insight on the issue of random versus systematic sampling of vegetation, noting that systematic sampling may be more accurate Ihan a simple random sample of the same size because of the often strong correlation that exists between neighboring measurements in the natural environment.
The method for data collection in the field is outlined in Technical Reference 4400-3 and Technical Reference 4400-4, (U.S. Department of the Interior, Bureau of Land Management, 19840 and 1985a) . As emphasized by Hunter (1980) , high quality data can be obtained only if dependable measuring techniques are used and if trained, experienced, and reliable field personnel are employed to collect the data.
For purposes of statistical analysis, it is preferable to randomly locate the plots or transects the first year and then measure the same plots or transects in succeeding years. Each plot or transect measured the first year is paired with thl;: same plot or transect measured in subsequent years. The data can be compared using a paired (-test for two years' data and a repeated measures analysis of variance for three or more years' data. Since the members of each pair of plots or transects are positively correlated, there is an increase in the ability of the statistical procedure to detect a small difference. This is because the paired t-test and the repeated measures analysis of variance procedures eliminate a major source of variance, that existing from pair to pair. Instead of calculating the variance of differences among the individuals within each sample, the variance of the differences between the pairs is calculated. Steel and Torrie (1980, pages 102-105) and the other statistics texts referenced in Section I elaborate on the advantages of using paired observations.
Where are the samples taken?
The field sample selection procedure is potentially the largest single source of (selection) bias. Samples selected because they are "convenient" or "representative" may save effort in 50me cases, but ttcy may also prOduce seriously biased results.
Random seif".c!:on of sampling units can be easily accomplished. Let us illustrate this with an example. Suppose that we have determined that, for a given study, we need to select five tran sect locations in a key area. We proceed as follows:
Get a map of the key area. Draw a grid directly on the map. or lay a grid over it. Number all the grid squares from one to N. Using a table of random numbers. or a random number generator on a computer or calculator. se lect five random numbers between one and N. This selects five locations on U:e map. Check the spatial arrangement for interspersion. If not satisfactory, continue drawing sets of five random numbers until a satisfactory spatial arrangement is reached.
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The five tra_ 11sect locations are now selected. Next, determine the method to locate the tran sect within the site. One could decide, for example, to proceed to the southwest corner of the site and walk northwest until a suitable transect location is reached.
The size grid employed depends on:
3. How accurately a spot on the map can be located on the ground. There is no point in having a grid with 3,000 points if, in the field, only perhaps 300 points can be discerned.
b. The number of potential sample (transect) sites. If there are only, say, 100 potential sites, it makes no sense to have more than that number of grid points.
Another method that can be employed to locate random coordinates in the field is described by Awbrey (1977) .
Yet another method of randomly locating transects is given in Technical Reference 4400-4 (U.S. Department of the Interior, Bureau of Land Management, 1985a), pages 31 and 32, and Illustration 24, page 10!. This method involves permanently locating a lOO-foot baseline by means of two stakes. Transects are then run perpendicular to the baseline at randomly selected points along a lOO-foottape. The direction of the transect (to the right or len of the baseline) is also determined randomly. Although the Technical Reference does not discuss it, care should be taken to run the baseline to minimize the amount of variability from one end to the other. If, for exanlple, the area to be sampled is a hillside, and the vegetation changes as one goes up or down the slope, the baseline should follow a contour line. The transects will then cross the variability. The result will be that the transects will have the maximum amount of variability within them and the minimum amount of variability between them. This will make detection of differences more likely.
What is probably not well understood concerning the use of the I OO-foot baseline technique is that the target population consists only of those plants within an area that is 100 feet by 2 times the length of each transect. For example, if each transect is 100 feet long, the target population is those plants within the IOO-by-200-foot area that is potentially sampled by randomly placed transects. It is only for this area that statistical inferences can be made. Any inferences ahoutthe entire key area (assuming the key area is larger than 100 by 200 feet) are logical inferences rather than statistical ones.
The number of points in a transect and the distance between points is an important consideration. Longer transects may show less variation than shorter ones, unless they cross vegeta~ tion types, in which case they will show more variation than shorter ones. An increase in the size of the transect often results in a decrease in the number of replications that can be run, due to time and money constraints. Adequate replic..:ation of small transects is easier than adequate replication of large transects. It is usually more efficient to record more transects with fewer points per transect than fewer transects and more points per transect.
The key areas sampled should be as homogeneous as possible if simple random sampling is used. Where key areas contain more than one vegetation type. stratified sampling should be used to reduce the total variance. If transects are the sampling units, they should cross the variability in the vegetation. Each sampling unit should have as much variability within it as possible and the variation between sampling units should be kept to a minimum.

How large a sample should be taken?
The size of the sample required to detect differences depends on the following three items:
•. The natural variability in the population.
b. The precision required.
c. The acceptable risk in the determination of confidence intervals.
Large within-site variability requires more sampling units (unless one uses paired plots or transects-see discussion under 2.3 abov~) . Often, some source of variation (such as elevation or aspect) can be identified and the variation in the sampled variable can be at least partially explained. One can generally control the magnitude of this explained portion of the variation. The remaining unexplained variability will dictate the number of sampling units to take.
The desired degree of precision indicates how close to the true mean the sample mean should be. Precision can be increased by increasing the sample size and by carefully selecting the sampling unit and sample design.
The level of significance at which the null hypothesis is going to be tested determines the width of the confidence intervals. The level of significance is a specification of the acceptable risk that the actual confidence interval does not cover the true mean. The lower the risk tolerated, the larger the sample size.
Setting the precision and confidence limits requires knowing the importance of the information being obtained and the resources available to do the necessary sampling and measurement. Some general guidelines are: a. Use 10% precision and 75% or 80% confidence when testing controversial hypotheses (i.e . when a future court appearance seems likely).
b. Use 20% precision and 80% confidence for general resource management.
The recommendation for a 75% or 80% level of significance versus the more conventional 90% or 95% level is based on the need to lower the chances of committing a Type II error. Whenever we have controversy in the BLM we usually have resource deterioration. Therefore. we want to lower the chances of accepting the null hypothesis of no change in resource condition (Type II error) when in fact the resource has deteriorated. The RISC (Range Inventory Standardization Committee) report recommends 80% as a reasonable confidence level.
In summary, higher confidence. higher precision, and greater variability all dictate increased sample sizes. When an insufficient sample size is used. a significant difference may exist but not be apparent. Conclusions drawn from such an analysis may. therefore. be invalid.
Technical References 4400-3 and 4400-4 (U.S. Department of the Interior, Bureau of Land Management, 1984c and 1985a) . often recommend specific sample sizes. The sizes given in
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those documents should be compared to the sample sizes detemlined to be necessary using the considerations discussed above for the particular level of significance. degree of precision, and variability in the target population. All of these factors are combined in formulas for sampl e size determination (for example. Sokal and Rohlf 1981 , pages 262-2(4) .
An alternative to using formulas to determine sample size is to make use of sequential sampling techniques, whereby sampling continues until additional plots or transects do not significantly affect the mean (for the attribute of interest) of the more important (or abundant) plants. This technique is described by Mueller-Dombois and Ellenberg (1974, pages 77-80). 2.6 What statistica: tests shouM be used?
Most range monitoring information is analyzed using Chi-square. confidence limits. t-test. Analysis of Variance (ANOVA). and time series regression analysis. The type of analysis selected depends upon (I) the number of plots or transects sampled, (2) the number of years of data, and (3) the type of data collected (cover, frequency, density).
The two essential requirements of these tests are that (I.) sampling must be random and (2) the sampling units (transects or plots) must be independent. Additional assumptions for ANOVA are (3) an underlying normal distribution and (4) equal variability within subgroups. Although plant attribute data and percent data usually violate requirement (3), data transformation can be used to approximate a normal distribution and lack of normality can be easily mitigated. In general. lack of normality and inequality of subgroup variation tend to increase the overall variance. thus decreasing the chance of finding significant differences.
If requirements (I ) and (2) are violated, no valid statistical analysis is possible. Statistical analysis is not possible with data that have been arbitrarily collected. Statistical analysis is not just something added at the end of the investigative process to validate a foregone conclusion or to dress up the results. On the other hand. if a sound sampling design has been used. the conclusions will have statistical validity and will be able to withstand outside scrutiny.
Three common analyses of range monitoring data are (I) determining confidence limits for a given year, (2) comparing two years, and (3) comparing three or more years.
I . Determining confidence limits for a species for a given year. Statement you can make: "I am 90% confident that the percent cover of AGSP on the Cranky Caribou key area is between 13% and 21 %" Statistical test to use: Confidence limits on the year of interest.
Comparing two years for a single species.
Statement you can make: '111e increase in AGSP from 10% to 17% in the Cranky Caribou key area from 1983 to 1987 was statistically significant at the t5 % level." Statistical test to usc: I-test. ptlircd if the same plots or transec ts were measured in the two years; two-sample if the same plots or transects were not rcmcasured. (Day and Quinn, 1989) to determine which years are significantly different. The appropriate ANOV A model to use is that associated with a randomized complete block design. in which the treatments are the years and the blocks are the transo.;cts or plots (Winer, 1971) . The analysis of variance can be used to detect linear and higher order trends.
If the same plots were re-measured in each year, the appropriate analysis of variance to use is that associated with a single-factor experiment having repeated measurements on the same elements. The treatments are the years, and a test for trelld is used to detect a possibl e trend across the years (Winer, 1971) .
Once a statistical method is chosen to test the hypothesis, stick wIth the method. An unexpected or undesired result is not by itself a valid reason for rejecting the method or the results. Examine all the steps involved in the analysis, beginning with the sampling design and the data collection phase. Scrutinize every aspect of the study. Then, make the decision whether to repeat the study or to use another sampling design and analysis.
How are the statistical analyses run?
All the statistical analyses required for rangeland monitoring can be run using existing computer packages, either on the Honeywell mainframe or on a PC.
The Honeywell mainframe in Denver has two general statistical packages and one specific rangeland monitoring program. The general statistical packages are STATPAK and SPSS. STATPAK can be accessed interactively and will suffice for t-tests, two-way analysis of variance, and linear regression . SPSS has to be accessed in a batch mode and it is a bit more cumbersome to use, but it is very comprehensive and is the best commercial package available. The specific rangeland monitoring package is called AI21IRENOfMONITOR (1985) and uses ANOV A and Duncan' s Multiple-Range Test 10 compare frequency and cover data across the years to detect any significant changes. The MONITOR program assumes a twoway randomized block design . The treatments are the years and the replications are the transects. The error term is the year x transect interaction. With the two-way randomized block design model, it is possible to identify significant differences between two or more years of data and two or more transects. In the in stances when the number of transects is smal l and the tWD-way randomized block design model shows no significant difference between years and between transects, a complete ly random design model with a single criterion of classification is also ava il able to investigate possible significant differences between years. Information obtained fro m the monitoring program should be assembled in a format that is understandable by both resource specialists and decision makers. Document the objective(s) of the experiment, the details of the design of the experiment, !~e data collection phase, and the data analysis phase.
The data collected should be entered into a data liIe or data base that is compatible with the stati stical package used for the analysis. If the data are stored in a data base, updating and retrieval are considerably easier. Data base managers such as ASPENI2 or dBASE III are suggested for data storage. ASPENI2 is available on both the Honeywell mainframe and PCs, while dBASE III Plus is available on PCs. Since the data have to be entered into a computer for analysis, it makes sense to slore the data in a data base format from which it can always be recalled for analysis or for furthel retrieval and update.
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Analysis of Trend Study Methods
The various trend study methods discussed in Technical Reference 4400-4 (U.S . Department of the Interior, Bureau of Land Management, 1985a) can be aggregated into three groups for the purposes of data preparation and data analysis. All of the methods di scussed in the Technical Reference are covered here. If your method is slightly different from those discussed in Technical Reference 4400-4, read the description of the methods covered by the three groups. Then select the closest group.
3.1 Methods for photo plot, line intercept, and step point. Obviously, if only one plot or transect per key area is established, the data obtained cannot be statisticallyanalyud. Several plots or transects (preferably 10 or more) are necessary for statistical analysis. In general, several shorter transects are better than one longer transect. Four 50-point transects will provide more information than one 200-point transect.
The statistical analysis to be recommended is based on the following assumptions: (a) the plots or transects are randomly placed and (b) the transects are independent, while the plants or plots within transects are not independent. In addition, if the same plots are sampled every time, this has a bearing on the type of analysis used.
3.1.1 Cover data preparation. a. Photo plot and line intercept methods.
For each plot, use the percent cover computed on the data collection forms given in TR-4400-4. b.
Step point method.
Compute the percent cover for each transect for ~ach species or cover category at each level (ground or basal and foliar, levels 1, 2, and 3). As an example, let us use the data on page 115 of TR-4400-4 (U.S. Department of the Interior, Bureau of Land Management. 1985a) and work through the computations for ground and foliar I· levels. This transect has only 100 points rather than the 200 specified by the method, but the 100 points will make computations easier.
II
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All 100 points have to hit something on each level, even if that something is .. thin air," Thus the total hits for each cover layer must total 100. For the layers in which the count does not add up to 100, one can assume that the missing values are the "thin air" hits. In the page 115 example, 39 of the 100 points hit ground le vel without hitting anything above that layer, while 61 of the points hit some form o f vegetation. To compute the percent cover at the ground level, combine the ground-level category cover with the basal or ground' ievel category from the basal and foliar cover as follows: Remember, there are 100 points and all of them must be accounted for. Therefore, those which are not li sted on the data collection fonns are the "thin air" hits.
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• Make separate data files for each species you wish to compare. Make separate columns for each year and separate rows for each plot. The data file would have the same number of row s and columns as the one for percent cover, with the only difference heing that the lile would have density val ues rather than the cover percentages.
Transformation of data.
Transformation of cover data is required to make the data approximately normally distributed. The recommended transformation is the arcsine square root, arcsin" y, with the cover y expressed as a decimal fraction . Transformation of the density data is recommended si nce em meration data often follows a Poisson distribution. Use the square root transformation. To estimate either the density or the percent cover for the key area in any given year, construct a confidence interval for the year of interest.
b. Comparing two years.
If the same plot locations were used in both years, use a paired t-test. If the same plot locations were not used in both years, then use a two sample t-test.
c. Comparing three or more years.
If the same plot locations were used in all years, the appropriate analysis is an ANOV A for a si ngle factor experiment having repeated measurements on the same elements. If the same plot locations were not used in all years, then an ANOV A for a randomized complete block design is the appropriate analysis. The treatments are the years and the blocks are the transects or plots. Duncan's Multiple-Range Test can be used to detect individual differences between the years. The ANOV A can also detect linear and higher-order trends between years. The same plots or transects mayor may not be measured in subsequent years. For analysis purposes, plots o r tran sects can be of different sizes or lengths from year to year.
The transects in these two methods should he permanently marked. However, for statistical analysis it will be assumed that new transects are established each year. This is because different people pace at different lengths, and the exact same spot of ground is not remeasured each year. Additional assumptions are that the transects are independent and randomly placed. The pl ots within the transects are usually not independent. Similar tables can be prepared ;or each species combination and cover class combination of interest.
b. Two or more transects per year.
If more than one transect per key area has been established. the data file construction and analysis will be quite different. One cover value is computed for each transect as described on page 85, TR-4400-4. These cover percentages will be used as the basi, for the ana lysis. It makes no difference whether cover was computed using the 6-or IO-cover class method. The zero counts must be included. However, because the cell counts are too small, this species should be combined with other species until the cell counts are greater than or equal to 5. Do combine species, but do not combine the plots since each plot is an independe nt estimate ofthe total.
Frequency data preparation.
If only one transect per year was established, no statistical analysis is possible. When several transects per year are run, the frequency data musl be collected with the same size plot each year in order to obtain valid comparisons between years.
3.2.4 Cover data file crealion.
a. One transect per year.
Make separate data files for each comb in~tion o f species and cover classes to be compared. Make separate columns for each year, and separate rows for each cover cl ass or combined cover classes. The same cover classes mu st be used fo r all years being compared. No transfonnation of cover data is required if data on only one transect per year are avail able.
Otherwise, cover data shou ld be tran sfonned using the arcsine square root transformation.
Before applying the transfonnation, express the cover data as a decimal fraction .
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Density data should be transfOl med using the square root transfonnation. Frequency data should be handled similarly to cover data. Use the arcsine square root transformation. expressing the frequency as a decimal fraction.
Analysis of one transect per year.
Two or morc years of cover data can ,~ umpared using a two-way contingency table and the chi-square statistic.
Two years of density rlata can be compared using a t-test. Use a paired Hest if the same plots were measured. Otht:rwise. use a two-sample t-test.
If three or more years of density data are available, and if the same plots were remeasured, use ANOV A with repeated measurements. If the same plots were not remeasured, use a twoway analysis of variance in which the treatments are the yr.ars and the blocks are the plotS' Duncan' s Multiple-Range Test can be used to detennine which years are different.
No frequency comparisons are possibie with only one transect per year.
3.2.9 Analysis of two or more transects per year .
a. Confidence intervals .
To estimate the cover, density, or frequency for the key area in any given year, construct a confidence interval for the year of interest.
b. Comparing two years .
Cover and freque ncy data can be compared using a t-test. Use a paired t-test if the same plots were measured. Otherwise. usc a two-sample t-test.
To compare density data, either use a t-test, if comparing transects, or an ANOV A, if the transects are subdivided into plots. The analysis of variance model is a randomized block design with more than one observation per block. The treatments are the years. The blocks are the transects. The repeated observations are th. plots within the transects.
c. Comparing three or more years.
Cover and frequency data are analyzed using a two-way ANOV A for a randomized block design. The years are the treatments and the transects are the blocks. Duncan' s MultipleRange Test can be used to detect differences between the years. The ANOV A of variance can also detect linear and higher-order trends.
Density data can be ana lyzed two ways. If the plots within the transects are pooled, use the model recommended for cover and frequency. If the plots within the transects are treated as replicated measurements, use an ANOV A randomized block design with more than one observation per block. The treatments are the years, the blocks are the transects, and the repeated observations are the plots within the transects. The sampling un it in the three methods is the transect. The transects are randomly placed and are assumed to be independent. For the purpose of the statistical analysis. it is assumed that new transects are establi shed each year. si nce it is practically impossible to remeasIJre the same transect and plots year after year. The plots within the transects are not independent. Precision can be increased by increasing the number of transects. Accuracy is incrt!3sed by increasing the number of quadrants within transects. Transformation of both frequency and cover data is required to make the data approximately normally distributed. The recommended transformation is the arcsine square root, arcsin Y. with y expressed as a decimal fraction.
3.3.6 Analysis ortwo or more transects per year.
a. Confidence intervals.
For both cover and frequency, do confidence intervals for the years of interest.
For both cover and frequency, use a two-sample t-test. The number of plots may be different for the two years being compared.
Cover and frequency data are analyzed using a two-way analysis of variance model for a randomi:u:d block design. The treatments are the years and the transects are the blocks. Duncan's Multiple-Range Test can be used to detect differences between the years. The ANOV A can also detect linear and higher-order trends.
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Analysis of Utilization Study Methods
This section addresses all of the utilization study methods described in Technical Reference 4400-3.
All utiliza.tion methods express utilization as a percentage of the current year's production that has been removed. Each plot or transect measured produces an estimate of the percent utilization for each species, and several plots or transects are required to estimate the sampling error.
The sampling unit in the paired plot method is the pair of plots. The difference between the protected and the unprotected plot represents the amount of forage consumed or destroyed during the foraging period. The protected and unprotected plots are dependent, but the pairs of plots are independent.
In all of the other methods. the sampling unit is the trailSect. The transects must be independent and randomly placed.
None of the utilization methods recommends that the same plots or transects be remeasured in subsequent years.
As expressed repeatedly in the range monitoring section, there can be no statistical analysis if only one plot or transect is measured per year. No estimate of the sampling error is possible unless several samples are collected. Hence. several shorter transects are more meaningful than one longer transect. A 50-point transect will provide more infonnation if it is separated into five transects of 10 observations each.
Paired plot method data preparation_
Compute the percent utilization for each plot for each species. The data for AGSP from TR-4400-3, illustration 2. page 54, will be used as an example. Use the same formula as for the overall percent utilization, (P-U)*I OO/P, but compute percent utilization for each plot as follows:
PLOT I f=.U x 100 = 2i.o..ll x 100 = liL\.lJl!l = 40% SPSSX is a package that is geared to the statistician. Some may find it a bit too complex and may opt to use STPK or any of the other statistical packages available for the micro. By using STPK as a reference, you should he able to establish the suitability of other interactive statistical packages that you may have available on your PC.
Data sets used.
The following data sets are used in the examples that follow.
ONECDATA. Cover count for 3 cover classes and 3 years. Cover classes are rows, years are columns. Exhibit I.
CHDATA. Cell entry counts by cover classes I, 2, and 3, for years 84, 85, and 86. Exhibit 2.
XXDATA. Frequency counts for 10 transects for 5 years. Cell entries by year and transect. Exhibit 3.
YYDATA. Frequency counts for 10 transects for 5 years. Transects are rows, years are columns. Exhibit 4.
DDDATA. Density for 2 transects, 4 years, and 3 replications. Cell entries by transect, year, and replioation. Exhibit 5.
Example of t-test.
SPSSX.
a. Independent Samples.
The SPSSX command file is shown in Exhibit 6. This command file selects the data from data set XXDATA. transforms the data using the arcsin transformation. and compares years I and 2 using a t-test for independent sam ples. The data are first divided by 20, since there 24
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are 20 quadrants per transect, to get decimal fractions. Then, the arcsin~ of the fraction is computed to obtain radians. The radians are converted to degrees by multiplying by 360/11 = 57.29578.
The SPSSX results are shown in Exhibit 7.
b. Paired Samples.
The SPSSX command file is shown in Exhibit 8. This command file selects the data from data set YYDATA, transforms the data using the arcsinv transformation, and makes paired comparisons of year I and year 2 using a t-test for paired samples. The data transformation is the same as described in item a above.
The SPSSX results are shown in Exhibit 9.
STPK.
The interactive session is shown in" Exhibit to. It uses data set YYDATA, transforms the data using the arcsin transformation. and compares year 1 and year 2 for both independent samples and paired samples using the t-statistic. The results agree with the SPSSX results.
5_3 Example of Two-way ANOVA (Randomized block design), SPSSX.
The SPSSX command file is shown in Exhibit 11 . The command file uses data set XXDATA, transforms the data using the arcsinv transformation, and performs a Two-way ANOV A using a randomized block design. The years are the treatments and the transects are the blocks. It also computes linear and higher-order contrasts to detect trends.
The SPSSX results are shown in Exhibit 12. The F value for YEAR indicates significant difference between the years at the 0 .000 level of significance. The F value for the first PARAMETER under YEAR shows the significance of the linear trend at the 0 .000 level of significance. Notice that the F values for the 2nd, 3rd, and 4th PARAMETER under YEAR (quadratic, cubic, and quartic trend components) are not significant at the 0.1 level.
The interactive session is shown in Exhibit 13. It uses data set XXDATA. transforms the data using the arcsinv transformation, and performs a Two-way ANOVA.
The linear and higher-order contrasts can be easily calculated by hand. We need to know the yearly totals for the transformed data and the contrast coefficients. The totals can be obtained by using the GROUP I , TRANSFORMATION analysis option in the STPK menu, printing the data. and summing the totals for Ihe years. The contrasts coefficients can be obtained from Winer (1971, p.878 Then, the linear contrast F can be computed (Winer, 1971, p.296 ): Clin = (-2)(444.00)- (1) As indicated earlier, this should be good enough if the transect effect is not significant and, hence, the mean square error is pretty much the same for the One-way ANOY A and the Twoway ANOYA (in this example MSetn)f = 116.63 for one-way and MS error = 109.84 for twoway). If the transect effect is significant,the significant differences in the Duncan's test for a Two-way ANOY A model can be recomputed as follows:
The SPSS printout gives this expression for the significant difference, S, 
Notice that the significant differences are the same as in the SPSSX printout, which is to be expected due to the lack of significance of the transect term, and the corresponding similar values of the mean square error terms in the one-way and the two-way models.
STPK and A 121IRENO/XMONITOR.
STPK does not have the capability to run Duncan' s test. AI2l1RENOIMONITOR does have the capability to conduct Duncan's test on contiguous means as well as a Two-way ANOYA. The interactive session is shown in Exhibit 16, using data set YYDATA adapted to the format of the prog ram. Notice that the mean squares, F values, and their level of significance for the years, transects, and residual error are identical to those obtai ned using eilher SPSSX or STPK for the Two-way ANOY A desig n. The values for S are slightly different. which appears to be due to the values used in building th e Duncan tables in the computer subroutine.
The "non·significant groupings" give the comparisons for contiguous means only. Notice that the results agree with the SPSSX printout. SPSSX.
The SPSSX command file is shown in Exhibit 17. This command file uses data set YYDATA, transforms the data using the arcsin transformation, and performs a Two-way ANOV A with repeated measurements on the same plots or transects. Refer to Winer (1971, p.261 ) for a detailed explanation of the single-factor experimental design with repeated measurements on the same element.
The SPSSX results are shown in Exhibit 18. Although conceptually the repeated measurement design is different from the two-way randomized block design, the results are computationally the same. The within-cells mean square in the test of "between subjects" corresponds to the transect mean square. Similarly, in the test of "within subject," the withincells mean square corresponds to the residual mean square, and the year mean square is the same in both analyses.
Since there is no advantage to using this design when dealing with only one factor (years) and the results are computationally the same, use a randomized block design even if the same plots or transects are remeasured.
STPK does not have the capability to run this design. However, since the Two-way ANOV A design is computationally identical to the design of repeated measurements on the same plot or transect, use the two-way randomized block design.
5.6 Example of Two-way ANOVA with more than one observation per block.
SPSSX.
The SPSSX command file is shown in Exhibit 19. This command file uses the data set DDDATA, transforms the data using the square root transformation, and performs a twofactor analysis of variance with repealed measurements on one factor. Refer to Winer (1971 , p.518 ) for a detailed explanation of the two-factor experiment with repeated measurements on ODC factor.
The SPSSX results are shown in Exhibit 20. The YEAR and the YEAR x TRANSect interaction mean squares arc tested against the residual mean square. The YEAR factor is significant at the 0.000 level, which means that there is a significant difference between the years at that level of significance. The YEAR x TRANSect interaction is only significant at the 0. 166 level.
The TR ANSect effect is tested against the ERROR I mean square. The F value shows significance at the 0.026 level.
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STPK.
The interactive se!'sion is shown in Exhibit 2 t. The analysis is conducted using a three-factor design and pooling the appropriate mean squares to compute the two error terms. To examine the significance of the year (Y) and the year x transect interaction (Yl), we pool the YR and the T x YR term. This results in a POOL! value of 14.83, which is the same as the RESIDUAL in the SPSSX analysis. To examine the significance of the transect effect (T), we pool the replication (R) and the TR interaction. This results in a POOL2 value of 17.16, which is the same as the ERROR I term in the SPSSX printout.
5,7 Example of Chi-square.
The SPSSX command file is shown in Exhibit 22. This command file uses data set CHDATA, sets up a contingency table, and computes the Chi-square statistic. The hypothesis being tested is tilat of independence between the rows (cover classes) and the columns (years). This means that rows and columns represent an independent classification, that is, the proportion of each year total that belongs to each cover class is the same for all years. If this is the case, there is no difference between years and the Chi-square statistic will not be significant. If it is not the case, the years are different and the Chi-square statistic will be signific::mt.
The SPSSX results are shown in Exhibit 23. The Chi-square statistic obtained is only significant at the 0.8864 level. Since we are looking for significance at the O.oI or 0.05 level, we can state that the years arc not significantly different at either of those two levels.
The interactive session is shown in Exhibit 24. The analysis is conducted using the ONECDATA set. The Chi-square value obtained of 1.149 agrees with the SPSSX printout.
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Alpha level of significance.
Alternative
Hypothesis, H,.
Beta level of significance.
Inference.
Key area.
Null Hypothesis, Ho.
Parameter.
Population.
Precision.
Sample.
Glossary of Terms
The closeness of a measured or computed value to its true value.
Probability of rejecting Ho, given that the Ho is true; that is, the probability of Type I error.
A statement that there is a difference between the true value of the parameter of the population sampled and the hypothesized value of the population parameter. This is equivalent to saying that the treatment does have an effect.
Probability of accepting Ho. given that the Ho is false; that is, the probability of Type II error.
The process of making generalizations about a population from one or more samples. Statlstlcallnrerenc:e allows one to assess how reliable such generalizations are (i n :cmlS of standard errors, confidence intervals, etc.). LogicaIlnferenc:e does not allow an assessment of precision.
A relatively small portion of a rangeland area selected because of its 10-cation, use, or grazing value and used as an area on which to monitor the effects of grazing use. [t is assumed that key areas, if properly selected, will reflect the effects of current grazing management over all or a part of a pasture, allotment, or other grazing unit. Since key areas are subjectively located, statistical inferences concerning the population sampled are possible only for the key area (or the portion of the key area sampled). Any generalization< concerning the remainder of the pasture or a1lotmentare logical inferences. This does not mean that such generalizations are not valid, only that there is no way of assessing the degree of error associated with such generalizations.
A statement that there is no difference (hence the term "null") between the true value of the parameter of the popUlation sampled and the hypothesized value of the population parameter. This is equivalent to saying that a treatment has no effect.
A number computed from a population.
Any set or collection of things that has some observable thing about which onc wi shes information.
The closeness of repeated measurements of the same quantity.
A portion or subset of a population. A collection of sampling units. Samples are used to represent the population from which the sam ple is drawn .
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Sampling unit.
Statistic.
TYpe [ error.
TYpe II error.
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A subdivision of the population that may be selected (through random sampling) through sampling. The sampling unit may be an individual plant, a transect, or a plot. The sampling units must cover the whole of the population to be sampled and not overlap. A number of sampling units selected through random sampling constitutes a sample.
A number computed from a sample.
The error of wrongly rejecting the null hypothesis, given that the null hypothesis is true (deciding that an ineffective treatment is effective).
The error of <'liling to reject the null hypothesis, given that the null hypothesis is false (failing to identify that an effective treatment is indeed effective). •
XXDATA Data Set
RXHIBIT 4 .
• 1 --.
SPSSX results for t-test with paired samples
-----+--------+--------+--------+
::::OLUMN TOTAL 14 10
+--------+ --------+--------+
22 18 
+--------+--------+--------+
10
+--------+ --------+------
