Abstract-Traffic grooming is necessary for the efficient use of optical networks. It generally requires a signal conversion from the optical to the electrical domain and back. Planners have some freedom in selecting the location where this energy-intensive process takes place. A subset of nodes in a network may be powered by renewable energy sources. Those green nodes cause lower greenhouse gas (GHG) emissions than others. We suggest to choose these green sites for grooming. We propose a model for GHG emissions caused by network operations. Depending on the level of penetration of renewable sources in the power supplies across the network, emissions can be reduced significantly. We introduce a hierarchical grooming approach to collect and multiplex traffic at those green nodes, groom it there, and therefore save emissions. We evaluate the emission model and the hierarchical approaches' performance. Furthermore, we apply them to various network/demand scenarios in an effort to identify favorable conditions for this scheme. We find that, by relaxing energy-efficiency requirements in green nodes and being more stringent in black nodes, we can reduce overall network emissions. The hierarchical approach is scalable and efficiently applicable to operating and future networks.
I. INTRODUCTION

I
N high-bandwidth wavelength division multiplexing (WDM) networks, individual requests often do not utilize the bandwidth offered by a whole wavelength link. Assigning the capacity of a whole wavelength to such a request leads to wasted capacity. As a solution to using the network more efficiently, several requests are groomed onto a single lightpath. Therefore, the optical signal is converted to the electrical domain, electrically switched, multiplexed into higher bit rate streams, and finally converted back to the optical domain (optical-electronicoptical (OEO) conversion). Thus, there is less unused capacity on a groomed lightpath. However, this consumes considerably more energy than the all-optical routing of lightpaths (550 W versus 6 W [2] ). If specific nodes are used to groom many requests, the power consumption in these nodes is higher than in other locations.
Globally, the availability of electricity generated from renewable sources is increasing, and growth is expected to accelerate during the coming years [3] . This includes electricity generated from wind, water, solar, and geothermal energy sources, addressed herein as green sources. These generate electricity without any, or with very low, greenhouse gas (GHG) emissions, the most frequently mentioned one being CO 2 . In this paper, the two terms GHG and CO 2 will be used interchangeably. Following the convention of naming energy sources after colors, energy produced by burning fossil fuels shall be called black energy. Naturally, in a power grid which connects consumers and producers of electricity from various primaryenergy sources, we will also have different shades of brown energy which is not considered as a separate type of energy herein.
The geographical distribution of green sources is typically heterogeneous; resources are not uniformly available, and not all sources can (yet) be used in a profitable manner. With optical wide area networks spanning areas as large as countries or even continents, we assume that some nodes are closer to sources of green energy than others.
In the following, we present an approach to operate an optical network in a greener manner. For that purpose, we make combined use of the aforementioned diversity in primary-energy sources and the existing freedom in choosing specific grooming locations. The goal is to minimize the energy consumption in black nodes by shifting grooming to green nodes, where it causes less GHG emissions.
We first study possibilities to reduce the emissions and then propose ways to use the green nodes efficiently. One promising approach is to use a hierarchical clustering and grooming method which is scalable and successfully reduces GHG emissions. The hierarchical approach can be applied in cases where networks are separated in different domains, as long as there are one or more green nodes in each domain. See the comprehensive [4] for in-depth studies on grooming, including the NP-hardness of the grooming problem even for simple topologies and the proposed approach in [5] to deal with it by means of hierarchical clustering.
1) Energy-Efficient Grooming:
Previous works on grooming are primarily focused on energy efficiency and the minimization of operational expenditures (OPEX). To the best of our knowledge, different types of energy sources are not considered. Assuming a single primary-energy source powered network, the term greening is equivalent to saving energy rather than reducing emissions.
The authors of [6] present an approach to reduce the energy consumed in a grooming-enabled network. They model the network's physical components in detail and use information about equipment power consumption to find paths for requests with a minimum increase in overall energy consumption of the network. Simulation results of two heuristics are compared; no energy awareness or per-path energy-consumption minimization is considered. The energy reduction (and associated cost savings) comes at the price of significantly higher blocking probabilities. A potential energy consumption reduction of 29% leads to an increase in blocking probability from 5% to 25% at high network loads.
Similarly, the authors of [7] aim to reduce operational power by decomposing the network graph in an auxiliary graph with layered vertices representing the optical and the electrical layer. The authors introduce a model to represent power consumption as consisting of the sum of a traffic-independent overhead and the traffic-dependent part. With this approach, the routing cost of using a lightpath that has already been established is considerably lower than setting up a new one.
In [8] , a modified optical cross connect is used to save energy by allowing a tap or pass architecture for lightpaths. Existing lightpaths can be extended or tapped on nodes that they pass. This introduces interruption of requests that currently use these lightpaths. The authors point out that, particularly for moderate loads, high energy savings are achievable.
Equipment that is not switched on does not consume energy. Consequently, the authors of [9] present an integer linear program (ILP) solution and heuristics to reduce the number of active transponders during network operation.
An ILP solution in [2] examines the energy efficiency and power consumption of three different strategies: minimizing the number of lightpaths, amount of electronically switched traffic, and the overall power consumption. The authors first derive a model to calculate emissions and make statements about tolerable simplifications. We use their formulas to calculate energy consumption in this paper and then derive the caused emissions.
Energy-aware routing and wavelength assignment (RWA) approaches typically lead to longer paths and higher utilization of links due to tight packing in order to increase efficiency. This has detrimental effects on signal quality; physical impairments become more prominent. The size of this impact and possible solutions are discussed in [10] .
2) Use of Renewable Energy in Optical Networks: Aside from the aforementioned publications on energy efficient grooming, the authors of [11] present a broad overview of the efforts in other aspects of saving energy in network operations. Energy efficient routing schemes, network planning, and selectively turning equipment on and off are mentioned as strategies to reduce energy consumption. A strategy to reduce the emissions caused by the network is presented that colocates data centers and grid resources close to sites with high availability of green energy resources. A similar direction is taken by approaches that optimize energy efficiency of network resources combined with IT resources. The authors of [12] for example allocate network resources and computation resources in an integrated way. Their approach relies on the virtualization of resources, and it is proposed and developed as part of the European GEYSERS project.
The approach in [13] makes use of available information on dual power sources for a general RWA algorithm. Paths to service requests in the network are assigned, aiming to minimize the emissions caused. The authors present an optimal solution with respect to emissions caused by network operations. The static traffic planning problem is solved with the assumption that 25%, 50%, and 75% of the nodes in the network are powered by green sources. To maintain computability, path selection is limited to the k-shortest paths. No grooming is considered.
We examine how dual energy sources can be exploited for network survivability in [14] . The network emissions are reduced by increasing the utilization of low carbon sites for setting up primary paths and routing backup paths along routes with higher emissions. Since the backup paths are not used in normal operation, the proposed heuristics achieve more than proportional reductions for a given level of green nodes in the network. Furthermore, we presented green grooming in [15] without addressing hierarchies or the multidomain explicitly. The impact of fluctuations in the availability of renewable energy in source-aware manycast is the subject in [16] .
In [17] , GHG emissions are reduced via a heuristic at the cost of increased path length and blocking probability. In [18] , the authors present an approach for emission reduction through the anycast selection of processing data centers. They consider an opaque network architecture with a single energy source for powering data transport.
The authors of [19] propose a computation architecture to exploit otherwise wasted available energy. Their idea is to relocate virtual machines to idling data centers that run on renewable energy. In a case study, they analyze thoroughly the viability of this approach. They analyze the usefulness of their approach considering the overhead and availability constraints.
In the next section of this paper, we describe the network and power consumption model. In Section III, we discuss the (multidomain) clustering approach, followed by the implementation in Section IV. In Section V, we present the results of our experiments and complete the discussion presented in [1] with blocking probabilities and the analysis of the required nodal degrees.
II. MODEL DESCRIPTION
We use several models of optical networks with known topologies from [20] . For example, a 14-node U.S. network as shown in Fig. 4 . We assume a homogeneous node structure. Each node has a defined number of incoming and outgoing fibers. Since we try to explore the static grooming problem here, we initially do not put limitations on the number of wavelengths per fiber. This constraint will be added later in an RWA step for a more differentiated analysis. Electrical switches and connections in the node are assumed to have sufficient capacity to handle full wavelength usage.
Requests are specified from one node (source) to another node (destination) which must not be the same node. A bandwidth requirement is specified for each request, and it may have any value between 0.1 and 1.0, with 1.0 being a full wavelength (e.g., 10G). Requests cannot be split into smaller subrequests; if the requirements exceed the available capacity of existing lightpaths, a new one is created. There is no limitation on the maximum number of hops or the maximum length of a path for a request to be routed and groomed on.
As before in [14] , we make the simplified assumption that equipment that is not currently used does not consume any power. In reality, standby modes do consume power. Installed, but turned off, equipment adds to the facility's overall consumption for cooling, backup power, etc. Schemes like this are subject to current research (e.g., in [21] where the authors propose an open shortest path first extension to route IP traffic in order to switch off links while maintaining good quality of service). In [22] , a low power idle and adaptive rate implementation is presented; it goes beyond the scope of this paper to make any statements and observations that would require in-depth modeling of turning on and off optical transmission equipment. OEO conversion in grooming nodes also takes care of retiming, retransmitting, and reshaping the signal (3R). Therefore, we do not consider additional regenerators along the lightpaths between source, grooming, and destination nodes.
We consider a power consumption model with two parts, a static part E 0 causing 75% of consumption and a loaddependent part linearly adding up to 25% to consumption and emissions. The color of a lightpath established between two nodes can be either green (if ingress and egress nodes both are green), black (both nodes are black), or brown (one node is green, and the other is black).
We have adapted the architecture and power consumptions from the work in [2] . We illustrated the layers of a node in Fig. 1 . Both layers have an incoming node on the left and an outgoing one on the right. The top layer is the access layer, where incoming and outgoing requests will start and terminate. This layer is equivalent to the electrical switching portion of the node. The communication on optical fiber between nodes originates and terminates on the wavelength layers (with additional pairs of nodes underneath for every wavelength if wavelength assignment is considered). The layers are interconnected by the internal processing equipment in the node: electrical switching and processing equipment at the top and optical equipment in the bottom. The internal links are crossed over in order to account for all parts of nodal power consumption. We simplify, however, as mentioned, to a traffic-independent part and a traffic-dependent part that simplify to a linear function of the traffic. The power consumption is shown in Fig. 2 . The value is relative to the power consumed by a 10G transponder, which equals the maximum requested bandwidth of one wavelength in our model.
From these power consumptions, we directly derive the emissions caused by using these nodes, assuming a linear connection between energy consumption and emitted GHG. To model green network sites, these emissions are multiplied by a green factor e(n) at every node n with 0 < e(n) < 1. This factor is introduced to model the fact that, over the lifetime of any green energy source, these are not 100% emission free, but nonnegligible maintenance tasks, etc., do cause low emissions. The exact value of the factor varies greatly with the chosen energy source [23] and is for our purpose chosen to be e green = 0.01. The chosen green factor in other words means that the consumption of renewable energy is assumed to generate 1% of the emissions that fossil energy consumption generates. The results that we present are all stated as relative emissions and relative energy consumptions. To make the problem realistic on the one side and tractable on the other, we make the following assumptions and definitions. The network may be any optical bypass enabled backbone network. It has N nodes number of nodes and N links physical links connecting them; on all of them, N wavelengths wavelengths of bandwidth B wavelength are available. Thus, every link has a maximum bandwidth capacity of max (B link ) = N wavelengths × B wavelength . All the nodes are equipped with the same technology, add-drop multiplexers (ADMs) capable of dropping or bypassing any number of wavelengths, and enough transponders to handle the maximum number of wavelengths. The power consumptions P n are simplified to be P n bypass (w) and P n switched (w). Being the power consumed in node n for either optical bypassing or electrical switching as a function of the number of wavelengths w, it is P bypass (w) < P switched (w) ∀ w ∈ Z + . To model the two available power sources, fossil fuels (black) and renewable sources (green), the power consumption is multiplied with a factor e(n) with e ∈ [e green , e black ] and e green e black . Although the power consumption of a node contains other factors, it is sufficient to consider these two cases [2] ; power consumed for cooling and other energy consumption and the cost of transponders connecting the ADM to the electrical switch are included in P switched . The total power consumption of a node is P (n) = w (P bypass (w) + P switched (w)), and the emissions caused by that node are E(n) = e(n) × P (n)
With these definitions, it is straightforward to define some elementary lower bounds: With no grooming, we need R lightpaths, thus 2R transponders and no ADMs. The emissions for our model would be proportional to the fraction of green node. If we have ideal grooming and we can fit all the requests optimally in the lightpaths, e.g., we only have one s and one d and minimize the number of transponders, we need b(R)/B wavelength transponders. Both cases depicted are theoretical extremes. We introduce grooming to reduce the number of lightpaths because not all requests in the network originate from the same s and terminate at the same d. Again, the emissions would depend on the greenness of s and d entirely.
We refine the model in [2] to min
This means that we have a static emission part, for every lightpath passing a node, and a traffic-dependent part. We assume two simple cases to get a feeling for lower bounds: G = 1 (all requests use a full wavelength), i.e., no grooming is possible but the transition OEO is only necessary at terminal nodes. G = (N − 1) (all requests use 1/G wavelengths), i.e., grooming is possible and every source can transmit all its traffic on one wavelength. In the first case, the optimization function can be reduced to min(
Hence, it is simply a matter of reducing the greenness factor of nodes, which is equivalent to introducing more green nodes into the topology. In the second case, similarly, the optimization function can be reduced to min((E 0 N/2 + eN/2) i g i ). Thus, the question is how can we optimize the emissions of the network with a limited subset and given distribution of green nodes?
III. HIERARCHY TO EFFICIENTLY USE AVAILABLE GREEN SOURCES
In the following, we consider making a distinction between black and green nodes not only by assigning different emission characteristics but also by introducing a hierarchy in the set of nodes to facilitate network management.
The goal is to facilitate network management. Hierarchies are already present in networks, constrained by managerial boundaries and responsibilities and inhomogeneous node structure: multidomain networks. The grooming problem cannot be efficiently solved for optimality. The hierarchical approach is a three-step process.
1) The network has to be clustered. In [5] , the authors present an extensive study on how to cluster an optical network to minimize the number of necessary lightpaths. This is a problem very separate from other clustering methods. They derive a model to achieve lower average lightpath and bandwidth consumptions. 2) On the clustered network, the traffic has to be groomed and concatenated into stars connecting black nodes with green hubs. They present a smart heuristic which we employ in our model too.
3) The RWA of the lightpaths (virtual) on the actual topology.
A. Clustering Methods
See [24] for a comprehensive study on clustering methods. One common feature of most approaches is that relatively few parameters can be passed to the clustering algorithm, but we need to have some influence to at least steer the clustering in the direction that we want: cluster around green nodes. The approach in [5] is specifically derived for the grooming problem and aims to keep the number of lightpaths low. However, it is suboptimal in terms of emissions, as a lightpath originating at a green node causes only a fraction of the emissions of a lightpath originating at a black node. As a logical step, the first clustering method that we implement is distance-based local clusters: Based on the topology, we associate every node to their closest green node and designate the green node as a hub. The second method that we use is called label propagation community detection [25] . We cluster according to the number of demands between nodes and modify the weights in a way that emphasizes on connections between any node and a green node. We prevent multiple green nodes to be assigned to the same cluster by fixing their labels. This is desirable for the performance of our approach as shown in the results section and can, in a real implementation, be accompanied by selectively picking further hubs by hand or by connecting more nodes to green sources in strategic places.
IV. IMPLEMENTATION
In the following, we describe the implementation details and parameters for the green hierarchical solution and the simulations conducted in the results section.
The input to any of the problems consists of three pieces: topology, distribution of green nodes, and demands. The topologies are taken from [20] . These contain nodes with geographic location and the physical links connecting them. Green node distributions are generated either manually if specific patterns are desired, collocating green resources with areas with wind power or solar power or distributing them, e.g., at the "corners" of the topology, or randomly distributed where every node can be initialized with a probability to be powered by green sources (e.g., 25% or 50%). The demands are generated with a uniform distribution across all nodes, and each demand specifies a source and target node, but it is assumed to be bidirectional in the lightpath and wavelength assignment step. Furthermore, every demand is generated with a uniformly distributed bandwidth requirement ranging from 0.1 × C to 1.0 × C with C being the capacity of a full wavelength. Note that in the results section, C is assumed to be 10G because this transmission rate is common but can, in the future, be easily adapted to 40G or 100G as those become more dominant. We generate differently sized sets of demands for the different topologies to study the efficient range of traffic that our approach can handle. See the results for the exact number of generated demands for each of the topologies.
The next step in processing is the clustering of nodes in the graph with the aim of establishing an emission efficient hierarchy. We propose two methods with different inputs and different results. Both approaches form κ clusters with κ being the number of green nodes in the topology. Another common feature is that the one green node per cluster acts as the hub. The difference lies in how the black nodes are associated with a green hub: The first approach is based entirely on the physical topology of the network (see Fig. 3 ), and we cluster the nodes according to their geographical distance to the next green node. The second approach is label propagation based. This approach modeled after [25] allows us to assign different labels to the green nodes and then let all the black nodes iteratively exchange labels until they converge to a clustering solution. This approach is based on the demand input. The reasoning behind picking these two approaches is that the first one is very simple to calculate in advance because no knowledge of the traffic matrix is needed in advance. The resulting clusters are likely to be highly connected in terms of physical fiber links. Thus, the RWA should be easier/more successful in terms of blocking.
Following the clustering (see Fig. 4 ), lightpaths are established and filled with demands. This is the actual grooming step. We follow the approach given in [5] . Therefore, we first connect all the black nodes to their green hub nodes with an (at first) unused lightpath. Then, we directly route lightpaths that utilize the full wavelength capacity, skipping the grooming step, as it is impossible to piggyback any more demands on them. The second class of demand to be added to the lightpath graph is demands with bandwidth b requirement (0.8 × C) ≤ b. These skip the source hub and are directly routed to the destination hub, to prevent high congestion (as in high virtual nodal degree) at the source hub. The final hop from the target hub to the actual target is added as a new (local) demand. Then, we route local traffic within the clusters to and from the green hubs. Iteratively, we first look for existing lightpaths with enough free capacity, and if any of those are not available, we establish new ones. Finally, we proceed to the rest of the demands.
The emissions are calculated per lightpath
As a final step, we implemented a simple first-fit RWA to measure the influence of the high number of lightpaths at the green nodes and to compare to the emissions caused by a nongrooming approach. This is not meant to completely cover the RWA step but rather to allow us to compare and is an indication toward the challenges in routing. We suggest that the green-grooming approach should be accompanied by a green routing approach as in [15] .
V. RESULTS
In the following, we evaluate the performance of the suggested approaches with the following parameters. We have three different topologies: 50 node Germany (88 physical links), 37 node European (57 links), and 14 node U.S. (21 links). For the European and U.S. topology, we have one distribution of green nodes each, and they represent challenging cases, where green energy sources are clustered and located at the extremities of the network. For the Germany topology, we have allocated green resources as illustrated in Fig. 5 : (a) in areas with wind power (the sea shores), (b) distributed them at the "corners" of the topology, and (c) and (d) randomly distributed where every node was initialized with a probability to be powered by green sources of 25% and 50%, respectively. We then calculated solutions for 30 randomly generated traffic patterns, with a volume adjusted to the respective topology (see individual results) and bandwidth requirements ranging from 0.1 × C to 1.0 × C with C being the capacity of a full wavelength. The electronic switching cost is equal to the sum of the bandwidths of the demands and the same for all approaches. It is not included in the charts as it would only add a constant factor that would make the scale of the charts unnecessarily large. It is obvious, however, that this is a major drawback of grooming since, in direct lightpath establishment, no intermediate processing is necessary. Still, grooming is essential to fit the multitude of traffic streams into the limited number of wavelengths in WDM networks.
A. Emissions
In Fig. 6 , we plotted the average emissions per request caused by the lightpath setup for different topologies and different distributions of green nodes. The emissions indicated are relative to the emissions caused by a 10G transponder operating at full load, run on a nonrenewable source. Values are averaged over 30 demand scenarios. Individual lines are plotted for each of the two clustering approaches and for a nongrooming approach. Our first observation is that the range of emissions varies greatly with the topology and the distribution of green nodes and less with the amount of requests. This indicates that the approach is scalable for changing demands and can be used successfully even with some uncertainty in the demand development. The order of which approach performs how well in each scenario is also highly dependent on the surrounding factors, except for the NSF-Net topology, where the lines for both clustering methods overlap. For small topologies, the difference between approaches diminishes. It is one of the scopes of this paper to identify suitable environmental parameters with respect to the distribution and amount of green nodes. We now focus on the German topology. It has the most nodes and is the kind of topology that is our target along with even bigger topologies. We observe that, for the corner pattern, the distance clustering yields the best results, and this can be explained by the neatly connected clusters that are possible in this case. No green node is adjacent to another, but they are rather well distributed. For the cases where green nodes are rare, i.e., all are found in the very north, a random 25% distribution is assumed. Label propagation gives the lowest emissions. Its strength is the consideration of demands in the clustering. No geographical pattern is present. Thus, a clustering on geographical distance results in worse performance. As the number of nodes increases and they are more dispersed across the network, the blind nongrooming RWA gives good results too, as the probability rises that transponders of its lightpaths will be green. This is not surprising as the assumption for our proposed approach is that a small subset of nodes is powered green and that there possibly is limited control over which nodes those are.
Comparing the emissions per request for the grooming and the nongrooming approach, it has to be noted that the simple solution creates exactly one lightpath per request while the grooming solution creates up to three (in the worst case) and 1.2 to 1.8 on average; see Fig. 7 . Consequentially, the electrical switching of traffic is on the same level and the emission reductions are immense since it is very energy intensive but entirely done at the green sites.
To study the effects of the demand distribution, we study Fig. 8 . Here, we plotted the emissions, relative to those caused by a 10G transponder operating at full load run on a nonrenewable source, by the lightpath setups for the German topology and uniform distribution of 25% green nodes. Values are shown for each of the 30 demand scenarios simulated. Individual lines are plotted for each of the two clustering approaches and for a nongrooming approach. We can observe that the lines for the nongrooming and distance clustering approaches are relatively stable around their averages of 0.94 and 0.81, respectively. Recall that the label propagation clustering takes the demand distribution as input. Naturally, we observe more jitter in the curve, yet the average emissions are reduced to 0.62. This makes the approach again more robust against changing demands and uncertain development as it will perform more differentiated than the others but better on average.
B. Power Consumption
In Fig. 9 , we show the power consumption. As mentioned earlier, we establish up to three lightpaths for one request, which means that we also admit increased energy consumption. The energy minimizing solution would be a minimum lightpath approach as in [5] . Our results are, however, in the same range (see Fig. 7 ), or at least the order of emission savings is greater than the order of the increase in the number of lightpaths.
C. Network Performance
Naturally, we have to study network performance for our approach since we try to get both the emissions savings (clustering and hub selection) and increased performance (grooming). In Fig. 7 , we plot the average number of lightpaths needed per request. Again focusing on the German topology, if we compare the lightpath numbers, we see that, with increasing number of green nodes, i.e., with increased numbers of clusters, they shrink. Another observation is that label forwarding outperforms distance clustering for low demands and they converge for higher demands. As these values are averaged, they depend also on the exact demand setup. The fluctuations are not of the same size as for the emissions however. We reach the order of the values in [5] for larger numbers of demands. We should note that the emission savings are even greater, as we only do grooming in green nodes, reducing the (not numerically considered) emissions for electronic switching. It is a key observation that we are in the same range because that leads to the same amount of electronically switched traffic and makes the comparison valid.
A concern when talking about hierarchical grooming is the number of lightpaths at the hubs. Since the traffic from the entire cluster must be handled there, this number is rather large. In Fig. 10 , we can see the maximum virtual nodal degree for the lightpaths. The lines that have RWA added to them are the result of a very simple first-fit wavelength assignment that should, in a practical realization, be replaced with a more sophisticated one in terms of capacity and also in terms of energy conservation/emission reduction; see [13] , [17] , [18] , and [21] . However, we can observe that, for the targeted scenarios, the label forwarding approach has a lower requirement here, and with DWDM equipment capable of transmitting 80 wavelengths per fiber, operation is achievable for nodes with degrees in the range of 4 to 6 with reasonable traffic rates. The cases where distance clustering is more efficient are the ones with either a large number of green nodes or the ones with a geographically distributed pattern in the green node distribution. Looking at Fig. 11 , we see that, for difficult cases a) (small number of green nodes at the extremities of the topology and not distributed), the label forwarding approach works better than geographic clustering and that, b) for more gracious distributions, the geographical approach performs similarly to the no-grooming approach.
VI. CONCLUSION AND OUTLOOK
We have studied two methods of choosing clusters with green hubs; each have their applicable scenarios. A difficult environment is a predefined small set of green nodes present in the network, located close to each other and not evenly distributed. For this scenario, we proposed the label forwarding clustering approach with constraints on hub selection and the number of clusters. Reducing emissions by exploiting freedom in network planning has potential as in all real-world networks above a certain size that this heterogeneity is present. We also confirmed that, for high greenness, the clustering approach is less efficient, and hierarchy-agnostic green grooming will yield better results. As an extension, we are looking into multihierarchical solutions and selecting a hub from more than one green node per cluster. These approaches are of interest as the level of green sources will be increasing over the next years.
