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• Reinforcement learning (RL) models and regression models have been used for choice data analysis.
• We investigated the relation between these two approaches.
• We found a special case in which an RL model is equivalent to a regression model.
• Based on the relation, we discuss how the RL parameters are related to history dependence.
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a b s t r a c t
Reinforcement learning (RL) models have been widely used to analyze the choice behavior of humans
and other animals in a broad range of fields, including psychology and neuroscience. Linear regression-
basedmodels that explicitly represent how reward and choice history influences future choices have also
been used to model choice behavior. While both approaches have been used independently, the relation
between the twomodels has not been explicitly described. The aim of the present study is to describe this
relation and investigate how the parameters in the RL model mediate the effects of reward and choice
history on future choices. To achieve these aims, we performed analytical calculations and numerical
simulations. First, we describe a special case inwhich the RL and regressionmodels can provide equivalent
predictions of future choices. The general properties of the RL model are discussed as a departure from
this special case. We clarify the role of the RL-model parameters, specifically, the learning rate, inverse
temperature, and outcome value (also referred to as the reward value, reward sensitivity, or motivational
value), in the formation of history dependence.
© 2015 The Author. Published by Elsevier Inc.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).l1. Introduction
Reinforcement learning (RL) models have been widely used to
analyze the choice behavior of living systems in a wide range of
behavioral studies, including psychology and neuroscience (Cor-
rado & Doya, 2007; Daw, 2011; O’Doherty et al., 2004; O’Doherty,
Hampton, & Kim, 2007; Yechiam, Busemeyer, Stout, & Bechara,
2005). Evidence of the neural correlates for the subcomponents
assumed in RL theory (e.g., reward prediction error, action value)
provides the validity to perform an RL model-based analysis for
choice behavior (Niv, 2009; Samejima, Ueda, Doya, & Kimura,
2005; Schultz, 1997).
An essential feature of the RL model is the formulation of what
action to take based on previous experiences of reward or punish-
ment regarding the action. In addition, the linear regression-based
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0/).approach, using reward history and choice history as explanatory
variables and future choice as an objective variable, has also been
used to model choice behavior (Corrado, Sugrue, Seung, & New-
some, 2005; Katahira, Fujimura, Okanoya, & Okada, 2011; Kovach
et al., 2012; Lau & Glimcher, 2005; Seo, Barraclough, & Lee, 2009;
Seo & Lee, 2009; Seymour, Daw, Roiser, Dayan, & Dolan, 2012; Sug-
rue, Corrado, & Newsome, 2004). The linear regression approach is
useful for estimating how reward and choice histories influence fu-
ture action (e.g., how much influence the reward from n trials ago
has on future actions). However, the relation between the RLmodel
and regression models has not been explicitly addressed. Specifi-
cally, to what extent and how the predictions differ between the
two models has not been explored. Hence, the dependence on re-
ward history in RL models has not been clearly described.
In the present study, we aimed to clarify the relation between
the parameters of the RL model and the influence of reward his-
tory on future choice (specifically, the regression coefficients of
the logistic regression models). Because the regression model can
e under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.
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tories, investigating the relationship between RL-model parame-
ters and regression models would provide valuable information
about which behavioral factors may underlie the differences in the
model parameters. Conversely, using the relation, one can predict
which types of the behavioral sequences can be expected given a
specific set of model parameters. To achieve these aims, we per-
formed analytical calculations and numerical simulations. We fo-
cused on fundamental RL-model parameters: the learning rate, the
outcome value (also referred to as the reward value, reward sen-
sitivity, or motivational value), and the inverse temperature (also
referred to as the exploration parameter). These parameters have
been used to characterize how psychological factors or personal-
ity traits of individuals affect choice behavior (Katahira, Fujimura,
Matsuda, Okanoya, & Okada, 2014; Katahira et al., 2011; Kunisato
et al., 2012; Lindström, Selbing, Molapour, & Olsson, 2014). How-
ever, how these parameters are related to particular behavioral as-
pects has not been explored sufficiently. The present study will
aid in the interpretation of the different impacts of the RL-model
parameters.
In the present study, we focus on probabilistic learning tasks
(also called bandit problems), in which a decision-maker must
choose between a set of options, each with different unknown re-
ward rates, tomaximize the total reward. The reward rates can dy-
namically change during the task, but they do not depend on past
choices. Such probabilistic learning tasks have beenwidely used in
psychology andneuroscience research. SimplifiedQ-learningmod-
els have often been used in RL model-based analysis of data ob-
tained using this task. A general Q-learning model computes the
action value, which is an expected future reward, for each ‘‘state’’
(Watkins & Dayan, 1992). However, for the probabilistic learning
tasks thatwe consider here, there is only one state, and thus, a state
variable is not required. Thus, in this study, we focus on a simpli-
fied Q-learningmodel without a state variable, andwewill refer to
this model as simply the ‘‘Q-learning model’’.
In this paper, we first introduce several variants of Q-learning
models for probabilistic learning tasks. Next, we describe a logistic
regression model, which is a typical regression model used to
analyze choice data. Among the variants of the Q-learning models,
we find that the forgetting Q-learningmodel (F-Qmodel), in which
the value of an unchosen option decays by the same amount
as the value of chosen, non-rewarded option, is able to make
predictions equivalent to those of the logistic regressionmodel.We
can view the general Q-learning model as a model that deviates
from this special case. The deviation clarifies the special properties
of standard RL models. We then present numerical simulation
results that demonstrate the relation between the parameters in
Q-learning models and the history dependence of choice. Finally,
we discuss several implications of our results.
2. Models
2.1. Reinforcement learning models
Here, we introduce an RL model (Sutton & Barto, 1998). Specif-
ically, we consider the Q-learning model (Watkins & Dayan, 1992),
which is the most commonly used model for model-based analy-
sis of choice behavior. Throughout the paper, we consider a case
with only two options; however, our results can be generalized to
multiple-option cases. The model assigns each action, i, an action
value, Qi(t), where t is the index of the trial. In the default setting,
the initial action values,Qi(1), are set to zero, i.e.,Q1(1) = Q2(1) =
0. Let a(t) ∈ {1, 2} denote the option that was chosen at trial t .Based on the set of action values, the model computes the proba-
bility of choosing option 1 using the soft max function:
P(a(t) = 1) = exp (βQ1(t))
exp (βQ1(t))+ exp (βQ2(t)) (1)
= 1
1+ exp (−β [Q1(t)− Q2(t)]) , (2)
where β is the inverse temperature parameter that determines the
sensitivity of the choice probabilities to difference in values. The
model subsequently evaluates the outcome of the action. The out-
come value in trial t is denoted by R(t). We typically simply set the
binary value for R(t) such that R(t) = 1 if a reward is given and
R(t) = 0 if no reward is given. The impact of different outcomes
may be quantified by choosing parameters R(t) = κ1 if outcome 1
is given, R(t) = κ2 if outcome 2 is given, and R(t) = 0 if a control
outcome is given (Katahira et al., 2014, 2011, 2015).
Based on the outcome, the action values for the chosen option i
are updated as follows:
Qi(t + 1) = Qi(t)+ αL (R(t)− Qi(t)) , (3)
where αL is the learning rate that determines howmuch themodel
updates the action value depending on the reward prediction error,
R(t) − Qi(t). For the unchosen option j (i ≠ j), the action value is
updated as follows:
Qj(t + 1) = Qj(t)− αFQj(t) (4)
= (1− αF )Qj(t), (5)
where αF is the forgetting rate (Ito & Doya, 2009). In a common
RL model-based analysis, the action value of the unchosen option
is not typically updated. This convention can be represented by
setting αF = 0. We call this the standard Q-learning model. In
this study, the forgetting rate parameter plays an important role
in the identification of the connection between the regression and
RL models, as discussed later.
2.2. Linear regression models
Next, we will introduce a regression model that predicts a
choice from the reward and choice history of previous trials (Cor-
rado et al., 2005; Lau & Glimcher, 2005; Sugrue et al., 2004). Here,
we consider a binary outcome case such that R(t) = 1 when the
reward is given and R(t) = 0 when no reward is given. Follow-
ing the convention of Corrado et al. (2005) and Lau and Glimcher
(2005), we represent the reward history r(t) as follows:
r(t) =
1 if option 1 is chosen and a reward is given at trial t,
−1 if option 2 is chosen and a reward is given at trial t,
0 if no reward is given at trial t.
We represent the choice history c(t) as follows:
c(t) =

1 if option 1 is chosen at trial t,
−1 if option 2 is chosen at trial t.
With these history variables, the regression model is defined with
a predictor:
h(t) =
Mr
m=1
br(m)r(t −m)+
Mc
m=1
bc(m)c(t −m), (6)
where br(m) and bc(m) are the regression coefficients for the trial
m trials ago. The constants Mr and Mc are the history length for
the reward history and the choice history (from the past trials to
the current trial), respectively. Sugrue et al. (2004) and Corrado
et al. (2005) used a linear regression approach with an identity-
link function and optimized the regression coefficients so that they
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we consider logistic regressionwith the logit link function (Kovach
et al., 2012; Lau & Glimcher, 2005; Seymour et al., 2012)1:
P(a(t) = 1) = 1
1+ exp(−h(t)) . (7)
We estimate the regression coefficients using themaximum likeli-
hoodmethod. The linear and logistic regressions do not yield qual-
itatively different results.
3. Analytical calculation
3.1. General formulation
To analyze the relation between the Q-learning and logistic
regressionmodels, we transform the update rules (Eqs. (3) and (5))
that were originally in the form of a recurrence formula. First, we
define the following quantity
δt,i =

1 if a(t) = i
0 if a(t) ≠ i. (8)
With this expression, the update rules (Eqs. (3) and (5)) can be
summarized as
Qi(t + 1) = Qi(t)+ α∗t,i

δt,iR(t)− Qi(t)

, (9)
where
α∗t,i = αLδt,i + αF (1− δt,i). (10)
Expanding this update rule back into the past,
Qi(t + 1) = Qi(t)+ α∗t,i

δt,iR(t)− Qi(t)

= (1− α∗t,i)Qi(t)+ α∗t,iδt,iR(t)
= (1− α∗t,i)

(1− α∗t−1,i)Qi(t − 1)
+ α∗t−1,iδt−1,iR(t − 1)
+ α∗t,iδt,iR(t)
= (1− α∗t,i)(1− α∗t−1,i)Qi(t − 1)
+ (1− α∗t,i)α∗t−1,iδt−1,iR(t − 1)+ α∗t,iδt,iR(t)
= (1− α∗t,i)(1− α∗t−1,i)

(1− α∗t−2,i)Qi(t − 2)
+ α∗t−2,iδt−2,iR(t − 2)

+ (1− α∗t,i)α∗t−1,iδt−1,iR(t − 1)+ α∗t,iδt,iR(t)
= · · · ,
we obtain
Qi(t + 1) =

t
j=1
(1− α∗j,i)

Qi(1)
+
t−1
k=0
α∗t−k,iδt−k,i

k−1
l=0
(1− α∗t−l,i)

R(t − k). (11)
Note that all terms, with the exception of the first term, are of the
first degree in R. Thus, if all initial values of Qi are zero, i.e., Qi(1) =
0 for all i, the transformation R → a × R with a constant a has
an equivalent effect on choice probability as the transformation
Q → a× Q or β → a× β . Thus, scaling the reward magnitude R
by a factor awould not affect the choice probability (Eq. (2)) if β is
scaled by 1/a at the same time. This suggests that it is redundant
to parameterize the outcome values such that R(t) = 0 when no
reward is given and R(t) = κ when a reward is givenwhile leaving
1 This model is also called a conditional logit model.β as a free parameter.When different values are assigned to differ-
ent outcomes, such as R(t) = κ1 if outcome 1 is given, R(t) = κ2
if outcome 2 is given, and R(t) = 0 if the control outcome is given,
the relative values among the different outcomes are meaningful;
however, the absolute value is not meaningful. This is not the case
if the initial value is non-zero, i.e., Qi(1) ≠ 0. However, if αL is suf-
ficiently larger than 0 and if there are sufficient trials, the impact
of Qi(1) becomes weak compared with the other terms, and it can
be neglected.
Taken together, as long as we consider the binary reward
history (0: absence of reward, 1: existence of reward) and the case
in which the initial value is negligible, varying β and the outcome
value κ has the same effect on the reward history dependence of
choice probability.
3.2. Special case of the Q-learning model (the forgetting Q-learning
model)
Here, we consider the special case where the forgetting rate is
identical to the learning rate, i.e., αL = αF (Barraclough, Conroy,
& Lee, 2004; Ito & Doya, 2009). This model is referred to as the
forgetting Q-learningmodel (F-Qmodel; Ito &Doya, 2009). For this
case, α∗t,i = αL, and Eq. (11) becomes
Qi(t + 1) = (1− αL)tQi(1)
+αL
t−1
k=0
(1− αL)k−1δt−k,iR(t − k). (12)
From the softmax function (Eq. (2)), we notice that the difference
in Q-values between the two options (∆Q (t) ≡ Q1(t) − Q2(t))
affects the choice probability. From Eq. (12), for∆Q , we obtain
∆Q (t + 1) = (1− αL)t [Q1(1)− Q2(1)] (13)
+ αL
t−1
k=0
(1− αL)k−1

δt−k,1R(t − k)− δt−k,2R(t − k)

. (14)
If the difference in the initial values of the Q s is zero, i.e., Q1(1) −
Q2(1) = 0, or it is negligible, Eq. (14) is reduced to
∆Q (t + 1) = αL
t−1
k=0
(1− αL)k−1
× δt−k,1R(t − k)− δt−k,2R(t − k) . (15)
Furthermore, the logistic regression model (Eq. (6)) can be written
as
y(t) =
Mr
m=1
br(m)

δt−m,1R(t −m)− δt−k,2R(t −m)

+
Mc
i=1
bc(m)

δt−m,1 − δt−m,2

. (16)
A comparison of Eqs. (15) and (16) indicates that these equations
are equivalent if we neglect the cutoff effect (the effect of neglect-
ing the terms for more thanMr trials ago), with the following rela-
tion
br(1) = βαL, br(2) = βαL(1− αL),
br(3) = βαL(1− αL)2, . . . , br(Mr) = βαL(1− αL)Mr−1,
bc(1) = bc(2) = · · · = bc(Mc) = 0. (17)
The sum of the coefficients for the reward history,

m br(m), con-
verges to β regardless of the learning rate αL if the cutoff effect can
be neglected because
∞
m=1
br(m) = β
∞
m=0
αL(1− αL)m = β. (18)
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The standard learning model in which the action value for the
unchosen option is not updated is represented by setting αF = 0
in Eq. (9). With this setting,
α∗t,i = αLδt,i
and Eq. (11) becomes
Qi(t + 1) =

t
j=1
(1− αLδj,i)

Qi(1)
+αL
t−1
k=0
δt−k,i

k−1
l=0
(1− αLδt−l,i)

R(t − k). (19)
Denoting the number of trials in which option i is chosen in the
trials from trial t1 to trial t2 as
nt1,t2,i ≡
t2
t=t1
δt,i,
Eq. (19) becomes
Qi(t + 1) = (1− αL)n1,t,iQi(1)
+αL
t−1
k=0
δt−k,i(1− αL)nt−k+1,t,iR(t − k). (20)
Regarding∆Q , we have
∆Q (t + 1) = (1− αL)n1,t,1Q1(1)− (1− αL)n1,t,2Q2(1)
+αL

t−1
k=0
δt−k,1(1− αL)nt−k+1,t,1R(t − k)
−
t−1
k=0
δt−k,2(1− αL)nt−k+1,t,2R(t − k)

. (21)
It should be noted that as the factor (1− αL)nt−k+1,t,i indicates, the
influence of a reward (R = 1) depends on the frequency that the
subject chooses the same option after the choice and is no longer a
constant; thus, it cannot be precisely mapped onto the regression
model.
3.4. The choice-autocorrelation factor
It has been shown that humans tend to repeat the recent
choices, a tendency called ‘‘choice perseverance’’, ‘‘choice stick-
iness’’, or ‘‘decision inertia’’. Such a tendency is often explicitly
modeled by a choice-autocorrelation factor that is added to the ac-
tion value as follows (Akaishi, Umeda, Nagase, & Sakai, 2014; Ger-
shman, Pesaran, & Daw, 2009; Huys et al., 2011):
P(a(t) = i) = exp (β[Qi(t)+ ϕCi(t)])
2
k=1
exp (β[Qk(t)+ ϕCk(t)])
, (22)
where Ci(t) is a trace that quantifies how frequently the option i
was chosen recently. The choice trace weight ϕ is a parameter that
controls the tendency to repeat (when positive) or avoid (when
negative) recently chosen options. An example of the choice trace
is a trace computed using the following update rule (Akaishi et al.,
2014):
Ci(t + 1) = (1− τ)Ci(t)+ τδt,i (23)
where we have defined δt,i as in Eq. (8) and the initial values are
set to zero, i.e., C1(1) = C2(1) = 0. This choice trace is equivalentto the weighted sum of the choice history, with exponentially
decaying coefficients:
Ci(t) = τ
t−1
m=1
(1− τ)m−1δt−m,i. (24)
For the F-Q model, i.e., αL = αF , substituting this choice trace into
Eq. (22) and comparing the resulting equation to Eq. (16), we find
that these equations are equivalent if we neglect the cutoff effect,
with the following relations:
br(1) = βαL, br(2) = βαL(1− αL), . . . ,
br(Mr) = βαL(1− αL)Mr−1,
bc(1) = βϕτ, bc(2) = βϕτ(1− τ), . . . ,
bc(Mc) = βϕτ(1− τ)Mc−1.
(25)
4. Results
We performed numerical simulations to confirm the validity
of the analytical calculations and to investigate the relation be-
tween the RL and regression models. Throughout the simulations,
we adopted the following procedures. First, we generated the
choice data from the Q-learning models that performed hypothet-
ical decision-making tasks. We subsequently fitted the parame-
ters of the logistic regression model to the simulated data using
the maximum likelihood method. We set the history length as
Mr = 10 and Mc = 10. For the majority of the simulations, the
Q-learning models performed a simple, probabilistic learning task,
unless otherwise stated. In the probabilistic learning task, one of
the options was associated with a higher reward probability, pr ,
compared with the other option that had a reward probability of
1− pr . With the probability for the chosen option, the reward was
given (R(t) = κ); otherwise, no reward was given (R(t) = 0). We
used pr = 0.7 and κ = 1.0, unless otherwise stated. After each 50-
trial block, the contingencies of the two stimuli were reversed, and
the model performed 500 trials in total (thus, there were 9 rever-
sals in one session). We generated data for 5,000 sessions per con-
dition, which resulted in 2,500,000 trials per condition. The use of a
large data set reduces the estimation error of the regression coeffi-
cient. We confirmed that the confidence intervals of all regression
coefficients were less than 0.05. Therefore, the statistical estima-
tion error can be neglected in the interpretation of the results.
4.1. Special case of the Q-learning model (F-Q model)
We began the simulations by confirming the analytical relation
between the Q-learning model with the special case αF = αL (F-Q
model) and the logistic regression model. We set the inverse tem-
perature parameter β = 3.0. Fig. 1(A) shows the regression coef-
ficients of the logistic regression that were analytically predicted
from Eq. (17) (squares) and those obtained by statistical model fit-
ting to the simulated data (solid lines). We can confirm that these
two results almost perfectly agree, which supports the validity of
the analytical calculation.
Eq. (18) predicts that the total sum of the regression coefficient
for reward history is equal to the inverse temperature (here, β =
3.0) independent of the learning rate if the cut-off effect can be
neglected. Fig. 1(B) shows that this is the casewith the exception of
the small learning/forgetting rate case where a negative deviation
from the predicted value (=3.0) was observed, particularly for a
short history length (e.g., Mr = 10). This exception is because of
the cutoff effect of reward history: for the small learning/forgetting
rate case, greater than 10 previous trials have an influence on the
current choice (Fig. 1(A)). Because these trials were not included in
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Fig. 1. Simulation and analytical results for the special case in which the learning rate (αL) and the forgetting rate (αF ) are identical (F-Q model). These two parameters
were varied while fixed to the same value (αL = αF ). (A) The regression coefficients for the reward history (top) and the choice history (bottom). The solid line represents
the coefficients estimated for the logistic regression model fitted to simulated data generated by the Q-learning models. The squares represent the analytical predictions
obtained using Eq. (17). (B) The total sum of the regression coefficients for the reward history (top) and the choice history (bottom), while varying the length of the history
included in the regression model (Mr = Mc). (C) The scatter plot of the predictions regarding the current choice (P(a(t) = 1)) derived from the Q-learning model and
the regression model for varying learning rates (with identical forgetting and learning rates). For (A) and (C), the history lengths Mr and Mc are both set to 10. The other
parameters were κ = 1 and β = 3.0.the regression model, the total sum of the regression coefficient
became smaller than the inverse temperature. Consistent with
this interpretation, increasing the history length Mr reduced the
discrepancy (i.e., asMr increased: 20, 30, and 40).
We also examined how well the prediction of choice, i.e.,
P(a(t) = 1), of the two models matched. Fig. 1(C) compares the
predictions of the Q-learning and regression models. Each dot rep-
resents the prediction for one trial. The samples from the first 5
sessions are shown for visibility. If the twomodels’ predictions per-
fectly agree, the samples should lie on the diagonal line. We see
that for the case with a small learning/forgetting rate (αL = αF =
0.2) and a short history length of Mr = 10, there is a slight dif-
ference between the two models because of the cut-off effect ofreward history in the regressionmodels.With the exception of this
case, the two models exhibited almost perfect agreement, as pre-
dicted by the analytical calculation.
4.2. The effects of the departure of the forgetting parameter from the
learning rate
Next, we consider how the deviation of the forgetting rate αF
from the learning rate αL affects the behavior of the Q-learning
model. Fig. 2 shows the simulation results with a varying αF and
a fixed learning rate, αL = 0.4. It is noteworthy that a depen-
dence on choice history arose (bc ≠ 0). When αF was smaller than
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Fig. 2. The effects of the deviation of the forgetting rate αF from the learning rate αL = 0.4. (A) The regression coefficients for reward history (top) and choice history
(bottom). The convention is the same as in Fig. 1(A) with the exception that the squares that represent the analytical predictions are only shown for the case with αF = 0.4.
(B) The scatter plot of the prediction regarding the current choice (P(a(t) = 1)) derived from the Q-learning model and the regression model with a varied forgetting rate
and a learning rate fixed at 0.4. The other parameters were κ = 1, and β = 3.0.Table 1
Model comparison between the full regression model (Mr = Mc = 10) and the regression model without choice history (Mr = 10,Mc = 0). Data were derived from
the Q-learning model using the same sample for which results are shown in Fig. 2. AIC, Akaike Information Criterion (unit is 1,000); Correlation, Pearson product-moment
correlation coefficient between the predictions of the Q-learning and regression models.
Model Criteria Forgetting rate
0.0 0.2 0.4 0.6 0.8 1.0
Full model AIC (×103) 2506.02 2290.50 2296.85 2331.24 2362.75 2390.28
Correlation (r) 0.979 0.998 1.0 0.999 0.995 0.990
No choice history AIC (×103) 2559.84 2297.92 2296.84 2335.26 2375.27 2413.85
Correlation (r) 0.955 0.995 1.0 0.997 0.990 0.977αL, e.g., the standard Q-learning model (αF = 0), a negative de-
pendence on choice history was identified (bc < 0). In contrast,
when αF was larger than αL, a positive dependence on choice his-
tory was identified (bc > 0). To examine whether the inclusion
of choice history in regression modeling improves the prediction,
we computed the Akaike Information Criterion (AIC) for the regres-
sion models and correlation coefficients of the Q-learning and re-
gression model predictions (Table 1). The AIC is a measure of the
predictive ability of a model, and a smaller AIC score indicates a
better prediction. With the exception of the case of αL = αF = 0.4
(the F-Q model), the AICs were smaller for the full model with
choice history (Mc = 10) comparedwith themodelwithout choice
history (Mc = 0); these findings indicate that the inclusion of
choice history provides a better fit. The full regression model ex-
hibited a larger correlation coefficient between the predictions of
the Q-learning and regressionmodels, which indicates that the full
model’s predictions agreed with the Q-learning model better than
the model without choice history.
The reason the dependence on choice history arose is explained
as follows. Consider an extreme case where no reward was given
in the last Mr trials (R(t − 1) = · · · = R(t − Mr) = 0). In this
case, the regressionmodel inwhich only reward history is included
predicts that the subject chose option 1 with a probability of 0.5,
i.e., P(a(t) = 1) = 0.5. However, this consequence differs from the
actual behavior of the Q-learning model. In the Q-learning model
withαF < αL, the value of the unchosenoption remains unchanged
(when αF = 0) or decays slowly compared with the chosen option
(when αF > 0). In contrast, the value of the chosen option decays,
and the tendency for switching the option increases. Thus, the
regression coefficients for the choice history, bc , become negative.When the forgetting rate is larger than the learning rate (αF > αL),
the value of the unchosen option decays faster than the chosen
option. Thus, the model tends to favor the same choice that was
made in the immediate past and accordingly, bc is a positive value.
Although these properties of the Q-learning model can be
captured, in part, via the incorporation of choice history in the
regression model, it does not make the prediction perfect. This
point is clarified by the scatter plot of the prediction P(a(t) = 1)
for the two models (Fig. 2(B)). The greater the difference between
αL and αF , the larger the deviation of the prediction of the two
models (discrepancy from the diagonal lines). This tendency can
also be confirmed by the correlation coefficients in Table 1. As
the multiplicative factor (1 − αL)nt−k+1,t,i in Eq. (21) indicates,
the influence of an outcome depends on the frequency that the
subject chose the same option after the choice. This influence
cannot be exactly expressed by the regression model, which does
not explicitly include the number of choices after the outcome.
This factor represents a property that the general Q-learningmodel
possesses but regression models cannot represent. For a specific
trial, the number of times the same option is chosen before the trial
is roughly independent of the predictions of the Q-learning model
for the trial unless the prediction of the Q-learning model does not
take extreme values (i.e., when P(a(t) = 1) is close to 0 or 1). Thus,
the discrepancies are uniformly distributed around the diagonal
line, to a certain extent. When the forgetting rate is larger than the
learning rate (i.e., αF = 0.8, 1.0), the predictions of the Q-learning
model tend to be distributed within a set of discrete values. This
occurs because the value of the unchosen option quickly decays to
zero; both options have a chance to be the unchosen option, and it
is rare that one option continues to be chosen many times so that
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Fig. 3. The effects of parameters in a standardQ-learningmodel. (A) The effects of the outcome value parameter κ on the dependence of reward history. The other parameters
were set to αL = 0.4, αF = 0, and β = 3.0. (B) The effects of the learning rate αL , where αF = 0, β = 3.0, and κ = 1.0. For each panel, the upper two graphs show the
regression coefficients for reward and choice history. The lower two graphs show the total sum of the regression coefficients as a function of the varying parameter.the correspondingQ-value continuously change. Thus, P(a(t) = 1)
is distributed discretely.
4.3. The effects of outcome value and learning rate in the standard
Q-learning model
We examined the influence of the outcome value parameter κ
and the learning rateαL for the standardQ-learningmodel inwhich
the forgetting rate is zero (αF = 0). As previously discussed, if the
initial action values are all zero (i.e., Q1(1) = Q2(1) = 0), varying
the inverse temperature β has the same impact on the choice as
scaling R(t) by the same factor. Thus, varying κ is equivalent to
varying β by the same amount if we set the value of the neutral
outcome to zero. Therefore, we examined the effects of κ , instead
of β , while setting the value of the neutral outcome to zero.
Fig. 3(A) shows the estimated regression coefficients with
varying κ . As expected, the outcome value had a monotonic effect
on the regression coefficients over the entire reward history. In
addition, for the regression coefficients for choice history, the
outcome value also had a monotonic effect; the larger the κ , the
greater the negative dependence on the choice history was found
to be.Fig. 3(B) shows the effects of the learning rate αL on the influ-
ence of reward and choice history. The basic effect of the learning
rate observed for the F-Qmodel (αL = αF ; Fig. 1(A)) is also retained
for the standard Q-learning model. For the influence of reward in
the immediate past, the learning rate has a positive monotonic ef-
fect. In contrast, for the reinforcement effect in the far past, the
relation is inverted. The larger the learning rate, the greater the
decay of the regression coefficient. In contrast to the F-Q model,
where the sum of the regression coefficients is independent of the
learning rate (Eq. (18)) if the cut-off effect can be neglected, the
standard Q-learning model results in a region of decreasing total
regression coefficients as a function of the learning rate αL
(Fig. 3(B), third panel from top), in addition to an increasing re-
gion because of the cut-off effect. This is a result of the unchang-
ing value of the unchosen option in the standard Q-learningmodel.
Because the effect of retaining the value of the unchosen option is
enhanced for the case with a lower learning rate, the total impact
of reward history becomes smaller as the learning rate increases,
which shapes the decreasing part. It is notable that for the casewith
αL = 1.0 in the standard Q-learning model, even the reward two
trials ago has an influence (Fig. 3(B)) because of the effect of retain-
ing the value of the unchosen option. In contrast, in the F-Q model
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Fig. 4. The effects of reinforcement schedules. The Q-learning model parameters were set to αL = 0.4, αF = 0.0, κ = 1.0, and β = 3.0. (A) The effects of the reward
probability in the probabilistic learning task. (B) The effects of the withdrawal rate in the competitive foraging task. See the main text for details.with αL = αF = 1.0, only a reward given one trial ago has an influ-
ence (Fig. 1(A)). In addition, the learning rate has a non-monotonic
effect on the regression coefficients of the choice history (Fig. 3(B),
middle). The impact of the choice history has a maximum at ap-
proximately αL = 0.5.
4.4. The effects of the reinforcement schedule
Our analytical calculation demonstrated that for the special
case where the forgetting rate αF equals the learning rate αL,
the regression coefficient is determined independent of the task
structure, i.e., the reinforcement schedule. For the general case
where αL ≠ αF , however, the reinforcement schedule may affect
the influence of the previous reward history because the impact
of the reward history depends on the number of the same choices
after the reward is given, as shown in Eq. (21).
To examine this effect, first, we conducted a simulation with
varying reward probabilities for the optimal option (pr) from 0.5
to 0.9 (with reward probability for the non-optimal option being
1− pr ). Fig. 4(A) shows the regression coefficients obtained by the
simulation. The closer to 0.5 that pr was (the more difficult it is
to discriminate the optimal choice), the smaller the decay of the
regression coefficients, although the effect was weak. This result is
explained as follows. When the difference in reward probabilities
of two options is small, the difference between two action values
tends to be small; thus, the model is likely to switch the choice.
Therefore, the number times the same option is repeated becomes
smaller, which leads to a smaller decay of the influence of reward
history.
In the probabilistic learning tasks that we have considered thus
far, the reward probability is independent of the subjects’ previ-
ous choices. Next, we investigated what happens if the reward is
given depending on the previous choice. A typical reinforcement
schedule for this situation is a variable interval (VI) schedule. In a
VI schedule, a reward is assigned to options stochastically and in-
dependently of the subject’s choice, and the reward remains until
it is harvested by choosing the option. The probabilistic learning
task belongs to a variable ratio (VR) schedule in which a reward
is assigned to each option independent of choice, but the re-
ward is immediatelywithdrawn unless the subject chooses the op-
tion and harvests the reward. For the simulation, we adopted thecompetitive foraging task proposed by Sakai & Fukai (2008) as
the reinforcement schedule (see also Katahira, Okanoya, & Okada,
2012). This schedule combines the VI and VR schedules via the in-
troduction of a withdrawal rate that is denoted by µi for option i.
With the probability of µi, a reward at option i is removed if the
subject does not obtain it. If µa′ = 0,∀a′ , the task corresponds to
the VI schedule. If µa′ = 1,∀a′ , the task corresponds to the VR
schedule. An intermediate region ofµa provides mixtures of the VI
and VR schedules.
Fig. 4(B) shows the regression coefficients for the simulation
with varying withdrawal rates (µ, common to both options) and
a fixed reward assignment rate of 0.3 for one option and 0.7 for
another option. These probabilities remained constant throughout
the task (500 trials), i.e., no reversal occurred. The smaller the
withdrawal rate (i.e., closer to VI schedule), the smaller the
regression coefficient decay of the reward history and the more
negative the regression coefficients for the entire choice history.
The reason for these effects is as follows. With lower withdrawal
rates, the maintenance of the same option following a reward is
less likely rewarded in the subsequent trials compared with the
other option. Thus, the model tends to switch the option because
of the decrease in the action value compared with the case with
a smaller or zero withdrawal rate (VR schedule). Therefore, the
number of times the same option repeats decreases, and the decay
of the influence of reward history becomes slower.
4.5. The effects of the choice-autocorrelation factor
We have seen that the standard Q-learning model exhibits a
(negative) dependency on choice history, as well as on reward
history. However, it is difficult to control the dependence on choice
history explicitly by tuning amodel parameter. As described above,
human choice behavior has a property called choice perseverance,
which is a tendency to repeat the same choice as the recent
choice (Akaishi et al., 2014; Gershman et al., 2009; Huys et al.,
2011). A straightforward way to represent choice perseverance in
the Q-learning is simply to add a residual choice-autocorrelation
factor to the action values when computing the choice probability,
as in Eq. (22). Here, we investigated the effect of the choice-
autocorrelation factor on history dependence using a probabilistic
learning task (with pr = 0.7).
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Fig. 5. The effects of the choice-autocorrelation factor. (A) The FQ-learning model with varying ϕ (choice autocorrelation weight). The parameters were set to αL =
0.4, αF = 0.4, κ = 1.0, β = 3.0, and τ = 0.4. (B) The standard Q-learning model with varying ϕ (choice autocorrelation weight). The parameters were set to
αL = 0.4, αF = 0.0, κ = 1.0, and β = 3.0. The task used for simulation was the same probabilistic learning task for which results are shown in Figs. 1–3.For the F-Q model (αF = αL), the impact of the choice auto-
correlation factor on the regression coefficients can be evaluated
analytically (Eq. (25)). Fig. 5(A) confirms the analytical relation:
The results of the simulation (solid lines) and theoretical prediction
agreed. The choice-autocorrelation factor does not influence the
dependence on the reward history (all of the solid lines overlapped
each other); instead, the effect of the choice-autocorrelation factor
appeared in the regression coefficients for the choice history.
On the other hand, for the general case in which αL ≠ αF , the
choice-autocorrelation factor can also influence the reward history
because it directly affects the number of identical choices that are
made after a reward is given, and this effect influences the regres-
sion coefficients for the reward history, as discussed above (see
Eq. (21)). Fig. 5(B) shows the simulation results for the standard
Q-learning model with αF = 0 and illustrates one example of this
effect. As ϕ increases in a positive domain, the tendency to repeat
the same choice increases and enhances the decay of the influence
of the reward history compared to the case in which there was no
choice-autocorrelation factor (ϕ = 0). As ϕ decreases in a nega-
tive domain, the opposite effect is observed. The residual choice-
autocorrelation factor has an additive effect on the regression
coefficients for the choice history, bc . Taken together, the effects of
the choice autocorrelation factor on the dependence on the history
are largely additive and straightforward. For the general case, how-
ever, this factor may modulate the dependence on reward history
through the property that we have observed in previous results,
i.e., that it depends on the number of times that the option is cho-
sen.
5. Discussion
RL and linear regression models are valuable tools for the anal-
ysis of the psychological/neural processes that underlie choice-
sequence data on a trial-by-trial basis. However, the relation
between the twomodels has not been described, and thesemodels
have been used independently. In the present study, we aimed to
clarify the relation between the two approaches using analytical
calculations and computer simulations. Here, we summarize our
findings and describe their implications.We demonstrate the special condition where the Q-learning
and regression models provide an identical prediction. This is the
case when the following three conditions hold: (1) the forgetting
and learning rates are identical (αL = αF ; F-Q model), (2) the in-
fluence of the initial action value can be neglected (e.g., the ini-
tial values are zero), and (3) the cutoff effect of the history length
(Mr) included in the regression model can be neglected. When the
first condition is not met (i.e., when the forgetting rate differs from
the learning rate), as is the case for the standard Q-learning model
(αF = 0), a dependence on choice history arises. This dependence
on choice history is relatively complex and cannot be completely
captured by a conventional regression model. This dependence on
choice history is a property of the RL model, which distinguishes
it from simple regression models. It should be noted that this ap-
parent dependence on choice historywas found only by examining
the relationship between regression models and RL models, as we
have done in the present study, rather than by simply examining
the RL model itself.
An apparent dependence on choice history in the general Q-
learning model arises from differences in the ‘‘clocks’’ for different
options. In the standard Q-learning model (αF = 0), the action
value for the unchosen option does not change, i.e., the clock stops
at this trial. In contrast, in the F-Q model (αF = αL), the clock
proceeds at the same speed for all options; for the unchosen option,
the value decays at the same rate that the option is chosen, but no
reward is given. Thus, for the standard Q-learning model, a reward
in a more distant past can influence a future choice, depending on
how many times the option was chosen. The more general case
(αF ≠ αL) can be understood by this analogy. When αF < αL, the
clock for unchosen optionmovesmore slowly than the clock for the
chosen option. In contrast, for the case αF > αL, the clock for the
unchosen optionmovesmore quickly than the clock for the chosen
option; thus, a reward in the more distant past from a frequently
chosen option influences a future choice less.
If the actual computational process in a decision-maker is
similar to that employed in the standard Q-learning model,
i.e., the value of the unchosen option remains unchanged, better
predictions could be achieved by constructing a regressor of the
regression with different clocks for each option. Specifically, such
a model should include the variables that represents reward or
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than in actual trials (as in the method discussed in this paper).
However, for more general cases (αF ≠ αL, αF ≠ 0), mapping the
RL model to the regression model is not straightforward.
Hence, which RL model is most appropriate does matter for de-
termining which kind of regressionmodel is most suitable for ana-
lyzing a given data set. Ito and Doya (2009) fitted variousmodels to
rat choice behavior. Their results demonstrated that the F-Qmodel
(αL = αF ) better fit the rats’ choice behaviors compared with the
standard Q-learning model with αF = 0, and the F-Q model had
approximately the same prediction performance as the Q-learning
model with differential forgetting (DF-Qmodel; αL and αF were in-
dependent free parameters). The F-Qmodelwas ultimately favored
because the F-Qmodel has fewer parameters than the DF-Qmodel.
Together with our discussion in the present study, Ito and Doya’s
results may suggest that the simple regression model (with an ac-
tual trial count) would suffice to describe choice behavior in rats.
We have discussed the similarities and differences between
RL models and regression models. Which approach researchers
should use depends on the goals and actual computational pro-
cesses of the decision-maker. The functional forms of the depen-
dence on reward history in the Q-learning model are restricted
to exponential decay by the model structure, whereas in regres-
sion models, the dependence on reward history can take any form.
If the pattern of decay is not exponential, for example, if it is a
heavy-tailed, double-exponential form (Corrado et al., 2005), and
if the goal is to predict a future choice, a linear regression model
may be more appropriate and may provide a better prediction.
In contrast, if the actual learning process is similar to that in the
general Q-learning model rather than that in the F-Q model, the
Q-learning model may provide better predictions. In addition, the
Q-learningmodelmay provide a better predictionwhen themodel
has a smaller number of parameters than the regression model
does. Moreover, as the RL model can represent the value update
rule explicitly, one can easily grasp the computational processwith
this representation. For example, it is not straightforward how the
computational process can lead to a double-exponential decay pat-
tern, and several computational models have been generated to
attempt to explain this pattern (eg., Saito, Katahira, Okanoya, &
Okada, 2014).Most importantly, the variables in theRLmodel, such
as action values and reward prediction errors, can provide a regres-
sor of neural activities that can be used to find the corresponding
neural substrates (Daw, 2011;O’Doherty et al., 2007). Furthermore,
including a factor that can affect behavior and testing the effects
of such a factor, based on data, are often straightforward with RL
model-based approaches compared to regression approaches.
The RL-model parameters, such as the learning rate, inverse
temperature, and outcome values, have been used to character-
ize several factors of decision making, such as the social attitudes
of individuals (Lindström et al., 2014), effects of mental disorders
(Kunisato et al., 2012; Yechiam et al., 2005), brain dysfunctions
(Yechiam et al., 2005), and effects of emotional outcome (Katahira
et al., 2014, 2011, 2015). Model-based analysis is a promising ap-
proach to investigating the specific parameters that best charac-
terize the factors that influence learning and behavior. However,
it is important to consider which types of differences in proper-
ties of behavior, e.g., dependence on past experience, choice bias,
or choice randomness, yield differences in the model parameters.
The present study provides guidelines for relating the effects iden-
tified in model-based analysis to the properties of actual behavior.
Below, we summarize how the RL-model parameters are re-
lated to the history dependence of choice; a portion of these results
was obtained in the present study. First, the learning rateαL largely
controls how the weights for past outcomes are balanced, i.e., how
much the model weighs more recent outcomes compared to out-
comes in the more distant past. In the F-Q model (αL = αF ), thelearning rate does not influence the total weight (the sum of the
regression coefficients for reward history). However, we demon-
strated that if the learning rate and the forgetting rate differ, then
the total weight can be a decreasing function of the learning rate.
This finding implies that increasing αL does not necessarily lead
to an increase in the cumulative effect of the recent reward his-
tory. Therefore, the value of the learning rate should be interpreted
with caution. The inverse temperature β and the outcome value κ
had essentially the same effect on the history dependence unless
the outcome values varied for different outcomes. These param-
eters uniformly and multiplicatively control the weights for past
events. Thus, the summed influence of the past reward history is a
monotonically increasing function of these parameters. The resid-
ual choice-autocorrelation factor Ci(t) has an additive effect on the
dependence on choice history. In the general case, this factor may
modulate the dependence on reward history.
One limitation of the present study is that it only concerned
learning tasks without state transition dynamics that can be for-
mulated as Markov decision processes. Although much research
in psychology and neuroscience has been conducted using simpli-
fied Q-learning models without state variables, as discussed in the
Introduction, several studies using RL model-based analyses have
examined RL models that incorporate state variables (Daw, Ger-
shman, Seymour, Dayan, & Dolan, 2011; Gläscher, Daw, Dayan, &
O’Doherty, 2010). In addition, we have focused on a specific algo-
rithmof RL, i.e., Q-learning. Other algorithms for RL have been used
for model-based analyses of choice behavior, e.g., actor-critic algo-
rithm (O’Doherty et al., 2004). Although the scope of the present
study is limited, the basic results found here can be applied to the
more general case. Other algorithms that incorporate learning state
transitions (Daw et al., 2011; Gläscher et al., 2010) essentially em-
ploy a sequential update rule, such as a delta rule (as inQ-learning);
thus, these algorithms likely produce exponential decay in history
dependence. The main results of the present study are the findings
that if all of the variables decay at the same speed, then the his-
tory dependence can be represented using an appropriate regres-
sion model, but if the speeds differ or if updating is stopped when
the variable is irrelevant to the current experience, then the his-
tory dependency would be more complicated. Future studies are
needed to investigate the history dependence of choices in more
general RL models, including models that include state variables
and models with different learning algorithms.
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