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Abstract
In this paper we present some comparison theorems between two different modiﬁed Gauss–Seidel (MGS) meth-
ods. The second preconditioning based on the ﬁrst preconditioning is also discussed in this paper.
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1. Introduction
Consider the following linear system:
Ax = b, (1.1)
where A is an n× n square matrix, x and b are n-dimensional vectors.
A preconditioned system of (1.1) is
PAx = Pb. (1.2)
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The preconditioner P can be taken as different types for solving linear system (1.1). For examples, let the
preconditioner be P = I + S, where
S =

0 −1a12 0 · · · 0
0 0 −2a23 · · · 0
...
...
...
. . .
...
0 0 0 · · · −n−1an−1,n
0 0 0 · · · 0
 (1.3)
and i is a parameter, i = 1, . . . , n − 1. The preconditioned system (1.2) with preconditioner (1.3) has
been discussed by many authors (e.g., see [2–4,7,8]).
Let A = I − L − U, where L and U are a strictly lower triangular and a strictly upper triangular
matrices, respectively. Then the modiﬁed Gauss–Seidel (MGS) method for preconditioner P = I + S is
given by
x(k+1) = Tx(k) + b, k = 0, 1, 2, . . . , (1.4)
where T= (I −L−SL)−1(U −S+SU) and b= (I −L−SL)−1(I +S)b. By Ts and Twe denote
T with i = 1 and i = 0, i = 1, . . . , n− 1, respectively, and by (∗) we denote the spectral radius of a
matrix.
The main theorem in [2] is given as follows.
Theorem 1.1 (Gunawardena et al. [2]). Let A= (aij ) ∈ Rn×n be a Z-matrix with 0<ai,i+1ai+1,i < 1,
i, j = 1, . . . , n− 1. Then
(a) (Ts)< (T ) if (T )< 1,
(b) (Ts)= (T ) if (T )= 1,
(c) (Ts)> (T ) if (T )> 1.
In [3] it is proved that
(Ts)(T) (T )< 1 (1.5)
for i ∈ [0, 1], i=1, . . . , n−1 under the assumption that A is a nonsingularM-matrix. In [5] the authors
take another preconditioner P = I + Sm, where
(Sm)ij =
{−ai,ki , j = ki,
0 otherwise,
and ki =min j ∈ {j |maxj (>i)|aij |, i < n}. Let SmL=D′ +L′ +U ′, whereD′, L′ and U ′ are diagonal,
strictly lower triangular and strictly upper triangular parts of SmL, respectively. Then the iteration formula
of the MGS method with preconditioner I + Sm is given by
x(k+1) = Tmx(k) + bm, k = 0, 1, 2, . . . , (1.6)
where Tm = (I −D′ − L− L′)−1(U − Sm + U ′ + SmU) and bm = (I −D′ − L− L′)−1(I + Sm)b.
They proved the following comparison results between the MGS method with preconditioner I + Sm
and the classical GS method and the MGS method with preconditioner I + S, respectively.
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Theorem 1.2 (Kotakemori et al. [5]). Let A be an irreducibly diagonally dominant Z-matrix. Then
(Tm)(T )< 1. (1.7)
Theorem 1.3 (Kotakemori et al. [5]). Let A be an irreducibly diagonally dominant Z-matrix with
ai,i+1ai+1,j ai,ki aki ,j , i = 1, . . . , n− 1, ji. Then
(Tm)(Ts)< 1. (1.8)
Hence under the same assumption as in Theorem 1.3 we have
(Tm)(Ts)(T) (T )< 1 (1.9)
from (1.5) and (1.8).
Remark 1.1. In the proof of Lemma 3.1 [5], the authors asserted that As = (I + S)A is irreducible. It
may be a typographical error. Moreover, in the proof of Theorem 1.3 (see Theorem 3.6 of [5]) the authors
also asserted that Ts has a positive Perron vector y. This assertion seems right, but it is not a known and
trivial fact when As is reducible. We shall show this assertion in Section 3.
This paper is organized as follows. Section 2 is preliminaries. In Section 3 we will ﬁll the gap in the
proof of Theorem 1.3 and obtain a comparison result with the MGS method proposed in [2], which is a
slight generalization of Theorem 1.3; see Lemma 3.3(2) and Theorem 3.5. Another comparison result is
also given in this section; see Theorem 3.6. We compare the MGS method given in [5] with the classical
Gauss–Seidel method in Section 4, and we prove that the asymptotic rate of convergence for the MGS
method with preconditioner I +Sm is faster than those for the classical GS method for more general case.
A result similar to Theorem 1.1 is given in this section; see Theorem 4.3. Theorem 1.2 is generalized to
more general case; see Theorem 4.2. In the last section, we discuss the preconditioning again and show
that the asymptotic rate of convergence for the second preconditioning method is faster than those for the
ﬁrst preconditioning method; see Theorem 5.1.
2. Preliminaries
Our notations and deﬁnitions in this paper are standard, and also see [1].
For an n × n matrix A, the directed graph (A) of A is deﬁned to be the pair (V ,E), where V =
{1, . . . , n} is a set of vertices and E = {(i, j): aij = 0, i, j = 1, . . . , n} is a set of arcs. A path from
i to j of length k in (A) is a sequence of vertices  = (i0, i1, . . . , ik) where i0 = i and ik = j such
that (i0, i1), (i1, i2), . . . , (ik−1, ik) are arcs of (A). A path  is called a closed path if i = j. A closed
path (i0, i1, . . . , ik) with i1, . . . , ik pairwise distinct is called a circuit. We say a directed graph (A) is
strongly connected if, for any two vertices i, j , there is a path from i to j in (A). A matrix A is said
to be irreducible if (A) is strongly connected. A class of A is the vertex set of a strongly connected
component of (A).We say class 1 has access to class 2 in (A) if some i ∈ 1 has access to some
j ∈ 2. A class is called trivial if this class is a singleton; otherwise, we call it nontrivial. Let T be a
nonnegative matrix. A class  of T is said to be basic if (T []) = (T ), where by T [] we denote a
principal submatrix of T whose rows and columns are indexed in ; and a ﬁnal class if  has no access
to any other class.
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Amatrix B is nonnegative, semi-positive or positive if each entry of B is nonnegative, nonnegative with
at least a positive entry or positive, respectively. We denote them by B0, B > 0 and B?0. A matrix
A=(aij ) is called a Z-matrix if for any i = j , aij 0, andM-matrix if A= sI − B, B0 and s(B),
where (B) denotes the spectral radius of B.
A = M − N is said to be a splitting of A if M is nonsingular. A splitting A = M − N is said to
be convergent if the iteration matrix M−1N is convergent (i.e., (M−1N)< 1), regular if M−1> 0 and
N0, an M-splitting if M is a nonsingular M-matrix and N0.
Let all diagonal entries of A be nonzero. A splitting A=M −N is said to be a Gauss–Seidel splitting
if M and −N are lower triangular and strict upper triangular parts of A, respectively.
3. Comparison results with the MGS method
As in [2,8] we always assume thatA= (aij )n×n, n3 with ai,i+1 = 0, i= 1, . . . , n− 1 is a Z-matrix
in this section. Let As = (I + S)A= (˜aij ), where S is as in (1.3) with i = 1, i = 1, . . . , n− 1. Then
a˜ij = aij − ai,i+1ai+1,j . (3.1)
Hence aij = 0 ⇒ a˜ij = 0 for any j = i, i + 1.
The combinatorial structure of As is given below.
Lemma 3.1. Let A be an irreducible nonsingular M-matrix. Then:
(1) As is a nonsingular M-matrix,
(2) As has only one class whose vertex number is larger than one, which is also a unique ﬁnal class of
As.
Proof. (1) is proved in [8]. Now we prove (2).
Assertion 1. Let k(> 1) be any vertex of (As). Then there is a path from k to 1 in (As).
Since A is irreducible, there is a path from k to 1 in (A). Let this path be (i1, i2, . . . , im), where
i1, . . . , im are pairwise distinct and i1= k, im= 1. Ifm= 2, then from (3.1) we have (k, 1) ∈ (As). The
assertion holds. If m3, then we consider the following case. If i2 = i1 + 1, then (i1, i2) ∈ (As) from
(3.1). If i2 = i1 + 1, then a˜i2−1,i3 = ai2−1,i3 − ai2−1,i2ai2,i3 = 0. This implies that (i2 − 1, i3) ∈ (As),
and thus (i1, i3) ∈ (As). Going on in this way, it is easy to deduce assertion 1.
Assertion 2. (As) has a closed path that contains all odd number vertices.
Since (i, i + 2) ∈ (As), i = 1, . . . , n − 2, (As) has a path (1, 3, . . . , n) when n is odd or a path
(1, 3, . . . , n − 1) when n is even. By assertion 1, there is a path from n or n − 1 to 1, which proves
assertion 2.
Assertion 3. If (As) has a nontrivial circuit  contained a vertex of even number, then (As) must
have a closed path contained all vertices in  and all odd number vertices.
By assertion 2 we only consider the case that  = (j1, j2, . . . , jk, j1), where ji is a vertex of even
number, i = 1, . . . , k, j1>j2. Then it is easy to see that (j1 − 1, j2) ∈ (As) or (j1 + 1, j2) ∈ (As).
By the ﬁrst assertion, there is a path from jk to 1. Then it is easy to prove assertion 3 by assertion 2.
By assertion 2, we may assume that  is the class that contains all odd number vertices of As . Let ′
=  be another class of (As) whose vertex number is greater than 1. Then there is a vertex of even
number i /∈ and i ∈ ′, which contradict assertion 3. Hence  is a unique nontrivial class of As . For
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any i /∈, imust be a vertex of even number. From assertion 1, (As) has a path from i to 1. This implies
that  is also a unique ﬁnal class. The lemma is proved. 
By Lemma 3.1 (2) there is a permutation matrix P such that
PAsP
T =
(
A′11 A′21
0 A′22
)
, (3.2)
where A′22 is irreducible and A′11 is an upper triangular matrix. Notice that A′11 may vanish when As is
irreducible.
By mult{(B)} we denote the algebraic multiplicity of eigenvalue  of B.
Lemma 3.2. Let A be an irreducible nonsingular M-matrix, and let As =Ms −Ns be the Gauss–Seidel
splitting. Then mult{(Ts)} = 1.
Proof. IfAs is irreducible, thenAs=Ms−Ns is a regular splitting of an irreducibleM-matrix. It follows
from Theorem 4.5 of [6] Ts can be partitioned into
Ts =
(
0 T21
0 T22
)
, (3.3)
where each row of T21 is nonzero and T22 is nonzero irreducible. Applying Perron–Frobenius Theorem
of nonnegative matrices (e.g., see [1]) to T22, we can prove the result.
If As is reducible, then by Lemma 3.1 there is a permutation matrix P such that PAsP T is as in (3.2).
We partition PMsP T and PNsP T into the same block forms as in (3.2)
PMsP
T =
(
M11 M12
M21 M22
)
, PNsP
T =
(
N11 N12
N21 N22
)
.
Since Ms is a nonsingular M-matrix and Ns0, it is easy to prove (PAsP T)ij = 0 if and only if
(PMsP
T)ij = (PNsP T)ij = 0 for any i = j. Hence M21 = N21 = 0, M11 is upper triangular and
N11 is strictly upper triangular from (3.1) and (3.2). Therefore,
PT sP
T =
(
T11 T12
0 T22
)
, (3.4)
where T11 is a strictly upper triangular matrix, and T22 =M−122 N22. Since A′22 =M22 −N22 is a regular
splitting of an irreducible nonsingular M-matrix, it follows that mult{(T22)} = 1, which together with
(3.4) gives (Ts)= (T22) and
mult{(Ts)} =mult{(T22)} = 1.
This proves the lemma. 
Lemma 3.3. Let A be an irreducible nonsingular M-matrix, and let As =Ms −Ns be the Gauss–Seidel
splitting. Then
(1) each row of Ts are nonzero.
(2) Ts has a positive Perron vector.
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Proof. (1) Notice that Ms = I − L − SL and Ns = U − S + SU. Then NsSU and M−1s I. This
implies that (Ts)i,i+2(SU)i,i+2 =−ai,i+1ai+1,i+2> 0, i = 1, . . . , n− 2. Hence the ﬁrst n− 2 rows of
Ts are nonzero. Let us consider the last two rows of Ts .
For the row n− 1, if there is an i, i < n− 1 such that Ln−1,i = 0, then (Ts)n−1,i+2(LSU)n−1,i+2
Ln−1,i(SU)i,i+2> 0; ifLn−1,i=0 for each i, i < n−1, i.e., an−1,i=0 for each i, i < n−1, then there is at
least an i, in−2 such that an,i = 0 from the irreducibility ofA. In this case, (SL)n−1,i=an−1,nan,i > 0.
Hence (Ts)n−1,i+2(SL)n−1,i(SU)i,i+2> 0. Therefore, the row n− 1 of Ts is nonzero.
For the last row, if there is an i, in − 2 such that Ln,i = 0, then (Ts)n,i+2(LSU)n,i+2
Ln,i(SU)i,i+2> 0; if Ln,i = 0 for each i, in− 2, i.e., an,i = 0 for each i, in− 2, then an,n−1 = 0
and there is at least an i, in − 2 such that an−1,i = 0 from the irreducibility of A. In this case,
(L2)n,ian,n−1an−1,i > 0.Hence (Ts)n,i+2(L2)n,i(SU)i,i+2> 0.Therefore, the row n ofTs is nonzero.
This proves (1).
By Lemma 3.2, (3.3) and (3.4), Ts has only one basic class, which is a unique nontrivial class. It follows
from (1) of this lemma that the basic class is exactly the ﬁnal class of Ts . Assertion (2) follows from
Theorem 2.3.10 of [1]. 
Remark 3.1. By Lemma 3.3(2), the gap in the proof of Theorem 3.6 in [5] mentioned in Section 1 has
been ﬁlled.
Now we consider the comparison result for more general case that A is an irreducible nonsingular
M-matrix. Let Asm = (I + Sm)A ≡ PA.
Lemma 3.4. If A is a nonsingular M-matrix, then so is Asm.
Proof. It is easy to see that PA is a Z-matrix. Since A is a nonsingularM-matrix, there is a positive vector
x such that Ax?0 from Theorem 6.2.3 of [1]. Thus Asmx = PAx?0. Then Asm is also a nonsingular
M-matrix from Theorem 6.2.3 of [1]. 
By Lemma 3.4, Asm = PA has the Gauss–Seidel splitting. The following theorem is a comparison
result between two MGS methods with different preconditioners.
Theorem 3.5. Let A be an irreducible nonsingularM-matrix with ai,i+1ai+1,j ai,ki aki ,j , i=1, . . . , n−
1, ji, and let As =Ms −Ns and Asm =Msm −Nsm be both Gauss–Seidel splittings of As and Asm,
respectively. Then
(Tm)(Ts)< 1. (3.5)
The result follows from Lemma 3.3(2) and the similar proof to Theorem 3.6 of [5].
Remark 3.2. Theorem 3.5 is a slight generalization of Theorem 1.3 because we only assume that A is an
irreducible nonsingular M-matrix while in Theorem 1.3 it is assumed that A is an irreducibly diagonally
dominant Z-matrix. It is well-known that an irreducibly diagonally dominant Z-matrix is an irreducible
nonsingular M-matrix. But the converse is not true. For example, let
A=
( 1 −0.5 −0.6
−0.1 1 −0.1
−0.2 −0.2 1
)
.
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Then A is an irreducible nonsingularM-matrix with ai,i+1ai+1,j ai,ki aki ,j , i= 1, . . . , n− 1, ji. But
A is not diagonally dominant. By a simple calculation we have
As =
( 0.95 0 −0.65
−0.12 0.98 0
−0.2 −0.2 1
)
, Asm =
( 0.88 −0.62 0
−0.12 0.98 0
−0.2 −0.2 1
)
.
Hence it is easy to compute that (Tm)= 8. 6271× 10−2< 0.1536= (Ts).
Remark 3.3. As shown in the above example, inequality (3.5) may be strict. But by a numerical example
in [5] the MGS method with preconditioner I + Sm does not always improve the MGS method with
preconditioner I + S.
4. Comparison results with the GS method
In [5] the authors provided a comparison result (see Theorem 1.2) with the classical Gauss–Seidel
method under the assumption that A is an irreducibly diagonally dominant Z-matrix (hence an irreducible
nonsingular M-matrix). In this section we present a comparison theorem with the GS method for more
general case on one hand. On the other hand we shall give a comparison result similar to Theorem 1.1.
First we give a lemma, which can be proved by Theorem 6.4 of [10].
Lemma 4.1. Let A be a nonsingular M-matrix, and let A =M1 − N1 =M2 − N2 be two convergent
splittings, the ﬁrst one weak regular and the second one regular. IfM−11 M−12 , then
(M−11 N1)(M
−1
2 N2)< 1.
LetA=I−L−U,where L andU are a strictly lower triangular and a strictly upper triangular matrices,
respectively. Then the iteration matrix of the Gauss–Seidel splitting of A is given by T = (I − L)−1U.
Let SmL = D′ + L′ + U ′, where D′, L′ and U ′ are diagonal, strictly lower triangular and strictly
upper triangular parts of SmL. Then the iteration matrix of the Gauss–Seidel splitting of Asm is given by
Tm= (I −L−D′ −L′)−1(U − Sm+ SmU +U). Comparing the spectral radii of T and Tm we have the
following result.
Theorem 4.2. Let A be a nonsingular M-matrix. Then
(Tm)(T )< 1. (4.1)
Proof. LetMsm=(I−L−D′−L′) andNsm=(U−Sm+SmU+U ′).ThenAsm=(I+Sm)A=Msm−Nsm
is the Gauss–Seidel splitting of Asm. Hence we obtain
A= (I − L)− U = (I + Sm)−1Msm − (I + Sm)−1Nsm (4.2)
LetMm= (I + Sm)−1Msm and Nm= (I + Sm)−1Nsm. Then A=Mm−Nm is a weak regular splitting of
a nonsingularM-matrix, and hence is convergent (e.g., see Theorem 6.2.3 [1]). Clearly, A= (I −L)−U
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is a convergent regular splitting with
M−1m = (I − L−D′ − L′)−1(I + Sm)
(I − L−D′ − L′)−1
= [I − (I −D′)−1(L+ L′)]−1(I −D′)−1
[I − (I −D′)−1(L+ L′)]−1
(I − L)−1.
Since A is a nonsingular M-matrix, it follows from Lemma 4.1 that
(M−1m Nm)((I − L)−1U)< 1. (4.3)
But it is easy to see that Tm =M−1m Nm. Inequality (4.1) follows from (4.3). 
A result similar to Theorem 1.1 for the MGS method with preconditioner I + Sm is given below.
Theorem 4.3. Let A= (aij ) ∈ Rn×n be a Z-matrix with 0<ai,ki aki ,i < 1, i = 1, . . . , n− 1. Then
(a) (Tm)< (T ) if (T )< 1,
(b) (Tm)= (T ) if (T )= 1,
(c) (Tm)> (T ) if (T )> 1.
Proof. First we show that A is irreducible. By the deﬁnition of ki we have kn−1 = n, and hence
an−1,nan,n−1> 0. This implies (n − 1, n, n − 1) is a closed path in (A). As we know, kn−2 = n − 1
or n. By the assumption that an−2,kn−2akn−2,n−2> 0, it is known that (n − 2, n − 1, n, n − 1, n − 2) is
a closed path in (A) when kn−2 = n − 1 or (n − 2, n, n − 1, n, n − 2) is a closed path in (A) when
kn−2 = n. Going on in this way it follows that there is a closed path that passed all the vertices in (A),
which proves the assertion.
Since A is irreducible, from Lemma 3.6 of [8] there exists a positive vector x such that
(I − L)−1Ux = (T )x.
Hence
Ux = (T )(I − L)x. (4.4)
This implies that (T )> 0 and
[(U − Sm + SmU + U ′)+ (Sm − SmU − U ′)]x
= (T )[(I − L−D′ − L′)+ (D′ + L′)]x. (4.5)
LetMm = I − L−D′ − L′ and Nm = U − Sm + SmU + U ′. Then Tm =M−1m Nm. From (4.5) we have
Tmx − (T )x =M−1m [(T )(D′ + L′)− (Sm − SmU − U ′)]x
=M−1m [(T )(SmL− U ′)− (Sm − SmU − U ′)]x
=M−1m [Sm((T )L− I + U)+ (1− (T ))U ′]x
=M−1m [Sm((T )L− I + (T )(I − L))+ (1− (T ))U ′]x
= (1− (T ))M−1m (U ′ − Sm)x. (4.6)
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Since U ′ = SmL−D′ − L′, from (4.6) we have
Tmx − (T )x = ((T )− 1)M−1m [Sm(I − L)+D′ + L′]x.
By (4.4) we have
Tmx − (T )x = ((T )− 1)
(T )
M−1m [SmU + (T )(D′ + L′)]x. (4.7)
Let
y = (1− (T ))
(T )
M−1m [SmU + (T )(D′ + L′)]x. (4.8)
By (4.7) and (4.8) we have
Tmx = (T )x − y. (4.9)
(1) If (T )< 1, then y0 from (4.8). Let y′ = [SmU + (T )(D′ + L′)]x. By the assumption that
ai,ki aki ,i > 0, we haveD′ii > 0, i = 1, . . . , n− 1, from which one may deduce that the ﬁrst n− 1 entries
of y′ are positive. By the proof of Theorem 4.2 we haveM−1m (I −L)−1. HenceM−1m I +L. It follows
from (4.8) that
y
(1− (T ))
(T )
(y′ + Ly′) (4.10)
Because of an−1,nan,n−1> 0, we obtain Ln,n−1> 0. Hence the nth entry of Ly′ is positive. From (4.10)
one may deduce that y is positive.
Since Tm is a nonnegative matrix, there exists z> 0 for which zTTm = (Tm)zT. From (4.9) we have
(Tm)zTx=(T )zTx− zTy. Because of zTy > 0 and zTx > 0,we have (Tm)< (T ),which proves (1).
Assertion (2) follows from (4.6) and the last paragraph of the above proof.
(3) If (T )> 1, then y0 from (4.8). By the analogous proof of (1) one can prove (3). 
Remark 4.1. From Theorem 4.2 it is known that inequality (1.7) holds without the assumption that A
is irreducibly diagonally dominant. Hence Theorem 4.2 extents Theorem 1.2. Notice that Theorem 4.3
reduces to Theorem 1.1 if ki = i + 1.
Remark 4.2. We cannot replace the assumption that 0<ai,ki aki ,i < 1, i = 1, . . . , n − 1 with A being
irreducible in Theorem 4.3. For example, let
A=
( 1 0 −1
−0.1 1 0
0 −0.2 1
)
.
Then A is an irreducible nonsingular M-matrix and
Asm =
( 1 −0.2 0
−0.1 1 0
0 −0.2 1
)
.
It is easy to compute that (T )= (Tm)= 0.02.
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5. Preconditioning again
Here we use the idea similar to [9], in which the authors consider the preconditioning again for the
MGS method with preconditioner I + S, i < 1, i = 1, . . . , n − 1. The twice preconditioning for the
MGS method with preconditioner I + Sm is discussed in this section.
Let Asm = (I + Sm)A, where Sm is deﬁned by the Section 1. Then Asm is a nonsingular M-matrix
provided A is a nonsingular M-matrix. Now we do a preconditioning again for the preconditioned linear
system
Asmx = bm, (5.1)
where bm = (I + Sm)b. Let Dm be a diagonal matrix whose ith diagonal entry is the one of Asm, and
A˜m = D−1m Asm. Then A˜m = (a′i,j )n×n is also a nonsingular M-matrix with unit diagonal entries. Let
S˜m = (˜sij )n×n be a nonnegative matrix with
s˜ij =
{−a′
i,˜ki
, j = k˜i ,
0 otherwise,
where k˜i = min j ∈ {j |maxj (>i)|a′ij |}, i = 1, . . . , n − 1 and let P = I + S˜m be a preconditioner and
As˜m = P A˜m = PD−1m Asm . Then we consider the following preconditioned linear system of (5.1).
As˜mx = b˜m, (5.2)
where b˜m = (I + S˜m)D−1m bm. Let A˜m = (I − L˜) − U˜ be the Gauss–Seidel splitting of A˜m. Then it is
easy to see that (Tm)= ((I − L˜)−1U˜ ), where Tm is given by (1.6). Let S˜mL˜=D′m + L˜′ + U˜ ′, where
D′m, L˜′ and U˜ ′ are diagonal, strictly lower triangular and strictly upper triangular parts of S˜mL˜. Then
Ms˜m = (I − L˜ − D′m − L˜′) and Ns˜m = (U˜ − S˜m + S˜mU˜ + U˜ ′). Hence T˜sm =M−1s˜m Ns˜m is the iteration
matrix of the Gauss–Seidel method for solving (5.2).
If A is a nonsingularM-matrix, then so are Asm, As˜m and A˜m. Hence all 2× 2 principal minors of A˜m
are positive, which implies that a′
i,˜ki
a ′˜
ki ,i
< 1. It follows fromTheorems 4.2 and 4.3 we have the following
result.
Theorem 5.1. Let A be a nonsingular M-matrix, and letAs˜m =Ms˜m −Ns˜m be the Gauss–Seidel splitting
of As˜m . Then
(T˜sm)(Tm)< 1. (5.3)
Moreover, if a′
i,˜ki
a ′˜
ki ,i
> 0, i = 1, . . . , n− 1, then the leftmost inequality of (5.3) is strict.
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