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Astrophysical calibration of gravitational-wave detectors
M. Pitkin,1, ∗ C. Messenger,1, † and L. Wright1, ‡
1SUPA, School of Physics and Astronomy, University of Glasgow, Glasgow G12 8QQ, United Kingdom
(Dated: March 17, 2016)
We investigate a method to assess the validity of gravitational-wave detector calibration through
the use of gamma-ray bursts as standard sirens. Such signals, as measured via gravitational-wave
observations, provide an estimated luminosity distance that is subject to uncertainties in the cali-
bration of the data. If a host galaxy is identified for a given source then its redshift can be combined
with current knowledge of the cosmological parameters yielding the true luminosity distance. This
will then allow a direct comparison with the estimated value and can validate the accuracy of the
original calibration. We use simulations of individual detectable gravitational-wave signals from
binary neutron star (BNS) or neutron star-black hole systems, which we assume to be found in
coincidence with short gamma-ray bursts, to estimate any discrepancy in the overall scaling of the
calibration for detectors in the Advanced LIGO and Advanced Virgo network. We find that the
amplitude scaling of the calibration for the LIGO instruments could on average be confirmed to
within ∼ 10% for a BNS source within 100 Mpc. This result is largely independent of the current
detector calibration method and gives an uncertainty that is competitive with that expected in the
current calibration procedure. Confirmation of the calibration accuracy to within ∼ 20% can be
found with BNS sources out to ∼ 500 Mpc.
PACS numbers: 04.80.Nn, 95.55.Ym
I. INTRODUCTION
It is expected that the advanced generation of inter-
ferometric gravitational-wave (GW) detectors will detect
waves emitted from O(10s) of compact binary coales-
cences (CBCs) per year [1]. One such class of these cat-
aclysmic events, the inspiral and merger of binary neu-
tron star (BNS) systems will be detected out to a maxi-
mum range (horizon distance) of ≈ 450 Mpc. Assuming
the current best estimates for the cosmological parame-
ters, this is equivalent to a redshift z ≈ 0.1. As noted
by Schutz [2], CBC systems can be used as cosmological
distance markers, otherwise known as “standard sirens”
(analogous to electromagnetic (EM) standard candles).
The nature of these sources will allow us to estimate,
among other parameters, their luminosity distance with-
out the need for calibration against the cosmic distance
ladder.
It is considered likely that the merger of BNS and/or
neutron star-black hole (NSBH) systems, in addition to
emitting detectable GWs, is also the mechanism for pro-
ducing short gamma-ray bursts (sGRBs) [3]. In this
scenario these events produce tightly beamed EM emis-
sion parallel to the orbital angular momentum vector
of the system. Additional evidence for the coincidence
of sGRBs with GW events is the estimated astrophys-
ical rates of both phenomena. Observations of sGRBs
give an inferred rate of sGRB producing CBC mergers
of 8 × 10−9–1.1 × 10−6 Mpc−3 yr−1 [4] after accounting
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for beaming effects. This can be compared to indepen-
dently obtained estimates of BNS merger rates of 10−8–
10−5 Mpc−3 yr−1 [1], or NSBH merger rates of 6× 10−10–
1 × 10−6 Mpc−3 yr−1 [1]1.
If a single GW event is observed in coincidence with a
sGRB it may be possible to identify the host galaxy of
the source. With this information a spectroscopic red-
shift can be very accurately obtained (see values quoted
in e.g. [6] and references therein). With knowledge of
the redshift, using current best estimates for the Hubble
constant and other cosmological parameters, the true lu-
minosity distance can be estimated to ∼ 1% accuracy [7].
The GW measurement acts as a standard siren also giv-
ing us a direct measurement of the luminosity distance
to the source. The accuracy of such a measurement de-
pends on a number of factors including the accuracy with
which the GW detector has been calibrated. Hence, by
comparison with the distance estimate from the sGRB we
can recalibrate (or validate) the existing experimentally
obtained calibration.
In this paper we investigate the feasibility of this ap-
proach for single coincident GW–sGRB events and estab-
lish the validation power of such a calibration technique.
In Sec. II we briefly summarize the existing experimental
technique for GW detector calibration and its expected
accuracy. We then review the concept of GW standard
sirens and their proposed coincident EM signatures, the
sGRBs in Secs. III–IV. In Secs. V–VI we discuss our anal-
ysis method and the results, and in Sec. VII we conclude.
1 However, the recent work of [5], which studied known galactic
BNS systems in more detail, suggests a rate approximately five
times lower.
2II. GRAVITATIONAL-WAVE DETECTOR
CALIBRATION
The technique used throughout GW research in cal-
ibrating the detectors is carried out through a compli-
cated system of physical manipulations of the Fabry-
Pe´rot Michelson interferometer, where an elaborate feed-
back system is used to sustain a defined measurement in
arm length difference between the moving mirrors. A
comprehensive description of the calibration procedure
(in particular for the LIGO detectors during their fifth
science run) can be found in [8], and a brief descrip-
tion is given in [9] and references therein. For Advanced
LIGO (aLIGO) and Advanced Virgo (AdV), at the fre-
quency range used in this analysis (20–400 Hz), the er-
ror in the strain amplitude calibration is expected to be
roughly 10% [9]. This is a benchmark set for the error
estimation using the proposed method in this project.
The GW strain is measured through the differen-
tial arm length, ∆L, changes of the interferometer via
h(f, t) = ∆L(f, t)/L, where L is the full arm length.
Calibration is required to relate the actual measured in-
terferometer error signal output e(f, t) to ∆L. This re-
lation is known as the length response function, R(f),
defined such that
∆L(f, t) = R(f)e(f, t), (1)
where we assume R varies only slowly in time (in com-
parison to transient signal time scales). Calculation of R
requires the measurement of various functions within a
control feedback loop (see [8]), each of which are subject
to measurement uncertainties. In this study we assume
an estimate of R is available (although in theory we could
take on the role of estimating R itself), but that it differs
from the truth through some unknown scale factor, C, so
that at a particular time we have
Ch(f) = hm(f) = R(f)e(f)
L
, (2)
where h(f) is the true strain and hm(f) is the measured
strain (i.e. the measured length response function R(f)
is related to the true length response function Rtrue(f)
via R(f) = CRtrue(f)). With this definition it means
that if C > 1 then a signal would appear to have a larger
amplitude (i.e. for a given system, would seem closer)
than in reality2, whereas if C < 1 it would appear to
have a lower amplitude than reality. In this analysis we
simplify the situation by assuming that C is a constant
with respect to frequency (and is real, so has no phase
component), but in future studies that assumption could
be dropped and C could take some functional form, or
piecewise fit, with respect to f [e.g. in a similar way to
the method of [10] used for fitting differences in power
spectral density (PSD) estimates].
2 However, the signal-to-noise ratio (SNR) would be the correct
value as the signal and the noise will both contain the same
scale factor.
III. BINARY NEUTRON STAR STANDARD
SIRENS
The idea of GW standard sirens is directly analogous
to the concept of standard candles in EM astronomy and
was first proposed in [2]. Unlike the primary EM stan-
dard candle event, type Ia supernovae, the measured lu-
minosity of a CBC in GWs is not only a function of dis-
tance. It also depends upon the chirp mass (a function of
the component masses) and the binary orientation with
respect to the global network of GW detectors. However,
measurement of the phase evolution of such an event al-
lows accurate determination of the chirp mass3. Timing
information from the different signal arrival times at each
detector in the network allows some level of sky position
determination [11]. Finally, amplitude variation between
differently oriented interferometers allows some (weaker)
level of determination of the binary system orientation.
Standard sirens are clearly a very powerful tool for
GW cosmology since they give us a direct measure of the
absolute luminosity distance to sources. This is distinct
from type Ia supernovae standard candles that only pro-
vide relative luminosity distance measures and require
calibration via other methods as part of the cosmologi-
cal distance ladder. The use of GW events with sGRB
counterparts for use as a cosmological tool was investi-
gated in [12]–[13] with respect to the third generation
GW interferometer, the Einstein Telescope [14] and in
[15] for the Advanced detector network. In this case,
the redshift information obtained from the sGRB host
galaxy provides a complementary measurement allow-
ing each event to inform the distance-redshift relation-
ship and hence obtain cosmological parameter estimates.
Other methods for cosmological inference (see [15–19])
have been proposed for BNS systems that do not rely
on any redshift measurements. These instead use either
the distribution of measured SNRs and assumed form
of neutron star (NS) mass and spatial distributions or
exploit the features of the tidal and postmerger hyper-
massive NS stages of the GW waveform.
To put the existing work on GW cosmology in context
with the study described in this manuscript we are essen-
tially turning the standard cosmological problem upside
down. We assume that the existing EM cosmological pa-
rameter estimation [specifically for the Hubble constant,
which has uncertainties of O(1%) [7]] is accurately deter-
mined and therefore a known quantity. We then assume
that the unknown in our analysis is the absolute ampli-
tude calibration of the interferometers in the global GW
detector network.
3 In reality it is the redshifted chirp mass that is measured.
3IV. GRB COUNTERPARTS
It is believed that sGRBs (those gamma-ray bursts
with duration <2 sec) are emitted during the merger of
BNS or NSBH systems [3, 20]. The emission from these
events is highly beamed along the binary rotation axis
and hence only potentially observable for a fraction of
the mergers. If the event exhibits an optical afterglow
then the host galaxy can be identified, from which a red-
shift can be obtained (e.g. [21]). The fraction of events
with associated redshifts is ∼1/3 4. The range to which
the Swift x-ray telescope has detected sGRBs is z∼2 and
the nearest event with associated redshift is at z∼0.1 [22],
which is approximately equal to the horizon range of the
advanced GW detector network for BNS systems.
The predicted detection rates of BNS events (irrespec-
tive of an sGRB counterpart) are derived from three
main sources: population synthesis models, extrapola-
tions based on known galactic BNS systems, and obser-
vations of sGRB events. Various studies using the first
two methods have been compiled into an overall detection
rate of 0.2–200 BNS events per year [1, 23]5. A similar
event rate of 1–180 was obtained in [4], where the rate of
observed sGRBs was converted to the rate of BNS events
by assuming a beaming angle of 15◦. The beaming angle
is the primary factor in determining the fraction of de-
tected GW BNS signals with an EM sGRB counterpart
and is unfortunately highly uncertain. Various authors
have provided estimates on the rate of joint detections to
be in the range 0.02–7 per year [24–27].
The most likely scenario in which a coincident GW–
sGRB event would be identified is through the targeted
follow-up of an observed GW or by post facto matching of
GW trigger lists with known (or subsequently found [28])
sGRB events. The likelihood of being able to follow-up
GW events using gamma-ray telescopes with low enough
latency to catch a sGRB is low. Compounding this issue
is the relatively large GW sky error box giving a field of
view for the EM observatories to search spanning ∼ 100s
of square degrees (e.g. [11, 23, 29]). For the scenario of a
GW-followup of an observed sGRB, the merger time for
BNS/NSBH systems will be estimated from the sGRB to
within a few seconds (see e.g. the discussion in Sec. 2.2 of
[30]). This makes the follow-up search less computation-
ally expensive since it is performed over a smaller range
of data using potentially fewer numbers of waveform tem-
plates. This computational saving enables the use of
4 http://swift.gsfc.nasa.gov/archive/grb table/
5 We note that this rate is that given in Table I of [23] for an aLIGO
and AdV network consisting to two aLIGO detectors operating
at design sensitivity. However, a higher rate of 0.4–400 is given in
[1], which may differ due to the use of a third aLIGO detector,
but the discrepancy may also have contributions from slightly
different threshold definitions or design sensitivity curves used.
We also note the study mentioned in Sec. I that potentially lowers
the expected rate by a factor of five.
a more computationally expensive multi-detector coher-
ent scheme rather than the cheaper coincidence methods
used in the untargeted searches.
A fortunate consequence of a joint GW–sGRB obser-
vation will be the fact that in order for such an event to
be observed, the BNS/NSBH system must have had its
orbital angular momentum vector pointing towards (or
away) from the detector. The actual inclination angle
of the system, defined as the angle between the orbital
angular momentum vector and the line of sight, must
be < half of the sGRB beaming angle. This prerequi-
site property limits us to systems that are approximately
“face-on” and therefore effectively optimally oriented. At
given distances this makes us biased towards higher SNR
signals but it is more meaningful to think of this as an in-
crease in the sensitivity range of the detectors. However,
as discussed earlier, the property of beaming severely im-
pacts the probable rate of such joint observations.
V. ANALYSIS
The main aim of this work is to assess how well the
calibration scale factor defined in Eq. 2 can be estimated
from a single observed GW associated with a particular
sGRB. As we a priori have little knowledge of the likely
location and distance of such an event we have performed
simulations of multiple events to see the distribution in
the accuracy of the calibration scale factor recovery.
For all our signals we use the TaylorF2 waveform ap-
proximation (see e.g. [31] and references therein) with
a 3.5 post-Newtonian expansion in phase for modeling
our signal (in both simulations and signal recovery). For
BNS systems we use nonspinning waveforms under the
assumption that the component spins will be small and
have a negligible effect on the analysis6 (see discussion
in [11] and studies in [32]). For NSBH systems we use a
spinning waveform, but in which only the black hole has
non-negligible spin and its rotational angular momentum
is aligned with the system’s orbital angular momentum.
For a nonspinning system the general form of the
frequency-domain polarization amplitudes is
h˜+(f) ∝
(
1 + cos2 ι
)
D−1L M5/6f−7/6e−iΨ(f,M,tc,φc),
h˜×(f) ∝ cos ιD−1L M5/6f−7/6e−iΨ(f,M,tc,φc) (3)
where the chirp mass M is defined as M = Mq3/5,
with the symmetric mass ratio q = m1m2/M
2, total
mass M = m1 + m2 (where m1 and m2 are the compo-
nent masses), and ι is the binary inclination angle. The
Fourier transform of the GW strain measured at the kth
detector is then given by
h˜k(f) = F k+(α, δ, ψ)h˜+(f) + F
k
×(α, δ, ψ)h˜×(f) (4)
6 In future studies we could create our simulations including small
spins and confirm that this does not have a significant effect on
our results if recovery is with nonspinning templates.
4where F k+ and F
k
× are the antenna response functions
which are dependent upon the polarization angle ψ and
the sky position of the source with right ascension α and
declination δ.
For this analysis we consider the advanced generation
aLIGO and AdV detectors operating at their design sen-
sitivity, with noise power spectral densities taken from
[23]. The detector network we consider consists of the
two aLIGO detectors (H1 and L1) and the AdV detector
(V1).
We consider that the measured data in any detector
are defined as
d˜k(f) = Ck(n˜k(f) + h˜k(f,θ)) (5)
where n˜(f) is the Fourier transform of the true (in this
case Gaussian) strain noise, θ is the set of waveform pa-
rameters and Ck is the calibration scale factor for the kth
detector, which are the parameters we are interested in
estimating.
A. Method
To assess the ability to estimate the unknown calibra-
tion scale factors we calculate their marginal posterior
probability distribution functions (PDFs). We use Bayes’
theorem for which we need to define a likelihood function
and prior PDFs on the signal parameters and the cali-
bration scale factors. In this analysis we use the Markov
chain Monte Carlo (MCMC) code emcee [33] to sample
the posterior distribution. We use a Gaussian likelihood
function given by
p(d|θ,C, I) ∝ exp
4∆f Ndet∑
k=1
ihigh∑
i=ilow
<
{
d˜∗k,iCkh˜k,i(θ)− 12
(
C2kh˜∗k,i(θ)h˜k,i(θ) + d˜∗k,id˜k,i
)}
Sk,i
 (6)
where d is an array containing the data for all detectors,
∆f is the frequency resolution, Sk is the k
th detector’s es-
timated one-sided noise PSD (and as such will contain the
effect of the calibration scale factor), and the i indices in-
crement over frequency with ilow and ihigh corresponding
to the lower and upper range in frequencies used for our
analysis, which were 20 to 400 Hz respectively. This fre-
quency range was chosen as the vast majority of the SNR
for the inspiralling signals we use can be found within it
(for a typical BNS system of two 1.4 M stars, or a NSBH
system with component masses of 5 M and 1.4 M, only
∼ 3 − 4% more SNR is gained by using a 10 to 1500 Hz
frequency range), so going to lower or higher frequencies
provides very little additional information while increas-
ing the computational cost7. The source parameters have
been subsumed into a vector θ and the calibration scale
factors are within the vector C.
1. Prior ranges
The primary reason why coincident observations with
a sGRB can be used as a check of detector calibration is
that the sGRB allows us to constrain the priors on vari-
ous parameters that would normally be highly correlated
with the signal amplitude. The most important of these
7 In a real analysis, rather than this case study, the additional
computational cost of using a larger frequency range may be
worthwhile, but in this case we had to run many simulations and
the computational cost was a limiting factor.
is that the sGRB can provide a very tight constraint on
the source distance. In this analysis we therefore assume
that the source distance is known (i.e. has a δ-function
prior) whereas in reality the error on this distance will
be dependent upon the uncertainties in both the red-
shift measurement and the Hubble constant. For spec-
troscopic redshifts this uncertainty will be dominated by
the Hubble constant and will be of O(1%).
Other information relevant for a coincident sGRB is
that the system is likely to be relatively close to face on
(and therefore nearly circularly polarized), which allows
us to place prior constraints on the system inclination
angle. Beam opening angles for sGRBs are relatively
poorly constrained as they are based on only a few jet-
break detections. A comparative study of estimates and
lower limits of opening angles for 13 sGRBs given in [34]
provides a median opening angle value of ∼ 10◦. We
use this median opening angle as a rather conservative
guide to form a Gaussian prior distribution on the sys-
tem inclination angle, ι, by converting it into an equiv-
alent standard deviation for a half-normal distribution.
We therefore place a Gaussian prior on ι with zero mean
and a standard deviation σ = 14.8◦. This, and the choice
of polarization angle prior range given below, explicitly
fixes the handedness of the system’s rotation (or alter-
natively whether it is face on or back on). If we were
to allow the inclination to have two modes (one for face
on and one for back on), or alternatively to double the
range of the polarization angle, it would have no effect
on our ability to estimate the signal amplitude as the
two modes should be identical with regards to the am-
plitude parameter probability distributions. However, we
are consistent between the range of simulated signals dis-
5cussed in Sec. V B and the initial ranges stated.
The prior on the system component masses is depen-
dent on whether we are considering the source being a
BNS system or a NSBH. For the former case the prior we
use is a Gaussian distribution for both components with
means of 1.35 M and standard deviations of 0.13 M,
which is roughly consistent with the double neutron star
system masses found in [35] albeit with a wider distribu-
tion. In reality, for all the systems we use in our study,
the chirp mass, which we see from Eq. 3 plays a role in the
overall signal amplitude, is very well constrained by the
system’s phase evolution, so our prior could be expanded
with minimal effect on the results. In the case of NSBH
systems we use the same prior as above for the neutron
star, but for the black hole we use a prior based on the
canonical mass distribution used for the rate results in
[36] with a mean of 5 M and a standard deviation of
1 M. We note that the mass range of black holes could
be quite different from this, but use this range as an ex-
ample for this type of system. For the NSBH systems
we also require a prior on the black hole spin (for BNS
systems we have assumed that the spins are small enough
that they will be negligible). We use a uniform prior on
the normalized aligned spin magnitude between −1 and
1.
The final important piece of information that we can
make use of from the sGRB observation is the sky posi-
tion of the source. We assume that this is known precisely
and has been obtained, in conjunction with the source
redshift, from the identification of the host galaxy. This
fixes the time delay between detectors to a known value
and, along with the polarization angle, defines the an-
tenna response patterns.
For the time of coalescence tc we use a uniform prior
spanning ±0.01 seconds around the recorded time of the
signal that would be returned by the GW detection
pipeline. For the reference phase φc a uniform prior on
the range (0, pi] is used, and for the polarization angle we
use a uniform prior on the range (0, pi/2]. As the signals
we use are generally close to being circularly polarized
(face on) the phase and polarization angle will be largely
degenerate and their exact combination will have little
effect on the result.
Finally, we require a prior on the calibration scale fac-
tors for each detector. We make the assumption that
in general the calibration applied to the detector data
will be close to being correct, so we want to use a prior
that is peaked at Ck = 1. We also (na¨ıvely) assume that
the prior PDF of the calibration scale factor is either
larger or smaller than unity by an equivalent factor, e.g.
p(C = 10|I) is equivalent to p(C = 0.1|I). For the scale
factor in each detector we therefore use the following log-
normal distribution as our prior,
p(C|I) = 1Cσ√2pi exp
(
− (ln C − µ)
2
2σ2
)
, (7)
where we chose σ = 1.07, which together with the re-
quirement that the mode is at unity gives µ = 1.15.
With these parameters the prior probability density at
0.1 and 10 is one tenth of that at 1 making this a fairly
conservative prior designed to have little impact on our
results. Note that this prior does not give a symmetric
amount of probability about unity (so our prior favors C
values greater than 1), but given our simulation criterion
described in Sec. V B we find that the likelihood gen-
erally overwhelms the prior and our na¨ıve assumptions
have little effect.
B. Simulations
To estimate how well the calibration scaling can be
constrained for each detector in an advanced detector
network we have performed analyses with simulated BNS
and NSBH signals. These were simulated at a range
of distances: 50 to 500 Mpc with 50 Mpc increments for
the BNS signals and 100 to 900 Mpc with 100 Mpc incre-
ments for the NSBH signals. The simulations used the
two aLIGO detectors (H1 and L1) and the AdV detector
(V1) and were all performed in the frequency domain and
spanned a frequency range from 20 to 400 Hz, which is a
range that contains the vast majority of the SNR and is
therefore all that is required to provide good constraints
on C. We assumed all detectors were operating at their
design sensitivity (as given by Fig. 1 of [23]). As such we
added colored Gaussian noise to each simulation based
on the sensitivity curve, but scaled with the associated
calibration scale factor.
Separately for the BNS and NSBH systems we have
performed a large number [several hundred up to
O(1000)] of simulations at each distance value. When
proposing injections for each simulation the source pa-
rameters were randomly drawn from the prior distribu-
tions described in Sec. V A 1, with the sky position being
drawn randomly from a uniform distribution on the sky,
the coalescence times held fixed within the center of the
prior window, and with the calibration scaling factors for
each detector drawn from a Gaussian distribution with a
mean of one and standard deviation of 0.125 (equivalent
to a mean fractional offset of 10%). Note that this distri-
bution is broadly consistent with the scale of calibration
uncertainties that is expected via experimental methods,
but is not the same as the prior that we assume on C [see
Eq. 7] when recovering signals8.
In accepting a proposed simulation as one to be ana-
lyzed we introduced a criterion that the signal be “de-
tectable”, based on that used in [36]. We therefore only
analyzed simulations that had an SNR of ≥ 5.5 in at
8 The reason behind this is that we wanted to use a fairly na¨ıve
and conservative prior for signal recovery that had little impact
in the results, i.e. to produce results domintaed by the likelihood
for these parameters. However, limited studies using C values
within the much larger range of ∼ 0.1 to 10 show distributions
with consistent relative widths to those we find in our main study.
6least two detectors. Since we assume that these signals
would be coincident with a sGRB we do not include the
often used further constraint that the total coherent net-
work SNR is greater than 12. For simulations close to the
SNR threshold, the application of the threshold resulted
in the preferential selection of better oriented systems.
Therefore, at larger distances the population of injected
sources was not uniformly distributed over the sky and
instead favored locations with better antenna response.
Similarly, despite already being constrained by the prior
to small inclination angles, the accepted simulations show
preference for sources very close to circularly polarized.
These simulations have allowed us to assess how well
on average we would be able to constrain the calibration
scale for a detected CBC-sGRB coincidence.
VI. RESULTS
A simple assumption that one could make would be
that the uncertainties on the calibration scale factors
(if they are independent of other parameters and have
a roughly Gaussian probability distribution) should be
given by ∼ 1/SNR for each detector. As we show be-
low this assumption is reasonable, but small correlations
do exist between parameters meaning that it does not
completely hold.
For each of the simulated sources we have used the
emcee python MCMC package [33] to perform parame-
ter estimation over the unknown source parameters using
the priors as discussed in Sec. V A 1. In each case when
calculating the likelihood we used an estimate of the noise
PSD based on the advanced detector design sensitivities
(using those given in [23]), but calculated by averaging
64 separate noisy realizations of the PSD and scaled with
the same calibration scale factor as applied to the injec-
tion and noise9. This has provided posterior probability
distributions10 on the calibration scale factors for each
detector. Examples of the marginalized posterior proba-
bilities for a BNS system and a NSBH system observed
with the three detector network are shown in Figs. 1 and
2 respectively.
From these posterior distributions we have calculated
the minimal 68% credible region for the calibration scale
factors for each detector (if these were Gaussian distri-
butions this is equivalent to the region either side of the
9 We do not account for there being a potential difference between
the estimated PSD and the actual PSD of the analysed section
of data as described in e.g. [10]. This difference would be very
highly correlated with the calibration scale factor, so in reality
our estimate of the scale factor would be a combination of the
calibration offset and the difference in the PSD. As such our
results on real data would be an upper limit on the calibration
scale factor.
10 As a proxy to check for convergence of the MCMC chains we
check that the calibration scale factor posterior histograms do
not contain many disjoint modes.
mean bounded by the 1σ intervals). For all the signals at
each distance increment we have produced the distribu-
tion of the fractional half widths (i.e. 1σ) of these scale
factors’ confidence intervals compared to the true value.
These are shown as boxplots in Figs. 3 and 4 for the BNS
and NSBH systems respectively. The boxes show the ex-
tent from the lower to upper quartile of the values, while
the whiskers extend from the fifth to 95th percentile. The
black line within each box gives the median value and the
star gives the mean value. Also shown on each plot as the
dashed magenta line is the percentage of signals drawn
from the prior distribution that fulfils the detection cri-
terion.
In Fig. 3 we see that on average the scale factor can be
recovered to equivalent precision in both aLIGO detec-
tors, as would be expected, with uncertainties generally
within the 10% range for sources at 100 Mpc. This is
comparable to previous estimates of the calibration er-
ror in the initial LIGO detectors. An interesting feature
is that for distances & 250 Mpc the upper extent of the
uncertainty for H1 and L1 hits a maximum at ∼ 25%,
while the width of boxes narrows. This is due to our
“detectibility” criteria, where for all distances we only
see those sources with a high enough SNR that we would
consider them detectable, i.e. the weakest signals that
could still be detected would always have a single detec-
tor SNR of ∼ 5.5 no matter their distance, hence the
plateau. In addition there will also be fewer sources with
SNR higher than this criteria at large distances, giving
us a narrower range, and we automatically exclude those
with SNR that are too small thus truncating our uncer-
tainty distribution at the upper end. However, this does
show that on average for sources that are detectable out
to 450 Mpc we would be able to constrain the calibra-
tion scale factor uncertainty for the aLIGO detectors to
∼ 20%.
The largest SNR contribution will generally come from
the two aLIGO detectors and thus the detection crite-
ria (SNR threshold) will not apply to the AdV result.
Hence, the SNR in AdV can be small and thus the abil-
ity to constrain its scale factor becomes poor (although
it still provides information that the calibration is not
grossly inaccurate). We also see that true uncertainties
achievable for recovering the calibration scale factors are
indeed very similar to the simple assumption that they
would be given by ∼ 1/SNR, i.e. at the upper end of the
distribution the SNR in the two aLIGO detectors will be
∼ 5.5, which would be expected to produce uncertainties
of . 20%. Our results are slightly poorer than estimates
based on this simple assumption due to correlations with
ι even within the constrained prior range, and slight cor-
relations between the scale factors for H1 and L1 as seen
in Fig. 1.
In Fig. 4 we see very similar results for the NSBH sys-
tems although the higher SNR of the signals means that
we can provide ∼ 20%–25% uncertainties on the calibra-
tion scale factors for H1 and L1 out to greater distances.
The distributions generally appear slightly broader than
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FIG. 1: The marginalized posterior probability distributions for some of the unknown parameters of a BNS system,
including calibration scaling factors (surrounded by the thicker red borders) for the three detectors (H1, L1 and V1).
The simulated signal was at a distance of 250 Mpc, had SNR of 7.9, 9.1 and 5.2 and percentage relative uncertainties
in the calibration scale factors of 15%, 14% and 22% for each of the detectors respectively.
those for the BNS systems. This may be explained by
two factors. The first is from the fact that including the
spin parameter leads to strong correlations between the
chirp mass, mass ratio and spin. These strong correla-
tions make convergence of the MCMC take longer and
means we have fewer independent samples with which
to estimate the posterior distributions. This leads to a
larger statistical fluctuation on the results. The second
factor is that there appears to be a modest effect due
to the population of sources that is detectable. For dis-
tances at which the BNS and NSBH systems would give
the same percentage of observable sources there is a slight
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FIG. 2: The marginalized posterior probability distributions for some of the unknown parameters of a NSBH
system, including calibration scaling factors for the three detectors (H1, L1 and V1). The simulated signal was at a
distance of 450 Mpc, had SNR of 9.7, 10.3 and 3.8 and percentage relative uncertainties in the calibration scale
factors of 14%, 13% and 43% for each of the detectors respectively.
increase in the mean and standard deviation of SNRs of
the NSBH systems over the BNS systems.
As noted previously, the mass distribution for black
holes could be quite different from the one used here, with
masses extending to & 10 M. We expect these would
produce similar results to those we see in Fig. 4, but
again extending to further distances. However, at higher
masses we would encounter the problem that the chirp
mass will be less well constrained due to there being fewer
observable cycles during the inspiral stage. Including the
merger and ring-down phase, which we currently ignore,
will also increase SNR and act to reduce the calibration
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FIG. 3: Distributions of the percentage accuracy at which the calibration scale factors can be determined for a
three detector network using BNS systems (provided a coincident GRB is observed and can yield a distance
estimate). The boxplots span the lower to upper quartile range of the distributions, with the median value shown as
a horizontal line within the box and the mean shown as a white star. The dashed magenta line shows the percentage
of sources drawn from the prior distribution that would be detectable at each distance value.
scale uncertainties, provided there is sufficient SNR in
the inspiral to constrain the chirp mass.
A. Parameter biases
It is also interesting to see if our analysis has any bias
on the recovered C PDFs, or whether they are recovered
in a way that is consistent with the simulated values.
To do this we have produced plots showing the cumula-
tive fraction of the true (simulated) C values recovered
within given posterior credible intervals (see e.g. [37] for
the initial use of this type of plot to check consistency of
GW analyes) for the BNS systems at 50 and 500 Mpc (see
Fig. 5). Self-consistent PDFs should show that a fraction
of injected values falls within the corresponding credible
interval, and therefore the cumulative fraction should lie
along the diagonal of the plot. Any biases would show
up as significant deviations from the diagonal.
Figure 5a shows that for sources at 50 Mpc there is
no highly significant bias on the recovery of C for any
of the detectors. However, in Fig. 5b, with sources at
500 Mpc, while H1 and L1 follow the diagonal well, V1
goes significantly above the diagonal. This shows that
the PDFs on C for V1 are too broad. The reason for this
is that at these larger distances the PDFs on C for V1
are not well constrained and start to become dominated
by the prior. As we have previously noted this prior is
not the same as the distribution used to generate the C
values, but is instead far broader and more conservative.
So this bias is showing up due to the simulated values of
C being generated from a much more narrow range.
Despite the inconsistency in V1 it is satisfying to see
that for the detectors for which the C values are reason-
ably constrained (i.e. H1 and L1 in Fig. 3) the actual
value is recovered consistently, with little effect from the
prior.
VII. DISCUSSION
We have established how well we can assess the detec-
tor calibration for aLIGO and AdV using astrophysical
sources as standard sirens. To do this we require that
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FIG. 4: Distributions of the percentage accuracy at which the calibration scale factors can be determined for a
three detector network if using NSBH systems (provided a coincident GRB is observed and can yield a distance
estimate). The plot contents are the same as in Fig. 3.
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FIG. 5: Both figures show the cumulative fraction of true C values found within a given fractional credible interval
versus the fractional credible interval for each detector for the BNS simulations at (a) 50 Mpc and (b) 500 Mpc. The
grey shaded region is a 95% credible band for the expected deviations from diagonal.
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a sGRB, for which it has been possible to measure the
distance, is observed in coincidence with a CBC signal in
the GW detectors. This enables us to assume a known
distance and sky position for the source, and also limit
the inclination of the source, which in turn allows us to
test the consistency of the detector calibration. We do
this by including an unknown scale factor on the true sig-
nal and noise, which we estimate given the data from the
three interferometer advanced detector network. We find
that for detectable BNS sources the uncertainty on the
calibration scale factor could on average be determined
to . 10% of its true value for the aLIGO and AdV detec-
tors out to 100 Mpc. This is comparable to the proposed
accuracy level of the hardware calibration of the detec-
tors. For sources at the standard single detector BNS
horizon distance of ∼ 450 Mpc the scale factor could on
average be determined to within . 20% of its true value
for the aLIGO detectors. Similar results were found for
NSBH sources, although sources could be observed out
to higher distances.
The requirement of a coincident sGRB with a known
distance means that there will likely be considerable de-
lay (beyond initial GW detection) for the implementation
of this method of calibration assessment. Importantly
however, this method would provide an independent11
consistency check that the calibration is reasonably ac-
curate in addition to the existing calibration methods
[8]. We acknowledge that we have made a number of
simplifying assumptions, including that the waveforms
we use accurately model the true signal, and that the
overall calibration remains constant over the duration of
a signal and its PSD estimation. A further major sim-
plification made here is that the absolute calibration is
constant with frequency. Other authors (e.g. [9, 10]) have
addressed this issue in the context of robust parameter
estimation for astrophysical sources and in future work
we intend to apply related methods for astrophysical cal-
ibration. We have also neglected any phase uncertainty
in the calibration.
A further application of astrophysical calibration is the
relative calibration of GW detectors. In this case we are
interested in obtaining posterior distributions on the ra-
tios of calibration scale factors and phases between de-
tectors. For CBC events, in this scenario there would be
no explicit requirement for a redshift measurement and
therefore a cosmologically inferred distance. There would
however be a requirement for an electromagnetically in-
ferred sky position of O(degrees) accuracy. A more suit-
able source for relative calibration estimation would be
that of continuous GW emission. In that case, sky posi-
tion and orientation information would be obtained to a
high level of accuracy from single detector analyses alone.
A primary use for relative calibration information would
11 There are caveats to this independence. We rely on a source hav-
ing been detected, which most likely implies that calibration is
not grossly inaccurate and is fairly consistent between detectors.
be to account for potential biases in the sky position es-
timates for CBC and burst sources (Vitale, Messenger
& Pitkin, in preparation). In this case, amplitude infor-
mation is a secondary, but important, factor in breaking
degeneracies on sky position estimates.
We emphasize that our work has assumed that the PSD
used in the likelihood function is an accurate representa-
tion of the PSD at the time of the observed CBC signal.
In reality the PSD may be estimated from a period close
to, but not overlapping, the signal time and therefore
may be slightly different [10]. Our result would therefore
be highly correlated with any uncertainty in the PSD
estimate, but would still offer an upper limit on the cal-
ibration uncertainty.
A further extension of this work would be for the cali-
bration scale factor to be estimated as a function of fre-
quency. This may require the frequency series to be di-
vided into sections and the calibration scale factor esti-
mated for each. However, since the scale factor uncer-
tainty is related to the SNR then the SNR contribution
in each frequency section is of relevance. In this case
Bayesian model selection may be applicable for selecting
the optimal number of frequency sections with which to
estimate the scale factor. The BayesLine algorithm [38],
or the method described in [10], may provide a natural
way to perform such an analysis. Indeed these methods,
and those of [9] are already being used to marginalize
over calibration uncertainties, but do not yet attempt to
estimate them.
It is also worth noting that astrophysical calibration
may be possible for future planned space-based detec-
tors such as eLISA [39]. For such detectors there are
several galactic binary systems known as “verification”
binaries [40], in that their masses and orbital parameters
allow them to be guaranteed sources. These too could be
used for assessing detector calibration. However, gener-
ally for these verification binaries the inclination of the
system is not known and distances are fairly uncertain,
so a precise calibration assessment may not be possible.
However, there is at least one currently known eclips-
ing white dwarf binary (J0651) [41], which does provide
the system inclination [42, 43] and has an approximately
10% distance uncertainty [41], which makes it an excel-
lent candidate for an astrophysical calibrator.
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