In this paper we address the problem of 3D facial expression recognition. We propose a local geometric shape analysis of facial surfaces coupled with machine learning techniques for expression classification. A computation of the length of the geodesic path between corresponding patches, using a Riemannian framework, in a shape space provides a quantitative information about their similarities. These measures are then used as inputs to several classification methods. The experimental results demonstrate the effectiveness of the proposed approach. Using Multi-boosting and Support Vector Machines (SVM) classifiers, we achieved 98.81% and 97.75% recognition average rates, respectively, for recognition of the six prototypical facial expressions on BU-3DFE database. A comparative study using the same experimental setting shows that the suggested approach outperforms previous work.
Introduction
3DFE database designed to explore 3D information and improve facial ex-pression recognition. In Section 4, we summarize the shape analysis frame-27 work applied earlier for 3D curves matching by Joshi et al. [3] , and discuss 28 its use to perform 3D patches analysis. This framework is further expounded 29 in section 5, so as to define methods for shapes analysis and matching. In 30 section 6 a description of the feature vector and used classifiers is given.
31
In section 7, experiments and results of our approach are reported, and the 32 average recognition rate over 97% is achieved using machine-learning algo-33 rithms for the recognition of facial expressions such as Multi-boosting and 34 SVM. Finally, discussion and conclusion are given in section 8. feature extraction/detection as a mean to represent and understand facial regularized multi-class AdaBoost classification algorithm, they reported an average recognition rate of 95.1%, and they mentioned that the surprise ex-76 pression was recognized with an accuracy of 99.2%.
77
In this paper, we further investigate the problem of 3D identity-independent 78 facial expression recognition. The main contributions of our approach are 79 the following: (1) We propose a new process for representing and extracting 80 patches on the facial surface scan that cover multiple regions of the face;
81
(2) We apply a framework to derive 3D shape analysis to quantify similarity 82 measure between corresponding patches on different 3D facial scans. Thus, 83 we combine a local geometric-based shape analysis approach of 3D faces and 84 several machine learning techniques to perform such classification. 
Each c l λ is a closed curve, consisting of a collection of points situated at an 152 equal distance λ from r l . The Fig. 2 resumes the scheme of patches extraction. 
Here t is a parameter ∈ I and . is the Euclidean norm in R 3 . We analysis under the L 2 -metric. Also, the squared L 2 -norm of q, given by:
which is the length of β.
186
In order to restrict our shape analysis to closed curves, we define the set: a Riemannian manifold by using the metric: for any u, v ∈ T q (C), we define:
So far we have described a set of closed curves and have endowed it with a function γ : S 1 → S 1 , γ ∈ Γ, the curve β • γ is a re-parameterization of β.
203
The corresponding SRVF changes according to q(t) → γ(t)q(γ(t)). We set 204 the elements of the orbit:
to be equivalent from the perspective of shape analysis. and to iteratively update this path using the negative gradient of an energy
The interesting part is that the gradient 218 of E has been derived analytically and can be used directly for updating α.
219
As shown in [15], the critical points of E are actually geodesic paths in S.
220
Thus, this gradient-based update leads to a critical point of E which, in turn, is a geodesic path between the given points. In the remainder of the paper,
222
we will use the notation d S (β 1 , β 2 ) to denote the length of the geodesic in the 223 shape space S between the orbits q 1 and q 2 , to reduce the notation. 
233
Given any two patches P 1 and P 2 , and their level curves {c 
In addition to the distance d S [0,λ 0 ] (P 1 , P 2 ), which is useful in biometry sharing the same expression, and termed intra-class geodesics. In the first 244 column we illustrate the source, which represents scan models of the same 
Feature Vector Generation for Classification

257
In order to classify expressions, we build a feature vector for each facial The average confusion matrix relative to the the best performing classi-322 fication using Multiboost-LDA is given in Table 2 . In Table 3 and is given by:
where N is the number of attributes. In case of non-frontal view (nf v), if an attribute k is missing, we replace the k th column vector in the distance
by the mean of geodesic distances computed in the frontal-view 373 case, with respect to the k th attribute and given by: m
, where
374
J is the total number of instances.
375
To evaluate the robustness of our approach in a context of non-frontal views,
376
we derive a view-independent facial expression recognition. Error recognition has been addressed in a specific experiment. We considered the eyebrow re-393 gions in that the points in these regions are expected to be the most difficult 394 to detect automatically. In these regions, we added noise to the landmarks provided with the BU-3DFED. In particular, we added noise to the position 396 of the landmarks by moving them randomly in a region with a radius of 397 10mm, as illustrated Fig. 8 
421
The major limitation of our approach is that the 68 landmarks we used to 
