Abstract-This paper deals with the calculation of a sparse network equivalent (SNE) for the analysis of electromagnetic transients in large systems. The main feature of the new approach is the enforcement of sparsity, stability, passivity, and accuracy at specific frequencies of the equivalent. The procedure is based on time-domain fitting with quadratic programming to enforce the constraints. The SNE can be interfaced with transient calculation programs directly in time domain. Results are presented in the companion paper.
frequency-domain fitting comes from the possibility of deriving full-order models with reduced computational burden, which is permitted by the sparsity. This issue is further discussed in Section II of the companion paper. Regarding time-domain fitting methodologies, we follow in general terms [6] - [11] , but we deal explicitly with sparsity and robustness in the network equivalent calculation. This paper presents a methodology for deriving a sparse network equivalent (SNE) based on time-domain fitting procedures. The main feature of the new procedure is the embedded enforcement of robustness and sparsity in the calculation of the equivalent. Robustness implies both stability and passivity and sparsity increases the computational efficiency. Also enforced is the accuracy of the equivalent at specific important frequencies like 0 and 60 Hz. As it is derived in discrete-time domain, the SNE can be directly interfaced with the study zone for the simulation of electromagnetic transients. The computational efficiency of the equivalent is ensured by its sparsity. The results presented in the companion paper demonstrate the feasibility of the methodology in deriving equivalents for systems composed of up to 100 transmission lines. Computational efficiency and accuracy in the context of digital electromagnetic transient calculations have been examined in [12] - [20] .
In the remainder of this paper, the methodology for the calculation of the equivalent is described. Section II presents the general formulation for the methodology followed by the fitting and constraint equations in Sections III and IV. Details of implementation are given in Section V and conclusions in Section VI.
II. OUTLINE OF THE METHODOLOGY
The data required for computing the equivalent are obtained either from digital time-domain simulation of the external system or from measurements. For the latter, the errors due to digitization and noise can be significant but the methods to deal with this issue are not addressed in this paper. Furthermore, the difficulties in having a large system in its entirety available for measurements pose additional constraints in the use of this kind of data. During the commissioning of new lines, it may be possible to take measurements in a small part of the system. Fitting procedures usually require a solution of an overdetermined set of linear equations. This, however, does not ensure stability, passivity, sparsity, and accuracy (at specific frequencies) of the equivalent. Therefore, in this paper, a set of linear constraints is added to the set of linear equations related to the fitting. In a general formulation we solve (1) 0885-8950/04$17.00 © 2004 IEEE where and correspond to the fitting equations and and to the constraint equations, to be detailed later. A solution for is obtained when the fitting equations are overdetermined by using quadratic programming [21] , [25] .
The fitting equations, presented in the next section, are deduced from the discrete nature of the equivalent and enforce its sparsity. In Section IV, constraint equations for stability, passivity, and accuracy at specific frequencies are derived and combined to obtain and . For multiphase systems, the equivalents are calculated treating each mode separately via modal decomposition techniques.
III. FITTING EQUATIONS
A single port equivalent for an external system is derived in this section. Assuming time invariance and zero initial conditions, a linear system, seen as a single port network, can be fully characterized in discrete-time domain by a linear constant-coefficient equation [22] . Two data sequences-a voltage/current pair and , considered as input and output, respectively, are used to calculate the equivalent. These data sequences of length are taken at the port of the external system. The data are assumed accurate, disregarding errors due to discretization which are inherent in digital simulations. The difference equation of order (referring to the output) relates and and represents the equivalent as (2) The coefficients and in (3), which describe the equivalent, are to be determined. is the number of past terms related to the input and used to compute the present value of the output.
The input must be such that the calculated coefficients and can characterize the external system in the desired frequency range (i.e., from zero to the maximum frequency allowed by the time step). The choice of the time step is ruled by the purpose of the transient simulation in which the equivalent is to be used. A unit-step input voltage is generally used for as it can be easily represented in transient calculation programs and meets the frequency requirements. This input signal excites the external system in a broad range of frequencies, allowing thus its proper characterization. The coefficient in (2) can be set to 1 without loss of generality. Setting (see Section III-A below) and rearranging the terms in (2), we build a set of linear equations, assuming . This results in (3), or (4) , where the subscripts of the variables and indicate the corresponding time index in the sequences and
Note that if a unit-impulse voltage is used for , the first rows of submatrix are reduced to the identity matrix. The coefficients would then be just a linear combination of the coefficients as in Prony's work [23] . This permits a separate solution for the unknowns and , reducing the size of the matrices and the corresponding computational effort. However, the constraints of stability, passivity, and accuracy at specific frequencies depend on both and . Therefore, we use a step response for simultaneous calculation of and . This also makes the extension of the procedure easier when the data for and are obtained from measurements. is larger then if (3) is overdetermined. Our studies indicate that a redundancy of about two results in a fairly accurate solution. The order and the modification of (3) to enforce sparsity are discussed in the following sections.
Rearranging the terms in (2) and substituting and , we get the normalized equation (5) The coefficient in (5) has the dimension of an admittance and the summation is computed only from past values. This allows the integration of the equivalent into a transient calculation program. When dealing with multiphase systems, the equivalents for the line and ground modes (based on modal transformation matrices) are used to obtain the end results in phase domain.
A. Determination of the Order of the Equivalent
Each transmission line in the external system requires an "infinite-order" model (with an infinitesimal time step) for exact representation. For transient simulations, sufficiently accurate results are achieved using a reasonably small time step. There is an intrinsical relation between the time step, the "length" of the external system, and the order of the equivalent. Reducing the external system to a single, open-ended, transmission line and analyzing the current wave reflections due to energization by a unit step voltage, we obtain information about the order of the equivalent. The first reflected traveling wave arrives at the sending end bus from the far end at a time corresponding to twice the line travel time. Thus, an equivalent must have an order equal to this time divided by the time step. Also from this analysis, in (2) must be equal to to correctly account for multiple reflections. When the external system is composed of several transmission lines, the current-wave reflections due to all connections and terminations contribute to the response characteristic. It is thus difficult to assign a proper order for the equivalent only based on the configuration and length of the transmission lines of the external system.
To determine , we define two limits for the "length" (in time steps) of the external system, which are usually the limits for . The minimum length of a network is defined as the double of the time required for a signal to arrive from the sending bus to the farthest node in the network, through the shortest path, divided by the time step. By computing the double of all transmission line travel times divided by the time step, we get the maximum length of a network. A radial network has approaching the minimum length while a meshed network has close to the maximum length. This analysis suggests that increases indefinitely with the length of the network. However, our studies indicate that even a very large network can be accurately approximated by an equivalent of a comparatively small . We attribute this to the presence of losses in the network and to its length. Losses make the traveling waves arriving from the farthest nodes relatively small in amplitude so that their influence is barely noticed in the waveforms taken at the sending bus. We can also establish a relation between the order for the line-mode and ground-mode equivalents. The ground mode has a lower velocity of propagation and correspondingly results in a larger "length" for the network. Accordingly, we use a larger order for the ground-mode equivalent compared to the line-mode equivalent. To further estimate the value of , we perform a numerical rank analysis of the matrices of (3), as described below.
The data corresponding to or , respectively, used to build or in (4) , is corrupted by round-off noise due to the limited number of significant digits used in transient calculations. Although the noise is very low, its effect is easily noticed using singular value decomposition (SVD) [24] , [25] of the matrices of (3). As shown by the dashed lines, we have four submatrices in (3): , and , (for upper and lower partitions respectively) and all correspond to matrix of (1). When solving an ordinary set of linear equations, one would evaluate the rank of . Due to the structure of and , we only use the lower partition in this analysis. Partitions and contribute to the rank of with linearly independent rows, regardless of how large is. This is due to the fact that the upper triangles are filled with zeros (accounting for the initial conditions). If is overestimated, the upper partitions lead to erroneous information about the intrinsical order of the system. , not , is used because the sequences and are produced using a voltage source. Building for a value of much larger than the presumed order of the external system and calculating its SVD, one can notice that several singular values are negligible. These account for the round-off noise present in . Thus, a suitable value for is the index of the lowest significant singular value (i.e. the numerical rank of ). This choice for the value of usually results in the well-conditioning of (3), allowing proper calculation of the unknowns, the coefficients sets and . Due to the high losses inherent in the ground mode, the traveling waves corresponding to the reflections at the farthest nodes are highly attenuated. This is reflected in the SVD analysis of for the ground mode as a gradual decrease in its singular values. The SVD-based procedure for the determination of would indicate a value much smaller than a suitable one in this case. As the losses are low in the line mode, the procedure reliably results in an appropriate value of for this mode. Thus, for the ground mode is determined by multiplying the corresponding value for the line mode by a factor greater than one which accounts for the differences in the travel times of the modes. From several network equivalent calculations, we have found that a suitable range for the multiplying factor is 1.1 to 1.5. Usually, (3) is poorly conditioned when the ground mode is considered. An example is shown in Fig. 1 , where the SVDs of corresponding to both modes for systems composed of 12, 50, and 100 transmission lines are presented. The parameters for these calculations are , , and the time step is 50 . The determined values for (line mode) are 242, 916, and 1262, respectively, for the 12, 50, and 100 transmission lines systems. These results show that even a very large system, for instance 100 transmission lines, can be represented by an equivalent using a relatively small value for .
B. Sparsity in the Identification of and
Sparsity means zero values in the coefficients , . It has the beneficial effect of reducing the time needed for the calculation of the convolutions in (5) and correspondingly speeding up the computation of transients. Enforcing sparsity in the sets and implies to identify which coefficients will have nonzero values while the others will be set to zero. This is accomplished by obtaining a basic solution of (3) using methods based on QR factorization and searching the solution for the position of the largest coefficients for each set and . These positions are saved and used in latter calculations as described in Section V. This approach is suitable for obtaining equivalents for both line and ground modes. The use of QR factorization (achieved by the " " operator in Matlab [21] ) allows one to take advantage of the rank deficiency typical for the ground mode by automatically setting to zero a number of variables. This results in an initial sparsity in the basic solution of (3). The same could be obtained using SVD, but at a higher computational cost. The details of how this initial sparsity is obtained using SVD or QR factorization are presented in Appendix A. An alternative procedure for the line mode is presented in the following. It is based on the analysis of the current sequence . When is calculated for a small system, the reflected traveling waves arrive at the sending bus separated by relatively large time intervals. The comparison between the positions of the nonzero coefficients obtained from a basic solution of (3) and the instants at which traveling waves arrive at the sending bus, shows a great degree of coincidence. For a large system, such a characteristic is not prominent due to the increased number of traveling waves arriving at the sending bus. This causes the basic solution of (3) to be practically nonsparse, making the identification of the best positions for the nonzero coefficients difficult. It is, however, possible to obtain the positions for the nonzero coefficients which reflect the arriving waves by analyzing as follows. First, we calculate a pseudo impulse response as the backward difference of , . The largest values of , in magnitude, correspond to the arrival instants of the traveling waves. A search for the largest values of , for , identifies the positions of the nonzero coefficients for the set . For the set , the positions are obtained from a basic solution of (3) with built only for the nonzero unknowns already identified. The part of the basic solution corresponding to is searched and the positions of the largest elements are identified. In calculations corresponding to enforcement of stability, passivity, and accuracy for specific frequencies, only the nonzero unknowns are used.
IV. CONSTRAINT EQUATIONS
The sparsity of the sets and results in significant computational efficiency for the equivalent. However, it usually produces an unstable, nonpassive equivalent.
The constraint equations derived in this section are used to build and for (1) . The stability and passivity of a linear system is related to the coefficients and through nonlinear equations. These constraints are enforced using a linearized form of such equations in an iterative procedure. Although transient calculations using the equivalents can provide a good overall fitting, the equivalent itself may lack accuracy at specific frequencies like 0 and 60 Hz. Thus, single frequency constraints are used to improve the accuracy at such frequencies. It is important to mention that forcing a high accuracy at special frequencies does not imply large penalties for the overall fitting error, as the results presented in the companion paper demonstrate.
A. Stability Constraint
The information regarding the stability of a linear system, described by a constant-coefficients difference equation, is assessed through the analysis of its natural modes. This is done by calculating its zero-input response, that is, the sequence that satisfies (6) A solution for (6), referred to as the homogeneous equation [22] , is a sequence of the form (7) From the substitution of (7) in (6), the complex numbers in must be the roots of the polynomial equation (8) The absolute value for each root must be less than 1 to result in a stable sequence. Suppose we have a basic solution for (1) that results in an unstable equivalent. Assuming linearity, to enforce stability, we calculate a correction to be added to such that the absolute values of all roots become less than 1. The stability constraint equation is then (9) where is the Jacobian matrix of the absolute values of , the unstable (and potentially unstable) set of roots, with respect to the coefficients . The elements of can be calculated analytically using (10) The details for deriving (10) are given in Appendix B. The constraint for stability is expressed as a function of the increment and the corresponding incremental formulation of (1) is given in Section V.
B. Passivity Constraint
The equivalent represents the admittance of the external system and, like every passive network, when represented as a complex valued function in the frequency domain, it must have its real part positive.
The external system is excited by a voltage source (11) Using the auxiliary variable , (11) is expressed as (12) The corresponding current is (13) Setting , which implies , and substituting (11) and (12) in (5), we obtain (14) Equation (14) is a representation of the equivalent as an admittance and a function of . Rearranging (14) leads to (15) From a basic solution of , we compute for several frequencies resulting in the set for which the real part is . We need to calculate two corrections and (for and , respectively) to be added to in order to enforce the value of to be positive for any . Thus, the passivity constraint equation is (16) where and are the Jacobian matrices of with respect to the coefficients and , respectively. The components of and are calculated using (17) and (18), respectively, derived directly from (15) (17) (18)
C. Single-Frequency Accuracy Constraint
Once the complex value of the admittance of the external system is known for a particular frequency , it can be used to enforce the required accuracy of the equivalent at this specific frequency. The equations for this constraint are similar to (16) but are equality constraints and also deal with the imaginary part of (19) (20) In (19) and (20), the right side represents mismatches. and are, respectively, the real and imaginary parts of , calculated at , from the basic solution and and are Jacobian obtained from the imaginary (real) counterpart of (17) and (18), computed only at . Each single frequency admittance value that is to be enforced, needs a pair of equations like (19) and (20), except for 0 Hz where only (19) is used.
V. STEP-BY-STEP PROCEDURE FOR NETWORK EQUIVALENT CALCULATION
The fitting and constraint equations derived in Sections III and IV are combined in an iterative procedure that uses quadratic programming to obtain a solution for (1) in each iteration. The procedure must be iterative due to the intrinsically nonlinear relation between the constraints and the unknowns, the sets and . The equivalents for both line and ground modes are calculated separately using the procedure outlined in the following.
Step 1) Using SVD and the "length" of the network (based on the concepts in Section III-A), determine a suitable value for .
Step 2) From (3), build matrices and from data sequences and using .
Step 3) Following the procedure presented in Section III-B, identify positions of nonzero coefficients for each set and . If the equivalent is calculated for the line mode, the pseudo impulse response procedure may be used. Our studies show that this procedure usually results in a better overall fitting for the same degree of sparsity.
Step 4) Modify matrices and keeping only the columns corresponding to the nonzero coefficients for each set and . The corresponding sparse version of matrix , in (1), is called . Obtain a basic sparse solution and split it in the corresponding sparse sets of coefficients and .
Step 5) Using (8) , calculate the set of roots . From (15) , obtain .
Step 6) The iterative procedure begins at this step. Calculate the Jacobians , , , and , at each single frequency using .
Step 7) To reduce the computational effort in the quadratic programming procedure, only parts of the sets and are used. From , only the roots with absolute values larger or slightly less than 1 are used. Similarly, from , we use only those frequencies at which is negative or slightly positive. Calculate Jacobians matrices , , and for the stability and passivity enforcement only for the roots and frequencies specified above.
Step 8) Combine the constraint equations to build and .
Step 9) As the constraint equations are expressed in terms of increments for the unknowns, the corresponding version of (1), shown in (21), is used in the quadratic programming procedure (21) Step 10) Using from the last step, calculate the solution . Split it in the sets and . Calculate and . Check if the single frequency accuracy, stability, and passivity requirements are satisfied. If all of the requirements are met, terminate the iterative procedure. If not, go back to Step 6 and continue the iterations until all of the requirements are met. The speed of convergence of the iterative procedure can be of concern. From several calculations of equivalents, we observed that the procedure assures robustness in about 5-15 iterations.
VI. CONCLUSIONS
The paper presents a methodology for the calculation of a robust SNE based on time-domain fitting. The methodology allows obtaining equivalents for very large systems. The SNE can be directly integrated in an electromagnetic transient calculation program. Its sparsity assures computational efficiency.
The robustness of the SNE is accomplished by enforcing a set of linear constraints, accounting for stability, passivity, and accuracy at specific frequencies. The equivalent is calculated by an iterative procedure as a constrained least squares solution of the fitting equations using a quadratic programming procedure.
The results presented in the companion paper work demonstrate the accuracy and computational efficiency of the new network equivalent. It is shown that, due to its sparsity, the SNE is by an order of magnitude faster than a nonsparse equivalent.
APPENDIX A SPARSITY IN THE BASIC SOLUTION OF (3) USING SVD OR QR FACTORIZATION
The matrix factorizations of SVD and QR can be used to obtain a basic solution for (3) which ab initio has some degree of sparsity. The sparsity corresponds to the rank deficiency of , in (1) , and is more pronounced in the case of the ground-mode equivalent. For more general derivations, see [25] . We address the use of SVD first.
The basic solution of (3) we observe that can be chosen arbitrarily and the lower part of (A.7) is satisfied only if is zero, implying a final (small) error in the least-squares solution. We get . If we write of (A.6) in the partitioned form (A. 8) we see that the arbitrary can be chosen so as to set part of to zero, resulting in the desired sparsity. These restrictions to be imposed on can be formulated as
where is all zeros and is all zeros except in the corresponding positions of the part of to be set to zero. Premultiplying (A.8) by and taking (A.9) and (A. we can obtain, using (A6), the corresponding , with variables equal to zero, resulting in the desired sparsity. There is still the problem of which values of are to be set to zero. Obviously, these should be the smallest in a nonsparse solution. This information may come from the permutation matrix obtained in the QR factorization of . Indeed, QR not only provides such information but also automatically results in the sparse solution for (A.1). The difference between SVD and QR is mainly in the norm of the obtained solution; however, both approaches give similar residues for (A.1). SVD results in the solution with the lower norm.
If the QR factorization with column pivoting is used in (A.1), we have (A.12) where is a permutation matrix and is upper triangular and is partitioned as (A13)
In (A.13), is full rank and has only negligible elements resulting from the ill-conditioning of . Using a procedure similar to that for the SVD approach, we solve for as , with and . Now, the sparse solution for is obtained simply from (A.14)
QR factorization with pivoting is known to be reliable in determining the most linearly independent set of columns of a rank deficient matrix , and linking it to by means of the permutation matrix . SVD is less favored due to its high computational cost. Linear algebra packages usually provide operators for least-squares solutions, like the " " operator in Matlab [21] , that automatically set to zero a number of variables equal to the rank deficiency of the matrix.
APPENDIX B DERIVATION OF THE ANALYTICAL FORMULA FOR
From the polynomial (8) , which governs the stability of the equivalent, we obtain a formula for derivatives of the absolute value of each root of (8),
, with respect to each coefficient of the set . These derivatives could be calculated numerically but at a much higher computational cost and less accuracy. In a general formulation, the roots of (8) 
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