Via Carleman estimates we prove uniqueness and continuous dependence results for lateral Cauchy problems for linear integro-differential parabolic equations without initial conditions. The additional information supplied prescribes the conormal derivative of the temperature on a relatively open subset of the lateral boundary of the space-time domain.
Introduction
In this paper we consider the linear ill-posed integro-differential parabolic problem with no initial condition for some σ ∈ ( , ), where Ω is convex with respect to x = . In [9] the case when the elliptic operator A( ⋅ , D) has smooth and unbounded coefficients in a cylinder of ℝ m+n and it degenerates on some directions is considered and new Carleman estimates are proved. Finally, in [10] problem (1.1) is considered with Dirichlet boundary conditions on ∂Ω and first order additional conditions on a part of ∂Ω. Also in this situation, new Carleman-type estimates have been the key tool to prove the uniqueness and continuous dependence results. We conclude this introduction with giving the plan of the paper. In Section 2 we state the problems that we deal with in the paper and introduce the well-known Carleman estimates for linear parabolic operators (e.g., [3] [4] [5] ). In Section 3 we establish the uniqueness result (Theorem 3.3) for our problem and prove it. The proof is based on the Carleman estimate. Finally, Section 4 is devoted to deducing the continuous dependence result in non-weighted L -spaces (Theorem 4.1).
Notation
Throughout the paper we set Q T ,T = (T , T ) × Ω for any T , T ∈ ℝ with T < T and we simply write Q T for Q ,T .
Main assumptions and preliminary results
To begin with, let us state our standing assumptions. For this purpose, we introduce the function l :
and a function ψ ∈ C (Ω) which satisfies the following properties:
For the existence of such a function, we refer the reader to [3] .
Hypotheses 2.1. Assume that the following conditions are satisfied. (i) Ω is a bounded open set in ℝ n , ∂Ω being of C -class.
(ii) Γ ⊂ ∂Ω is an arbitrarily fixed sub-domain of Γ.
(iii) The coefficients of the operator A(x, D), defined by (1.2), satisfy the following conditions: (a) a i,j ∈ C (Ω), a j,i = a i,j , for any i, j = , . . . , n,
Remark 2.2. The conditions on ρ , ρ and k will be refined in Section 3.
In this paper, our first main problem is:
where the linear operator B is defined by (1.3) and (1.4).
We can consider another problem:
By the change of the unknown function w(t,
x) for a given function h and the linear operatorB is defined bŷ
Thus (IP1 ὔ ) is led back to problem (IP1), which is a forward problem in time.
Remark 2.3. It is a simple task to check that, if Hypotheses 2.1 hold true for (f , f , f , f , f , ρ , ρ , k), then they hold true also for (f ,f ,f ,f ,f ,ρ ,ρ ,k). We stress that, if the triplet (ρ , ρ , k) satisfies the forthcoming Hypotheses 3.1, then the triplet (ρ ,ρ ,k) satisfies the same conditions with the same constants,
Coming back to problem (IP1) and introducing the function v = u − g, where u is the solution to problem (IP1), we can reduce (IP1) to the problem with homogeneous boundary condition:
v ∈ H ( , T; L (Ω)) ∩ L ( , T; H (Ω)),
where
Therefore, we mainly consider problem (IP2). Now we state a key Carleman estimate. For this purpose, we introduce the functions φ λ : Ω → ℝ and α λ :
By [5, Lemma 2.4] (see also [3, 4] ) and φ λ (x) ≥ for all x ∈ Ω, there existsλ such that for any λ ≥λ we can chooseŝ =ŝ (λ) > and C = C (λ) > such that the Carleman estimate
is satisfied by all s >ŝ and any solution v ∈ H ( , T; L (Ω))∩L ( , T; H (Ω)∩H (Ω)) to problem (IP2). Moreover, the positive constants C , λ andŝ depend on μ , μ , T,
. . , n, Ω and Γ.
Remark 2.4. Note that the Carleman estimate in [11, Lemma 2.4] actually contains the L -norms of e s α λ v, e s α λ D t v and e s α λ D x j v (j = , . . . , n) on ( , T) × Γ on its right-hand side. In our situation all these terms identically vanish on ( , T) × ∂Ω. Indeed, since v = almost everywhere on ( , T) × Ω, it follows that D t v and the tangential spatial derivatives of v vanish almost everywhere on ( , T) × ∂Ω as well. On the other hand, since the conormal derivative of v vanishes on ( , T) × Γ and for any x ∈ Γ we can split an arbitrary vector of ℝ n along ν A (x) and the tangential directions, we conclude that ∇ x v vanishes almost everywhere on ( , T) × Γ.
Uniqueness result
In this section λ ≥λ is fixed and for notational convenience we set
where ψ m denotes the minimum of the function ψ.
We also assume the following additional set of assumptions.
Hypotheses 3.1. There exist five positive constants K j (j = , . . . , ) and < T < T < T such that
for any (t, y) ∈ Q T .
Remark 3.2.
We stress that condition (3.1) implies that the kernel ρ should exponentially decay to at t = and t = T.
Next, we choose s ≥ŝ so as to satisfy the inequalities
7)
C being the positive constant in estimate (2.3), K , K , K being given in (3.3)-(3.5) and
Observe then that, for all (t, x) ∈ Q T , we have 
holds true with v = u − g and s ≥ŝ . In particular, problem (IP1) admits at most one solution.
The rest of this section is devoted to the proof of Theorem 3.3.
Estimating B and B
First we need some weighted trace results.
Lemma 3.4. The following estimate holds true for all w ∈ H (T , T ; L (Ω)), r ≥ , ε > and j = , :
Proof. By a density argument, we can assume that w is smooth enough. We arbitrarily fix x ∈ Ω. From the identity
which holds true for j = , , and the Young inequality we easily deduce that the following inequality holds for all t ∈ (T , T ), ε ∈ ℝ + and for j = , :
Integrating over (T , T ) the first and last sides of the previous chain of inequalities yields
Finally, an integration over Ω leads to the assertion.
The needed estimates for B and B follow from inequality (3.10) if we choose ε = s −( +δ)/ , with δ ∈ ( , ), and observe that
for j = , .
Estimating B
Using (3.1), (3.8) and again the condition
we easily obtain the following chain of inequalities:
Estimating B = B
Via Hölder's inequality, we obtain
we easily deduce the estimates 
for any (t, y) ∈ Q T . Hence, from (3.13) and (3.16) we easily deduce the estimate
Estimating B
By the definition of B in (1.3), estimates (3.2), (3.8) and (3.17) we obtain
We can now complete the proof of Theorem 3.3. From (3.11), (3.12), (3.16) and (3.18), we easily deduce
Then from (2.3), with s = s , we deduce estimate (3.9). Thus, we have proved Theorem 3.3.
A continuous dependence result
The main result of this section is the following: We will use this estimate in the proof of Theorem 4.1.
In the proof of Theorem 4.1 we need the following result from [1] , which we state here as a lemma. Proof of Theorem 4.1. Let us introduce a family of functions σ ε ∈ W ,∞ ( , T) (ε ∈ ( , T /( T))) such that
It is a simple task to show that the function v ε = σ ε v, where v is the solution to problem (IP2), solves the following initial and boundary-value problem: 
where μ is the ellipticity constant in Hypothesis 2.1 (iii). Hence, choosing ε properly, we conclude that
for some positive constant μ . Fix τ ∈ [εT, T). Multiplying both sides of the differential equation in (DP1) by v ε , integrating in [εT, τ] × Ω and taking the previous estimate into account, we get
Let us estimate the terms on the right-hand side of (4.2). The last one is straightforward to estimate using the Hölder inequality. Hence, we focus our attention on the other terms.
According to (3.3), (4.1) and Holmgren's inequality (cf., e.g., [7, Chapter 16, Theorem 3]), we can estimate
and, consequently,
Henceforth χ (εT,T) denotes the characteristic function of the interval (εT, T). Further, using the inclusion supp σ ὔ ε ⊂ [εT, εT], we obtain the inequality
We estimate the terms in (4.2) containing the operators B j v, j = , , , . Using the inclusion supp σ ε ⊂ [εT, T], we have the inequalities Replacing this estimate in (4.13), the assertion follows at once.
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