Abstract-This paper presents a new method for NOAA's (National Ocean and Atmospheric Administration) orbital drift correction. This method is pixel-based, and in opposition with most methods previously developed, does not need explicit knowledge of land cover. This method is applied to AVHRR (Advanced Very High Resolution Radiometer) channel information, and relies only on the additional knowledge of solar zenithal angle (SZA) and acquisition date information. In a first step, anomalies in SZA and channel time series are retrieved, and screened out for anomalous values. Then, the part of the parameter anomaly which is explained by SZA anomaly is removed from the data, to estimate new parameter anomalies, and this iteratively until the influence of SZA anomalies is totally removed from the parameter data. This correction has been applied to bimonthly AVHRR data provided 
NOAA-AVHRR Orbital Drift Correction
From Solar Zenithal Angle Data
I. INTRODUCTION
A VHRR (Advanced Very High Resolution Radiometer) sensor, embarked on NOAA (National Oceanic and Atmospheric Administration) platforms since the early 1980s, has provided the scientific community with highly valuable data about our planet. Although NOAA satellite series had been designed for ocean and atmosphere survey, one of its unforeseen applications has been earth observation. This is due to the choice of the bands of the AVHRR instrument: its visible (red) and near-infrared bands correspond, respectively to vegetation absorption and reflection [1] . From these properties, a normalized vegetation difference index (NDVI) has been designed [2] , [3] , in order to characterize the photosynthetic activity of the observed area, a proxy to vegetation health. In addition to these two bands, the AVHRR sensor has one band in middle infrared, usually dedicated to cloud detection (and generally not available in public data sets), and two bands in thermal infrared, from which land surface temperature (LST) can be estimated by split-window methods [4] . The combined use of NDVI and LST data can help understand better the nature of the changes undergone by the observed vegetation [5] . However, few studies have used both data (NDVI and LST) for vegetation studies [5] , due to a major flaw in the data retrieval. NOAA platforms do not include any system to stabilize their orbit, which means that although the satellites have been placed successfully on their nominal orbit (heliosynchronous, 13:30 or 14:00 UMT depending on the afternoon satellites), they derived slowly from those orbits [6] . This derive, also called orbital drift, implicates that instead of taking images of the earth at the same hour each day over a given area, the images have been taken progressively later in the afternoon. Since the satellite had been placed on an orbit corresponding to maximum thermal emission, this means that the thermal emission was smaller, and thus introduces an artificial cooling of the images over time [6] . This orbital drift effect prevents from the use of time series of AVHRR retrieved LST for earth observation studies. This orbital drift effect can also be evidenced in NDVI time series, depending on vegetal cover.
Several methods have been developed to correct this orbital drift, generally based on solar zenithal angle (SZA). Reference [7] developed a method for orbital drift correction in radiometric temperature data, which consists in a previous classification of the study area, over which LST and SZA time series are averaged, and anomalies in LST are then adjusted to SZA anomalies to eliminate from LST time series the part that can be explained by SZA anomalies. Reference [8] developed a model based on land occupation to estimate a daily temperature cycle for each pixel, from which they correct the retrieved LST from the hour difference due to the orbital drift. This model has been developed over latitude bands of 5
• for temperate areas, leading to artificial discontinuities at global scale. Reference [9] developed another model taking into account the illumination geometry over the observed scene to determine the proportion of shadows integrated by the sensor, which varies with the image acquisition time. Reference [10] [11] corrected red and near infrared AVHRR channels estimating directional reflectances from POLDER data (POLarisation and Directionality of the Earth's Reflectance).
All the methods described above (with the exception of the EMD technique) imply explicit knowledge of the observed pixel to carry out the correction. These techniques cannot be applied when the study aims precisely at pixel characterization (for instance when changes are investigated through time series analysis). Thus, a correction of the time series without a priori knowledge of pixel characteristics is needed. This study presents a new method to correct AVHRR channel information from the orbital drift, in order to make possible time series analyzes from AVHRR LST. However, building such time series is beyond the scope of this paper. [13] to the output bin closest to the center location of each 8 km grid cell, and calibration values were applied to each channel [14] . At this resolution, land cover is mainly heterogeneous, however, assuming a good geo-referencing of the data by the GIMMS group, the observed pixels correspond to the same area. Therefore, pixels may include heterogeneous land covers, though their proportion in the pixel is stable throughout the considered time series. The data were then composited following the NDVI MVC (Maximum Value Compositing) technique [15] , which means that daily NDVI images were calculated and aggregated in quasi 15 day composites by selecting the day for which maximum NDVI value is reached during each compositing period for each pixel. This reference day for the given pixel is also chosen for compositing the rest of the available channels. The composite character of the data does not have any influence on the correction, since acquisition date is provided for each pixel. Moreover, sampling land cover annual cycle at 15 day resolution assumes land cover to be stationary over 15 days, which may not be the case throughout the year. For example, periods of rapid change such as vegetation onset and leaf fall may occur at a quicker rate. However, these events have an interannual variability which can be of the order of one month, which makes a smaller compositing period unnecessary.
The data used in this work are the following:
• Channels 1 and 2, corresponding to red and infrared reflectances, respectively centered at 0.6 and 0.8 μm.
• Channels 4 and 5, corresponding to radiometric temperatures, respectively centered at 11 and 12 μm.
• SZA and SCA data, corresponding, respectively to solar zenithal and viewing angles, in radians.
• DAY data, which informs of the day of acquisition of the data, expressed in Julian days.
These GIMMS images are not corrected for atmospheric effects; however, this point is not critical, since the aim of this study consists in determining the feasibility of correcting NOAA-AVHRR orbital drift. Thus, no atmospheric correction has been applied to the data. Of course, in order to obtain adequate biophysical parameters from the images, such a correction is unavoidable.
The times series length, from November 2000 to December 2006, covers the whole activity period of NOAA-16, as well as part of NOAA-17 activity period (148 dates). Therefore, the data cover the whole orbital drift of NOAA-16 as well as its replacement with NOAA-17. The effects of these events are an artificial decrease of retrieved LST throughout the active period of NOAA-16 (until December 2004), followed by a sudden increase in LST due to NOAA-16 replacement by NOAA-17, which then started to drift. Therefore, the data extent covers all the changes occurring because of the orbital drift, which means that these data are suitable for carrying out an orbital drift correction.
III. METHODOLOGY
The methodology applied in this work relies on the assumption that most of the errors due to NOAA orbital drifts are related to solar zenithal angle information [7] . This relation is supposed to be satellite dependent, since all NOAA platforms were not placed on the same nominal orbit, and pixel dependent, since surface land cover influences the magnitude of the error in each parameter [6] .
A. Anomalies
First, solar zenithal angle time series (SZA) are estimated for fixed overpass time at 13:30 for each pixel [16] , using day of acquisition information (DAY data). This time has been chosen since it corresponds to some of NOAA satellite nominal orbits, and it allows easy validation by comparison with geostationary data. For easier comprehension, these SZA time series are referred to as nominal SZA in the rest of the manuscript. Then, SZA anomalies are calculated as the difference between retrieved (SZA data) and nominal SZA time series.
As for channel data pixel anomalies, the procedure for anomaly calculation is the following: first, an average year of data is calculated for each pixel, by averaging successively for each compositing period over the 6 years of data. Thus, 24 average images corresponding to 1-15 January, 16-31 January, 1-15 February, etc. are obtained, creating the average year mentioned above. Then, those composite average values are subtracted from the whole time series (148 images), each composite average being subtracted from the corresponding composite pixel values, creating channel data anomalies for each pixel.
Finally, since residual clouds or errors in SZA are present in the data, outliers in anomalies have to be screened out. To this end, a histogram of the whole time series is calculated, setting bin width to one standard deviation around the mean value of the time series. The values located in the extreme bins of the histogram are labeled as outliers if any bin closest to the mean value is empty. This aims at identifying the outliers, assuming a Gaussian distribution of the anomalies. This way, errors in solar zenithal angle determination, as well as cloud contaminated values in channel data, are automatically rejected from the anomaly time series, and do not compute in the correction of the orbital drift for every channels.
B. Fitting Procedure
In order to remove SZA anomaly influence on parameter (Ch i , i = 1, 2, 4, or 5) anomaly (Chi an ), an iterative procedure has been developed. This procedure consists first in a linear regression between parameter anomaly and SZA anomaly (SZA an )
If this linear regression is statistically significant at 95% confidence level, then a new parameter time series (Chi 1 ) is calculated from the uncorrected one (Chi 0 )
Then, new parameter anomalies are calculated from Chi 1 , and a new linear regression is carried out from the same SZA anomalies. This iterative procedure finishes when the difference in the whole time series standard deviation between two iterations gets under a given threshold, fixed at 0.0001 for channels 1 and 2 reflectances, and 0.01 K for channels 4 and 5 radiometric temperatures.
C. Limitations
This method for NOAA orbital drift correction does not take into account the influence of other factors than SZA effect in image acquisition, meaning that the atmospheric absorption is still present in the data. The approach presented here assumes that atmospheric absorption and SZA effect are decorrelated, which is only partially true. This means that for an adequate data set correction, this approach should be applied to atmospherically corrected time series. However, building a time series of exploitable LST time series is beyond the scope of this paper.
Moreover, subtracting the average year of data to estimate anomalies may not correspond to parameter values without orbital drift. This drawback could be eliminated using ground measurements at a given date for various sites. However, the time series of corrected parameter on one hand and of parameter without orbital drift on the other hand differ only by a constant. Therefore, corrected parameter time series are temporally consistent and can be used for change analysis.
Another limitation of this method is the availability of various years of data from the same satellite platform, since the anomalies have to be estimated from a sufficiently long period of time to have statistical meaning. 
IV. RESULTS
NDVI and land surface temperature (LST), which are essential for vegetation monitoring, have been estimated from channel information. NDVI is calculated as the normalized difference between channel 2 and channel 1 information [2] . LST estimation algorithm is based on a split-window method, and is carried out through previous estimations of emissivity and total atmospheric vapor content [4] .
An NDVI based classification has been calculated from corrected NDVI time series, following the methodology presented in [17] , [18] . This classification is based on the calculation of an average NDVI year, from which average NDVI values (MN) and variation coefficients (VC) are calculated. This classification is presented in Fig. 1, and includes 10 This classification divides the arid areas in 3 classes (1, 2, and 3), and the vegetated areas in the remaining 6 classes. Classes 7 and 8 are absent of the image, due to the very small amount of pixels attributed to these classes (respectively 0 and 76 pixels). Differences between corrected and uncorrected NDVI and LST have been averaged over classes containing a significant number of pixels (greater than 100 pixels)-all classes except classes 7 and 8. These differences are presented in Fig. 2 .
From a general point of view, the correction is more important at the end of the satellite life-period than at its beginning for all classes, corresponding to decreases in both LST and NDVI uncorrected values, except in the case of NDVI for classes 2, 4, and 6. As one can easily observe in Fig. 2 , correction amplitudes vary with class number, meaning that amplitudes are specific to vegetation types. Corrections are different for all classes. Correction also depends on the satellite platform, the correction being generally more important for NOAA-17 than for NOAA-16. This difference for mean LST and NDVI values between both platforms is due to the lack of intercalibration between both platforms (M. E. Brown, personal communication).
This also explains why the mean corrected values are positive for one of the satellite, and negative for the other one, since this lack of intercalibration affects the anomaly calculation.
NDVI corrections are bigger for vegetated areas (classes 5, 6 and 9), corroborating previous analyzes that orbital drift affects little desert areas as regards NDVI values [19] . Regarding LST correction, its amplitude is higher for arid areas (classes 1, 2, and 3), due to the high amplitude of the LST daily cycle over those areas.
Seasonal and annual components can be identified the time series of difference between corrected and uncorrected NDVI and LST. This is due to the presence of seasonal and annual components in SZA anomalies, due to the hour difference between AVHRR data acquisition and 13:30 sun hour. Simple difference between time series of SZA estimated at 13:30 and 15:00 using [16] show this seasonal pattern (not shown). Therefore, these components are part of the orbital drift error, and adequately corrected by the procedure presented above.
V. VALIDATION AND DISCUSSION
In order to validate the results presented above, the authors decided to use MSG (Meteosat Second Generation) SEVIRI (Spinning Enhanced Visible and Infrared Imager) data retrieved during the SPARC (SPectra bARrax Campaign) campaign of 2004 (10 to 17 July). The main objective of the Spectra Barrax Campaigns was to collect coincident in situ data over the Barrax site, about 20 km west of Albacete, Spain, with CHRIS/PROBA multiangular and multispectral in order to address the following critical issues in the Earth-Explorer SPECTRA Phase A study: validation of BRDF forward models, validation of SPECTRA geophysical parameter retrieval algorithms, development and testing of atmospheric correction algorithms for multiview images, and validation of multiple view image coregistration algorithms. Additional data from ROSIS, HYMAP, and AHS airborne sensors, flying simultaneously with CHRIS overpasses, provided detailed images for validation of CHRIS data, particularly in the spectral domain. Moreover, multiangular airborne HYMAP and AHS data were acquired, with high spectral and spatial resolution, and then both spectral and angular domains can be exploited with the combined data set. Detailed soil/vegetation and atmospheric measurements complete the SPARC data set, and data from other satellites (MERIS, SEVIRI, SPOT, Landsat) were collected as well, to address scaling issues.
The collected MSG data consist of a whole week of SEVIRI images, with all bands at 15 minute intervals. From these data, land surface temperatures have been estimated for images acquired at 13:30 (in concordance with AVHRR corrected images), using a split-window algorithm similar to the one applied above [20] .
Using DAY information from GIMMS data, two SEVIRI composites were created corresponding to GIMMS composites (July15a and July15b). Then, SEVIRI LSTs were resampled to fit GIMMS image projection (Albers). Finally, the corresponding GIMMS and SEVIRI LSTs were compared over the common days of the respective data sets. Since NOAA-AVHRR sensor thermal bands have a saturation value between 320 and 330 K, pixels with LST value higher than 320 K were removed from the comparison, as well as pixels with LST value lower than 273 K, in order to screen out residual clouds in the images. The averaged difference between SEVIRI and GIMMS corrected LST over Africa is of −2.32 K. Since algorithm accuracies are, respectively of 1.7 K for NOAA-AVHRR and 2.4 K for MSG-SEVIRI at high view angle, this result is satisfying, being lower than their quadratic sum (δT = 2.9 K).
The classification described previously has been used to average LST differences between SEVIRI and GIMMS over homogeneous vegetation classes. The results are presented Table I . Those results show that the vegetated classes (class number 4, 5, 8, and 9) exhibit generally lower LST differences. Since class 8 includes too few pixels to be statistically significant, those values will not be discussed. Classes 4, 5, and 9 correspond to stable vegetated areas, while the classes with higher averages correspond to arid and semiarid areas. This means that algorithms for LST estimation from SEVIRI and GIMMS data agree better on vegetated areas (with accuracies better than δT ) than on arid and semiarid areas. This behavior could be due to angular effects. However, explaining the reasons for such discrepancies is beyond the scope of this paper.
One can also observe that the differences are lower for the first composite (A) than for the second (B), probably due to the fact that only two days of SEVIRI data were available to create this composite.
Since NOAA-16 had been launched on the 21st of September 2000, this satellite had already derived significantly from its nominal orbit by mid-July 2004. Thus, reaching such a good agreement between MSG SEVIRI and NOAA-16 AVHRR data after orbital drift correction shows the validity of the correction method described.
VI. CONCLUSION
The method presented above shows a good correction of NOAA's orbital drift, which is evidenced by a progressive increase of the correction amplitude trough each platforms lifetime. Additionally, this method performs an intercalibration within sensors, observable especially in areas with low vegetation cover. Due to the difficulty of acquiring ground data over extended areas to validate this correction, simultaneous observations by SEVIRI sensor have been compared with corrected data, and show a good agreement between observations. This correction will be applied to similar data over the rest of the continents to study vegetation behavior, and will also be applied to the whole Pathfinder AVHRR Land data set, although information of acquisition day and SZA data are not freely available at the moment of redaction of this paper.
