The diffusion length and lifetime-mobility product are critical properties of semiconductor materials used for photovoltaics, transistors, optical sensors and sources. 1-2 Accurate determination of these values is essential in the design and fabrication of efficient optoelectronics. For example, the carrier diffusion length is important in determining the layer and electrode spacing in interdigitated back contact (IBC) device architectures, 3 the target active layer thickness to maximize absorption without sacrificing photogenerated charge collection efficiency, 4 and the bulk heterojunction donor/acceptor ratios for efficient excitonic dissociation at interfaces. 5 As an evaluative optoelectronic parameter, there are now several methods capable of determining diffusion length. Bulk methods for vertical and lateral diffusion include photoluminescence (PL) quenching, 6 terahertz or microwave conductivity, 7-8 and transient grating/diffractive optics experiments. 9 More recently, the advent of microscopy has allowed for local determination of diffusion rates and lengths, where energetic disorder within the sample, grain boundaries, and other morphological features can impact local energy transport. 10 The direct visualization of carrier diffusion using both optical and electron microscopies have yielded exciting breakthroughs in semiconductor research. Transient absorption, reflection, and fluorescence microscopies have revealed ballistic transport of hot carriers on short time scales in perovskite thin films. [11] [12] [13] Stimulated emission depletion (STED) microscopy has shown exciton migration on its native nanometer length scale in conjugated polymers. 14 Advanced setups such as four-dimensional electron microscopy, where an optical pulse can create femtosecond dynamics for an electron probe, has revealed super-diffusive behavior in doped silicon. 15 All of these methods can offer femtosecond temporal resolution and nanometer spatial resolution, with exciting scope for further advancements. In all cases, the accurate determination of the diffusion constant requires a robust model that takes into account the diffusion tensor as well as the photoexcited carrier recombination kinetics. This often requires setting up a three-dimensional partial differential equation and numerically solving for the excited state density at various time steps through finite element analysis. Due to the complexity of this approach, several approximations have been developed to simplify the analysis and reduce the computational cost.
Introduction:
The diffusion length and lifetime-mobility product are critical properties of semiconductor materials used for photovoltaics, transistors, optical sensors and sources. [1] [2] Accurate determination of these values is essential in the design and fabrication of efficient optoelectronics. For example, the carrier diffusion length is important in determining the layer and electrode spacing in interdigitated back contact (IBC) device architectures, 3 the target active layer thickness to maximize absorption without sacrificing photogenerated charge collection efficiency, 4 and the bulk heterojunction donor/acceptor ratios for efficient excitonic dissociation at interfaces. 5 As an evaluative optoelectronic parameter, there are now several methods capable of determining diffusion length. Bulk methods for vertical and lateral diffusion include photoluminescence (PL) quenching, 6 terahertz or microwave conductivity, [7] [8] and transient grating/diffractive optics experiments. 9 More recently, the advent of microscopy has allowed for local determination of diffusion rates and lengths, where energetic disorder within the sample, grain boundaries, and other morphological features can impact local energy transport. 10 The direct visualization of carrier diffusion using both optical and electron microscopies have yielded exciting breakthroughs in semiconductor research. Transient absorption, reflection, and fluorescence microscopies have revealed ballistic transport of hot carriers on short time scales in perovskite thin films. [11] [12] [13] Stimulated emission depletion (STED) microscopy has shown exciton migration on its native nanometer length scale in conjugated polymers. 14 Advanced setups such as four-dimensional electron microscopy, where an optical pulse can create femtosecond dynamics for an electron probe, has revealed super-diffusive behavior in doped silicon. 15 All of these methods can offer femtosecond temporal resolution and nanometer spatial resolution, with exciting scope for further advancements. In all cases, the accurate determination of the diffusion constant requires a robust model that takes into account the diffusion tensor as well as the photoexcited carrier recombination kinetics. This often requires setting up a three-dimensional partial differential equation and numerically solving for the excited state density at various time steps through finite element analysis. Due to the complexity of this approach, several approximations have been developed to simplify the analysis and reduce the computational cost.
One approach that has gained widespread adoption monitors the spread of the photoexcited carrier spatial distribution by approximating it as a Gaussian function and fitting it to an analytical solution of Fick's Law of diffusion with assumptions (here referred to as the Expanding Gaussian Model). 16 This method has been applied to small molecules, [16] [17] silicon, 17 and both single crystal and polycrystalline perovskite samples. 10, [18] [19] [20] Despite the apparent versatility of this model, there is no clear consensus as to when this approximation holds and when it fails. It has previously been shown that, at high excitation densities, exciton-exciton annihilation can lead to the non-diffusive broadening of the Gaussian profile due to faster recombination at regions of higher exciton density. 21 A few recent studies have commented that these higher-order recombination processes can lead to fitting errors in perovskite samples, [22] [23] but these effects have yet to be systematically studied.
Here we apply a theoretical approach informed by perovskite experimental parameters to study carrier broadening effects showing that higher-order processes should be considered across commonly reported microscopic experimental conditions. We find that the utility of the Expanding Gaussian Model is not only heavily dependent on the experimental conditions, but on the materialspecific photophysics and the sample morphology (i.e. grain size and boundary behavior). Even in what many consider the low fluence (i.e. < 5 µJ cm -2 ) or carrier density (< 1 x 10 17 cm -3 ) regime, significant errors can still arise in the fitting of the diffusion coefficient. This study highlights limitations in fitting confocal microscopy data with a simplified Expanding Gaussian Model and outlines important considerations in model development to accurately extract the diffusion coefficient for better informed optimization of optoelectronic devices.
Expanding Gaussian Model for First-Order Kinetics (i.e. PL ~ kN)
First, we consider conditions under which the Expanding Gaussian Model can be applied. We simulate a standard two-dimensional diffusion scenario for a semiconductor that exhibits only first-order kinetics (i.e. radiative and non-radiative excitonic recombination)
Where the spatial coordinates are represented by the vector u = (x, y), N(u, t) is the spatially and temporally dependent carrier density, Dij(u) is the diffusion coefficient tensor, is the gradient operator, ktot is the sum of the radiative (kR) and non-radiative (kNR) recombination rate constants (i.e. ktot = kR + kNR). Equation (1) can be numerically solved and the diffusion tensor iteratively fit, but this level of analysis may be excessive and computationally expensive for standard samples. Therefore, the diffusive processes are assumed to be isotropic (i.e. Dij = 0 when i ≠ j; Dij = D when i = j) and the diffraction-limited laser spot used in confocal microscopy measurements, which resembles an Airy disk, is often approximated as a Gaussian function. 24 These simplifications allow (1) to be rearranged and written as (2)
where the numerator is the change in the mean-square displacement and σx(t) is the Gaussian width of the carrier density profile along the spatial dimension x as a function of time (t). Equation (2) allows D to be extracted by simply fitting the slope (m) of the linear curve with respect to time where (D = m/2). We note that an α parameter is often used as a free variable in this equation to quantify disorder or subdiffusive transport, 25 here we only consider normal diffusion where α =1. Figure 1 shows the result of this model when applied to simulated PL maps, where the PL ~ kRN.
Here, we first use (1) to generate a 2-dimensional set of PL data with a commonly reported, 23, 26 simulated diffusion coefficient (Dsim) of 0.05 cm 2 /s and then employ the separately derived equation (2) to iteratively fit for D (Dfit). In other words, we have generated a realistic data set with physical parameters that have been reported in the literature, 27 but have a-priori knowledge of the D value we seek to fit. Figure 1a -c show the PL maps over typical time intervals of 0, 10, and 20 ns, 20, 23 where we observe the diffusion of carriers outside of the initial excitation spot (~ 660 nm) and a decrease in emission intensity due to first-order (ktot) recombination (see Figure S1 for similar simulations with an Airy disk). Next, Figure 1d shows normalized PL intensity line profiles of the generated data along the x-axis (red dashed line in Figure 1a ) as a function of time, where the Gaussian width (σx) is also shown. Figure 1e shows the fit to the Gaussian variance ( 2 ) as a function of time using (2), where Dsim = Dfit = 0.05 cm 2 s -1 . This result demonstrates that (2) can be used to accurately extract the D value input into the simulation and can be applied to samples with isotropic diffusion where the PL ~ kRN. Although (2) appears to accurately yield D for materials which display simple first-order recombination kinetics (i.e. excitonic), it is unclear whether this same framework can be used for free carrier semiconductors where the PL ~ kN 2 and higher-order recombination processes are present. matches the pre-defined Dsim value input into the partial differential equation.
Expanding Gaussian Model for Higher-Order Recombination Kinetics (i.e. PL ~ kN 2 )
Equation (2) has been applied to both excitonic and free carrier semiconductors. 16, [18] [19] 25 In excitonic materials measured at low carrier densities, the PL primarily scales as N, until excitonexciton annihilation effects begin to dominate. 21 In these systems, higher-order effects are often neglected due to the low non-linear recombination coefficients, but are expected to be important in free carrier semiconductors, such as metal halide perovskites and gallium arsenide (GaAs), where the PL scales quadratically with N. 23, [28] [29] Equation (3) describes the spatially-and temporally-dependent carrier density with the inclusion of higher-order recombination terms.
Where k1 is the non-radiative, first-order (monomolecular) recombination constant; 2 is the internal radiative, second-order (bimolecular) recombination rate constant; and k3 is the nonradiative, third-order (Auger) recombination rate constant. Here, the carrier diffusivity is assumed to be the same for all charge carrier species.
To determine whether (2) can also be applied to free carrier semiconductors where the external
is the average photon escape probability from the film), 30 we perform simulations similar to Figure 1 , but with the addition of the higher-order recombination terms as shown in (3). Figure 2 shows the Gaussian variance over a time-span of 2 ns for the scenario where the ~ 2 2 and with a low simulated carrier density of N0 = 1 x 10 15 cm -3 , where first-order recombination is the dominant decay mechanism. The shorter (2 ns) time range was chosen to emphasize the early time dynamics where higher-order processes are expected to dominate. We apply (2) to the simulated data and obtain a Dfit of 0.0252 cm 2 s -1 , which underestimates Dsim (0.05 cm 2 s -1 ) by a factor of 2. This ~50% error primarily arises from the fact that (2) was derived assuming the signal scales as kRN. Taking this into account, Figure 2 shows a Dfit value of 0.0502 cm 2 s -1 when the square root is applied, which is much closer to Dsim. Therefore, in order to apply (2) to approximate the photophysics of a free carrier semiconductor where the ~ 2 2 , the square root of the PL signal must be taken before fitting the data. We note that there is an additional 0.4% error in Dfit (see table in Figure 2 ), which stems from the broadening of the Gaussian profile due to higher-order recombination terms. As expected, this error becomes more significant at higher initial carrier densities and will be discussed in more detail below. Significant error is introduced in the fit if the square root of the PL signal is not taken.
Expanding Gaussian Model for High Initial Carrier Densities
From above, it appears that the Expanding Gaussian Model in (2) serves as a valid approximation when 1) the signal scales linearly with carrier density and 2) the kinetics are measured at low carrier densities (i.e. < 1x10 16 cm -3 ). In order to understand the sensitivity of (2) to different initial conditions, we explore three different initial carrier densities that are commonly reported for confocal microscopy measurements. 18, 23, 26 Figure 3a -c show for increasing initial carrier densities at t = 0 (N0,total is the integrated carrier density) the regions under the Gaussian excitation spot that are dominated (> 50% of the total recombination rate) by first-order (k1, blue) and higher-order (k2 and k3, red/orange) recombination. As the initial carrier density increases, the area of the Gaussian profile dominated by the k2 and k3 terms extends further out to the tails of the Gaussian distribution. Figure 3d -f show the temporally-dependent PL profiles with Dsim = 0.05 cm 2 s -1 over the first 2 ns and the differences in broadening due to increasing fractions of higher-order recombination. Importantly, Figure 3f highlights that at higher initial carrier densities, the spatial profile broadens to a greater extent, which cannot be attributed to the diffusion of carriers (see Figure S2 ), but rather to higher-order recombination effects. Specifically, recombination is faster and flattens the PL profile at the center of the Gaussian profile where the carrier density is higher. Figure 3 . a-c) Increasing initial carrier density at t = 0 (N0), showing the regions under the Gaussian excitation spot that are dominated (> 50% of the total recombination rate) by first-order (k1, blue) versus higher-order (k2 and k3, red/orange) recombination for N0 = 1 x 10 16 cm -3 , 5 x 10 17 cm -3 , 1 x 10 18 cm -3 , respectively. d-f) Temporally-dependent photoluminescence (PL) line profiles along the x-direction at t = 0, 1, and 2 ns. Non-diffusive broadening behavior is evident for excitation densities that are dominated by higher-order recombination processes. Figure 4a shows Dfit values when (2) is applied to fit the PL line profiles reported in Figures 3d-f (see Figure S3 for data over a longer time range). We report Dfit values ranging from 0.058 cm 2 s -1 (15 % error) in the low carrier density regime (N0 = 1 x 10 16 cm -3 ) to 0.156 cm 2 s -1 (212% error) in the high carrier density regime (N0 = 1 x 10 18 cm -3 ). Although this data highlights the fitting error that arises when Dsim = 0.05 cm 2 s -1 , it also suggests that additional error may accrue at different Dsim values, as the diffusion coefficient controls the local carrier density and, hence, the dominant recombination pathways. Figure 4b and c show Dfit values with varying Dsim for the three different carrier densities along with the resultant error. We find more significant error at lower Dsim values, which could be expected as carriers are confined to smaller volumes leading to greater fractions of higher-order recombination. For this simulation, Figure 4c shows that the error becomes negligible (< 5%) when D is above 0.24, 0.76, and 1.27 cm 2 s -1 for the three different carrier densities, respectively. As most confocal measurements are performed at high carrier densities (> 1 x 10 17 cm -3 ) with reported D values ranging from 0.005 -2 cm 2 s -1 (see Figure S4 ), it seems likely that confocal measurements are prone to large error if the Expanding Gaussian Model is used to fit the data. We note that this fitting error is still prevalent even when the nonradiative rate constant (k1) is increased by three orders of magnitude to 1x10 9 s -1 (see Figure S5 ), indicating that the material quality (i.e. defect density) does not significantly impact these findings.
As a fundamental device design parameter, Figure 4 shows that this fitting error could lead to a significant overestimation of the optimal design specifications for devices. Thus far, we have only considered the evolution of the PL profile over short time ranges or when the exctiation spot size (~ 660 nm) is much smaller than the grain size (5 μm). Therefore, these simulations represent the carrier transport behavior before carriers reach the grain boundaries. Given that grain size and grain boundary passivation are controllable material parameters which directly influence photovoltaic performance, [31] [32] [33] we next explore the role of grain size and boundary conditions (grain boundaries being reflective, transmissive, or serving as non-radiative recombination centers) on carrier transport properties. To better understand the impact of different grain sizes and grain boundary behavior on the apparent diffusion processes for a given excitation spot size, we perform simulations on 2, 3, and 5 μm sized grains (~ 3x, 4.5x, and 7.5x the spot size, respectively) with reflective (i.e. no flux) grain boundaries. For this analysis, we emphasize reflective boundary conditions as several recent studies have suggested that the grain boundaries in high-quality samples may act as impermeable barriers to carrier transport. 10, 18, 20, 23, [31] [32] Figure  5a and b show the simulated PL maps at 50 ns for the different sized grains and the Gaussian variance plots, respectively. We observe a sublinear change in the variance for the 2 and 3 μm grain sizes as a function of time, which is due to the grain boundaries acting as solid walls and the fixed carrier density profile decaying at a similar rate across the entire grain (see Figure S6 for PL profiles). We highlight that this effect is not present in larger grains (i.e. > 5 µm) or single crystal samples and is especially prominent in smaller grains (i.e. < 3 µm) for Dsim = 0.05 cm 2 s -1 . Importantly, this behavior appears strikingly similar to the "sub-diffusive" transport discussed earlier, which can be inaccurately fit with an α parameter. This error in fitting can be avoided by studying the thermal activation of the diffusion as well as the spatially and temporally-dependent spectra, where a slow redshift is often indicative of carriers undergoing multiple trapping or hopping mechanisms. 25, 33 In addition to grain size, Figure 5c also shows the temporal evolution of the Gaussian variance for a 2 µm grain with quenching grain boundaries and a surface recombination velocity, S, of 600 cm s -1 (see Figure S6 for PL profiles). 11 Here the change in the variance stays nearly constant due to a non-zero carrier flux across the grain boundaries. Figure 5 . a) Simulated photoluminescence (PL) diffusion maps for grain sizes of 2, 3, and 5 µm at t = 50 ns with reflective grain boundary conditions. b) Gaussian variance plots of the simulations in (a). c) Gaussian variance plots for 2 µm sized grains with quenching versus reflective boundary conditions. N0 = 1x10 16 cm -3 ; k1 = 1x10 6 s -1 ; k2 = 2x10 -10 cm 3 s -1 ; k3 = 1x10 -28 cm 6 s -1 ; Dsim = 0.05 cm 2 s -1 ; S = surface recombination velocity = 600 cm s -1 . Color and size scale bars are the same for all images.
Conclusion
In this work, we highlight different approaches to extract a critical semiconductor property, the diffusion coefficient (D). We focus on an increasingly popular analytical method used to determine D, where the change in variance of the carrier density profile is fit to the Expanding Gaussian
We find that this methodology can be applied to homogeneous materials that demonstrate both isotropic diffusion and first-order recombination kinetics. This approximation is less suited for free carrier semiconductors where the photoluminescence signal scales quadratically with the carrier density and higher-order recombination pathways are present (i.e. perovskites). We find that, under most confocal microscopy experimental conditions used for diffusion measurements, the Expanding Gaussian Model can lead to significant errors, which is exacerbated at higher experimental laser fluences (i.e. carrier densities) or for materials with low diffusion coefficients. In addition, we find that both grain size and boundary behavior can impact the carrier distribution profiles, making data appear subdiffusive in some cases. We hope that these results will assist in the development of physically accurate kinetic models for free carrier systems with appreciable higher-order recombination. We believe these findings will lead to better design and optimization of device architectures for a host of optoelectronic applications. . The change in the initial condition introduces a 6% error in the diffusion coefficient fit (Dfit = 0.053 cm 2 s -1 ) compared to the pre-defined Dsim value input into the partial differential equation. Figure S2 . a-c) Temporally-dependent simulated photoluminescence (PL) line profiles along the x-direction at t = 0, 1, and 2 ns for the case where ~ , and is simulated using equation (1) in the main article. d-f) Temporal PL line profiles where ~ 2 2 , and is simulated using equation (3) in the main article or (S1). Non-diffusive broadening behavior at high initial carrier densities is not observed in a-c) and is therefore due to higher-order recombination processes present in d-f). Figure S5 . Dfit using the Expanding Gaussian Model as a function of Dsim for N0,total = 1 x 10 16 cm -3 (blue), 5 x 10 17 cm -3 (green), 1 x 10 18 cm -3 (red) when the non-radiative, first-order recombination constant (k1) is set to 1x10 6 s -1 (solid lines) versus 1x10 9 s -1 (dashed lines). Fitting error is evident in both scenarios, indicating that the perovskite material quality does not significantly impact the key findings of this work. Figure S6 . Temporally-dependent simulated photoluminescence (PL) line profiles along the xdirection at t = 0, 12.5, 25, and 50 ns for a) no flux (i.e. reflective, equation (S4)) compared to b) non-zero flux (i.e. quenching, equation (S5)) boundary conditions. Domain size = 2 x 2 μm; N0 = 1x10 16 cm -3 ; k1 = 1x10 6 s -1 ; k2 = 2x10 -10 cm 3 s -1 ; k3 = 1x10 -28 cm 6 s -1 ; Dsim = 0.05 cm 2 s -1 and S= 600 cm s -1 for b). In (a) the sublinear change in the variance is due to the grain boundaries acting as solid walls and the nearly fixed carrier density profile decaying at a similar rate across the entire grain.
