Introduction. In recent papers [2] , [3] , the present authors introduced two alternating direction procedures for the numerical solution of the first-order hyperbolic system (1) Ut = AUx + BUy,
where U is an «-component vector function of the space co-ordinates x, y and the time t, and A, B are n X n symmetric matrices which may depend on x, y and t. In this note it will be shown how these methods may be extended to the p spacedimensional system
Ut -¿AíUxí i=l where á< (t = 1, • • • p) are n X n symmetric matrices and U is an n-component vector function of the space co-ordinates x, (i = 1, • • • p) and i. In Sections 1 and 2 it will be assumed that the matrices are independent of x¿ (¿ = 1, • • • p) and t. The variable coefficient case will be treated in Section 3. where Um, Um+i are the values of U at the mesh points iih, jh, mk) and iih, jh, im + l)k) respectively, I is the unit matrix of order n, and r = k/h, where h, k are the mesh increments in the space and time directions respectively. The quantity Um+i is an auxiliary solution and in general is not an approximation to the solution of (1) at any time. The forward-difference operators Ax, Ay are defined in the usual manner. The elimination of Um+i from the Eqs. (2) gives
The formulae (2) and (3) constitute the split and factorised forms of one of a family of sixteen similar methods (see [2] ).
The second alternating direction procedure [3] is given by depending on whether we are referring to method (7) or (8).
The obvious generalization of the split formulae (2) and (4) It is unlikely that this will occur in practice and so this Peaceman-Rachford type factorization for the case of p (>2) space variables is of little value. It may be verified in a similar manner that the above commutation conditions are also required for Douglas-Rachford type factorizations. Moreover, any attempt to extend to p (>2) space variables the boundary procedures advocated in [2] and [3] for the schemes (2) and (4) has resulted in failure.
We therefore require a splitting of (9) 
g= (ùbsY1 (íu).
Applying the stability analysis outlined in [3] , it can be shown for methods (7) and (8) that (12) ||G*C?|| <l+0 (fc2) where G* is the complex conjugate of G, and where |¡ | denotes the L2 norm. Since a necessary and sufficient condition for stability (Lax and Rieht my er [4] ) is given by (13) ||G*(?||<l + 0(fc) it follows that methods (7) and (8) In [3] it was shown, for the case p = 2, that the commutation condition is not necessary for the best constant one to appear on the right-hand side of (13).
