The dynamics of a collisionless electron gas under the influence of the selfconsistent electromagnetic field is studied in an interval, where electrons are emitted at one end of the interval and absorbed at the other. The electron distribution f depends on one space variable x and two dimensional velocity variables (v 1 , v 2 ), whereas the electromagnetic field satisfies the Maxwell system. It is shown that the electromagnetic field is smooth enough to define the trajectories of particles. On the other hand, due to the absorbing boundary condition, f is in general not smooth, and only has bounded total variations. Such BV regularity is sufficient to guarantee the uniqueness of the nonlinear electron dynamics. Finally, numerical simulations are performed to demonstrate the formation of a singularity from the boundary for the electron distribution.
1. Introduction. In many problems encountered in plasma physics or beam propagation, the numerical resolution of the full Vlasov-Maxwell system can be extremely expensive in computer time. It is sometimes possible to use simplified models which approximate the Maxwell equations in some sense. Such situations are encountered, for instance, when no high frequency phenomenon occurs. A first approximation in this case would be the Poisson equation, which neglects altogether magnetic effects. However, the construction of particle accelerators and free electron lasers requires electron guns which produce relativistic electron beams of high quality (low emission and high current), and relativistic and magnetic effects cannot be neglected. In this case, we can use some symmetries of the geometry domain to reduce the dimension without neglecting any physical effects. It is the purpose of this article to investigate the dynamics of such an electron gas under the self-consistent magnetic effect.
The boundary in such a problem is always characteristic, so the question of uniqueness and regularity of the solution in the presence of a boundary is very challenging mathematically. In this paper, we study the one and one-half dimensional Vlasov-Maxwell system over an interval, which is the evolution model for classical electromagnetic conduction in a plane diode. Even in this simplest case, the regularity of such dynamics has been open.
Let a dilute electron gas be emitted at x = 0 and absorbed at x = 1. Under an external voltage, the dynamics of such a plane diode is modeled by the Vlasov-Maxwell system [13] ∂f ∂t
with the relativistic velocity (with the speed of light normalized to be one) 2 ), and the distribution function f (t, x, v 1 , v 2 ) and electromagnetic field E = (E 1 , E 2 , 0) B = (0, 0, B) also satisfy the one-dimensional Maxwell system as
3)
∂B ∂t + ∂E 2 ∂x = 0, (1.4) with the constraint
The macroscopic charged density and current density are denoted by ρ and j respectively. The initial datum is
Here the boundary conditions for the electron distribution are given by f (t, 0, v) = g(t, v), v 1 > 0, (1.5) f (t, 1, v) = 0, v 1 < 0, (1.6) initial data are given for the electromagnetic fields E 1 (0, x) = E 1,0 (x), E 2 (0, x) = E 2,0 (x), B(0, x) = B 0 (x), x ∈ (0, 1), (1.7) and perfect conductor boundary conditions (E × n = 0, B · n = 0) are prescribed for E 2 , E 2 (t, 0) = E 2 (t, 1) = 0, t ∈ R + . (1.8) Before describing our results, let us briefly mention that the Vlasov-Poisson and Vlasov-Maxwell equations have been studied by several authors: the existence of classical solutions has been obtained in [3, 17, 19] (Vlasov-Poisson) and [2, 8, 9, 10] (Vlasov-Maxwell). The existence of weak solutions is described in [1, 14, 16] (Vlasov-Poisson) and [5] (Vlasov-Maxwell). The mathematical study of nonlinear boundary value problems was initiated in the pioneering work in [13] , in which stationary (independent of time t) solutions are constructed. Such stationary solutions are generically not continuous. A higher-dimensional generalization was given in [4] and [18] .
Recently, Guo, Shu and Zhou [12] have given an analysis of the simple one-dimensional Vlasov-Poisson system with boundary condition and have shown that when the applied potential is strong enough the solution is only BV and cannot be continuous. In the present work we extend this study to the one-dimensional Vlasov-Maxwell problem with boundary conditions, where the effect of the magnetic field is taken into account. We now introduce some notation. Letting T be an arbitrary positive constant, we define the region Ω = (0, 1) × R 2
and the incoming sets at the boundaries {x = 0} and {x = 1} as
We denote the singular set at the boundary as
We use · p to denote the standard L p norms for 1 ≤ p ≤ ∞, and let C 0,1 = W 1,∞ be the space of Lipschitz continuous functions.
Our main result for the nonlinear problem is as follows.
Theorem 1.1. Consider the nonlinear Vlasov-Maxwell system with boundary conditions
) are both compactly supported, and (E 1,0 , E 2,0 , B 0 ) ∈ C 0,1 ([0, 1]). Then, there exists a unique weak solution f ∈ BV ∩ L ∞ and E 1 , E 2 , B ∈ C 0,1 .
We remark that if the following compatibility conditions are valid
then no singularity would emanate from t = 0 and x = 0.
To prove this result, we first give a priori estimates on the electromagnetic fields (E, B) and on the distribution function f . The key estimate is to obtain an L ∞ bound on the fields that only depends on the total energy. We follow closely the idea of Glassey and Schaeffer for the whole line problem [8] . Due to the presence of the boundary condition, we have to separate the domain into four different regions and carefully estimate each region. Then, a C 0,1 bound on the electromagnetic fields allows us to define correctly the characteristic curves and to obtain uniform estimates on the trajectories. We next give a regularization of the linear Vlasov equation by adding a damping source term at the singularity point (x, v) = (0, 0) to get a uniform BV bound on the distribution function. Then, using an iteration scheme and passing to the limit, we prove the existence of a weak solution to the Vlasov-Maxwell system, while the uniqueness of such a solution follows from the BV property of the distribution function f. Finally, numerical results illustrate the formation of singularities coming from the boundary.
Field estimates.
2.1. L ∞ estimate. Before giving an estimate on the electromagnetic fields we need to establish a global energy estimate. 
Proof. We first get the energy identity by multiplying the Vlasov equation ( with the energy and momenta density given by
We then integrate in x and use the boundary conditions (1.5)-(1.8)
Finally, the density estimate allows us to reach our conclusion. 
where C 1 depends on the data f 0 , g, E(0), B(0) and T .
Proof. The key point of this proof is to get an L ∞ bound on the electromagnetic fields that only depends on the natural estimates (2.2). We first find a modified Poisson equation to E 1 and next write (E 2 , B) as the solution of a one-dimensional wave equation.
From the Ampère equation (1.2) and the charge density conservation
which means that
But, from the energy estimate (2.1), the right-hand side is bounded. We then conclude that there exists a constant C only depending on T , f 0 and g such that
Next we derive uniform bounds for the other field components E 2 and B. To this aim we apply the same argument as the one proposed by Glassey and Schaeffer in [8] . For this purpose we set
which satisfy the following transport equations
with initial condition
. Then the solution k + can be written as
. Then, we have to estimate the following quantities:
Let us start with (2.8). By the definitions of e and m, we know that
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We integrate this equality over a backward characteristic triangle with vertex (t, x):
.
and when
and finally when
To proceed, we split into four cases (see x − t ≥ 0 and x + t ≤ 1. In this case, by adding the two equalities we get (2.11) and the right-hand side is uniformly bounded from the energy estimate (2.1).
(2.12)
The first term on the right-hand side is of course bounded, whereas the second term satisfies (from the energy estimate (2.1))
which gives the result. Case 3:
x − t ≥ 0 and x + t ≥ 1. In this case, we have
and we proceed as in the previous case.
In both cases, we prove from the energy estimate that the right-hand side is bounded. Finally, using the crucial (the proof is elementary) inequality
we get the following result:
and from (2.11)-(2.15), we conclude that sup t,x t t 0
which gives a uniform bound for (2.8). Now, let us deal with (2.9). We observe from the boundary conditions (1.8) that
which can be uniformly estimated using (2.16) . A similar argument holds true to estimate k − (t, 1). Now, we proceed by induction and assume that k ± (t, 0) and k ± (t, 1) are uniformly bounded for n − 1 ≤ t ≤ n. Thus, let us show that when n ≤ t ≤ n + 1, k ± (t, 0) is bounded. We write k ± (t, 0) using the backward characteristic curves
The right-hand side is uniformly bounded since k ± (s, x) is bounded for n − 1 ≤ s ≤ n and x ∈ [0, 1].
Finally, the initial datum k ±,0 is bounded in L ∞ . Therefore, k + and k − are bounded in L ∞ , and we conclude that there exists a constant C only depending on T , f 0 and g such that
Consider a smooth solution of the Vlasov equation (1.1), which is compactly supported on the time interval [0, T ]. Then, the electromagnetic fields are bounded in C 0,1 and
where C 2 depends on the support of f in v.
Proof. Now, we need to estimate the derivatives of the fields. We start with E 1 , which satisfies
Assuming that ρ is bounded in L ∞ , we get the result
where R is an upper bound of the support of f in v.
On the other hand, ∂k + /∂t satisfies
To find an upper bound of the derivative, we apply the proof of [8] when the origin of the backward characteristic is inside the domain, whereas we proceed by induction using the backward characteristics when ∂k + /∂x is given by the boundary value. From [8] , we introduce the differential operators
Then,
where we have used the Vlasov equation in the last term. Now since f is compactly supported we get
Each integral is taken on a bounded domain B(0, R), and hence there exists C T such that
A similar bound holds for the gradient
Finally, we treat similarly
and use the characteristics as previously to estimate the boundary value for x = 0 and x = 1 leading to the result
Distribution function estimates.
In this section, we consider the linear Vlasov-Maxwell equation with a smooth C 0,1 external electromagnetic field. We first prove that the characteristic curves corresponding to the particle trajectories can be correctly defined. Then, we approximate the Vlasov equation by a transport equation with source term giving a unique C 1,0 smooth solution. For this latter problem we finally get a uniform BV estimate.
3.1. Particle trajectories. We consider the following linear problem with a given, external electromagnetic field E = (E 1 , E 2 , 0), B = (0, 0, B):
with the initial datum
and boundary conditions
For any point (t, x, v) ∈ Π, we define
to be the unique trajectory of
Then, equivalently, the solution can be written as
We define the origin of (t, x, v 1 , v 2 ) by (t 0 , x 0 , v 0,1 , v 0,2 ), which is the (unique) first point at ∂Π on the backward-in-time trajectory (3.2) . We finally define the differential operator D by
We begin with two basic facts for such a starting point (t 0 , x 0 , v 0,1 , v 0,2 ).
x, v 1 , v 2 ) ∈ Π and assume that t 0 = 0. Then its origin points (x
(3.7)
Now we consider the situation where the origin of the characteristic is at x 0 = 0.
0,1 , v
0,2 ) are C 1 functions near (t, x, v 1 , v 2 ) and
Proof. We consider a C 1 extensionĒ andB of E and B on the whole line −∞ < x < ∞ so that
We consider (3.3)-(3.4) with such newĒ andB. We fix (t, x, v 1 , v 2 ) ∈ Π and from our assumption, we have ∂X ∂s
Moreover,Ē andB are smooth functions of (t, x, v 1 , v 2 ), and then the solution to (3.3)-(3.4) is C 1 . From these statements, we can apply the Implicit Function Theorem to find a unique C 1 function θ(t, x, v 1 , v 2 ) locally, which satisfies
which will imply thatĒ = E andB = B.
On the one hand, since for (t , x , v 1 , v 2 ) close to (t, x, v 1 , v 2 ), the function t (2) 0 belongs to C 1 and ∂X ∂s
0 > 0, it follows that there is a δ > 0 such that
On the other hand, by the definition of t (2) 0 , which is the smallest time such that
It follows that by the continuity of X with respect to (t, x, v 1 , v 2 ) and by further choosing
(3.12)
Therefore, since θ(t, x, v 1 , v 2 ) = t 0 , gathering (3.11) and (3.12) we get 3.2. Approximated problem. We first define a regularized approximation to (1.1) with initial and boundary conditions (1.5)-(1.6) with a damping term. Let r be such that
and consider the problem
with ε > 0, 1 > α > 0 and smooth electromagnetic E and B given by (1.2)-(1.4) with a regularized initial datum
with suitable mollifier θ ε such that f ε 0 (x, v) ≡ 0 for x near both x = 0 and x = 1. Using the same technique we also construct g ε such that g ε (t, v) ≡ 0 for (t, x) near either t = 0 or v = 0. It is important to note that both f ε 0 and g ε can be chosen to have uniform BV bounds with respect to ε.
In this section we always assume that the electromagnetic fields are given. Thus, we first establish the C 1 estimate for the approximate linear problem. Finally, we establish a BV estimate to (3.13) uniformly with respect to ε and prove the convergence to the solution to (1.1) when ε goes to zero.
We are now ready to establish the C 1 estimate for the approximate linear problem. 1] ). Let f ε 0 and g ε be C 1 . Then the solution f ε (t, x, v 1 , v 2 ) to the linear approximate Vlasov equation (3.13) with boundary conditions (1.5) and (1.6) belongs to C 1 (Π).
Proof. For any (t, x, v x , v y ) ∈ Π\γ S we consider its backward trajectory Γ(τ, t, x, v 1 , v 2 ) to (3.2) with respect to the external fields E(t, x), B(t, x) for 0 ≤ τ ≤ t. Γ can emanate from different parts of the boundary of Π.
(a) If Γ emanates from Π 0 , then we define
Thanks to our construction of f ε 0 and g ε , the three expressions for f are zero at Π 0 ∩γ + 0 and Π∩γ − 1 . Moreover since f ε 0 vanishes near γ 0 0 and γ 0 1 , the first expression is compatible with the last one when (t 0 , x 0 , v 0,1 ) = (0, 0, 0) and (t 0 , x 0 , v 1,0 ) = (0, 1, 0). Now, we prove that f is C 1 . Since the domains of definition of f have nonempty intersections, different cases can occur. Case 1. Γ emanates from Π 0 with 0 < x 0 < 1 or from γ + 0 with t 0 > 0, or from γ − 1 with t 0 > 0. In these cases we have only one expression for f . Then by standard ODE theory, we easily deduce that f ∈ C 1 near such a point (t, x, v 1 , v 2 ).
From our construction of f ε 0 and g ε , we deduce that f ε vanishes identically near Γ. Hence f ε is C ∞ in this case. Case 3. Γ emanates from singular sets γ 0 0 or γ 0 1 . We have f ε (t, x, v 1 , v 2 ) = 0.
To prove that f ε is C 1 at this point it suffices to show that f ε vanishes exponentially when (t , x , v 1 , v 2 ) goes to (t, x, v 1 , v 2 ). Since the flow is C 1 , it is enough to prove that f vanishes exponentially fast only when (t, x, v 1 , v 2 ) ∈ γ 0 0 . Moreover, by definition of r,
we just have to prove that f ε (t, x, v 1 , v 2 ) tends exponentially fast to zero when r goes to zero.
Recall that the trajectories are bounded. Hence for a given T > 0 and t < T , there exists a uniform bound C T forv x (v) and E(t, x) +v(v) × B(t, x) when (t, x, v 1 , v 2 ) is in the support of f ε and we can write
which proves that f ε goes exponentially to zero when r goes to zero.
BV estimate.
Even for the simple Vlasov-Poisson problem the solution f to (1.1) coupled with (1.2) and B = 0 is not continuous in general; see [11] . To characterize such a singularity, we now turn to a BV estimate of discontinuous solutions to (1.1).
. Then there exists a unique solution to the linear Vlasov equation (1.1) that satisfies {(t, 0, v 1 , v 2 ) , v x ≥ 0, 0 ≤ t ≤ s}. Let ε > 0 and 1 > α > 0. We construct regularized approximations such that f ε 0 , g ε are C 1 functions being compactly supported in (v 1 , v 2 ), as in (3.14) . From these data, we construct C 1 solutions to (3.13 ). Consider f ε α , the derivative of f ε with respect to α ∈ {x, v 1 , v 2 }. We first differentiate the equation (3.13) with respect to x. Then
We deduce that
We recall that f ε 0 , g ε are bounded in W 1,1 , in the electromagnetic fields andv in W 1,∞ . Thus different terms can be estimated in the above equality and we get
where the constant C depends on the C 0,1 -norms of E and B.
For the other derivatives we get the same kind of estimates:
Therefore two different kinds of terms appear in these inequalities and remain to be estimated: (i) the first one is
,
On the one hand, we note that
On the other hand, we previously got an estimate on f ε :
Hence, passing to spherical coordinate we prove that
which allows us to conclude from a Gronwall lemma that
From (3.13) we also deduce that the time derivative of f ε is bounded in L ∞ (0, T, L 1 (Ω)). Finally, f is uniformly bounded in W 1,1 (Π). After the extraction of a subsequence there exists a function f ∈ BV ∩L ∞ (0, T ; L 1 (Ω)) such that f ε → f, strong in L 1 loc (Π), as ε → 0.
The traces of f on Π 0 , γ + 0 and γ − 1 are defined as traces of BV functions, and we have f
and we deduce that f is a solution to the linear Vlasov equation (1.1) . The uniqueness among BV solutions is obvious since the problem is linear, and their trace is well-defined and given.
Proof of Theorem 1.1.
In this section, we construct an iteration scheme to prove the existence of a solution to (1.1) coupled with (1.2)-(1.4). For each n ≥ 0, we define a sequence of approximate solutions f n (t, x, v), E n (t, x) and B n (t, x). We begin with
We define f n iteratively by
From f n , we can define
and then E n and B n are taken to be the solutions to ∂E n 1 ∂t = −j n x (t, x), t ∈ R + , x ∈ (0, 1), (4.1)
Applying Lemma 2.2, we first establish uniform estimates on the L ∞ norms on the electromagnetic fields E n and B n . These bounds only depend on the energy identity (2.2), E n ∞ + B n ∞ ≤ C. From this bound, we ensure the control of the support to the solution f n ,
where R 0 is a bound on the support of the initial datum.
Then, as we show above in Lemma 2.3, the fields are uniformly bounded in C 0,1 :
Finally, we apply Proposition 3.4 to get a uniform BV bound on the distribution function f n . After the extraction of a subsequence there exists a function f ∈ BV ∩L ∞ (0, T ; L 1 (Ω)) such that f n → f, strong in L 1 loc (Π), as n → ∞ and (E n , B n ) → (E, B) , strong in L ∞ (Π), as n → ∞.
To conclude the existence proof, we proceed as in [8] and show directly that f , E and B are solution to (1.1) and (1.2)-(1.4).
To prove uniqueness, we consider two solutions (f 1 , E 1 , B 1 ) and (f 2 , E 2 , B 2 ) in the class of solutions we constructed. We set
which are solutions to
and for the difference of the electromagnetic field, whereρ =ρ 1 −ρ 2 ,j =j 1 −j 2 . On the one hand, from (4.4) we obtain
On the other hand, we proceed as in Lemma 2.2: we multiply (4.4) by sgn(f ) √ 1 + v 2 and integrate by parts,
Thus, we get the following estimate for 0 ≤ t 0 , t 1 ≤ t: 
N=200 N=100
(2) (3) 
we obtain
The uniqueness result follows by gathering (4.8) and (4.9), and applying the Gronwall lemma.
Numerical simulations.
In this section, we present some numerical simulations obtained with two different methods: an up-wind WENO method [15, 20] and a semi-Lagrangian method proposed in [7] . Of course a complete mathematical analysis for such schemes is very difficult, but in some simplified cases it is possible to prove that the numerical solution converges to the solution of the continuous problem even when the solution is only BV (see for instance [6] for the Vlasov-Poisson system with boundary conditions). Here, we present numerical results illustrating the singularity formation for the Vlasov-Maxwell system of one spatial dimension and one or two phase space dimensions.
(1)
(2) We performed several simulations with n x = n v = N and N = 100, 200 and 400 points per direction for different values of λ 0 . Thus, we computed the discrete W 1,p norms f p N,p = ∆v N i,j=1
On the one hand, we performed a simulation when the condition (5.1) is well satisfied; then we expect to capture the discontinuous solution. In this case, we know that the total variation of the solution is bounded, whereas the L p norm of the gradient is not finite for p > 1. On the other hand, when the condition (5.1) is not satisfied, we do not know if the solution is continuous or not. Thus, we plot in Fig. 2 the evolution of the discrete W 1,p norm for p = 1, 4 and ∞. These numerical results perfectly illustrate that for these two values of λ(0) = 0 and λ(0) = 2.10947, for which the condition (5.1) is satisfied, the behavior of the solution is different. While for the former case with λ(0) = 0 there is convergence with mesh refinements for all norms, for the latter case λ(0) = 2.10947 it seems that there is such convergence with mesh refinements only for the BV norm. We have also performed numerical simulations for intermediate values of λ(0), when (5.1) is not satisfied, and observed that in this situation the numerical solution is smooth, but it is difficult to approximate accurately the threshold.
