ABSTRACT Different distributions have been observed across a wide variety of physical, biological, and man-made phenomena. For example, human height and blood pressure follow a normal distribution. Milk production by cows and the amount of rainfall follow a log-normal distribution. On the other side, the frequencies of words in most languages and family names best fit with the power-law distribution. Many real-life complex networks, such as author collaboration networks, also follow a power-law distribution. By considering four statistical distributions (i.e., normal, log-normal, exponential, and power-law), this paper first investigates the distribution of actor-level positional dynamicity in longitudinal networks. Positional dynamicity indicates the level of changes in actors' structural positions over time in a longitudinal network and has been used as a proxy for the actor-level dynamicity. The empirical investigation of two Facebook networks showed that actors' positional dynamicity values in longitudinal networks followed a powerlaw distribution. This power-law distribution did not change when different window sizes were used to explore the underlying longitudinal networks. This paper then explores how the power-law distribution of actor-level dynamicity values can be used for anomaly detection in longitudinal networks. The anomaly detection approach based on the power-law distribution of actors' positional dynamicity values revealed a superior application compared with a well-established anomaly detection approach. Finally, we discuss the implication of the power-law distribution of actor-level dynamicity in the context of other existing research problems related to complex networks.
I. INTRODUCTION
Longitudinal networks evolve over time among a set of actors. A longitudinal network needs to be observed at different points in time to explore its dynamicity. In the network science literature, these observation points are referred to as 'snapshots' or 'short-interval networks' (SINs) [1] , [2] . The dynamicity of a longitudinal network represents the level of change in the growth or shrinkage of the network composition due to the joining of new actors, the departure of existing actors and the changes in links among other actors. Therefore, actors showing a large change over time in their connectivity patterns with other actors are more responsible
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for the dynamicity revealed by a longitudinal network than their counterparts.
Besides joining or departing a network, actors can change their involvements in a longitudinal network by changing their structural positions at different points in time. Changes in actors' structural positions affect the evolution of longitudinal networks. Figure 1 illustrates, based on abstract data, how changes in actors' network positions can affect the evolution of an underlying longitudinal network. This figure shows two isomorphic SINs of a longitudinal network that has been observed at two different points in time (i.e., t 1 and t 2 , respectively). A comparison of these two snapshots shows that they are otherwise identical, except that actors 'a 6 ' and 'a 7 ' have swapped their network positions. In this swap, these two actors created two new links (i.e., between actors 'a 1 ' and 'a 7 ' and actors 'a 5 ' and 'a 7 ') and the existing links between actors 'a 1 ' and 'a 6 ' and actors 'a 5 ' and 'a 6 ' were dissolved. From the viewpoint of networklevel measures (e.g., network density which represents the ratio between the number of edges actually presented in a network and the highest possible number of edges that could be presented in the network [3] ), no change or dynamicity was displayed between these two SINs of the longitudinal network. Similarly, these two SINs are indistinguishable in relation to any other network-level measures, such as degree centralization, closeness centralization and betweenness centralization. On the other side, the underlying longitudinal network displayed some dynamicity changes in these two SINs according to any actor-level measure of social network analysis. This study termed these changes as the 'actor-level dynamicity'. Only actors 'a 6 ' and 'a 7 ' showed a change in degree centrality (i.e., the number of links that an actor has in a network) in these two SINs. The other actors in these two SINs did not show any changes in their respective degree centrality values. Similarly, the longitudinal network of Figure 1 shows some changes or dynamicity in these two SINs in relation to the other actor-level measures (e.g., closeness centrality, betweenness centrality and eigenvector centrality). Thus, the actor-level dynamicity revealed in these two SINs can be attributed to changes in the structural positions of actors 'a 6 ' and 'a 7 '. Other actors did not change their structural positions in these two SINs and thus did not contribute to this actor-level dynamicity. Accordingly, only two (i.e., 'a 6 ' and 'a 7 ') of the seven actors were responsible for the actor-level dynamicity revealed in these two SINs. Longitudinal networks evolve over time because of this type of actor-level structural changes.
This study first examines the distribution of actor-level dynamicity of different actors in two longitudinal networks. In doing so, it adopted four different statistical distributions (normal, log-normal, exponential and power-law) and positional dynamicity concept from the present literature. The latter concept can capture the contribution of an actor to the evolution of a longitudinal network [4] . Normal and lognormal distributions deal with a single variable. Exponential and power-law distributions have mainly been used to explore relationship between two quantities or variables [5] . Second, this study shows an application of the distribution information (i.e., power-law fitting) of actor-level dynamicity values for anomaly detection in longitudinal networks.
Anomaly detection or outlier detection is the process of detecting 'not-normal' instances within datasets. An outlier is the one that deviates significantly from other data instances of the underlying dataset [6] . Anomaly detection has always been of great interest to researchers over time. Many algorithms have been proposed in the relevant literature during the past decades for anomaly detection. These algorithms are now used in diverse application domains, such as intrusion detection, data leakage prevention and fraud detection [7] . Three different setups (i.e., supervised, semi-supervised and unsupervised) can be used for anomaly detection. The selection of these setups depends on the labels available in the underlying datasets. If the data comprises of fully labeled training and test data sets then the supervised setup needs to be followed. A semi-supervised setup also uses both training and test data sets, but the training dataset consists of only normal data. The unsupervised setup is the most flexible one which does not require any labels.
Many techniques have been developed to tackle the anomaly detection problem in graphs or networks. Most of these techniques were developed for static networks. These techniques exploit the structural information of the underlying static network as well as the attribute information of its member actors and the edges connecting them to find abnormal patterns and spot anomalies [8] . There are also few techniques for handling the anomaly detection problem in longitudinal networks [e.g., [9] , [10] ]. Few consecutive snapshots of the underlying longitudinal network are considered first in these techniques. Various actor-level measures (e.g., centrality) are then calculated and compared to spot anomalies.
II. STATISTICAL DISTRIBUTIONS AND ACTOR-LEVEL DYNAMICITY
Distribution fitting is the procedure of selecting a statistical distribution from a set of candidate ones that best fits a given set of data [11] . In this study, we consider four different statistical distributions to check with which one the actorlevel dynamicity fits well. They are -normal, log-normal, exponential and power-law.
The arrangement of a data set in which most values cluster in the middle of the range and the rest diminish symmetrically towards either extreme is called a normal distribution [11] . A normal distribution occurs naturally in many situations and resembles to a symmetrical curve which is commonly known as bell curve. It is a very common continuous probability distribution (e.g., measurement error and salary). Since a normal distribution is symmetric about its mean it is not a suitable model for variables that are inherently skewed. The probability density function of a normally distributed random variable x with a mean of 0 and standard deviation of 1 can be defined by the following formula [11] -
FIGURE 2. Visualization of a longitudinal network consists of four short-interval networks constituting one aggregated network. This figure demonstrates how short interval networks, that are constituents of the aggregated network, vary in regard to the number of actors and edges over time and, thus, how the network centrality measure of individual actors fluctuates. The degree centrality (DC) of actor 7 in every short interval networks and in the aggregated network has been illustrated. The degree centrality is calculated as (number of neighbors)/(n − 1) where n denotes the total number of actor in the network under consideration.
A log-normal is also a continuous probability distribution of a random variable whose logarithm is normally distributed. Examples of phenomenon that can be modeled using the lognormal distribution includes the length of latent periods of infectious disease or species abundance [12] . A log-normally distributed random variable x with a mean of 0 and standard deviation of 1 will have the following probability distribution function [11] -
Exponential distribution is widely used for survival analysis. A random variable x is said to have an exponential distribution with the rate parameter λ >0 if it will have the following probability distribution function [11] -
Power-law distribution is one of many probability distributions in statistics and has been found more useful, compared with other probability distributions (e.g., normal distributions), in assessing uncertainty issues [13] - [15] . It generally represents the functional relationship between two quantities where one quantity varies as a power of the other. This distribution has gained considerable attention in the literature due to the ubiquity of the power-law relationships in empirical data and has been used to mathematically model the startling similarities in dynamics exhibited by many complex systems [16] . Mathematically, a physical quantity x obeys a power-law if it is drawn from a probability distribution such that [5] :
where, α is a constant parameter of the distribution, also known as the exponent or scaling parameter, and is greater than one.
Two different approaches can be used to quantify the dynamics of longitudinal networks: actor-level approach and network-level approach [17] . The actor-level approach begins by studying the dynamic behavior of individual actors (e.g., change in actors' network positions) in different windows or short-interval networks [4] . It then compares these behaviors with behaviors shown in the aggregated network. In relation to a longitudinal network, the aggregated network is an accumulation of all its SINs. Figure 2 shows an illustration of the construction of SINs and the aggregated network based on an abstract network data. This approach was used to construct a measure known as 'positional dynamicity' to capture the level of change in an actor's structural position over time in a longitudinal network. The positional dynamicity of an actor in a longitudinal network quantifies its changes of network positions in different SINs relative to its network position in the aggregated network. The positional dynamicity of an actor in a longitudinal network can be measured by the following formula [4] : ' . In this study, the duration of the whole network, from the start date to the end date, was split into smaller network snapshots considering a window size of one to seven days. The terms 'actor-level dynamicity', 'positional dynamicity' and 'actor-level positional dynamicity' have been used interchangeably throughout this article.
III. RESEARCH DATASET
This study uses two longitudinal networks for research analysis purposes. Both networks were extracted from the social media. Consideration of social media data for the empirical investigations of different network related theories and concepts has been well accepted in the literature. This is due to couple of factors, as like readiness of such data and they are free from some biases related to data collection. The first dataset used in this study is the New Orleans regional network in 'Facebook' [18] that represents the wall feature of Facebook users as a form of user interactions. This is a directed network. The actors in this network are the Facebook users and each directed edge represents one post written by the target user on the wall of the source user. The second dataset has been taken from the first and the largest interactive repository of network datasets, named as 'Network Repository' [19] . In this repository, under the dynamic dataset category, there are 22 network data sets. Out of them, this study extracted the dataset tagged as 'Facebook-like-messages'. This dataset comprised the network data from a Facebook-like social network originated from an online community of students at the University of California, Irvine (UCI). The actors of this dataset represented students within the community and the edges represented the messages communicated among them. For the sake of brevity, this study names these two longitudinal networks as 'Facebook Wall Network' and 'UCI Network', respectively. These two longitudinal networks were split into SINs by considering time-slices of one to seven days. Table 1 provides the basic statistics (e.g., number of actors, links and SINs within the range of start and end dates) of these two longitudinal networks. To provide a further detail of these two networks, we illustrate the change in their density values for different SINs in figure 3 . Although we consider a duration of seven days to calculate SINs in this figure, similar density values were noticed for SINs having other durations (i.e., 1-6 days). In general, the SINs of 'UCI Network' are denser than those of 'Facebook Wall Network'.
IV. DISTRIBUTION ANALYSIS OF ACTOR-LEVEL DYNAMICITY
Scholars have developed statistical methods [20] , [21] and software packages [22] , [23] to evaluate the goodness of fit against statistical distributions for empirical data. This study utilized different statistical methods and a software package to validate the goodness of fit for actor-level dynamicity values. In the following, we describe different methods followed in this study to explore the statistical fitting of actor-level positional dynamicity values.
A. VISUALIZING THE DYNAMICITY DISTRIBUTION
The first step of the methods followed in this study is to visualize the dynamicity values to understand the perception of their distributions. This study calculated actor-level positional dynamicity values by considering the three basic social network measures (i.e., degree, closeness and betweenness). Figure 4 illustrates an example of the three different positional dynamicity distributions of actors for two longitudinal datasets where a length of one day has been considered for SINs. Similar figures were resulted with the consideration of other lengths (i.e., 2 to 7 days) for SINs. It is noteworthy that this study normalized the dynamicity values by rounding them up to four decimal places. Since typical histograms (insets in Figure 4 ) with linear bins is not always helpful for visualizing any heavy tailed distribution, we plot dynamicity values on a log-log scale where the bins have logarithmic VOLUME 7, 2019 FIGURE 4. An example of the visualization of distributions of the actor-level dynamicity values in log-log axes using positional dynamicity values along x-axis and the number of actors with the corresponding dynamicity values along y axis. It is apparent that the dynamicity distribution is highly skewed with long heavy tail. Actor-level dynamicity values are calculated by considering a length of one day for short-interval networks, and using degree centrality (column a), closeness centrality (column b) and betweenness centrality (column c).
spacing i.e., exponentially increasing widths. An observation from Figure 4 is that, in both datasets, actor-level dynamicity values are highly skewed. This clearly indicates that the actorlevel dynamicity values do not follow either a normal or a lognormal distribution. Apart from the distribution of actor-level dynamicity values considering the betweenness centrality for the 'UCI network', heavy tailed distributions have been observed in both networks.
B. STATISTICAL TEST
In addition to visual exploration as outlined in the previous section, we conduct statistical tests to check the fitting of normal and log-normal distributions with the actor-level dynamicity values. The Kolmogorov-Smirnov (KS) test further reveals that the actor-level dynamicity values do not fit with any of these two distributions. We found a significance value of less than 0.05 for the KS test for actor-dynamicity and their log values, indicating that actor-level dynamicity values do not fit with normal and log-normal distributions.
Next, we explore whether the actor-level dynamicity values fit well with exponential or power-law distributions. Commonly followed statistical packages for testing the powerlaw fitting of an empirical data are 'igraph' and 'powerlaw' packages of Python [24] . These two packages use methods to verify to what extent an empirical data fits into a powerlaw distribution by means of statistical tests including the maximum likelihood implementation. These methods provide the exponent of the fitted power-law distribution, loglikelihood and the test statistics of KS test. This test statistics denotes the difference between the fitted distribution with the input data and the p-value of the KS test to indicate whether the test rejected the hypothesis that the original data could have been drawn from the fitted power-law distribution. In order to explore the fitting of positional dynamicity values with a power-law distribution, this study followed the binning approach which has been well accepted in the literature [25] - [27] . Virkar and Clauset [28] , while introducing a framework for testing the power-law hypotheses with binned empirical data, argued against the common practice of identifying power-law distributions by approximating the straight line behavior on binned histograms over doubly logarithmic plotting (as used in Figure 4 ). Therefore, we considered a special binning rule, known as Freedman and Diaconis rule [29] , to determine the optimal number of bins. According to this rule, the number of histograms or bins is defined by the following formula:
where, h denotes the number of bins, IQR denotes the interquartile range, x denotes samples and n denotes the sample size. Following this binning approach, we attempted to plot an 69426 VOLUME 7, 2019 FIGURE 5. Probability distribution of binned actor-level dynamicity values. The x-axes represent the bin heads and y-axes represent the probability regarding the number of actors with less or equal to the corresponding dynamicity values. These plots denote that a high actor-level dynamicity value is considered as a rare event and most of the actors have lower dynamicity values. Actor-level dynamicity values are calculated by considering a length of one day for short-interval networks, and using degree centrality (column a), closeness centrality (column b) and betweenness centrality (column c).
example of the probability distribution of dynamicity values in Figure 5 . This figure considers a length of one day for SINs. Similar results were noticed for the consideration of other lengths (i.e., 2 to 7 days) for SINs. Figure 5 plots the dynamicity value of each bin along the x-axis and the probability values regarding the number of actors whose dynamicity values belong to the corresponding bins along the y-axis. We then observed a long tail distribution which denotes the fact that observing a high actor-level dynamicity value over the entire distribution range is greatly reduced and considered as a rare event. Conversely, the probability of observing a low actor-level dynamicity value is high. After this, we followed appropriate methods from both 'igraph' and 'powerlaw' packages in python over the binned distribution of actor-level dynamicity values to investigate the power-law fitting statistically. Table 2 provides an instance of the output of the test statistics calculated by both software packages. The values of different parameters in this table were resulted with the consideration of one day for the length of SINs and three centrality measures (i.e., degree, closeness and betweenness) for calculating actor-level dynamicity values. Similar results were noticed for the consideration of other lengths (i.e., 2 to 7 days) for SINs. In this table, the exponent denotes the scaling parameter of power-law distributions. The Log likelihood denotes the likelihood estimation of the fitted parameters. KS statistic represents a scalar quantity from the KS test denoting the distance of the input vector from a fitted distribution. A lower score of KS statistics indicates a better fit to the power-law distribution. The P-value denotes the probability value of the KS test to reject the hypothesis that the empirical data could have been drawn from a fitted power-law distribution. The threshold value in 'igraph' for this quantity is 0.05 which denotes that if the generated P-Value is above 0.05 then the empirical distribution is hypothesized that it is drawn from a fitted powerlaw distribution. From the table, it is observed that both exponent and KS statistics generated by both packages have similar values. With higher log-likelihood (negative), lower KS statistics and higher P-value, it can be argued that the actor-level dynamicity values demonstrate an optimistic power-law fit.
C. COMPARISON OF CANDIDATE DISTRIBUTIONS
The fit method of the 'powerlaw' package returns a fit object within which there are individual distribution objects for different possible distributions and each of these distribution objects has the best fit parameter for the corresponding distribution. The goodness of fit test for each of these distributions can either be considered individually or by comparing to other candidate distributions. To investigate whether the actor-level dynamicity values have a better fit with the powerlaw distribution compared to other possible distribution (e.g., exponential), this study followed the comparative goodness of fit test approach. This approach performs a KS test to generate a likelihood ratio along with its P-value to determine the better fitted distribution between two candidates. We evaluated the actor-level dynamicity values against power-law and exponential distributions to identify which one fits better. The output of this test is a likelihood ratio between these two candidate distributions and the associated VOLUME 7, 2019 FIGURE 6. Plotting probability density function of binned actor-level dynamicity values to compare the fit of the distribution between power-law and exponential distributions. Actor-level dynamicity values are calculated by considering a length of one day for short-interval networks, and using degree centrality (column a), closeness centrality (column b) and betweenness centrality (column c).
TABLE 2.
An instance of the statistical test measures of power-law fit of the actor-level dynamicity distribution for two network datasets. The positional dynamicity values were calculated using three different centrality measures, i.e., degree, closeness and betweenness. PoD denotes positional dynamicity. Actor-level dynamicity values are calculated by considering a length of one day for short-interval networks and three network centrality measures (i.e., degree, closeness and betweenness). P-value. If the likelihood ratio is positive then the data fits to first distribution (i.e., power-law) better than the second distribution (i.e., exponential distribution), and vice versa. The P-value denotes the significance value of this positive and negative directions for which the threshold is set to 0.05. If it is below this threshold value then the sign of the likelihood ratio is significant, otherwise the sign is taken to be due to statistical fluctuations. Table 3 provides an example of the likelihood ratios of this test and corresponding P-values generated for the binned actor-level dynamicity values considering a length of one day for SINs and three centrality measures. Further, we visualized these comparisons in Figure 6 to better understand the best fit. Similar results were found for the consideration of other lengths (i.e., 2 to 7 days) for SINs. Table 2 ) that the distributions of actor-level dynamicity values, based on each of the three centrality measures (i.e., degree, closeness and betweenness), fit well with the power law distribution. With the consideration of power-law and exponential distributions as a candidate for empirical fit, from Table 3 it is apparent that actor-level dynamicity values based of degree centrality is a better fit to the former one. Closeness centrality-based actor-level dynamicity values also denote proximity towards the power-law distribution. Although actor-level dynamicity values based on the betweenness centrality show a good fit to the powerlaw distribution (as evidenced in Table 2 ), it is not explicit in Table 3 whether these values show a better fit to powerlaw or exponential distribution.
In summary, it can be argued (from Figures 4-6 and

TABLE 3.
Output of candidate distribution comparisons using 'powerlaw' package. The output is represented regarding likelihood ratios and corresponding P-values. Comparisons were performed between power-law and exponential distribution over the binned actor-level dynamicity values to determine which one fits better. A positive likelihood ratio denotes better power-law fit and a negative one denotes better fit to exponential distribution. The P-value denotes the significance of the sign of the likelihood ratio. If it is below a threshold value of 0.05 then the sign of the likelihood ratio is taken to be significant, otherwise the sign is taken to be due to statistical fluctuations.
D. CORRELATION TEST AMONG ACTOR-LEVEL DYNAMICITY VALUES
To investigate how the change of length for SINs affects actorlevel dynamicity values, this study conducted a correlation test among different sets of actor-level dynamicity values for a given longitudinal network. These sets of dynamicity values were measured by considering three centrality measures (i.e., degree, closeness and betweenness) and different lengths for SINs (i.e., 1 to 7 days). Table 4 represents the results from the correlation test for both longitudinal networks. As revealed in this table, all correlational coefficient values are very high and statistically significant at 0.001 level. This indicates that the distribution of actor-level dynamicity values does not change much with the consideration of different lengths for SINs. This study considers only seven different lengths for SINs to calculate actor-level dynamicity values. Based on the finding from this correlation test, it can be argued that actor-level dynamicity values in a longitudinal network follow a power-law distribution regardless of what reasonable length value being used to define SINs.
V. ANOMALY DETECTION
In the previous section, we observed that actor-level dynamicity values in longitudinal networks follows a power-law distribution. In this section, we explore how the powerlaw distribution of actor-level dynamicity can be exploited to identify anomaly in longitudinal networks. In doing so, we consider different segments of the 'UCI Network' data used in this study for illustration purpose. Since this dataset does not have any label, we use the unsupervised setup for anomaly detection. We then compare the performance of this anomaly detection, which is guided by the power-law distribution, with a well-established approach for anomaly detection in longitudinal networks proposed by Priebe et al. [9] . They apply scan statistics to detect SIN(s) that have unusually high values in respect to a given networklevel measure. In general, scan statistics are used to detect a possible presence of an unusual local signal within a series of events that split over time and space [9] , [30] . According to the approach developed in [9] , for each actor within a SIN, a 'scan region' needs to be defined first. For an actor a i in a short-interval network SIN t the scan region is the subnetwork within the closed k th order neighborhood of a i in SIN t and can be defined by the following formula [9] :
where, N k is the list of neighborhood actors of a i in SIN t and k is a non-negative integer indicating the distance being considered to locate neighborhood. Essentially, the value of k should be smaller than the network diameter of SIN t . VOLUME 7, 2019 FIGURE 7. An illustration where a short interval network (SIN) has been found anomalous in respect to both (a) positional dynamicity; and (b) scan statistics. A segment (first 150 days) of the 'UCI Network' has been used for this illustration. The window size of the underlying SIN is 4 days (i.e., days 145-148). A value of 3 for k is used to define scan region. Q1, Q2 and Q3 stand for the 25 th , 50 th and 75 th percentile values. IQR stands for interquartile range and is equal to (Q3-Q1).
For making comparisons, we consider a value of 3 for k. This is because the subnetworks extracted from the 'UCI Network' by considering a value of 1 and 2 for k were found sparse. For the scan region of an actor, we consider the network-level measure of degree centralization, which refers to the overall cohesion of the underlying network in respect to the degree centrality values of its member actors [3] , as the scan statistic. Few actors have been found to form a dyadic scan region in different SINs regardless of the consideration of higher values for k. This is because those actors form disconnected dyadic clusters in these SINs. This study does not consider the scan statistics of those actors.
Although scan statistic has originally been proposed to spot anomaly in a SIN by comparing the underlying networklevel measure across some of its previous consecutive SINs, we use this statistic in a slightly different way to make the comparison. For each actor in a given short-interval network (say S t ), we first calculate the scan statistic (i.e., degree centralization) from the subnetwork of its scan region. Using an unsupervised anomaly set up, we then find actor(s) producing anomalous scan statistic value(s). If there exists an anomalous scan statistic value, we then tagged S t as an anomalous SIN. After that, we check whether the dynamicity measure of any actors of S t can cause it an anomalous SIN. We also characterize those actor-level dynamicity values seeding anomalous SIN(s) within a power-law distribution graph. To spot anomaly, we use the interquartile range (IQR) measure for both actor-level dynamicity and scan statistics measures. The IQR is a measure of variability based on dividing a ranked-order dataset into four equal parts [31] . The three values that divide the dataset into four parts are called 25 th (Q1), 50 th (Q2) and 75 th (Q3) percentiles. The IQR is the different between 75 th and 25 th percentiles (Q3-Q1). For both positional dynamicity and scan statistics, the detection of anomaly has been defined when any value falls outside the range of [Q 3 + 3 * IQR] and [Q1-3 * IQR] [32] .
We notice that both positional dynamicity and scan statistic measures show the same anomaly detection results for k ≥ 3 and a selection of ≥ 4 days to define SINs, i.e., if a measure detects anomalous values in a SIN then the other measure also detects anomalous values in that SIN, and vice versa. Figure 7 shows an illustration where both measures identify anomaly in a SIN. On the other side, Figure 8 shows another illustration where both measures do not find any anomaly in another SIN. For k <2 and a selection of ≤ 3 days for SINs, the scan statistics measure was not able to detect any anomaly due to the sparseness of the resultant SINs from the 'UCI Network'. We notice similar results for the other network data used in this study. However, low value of k and shorter duration of SIN do not affect the S. Uddin, N. Choudhury: Actor-Level Dynamicity: Its Distribution Analysis Eases Anomaly Detection in Longitudinal Networks positional dynamicity measure in its ability to detect anomaly in a given SIN, if presented. Figure 9 shows an illustration where the positional dynamicity measure detects anomaly, but the scan statistics measures do not detect any anomaly for the same SIN. In figures 7(a), 8(a) and 9(a), positional dynamicity values follow a scatter distribution since only one SIN has been considered in these figures. However, the positional dynamicity values of all actors considering each SINs of a longitudinal network follow a power-law distribution.
From figures 7-9, it reveals that positional dynamicity values that resulted an anomalous SIN always cross the upper boundary of the range (Q 3 + 3 * IQR). No positional dynamicity value below the lower boundary (Q1-3 * IQR) results any anomalous SIN. This indicates that only the positional dynamicity values locating in the tailing region of the powerlaw distribution curve can cause an anomalous SIN. Therefore, actors showing high dynamicity need to be investigated further to understand the reason and structure of any detected anomaly in a longitudinal network. Because of the sparseness of the underlying SINs the lower bound of the scan statistics measure (Q1-3 * IQR) is always a negative value in these figures.
VI. DISCUSSION AND CONCLUSION
This study first explored the distributions of actors' positional dynamicity values in two longitudinal networks using four distributions (i.e., normal, log-normal, exponential and exponential) and found that these values followed a powerlaw distribution. This indicates that only a few actors play a major role during the evolution of longitudinal networks. These findings were consistent across different window sizes and when different centrality measures were used to measure network positions of actors in SINs with different lengths. Secondly, this study showed how the power-law distribution of actor-level dynamicity eases the anomaly detection in longitudinal networks. For sparse SINs, power-law information of actor dynamicity values can be used to detect anomaly. However, scan statistics cannot be followed for such networks.
Positional In a longitudinal network, actors tend to exhibit different rates in relation to different network activities, such as the formation of a new link or the dissolution of an existing link. A shorter window size may generate a different dynamicity value for an actor compared to longer window size. Thus, different positional dynamicity values for the same actor can be found in relation to different window sizes. Notably, relative positions of most actors change very little across different window sizes. Accordingly, the distribution of actors' positional dynamicity values in a longitudinal network follows a power-law distribution regardless of the size of the window used to explore the underlying longitudinal network.
Networks are inherently dynamic in nature and so are the position and participation of their member actors. Intuitively, the dynamics of longitudinal networks can be captured and modeled either at network-or actor-level [1] . This study emphasizes on the latter approach which concentrates on the activity, popularity, level of involvement, information dissemination capacity and embeddedness of individual actors in dynamic networks. We observed that the distribution of actor-level dynamicity fits into power-law which can unfold the attributions of scale freeness towards the modeling of actor-oriented network evolution in many context (e.g., information diffusion process [33] , disease spread networks [17] and organizational communication networks [34] ). As stated earlier, not all the actors demonstrate higher dynamicity rather than a few due to conformance to the power-law theory. Therefore, actors with high and most fluctuating dynamicity values can be considered as extreme events and identifying the extreme events is the main challenge for many real-world networked systems.
Knowing the distribution of actors' positional dynamicity in a longitudinal network can create new research opportunities, such as addressing existing research problems of the network science research domain. This study showed how the power-law distribution of actor-level dynamicity values can ease the anomaly detection in longitudinal networks. The anomaly detection based on the power-law distribution of actor-level dynamicity values showed the same result as like the scan statistics approach [9] . In few cases, where scan statistics did not detect any anomaly, the approach followed in this study was able to detect anomaly, if existed. A further comparative study is required using a labeled data to make a conclusive comment regarding the comparative performance of different anomaly detection techniques including the actorlevel dynamicity approach proposed in this study. Another possible future application of the findings of this study is to explore the robustness and sustainability of longitudinal networks. In a network, robustness represents continued ability to maintain its integrity and functionality in the face of any failure or attack [35] . While network sustainability represents a networks' long-term ability to perform its function [36] . Researchers have adopted different attack approaches to explore the robustness and sustainability of only static networks and found that one such network can show different levels of robustness and sustainability under different types of network attack. For example, a scale-free network (in which actors' degree distributions follow a power-law distribution) could show a high level of robustness under a random attack and a very low level of robustness under a targeted attack. For dynamic or longitudinal networks, there is still a lack of research for exploring network robustness and sustainability. The positional dynamicity of an actor in a longitudinal network reflects the level of changes of its structural position over a given period. Thus, the information of the power-law distribution of the positional dynamicity values could be used as a proxy measure for developing improved network attack policy to examine network robustness and sustainability.
This study had a few limitations. First, in exploring the distribution of actors' positional dynamicity values, it considered only two longitudinal networks and both networks were based on the same context (i.e., Facebook). Consideration of more datasets from different contexts would make findings of this study more justifiable, rigorous and dependable. Second, it used only three social network centrality measures (i.e., degree, closeness and betweenness centrality) to quantify actors' network positions in SINs. Other actor-level social network measures (e.g., eigenvector centrality) could have been used to quantify actors' network positions within SINs. Third, this study considered seven windows sizes (i.e., 1 to 7 days) in analyzing the two longitudinal networks. However, in the context of a Facebook network, a window may consist of other durations (e.g., an hour, a fortnight or even a month). Finally, this study considered only one anomaly detection technique (i.e., scan statistics) from the literature for a comparative analysis. Despite these limitations, interesting results have been found in relation to the distribution of actorlevel dynamicity values and its usages for anomaly detection in longitudinal networks.
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