During sea missions, underwater vehicles are exposed to changes in the parameters of the system and subject to persistent external disturbances due to the ocean current influence. These issues make the design of a robust controller a quite challenging task. This paper focuses on the design of a adaptive high order sliding mode control for trajectory tracking on an underwater vehicle. The main feature of the developed control law is that it preserves the advantages of robust control, it does not need the knowledge of the upper bound of the disturbance and easy tuning in real applications. Using Lyapunov concept, asymptotic stability of the closed-loop tracking system is ensured. The effectiveness and robustness of the proposed controller for trajectory tracking in depth and yaw dynamics are demonstrated through real-time experiments.
Adaptive control [11] , Sliding Modes Control (SMC) [12] , High Order Slid-34 ing Modes Control (HOSMC) [13, 14] and so on. Each methodology has 35 strengths and weaknesses. For instance, FLC has a simple structure, easy 36 and cost-effective design. However, the controller tuning process might be a 37 bit difficult because there is no stability criterion or FLC cannot be imple-38 mented for unknown systems.
39
The main advantage of NNC is their ability to learn from examples instead 40 of requiring an algorithmic development from the designer. Nevertheless,
41
NNC usually needs a long and computationally expensive training time which 42 is not acceptable in many applications.
43
Adaptive control covers a set of techniques which provide a systematic proposed. In this paper, two scenarios were considered. In the first case, it 101 is assumed that the full system parameters were not available. In the second 102 one, it is supposed that the system is affected by external disturbances. In version of the algorithm, the standard STA, and a STA with extra linear cor-122 rection terms, that provide more robustness and convergence velocity [28] .
123
The GSTA as well the STW, requires the knowledge of the bounds of the 124 disturbance gradient. However, applying the adaptive law relaxes this condi- 
Dynamic Model

137
The dynamic model of underwater vehicles has been described in several 
5
The dynamics of an underwater vehicle involves two frames of reference: 140 the body-fixed frame and the earth-fixed frame (see Fig. 1 
T is the state vector of velocity relative to the τ ∈ R 6 is the control vector acting on the underwater vehicle and w e (t) ∈ R 6 155 defines the vector of external disturbances.
156
The presented formulation of the AUV dynamics is expressed in the body-
157
fixed frame and can be transformed to the earth-fixed frame by using the as follows:
Based on these equalities, the dynamics (1) can therefore be rewritten in the earth-fixed frame as:
Hydrodynamic loads dominate the AUV dynamics, and it is difficult to accurately measure or estimate the hydrodynamic coefficients that are valid 162 for all vehicle operating conditions. As such, the system dynamics are not 163 exactly known. Therefore, the system dynamics f (η, ν) given in (2) can be 164 written as the sum of estimated dynamicsf (η, ν) and the unknown dynamics 165f (η, ν) as follows:
where:
Moreover, the matrices of the unknown dynamics vectorf (η, ν) are de-
169
Rewriting the system (2) into the estimated and unknown dynamics given 170 by (3), we have:
where w(t) = w η (t) −f (η, ν).
172
Finally, note that the dynamical model of the AUV given by (6) only 173 depends on the estimated values of system parameters shown in Equation
174
(2). First,let the next state variables:
Rewriting the model (6) as follows:
Before introduce the design of the adaptive controller, it is necessary to 188 consider the following assumptions:
189 Assumption 1. The pitch angle is smaller than π/2, i.e., |θ| < π/2.
190
Assumption 2. The perturbation w(t) is a Lipschitz continuous signal.
191
According to A1, the inverse of rotational matrix J(η) exists. Then, G(χ) is 192 not singular, therefore, its inverse exists.
193
According to A2, the time derivative of the external disturbance term
with L i ≥ 0 is a finite boundary but is not known.
196
From (7) it is possible to propose a sliding surface depending on the error 197 that force the sliding mode in the manifold as follows:
where
is the error vector an the desired trajectory is defined as χ
is the time derivative of the error and Λ
6×6 is a diagonal positive definite matrix. Finally, the control law for the underwater vehicle is given as follows:
where υ is the GSTA and is defined by:
with the vectors
and each element is given by:
are the gain matrices which satisfy
Moreover, if each element of the controller gain matrices is selected as follows:k the the control law (10) and the sliding surface dynamics (9), leads to the 211 following closed-loop error dynamics:
Now, taking the following change of variables:
Then (14) can be rewritten in scalar form (i = 1, 6) as:
Without loss of generality, we can represent the system with simplified notation:ṡ
Then, the candidate Lyapunov Function is defined as:
where ς 1 ,ς 2 ,k * 1 ,k * 2 are positive constants and V 0 (·) is given by:
with:
and
Since β and are defined as an arbitrary positive constants, then P is a positive definite matrix. Moreover, note that the function V 0 (·) satisfies the next form:
where λ min (P ) and λ max (P ) are the smallest and greatest eigenvalue of P , respectively. ξ
is the Euclidean norm of ξ and the next inequality is satisfied as well:
Finally, it is important to note that the proposed candidate Lyapunov function
is a continuous, positive definite and differentiable function.
214
The procedure to find the time derivative of the function V (·) is divided 215 into two main steps. First, the time derivative of V 0 (·) is found. Second, the 216 total time derivative of V (·) is shown.
217
Step 1.
Selecting the gain k 2 = 2 k 1 + β + 4 2 , we have the following:
The matrix Q will be positive definite with a minimal eigenvalue λ min (Q) ≥ 2 if
Then, the time derivative of V 0 (·) can be rewritten as:
Finally, using (21), the time derivative of V 0 (·) is expressed as:
.
218
Step 2. The time derivate of the Lyapunov function (16) is given by:
Using the Cauchy-Schwarz inequality, the first three terms ofV can be synthesized as follows:
where π = min(γ, ω 1 , ω 2 ).
219
Assuming that there exist positive constants k * 1 and k * 2 such that k 1 − k * 1 < 0 and k 2 − k * 2 < 0 are satisfied ∀t ≥ 0. Then, the time derivative of V can be rewritten as:
In order to preserve the finite time convergence it is necessary assure the condition ϑ = 0 which will be achieved through the adaption gain laws as follows:k
In brief, the adaptive gains k 1 and k 2 will be increase based on the dynamic 220 and algebraic equations stated in (12) until the condition (30) is reached.
221
Then, the matrix Q will be positive definite and the finite time convergence 
Real-Time Experimental Results
227
To demonstrate the practical feasibility of the developed controller, we 228 applied the control algorithm to Leonard ROV (see Fig. 3 Table 2 .
Proposed Scenarios and Technical Details
288
The tuning process of the adaptive controller is summarized in the fol- steady-state decrease.
296
The chosen parameters are shown in Table 3 .
297
Finally, it is necessary to emphasize that the gains of the adaptive controller shown in equation (12) depend directly over the sliding surface σ(t). Moreover, σ(t) is related to the underwater vehicle system state η as stated in (9). In practice, sensors which provide the data η, supply noisy measurements. Thus, the condition σ(t) = 0 is not realistic and never satisfied which leads to a steady growth of the controller gains k 1 (t) and k 2 (t). To overcome the mentioned drawback, the condition (12) is modified as follows:
where ε is a small positive parameter. Besides, the tracking error evolution is shown in the middle of Figure 2 314 and can be analyzed through numerical data of Root Mean Square Error
315
(RMSE) which is displayed in Table 4 . The numerical results of Table 4 316
show an improvement of the adaptive controller over the nominal design.
317
Also, the behavior of the control inputs is displayed at the bottom of Figure   318 2. From this Figure, it can be noticed that the control signal of the adaptive 319 controller is smoother than the control signal of the nominal GSTA. Finally, 320 the evolution of the adaptive controller gains is shown in Figure 3 . convergence of the adaptive algorithm over the nominal design performance.
337
As mentioned before, the tracking in yaw is similar for both cases. The RMSE
338
for the controller's couple is summarized in Table 4 . As in the nominal 
20
The disturbance will be acting on the robot until it starts to emerge and it reaches 30 cm, the action of the extra weight will influence the trajectory of 360 the submarine again (see Figure 6 ).
361
The results of the controller's performance in the robustness test against 
398
In the middle of Figure 9 , the plot of errors are depicted and the improve- 
