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Parametric down-conversion beyond the semi-classical approximation
Filippus S. Roux∗
National Metrology Institute of South Africa, Meiring Naude´ Road, Brummeria 0040, Pretoria, South Africa
Using a perturbative approach, we investigate the parametric down-conversion process without
the semi-classical approximation. A Wigner functional formalism, which incorporates both the spa-
tiotemproal degrees of freedom and the particle-number degrees of freedom is used to perform the
analysis. First, we derive an evolution equation for the down-conversion process in the nonlinear
medium. Then we use the perturbative approach to solve the equation. The leading order contri-
bution is equivalent to the semi-classical solution. The next-to-leading order contribution provides
a solution that includes the evolution of the pump field as a quantum field.
I. INTRODUCTION
Parametric down-conversion (PDC) is one of the most
versatile processes used for preparing quantum state in
quantum optics [1–4]. The conservation of momentum
and energy in the nonlinear process leads to entanglement
in the spatiotemporal degrees of freedom [5–7], which is
used in many quantum information applications, rang-
ing from quantum key distribution [8–12], quantum tele-
portation [13, 14], quantum ghost imaging [15, 16], and
quantum synchronization protocols [17, 18].
The PDC process also produces entanglement in the
particle-number degrees of freedom, which becomes man-
ifest in the production of squeezed states [19–22]. Ap-
plications of squeezed states include continuous variable
teleportation [23, 24], quantum imaging [25–27], quan-
tum state engineering [28], and quantum metrology [29].
In view of these two different aspects of the PDC pro-
cess, a comprehensive analysis of the process in terms
of both spatiotemporal degrees of freedom and particle-
number degrees of freedom is needed [30]. Current anal-
yses of this nature [20, 21, 31, 32] impose a variety of as-
sumptions and approximations to make them tractable.
One approximation that feature prominently is the semi-
classical approximation where the pump field is assumed
to be an undepleted classical field. However, the prepa-
ration of high fidelity squeezed states requires intensive
pumping of the nonlinear medium to increase the effi-
ciency of the down-conversion process. In such cases,
the validity of the semi-classical approximation becomes
questionable [33].
It is challenging to perform the analysis without the
semi-classical approximation, because in such a case, the
Hamiltonian interaction term for PDC contains a product
of three ladder operators. Commutations of operators
consisting of a product of more than two ladder operators
increase the number of ladder operators per term in the
result. As a result, such an analysis would involve an
endless cascade of products of ladder operators.
In quantum field theory, this issue is mitigated with
the aid of perturbation theory. It is assumed that the
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coupling constant associated with the interaction term is
small. Therefore, in theoretical particle physics, one can
expand the calculation in progressively more complicated
Feynman diagrams representing higher order contribu-
tions to the process under investigation. Unfortunately,
in the current context, the condition of highly efficient
down-conversion implies that one cannot assume that the
coupling constant is small enough to allow such a pertur-
bative expansion.
Here, we investigate the PDC process under general
conditions with the aid of a perturbative approach but
using a different expansion parameter. Assuming that
the pump is represented by an intense coherent state, one
can argue that the representation of the coherent state
on phase space gives a minimum uncertainty width that
is much smaller than its distance from the origin. We
use the relative width of the pump distribution as the
expansion parameter in our perturbative analysis. Such
a perturbative expansion becomes more accurate as the
intensity of the pump increases.
To perform such an analysis where both spatiotem-
poral degrees of freedom and particle-number degrees of
freedom are addressed, one requires a more powerful for-
malism than current methods allow. The incorporation
of all these degrees of freedom naturally leads to a func-
tional formalism. Such a functional formalism has been
developed recently [34–37] and is being applied in various
contexts [38, 39].
Here, we use the Wigner functional formalism [35, 36]
to derive an evolution equation for the spontaneous para-
metric down-converted state that is produced by pump-
ing a second order nonlinear medium. We follow the same
infinitesimal propagation approach that was introduced
for single-photon states [40–42] and was later extended to
multi-photon states in the context of atmospheric scin-
tillation due to turbulence [38]. Here, we apply it in a
second order nonlinear (Pockels) medium.
If Uˆ(z) represents that unitary evolution operator for
the propagation of a state over a distance z through a
(nonlinear) medium and ρˆ is the density operator for the
input state, then the output state is given by
ρˆ(z) = Uˆ(z)ρˆ(0)Uˆ †(z). (1)
2For an infinitesimal propagation distance ∆, we have
Uˆ(∆) ≈ 1− i∆
~
Pˆ∆, (2)
where Pˆ∆ represents the infinitesimal propagation. The
negative sign comes from the phase convention: phase
increases with time. Hence, it decreased with distance.
In the limit ∆→ 0, an infinitesimal propagation equation
(IPE) is obtained, which has the form
i~
d
dz
ρˆ(z) = [Pˆ∆, ρˆ(z)]. (3)
It resembles the Heisenberg equation and the infinitesi-
mal propagation operator Pˆ∆ is analogues to the Hamil-
tonian. However, here the evolution is with respect to
propagation distance z instead of time.
The current application of the infinitesimal propaga-
tion approach differs from the way it is used in the
context of scintillation [38] in that full knowledge of
the infinitesimal propagation operator for the nonlinear
medium can be assumed, as opposed to statistical knowl-
edge only for the scintillating medium. As a result, the
current analysis does not need an ensemble average. The
process remains completely unitary.
II. EQUATIONS OF MOTION
To derive the evolution equation, we need to know the
infinitesimal propagation operator. So the first task is to
obtain an expression for it. For this purpose, we start
with the classical process.
A. Nonlinear wave equation
When light propagates through a medium, the excita-
tion in the medium behaves as a vector field and satisfies
the usual wave equation for a linear medium. In a non-
linear medium the refractive index is modified by the
strength of the vector field. It produces additional non-
linear terms that are added to the linear equation. The
leading nonlinear term contains two factors of the vector
field contracted on a rank-three tensor representing the
second order nonlinear susceptibility of the medium.
In the analysis, we’ll employ the paraxial approxima-
tion, which requires a monochromatic approximation. It
allows us to represent the vector field as a phasor field.
Thus, we can express the nonlinear wave equation as
0 =∇2E(x, ω0) + n2k20E(x, ω0)
+
3
2
k20
∫ ∞
0
E(x, ω) · χ · E(x, ω0 − ω)
+ 2E(x, ω) · χ · E∗(x, ω − ω0) dω
2π
. (4)
Here E(x, ω0) is the electric phasor field in the medium,
k0 = ω0/c is the vacuum wave number, n = n(ω0) is
the dispersive refractive index for a given polarization at
the given frequency and χ is the nonlinear vertex rule.
The latter is a rank-three susceptibility tensor with two
electric phasor fields contracted on it so that the result
still acts as a vector field.
To reduce the complexity in the analysis, we only con-
sider type I phase-matching. It allows us to remove the
indices by selecting the appropriate polarization compo-
nents and treat them as scalar fields. Other scenarios can
be investigated in a similar way with only slight modifi-
cations.
The two terms under the integral in Eq. (4) represent
different processes. The first term represents a sponta-
neous parametric down-conversion process, while the last
term represents difference frequency generation, which is
a stimulated process. They are distinguished by the fact
the ω0 is either the pump frequency or one of the down-
converted frequencies.
Since we consider evolution along a specific propaga-
tion direction, which is defined as the z-direction, we can
separate the transverse direction from the longitudinal
direction and express the transverse coordinates of the
field in the Fourier domain. The result represents the
fields as z-dependent spectral functions. For the parax-
ial approximation, we also pull out a z-directed plane
wave from all fields. The remaining part of the field is
slow varying in z.
When these modifications are applied to the fields in
Eq. (4) and the second order z-derivative is discarded,
one obtains the nonlinear paraxial wave equation appro-
priate for the conditions under investigation.
B. Quantization of the electric field
The expressions of the classical equations can be used
as the basis for the development of the quantum theory.
First, we convert the classical equations into equations
for single-photon states. It requires that we replace the
classical fields by quantized field operators. Although
the classical fields are monochromatic paraxial fields, we
use the expressions for general quantized electromagnetic
fields that are not monochromatic or paraxial. The quan-
tized field in a dielectric medium is given by
Eˆ(x, t) =
∑
s
∫ √
nµ0~
2
[−i~ηsaˆs(K, ω) exp(iωt− ink · x)
+h.c.]
ω dω d2k
(2π)3kz
, (5)
in terms of optical beam variables {K, ω}, where K is
the two-dimensional transverse part of the wave vector,
ω is the angular frequency and
k0z ≡
√
ω20
c2
− |K|2. (6)
The expression for the quantized field operator is
turned into a scalar field operator by computing the dot-
3product with a specific polarization vector. Fourier trans-
forms are performed with respect to time and the trans-
verse coordinates. The result is
Eˆ(+)
FT−→ −i
√
n~
2ǫ0
k0
k0z
aˆ(K, ω0) exp(−ink0zz). (7)
The classical fields already have a factor exp(−inkzz) re-
moved. So, we do the same in the quantized field. At the
same time, we assume that k0z ≈ k0 under the paraxial
approximation. So, we define
Gˆ(K, ω0, z) ≡ −i
√
n~
2ǫ0
aˆ(K, ω0). (8)
The creation operator is obtained from the Hermitian
adjoint. The equal-z commutation relation is
[Gˆ(K, ω0, z), Gˆ
†(K′, ω′0, z)]
=
n~
2ǫ0
(2π)3k0zδ(K−K′)δ(ω0 − ω′0), (9)
based on the Lorentz covariant commutation relation for
the ladder operators in optical beam variables. The z-
dependence of Gˆ comes from the nonlinear nature of the
medium, but the only place where it plays a role is in the
z-derivative.
C. Paraxial wave equations
Now, we replace the classical scalar, paraxial, slow-
varying spectral functions in the nonlinear paraxial wave
equation by Gˆ(K, ω0, z) to obtain an operator equa-
tion for the single-photon process. The separate non-
linear paraxial wave equations for the pump and down-
converted field are then given by
inpkp∂zGˆp(K, ωp, z) =− n2p|K|2Gˆp(K, ωp, z) +
dooek
2
p
2ǫ0
∫
Gˆd(K1, ω1, z)Gˆd(K2, ω2, z) exp(i∆kzz)
× (2π)3δ(ωp − ω1 − ω2)δ(npK− n1K1 − n2K2)n21n22 d¯k1 d¯k2,
in1k1∂zGˆd(K1, ω1, z) =− n21|K1|2Gˆd(K1, ω1, z) +
dooek
2
1
ǫ0
∫
Gˆp(K0, ω0, z)Gˆ
∗
d(K2, ω2, z) exp(−i∆kzz)
× (2π)3δ(ω0 − ω1 − ω2)δ (n0K0 − n1K1 − n2K2)n20n22 d¯k0 d¯k2,
(10)
where Gˆp(K, ω, z) and Gˆd(K, ω, z) are the annihilation
operators for the pump and down-converted fields, re-
spectively, np ≡ neff(ωp), n1 ≡ no(ω1), n2 ≡ no(ω − ω1),
∆kz ≡ npkpz − n1k1z − n2k2z , (11)
the integration measure is defined as
d¯k ≡ dω d
2k
(2π)3kz
, (12)
and
dooe ≡ 3ǫ0χ(2)abcη(o)a η(o)b η(e)c (13)
represents the strength of the nonlinear interaction for
type I phase-matching. The general expression for ∆kz
depends on the different frequencies and angles of the
down-converted beams. If, we can assume that such an-
gles are small enough to ignore, then we can use the
expression for collinear, non-degenerate critical phase
matching, given by
∆kz =
cn1n2|K1ω2 −K2ω1|2
2ω1ω2ωpnp
, (14)
where ω1 = ω and ω2 = ωp − ω.
III. INFINITESIMAL PROPAGATION
OPERATOR
In analogy to the Heisenberg equation, the IPE in
Eq. (3) should apply to any operator, not only the density
operator of a state, without any change to the infinites-
imal propagation operator Pˆ∆. Therefore, one can also
apply it to the field operators:
i~∂zGˆp(K
′, ω′, z) =
[
Pˆ∆, Gˆp(K
′, ω′, z)
]
,
i~∂zGˆd(K
′, ω′, z) =
[
Pˆ∆, Gˆd(K
′, ω′, z)
]
.
(15)
The result should reproduce the equations in Eq. (10).
We’ll use this correspondence to obtain an expression for
the infinitesimal propagation operator. For this purpose,
we compute the commutations with the field operators,
using Eq. (9). The z-components of the wave vectors that
comes from the measures are replaced with their wave
numbers under the paraxial approximation. One can use
the symmetries of the kernel functions to simplify the
expressions. The commutations with Gˆ†p(K
′, ω′, z) and
Gˆ†d(K
′, ω′, z) lead to the adjoint equations.
4The proposed infinitesimal propagation operator has
the form
Pˆ∆ =
∫
Hp(K, ω)Gˆ
†
p(K, ω, z)Gˆp(K, ω, z) d¯k
+
∫
Hd(K, ω)Gˆ
†
d(K, ω, z)Gˆd(K, ω, z) d¯k
+
∫
V ∗(K,K1,K2, ω, ω1, ω2)Gˆ
†
d(K1, ω1, z)
× Gˆ†d(K2, ω2, z)Gˆp(K, ω, z) d¯k d¯k1 d¯k2
+
∫
V (K,K1,K2, ω, ω1, ω2)Gˆ
†
p(K, ω, z)
× Gˆd(K1, ω1, z)Gˆd(K2, ω2, z) d¯k d¯k1 d¯k2, (16)
where V (K,K1,K2, ω, ω1, ω2) is an interaction vertex
kernel for the nonlinear PDC process, and Hp(K, ω) and
Hd(K, ω) are real-valued kernel functions for the linear
propagation of the pump and down-converted fields, re-
spectively. The details of these kernel functions are ob-
tained by comparing Eq. (10) with the results after sub-
stituting Eq. (16) into the Eq. (15). The three kernels
are then given by
Hp =
2ǫ0
k
|K|2,
Hd =
2ǫ0
k1
|K1|2,
V =− (2π)3dooen
2
1n
2
2
n20
k1k2k exp(i∆kzz)
× δ(n0K− n1K1 − n2K2)δ(ω − ω1 − ω2),
(17)
where k = ω/c is the wave number at the pump frequency
and n0 ≡ neff(ω).
IV. FUNCTIONAL EVOLUTION EQUATION
For an investigation that incorporates all the degrees
of freedom, it is convenient to consider the IPE in terms
of Wigner functionals [35, 36]. The evolution equation in
Eq. (3) can be carried over directly in terms of Wigner
functionals where the commutation is expressed in terms
of star products, because the quadrature basis elements
that are required for the conversion of the operators to
Wigner functionals do not depend on z. The functional
variables α and α∗ also do not depend on z. The z-
dependence is carried in the parameter functions for the
state and the kernel function of the PDC vertex.
A. Functional for the propagation operator
To compute the Wigner functional for the infinitesimal
propagation operator given in Eq. (16), we use a coher-
ent state assisted approach, presented in Appendix A.
For this purpose, we need to determine what happens
when the field operator, defined in Eq. (8), is applied to
a coherent state. It gives
Gˆ(K, ω, z) |α〉 =− i
√
n~
2ǫ0
aˆ(K, ω) |α〉
= |α〉
√
n~
2ǫ0
α(K, ω), (18)
where we absorb the −i in the complex-valued spectral
function α(K, ω). The relationship is valid for a fixed
value of z, so that the z-dependence does not carry over
to α. Hence, the overlap of the infinitesimal propagation
operator by coherent states for the pump field and the
down-converted fields on both sides, gives
〈α1| 〈β1| Pˆ∆ |α2〉 |β2〉
=exp
(
α∗1 ⋄ α2 + β∗1 ⋄ β2 − 12‖α1‖2 − 12‖α2‖2
− 12‖β1‖2 − 12‖β2‖2
)
(β∗1 ⋄ Pp ⋄ β2 + α∗1 ⋄ Pd ⋄ α2
−β∗1 ⋄ T ⋄ ⋄ α2α2 − α∗1α∗1 ⋄ ⋄ T ∗ ⋄ β2) , (19)
where the ⋄-contractions represent integrations with the
measure given in Eq. (12), β1 and β2 are associated with
the pump field, and α1 and α2 are associated with the
down-converted field. Furthermore,
Pp ≡n0~
2ǫ0
Hp1 =
n0~
k
|K|21,
Pd ≡n1~
2ǫ0
Hd1 =
n1~
k1
|K1|21,
T ≡−√n1n2n0
(
~
2ǫ0
)3/2
V
=(2π)3
~σooe
c7/2
ω1ω2ω exp(i∆kzz)
× δ(n0K− n1K1 − n2K2)δ(ω − ω1 − ω2),
(20)
where
1 ≡ (2π)3kzδ(K−K′)δ(ω − ω′), (21)
and the cross-section (having the units of an area) for the
PDC process is defined by
σooe =
3
2
√
c~
2ǫ0
(n1n2)5
n30
χ
(2)
abcη
(o)
a η
(o)
b η
(e)
c . (22)
To complete the calculation of the Wigner functional,
we substitute Eq. (19) into the coherent state assisted
functional integral expression in Eq. (A5) and evaluate
the integrals. However, the integration process can be
alleviated by using a generating functional together with
a construction operator. The generating functional is
G =exp (α∗1 ⋄ α2 + β∗1 ⋄ β2 − 12‖α1‖2 − 12‖α2‖2
− 12‖β1‖2 − 12‖β2‖2 + α∗1 ⋄ µ1 + µ∗2 ⋄ α2
+β∗1 ⋄ η1 + η∗2 ⋄ β2) , (23)
5where µ1, µ
∗
2, η1, and η
∗
2 are auxiliary fields. The con-
struction operator is defined using functional derivatives
Cˆ =− δ
δη1
⋄ T ⋄ ⋄ δ
δµ∗2
δ
δµ∗2
− δ
δµ1
δ
δµ1
⋄ ⋄ T ∗ ⋄ δ
δη∗2
+
δ
δη1
⋄ Pp ⋄ δ
δη∗2
+
δ
δµ1
⋄ Pd ⋄ δ
δµ∗2
. (24)
When the generating functional is substituted into the
coherent state assisted functional integral expression in
Eq. (A5) and all the functional integrals are evaluated,
we obtain a generating functional given by
W =exp (µ∗2 ⋄ α+ α∗ ⋄ µ1 + η∗2 ⋄ β + β∗ ⋄ η1
− 12η∗2 ⋄ η1 − 12µ∗2 ⋄ µ1
)
. (25)
To obtain the Wigner functional for the infinitesimal
propagation operator one would apply the construction
operator and set the source to zero. However, it is not
convenient to use the expression in this form.
B. Infinitesimal propagation equation
Instead of using the Wigner functional for the infinites-
imal propagation operator directly in the expression of
the IPE, we find it more convenient to represent it in
terms of the construction operator in Eq. (24) and the
generating functional in Eq. (25). The IPE in terms of
Wigner functionals then reads
i~
d
dz
Wρˆ = Cˆ {W ⋆ Wρˆ −Wρˆ ⋆W}
∣∣∣
0
, (26)
where Wρˆ[α
∗, α, β∗, β] is the Wigner functional for the
complete photonic state (pump and down-converted
field), with α and β being the field variables associated
with the down-converted field and the pump field, respec-
tively, and ⋆ represents the star product.
We evaluate the functional integrals for the two star
products in turn. Two of the functional integrals in each
produce Dirac δ functionals, which are removed by the
remaining two functional integrals. As a result, we obtain
W ⋆ Wρˆ[α∗, α, β∗, β]−Wρˆ[α∗, α, β∗, β] ⋆W
=Wρˆ
[
α∗ +
µ∗2
2
, α− µ1
2
, β∗ +
η∗2
2
, β − η1
2
]
W
−Wρˆ
[
α∗ − µ
∗
2
2
, α+
µ1
2
, β∗ − η
∗
2
2
, β +
η1
2
]
W . (27)
We can now substitute these two terms into Eq. (26), ap-
ply the construction operator and set the source fields to
zero. When the result is expressed in compact notation,
the double contractions can be ambiguous. Therefore,
for the sake of clarity, we express the evolution equation
in terms of three-dimensional wave vectors:
i~
dWρˆ
dz
=
∫
β∗(k1)Pp(k1,k2)
δWρˆ
δβ∗(k2)
− δWρˆ
δβ(k1)
Pp(k1,k2)β(k2)
+ α∗(k1)Pd(k1,k2)
δWρˆ
δα∗(k2)
− δWρˆ
δα(k1)
Pd(k1,k2)α(k2) d¯k1 d¯k2
+
∫
δWρˆ
δβ(k3)
T (k1,k2,k3, z)α(k1)α(k2)− 2β∗(k3)T (k1,k2,k3, z)α(k1) δWρˆ
δα∗(k2)
− α∗(k1)α∗(k2)T ∗(k1,k2,k3, z) δWρˆ
δβ∗(k3)
+ 2
δWρˆ
δα(k1)
α∗(k2)T
∗(k1,k2,k3, z)β(k3)
+
1
4
T (k1,k2,k3, z)
δ3Wρˆ
δβ(k3)δα∗(k1)δα∗(k2)
− 1
4
T ∗(k1,k2,k3, z)
δ3Wρˆ
δα(k1)δα(k2)δβ∗(k3)
d¯k1 d¯k2 d¯k3. (28)
The functional differential equation in Eq. (28) is the
evolution equation for the complete state during PDC.
It is valid for all possible scenarios and can handle situ-
ations where the pump is any kind of state, which may
become entangled with the down-converted state during
the PDC process. However, the complicated nature of
the evolution equation’s expression implies that a gen-
eral solution would be challenging to find.
Since it is linear in the Wigner functional of the state,
the solution would be represented in exponential form
with a polynomial functional exponent. Unfortunately,
as shown below, the terms in the polynomial functional
does not close. At every order, the equation generates
higher order terms. Therefore, a general solution would
be represented as an exponential function with a polyno-
mial functional of infinite order in its argument.
V. SIMPLIFICATIONS
Having obtained the general equation for the state pro-
duced by the PDC process, we are presented by the chal-
6lenge to solve it. First, we consider some simplifications
and approximations that would allow one to find solu-
tions under certain conditions.
A. Reference frame representation
The first simplification is introduced to reduce the
number of terms in the equation, by removing those
terms that contain Pp and Pd. Formally, the field vari-
ables are transformed as
α ≡Ud(z) ⋄ α¯,
α∗ ≡α¯∗ ⋄ U †d(z),
β ≡Up(z) ⋄ β¯,
β∗ ≡β¯∗ ⋄ U †p(z),
(29)
where the barred field variables represent new field vari-
ables in terms of which the equation will be expressed
and Ud(z) and Up(z) represent unitary kernels for linear
propagation of the pump and down-converted fields along
z, respectively. The transformation maps the field space
back onto itself. Therefore, the fields won’t change, but
the points where they are applied will change.
We replace the arguments of the Wigner functional
with the transformed fields:
Wρˆ[α
∗, α, β∗, β](z) =Wρˆ
[
α¯∗ ⋄ U †d(z), Ud(z) ⋄ α¯,
β¯∗ ⋄ U †p(z), Up(z) ⋄ β¯
]
(z)
≡ W˜ρˆ[α¯∗, α¯, β¯∗, β¯](z). (30)
Then we apply the total z-derivative, leading to
dWρˆ
dz
=α¯∗ ⋄ ∂zU †d(z) ⋄
δWρˆ
δα∗
+
δWρˆ
δα
⋄ ∂zUd(z) ⋄ α¯
+ β¯∗ ⋄ ∂zU †p(z) ⋄
δWρˆ
δβ∗
+
δWρˆ
δβ
⋄ ∂zUp(z) ⋄ β¯
+ ∂zWρˆ. (31)
A comparison with Eq. (28) indicates that, if
Up(z) ≡ exp⋄
(
i
~
zPp
)
= exp
(
izcn0
ω
|K|2
)
1,
Ud(z) ≡ exp⋄
(
i
~
zPd
)
= exp
(
izcn1
ω1
|K1|2
)
1,
(32)
then the total derivative with respect to z would produce
the first four terms in Eq. (28). The subscript ⋄ indicates
a functional whose expansion has a first term given by 1
and all products are represented by ⋄-contractions.
The transformation also implies that the functional
derivatives become
δWρˆ
δα∗
=
δW˜ρˆ
δα¯∗
⋄ Ud(z),
δWρˆ
δα
=U †d(z) ⋄
δW˜ρˆ
δα¯
,
δWρˆ
δβ∗
=
δW˜ρˆ
δβ¯∗
⋄ Up(z),
δWρˆ
δβ
=U †p(z) ⋄
δW˜ρˆ
δβ¯
.
(33)
The additional factors of the unitary propagation kernels
(Up, Ud and their Hermitian adjoints) are now attached
to the vertex kernel. Therefore, the vertex kernel is trans-
formed as follows:
T (z)→
∫
Ud(k1,k
′
1, z)Ud(k2,k
′
2, z)T (k
′
1,k
′
2,k
′, z)
× U †p(k′,k, z) d¯k′1 d¯k′2 d¯k′
≡ T˜ (k1,k2,k, z). (34)
Applying the transformation to both the fields and the
functional derivatives in the evolution equation, we ob-
tain
i~∂zW˜ρˆ =
∫
δW˜ρˆ
δβ¯(k3)
T˜ (k1,k2,k3, z)α¯(k1)α¯(k2)
− 2β¯∗(k3)T˜ (k1,k2,k3, z)α¯(k1) δW˜ρˆ
δα¯∗(k2)
+
1
4
T˜ (k1,k2,k3, z)
δ3W˜ρˆ
δβ¯(k3)δα¯∗(k1)δα¯∗(k2)
− α¯∗(k1)α¯∗(k2)T˜ ∗(k1,k2,k3, z) δW˜ρˆ
δβ¯∗(k3)
+ 2
δW˜ρˆ
δα¯(k1)
α¯∗(k2)T˜
∗(k1,k2,k3, z)β¯(k3)
− 1
4
T˜ ∗(k1,k2,k3, z)
δ3W˜ρˆ
δα¯(k1)δα¯(k2)δβ¯∗(k3)
× d¯k1 d¯k2 d¯k3. (35)
Since the transformation maps the functional space onto
itself, we can revert to the unbarred α’s and β’s. On the
other hand, we retain the tildes on T and W to indicate
that they are “dressed” by the propagation kernels.
B. Exponential form
The next simplification follows from the fact that
Eq. (35) only contains terms that are linear in W˜ρˆ. It
allows solutions in exponential form, given by
W˜ρˆ[α
∗, α, β∗, β](z) = exp {F [α∗, α, β∗, β](z)} , (36)
where F [α∗, α, β∗, β](z) is a multivariate polynomial
functional in {α∗, α, β∗, β}, with coefficients in the form
of z-dependent kernels. The equation for F contains
more terms due to the third-order functional derivatives.
7C. Coherent state pump
So far, the simplifications were not restrictive in any
way. They retained the full validity of the original equa-
tion. Now we start with an approximation that is only
valid for certain experimental conditions. Usually, the
pump is a coherent state. Here, we assume that it re-
mains a coherent state during the PDC process. It is
only the pump’s parameter function ζ(z) that changes as
a function of z. However, since the squared magnitude
of the parameter function ‖ζ(z)‖2 represents the pump
power, its evolution includes the possible depletion of the
pump power and thus goes beyond the conditions for the
semi-classical approximation.
So, we substitute
W˜ρˆ[α, β]→ N0 exp
[−2‖β − ζ(z)‖2]Wσˆ[α], (37)
into Eq. (35), where Wσˆ is the Wigner functional for
the down-converted part only and evaluate the functional
derivatives with respect to β. Then, the pump field is
factored out and removed, leading to
i~∂zWσˆ =2
∫
α∗(k1)α
∗(k2)T˜
∗(k1,k2,k3, z) [β(k3)− ζ(k3, z)]Wσˆ + (δ1Wσˆ)α∗(k2)T˜ ∗(k1,k2,k3, z)β(k3)
+
1
4
(δ1δ2Wσˆ) T˜
∗(k1,k2,k3, z) [β(k3)− ζ(k3, z)]− 1
4
[β∗(k3)− ζ∗(k3, z)] T˜ (k1,k2,k3, z) (δ∗1δ∗2Wσˆ)
− [β∗(k3)− ζ∗(k3, z)] T˜ (k1,k2,k3, z)α(k1)α(k2)Wσˆ − β∗(k3)T˜ (k1,k2,k3, z)α(k1) (δ∗2Wσˆ) d¯k1 d¯k2 d¯k3
− i2~
∫
[β∗(k) − ζ∗(k, z)] ∂zζ(k, z) + ∂zζ∗(k, z) [β(k) − ζ(k, z)] d¯k Wσˆ, (38)
where
δn ≡ δ
δα(kn)
,
δ∗n ≡
δ
δα∗(kn)
.
(39)
The equation in Eq. (38) still represents a general expres-
sion for the evolution of the down-converted state during
PDC. The only assumption is that the pump remains a
coherent state.
VI. SOLUTIONS
Using the simpler equation in Eq. (38), we can now
consider solutions. First, we reproduce the familiar semi-
classical solution. Then we proceed to provide solutions
beyond the semi-classical approximation. It includes a
solution for an evolving coherent pump state and even-
tually for the down-converted state with the aid of a per-
turbative approach.
A. Semi-classical approximation
The equation in Eq. (38) is still rather complicated to
solve in general. To simplify it further, we argue that,
since β can represent any field, we can set it equal to
parameter function ζ. As such, it samples only one point
on the phase space of the pump, namely the point at the
peak of the coherent state’s Wigner functional. The sub-
stitution effectively converts the pump field into a clas-
sical field, and therefore implies a semi-classical approx-
imation. The resulting equation simplifies significantly:
i~∂zWσˆ =2
∫
(δ1Wσˆ)α
∗(k2)T˜
∗(k1,k2,k3, z)ζ(k3, z)
− ζ∗(k3, z)T˜ (k1,k2,k3, z)α(k1) (δ∗2Wσˆ)
× d¯k1 d¯k2 d¯k3. (40)
Since the derivative terms for the parameter function
of the pump dropped away, the parameter function does
not evolve, apart from linear propagation. This situa-
tion reproduces the notion of an undepleted pump field,
associated with the semi-classical approximation.
To simplify the notation, we incorporate the pump pa-
rameter function with the vertex kernel into a bilinear
kernel function, which is defined by
H(k1,k2, z) =
i4
~
∫
T˜ (k1,k2,k, z)ζ
∗(k) d¯k. (41)
It allows us to revert to the ⋄-contraction notation.
We now use the following ansatz, which has the form
of a squeezed vacuum state
Wσˆ =N exp [−2α∗ ⋄A(z) ⋄ α
−α ⋄B(z) ⋄ α− α∗ ⋄B∗(z) ⋄ α∗] , (42)
where N is a normalization constant, which remains con-
stant with z, and A(z) and B(z) are unknown kernel
functions to be determined. After substituting it into
Eq. (40) and dividing by i~Wσˆ, we obtain an equation
8that can be separated into three equations. By removing
the different combinations of α and α∗ with the aid of
functional derivatives, we obtain
∂zA(z) =
1
2H
∗(z) ⋄B(z) + 12B∗(z) ⋄H(z),
∂zB(z) =
1
2H(z) ⋄A(z) + 12AT (z) ⋄H(z),
∂zB
∗(z) = 12A(z) ⋄H∗(z) + 12H∗(z) ⋄AT (z),
(43)
where the transpose indicates that the two wave vectors
in the argument of A are interchanged.
To solve the equations in Eq. (43), one can follow vari-
ous approaches. One way is to integrate all the equations
with respect to z and then perform progressive back sub-
stitutions to obtain expansions in terms of integrals of
contracted H-kernels. The initial conditions for the ex-
pansion are assumed to be A(0) = 1 and B(0) = 0, for
the Wigner functional of the vacuum state. The resulting
expressions, which satisfy the equations in Eq. (43) are
A(z) =1+ 12
∫ z
0
∫ z
0
H∗(z2) ⋄H(z1) dz2 dz1
+ 18
∫ z
0
∫ z
0
∫ {z1|z4}
0
∫ {z2|z3}
0
H∗(z2) ⋄H(z4) ⋄H∗(z3) ⋄H(z1) dz4 dz3 dz2 dz1 + ...,
B(z) =
∫ z
0
H(z1) dz1 +
1
4
∫ z
0
∫ z
0
∫ {z1|z2}
0
H(z2) ⋄H∗(z3) ⋄H(z1) dz3 dz2 dz1
+ 116
∫ z
0
∫ z
0
∫ {z1|z5}
0
∫ {z2|z5}
0
∫ {z3|z4}
0
H(z2) ⋄H∗(z4) ⋄H(z5) ⋄H∗(z3)
⋄H(z1) dz5 dz4 dz3 dz2 dz1 + ... ,
(44)
where {za|zb} ≡ max{za, zb}. The interior integration
boundaries are defined in such a way that they can take
on the value of those from either side when z-derivatives
are evaluated. It also means that the order of integration
depends on these integration boundaries.
B. Bloch-Messiah reduction?
The approach we followed to solve the set of equations
in Eq. (43) differs from the more general approach that
is often used in this context. The more general approach
is to perform the Bloch-Messiah reduction [43, 44] that
results in Bogoliubov transformations. Being based on
linear algebra, the Bloch-Messiah reduction assumes a
finite dimensional system. The kernels are then repre-
sented by matrices, which can be diagonalized, reminis-
cent of a Schmidt decomposition [31, 45–47]. As a result,
the set of equations in Eq. (43) become decoupled ordi-
nary differential equations that can be solved.
To address the case where the kernels are functions
instead of matrices, the Bloch-Messiah reduction need to
have a well-defined continuous limit. Hence, the bilinear
kernel must be represented by an infinite dimensional
Schmidt-like decomposition, consisting of an infinite sum
of the form
H(k1,k2, z) =
∞∑
m=0
hm(z)Φm(k1, z)Φm(k2, z). (45)
Such a decomposition is represented by Mercer’s theo-
rem [48]. However, the bilinear kernel represented by
Eq. (41) must then be positive-semidefinite. Otherwise,
it does not have the properties required by Mercer’s the-
orem to allow such an expansion. Since we cannot con-
firm that the bilinear kernel is positive-semidefinite, the
Bloch-Messiah reduction may not work in this case.
C. Coherent pump approximation
Considering the more general case in Eq. (38), one can
assess which terms are necessary in the polynomial func-
tional F . If terms that contain both α’s and β’s are
needed, entanglement between the pump and the down-
converted state may be inevitable. For this purpose, we
consider only those terms in Eq. (38) that carry a factor
of β∗. These terms must cancel amount themselves and
thus represent an independent equation. Unless all terms
that contain α’s cancel inside this equation, the polyno-
mial functional would need terms that contain both α’s
and β’s. At the very least, the polynomial functional
should contain the terms given in the ansatz in Eq. (42).
When we substitute them into those terms in Eq. (38)
with a factor of β∗ and extract separate equations for
the different combinations of α and α∗, we obtain a set
of four equations. One of these equations
0 =
∫
T˜ (k1,k2,k, z)B
∗(k1,k3, z)α
∗(k3)
×B∗(k2,k4, z)α∗(k4) d¯k1 d¯k2 d¯k3 d¯k4, (46)
indicates that the required cancellations cannot work, be-
cause we do not expect B∗ to be zero.
9We conclude that the pump and the down-converted
fields are inevitably coupled in the description of the
problem, which may imply that they are entangled by
the PDC process. Moreover, the polynomial functional
need to be of infinite order, because at each order, higher
order terms are generated in the equation. Such a situ-
ation does not allow us to obtain an exact closed form
analytical solution for the equation. As a result, we are
forced to use approximations to simplify the problem so
that we can find a solution.
Another one of these equations
0 =− i~∂zζ(k, z)
+
1
2
∫
T˜ (k1,k2,k, z)B
∗(k1,k2, z) d¯k1 d¯k2, (47)
provides an evolution equation for the pump parameter
function. The solution has the form
ζ(z) = ζ(0) +
1
i2~
∫ z
0
tr
{
T˜ (z′) ⋄B∗(z′)
}
dz′, (48)
where the trace only involves the wave vectors associated
with the down-converted fields.
The solution in Eq. (48) evokes a question regarding
the definition of H(z) as given in Eq. (41). Since it con-
tains ζ(z) and B(z) in turn is defined in terms of H(z), it
appears that the equation for ζ(z) contains multiple fac-
tors of ζ(z) inside B∗(z). The resulting equation would
therefore be very difficult to solve. However, since the
second term on the right-hand side of Eq. (48) contains
an unenhanced vertex, it is suppressed relative to the
first term. An enhancement needs an extra factor of the
parameter field, as found in H(z). Therefore, up to lead-
ing order in this suppression factor, the right-hand side of
Eq. (48) only depends on the bare field ζ(0). For this rea-
son, we do not use the full ζ(z) in the definition of H(z),
when it is used in the definitions of the semi-classical
kernel functions.
D. Perturbative approach
Having concluded that approximations are required to
solve the functional differential equation for the down-
converted state, we introduce another approximation to
solve the equation. For this purpose, we strive to go
beyond the semi-classical approximation by employing a
perturbative approach. However, we do not wish to use
the efficiency of the PDC process as the expansion pa-
rameter, because we want the expansion to be valid under
conditions that allow highly efficient down-conversion.
So, we’ll use a different expansion parameter.
If the magnitude of the parameter function of the pump
beam, which is related to the power of the pump beam
(average number of photons in the coherent state of the
pump), is large enough, the region on which the Wigner
functional of the pump beam is significantly different
from zero is small compared to the distance from the
origin of phase space. One can therefore argue that the
contribution to the expression is insignificant unless β is
close to ζ. So, one can set β = ζ + ǫ and use ǫ = β− ζ as
an expansion parameter for the perturbative approach.
The semi-classical solution, which assumes that β = ζ, is
the zeroth order contribution in this perturbative expan-
sion. For perturbations beyond this condition, we allow
β to deviate from ζ by a small amount. In term of ǫ the
expression in Eq. (38) becomes
i~∂zF =− i2~
∫
ǫ∗(k) [∂zζ(k, z)] + [∂zζ
∗(k, z)] ǫ(k) d¯k
+ 2
∫
(δ1F )α
∗(k2)T˜
∗(k1,k2,k3, z)ζ(k3, z)− ζ∗(k3, z)T˜ (k1,k2,k3, z)α(k1) (δ∗2F )
+ (δ1F )α
∗(k2)T˜
∗(k1,k2,k3, z)ǫ(k3)− ǫ∗(k3)T˜ (k1,k2,k3, z)α(k1) (δ∗2F )
+ 14 [(δ1δ2F ) + (δ1F ) (δ2F )] T˜
∗(k1,k2,k3, z)ǫ(k3)− 14 ǫ∗(k3)T˜ (k1,k2,k3, z) [(δ∗1δ∗2F ) + (δ∗1F ) (δ∗2F )]
+ α∗(k1)α
∗(k2)T˜
∗(k1,k2,k3, z)ǫ(k3)− ǫ∗(k3)T˜ (k1,k2,k3, z)α(k1)α(k2) d¯k1 d¯k2 d¯k3, (49)
where F ≡ ln(Wσˆ). For the perturbative analysis, we
now use the ansatz in Eq. (42), but with
A(z) =A0(z) +A1(z) ⋄ ǫ+A†1(z) ⋄ ǫ∗,
B(z) =B0(z) +B1(z) ⋄ ǫ+B∗2 (z) ⋄ ǫ∗,
B∗(z) =B∗0 (z) +B
∗
1(z) ⋄ ǫ∗ +B2(z) ⋄ ǫ,
(50)
where A0(z) and B0(z) are the semi-classical solutions
and A1(z), B1(z) and B2(z) represent the first order
perturbations to be solved. The different perturbation
orders are distinguished by an expansion in the number
of ǫ-factors, after substituting Eq. (42) and Eq. (50) into
Eq. (49). As expected, the zeroth order perturbation
produces the same equations as in the semi-classical case
Eq. (43). The first order perturbation can be further sep-
arated into eight differential equations, based on the dif-
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ferent combinations of {α, α∗}. The two equations that
are independent of {α, α∗} give the same solution for the
pump parameter function that is obtained in Eq. (48).
The remaining six equations contain six unknown func-
tions. There are three unknown complex kernels and
their complex conjugates. Likewise, the six equations are
given by three equations and their complex conjugates.
The three equations are
∂zA1(z) =
1
2H
∗(z) ⋄B1(z) + 12B2(z) ⋄H(z)
+ E0(z) ⋄ S(z) ⋄B0(z),
∂zB1(z) =
1
2H(z) ⋄A1(z) + 12AT1 (z) ⋄H(z)
+B0(z) ⋄ S(z) ⋄B0(z),
∂zB2(z) =
1
2H
∗(z) ⋄AT1 (z) + 12A1(z) ⋄H∗(z)
+ E0(z) ⋄ S(z) ⋄ ET0 (z),
(51)
whereE0(z) = A0(z)−1 and S(z) ≡ i2T˜ ∗(z)/~. The con-
tractions are associated with the down-converted fields
only. The unknown functions all contain an additional
wave vector associated with the pump field, which will
eventually be contracted on ǫ(k3) or ǫ
∗(k3).
The three equations suggest that the three unknown
functions would have the form
A1(z) =
∫ z
0
P (z, z′) ⋄ S(z′) ⋄Q(z′, z) dz′,
B1(z) =
∫ z
0
Q(z, z′) ⋄ S(z′) ⋄Q(z′, z) dz′,
B2(z) =
∫ z
0
P (z, z′) ⋄ S(z′) ⋄ PT (z′, z) dz′,
(52)
where the functions P (z, z′) and Q(z, z′) are to be deter-
mined. These definitions satisfy Eq. (51) provided that
∂zP (z, z
′) =12H
∗(z) ⋄Q(z, z′),
∂zP
T (z′, z) =12Q(z
′, z) ⋄H∗(z),
∂zQ(z, z
′) =12H(z) ⋄ P (z, z′),
∂zQ(z
′, z) =12P
T (z′, z) ⋄H(z),
(53)
and
P (z, z) =E0(z),
Q(z, z) =B0(z).
(54)
Substituting Eq. (53) back into the z-derivatives of
Eq. (52), one can confirm that they produce the equa-
tions in Eq. (51).
It now remains to find solutions for the P (z, z′) and
Q(z, z′) that would satisfy Eq. (53) and Eq. (54). For
the expressions of P (z, z′) and Q(z, z′), one can propose
to assign different z’s to the two integration boundaries
given by z’s in Eq. (44). However, it would give P (z, z) 6=
E0(z), because the 1 is removed from E0(z). Without
the 1 in the definition of P (z, z′), it won’t satisfy the
differential equation. To address this issue, we introduce
a function
ϕ(z) ≡
{
0 for z = 0
1 for z 6= 0 , (55)
and use it to express P (z, z′) and Q(z, z′) as
P (z, z′) =1ϕ(z − z′) + 12
∫ z
0
∫ z′
0
H∗(z1) ⋄H(z2) dz2 dz1
+ 18
∫ z
0
∫ z′
0
∫ {z1|z4}
0
∫ {z2|z3}
0
H∗(z1) ⋄H(z3) ⋄H∗(z4) ⋄H(z2) dz4 dz3 dz2 dz1 + ...,
Q(z, z′) =
∫ {z|z′}
0
H(z1) dz1 +
1
4
∫ z
0
∫ z′
0
∫ {z1|z2}
0
H(z1) ⋄H∗(z3) ⋄H(z2) dz3 dz2 dz1
+ 116
∫ z
0
∫ z′
0
∫ {z1|z5}
0
∫ {z2|z5}
0
∫ {z3|z4}
0
H(z1) ⋄H∗(z3) ⋄H(z5) ⋄H∗(z4)
⋄H(z2) dz5 dz4 dz3 dz2 dz1 + ... .
(56)
These expressions satisfy the set of differential equations
in Eq. (53), as well as the conditions in Eq. (54).
Given the solutions for all these functions, we obtain
an expression for the state by substituting Eq. (50) into
the ansatz in Eq. (42) and replace ǫ → β − ζ. Then we
combine it with the Wigner functional of the pump. The
result is the second order perturbative solution for the
Wigner functional of the total state produce during the
PDC process. It reads
Wρˆ ≈N 20 exp
{−2‖β − ζ(z)‖2 − τ
−γ†(z) ⋄ [β∗ − ζ∗(z)]− [β − ζ(z)] ⋄ γ(z)} , (57)
where the contractions are with respect to the pump wave
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vector, and
τ(z) ≡2α∗ ⋄A0(z) ⋄ α+ α ⋄B0(z) ⋄ α
+ α∗ ⋄B∗0(z) ⋄ α∗,
γ(z) ≡2α∗ ⋄A1(z) ⋄ α+ α ⋄B1(z) ⋄ α
+ α∗ ⋄B2(z) ⋄ α∗,
(58)
with the contractions being with respect to the down-
converted wave vectors.
The down-converted state observed in PDC experi-
ments usually does not include the pump. Therefore,
we trace out the pump degrees of freedom by perform-
ing the functional integration over β. In the process, all
the terms that explicitly contain the parameter function
ζ are removed. It remains implicitly in the definition of
H(z). The result after the integration is
Wσˆ =
∫
Wρˆ D◦[β] = N0 exp
(−τ + 12γ† ⋄ γ) , (59)
where the contraction is with respect to the pump wave
vector. The second term in the exponent is fourth order
in {α, α∗}. Hence, the expression is not in Gaussian form.
VII. KERNEL FUNCTION EXPRESSIONS
The resulting expressions for the kernels are given in
terms of expansions where the terms are progressive more
complicated integrals. As a result, calculations based on
these expressions would be challenging. Here, we develop
these expressions further and impose some simplifications
to alleviate the complexity of such calculations.
A. Dressed vertex kernel
Starting with the expressions in Eq. (20), we first com-
pute the dressed vertex kernel by applying the transfor-
mation in Eq. (34). The result reads
T˜ =(2π)3
~σooe
c7/2
ω1ω2ω
× δ(n0K− n1K1 − n2K2)δ(ω − ω1 − ω2)
× exp
(
i3zcn1n2|K1ω2 −K2ω1|2
2n0ω1ω2ω
)
. (60)
B. Bilinear kernel
Next, we combine the dressed vertex kernel with the
parameter function for the pump, as in Eq. (41). The
pump parameter function is assumed to be given by
ζ(k) = (2π)2ζ0wp
√
ω
c
h(ω − ωp) exp(−π2w2p|K|2), (61)
where wp is the beam waist radius and h(ω − ωp) is a
narrow real-valued spectral function, with ωp as the cen-
ter frequency. Under the monochromatic approximation,
we assume that h2(ω) = 2πδ(ω). The squared magni-
tude of the parameter function is ‖ζ(k)‖2 = |ζ0|2 given
the average number of photons in the pump state and is
proportional to the pump power.
We substitute Eq. (60) and Eq. (61) into Eq. (41) and
evaluate the integrals. The resulting expression for the
bilinear kernel reads
H(z) =iΩ1(ω1, ω2) exp
[−π2w2p|ν1K1 + ν2K2|2
+izτ1(ω1, ω2)|K1ω2 −K2ω1|2
]
, (62)
where ν1 = n1/np and ν2 = n2/np, and
Ω1(ω1, ω2) =
16π2σooeζ
∗
0wp
√
ωp
c3n2p
× ω1ω2h(ω1 + ω2 − ωp),
τ1(ω1, ω2) =
3cnpν1ν2
2ω1ω2ωp
.
(63)
C. Thin crystal approximation
The semi-classical kernels given in Eq. (44) are com-
posed of the bilinear kernel given in Eq. (62). These inte-
grals become progressively more complicated for higher
orders. To alleviate the calculation, we employ the thin
crystal approximation, which is justified by typical exper-
imental conditions.
The Rayleigh range of the pump beam is usually much
longer than the length on the nonlinear crystal. There-
fore, one can consider an expansion in terms of
ξ =
npλpz
πw2p
=
2npzc
w2pωp
, (64)
and retain only the leading order terms. However, it is
necessary to retain sub-leading order terms, because the
leading order term only can lead to divergent integrals.
In our implementation of the thin crystal approxima-
tion, we’ll only go to leading order in the prefactor, but
to sub-leading order in the argument of the exponent to
avoid divergences. Once a result is obtained, one can re-
duce the expression to the leading order term only. The
expression for the semi-classical kernels given in Eq. (44)
can now be interpreted as expansions in z, based on the
thin crystal approximation.
D. Semi-classical kernels
The leading order term in the expression for B(z) is
obtain by integrating Eq. (62) over z. The result leads to
the well-known kernel for the bi-photon component pro-
duced in spontaneous parametric down-conversion [49].
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It contains a sinc-function, which is not analytically con-
venient. Therefore, we use the thin crystal approxima-
tion to obtain an expression,
B(z) ≈
∫ z
0
H(k1,k2, z1) dz1
≈izΩ1(ω1, ω2) exp
[−π2w2p|ν1K1 + ν2K2|2
+i 12zτ1(ω1, ω2)|K1ω2 −K2ω1|2
]
, (65)
which has an equivalent expansion up the sub-leading
order in z as the one with the sinc-function.
We compute A(z) up to the second term in Eq. (44),
using the thin crystal approximation. The result reads
A(z) ≈1+ 1
2
∫ z
0
∫ z
0
H∗(z2) ⋄H(z1) dz2 dz1
≈1+ z2Ω2(ω1) exp
[
−1
2
π2w2pν
2
1 |K1 −K2|2
− i3zcnpν1
4ω1
(|K1|2 − |K2|2)] δ(ω1 − ω2). (66)
where
Ω2(ω1) =
16
√
π(ωp − ω1)ω21ωpδp|ζ0|2σ2ooe
c5n2pn
2
o(ωp − ω1)
. (67)
with δp being the bandwidth of the pump. Again, the
thin crystal approximation is used to obtain an expres-
sion that is accurate up to sub-leading order in z.
The usual Bloch-Messiah reduction approach produces
semi-classical kernel functions in the form of hyperbolic
trigonometric functions. Here, such a result can be re-
produced if we assume that the z-integrals in Eq. (44)
can be replaced by the appropriate factors of z. Indeed,
to leading order in the thin crystal approximation, H in
Eq. (62) becomes independent of z. One can then eval-
uate all the z-integrals and represent the semi-classical
kernel functions as
A(z) = cosh⋄(zH0),
B(z) =i sinh⋄(zH0),
(68)
where we defined H(0) = iH0. The functional nature of
these functions indicate that these kernel functions rep-
resent all the spatiotemporal degrees of freedom. How-
ever, beyond the leading order, these kernels cannot be
expressed as hyperbolic trigonometric functions.
E. Higher order kernels
For the higher order kernels A1(z), B1(z) and B2(z),
we’ll only consider the leading term in the expansion with
respect to z. Such expansions can be made with the aid
of the differential equations in Eq. (43) and Eq. (51).
The z integrals of these equations are repeatedly
substituted back, using the initial conditions A1(0) =
B1(0) = B2(0) = 0, in addition to those for A0(z) and
B0(z). The leading order terms for these kernels are
A1(z) ≈ 16z4H∗(0) ⋄H(0) ⋄ S(0) ⋄H(0),
B1(z) ≈ 13z3H(0) ⋄ S(0) ⋄H(0),
B2(z) ≈ 112z5H∗(0) ⋄H(0) ⋄ S(0) ⋄H(0) ⋄H∗(0).
(69)
After evaluating the integrations associated with the con-
tractions, we obtain the following expressions for the
leading order terms
A1(k1,k2,k, z) ≈− z4F1(ω1, ω2, ω) exp
[− 13π2w2p|ν(ω1)K1 − ν(ω2)K2 − ν0(ω)K|2] ,
B1(k1,k2,k, z) ≈− iz3F2(ω1, ω2, ω) exp
[− 12π2w2p|ν(ω1)K1 + ν(ω2)K2 + ν0(ω)K|2] ,
B2(k1,k2,k, z) ≈iz5F3(ω1, ω2, ω) exp
[− 14π2w2p|ν(ω1)K1 + ν(ω2)K2 − ν0(ω)K|2] ,
(70)
where ν0(ω) ≡ neff(ω)/np, and
F1(ω1, ω2, ω) =
64ζ∗0 |ζ0|2σ4δpω3/2p ωω21ω2(ωp − ω1)(ωp − ω2)
9π3/2c19/2wpn8pν(ω1)
2ν(ωp − ω1)2ν(ωp − ω2)2 h(ωp − ω + ω1 − ω2),
F2(ω1, ω2, ω) =
64π1/2|ζ0|2σ3δpωpωω21ω22
3c15/2n6pν(ω1)
2ν(ω2)2
δ(ω − ω1 − ω2),
F3(ω1, ω2, ω) =
16|ζ0|4σ5δ2pω2pωω21ω22(ωp − ω1)(ωp − ω2)
3π3c23/2w2pn
10
p ν(ω1)
2ν(ω2)2ν(ωp − ω1)2ν(ωp − ω2)2 δ(ω − ω1 − ω2).
(71)
VIII. CONCLUSIONS
Using a Wigner functional approach, we obtained an
evolution equation for the Wigner functional of the spon-
taneously down-converted state produced in a second or-
der nonlinear medium under type I phase matching. For
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this purpose, we followed an infinitesimal propagation ap-
proach, in which the infinitesimal propagation operator
is obtained from a comparison between the dynamical
equations for the field operators and the commutators
of these field operators with an ansatz for the infinitesi-
mal propagation operator. The Wigner functional of the
infinitesimal propagation operator then leads to the evo-
lution equation for the Wigner functional of the state.
We then solved the evolution equation to obtain an
expression for the Wigner functional of the state in the
form of an exponential with a polynomial functional in
its argument. It is done with the aid of a perturbative
approach up the sub-leading order in the expansion pa-
rameter. The semi-classical solution is the zeroth order
contribution in the polynomial functional. In this way
we obtain a solution beyond the semi-classical approx-
imation. It allows one to consider the case where the
pump suffers depletion during the PDC process. We also
provide expressions for all the zeroth and first order ker-
nel functions in terms of which the Wigner functional of
the state is expressed. These expressions are obtained
with the aid of the thin crystal approximation.
The fact that the final expression obtained from the
perturbative approach is not a Gaussian functional, has
detrimental consequences for calculations using this re-
sult. However, one can argue that all the kernel functions
involved in the higher order terms in the exponent are
suppressed, because all of them contain the vertex with-
out an enhancement given by the parameter function.
Therefore, one can use the more traditional perturba-
tive approach, based on the low efficiency of the unen-
hanced PDC process, to perform computation with this
state. The expression that we obtained for the sponta-
neously down-converted state can be used with the aid of
such perturbative methods to compute the measurement
results expected in experiments involving such states.
Therefore, we expect these results to be of significant rel-
evance in applications such as quantum metrology. That
is the subject of future work.
Appendix A: Coherent state assisted approach
It is often convenient to use identity operators resolved
in terms of coherent states, as given by∫
|α〉 〈α| D◦[α] = 1, (A1)
where
D◦[α] ≡ D[q] D
[ p
2π
]
, (A2)
to compute the Wigner functionals for a state or opera-
tor. For the case with an operator Aˆ, we have
WAˆ[q, p] =
∫ 〈
q + 12x
∣∣α1〉 〈α1| Aˆ |α2〉 〈α2 ∣∣q − 12x〉
× exp(−ip ⋄ x) D[x] D◦[α1, α2], (A3)
where α1 and α2 are the parameter functions of the fixed-
spectrum coherent states. Next, we use
〈q|α〉 =π−Ω/4 exp (− 12q ⋄ q − 12α∗0 ⋄ α0
+
√
2q ⋄ α0 − 12α0 ⋄ α0
)
, (A4)
to evaluate the overlaps in Eq. (A3).
The functional integration over x leads to
WAˆ[α] =N0
∫
exp
(−2‖α‖2 + 2α∗ ⋄ α1 + 2α∗2 ⋄ α
− 12‖α1‖2 − 12‖α2‖2 − α∗2 ⋄ α1
)
× 〈α1| Aˆ |α2〉 D◦[α1, α2], (A5)
where we expressed the result in terms of α(k), instead
of q(k) and p(k), and defined N0 ≡ 2Ω. Evaluating the
overlap 〈α1| Aˆ |α2〉 in Eq. (A5) and performing the func-
tional integrations over α1 and α2, one can obtain the
Wigner functional for an arbitrary operator Aˆ.
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