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ON COMPETING DEFINITIONS FOR THE
DIEDERICH-FORNÆSS INDEX
PHILLIP S. HARRINGTON
Abstract. Let Ω ⊂ Cn be a bounded pseudoconvex domain. We define
the Diederich-Fornæss index with respect to a family of functions to be the
supremum over the set of all exponents 0 < η < 1 such that there exists a
function ρη in this family that is comparable to − dist(z, bΩ) on Ω and such
that −(−ρη)η is plurisubharmonic on Ω. We first prove that computing the
Diederich-Fornæss index with respect to the family of upper semi-continuous
functions is the same as computing the Diederich-Fornæss index with respect
to the family of Lipschitz functions. When the boundary of Ω is Ck, k ≥ 2,
we prove that the Diederich-Fornæss index with respect to the family of Ck
functions is the same as the Diederich-Fornæss index with respect to the family
of C2 functions.
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1. Introduction
A domain Ω ⊂ Cn is said to be pseudoconvex if it admits a smooth, bounded,
strictly plurisubharmonic exhaustion function. Let δΩ(z) = dist(z, bΩ). Oka’s
Lemma states that Ω is pseudoconvex if and only if − log δΩ is plurisubharmonic
on Ω. For many applications, it is desirable to obtain a bounded plurisubharmonic
exhaustion function. When Ω is bounded and bΩ is C2, Diederich and Fornæss
proved that there exists an exponent 0 < η < 1 and a C2 defining function ρη
for Ω with the property that −(−ρη)η is strictly plurisubharmonic on Ω, thus
providing a bounded plurisubharmonic exhaustion function for all such domains.
The supremum of all such exponents η for a given domain Ω has come to be known
as the Diederich-Fornæss index for Ω, although in the present paper we will identify
this as the strong Diederich-Fornæss index.
2010 Mathematics Subject Classification. 32U10, 32T35.
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In contrast, we will also consider the weakest notion of the Diederich-Fornæss
index that makes sense:
Definition 1.1. Let Ω ⊂ Cn be a bounded pseudoconvex domain. We define the
weak Diederich-Fornæss index DFw(Ω) to be the supremum over all exponents 0 <
η < 1 such that there exists an upper semi-continuous plurisubharmonic function
λη on Ω satisfying
−c(δΩ)η ≤ λη ≤ −(δΩ)η
on Ω for some c > 1. If no such function exists, then we say that DFw(Ω) = 0.
We could also include an arbitrary constant in the upper bound on λη, but
we may always re-scale λη so that this constant is equal to one. By a result of
Richberg [25], we may assume that λη ∈ C∞(Ω), but we wish to examine the
regularity properties of λη on Ω more closely.
The author has shown that the weak Diederich-Fornæss index is positive when
bΩ is Lipschitz in [13]. This was motivated by work of Berndtsson and Charpentier
[3], in which they show that the Bergman Projection is regular in the Sobolev space
W s(Ω) whenever Ω ⊂ Cn is a bounded Lipschitz domain and 0 ≤ s < 12DFw(Ω).
The original result of Diederich and Fornæss is, a priori, much stronger. To
clarify this, we introduce the following family of definitions:
Definition 1.2. Let Ω ⊂ Cn be a bounded pseudoconvex domain. Let F(Ω) be
a family of functions on Ω that are at least upper semi-continuous. We define
DFF (Ω) to be the supremum over all exponents 0 < η < 1 such that there exists a
function ρη ∈ F(Ω) satisfying
−cδΩ ≤ ρη ≤ −δΩ
on Ω for some c > 1 and such that −(−ρη)η is plurisubharmonic on Ω. If no such
function exists, then we say that DFF (Ω) = 0.
We clearly have DFF (Ω) ≤ DFw(Ω). If bΩ is C1 and F(Ω) ⊂ C1(Ω), then
ρη necessarily extends to a defining function for Ω. If F = Λ1(Ω), the space of
Lipschitz functions on Ω, then it is not necessarily true that ∇ρη is uniformly
bounded away from zero almost everywhere, and hence ρη may not be a Lipschitz
defining function. For example, if ρ is a smooth defining function for a smooth
domain, then ρ˜ = ρ+Cρ2 sin(ρ−1) is a Lipschitz function on Ω that is comparable
to −δΩ near bΩ, but for C sufficiently large the gradient of ρ˜ will not be uniformly
bounded away from zero on any neighborhood of bΩ.
With this terminology, we can easily restate many results on the Diederich-
Fornæss index. Diederich and Fornæss originally proved that DFC2(Ω) > 0 when-
ever Ω has C2 boundary. In [24], Range simplified their proof to show that
DFC3(Ω) > 0 whenever Ω has C
3 boundary. In [9] and [10], Herbig and Fornæss
prove that DFC∞(Ω) = 1 whenever Ω has a smooth boundary and admits a smooth
defining function ρ that is plurisubharmonic on the boundary. Krantz, Liu, and
Peloso [17] looked at more general sufficient conditions for DFC∞(Ω) = 1 when
Ω ⊂ C2, and Liu generalized this study to Cn in [21]. Kohn [16] and Pinton and
Zampieri [23] have used DFC∞(Ω) to prove regularity for the Bergman projection
and the ∂¯-Neumann operator in Sobolev spaces, and the author [14] and Liu [20]
have carried out similar work in the special case when DFC∞(Ω) = 1. Abdulsahib
and the author [1] have estimated DFC∞(Ω) on Hartogs domains with smooth
boundaries.
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Our main goal for this paper is to clarify the relationship between these various
indices as follows:
Theorem 1.3. Let Ω ⊂ Cn be a bounded, pseudoconvex domain. Then DFΛ1(Ω) =
DFw(Ω). If bΩ is C
k for some k ≥ 2, then DFCk(Ω) = DFC2(Ω).
This will follow from Corollaries 3.2 and 7.2 below. Motivated by this, we define
Definition 1.4. Let Ω ⊂ Cn be a bounded pseudoconvex domain with C2 bound-
ary. We define the strong Diederich-Fornæss index DFs(Ω) to be DFC2(Ω).
This leaves open the question of whether DFw(Ω) = DFs(Ω) for bounded pseu-
doconvex domains with C2 boundaries. A priori, we observe that the strong
Diederich-Fornæss index seems to involve deeper geometric properties of the bound-
ary. This was explored in depth by Liu in [19]. As in Liu’s work, we will show in
Proposition 7.1 that on domains with C3 boundaries the strong Diederich-Fornæss
index may be completely characterized by the existence of a family of functions
on the boundary of Ω satisfying a differential inequality. In Proposition 5.2, we
will prove an analogous result on domains with C2 boundaries, except that this
will require working on an internal neighborhood of the boundary rather than the
boundary itself. In Section 6, we will use this characterization to estimate the
strong Diederich-Fornæss index on domains satisfying several key hypotheses.
In [19], Liu has explicitly computed DFs(Ω) when Ω is the worm domain of
Diederich and Fornæss [6]. If one could show that DFw(Ω) > DFs(Ω) for the worm
domain, then Berndtsson and Charpentier’s work [3] could be used to improve the
known Sobolev regularity for the Bergman Projection on the worm domain. Since
Barrett [2] has already shown that there is an upper bound on the Sobolev regularity
for the Bergman Projection on the worm domain, this would be significant.
We note that Diederich and Fornæss actually proved that −(−ρη)η was strictly
plurisubharmonic, while we have defined our indices with respect to plurisubhar-
monic functions. We will see in our proofs that these definitions are equivalent.
The author would like to thank Peter Pflug for bringing to his attention the
possible discrepancy between DFC2(Ω) and DFC∞(Ω).
2. Notation and Preliminary Computations
For a domain Ω ⊂ Rn, let δΩ(x) denote the distance from x ∈ Rn to bΩ. When a
unique point y ∈ bΩ exists satisfying |x−y| = δΩ(x), we write y = ξΩ(x). The signed
distance function is defined by δ˜Ω(x) = δΩ(x) outside Ω and δ˜Ω(x) = −δΩ(x) on Ω.
For x /∈ bΩ, Federer has shown that ξΩ(x) is defined if and only if δΩ is differentiable
at x, and these quantities satisfy the relationship ξΩ(x) = x − δΩ(x)∇δΩ(x) by
Theorem 4.8 (3) in [8]. Equivalently,
(2.1) ξΩ(x) = x− δ˜Ω(x)∇δ˜Ω(x),
for x /∈ bΩ such that δΩ is differentiable at x.
In Cn, we let ω(z) = i2∂∂¯|z|2 denote the Ka¨hler form for the Euclidean metric.
As a notational convenience, if Θ is a real (1, 1)-form, we define the action of Θ on
T 1,0 × T 0,1 by Θ(X, Y¯ ) = Θ(−iX ∧ Y¯ ) for any X,Y ∈ T 1,0. Hence, for example,
ω(X, Y¯ ) = 〈X,Y 〉, where 〈·, ·〉 denotes the Hermitian inner product on T 1,0×T 1,0.
The following lemma is elementary, but we record it separately since we will need
the precise values of the constants several times in this section:
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Lemma 2.1. Let a, b ∈ C and let 0 < ǫ < 1. Then
(2.2) |a+ b|2 ≥ ǫ|a|2 − ǫ
1− ǫ |b|
2.
Proof. We have
0 ≤ 1
1− ǫ |(1−ǫ)a+b|
2 = (1−ǫ)|a|2+2Re(ab¯)+ 1
1− ǫ |b|
2 = |a+b|2−ǫ|a|2+ ǫ
1− ǫ |b|
2.

We will frequently need to patch together plurisubharmonic functions without
sacrificing regularity, so the following lemma will be helpful.
Lemma 2.2. For every ξ > 0, there exists a smooth, convex function ψξ(x, y) on
R2 with the property that ψξ(x, y) = x when x ≥ y + ξ and ψξ(x, y) = y when
y ≥ x+ ξ. Such a function necessarily satisfies ∂∂xψξ(x, y) + ∂∂yψξ(x, y) = 1 on R2.
Proof. Let χ be a smooth, positive, radially symmetric function on R2 supported in
B(0, 1) such that
∫
χ = 1, and set χξ(x, y) =
2
ξ2χ
(√
2x
ξ ,
√
2y
ξ
)
, so that
∫
χξ = 1 and
χξ is supported in B
(
0, ξ√
2
)
. Let ψ0(x, y) = max{x, y}, and set ψξ(x, y) = ψ0 ∗χξ.
Since ψ0 is convex, ψξ will also be convex. When x ≥ y + ξ, ψ0(a, b) = a on
B
(
(x, y), ξ√
2
)
, so (ψ0 ∗ χξ)(x, y) = x (convolution against a normalized radially
symmetric function will preserve harmonic functions, and linear functions are har-
monic). Similarly, when y ≥ x+ ξ, ψξ(x, y) = y.
Fix (x0, y0) ∈ R2. Then convexity of ψξ implies that f(x, y) = ψξ(x0, y0) +
∂
∂xψξ(x0, y0)(x−x0)+ ∂∂yψξ(x0, y0)(y−y0) satisfies f(x, y) ≤ ψξ(x, y) for all (x, y) ∈
R2. In particular, y + ξ − f(y + ξ, y) ≥ 0 for all y ∈ R. Now
lim
y→∞
y + ξ − f(y + ξ, y)
y
= 1− ∂
∂x
ψξ(x0, y0)− ∂
∂y
ψξ(x0, y0),
so
∂
∂x
ψξ(x0, y0) +
∂
∂y
ψξ(x0, y0) ≤ 1.
Similarly,
lim
y→−∞
y + ξ − f(y + ξ, y)
−y = −1 +
∂
∂x
ψξ(x0, y0) +
∂
∂y
ψξ(x0, y0),
so
∂
∂x
ψξ(x0, y0) +
∂
∂y
ψξ(x0, y0) ≥ 1.

As a useful consequence, we have the following:
Lemma 2.3. Let Ω ⊂ Cn be a bounded pseudoconvex domain, let Uη be an open
neighborhood of bΩ, and let λη be an upper semi-continuous plurisubharmonic func-
tion satisfying −c(δΩ)η ≤ λη ≤ −(δΩ)η on Uη ∩ Ω for some c > 1 and 0 < η < 1.
Then there exists an upper semi-continuous plurisubharmonic function λ˜η on Ω
such that λ˜η = λη on U˜η ∩Ω for some neighborhood U˜η of bΩ. If λη is Ck for some
k ≥ 1 (resp. Lipschitz) on Uη ∩Ω, then λ˜η also Ck (resp. Lipschitz) on Ω. If λη is
strictly plurisubharmonic on Uη ∩ Ω, then λ˜η is also strictly plurisubharmonic on
Ω.
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Proof. Let δ0 > 0 satisfy z ∈ Uη whenever δΩ(z) ≤ δ0. Let r = supΩ |z|. Fix
ξ < 13δ
η
0 and let ψξ be given by Lemma 2.2. On Ω\Uη, let λ˜η =
(
|z|2
3r2 − 23
)
δη0 , and
on U , let λ˜η = ψξ
(
λη,
(
|z|2
3r2 − 23
)
δη0
)
. 
Hence, in all that follows we will be able to restrict to a neighborhood of bΩ
when computing the Diederich-Fornæss Indices.
3. The Weak Diederich-Fornæss Index
Our primary goal for this section is to show that the result of Richberg [25] can
be strengthened in the context of the Diederich-Fornæss index:
Proposition 3.1. Let Ω ⊂ Cn be a bounded domain and let λη be an upper semi-
continuous plurisubharmonic function on Ω such that −CηδηΩ ≤ λη ≤ −δηΩ on Ω for
some Cη > 1. Then, for every 0 < s < η, there exist constants Cs > 1, Es > 0,
and a function ρs ∈ C∞(Ω) that is Lipschitz on Ω and satisfies
−C1/ss δΩ ≤ ρs ≤ −δΩ
and
i∂∂¯(−(−ρs)s) ≥ Es(δΩ)sω.
Proof. Let χ ∈ C∞0 (Cn) be a radially symmetric nonnegative function such that
suppχ = B(0, 1) and
∫
Cn
χdV = 1. For ε > 0, set χε(z) =
1
ε2nχ
(
z
ε
)
. Then
suppχε = B(0, ε) and
∫
Cn
χεdV = 1.
Let Ωε = {z ∈ Ω : δΩ(z) > ε}. On Ωε, we may define λε = λ ∗ χε. Since
plurisubharmonicity is preserved by convolution with χε, λε is plurisubharmonic
on Ωε. By the sub-mean-value property, λ(z) ≤ λε(z) for z ∈ Ωε. On the other
hand, for z ∈ Ωε we have
λε(z) ≤ sup
w∈B(z,ε)
λ(w) ≤ − inf
w∈B(z,ε)
(δΩ(w))
η ≤ −(δΩ(z)− ε)η,
so
(3.1) − CηδηΩ ≤ λε ≤ −(δΩ − ε)η
on Ωε. Since ∇λε = λ ∗ ∇χε and ‖∇χε‖L1(Cn) ≤ O
(
1
ε
)
, we have
(3.2) |∇λε| ≤ G(δΩ + ε)ηε−1
on Ωε for some constant G > 0 independent of ε.
Fix a > 1. Since η > s, we have
lim
b→∞
(b− 1)ηb−s/2 + (a− 1)ηa−s/2
(ab)η/2(a−s/2 + b−s/2)
=∞,
so we may fix b > a satisfying
(3.3)
(b − 1)ηb−s/2 + (a− 1)ηa−s/2
(ab)η/2(a−s/2 + b−s/2)
> Cη.
Set
A = η−1ss/η
bη − aη
(b − 1)η − (a− 1)η
(
(η − s)(a−s − b−s)
bη−s − aη−s
)(η−s)/η
and
B = A
(b− 1)ηb−s − (a− 1)ηa−s
a−s − b−s .
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The function y = (x− 1)ηx−s is increasing with respect to x when x > 1, so A > 0
and B > 0. Let r = supΩ |z|. By (3.3), we may choose Es to satisfy
(3.4) 0 < Es < 2A
(
(b − 1)ηb−s/2 + (a− 1)ηa−s/2
(ab)η/2(a−s/2 + b−s/2)
− Cη
)
(ab)η/2b−sr−2.
For z ∈ Ωε, we set
σε(z) = Aε
s−ηλε(z)−Bεs + 1
2
Esb
sεs(|z|2 − r2).
Let
Kε = {z ∈ Ωε : εa ≤ δΩ(z) ≤ εb}.
Since λε is plurisubharmonic on Ωε, on Kε we have
(3.5) i∂∂¯σε ≥ Es(δΩ)sω.
From (3.2), we obtain
|∇σε| ≤ Aεs−1G
(
δΩ
ε
+ 1
)η
+ Esb
sεsr,
so on Kε we have
(3.6) |∇σε| ≤ Ab1−sG(b + 1)η(δΩ)s−1 + Esbsa−sr(δΩ)s.
Using (3.1), we have
σε ≤ −Aεs
(
δΩ
ε
− 1
)η
−Bεs.
The function y = (x1/η − 1)η is concave down, so it is bounded below by the secant
line connecting (aη, (a− 1)η) to (bη, (b− 1)η). Hence, for aη ≤ x ≤ bη, we have
(x1/η − 1)η ≥ (b− 1)
η − (a− 1)η
bη − aη x+
bη(a− 1)η − aη(b − 1)η
bη − aη .
Letting x = (δΩ(z)/ε)
η for z ∈ Kε, we find that on Kε we have
σε ≤ −Aεs (b − 1)
η − (a− 1)η
bη − aη
(
δΩ
ε
)η
−Aεs b
η(a− 1)η − aη(b− 1)η
bη − aη −Bε
s
Note that A b
η(a−1)η−aη(b−1)η
bη−aη +B = A
((b−1)η−(a−1)η)(bη−s−aη−s)
(bη−aη)(a−s−b−s) , so on Kε
(3.7) σε ≤ −Aεs
(
(b− 1)η − (a− 1)η
bη − aη
)((
δΩ
ε
)η
+
bη−s − aη−s
a−s − b−s
)
.
For z ∈ bKε, either δΩ(z) = aε or δΩ(z) = bε, so (3.7) implies
(3.8) σε ≤ −A(δΩ)s
(
(b − 1)η − (a− 1)η
bs − as
)
on bKε.
Using elementary calculus, one can check that the function y = xη−s+ b
η−s−aη−s
a−s−b−s x
−s
has a unique minimum (for x > 0) at x =
(
s(bη−s−aη−s)
(η−s)(a−s−b−s)
)1/η
. After some simpli-
fication at this critical point, we find that
xη−s +
bη−s − aη−s
a−s − b−s x
−s ≥ ηs−s/η
(
bη−s − aη−s
(η − s)(a−s − b−s)
)(η−s)/η
.
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For z ∈ Kε, we may substitute x = δΩ(z)ε in this inequality. Recalling the definition
of A, we see that (3.7) implies
(3.9) σε ≤ −(δΩ)s on Kε.
On the other hand, (3.1) also gives us
σε ≥ −AεsCη
(
δΩ
ε
)η
−Bεs − 1
2
Esb
sεsr2.
When z ∈ Kε satisfies δΩ(z) =
√
abε, we have
σε(z) ≥ −(δΩ(z))s(ab)−s/2
(
ACη(ab)
η/2 +B +
1
2
Esb
sr2
)
.
If we set
ξ = (ab)−s/2
(
A
(
(b − 1)ηb−s/2 + (a− 1)ηa−s/2
(ab)η/2(a−s/2 + b−s/2)
− Cη
)
(ab)η/2 − 1
2
bsr2Es
)
,
then (3.4) guarantees ξ > 0. Hence
σε(z) ≥ −(δΩ(z))s
(
(ab)−s/2
(
B +A
(b − 1)ηb−s/2 + (a− 1)ηa−s/2
a−s/2 + b−s/2
)
− ξ
)
whenever z ∈ Kε satisfies δΩ(z) =
√
abε. Note that
B +A
(b− 1)ηb−s/2 + (a− 1)ηa−s/2
a−s/2 + b−s/2
= A
(b − 1)η − (a− 1)η
a−s − b−s (ab)
−s/2,
so
(3.10) σε(z) ≥ −(δΩ(z))s
(
A
(b − 1)η − (a− 1)η
bs − as − ξ
)
when δΩ(z) =
√
abε.
Combining (3.8) and (3.10), we see that
ξ ≤ inf
ε>0
inf
{z∈Kε:δΩ(z)=
√
abε}
σε(z)
(δΩ(z))s
− sup
ε>0
sup
z∈bKε
σε(z)
(δΩ(z))s
.
Let ψξ be the function given by Lemma 2.2. Fix
a−1 sup
Ω
δΩ > ε0 > (ab)
−1/2 sup
Ω
δΩ,
and for j ∈ N, let εj = ε0
(
a
b
)j/2
. Define σs by
σs(z) = ε
s
jψξ
(
σεj (z)
εsj
,
σεj+1 (z)
εsj
)
when aεj ≤ δΩ(z) <
√
abεj
for all j ≥ 0. Note that aεj =
√
abεj+1 and
√
abεj = bεj+1. When z ∈ Ω satisfies
δΩ(z) =
√
abεj , we have
σεj (z)
εsj
= (ab)s/2
σεj (z)
(δΩ(z))s
≥ (ab)s/2
(
σεj+1 (z)
(δΩ(z))s
+ ξ
)
=
σεj+1 (z)
εsj
+ (ab)s/2ξ,
and when δΩ(z) =
√
abεj+1, we have
σεj+1 (z)
εsj
= as
σεj+1 (z)
(δΩ(z))s
≥ as
(
σεj (z)
(δΩ(z))s
+ ξ
)
=
σεj (z)
εsj
+ asξ.
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Hence, σs = σεj in a neighborhood of {z ∈ Ω : δΩ(z) =
√
abεj}, so σs is smooth on
Ω. Convexity of ψξ and (3.5) guarantee that
i∂∂¯σs ≥ Es(δΩ)sω
on Ω. We have σs ≤ −(δΩ)s on Ω by (3.9). Clearly σs(δΩ)s has a uniform lower bound
onKε, so there must exist Cs > 0 such that σs ≥ −Cs(δΩ)s. Since the upper bound
in (3.6) is independent of ε and
∂ψξ
∂x (x, y) +
∂ψξ
∂y (x, y) = 1, we have
|∇σs| ≤ Ab1−sG(b + 1)η(δΩ)s−1 + Esbsa−sr(δΩ)s on Ω.
If we define ρs = −(−σs)1/s, then we immediately obtain all of the necessary prop-
erties except for the fact that it is Lipschitz. To check this, we use (−σs)(1−s)/s ≤
C
(1−s)/s
s (δΩ)
1−s on Ω to show
|∇ρs| ≤ 1
s
(−σs)(1−s)/s |∇σs| ≤ 1
s
C(1−s)/ss
(
Ab1−sG(b + 1)η + Esbsa−sr(δΩ)
)
,
so ρs has a uniformly bounded gradient. Since bΩ is not necessarily rectifiable,
this does not necessarily imply that ρs is Lipschitz. Let z, w ∈ Ω. If |z − w| <
δΩ(z) + δΩ(w), then the line segment connecting z to w must lie entirely in Ω, so
|ρs(z)− ρs(w)| ≤ |z − w| sup
Ω
|∇ρs|.
If |z − w| ≥ δΩ(z) + δΩ(w), then
|ρs(z)− ρs(w)| ≤ C1/ss (δΩ(z) + δΩ(w)) ≤ C1/ss |z − w|.
In either case, we have a uniform bound on the Lipschitz constant, so ρs is Lipschitz
on Ω.

Corollary 3.2. Let Ω ⊂ Cn be a bounded pseudoconvex domain. Then DFw(Ω) =
DFΛ1(Ω).
Proof. ClearlyDFw(Ω) ≥ DFΛ1 (Ω). Suppose there existsDFw(Ω) > η > DFΛ1 (Ω).
By definition, there exists λη satisfying the hypotheses of Proposition 3.1. Fix
DFΛ1(Ω) < s < η and let ρs be given by Proposition 3.1. Then the existence of ρs
implies s ≤ DFΛ1(Ω), a contradiction. 
4. The Distance Function on C2 Domains
Throughout this paper, we use the signed distance function δ˜Ω as our canonical
defining function. While there are many advantages to working with an arbitrary
defining function as in [24] or [19, 21], this necessitates working on a C3 domain in
order to study the rate at which the hessian changes across the level curves of the
defining function. With the signed distance function, we have Weinstock’s formula
(4.4), which gives us the same information using only second derivatives of the
defining function. We will see that this is essential when working on C2 domains.
We will now outline the key results for the signed distance function on C2 do-
mains. For a domain Ω ⊂ Rn with C2 boundary, there exists a neighborhood U
of bΩ such that for every point x ∈ U there exists a unique point ξΩ(x) ∈ bΩ
such that δΩ(x) = |x − ξΩ(x)| (this follows from Theorem 4.18 in [8]). We may
assume that U is sufficiently small so that δ˜Ω is C
2 on U by a result of Krantz
and Parks [18]. In particular, (2.1) holds on U . For x ∈ U , we easily check that
ξΩ((1− t)ξΩ(x) + tx) = ξΩ(x) and δΩ((1− t)ξΩ(x) + tx) = tδΩ(x) for all 0 ≤ t ≤ 1,
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so (2.1) gives us ∇δΩ((1 − t)ξΩ(x) + tx) = ∇δΩ(x) for all 0 < t ≤ 1. In particular,
taking a limit as t→ 0+, we see that
(4.1) ∇δ˜Ω(x) = ∇δ˜Ω(ξΩ(x))
on U . If we use ∇2δ˜Ω(x) to denote the Hessian of δ˜Ω, I to denote the identity
matrix, and treat the gradient as a column vector, we may differentiate (2.1) to
compute the Jacobian matrix
(4.2) ∇ξΩ(x) = I − δ˜Ω(x)∇2δ˜Ω(x)− (∇δ˜Ω(x))(∇δ˜Ω(x))T
for all x ∈ U . Since ∇δ˜Ω · ∇δ˜Ω = 1 on U , we may also differentiate this to obtain
(4.3) (∇2δ˜Ω(x))(∇δ˜Ω(x)) = 0
for all x ∈ U . Using (4.1), (4.2), and (4.3) to differentiate (4.1), we find that
∇2δ˜Ω(x) = ∇2δ˜Ω(ξΩ(x))
(
I − δ˜Ω(x)∇2 δ˜Ω(x)
)
on U . On U , we may use linear algebra to solve this for ∇2δ˜Ω(x) to obtain Wein-
stock’s formula [27] (see also [15] and [12] for further exposition on this formula):
∇2δ˜Ω(x) =
(
I + δ˜Ω(x)∇2δ˜Ω(ξΩ(x))
)−1
∇2δ˜Ω(ξΩ(x)).
For our purposes, it will suffice to compute the low order approximation
(4.4)
∣∣∣∣∇2δ˜Ω(x)−∇2δ˜Ω(ξΩ(x)) + δ˜Ω(x)(∇2δ˜Ω(ξΩ(x)))2
∣∣∣∣ ≤ O((δΩ(x))2)
for all x ∈ U .
Our key results will rely on comparing the signed distance function to a defining
function with better potential theoretic properties. For this purpose, the following
lemma will be crucial:
Lemma 4.1. Let Ω ⊂ Rn be a bounded domain with a Ck boundary, k ≥ 1, and
let ρ1 and ρ2 be C
k defining functions for Ω on some neighborhood U of bΩ. Then
ρ1 = hρ2 for some positive function h ∈ Ck−1(U) ∩ Ck(U\bΩ) satisfying
(4.5) lim
ε→0+
ε ‖h‖Ck(Uε) = 0,
where Uε = {x ∈ U : δΩ(x) > ε} for any ε > 0.
Proof. That h exists and h ∈ Ck−1(U) is well known (see Lemma 1.1.3 in [5], for
example). That h ∈ Ck(U\bΩ) is easily confirmed since h = ρ1ρ2 on U\bΩ.
For a function f that is Cℓ in a neighborhood of a point p ∈ Rn for some ℓ ≥ 0,
we let P ℓf,p(x) denote the ℓth Taylor Polynomial for f centered at p. For p ∈ bΩ,
ρ2(p) = 0 implies that
Ep(x) = ρ1(x) − P k−1h,p (x)ρ2(x)
is an element of Ck(U) with a vanishing kth Taylor polynomial centered at p. As
a result, for any 0 ≤ ℓ ≤ k and differential operator Dℓ of order ℓ defined on
U , |DℓEp(x)| ≤ o(|x − p|k−ℓ) as x → p. Let U0 be a neighborhood of bΩ that is
relatively compact in U . If we set Fp,Dℓ(x) =
DℓEp(x)
|x−p|k−ℓ when x 6= p and Fp,Dℓ(p) = 0,
then Fp,Dℓ(x) is a continuous function for (p, x) ∈ bΩ×U0. Since bΩ×U0 is compact,
|Fp,Dℓ(x)| ≤ fDℓ(|x − p|) on bΩ × U0 for a continuous function fDℓ : R → R that
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vanishes at 0. Hence, for every 0 ≤ ℓ ≤ k and differential operator Dℓ of order ℓ
there exists a continuous function fDℓ on R vanishing at 0 such that
(4.6) |DℓEp(x)| ≤ |x− p|k−ℓfDℓ(|x− p|)
whenever p ∈ bΩ and x ∈ U0.
On U\bΩ
h(x) =
ρ1(x)
ρ2(x)
=
P k−1h,p (x)ρ2(x) + Ep(x)
ρ2(x)
= P k−1h,p (x) +
Ep(x)
ρ2(x)
.
For p ∈ bΩ and M > 0 sufficiently large,
Γp,M = {x ∈ U : |x− p| ≤M |ρ2(x)|}
defines a non-tangential approach region for p. On Γp,M , (4.6) implies that for any
kth order differential operator Dk we have
|Dkh(x)| =
∣∣∣∣DkEp(x)ρ2(x)
∣∣∣∣ ≤ o
(
1
|x− p|
)
,
with limx→p |x− p||Dkh(x)| = 0 uniformly in x and p. 
5. The Strong Diederich-Fornæss Index on C2 Domains
We begin by defining some key hermitian invariants. Let Ω ⊂ Cn be a domain
with C2 boundary, and let U be a neighborhood of bΩ on which δ˜Ω is C
2. We define
the real one-form
αΩ = 4
n∑
j=1
Re
(
∂δ˜Ω
∂z¯j
∂¯
(
∂δ˜Ω
∂zj
))
on U . Using (5.85) in [26] and the fact that
∣∣∣∂δ˜Ω∣∣∣2 = 12 on U , αΩ|bΩ agrees with
D’Angelo’s one-form (see 5.9 in [26] for further background on this one-form). While
αΩ itself is only a hermitian invariant, the cohomology class represented by the
restriction of αΩ to any complex submanifold in bΩ is an important biholomorphic
invariant [4].
For z ∈ U , let νz ∈ T 1,0z denote the unique vector satisfying ∂δ˜Ω(νz) = 1 and
|νz| = 1|∂δ˜Ω| =
√
2, i.e.,
(5.1) νz = 4
n∑
j=1
∂δ˜Ω
∂z¯j
∂
∂zj
.
Then for any τz ∈ T 1,0z , we have
(5.2) αΩ(τz) =
i
2
∂∂¯δ˜Ω(τz , ν¯z).
Let π1,0αΩ (resp. π0,1αΩ) denote the projection of αΩ onto its (1, 0) component
(resp. (0, 1)-component). On U , we also define a real, positive semi-definite (1, 1)-
form
βΩ =
n∑
j=1
i
(
∂
∂δ˜
∂zj
∧ ∂¯ ∂δ˜
∂z¯j
+ ∂
∂δ˜
∂z¯j
∧ ∂¯ ∂δ˜
∂zj
)
− 2iπ1,0αΩ ∧ π0,1αΩ.
Once again, βΩ is only a hermitian invariant. If we restrict βΩ to βΩ(τ, τ¯ ) at
z ∈ bΩ, where τ ∈ T 1,0z lies in the kernel of the Levi-form at z, then βΩ agrees
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with the definition given in [11]. Section 3 of [11] contains further background on
the relationship between αΩ and βΩ, which will not be relevant for the present
paper. We note that the semi-definite nature of βΩ can be confirmed by rotating
coordinates so that for z ∈ U , ∂δ˜Ω|z = − i2dzn. Then αΩ|z = −2 Im
(
∂¯
(
∂δ˜Ω
∂zn
)
|z
)
.
Since (4.3) implies αΩ|z = −2 Im
(
∂¯
(
∂δ˜Ω
∂z¯n
)
|z
)
as well, we have
βΩ|z =
n−1∑
j=1
i
(
∂
∂δ˜
∂zj
∧ ∂¯ ∂δ˜
∂z¯j
+ ∂
∂δ˜
∂z¯j
∧ ∂¯ ∂δ˜
∂zj
)
,
which is clearly positive semi-definite.
The utility of αΩ and βΩ can be seen by considering (4.4) in complex coordinates.
If we write zj = xj + iyj , (4.4) implies
i∂∂¯δ˜Ω|z = i∂∂¯δ˜Ω|ξΩ(z) +
n∑
j=1
(−δ˜Ω(z))i
(
∂
∂δ˜Ω
∂xj
∧ ∂¯ ∂δ˜Ω
∂xj
+ ∂
∂δ˜Ω
∂yj
∧ ∂¯ ∂δ˜Ω
∂yj
)∣∣∣∣
ξΩ(z)
+O((δΩ(z))
2)
for every z ∈ U . Expressing this in complex coordinates, we find that
(5.3)
i∂∂¯δ˜Ω|z = i∂∂¯δ˜Ω|ξΩ(z) + 2(−δ˜Ω(z)) (βΩ + 2iπ1,0αΩ ∧ π0,1αΩ)
∣∣∣∣
ξΩ(z)
+O((δΩ(z))
2)
Our first lemma provides the key identity relating our plurisubharmonic functions
to the appropriate defining function.
Lemma 5.1. Let Ω ⊂ Cn be a bounded domain with C2 boundary. Suppose that
there exists a neighborhood of bΩ denoted U and a function ϕ ∈ C2(U\bΩ)∩C1(U)
such that
(5.4) lim
ε→0+
ε ‖ϕ‖C2({z∈Ω∩U :δΩ(z)>ε}) = 0.
For 0 < η < 1 and t ∈ R, on U ∩ Ω we set λη = −
(
−e−t|z|2−ϕδ˜Ω
)η
. Given
Mη ∈ R, there exists a neighborhood Uη of bΩ such that δ˜Ω is C2 on Uη and
i∂∂¯λη(ν, ν¯) − 2Mη(−λη) > 0 on Uη ∩ Ω. Furthermore, for any τ ∈ T 1,0(Uη) such
that ∂δ˜Ω(τ) ≡ 0, we have
(5.5)
1
η(−λη(z))
(
i∂∂¯λη(τ, τ¯ )|z −Mη(−λη(z))|τ |2 −
∣∣i∂∂¯λη(τ, ν¯)|z∣∣2
i∂∂¯λη(ν, ν¯)|z − 2Mη(−λη(z))
)
= (2t− η−1Mη) |τ |2 + i∂∂¯ϕ(τ, τ¯ )|z + (−δ˜(z))−1i∂∂¯δ˜(τ, τ¯ )|ξΩ(z) + 2β(τ, τ¯ )|ξΩ(z)
− η
1− η
∣∣(t∂|z|2(τ) + ∂ϕ(τ)) |z − 2α(τ)|ξΩ(z)∣∣2 +Θη(τ, τ¯ ),
where Θη is a real (1, 1)-form on Uη ∩Ω with continuous coefficients that vanish on
bΩ.
Proof. We assume that we have already restricted to a neighborhood Uη of bΩ, to be
determined later, on which δ˜Ω is C
2. Since log(−λη) = η
(
−t|z|2 − ϕ+ log(−δ˜Ω)
)
,
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we have
∂λη = η(−λη)
(
t∂|z|2 + ∂ϕ+ (−δ˜Ω)−1∂δ˜Ω
)
,
so
(5.6) ∂λη(τ) = η(−λη)
(
t∂|z|2(τ) + ∂ϕ(τ))
and
(5.7)
∣∣∣∂λη(ν)− η(−λη)(−δ˜Ω)−1∣∣∣ ≤ O((−λη)).
Furthermore, we have
i∂∂¯λη = −(−λη)−1i∂λη ∧ ∂¯λη
+ η(−λη)
(
2tω + i∂∂¯ϕ+ (−δ˜Ω)−1i∂∂¯δ˜Ω + (−δ˜Ω)−2i∂δ˜Ω ∧ ∂¯δ˜Ω
)
.
We first confirm that∣∣∣i∂∂¯λη(ν, ν¯) + (−λη)−1 |∂λη(ν)|2 − η(−λη)(−δ˜Ω)−2∣∣∣ ≤ O((−λη)(−δ˜Ω)−1).
Using (5.7), we have
(5.8)
∣∣∣i∂∂¯λη(ν, ν¯)− η(1 − η)(−λη)(−δ˜Ω)−2∣∣∣ ≤ O((−λη)(−δ˜Ω)−1).
Since 0 < η < 1 and 2Mη(−λη) is bounded by the error term, we may choose Uη
sufficiently small so that i∂∂¯λη(ν, ν¯)− 2Mη(−λη) > 0 on Uη ∩ Ω.
Using (5.2), we have
i∂∂¯λη(τ, ν¯) = −(−λη)−1∂λη(τ)∂λη(ν) + η(−λη)
(
i∂∂¯ϕ(τ, ν¯) + 2(−δ˜Ω)−1αΩ(τ)
)
.
From (5.4), we know that limz→bΩ(−δ˜Ω(z))i∂∂¯ϕ(τ, ν¯)|z = 0 with uniform conver-
gence, which we will denote
∣∣i∂∂¯ϕ(τ, ν¯)∣∣ ≤ o((−δ˜Ω)−1|τ |). Using (5.7), we have
(5.9)∣∣∣i∂∂¯λη(τ, ν¯) + η(−δ˜Ω)−1∂λη(τ)− 2η(−λη)(−δ˜Ω)−1αΩ(τ)∣∣∣ ≤ o((−λη)(−δ˜Ω)−1|τ |) .
Combining (5.9) with (5.8), we obtain
(5.10)
∣∣∣∣∣
∣∣i∂∂¯λη(τ, ν¯)∣∣2
i∂∂¯λη(ν, ν¯)− 2Mη(−λη) −
η |∂λη(τ)− 2(−λη)αΩ(τ)|2
(1− η)(−λη)
∣∣∣∣∣ ≤ o ((−λη)|τ |2) .
Finally, we have
i∂∂¯λη(τ, τ¯ ) = −(−λη)−1 |∂λη(τ)|2
+ η(−λη)
(
2t |τ |2 + i∂∂¯ϕ(τ, τ¯ ) + (−δ˜Ω)−1i∂∂¯δ˜Ω(τ, τ¯ )
)
.
From (5.3), we obtain for any z ∈ Uη ∩ Ω,
(5.11)∣∣∣i∂∂¯λη(τ, τ¯ )|z + (−λη(z))−1 |∂λη(τ)|z |2 − η(−λη(z))(2t |τ |2 + i∂∂¯ϕ(τ, τ¯ )|z)
− η(−λη(z))
(
(−δ˜Ω(z))−1i∂∂¯δ˜Ω(τ, τ¯ )|ξΩ(z) + 2(βΩ(τ, τ¯ ) + 2 |αΩ(τ)|2)|ξΩ(z)
) ∣∣∣
≤ O
(
(−λη(z))(−δ˜Ω(z))|τ |2
)
.
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To combine (5.11) with (5.10), we first compute
η |∂λη(τ) − 2(−λη)αΩ(τ)|2
(1 − η)(−λη) + (−λη)
−1 |∂λη(τ)|2 − 4η(−λη) |αΩ(τ)|2
=
|∂λη(τ)− 2η(−λη)αΩ(τ)|2
(1− η)(−λη) .
Since (5.3) also implies
∣∣αΩ(τ)|z − αΩ(τ)ξΩ(z)∣∣ ≤ O((−δ˜Ω(z))|τ |), we may substitute
this in (5.10) and combine this with (5.11) to obtain∣∣∣∣∣i∂∂¯λη(τ, τ¯ )|z −
∣∣i∂∂¯λη(τ, ν¯)∣∣2
i∂∂¯λη(ν, ν¯)− 2Mη(−λη) |z
+
∣∣∂λη(τ)|z − 2η(−λη(z))αΩ(τ)|ξΩ(z)∣∣2
(1 − η)(−λη(z))
− η(−λη(z))
(
2t |τ |2 + i∂∂¯ϕ(τ, τ¯ )|z + (−δ˜Ω(z))−1i∂∂¯δ˜Ω(τ, τ¯ )|ξΩ(z)
)
− η(−λη(z))2βΩ(τ, τ¯ )|ξΩ(z)
∣∣∣∣∣ ≤ o ((−λη(z))|τ |2) .
If we substitute (5.6) in this, (5.5) will follow.

Now we are ready to characterize DFC2(Ω) when Ω only has a C
2 boundary.
Proposition 5.2. Let Ω ⊂ Cn be a bounded pseudoconvex domain with C2 bound-
ary, and let r = supΩ |z|.
(1) Suppose that for some 0 < η < 1 and Mη ∈ R there exists a C2 defining
function ρη for Ω with the property that λη = −(−ρη)η satisfies i∂∂¯λη ≥
Mη(−λη)ω on Uη ∩ Ω for some neighborhood Uη of bΩ. Then for every
0 < s < η and Ns <
1
2r2
(
1
s − 1η
)
+ η−1Mη there exists a neighborhood
Us ⊂ Uη of bΩ and a function ϕs ∈ C1(Us) ∩ C2(Us\bΩ) satisfying (5.4)
such that for every z ∈ Us ∩Ω and τ ∈ T 1,0z satisfying ∂δ˜Ω(τ) = 0, we have
(5.12) Ns |τ |2 + s
1− s
∣∣∂ϕs(τ)|z − 2α(τ)|ξΩ(z)∣∣2 ≤
i∂∂¯ϕs(τ, τ¯ )|z + (−δ˜(z))−1i∂∂¯δ˜(τ, τ¯ )|ξΩ(z) + 2β(τ, τ¯ )|ξΩ(z).
(2) Suppose that for some 0 < s < 1 and Ns ∈ R there exists a neighborhood
Us of bΩ and a function ϕs ∈ C1(Us) ∩ C2(Us\bΩ) satisfying (5.4) such
that for every z ∈ Us ∩Ω and τ ∈ T 1,0z satisfying ∂δ˜Ω(τ) = 0, we have
(5.13) Ns |τ |2 + s
1− s
∣∣∂ϕs(τ)|z − 2α(τ)|ξΩ(z)∣∣2 ≤
i∂∂¯ϕs(τ, τ¯ )|z + (−δ˜(z))−1i∂∂¯δ˜(τ, τ¯ )|ξΩ(z) + 2β(τ, τ¯ )|ξΩ(z).
Then for every 0 < η < s and Mη <
1
2r2
(
1− ηs
)
+ ηNs there exists a
C2 defining function ρη for Ω such that λη = −(−ρη)η satisfies i∂∂¯λη ≥
Mη(−λη)ω on Uη ∩ Ω for some neighborhood Uη of bΩ.
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Proof. To prove (1), we may assume that Uη is at least as small as the Uη given
by Lemma 5.1. Using Lemma 4.1, we write ρη = hη δ˜Ω for hη ∈ C1(U)∩C2(U\bΩ)
satisfying (4.5). We set t = − 12r2
(
1
s − 1η
)
< 0. Since hη > 0 on Uη, we may define
ϕs(z) = − loghη(z)− t|z|2 on Uη. (5.4) will follow from (4.5).
For any z ∈ Uη ∩ Ω and τ ∈ T 1,0z satisfying ∂δ˜Ω(τ) = 0, we set
L = τ − i∂∂¯λη(τ, ν)
i∂∂¯λη(ν, ν)− 2Mη(−λη)ν.
Then we have
0 ≤ i∂∂¯λη(L, L¯)−Mη(−λη)|L|2
= i∂∂¯λη(τ, τ¯ )−Mη(−λη)|τ |2 −
∣∣i∂∂¯λη(τ, ν¯)∣∣2
i∂∂¯λη(ν, ν¯)− 2Mη(−λη) .
By (5.5), we have
0 ≤ (2t− η−1Mη) |τ |2 + i∂∂¯ϕs(τ, τ¯ )|z + (−δ˜Ω(z))−1i∂∂¯δ˜Ω(τ, τ¯ )|ξΩ(z)
+ 2βΩ(τ, τ¯ )|ξΩ(z) −
η
1− η
∣∣(t∂|z|2(τ) + ∂ϕs(τ)) |z − 2αΩ(τ)|ξΩ(z)∣∣2 +Θη(τ, τ¯ ),
Note that
∣∣t∂|z|2(τ)∣∣ ≤ −√2rt|τ |. If we set ǫ = (1−η)sη(1−s) , then ǫ1−ǫ = (1−η)sη−s , so we
may use (2.2) to obtain∣∣(t∂|z|2(τ) + ∂ϕs(τ)) |z − 2αΩ(τ)|ξΩ(z)∣∣2
≥ (1− η)s
η(1 − s)
∣∣∂ϕs(τ)|z − 2αΩ(τ)|ξΩ(z)∣∣2 − (1− η)sη − s 2r2t2|τ |2.
so we obtain
0 ≤ −
(
1
2r2
(
1
s
− 1
η
)
+ η−1Mη
)
|τ |2 + i∂∂¯ϕs(τ, τ¯ )|z
+ (−δ˜Ω(z))−1i∂∂¯δ˜Ω(τ, τ¯ )|ξΩ(z) + 2βΩ(τ, τ¯ )|ξΩ(z)
− s
1− s
∣∣∂ϕs(τ)|z − 2αΩ(τ)|ξΩ(z)∣∣2 +Θη(τ, τ¯ ).
If we choose Us sufficiently small so that
Θη(τ, τ¯ ) ≤
(
1
2r2
(
1
s
− 1
η
)
+ η−1Mη −Ns
)
|τ |2
on Us, then we will have (5.12).
To prove (2), we let ρη = e
−t|z|2−ϕs δ˜Ω for t = 12r2
(
1
η − 1s
)
> 0. As before, we
assume that Uη ⊂ Us has been chosen sufficiently small so that Lemma 5.1 applies.
Fix z ∈ Uη and let L ∈ T 1,0z . Set τ = L − ∂δ˜Ω(L)ν, so that ∂δ˜Ω(τ) = 0. Set
ǫ = η(1−s)(1−η)s , so that
ǫ
1−ǫ =
η(1−s)
s−η . We may use (2.2) to obtain∣∣∂ϕs(τ)|z − 2αΩ(τ)|ξΩ(z)∣∣2
≥ η(1− s)
(1− η)s
∣∣(t∂|z|2(τ) + ∂ϕs(τ)) |z − 2αΩ(τ)|ξΩ(z)∣∣2 −
(
η(1− s)
s− η
)
2r2t2|τ |2.
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Substituting this into (5.13), we have(
Ns −
(
ηs
s− η
)
2r2t2
)
|τ |2 + η
1− η
∣∣(t∂|z|2(τ) + ∂ϕs(τ)) |z − 2αΩ(τ)|ξΩ(z)∣∣2 ≤
i∂∂¯ϕs(τ, τ¯ )|z + (−δ˜Ω(z))−1i∂∂¯δ˜Ω(τ, τ¯ )|ξΩ(z) + 2βΩ(τ, τ¯ )|ξΩ(z).
Combining this with (5.5), we obtain
1
η(−λη(z))
(
i∂∂¯λη(τ, τ¯ )|z −Mη(−λη(z))|τ |2 −
∣∣i∂∂¯λη(τ, ν¯)|z∣∣2
i∂∂¯λη(ν, ν¯)|z − 2Mη(−λη(z))
)
≥
(
1
2r2
(
1
η
− 1
s
)
− η−1Mη +Ns
)
|τ |2 +Θη(τ, τ¯ ),
If we choose Uη sufficiently small so that
Θη(τ, τ¯ ) ≥ −
(
1
2r2
(
1
η
− 1
s
)
− η−1Mη +Ns
)
|τ |2
on Uη ∩ Ω, then we have
1
η(−λη(z))
(
i∂∂¯λη(τ, τ¯ )|z −Mη(−λη(z))|τ |2 −
∣∣i∂∂¯λη(τ, ν¯)|z∣∣2
i∂∂¯λη(ν, ν¯)|z − 2Mη(−λη(z))
)
≥ 0
on Uη ∩ Ω.
Now,
i∂∂¯λη(L, L¯)−Mη(−λη)|L|2
= i∂∂¯λη(τ, τ¯ )−Mη(−λη)|τ |2 − 2Re
(
i∂∂¯λη(τ, ν¯)∂¯δ˜Ω(L¯)
)
+ (i∂∂¯λη(ν, ν¯)− 2Mη(−λη))
∣∣∣∂δ˜Ω(L)∣∣∣2 .
Rearranging terms, we have
i∂∂¯λη(L, L¯)−Mη(−λη)|L|2
= i∂∂¯λη(τ, τ¯ )−Mη(−λη)|τ |2 −
∣∣i∂∂¯λη(τ, ν¯)∣∣2
i∂∂¯λη(ν, ν¯)− 2Mη(−λη)
+ (i∂∂¯λη(ν, ν¯)− 2Mη(−λη))
∣∣∣∣∂δ˜Ω(L)− i∂∂¯λη(τ, ν¯)i∂∂¯λη(ν, ν¯)− 2Mη(−λη)
∣∣∣∣
2
.
Since the final term is positive on Uη, we have i∂∂¯λη(L, L¯)−Mη(−λη)|L|2 ≥ 0 on
Uη ∩ Ω. Since L was arbitrary, we are done. 
6. Estimates for the Strong Diederich-Fornæss Index
Proposition 5.2 allows us to provide a quantitative statement of Diederich and
Fornæss’s original result. It is of great interest to note that this lower bound for the
Diederich-Fornæss index depends entirely on the size of the form αΩ when restricted
to the null-space of the Levi-form and the size of Ω. These are not biholomorphic
invariants, but this should be expected since our method depends heavily on the
function |z|2 generating the Ka¨hler form for the Euclidean metric. It is known that
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αΩ is d-closed when restricted to a complex submanifold in the boundary [4]. When
this restriction is also d-exact, this can be used to construct an improved weight
function ϕ and strengthen this result, as studied by the author in [11].
Corollary 6.1. Let Ω ⊂ Cn be a bounded pseudoconvex domain with C2 boundary.
Let r = supΩ |z|. For p ∈ bΩ, define
Np(Ω) =
{
τ ∈ T 1,0(bΩ) : i∂∂¯δ˜Ω(τ, θ¯)|p = 0 for all θ ∈ T 1,0(bΩ)
}
and
A = sup
{p∈bΩ:Np(Ω) 6=∅}
sup
τ∈Np(Ω)\{0}
|αΩ(τ)|
|τ | ,
unless Ω is strictly pseudoconvex, in which case A = 0. Then
DFC2(Ω) ≥ 1
1 + 4
√
2Ar
Proof. Fix 0 < η < 1
1+4
√
2Ar
. Then 12r2+
√
2A
r − 12r2η < −
√
2A
r , so we may choose Ns
satisfying 12r2 +
√
2A
r − 12r2η < Ns < −
√
2A
r . Let s =
1
1+2
√
2Ar
, and note that s > η
necessarily. Fix p ∈ bΩ. Let ℓp denote the smallest eigenvalue of the Levi-form at p.
For τ ∈ T 1,0(bΩ), we have a decomposition τ |p = τ1 + τ2 where τ1 ∈ Np(Ω) (which
may be trivial) and τ2 is orthogonal to Np(Ω). Hence, i∂∂¯δ˜Ω(τ, τ¯ ) ≥ ℓp|τ2|2. At p,
Ns |τ |2 +
√
2
Ar
|αΩ(τ)|2 ≤(
Ns +
√
2A
r
)
|τ1|2 +Ns |τ2|2 + 2
√
2
r
|τ1| |αΩ(τ2)|+
√
2
Ar
|αΩ(τ2)|2 .
For any 0 < ǫ < −
(
Ns +
√
2A
r
)
, there exists Cǫ > 0 such that
Ns |τ |2 +
√
2
Ar
|αΩ(τ)|2 ≤ −ǫ |τ1|2 + Cǫ |τ2|2 ≤ −ǫ |τ |2 + (Cǫ + ǫ)ℓ−1p i∂∂¯δ˜Ω(τ, τ¯ ).
Since β is a positive semi-definite form, we have a neighborhood Up of p such that
Ns |τ |2 +
√
2
Ar
∣∣αΩ(τ)|ξΩ(z)∣∣2 ≤ (−δ˜Ω(z))−1i∂∂¯δ˜Ω(τ, τ¯ )|ξΩ(z) + 2βΩ(τ, τ¯ )|ξΩ(z)
for all z ∈ Up ∩ Ω and τ ∈ T 1,0z satisfying ∂δ˜Ω(τ)|z = 0. Since s1−s = 12√2Ar and
bΩ is compact, there exists a neighborhood Us of bΩ such that (5.13) is satisfied on
Us ∩ Ω for ϕs = 0.
Now 12r2
(
1
η − 1s
)
+ Ns > 0, so we may choose 0 < Mη <
1
2r2
(
1− ηs
)
+ ηNs so
that Proposition 5.2 (2) implies the existence of Uη and a C
2 defining function ρη
such that −(−ρη)η is strictly plurisubharmonic on Uη ∩ Ω. Using Lemma 2.3, we
may extend ρη to all of Ω, so DFC2(Ω) > η whenever 0 < η <
1
1+4
√
2Ar
. 
It is also of interest to consider weight functions with self-bounded gradients, as
defined by McNeal in [22]. Recall that a domain Ω ⊂ Cn is said to satisfy Property
(P˜ ) if for every B > 0 there exists a plurisubharmonic function φ ∈ C2(Ω) such
that i∂∂¯φ ≥ i∂φ ∧ ∂¯φ on Ω and i∂∂¯φ ≥ Bω on bΩ.
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Corollary 6.2. Let Ω ⊂ Cn be a bounded pseudoconvex domain with C2 boundary.
Let Np(Ω) and A be as in Corollary 6.1. Suppose that for some B > 0 there exists
a neighborhood UB of bΩ and a function φB ∈ C2(UB) such that if τ ∈ Np(Ω) for
some p ∈ bΩ, then we have i∂∂¯φB(τ, τ¯ )|p ≥ B|τ |2 and i∂∂¯φB(τ, τ¯ )|p ≥ |∂φB(τ)|p|2.
Then
DFC2(Ω) ≥ B
16A2 +B
.
In particular, if Ω satisfies Property (P˜ ), then DFC2(Ω) = 1.
Proof. Let 0 < η < B16A2+B . Fix
η < s <
B
16A2 +B
and 0 < Ns <
(
1
2
√
(1− s)B
s
− 2A
)2
.
Set t = 1−s2s −
√
1−s
Bs 2A > 0. Let ϕs = tφB . Fix p ∈ bΩ and τ ∈ Np(Ω). Then at p,
i∂∂¯ϕs(τ, τ¯ ) ≥ 1
2t
|∂ϕs(τ)|2 + t
2
B|τ |2.
Using (2.2) with ǫ = 2ts1−s , we have
i∂∂¯ϕs(τ, τ¯ ) ≥ s
1− s |∂ϕs(τ)− 2αΩ(τ)|
2
+
(
t
2
B − 2ts
1− s− 2ts4A
2
)
|τ |2.
Note that
t
2
B − 2ts
1− s− 2ts4A
2 =
(
1
2
√
(1− s)B
s
− 2A
)2
> Ns.
Let ℓp denote the smallest eigenvalue of the Levi-form at p. For τ ∈ T 1,0(bΩ),
we have a decomposition τ |p = τ1 + τ2 where τ1 ∈ Np(Ω) (which may be trivial)
and τ2 is orthogonal to Np(Ω). Hence, i∂∂¯δ˜Ω(τ, τ¯ ) ≥ ℓp|τ2|2. At p,
Ns |τ |2 + s
1− s |∂ϕs(τ) − 2αΩ(τ)|
2 − i∂∂¯ϕs(τ, τ¯ )
≤

Ns −
(
1
2
√
(1− s)B
s
− 2A
)2 |τ1|2 +Ns |τ2|2
+
s
1− s (|2∂ϕs(τ1)− 2αΩ(τ1)| |2∂ϕs(τ2)− 2αΩ(τ2)|+ |2∂ϕs(τ2)− 2αΩ(τ2)|
2
)
− 2Re(i∂∂¯ϕs(τ1, τ¯2))−
∣∣i∂∂¯ϕs(τ2, τ¯2)∣∣2 .
Since first and second derivatives of ϕ are uniformly bounded on bΩ, there exists a
sufficiently large constant C > 0 such that
Ns |τ |2 + s
1− s |∂ϕs(τ) − 2αΩ(τ)|
2 − i∂∂¯ϕs(τ, τ¯ ) ≤ C |τ2|2 ≤ Cℓ−1p i∂∂¯δ˜Ω(τ, τ¯ ).
Since β is a positive semi-definite form, we have a neighborhood Up of p such that
(5.13) holds on Up ∩ Ω. Since bΩ is compact, we conclude that (5.13) holds on
Us ∩Ω for some neighborhood Us of bΩ. Combining the conclusions of Proposition
5.2 (2) with Lemma 2.3, we have a C2 defining function ρη such that −(−ρη)η is
plurisubharmonic on Ω.
Since Property (P˜ ) guarantees the existence of φB for every B > 0, it follows
that DFC2(Ω) = 1.
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7. The Strong Diederich-Fornæss Index on Ck Domains
On Ck domains, with k ≥ 3, we have a considerably simpler characterization of
the strong Diederich-Fornæss index. As in Liu’s work [19], this demonstrates that
the strong Diederich-Fornæss index on C3 domains can be completely understood
in terms of the existence of good weight functions on the boundary of the domain.
Liu’s work has the advantage of working with arbitrary defining functions, while we
require the use of the signed distance function. However, since (4.4) does not hold
for an arbitrary defining function ρ, we must use third derivatives of ρ to estimate
the difference between the hessian of ρ at x and the hessian of ρ at ξΩ(x), so we
would lose our results on C2 domains. This is in close parallel to the comparison
between Diederich and Fornæss’s original result on C2 domains [7], which use the
distance function (or the pullback of this function to a Stein manifold embedded
in Cn), and Range’s proof of the same result on C3 domains [24], which used an
arbitrary defining function.
Proposition 7.1. Let Ω ⊂ Cn be a bounded pseudoconvex domain with Ck bound-
ary, 3 ≤ k ≤ ∞, and let r = supΩ |z|.
(1) Suppose that for some 0 < η < 1 there exists a C2 defining function ρη
for Ω with the property that λ = −(−ρη)η is plurisubharmonic on Uη ∩ Ω
for some neighborhood Uη of bΩ. Then for every 0 < s < η there exists
a neighborhood Us ⊂ Uη of bΩ and a function ϕs ∈ C∞(Us) such that for
every τ ∈ T 1,0(bΩ), on bΩ we have
(7.1)
s
1− s |∂ϕs(τ) − 2α(τ)|
2
< i∂∂¯ϕs(τ, τ¯) + 2β(τ, τ¯ ).
(2) Suppose that for some 0 < s < 1 there exists a neighborhood Us of bΩ and
a function ϕs ∈ Ck(Us) such that for every τ ∈ T 1,0(bΩ), on bΩ we have
(7.2)
s
1− s |∂ϕs(τ) − 2α(τ)|
2 ≤ i∂∂¯ϕs(τ, τ¯) + 2β(τ, τ¯ ).
Then for every 0 < η < s, there exists a Ck defining function ρη for Ω with
the property that λ = −(−ρη)η is strictly plurisubharmonic on Uη ∩ Ω for
some neighborhood Uη of bΩ.
Proof. We first assume that we are given ρη and Uη. For 0 < s < η, choose s <
s˜ < η and 0 < Ns˜ <
1
2r2
(
1
s˜ − 1η
)
. Let U˜s˜ and ϕ˜s˜ be given by Proposition 5.2. For
t > 0 such that {z ∈ Ω : δΩ(z) = t} ⊂ U˜s˜, let Ut,s˜ = {z ∈ U˜s˜ : z − t∇δ˜Ω(z) ∈ U˜s˜}.
On Ut,s˜, define ϕt,s˜(z) = ϕ˜s˜(z − t∇δ˜Ω(z)).
Now, for z ∈ bΩ we compute
i∂∂¯ϕt,s˜(z) ≥ i∂∂¯ϕ˜s˜(z − t∇δ˜Ω(z))
−O
(
t ‖ϕ˜s˜‖C1(U˜s˜)
∥∥∥δ˜Ω∥∥∥
C3(U)
+ t
∥∥∇2ϕ˜s˜∥∥L∞({z∈Ω:δΩ(z)=t})
∥∥∥δ˜Ω∥∥∥2
C2(U)
)
.
By (5.4), this error term is of order o(1) as t → 0+. Since δ˜Ω(z − t∇δ˜Ω(z)) = −t
and ξΩ(z − t∇δ˜Ω(z)) = z for z ∈ bΩ, we may use (5.12) for any τ ∈ T 1,0(bΩ) to
ON COMPETING DEFINITIONS FOR THE DIEDERICH-FORNÆSS INDEX 19
obtain
Ns˜ |τ |2 + s˜
1− s˜
∣∣∣∂ϕ˜s˜(τ)|z−t∇δ˜Ω(z) − 2αΩ(τ)
∣∣∣2 − o(1)|τ |2 ≤
i∂∂¯ϕt,s˜(τ, τ¯ ) + t
−1i∂∂¯δ˜Ω(τ, τ¯ ) + 2βΩ(τ, τ¯ ).
Clearly ∣∣∣∂ϕ˜s˜(z − t∇δ˜Ω(z))− ∂ϕt,s˜(z)∣∣∣ ≤ O
(
t ‖ϕ˜s˜‖C2(U˜s˜)
∥∥∥δ˜Ω∥∥∥
C1(U)
)
,
so we may use (2.2) with ǫ = (1−s˜)ss˜(1−s) to obtain∣∣∣2αΩ(τ) − ∂ϕ˜s˜(τ)|z−t∇δ˜Ω(z)
∣∣∣2 ≥ (1− s˜)s
s˜(1− s) |2αΩ(τ)− ∂ϕt,s˜(τ)|z |
2
−O
(
(1− s˜)st2
s˜− s ‖ϕ˜s˜‖
2
C2(U˜s˜)
∥∥∥δ˜Ω∥∥∥2
C1(U)
|τ |2
)
.
Hence,
Ns˜ |τ |2 + s
1− s |∂ϕt,s˜(τ) − 2αΩ(τ)|
2 − o(1)|τ |2 ≤
i∂∂¯ϕt,s˜(τ, τ¯ ) + t
−1i∂∂¯δ˜Ω(τ, τ¯ ) + 2βΩ(τ, τ¯ ).
on bΩ for all τ ∈ T 1,0(bΩ). If we choose t small enough so that the error terms are
bounded by 12Ns˜|τ |2, then we have
1
2
Ns˜ |τ |2 + s
1− s |∂ϕt,s˜(τ) − 2αΩ(τ)|
2 ≤ i∂∂¯ϕt,s˜(τ, τ¯ ) + t−1i∂∂¯δ˜Ω(τ, τ¯ ) + 2βΩ(τ, τ¯ ).
on bΩ for all τ ∈ T 1,0(bΩ). If we regularize ϕt,s˜ + t−1δ˜Ω by convolution in some
neighborhood of bΩ, we obtain ϕs satisfying (7.1).
Conversely, suppose that we are given ϕs and Us. Since Ω is pseudoconvex,
i∂∂¯δ˜Ω(τ, τ¯ ) ≥ 0 for all τ ∈ T 1,0(bΩ). For any 0 < η < s and − 12r2
(
1
η − 1s
)
< Ns <
0, (7.2) will imply (5.13) in some neighborhood of bΩ. Hence we obtain ρη and Uη
by Proposition 5.2. Since ρη is a C
k multiple of δ˜Ω, ρη will be at least as smooth
as δ˜Ω, which is C
k in a neighborhood of bΩ by [18]. 
Corollary 7.2. Let Ω ⊂ Cn be a bounded pseudoconvex domain with Ck boundary
for k ≥ 2. Then DFCk(Ω) = DFs(Ω).
Proof. This is trivial for k = 2, so we assume k ≥ 3. Clearly DFC2(Ω) ≥ DFCk(Ω).
Suppose there exists DFC2(Ω) > η > DFCk(Ω). Then there exists a C
2 defining
function ρη for Ω such that −(−ρη)η is plurisubharmonic on Ω. Choose DFCk(Ω) <
s < η. Let Us and ϕs be given by Proposition 7.1 (1). Choose DFCk(Ω) < η˜ < s.
Let Uη˜ and ρη˜ be given by Proposition 7.1 (2). If we use Lemma 2.3 to extend
−(−ρη˜)η˜ to all of Ω, we have a contradiction. 
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