Using distance and time zone differences as a measure for coordination costs between service suppliers and consumers, we employ a HausmanTaylor model for services trade by foreign affiliates. Given the need for proximity in the provision of services, factors like distance place a higher cost burden on the delivery of services in foreign markets. In addition, differences in time zones add significantly to the cost of doing business abroad. Decomposing the impact of distance into a longitudinal and latitudinal component and accounting for differences in time zones, it is possible to identify in detail the factors driving the impact of increasing coordination costs on the delivery of services through foreign affiliates. Working with a bilateral U.S. data set on foreign affiliate sales in services this paper examines the impact of time zone differences and East-West and NorthSouth distance on U.S. outward affiliate sales. Both distance as well as time zone differences have a significant positive effect on foreign affiliate sales. By decomposing the effect of distance our results show that increasing East-West or North-South distance by 100 kilometers raises affiliates sales by 2%. Finally, focusing on time zone differences our findings suggest that affiliate sales increase the more time zones we have to overcome.
Introduction
Given the non-storable nature of services, proximity and interaction between supplier and consumer play a more prominent role for trade in services than for trade in goods. From a historical perspective, the special characteristics of services hampered growth in international service transactions and services were seen as non-tradables for a long time. However, technical change in the last decades has increasingly weakened the proximity burden for some (but not all) service activities (Christen and Francois, 2010) . As a result, services trade and foreign investment marked strong growth over the recent decade, which also led to a nascent rise in empirical and theoretical literature on trade in services (Francois and Hoekman, 2010) . However, the non-storable nature of services may still imply a double coincidence in both time and space of the proximity between the provider and the consumer (Kikuchi and Marjit, 2010) .
This means that factors like distance place an additional cost burden on service provision. Additionally, time zone differences add significantly to the cost of doing business abroad due to the double coincidence.
This paper attempts to identify the role of distance in terms of transaction costs in the delivery of services by foreign affiliates. Essentially, this paper offers an alternative way to measure geographical distance by disentangling distance into a longitudinal and latitudinal component and using time zone differences.
It contributes to the literature in several ways: First, extending similar previous studies, I present empirical evidence on the impact of transaction costs on foreign affiliate sales. Working with a panel of U.S. affiliate sales the empirical analysis allows more sector detail than found in recent literature, which mostly relies as a proxy for affiliate sales on Foreign direct investment (FDI). Second, both measures of distance directly attempt to address the importance of the proximity requirement for face-to-face interaction and real time communication in services trade, which is particularly important between headquarters and their foreign affiliates. My findings show that time zone differences as well as latitudinal and longitudinal distance in particular are major drivers for U.S. outward affiliates sales.
Questions posed in the upcoming literature on trade and foreign investment in services are mainly based on the set of empirical analysis examining the determinants of multinational activity with respect to trade in goods. Regarding the availability of data for service activities, data issues are especially severe for foreign investment, narrowing the scope of empirical analysis for services 2 trade and investment. Indeed, because of data issues recent literature uses FDI flows or stocks as a proxy for affiliate sales. For example, Grünfeld and Moxnes (2003) explore the determinants of services trade and foreign affiliate sales using FDI stocks as a proxy for foreign affiliate sales in a gravity model. They find that trade barriers and distance have a strong negative impact on exports and FDI, while GDP and similar income levels have a significant positive impact. Kolstad and Villanger (2008) study the determinants of service FDI with panel analysis for the whole service sector and a small number of sub-sectors. They conclude that FDI in services tends to be more market seeking and find strong correlation between manufacturing FDI and FDI in producer services as well as an important impact of institutional quality and democracy on services FDI.
Furthermore, a recent study by Christen and Francois (2010) suggests that the overall response of individual service firms aggregated by industries to distance leads to a striking difference in the impact of distance on the mix of affiliate sales and direct cross-border exports when comparing goods and services. The findings show that at the industry level, the importance of proximity between supplier and consumer appears empirically robust in explaining increased affiliate activity relative to cross-border sales with increased distance. The results support that multinational activity in services increases relative to direct exports the further away are host countries, the lower are investment barriers and the higher is manufacturing FDI, while common language familiarities and bigger markets foster affiliate activity additionally.
To summarize, recent literature on trade in services highlights the role of distance as a cost burden and further transaction costs that may affect the cost of doing business. In particular, empirical literature based on the gravity models of bilateral trade distinguished between two sets of variables to account for transactions costs. The first group of variables is based on geographical characteristics across country pairs, such as distance, contiguity, or whether one or both countries in the pair are landlocked and mainly capture costs directly linked to transportation costs. The second group comprises variables related to cultural and historical ties between countries, such as common language, past colonial links and similar cultural heritages and take into account further transaction costs that may affect the cost of doing business abroad.
However, none of these variables precisely capture transaction costs due to the need of real time interaction between providers and buyers like it is the case for some service activities. Of course, recent developments in telecommuni- between headquarters and their foreign affiliates, thus looking at foreign affiliate sales seems to be a good approach to examine the effects of time zone differences, and in particular differences in longitudinal and latitudinal distance.
So far little attention has been paid to the impact of time zones on economic outcomes. 1 There exist few papers that address the determinants of bilateral equity flows and returns. Kamstra et al. (2000) study the effect of changes due to daylight saving time on equity returns and their results show that returns are significantly lower after daylight saving time changes. Portes and Rey (2005) examine the impact of bilateral distance on bilateral equity flows and the authors find a significantly negative effect of distance which can be interpreted in terms of informational cost between local and foreign investors. Furthermore the results support that overlapping stock market trading hours, a variable that accounts in some sense for time zone differences, have a significant positive effect on equity flows. Given these findings increased coordination costs due to time zone differences are expected to have an important impact on foreign affiliate sales. In a similar paper Loungani et al. (2002) In a related paper, Stein and Daude (2007) estimate the effects of time zone differences on bilateral stocks of foreign direct investment (FDI) in a crosssection analysis. They use OECD data for 17 OECD source and 58 host countries over a period from 1997 to 1999 and show that longitudinal distance in the form of time zone differences impose important transaction costs between parties. Besides using time zone differences to account for transaction costs, the authors also decompose the distance between a country pair into a longitudinal and latitudinal component. Their findings show that differences in time zones have a significantly negative impact on the location of FDI. Moreover, both components of distance (North-South and East-West) are significant and have a negative impact on bilateral FDI stocks. However, the impact of longitudinal distance is significantly larger than the latitudinal measure. In an extension the authors study the importance of time zone differences as a determinant of bilateral trade and their findings suggest that differences in time zones also matter for trade, but the impact is much smaller compared to the one found for FDI. For robustness checks the authors also apply alternative measures of time zone differences, such as minimum time zone differences, to account for countries with multiple time zones and overlapping business hours, similar to the variable -overlap in trading hours -used by Portes and Rey (2005) .
The paper proceeds as follows. Section 2, describes the data set and explains in detail the decomposition of distance into a longitudinal and latitudinal component and the measure of time zone differences. The subsequent Section 3 discusses the empirical strategy and presents the results. Section 4, offers a brief summary and concluding remarks.
Data and the decomposition of distance
In order to examine the effects of time zone differences on the location of foreign direct investment, I use outward affiliates sales data from the United States.
These detailed data on U.S. direct investment abroad is drawn from the Bench- To account for bilateral variables that may affect the transaction costs and the cost of doing business abroad this paper uses a set of standard gravity variables, like distance, and dummy variables for contiguity, common language familiarities, common membership in a regional trade agreement and whether one or both countries in the pair are landlocked. Geographic characteristics, together with data on cultural familiarity are taken from Mayer and Zignago (2006) . 3 However, none of these variables precisely capture transactions costs due to the need of real time interaction between providers and buyers like it is the case for trade in services. In order to decompose the impact of distance (calculated following the great circle formula) I apply two different measures: time zone differences and longitudinal and latitudinal distance. To measure the relevance of time zones on affiliates sales I calculate time zone differences between the capital of the Unites States, Washington D.C., and the capital of the respective partner country. The variable varies from 0 to 12 and is based on standard time zone differences. 4
To account for the possibility of non-linear effects of time zones I generate dummy variables for each possible value of time zone difference. The basis is the zero hour difference in time zones and is captured in the constant term in the econometric model. Moreover, I also build groups of time zone differences to account for continents and geographical borders. 5 Increased time zone differences between the U.S. and the partner countries involves higher transactions costs for services trade and therefore increases the incentive for trade through affiliates. For an alternative robustness analysis I also use overlapping office hours as a measure for time zone differences. 6 This variable varies between 0 and 9, assuming a standard working time from 9am to 5pm in each country.
As mentioned earlier, Portes and Rey (2005) as well as Stein and Daude (2007) use this measure and find significant positive impacts on bilateral equity flows as well as bilateral FDI stocks.
The second measure to account for real time interaction in services is based on the approach introduced by Stein and Daude (2007) , where the authors decompose the distance between the source and the host country into a lon- 6 Results are available upon request. 7 To decompose distance into these two components I make use of the adapted Great Circle Calculator written by Ed Williams, published at the National Hurricane Center of the National Oceanic and Atmospheric Administration, U.S. Department of Commerce, http://www.nhc.noaa.gov/gccalc.shtml More interestingly, in a range of 5.000 to 6.000 kilometers we can observe 20% to 60% of all affiliate sales, and about 80% of U.S. outward affiliate sales are in a range of 10.000 kilometers. Regarding the variable measuring time zone differences we see that the average partner country is located between five and six time zones away from the east coast of the United States. Moreover, only few countries in my sample are landlocked and not surprisingly not adjacent to the United States. However, more than a quarter of the partner countries share the same language, English, as official language. From a theoretical point of view the decision to export or to serve the foreign market through local establishments, as addressed in this paper, is based on the proximity-concentration trade-off (Brainard, 1993 (Brainard, , 1997 Helpman et al., 2004; Neary, 2009 However, in a theoretical framework with heterogenous firms (Helpman et al., 2004 ) distance also affects marginal costs. The implications from the export versus FDI decision with heterogenous firms show that as distance increases more firms will engage in FDI than exporting (Christen and Francois, 2010) .
The reason for this is a shift in the cutoff point that makes producing abroad more profitable as distance increases. This paper aims at examining the impact of distance on foreign affiliate sales by using different measures of distance that try to account for the special nature of services trade.
In its original formulation, the gravity model predicted bilateral trade flows as a function of distance between any two countries and their size. The approach has been widely applied in international trade literature. Recently, the original model specification (Tinbergen, 1962) has been augmented by the inclusion of additional variables which are thought to affect trade flows, such as dummy variables for language familiarities, trade barriers or historical linkages between the countries. In addition, better controls have been introduced for countryspecific factors in the standard model of bilateral flows (Baldwin and Taglioni, 2006; Feenstra, 2002) . Since trade flows between countries change over time, the empirical estimation of gravity models is increasingly conducted by using panel data specifications which are also used in this paper. In formal terms, I
use an augmented standard gravity model, which can be written as lnAf f iliatesales
where j, t and k index partner countries, time and service sectors. The dependent variable Af f iliateSales k jt represents the logarithm of outward affiliate sales of U.S. MNEs' in the partner country j in a specific service sector k and year t. While vector X jt represents importer-specific time-varying explanatory variables for country j (GDP, GDP per capita, etc.), vector Z j comprises time invariant explanatory variables for the country j (distance, common language, etc.). The error term is composed of two error components, where µ j is the unobservable individual host country effect and ε k jt is the remainder error term. Additionally, the estimation also includes sector and time fixed effects.
As Baltagi et al. (2003) (Hausman and Taylor, 1981 ). The HTM is based on an instrumental variable approach that uses information for the instruments solely from internal data transformations of the variables in the model to eliminate the correlation between the explanatory variables and the unobserved individual effects. Thus no external information for model estimation is needed and the approach abstracts from the "all or nothing" correlation among the explanatory variables and the error components that is assumed in the standard fixed and random effects models (Mundlak, 1978) . The fixed effects model (FEM) implicitly assumes that all explanatory variables may be related to the unobserved effects and eliminates this correlation by the within transformation. In contrast, the random effects model (REM) assumes no correlation between the explanatory variables and the unobserved determinants.
The HTM gets around this issue. However, the approach asks for splitting the set of variables into two subsets with respect to the correlation to the unobserved individual effect, which is often not a trivial task. In particular, X and Z are split into two sets of variables:
where X 1 and Z 1 are assumed as exogenous, while X 2 and Z 2 are endogenous since they are correlated with the individual effects µ j . The within transformation would get rid of the unobserved determinants and thus the bias, but we would also lose the time invariant vector Z j and the within transformation will not give us estimates for β 2 . It's plausible to assume that the logarithm of GDP of the partner country, trade in services as percent of GDP as well as the dummy variable on common language familiarities are endogenous. Thus, let X 2 = (Log GDP, Services (% of GDP)) and Z 2 =(Common Language, Longitude). I also include year and sector dummies in the above specified estimation strategy. The basis for the year effects is the first benchmark survey from the year 1989, and for the different service sectors Wholesale trade is the respective reference sector. To test the appropriateness of the HTM compared to FEM, I apply a Hausman specification test (Baltagi, 2008) . The test statistic of 6.36 is less than the critical chi-squared value with five degrees of freedom at the 5% significance level, so the null hypothesis is not rejected and the HTM is more efficient. The testing of different specifications in previous literature, such as
Egger (2005), confirms my findings that the Hausman-Taylor approach seems to be the most appropriate estimator for gravity models irrespective of whether we look on trade in goods or services.
The empirical approach makes use of both measures for distance -time zone differences as well as the latitudinal and longitudinal components of distance. The dummy variables capturing the geographical characteristics, like the contiguity and landlocked measures, have both the expected sign. While being adjacent to the U.S. fosters affiliates sales, being landlocked has a significant negative impact on the location of affiliates. In contrast to previous findings, the measure for cultural ties, whether two countries share the same language, seems to have a negative effect on affiliate sales. Surprisingly, the proxy for market size, GPD, is not significant at all. The control for the economic development has a positive impact on affiliates sales and is significant at the 10% significance level. The findings support that controlling for different service sectors is necessary and relevant for the empirical analysis. As my results show, especially professional, scientific and technical services, as well as information 13 services rely heavily on interaction between provider and consumer and on a local establishment. In finance and insurance services, where most of the information exchange can be handled via online services, affiliates seem to be of minor importance. The results on the explanatory variables remain robust across all three specifications and are therefore not reported in the remaining tables. 8
To account for differences in time zones as an alternative way to measure East-West distance the second specification pools hourly difference in time zones into specific groups considering continents and geographical borders. In the baseline estimation the hourly time zone differences are comprised into five groups, whereby the reference group are all countries with zero time zone difference to Washington D.C.. The first group summarizes all countries that are one to two time zones away from the east coast of the U.S.. The second group comprises all countries with five to seven hourly time zone differences, while the third group is determined by eight and nine hours differences. The last group includes all countries with a time zone difference of ten hours or more. The results from the baseline second specification using the five groups of pooled time zone difference variables are reported in column 1 of Table 3 . In addition to these five groups of pooled time zone differences I use alternative thresholds to group the countries with respect to their time zone.
These results are presented in column 2 to 4 of Table 3 . As we can see from the baseline model in column 1 being further away in terms of time zones raises affiliate sales compared to the reference group with no time zone difference. Across all approaches a time zone difference of 1 or 2 hours has no significant impact on affiliate sales compared to the baseline. However, crossing the Atlantic Sea and bearing a time zone difference or more than 5 hours significantly raises the need for an affiliate, although my findings suggest that there is no impact in the time zone group of 8 to 9 hours compared to the reference group.
The results remain relatively robust when considering different specifications of the pooled time zones. In the most detailed analysis in column 3 of Table 3 my findings suggest that there exist special ranges in which time zone differences are more important. It seems that that we can observe three natural thresholds, 5 to 6 hours, 9 to 10.5 hours and 11 to 12 hours, which raise the cost of doing business abroad as indicated by the positive and highly significant coefficients. The first group to a great extent summarizes all Western and Central The third specification is extended to take into account the possibility of non-linear effects of time zones by using dummy variables for every time zone difference in the data set. Using groups of time zone differences, I implicitly assume that the impact of time zone differences varies across different groups of hourly differences, but is the same within the specified group. In practise these specifications assume that for instance the impact in time zone differences across Europe is the same, independently if one operates an affiliate in Great Britain that is five hours away from the east coast of the U.S. or in Poland which involves a time zone difference of six hours. Moreover, also when we introduce dummy variables for each time zone difference we implicitly do not take into account the possible longitudinal distance between partner countries in the same time zone, like it is the case for Finland and South Africa. I address this issue by including both distance measures, longitudinal and latitudinal distance components as well as groups of time zone differences.
Controlling for non-linear effects of time zones by using dummy variables for every time zone difference the results support the idea that some time zones are more important compared to others. As column 2 of Table 2 shows, being away one hour or two in terms of time zones does not have a significant impact on affiliates sales compared to the base group with zero hourly difference. But I find a strong positive impact of being away five hours in terms of time zones.
This means that as soon as the distance or the difference in time zones increases significantly, the cost burden of trade in services in terms of higher transaction costs seems to foster affiliate sales. Further, my findings show that time zone differences of nine to eleven hours significantly raise affiliate sales again compared to the reference group. Especially countries in these areas suffer from high transaction cost due to a few or no overlapping in working hours and high To account for the varying longitudinal distance within one group of pooled time zone differences I extend the third specification by including longitudinal as well as latitudinal distance in addition to the groups of time zones from the basic specification (see column 1 of Table 3 ). The results are presented in column 5 of Table 3 9 See Kikuchi and Marjit (2010) for a theoretical discussion of this question.
