The feasibility of applying a Bayesian calibration technique to estimate CLM parameters

Abstract
28
The Community Land Model (CLM) has been widely used in climate and Earth system 29 modeling. Accurate estimation of model parameters is needed for reliable model simulations and 30 predictions under current and future conditions, respectively. In our previous work, a subset of 31 hydrological parameters has been identified to have significant impact on surface energy fluxes 32 at selected flux tower sites based on parameter screening and sensitivity analysis, which indicate 33 that the parameters could potentially be estimated from surface flux observations at the towers.
34
To date, such estimates do not exist.
35
In this paper, we assess the feasibility of applying a Bayesian model calibration technique to 36 estimate CLM parameters at selected flux tower sites under various site conditions. The 37 parameters are estimated as a joint probability density function (PDF) that provides estimates of 38 uncertainty of the parameters being inverted, conditional on climatologically-average latent heat 39 fluxes derived from observations. We find that the simulated mean latent heat fluxes from CLM 40 using the calibrated parameters are generally improved at all sites when compared to those 41 obtained with CLM simulations using default parameter sets. Further, our calibration method
Introduction
50
Land surface models (LSMs) are a critical component in Earth system models. Among essential 51 LSM outputs are the heat fluxes, which drive important physical processes such as boundary 52 layer processes, cloud formation, and precipitation (e.g., Qian et al., 2013) . The inputs of an 53 LSM include meteorological conditions/forcing, boundary conditions, and parameters introduced 54 in various modules. These inputs, however, are all subject to certain levels of uncertainty, which 55 are associated with data, model structure, and lack of knowledge about the model parameters. problems that seek to estimate parameters have become very ill-posed. Therefore, dimensionality 64 reduction is a pre-requisite for parameter estimation. In order to quantify the uncertainty in the 65 model predictions, it is reasonable to adopt stochastic inversion (e.g., Bayesian) approaches 66 rather than deterministic (e.g., least-square fitting). However, depending on the nonlinearity, 67 non-uniqueness, and complexity of the inverse problem, these stochastic approaches could 68 involve a large number of model simulations that are potentially computationally impractical.
69
Parametric dimensionality can be reduced via sensitivity analysis methods (Morris One at a 70 Time, variance-based decomposition using Sobol' indices, etc.) using ensembles of simulations 71 form of samples, each of which requires the forward model (e.g., CLM) to be run at least once. If 117 the model is computationally expensive, e.g., if it is a high fidelity model (HFM), it has to be 118 replaced by a fast-running proxy called a surrogate so that the inverse problem may be solved.
119
In this study, we define a surrogate model as a response surface model i.e., a statistical 120 "curve-fit" that relates the HFM model output of interest to the model inputs/parameters being skill of the parameters estimated using them has to be checked with the original HFM. Fitting surrogates in such cases is difficult and it may be worthwhile to excise the infeasible 138 (or "nonsense") regions of the parameter space [Giunta et al., 1995] . Thereafter, care has to be 139 taken to ensure that the surrogate is never evaluated in the "nonsense" region, e.g., by using a 
where N(0, Γ) denotes a zero-mean multivariate normal distribution with covariance Γ. Neither 
where we have omitted x for brevity. Then by Bayes theorem, the posterior distribution 227 (calibrated joint PDF) is given by
where π prior (p) is our prior belief regarding the distribution of p. The posterior distribution is surrogates are required to perform the calibration.
234
The periods with available data for each site are listed in Table 1 , during which the 235 meteorological forcing and fluxes (e.g., LH) are measured at hourly or half-hourly time step. In 236 this study, we keep inputs and simulations procedure to be identical to that in Hou et al. [2012] .
237
That is, for each site, meteorological forcing, site information such as soil texture, vegetation 
where M = 12 is the months of climatologically averaged data that we use in the calibration, || . all parameter values to a more informative prior. We outline our approach in the following 296 paragraphs.
297
As described in Giunta et al. [1995] and mentioned in Section 1, one may excise the 298 inappropriate portions of P to obtain R, which contains physically realistic parameters. We do 299 so in this study. We draw N (=282) samples from P using a space-filling, only in a portion of P has been documented in earlier studies as well [Sargsyan et al., 2014] .
310
In order to use π prior (p) within MCMC, we require a precise definition of R so that we may 311 unambiguously decide whether an arbitrary p resides within R. The separation of the training set 312 of runs into valid (i.e., p ∈ R) and invalid (i.e., ., p ∈ R * , R * ∈ P\R)) ones is used to train a 313 classifier (similar to the approach in Sargsyan et al. [2014] ). The problem is posed as follows:
314
We define a function ζ(p)
where the level set ζ(p) = 0 defines R, the boundary of R. All that remains is to approximate 316 the function ζ(p) using the training set defined over P.
317
The problem of approximation ζ(p) can be cast as a classification problem -we seek the 
324
In this work we use the SVM implementation in the R package e1071 [Meyer et al., 2014] .
325
The training data were randomly split into a Learning Set (LS where y c is the CLM4 prediction of LH (unless specified otherwise), y 1 is the prediction due to a 378 polynomial surrogate, y 2 is the prediction due to a kriging surrogate which captures prediction and y 2 (p; Θ 2 ) are described in Ray et al. [2015] and a summary is provided here. The structure of 382 the model, i.e., the form of y 1 (p, Θ 1 ) and y 2 (p; Θ 2 ), are learnt from a training dataset of N CLM4 383 runs using samples of p drawn from P. The polynomial surrogate is constructed first and error in 384 the fit is computed as
where the norm is taken over a uniformly distributed set of samples of p in the parameter space of P, for a total of 282 samples. This dataset allowed us to obtain acceptable surrogate models.
399
The amount of computation performed for calculating the optimal surrogate for each month at 
Results
407
Determining the feasible parameter space
408
Results from the GA calibration, described in section 2.4, are summarized in Table 2 
Bayesian inversion with surrogate models
436
The surrogate models, once constructed for all sites, are used to solve Eq. 4 using DRAM. The 437 SVM-based classifier described in Sectioin2.3, using the Q RMSE described in Sec. 3.1, is used to An estimate of σ, the model-data mismatch is also obtained. Figure 4 shows pairwise plots as 
460
Knowledge of this correlation will help improve ensemble predictions of LH.
461
The MAP estimates of the three parameters (F drai , ln(Q dm ), S y or B), along with the 95% 462 credibility intervals, for the 12 sites are summarized in evergreen needleleaf, grasslands, and closed shrublands). In Figure 5 we overlay the PDFs of the 474 three parameters (F drai , ln(Q dm ), S y ) at all sites, color-coded by the PFT. It is clear that the two 475 sites with "evergreen needleleaf" PFT, US-Ho1 and US-Dk3, have very similar PDFs (plotted in 476 red) for all three parameters. It is worth mentioning that these two sites also have loamy soils.
477
F drai for both sites lies at the upper end of the range, while ln(Q dm ) and S y are at the lower end. at US-Ne3 compared to at US-IB2, probably due to the different PFTs.
485
Finally, we validate the calibration results by checking whether the estimated PDFs can 486 reproduce the calibration data and provide better predictions than the default parameter values.
487
The validations are done with direct CLM4 simulations (i.e, not the surrogate models) for 30% underestimates during summer; after calibration, the predictions are significantly improved.
511
This demonstrates the necessity of parameter estimation to improve CLM4's predictive skills. At 512 the croplands and grasslands sites, the mean predictions are close to the predictions generated 513 using the nominal/default values of the parameters, but Bayesian calibration allows us to define 514 the uncertainty bounds over the predictions.
515
To summarize, Bayesian model calibration improves CLM4's predictive skills, and provides 516 reliable quantification and reduction of the uncertainties. Although due to structural and 517 measurement errors, calibration will not enable CLM4 to reproduce latent heat fluxes exactly.
518
Rather it would provide a means to quantify parametric uncertainty as prediction intervals. These 519 are elements required for subsequent risk analysis and decision making. and sensitivity analysis, and therefore could potentially be inverted at the selected flux tower 526 sites using observed surface fluxes.
527
In this study, we assess the feasibility of calibrating CLM4 parameters at flux tower sites be effective at two of the 12 selected sites in a previous study [Ray et al., 2015] . observations. The posterior distribution provides a complete quantification of uncertainty in the 545 parameter estimates.
546
We find that the simulated mean latent heat fluxes from CLM4 using the calibrated 547 parameters are generally improved at all sites when compared to those from CLM4 simulations 548 using default parameter sets. Those sites with similar soil texture (e.g., loam) and PFTs share 549 similar posterior PDFs of the parameters, which indicate certain levels of parameter 550 transferability between these sites (i.e., as shown in Figure 5 ). Nevertheless, the number of sites 
