Abstract-We design a genetic algorithm called the orthogonal genetic algorithm with quantization for global numerical optimization with continuous variables. Our objective is to apply methods of experimental design to enhance the genetic algorithm, so that the resulting algorithm can be more robust and statistically sound. A quantization technique is proposed to complement an experimental design method called orthogonal design. We apply the resulting methodology to generate an initial population of points that are scattered uniformly over the feasible solution space, so that the algorithm can evenly scan the feasible solution space once to locate good points for further exploration in subsequent iterations. In addition, we apply the quantization technique and orthogonal design to tailor a new crossover operator, such that this crossover operator can generate a small, but representative sample of points as the potential offspring. We execute the proposed algorithm to solve 15 benchmark problems with 30 or 100 dimensions and very large numbers of local minima. The results show that the proposed algorithm can find optimal or close-to-optimal solutions.
I. INTRODUCTION
G LOBAL optimization problems arise in almost every field of science, engineering, and business. Many of these problems cannot be solved analytically, and consequently, they have to be addressed by numerical algorithms. In global optimization problems, the major challenge is that an algorithm may be trapped in the local optima of the objective function. This issue is particularly challenging when the dimension is high and there are numerous local optima. In fact, few researchers have tested their optimization algorithms on problems with 30 or more dimensions (e.g., see [1] - [7] ).
Recently, Leung and Zhang [8] observed that some major steps of a genetic algorithm (GA) can be considered to be "experiments." For example, a crossover operator samples the genes from the parents to produce some potential offspring, and this operation can be considered to be a sampling experiment. They proposed to incorporate experimental design methods [9] , [10] into the GA, so that the resulting algorithm can be more robust and statistically sound. In [11] , they applied an experimental design method called orthogonal design to enhance the crossover operator for a zero-one integer programming problem, and they called the resulting algorithm, the orthogonal genetic algorithm (OGA). Numerical results demonstrated that the OGA had a significantly better performance than the traditional GA on the problems studied [11] .
Orthogonal design is applicable to discrete variables, but it is not applicable to continuous variables [9] , [10] . In [11] , the zero-one integer programming problem only involves discrete variables, and hence the orthogonal design can be applied to enhance the crossover operator for this problem. However, the orthogonal design is not directly applicable to enhance the genetic algorithm for optimization with continuous variables.
In this paper, we design a genetic algorithm called the orthogonal genetic algorithm with quantization (OGA/Q) for global numerical optimization with continuous variables. We propose a quantization technique to complement the orthogonal design, so that we can apply the resulting methodology to enhance the genetic algorithm for optimization with continuous variables. In particular, we propose the following two enhancements.
1) Before solving an optimization problem, we usually have no information about the location of the global minimum. It is desirable that an algorithm starts to explore those points that are scattered evenly in the feasible solution space. In this manner, the algorithm can evenly scan the feasible solution space once to locate good points for further exploration in subsequent iterations. As the algorithm iterates and improves the population of points, some points may move closer to the global minimum. We apply the quantization technique and the orthogonal design to generate this initial population. 2) We integrate the quantization technique and orthogonal design into the crossover operator, so that the resulting crossover operator can generate a small, but representative sample of points as the potential offspring. We investigate the effectiveness of the proposed algorithm by solving 15 test functions with 30 or 100 dimensions.
II. PRELIMINARY

A. Problem Definition
We consider the following global optimization problem: TABLE I  EXPERIMENTAL DESIGN PROBLEM WITH THREE FACTORS AND THREE LEVELS PER FACTOR   where is a variable vector in , is the objective function, and and define the feasible solution space. We denote the domain of by , and the feasible solution space by .
B. Experimental Design Methods
We use an example to introduce the basic concept of experimental design methods. For more details, see [9] and [10] . The yield of a vegetable depends on: 1) the temperature, 2) the amount of fertilizer, and 3) the pH value of the soil. These three quantities are called the factors of the experiment. Each factor has three possible values shown in Table I , and we say that each factor has three levels.
To find the best combination of levels for a maximum yield, we can do one experiment for each combination, and then select the best one. In the above example, there are combinations, and hence there are 27 experiments. In general, when there are factors and levels per factor, there are combinations. When and are large, it may not be possible to do all experiments. Therefore, it is desirable to sample a small, but representative set of combinations for experimentation.
The orthogonal design was developed for this purpose [9] , [10] . It provides a series of orthogonal arrays for different and . We let be an orthogonal array for factors and levels, where " " denotes a Latin square and is the number of combinations of levels. It has rows, where every row represents a combination of levels. For convenience, we denote where the th factor in the th combination has level and . The following are two examples of orthogonal arrays: 
In
, there are three factors, two levels per factor, and four combinations of levels. In the first combination, the three factors have respective levels 1, 1, 1; in the second combination, the three factors have respective levels 1, 2, 2, etc. Similarly, in , there are four factors, three levels per factor, and nine combinations of levels.
In the above example, there are 27 combinations to be tested. We apply the orthogonal array to select nine representative combinations to be tested, and these nine combinations are shown in Table II. In general, the orthogonal array has the following properties.
1) For the factor in any column, every level occurs times. 2) For the two factors in any two columns, every combination of two levels occurs times. 3) For the two factors in any two columns, the M combinations contain the following combinations of levels: . 4) If any two columns of an orthogonal array are swapped, the resulting array is still an orthogonal array. 5) If some columns are taken away from an orthogonal array, the resulting array is still an orthogonal array with a smaller number of factors. Consequently, the selected combinations are scattered uniformly over the space of all possible combinations. Fig. 1 shows an example. Orthogonal design has been proven optimal for additive and quadratic models, and the selected combinations are good representatives for all of the possible combinations [12] . 
C. Construction of Orthogonal Array
As we will explain, the proposed algorithm may require different orthogonal arrays for different optimization problems. Although many orthogonal arrays have been tabulated in the literature (e.g., see [13] ), it is impossible to store all of them for the proposed algorithm. We will only need a special class of orthogonal arrays , where is odd and , where is a positive integer fulfilling (3) In this subsection, we design a simple permutation method to construct orthogonal arrays of this class.
We denote the th column of the orthogonal array by . Columns for are called the basic columns, and the others are called the nonbasic columns. We first construct the basic columns, and then construct the nonbasic columns. The details are as follows.
Algorithm 1: Construction of Orthogonal Array:
Step Step 3: Increment by one for all and .
Example 1:
Suppose and , and we want to construct the orthogonal array . The execution of Algorithm 1 is as follows.
Step 1: Construct the basic columns and as follows. When , is found to be 1 and can be found to be
When
, is found to be 2 and can be found to be
Step 2: Construct the nonbasic columns and as follows. Since , is always equal to 2, and hence and . When , is given by mod mod When , is given by mod mod Step 3: Increment for all and . Concatenate , , , and to form , which is shown in (2).
III. ORTHOGONAL GENETIC ALGORITHM WITH QUANTIZATION
We define to be a chromosome with cost . The optimization problem is equivalent to finding a chromosome of minimal cost.
A. Generation of Initial Population
Before an optimization problem is solved, we may have no information about the location of the global minimum. It is desirable that the chromosomes of the initial population be scattered uniformly over the feasible solution space, so that the algorithm can explore the whole solution space evenly.
We observe that an orthogonal array specifies a small number of combinations that are scattered uniformly over the space of all the possible combinations. Therefore, orthogonal design is a potential method for generating a good initial population.
We define to be the th factor, so that each chromosome has factors. These factors are continuous, but the orthogonal design is applicable to discrete factors only. To overcome this issue, we quantize each factor into a finite number of values. In particular, we quantize the domain of into levels , where the design parameter is odd and is given by (4) In other words, the difference between any two successive levels is the same. For convenience, we call the th level of the th factor, and we denote . Fig. 2 shows an example of quantization.
After quantization, has possible values and hence the feasible solution space contains points. We apply orthogonal design to select a small sample of points that are scattered uniformly over the feasible solution space.
We first construct a suitable orthogonal array. Recall that Algorithm 1 can only construct , where and is a positive integer fulfilling [see (3) ]. Since the problem dimension is given, there may not exist and fulfilling this condition. We bypass this restriction as follows. We choose the smallest such that
We execute Algorithm 1 to construct an orthogonal array with factors, and then delete the last columns to get an orthogonal array with factors. The details are given in the following algorithm. 
Example 2:
We construct an orthogonal array with three factors and three levels per factor. The execution of Algorithm 2 is as follows.
Step 1: Since and , is found to be 2.
Step 2:
.
Step 3: Execute Algorithm 1 to construct , and the details are given in Example 1.
Step 4: Delete the last column of to get :
After constructing we get a sample of combinations out of combinations. We apply these combinations to generate the following chromosomes:
Among these potential chromosomes, we select chromosomes having the smallest cost as the initial population, where is the population size. In this manner, we have evenly scanned the feasible solution space once to locate potentially good points for further exploration in subsequent iterations.
When the feasible solution space is large, it may be desirable to generate more potential chromosomes for a better coverage. However, the value of depends on and , and it cannot be increased arbitrarily. To overcome this issue, we divide the feasible solution space into subspaces, where is a design parameter. In particular, we choose the th dimension such that (8a) and divide along the th dimension into the following subspaces , , where
and is an -dimensional vector such that its th element is one and all of the other elements are zero. We apply to each subspace to generate chromosomes, so that we get a total of potential chromosomes for the initial population. We select chromosomes having the smallest cost as the initial population.
The details for generating an initial population are given as follows.
Algorithm 3: Generation of Initial Population:
Step 1: Divide the feasible solution space into subspaces , based on (8).
Step 2: Quantize each subspace based on (4), and then apply to select chromosomes based on (7).
Step
Step 1: Divide the feasible solution space into the following five subspaces:
for
Step 2: Quantize the subspace based on (4) to get and then apply to select the following nine chromosomes based on (7): Fig. 3 shows the distribution of the nine selected chromosomes in the space . Proceed in a similar manner for the other four subspaces.
Step 3: Among the potential chromosomes, select the chromosomes having the smallest cost as the initial population. p
B. Orthogonal Crossover with Quantization
We design a new crossover operator called orthogonal crossover with quantization. It acts on two parents. It quantizes the solution space defined by these parents into a finite number of points, and then applies orthogonal design to select a small, but representative sample of points as the potential offspring.
Consider any two parents and . They define the solution space where
We quantize each domain of into levels such that the difference between any two successive levels is the same. Specifically, we quantize the domain of the th dimension into where .
We denote . As the population is being evolved and improved, the population members are getting closer to each other, so that the solution space defined by two parents is becoming smaller. Since is fixed, the quantized points are getting closer, and hence we can get increasingly precise results.
After quantizing [ , we apply orthogonal design to select a small, but representative sample of points as the potential offspring, and then select the ones with the smallest cost to be the offspring. Each pair of parents should not produce too many potential offspring in order to avoid a large number of function evaluations during selection. For this purpose, we divide the variables into groups, where is a small design parameter, and each group is treated as one factor. Consequently, the corresponding orthogonal array has a small number of combinations, and hence a small number of potential offspring are generated. Specifically, we randomly generate integers such that , and then create the following factors for any chromosome :
Since have been quantized, we define the following levels for the th factor : (12) There are a total of combinations of levels. We apply the orthogonal array to select a sample of chromosomes as the potential offspring. We remind that Algorithm 1 can only construct where is odd and where is a positive integer fulfilling [see (3) ]. We bypass this restriction in a manner similar to that in Algorithm 2. Specifically, we select the smallest such that , then execute Algorithm 1 to construct an orthogonal array with factors, and then delete the last columns of this array. The resulting array has factors only, and it is denoted by . The details are given as follows. We apply to generate the following chromosomes out of possible chromosomes:
The details of orthogonal crossover with quantization are given as follows.
Algorithm 5: Orthogonal Crossover with Quantization:
Step 1: Quantize based on (10).
Step 2: Randomly generate integers such that . Create factors based on (11).
Step 3: Apply to generate potential offspring based on (13).
Example 4:
Consider a five-dimensional optimization problem. Let the two parents be and . These parents define the solution space
. We choose and . The execution of Algorithm 5 is as follows.
Step 1: Quantize into
Step 2: Suppose , , , and . Create the following four factors: , , , .
Step 3: Apply to get the following nine potential offspring:
C. Orthogonal Genetic Algorithm with Quantization
We generate a good initial population with chromosomes, and then evolve and improve the population iteratively. In each iteration, we apply orthogonal crossover with quantization and mutation to generate a set of potential offspring. Among these potential offspring and the parents, we select the chromosomes with the least cost to form the next generation. We let be a population of chromosomes in the th generation. The details of the overall algorithm are as follows.
Orthogonal Genetic Algorithm with Quantization:
Step Step 2.3: Selection-Among the chromosomes in and those generated by crossover and mutation, select the chromosomes with the least cost to form the next generation .
Step 2.4: Increment the generation number gen by 1. END
In
Step 2, the population is evolved and improved iteratively until a stopping condition is met. Similar to the other genetic algorithms, there can be many possible stopping conditions. For example, one possible stopping condition is to stop when the best chromosome cannot be further improved in a certain number of generations.
IV. NUMERICAL EXPERIMENTS AND RESULTS
A. Test Functions
We execute the OGA/Q to solve the following test functions: where and where and are random integers in , and is a random number in . The above test functions were examined in [3] - [5] and [14] - [18] and Table IV lists the problem dimensions adopted in these studies. In our study, we execute OGA/Q to solve these test functions with the following dimensions.
• The problem dimension for -is 30, and the problem dimension foris 100. In this manner, these test functions have so many local minima that they are challenging enough for performance evaluation, and the existing results reported in [4] , [5] can be used for a direct comparison.
• The problem dimension for -is 30. In this manner, the existing results reported in [17] , [18] can be used for a direct comparison.
B. Existing Algorithms for Comparison
In some recent studies, -were tested by the following optimization algorithms: 1) Fast evolution strategy (FES) [5] : FES uses evolution strategies with Cauchy mutation to generate offspring for each new generation. 2) Enhanced simulated annealing (ESA) [4] : ESA enhances the simulated annealing algorithm by using large steps at high temperature and small steps at low temperature. 3) Particle swarm optimization (PSO) [17] : PSO is a new evolutionary computation technique and it exploits the insect swarm behavior. 4) Evolutionary optimization (EO) [17] : EO uses a mutation operator and a selection scheme to evolve a population. In CEP/AMMO, the mutation operator is an adaptive version of the mean mutation operator. Each of the above algorithms was executed to solve some of the test functions -, and the results were reported in [4] , [5] , [17] , and [18] . We will use these existing results for a direct comparison in Section IV-E.
C. Control Experiment
To identify any improvement due to orthogonal design and quantization, we design and carry out the following control experiment. We execute a conventional genetic algorithm (CGA) to solve the test functions, where CGA is the same as OGA/Q, except for the following differences. CGA does not apply orthogonal design and quantization. It samples the initial population randomly, and its crossover operator samples the potential offspring randomly.
D. Parameter Values
We adopt the following parameter values or scheme. can be found to be 2, so that each crossover operator applies the orthogonal array to produce nine potential offspring. With these parameter values, the algorithm generates a reasonable number of potential offspring in each generation.
• Mutation probability: We choose , which is significantly smaller than .
• Stopping criterion: When the smallest cost of the chromosomes cannot be further reduced in successive 50 generations after 1000 generations, the execution of the algorithm is stopped. Remark: Recall that the dimension of test functionsis 100. When we use the above parameter values to generate an initial population for these test functions, the orthogonal array has 9801 rows, and hence it samples 9801 points. In 100 dimensions, this number is relatively small compared with the size of the feasible solution space and the number of local minima. For   TABLE VI  COMPARISON BETWEEN OGA/Q AND CGA WHERE CGA IS EXECUTED TO  SOLVE THE TEST FUNCTIONS IN THE CONTROL EQUIPMENT as an example, if the solution is to be accurate up to two decimal places, there are possible points in the feasible solution space, and there are local minima. In the literature, only a few researchers tackled the test functions with more than 30 dimensions (e.g., see Table IV ) and consequently, their algorithms sample a smaller number of points for the initial population.
E. Results and Comparison
We performed 50 independent runs for each algorithm on each test function and recorded: 1) the mean number of function evaluations, 2) the mean function value (i.e., the mean of the function values found in the 50 runs), and 3) the standard deviation of the function values. Table V shows the performance of OGA/Q. We see that the mean function values are equal or close to the optimal ones, and the standard deviations of the function values are relatively small. Consider as an example. The mean function value is , which is close to the global minimum , while the standard deviation of function value is only . These results indicate that OGA/Q can find optimal or close-to-optimal solutions, and its solution quality is quite stable. Table VI shows the results of the control experiment. Recall that CGA is the same as OGA/Q, except that it uses random [4] sampling instead of orthogonal sampling. We see that CGA requires more function evaluations than OGA/Q, and hence it has a larger time complexity. However, CGA gives larger mean function values than OGA/Q, and hence its mean solution quality is poorer. In addition, CGA gives larger standard deviations of function values than OGA/Q, and hence its solution quality is less stable. These results indicate that orthogonal design and quantization can effectively improve the genetic algorithm.
In Tables VII-XIII , we compare the performance of OGA/Q with the five existing algorithms. Since each of these existing algorithms was executed to solve some of the test functionsin [4] , [5] , [17] , and [18] , these tables already include all of the available results for comparison. Table VII compares OGA/Q with FES. For -, OGA/Q can give smaller mean function values using smaller numbers of function evaluations. For -, OGA/Q can find close-to-optimal solutions, but FES can find closer-to-optimal solutions using more function evaluations. For as an example, OGA/Q gives a mean function value of , which is already very close to the global minimum 0, but FES gives a mean function value of using more function evaluations. Tables VIII-XIII compare OGA/Q with ESA, PSO, EO, and the four versions of CEP. For some test functions (e.g., with 100 dimensions),OGA/Q can give significantly better and closer-to-optimal solutions; for the other test functions, both OGA/Q and the existing algorithms can give close-to-optimal [18] solutions. These results indicate that OGA/Q can, in general, give better mean solution quality. In addition, OGA/Q requires smaller mean numbers of function evaluations than the existing algorithms, and hence it has a smaller time complexity. Furthermore, OGA/Q gives smaller standard deviation of function values than PSO and EO (the standard deviation given by ESA and CEP are not available in [4] and [18] ), and hence it has a more stable solution quality.
V. CONCLUSION
We designed the orthogonal genetic algorithm with quantization (OGA/Q) for global numerical optimization with continuous variables. Our objective was to apply the experimental de- [18] sign methods to enhance the genetic algorithm, so that it could be more robust and statistically sound. In particular, we proposed a quantization technique to complement the orthogonal design, and we applied the resulting methodology to design a new method for generating a good initial population and a new crossover operator. We executed OGA/Q to solve 15 benchmark problems. The dimensions of these problems are 30 or 100, and some of them have numerous local minima. The results show that OGA/Q can find optimal or close-to-optimal solutions, and it is more competitive than five recent algorithms on the problems studied.
