INTRODUCTION
Spatial scan statistic requires a large sample because its hypothesis testing is based on the log of likelihood ratio (LLR). Spatial Satscan is software that can be used to do spatial scan statistic, i.e. to detect highly potential cluster. Unfortunately, many researches usually use small sample. One solution to overcome the small sample is to add or increase the sample size. However, in practice, this is rarely done due to the limitations of the situation, funds, time, and effort.
Small Area Estimation (SAE) statistical method can be used to analyze small samples. Because scan statistic requires a large sample, it is necessary to connect SAE to the spatial scan statistic in order to obtain a better estimator, compared with non-SAE estimator [1] .
SAE has two kinds of estimators, i.e. direct and indirect estimator. Direct Estimator (DE), a simple SAE estimator, uses only domain-specific sample. However, the sample size of the domain is not large enough to support the reliability and accuracy [2, 3, 4] . The use of small sample in this estimator results in large standard error. Therefore, we need to find indirect estimators that can increase the effective sample size and lower the standard error [4] . SAE utilize information from outside (as an auxiliary variable), which is expected to improve DE. It is called indirect estimator. Indirect estimator can be grouped into Bayes method and non-Bayes method. Bayes method consists of Hierarchical Bayes (HB) and the empirical Bayes (EB). When compared with DE, the indirect estimator has a smaller MSE [4] .
In this paper, we use HB approach in estimating parameter proportion. Its results then can be used in spatial scan statistic to replace the role of DE. This paper shows that, analytically, through simulation and real data application, the estimator obtained through HB SAE has better statistical properties, such as less biased and consistent, compared to DE.
II. POTENTIAL SOLVING FOR SMALL SAMPLE USING SAE IN SPATIAL SCAN STATISTIC
In theory, hypothesis testing in the scan statistic is based on the likelihood ratio,where the likelihood function is depend on the sample size. Likelihood ratio is a ratio between likelihood function based on the data compared with the likelihood function based on the null hypothesis is true. If the sample is in small size, the result of likelihood function is also small. It can make a difficulty to detect differences in the conclusions which is tending to be not significant. Therefore, the use of a small sample size analysis of the hypothesis testing will produce results as expected [5] . In addition, if the sample size is very small, the conclusion of the statistic test would be less obvious [6] . The maximum likelihood estimate has some optimum properties which distinguish it from all other large sample estimates [7] .
Several studies have been conducted using the parameter estimation through SAE. They have shown that a variety of DE is greater than the range of indirect estimation. If the data is in the form of binary data, then appropriate method to use is EB SAE and HB SAE [8] .
Because HB SAE result is better than DE, the role of DE then can be replaced with HB estimator. If the DE proportion in the likelihood function of the parameter space  is replaced with a proportion using the SAE results, it will be obtained that:
While the likelihood functions in the parameter space  will be:
This indicates that there is a potential settlement of the issue of small sample size in the scan statistic is solved using SAE estimation results, because the statistic used in scanning using the DE role replaced by statistical estimation results by using the SAE as suggestions on paper Siswantining et al. [1] .
III. INTEGRATION SAE MODEL ON SCAN STATISTIC

Area Level Model in Hierarchical Bayes SAE
There are two basic models in the SAE model, i.e. area level and unit-level models. This paper only discusses the area level model. In the small area with the type of area-level models, the auxiliary variable 
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If the model in (1) and (3) is combined, the models obtained as follows:
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(4) That model is a special case of the general linear mixed model (GLMM). Because the response variable used in this paper is a discrete variable, we used logit model to estimate the parameter [4] . Logit model, in the case of Hierarchy mixture, is more computational efficient than the other models [9] .
Prior distribution for the  parameters in the model HB is flat priors, and the prior distribution for the . .
From the algorithm Gibbs Sampling and Metropolis Hasting is generated Markov Chain
, used to obtain HB estimators for i p and the posterior variance for i p [4] :
While DE for small data can be performed by using Microsoft Excel to calculate the proportion of the sample and the sample variance for each of these areas:
For large data, we can use Synthetic Estimator, namely SynE for large area, with the assumption that small area has the same characteristics as the large area [10] .
The basic model, such as equation (4), assumes iid small area effect  i , but in fact or in applications it is often correlated among  i , such as geographical proximity. Therefore, this paper discusses the spatial and non spatial HB SAE, as has also been discussed before [11] . The values of these proportions will act as an input in Satscan.
Integration of Hierarchical Bayes SAE models in scan statistic
Scan Statistic is using basic LLR. LLR is the ratio of the two likelihood functions.
By replacing the role of DE to SAE, form LLR is obtained as follows:
IV. PROBLEMATIC INTEGRATION SAE MODEL INTO SPATIAL SCAN STATISTIC
Analytical and experimental ways can be used to prove the use of HB SAE in spatial scan statistic. To do hypothesis testing, we need to calculate test statistic to make inference statistical. However, we can not find the distribution of the test statistic in closed analytical form. To overcome this problem, we can use Markov Chain Monte Carlo (MCMC) simulation to test the hypothesis [12] . On the other side, experimental way can be done by the simulation and real data application.
Simulation approach
Simulation is conducted at SAE estimator and simulation on scan statistic, each of which is simulated for a small sample and large sample. 4.1.1. Simulation in small sample : 35 areas
In the simulation using random number generating, set some extreme values, i.e. the value of p = 0.2; 0.4; 0.8; 0.95. Because the simulation of the data distributed Binomial (n, p) the variance of p is pq/n. Each method SAE (from HB1 to HB4) performed simulations with repetition of 20 times to obtain the smallest MSE. To find simulation variance Bayes SAE, performed simulations using HB approach with 4 kinds of weighted,i.e. HB1 (using weighted spatial correlation), HB2 (using weighted spatial nearest neighbor), HB3 (weighted spatial distance), and HB4 (weighted non-spatial) [11] . To stimulate HB SAE Bayes method, use R.2.15.0 software. The results of the variance ratio can be seen in Fig. 1 .
In general, it can be said that the HB method simulation is more efficient than the DE because its variance value ratio exceeds 1 in many areas. It can be said that the HB approach on 35 simulated areas has smaller variance (more efficient) than the DE.
Simulation scenario SAE for large data : 247 areas
In the 247 simulation areas, using random number generating, set some extreme values, i.e. the value of p = 0.05; 0.2; 0.4; 0.6; 0.8; and 0.95. The variance of p for Synthetic Estimator (SynE) in this problem is pq / n. Fig. 2 is a variance ratio of the simulated HB in 247 simulation areas which indicates that the value of the variance is ratio greater than 1.In fact, SynE variance is 25 times bigger than HB variance. It states that the HB method is more efficient than SynE. Based on these results, we can conclude that HB2 approach is better than the others.
Simulation of Scan Statistic
Simulation Scan Statistic for 35 areas
In his simulation, Ugarte divided the area into 5 zones: the 10 th percentile, 25 th percentile, 50 th percentile, 75 th percentile, and 90 th percentile [13] . However, in this paper, for the small data of 35 areas, we divide the area into four zones, namely p = 0.2; 0.4; 0.8; and 0.95. Number of sample in every area is between 14 -16. The results of the scan statistic simulation show that the proportion of the area with other areas is very significant. Complete result of this simulation can be seen in Siswantining et al. [1] .
By using any of the HB approach as shown in Table 1 , we find that cluster 1 is the area 24. It could be argued that by using the scan statistic HB SAE consistent in the results obtained. Besides, the relative risk (RR) is higher when we use HB than DE, which means that the risk of individual to be classified in one cluster is bigger than DE. [1] , whereas simulation result of HB method can be seen in Table 2 . The approach uses HB3 (weighted spatial distance), it is not statistically significant. The approach uses HB1 (weighted spatial correlation), HB2 (weighted spatial nearest neighbor) and HB4 (weighted non-spatial), all provide statistically significant results. The area that includes cluster 1 (MLC) for HB1, HB2 and HB4 also produces the same area. The approach uses HB1 produces the highest LLR compared with HB2. HB2 has value ratio O/E of the smallest, meaning that the value of observation is closer to the true value, so that HB2 method is better than other methods in the case of HB clusters lot number. From the LLR, for simulation of 35 areas (small data) and simulated 247 areas (large data) to the HB method, it appears that the data simulation LLR has a value 16 times greater in HB1 (weighted correlation), nearly 18 times greater for spatial weighted nearest neighbor, and 14 times greater for non-spatial HB weighted. In the large data it also has a value of ratio O/E is smaller than the small data, meaning that for large sample or large data turns HB2 produce an unbiased estimator (smaller bias) than the simulation with a small data. For more details, the summary of the scan statistic results based on simulation data, both small and large sample, is shown at Table 3 .
Use of HB estimator based on the amount of data suggests that large sample would increase the value of LLR between 15 to 18 times compared with the small sample. This is consistent with the theory that the likelihood function depends on the size of the sample. Based on the value of the significance of the area indicates rejection of the hypothesis that the large number of samples will reduce the value of up to 4 times significance for HB Bayes approach. From the RR indicates that the large samples will slightly lower the value of RR, i.e., the greater data then the sample will be more difficult to get to a particular cluster. From the ratio O/E indicates that if a large sample, the value of the ratio O/E decreased in HB Bayes approach. It can be said a large sample, then using HB methods of observation tends to reach the actual value (less biased). Especially for weighted spatial distance (HB3), apparently when a large sample, weighted spatial distance does not affect the scan statistic.This means that the greater the distance the more difficult spatiall to enter into MLC. When compared with the synthetic estimator, the HB estimator will produce consistent results for the large data.
Table3.Summary of differences in simulated small and large data on Satscan. 
Esti mator
4.3.Analysis of Real Data
Analysis of real data is done for poverty data from the Central Bureau of Statistics [14, 15] . The data used to analyze the proportion of poor families are from Susenas (National Socioeconomic Survey) and PODES (Village Potential) 2008. Dependent variable is the calorie consumption per household per day (P1) which is 2100 kcal based on Indonesia's line poverty (LP). Every household below 2100 kcal is categorized as poor. Dependent variable obtained from the survey is used as a direct estimator (DE). Dependent variable is taken from the data Susenas 2008. While used as an auxiliary variable percentage of farm families (x 1 ), the number of families receiving ASKESKIN card in a year (x 2 ), the number of families electricity users (x 3 ), the number of schools (elementary, junior high, high school, university) (x 4 ), the number of families residing in slums (x 5 ), the number of Certificate of Ability (SKTM) last year (x 6 ), the number of educational institutions other skills (x 7 ), and the number of Indonesian Workers (x 8 ) data taken from PODES 2008 [11] .
4.3.1.The results of parameter proportion estimation through HB1 HB4 SAE for calorie consumption per house hold per day (P1) for small data. Table 4 shows the hotspot detection by Satscan using DE and HB methods. Consumption of calories from village Garahan, Wringin Agung, Sumber Pinang, and Sumbersari was very less compared to other villages based on HB1 (weighted spatial correlation), and HB2 (weighted spatial nearest neighbor). On the other side, Karang Semanding village is the lowest in calorie consumption compared with other villages using HB3 (weighted spatial distance).Thus, HB1 and HB2 are less biased compared with DE and HB3. To predict the proportion of poverty in all areas (villages) of Jember, Indonesia, we use SynE. SynE is an estimator which is used to derive an indirect estimator for a small area on the assumption that small area has the same characteristics as the large area [4, 10] . The results of the variance ratio can be seen in Fig.4 .It shows that the ratio is more than1, meaning that the variance of HB is more efficient than the SynE.
4.3.4.
The results of scan statistic for large data based on calorie consumption P1. Table 5 shows a summary of scan statistic result for large sample or large data. It shows that LLR, grouping MLC and p-value of HB1 and HB2 has exactly the same value, but lower than the DE. However, ratio of O/E of HB2 and HB4 are smaller than HB1, which means that the HB2 and HB4 are less biased.
That table also indicates : the relative risk of HB1 is higher than the HB2 and HB4; LLR HB1 greater than HB2 and HB4; HB1 has a greater bias than HB2 and HB4; p-value of HB1 greater than the HB2 and HB4. This means that the p-value of HB1 is worse than the HB2 and HB4. In general, it can be said that, in large sample or large data, HB2 SAE is better than the other HB SAE. 
V. CONCLUSION
In general, it can be said that the HB2 (weighted spatial nearest neighbor) SAE is better than the other HB to substitute the role of DE in determining the hotspots MLC. Analysis using HB2 is said well for small and large sample, both in simulated and real application of the data, where the statistical properties are better than the other HB. The statistical properties have less biased, higher RR, and consistent.
With the limitations that HB SAE that is not a closed form distribution, we suggest further studies using other approaches which have the form of closed form, for example, Bayes model i.e. the EB or for nonBayes i.e. EBLUP SAE or Spatial EBLUP (SEBLUP).
