ABSTRACT As a nonlinear feature learning method, deep canonical correlation analysis (DCCA) has got a great success in computer vision. Compared with kernel methods, deep neural networks can more easily process large amounts of training data and do not require referring to the training set at test time. However, in the real world, due to the noise disturbance and the limited number of training samples, withinset and between-set sample covariance matrices cannot usually be estimated accurately, which causes that the gradient direction deviates from the true one when training DCCA. It incorporates fractional-order within-set and between-set scatter matrices to reduce the deviations of sample covariance matrices for gradient direction correction. In addition, to make full use of convolutional network's feature extraction ability and fractional model in modifying neural network gradient directions, we further propose two novel convolutional networkbased FDCCA methods, named convolutional neural network-based FDCCA (CNN-FDCCA) and twoconvolutional neural networks based FDCCA (2CNNs-FDCCA), respectively. The experimental results on MNIST and RAVDNESS datasets show that FDCCA has better recognition rates than existing methods. The experiments on AT&T dataset show that CNN-FDCCA and 2CNNs-FDCCA have great robustness in processing images.
I. INTRODUCTION
With the development of information acquisition technology, in pattern recognition, data visualization, and computer vision, the same object can be represented in various forms. For instance, a web page can be represented by images and text; Gene can be expressed by the genetic bioinformatics activities characteristic features and text information [1] ; In handwritten recognition, we can use Zernike moments feature and Fourier ciefficients of character shapes feature [2] to represent the handwritten numbers. Obviously, multiple representations reflect different levels of information in the input data. this input data called multi-view data [3] - [5] and usually multiple representation contains more information and knowledge than a traditional single feature
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representation. Therefore, recently, multiple feature representation has attracted more and more attention of researchers. Generally, the multi-view data dimension is very high, which may lead to several problems. first of all, the dimensionality of data [6] determines the speed of the learning algorithm. secondly, high-dimensional data brings huge challenges to the storage of data various tasks (e.g., clustering and classification). Those problems indicate that it is expensive for computer when the dimension of data is high. finally, some learning tasks of multi-view data are easily processed in low-dimension feature space, however, it may become completely intractable in multiple high dimensional feature spaces [3] , [7] . thus, the multi-view dimension reduction (MDR) is very significant and necessary for numerous scientific applications. Different from the traditional reduction for single data (versus multi-view data relatively), the main aim of the task of MDR is to find the meaningful low-dimension representation and it can reveal the inherent data structures of multi-view high dimensional data. on the other hand, multi-view dimension reduction can be seen as the first step of multi-view classification, clustering and regression [8] - [10] data processing.
For multi-view data, traditional dimension reduction methods have been pointed out are not suitable to reduce the dimensionality of multi-view data, such as linear discriminant analysis (LDA) [11] , [12] , locality preserving projections (LPP) [13] , principal component analysis (PCA) [14] , [15] , locally linear embedding (LLE) [16] , and so on. Because these methods are mainly proposed for single views, if they are applied in multi-view data, the relation between other views may be ignored.
At present, there are many MDR methods have been proposed. Canonical correlation analysis (CCA) [17] is a wellknown MDR method that elicits common features (latent variables) by linearly projecting two sets of random variables into a lower-dimensional space (named correlation space) where they are maximally correlated. As a result, it reduces the uncertainty of multi-view data and enhances the recognition capability. Recently years, many variants of CCA have also been produced. Due to the high dimensionality, regularized CCA [18] , [19] was proposed to tackle the singularity of sample covariance matrices. To take full advantage of the class information, Sun et al. [20] proposed the discriminative CCA (DCCA), which can not only guarantee the within-class correlation is maximized but also guarantee between-class correlation is minimized. Recently, generalize CCA (GCCA) [21] has been presented, compare with CCA, the class information of training samples is considered into CCA model, it gets the better performance than CCA in many cases. To consider the structure and cross view information in feature extraction, which is very important for subsequence tasks. Zu et al. proposed a new approach called Canonical Sparse Cross-view [22] to incorporated local manifold information and cross-view correlations into the CCA model.
To enable conventional fusion methods capture linear/ nonlinear dependencies, the nonlinear kernels are applied to project the features into the kernel space and then fuse them together. For this purpose, the kernel CCA (KCCA) [23] is introduced as the nonlinear version of CCA. While kernel CCA allows learning of nonlinear representations, it has the drawback that the presentation is limited by the fixed kernel. On the other hand, it is also a nonparametric method, the time required to train KCCA or compute the representations of new data points scales poorly with the size of the training set. For make up for those drawbacks, deep CCA [24] which simultaneously learns two deep nonlinear mappings of two set that is maximally correlated. Recently, deep CCA has been widely applied in different applications. Yan and Mikolajczyk [25] used deep CCA to solve the problem of matching images and texts; Lu et al. [26] applied deep CCA to word embedding; in speech recognition; Wang et al. [27] also used deep CCA to fuse the two views of a speech. At the same time, some new versions of deep CCA have been proposed, such as supervised deep canonical correlation analysis [28] consider the class information into deep CCA to get the discriminate feature representation and deep canonical correlation autoencoders (DCCAE) [29] make the learned feature can reconstruct the inputs accuracy. However, to our best knowledge, in CCA and deep CCA, the estimates of within-set and between-set sample covariance matrices have to be obtained from a training sample space. But due to the noise disturbance and the limited number of training samples, within-set matrices and between-set matrices usually deviate from the true ones. For deep CCA, the inaccurate covariance matrix can lead to a gradient direction deviation.
On the other hand, small sample size problems(SSS) have been plaguing machine learning. It is difficult to define how much sample size is a small sample problem for different data. Generally speaking, the main reason of underfitting is insufficient training sample size, we call it a small sample problem, regardless of the specific training sample size.
Motivated by the idea of fraction-order model [30] , we proposed a robust version of deep CCA named fraction-order embedding deep canonical correlation analysis (FDCCA). The main contributions of this paper are as follows:
(1) Based on our previous work, we further explain the reason for the validity of the fraction-order model.
(2) We first apply the fraction-order model to deep networks to break the traditional deep CCA dependence on a large amount of sample data and make the deep CCA also can get good performance in limited number of training samples.
(3) In order to further strengthen the FDCCA's ability to process image data, we also add the convolutional layer [31] to the FDCCA model. This has achieved good results in image classification.
The rest of the paper is organized as follows. We give a brief background on CCA and deep CCA in section 2. The effectiveness analysis and the proposed FDCCA, CNN-FDCCA, 2CNNs-FDCCA are presented in section 3. Experiment results are provided in section 4. Finally, we give a conclusion in section 5.
II. BACKGROUND AND RELATED WORK A. CANONICAL CORRELATION ANALYSIS
CCA is a powerful tool of MDR method for multi-view data. Suppose that we have two centered data sets X and
. where m and n are the number of features of X and Y respectively, N is the total number of instances in the whole sample. In this paper, T denotes the transposition of the matrix. The goal of CCA is to find two sets of projection vector (α ∈ R m , β ∈ R n ) to guarantee x = α T x and y = β T y are maximally correlated, we can obtain:
33632 VOLUME 7, 2019 where xx and yy are the within-set covariance and xy is the between-set covariance. Specifically defined as:
There are several ways to calculate pairs of solutions to CCA. Following the approach in [21] , let us define:
yy . The singular value decomposition (SVD) of the matrix H is the following H = UDV T where U and V are the left and right singular vector matrices of H and is a diagonal matrix with diagonal entries as the descending singular values of H . Then, the k-th direction pair is the k-th column vectors of matrices and, respectively, where more details about CCA solution can be found in [21] .
B. DEEP CANONICAL CORRELATION ANALYSIS
The purpose of deep CCA is to simultaneously learn two deep nonlinear mappings of two-view data that are highly correlated. Compare with KCCA where nonlinear representation is limited by a fixed kernel, DCCA is able to learn flexible nonlinear representations by passing two-view data through multiple stacked layers of nonlinear transformation. In DCCA, assume f and g denote two deep neural networks (DNNs) [32] which are used to extract nonlinear features of two views. Let the learned features of X and Y by DNNs be f (X ) and g(X ), respectively, where X and
Then, the DCCA model is the following:
where tr(A) denotes the trace of matrix A, U and V are pairs of projection directions that project the final outputs of f and g into a space where the projections are highly correlated, and I is the identity matrix. In addition, denoising autoencoder [33] adopted to initialize the values of weights in the two DNNs f and g.
III. FRACTION-ORDER EMBEDDING DEEP CANONICAL CORRELATION ANALYSIS A. MOTIVATION
It is well-known that due to the noise disturbance and the finite number of training samples, the estimates of withinset and between-set covariance matrices usually deviate from the true ones in real-world applications. Since inaccurate estimates of the covariance matrix leads to bad results when doing related operations. In our previous work [34] , we clarified the feasibility of re-estimating the covariance matrices by using the idea of fraction-order model to respectively correct sample eigenvalues and singular values, but the reason why this idea is efficient has not been proved. Next, we will give the effectiveness analysis of fraction-order model and further expand the theory to solve the gradient direction of deep CCA always deviates from the correct direction when training the deep CCA net, it can be seen as a further study of our previous work. In addition, due to convolutional neural network (CNN) [31] has achieved great success in image recognition, we present a new architecture which embeds convolutional neural network (CNN) for image representation in both the modalities.
B. EFFECTIVENESS ANALYSIS OF FRACTION-ORDER MODEL
To get the correct gradient direction of deep CCA, we reestimate the sample covariance matrix by fraction-order model named fraction-order scatter matrix. Now we further compare the traditional method of calculating the covariance matrix with our method to find the reasons for the validity of the fraction-order model. For illustration, let us first define the scaling degree of p-norm (in this paper, for the p-norm, we only care the 1-norm, 2-norm) of the sample covariance matrix and fraction-order scatter matrix with respect to true covariance matrix by
where S xx denotes the true covariance matrix, S xx denotes the corresponding sample covariance matrix and S xx denotes the fraction-order scatter matrix. The specific calculation method of the fraction-order scatter matrix is discussed in the next section. Figs. 1 and 2 show the degree of deviation corresponding to p-norm of the sample covariance matrix and fraction-order scatter matrix with respect to the true covariance matrix versus the variation of samples. From the FIGURE1 and FIGURE2, as the sample size increases, the p-norm deviation between the sample covariance matrix and the true covariance becomes smaller and smaller. When we re-estimate the sample covariance matrix by fraction-order model, it is clear that there is a small deviation between the fraction-order scatter matrix and the true covariance matrix when the number of samples is small. We can claim that using the fraction-order model can get a covariance scatter matrix closer to the true value, which is maybe the reason that the fraction-order model can get better performance than the traditional method of calculating covariance matrix. Next, we will expand the fraction-order model to the cyclic training in deep neural networks firstly to correct the gradient direction.
C. FRACTION-ORDER EMBEDDING DEEP CANONICAL CORRELATION ANALYSIS
In this section, we proposed fraction-order embedding deep canonical correlation analysis (FDCCA). From the effectiveness analysis in section B, the traditional method of calculating the covariance matrix is disturbed and not accurate in face of the limited number of training samples and noise interference, thus when training the deep CCA, the gradient direction of deep CCA always deviates from the correct direction. Because the data is mapped by DNNs, we named the covariance matrix formed by the data after the neural network mapping as deep within-set covariance matrix and deep between-set covariance matrix. Now we re-estimate the deep within-set covariance matrix and deep betweenset covariance matrix by fraction-order model to correct the gradient direction. FIGURE3 shows a schematic diagram of FDCCA. we let H x and H y be the output of view X and view Y by DNN f and DNN g. Then we use fraction-order model to re-estimate the deep within-set covariance matrix and the deep between-set scatter matrix named fraction-order deep within-set scatter matrix and fraction-order deep between-set scatter matrix. The maximal correlation can be got by using the backpropagation.
Suppose that H x ∈ R k×m and H y ∈ R k×m are the output of view X and view Y by DNN f and DNN g, where k is the output nodes of DNN f and DNN g, m is the training samples numbers. and respectively are the whole parameters of f and g. LetH x = H x − 1 m H x 1 be the centered data matrix (resp.H y ).
1) FRACTION-ORDER DEEP WITHIN-SET SCATTER MATRIX
+ r 1 I be the deep within-set covariance matrix. Then, we can easily know S xx is a symmetric and nonnegative definite matrix, and we also can obtain its eigenvalue decomposition (EVD) [35] as:
where ω is the rank of matrix . Now assume µ is a fraction, then we can get the fraction-order deep within-set scatter matrix if and only if
where
. Similarly, assume ν ∈ R + is a fraction, τ is the rank of matrix S yy . Then we can get the fraction-order deep within-set scatter matrix for view Y
2) FRACTION-ORDER DEEP BETWEEN-SET SCATTER MATRIX
Let S xy = 
where z is the rank of matrix S xy . Assume κ ∈ R + is a fraction, then, the matrix S κ xy is referred to as fraction-order betweenset scatter matrix if and only if
. From the [24] , we can know the total correlation of the top k components of H x and H y is the sum of the top k singular values of the matrix Q = (S µ xx ) −1/2 S κ xy (S ν yy ) −1/2 . Then we can obtain:
Then we use gradient-based optimization to optimize the whole W x and W y . To get the parameters, we can compute the gradient of corr(H x , H y ) respect to H x and H y , then use the backpropagation. Assume the singular value decomposition of Q is Q = U V T , we can obtain the correct gradient by fraction-order
where And
For ∂corr(H x , H y )/∂H y has a symmetric expression. Then we can use the backpropagation procedure to obtain the weights W x and W y . The fraction parameters is discussed in experiment section.
D. CONVOLUTIONAL NEURAL NETWORK-FRACTIONAL ORDER CANONICAL CORRELATION
Recently, convolutional neural networks have made breakthroughs in image classification and detection problem [36] - [40] . We use the powerful feature extraction capabilities of convolutional neural networks to extract the different views from an image, then substitute into our FDCCA network model. we give two network architectures, first, in FIGURE4, two different CNN architecture (such VGG [41] , inception-v3 [42] ) are applied in extracting the same image, we named it convolutional neural network -fractional order canonical correlation (CNN-FDCCA) . second, in FIGURE5, the same CNN architecture is used to extract features from images of different resolutions, we named it two convolutional neural networks -fractional order canonical correlation (2CNNs-FDCCA).
IV. EXPERIMENT
In this section, the experimental evaluation for the proposed FDCCA is presented. The evaluation of the FDCCA is conducted on two publicly available datasets for two different application. We use the spilled noise MNIST dataset [43] recognition handwriting and use the RAVDESS dataset [44] recognition the emotion from speech. In addition, in order to verify the superiority of CNN-FDCCA in processing small sample image recognition, an experiment on the face database has been carried out.
A. MNIST DATASET
MNIST handwritten image dataset consists of 60,000 training images and 10,000 testing images. The dataset contains VOLUME 7, 2019 FIGURE 6. On the MNIST dataset, the recognition rate varies with the number of training samples.
numbers from 0 to 9. Each image is a 28 × 28 matrix of pixels, each representing one of 256 grayscale values. The left and right 14 columns are separated to form the view 1 and view 2, making 392 features in each view. We randomly select {1000, 2000, 3000, 4000, 5000, 6000, 7000} as training images and {200, 400, 600, 800, 1000, 1200, 1400} respectively as tuning images to estimate weights. The number of each testing images is 2,000. For DCCAE, SDCCA, Deep CCA and FDCCA, the number of hidden layers was chosen to be three hidden layers with 800 nodes in each layer. For the output layer, the number of nodes is 40; the classifier is Linear SVM [45] . From our previous experience, the fractional parameters usually range from 0.1 to 1. For the kernel CCA, Gaussian kernel is selected for nonlinear mapping.
From the FIGURE6, we can see that our proposed FDCCA can get better performance than other CCA-related methods when the number of training samples is less than 4,000. However, when the training sample is more than 4,000. We select each value in the range (0.1, 0.9) and could not get the better recognition accuracy than deep CCA. Finally, we use 1 as the fraction value, and then get the same result with deep CCA. In other words, deep CCA can be viewed as a special case of FDCCA.
Usually we set fractional parameters µ = ν. From the FIGURE7, we can see that when the fraction parameters are unsuitable, the recognition rate is very low, however, when the fraction parameters are suitable, the result is promising. In the FIGURE7, when µ, ν is 0.2, κ is 0.8, we can get the best recognition rate when the training sample is limited to 3,000.
B. RAVDESS DATASET
The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) [44] is a set of 24 actors (12 male, 12 female) speaking and singing with various emotions, in a North American English accent. The RAVDESS contains 7,356 high-quality video recordings of emotionally neutral statements, spoken and sung with a range of emotions. The speech set consists of the 8 emotional expressions: neutral, calm, happy, sad, angry, fearful, surprise, and disgust. The song set consists of the 6 emotional expressions: neutral, calm, happy, sad, angry, and fearful. All emotions except neutral are expressed at two levels of emotional intensity: normal and strong. We use the 50% of samples as the training set, 40% as the testing sets and the rest to tune the hyperparameters when learning the FDCCA model.
The multi-view feature represents have a great advantage over single-view. For emotion recognition based speech, we also extract the linear Prediction cepstrum coefficients (LPCC) features [46] and the mel frequency cepstral coefficients (MFCC) features [47] , then they are fused together using the proposed FDCCA model and other CCA-related methods. Linear SVM [45] was adopted as a classifier in our framework. For DCCAE, SDCCA, Deep CCA and FDCCA, the number of hidden layers was chosen to be three hidden layers with 200 nodes in each layer. First, the performance of emotion recognition using a single feature (LPCC feature or MFCC feature ) is provided in Table. 1. We can see that LPCC can get a better recognition. Table. 2 shows that our FDCCA can get better recognition accuracy than other MDR methods (in this experiment, the training sample set size is small, then, FDCCA can get the better performance).
Then, the proposed FDCCA is compared with other MDR methods in FIGURE8. The number of hidden layers was chosen to be three hidden layers with 200 nodes in each layer, and the output layer is varied from 3 to 20 nodes. The fraction parameters are set from 0.1 to 1. From the FIGURE8, we can see that when the output nodes is 8, the better recognition rate of FDCCA can be obtained. In addition, it is apparent that our proposed FDCCA can get better performance than other deep CCA-related methods, this is mainly due to the correct deep within-set covariance matrix and deep betweenset covariance matrix.
C. EXPERIMENT ON THE AT&T DATABASE
The AT&T database [48] In our experiments, the original face images are considered as the first view, denoted as Ori. On the other hand, we also extract the wavelet features of face images as the second view, denoted as Wav. Since face recognition is typically a small sample problem, we use the PCA to reduce the dimension of Ori and Wav feature such that the singularity problem is avoided in the transformed spaces.
To better compare various methods, we cover part of the nose and mouth of each face image. For the deep model, five images per individual are randomly chosen for training, one image per individual is randomly chosen for tuning the parameters of deep network. while the remaining four images are used for testing. For CCA, KCCA, LPCCA, these methods do not include a deep model, we do not use the image selected for tuning the parameters of the deep network. Therefore, the total number of training samples is 200, and the total number of tuning samples is 40, the total numbers of testing samples is 160. For CNN-FDCCA, we adopt a fully convolutional network based on VGGNet (VGG-FCN), which is fine-tuned on the ms-coco dataset [49] to classify the image attributes. Image feature maps are obtained from the last convolutional layer given 512 × 512 images. For the 2CNNs-FDCCA, the second CNN architecture is the 101-layers Residual Network (ResNet) [40] . For these two sets of convolution features, we also use the PCA to reduce them to 300 dimensions. For the CCA, Kernel CCA, deep CCA, and FDCCA, to avoid the singularity problem, we reduce the dimension of data points in features sets Ori and Wav to 150 and 150. respectively, more than 97% and 99% of data energy are held. the liner SVM is employed for recognition. Ten independent tests are performed and the average recognition rates are computed to example the performance of various methods. In addition, similar to CNN-FDCCA and 2CNNs-FDCCA, we also use the convolutional layer to extract the power features of the image to substitute into DCCA, named convolutional neural network -deep canonical correlation (CNN-DCCA) and two convolutional neural networks -deep canonical correlation (2CNNs-DCCA) separately.
From the table 3, compared with other methods, we can see that CNN-FDCCA can get the best performance, this is mainly due to CNN's powerful feature extraction ability and fractional model in modifying neural network gradient directions. this indicates the model of fraction order can be Flexible applied in other deep neural network structures, which is promising. 
V. CONCLUSION
This paper firstly applies the fraction-order model to correct the deviation gradient of DNNS when training deep CCA, we call it fraction-order deep canonical correlation analysis. we also proposed CNN-FDCCA and 2CNNs-FDCCA to further strengthen the ability of the model to process image data. In the small sample size problem, it could effectively address the challenges of DNNS's gradient chaos. On the other hand, fraction-order model also can be easily applied in PCA and LDA etc. to solving the sample size problem. This is our next work.
