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In  this  paper,  we  prove  the  complexity  bounds  for  methods  of  Convex  Optimization  based  only  on 
computation of the function value. The search directions of our schemes are normally distributed random 
Gaussian vectors. It appears that such methods usually need at most n times more iterations than the 
standard gradient methods, where n is the dimension of the space of variables. This conclusion is true 
both for nonsmooth and smooth problems. For the later class, we present also an accelerated scheme with 
the expected rate of convergence O(n
2/k
2), where k is the iteration counter. For Stochastic Optimization, 
we propose a zero-order scheme and justify its expected rate of convergence O(n/k
1/2). We give also some 
bounds for the rate of convergence of the random gradient-free methods to stationary points of nonconvex 
functions, both for smooth and nonsmooth cases. Our theoretical results are supported by preliminary 
computational experiments. 
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Motivation. Derivative-free optimization methods were among the ¯rst schemes sug-
gested in the early days of the development of Optimization Theory (e.g. [4]). These
methods have an evident advantage of a simple preparatory stage (the program of com-
putation of the function value is always much simpler than the program for computing the
vector of the gradient). However, very soon it was realized that these methods are much
more di±cult for theoretical investigation. For example, the famous method by Nelder
and Mead [5] has only an empirical justi¯cation up to now. Moreover, the possible rate
of convergence of the derivative-free methods (established usually on an empirical level)
is far below the e±ciency of the usual optimization schemes.
On the other hand, as it was established in the beginning of 1980s, any function, repre-
sented by an explicit sequence of di®erentiable operations, can be automatically equipped
with a program for computing the whole vector of its partial derivatives. Moreover, the
complexity of this program is at most four times bigger than the complexity of compu-
tation of the initial function (this technique is called Fast Di®erentiation). It seems that
this observation destroyed the last arguments for supporting the idea of derivative-free
optimization. During several decades, these methods were almost out of computational
practice.
However, in the last years, we can see a restoration of the interest to this topic. The cur-
rent state of the art in this ¯eld was recently updated by a comprehensive monograph [2].
It appears that, despite to very serious theoretical objections, the derivative-free methods
can probably ¯nd their place on the software market. For that, there exist at least several
reasons.
² In many applied ¯elds, there exist some models, which are represented by an old
black-box software for computing only the values of the functional characteristics of
the problem. Modi¯cation of this software is either too costly, or impossible.
² There exist some restrictions for applying the Fast Di®erentiation technique. In par-
ticular, it is necessary to store the results of all intermediate computations. Clearly,
for some applications, this is impossible by memory limitations.
² In any case, creation of a program for computing partial derivatives requires some
(substantial) e®orts of a quali¯ed programmer. Very often his/her working time
is much more expensive than the computational time. Therefore, in some situa-
tions it is reasonable to buy a cheaper software preparing for waiting more for the
computational results.
² Finally, the extension of the notion of the gradient onto nonsmooth case is a non-
trivial operation. The generalized gradient cannot be formed by partial derivatives.
The most popular framework for de¯ning the set of local di®erential characteristics
(Clarke subdi®erential [1]) su®ers from an incomplete Chain Rule. The only known
technique for automatic computations of such characteristics (lexicographic di®eren-
tiation [9]) requires an increase of complexity of function evaluation in O(n) times,
where n is the number of variables.
Thus, it is interesting to develop the derivative-free optimization methods and obtain
the theoretical bounds for their performance. It is interesting that such bounds are almost
1absent in this ¯eld (see, for example, [2]). One of a few exception is a derivative-free version
of cutting plane method presented in Section 9.2 of [7] and improved by [12].
In this paper, we present several random derivative-free methods, and provide them
with some complexity bounds for di®erent classes of convex optimization problems. As
we will see, the complexity analysis is crucial for ¯nding the reasonable values of their
parameters.
Our approach can be seen as a combination of several popular ideas. First of all, we
mention the random optimization approach [4], as applied to the problem
min
x2Rn f(x); (1)
where f is a di®erentiable function. It was suggested to sample a point y randomly
around the current position x (in accordance to Gaussian distribution), and move to y if
f(y) < f(x). The performance of this technique for nonconvex functions was estimated
in [3], and criticized by [13] from the numerical point of view.
Di®erent improvements of the random search idea were discussed in Section 3.4 [11].
In particular, it was mentioned that the scheme
xk+1 = xk ¡ hk
f(xk+¹ku)¡f(xk)
¹k u; (2)
where u is a random vector distributed uniformly over the unit sphere, converges under
assumption ¹k ! 0. However, no explicit rules for choosing the parameters were given,
and no particular rate of convergence was established.
The main goal of this paper is the complexity analysis of di®erent variants of method
(2) and its accelerated versions. We study these methods both for smooth and nonsmooth
optimization problems. It appears that the most powerful version of the scheme (2)
corresponds to ¹k ! 0. Then we get the following process:
xk+1 = xk ¡ hkf0(xk;u)u; (3)
where f0(x;u) is a directional derivative of function f(x) along u 2 Rn. As compared with
the gradient, directional derivative is a much simpler object. Its exact value can be easily
computed even for nonconvex nonsmooth functions by a forward di®erentiation. Or, it
can be approximated very well by ¯nite di®erences. Note that in the gradient schemes
the target accuracy ² for problem (1) is not very high. Hence, as we will see, the accuracy
of the ¯nite di®erences can be kept on a reasonable level.
For our technique, it is convenient to work with a normally distributed Gaussian vector
u 2 Rn. Then we can de¯ne
g0(x)
def = Eu(f0(x;u)u):
It appears that for convex f, vector g0(x) is always a subgradient of f at x.
Thus, we can treat the process (3) as a method with random oracle. Usually, these
methods are analyzed in the framework of Stochastic Approximation (see [6] for the state
of art of the ¯eld). However, our random oracle is very special. The standard assumption
in Stochastic Approximation is the boundedness of the second moment of the random
estimate rxF(x;u) of the gradient for the objective function f(x) = Eu(F(x;u)):
Eu(krxF(x;u)k2
2) · M2; x 2 Rn: (4)
2(see, for example, condition (2.5) in [6]). However, in our case, if f is di®erentiable at x,
then
Eu(kg0(x)k2
2) · (n + 4)krf(x)k2
2:
This relation makes the analysis of our methods much simpler and leads to the faster
schemes. In particular, for the method (3) as applied to Lipschitz continuous functions,




k). If functions has Lipschitz-continuous gradient, then the rate is increased up to
O(n
k). If in addition, our function is strongly convex, then we have a global linear rate
of convergence. Note that in the smooth case, using the technique of estimate sequences
(e.g. Section 2.2 in [8]), we can accelerate method (3) up to convergence rate O(n2
k2).
For justifying the versions of random search methods with ¹k > 0, we use a smoothed
version of the objective function
f¹(x) = Eu(f(x + ¹u)): (5)
This object is classical in Optimization Theory. For the complexity analysis of the random
search methods it was used, for example, in Section 9.3 [7]1 However, in their analysis the





¹Eu([f(x + ¹u) ¡ f(x)]u):
In our analysis, we use the second part, which is bounded in ¹. Hence, our conclusions
are more optimistic.
Contents. In Section 2, we introduce the Gaussian smoothing (5) and study its proper-
ties. In particular, for di®erent functional classes, we estimate the error of approximation
of the objective function and the gradient with respect to the smoothing parameter ¹.
In Section 3, we introduce the random gradient-free oracles, which are based either on
¯nite di®erences, or on directional derivatives. The main results of this section are the
upper bounds for the expected values of squared norms of these oracles. In Section 4,
we apply the simple random search method to a nonsmooth convex optimization problem
with simple convex constraints. We show that the scheme (3) works at most in O(n)
times slower than the usual subgradient method. For the ¯nite-di®erence version (2), this
factor is increased up to O(n2). Both methods can be naturally modi¯ed to be used for
Stochastic Programming Problems.
In Section 5, we estimate the performance of method (2) on smooth optimization
problems. We show that, under proper choice of parameters, it works at most n times
slower than the usual Gradient Method. In Section 6, we consider an accelerated version
of this scheme with the convergence rate O(n2
k2). For all methods we derive the upper
bounds for the value of the smoothing parameter ¹. It appears that in all situations
their dependence in ² and n is quite moderate. For example, for the fast random search
presented in Section 6, the average size of the trial step ¹u is of the order O(n¡1=2²3=4),
where ² is the target accuracy for solving (1). For the simple random, this average size is
even better: O(n¡1=2²1=2).
1In [7], u was uniformly distributed over a unit ball. In our comparison, we use a direct translation of the
constructions in [7] into the language of the normal Gaussian distribution.
3In Section 7 we estimate a rate of convergence the random search methods to a sta-
tionary point of nonconvex function (in terms of the norm of the gradient). We consider
both smooth and nonsmopth cases. Finally, in Section 8, we present the preliminary com-
putational results. In the tested methods, we were checking the validity of our theoretical
conclusions on stability and the rate of convergence of the scheme, as compared with the
prototype gradient methods.
Notation. For a ¯nite-dimensional space E, we denote by E¤ its dual space. The value
of a linear function s 2 E¤ at point x 2 E is denoted by hs;xi. We endow the spaces E
and E¤ with Euclidean norms
kxk = hBx;xi1=2; x 2 E; ksk¤ = hs;B¡1si1=2; s 2 E¤;
where B = B¤ Â 0 is a linear operator from E to E¤. For any u 2 E we denote by uu¤ a
linear operator from E¤ to E, which acts as follows:
uu¤(s) = u ¢ hs;ui; s 2 E¤:
In this paper, we consider functions with di®erent level of smoothness. It is indicated
by the following notation.
² f 2 C0;0(E) if jf(x) ¡ f(y)j · L0(f)kx ¡ yk, x;y 2 E.
² f 2 C1;1(E) if krf(x) ¡ rf(y)k¤ · L1(f)kx ¡ yk, x;y 2 E. This condition is
equivalent to the following inequality:
jf(y) ¡ f(x) ¡ hrf(x);y ¡ xij · 1
2L1(f)kx ¡ yk2; x;y 2 E: (6)
² f 2 C2;2(E) if kr2f(x) ¡ r2f(y)k · L2(f)kx ¡ yk, x;y 2 E. This condition is
equivalent to the inequality
jf(y) ¡ f(x) ¡ hrf(x);y ¡ xi ¡ 1
2hr2f(x)(y ¡ x);y ¡ xij
· 1
6L2(f)kx ¡ yk3; x;y 2 E:
(7)
We say that f 2 C1(E) is strongly convex, if for any x and y 2 E we have
f(y) ¸ f(x) + hrf(x);y ¡ xi +
¿(f)
2 ky ¡ xk2; (8)
where ¿(f) ¸ 0 is the convexity parameter.
Let ² ¸ 0. For convex function f, we denote by @f²(x) its ²-subdi®erential at x 2 E:
f(y) ¸ f(x) ¡ ² + hg;y ¡ xi; g 2 @f²(x); y 2 E:
If ² = 0, we simplify this notation up to @f(x).
2 Gaussian smoothing
Consider a function f : E ! R. We assume that at each point x 2 E it is di®erentiable






























[f(x) + ¹hg;ui]e¡ 1
2kuk2
du = f(x): (11)
Note that in general, f¹ has better properties than f. At least, all initial characteristics
of f are preserved by any f¹ with ¹ ¸ 0.
² If f is convex, then f¹ is also convex.
² If f 2 C0;0, then f¹ 2 C0;0 and L0(f¹) · L0(f). Indeed, for all x;y 2 E we have




jf(x + ¹u) ¡ f(y + ¹u)je¡ 1
2kuk2
du · L0(f)kx ¡ yk:
² If f 2 C1;10, then f¹ 2 C1;1 and L1(f¹) · L1(f):




krf(x + ¹u) ¡ rf(y + ¹u)k¤e¡ 1
2kuk2
du
· L1(f)kx ¡ yk; x;y 2 E:
(12)






2 ln(2¼) ¡ 1
2 lndetB:







du = B¡1: (13)







du = n: (14)














For other cases, we will use the following simple bounds.
Lemma 1 For p 2 [0;2], we have
Mp · np=2: (16)
If p ¸ 2, then we have two-side bounds
np=2 · Mp · (p + n)p=2: (17)
5Proof:
Denote Ã(p) = lnMp. This function is convex in p. Let us represent p = (1¡®)¢0+®¢2
(thus, ® =
p
2). For p 2 [0;2], we have ® 2 [0;1]. Therefore,





This is the upper bound (16). If p ¸ 2, then ® ¸ 1, and ®Ã(2) becomes a lower bound
for Ã(p). It remains to prove the upper bound in (17).


















































¢n=2 · (p + n)p=2:
2
Now we can prove the following useful result.
Theorem 1 Let f 2 C0;0(E), then,
jf¹(x) ¡ f(x)j · ¹L0(f)n1=2; x 2 E: (19)
If f 2 C1;1(E), then
jf¹(x) ¡ f(x)j ·
¹2
2 L1(f)n; x 2 E: (20)
Finally, if f 2 C2;2(E), then




3 L2(f)(n + 3)3=2; x 2 E: (21)
Proof:
























6Further, if f is di®erentiable at x, then




















































6 (n + 3)3=2:
2
Inequality (21) shows that that the increase of the level of smoothness of function f,
as compared with C1;1(E), cannot improve the quality of approximation of f by f¹. If,






The constant term in this identity can reach the right-hand side of inequality (20).
For any positive ¹, function f¹ is di®erentiable. Let us obtain a convenient expression
for its gradient. For that, we rewrite de¯nition (9) in another form by introducing a new


































It appears that this gradient is Lipschitz-continuous.





















It remains to apply (16). 2




®[f(x + ®u) ¡ f(x)]: (24)



















Let us prove that in convex case rf¹(x) always belongs to some ²-subdi®erential of
function f.
Theorem 2 Let f be convex and Lipschitz continuous. Then, for any x 2 E and ¹ ¸ 0
we have
rf¹(x) 2 @²f(x); ² = ¹L0(f)n1=2:
Proof:
Let ¹ > 0. Since f¹ is convex, for all x and y 2 E we have
f(y) + ¹L0(f)n1=2
(19)
¸ f¹(y) ¸ f¹(x) + hrf¹(x);y ¡ xi
(11)
¸ f(x) + hrf¹(x);y ¡ xi:
Taking now the limit as ¹ ! 0, we prove the statement for ¹ = 0. 2



















8Lemma 3 If f 2 C1;1(E) with constant L1(f), then
krf¹(x) ¡ rf(x)k¤ ·
¹
2L1(f)(n + 3)3=2: (28)
For f 2 C2;2(E) with constant L2(f), we can guarantee that
krf¹(x) ¡ rf(x)k¤ ·
¹2
6 L2(f)(n + 4)2: (29)
Proof:

































































6 L2(f)(n + 4)2:
2
Finally, we prove one more relation between the gradients of f and f¹.





















































It remains to use inequality (17). 2
3 Random gradient-free oracles
Let random vector u 2 E have Gaussian distribution with correlation operator B¡1.
Denote by Eu(Ã(u)) the expectation of corresponding random variable. For ¹ ¸ 0, using
expressions (22), (27), and (25), we can de¯ne the following random gradient-free oracles:
1. Generate random u 2 E and return g¹(x) =
f(x+¹u)¡f(x)
¹ ¢ Bu.
2. Generate random u 2 E and return ^ g¹(x) =
f(x+¹u)¡f(x¡¹u)
2¹ ¢ Bu.
3. Generate random u 2 E and return g0(x) = f0(x;u) ¢ Bu.
(31)
As we will see later, oracles g¹ and ^ g¹ are more suitable for minimizing smooth func-
tions. Oracle g0 is more universal. It can be also used for minimizing nonsmooth convex
functions. Recall that in view of (25) and Theorem 2, we have
Eu(g0(x)) = rf0(x) 2 @f(x): (32)
We can establish now the following upper bounds.
Theorem 3 1. If f is di®erentiable at x, then
Eu(kg0(x)k2
¤) · (n + 4)krf0(x)k2
¤: (33)
2. Let f be convex. Denote D(x) = diam@f(x). Then, for any x 2 E we have
Eu(kg0(x)k2










































The minimum of the right-hand side in ¿ is attained for ¿¤ = 2




















If f is di®erentiable at x, then f0(x;u) = hrf(x);ui, and we get (33) from (13).
Suppose that f is convex and not di®erentiable at x. Denote
g(u) 2 Argmax
g fhg;ui : g 2 @f(x)g:
Then f0(x;u)2 = (hrf0(x);ui + hg(u) ¡ rf0(x);ui)2. Note that
Eu(hrf0(x);ui ¢ hg(u) ¡ rf0(x);ui)
(13)
= Eu(hrf0(x);ui ¢ f0(x;u)) ¡ krf0(x)k2
¤


































Let us prove now the similar bounds for oracles g¹ and ^ g¹.
11Theorem 4 1. If f 2 C0;0(E), then
Eu(kg¹(x)k2
¤) · L2
0(f)(n + 4)2: (35)











1(f)(n + 6)3 + 2(n + 4)krf(x)k2
¤:
(36)












[f(x + ¹u) ¡ f(x)]2]kuk2¢
. If f 2 C0;0(E), then we
obtain (35) directly from the de¯nition of the functional class and (17).
Let f 2 C1;1(E). Since



















1(f)(n + 6)3 + 2(n + 4)krf(x)k2
¤:
For the symmetric oracle ^ g¹, we have




2 L1(f)kuk2] + ¹hrf(x);ui:
























1(f)(n + 6)3 + 2(n + 4)krf(x)k2
¤:
Let f 2 C2;2(E). We will use notation of Lemma 3. Since
[f(x + ¹u) ¡ f(x ¡ ¹u)]2 = [f(x + ¹u) ¡ f(x ¡ ¹u) ¡ 2¹hrf(x);ui + 2¹hrf(x);ui]2

















2(f)(n + 8)4 + 2(n + 4)krf(x)k2
¤:
2
Corollary 1 Let f 2 C1;1(E). The, for any x 2 E we have
Eu(kg¹(x)k2




























It remains to note that (n + 6)3 + 2(n + 4)3 · 3(n + 5)3. 2
Example f(x) = kxk, x = 0, shows that the pessimistic bound (35) cannot be signi¯-
cantly improved.
4 Random search for nonsmooth and stochastic
optimization
From now on, we assume that f is convex. Let us show how to use the oracles (31) for
solving the following nonsmooth optimization problem:
f¤ def = min
x2Q
f(x); (39)
where Q µ E is a closed convex set, and f is a nonsmooth convex function on E. Denote
by x¤ 2 Q one of its optimal solutions.
Let us choose a sequence of positive steps fhkgk¸0. Consider the following method.
Method RS¹: Choose x0 2 Q. If ¹ = 0, we need D(x0) = 0.
Iteration k ¸ 0.
a). Generate uk and corresponding g¹(xk).






13Note that this method generates a random sequence fxkgk¸0. Denote by
Uk = (u0;:::;uk)
a random vector composed by i.i.d. variables fukgk¸0 attached to each iteration of the
scheme. Denote Á0 = f(x0), and Ák
def = EUk¡1(f(xk)), k ¸ 1.
Theorem 5 Let sequence fxkgk¸0 be generated by RS0. Then, for any N ¸ 0 we have
N P
k=0
hk(Ák ¡ f¤) · 1








Let point xk with k ¸ 1 be generated after k iterations of the scheme (40). Denote
rk = kxk ¡ x¤k. Then
r2
k+1 · kxk ¡ hkg0(xk) ¡ x¤k2 = r2
k ¡ 2hkhg0(xk);xk ¡ x¤i + h2
kkg0(xk)k2
¤:
Note that function f is di®erentiable at xk with probability one. Therefore, using repre-











k ¡ 2hk(f(xk) ¡ f¤) + h2
k(n + 4)L2
0(f):











¡ 2hk(Ák ¡ f¤) + h2
k(n + 4)L2
0(f):







0 ¡ 2h0(f(x0) ¡ f¤) + h2
0(n + 4)L2
0(f):




hk, and de¯ne ^ xN = argmin
x [f(x) : x 2 fx0;:::;xNg]. Then






















In particular, if the number of steps N is ¯xed, and kx0 ¡ x¤k · R, we can choose
hk = R
(n+4)1=2(N+1)1=2L0(f); k = 0;:::;N: (42)
Then we obtain the following bound:











Same as in the standard nonsmooth minimization, instead of ¯xing the number of
steps apriori, we can de¯ne
hk = R
(n+4)1=2(k+1)1=2L0(f); k ¸ 0: (45)
This modi¯cation results in a multiplication of the right-hand side of the estimate (43)
by a factor O(lnN) (e.g. Section 3.2 in [8]).
Let us consider now the random search method (40) with ¹ > 0.





















Let point xk with k ¸ 1 be generated after k iterations of the scheme (40). Denote
rk = kxk ¡ x¤k. Then
r2
k+1 · kxk ¡ hkg¹(xk) ¡ x¤k2 = r2
k ¡ 2hkhg¹(xk);xk ¡ x¤i + h2
kkg¹(xk)k2
¤:












k ¡ 2hk(f(xk) ¡ f¹(x¤)) + h2
k(n + 4)2L2
0(f):











¡ 2hk(Ák ¡ f¹(x¤)) + h2
k(n + 4)2L2
0(f):
It remains to note that f¹(x¤)
(19)
· f¤ + ¹L0(f)n1=2. 2
Thus, in order to guarantee inequality EUN¡1 (f(^ xN)) ¡ f¤ · ² by method RS¹, we
can choose
¹ = ²
2L0(f)n1=2; hk = R






Note that this complexity bound is in O(n) times worse than the complexity bound (44)
of the method RS0. This can be explained by the di®erent upper bounds provided by
inequalities (33) and (35). It is interesting that the smoothing parameter ¹ is not used
15in the de¯nition (47) of the step sizes and in the total length of the process generated by
method RS¹.
Finally, let us compare our results with the following Random Coordinate Method:
1: Generate a uniformly distributed number ik 2 f1;:::;ng.
2: Update xk+1 = ¼Q (xk ¡ heikhg(xk);eiki),
(48)
where ei is a coordinate vector in Rn, and g(xk) 2 @f(xk). By the same reasoning as in









Thus, under an appropriate choice of h, method (48) has the same complexity bound (44)
as RS0. However, note that (48) requires computation of the coordinates of the subgra-
dient g(xk). This computation cannot be arranged with directional derivatives, or with
function values. Therefore, method 48) cannot be transformed in a gradient-free form.
A natural modi¯cation of method (40) can be applied to the problems of Stochastic
Optimization. Indeed, assume that the objective function in (39) has the following form:




F(x;»)dP(»); x 2 Q; (49)
where » is a random vector with probability distribution P(»), » 2 ¥. We assume that
f 2 C0;0(E) is convex (this is a relaxation of the standard assumption that F(x;») is
convex in x for any » 2 ¥). Similarly to (31), we can de¯ne random stochastic gradient-
free oracles:
1. Generate random u 2 E, » 2 ¥. Return s¹(x) =
F(x+¹u;»)¡F(x;»)
¹ ¢ Bu.
2. Generate random u 2 E, » 2 ¥. Return ^ s¹(x) =
F(x+¹u;»)¡F(x¡¹u;»)
2¹ ¢ Bu.
3. Generate random u 2 E, » 2 ¥. Return s0(x) = F0
x(x;») ¢ Bu.
(50)
Consider the following method with smoothing parameter ¹ > 0.
Method SS¹: Choose x0 2 Q.
Iteration k ¸ 0.
a). For xk 2 Q, generate random vectors »k 2 ¥ and uk.






Its justi¯cation is very similar to the proof of Theorem 6.
16Theorem 7 Let L0(F(¢;»)) · L for all » 2 ¥. Assume the sequence fxkgk¸0 be generated


















where Ák = EUk¡1;Pk¡1(f(xk)), and Pk = f»0;:::;»kg.
Proof:
In the notation of Theorem 6, we have
r2
k+1 · r2
k ¡ 2hhs¹(xk);xk ¡ x¤i + h2ks¹(xk)k2:





¡2hhg¹(xk);xk ¡ x¤i + h2L2kukk4¢
(22);(17)
· r2
k ¡ 2hkhrf¹(xk);xk ¡ x¤i + h2(n + 4)L2
· r2
k ¡ 2hk(f¹(xk) ¡ f¹(x¤)) + h2(n + 4)L2:





k) ¡ 2hk(Ák ¡ f¹(x¤)) + h2(n + 4)L2:
It remains to note that f¹(x¤)
(19)
· f¤ + ¹Ln1=2. 2
Thus, choosing the parameters of method SS¹ in accordance to (47), we can solve
the Stochastic Programming Problem (39), (49) in O(n2
²2 ) iterations. To the best of our
knowledge, method (51) is the ¯rst zero-order method in Stochastic Optimization. A
similar analysis can be applied to the method SS0.
5 Simple random search for smooth optimization
Consider the following smooth unconstrained optimization problem:
f¤ def = min
x2E
f(x); (53)
where f is a smooth convex function on E. Denote by x¤ one of its optimal solutions.
For the sake of notation, we assume that dimE ¸ 2.
17Consider the following method.
Method RG¹: Choose x0 2 E.
Iteration k ¸ 0.
a). Generate uk and corresponding g¹(xk).
b). Compute xk+1 = xk ¡ hB¡1g¹(xk).
(54)
This is a random version of the standard primal gradient method. A version of method (54)
with oracle ^ g¹ will be called d RG¹.
Since the bounds (36) and (37) are continuous in ¹, we can justify all variants of
method RG¹, ¹ ¸ 0, by a single statement.
Theorem 8 Let f 2 C1;1(E), and sequence fxkgk¸0 be generated by RG¹ with
h = 1
4(n+4)L1(f): (55)










Let function f be strongly convex. Denote ±¹ =
18¹2(n+4)2
25¿(f) L1(f). Then













Let point xk with k ¸ 0 be generated after k iterations of the scheme (54). Denote
rk = kxk ¡ x¤k. Then
r2
k+1 = r2
k ¡ 2hhg¹(xk);xk ¡ x¤i + h2kg¹(xk)k2
¤:







k ¡ 2hhrf¹(xk);xk ¡ x¤i + h2[
¹2(n+6)3
2 L2




k ¡ 2h(f(xk) ¡ f¹(x¤)) + h2[
¹2(n+6)3
2 L2
1(f) + 4(n + 4)L1(f)(f(xk) ¡ f¤)]
(20)
· r2



































Summing up these inequalities for k = 0;:::;N, and dividing the result by N + 1, we
get (56).

































This inequality is equivalent to the following one:

















Let us discuss the choice of parameter ¹ in method RG¹. Consider ¯rst the mini-
mization of functions from C1;1(E). Clearly, the estimate (56) is valid also for ^ ÁN
def =
EUk¡1(f(^ xN)), where ^ xN = argmin
x [f(x) : x 2 fx0;:::;xNg]. In order to get the ¯nal






Taking into account that Eu(kuk) = O(n1=2), we can see that the average length of the






interesting that this bound is much more relaxed with respect to ² than the bound (47)
for nonsmooth version of the random search. However, it depends now on the dimension
of the space of variables. At the same time, inequality ^ ÁN ¡f¤ · ² is satis¯ed at most in
O(n
²L1(f)R2) iterations.


















. It is natural
that a faster scheme needs a higher accuracy of the ¯nite-di®erence oracle (or, a smaller
value of ¹).
The complexity analysis of the method d RG¹ can be done in a similar way. In accor-
dance to the estimate (36), the corresponding results will have slightly better dependence
in ¹. Note that our complexity results are also valid for the limiting version RG0 ´ d RG0.
196 Accelerated random search
Let us apply to problem (53) a random variant of the fast gradient method. We assume




L1(f) its condition number. And let µn = 1
16(n+1)2L1(f), hn = 1
4(n+4)L1(f).
Method FG¹: Choose x0 2 E, v0 = x0, and a positive °0 ¸ ¿(f).
Iteration k ¸ 0:
a) Compute ®k > 0 satisfying µ¡1
n ®2
k = (1 ¡ ®k)°k + ®k¿(f) ´ °k+1.
b) Set ¸k = ®k
°k+1¿(f), ¯k =
®k°k
°k+®k¿(f), and yk = (1 ¡ ¯k)xk + ¯kvk.
c). Generate random uk and compute corresponding g¹(yk).
d). Set xk+1 = yk ¡ hnB¡1g¹(yk), vk+1 = (1 ¡ ¸k)vk + ¸kyk ¡ µn
®kB¡1g¹(yk).
(60)
Note that the parameters of this method satisfy the following relations:
1 ¡ ¸k = (1 ¡ ®l)
°k
°k+1; 1 ¡ ¯k =
°k+1




Theorem 9 For all k ¸ 0, we have
Ák ¡ f¤ · Ãk ¢ [f(x0) ¡ f(x¤) +
°0






























Assume that after k iterations, we have generated points xk and vk. Then we can compute
yk and generate g¹(yk). Taking a random step from this point, we get
f¹(xk+1)
(12)

















































32(n+4)2 L1(f). Note that
(n+5)3
(n+4)2 · n + 8 for n ¸ 2.




2 kvk+1 ¡ xk2 + f¹(xk+1) ¡ f¹(x)
=
°k+1
2 k(1 ¡ ¸k)vk + ¸kyk ¡ xk2 ¡
µn°k+1







¤ + f¹(xk+1) ¡ f¹(x):












+ Euk (f¹(xk+1)) ¡ f¹(x)
·
°k+1
2 k(1 ¡ ¸k)vk + ¸kyk ¡ xk2 + ®khrf¹(yk);x ¡ (1 ¡ ¸k)vk ¡ ¸kyki
+f¹(yk) ¡ f¹(x) + »¹:
Note that vk = yk +
1¡¯k
¯k (yk ¡ xk). Therefore,
(1 ¡ ¸k)vk + ¸kyk = yk + (1 ¡ ¸k)
1¡¯k
¯k (yk ¡ xk)
(61)
= yk + 1¡®k
®k (yk ¡ xk):
Hence,
f¹(yk) + ®khrf¹(yk);x ¡ (1 ¡ ¸k)vk ¡ ¸kyki ¡ f¹(x)
= f¹(yk) + hrf¹(yk);®kx + (1 ¡ ®k)xk ¡ yki ¡ f¹(x)
(8)
· (1 ¡ ®k)(f(xk) ¡ f¹(x)) ¡ 1
2®k¿(f)kx ¡ ykk2;
and we can continue:
Euk(±k+1(x)) ·
°k+1
2 k(1 ¡ ¸k)vk + ¸kyk ¡ xk2 + »¹




2 (1 ¡ ¸k)kvk ¡ xk2 +
°k+1
2 ¸kkyk ¡ xk2 + »¹
+(1 ¡ ®k)(f(xk) ¡ f¹(x)) ¡ 1
2®k¿(f)kx ¡ ykk2
(61)
= (1 ¡ ®k)±k(x) + »¹:
Denote Ák(¹) = EUk¡1(f¹(xk)), ½k =
°k
2 EUk¡1(kvk ¡ x¤k2). Then, taking the expecta-
tion of the latter inequality in Uk¡1, we get
Ák+1(¹) ¡ f¹(x) + ½k+1 · (1 ¡ ®k)(Ák(¹) ¡ f¹(x¤) + ½k) + »¹
· ::: · Ãk+1 ¢
¡
f¹(x0) ¡ f¹(x) +
°0
2 kx0 ¡ xk2¢









(1 ¡ ®j), k ¸ 1. De¯ning Ã0 = 1 and
C0 = 0, we get Ck · k, k ¸ 0. On the other hand, by induction it is easy to see that
°k ¸ ¿(f) for all k ¸ 0. Therefore,
®k ¸ [¿(f)µn]1=2 =
·1=2(f)
4(n+4)
def = !n; k ¸ 0:





















; k ¸ 0:
Further,2 let us prove that °k ¸ °0Ãk. For k = 0 this is true. Assume it is true for some
k ¸ 0. Then
°k+1 ¸ (1 ¡ ®k)°k ¸ °0Ãk+1:




. Then, in view of the established inequality we have:























































L1(f) for all k ¸ 0. It remains to note that
EUk¡1(f(xk)) ¡ f(x¤)
(11)
· Ák(¹) ¡ f(x¤)
(20)





f¹(x0) ¡ f¹(x¤) +
°0
2 kx0 ¡ x¤k2¢






f(x0) ¡ f(x¤) +
°0
2 kx0 ¡ x¤k2¢
+ »¹ ¢ Ck + ¹2L1(f)n:
It remains to apply the upper bounds for Ãk. 2
Let us discuss the complexity estimates of the method (60) for ¿(f) = 0. In order to get
accuracy ² for the objective function, both terms in the right-hand side of inequality (62)
must be smaller than ²









iterations. Similarly to the simple random search method (40), this estimate is n times
larger than the estimate of the corresponding scheme with full computation of the gradient.
2The rest of the proof is very similar to the proof of Lemma 2.2.4 in [8]. We present it here just for the
reader convenience.




























As compared with (58), the average size of the trial step ¹u is a tighter function of ².
This is natural, since the method (54) is much faster. On the other hand, this size is still
quite moderate (this is good for numerical stability of the scheme).
Remark 1 1. Method (60) can be seen as a variant of the Constant Step Scheme (2.2.8)
in [8]. Therefore, the sequence fvkg can be expressed in terms of fxkg and fykg (see
Section 2.2.1 in [8] for details).
2. Linear convergence of method (60) for strongly convex functions allows an e±-
cient generation of random approximations to the solution of problem (53) with arbitrary
high con¯dence level. This can be achieved by an appropriate regularization of the initial
problem, as suggested in Section 3 of [10].
7 Nonconvex problems




where the objective function f is nonconvex. Let us apply to it method (40). Now it has
the following form:
Method d RS¹: Choose x0 2 E.
Iteration k ¸ 0.
a). Generate uk and corresponding g¹(xk).
b). Compute xk+1 = xk ¡ hkB¡1g¹(xk).
(66)
Let us estimate the evolution of the value of function f¹ after one step of this scheme.
Since f¹ has Lipschitz-continuous gradient, we have
f¹(xk+1)
(6)
· f¹(xk) ¡ hhrf¹(xk);B¡1g¹(xk)i + 1
2h2L1(f¹)kg¹k2
¤:
Taking now the expectation in uk, we obtain
Euk(f¹(xk+1))
(22)









23Consider now two cases.
1. f 2 C1;1(E). Then
Euk(f¹(xk+1))
(38)

























Since (n + 5)3 · (n + 8)(n + 4)2, taking the expectation of this inequality in Uk, we get






































1(f), the expected rate of decrease of µk












Then, the upper bound for the expected number of steps is O( n
²2).
2. f 2 C0;0(E). Then,
Euk(f¹(xk+1))
(35)






= f¹(xk) ¡ hkkrf¹(xk)k2
¤ + 1
¹h2
kn1=2(n + 4)2 ¢ L3
0(f):




hk. Taking the expectation of the latter


















¹n1=2(n + 4)2 ¢ L3
0(f):
(69)
Thus, we can guarantee a convergence of the process (66) to a stationary point of the
function f¹, which is a smooth approximation of f. In order to bound the gap in this
24approximation by ², we need to choose ¹ · ¹ ¹
(19)
= ²
n1=2L0(f). Let us assume for simplicity

























Thus, in order to guarantee the expected squared norm of the gradient of function f¹ ¹ of







iteration of the scheme (66). To the best of our knowledge, this is the ¯rst complexity
bound for the methods for minimizing nonsmooth nonconvex functions. Note that allow-
ing in the method (66) hk ! 0 and ¹ ! 0, we can ensure a convergence of the scheme
to a stationary point of the initial function f. But this proof is quite long and technical.
Therefore, we omit it.
8 Preliminary computational experiments
The main goal of our experiment was the investigation of the impact of the random oracle
on the actual convergence of the minimization methods. We compared the performance of
the randomized gradient-free methods with the classical gradient schemes. As suggested
by our e±ciency estimates, it is normal if the former methods need n times more iterations
as compared with the classical ones. Let us describe our results.
8.1 Smooth minimization






(x(i+1) ¡ x(i))2 + 1
2(x(n))2 ¡ x(1); x0 = 0: (70)
This function was used in Section 2.1 in [8] for proving the lower complexity bound for the
gradient methods as applied to functions from C1;1(Rn). It has the following parameters:
L1(fn) · 4; R2 = kx0 ¡ x¤k2 · n+1
3 :
These values were used for de¯ning the trial step size ¹ by (58) and (64). We also tested
the versions of corresponding methods with ¹ = 0. Finally, we compared these results
with the usual gradient and fast gradient method.
Our results for the simple gradient schemes are presented in the following table. The
¯rst column of the table indicates the current level of relative accuracy with respect to
the scale S
def = 1
2L1(fn)R2. The kth row of the table, k = 2:::9, shows the number of
25iterations spent for achieving the absolute accuracy 2¡(k+7)S. This table aggregates the
results of 20 attempts of the method RG0 and RG¹ to minimize the function (70). The
columns 2-4 of the table represent the minimal, maximal and average number of blocks
by n iterations, executed by RG0 in order to reach corresponding level of accuracy. The
next three columns represent this information for RG¹ with ¹ computed by (58) with
² = 2¡16. The last column contains the results for the standard gradient method with
constant step h = 1
L1(fn).
¹ = 0 ¹ = 8:9 ¢ 10¡6
Accuracy min max Mean min max Mean GM
2:0 ¢ 10¡3 3 4 4:0 3 4 3:9 1
9:8 ¢ 10¡4 20 22 21:3 21 22 21:3 5
4:9 ¢ 10¡4 85 89 86:8 85 89 86:8 22
2:4 ¢ 10¡4 329 343 335:5 327 342 335:4 83
1:2 ¢ 10¡4 1210 1254 1232:8 1204 1246 1231:8 304
6:1 ¢ 10¡5 4129 4242 4190:3 4155 4235 4190:4 1034
3:1 ¢ 10¡5 12440 12611 12536:7 12463 12645 12538:1 3092
1:5 ¢ 10¡5 30883 31178 31054:6 30939 31269 31058:1 7654
Table 1. Simple Random Search RG¹.
We can see a very small variance of the results presented in each column. Moreover, the
¯nite-di®erence version with an appropriate value of ¹ demonstrates practically the same
performance as the version based on the directional derivative. Moreover, the number
of blocks by n iterations of the random schemes is practically equal to the number of
iterations of the standard gradient method multiplied by four. A plausible explanation
of this phenomena is related to the choice of the step size h = 1
4¢(n+4)L1(f). However, we
prefer to use this value since there is no theoretical justi¯cation for a larger step.
Let us present the results of 20 runs of the accelerated schemes. The structure of
Table 2 is similar to that of Table 1. Since these methods are faster, we give the results
26for a more accurate solution, up to ² = 2¡30.
¹ = 0 ¹ = 3:5 ¢ 10¡10
Accuracy min max Mean min max Mean FGM
2:0 ¢ 10¡3 7 7 7:0 7 7 7:0 1
9:8 ¢ 10¡4 21 22 21:1 21 22 21:1 4
4:9 ¢ 10¡4 45 47 45:8 46 47 46:2 10
2:4 ¢ 10¡4 93 96 94:1 93 96 94:5 22
1:2 ¢ 10¡4 182 187 184:7 180 188 185:4 44
6:1 ¢ 10¡5 338 350 345:4 342 349 346:6 84
3:1 ¢ 10¡5 597 611 603:2 599 609 604:3 147
1:5 ¢ 10¡5 944 967 953:1 948 964 954:9 233
7:6 ¢ 10¡6 1328 1355 1339:6 1332 1351 1341:5 328
3:8 ¢ 10¡6 1671 1695 1679:4 1671 1688 1680:3 411
1:9 ¢ 10¡6 1915 1934 1922:6 1916 1928 1923:1 471
9:5 ¢ 10¡7 2070 2083 2075:3 2070 2080 2075:7 508
4:8 ¢ 10¡7 2177 2189 2182:1 2177 2187 2182:6 535
2:4 ¢ 10¡7 2270 2281 2274:4 2268 2279 2274:4 557
1:2 ¢ 10¡7 2360 2375 2366:8 2355 2375 2366:3 580
6:0 ¢ 10¡8 4294 4308 4299:9 4291 4308 4300:9 1056
3:0 ¢ 10¡8 4396 4410 4402:4 4392 4411 4403:6 1081
1:5 ¢ 10¡8 4496 4521 4506:9 4495 4518 4508:0 1107
7:5 ¢ 10¡9 6519 6537 6529:0 6517 6540 6529:1 1604
3:7 ¢ 10¡9 6624 6669 6646:2 6623 6672 6644:4 1633
1:9 ¢ 10¡9 8680 8718 8700:3 8682 8712 8699:1 2139
9:3 ¢ 10¡10 10770 10805 10789:9 10779 10808 10791:2 2653
Table 2. Fast Random Search FG¹.
As we can see, the accelerated schemes are indeed faster than the simple random search.
On the other hand, same as in Table 1, the variance of the results in each line is very
small. Method with ¹ = 0 demonstrates almost the same e±ciency as the method with
¹ de¯ned by (64). And again, the number of the blocks by n iterations of the random
methods is proportional to the number of iterations of the standard gradient methods
multiplied by four.
8.2 Nonsmooth minimization
For nonsmooth problems, we present ¯rst the computational results of two variants of
method (40) on the following test function:
Fn(x) = jx(1) ¡ 1j +
n¡1 P
i=1
j1 + x(i+1) ¡ 2x(i)j; x0 = 0: (71)
It has the following parameters:
L0(Fn) · 3n1=2; R2 = kx0 ¡ x¤k2 · n:
27We compared the version RS0 and version RS¹ with ¹ de¯ned by (47) with the
standard subgradient method (e.g. Section 3.2.3 in [8]). The results are presented in
Tables 3-5. The ¯rst columns of these tables show the required accuracy as compared
with the scale L0(Fn)R. In this case, the theoretical upper bound for achieving this level
of accuracy is ·
²2, where · is an absolute constant. The columns of the tables correspond
to the test problems of dimension n = 2p, p = 2:::8. Each cell shows the number of
blocks of n iterations, which were necessary to reach this level of accuracy. If this was
impossible after 105 iterations, we put in the cell the best value found by the scheme. In
Table 5, representing the results of the standard subgradient scheme, we show the usual
number of iterations. We show the results only for a single run since the variability in the
performance of the random scheme is very small.
Table 3. Method RS0, Limit = 105
² nn 8 16 32 64 128 256
2.5E-1 1 4 2 2 5 4
1.3E-1 10 7 7 7 13 11
6.3E-2 16 11 18 25 27 21
3.1E-2 22 27 49 59 61 74
1.6E-2 50 104 156 187 218 263
7.8E-3 65 328 480 685 885 1045
3.9E-3 477 1086 1812 2749 3397 3848
2.0E-3 533 4080 6834 10828 12872 14773
9.8E-4 5784 10809 27341 41896 51072 54615
4.9E-4 60089 39157 84009 6.0E-4 6.8E-4 7.5E-4
2.4E-4 3.6E-4 3.0E-4 4.8E-4
As compared with the theoretical upper bounds, all methods perform much better.
Note that we observe an unexpectedly good performance of the method RS¹. It is always
better than its variant with exact directional derivative. Moreover, it is very often better
than the usual subgradient method. Let us compare these schemes on a more sophisticated
test problem.
Table 4. Method RS¹, ¹ = 3.2E-7
² nn 8 16 32 64 128 256
2.5E-1 2 1 4 9 17 33
1.3E-1 12 18 32 58 113 221
6.3E-2 25 38 58 105 199 381
3.1E-2 30 60 78 137 258 482
1.6E-2 38 88 94 161 296 546
7.8E-3 41 108 107 180 323 590
3.9E-3 65 114 126 199 347 624
2.0E-3 130 273 210 221 364 656
9.8E-4 1293 884 966 698 451 698
4.9E-4 9489 3714 3044 2213 1772 981
2.4E-4 3.5E-4 11156 9589 9506 6591 3759
1.2E-4 26608 47570 37870 25565 14691
28Table 5. Subgradient Method
² nn 8 16 32 64 128 256
2.5E-1 1 1 1 1 1 1
1.3E-1 9 4 3 3 3 3
6.3E-2 13 12 6 4 4 4
3.1E-2 73 30 14 10 6 4
1.6E-2 261 40 24 24 14 14
7.8E-3 1274 94 90 48 44 36
3.9E-3 3858 248 592 118 128 94
2.0E-3 8609 3866 2042 368 342 202
4.9E-4 28607 17698 3442 904 648 392
9.8E-4 93886 46218 9280 3570 5.8E-4 566
2.4E-4 3.9E-4 85778 13684 18354 904
1.2E-4 2.2E-4 1.8E-4 1.8E-4 1.7E-4


















; jh¹ e;xi ¡ 1j; jh¹ e;yi ¡ 1j
¾
;
where ei 2 Rm are coordinate vectors, and ¹ e 2 Rm is the vector of all ones. Clearly, the




The optimal value of this problem is zero. We choose the starting points x0 = ¹ e
m, y0 = ¹ e
m,
and generate A with random entries uniformly distributed in the interval [¡1;1]. Then
the parameters of problem (39) are as follows:
n = 2m; Q = Rn
+; L0(f) · n1=2; R · 2:
In Table 6, we present the computational results for two variants of method RS¹ and
the subgradient scheme. For problems (73) of dimension n = 2p, p = 3:::16, we report the
best accuracy achieved by the schemes after 105 iterations (as usual, for random methods,
we count the blocks of n iterations). The parameter ¹ of method RS¹ was computed
by (47) with target accuracy ² = 9.5E-7.
Table 6. Saddle point problem
Dim RS0 RS¹ SubGrad
8 1.3E-5 5.3E-6 1.4E-4
16 3.3E-5 8.3E-6 1.3E-4
32 4.80E-5 7.0E-6 1.3E-4
64 2.3E-4 2.2E-4 2.4E-4
128 9.3E-5 3.1E-5 1.6E-4
256 9.3E-5 2.1E-5 1.7E-4
Clearly, in this competition method RS¹ is a winner. Two other methods demonstrate
equal performance.
298.3 Conclusion
Our experiments con¯rm the following conclusion. If the computation of the gradient
is feasible, then the cost of the iteration of random methods, and the cost of iteration
of the gradients methods are the same. In this situation, the total time spent by the
random methods is typically in O(n) times bigger than the time of the gradient schemes.
Hence, the random gradient-free methods should be used only if creation of the code for
computing the gradient is too costly or just impossible.
In the latter case, for smooth functions, the accelerated scheme (60) demonstrates
better performance. This practical observation is con¯rmed by the theoretical results.
For nonsmooth problems, the situation is more delicate. In our experiments, the ¯nite-
di®erence version RS¹ was always better than the method RS0, based on the exact
directional derivative. Up to now, we did not manage to ¯nd a reasonable explanation for
this phenomena. It remains an interesting topic for the future research.
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