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Joint Fusion Learning of Multiple Time Series
Prediction
Orc¸un Gu¨mu¨s¸
Abstract—Accurate traffic density estimations is essential for
numerous purposes like the developing successful transit policies
or to forecast future traffic conditions for navigation. Current de-
velopments in the machine learning and computer systems bring
the transportation industry numerous possibilities to improve
their operations using data analyses on traffic flow sensor data .
However, even state-of-art algorithms for time series forecasting
perform well on some transportation problems, they still fail
to solve some critical tasks. In particular, existing traffic flow
forecasting methods that are not utilising causality relations
between different data sources are still unsatisfying for many
real-world applications . In this report, we have focused on a
new method named joint fusion learning that uses underlying
causality in time series. We test our method in a very detailed
synthetic environment that we specially developed to imitate real-
world traffic flow dataset. In the end, we use our joint-fusion
learning on a historical traffic flow dataset for Thessaloniki,
Greece which is published by Hellenic Institute of Transport
(HIT) . We obtained better results on the short-term forecasts
compared the widely-used benchmarks models that uses single
time series to forecast the future.
I. INTRODUCTION
ACCURATE traffic flow information is required to im-prove decision-making processes. By efficiently using
traffic flow information individuals may decrease their daily
transportation duration, public transports can improve their
services by designing their scheduler more intelligently, or
government reduce their carbon emissions and increase traffic
operation efficiency [1], [2].
Accurate forecasting can also be very critical for individual
basis. Suppose you are a tourist in Greece, and you want to
travel from your Hotel to a famous Archaeological Museum of
Thessaloniki by a car. You want to know the duration of this
travel to plan the rest of your trip in the city. As you can see
from the Figure 1, some possible trip routes between you and
your target are highly crowded and request more time to cross
then the usual duration. However this map shows a snapshot
in the time domain, therefore after some period, states may
vary, and the perfect path may be changed. So finding the
best route possible not only requires the current knowledge
but also future forecasts. Big companies like Google is also
using traffic flow forecasts to not only calculate the shortest
possible road trips from point A to B but also to estimate the
paths with the shortest duration possible.
As we explained before traffic flows are not constant with
time; they are generally more dense in prime hours of the day
and more sparse in others. So estimating the shortest travel
duration from point A to B is requiring not only to find a path
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Figure 1: Prime time traffic flow map snapshot of Thessa-
loniki, Greece from 3th January 2018. Colors represent the
normalized travel times. Red colors represent travel times that
are closer to the monthly maximum values, greenish colors
represent the travel times that are close the monthly minumum
values. The travel times which are shown as gray represent
missing values on the collected data.
in the graph but also forecasting future traffic flows of the road
network. Many forecasting algorithms which are currently in
use are only using a single time series to predict the future
values of traffic flows [3]. In this work, we focus on using
Joint-Fusion Neural Networks to obtain forecasts which can
learn causality in the multiple time series.
We develop a very detailed synthetic environment to pre-
cisely control the variance and causality between different time
series. We are inspired by real datasets while implementing
the synthetic data generator by trying to include many dif-
ferent scenarios in the simulated environment. For testing our
algorithm on a real traffic flow data, we use the open data
provided from Hellenic Institute of Transport (H.I.T.) for the
city of Thessaloniki, Greece. Using their API, we obtained the
travel times of all the routes in Thessaloniki for every 15 min
interval from January 2018 to February 2018 [4].
To develop a solution that uses causality in the different
time series, we used generative LSTM networks with fusion-
learning. Using this approach, we are able to predict future
travel times more accurately than other baselines.
II. PROBLEM FORMULATION
Definition II.1. (Forecasting, f ) We donate the travel time
of road segment k on time period t as xtk. Forecasting is the
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prediction of future values using past values, finding E(xtk)
using xt−ik , i < t.
E(xti) = f(x
t−1
i , x
t−2
i , x
t−3
i ..., x
0
i ) (1)
We have used term joint fusion learning for forecasting
multiple time series at the same time.
Definition II.2. (Joint Fusion Forecasting, g) We donate the
travel times of all roads segment in the set on time period t
as xt.
xt = [xti, x
t
i−1, x
t
i−2..., x
t
0] (2)
Joint Fusion Forecasting is the prediction of future values
using past values of all timeseries, finding expected values
of xt , using xt−i, i < t.
E(xt) = g(xt−1, xt−2, xt−3..., x0) (3)
III. CONTRIBUTION
Time series forecasting becomes a harder problem when
there is multiple time series to predict. We try to introduce a
joint fusion learning method to capture the relations between
different time series. Whereas other methods only focus on
one-time series forecasting to the future of that time series,
our method is tried to capture all intra-time series patterns.
A. Forecasting using Neural Nets
Artificial neural networks can learn high dimensional pat-
terns via a sequence of non-linear transformations of input
data; by allowing us to efficiently model of nonlinear func-
tions.
Between different deep learning algorithms, recurrent neural
networks, especially LSTMs, have been regularly used for
forecasting purposes, and we also used LSTM neurons with
our joint-fusion learning [5].
Let X = [x0, x1, x2..., xt] timeseries with Xi vector of
features at time point i. In this model there may be single or
multiple feature in the timeseries vectors. Suppose there exists
k different features and Xi ∈ Rk.
Figure 2: Different recurrent network structures [6]
There are multiple recurrent neural network structures for
generative purposes. According to use cases, input and output
shapes and dataset proprieties the most suitable structure of the
neural network is varying. The three main different structural
skeletons are demonstrated in Figure 2
1) one-to-many, single input with a sequence output (e.g.
image captioning takes an image and outputs a sentence
of words)
2) many-to-one, sequence input with a single output (e.g.
sentiment analysis where a given sentence is classified
as expressing positive or negative sentiment)
3) many-to-many, sequence input with a sequence output
(e.g. Machine Translation: an RNN reads a sentence in
English and then outputs a sentence in French. [6] )
We have implemented many-to-one and many-to-many ap-
proaches in order to compare the performance. In ”many-
to-one” scenario we have trained the model by giving all
previous data in a window w and requesting the next value
after the window. So our network outputs trained to fit
Y t+1 = xt+1, Xt+1 = [xt, xt−1, xt−w+1...xt−w].
In many to many scenario we used all previous outputs dur-
ing training. So we used Y t+1 = [xt+1, xt...xt−w+1], Xt+1 =
[xt, xt−1, xt−w+1...xt−w].
During training of the neural network, we have used first-
order gradient-based optimisation of stochastic objective func-
tions, based on adaptive estimates of lower-order moments
(ADAM), and we have used backpropagation to find optimal
parameters for the model weights [7].
Figure 3: Block diagram of the LSTM recurrent network
“cell.” Cells are connected recurrently to each other, replacing
the usual hidden units of ordinary recurrent networks. The
state unit has a linear self-loop whose weight is controlled by
the forget gate. The output of the cell can be shut of by the
output gate. All the gating units have a sigmoid nonlinearity
[8]
For long input sequences, RNN structure has some issues
such as vanishing gradient. LSTM address such difficulties by
designing a neuron model that can learn to bridge minimal
time lags in excess of 1000 discrete time steps by enforcing
constant error flow through constant error carrousels [9].
LSTM consists of multiple functions that try to remember the
helpful and forget the unnecessary information from inputs.
An example of LSTM neuron is given in Figure 3.
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B. Joint Fusion Learning
We supposed that traffic density on different streets in a
particular city is correlated. So knowing a traffic density of a
street is important information about another street. So we can
assume that traffic densities on different roads are not inde-
pendent. In other words P (Xti , X
t
j) 6= P (Xti )×P (Xtj), i 6= j.
Let us assume graph G is a graph as denoted as G = (V,E),
where E denotes a correlation between two time series and V
indicate the travel time series for a street. We construct this
graph using 0.5 for correlation threshold. Then we run the
spin-glass community detection algorithm on graph G to find
correlated travel times.
Figure 4: Detected road communities in Thessaloniki, Greece.
Each different color represent a group. Roads in same commu-
nities varying together; in other worlds travel times are more
correlated.
We are using multiple time series to improve prediction
accuracy. For example, we can consider that time series that
represent traffic density in a road may be heavily correlated
with past of others. This means Xti may be correlated with
Xt−kj . In this formulation, X
t−k
j represent k step previous
value of Xtj . So in order to improve prediction accuracy, we
may want to use these dependencies that are named as Granger
causality. That means if past values of Xti helps in predicting
future values of Xtj we say X
t
i granger causes X
t
j [10].
Figure 5: Causality patterns: (a) direct causality, (b) direct
feedback, (c) indirect causality
In this section, we outline our proposed ”Joint Fusion Learn-
ing”, a scheme which is based on neural network. Our aim in
this formulation is capturing Granger causality relationships
in between different time series. Let us modify graph G, by
changing edges to represent not the correlation for that time,
but the correlation for one step lagged version (Xti ∼ Xt−1j ).
Figure 6: Normalized travel duration for street 193 (Egnatia)
and street 2 (Konstantinou Karamanli) for 10th January 2018
For example in the Figure 6, at prime times of 10 January
2018 we first see a peak in street-2 then with a 15-minute
lag street-193 also becomes crowded. So street-2 can help
to predict better street-193. There may be many possibilities
that may because that type of lagged causalities; for example,
suppose there is a sporting event that finishes at 20:00 at a
sports arena close to the street-2. When the event finalised,
everybody is leaving the sports arena . So as a result of this
we first see a local peak in the street-193 then a step further
this may cause other peaks in other streets like street-2.
Figure 7: Two Layer Joint Fusion Neural network model;
LSTM neuron type with many-to-one structure, xt =
[xt0, x
t
1, ...x
t
k]. Layers added on top of the other layers.
To learn these types of causalities and take advantage
of lagged correlations we use joint fusion learning. So for
example the model for forecasting the time t + 1 model is
taking all inputs from t − w to t and a generate a point
estimation for t+1. If we have k different roads in our model,
the input for our algorithm is a k-dimensional vector at each
time step, and we forecast a k-dimensional vector for the next
time step.
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IV. EXPERIMENTAL RESULTS
A. Setup
1) Real Datasets: The traffic flow dataset has been col-
lected from CERTH-HIT OpenData Hub BETA web site using
their JSON API [4]. The data contains travel times of main
streets of Thessaloniki, Greece for each 15 min periods from
January to 2018 to February 2018. The data formatted in
CSV and contains only the durations in the second format. To
visualise roads on the map, we have used another dataset from
the same portal which contains shapefile for the paths. The
shapefile contains geometry of the streets by multiple points
in lattitude and longitude format.
2) Synthetic Datasets: In order to test our forecasting
method, we have designed a synthetic data generator. We
develop it in such a way that it can imitate the real world
scenarios. To do so, we have implement a very detailed random
walk generator that can handle multiple correlated time series.
We become able to generate various datasets from a basic
random walk to a mixture of many different patterns. Before
going deep into the synthetic dataset results, we introduce you
the patterns that you can use to generate random walks:
Gaussian Random Walk (GRW). The Gaussian random walk
is the sum of a series of independent and identically distributed
random variables; xi taken from a normal distribution with
mean equal zero and variance σ2
xi = N (0, σ2)
Xt =
t∑
i=1
xi
Correlated Gaussian Random Walk (CGRW). We expect
that our model should be able to learn the causality between
different time series. To test it, we are using correlated time
series with a constant lag. To explain it more precisely suppose
we have two different Gaussian random walks and xi1 and
xi2 are i th steps of first and second time series respectively.
x1 and x2 are the vectors from one multivariate normal
distribution for x, so x = (x1, x2)T .
(
x1
x2
)
∼ N
[(
0
0
)
,
(
1 c
c 1
)]
Then we are using this multivariate normal distribution to
create two timeseries with a lagged corralation to represent
causality. So if we suppose lag constant as l the new timeseries
Xt1 and X
t
2 will be:
Xt1 =
t∑
i=1
xi1 (4)
Xt2 =
{∑t−l
i=1 x
i
2, if t > l.
0, otherwise.
(5)
As you can see from Equation 5 there is a lag constant l
which makes possible predict better Xt2 using X
t−l
1 .
Patterns as Short Random Walks. There are repetitive
patterns in time series of Trrafic Flow Data [2]. So in order
to imitate this structure, we have used short random walk to
represent repetitive patterns along the time series. The short
random walks can be think as similar version of wavelet in a
wave.
Figure 8: On the left side of the figure, there is an example of
a short random walk, on the right side, we demonstrate how
we use this short random walk on a time series. To illustration
purposes, we use the constant inter-gaps between short walks,
but in reality, the gaps in between short walks are uniformly
distributed.
We have also come up with an idea of using patterns across
different series to imitate causality between time series. For
example, if a specific pattern occurs on Xt1, we may assume
that another specific pattern will occur on X(2t+ l). We have
used this approach on top of correlated random walks to
generate causality between series.
Figure 9: On the left side of the figure, there is an example
of two short random walk with a intra-gap, on the right side,
we demonstrate how we use this pair on two two time series.
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Table I: Used definitions
Symbols Definitions
MA Moving Average Method
ES Exponential Smoothing
DES Double Exponential Smoothing
RNN RNN network without Joint Fusion Learning
J −RNN RNN network with Joint Fusion Learning
LSTM LSTM network without Joint Fusion Learning
J − LSTM LSTM network with Joint Fusion Learning
CRW Correlated Random Walk
Mixture Random Walk with trend and seasonal component
Patterns Random walk with constant patterns
3) Metrics: There are many different metrics to measure the
error in machine learning. We have used three measurement
technique to demonstrate the comparison. The reason that we
have selected NMSE over MSE is that we have two different
dataset that have different scales for predictions. R2 method
is also a measurement which is not scale sensitive.
• MAE: Metric which measures the average magnitude of
the errors in a set of predictions, without considering their
direction.
MAE =
1
n
n∑
t=1
|et| (6)
• R2: The coefficient of determination, denoted R2 or r2
and pronounced ”R squared”, is the proportion of the
variance in the dependent variable that is predictable from
the independent variable.
• Normalized MSE: Normalized (Root) Mean Squared Er-
ror which facilitates the comparison between datasets or
models with different scales.
NMSE =
√
1
n
∑n
t=1 e
2
t
max(Y )−min(Y ) (7)
4) Baselines: We have used different forecasting methods
as baselines to test our success and compare the results. One of
the most simple technique in time series forecasting is taking
the last value of the sequence as the future estimation. We call
this as Persistence Method, as we naively assume the same last
value for the future.
fpersistence(x
t−1
i , x
t−2
i , ..., x
0
i ) = x
t−1
i (8)
One of the most used forecasting technique in time series
is taking average of the last n values as the future prediction.
This method named as Moving Average in the literature [11].
fMA(n)(x
t−1
i , x
t−2
i , ..., x
0
i ) =
1
n
×
n∑
k=1
xt−ki (9)
Exponential smoothing is another technique that we use to
forecast time series. Whereas in the moving average the past
observations are weighted equally, exponential functions are
used to assign exponentially decreasing weights over time.
The constant a represent smoothing constant in the formula
[11].
fES(a) = a(x
t−1
i + (1− a)xt−2i + (1− a)2xt−3i ...)
+(1− a)t−1x0i
Double exponential smoothing is a technique that we used
to forecast time series with a trend. Whereas in the exponen-
tial smoothing only process level in the time series, double
exponential smoothing also handles slope of the time series
by exponentially smoothing it [11].
s1 = x1
b1 = x1 − x0
st = axt + (1− a)st−1 + bt−1
bt = bst − st−1 + (1− b)bt−1
f2ES(a,b) = s
t−1 + bt−1
All these different forecasting methods have been imple-
mented and used for performance evaluation purposes. Some
ways perform better in some specific scenarios whereas some
are valid in others. We have also compared different neural
network models in varying structures. All these implementa-
tions will be discussed with positive and negative outcomes in
the results section.
B. Experiments on Traffic Flow Data
The results on synthetic datasets shows that joint fusion
neural networks are capable to learn causality relasionship
between different timeseries. By using this result, we used the
same model to forecast future values of traffic flow data. For
the seek of simplicity we have focused on two roads which are
highly corralated. To find this two roads we have shifted travel
times with one time step and calculate the pairwise corralations
then we have selected the pair with the highest correlation. The
maximum pairwise correlation that we have calculated is 0.65.
Figure 10: The travel times of road pairs sorted by their cor-
relation. Visualized only ten road pairs which have maximum
pairwise correlation.
The street pair which have maximum correlation (193 and 2)
are used in our experiments. Joint Fusion Learning is capable
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of learning causual relationships which fall into more then two
series.
As explained earlier, by implemeted joint-fusion models we
use information of two timeseries to forecast one, in order
to improve the forecasting performance as compared to the
case when we only use one time series. As you can see
from the Table II, Joint-Fusion model have slightly better
error measurements. Even the model J-LSTM uses exactly the
same neural network structure with the LSTM model (same
gates, same layer count, same neuron count, same activation
function etc) it has achieved better results. The estimations
and probability density function of the residuals of different
methods are visualized and can be examined in Figure 11 and
Figure 12.
Table II: Average Errors of different methods on traffic flow
dataset of Thessaloniki, Greece
Methods R2 MAE Normalized MSE
MA 0.6910 805.8124 0.0828
ES 0.7091 758.6089 0.0803
DES 0.6867 816.9235 0.0833
LSTM 0.7308 702.0266 0.0772
J-LSTM 0.7403 678.5740 0.0759
C. Experiments on Simulations
In this section, we discuss the results on the simulated
datasets created using the different approaches demonstrated.
In our experiments, we have used l = 1 to generate correlated
random walks. The activation function of the neural network is
set to 0.0001 and data is normalized between 0 and 1. We have
used different neural network models(RNN, LSTM, MLP) that
have one or more hidden layers. To compare the performance
of our algorithm we use three different error measure MAE,
R2, MSE and Normalized MSE.
We have generated simulated datasets which contain cor-
related time series to test our algorithm. The dataset only
contains 2 different time series with 0.5 correlation with one
step offset on top of different trends and seasonal patterns.
Table III: Average Errors of different methods on synthetic
dataset
Methods R2 MAE Normalized MSE
MA 0.9986 1.7575 0.0122
ES 0.9983 2.2013 0.0136
DES 0.9988 1.5312 0.0114
LSTM 0.9989 1.3339 0.0106
J-LSTM 0.9991 1.0884 0.0096
The results of synthetic datasets have been shared in Ta-
ble III. Among all methods, our implemented method, J-
LSTM perform best compared with others. All parameters for
forecasting methods have been determined using grid search
for best performance on normalised mean square error. Expo-
nential smoothing applied with a = 0.8, double exponential
smoothing applied with a = 0.8, b = 0.5, moving average
method has been applied using using w = 1.
As it has been demonstrated before, the simulated dataset
model also has a sinusoidal and polynomial signal. This
sinusoidal and polynomial signal makes it perfect to be learned
by neural networks. As a result of this, neural network models
such as LSTM perform better than usual forecasting methods
like ES or DES. However even standard neural networks
models can learn trend, and sinusoidal signal they are not
able to catch the correlation between different time series. Our
joint fusion learning is also catching correlation information,
and error becomes diminutive compared to other forecasting
algorithms.
V. RELATED WORK
Similar ideas of joint-fusion have been found in various
domains such as data integration [12], [13], [14], [15], [16],
human computation [17], [17], [18], [19], [20], [21], stream-
ing query processing [22], recommendation systems [23],
web credibility [24], data exploration [25], information re-
trieval [26], sensor data [27], and financial time series [28].
VI. CONCLUSIONS AND FUTURE WORK
We introduce a joint-fusion learning method using long-
short-term memory neural networks. In our suggested method,
we are able to catch the Granger causality information of cor-
related time series. Mainly, we focus on improving forecasting
capabilities of deep learning methods in time series. To do so
instead than using single time series historical data we fed the
neural network with different correlated time series.
After developing joint-fusion learning method, we imple-
ment very detailedly and precise synthetic time series genera-
tor to test the forecasting abilities of different methods. We are
able to generate time series which contains consistent patterns
on correlated walks or sinusoidal seasonality or polynomial
trends or even a mixture of all of them. Using controlled
experiments on the generated dataset, we become sure that
joint-fusion learning method can learn the Granger causality
between different time series .
We use joint-fusion learning method on traffic flow datasets
to forecast future travel times of different streets. Joint-fusion
model improve the forecasting accuracy over the standard
neural network models. In our testings, we only focus two-time
series which have a causality relation, to increase the success
of the joint-fusion forecasting more time series can be used
at the same time. The dataset that we are using only contains
major roads and streets. As we are using neural networks other
data sources can be used in this system as additional features,
for example a more detailed dataset that contains more roads
and information like road density may be better for forecasting.
The joint fusion method that we have discussed in this report
can also be used in other data domains that have causality
relation in it.
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Figure 12: Results of LSTM neural network and Fusion LSTM neural network. Green lines represent estimations blue lines are
real vales. For visualization purposes graphs are focused on last 100 steps. We also visualize the probability density functions
of residuals using kernel as Gaussian distribution.
