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We develop a duality theory for problems of minimization of a convex 
functional on a convex set and apply this theory to optimal control problems 
with non-differentiable functional and state as well as control constraints. The 
dual problem is sometimes found to be simpler than the primal problem. The 
equivalence of the primal and the dual problem is established for problems in 
which the functronal IS strongly convex. A posteriori error are also given for 
such problems. 
1. INTRODUCTION 
We consider the problem of minimizing a continuous convex functional J on 
a closed convex subset U of a real Banach space X. Clearly if x’ E X’ (the dual of 
X) is such that 
then 
J(x) - x’(x) > a on X 
x’(x) > /I on U 
J(x) > OL + ,8 on U. 
We employ, in particular, those x’ which are “subdifferentials” of 1 at points x 
in X. Lower bounds constructed in this way will later be shown to be abundant 
enough for certain type of J. Furthermore, through these lower bounds a unique 
dual problem can be associated with such minimization problems. For problem 
without constraints, our method still yields useful result if we embed the space X 
into a larger space and extend the functional, thus arbitrarily convert the problem 
into one with contraints and obtain a dual problem. Obviously this kind of dual 
problem is no longer unique. Such method is closely related to the duality 
theory, developed by Fenchel-Moreau-Rockafellar, a comprehensive account of 
which can be found in Ekeland and Temam [I]. 
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The content of this paper is a generalization of an earlier article [2] where we 
consider only problems in which the functional is FrCchet differentiable in a 
Hilbert space setting. Applications of our theory to optimal control of distributed 
systems include those with non-differentiable functional and with state as well as 
control constraints. 
2. GENERAL THEORY 
We are going to develop a method for constructing lower bounds of a continu- 
ous convex functional on a convex set. We can then associate a dual maximizing 
problem to the primal minimizing problem. We shall establish an existence result 
and a convergence result for the dual problem. We also obtain a posteriori error 
estimates. 
X will be a Banach space and X’ the space of continuous linear functionals on 
X. For x E X, x’ E x’, we denote the value of x’ at x by (x’, x>. 
We first introduce a notion which is basic in our theory. 
DEFINITION 1.1. For a convex subset U of X, we define 
U* = {(x’, CY) E x’ X R: (x’, 0) > OL for all z, E U}. 
DEFINITION 1.2. Let J be a convex functional defined on a Banach space X. 
x’ E X’ is a subdi$j%mttial of J at x if for ally E X, 
<X’> Y - x> < J(Y) - JW 
The set of all subdifferentials of J at x will be denoted by aJ(x). 
(*) An optimization problem: Given a continuous convex functional J 
defined on X and U a closed and convex subset of X, find u E U s.t. J(w) > J(u) 
for all er E U. 
Now we give a method for constructing lower bounds for this optimization 
problem. 
THEOREM 1.3. Let J and U be as in the above. Suppose there exists x‘ E x’ s.t. 
(i) x’ E aJ(x), 
(ii) (x’, a) E U*, 
then J(v) > Jl(x, x’, a) for all v E U where J1(x, x’, a) = J(x) + cz - (x’, x). 
Proof. Follows immediately from definition 1 .l and 1.2. 
For convenience sake, we denote from now on: 
C(J, U) = {(x, x’, a): x’ E aJ(x), (X’, a) E U”). 
409/70/z-15 
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Remark. We can now associate with the primal problem of minimizing ] in 
U the dual problem of maximizing X(X, x’, LY) subject to (x, x’, LX) E C(J U). In 
case a solution u of the primal problem exists, there exists x’ E al(~) s.t. 
(x’, w - u) > 0 
(see [3], p. 87). 
Hence (x’, (x’, u}) E U* and 
for all 0 E U. 
so that (u, x’, (x’, u)) is a solution of the dual problem. 
When we face an actual problem, we must be able to (i) find aJ(x) for x E X 
and (ii) find U*. When U is a linear variety or a cone, U* is easy to find (see [2] 
or [4]). In many problems of interest, the constraint is a combination of these 
two types. The following theorem allows us to treat the contrains one by one. 
The proof is omitted (see [4]). 
THEOREM 1.4. Let U, ,.. ., U,, be convex subsets of a rejlexive Banach space X, 
satisf$ng U, n *** n U, # m, then 
(VI” -*- n urn)* = lJ,* + “a + u,*. 
There are conditions on J which can guarantee the existence of solutions of 
problem (*)-We shall CO&&Y the following two (J is continuous): 
(i) J is coercive i.e., J(x) -++c0asIIxlj+m(see[5],p.S). 
(ii) J is strongly convex in the sense that there e.xist constants c, r > 1 s.t. 
for all x E X and x’ E aJ(x), J(y) - J(x) - (x’, y - x) > c )I y - x /I7 for all 
yex. 
It can be shown that strong convexity implies coercivity, if r > 1. For coercive 
functions there is an abundance of elements of C(/; U) and there is no duality 
gap: 
THEOREM 1.5. Let J be a coercive convex functional deBned on a rejexive 
Banmh space X. Then J is bounded below. If U is a convex set and 
J(xd < inf{J(u): u E U>, 
then there exists (x, x’, a) E C(J, U) s.t. 
Jh x’, 4 = J(x) = JW 
Proof. See the appendix. 
We now consider strongly convex J. 
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THEOREM 1.6. Let J be a strongly convex functional defined on a Banach space 
X and U a closed convex subset of X. Then for all v E U and all (x, x’, a) E C(J, U) 
we have the estimate 
Proof 
J(v) - Jl(X, x’, cd) = j(v) - J(x) - a + ;x’, s,, 
3 (xl, v - x) + c (I v - x Qr - a + x’, S) 
= (x’, v) - a + c // v - x /;r 
2 c /j v - x (lr. 
COROLLARY 1.7 (A posteriori error estimate). Let X, 1, and U be as in 
Theorem 1.6. 
Suppose u E U is s.t. J(v) 2 J( u ) f or a 11 v E U. Let (x, x’, a) E C(J, U). Then 
for all v E U, we have 
c II v - u llr Q J(v) - Jl(X, x’, a>. 
P7oof. c /I v - 24 //p < j(v) - J(u) < J(v) - JJX, X’, a). 
COROLLARY 1.8 (Equivalence of primal and dual problem). Let x, J and U 
be as before. The following conditions on u are equivalent 
(a) u E U, J(v) > J(u) for all v E U. 
(b) (u, .Y;, , ~>xi , IA)) E C(J, U) for some xi E X and J1(u, xi, c\xh, u)) =; 
J1(s, x’, a) for all (x, x’, a) E C(J, U). 
Proof. That (a) implies (b) follows from remark after Theorem 1.3. Now 
suppose u satisfies (b) J is strongly convex, hence coercive. By Theorem 1.5, 
we must have 
m, 4 7 (4 , u>) = j,i JW 
Let zq,, be a minimizing sequence in U 
Using Theorem 1.6, we have lim, 11 v, - u /I = 0. 
Hence u = lim, v, E U. 
COROLLARY 1.9. Let X, J and U be as before and let u E U be s.t. J(v) > J(u) 
for all v E U. Suppose (vn> is a sequence in U s.t. 
li,m JW = J(u) 
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lim V’, = lim x, = 24. n n 
Proof. By Corollary 1.8 there exists xi E X’ s.t. 
( u, x; , <xii 3 u>) EC(J> U) and J(4 = Jo4 4 > (4 5 u>). 
Hence J(Q) - JO4 = J(G) - Jh 6 , <xi , 4) b c II et, - u Hr. 
So lim, J(r+J = lim, J(U) implies lim, w, = 24. 
AlSO Jo4 - J&l , 42 , an) > c 11 u - x, )I+ by Corollary 1.7. 
Hence lim(x, , xk , a,) = J(U) implies lim, x, = u. 
Theorem 1.5 can still be generalized somewhat. Let L be a continuous 
linear map mapping a Banach space onto another Banach space Y. Let J be a 
continuous convex functional defined on Y and U be a closed convex subset 
of X. Denote K = J 0 L. We consider the problem: 
Find u E U s.t. K(u) < K( w ) f or all w E U. This is equivalent to the problem. 
Find y EL(U) s.t. J(y) < J(z) for all z EL(U). 
Remark. Note that aK(x) = L’(8 J(x)) (see [l], p. 27) and also (y’, CZ) E
L(U) * implies (L’y’, a) E U *. So if (Lx, y’, a) E C( J, L(U)), then (x, L’y’, a) E 
C(K, U) and also 
J&k y’, 4 = J(Lx) + a- (y’, Lx) 
= K(x) + OL - (L’y’, x) 
= Kl(x, L’y’, a). 
Hence we have the generalization of Theorem 1.5. 
THEOREM 1 .lO. Let X and Y be Banach spaces and Y be reflexwe. Let L be a 
continuous linear map mapping X onto Y, J be a coerciwe conwex functional 
defined on Y and U be a closed conwex subset of X. Then K = J 0 L is bounded 
below. Furthermore, if 
then there exists 
(x, x’, a) E C(K, U) s.t. 
K,(x, x’, a) = K(x) = K(x,). 
Proof. K(x,) = J(Lx,), J is coercive. Applying Theorem 1.5, there exists 
(y, Y’, a) E C(J, L(U)) ct. 
JLb Y’, a) = Jb) = J(Lxd 
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L is onto, so y = Lx for some x E X. It follows from the previous remark that 
and 
(X’, L’y’, a) E C(K, U) 
Hence 
K,(x, L’y’, cY) = J(y) = K(x) = J(Lx,) = K(x,). 
3. OPTIMAL CONTROL 
Let X, Y, I’ be Banach spaces, A E 9(X, Y), A an isomorphism, BE 
9’( V, Y). We are given the following system 
Ax=Bv+f (2.1) 
where f E Y. Since A is an isomorphism, for each w, there exists exactly one x 
satisfying (2.1) and PI is called the control and x the state. The problem of 
optimal control is to minimize a functional J(x, o) subject to constraints on the 
control as well as on the state. We consider here only the class of problems in 
which ] is continuous and convex and the constraints are also convex. 
Problem of Optimal Control 
Let X, Y, V be Banach spaces. A E 9(X, Y) is an isomorphism, B E 9( V, Y) 
and f E Y, J: X x V -+ R is continuous and convex. Let Xad, Vad be given 
closed convex subsets of X and V respectively. The problem is to minimize 
J(x, w) subject to the conditions. 
Ax=Bv+f 
xEXad 
v E Vad. 
(2.2) 
We are going to apply the general theory in Section 1 to obtain lower bounds 
for J. 
Let 
U, = {(x, w) E X x V: Ax = Bw + f} 
u, = {(x, 0) E x x v: x E Xad} 
u, = {(x, w) E x x v: w E Vad). 
First we show that 
UT = (((A’p, --B’p), 4: a< <p,f >, P E Y’> 
(B need not have closed range). 
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Indeed if ((xl, v’), a) E Uf, then for all x, v in U1 
w, x> + (v’s v> 3 a. 
A is an isomorphism, so is A’, hence x’ = A’p for SOme p E Y’. SO we have 
<A’p, x> + Cv’, v> = (P, Ax) + (v’, v> 
= <P> Bv + f > + <v’, v> 
= @*P + v’, v> + (p, f > b 0~. 
v can be arbitrary in V. So necessarily 
B*p + v’ = 0, a \( (P,f). 
This proves our assertion. 
Also noting that (4, /3) E Xad* implies ((Q, 0), 8) E U,* and (I, r) E Vad* 
@lies ((0, r), Y) E U,*, we have by Theorem 1.4 (Vi n U, n Us)* = Uf + 
77: + U$ consists of elements of the form ((A’p + q, -B’p + r), 01 + fl + y) 
where 01 < (p, f). 
Thus if ((A’p + 4, -B’p + Y) E aj(?r, ru), then the dual functional kill be 
given by 
JO> ZL’) + C&f > + B + Y - V’p + q, y> - <--B’p + r, w> 
=J(r,~)+~P,f+B~~-Ay)+P+y-~q,y~-~~,w~. 
Summarizing, we have 
THEOREM 2.1. Suppose (q, /I) E Xad*, (r, y) E Vad* and 
(A’P + 4, --B’p + 11 E aJ(y, w> 
then J(y, w) + (p, f + Bw - Ay) + /3 + y - (q, y) - (r, w) is a lower bound 
f:~ any J(x, v) with x and v satisfying (2.2). 
EXAMPLE A. A system governed by the Dirichlet problem with distributed 
control. 
Let !2 be a smooth bounded open subset of W and F its boundary. 
L”(Q) = space of square integrable function on Q 
W(.Q) = Sobolev space of order 1 on Q 
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For 
y E fqQ), II Y Ill = (In El ($)” + Y2 q2 
EP(Q) forms a Hilbert space under this norm, it is dense in La(Q) and the injec- 
tion is continuous. L2(,Q) can be embedded in the dual space of H01(f2) which is 
denoted by EP(Q) the injection is again continuous and dense. The duality 
pairing between IV(Q) and H,1(Q) w h en restricted to L*(Q) is identified as the 
inner product on L2(G). 
We now consider the following system 
?‘Ir=O 
Y E fw4, u E Ly2). 
This system is equivalent to 
Ay = Bu 
Y E %YQ) 
24 E L2(!2) 
(2.4) 
where A 6 9(Hs1(Q), H-l(Q)) is defined by 
MY, 4) = 4~9 4) 
for all $ E E&l(Q); and B is the injection from L*(Q) into H-l(Q). 
The functional to be minimized is 
There is a constraint on the control 
where +r and #2 are given functions L*(Q), +b2 > $1 a.e. 
Now J(?r, U) is Frechet differentiable and 
(2.3) 
J’(v, u) = 2((y - z,), 0) E H-1(Q) x LZ(sz). 
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Hence applying Theorem 2.1, the dual system is 
4J = w - %), P E Gwen,, y E H&f2) c H,-l(Q) 
(B’P, Y> E K*. 
(2.5) 
(Note that A’ = A and B’ is the injection from H,+(Q) into Ls(52)). 
The dual functional is 
s IY--a,12+PPu-- a Ay)+~-j-~B’pu~ 
=y- *(y+“a)(Y--W s 
Now we calculate K*. K = ICI n K, where 
Kl = (v dJ(Ja): 0 > & a.e. on 52), 
K2 = {v ALL: u < tj2 a.e. on Q}. 
It is easy to see that 
K,* = {(m 1, al) EP(8) x II& w > 0 a.e. on Q, OCR \( (wr , $J) 
K,* = {(-w a , LX,) EL*(Q) x R: wz > 0 a.e. on sZ,% e -(ws , i/s)}. 
Making use of Theorem 1.9, we find that K* consists of elements (r, y) such 
that 
Y = Wl - w2; WI, w, B 0 
Y G <Wl 9 $1) - <wz. 3 AZ>* 
(2.6) 
In other words, if 
eu, 2 0, w,+y>o (2.7) 
then (r, <y, h> - (w, , h - hi>> EK*. 
For fixed Y, we let 
<Y, &) - <wz , & - I@ be largest while keeping (2.7) hold. Now q& - q$ 
> 0, se we take the smallest possible w, . Hence w&x) = max{--r(x), O}. 
Now, we look back at (2.5). It only imposes the following condition on p. 
P E W(Q) 
4 + 2% e W(Q) 
(p, y) E K* when p is considered as an element of L2(Sa). 
(2.8) 
LOWER BOUNDS AND DUALITY IN CONTROL 539 
Then the dual functional is 
Jl(P) = gP#l - max{-P, Ol(&. - A> - (v + zd) (y - 2d) h 
= I R PA - maxi-P, 01 (A - 91) - (- jYl 3 + P + 2%) 
( * azp x -c -+p dx. I=1 ax, 1 
We also have, after a little calculation (see also Theorem 1.6) 
Summarizing, we have 
Primal problem 
System 
Minimize 
s IY- 
zd I2 dx 
R 
subject to 
u >, 0 a.e. on Q. 
Dual problem 
Maximize 
(2.9) 
(2.11) 
s *PA - n-4-P, 01 ($2 - h)-(-$l’$+P+2zd)(-$l$+p)dr 
subject to 
P E %V) 
(2.12) 
- g1 2: - + p + zzd E H,l(sz)* 
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(It can be shown that the condition --C%, (a~/&,~) + p + 2z3 E H,,l(Q) can 
be replaced by the weaker condition --~~=, (P~/&Y,~) + p ELM). 
It follows from Theorem 1.10 that there is no duality gap, i.e. the infimum 
of values of the primal problem equals the supremum of values of the dual 
problem. The equivalence of the primal problem and the dual problem follows 
from this last fact and (2.9) just as Corollary 1.8 follows from Theorem 1.5 
and Theorem 1.6. 
Note that the dual problem is simpler than the primal problem in the sense 
that no partial differential equation is involved. It is an optimization problem with 
set constraint only. 
EXAMPLE B. State constraint 
- $ i; -+y=f+u in Sz 
y = 0 on r 
y E fqf-4, u E L2(Q) 
(2.13) 
where f ELM is given. 
There is a constraint on the state 
y E K = {y E Hoi(Q): 1 y 1 < 1 a.e. in Sz}. 
Note that ) y 1 < 1 a.e. in Q if and only if 
s YWdxb - s Pdx for all w EL2(Q). $2 
So for all w ELI(Q), (w, - sn [ w 1 dx) E K* when w is viewed as an element 
of. H&2). 
The functional to be minimized is 
./(y, u)= s, 1 Y - zd I2 + u2 dx 
J is FrCchet differentiable and J’(y, u) = 2(y - zd , u). 
Making use of Theorem 2.1, we have that the dual system is 
+p + w = 2(y - zd) in f2 
p-o On r 
(2.14) 
-p=2u in Q. 
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The dual functional is 
Let r =m: 2(p - zd) - w, then y = (r + w)/2 + zd. 
The dual functional becomes 
Now consider the value ws/4 + w(r + zd) + I w I as a function of w then its 
minimum value is 
m(r) = -4(r + Xd + 1)2 when r< -1 -Xd, 
= 0 when -l-zz,~Y~l-~z, 
= -4(r + Zd - l)* when r>l -z(j. 
So we may take the dual functional as 
1 pf- 22 - -R ($ + 22,) $- - m(r) dx 
where p E H,r(Q) with -x:I”=, (Pp/&,‘) + p EL’(Q) and u = -p/2, 
Again p need not satisfy any partial differential equations. Mossino has con- 
sidered a similar problem in [6] but with K = (~7 E I&l(Q): / Grady I .< 
1 a.e. in 52>. Our method can also be used to obtain an identical result as hers. 
EXAMPLE C. Ken-differentiable functronal 
The system is 
y E WQ), u E I?(r) 
where Fy/?n is the partial derivative of y along the outward normal on r. 
(2.15) 
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There is a constraint on the control: 
so that 
U E K = (u EP(.ZJ: 24 > 0 a.e.> 
K* = {(w, a) gL2(P) x R: w > 0 a.e., OL < 0). 
The functional to be minimized is 
Let S be a functional defined on F s.t. 
1. S(y- %)=JY--Ii1 
2. IS/\<1 
then 
= 
I 
S(y, - y) dr. 
I- 
Hence if S satisfies 1. and 2., S E L2(r), then 
(S, 24 E a_/(% Y). 
The dual system is then, by Theorem 2.1 
--gI%+*=O in 9 
2=S on 
(2.16) 
an 
r , -p+W=2~ on r 
where 1 S 1 < 1 a.e. W > 0 a.e. 
The dual functional is 
lr 1 Y - 2d 1 + u2 dr + I,Pf dx - j-, sy + 2U2 dr 
zzz s, pf dx - s, szd + u2 dr. 
Since2u=-p+Wand W>Owemaytake 
W = max{p, 0} 
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then 
24 = W-p = max{-p, O}. 
Also note that if / ap/an 1 is bounded on r by M then 
l-l 
a& 
an 
<l on 
Summarizing, we have if p satisfies 
-gl$+p=o 
I I ap <M n’ 
r. 
in sz 
on r 
then the functional 
I pf& - f2M s r & 2 zd + f (max(-p, 0})2 dr 
is a lower bound for the optimal control problem. 
APPENDIX: PROOF OF THEOREM 1.5 
LEMMA. Let J be a cmvex fun&ma1 on X. If 0 # x’ E X satis$es 
J(s) < J(x) implies (XI, s) < (x’, x) 
then there exists h > 0 s.t. 
hr’ E a J(x). 
Proof. Let xi be s.t. (x’, x1) > (CC’, x). 
Let xa be s.t. J(x,) < J(x) then {x’, x2) < (x’, x}. By convexity 
denote the last vector inside the bracket by 3, then (x’, Z> = (x’, x> hence 
J(X) > J(x) by hypothesis. 
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It follows that 
After a little calculation, we have 
Let 
h = inf 
I 
JW - JW 
(x’, Xl - x> : (x’, Xl) > (x’, x) I 
clearly h > 0. 
Then for x, and x satisfying 
<xl, Xl) > (XI, x), JG4 < J(x), 
J&l - JW 
(x’, x1 - x) 
>, h a J(4 - JC4 
(x’, x2 - x) * 
Given y 
(“1 
(i) If (x’, y) > (x’, x) then 
J(y) - J(x) 3 <Ax’, y - x> (left part of (*)) 
(ii) If J(y) -=c J(x), then (x’, y) < (x’, x) and 
J(Y) - JW 3 <Xx’, Y - x> (right-part of (*)) 
(iii) If J(y) > J(x) and (x’, y) < ix’, 3c), then 
J(y) - J(x) 3 0 > 0x’, Y - x>. 
In any case we have 
J(Y) - J(x) > <Ax’,Y - x>, 
so Xx’ E i3 J(x). 
Proof of Theorem 1.5. We first prove that J is bounded below. Ler r E R 
satisfy 
S,={XES: J(x) <r># m. 
J is convex continuous and hence weakly lower semi-continuous;& is bounded 
and hence weakly compact, therefore J attains its infimum on S, , at x0 say. 
Obviously we have J(q) < J(x) for all x E X, so that J is bounded below. 
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Consider the set 
s = {x E x: j(x) < J(xl)}. 
If S = +, then J(x) > J(q) for all x E X and hence 0 E aJ(q) and always 
(0,O) E u*. 
So (x1, 0,O) E C(j, U) and J1(xl , 0,O) = J(q). If S f a, note that So = S 
and S n U = o because J(q) < inf,,, J(v). By the separation theorem, there 
exists x’ E X’ s.t. 
(x’, s) < (x’, w) for all s E S, v E U. 
Now S is bounded and hence s is weakly compact. So there exists x E s s.t. 
(x’, s) -=I (x’, x) < (x’, v) for all s E S, v E CT. c**> 
Clearly x 4 So = S. So J(x) > J(q). On the other hand, by continuity of 
J, x E S implies J(x) < J(q). Th ere ore f J(x) = J(q). The left part of (**) 
entails that J(s) < J(x) implies (x’, s) < (x’, x). It follows from lemma that 
for some h > 0, Ax’ E a](x). By the right part of (**), (Xx’, h<x’, x)) E lJ*. 
Hence (x, Ax’, h(x’, x)) E C(J, U) and jl(x, Xx’, h;sc’, .Y)) = J(T(x) = J(xl). 
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