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1 Introduction
In the 2013 paper [5] titled “MAP estimators and their consistency in Bayesian nonpara-
metric inverse problems”, Dashti, Law, Stuart, and Voss showed for the first time how in a
Bayesian inverse problem for Banach space valued parameters, maximizers of (infinites-
imal) small ball probabilities can be identified with minimizers of the Onsager–Machlup
functional usually interpreted as the logposterior density (although the latter is only strictly
valid in finite dimensions). This seminal paper paved the way for further analysis of modes
(in various senses) in [6, 8, 1, 7, 4] and is subject to ongoing research. Unfortunately, while
the ideas of the paper are groundbreaking, the mathematical arguments are not valid in the
general Banach space case and only constitute a rigorous proof in a Hilbert space setting.
In addition, there were some other minor mistakes (for example, lemma 3.9. in the paper is
slightly too weak for its use case) which were largely removed in [7] (but again in the Hilbert
space setting).
The most prominent part of [5] consists of computing limits of ratios of small ball proba-
bilities of type
µ0(Bδ(z δ))
µ0(Bδ(z¯ ))
where z δ is a sequence (or just a single point) and µ0 is a Gaussian measure on a Banach
space X .
This manuscript demonstrates that the general claims of [5] are still true and that the tech-
nical difficulties can be overcome by digging a bit deeper in the necessary mathematical
toolboxes. The main technical problem in the Banach space setting is the incompatibility
between the Banach norm ‖ · ‖X and the Cameron–Martin norm | · |E .
1.1 Gaussian measures in Hilbert and Banach spaces
A Gaussian measure µ0 on a Hilbert space X has a covariance operator Q : X → X which
is a self-adjoint non-negative compact operator and this constitutes the existence of an
orthonormal basis (ek )k on (X , 〈·, ·〉). Because in the Hilbert space setting, the Cameron-
Martin space is E = Q
1
2 X with the inner product [h , k ]E = 〈Q−1/2h ,Q−1/2k 〉X , we immedi-
ately obtain an orthonormal basis in E by scaling hn := Q
1
2 en . This works because Q is a
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“diagonal” operator on the basis vectors en . As a sideeffect, we can compute the following
norms:
|x |2E =
∑
n
〈x , hn 〉2
‖x‖2X =
∑
n
〈x , en 〉2 =
∑
n
〈x ,Q−1/2hn 〉2 =
∑
n
〈x , hn 〉2
σ2n
This means, X -norm and E -norm are just re-weighted variants of each other (because both
are Hilbert norms and E =Q 1/2X ).
If X is only a Banach space, we cannot do this, because the covariance operator is merely a
mapping X ?µ0×X ?µ0 →Rwhich does not give us a basis on X . While it is possible to construct
a Karhunen-Loève decomposition using Rayleigh coefficients (see [2]), we cannot write the
X -norm by rescaling the E -norm, because a general Banach-norm is not of the same form
as a Hilbert-norm (just as there is no way to express the l 1-norm by rescaling an l 2-norm
with some constant coefficients). For example, set X = l 1 and µ0 =⊗N (0,σ2k ) (with
∑
σk <∞ such that samples are indeed in X , as provable by the Kolmogorov two-series theorem).
Then X ?µ0 = {(yk ) :
∑
y 2k σ
2
k <∞} and E = {(yk ) :
∑ y 2k
σ2k
<∞}. The canonical bases here
are h ?k = (0, . . . , 0,
1
σk
, 0, . . .) (such that h ?k (x ) =
xk
σk
) and hk = (0, . . . , 0,σk , 0, . . .). Then we can
evaluate the Cameron–Martin norm of an element by computing
|x |2E =
∑
k
|h ?k (x )|2
but the original space’s norm is given by ‖x‖2X =
 ∑∞
k=1 |σk ·h ?k (x )|
2
which is not just a scaled
version of |x |2E (as compared to what we can do in the Hilbert space setting).
Note: The expression for ‖x‖X above can be derived in this setting because we are in a
sequence space and everything boils down to entries at some position. The situation is
much more difficult if X is not a sequence space.
In other words, in the Banach setting, there is no way of computing the X -norm with the
use of the Cameron-Martin basis. The only connection is given by E ⊂ X , i.e. we can always
bound ‖ · ‖X ≤C ‖ · ‖E .
The dominant technical issue here is the incompatibility of X -norm-balls with the E -norm.
In the Hilbert space setting (thinking about level sets of the both norms) we can think of
axis-aligned ellipsoids only differing in their principal axes so everything can be translated
by scaling (and at most additional rotations if the ellipses’ axes are not aligned), but in the
Banach space setting, we have to reconcile ellipsoids (from the E -norm) with more irreg-
ular shapes like an l 1-ball, which is not analytically tractable anymore.
The tools with which we overcome this problem, are the following:
First, we use a technique by Bay and Croix [2] (unknown at the time of [5]) which allows for
explicit construction of a Karhunen-Loeve decomposition in the Banach space setting.
Second, we drop explicit translation between X -norm and E -norm and instead prove an
abstract norm bound result in lemmata 2 and 3 which allow lower bounds of the CM-norm
in terms of the ambient space norm (and which get stricter on a sequence of projection
subspaces). With that we can prove an explicit version of Anderson’s inequality which we
can use.
All in all, the arguments in [5] work nicely in Hilbert space but need to be adapted in the
general Banach space setting.
2
1.2 Construction of bases
A secondary issue is the construction of a basis of functions which works in both X and E .
In the Hilbert space setting it makes the most sense to construct a basis first on X (using
the spectral decomposition of the covariance operator) and then scale this basis to get a
basis on E and then subsequently on X ?µ0 using the reproducing kernel/Cameron–Martin
isometry Rµ0 . The Riesz isomorphism allows for an easy identification of X and X
?, essen-
tially letting us handwave away all differences between the various spaces. Graphically, the
basis is constructed as follows.
X
scale−−→ E R
−1
µ0−→ X ?µ0
In particular, the “scale” arrow is reversible: We can translate the basis in X and E back and
forth, compatible with the respective norms.
In the Banach space setting there are at least two different possibilities: By density of X ?
in X ?µ0 , we can construct (by Gram-Schmidt-Orthogonalization) an orthonormal basis in
(X ?µ0 , 〈·, ·〉L 2(X ,µ0) consisting of elements in X ?. This can be transported to E via the mapping
Rµ0 :
X ?µ0
Rµ0−→ E
The second way is to use Rayleigh coefficients of the operator Rµ to iteratively decompose
the Cameron–Martin space and obtain a basis of E (see [2]). One problem with that ap-
proach is that this can lead to a decomposition with “eigenvalues” (actually, Rayleigh co-
efficients) λk that are not summable (see comment 4 of the mentioned paper), i.e. the
operator Rµ is non-nuclear, but we will use this method nonetheless.
For both approaches, there is no way of “going back” to the original space X and its norm.
In the Banach space setting, this is a major issue that needs to be handled in some more
depth.
1.3 Lemma 3.9 has the wrong form
For reference we recall:
Lemma 1 (Lemma 3.9, [5]). Let (w δ)δ ⊂ X with z δ* 0 weakly in X but z δ 6→ 0 strongly in
X . Then for all " > 0 there is a δ > 0 such that
µ0(Bδ(w δ))
µ(Bδ(0))
< ".
In the proof of theorem 3.5. in [5], there is a sequence z δ converging weakly, but not strongly,
to some z¯ . The authors then continue to state that they apply lemma 3.9 now to the se-
quence w δ := z δ− z¯ . If we were to apply this lemma, this would yield a bound of the form
µ0(Bδ(w δ))
µ0(Bδ(0))
=
µ0(Bδ(z δ− z¯ ))
µ0(Bδ(0))
<ε,
i.e. we bound balls centered at z δ− z¯ . On the other hand, the proof claims bounds on
µ0(Bδ(z δ))
µ0(Bδ(0))
<ε (1)
3
which is not implied by an application of the lemma. This means that we need a slightly
stronger version of the lemma here.
Kretschmann [7] solved this problem in the Hilbert space by proving the lemma for ratios
of the form µ0(Bδ(z
δ))
µ0(Bδ(0))
For the Banach space case we will complete this argument like this:
1. Prove a version of lemma 3.9. which says: If z δ converges weakly in X , but not strongly
in X , to some z¯ ∈ X , then for all ε> 0 there is a δ > 0 such that
µ0(Bδ(z δ))
µ0(Bδ(z¯ ))
<ε.
In addition to the aforementioned problems (i.e. incompatibility of X - and E -norm
and working with bases in both spaces), there is another technical problem which
only arises in the true Banach space setting: The proof of lemma 3.9 in [5] makes
heavy use of the following fact about sequences in Hilbert space: If a sequence z δ* z¯
but z δ 6→ z¯ , then lim inf‖z δ‖X > ‖z¯‖X . This is also sometimes called the Radon-
Riesz property and it is true for all uniformly convex complete vector spaces, includ-
ing Hilbert spaces (but not Banach spaces in general): Consider L 1(0, 1) and fn (x ) =
1+sin(n x ). Then fn * 1 = f , and ‖ fn‖1→ 1 = ‖ f ‖1 but fn does not converge strongly.
The Radon-Riesz property leverages a strict margin between the norms ‖z δ‖X of the
sequence and its weak limit ‖z¯‖X which is explicitly used in the computation of the
proof of lemma 3.9.
This is another problem connected to making the proof work in the general Banach
setting.
2. Then, when we need a bound like (1), we can use that
µ0(Bδ(z δ))
µ0(Bδ(0))
=
µ0(Bδ(z δ))
µ0(Bδ(z¯ ))
· µ0(Bδ(z¯ ))
µ0(Bδ(0))
and we can control the first term with our new lemma and the second term with An-
derson’s inequality.
Note that this means that our version of lemma 3.9 is stronger than the versions both
in [5] and in [7], because we can bound both µ0(Bδ(z
δ))
µ0(Bδ(0))
and µ0(Bδ(z
δ))
µ0(Bδ(z¯ ))
in the limit. The last
quantity is of more canonical interest in its own regard.
1.4 Limit superior bounds on small ball probabilities
On page 12 of [5], it is claimed that for z δ converging weakly in E and strongly in X , but not
strongly in E to some z¯ ∈ E , we have
lim sup
δ→0
µ0(Bδ(z δ))
µ0(Bδ(z¯ ))
≤ 1.
It is not immediately clear that this is correct but was later shown by Dashti (cited as com-
municated personally in [7], lemma 4.13). In the Banach space setting we need a stronger
version of this statement, replacing µ0 with a (not necessarily Gaussian) measure µˆ abso-
lutely continuous with respect to a Gaussian µ0.
4
2 Small ball probabilities for Gaussian measures in Banach
space
Let µ be a Gaussian measure1 on a Banach space X , with Cameron–Martin space E . We
denote by Bδ(x ) the ball of X -norm δ around x ∈ X . The missing fragments in [5] are the
following three technical lemmata about small ball probabilities:
1. For z ∈ X and r ∈ [0, 1], there is a constant C such that
µ(Bδ(z ))
µ(Bδ(r · z )) ≤ exp

−C 2 · (‖z‖X −δ)2− (r ‖z‖X +δ)2
2

.
This is a stronger version of lemma 3.6 in [5].
2. For z δ* z¯ weakly in X for some z¯ ∈ X \E ,
lim inf
δ→0
µ(Bδ(z δ))
µ(Bδ(0))
= 0.
This is the statement of lemma 3.7 in [5].
3. For z δ* z¯ weakly in X , but z δ 6→ z¯ in X for some z¯ ∈ E ,
lim inf
δ→0
µ(Bδ(z δ))
µ(Bδ(z¯ ))
= 0.
This is a stronger version of lemma 3.9 in [5]. With these statements we will be able
to prove theorem 1 in the Banach space setting, which is the main statement of [5],
showing existence of a minimizing sequence of small ball probability centers con-
verging to a point in z¯ ∈ E (which then is the MAP estimator).
We start by deriving the proper way to finitely approximate probabilities of infinite-dimensional
sets.
2.1 How to do finite approximation
The standing assumption here is that X is a Banach space and we consider a centered (i.e.
mean zero) Gaussian measure µwith its Cameron–Martin space E .
Gaussian measures in infinite dimensions do not have a density becasue there is no Lebesgue
measure. But in a non-literal sense one could write
µ(A) =
∫
A
exp

−1
2
‖x‖2E

d x . (2)
Note that the integrand is 0 almost surely as µ(E ) = 0. This counterbalances the “infinity”
of what an equivalent object to Lebesgue measure in infinite dimensions (which of course
does not exist) would do.
1In [5], it is called µ0 because µ is a non-Gaussian posterior. But as we only work with the prior, we abbre-
viate here by dropping the 0 from now on.
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Notation-wise we now follow [3], for example Rµ : X ?µ → E is the isomorphism between
X ?µ = X ?
L 2(X ,µ)
and the Cameron–Martin space E .
Representation (2) is true at least asympotically as we will see in the following. It is pos-
sible, as in [2], to find a sequence (h ?k )k ⊂ X ? dense in X ?µ such that Bµ(h ?k , h ?l ) = δk ,l . This
corresponds to an orthonormal basis in Cameron–Martin space (hk )k ⊂ E where hk = Rµh ?k .
Finite approximation in this context can be done by defining Q n x =
∑n
k=1 hk · h ?k (x ). The
problem is that the h ?k have (interpreted as random variables) variance 1 and so the original
covariance structure of µ is hidden in the product hk ·h ?k (x ). For this reason, it is useful to
consider a different approximation operator, given by
P n : X → span{x1, . . . , xk}, P n (x ) =
n∑
k=1
x ?k (x ) · xk
where (xk )k and (x ?k ) are sequences in X and X
? respectively with xk = σ−1k hk and x ?k =
σk ·h ?k . Here σ2k are the Rayleigh quotients obtained in the decomposition procedure and
should be thought of as being the variance of x ?k . The details for this construction can be
retrieved from [2], with the most important properties being that x ?k =σk ·h ?k , i.e. the x ?k are
i.i.d. N (0,σ2k ) r.v.s. Note also that x
?
k (xl ) = h
?
k (hl ) =δk ,l .
Note that P n = Q n is the same operator, but the normalization factor σk is shifted in the
product: hk ·h ?k (x ) = (σk · xk ) · ( x
?
k (x )
σk
).
Sometimes its useful to work with a representation which is explicitly finite-dimensional,
so we define
S n : X →Rn , S n (x ) = (x ?k (x ))nk=1 = (σk ·h ?k (x ))nk=1.
Note that this is an equivalent characterization, because T : Rn → ran(P n ) with T (α) =∑n
k=1αk xk is an isomorphism. For later convenience we write ak :=σ
−2
k = ‖h ?k‖2X ? .
Computation by finite approximation works like this: Note that A ⊂ (S n )−1S n A. Define Nn :=
(S n )−1S n A \A, then Nn+1 ⊂Nn with ⋂n Nn = ;. The Gaussian measure µ is continuous from
above, which means that limn→∞µ(Nn ) = 0, i.e.
lim
n→∞µ
 
(S n )−1S n A

=µ(A).
In other words, we can approximate the measure of a set arbitrarily well by finite approxi-
mation.
Now we take a closer look at the form of this approximation. Note thatµ◦(S n )−1 =⊗nk=1N (0,σ2k )
due to the fact that the h ?k are i.i.d. N (0, 1) random variables. Thus,
µ(A) = lim
n→∞
∫
S n A
exp

− x
2
1
2σ21
− · · ·− x
2
n
2σ2n

d x = lim
n→∞
∫
S n A
exp
− 12  a1 x 21 + · · ·an x 2n d x
Remark 1. In contexts where we can explicitly write down the h ?k and hk (for example if X
is a sequence space and µ a diagonal Gaussian measure with variance σ2k on the entries),
the sum
∑∞
k=1 ak x
2
k is identical to the Cameron–Martin norm, which motivates the formal
interpretation of the integral (2) above.
We will also need the following object, which is a “slice projection” on a subset of dimen-
sions:
S nm : X →Rn−m , S nm (x ) = (σk ·h ?k (x ))nk=m+1
Note that in particular S n0 = S
n .
An important tool in the following will be various norm bounds between ‖ · ‖X and | · |E .
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2.2 Norm bounds between X and E
We can always bound the Cameron–Martin norm from below by the ambient space norm.
‖x‖E = sup f ∈X ? f (x )‖ j ( f )‖L2(X ,µ0) = sup f ∈X ?
f (x )
‖ f ‖X ? · ‖ f ‖X ?‖ j ( f )‖L2(X ,µ0) ≥ 1C · ‖x‖X where C is the best constant‖ j ( f )‖L 2 ≤ C · ‖ f ‖X ? and is given by C = ∫ ‖x‖2dµ(x ) which is bounded by Fernique’s the-
orem. If we consider certain subspaces of X , we can strengthen this bound on ‖ · ‖E from
below:
Lemma 2 (Norm bounds). For x ∈ E , we have ‖x‖E ≥ C ‖x‖X . Also, consider the subspace
X n = {x ∈ X : h ?k (x ) = 0, k = 1, . . . , n}. There we have a stronger bound: For all x ∈ X n ,|x |E ≥Cn‖x‖X with Cn →∞ for n→∞.
Proof. Consider the approximation operator P n (x ) =
∑n
k=1 x
?
k (x ) · xk . Then
E‖(I −P n )(x )‖2X =
∫
X
 ∞∑
k=n+1
x ?k (x ) · xk

2
X
γ(dx ) = K 2n
n→∞−−−→ 0
due to monotone convergence and the fact that
∫
X
‖x‖2X γ(d x )<∞ (again, Fernique’s the-
orem).
Now we take f ∈ X ? such that f (hk ) = 0 for k = 1, . . . , n . Then
‖ f ‖2L 2 =
∫
f (x )2γ(d x ) =
∫
f (Pn (x ) + (I −Pn )(x ))2γ(d x )
=
∫
f ((I −Pn )(x ))2γ(d x )≤ ‖ f ‖2X ? ·K 2n .
For brevity, denote the set of such functionals by Fn = { f ∈ X ? : f (hk ) = 0, k = 1, . . . , n} and
see that using the reproducing kernel property f (h ) = 〈R−1µ h , f 〉L 2(X ,µ) we can equivalently
characterize Fn = { f ∈ X ? : Bµ( f , h ?k ) = 0, k = 1, . . . , n}
Thus, for x ∈ X n , we get
|x |E = sup
f ∈X ?
f (x )
‖ f ‖L 2 = supf ∈Fn
f (x )
‖ f ‖L 2 = supf ∈Fn
f (x )
‖ f ‖X ? ·
‖ f ‖X ?
‖ f ‖L 2
≥ sup
f ∈Fn
f (x )
‖ f ‖X ? ·
1
Kn
=
‖x‖X
Kn
Note that for n→∞, this bound becomes stronger as Cn := 1Kn →∞ for n→∞.
The next lemma shows that the norm bounds also hold for truncated (i.e. projected) ele-
ments in E :
Lemma 3 (Norm bounds for projections). For x ∈ X , we have |P l (x )|E ≥ C ‖P l (x )‖X . Also,
similarly to lemma 2, we get stronger bounds on the space X n = (P n )⊥, i.e. for all x ∈ X n and
n < l , we have |P l (x )|E ≥ C ln‖P l (x )‖X with C ln ≤ C l +1n and C ln+1 ≤ C ln with liml→∞C ln = Cn
from lemma 2.
Proof. Define Σl = span{x ?1 , . . . x ?l }, i.e. f ∈ Σl has form f =
∑l
k=1αk x
?
k . Note that for such
an f , we can compute Bµ( f , f ) = f (Rµ( f )) =
∑l
k=1αk x
?
k
∑l
i=1αi Rµx
?
i

=
∑l
k=1α
2
k ·σ2k by
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virtue of Rµx
?
i =σi Rµh
?
i =σi ·hi =σ2i · xi .
‖P l (y )‖X = sup
f ∈X ?
f (P l (y ))
‖ f ‖X ? = supf ∈Σl
f (P l (y ))
‖ f ‖X ? ≤ supf ∈Σl
f (P l (y ))Æ
Bµ( f , f )
· sup
f ∈X ?
Æ
Bµ( f , f )
‖ f ‖X ?
≤ sup
α∈Rl
∑l
k=1αk ·σk ·h ?k (y )Ç∑l
k=1α
2
k ·σ2k
·C = C · sup
β∈Rl
∑l
k=1βk ·h ?k (y )Ç∑l
k=1β
2
k
= C ·
√√√ l∑
k=1
(h ?k (y ))2
= C · ‖P n (y )‖E .
The proof for the stronger norm bounds follows along the same lines as in the proof of
lemma 2.
Note that we do not need to have x ∈ E (compare to lemma 2) because the range of the
projection P l is a subset of E already.
The preceding lemma motivates ordering the functionals h ?k by requiring σk+1 ≤ σk or
equivalently ak ≤ ak+1, which we will assume from now on.
2.3 An explicit Anderson’s inequality
In this section we will think about the statement of lemma 3.6 in [5], which we record here:
Lemma 4 (Lemma 3.6 in [5]). Let δ > 0. For any centred Gaussian measure µ on a separable
Banach space X we have
µ(Bδ(z ))
µ(Bδ(0))
≤ e −a1/2[(‖z‖X −δ)2−δ2]
where a1 is a constant independent of z and δ.
Remark 2. A very cartoonish destillation of the proof idea in the Hilbert space setting pro-
posed in [5] is the following:
µ(Bδ(z )) “ = ”
∫
Bδ(z )
e −
‖x‖2E
2 dx =
∫
Bδ(0)
e −
‖z+w ‖2E
2 dw
“≤ ” e − ‖z‖2E2 ·
∫
Bδ(0)
e −
‖w ‖2E
2 dw
“≤ ” e − a1‖z‖222 ·µ(Bδ(0))
where the last inequality uses the relation ‖x‖2E =
∑
k ak x
2
k ≥ a1·
∑
k x
2
k = a1·‖x‖22 = ‖x‖
2
2
σ21
. Now
of course this is not a rigorous proof (especially the step from the first line to the second
line, and also because it is trying to use an∞-dimensional Lebesgue density). But the main
idea remains: Extract the “modulus of continuity” between the Cameron–Martin norm and
the space norm (here: l 2, because every Hilbert norm can be written as an l 2-norm) as an
exponential decay rate.
As mentioned before, the proof in [5] is valid for a Hilbert space X and we only need to work
on the Banach space case. Let’s illustrate the issue for a more concrete example.
Consider X = l 1 with the l 1 norm, a Gaussian measureµ=⊗N (0,σ2k ) such that
∑
k σ
2
k <∞
(then samples lie a.s. in X ) with Cameron–Martin space E = {y : |y |2E :=
∑
k
y 2k
σ2k
<∞}. For
brevity we write ak :=σ−2k such that we can write |x |2E =
∑
k ak x
2
k .
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If we want to apply the proof idea above to l 1 we can observe that
‖x‖1 =
∑
k
|xk |=
∑
k
|xk |
σk
·σk ≤
√√√∑
k
x 2k
σ2k
·
√√∑
k
σ2k ,
i.e. ‖x‖2E ≥ ‖x‖
2
1∑
k σ
2
k
= ‖x‖
2
1∑
k
1
ak
. We can hope that the result carries over by replacing the 2-balls
with 1-balls and the rate by the correct modulus of continuity between the l 1-norm and the
E -norm. This is indeed the case (but we obviously need to make the proof more rigorous
than this).
We start with a sketch of the proof in the concrete setting X = l 1 in order to demonstrate the
main ideas, after that we present a correct proof for the setting of a general Banach space
X .
Lemma 5 (Special case l 1). Let δ > 0. Consider the l 1-balls Bδ1 (z ) with radius δ around z .
Then we have
µ(Bδ1 (z ))
µ(Bδ1 (0))
≤ c · e −
(‖z‖1−δ)2 ·
2·∑k σ2k
Sketch of proof. The main idea is that we can bound
‖x‖21∑
k
1
ak
≤ ‖x‖2E . Then (with finite-dimensional
approximation), we approximate by
µ(Bδ1 (z ))
µ(Bδ1 (0))
≈
∫
Bδ1 (z )
e −
a1 x
2
1 +···+an x 2n
2 dx∫
Bδ1 (0)
e −
a1 x
2
1 +···+an x 2n
2 dx
Now we write a1 x
2
1 + · · ·an x 2n = (|x1|+ · · ·+ |xn |)2 ·

1∑ 1
ak
−ε

+ R (x ). We know that R (x ) is
positive because of the relation between the 1-norm and the E -norm. Furthermore, we
can bound |x1|+ · · ·+ |xn |> (‖z‖1−δ) for x ∈ Bδ1 (z ) and |x1|+ · · ·+ |xn | ≤δ for x ∈ Bδ1 (0). Then
≤ e
− (‖z‖1−δ)22 ·

1∑ 1
ak
−ε

e
− δ22 ·

1∑ 1
ak
−ε
 ·
∫
Bδ1 (z )
e −R (x ) dx∫
Bδ1 (0)
e −R (x ) dx
Now we don’t need to know the specific form of R , just that it is positive and “coercive”2
such that e −R (x ) is normalizable onRn and thus constitutes a probability measure’s density
for which Anderson’s inequality holds and we can drop the last fraction. Then as this holds
for all ε > 0, we can take ε → 0 (and make the transition n →∞) and obtain (rewriting
a−1k =σ2k )
µ(Bδ1 (z ))
µ(Bδ1 (0))
≤ e −
(‖z‖1−δ)2−δ2
2·∑k σ2k .
Now we can rigorously prove the statement we are interested in.
2Although we are not interested in R (x ) outside of the ball Bδ+‖z‖11 due to the domains of the integrals we
are considering.
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Figure 1: Illustration of lemma 6 in two dimensions with ‖ · ‖X = ‖ · ‖1. Shaded ellipses
represent level sets of the Cameron–Martin norm. Note how the two norms can be very
non-conforming.
Lemma 6 (An explicit Anderson’s inequality, similar to lemma 3.6 in [5]). Let δ > 0 and µ
be a centred Gaussian measure on a Banach space X . Then for z ∈ X and r ∈ [0, 1], there is a
constant 0<C = infx∈X |x |E‖x‖X such that
µ(Bδ(z ))
µ(Bδ(r · z )) ≤ exp

−C 2 · (‖z‖X −δ)2− (r ‖z‖X +δ)2
2

.
Proof. Consider first approximation via S n , and set µn :=µ◦ (S n )−1. Note that S n = T −1 ◦P n
(with S n , T , P n defined as in section 2.1).
µn (S n Bδ(z ))
µn (S n Bδ(r z ))
=
∫
S n Bδ(z )
exp
 − 12 (a1 x 21 + · · ·+an x 2n )d x∫
S n Bδ(r z )
exp
 − 12 (a1 x 21 + · · ·+an x 2n )d x
Now use the definition of the push-forward measure λ ◦T −1 and we get
=
∫
P n Bδ(z )
exp
 − 12 (a1 x ?1 (y )2 + · · ·+an x ?n (y )2)dλ ◦T −1(y )∫
P n Bδ(r z )
exp
 − 12 (a1 x ?1 (y )2 + · · ·+an x ?n (y )2)dλ ◦T −1(y )
Note that by lemma 3, a1 x
?
1 (y )
2+· · ·+an x ?n (y )2 = ‖P n y ‖2E = ‖P n y ‖2X ·
 
C 2− "0+Rn ,"0(y ) with
Rn ,"0(y )≥ 0 after choosing an arbitrarily small "0 > 0. As P n x → x µ-almost-surely, for any
arbitrarily small "1 > 0 we can choose an N1 such that for all n ≥N1, ‖P n z‖X ≥ (1−"1)‖z‖X .
Then for any y ∈ P n Bδ(z ), we know that ‖P n y ‖X ≥ ‖P n z‖X−‖P n y−P n z‖X ≥ (1−"1)‖z‖X−δ.
On the other hand, for y ∈ P n Bδ(r z ), we immediately see that ‖P n y ‖X ≤ r ‖z‖X +δ. All in
all,
=
exp
− (C 2−"0)(1−"1)22 (‖z‖X − δ1−"1 )2
exp
− (C 2−"0)2 (r ‖z‖X +δ)2 ·
∫
P n Bδ(z )
e −Rn ,"0 (x )/2d x∫
P n Bδ(r z )
e −Rn ,"0 (x )/2d x
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Now the ratio of integrals is bounded from above by 1 due to Anderson’s inequality.
Thus, for all "0,"1 > 0 there is an N1 ∈N such that for all n ≥N1,
µn (S n Bδ(z ))
µn (S n Bδ(r z ))
≤ exp
− (C 2−"0)(1−"1)22 (‖z‖X − δ1−"1 )2
exp
− (C 2−"0)2 (r ‖z‖X +δ)2 .
Now note that µ(Bδ(z )) = limn→∞µn (S n Bδ(z )) (and equivalently for Bδ(r z ). Thus for all
"2 > 0 there is an N2 ∈N such that for all n ≥N2, we have µn (S n Bδ(z ))≥µ(Bδ(z ))(1− "2) and
µn (S n Bδ(r z ))≤µ(Bδ(r z ))(1+ "2). Then for all n ≥N2,
µ(Bδ(z ))
µ(Bδ(r · z )) ≤
µn (S n Bδ(z ))(1+ "2)
µn (S n Bδ(r z ))(1− "2)
Thus,
µ(Bδ(z ))
µ(Bδ(r · z )) ≤
1+ "2
1− "2 ·
exp
− (C 2−"0)(1−"1)22 (‖z‖X − δ1−"1 )2
exp
− (C 2−"0)2 (r ‖z‖X +δ)2
and the statement follows from choosing "0,"1,"2 > 0 arbitrarily small.
2.4 Small ball probabilities around weakly converging sequences
In this section we will study the behaviour of small ball probabilities if their centres are
weakly converging subsequences themselves, in particular
1. For z δ* z¯ weakly in X for some z¯ ∈ X \E ,
lim inf
δ→0
µ(Bδ(z δ))
µ(Bδ(0))
= 0.
2. For z δ* z¯ weakly in X , but z δ 6→ z¯ in X for some z¯ ∈ E ,
lim inf
δ→0
µ(Bδ(z δ))
µ(Bδ(z¯ ))
= 0.
Before we start, let’s interpret these statements first by looking at figure 2. These sketches
are unavoidably an abridging explanation but will hopefully help transmit the right mes-
sage. The first bound illustrates the situation that z δ * z¯ for some z¯ 6∈ E . As each coor-
dinate x ?m (z
δ) → x ?m (z¯ ) converges and the E -norm of z¯ can be written in terms of these
coefficients, the E -norm of z δ diverges to ∞. Even more, this pushes the sequence so
much “out there”, that the probability of balls around z δ carry essentially no probability
mass in the limit (as compared to balls around 0).
The second bound handles the setting where z¯ ∈ E and z δ * z¯ weakly in X but z δ 6→ z¯
strongly in X . This means that the difference between z δ and z¯ is a “travelling bump” which
is evermore strongly penalized by the Cameron–Martin norm (which punishes “later” co-
efficients more strongly). This leads to the whole ball Bδ(z δ) being attached with a di-
verging E -norm and thus a vanishing small ball probability. Note that we can not use
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Figure 2: Visualization of lemma 7 (top) and 9 (bottom).
lim inf‖z δ‖X > ‖z¯‖X , as the Radon-Riesz property does not necessarily hold for general
Banach spaces.
We start with the first statement.
Lemma 7 (corresponds to Lemma 3.7. in [5].). Let z¯ 6∈ E and z δ* z¯ in X . Then for all " > 0
there is a δ > 0 such that
µ(Bδ(z δ))
µ(Bδ(0))
<ε.
Proof. As before, we start by approximating, and we consider µn (S
n Bδ(zδ))
µn (S n Bδ(0))
.
We claim the following: For any A > 0 there is an N1 ∈N and a δ1 > 0 such that for all n ≥N1
and δ <δ1,
inf
x∈S n Bδ(z¯ )
n∑
k=1
ak x
2
k ≥ A2.
The proof of this goes as follows: We can assume the contrapositive, i.e. there is a A > 0
such that for all N1 and δ1 > 0, there are n ≥N1 and δ <δ1 such that infx∈S n Bδ(z¯ )
∑n
k=1 ak x
2
k =
infx∈P n Bδ(z¯ ) ‖P n x‖2E < A2. We fix δ > 0 and n for the moment and define a minimizing se-
quence (x δ,nm )m ⊂ P n Bδ(z¯ ) with ‖P n x δm‖E ≤ 2 ·A. By boundedness of this sequence in P n E ,
which is a (finite-dimensional) Hilbert space, we can extract a subsequence (which we de-
note by the same symbol) such that x δ,nm * x
δ,n in P n E for some x δ,n . Clearly, ‖P n x δ,n‖E ≤
2 ·A, as well. Now we can do this for any δ, even for a sequence of (δm )m∈N with δm → 0.
By this method, we obtain a sequence of sequences:
x δ1,nj
j→∞
* x δ1,n in P n E and ∀ j : ‖P n x δ1,nj ‖E ≤ 2 ·A,‖P n x δ1,n‖E ≤ A
x δ2,nj
j→∞
* x δ2,n in E and ∀ j : ‖x δ2,nj ‖E ≤ 2 ·A,‖x δ2,n‖E ≤ A
...
...
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As the x δi ,n are bounded in P n E , there is a δ-subsequence such that they converge weakly
in P n E . In addition, because x δ,n ∈ P n Bδ(z¯ ), we necessarily have x δ,n δ→0−−→ P n z¯ . By unique-
ness of the weak limit, the x δi ,n need to converge weakly (in E ) to P n z¯ . But then
‖P n z¯‖E ≤ lim inf
i
‖P n x δi ,n‖E ≤ 2 ·A.
Now we can play the same game for larger values n by choosing a much bigger N1, such
that we obtain the statement
‖P n ′ z¯‖E ≤ lim inf
i
‖P n x δi ,n ′‖E ≤ 2 ·A.
for arbitrarily large n ′, which is in contradiction to our assumption that z¯ 6∈ E .
Hence, in fact, for any A > 0 there is an N1 ∈ N and a δ1 > 0 such that for all n ≥ N1 and
δ <δ1,
inf
x∈S n Bδ(z¯ )
n∑
k=1
ak x
2
k ≥ A2.
Now in finite dimensions weak convergence is strong convergence, and then for fixed n
there exists δ2 > 0 such that for δ < δ2, we have S
n Bδ(z δ) ⊂ S n Bδ2(z¯ ). Therefore, we can
choose δ <min{δ1,δ2} and then
inf
x∈S n Bδ(zδ)
n∑
k=1
ak x
2
k ≥ A2.
Lastly, we can (again for fixed n) choose δ3 > 0 such that
sup
x∈S n Bδ(0)
n∑
k=1
ak x
2
k ≤ A
2
2
Then in conclusion, for arbitrary A > 0 and n ∈ N we can find δi ,i = 1, . . . , 3 such that for
δ <min{δ1,δ2,δ3},
µn (S n Bδ(z δ))
µn (S n Bδ(0))
=
∫
S n Bδ(zδ)
exp
 − 12 (a1 x 21 + · · ·+an x 2n )d x∫
S n Bδ(0)
exp
 − 12 (a1 x 21 + · · ·+an x 2n )d x
=
∫
S n Bδ(zδ)
exp
 − 14 (a1 x 21 + · · ·+an x 2n )exp  − 14 (a1 x 21 + · · ·+an x 2n )d x∫
S n Bδ(0)
exp
 − 14 (a1 x 21 + · · ·+an x 2n )exp  − 14 (a1 x 21 + · · ·+an x 2n )d x
≤
∫
S n Bδ(zδ)
e −A2/4 exp
 − 14 (a1 x 21 + · · ·+an x 2n )d x∫
S n Bδ(0)
e −A2/8 exp
 − 14 (a1 x 21 + · · ·+an x 2n )d x
≤ e −A2/8
The statement for the ratio µ(Bδ(z
δ))
µ(Bδ(0))
then follows with an equivalent argument as in the proof
of lemma ??
The second statement that we will need almost corresponds to lemma 3.9 in [5], which
bounded µ(Bδ(z
δ))
µ(Bδ(0))
= 0, i.e. with balls centered around 0 instead of z¯ . A corrected proof for
this lemma in the Hilbert case can be found in [7].
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We will modify the original version of the lemma by bounding µ(Bδ(z
δ))
µ(Bδ(z¯ ))
. It is more natural to
think about the quotient
J δ0 (z
δ)
J δ0 (z¯ )
for z δ * z¯ and we can recover the former result by seeing
that
J δ0 (z
δ)
J δ0 (0)
≤ J δ0 (zδ)
J δ0 (z¯ )
J δ0 (z¯ )
J δ0 (0)
≤ J δ0 (zδ)
J δ0 (z¯ )
due too Anderson’s inequality.
In the Hilbert space case, all calculations of ratios of type
J δ0 (z
δ)
J δ0 (z¯ )
so far (i.e. in [5, 7]) heavily
use some kind of thresholding argument which uses that elements in Bδ(z δ) can be sepa-
rated from elements in Bδ(z¯ ) by a hard norm difference (as already remarked in 1.3). Then
this can be leveraged as an exponential rate. In the Banach case this is not possible any-
more: z δ * z¯ but z δ 6→ z¯ does not imply ‖z¯‖ < lim inf‖z δ‖! Hence we need to be more
careful here.
We will need the following modification of a lemma by Masoumeh Dashti (which was al-
ready presented in a simpler form in [7]):
Lemma 8 (Dashti’s lemma, version for more general measures on a Banach space). Assume
that γ is a centered Gaussian measure on a Banach space X with Cameron–Martin space E
and µˆ is another measure with density C · r (x ) with respect to γ, i.e. d µˆdγ (x ) = C · r (x ). Assume
that r is locally bounded from above and below (away from 0), i.e. for every R > 0 there are
constants M1, M2 > 0 such that r (x ) ∈ (M1, M2) for ‖x‖X ≤ R . Assume further that z δ * z¯
weakly in X for δ→ 0. Then
lim sup
δ→0
µˆ(Bδ(z δ))
µˆ(Bδ(z¯ ))
≤M
for some M <∞.
Proof. We start by bounding the numerator and we choose some hˆ ∈ j (X ?)⊂ X ?γ , i.e. Rµhˆ ∈
E and write (using the Cameron–Martin theorem)
µˆ(Bδ(z
δ)) = C
∫
Bδ(zδ)
r (x )dγ(x ) = C
∫
Bδ(zδ−Rµhˆ )
r (y +Rµhˆ )dγ(y +Rµhˆ )
= C
∫
Bδ(zδ−Rµhˆ )
r (y +Rµhˆ )exp

−1
2
|Rµhˆ |2E − hˆ (y )

dγ(y )
= C ·exp

−1
2
|Rµhˆ |2E

·µ(Bδ(z δ−Rµhˆ )) · sup
y ∈Bδ(zδ−Rµhˆ )

e −hˆ (y ) · r (y +Rµhˆ )

= C ·exp

−1
2
|Rµhˆ |2E

·µ(Bδ(0)) · sup
y ∈Bδ(zδ−Rµhˆ )

e −hˆ (y ) · r (y +Rµhˆ )

with the last step being valid after an application of Anderson’s inequality. The denomina-
tor is bounded as follows (similarly shifting by z¯ using the CM theorem):
µˆ(Bδ(z¯ )) = C exp(− 12 |z¯ |2E )
∫
Bδ(0)
r (y + z¯ )exp(−R−1µ z¯ (x ))dµ(x )
= C exp(− 12 |z¯ |2E )
∫
Bδ(0)
r (y + z¯ )
1
2

exp(R−1µ z¯ (x ))+exp(−R−1µ z¯ (x ))

dµ(x )
≥C exp(− 12 |z¯ |2E ) ·µ(Bδ(0)) · infy ∈Bδ(0) r (y + z¯ )
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As z δ* z¯ weakly in X , there is an R1 > 0 such that Bδ(z δ)⊂ BR1(0) for δ < 1 (or for δ <δ? for
some suitably chosen δ?). Define R := max(R1,‖z¯‖X +1). Then,
lim sup
δ→0
µˆ(Bδ(z δ))
µˆ(Bδ(z¯ ))
≤ exp

1
2
|z¯ |2E − 12 |Rµhˆ |
2
E

lim sup
δ→0
supx∈Bδ(zδ−Rµhˆ ) exp[−hˆ (x )] · r (x +Rµhˆ )
infy ∈Bδ(0) r (y + z¯ )
Now we first bound the lim sup and see that
lim sup
δ→0
supx∈Bδ(zδ−Rµhˆ ) exp[−hˆ (x )] · r (x +Rµhˆ )
infy ∈Bδ(0) r (y + z¯ )
≤ lim sup
δ→0
supw∈Bδ(0) exp(−hˆ (w −Rµhˆ + z δ)) · supx∈Bδ(zδ) r (w )
infy ∈Bδ(z¯ ) r (y )
≤ M2
M1
· lim sup
δ→0
exp

hˆ (z δ−Rµhˆ ) · sup
w∈Bδ(0)
exp(hˆ (w ))
≤ M2
M1
· lim sup
δ→0
exp

hˆ (z δ−Rµhˆ ) ·exp[‖hˆ‖X ? ·δ]
≤ M2
M1
·exp(hˆ (z¯ −Rµhˆ ))
due too hˆ ∈ X ? and z δ* z¯ . Then we can continue with
lim sup
δ→0
µˆ(Bδ(z δ))
µˆ(Bδ(z¯ ))
≤ M2
M1
·exp

1
2
|z¯ |2E − 12 |Rµhˆ |
2
E

·exp[hˆ (z¯ −Rµhˆ )].
Now we can choose (by density of j (X ?) in X ?γ ) a sequence of hˆ such that Rµhˆ→ z¯ strongly
in E . This choice then proves
lim sup
δ→0
µˆ(Bδ(z δ))
µˆ(Bδ(z¯ ))
≤ M1
M2
.
Now we are ready to prove the remaining technical statement.
Lemma 9 (Generalized version of lemma 3.9 in [5]). Let z δ* z¯ weakly in X for some z¯ ∈ E ,
but z δ 6→ z¯ strongly in X . Then for any " > 0 there exists a δ > 0 such that
µ(Bδ(z δ))
µ(Bδ(z¯ ))
< ".
Proof. As before, we do finite approximation first and consider µn (S
n Bδ(zδ))
µn (S n Bδ(z¯ ))
.
First we try to bound the denominator:
µn (S
n Bδ(z¯ )) = Zn ·
∫
S n Bδ(z¯ )
exp

−1
2
(a1 x
2
1 + · · ·+an x 2n )

dx
Now for m < n we can apply lemma 3 to see that we can write ‖P nm (y )‖2E = ((C nm )2 − "0) ·‖P nm (y )‖2X +Rm ,n ,"0(y ) for arbitrarily small "0 > 0 where the remainder Rm ,n ,"0 is positive.
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Also, we will need the following: For any "1 > 0 there is an m0 ∈N such that for all m >m0,
sup
n>m
‖P nm z¯‖X < "1. (3)
Note that P n z¯ → z¯ strongly in X , i.e. ‖(I −P n )z¯‖X → 0. Now choose an m0 ∈ N such that‖(I −P n )z¯‖X < "1/2 for all n >m0. If we now set m >m0 arbitrary, then
sup
n>m
‖P nm z¯‖X ≤ ‖(I −P m )z¯‖X + sup
n>m
‖(I −P n )z¯‖X < "1/2+ "1/2.
Then,
µn (S
n Bδ(z¯ )) = Zn ·
∫
P n Bδ(z¯ )
exp

−1
2
((C nm )
2− "0) · ‖P nm (y )‖2X +Rm ,n ,"0(y ))

dλ ◦T −1(y )
=
Zn
Zˆn
∫
P n Bδ(z¯ )
exp

−1
2
((C nm )
2− "0) · ‖P nm (y )‖2X

dµˆ0,n (y )
≥ Zn
Zˆn
∫
P n Bδ(z¯ )
exp

−1
2
((C nm )
2− "0) · ‖P nm z¯‖X +δ2 dµˆ0,n (y )
≥ Zn
Zˆn
·exp

−1
2
((C nm )
2− "0) · ("1 +δ)2

µˆ0,n (P
n Bδ(z¯ ))
where dµˆ0,m (x )∝ exp(−1/2R (x )) dx is a convex, centred measure.
Regarding the numerator: Note that, for y ∈ P m BδX (z δ), we can write
‖P nm (y )‖X ≥ ‖P nm (z δ)−P nm (z¯ )‖X −‖P nm (z¯ )‖X −‖P nm (z δ)−P nm (y )‖X
We can bound ‖P nm (z δ)−P nm (z¯ )‖X from below in the following sense: There exists an M > 0
such that for all m ∈N there is a δ0 > 0 and a n0 ∈N such that for all δ <δ0 and n > n0,
‖P nm (z δ)−P nm (z¯ )‖X >M .
In order to prove this, we assume the opposite, i.e. for all arbitrarily small M > 0 there
is an m ∈N such that for all δ0 > 0 and n0 ∈N there is a δ <δ0 and a n > n0 such that‖P nm (z δ)−P nm (z¯ )‖X ≤M .
Now we choose first κ > 0 arbitrarily small and δ1 > 0 such that for δ < δ1, we have‖P m z δ−P m z¯‖X <κ/3 (which is possible because z δ* z¯ ).
Secondly, we can find n1 ∈N such that for all n > n1, we have ‖(I −Pn )(z δ− z¯ )‖X <κ/3.
Finally we set M := κ/3, thus there is (from the assumption above) an m = m (κ/3) and
for δ0 := δ1 and n0 := n1 there is a δ < δ0 and a n > n0 such that ‖P nm (z δ)−P nm (z¯ )‖X <
κ/3.
Thus, all in all, for the parameters chosen, we can bound
‖z δ− z¯‖X = ‖P n z δ+P n z¯ + (I −P n )(z δ− z¯ )‖X
≤ ‖P m z δ−P m z¯‖X + ‖P nm z δ−P nm z¯‖X + ‖(I −P n )(z δ− z¯ )‖X
<κ
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for κ> 0 arbitrarily small, which is in contradiction to z δ 6→ z¯ in X .
Thus, indeed, there exists an M > 0 such that for all m ∈ N there is a δ0 > 0 and a n0 ∈ N
such that for all δ <δ0 and n > n0,
‖P nm (z δ)−P nm (z¯ )‖X >M .
This means that
‖P nm (y )‖X ≥ ‖P nm (z δ)−P nm (z¯ )‖X −‖P nm (z¯ )‖X −‖P nm (z δ)−P nm (y )‖X
≥M − "1−δ
for n > n0 and δ <δ0. Note that we bounded again ‖P nm (z¯ )‖X ≤ supn ‖P nm ‖X < "1 for m >m0.
Thus,
µn (S
n Bδ(z
δ)) = Zn ·
∫
P n Bδ(z¯ )
exp

−1
2
((C nm )
2− "0) · ‖P nm (y )‖2X +Rm ,n ,"0(y ))

dλ ◦T −1(y )
=
Zn
Zˆn
∫
P n Bδ(z¯ )
exp

−1
2
((C nm )
2− "0) · ‖P nm (y )‖2

dµˆ0,n (y )
≤ Zn
Zˆn
exp

−1
2
((C nm )
2− "0) · (M − "1−δ)2

· µˆ0,n (P n Bδ(z δ))
Now we can apply lemma 8 and obtain
lim sup
δ→0
µ0,n (P n Bδ(z δ))
µ0,n (P n Bδ(z¯ ))
≤ exp

−1
2
((C nm )
2− "0) · [(M − "1−δ)2− ("1 +δ)2]

· µˆ0,n (P n Bδ(z δ))
µˆ0,n (P n Bδ(z¯ ))︸ ︷︷ ︸
≤M˜
.
Note that (M − "1−δ)2− ("1 +δ)2 = M 2−2M ("1 +δ)≥ 12 M 2−2("1 +δ)2. Now choose δ and
"1 (small enough) such that this number is positive, say, (M −"1−δ)2− ("1 +δ)2 ≥ 13 M 2 and
we obtain
lim sup
δ→0
µ0,n (P n Bδ(z δ))
µ0,n (P n Bδ(z¯ ))
≤ exp

− ((C
n
m )
2− "0) ·M 2
6

· M˜ .
By choosing m >m0 large enough and n >max{m , n0}, the constant C nm from lemma 3 is
larger than any positive number and we have proven the statement.
Note that the following theorem states a subset of theorem 3.5 in [5], but now it can be
proven for Banach spaces X . Additionally, as in [7], we can drop all regularity assumptions
on Φ but locally Lipschitz continuity. With the supporting lemmata 6,7, and 9 complete,
the proof is almost identical to the one in [7] so we refrain from copying it here.
Theorem 1 (Part of original theorem 3.5). Let X be a Banach space and µ0 be a Gaussian
measure on X with Cameron–Martin space E . Consider a measure µ  µ0 with dµdµ0 (u ) =
Z −1 · exp(−Φ(u )). Suppose that Φ is locally Lipschitz continuous, i.e. for every r > 0 there
exists L (r ) ∈ (0,∞) such that for all u1, u2 ∈ X with ‖u1‖X ,‖u2‖X < r , we have
|Φ(u1)−Φ(u2)| ≤ L (r ) · ‖u1−u2‖X .
Then,
Let z δ = argmaxz∈X µ(Bδ(z )). There is a z¯ ∈ E and a subsequence of {z δ}δ which converges
to z¯ strongly in X .
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Remark 3. Note that this is only part of what is labelled theorem 3.5 in [5], but the other
part concerning identification of the small ball probability minimizer z¯ with minimizers of
the Onsager-Machlup functional is unchanged.
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