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Abstract. We consider stochastic processes arising from dynamical systems by evaluating
an observable function along the orbits of the system. The novelty is that we will consider
observables achieving a global maximum value (possible infinite) at multiple points with
special emphasis for the case where these maximal points are correlated or bound by belong-
ing to the same orbit of a certain chosen point. These multiple correlated maxima can be
seen as a new mechanism creating clustering of extreme observations, i.e., the occurrence of
several extreme observations concentrated in the time frame. We recall that clustering was
intimately connected with periodicity when the maximum was achieved at a single point. We
will study this mechanism for creating clustering and will address the existence of limiting
Extreme Value Laws, the repercussions on the value of the Extremal Index, the impact on the
limit of Rare Events Points Processes, the influence on clustering patterns and the competi-
tion of domains of attraction. We also consider briefly and for comparison purposes multiple
uncorrelated maxima. The systems considered include expanding maps of the interval such
as Rychlik maps but also maps with an indifferent fixed point such as Manneville-Pommeau
maps.
1. Introduction
In the past few years, the study of Extreme Value Theory (EVT) for dynamical systems
has been a subject of much interest. We mention in particular the inspiring paper of Collet
[Col01] and refer to [Fre13] for a review on further developments and references. Extreme
events (which occur with small probability and for that reason are also called rare events)
are characterised by abnormally high observations that are identified as exceedances of high
thresholds.
In this dynamical setting the observation data comes from starting the system at a certain
initial state and evaluate a certain observable function along the subsequent states through
which the system goes while time goes by. Then, exceedances of a high threshold correspond
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to entrances or hits of the orbits of the system to some designated target sets on the phase
space. As the threshold increases, the respective target sets shrink. This fact explains the
connection between the existence of distributional limits, called Extreme Value Laws (EVL),
for the partial maximum of observations when the thresholds increase to the possible maximum
value, and the existence of distributional limits, called Hitting Times Statistics (HTS), for the
waiting time before hitting the corresponding target sets as they shrink. This connection
hinted in [Col01] was formally established in [FFT10, FFT11].
In the study of HTS, in most cases, the neighbourhoods are either cylinder sets or metric
balls and shrink to a point ζ in the phase space. In the study of EVL the observable ϕ has
a global maximum at ζ and, in almost all cases, the exceedances correspond to metric balls
around ζ. The limiting laws for HTS and EVL were proved to be the same in [FFT10, FFT11]
and typically one obtains a standard exponential distribution H(τ) = 1 − e−τ , with τ ≥
0. The word typically is used in the sense that for almost every point ζ (with respect to
the invariant measure) one obtains a standard exponential HTS and EVL. See for example
[HSV99, Col01, BSTV03, HNT12, CC13, PS14] and [Sau09] for an excellent review. In this
case, the rule is the absence of clustering of exceedances or hits to the target sets. This is
perceived by realising that the exceedances (hits) appear as isolated occurrences scattered
along the time frame.
On the other hand, since the work of Hirata [Hir93] on Axiom A diffeomorphisms, it is
known that for cylinder target sets based on periodic points, i.e., when ζ is a periodic point,
one observes clustering of hits and a parameter 0 ≤ θ ≤ 1 appears in the asymptotic dis-
tribution: H(τ) = 1 − e−θτ . This observation was further developed in the paper [HV09],
where a compound Poisson distribution for the number of hits to target sets composed of
unions of dynamical cylinders was obtained for ψ mixing measures. Then in [FFT12], using
the relation between HTS and EVL, a new technique based on suitably adjusted dependent
conditions allowed to show the existence of EVL (and consequently HTS) in the case ζ is a
periodic point and the target sets are metric balls for systems with a strong form of decay of
correlations. Due to the connection with EVL the parameter 0 ≤ θ ≤ 1 appearing in the limit
distributionH(τ) = 1−e−θτ was identified to be the Extremal Index (EI), a parameter already
appearing in the context of classical EVT. In the presence of clustering, long time series reveal
several separated clusters or groups of exceedances, i.e., instead of the exceedances appearing
as isolated events they appear concentrates in bulks of nearly consecutive abnormally high
observations. The EI ‘measures’ the intensity of clustering. An EI equal to 1 means no clus-
tering and an EI close to 0 means intense clustering. In fact, in most cases the EI can be seen
as the inverse of the average cluster size. We remark that, in some less frequent situations,
lack of tightness can lead to counter examples (see [Smi88]). Nevertheless, throughout this
paper, the EI will always coincide with inverse of average cluster size.
Moreover, in [FFT12], for uniformly expanding systems such as the doubling map, a di-
chotomy was shown which states that either ζ is periodic and we have an EI with a very precise
formula depending on the expansion rate at ζ, or for every non-periodic ζ, we have an EI equal
to 1 (which means no clustering). The dichotomy was then obtained for more general sys-
tems such as: conformal repellers [FP12], systems with spectral gaps for the Perron-Frobenius
operator [Kel12] and systems with strong decay of correlations [AFV14].
The study of EVL and HTS can be enhanced by considering Rare Events Point Processes
(REPP). These point processes keep record of the exceedances of the high thresholds by
counting the number of such exceedances on a rescaled time interval. At typical points it was
known that the REPP converge in distribution to a standard Poisson process. From [HV09], at
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periodic points, we expect that the REPP converge to compound Poisson process instead. In
[FFT13], a study regarding the convergence of REPP was performed for metric balls as target
sets around periodic points ζ and for non-uniformly hyperbolic systems. The limit process
obtained for the convergence in distribution of the REPP in [FFT13] was a compound Poisson
process which could be described as combination of Poisson process ruling the positions of the
clusters in the time line being that these positions are marked by the cluster sizes ruled by a
geometric multiplicity distribution. Both components are determined by the value of EI θ.
Again, as proved in [AFV14], for continuous systems with strong decay of correlations
a dichotomy regarding the convergence of REPP holds: either it converges to a compound
Poisson distribution at repelling periodic points ζ, with a geometric multiplicity distribution,
or it converges to a standard Poisson process at every other non-periodic point ζ. Moreover, as
already seen in [FFT13], the clustering pattern observed at repelling periodic points ζ obeys
a very rigid pattern: it consists of ‘bulk’ of strictly decreasing exceedances observed at precise
fixed times, corresponding to the period.
Contrary to the customary case studies, in which the set of maximising points M of the
observable ϕ is reduced to a single point ζ, in this paper we will consider the case of multiple
maxima, with special emphasis for the case of correlated maxima, whereM consists of finite
number of points bound together by belonging to the same orbit. This binding gives a mech-
anism of creating clustering of exceedances, which we will study and explore below. We will
also consider the case of uncorrelated maxima but the focus will be turned to the correlated
case.
We remark that in the literature not all examples regarding the study of rare events are
reduced to the cases in which the target sets shrink to a point. For example, in [CCC09] the
authors consider a sets generated by a proper subshift of finite type of a one-sided irreducible
and aperiodic shift of finite type and in [KL09] the authors consider target sets shrinking
to the diagonal of the phase space of a system obtained by coupling two expanding interval
maps. The setting which probably most resembles ours is that studied in [HNT12], where the
authors, in the EVL approach, consider observables with multiple maxima that are chosen
independently as typical points for the invariant probability measure. In this case the maxima
are uncorrelated and they obtained the standard exponential distribution as limiting EVL,
which means that there is no clustering of exceedances.
In classical Extreme Value Theory, it is usual to use normalising thresholds (un)n∈N that
are linear sequences depending on a parameter y, say un = y/an + bn. Then the folklore
theorem (see [LLR83]) asserts that there are only three types of limiting distributions for the
partial maxima linearly normalised, namely: Gumbel, Fréchet or Weibull. Moreover, there is
relation between the tail of the distribution function that governs the random variables and
the type of EVL that applies. This relation can be summarised, in rough words, as follows:
heavy tails fall in the domain of attraction of the Fréchet type distributions; light tails fall
are linked to the Gumbel distribution; finite tails are typically associated with Weibull type
distributions.
This connection between the tails and the domains of attraction for maxima reveals of great
importance in statistics of extremes where the estimation of the behaviour of the tail is cru-
cial for several applications such as to Risk Theory, Insurance, Finance, etc. (see [BGTS04]).
Hence, EVL techniques allow to recover such information by performing, for example, a dis-
tributional fitting to the sampled maxima.
As explained in [FFT10], the behaviour of the observable ϕ as a function of the distance to
ζ is responsible for determining the type of EVL that applies. Hence, an interesting question
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that immediately arises when considering multiple maxima is the competition between the
different types.
By taking multiple maxima over the same orbit we will see the following consequences:
(1) appearance of clustering not caused necessarily by periodic orbits;
(2) the possibility of creating different clustering patterns (not reduced to a bulk of strictly
decreasing observations over the threshold);
(3) the possibility of affecting the EI when we already consider periodic points;
(4) different multiplicity distributions for the limit of REPP;
(5) competition between different types of distributions.
The systems considered include systems with decay of correlations against L1 observables
such as Rychlik maps [Ryc83] and piecewise uniformly expanding maps in higher dimensions
studied in [Sau00] but also non-uniformly expanding maps such as intermittent maps.
We believe that this study will be a precursor of further developments regarding more
sophisticated maximal setsM, that could be, for example, submanifolds of codimension 1. In
fact, some work in that direction is already being done by some of the authors and we believe
it carries a large potential of applications since it will more easily accommodate physical
observables in applications like to meteorology, where the set M plays the role of a critical
set, which is the source of abnormal and possibly catastrophic events. Understanding the
geometry and the recurrence properties ofM, as we will see here in a much simpler context,
will provide knowledge about the extremal behaviour like for example the clustering patterns
that could help devise early warning systems.
An example of possible application is to structural failures. The anticipated study of the
type of the clustering patterns of a certain natural phenomenon is of crucial importance, on
one side to predict the likelihood of such failure and on, another side, to help designing the
material and structures to stand stronger against the natural causes they have to face.
The unfolding of such possibilities will give deeper understanding of the possible outputs
of EVT for dynamical systems, as it will open a door for modelling physical phenomena with
some underlying periodic effect, which is often difficult to perceive. Moreover, again, these
short recurrence mechanisms have an enormous potential as a source of examples for the
classical EVT of stochastic processes and serving as a model for several practical situations.
2. The setting and background
Take a system (X ,B, µ, f), where X is a Riemannian manifold, B is the Borel σ-algebra,
f : X → X is a measurable map and µ an f -invariant probability measure. Suppose that
the time series X0, X1, . . . arises from such a system simply by evaluating a given observable
ϕ : X → R∪{±∞} along the orbits of the system, or in other words, the time evolution given
by successive iterations by f :
Xn = ϕ ◦ fn, for each n ∈ N. (1)
Clearly, X0, X1, . . . defined in this way is not necessarily an independent sequence. However,
f -invariance of µ guarantees that this stochastic process is stationary.
We suppose that the r.v. ϕ : X → R ∪ {±∞} has N global maxima ξ1, . . . , ξN ∈ X (we
allow ϕ(ξ1) = +∞) and assume they all belong to the orbit of the point ζ. (See (18) below).
We are particularly interested in the events {Xj > u} corresponding to exceedances of high
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thresholds u and for that reason we suppose ϕ and µ are sufficiently regular in the following
sense:
(R1) for u sufficiently close to uF := ϕ(ξi) (i ∈ {1, . . . , N}),
U(u) := {x ∈ X : ϕ(x) > u} = {X0 > u}
corresponds to a union of balls centered at the points ξi, i.e., U(u) =
⋃N
i=1Bεi(ξi) with
εi = εi(u). Moreover, the quantity µ(U(u)), as a function of u, varies continuously on
a neighbourhood of uF .
Remark 2.1. In the vicinity of each maximal point ξi, the observable ϕ can be though as
ϕ(x) = hi(dist(x, ξi)), where hi is a strictly decreasing bijection defined on a neighbourhood
of 0 (see Section 3.1 for more details). We remark that there is plenty of freedom in the choice
of hi and there is no restriction in the choice of the metric used, which of course needs not to
be the usual Euclidean metric. This means that the connected components of the level sets
{X0 > u} will be diffeomorphic to an Euclidean ball but may assume many different shapes.
2.1. Extreme Value Laws. In this paper, we will use an extreme value approach rather
than an hitting times approach, which we have already mentioned to be two sides of the same
coin as can be fully appreciated in [FFT10, FFT11].
We are interested in studying the extremal behaviour of the stochastic process X0, X1, . . .
which is tied to the occurrence of exceedances of high levels u. The occurrence of an exceedance
at time j ∈ N0 means that the event {Xj > u} occurs, where u is close to uF . Observe that a
realisation of the stochastic process X0, X1, . . . is achieved if we pick, at random and according
to the measure µ, a point x ∈ X , compute its orbit and evaluate ϕ along it. Then, saying
that an exceedance occurs at time j means that the orbit of the point x hits one of the balls
in U(u) at time j, i.e., f j(x) ∈ Bεi(ξi) for some i ∈ {1, ..., N}.
Given a stochastic processX0, X1, . . . we define a new sequence of random variablesM1,M2, . . .
given by
Mn = max{X0, X1, . . . , Xn−1}. (2)
On the independent context, i.e., when the stochastic process X0, X1, . . . is a sequence of
independent and identically distributed (i.i.d.) r.v., the first statement regarding Mn is that
Mn converges almost surely (a.s.) to uF . Then, the next natural question is whether we can
find a distributional limit for Mn, when conveniently normalised.
Definition 2.2. We say that we have an Extreme Value Law (EVL) for Mn if there is a
non-degenerate d.f. H : R→ [0, 1] with H(0) = 0 and, for every τ > 0, there exists a sequence
of levels un = un(τ), n = 1, 2, . . ., such that
nµ(X0 > un)→ τ, as n→∞, (3)
and for which the following holds:
µ(Mn ≤ un)→ H¯(τ), as n→∞. (4)
where the convergence is meant at the continuity points of H(τ), and H¯(τ) = 1−H(τ).
The motivation for using a normalising sequence (un)n∈N satisfying (3) comes from the case
when X0, X1, . . . are independent and identically distributed (i.i.d.). In this setting, it is clear
that µ(Mn ≤ u) = (F (u))n, where F is the d.f. of X0. Hence, condition (3) implies that
µ(Mn ≤ un) = (1− µ(X0 > un))n ∼
(
1− τ
n
)n → e−τ , (5)
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as n→∞. Moreover, the reciprocal is also true (see [LLR83, Theorem 1.5.1] for more details).
Note that in this case H(τ) = 1− e−τ is the standard exponential d.f.
2.2. The existence of Extreme Value Laws. In [FFT15], the authors synthesised the
conditions in [FF08] and in [FFT12] to obtain a couple of general conditions that apply
both in the presence and absence of clustering. These conditions are particularly tailored to
the application of dynamical systems and follow from a strong form of decay of correlations
(against L1 observables) to be defined below. Since the original conditions of Leadbetter were
denoted by a capital D and in the literature there is now a profusion of upper and lower indices
appended to D and ∆ for adaptations of the original Leadbetter’s conditions, in [FFT15] the
authors chose a Cyrillic D, i.e., the symbol Д, to denote the new conditions that we recall
below.
In what follows for every A ∈ B, we denote the complement of A as Ac := X \A.
For some u ∈ R, q ∈ N, we define the events:
U(u) := {X0 > u},
Aq(u) := U(u) ∩
q⋂
i=1
f−i(U(u)c) = {X0 > u,X1 ≤ u, . . . ,Xq ≤ u}. (6)
where Aq(u) corresponds to the case where we have an extreme event at time zero that is not
followed by another one up to time t = q. This is a condition clearly pointing to the absence
of clustering. In fact, the occurrence of f−i(Aq(u)) marks the end of a cluster of exceedances
at time i because, for a good choice of q, we have that, within a cluster, no exceedance can be
separated from another exceedance by more than q units of time. The notation f−i is used
for the preimage by f i. We refer to the events f−i(Aq(u)) as the occurrence of an escape at
time i, since the orbits that after i iterates fall into Aq(u) produce an exceedance at time i
that escapes the underlying periodic effect and is not followed by any other exceedance in the
same cluster. We also set A0(u) := U(u) and for the given sequence of levels un = un(τ),
Aq,n := Aq(un), for all n ∈ N and q ∈ N0. Let
θn :=
µ (Aq,n)
µ(U(un))
. (7)
Note that θn ‘measures’ the proportion of points from Un that escape the underlying periodic
effect and do not produce another exceedance in the same cluster. Let B ∈ B be an event.
For some s ≥ 0 and ` ≥ 0, we define:
Ws,`(B) =
bsc+max{b`c−1, 0}⋂
i=bsc
f−i(Bc), (8)
which is a compact notation for the events that correspond to the non occurrence of B during
the time frame [s, s + `). We will write W cs,`(B) := (Ws,`(B))
c. Whenever is clear or unim-
portant which event B ∈ B applies, we will drop the B and write just Ws,` or W cs,`. For a set
B ∈ B we define, the first hitting time to B denoted by rB : X → N, where
rB(x) = min
{
j ∈ N ∪ {+∞} : f j(x) ∈ B} , (9)
which corresponds to the first entrance of the orbit of x into B. Note that
W0,n(U(u)) = {Mn ≤ u} and f−1(W0,n(B)) = {rB > n}. (10)
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We now give the first condition Д which is a special type of mixing condition imposing an
asymptotic independence of events related to Aq,n.
Condition (Дq(un)). We say that Д(un) holds for the sequenceX0, X1, . . . if for every `, t, n ∈
N,
|µ (Aq,n ∩Wt,` (Aq,n))− µ (Aq,n)µ (W0,` (Aq,n))| ≤ γ(q, n, t), (11)
where γ(q, n, t) is decreasing in t for each n and, there exists a sequence (tn)n∈N such that
tn = o(n) and nγ(q, n, tn)→ 0 when n→∞.
The next condition precludes the occurrence of events of the type Aq,n concentrated in the
time frame, i.e., it forces the occurrence of such events to appear scattered in time. Note that
when q = 0, we have Aq,n = Un, which means that, in this case, the next condition can be
seen as an anti-clustering condition, which forbids the occurrence of clustering of exceedances.
For some fixed q ∈ N0, consider the sequence (tn)n∈N, given by condition Д(un) and let
(kn)n∈N be another sequence of integers such that
kn →∞ and kntn = o(n). (12)
Condition (Д′q(un)). We say that Д′q(un) holds for the sequence X0, X1, X2, . . . if there exists
a sequence (kn)n∈N satisfying (12) and such that
lim
n→∞ n
bn/knc−1∑
j=q+1
µ
(Aq,n ∩ f−j (Aq,n)) = 0. (13)
From [FFT15, Corollary 2.4] follows that if the stochastic process satisfies both conditions
Дq(un) and Д′q(un) for some q ∈ N0, where (un)n∈N satisfies (3), then limn→∞ µ(Mn ≤ un) =
e−θτ , whenever the limit θ = limn→∞ θn exists.
The role of the conditions Дq and Д′q above in the proof of the last statement is connected
to a blocking argument that splits the random variables of the process into different blocks.
Then condition Дq is used to show that the occurrence of escapes in a certain block is nearly
independent from the same occurrence in a different block. Finally, condition Д′q is used to
estimate the probability of having no escapes in each block, which ultimately leads to the
desired limit distribution. See [FFT15] for more details.
In this approach, it is rather important to observe the prominent role played by condition
Д′q(un). In particular, note that if condition Д′q(un) holds for some particular q = q0 ∈ N0,
then condition Д′q(un) holds for all q ≥ q0, which also implies that if the limit of θn in (7)
exists for such q = q0 it will also exist for all q ≥ q0 and takes always the same value. This
suggests that in trying to find the existence of EVL, one should try the values q = q0 until we
find the smallest one that makes Д′q(un) hold. With that purpose, as in [FFT15, Theorem 3.7],
we consider the following. Let A ∈ B. Recall the definition of the first hitting time to A,
presented in (9), rA(x) = min
{
j ∈ N ∪ {+∞} : f j(x) ∈ A} . The restriction of rA to A is
called the first return time function to A. We define the first return time to A, which we
denote by R(A), as the infimum of the return time function to A, i.e.,
R(A) = inf
x∈A
rA(x). (14)
Assume that there exists q ∈ N0 such that
q := min
{
j ∈ N0 : lim
n→∞R(Aj,n) =∞
}
. (15)
Then such q is the natural candidate to try to show the validity of Д′q(un).
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2.3. Rare Events Point Processes. A more sophisticated way of studying rare events con-
sists in studying Rare Events Point Processes (REPP). These point processes keep record of
the exceedances of the high thresholds un by counting the number of such exceedances on a
rescaled time interval. For every A ⊂ R we define
Nun(A) :=
∑
i∈A∩N0
1Xi>un .
In order to provide a proper framework of the problem we introduce next the necessary
formalism to state the results regarding the convergence of point processes. We recommend
the book of Kallenberg [Kal86] for further reading.
Consider the interval [0,∞) and its Borel σ-algebra B[0,∞). Let x1, x2, . . . ∈ [0,∞) and
define
ν =
∞∑
i=1
δxi ,
where δxi is the Dirac measure at xi, i.e., for every A ∈ B[0,∞), we have that δxi(A) = 1 if
xi ∈ A or δxi(A) = 0, otherwise. The measure ν is said to be a counting measure on [0,∞). Let
Mp([0,∞)) be the space of counting measures on ([0,∞),B[0,∞)). We equip this space with
the vague topology, i.e., νn → ν in Mp([0,∞)) whenever νn(ψ) → ν(ψ) for any continuous
function ψ : [0,∞) → R with compact support. A point process N on [0,∞) is a random
element ofMp([0,∞)), i.e., let (X,BX , µ) be a probability space, then any measurable map
N : X →Mp([0,∞)) is a point process on [0,∞).
To give a concrete example of a point process, which in particular will appear as the limit
of the REPP, we consider:
Definition 2.3. Let T1, T2, . . . be an i.i.d. sequence of r.v. with common exponential dis-
tribution of mean 1/θ. Let D1, D2, . . . be another i.i.d. sequence of r.v., independent of the
previous one, and with d.f. pi. Given these sequences, for J ∈ B[0,∞), set
N(J) =
∫
1J d
( ∞∑
i=1
DiδT1+...+Ti
)
,
where δt denotes the Dirac measure at t > 0. Let X denote the space of all possible realisations
of T1, T2, . . . and D1, D2, . . ., equipped with a product σ-algebra and measure, then N : X →
Mp([0,∞)) is a point process which we call a compound Poisson process of intensity θ and
multiplicity d.f. pi.
Remark 2.4. Throughout the paper, the multiplicity will always be integer valued which
means that pi is completely defined by the values pik = P(D1 = k), for every k ∈ N0. Note
that, if pi1 = 1 and θ = 1, then N is the standard Poisson process and, for every t > 0, the
random variable N([0, t)) has a Poisson distribution of mean t.
In order to define the REPP we need to rescale time. We do it using the factor vn :=
1/P(X0 > un) given by Kac’s Theorem. However, before we give the definition, we need some
more formalism. Let S denote the semi-ring of subsets of R+0 whose elements are intervals
of the type [a, b), for a, b ∈ R+0 . Let R denote the ring generated by S. Recall that for
every J ∈ R there are k ∈ N and k intervals I1, . . . , Ik ∈ S such that J = ∪ki=1Ij . In order
to fix notation, let aj , bj ∈ R+0 be such that Ij = [aj , bj) ∈ S. For I = [a, b) ∈ S and
α ∈ R, we denote αI := [αa, αb) and I + α := [a + α, b + α). Similarly, for J ∈ R define
αJ := αI1 ∪ · · · ∪ αIk and J + α := (I1 + α) ∪ · · · ∪ (Ik + α).
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Definition 2.5. We define the rare event point process (REPP) by counting the number of
exceedances during the (rescaled) time period vnJ ∈ R, where J ∈ R. To be more precise,
for every J ∈ R, set
Nn(J) := Nun(vnJ) =
∑
j∈vnJ∩N0
1Xj>un . (16)
We will see that the REPP considered here converge to a compound Poisson process. For
completeness, we define here what we mean by convergence of point processes (see [Kal86] for
more details).
Definition 2.6. Let (Nn)n∈N : X →Mp([0,∞)) be a sequence of point processes defined on
a probability space (X,BX , µ) and let N : Y →Mp([0,∞)) be another point process defined
on a possibly distinct probability space (Y,BY , ν). We say that Nn converges in distribution
to N if µ ◦N−1n converges weakly to ν ◦N−1, i.e., for every continuous function ϕ defined on
Mp([0,∞)), we have limn→∞
∫
ϕdµ ◦N−1n =
∫
ϕdµ ◦N−1. We write Nn µ=⇒ N .
Remark 2.7. It can be shown that (Nn)n∈N converges in distribution to N if the sequence
of vector r.v. (Nn(J1), . . . , Nn(Jk)) converges in distribution to (N(J1), . . . , N(Jk)), for every
k ∈ N and all J1, . . . , Jk ∈ S such that N(∂Ji) = 0 a.s., for i = 1, . . . , k.
Note that
{Nun([0, n)) = 0} = {Mn ≤ un}, (17)
hence the limit distribution of Mn can be easily recovered from the convergence of the REPP.
2.4. The convergence of REPP. In [FFR], the authors are preparing a synthesised version
of the conditions in [FFT10] and in [FFT13] in order to obtain a couple of general conditions
that apply both in the presence and absence of clustering. Moreover, these conditions, as the
previous Дq(un) and Д′(un), are particularly tailored to the application of dynamical systems
and follow from a strong form of decay of correlations (against L1 observables) to be defined
below.
Before we state the next condition we introduce some notation which will be useful in the
rest of the paper. Let
(
U (κ)(u)
)
κ≥0 be a sequence of nested open sets defined by:
U (0)(u) := U(u)
A(0)q (u) := {X0 > u,X1 ≤ u, ...,Xq ≤ u} = U (0)(u) ∩
q⋂
i=1
f−i
(
(U (0)(u))c
)
.
U (κ)(u) := U (κ−1)(u)−A(κ−1)q (u) and A(κ)q (u) := U (κ)(u) ∩
q⋂
i=1
f−i
(
(U (κ)(u))c
)
.
Let
θn :=
µ(A(0)q,n)
µ(U(un))
and pin(κ) =
µ(A(κ)q,n)− µ(A(κ+1)q,n )
µ(A(0)q,n)
.
We notice that the set A(0)q,n was defined in Section 2.2 and named Aq,n. We note that condition
Дq(un) was optimised to impose the necessary memory loss in order to prove the existence
of an EVL. However, when dealing with point processes we need to have mixing for more
sophisticated events and hence introduce the adapted condition:
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Condition (Дq(un)∗). We say that Дq(un)∗ holds for the sequence X0, X1, X2, . . . if for any
integers t, κ1, . . . , κς , n and any J = ∪ςi=2Ij ∈ R with inf{x : x ∈ J} ≥ t,∣∣∣µ(A(κ1)q,n ∩ (∩ςj=2Nun(Ij) = κj))− µ(A(κ1)q,n )µ(∩ςj=2Nun(Ij) = κj)∣∣∣ ≤ γ(n, t),
where for each n we have that γ(n, t) is nonincreasing in t and nγ(n, tn) → 0 as n → ∞, for
some sequence tn = o(n).
In [FFR] the authors show that under conditions Дq(un)∗ and Д′q(un), where (un)n satisfies
(3), the REPP (Nn)n∈N converges in distribution to a point process N whenever the limits
θ = limn→∞ θn and pi(κ) = limn→∞ pin(κ) exist (for all κ ∈ N).
If one assumes that the maximum of f occurs in a repelling periodic point ζ and the
probability µ is sufficiently regular then
(R2) the fact that ζ is repelling means that we have backward contraction implying that
there exists 0 < θ < 1 so that
⋂i
j=0 f
−jp(X0 > u) is another ball of smaller radius
around ζ with
µ
 i⋂
j=0
f−jp(X0 > u)
 ∼ (1− θ)iµ(X0 > u),
for all u sufficiently large.
Condition (R2) guarantees that θn =
µ
(
A(0)q,n
)
µ
(
U(un)
) converges to θ. Moreover, by [FFT13, Theo-
rem 1] the REPP (Nn)n∈N converges in distribution to a compound Poisson process N with
intensity θ and multiplicity distribution given by pi(κ) = θ(1− θ)κ−1.
3. Multiple correlated maxima
In this paper the novelty of the approach resides in the fact that instead of considering
observables ϕ : X → R achieving a global maximum at a single point ζ ∈ X , we assume
that the maximum is achieved at N points denoted by ξ1, ξ2 . . . , ξN , where in almost all cases
(except in Sections 4.4 and 5.4), all these points are correlated by belonging to the orbit of a
certain point ζ ∈ X , i.e., there exist m1 < m2 < . . . < mN ∈ N0 such that
ξi = f
mi(ζ), (18)
after possible relabelling of the maximal points. Let M := {ξ1, ξ2 . . . , ξN} be the set of
maximal points of ϕ. We will see that the binding between the maximal points expressed in
(18) is responsible for a fake periodic behaviour [FFT15, p.679] which creates clustering of
exceedances. Moreover, this mechanism of creating clustering turns out to be more flexible
and allows to obtain easily different multiplicity distributions for the limit of the REPP (we
recall that at repelling periodic points one obtains a Geometric multiplicity distribution) and
different clustering patterns (we recall that at repelling periodic points the clusters consist of
a strictly decreasing bulk of exceedances occurring at precise periodic intervals).
3.1. Further assumptions on the observable. Besides havingN global maxima ξ1, . . . , ξN ,
we assume that the observable ϕ also satisfies
ϕ(x) = hi(dist(x, ξi)), ∀x ∈ Bεi(ξi), i ∈ {1, ..., N} (19)
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where Bεi(ξi) ∩ Bεj (ξj) = ∅ and the function hi : [0,+∞) → R ∪ {∞} is such that 0 is a
global maximum (hi(0) may be +∞), hi is a strictly decreasing bijection hi : V → W in a
neighbourhood V of 0; and has one of the following three types of behaviour:
(1) Type 1: there exists some strictly positive function g : W → R such that for all y ∈ R
lim
s→hi(0)
h−1i (s+ yg(s))
h−1i (s)
= e−y; (20)
(2) Type 2: hi(0) = +∞ and there exists β > 0 such that for all y > 0
lim
s→∞
h−1i (sy)
h−1i (s)
= y−β; (21)
(3) Type 3: hi(0) = D < +∞ and there exists γ > 0 such that for all y > 0
lim
s→0
h−1i (D − sy)
h−1i (D − s)
= yγ . (22)
Remark 3.1. Note that as long as the invariant measure has no atoms, then under the
assumptions above on the observable we have that condition (R1) is easily satisfied.
3.2. Assumptions on the system and examples of application. We assume that the
system admits a first return time induced map with decay of correlations against L1 observ-
ables. In order to clarify what is meant by the latter we define:
Definition 3.2 (Decay of correlations). Let C1, C2 denote Banach spaces of real valued mea-
surable functions defined on X . We denote the correlation of non-zero functions φ ∈ C1 and
ψ ∈ C2 w.r.t. a measure P as
CorP(φ, ψ, n) :=
1
‖φ‖C1‖ψ‖C2
∣∣∣∣∫ φ (ψ ◦ fn) dP− ∫ φ dP ∫ ψ dP∣∣∣∣ .
We say that we have decay of correlations, w.r.t. the measure P, for observables in C1 against
observables in C2 if, for every φ ∈ C1 and every ψ ∈ C2 we have
CorP(φ, ψ, n)→ 0, as n→∞.
We say that we have decay of correlations against L1 observables whenever this holds for
C2 = L1(P) and ‖ψ‖C2 = ‖ψ‖1 =
∫ |ψ| dP.
If a system already has decay of correlations against L1 observables, then by taking the
whole set X as the base for the first return time induced map, which coincides with the
original system, then the assumption we impose on the system is trivially satisfied. Examples
of systems with such property include:
• Uniformly expanding maps on the circle/interval (see [BG97]);
• Markov maps (see [BG97]);
• Piecewise expanding maps of the interval with countably many branches like Rychlik
maps (see [Ryc83]);
• Higher dimensional piecewise expanding maps studied by Saussol in [Sau00].
Remark 3.3. In the first three examples above the Banach space C1 for the decay of correla-
tions can be taken as the space of functions of bounded variation. In the fourth example the
Banach space C1 is the space of functions with finite quasi-Hölder norm studied in [Sau00].
We refer the readers to [BG97, Sau00] or [AFV14] for precise definitions but mention that
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if J ⊂ R is an interval then 1J is of bounded variation and its BV-norm is equal to 2, i.e.,
‖1J‖BV = 2 and if A denotes a ball or an annulus then 1A has a finite quasi-Hölder norm.
Although the examples above are all in some sense uniformly hyperbolic, we can consider
non-uniformly hyperbolic systems, such as intermittent maps, which admit a ‘nice’ first return
time induced map over some subset Y ⊂ X , called the base of the induced map. To be
more precise, consider the usual original system as f : X → X with an ergodic f -invariant
probability measure µ, choose a subset Y ⊂ X and consider FY : Y → Y to be the first return
map f rY to Y (note that F may be undefined at a zero Lebesgue measure set of points which
do not return to Y , but most of these points are not important, so we will abuse notation here).
Let µY (·) = µ(·∩Y )µ(Y ) be the conditional measure on Y . By Kac’s Theorem µY is FY -invariant.
In [BSTV03], the authors show that for typical points ζ ∈ Y the HTS to balls around
ζ is the same both for the original and induced maps. This means, in particular, that the
existence of EVL for the induced map implies the existence of an EVL for the original system,
at typical points, and the limit is actually the same. In [FFT13], a similar statement was
obtained but this time for the convergence of the REPP at periodic points having the same
compound Poisson limit. In [HWZ14] the authors show that regardless of the point ζ ∈ Y
taken, the existence of a limit for the HTS (or EVL) for the induced first return time map
implies the existence of a limit for the HTS (or EVL) of the original system, at ζ, and the
limits coincide. This was generalised for the convergence of REPP in [FFTV15]. Namely,
setting vYn = 1/µY (X > un), for the induced process XYi ,
NYn (J) := N
Y
un (v
Y
n J) =
∑
j∈vYn J∩N0
1XYj >un
.
Denote the speeded up return time rA by rA,Y and the induced measure on Y by µY .
Theorem 3.4 ([FFTV15, Theorem 3]). For η > 0, setting Jη := ∪s∈JBη(s), we assume that
N(Jη) is continuous in η, for all small η.
NYn
µY=⇒ N as n→∞ implies Nn µ=⇒ N as n→∞.
This means that if we have a system that admits a first return time induced map with
decay of correlations against L1, then as long as the points ξ1, . . . , ξN ∈ Y , the convergence of
the REPP (which implies the existence of EVL or HTS) for the original system is determined
by the convergence of the corresponding REPP for the induced map. Hence, we are reduced
to proving the convergence of the REPP for systems with decay of correlations against L1
observables. This fact motivates the following:
Assumption A Let f : X → X be a systems with summable decay of correlations against
L1 observables, i.e., for all ϕ ∈ C1 and ψ ∈ L1, then Cor(ϕ,ψ, n) ≤ ρn, with
∑
n≥N ρn < ∞.
Moreover, we assume that there exists C > 0 such that for all n ∈ N, we have 1
A
(q)
n
,1A(κ)q,n ∈ C1
and ‖1
A
(q)
n
‖C1 , ‖1A(κ)q,n‖C1 ≤ C.
Among the examples of systems with these ‘nice’ induced maps we mention the Manneville-
Pomeau (MP) map equipped with an absolutely continuous invariant probability measure.
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The form for such maps given in [LSV99, BSTV03] is, for α ∈ (0, 1),
f = fα(x) =
{
x(1 + 2αxα) for x ∈ [0, 1/2)
2x− 1 for x ∈ [1/2, 1]
Members of this family of maps are often referred to as Liverani-Saussol-Vaienti maps since
their actual equation was first introduced in [LSV99]. Let P be the renewal partition, that is
the partition defined inductively by Z ∈ P if Z = [1/2, 1) or f(Z) ∈ P. Now let Y ∈ P and let
FY be the first return map to Y and µY be the conditional measure on Y . It is well-known
that (Y, FY , µY ) is a Bernoulli map and hence, in particular, a Rychlik system (see [Ryc83] or
[AFV14, Section 3.2.1] for the essential information about such systems).
3.3. Existence of distributional limits under Assumption A. As explained in [Fre13,
Section 5.1], conditions Дq(un) and Дq(un)∗ are designed to follow easily from decay of correla-
tions. In fact, if we choose φ = 1Aq,n and ψ = 1W0,`(Aq,n), in the case of Дq(un), and φ = 1A(κ)q,n
and ψ = 1∩ςj=2Nun (Ij)=κj , in the case of Дq(un)
∗, we have that we can take γ(n, t) = Cρt.
Hence, by taking (tn)n such that limn→∞ nρtn = 0, we get that conditions Дq(un) and Дq(un)∗
are trivially satisfied.
Now, we turn to condition Д′q(un). Taking φ = ψ = 1Aq,n and since ‖1Aq,n‖C1 ≤ C we
easily get
µ
(
U(un) ∩ f−j(U(un))
) ≤ (µ(Aq,n))2 + ∥∥1Aq,n∥∥C1 ∥∥1Aq,n∥∥L1(µ) ρj ≤ (µ(Aq,n))2 + Cµ(Aq,n)ρj .
(23)
Let Rn := R(Aq,n). Using estimate (23) and nµ(U(un)) → τ as n → ∞ it follows that there
exists some constant D > 0 such that
n
bn/knc∑
j=q+1
µ(Aq,n ∩ f−j(Aq,n)) = n
bn/knc∑
j=Rn
µ(Aq,n ∩ f−j(Aq,n))
≤ n⌊ nkn ⌋µ(Aq,n)2 + nCµ(Aq,n) bn/knc∑
j=Rn
ρj ≤ (nµ(Aq,n))
2
kn
+ nCµ(Aq,n)
∞∑
j=Rn
ρj
≤ D
 τ2
kn
+ τ
∞∑
j=Rn
ρj
 −−−→
n→∞ 0,
if we check that limn→∞Rn = +∞.
4. Maxima along a non-periodic orbit
In this section we consider the case where ζ is a non-periodic point. Our goal is to see what
are the effects on the REPP when we compare it with the process obtained by an observable
which attains its maximum at a unique point. As we will see, despite ζ being non-periodic,
the existence of multiple maxima along its orbit affects, for example, the extremal index and
the multiplicity distribution.
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Note that by (R1), we know that, for n sufficiently large, U(un) is the union of N disjoint
balls around each ξi that we denote by Un(ξi) = U
(0)
n (ξi), for i = 1, . . . , N , so that
U(un) =
N⋃
i=1
Un(ξi). (24)
We begin by choosing a value of q for which condition Д′(un) can be checked. From the
computations in Section 3.3 we need to verify that R(Aq,n) → ∞, as n → ∞ for such choice
of q.
Lemma 4.1. Assume that f satisfies Assumption A and that ζ is a non-periodic point and
that f is continuous in every point of the orbit of ζ, namely ζ, f(ζ), f2(ζ).... Let ξ1, . . . , ξN be
as in (18). Let q = mN −m1, then limn→∞R(Aq,n) =∞.
Proof. Let q = mN −m1. By definition of Aq,n we have that f j(Aq,n) ∩ Aq,n ⊂ f j(Aq,n) ∩
U(un) = ∅, for all j = 1, . . . , q. Hence, we only need to check that the same holds true for
all j = q + 1, . . . , q + L, where L is a given arbitrarily large integer. For that we will use the
continuity of f over the orbit of ζ. Let
 := min
1≤i≤L, 1≤j≤N
dist(f i(ξN ), ξj).
Using the continuity over the orbit of ζ and in particular of ξN , for every 1 ≤ i ≤ L, consider
the balls Bδi(ξN ) such that f
i(Bδi(ξN )) ⊂ Bε/2(f i(ξN )) and consider the open set DN =
∩Li=1Bδi(ξN ). Now, for each j = 1, . . . , N−1 let Dj be a ball around ξj so that fmN−mj (Dj) ⊂
DN .
Finally, recalling (R1) take n sufficiently large so that each Un(ξi) ⊂ Di ∩ Bε/2(ξi) so that
U(un) ⊂ ∪Ni=1Di ∩ Bε/2(ξi). Recall that Aq,n ⊂ U(un) and then by construction for every
j = 1, . . . , L we have that f q+j(Aq,n) ⊂ ∪Ni=1Bε/2(f q+j(ξi)) and since by definition of ε, we
have Bε/2(f q+j(ξi)) ∩ U(un) = ∅, then the result follows. 
4.1. The clustering effect and estimates for the extremal index. When the point ζ is
an absolute maximum and ζ is non-periodic we know that the extremal index θ is equal to 1.
The situation is completely different when the maximum occurs at more than one point along
the orbit of ζ.
Proposition 4.2. Assume that f satisfies Assumption A. Let X0, X1, ... be given by (1),
where the observable ϕ has N maximal points ξ1, . . . , ξN related by (18) and satisfies (19),
with ζ ∈ X a non-periodic point. In this case the extremal index θ is given by
θ = lim
n→∞
∑N
i=1 µ
(
U
(0)
n (ξi)−
⋃N
j=i+1 f
−(mj−mi)(U (0)n (ξj))
)
∑N
i=1 µ
(
U
(0)
n (ξi)
) ,
whenever the limit exists.
Proof. In this case we have that q = mN −m1 and A(0)q,n =
⋃N
i=1A(0)q,n(ξi), where
A(0)q,n(ξi) = U (0)n (ξi)−
N⋃
j=i+1
f−(mj−mi)(U (0)n (ξj)).
By the definition of θ = lim
n→∞
µ(A(0)q,n)
µ(U(un)(0))
, the conclusion follows. 
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In order to illustrate the richness of scenarios that the formula for the EI of the previous
proposition encompasses we consider below some examples. By condition (R1), we know that,
for n sufficiently large, U(un) = U(un)(0) is the union of N disjoint balls around each ξi that
we denote by U (0)n (ξi), for i = 1, . . . , N , so that U(un)(0) = ∪Ni=1U (0)n (ξi). Depending on the
different shapes of hi in (19), the balls U
(0)
n (ξi) may have different sizes and shapes. Moreover,
if f is continuous along the orbit of ζ, then for 1 ≤ i < j ≤ N we have fmj−mi(U (0)n (ξj)) ∩
U
(0)
n (ξi) 6= ∅ but, depending on the expansion rate and geometric distortion of fmj−mi , it is
not a priori clear if the one of the sets contains the other or not. Hence, in order to simplify,
we assume that for 1 ≤ i < j ≤ N
(R3) U (0)n (ξi) ⊂ f−(mj−mi)
(
U
(0)
n (ξj)
)
or f−(mj−mi)
(
U
(0)
n (ξj)
)
∩ ∂U (0)n (ξi) = ∅,
where the notation ∂B is used to denote the boundary of the set B.
Remark 4.3. Note that for all 1 ≤ i < j ≤ N , we have f−(mj−mi)
(
U
(0)
n (ξj)
)
∩ U (0)n (ξi) 6=
∅. Hence, f−(mj−mi)
(
U
(0)
n (ξj)
)
∩ ∂U (0)n (ξi) = ∅ means that the connected component of
f−(mj−mi)
(
U
(0)
n (ξj)
)
that intersects U (0)n (ξi) is completely contained in U
(0)
n (ξi).
In the next result we treat the case where the condition (R3) is valid. Before we assert the
corollary we introduce some notation.
Let I1 be the set of indices i ∈ {1, . . . N − 1} such that
N⋃
`=i+1
f−(m`−mi)(U (0)n (ξ`)) ∩ ∂U (0)n (ξi) = ∅. (25)
Under (R3), for every i ∈ I1, there exists ji ∈ {i+ 1, . . . N} such that
N⋃
`=i+1
f−(m`−mi)(U (0)n (ξ`)) ∩ U (0)n (ξi) = f−(mji−mi)(U (0)n (ξji)) ∩ U (0)n (ξi).
Corollary 4.4. If we are under the conditions of Proposition 4.2 and the condition (R3) is
satisfied, then the extremal index θ is given by
θ = lim
n→∞
∑
i∈I1
[
µ
(
U
(0)
n (ξi)
)
− µ
(
f−(mji−mi)(U (0)n (ξji)) ∩ U (0)n (ξi)
)]
+ µ
(
U
(0)
n (ξN )
)
∑N
i=1 µ
(
U
(0)
n (ξi)
) ,
whenever the limit exists.
Let us now assume we are in the particular case where µ is absolutely continuous with
respect to the Lebesgue measure and its Radon-Nikodym density is sufficiently regular so that
for all x ∈ X we have
lim
ε→0
µ(Bε(x))
Leb(Bε(x))
=
dµ
dLeb
(x). (26)
Note that if f is one dimensional smooth map and log(Df) is Hölder continuous then, as seen
in [FFT15, Section 7.2], formula (26) holds.
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Corollary 4.5. If we are under the hypothesis of Corollary 4.4 and µ is absolutely continuous
and (26) holds then the extremal index θ is given by
θ = lim
n→∞
∑
i∈I1
[
µ
(
U (0)n (ξi)
)
− 1∣∣detDfmji−mi(ξi)∣∣µ
(
U (0)n (ξji)
)]
+ µ
(
U (0)n (ξN )
)
N∑
i=1
µ
(
U (0)n (ξi)
) ,
whenever the limit exists.
Proof. We only need to notice that, by the mean value theorem and (26)
µ
(
f−(mji−mi)(U (0)n (ξji)) ∩ U (0)n (ξi)
)
∼ 1∣∣detDfmji−mi(ξi)∣∣µ
(
U (0)n (ξji)
)
.

4.2. Estimating the multiplicity distribution. By Proposition 2.10 of [FFR] we have that
the multiplicity distribution of the limiting compound Poisson process for the REPP is given
by the formula
pi(k) = lim
n→∞
µ
(
A(k−1)q,n
)
− µ
(
A(k)q,n
)
µ
(
A(0)q,n
) , (27)
whenever the limit exists.
Assume that (R3) holds.
Let I1 be defined as in (25). For every i ∈ {1, . . . , N}, we define ji,0 = i. Then, for
i ∈ {1, . . . , N − k} we inductively define Ik in the following way.
Assuming that Ik is defined as well as j1,k−1, . . . , jN−k+2,k−1, then for every i = 1, . . . , N −
k + 1, we define ji,k to the index such that
N⋃
`=i+1
f
−(mj`,k−1−mi)(U (0)n (ξj`,k−1)) ∩ U (0)n (ξi) = f−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi), (28)
when i ∈ Ik and ji,k = i, otherwise.
Now, we define Ik+1 as the set of indices i ∈ {1, . . . N − k} such that
N⋃
`=i+1
f
−(mj`,k−mi)(U (0)n (ξj`,k)) ∩ ∂U (0)n (ξi) = ∅.
Proposition 4.6. Assume that f satisfies Assumption A. Let X0, X1, ... be given by (1), where
the observable ϕ has N maximal points ξ1, . . . , ξN related by (18) and satisfies (19), with ζ ∈ X
a non-periodic point. Assume that condition (R3) holds. The multiplicity distribution of the
point process is given by equation (27) (whenever the limit exists), where, for k < N ,
µ(A(k)q,n) = µ
(
f
−(mjN−k,k−mN−k)(U (0)n (ξjN−k,k)) ∩ U (0)n (ξN−k)
)
+
∑
i∈Ik+1
[
µ
(
f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)
)
− µ
(
f
−(mji,k+1−mi)(U (0)n (ξji,k+1)) ∩ U (0)n (ξi)
)]
and, for k ≥ N , µ(A(k)q,n) = 0.
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Proof. We will prove by induction that, for i ∈ Ik+1,
A(k)q,n(ξi) = U (0)n (ξi) ∩ f−(mji,k−mi)(U (0)n (ξji,k))− f−(mji,k+1−mi)(U (0)n (ξji,k+1))
and
U (k+1)n (ξi) = f
−(mji,k+1−mi)(U (0)n (ξji,k+1)) ∩ U (0)n (ξi),
and, for i 6∈ Ik+1, µ
(
A(k)q,n(ξi)
)
= 0 since U (k)n (ξi) = U
(k−1)
n (ξi).
For i ∈ I1 since j`,0 = `, we get
A(0)q,n(ξi) = U (0)n (ξi)−
N⋃
`=i+1
f−(m`−mi)(U (0)n (ξ`))
= U (0)n (ξi)−
N⋃
`=i+1
f−(mj`.0−mi)(U (0)n (ξj`,0))
= U (0)n (ξi) ∩ f−(mji,0−mi)(U (0)n (ξji,0))− f−(mji,1−mi)(U (0)n (ξji,1)),
by definition of ji,1, and, moreover, we have U
(1)
n (ξi) = f
−(mji,1−mi)(U (0)n (ξji,1)) ∩ U (0)n (ξi).
Note that, for i = N ,
N⋃
`=i+1
f−(m`−mi)(U (0)n (ξl)) = ∅ and so
A(0)q,n(ξN ) = U (0)n (ξN ) = f−(mjN,0−mi)(U (0)n (ξjN,0)).
For i 6∈ I1, i 6= N , U (0)n (ξi) −
⋃N+i
`=i+1 f
−(m`−mi)(U (0)n (ξl)) = ∅, so µ
(
A(0)q,n(ξi)
)
= 0 and
µ
(
U
(1)
n (ξi)
)
= µ
(
U
(0)
n (ξi)
)
.
By induction, for i ∈ Ik+1, we obtain
A(k)q,n(ξi) = U (k)n (ξi)−
N⋃
`=i+1
f−(m`−mi)(U (k)n (ξl))
= U (k)n (ξi)−
N⋃
`=i+1
f−(m`−mi)
(
f
−(mj`,k−ml)(U (0)n (ξj`,k)) ∩ U (0)n (ξi)
)
, by induction
= f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)−
N⋃
`=i+1
f
−(mj`,k−mi)(U (0)n (ξj`,k)), by induction
= f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)− f−(mji,k+1−mi)(U (0)n (ξji,k+1)), by definition of ji,k+1.
and in particular we also have U (k+1)n (ξi) = f
−(mji,k+1−mi)(U (0)n (ξji,k+1)) ∩ U (0)n (ξi).
For i = N − k + 1,
N⋃
`=i+1
f−(m`−mi)(U (k)n (ξl)) = ∅ and so
A(k)q,n(ξN−k) = f−(mjN−k+1,k−mN−k)(U (0)n (ξjN−k+1,k)) ∩ U (0)n (ξN−k).
For i 6∈ Ik+1, i 6= N − k + 1 µ
(
A(k)q,n(ξi)
)
= 0 and
U (k+1)n (ξi) = f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi).
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For k > N + 1, µ
(
A(k)q,n(ξi)
)
= 0.
This concludes the proof. 
Corollary 4.7. Under the assumptions of Proposition 4.6, assume that µ is absolutely contin-
uous with respect to the Lebesgue measure and (26) holds. Then the multiplicity distribution
of the point process is given by formula (27), where, for k < N ,
µ(A(k)q,n) =
∑
i∈Ik+1
(
αn(mji,k ,mi)− αn(mji,k+1 ,mi)
)
+ αn(mjN−k,k ,mN−k)
and
αn(a, b) =
1
|detDfa−b(f b(ζ))|µ
(
U (0)n (f
a(ζ))
)
.
Proof. Since µ is absolutely continuous with respect to the Lebesgue measure and (26) holds,
then
µ
(
f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)
)
=
1∣∣∣detDfmji,k−mi(ξi)∣∣∣µ
(
U (0)n (ξji,k)
)
= αn(mji,k ,mi).
Replacing this in the previous proposition we obtain the conclusion 
Corollary 4.8. Under the assumptions of Proposition 4.6, assume further that µ is absolutely
continuous with respect to the Lebesgue measure and (26) holds and
f−(mi+1−mi)
(
U (0)n (ξi+1)
)
⊂ U (0)n (ξi).
Then the multiplicity distribution of the point process is given by formula (27) where, for
k < N ,
µ(A(k)q,n) =
∑
i∈Ik+1
(
αn(mi+k,mi)− αn(mi+k+1,mi)
)
+ αn(mN ,mN−k)
and αn(a, b) is as in Corollary 4.7.
Proof. Using the notation of Proposition 4.6, note that in this case ji,k = i+ k. 
4.3. An example. Let (f,S1, Leb,B) be the dynamical system where f : S1 → S1 is the map
given by f(x) = 3x mod 1. Take ζ =
√
2
16 and an observable ϕ : S
1 → R ∪ {∞} such that
ϕ(x) =

− log |x− ζ|, if x ∈ B(ζ),
|x− f(ζ)|−12 , if x ∈ B(f(ζ))
|x− f3(ζ)|−12 , if x ∈ B(f3(ζ))
0, otherwie.
where we choose  > 0, such that B(f i(ζ)) ∩ B(f j(ζ)) = ∅ for i, j ∈ {0, 1, 3} and i 6= j. In
this case we have that uF = supx∈S1 ϕ(x) =∞ and it occurs at ζ, f(ζ) and f3(ζ).
Given τ > 0 and a sequence (un)n∈N satisfying (3) we have that
Un = (ζ − e−un , ζ + e−un) ∪ (f(ζ)− u−2n , f(ζ) + u−2n ) ∪ (f3(ζ)− u−2n , f3(ζ) + u−2n ).
As before we let Un(ζ) = (ζ − e−un , ζ + e−un), Un(f(ζ)) = (f(ζ) − u−2n , f(ζ) + u−2n ) and
Un(f
3(ζ)) = (f3(ζ)− u−2n , f3(ζ) + u−2n ). We notice that for n sufficiently large we have that
(ζ − e−un , ζ + e−un) & f−1 ((f(ζ)− u−2n , f(ζ) + u−2n )) ,
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and
f−2
(
(f3(ζ)− u−2n , f3(ζ) + u−2n )
) ∩ Un(f(ζ)) & (f(ζ)− u−2n , f(ζ) + u−2n ) .
The extremal index: Noting that m1 = 0,m2 = 1,m3 = 3, then I1 = {2} and j2 = 3. So,
by Corollary 4.7 we have that
θ = lim
n→∞
µ
(
U
(0)
n (fm2(ζ))
)
− µ
(
f−(m3−m2)(U (0)n (fm3(ζ)))
)
+ µ
(
U
(0)
n (fm3(ζ))
)
∑3
i=1 µ
(
U
(0)
n (ξi)
)
= lim
n→∞
u−2n −
1
Df2(f3(ζ))
u−2n + u
−2
n
e−un + u−2n + u−2n
=
2− (13)2
2
=
17
18
.
The multiplicity distribution: To compute the multiplicity distribution we need to
determine the sets Ik, for all k ∈ N. It is easy to see that, in this case, I1 = {2} and
Ik = ∅, for all k ≥ 2. We now need to determine the value of ji,k, for all k ∈ N and all
i ∈ Ik. By definition ji,0 = i, for all i ∈ N. In addition, we can see that j2,1 = 3. Since
m1 = 0,m2 = 1,m3 = 3, by Corollary 4.7, we have
µ(A(0)q,n) = (α(mj2,0,2)− α(mj2,1,2) + αn(mj3,0 ,m3))2u−2n
= (α(m2,m2)− α(m3,m2) + αn(m3,m3))2u−2n
= 2
(
u−2n −
(
1
3
)2
u−2n + u
−2
n
)
=
34
9
u−2n ,
µ(A(1)q,n) = α(mj2,1 ,m2) = α(m3,m2) = 2
(
1
3
)2
u−2n =
2
9
u−2n ,
µ(A(2)q,n) = α(mj1,2 ,m1) = α(m1,m1) = 2e−un ,
µ(A(k)q,n) = 0 for k ≥ 3.
Therefore,
pi(1) = lim
n→∞
µ(A(0)q,n)− µ(A(1)q,n)
µ(A(0)q,n)
= lim
n→∞
34
9
u−2n −
2
9
u−2n
34
9
u−2n
=
32
34
,
pi(2) = lim
n→∞
µ(A(1)q,n)− µ(A(2)q,n)
µ(A(0)q,n)
= lim
n→∞
2
9
u−2n − e−un
34
9
u−2n
=
2
34
,
pi(3) = lim
n→∞
µ(A(2)q,n)− µ(A(3)q,n)
µ(A(0)q,n)
= lim
n→∞
e−un
34
9
u−2n
= 0,
pi(k) = 0 for k ≥ 4.
For this particular example, we performed a simulation study and computed a finite sample
multiplicity distribution. In this simulation we chose at random an initial condition x0 =
0.887806951194545 that was iterated 500 000 times by the system. The threshold taken was
u = 20.00000412229153 which corresponds to the 0.99-quantile of the distribution of X0. The
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results are presented in Figure 1 and reveal a good agreement with the theoretical estimates
provided by pi computed above.
4.4. Non correlated maxima along non periodic orbits. Although the main purpose of
the paper is to study the effect of multiple maxima when they are bound by belonging to the
same orbit, we note that if we suppose that ϕ achieves a global maximum value at the points
ξ1, . . . , ξn but these maximal points have no intersecting orbits then one can also obtain a
limiting EVL, which in the case of the maximal points being non-periodic, has no clustering
and hence the EI equals 1.
Let O(x) denote the sequence of points that form the orbit of the point x, i.e., O(x) =
{x, f(x), f2(x), . . .} .
Proposition 4.9. Assume that f satisfies Assumption A. Let X0, X1, ... be given by (1), where
the observable ϕ has N maximal points ξ1, . . . , ξN . Assume that all the maximal points are
non-periodic, that f is continuous on ∪Ni=1O(ξi) and that
N⋂
i=1
O(ξi) = ∅. (29)
Then X0, X1, ... satisfies conditions Д0(un) and Д′0(un) and consequently for (un)n∈N satisfying
(3) then limn→∞ µ(Mn ≤ un) = e−τ .
Proof. In this case we take q = 0, meaning that Aq,n = U(un). Conditions Д0(un) and Д′0(un)
follow from the computations in Section 3.3 as long as one check that limn→∞R(U(un)) =
+∞. This last statement follows from a continuity argument very similar to the proof of
Lemma 4.1. 
Remark 4.10. This is in agreement with the result obtained in [HNT12] for multiple uncorre-
lated maxima chosen as independent typical points of the invariant measure of non-uniformly
hyperbolic systems admitting a Young tower with summable tails. Here, if the system is
continuous and satisfies Assumption A (which is strictly contained in the class of systems
considered in [HNT12]), the statement can be reinforced since it applies to all non-periodic
points chosen for maxima as long as they have non-intersecting orbits.
5. Multiple maxima lying on periodic orbit
In this section we consider the case where ζ is a repelling periodic point of prime period p,
meaning that there exists p ∈ N such that fp(ζ) = ζ, being that p is the smallest integer for
which that happens, and the derivative Dfp(ζ) is defined and all its eigenvalues are strictly
larger than 1. Note that in this case, if for example µ is absolutely continuous with respect
to Lebesgue measure and (26) holds then condition (R2) is satisfied. From [FFT12] we know
that if the global maximum of ϕ is attained only at ζ then we expect the existence of an EI
equals to
θ = 1− 1|detDfp(ζ)| ,
in the case µ is absolutely continuous with respect to Lebesgue and (26) holds. Moreover, by
[FFT13], we know that the REPP converges to a compound Poisson process with a geometric
multiplicity distribution given by
pi(κ) = θ(1− θ)κ−1,
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for all κ ≥ 1.
In this section, our goal is to study the effect of having multiple maxima along the orbit
of the periodic point ζ. We will see the EI is affected (it decreases) and asymptotics of the
REPP is also affected.
We assume without loss of generality that ϕ achieves a maximum at the points ξ1, . . . , ξN ,
where each ξi is given by equation (18), where 0 = m1 < m2 < . . . < mN ≤ p− 1, so that, in
particular ξ1 = ζ.
We begin by choosing a value of q for which condition Д′q(un) can be checked. One easily
anticipates that a suitable choice is taking q = p. From the computations in Section 3.3 we
need to verify that R(Aq,n)→∞, as n→∞ for such choice of q.
Lemma 5.1. Assume that ζ is a repelling periodic point of prime period p. Let ξ1, . . . , ξN be
as in (18), where 0 = m1 < m2 < . . . < mN ≤ p− 1. Let q = p, then limn→∞R(Aq,n) =∞.
Proof. Let g := fp, and so every ξi is a fixed point of g. As ζ is a repelling periodic point,
we have that there is a neighbourhood of ξi that we denote by V (ξi) where g|V (ξi) : V (ξi)→
g(V (ξi)) ⊂ X is a diffeomorphim. By the Hartman-Grobman theorem there is a neighbour-
hood W (0) of 0 ∈ TζX and a homeomorphism h : W (0)→ V (ζ) such that h ◦Dg(ζ) = g ◦ h.
As W (0) is an open set, there is r > 0 so that the ball of radius r, denoted by Br(0)
is contained in W (0). Let x ∈ Br(ξi) and let  = dist(x, ξi). By hypothesis, the point
ξi is repelling periodic and it implies that there exists λ > 1 such that the diameter of
(Dg(ζ))κ(B(ξi)) is at least λκ. So, in order for λκ > r, we must have that κ > log r−log log λ .
Hence, Dg(ζ))κ(B(ξi)) ⊂ Br(ξi), for κ ≤ log r−log log λ .
Now, for each j ∈ {1, ..., N}, let V (ξj) be an open neighbourhood of ξj where f |V (ξj) :
V (ξj)→ V (fmj+1(ζ)) is a diffeomorphism and the Hartman-Grobman theorem holds. Let n ∈
N such that Un(ξj) ⊂ V (ξj). Given x ∈ Aq,n, by the definition of Aq,n we know that gκ(x) /∈
Aq,n while gκ(x) ∈ Br(ξi). Let n be the diameter of Aq,n. Then while κ ≤ log r−log nlog λ we have
that gκ(x) /∈ Aq,n. Since log r−log nlog λ →∞, as n→∞, then it follows that limn→∞R(Aq,n) =
∞. 
5.1. The extremal index. In what follows we need some notation, which we introduce now:
We define mi+N := mi + p, so that fmi+N (ζ) = fmi(ζ).
Proposition 5.2. Let X0, X1, ... be given by (1), where the observable ϕ is given by (19), with
ζ ∈ X a repelling periodic point. In this case the extremal index θ is given by
θ = lim
n→∞
N∑
i=1
µ
U (0)n (ξi)− N+i⋃
j=i+1
f−(mj−mi)(U (0)n (ξj))

N∑
i=1
µ
(
U (0)n (ξi)
) ,
whenever the limit exists.
Proof. Note that A(0)p,n =
⋃N
i=1A(0)p,n(ξi), where
A(0)p,n(ξi) = U (0)n (ξi)−
N+i⋃
j=i+1
f−(mj−mi)(U (0)n (ξj)).
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Since θ = lim
n→∞
µ(A(0)p,n)
µ(U(un)(0))
, the conclusion follows. 
Just like in the non-periodic case, we now consider some particular examples that illustrate
the richness of scenarios that the formula for the EI of the previous proposition encompasses.
Hence, as before, we assume that condition (R3) holds.
First, we introduce some notation.
Let I1 be the set of indices i ∈ {1, . . . N} such that
N+i⋃
`=i+1
f−(ml−mi)(U (0)n (ξ`)) ∩ ∂U (0)n (ξi) = ∅. (30)
Under (R3), for every i ∈ I1, there exists ji ∈ {i+ 1, . . . N + i} such that
N+i⋃
`=i+1
f−(ml−mi)(U (0)n (ξl)) ∩ U (0)n (ξi) = f−(mji−mi)(U (0)n (ξji)) ∩ U (0)n (ξi).
Corollary 5.3. If we are under the conditions of Proposition 5.2 and the condition (R3) is
satisfied, then the extremal index θ is given by
θ = lim
n→∞
∑
i∈I1
[
µ
(
U
(0)
n (ξi)
)
− µ
(
f−(mji−mi)(U (0)n (ξji)) ∩ U (0)n (ξi)
)]
∑N
i=1 µ
(
U
(0)
n (ξi)
) ,
whenever the limit exists.
Let us now assume we are in the particular case where µ is absolutely continuous with
respect to the Lebesgue measure and (26) holds.
Corollary 5.4. If we are under the hypotheses of Corollary 5.3 and µ is absolutely continuous
and (26) holds then the extremal index θ is given by
θ = lim
n→∞
∑
i∈I1
[
µ
(
U (0)n (ξi)
)
− 1∣∣detDfmji−mi(ξi)∣∣µ
(
U (0)n (ξji)
)]
N∑
i=1
µ
(
U (0)n (ξi)
) .
Proof. The proof is analogous to the proof of the non-periodic case presented in Corollary 4.5.

5.2. The multiplicity distribution. As mentioned before, by Proposition 2.10 of [FFR] we
have that the multiplicity distribution of the limiting compound Poisson process for the REPP
is given by the formula (27), whenever the limit exists.
Recall that we are assuming that (R3) holds.
Let I1 be defined as in (30). For every i ∈ {1, . . . , N}, we define ji,0 = i. Then, for
i ∈ {1, . . . , N} we inductively define Ik in the following way.
Assuming that Ik is defined as well as j1,k−1, . . . , jN,k−1, then for every i = 1, . . . , N , we
define ji,k to the index such that
N+i⋃
`=i+1
f
−(mj`,k−1−mi)(U (0)n (ξj`,k−1)) ∩ U (0)n (ξi) = f−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi), (31)
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when i ∈ Ik and ji,k = i, otherwise.
Now, we define Ik+1 as the set of indices i ∈ {1, . . . N − k} such that
N+i⋃
`=i+1
f
−(mj`,k−mi)(U (0)n (ξj`,k)) ∩ ∂U (0)n (ξi) = ∅.
Proposition 5.5. The multiplicity distribution of the point process is given by equation (27)
(whenever the limit exists), where
µ(A(k)q,n) =
∑
i∈Ik+1
[
µ
(
f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)
)
−µ
(
f
−(mji,k+1−mi)(U (0)n (ξji,k+1)) ∩ U (0)n (ξi)
)]
.
Proof. We will prove by induction that, for i ∈ Ik+1,
A(k)q,n(ξi) = U (0)n (ξi) ∩ f−(mji,k−mi)(U (0)n (ξji,k))− f−(mji,k+1−mi)(U (0)n (ξji,k+1))
and
U (k+1)n (ξi) = f
−(mji,k+1−mi)(U (0)n (ξji,k+1)) ∩ U (0)n (ξi),
and, for i 6∈ Ik+1, µ
(
A(k)q,n(ξi)
)
= 0 since U (k)n (ξi) = U
(k−1)
n (ξi).
For i ∈ I1 since j`,0 = `, we get
A(0)q,n(ξi) = U (0)n (ξi)−
N+i⋃
`=i+1
f−(m`−mi)(U (0)n (ξ`))
= U (0)n (ξi)−
N+i⋃
`=i+1
f−(mj`.0−mi)(U (0)n (ξj`,0))
= U (0)n (ξi) ∩ f−(mji,0−mi)(U (0)n (ξji,0))− f−(mji,1−mi)(U (0)n (ξji,1)),
by definition of ji,1, and, moreover, we have U
(1)
n (ξi) = f
−(mji,1−mi)(U (0)n (ξji,1)) ∩ U (0)n (ξi).
For i 6∈ I1, i 6= N , U (0)n (ξi) −
⋃N+i
`=i+1 f
−(m`−mi)(U (0)n (ξl)) = ∅, so µ
(
A(0)q,n(ξi)
)
= 0 and
µ
(
U
(1)
n (ξi)
)
= µ
(
U
(0)
n (ξi)
)
.
By induction, for i ∈ Ik+1, we obtain
A(k)q,n(ξi) = U (k)n (ξi)−
N+i⋃
`=i+1
f−(m`−mi)(U (k)n (ξl))
= U (k)n (ξi)−
N+i⋃
`=i+1
f−(m`−mi)
(
f
−(mj`,k−ml)(U (0)n (ξj`,k)) ∩ U (0)n (ξi)
)
, by induction
= f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)− µ
(
N+i⋃
`=i+1
f
−(mj`,k−mi)(U (0)n (ξj`,k))
)
, by induction
= f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)− f−(mji,k+1−mi)(U (0)n (ξji,k+1)), by definition of ji,k+1.
and in particular we also have U (k+1)n (ξi) = f
−(mji,k+1−mi)(U (0)n (ξji,k+1)) ∩ U (0)n (ξi).
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By induction, for i ∈ Ik+1, we obtain
A(k)q,n(ξi) = U (k)n (ξi)−
N+i⋃
`=i+1
f−(m`−mi)(U (k)n (ξl))
= U (k)n (ξi)−
N+i⋃
`=i+1
f−(m`−mi)
(
f
−(mj`,k−ml)(U (0)n (ξj`,k)) ∩ U (0)n (ξi)
)
, by induction
= f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)− µ
(
N+i⋃
`=i+1
f
−(mj`,k−mi)(U (0)n (ξj`,k))
)
, by induction
= f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi)− f−(mji,k+1−mi)(U (0)n (ξji,k+1)), by definition of ji,k+1.
and in particular we also have U (k+1)n (ξi) = f
−(mji,k+1−mi)(U (0)n (ξji,k+1)) ∩ U (0)n (ξi).
For i 6∈ Ik+1, i 6= N − k + 1 µ
(
A(k)q,n(ξi)
)
= 0 and
U (k+1)n (ξi) = f
−(mji,k−mi)(U (0)n (ξji,k)) ∩ U (0)n (ξi).
This concludes the proof. 
Corollary 5.6. Assume that µ is absolutely continuous with respect to the Lebesgue measure
and (26) holds. Then the multiplicity distribution of the point process is given by formula (27),
where
µ(A(k)q,n) =
∑
i∈Ik+1
(
αn(mji,k ,mi)− αn(mji,k+1 ,mi)
)
+ αn(mjN−k,k ,mN−k)
and
αn(a, b) =
1
|detDfa−b(f b(ζ))|µ
(
U (0)n (f
a(ζ))
)
.
Proof. The proof is analogous to the proof of the non-periodic case presented in Corollary 4.7.

Corollary 5.7. Assume that µ is absolutely continuous with respect to the Lebesgue measure
and (26) holds and
f−(mi+1−mi)
(
U (0)n (ξi+1)
)
⊂ U (0)n (ξi).
Then the multiplicity distribution of the point process is given by formula (27) where
µ(A(k)q,n) =
∑
i∈Ik+1
(
αn(mi+k,mi)− αn(mi+k+1,mi)
)
+ αn(mN ,mN−k)
and αn(a, b) is as in Corollary 5.6.
Proof. Using the notation of Proposition 5.5, note that in this case ji,k = i+ k. 
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5.3. Example. Let (f,S1, Leb,B) be the dynamical system where f : S1 → S1 is the map
given by f(x) = 3x mod 1. Take the periodic point of period 5, ζ = 81242 , and an observable
ϕ : S1 → R ∪ {∞} such that
ϕ(x) =

− log |x− ζ|, if x ∈ B(ζ),
|x− f(ζ)|−12 , if x ∈ B(f(ζ))
|x− f3(ζ)|−12 , if x ∈ B(f3(ζ))
0, otherwie,
where we choose  > 0, such that B(f i(ζ)) ∩ B(f j(ζ)) = ∅ for i, j ∈ {0, 1, 3} and i 6= j. In
this case we have that uF = supx∈S1 ϕ(x) =∞ and it occurs in ζ, f(ζ) and f3(ζ).
Given τ > 0 and a sequence (un)n∈N satisfying 3 we have that
Un = (ζ − e−un , ζ + e−un) ∪ (f(ζ)− u−2n , f(ζ) + u−2n ) ∪ (f3(ζ)− u−2n , f3(ζ) + u−2n ).
We notice that for τ sufficiently large we have that
(ζ − e−un , ζ + e−un) & f−1 ((f(ζ)− u−2n , f(ζ) + u−2n )) ,
f−4(ζ − e−un , ζ + e−un) & f−2 ((f3(ζ)− u−2n , f3(ζ) + u−2n )) & (f(ζ)− u−2n , f(ζ) + u−2n ) ,
and
f−2(ζ − e−un , ζ + e−un) & f−3 ((f(ζ)− u−2n , f(ζ) + u−2n )) & (f3(ζ)− u−2n , f3(ζ) + u−2n ) .
The extremal index: Noting that m1 = 0,m2 = 1,m3 = 3, then I0 = {2, 3} and j2 =
3, j3 = 5. So, by Corollary 5.6 we have that
θ = lim
n→∞

[
µ
(
U
(0)
n (ξi)
)
− 1
Dfm3−m2(fm3(ζ))
µ
(
U (0)n (f
m3(ζ))
)]
∑N
i=1 µ
(
U
(0)
n (ξi)
)
+
[
µ
(
U
(0)
n (ξi)
)
− 1
Dfm5−m3(fm5(ζ))
µ
(
U (0)n (f
m5(ζ))
)]
∑N
i=1 µ
(
U
(0)
n (ξi)
)

= lim
n→∞
u−2n −
1
Df2(f3(ζ))
u−2n + u
−2
n −
1
Df3(f2(ζ))
u−2n
e−un + u−2n + u−2n
=
2− (13)2 − (13)3
2
=
25
27
.
The multiplicity distribution: To compute the multiplicity we will use Corollary 5.7.
First, we need to determine the sets Ik, for all k ∈ N. It is not difficult to see that, in this
case, Ik = {2, 3}, for all k ∈ N.mi+N := mi+p, thenm3l−2 = 5l,m3l−1 = 5l+1,m3l−2 = 5l+3.
We now need to determine the value of ji,k, for all k ∈ N and all i ∈ Ik. By definition ji,0 = i,
for all i ∈ N. We can verify by induction that
j2,2` = 3`− 2, j2,2`−1 = 3`− 3,
j3,2` = 3`− 3, j3,2`−1 = 3`− 5.
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In order to compute A(k)q,n, note that in this case q = 5. So,
µ(A(k)5,n) =
∑
i∈Ik+1
(
αn(mji,k ,mi)− αn(mji,k+1 ,mi)
)
= α(mj2,k ,m2)− α(mj2,k+1 ,m2) + α(mj3,k ,m3)− α(mj3,k ,m3).
Considering first the case k = 2`, with ` ∈ N, we have
µ(A(2`)5,n ) = α(mj2,2` ,m2)− α(mj2,2`−1 ,m2) + α(mj3,2` ,m3)− α(mj3,2`−1 ,m3)
= α(m3`−2,m2)− α(m3`−3,m2) + α(m3`−3,m3)− α(m3`−5,m3)
=
(
1
3
)5`
u−2n −
(
1
3
)5`−2
u−2n +
(
1
3
)5`
u−2n −
(
1
3
)5`−3
u−2n =
50
27
(
1
3
)5`
u−2n .
For the case k = 2`+ 1 with ` ∈ N0, we have
µ(A(2`+1)5,n ) = α(mj2,2`−1 ,m2)− α(mj2,2`−2 ,m2) + α(mj3,2`−1 ,m3)− α(mj3,2`−2 ,m3)
= α(m3`−3,m2)− α(m3`−5,m2) + α(m3`−5,m3)− α(m3`−6,m3)
=
(
1
3
)5`−2
u−2n −
(
1
3
)5`−5
u−2n +
(
1
3
)5`−3
u−2n −
(
1
3
)5`−5
u−2n =
34
243
(
1
3
)5`
u−2n .
Replacing these in the expression in Corollary 5.6 we obtain
pi(2`+ 1) =
µ(A(2`)5,n )− µ(A(2`+1)5,n )
µ(A(0)5,n)
=
50
27
(
1
3
)5`
u−2n −
34
243
(
1
3
)5`
u−2n
50
27
u−2n
=
208
225
(
1
3
)5`
, for ` ∈ N0,
pi(2`) =
µ(A(2`−1)5,n )− µ(A(2`)5,n )
µ(A(0)5,n)
=
34
243
(
1
3
)5(`−1)
u−2n −
50
27
(
1
3
)5`
u−2n
50
27
u−2n
=
868
50
(
1
3
)5`
, for ` ∈ N.
For this particular example, we performed a simulation study and computed a finite sample
multiplicity distribution. In this simulation we chose at random an initial condition x0 =
0.08918848967830795 that was iterated 500 000 times by the system. The threshold taken
was u = 44.721359549995796 which corresponds to the 0.998-quantile of the distribution of
X0. The results are presented in Figure 2 and reveal a good agreement with the theoretical
estimates provided by pi computed above.
5.4. Non correlated multiple maxima including periodic points. We discuss briefly
the possibility of having multiple maximal points with non-intersecting orbits as in Section 4.4
but now allowing the possibility of having maximal points that are periodic. By [FFT13, The-
orem 2] and [AFV14, Theorem A], we have that for every continuous system under Assumption
A, for every ζ ∈ X taken as the only maximum of ϕ, then there exists an EVL with an EI
that is 1 if the point is not periodic or is less than 1 (whose value depends on the expansion
rate at ζ). Hence, we are going to consider multiple maximal points ξ1, . . . , ξN and to each
such point we associate the respective EI guaranteed by [FFT13, Theorem 2] and [AFV14,
Theorem A] (see also [Fre13, Theorem 8]), which we denote by θi, being that if ξi is periodic
then θi < 1.
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Proposition 5.8. Assume that f is continuous and satisfies Assumption A. Let X0, X1, ...
be given by (1), where the observable ϕ has N maximal points ξ1, . . . , ξN and let θi be the
corresponding EI. Let pi be the period of ζi (we set pi = 0 when ζi is not periodic). Assume
that (29) holds and that the following limits exist for every i = 1, . . . , N
lim
n→∞
µ(Un(ξi))
µ(U(un))
=: αi,
where Un(ξi) is a connected component of U(un) as in (24). Then X0, X1, ... satisfies condi-
tions Дq(un) and Д′q(un), for q = maxi=1,...,N pi, and consequently for (un)n∈N satisfying (3)
then limn→∞ µ(Mn ≤ un) = e−θτ , where θ =
∑N
i=1 αiθi.
Proof. Conditions Дq(un) and Д′q(un) follow from the computations in Section 3.3 as long as
one check that limn→∞R(Aq,n) = +∞. This last statement follows from the definition of Aq,n
and a continuity argument very similar to the proof of Lemma 4.1. 
6. Clustering patterns
As we have seen in Sections 4 and 5, multiple correlated maxima can be used as a mechanism
to create clustering, alter the value of EI and produce different multiplicity distributions for the
limit of REPP. When compared to the usual method of introducing clustering in a dynamical
setting, which was essentially based on considering a global maximum of ϕ achieved at a
unique repelling periodic point, this method of forging clustering by means of considering
multiple correlated maxima is much richer.
In fact, we have already seen that, on the contrary to single maximum at a repelling periodic
point for which one always obtains a geometric distribution for the multiplicity distribution
of the limiting compound Poisson process for the REPP, with multiple correlated maxima we
can obtain different multiplicity distributions for the limit of the REPP.
But the richness of this mechanism can also be appreciated by simply looking at the observed
data and the corresponding clustering patterns. Observe that the systems we are studying
are either uniformly expanding or non-uniformly expanding, which means that the periodic
points should be repelling. When the maximum is achieved at a single repelling point the
clustering pattern is very simple: it consists of a very large observation corresponding to the
first exceedance, which is followed by a strictly decreasing cluster of exceedances observed after
a precise number of observations corresponding to the period (see Figure 3). This is because in
order to have a cluster of exceedances the orbit needs to enter in a very small neighbourhood
of the periodic point ζ of period p. Let us assume we have a very high exceedance, which of
course means that the orbit went very close to ζ. Once inside this very small neighbourhood
of ζ, the periodicity of ζ forces the appearance of another exceedance after p observations but
since ζ is repelling this return to a small neighbourhood of ζ is not that deep, i.e., the orbit
is pulled away from ζ which explains the fading of the exceedances.
In order to illustrate how easily one can create a different clustering pattern, where in
particular one can observe that the exceedances may grow inside a cluster, we consider the
following example.
We consider the system uniformly expanding map
f : S1 −→ S1 (32)
x 7→ 3x mod 1
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and the observable ϕ : S1 −→ R, where ϕ(x) = − log |x− 14 |1[0, 12 ] + |x−
3
4 |−
1
31( 1
2
,1]. We notice
that for this observable the maximum value is uF = supx∈S1 ϕ(x) = ∞, which is achieved at
the points ζ = 14 and f(ζ) =
3
4 . As ζ = f
2(ζ), the maxima correspond to the points of a
periodic orbit of period 2.
Note that for u sufficiently large, {X0 > u} = (1/4−e−u, 1/4+e−u)∪(3/4−u−3, 3/4+u−3).
So an exceedance of u occurs when the orbit enters a ball of radius e−u around 1/4 or a ball
of radius u−3 around 3/4. Note that if we have an exceedance because the orbit hits the point
x = 1/4 + e−u/3 and ϕ(x) = u + log 3 > u, then in the next iterate the orbit hits the point
f(x) = 3/4 + e−u and ϕ(f(x)) = eu/3  u+ log 3 > u, for u sufficiently large so that we have
an exceedance that is followed by another exceedance that is even higher than the first.
This way, we create different clustering patterns which can be fully appreciated by the
simulation study we performed. We chose a random point x ∈ [0, 1] (using the uniform
distribution); we iterated the point 2000 times by f ; we considered u to be such that e−u+ 1
u3
=
40
2000 (meaning that the expected number of exceedances of u is 40). In Figure 4 we can see
the whole time series. In Figure 5 we can see the observations forming a cluster that presents
clearly a different pattern. In particular, we observe exceedances being followed by even higher
exceedances, which was forbidden in the case of a single maximum as portrayed in Figure 3.
7. Competition between domains of attraction
Up until now, we have addressed the issues regarding the effect of having multiple maxima
on the existence of EVL, the appearance of clustering, the consequences on the value of the EI
and the impact on the limit of REPP. This has been done for normalising sequences (un)n∈N
such that condition (3) holds. Typically, these normalising sequences are taken as a one
parameter family of linear sequences such that un = y/an + bn, where (an)n∈N, (bn)n∈N, with
an > 0, and one usually looks for non-degenerate limit distributions for P(an(Mn − bn) ≤ y).
The limit is then e−τ(y), where τ(y) is a function of y, which is connected to the type of
observable we have. For well behaved measures, if the observable satisfies (20) then one gets
that τ(y) = e−y meaning that the the stochastic process falls in the domain of attraction of
a Gumbel law (or type 1); if the observable satisfies (21) then one gets that τ(y) = y−α (for
y > 0 and α > 0) meaning that the the stochastic process falls in the domain of attraction
of a Fréchet law (or type 2); observable satisfies (22) then one gets that τ(y) = (−y)α (for
y ≤ 0 and α > 0) meaning that the the stochastic process falls in the domain of attraction of
a Weibull law (or type 3).
In the independent and identically distributed (i.i.d.) setting the domain of attraction is
determined by the tail of the distribution F , where F (u) = µ(X0 ≤ u). As it was observed
in [FFT10, Remark 1], in the dynamical setting (with a single maximum), the shape of the
observable determines the type of tail of the distribution F and, once the existence is estab-
lished by the assumptions on the system, then the domain of attraction is determined by the
behaviour of the observable at the maximum.
In here, since we have multiple maxima, then we may have different types of behaviour of
the observable at the different maximal points. This creates a sort of competition between
different domains of attraction, which in fact is not that difficult to settle. First, we start
by noting that if the observable is of type 2 (satisfies (21)) then supϕ = h(0) = ∞; if the
observable is of type 3 (satisfies (22)) then supϕ = h(0) = D <∞ and if the observable is of
type 1 (satisfies (20)) then the maximum value can be either finite or infinite. Hence, since
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all maxima achieve the same maximum value, we can only have competitions between Fréchet
and Gumbel and between Weibull and Gumbel.
Note that the appearance of clustering and consequently of an EI less than 1 does not
change the type of limit law that applies when we consider one parameter linear sequences.
This is the statement of [LLR83, Corollary 3.7.3], which also adds that, in fact, we can even
perform a linear change of the normalising constants an and bn so that the exact same limit
applies as in the corresponding independent case. Hence in what follows we restrict the study
to the behaviour of µ(U(u)) = 1− F (u) instead of µ(A(q)(u)) as u goes to supϕ.
In what follows we establish the reigning domain of attraction in each such situation. For
that purpose, we introduce the following notation F¯ (x) = 1− F (x).
7.1. Gumbel versus Fréchet.
Proposition 7.1. Let ϕ : X → R ∪ {∞} be an observable which has the following form
ϕ(x) = ϕ1(x)1U(ζ)(x) + ϕ2(x)1U(f i(ζ))(x),
where ϕ1 is an observable defined in the neighborhood U(ζ) of ζ, ϕ2 is an observable defined in
the neighborhood U(f i(ζ)) of f i(ζ) and they satisfy maxx ϕ1(x) = ϕ1(ζ) =∞ = maxx ϕ2(x) =
ϕ2(f
i(ζ)). Let Fi be the distribution function of ϕi. If F1 and F2 belong to the domain
of attraction for maxima of the Gumbel and the Frechet distribution, respectively, then the
distribution function of ϕ belongs to the domain of attraction of the Frechet distribution.
Proof. We start by noting that if F1 belongs to the domain of attraction of the Gumbel
distribution, with infinite right endpoint of the support, then we may write
1− F1(u) = upe−uqL1(u), (33)
where p ∈ R, q > 0 and L1 is a function of slow variation at infinity, i.e., L1 : (0,+∞) →
(0,+∞) and, for all t > 0,
lim
u→∞
L1(tu)
L1(u)
= 1
(cf. [Gom84]).
F2 belongs to the domain of attraction of the Frechet distribution if and only if
1− F2(u) = u−αL2(u), (34)
where α > 0 and L2 is a function of slow variation at infinity (cf. [dH70]).
If
ϕ(x) = ϕ1(x)1U(ζ)(x) + ϕ2(x)1U(f i(ζ))(x),
and X0 = ϕ, then
µ(ϕ > u) = µ(X0 > u) = u
pe−u
q
L1(u) + u
−αL2(u) = u−α
(
L2(u) + u
α+pe−u
q
L1(u)
)
.
As limu→∞ uα+pe−u
q
L1(u) = 0 we get that the function L(u) = L2(u) + uα+pe−u
q
L1(u) is a
function of slow variation at infinity. Hence, the distribution function of ϕ(x) belongs to the
domain of attraction of the Frechet distribution. 
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7.2. Gumbel versus Weibull.
Proposition 7.2. Let ϕ : X → R ∪ {∞} be an observable which has the following form
ϕ(x) = ϕ1(x)1U(ζ)(x) + ϕ2(x)1U(f i(ζ))(x),
where ϕ1 is an observable defined in the neighborhood U(ζ) of ζ, ϕ2 is an observable defined in
the neighborhood U(f i(ζ)) of f i(ζ) and they satisfy maxx ϕ1(x) = ϕ1(ζ) = D = maxx ϕ2(x) =
ϕ2(f
i(ζ)). Let Fi be the distribution function of ϕi. If F1 and F2 belong to the domain
of attraction for maxima of the Gumbel and the Weibull distribution, respectively, then the
distribution function of ϕ, F , belongs to the domain of attraction of the Weibull distribution.
Proof. If X0 = ϕ, then
1− F (u) = µ(ϕ > u) = µ(X0 > u) = (1− F1(u)) + (1− F2(u)).
So,
lim
s→0
1− F (D − sy)
1− F (D − s) = lims→0
1− F1(D − sy) + 1− F2(D − sy)
1− F1(D − s) + 1− F2(D − s)
= lim
s→0
(1− F2(D − sy))
(
1−F1(D−sy)
1−F2(D−sy) + 1
)
(1− F2(D − s))
(
1−F1(D−s)
1−F2(D−s) + 1
) . (35)
As F2 belongs to the domain of attraction of the Weibull distribution, then
lim
s→0
1− F2(D − sy))
1− F2(D − s) = y
α, (36)
for some α > 0, and
1− F2(D − s)) = sαL(s), (37)
where L is a function of slow variation at zero, i.e., for all t > 0,
lim
s→0
L(ts)
L(s)
= 1.
We note now that if F1 belongs to the domain of attraction of the Gumbel distribution,
with finite right endpoint of the support D, then, for all β > 0,
lim
s→0
1− F1(D − s)
sβ
= 0.
Thus, by (37), we have that
lim
s→0
1− F1(D − s)
1− F2(D − s) = 0. (38)
Using now (36) and (37) in (35), we obtain that
lim
s→0
1− F (D − sy)
1− F (D − s) = y
α,
and so F belongs to the domain of attraction of the Weibull distribution.

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Figure 1. The histogram gives in the y-axis the frequency of the cluster size
appearing in the x-axis. Each dot depicted corresponds to the estimate ob-
tained from the distribution pi.
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Figure 2. The histogram gives in the y-axis the frequency of the cluster size
appearing in the x-axis. Each dot depicted corresponds to the estimate ob-
tained from the distribution pi.
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Figure 3. Cluster of observations for an observable with global maximum
achieved at the fixed point 1/2 of the system f given by (32)
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Figure 4. Time series for 2000 runs of the orbit of the point x =
0.7756592465669858 with the level u = 4.619613119957849 depicted in red
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Figure 5. Cluster occurring between the observations 1446 and 1450 of the
time series in Figure 4
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