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TENSOR PRODUCTS OF LEVEL ZERO REPRESENTATIONS
VYJAYANTHI CHARI
0. Introduction
In this paper we give a sufficient condition for the tensor product of irreducible
finite–dimensional representations of quantum affine algebras to be cyclic. In par-
ticular, this proves a generalization of a recent result of Kashiwara [K], and also
establishes a conjecture stated in that paper.
We describe our results in some detail. Let g be a complex simple finite–
dimensional Lie algebra of rank n, and let Uq be the quantized untwisted affine
algebra over C(q) associated to g. For every n–tuple pi = (π1, · · · , πn) of polyno-
mials with coefficients in C(q)[u] and with constant term one, there exists a unique
(up to isomorphism) irreducible finite–dimensional representation V (pi) of Uq. For
each element w in the Weyl group W of g, let vwpi be the extremal vector defined
in [K]. In this paper we compute the action of the imaginary root vectors in Uq on
the elements vwpi. To do this we define in Section 2 an action of the braid group B
of g on elements of (C(q)[[u]])n and prove that the eigenvalue of vwpi is the element
Tw(pi) where T :W → B is the canonical section defined in [Bo].
To state our result we assume for simplicity (in the introduction only) that g is
simply–laced. We shall again for simplicity, only deal with polynomials in C(q)[u]
which split into linear factors. Any such polynomial can be written uniquely as a
product
π(u) =
k∏
r=1
(1− arq
mr−1u)(1− arq
mr−3u) · · · (1− arq
−mr+1u),
where ar ∈ C(q) and mr ∈ Z+ satisfy
ar
al
6= q±(mr+ml−2m), 0 ≤ m < min(mr,ml),
if r < l. Let S(π) be the collection of the pairs (ar,mr). 1 ≤ r ≤ k defined above.
Say that a polynomial π′(u) > π(u) if
a′r
aℓ
6= qm
′
r−mℓ−2p, ∀ 1 ≤ p ≤ m′r,
for all pairs (a′r,m
′
r) ∈ S(π
′) and (aℓ,mℓ) ∈ S(π). Let s1, s2, · · · , sn be the set of
simple reflections in W . Our main result says that:
The tensor product V (pi′)⊗ V (pi) is cyclic on vpi′ ⊗ vpi if, for all w ∈ W and for
all i = 1, · · · , n with ℓ(siw) = ℓ(w) + 1, we have
(Twpi
′)i > πi.
More generally, if V1, · · ·Vr are irreducible finite–dimensional representations, then
V1 ⊗ · · · ⊗ Vr is cyclic, if every pair Vj ⊗ Vl is cyclic for all j < ℓ
1
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To make the connection with Kashiwara’s theorem and conjectures, we consider
the case
πj(u) = 1 (j 6= i), πi(u) =
m∏
s=1
(1− qm+1−2sau) (a ∈ C(q)).
Denoting this n–tuple of polynomials as piim,a and the corresponding representation
by Vi(m, a), we prove the following: Let l ≥ 1 and let ij ∈ I, mj ∈ Z+, aj ∈ C(q)
for 1 ≤ j ≤ l. The tensor product Vi1(m1, a1) ⊗ Vi2(m2, a2) ⊗ · · · ⊗ Vil(ml, al) is
cyclic on the tensor product of highest weight vectors if for all r < s,
ar
as
6= qmr−ms−p, ∀ p ≥ 0.
The case when mj = 1 was originally conjectured and partially proved in [AK]
and completely proved in [K] (and in [VV] for the simply-laced case). The result
in the case when the mi are arbitrary but ai = 1 for all i was conjectured in [K],
[HKOTY].
1. Preliminaries
In this section we recall the definition of quantum affine algebras and several
results on the classification of their irreducible finite–dimensional representations.
Let q be an indeterminate, let C(q) be the field of rational functions in q with
complex coefficients. For r,m ∈ N, m ≥ r, define
[m]q =
qm − q−m
q − q−1
, [m]q! = [m]q[m− 1]q . . . [2]q[1]q,
[
m
r
]
q
=
[m]q!
[r]q![m− r]q!
.
Let g be a complex finite–dimensional simple Lie algebra of rank n, let I =
{1, 2, · · · , n}, let {αi : i ∈ I} be the set of simple roots and let {ωi : i ∈ I} be the
set of fundamental weights. Let Q+ (resp. P+) be the non–negative root (resp.
weight) lattice of g. Let A = (aij)i,j∈I be the n × n Cartan matrix of g and let
Aˆ = (aij) be the (n + 1) × (n + 1) extended Cartan matrix associated to g. Let
Iˆ = I ∪ {0}. Fix non–negative integers di (i ∈ Iˆ) such that the matix (diaij) is
symmetric. Set qi = q
di and [m]i = [m]qi .
Proposition 1.1. There is a Hopf algebra U˜q over C(q) which is generated as an
algebra by elements Eαi , Fαi , K
±1
i (i ∈ Iˆ), with the following defining relations:
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi,
KiEαjK
−1
i = q
aij
i Eαj ,
KiFαjK
−1
i = q
−aij
i Fαj ,
[Eαi , Fαj ] = δij
Ki −K
−1
i
qi − q
−1
i
,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
(Eαi)
rEαj (Eαi)
1−aij−r = 0 if i 6= j,
1−aij∑
r=0
(−1)r
[
1− aij
r
]
i
(Fαi)
rFαj (Fαi)
1−aij−r = 0 if i 6= j.
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The comultiplication of U˜q is given on generators by
∆(Eαi) = Eαi ⊗ 1+Ki⊗Eαi , ∆(Fαi) = Fαi ⊗K
−1
i +1⊗Fαi , ∆(Ki) = Ki⊗Ki,
for i ∈ Iˆ.
Set Kθ =
∏n
i=1K
ri/di
i , where θ =
∑
riαi is the highest root in R
+. Let Uq be
the quotient of U˜q by the ideal generated by the central element K0K
−1
θ ; we call
this the quantum loop algebra of g.
It follows from [Dr], [B], [J] that Uq is isomorphic to the algebra with generators
x±i,r (i ∈ I, r ∈ Z), K
±1
i (i ∈ I), hi,r (i ∈ I, r ∈ Z\{0}) and the following defining
relations:
KiK
−1
i = K
−1
i Ki = 1, KiKj = KjKi,
Kihj,r = hj,rKi,
Kix
±
j,rK
−1
i = q
±aij
i x
±
j,r,
[hi,r, hj,s] = 0, [hi,r, x
±
j,s] = ±
1
r
[raij ]ix
±
j,r+s,
x±i,r+1x
±
j,s − q
±aij
i x
±
j,sx
±
i,r+1 = q
±aij
i x
±
i,rx
±
j,s+1 − x
±
j,s+1x
±
i,r ,
[x+i,r , x
−
j,s] = δi,j
ψ+i,r+s − ψ
−
i,r+s
qi − q
−1
i
,
∑
π∈Σm
m∑
k=0
(−1)k
[
m
k
]
i
x±i,rπ(1) . . . x
±
i,rπ(k)
x±j,sx
±
i,rπ(k+1)
. . . x±i,rπ(m) = 0, if i 6= j,
for all sequences of integers r1, . . . , rm, where m = 1 − aij , Σm is the symmetric
group on m letters, and the ψ±i,r are determined by equating powers of u in the
formal power series
∞∑
r=0
ψ±i,±ru
±r = K±1i exp
(
±(qi − q
−1
i )
∞∑
s=1
hi,±su
±s
)
.
For i ∈ I, the preceding isomorphism maps Eαi to x
+
i,0 and Fαi to x
−
i,0. The
subalgebra generated by Eαi , Fαi , K
±1
i (i ∈ I) is the quantized enveloping algebra
Ufinq associated to g. Let Uq(<) be the subalgebra generated by the elements x
−
i,k
(i ∈ I, k ∈ Z}). For i ∈ I, letUi be the subalgebra ofUq generated by the elements
{x±i,k : k ∈ Z}, the subalgebra U
fin
i is defined in the same way. Notice that Ui is
isomorphic to the quantum affine algebra Uqi(ŝl2). Let ∆i be the comultiplication
of Uqi(ŝl2).
An explicit formula for the comultiplication on the Drinfeld generators is not
known. Also, the subalgebra Ui is not a Hopf subalgebra of Uq. However, partial
information which is sufficient for our needs is given in the next proposition. Let
X± =
∑
i∈I,k∈Z
C(q)x±i,k, X
±(i) =
∑
j∈I\{i},k∈Z
C(q)x±j,k.
Proposition 1.2. The restriction of ∆ to Ui satisfies,
∆(x) = ∆i(x) mod (Uq ⊗ (Uq\Ui)) .
More precisely:
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(i) Modulo UqX
− ⊗Uq(X
+)2 +UqX
− ⊗UqX
+(i), we have
∆(x+i,k) = x
+
i,k ⊗ 1 +Ki ⊗ x
+
i,k +
k∑
j=1
ψ+i,j ⊗ x
+
i,k−j (k ≥ 0),
∆(x+i,−k) = K
−1
i ⊗ x
+
i,−k + x
+
i,−k ⊗ 1 +
k−1∑
j=1
ψ−i,−j ⊗ x
+
i,−k+j (k > 0).
(ii) Modulo Uq(X
−)2 ⊗UqX
+ +UqX
− ⊗UqX
+(i), we have
∆(x−i,k) = x
−
i,k ⊗Ki + 1⊗ x
−
i,k +
k−1∑
j=1
x−i,k−j ⊗ ψ
+
i,j (k > 0),
∆(x−i,−k) = x
−
i,−k ⊗K
−1
i + 1⊗ x
−
i,−k +
k∑
j=1
x−i,−k+j ⊗ ψ
−
i,−j (k ≥ 0).
(iii) Modulo UqX
− ⊗UqX
+, we have
∆(hi,k) = hi,k ⊗ 1 + 1⊗ hi,k (k ∈ Z).
Proof. Part (iii) was proved in [Da]. The rest of the proposition was proved in
[CP3].
We conclude this section with some results on the classification of irreducible
finite–dimensional representations of quantum affine algebras. Let
A = {f ∈ C(q)[[u]] : f(0) = 0}.
For any Uq-module V and any µ =
∑
i µiωi ∈ P , set
Vµ = {v ∈ V : Ki.v = q
µi
i v, ∀ i ∈ I}.
We say that V is a module of type 1 if
V =
⊕
µ∈P
Vµ.
From now on, we shall only be working with Uq-modules of type 1. For i ∈ I, set
h±i (u) =
∞∑
k=1
hi,±k
[k]
uk.
Definition 1.1. We say that a Uq–module V is (pseudo) highest weight, with
highest weight (λ,h±), where λ =
∑
i∈I λiωi, h
± = (h±1 (u), · · · ,h
±
n (u)) ∈ A
n, if
there exists 0 6= v ∈ Vλ such that V = Uq .v and
x+i,k.v = 0, Ki.v = q
λiv, h±i (u).v = h
±
i (u)v,
for all i ∈ I, k ∈ Z.
If V is any highest weight module, then in fact V = Uq(<).v and so
Vµ 6= 0 =⇒ µ = λ− η (η ∈ Q
+).
Clearly any highest weight module has a unique irreducible quotient V (λ,h±).
The following was proved in [CP2].
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Theorem 1. Assume that the pair (λ,h±) ∈ P ×An satisfies, the following: λ =∑
i∈I λiωi ∈ P
+, and there exist elements ai,r ∈ C(q) (1 ≤ r ≤ λi, i ∈ I) such that
h±i (u) = −
λi∑
r=1
ln(1− a±1i,r u).
Then, V (λ,h±) is the unique (up to isomorphism) irreducible finite–dimensional
Uq–module with highest weight (λ,h
±).
Remark. This statement is actually a reformulation of the statement in [CP2].
Setting πi(u) =
∏λi
r=1(1 − ai,ru) and calculating the eigenvalues of the ψi,k gives
the result stated in [CP2]. See also [CP4].
From now on, we shall only be concerned with the modules V (λ,h±) satisfying
the conditions of Theorem 1. In view of the preceding remark, it is clear that
the isomorphism classes of such modules are indexed by an n–tuple of polynomials
pi = (π1, · · · , πn), which have constant term 1, and which are split over C(q). We
shall denote the corresponding module by V (pi) and the highest weight vector by
vpi , where λ =
∑n
i=1 degπi. For all i ∈ I, k ∈ Z, we have
x+i,k.vpi = 0, Ki.vpi = q
degπi
i vpi ,(1.1)
and
hi,±k
[k]i
.vpi = hi,±kvpi , (x
−
i,k)
degπi+1.vpi = 0,(1.2)
where the hi,±k are determined from the functional equation
exp
−∑
k≥0
hi,±ku
k
 = π±i (u),
with π+i (u) = π(u) and π
−
i (u) = u
degπiπi(u
−1)/
(
udegπiπi(u
−1
)∣∣
u=0
.
For any Uq–module V , let V
∗ denote its left dual. Let − : I → I be the unique
diagram automorphism such that the irreducible g module V (ωi) ∼= V (ωi). There
exists an integer c ∈ Z depending only on g such that
V (pi)∗ ∼= V (pi∗), pi∗ = (π1(q
cu), · · · , πn(q
cu)).
Analogous statements hold for right duals [CP3]. Recall also, that if a module and
its dual are highest weight then they must be irreducible.
Finally, let ω : Uq → Uq be the algebra automorphism and coalgebra anti-
automorphism obtained by extending the assignment ω(x±i,k) = −x
∓
i,−k. If V is any
Uq-module, let V
ω be the pull–back of V through ω. Then, (V ⊗V ′)ω ∼= (V ′)ω⊗V ω
and
V (pi)ω = V (piω)
where
pi
ω = (π−
1
(qκu), · · · , π−n (q
κu)),
for a fixed integer κ depending only on g.
We conclude this section with some results in the case when g = sl2.
Theorem 2.
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(i) For a ∈ C(q), m ∈ Z+, set
πm,a(u) =
m∏
r=1
(1− aqm−2r+1u).
The irreducible module V (m, a) with highest weight πm,a is of dimension m
and is irreducible as a Ufinq –module.
(ii) For 1 ≤ r ≤ ℓ, let ar ∈ C(q) and mr ∈ Z+ be such that
r < s =⇒
ar
as
6= qmr−ms−2p (1 ≤ p ≤ mr).
The tensor product V (pim1,a1)⊗ · · · ⊗ V (pimℓ,aℓ) is a highest weight module
with highest weight πm1,a1 · · ·πmℓ,aℓ and highest weight vector vπm1,a1 ⊗· · ·⊗
vπmℓ,aℓ .
(iii) Assume that a1, · · · , aℓ ∈ C(q) are such that if r < s then ar/as 6= q
−2. The
module W (π) = V (1, a1) ⊗ · · · ⊗ V (1, aℓ) is the universal finite–dimensional
highest weight module with highest weight
π(u) =
ℓ∏
r=1
(1− aru),
i.e. any other finite–dimensional highest weight module with highest weight
π is a quotient of W (π).
(iv) Assume that π =
∏m
j=1(1 − bju) (bj ∈ C(q)) and that V (m1, a1) ⊗ · · · ⊗
V (mk, ak) is highest weight. Then, the module W (π) ⊗ V (m1, a1) ⊗ · · · ⊗
V (mk, ak) is also highest weight if
bs/ar 6= q
−1−s,
for all 1 ≤ s ≤ m and 1 ≤ r ≤ k.
Proof. Part (i) is proved in [CP1]. Part (ii) is proved as in Lemma 4.9 in [CP1]. In
fact, the proof given there establishes the stronger result stated here. Part (iii) was
proved in [CP4] in the case when π(u) ∈ C[q, q−1, u]. In the general case, choose
v ∈ C[q, q−1] so that π˜(u) = π(uv) has all its roots in C[q, q−1]. Let τv : Uq → Uq
be the algebra and coalgebra automorphism defined by sending x±k → v
kx±k . The
pull back of V (π) through τv is V (π˜) and hence W (π(u)) ∼=W (π(uv). This proves
(iii). Part (iv) is now immediate.
Throughout this paper, we shall only work with polynomials in C(q)[u] which
are split and have constant term 1. Let πm,a ∈ C(q) be the polynomial defined in
Theorem 2(i). It is a simple combinatorial fact [CP1] that any such polynomial can
be written uniquely as a product
π(u) =
s∏
j=1
πmj ,aj ,
where mj ∈ Z+, aj ∈ C(q) and
j < ℓ =⇒
aj
aℓ
6= q±(mj+mℓ−2p), 0 ≤ p < min(mj ,mℓ).
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If π and π′ are two such polynomials, then we say that π > π′ if for all 1 ≤ j ≤ s,
1 ≤ k ≤ s′, we have
aj
a′k
6= qmj−m
′
k−2p, 1 ≤ p ≤ mj .
This is equivalent to saying that if a is any root of π and 1 ≤ k′ ≤ s′, then
a
a′k
6= q−1−m
′
k .
Part (iv) of Theorem 2 then says that if π > π′ the module W (π)⊗V (π′) is highest
weight.
2. Braid group action
LetW be the Weyl group of g and let B be the corresponding braid group. Thus,
B is the group generated by elements Ti (i ∈ I) with defining relations:
TiTj = TjTi, if aij = 0,
TiTjTi = TjTiTj if aijaji = 1,
(TiTj)
2 = (TjTi)
2, if aijaji = 2,
(TiTj)
3 = (TjTi)
3, if aijaji = 3,
where i, j ∈ {1, 2, · · · , n} and A = (aij) is the Cartan matrix of g.
A straightforward calculation gives the following proposition.
Proposition 2.1. For all r ≥ 1, the formulas
Tiej = ej − q
r
i
[raji]j
[r]j
ei,
define a representation ηr : B → end(Vr), where Vr ∼= C(q)
n and {e1, · · · , en} is
the standard basis of Vr. Further, identifying
An ∼=
∞∏
r=1
Vr,
we get a representation of B on An given by
(Tih)j = hj(u), if aji = 0,
(Tih)j = hj(u) + hi(qu), if aji = −1,
(Tih)j = hj(u) + hi(q
3u) + hi(qu), if aji = −2,
(Tih)j = hj(u) + hi(q
5u) + hi(q
3u) + hi(qu), if aji = −3,
(Tih)i = −hi(q
2
i u),
for all i, j ∈ I, h ∈ An.
Let si, i ∈ I be a set of simple reflections in W . For any w ∈ W , let ℓ(w) be the
length of a reduced expression for w. If w = si1si2 · · · sik is a reduced expression
for w, let Tw = Ti1 · · ·Tik . It is well–known that Tw is independent of the choice of
the reduced expression. Given h ∈ An and w ∈W , we have
Twh = Ti1Ti2 · · ·Tikh = ((Twh)1, · · · , (Twh)n) .
We can now prove:
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Proposition 2.2. Suppose that w ∈ W and i ∈ I is such that ℓ(siw) = ℓ(w) + 1.
There exists an integer N ≡ N(i, w,h) ≥ 0 and non–negative integers pr,j (j ∈
I, 1 ≤ r ≤ N) such that
(Twh)i =
∑
j∈I
N∑
r=1
pr,jhj(q
ru),(2.1)
Proof. Proceed by induction on ℓ(w); the induction clearly starts at ℓ(w) = 0.
Assume that the result is true for ℓ(w) < k. If ℓ(w) = k, write w = sjw
′ with
ℓ(w′) = k − 1. Notice that j 6= i since ℓ(siw) = ℓ(w) + 1. We get
(Twh)i = (TjTw′h)i = (Tw′h)i(u) +
|aij |−1∑
s=0
(Tw′h)j(q
2|aij |−2s−1u).
If ℓ(siw
′) = ℓ(w′) + 1, the result follows by induction. If ℓ(siw
′) = ℓ(w′) − 1, we
have w = sjsiw
′′. Suppose that aijaji = −1. Then, ℓ(sjw
′′) = ℓ(w′′) + 1 and we
get
(TjTiTw′′h)i = (TiTw′′h)i + (TiTw′′h)j(qu) = (Tw′′h)j(qiu).
The result again follows by induction. The cases when aijaji = 2, 3 are proved
similarly. We omit the details.
3. The main theorem
Our goal in this section is to obtain a sufficient condition for a tensor product
of two highest weight representations to be highest weight.
Let V be any highest weight finite–dimensional Uq–module with highest weight
pi (or (λ,h±) as in Theorem 1). For all w ∈W , we have
dim Vwλ = 1.
If si1 · · · sik is a reduced expression for w, and λ =
∑
i λiωi, set mk = λk and define
non–negative integers mj (depending on w), for 1 ≤ j ≤ k, by
sij+1sij+2 · · · sikλ = mjωj +
∑
i6=j
m′iωi.
Let vλ be the highest weight vector in V . For w ∈W , set
vwλ = (x
−
i1,0
)m1 · · · (x−ik ,0)
mk .vλ.
If i ∈ I is such that ℓ(siw) = ℓ(w) + 1, then
x+i,k.vwλ = 0, ∀k ∈ Z.(3.1)
To see this, observe that wλ + αi is not a weight of V , since w
−1αi ∈ R
+ if
ℓ(siw) = ℓ(w) + 1. It is now easy to see that vwλ 6= 0, Vwλ = C(q)vwλ and
V = Uq.vwλ.
Since hi,kVwλ ⊂ Vwλ for all i ∈ I, k ∈ Z it follows that
hi,k
[k]
.vwλ = h
w
i,kvwλ ∀ i ∈ I, 0 6= k ∈ Z,
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where hwi,k ∈ C(q). Set
hwi (u) =
∞∑
k=1
hwi,ku
k, hw = (hw1 (u), · · ·h
w
n (u)).
Recall that h1 = −(lnπ1(u), · · · , lnπn(u)).
Proposition 3.1. If w ∈W , then
hw = Twh
1.
Proof. We proceed by induction on ℓ(w). If ℓ(w) = 0 then w = id and the result
follows by definition. Suppose that ℓ(w) = 1, say w = sj . Writing λ =
∑
j λjωj,
we have vsjλ = (x
−
j,0)
λj .vλ. We first show that
hj,k(u).vsjλ = −hj(q
2
ju)vsjλ = (Tjh)j(u)vsjλ.(3.2)
The subspace spanned by the elements {(x−j,l)
r.vλ : 0 ≤ r ≤ λj} is a highest weight
module forUj , hence it is enough to prove (3.2) for highest weight representations of
quantum affine sl2. In fact it is enough to prove it for the moduleW (π) of Theorem
2. Using Proposition 1.2, we see that the eigenvalue of hi,k on the tensor product
of the lowest (and the highest) weight vectors is just the sum of the eigenvalues
values in each representation. This reduces us to the case of the two-dimensional
representation, which is trivial.
Next consider the case ℓ(w) = si, with i 6= j. Recall that
[hi,r, x
−
j,0] = −
[raij ]i
r
x−j,r , [hj,r, x
−
j,0] = −
[2r]j
r
x−j,r.
Hence,
hi,r(x
−
j,0)
λj = (x−j,0)
λjhi,r + [hi,r, (x
−
j,0)
λj ]
= (x−j,0)
λjhi,r +
[raij ]i
[2r]j
[hj,r, (x
−
j,0)
λj ].
This gives
hi,r
[r]i
.(x−j,0)
λj .vλ = hi,r(x
−
j,0)
λj .vλ +
[raij ]i
(qrj + q
−r
j )[r]i
[
hj,r
[r]j
, (x−i,0)
λ(hi)
]
.vλ,
= hi,r(x
−
j,0)
λj .vλ +
[raij ]i
(qrj + q
−r
j )[r]i
(−hj,r(x
−
j,0)
λj .vλ +
hj,r
[r]j
.
(
x−j,0)
λj
)
.vλ,
= hi,r(x
−
j,0)
λj .vλ −
[raij ]i
(qrj + q
−r
j )[r]i
(hj,r + q
2r
j hj,r).(x
−
j,0)
λj ).vλ,
= (hi,r − q
r
j
[raij ]i
[r]i
hj,r)(x
−
j,0)
λj .vλ)
This proves the result when ℓ(w) = 1. Proceeding by induction on ℓ(w), write
w = sjw
′ with ℓ(w′) = ℓ(w) − 1. Since vwλ = (x
−
j,0)
mjvw′λ for some mj ≥ 0, the
inductive step is proved exactly as in the case ℓ(w) = 1, with vλ being replaced by
vw′λ. This completes the proof of the proposition.
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Lemma 3.1. Let V , V ′ be finite–dimensional highest weight representations with
highest weights pi and pi′ and highest weight vectors vλ and vλ′ respectively. Assume
that vw0λ ⊗ vλ′ ∈ Uq(vλ ⊗ vλ′). Then, V ⊗ V
′ is highest weight with highest weight
vector vλ ⊗ vλ′ and highest weight pipi
′ = (π1π
′
1, · · · , πnπ
′
n).
Proof. It is clear from Proposition 1.2 that the element vλ⊗ vλ′ is a highest weight
vector with highest weight pipi′. It suffices to prove that
V ⊗ V ′ = Uq(vλ ⊗ vλ′).
Since x−i,k.vw0λ = 0 for all i ∈ I and k ∈ Z, it follows from Proposition 1.2 that
∆(x−i,k).(vw0λ ⊗ vλ′) = vw0λ ⊗ x
−
i,k.vλ′ .
Repeating this argument we see that that vw0λ⊗V
′ ⊂ Uq(vλ⊗ vλ′). Now applying
the generators Eαi , Fαi (i ∈ Iˆ) repeatedly, we see that V ⊗ V
′ ⊂ Uq(vλ ⊗ vλ′).
This proves the lemma.
Lemma 3.2. Let w ∈ W and assume that i ∈ I is such that ℓ(siw) = ℓ(w) + 1.
Then, vwλ⊗vλ′ generates a Ui–highest weight module with highest weight (Twh)ih
′
i.
Proof. This is immediate from Proposition 1.2 and Proposition 3.1.
We can now prove our main result. Given pi = (π1, · · · , πn), and w ∈ W , set
Twpi = (exp− (Tw lnπ1(u))1, · · · , exp− (Tw lnπn(u))n).
Theorem 3. The module V (pi1)⊗ · · · ⊗ V (pir) is highest weight if for all w ∈ W
and i ∈ I with ℓ(siw) = ℓ(w) + 1, we have
j < ℓ =⇒ (Twpij)i > (piℓ)i.
Proof. First observe that by Proposition 2.2, (Twpij)i is indeed a polynomial. If
g = sl2, then this is the statement of Theorem 2 (ii). For arbitrary g, proceed by
induction on r. If r = 1 there is nothing to prove. Let r > 1 and let V ′ = V (pi2)⊗
· · · ⊗ V (pir). Then V
′ is highest weight module with highest weight vector v′ =
vpi2 ⊗· · ·⊗ vpir and highest weight pi
′ = pi2 · · ·pir. Setting λ = (degπi, · · · , degπn),
it is enough by Lemma 3.1 to prove that
vw0λ ⊗ v
′ ∈ Uq(vpi1 ⊗ v
′).
Writing w0 = si1si2 · · · siN and using Lemma 3.2, it suffices to prove that for all
1 ≤ j ≤ N ,
vsij sij+1 ···siN λ ⊗ v
′ ∈ Uij (vsij+1 ···siN λ
⊗ v′).
or equivalently that the Uij–module Uij .vsij+1···siN λ ⊗ Uij .v
′ is highest weight.
Taking w = id, we have (pil)ij > (pis)ij if l < s. It thus follows from Theorem 2(ii)
that
Uij .v
′ = Uij .vpi2 ⊗ · · · ⊗Uij .vpir .
Since (Twpi1)i > (piℓ)i, the result follows from Theorem 2(iv).
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4. Relationship wth Kashiwara’s results and conjectures
Let us consider the special case when h has the following form,
h±j (u) = 0, j 6= i, h
±
i (u) = −
m∑
r=1
ln(1 − aqm−2r+1i u),
and denote the corresponding n–tuple of power series by him,a and the n–tuple of
polynomials by piim,a. We shall prove the following result.
Theorem 4. Let i1, i2 · · · , il ∈ I, a1, · · · , al ∈ C(q), m1, · · · ,mℓ ∈ Z+, and as-
sume that
r < s =⇒
ar
as
6= qdirmr−disms−dir−dis−p ∀ p ≥ 0.
Then, the tensor product V (pii1m1,a1)⊗ · · · ⊗ V (pi
iℓ
mℓ,aℓ) is a highest weight module.
Assume the theorem for the moment.
Remark. In the special case when mj = 1 for all j, it was conjectured in [AK]
that such a tensor product is cyclic if aj/al does not have a pole at q = 0 if j < ℓ,
and this was proved when g is of type An or Cn; subsequently, a geometric proof
of this conjecture was given in [VV] when g is simply–laced; a complete proof was
given using crystal basis methods in [K].
The following corollary to Theorem 4 was conjectured in [K]. [HKOTY].
Corollary 4.1. The tensor product V = V (pii1m1,1)⊗· · ·⊗V (pi
iℓ
mℓ,1
) is an irreducible
Uq–module.
Proof. First observe that if di1m1 ≤ di2m2 ≤ · · · ≤ dilmℓ then the tensor product
is cyclic by Theorem 4. We claim that it suffices to prove the corollary in the
case when ℓ = 2. For then, by rearranging the factors in the tensor product we can
show that both V and its dual are highest weight and hence irreducible. To see that
V = V (pii1m1,1)⊗ V (pi
i2
m2,2
) is cyclic if di1m1 > di2m2, it is enough to show that V
ω
is cyclic, since ω is an algebra automorphism. Now, V ω = V (pii1m2,v−1)⊗V (pi
i1
m1,v−1
)
for some fixed v depending only on g, and this is cyclic by the theorem. This proves
the result.
It remains to prove the theorem, for which we must show that, if j < ℓ and
ℓ(siw) = ℓ(w) + 1, then (
Twpi
ij
mj ,aj
)
i
> (piiℓmℓ,aℓ)i.(4.1)
Using Propositon 2.2, we see that(
Twpi
ij
mj ,aj
)
i
=
∏
r≥0
πmj ,1(q
ru),
where r varies over a finite subsubset of Z+ with multiplicity. This means that any
root of (Twpi
ij
mj ,aj )i has the form q
dij (mj−2p+1)+raj where r ≥ 0 and 1 ≤ p ≤ mj ,
and hence, using the assumption on aj/aℓ, that
qdij (mj−2p+1)+raj
al
6= q−1−mℓ .
This proves (4.1) and the proof of the theorem is complete.
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