Abstract. We prove several Liouville type results for the stationary MHD and Hall-MHD equations. In particular, we show that the velocity and magnetic field, belonging to some Lorentz spaces or satisfying a priori decay assumption, must be zero.
Introduction
In this paper, we investigate the following three-dimensional steady-state incompressible MHD equations Here u(x, t) = (u 1 (x, t), u 2 (x, t), u 3 (x, t)), p(x, t) denote the velocity and pressure of the fluid respectively, and H(x, t) = (H 1 (x, t), H 2 (x, t), H 3 (x, t)) is the magnetic field vector. The Hall term ∇× (∇×H)×H in (1.2) 2 is included due to the Ohm's law, which is believed to be a key issue for understanding magnetic reconnection in geo-dynamo [1] , neutron stars [6] and star formation [20] .
Recently, there are many works has been devoted to the well-posedness theory for the classical Hall-MHD and MHD equations. We refer the reader to interesting papers [3, 10, 21] and references therein.
Liouville type theorem for partial differential equations has drawn much attention. Actually, Liouville type theorem naturally arises when considering the regularity of solutions to partial differential equations, like Navier-Stokes equations and (Hall) MHD equations. However, the development of the Liouville type theorem for the stationary (Hall) MHD equations is slow. Admittedly, there are many works on the Liouville type theorem for the steady-state incompressible Navier-Stokes and MHD equations. The related works can be found readily in [4, 7, 11, 12, 14, 17] .
In particular, for MHD equations, Chae [3] generalized Galdi's work which is well-known for the Navier-Stokes equations, to Hall-MHD equations under the assumption
Further, Gala demonstrated that a solution (u, H) to the 3D stationary MHD equations is zero by adding the assumption
in [8] . On the other hand, Chae and Weng [4] showed that the smooth solution (u, H) ≡ 0 to the Hall-MHD equations (1.1) provided (u, H) ∈ L 3 (R 3 ) and (∇u, ∇H) ∈ L 2 (R 3 ).
Another interesting result ref. [13] proved that the condition
implies (u, H) ≡ 0 as well. It's worth noting that Schulz's work is the first result without the requirement (∇u, ∇H) ∈ L 2 (R 3 ).
However, the classical Liouville type problem to the steady-state Navier-Stokes and (Hall) MHD equations is still an open problem. Very recently, Seregin and Wang [16] showed that when the velocity field belongs to some Lorentz spaces, Navier-Stokes equations satisfy Liouville type theorems. In [15] , Seregin proved that u ≡ 0 under some decay assumption conditions.
Motivated by [14, 15, 16] , just those (u, H) which are in Lorentz spaces or satisfy specific a priori decay assumption, shall be considered in our paper. Compared with the result in [13] , we relax the restriction that
Another point is that we do not demand further integrability, i.e., ∇u ∈ L 2 (R 3 ) which is different from the result in [3] . We also show that the condition
)) , then our main results can be stated as follows. Theorem 1.1. Let (u, H) be a smooth solution to MHD (1.1).
,q,ℓ
need to be required additionally.
(ii) For
. Hence, Chae and Weng's result in [4] follows from Theorem 1.1. On the other hand, we can establish the following conciser result, i.e., Theorem 1.2. Let (u, H) be a smooth solution to (1.1) and satisfy 
and
For Hall-MHD equations, the Liouville type theorems can be stated as follow.
need to be required additionally. → 0 as R → ∞. Therefore, Gala's result in [8] follows from Theorem 1.4.
The rest of this paper is organized as follows. In Section 2, we provide some elementary facts. In Section 3, we obtain the Caccioppoli type inequality, which is the key of our proof. Finally, we will show the complicate proof of Theorem 1.1-1.4, respectively in Section 4-7.
Notations. Throughout this paper, L p, ∞ (Ω) stands for a weak Lebesgue space, which is a particular Lorentz space
denotes the semi-norm of the Lorentz space L p, q (Ω). B(R) is a ball of radius R centered at the origin, i.e., B(R) = {x ∈ R 3 | |x| < R}.
Preliminaries
In this section, we will give some elementary facts and useful lemmas which will be used in the next section.
Lemma 2.1 (Calderón-Zygmund Inequality, See [9] ). Let Ω be a bounded domain in R n , f a function in L p (Ω), 1 < p < ∞, and w the Newtonian potential of f . Then w ∈ W 2, p (Ω), ∆w = f a.e. Ω, and
where constant C > 0 only dependents on n and p.
Lemma 2.2 (Galilean Invariance). Let (u, H, p, ) be a solution to the MHD system (1.1) and λ ∈ R. Then
also solves the MHD equations (1.1).
Proof. It is easily to find that
Hence, (u λ , p λ , H λ ) satisfies the MHD equations (1.1).
Caccioppoli Type Inequalities
We begin with an auxiliary lemma about Caccioppoli type inequality, which is the key of our proof. We state this inequality below. 
Then the following Caccioppoli type inequalities hold:
where
.
(ii) For 0 < δ 1, 6
Proof. Given R > 0, fix numbers ̺ and r so that 3R 4 ̺ < r R. Now, choose a cut-off function ϕ ∈ C ∞ 0 (B(R)) satisfying the following conditions:
Considerate the following Dirichlet problem
From the standard elliptic equations theory, there is a unique
Applying Lemma 2.1, we can deduce the following inequality.
where C is independent of R and only depends on s (1 < s < ∞).
According to the general Marcinkiewicz interpolation theorem. we find
Adding the equation (1.1) 1 and (1.1) 2 , (1.1) 3 and (1.1) 4 respectively, we obtain
Multiplying (3.5) 1 by (ϕv − w), integrating by parts over B(r), we get:
Hölder's inequality gives:
By (3.3), we deduce
Proof of inequality (3.1). To estimate I 3 and I 4 , we are going to use the fact that div T = div u − div H = 0. Integration by parts gives
Using the Hölder inequality in Lorentz spaces, assuming that q > 3 and ℓ 3, we have
(3.9)
Thanks to (3.4), I 4 can be evaluated as follow:
)) = 1. Thus, inserting (3.7)-(3.10) into (3.6) leads to
Repeating the same arguments in two ball B(̺) and B( 3R 4 ) with
As a result
which yields the inequality (3.1). Proof of inequality (3.2). We only need to re-estimate I 3 and I 4 . To the end, we introduce
) , where [v] Ω is the mean value of v over a domain Ω. Thanks to the integration by parts, we find 11) and, since
By the assumptions 0 < δ 1, 6(3 − δ) 6 − δ < q < 3, we get
Thanks to the Hölder inequality for Lorentz spaces, we show
6−δ (B(r)\B(
)) . Using the inequality
and by Galiardo-Nireberg-Sobolev inequality give
By (3.4), we get
Therefore,
for any 3R 4 ̺ < r R. The following Caccioppoli type inequality can be obtained by the standard iterative arguments.
We complete the proof of Proposition 3.1.
Proposition 3.2. Let (u, H) be a smooth solution to (1.2) satisfying ∇H ∈ L 2 (R 3 ) and q > 3, 3 ℓ ∞. Then the following Caccioppoli type inequalities hold:
B( R 2 ) (|∇u| 2 + |∇H| 2 ) dx C R 2 (u, H) 2 L 2 (B(R)\B( R 2 )) + C R 2 u L 2 (B(R)\B( R 2 )) + C R u L 2 (B(R)\B( R 2 )) + D 3 ,(3.
13)
Proof. In order to prove our result, we firstly recall the following two foundemental identifies in vector analysis
By using above vector identity, system (1.2) leads to (3.14)
Given R > 0, fix numbers ̺ and r so that where C is independent of R and only depends on s (1 < s < ∞). According to the general Marcinkiewicz interpolation theorem. we find
Multiplying (3.14) 1 by (ϕu − w) and (3.14) 2 by ϕH , respectively, integrating by parts over B(r), adding the result together, we get:
Similar to the treatment of (3.7), II 1 and II 2 can be estimated as
By (3.15), we deduce
(3.20)
For II 4 , we have
Using the Hölder inequality in Lorentz spaces for II 41 , assuming that q > 3 and ℓ 3, we have
(3.21)
Thanks to (3.16), II 42 can be evaluated as follow:
(3.22)
For II 5 , since ϕu − w is divergence-free, we see that
The Hölder inequality and Lemma 2.3 imply
Similarly, we obtain
As a result
)) + D 3 , which yields the inequality (3.13).
Proof of Theorem 1.1
With Proposition 3.1 in hand, we are now ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1 (i). It is easy to check that, for q > 2, the following estimate is valid:
. By the condition (1.3) and (1.4), we find
Then v ≡ 0. Hence, u ≡ −H. Substituting this relation into (1.1) 1 and (1.1) 3 , we know that (4.1) ∆u = 0, div u = 0.
As before, we can also find a w ∈ W ∇u : ∇w dx.
Thus, once again we obtain
As a result, let R → ∞, we recover u ≡ 0. The proof of Theorem 1.1 (i) is completed. Proof of Theorem 1.1 (ii) Based on Proposition 3.1 (ii), using Hölder's inequality, we have
Now, for any given q ∈ ( 12 5 , 3), we can find q 1 satisfying the following relationship
Given q 1 , there is a real number δ ∈ (0, 1) such that
Noticing that
we have v ≡ 0 via letting R → ∞. Hence, once again we deduce u ≡ −H. Now, our goal is to prove u ≡ 0. Using the relation u = −H as we did in the proof Theorem 1.1 (i) we can find (4.1) and the Caccioppoli inequality
Considering (1.5), u ≡ 0 can be yielded by passing R → ∞. We complete the proof of Theorem 1.1.
Proof of Theorem 1.2
Proof of Theorem
which is the cylindrical region.
Thank to the Caccioppoli type inequality (3.2), we have 
Introducing the polar coordinates, the decay assumption (1.6) yields that
For µq > 2, we have
Similarly,
q . Combining the above estimates together, we obtain
For fixed µ > 2 3 , there is a constant δ ∈ (0, 1) such that
Since δ > 0, we know 6 (4 − δ) < 4 (6 − δ). Then we let
Passing R → ∞, it follows from (5.1) that Before the proof of Theorem 1.3, we first notice that MHD equations satisfy the Galilean invariance (Lemma 2.2) like Navier-Stokes equations. By the method in [17] , the following properity with respect to Caccioppoli type inequality may be obtained(with a slight modification).
Lemma 6.1 (See [17] ). Assume that smooth functions (v, T ) satisfy (3.5) . Then exists a positive number C depending only on M and q such that
We are now in a position to proof Theorem 1.3. for any R > 0, where C is independent on R. Let R → ∞, we can see where C is independent of x 0 and R. Define the function h := |∇v| From the properties of the maximal function in L p (R 3 ) (p > 1), we know that there is a universial constant C > 0 such that
h (x) dx C Hence we have already demonstrated that both h are all of the class of L 1 (R 3 ), which means h ≡ 0 (ref. [18] ). Therefore once again we arrive at u ≡ −H.
Then u = H ≡ 0 via repeating above proof.
Remark 6.1. With Lemma 6.1 in hand, compared with the result in [13] , our result does not require (u, H) ∈ BM O −1 (R 3 ).
Proof of Theorem 1.4
Along with Proposition 3.1, we are now ready to complete the proof of Theorem 1.4.
Proof of Theorem 1.4.
Analogously to the proof of Theorem 1.1, it is easy to check that, for q > 2, the following estimate is also valid:
ℓ−2 (B(R)\B( ,q,ℓ ((u, H), R) <
where C = C(q, ℓ). Hence u = H ≡ 0.
