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Abstract
The asymptotic structure of three-dimensional higher-spin anti-de Sitter gravity is ana-
lyzed in the metric approach, in which the fields are described by completely symmetric
tensors and the dynamics is determined by the standard Einstein-Fronsdal action im-
proved by higher order terms that secure gauge invariance. Precise boundary conditions
are given on the fields. The asymptotic symmetries are computed and shown to form a
non-linear W -algebra, in complete agreement with what was found in the Chern-Simons
formulation. The W -symmetry generators are two-dimensional traceless and divergence-
less rank-s symmetric tensor densities of weight s (s = 2, 3, · · · ), while asymptotic sym-
metries emerge at infinity through the conformal Killing vector and conformal Killing
tensor equations on the two-dimensional boundary, the solution space of which is infinite-
dimensional. For definiteness, only the spin 3 and spin 4 cases are considered, but these
illustrate the features of the general case: emergence of the W -extended conformal struc-
ture, importance of the improvement terms in the action that maintain gauge invariance,
necessity of the higher spin gauge transformations of the metric, role of field redefinitions.
1Postdoctoral Researcher of the Fund for Scientific Research-FNRS Belgium.
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1 Introduction
The asymptotic symmetries of three-dimensional higher-spin gravity [1–4] have been
shown recently to be remarkably rich and to be described by the direct sum of two
copies of a nonlinear W -algebra, one for each chiral sector [5–7]. This generalizes the
earlier result of [8] for pure three-dimensional anti-de Sitter gravity, for which one gets
two copies of the Virasoro algebra. The emergence at infinity of the W -symmetry paved
the way to new insight into the AdS/CFT correspondence [9–11].
The derivation of the asymptotic symmetries was performed in [5,6] using the Chern-
Simons formulation of the higher spin theory. While extremely powerful, this approach is
clearly tailored to three spacetime dimensions since the Chern-Simons reformulation is not
available in four or higher spacetime dimensions. For this reason it is useful to investigate
the asymptotic properties of three-dimensional higher-spin gravity in terms of the metric
and the higher spin fields, described by the Einstein and Fronsdal-like actions [12, 13],
which are also relevant to higher spacetime dimensions. This paper fulfills this goal.2
The use of the metric approach might also shed light on matter couplings [4], or on the
introduction of a topological mass [14–17].
Given an action, there is no systematic procedure for deriving a unique set of consistent
boundary conditions. The obtention of the boundary conditions is somewhat of an art.
Indeed, there can be different consistent sets of boundary conditions for a given action,
corresponding to different physical situations. In the search for consistent boundary
conditions, one is guided by a few principles:
• The boundary conditions should contain the physical solutions that one wants to
investigate.
• They should be invariant under a group of transformations that contains (and may
be bigger than) the group of expected symmetries, e.g., the Poincare´ group for
asymptotically flat spaces, or the anti-de Sitter group for asymptotically anti-de
Sitter space.
• The boundary conditions should ensure that the charges generating the infinitesimal
asymptotic symmetries mentioned in the previous point are finite.
We provide here boundary conditions on the metric gλµ and higher spin fields φλ1λ2···λs
which obey these principles: (i) they contain the solutions described in [6, 13]; (ii) they
are invariant under the W -symmetry; (iii) the W -charges are finite.
To achieve this task, we proceed as follows. First we motivate a set of boundary con-
ditions within the metric formulation through various considerations, namely the form
2It is true that there exist connection-based first-order formulations also for D > 3, but these do not
possess a “standard” action principle.
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of the boundary conditions in the pure spin-2 case and the behavior at infinity of the
known solutions, and how they transform under the exact symmetries of the background
described by the AdS3 Killing tensors, which have a definite fall-off. Following the phi-
losophy that “the proof of the pudding is in the eating”, we then explicitly verify that
these boundary conditions fulfill the three requirements listed above. The check of the
first two requirements is rather straightforward. The proof of the third requirement –
that the charges are finite – requires first the identification of the charges. This could
be done using Noether theorem, but we use here a shortcut: we identify them by direct
comparison with the Chern-Simons formulation. Once the charges have been determined,
one can not only verify that they are finite (this is guaranteed by their identification with
the CS charges known to be finite) but one can also independently compute their algebra
within the metric formalism. We rederive explicitly that the charges fulfill a non-linear
W -algebra.
For definiteness, we consider only the spin-3 and spin-4 cases, which illustrate well the
general procedure and ideas. In fact, the central points appear already in the spin-3 case.
The spin-4 case is also covered here to exhibit the technical difficulties encountered in the
analysis of higher spins. As we shall see, the computations are indeed rather intricate in
the spin-4 case, in contrast to those of the Chern-Simons formulation. We also restrict
the analysis to the so-called principal embedding of sl(2,R) into sl(N,R).
Our paper uses the second-order Lagrangian formalism throughout (except the re-
minder on the pure gravity case given in the next section). A Hamiltonian analysis of the
boundary conditions and the charges will be reported elsewhere [18].
The emergence of the asymptotic W -extended conformal structure in higher-spin grav-
ity is a direct generalization of the emergence of the conformal structure in pure gravity.
In the metric approach, this structure emerges through the residual coordinate trans-
formations and higher-spin gauge symmetries that preserve the boundary conditions on
the metric and the higher-spin fields. We show how the conformal Killing vector equa-
tions and conformal Killing tensor equations directly arise in this asymptotic analysis.
An asymptotic symmetry of the theory with higher-spin fields up to spin s turns out to
be completely parameterised (modulo pure gauge terms) by traceless conformal Killing
tensors up to rank s− 1 of the two-dimensional metric at infinity.
Our analysis is Lorentzian throughout. In the Euclidean version of the theory with
black hole topology [19], the temporal components g0µ, h0µ1···µs−1 of the metric and higher
spin fields are related to the inverse temperature and chemical potentials of the angular
momentum and higher-spin charges. They may not take the pre-defined values at infinity
given in this paper and for this reason, more flexibility is needed in their asymptotic
behavior. This question was considered in [20, 21] for the Chern-Simons formulation. Its
metric translation is left for future work.
Our paper is organized as follows. In Section 2, we recall the metric derivation of
the asymptotic symmetries of three-dimensional anti-de Sitter pure gravity [8], which
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preceded in fact the Chern-Simons derivation which was performed later [22]. This is
achieved in a manner that prepares the ground for the generalization to higher spins.
We write the boundary conditions and rederive the conformal symmetry at infinity us-
ing Schouten brackets and contravariant components, which turns out to simplify the
derivation. We point out that the Virasoro generators Lij appear, from the point of view
of the two-dimensional geometry at infinity, as conserved, symmetric, traceless rank-2
tensor densities of weight 2. Next, in Section 3, we consider the coupled spin-2 – spin-3
system. We provide boundary conditions on the spin-3 field. We also point out that
the boundary conditions on the metric must be strengthened compared with the pure
spin-2 case, which can consistently be done. We show that the boundary conditions are
invariant under transformations generated not only by conformal Killing vectors ǫi of the
two-dimensional conformal geometry at infinity, but also by rank-2 conformal Killing ten-
sors χij . The associated generatorsW ijk are conserved, symmetric, traceless rank-3 tensor
densities of weight 3. We compute the algebra, and find the same nonlinear W3-algebra
as in the Chern-Simons approach. The fact that the metric transforms under the spin-3
gauge transformations plays here an essential role.
The need to control an increasing number of subleading terms in the metric and higher
spin fields as one increases the maximum spin of the fields involved in the model is a
generic phenomenon confirmed in the spin-4 case, to which we turn in Section 4. The
new symmetries are now parametrized by rank-3 conformal Killing tensors σijk of the
two-dimensional geometry at infinity, and the associated generators U ijkl are conserved,
symmetric, traceless rank-4 tensor densities of weight 4. Again, the algebra is found to
perfectly match the nonlinear W4-algebra of the Chern-Simons approach. A new feature
appears in the spin-4 case: it is that the self-interactions between the higher spin fields,
which come in addition to their gravitational interactions, and the corresponding improve-
ment terms in the gauge transformations, remain relevant asymptotically. In particular,
the coupling constant of the 3 − 3 − 4 vertex enters the asymptotic algebra and can be
interpreted as a parameter labeling the different conformal structures that can appear at
infinity [23].
We then indicate in Section 5 how the analysis generalizes to higher spins and give final
comments. A collection of appendices provide technical information about conventions
(Appendix A), isometry algebra of the “vacuum”, i.e., of anti-de Sitter space with zero
higher spin field configurations (Appendix B), derivation of the boundary conditions in the
metric-like formulation from the boundary conditions in the Chern-Simons formulation
(Appendix C), more detailed structure of the action and of the gauge transformations for
the combined spin-2, spin-3, spin-4 system (Appendices D and E).
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2 Warming up with AdS3 gravity
2.1 Hamiltonian form of the boundary conditions
The dynamical variables of three-dimensional pure gravity are the spatial metric gab
(a, b = 1, 2) and its conjugate momentum πab. The other components of the metric –
the lapse N and the shift Na – are the Lagrange multipliers for the Hamiltonian con-
straint H ≈ 0 and the momentum constraint Ha ≈ 0.
The boundary conditions on the spatial metric and its momentum were given in [8]
and read,
grr = r
−2+
4π
k
M1(φ)
r4
+O(r−6) , grφ = O(r−3) , gφφ = r2+ 4π
k
M2(φ)+O(r−2) (2.1)
and
πrr = O(r−1) , πrφ = J(φ)
2r2
+O(r−4) , πφφ = O(r−5) (2.2)
so that
πrφ =
J(φ)
2
+O(r−2) . (2.3)
Here, we have set the AdS radius to ℓ = 1 and we have explicitly written, besides the
background terms (first terms in grr and gφφ), the subleading terms that contribute to the
charges (2.7) given below (terms involving M1, M2 and J , which are arbitrary functions
of φ). The constant k is a dimensionless constant proportional to the ratio between
the AdS radius and Newton’s constant, k = ℓ/4G. The normalization has been chosen
so as to simplify the comparison with the discussion of asymptotic symmetries in the
Chern-Simons formulation [22], where k denotes the level of the Chern-Simons action.
As shown in [8], these boundary conditions are preserved under transformations gen-
erated by the constraints,
H [ξ⊥, ξa] =
∫
drdφ
(
ξ⊥H + ξaHa
)
+Q[ξ⊥,0, ξφ,0] , (2.4)
provided the surface deformation parameters ξ⊥ and ξa fulfill
ξ⊥ = r ξ⊥,0(φ) +
α(φ)
r
+O(r−3) , (2.5a)
ξr = r β(φ) +O(r−1) , (2.5b)
ξφ = ξφ,0(φ) +
γ(φ)
r2
+O(r−4) , (2.5c)
where (i) ξ⊥,0(φ) and ξφ,0(φ) are arbitrary functions of φ, and (ii) the functions α(φ),
β(φ) and γ(φ) are definite functions of the leading orders ξ⊥,0(φ) and ξφ,0(φ) and also,
in the Hamiltonian formalism, of the relevant subleading terms M1(φ), M2(φ) and J(φ)
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appearing in the expansion of the canonical variables. These functions α, β, γ are deter-
mined by the requirement that the transformation generated by (2.4) indeed preserves
the boundary conditions (see Appendix of [8] for a detailed discussion and an explanation
of some of the subtleties). For instance, in the particular case ξ⊥,0(φ) = 1, ξφ,0(φ) = 0,
somewhat tedious but straightforward computations yield
α(φ) =
2π
k
M2(φ) , β(φ) = 0 , γ(φ) =
2π
k
J(φ) (for ξ⊥,0(φ) = 1, ξφ,0(φ) = 0) . (2.6)
The next subleading orders in (2.5) are undetermined but correspond to “proper gauge
transformations” in the terminology of [24] and so have no physical significance.
In the generator (2.4), the term Q[ξ⊥,0, ξφ,0] is the surface term at infinity that must
be added to the bulk piece of H [ξ⊥, ξa] so that H [ξ⊥, ξa] has well-defined functional
derivatives [25]. Explicitly,
Q[ξ⊥,0, ξφ,0] =
∫
dφ
{
ξ⊥,0(φ)M(φ) + ξφ,0(φ)J(φ)
}
, (2.7)
with M(φ) ≡ M1(φ) + 2M2(φ). To reach (2.7), we have inserted the asymptotic form
of the canonical variables in the formula giving the charges on top of page 222 of [8] –
where units were chosen so that 16πG = 1 – and dropped the constant (first) term, which
corresponds to adjusting the charges to be zero for the zero mass black hole.
The asymptotic symmetries are thus characterized by two arbitrary functions of φ,
namely, ξ⊥,0(φ) and ξφ,0(φ). As shown in [8] where the asymptotic algebra is computed,
these two arbitrary functions describe the conformal algebra in two dimensions, the two
independent Virasoro generators being L and L˜, with
M = L+ L˜ , J = L − L˜ . (2.8)
The surface integral (2.7) can be rewritten
Q[ξ+, ξ−] =
∫
dφ
{
ξ+(φ)L(φ) + ξ−(φ)L˜(φ)
}
(2.9)
with ξ± = ξ⊥,0 ± ξφ,0. The central charge is 3ℓ
2G
.
In order to proceed, it is useful to simplify the boundary conditions. As one sees from
(2.7), it is only the linear combination M(φ) ≡ M1(φ) + 2M2(φ) that appears in the
expression of the charges. Now, under radial redefinitions
r = r′ +
K(φ)
r′
(2.10)
which preserves the asymptotic conditions (2.1) and (2.2), the functionsM1(φ) andM2(φ)
are not separately invariant,
M1 → M ′1 = M1 − 4K , M2 →M ′2 = M2 + 2K ,
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but the chargeM1(φ)+2M2(φ) is invariant, as it should. The radial change of coordinates
(2.10) is a proper gauge transformation that can be used to set either M1(φ) or M2(φ)
equal to zero. In standard Schwarzschild coordinates, one sets M2(φ) = 0. For our
purposes, it will be more convenient to set instead M1(φ) = 0. This fixes the radial
coordinate up to order O(r′−3) (the other coordinates being kept fixed). We thus use
from now on the equivalent set of boundary conditions
grr = r
−2 +O(r−6) , grφ = O(r−3) , gφφ = r2 + 2π
k
M(φ) +O(r−2) (2.11)
and
πrr = O(r−1) , πrφ = J(φ)
2r2
+O(r−4) , πφφ = O(r−5) (2.12)
for which the surface term at infinity giving the charges reads
Q[ξ⊥,0, ξφ,0] =
∫
dφ
{
ξ⊥,0(φ)M(φ) + ξφ,0(φ)J(φ)
}
. (2.13)
2.2 Covariant form of the boundary conditions
The boundary conditions were given above in terms of the phase space variables. To make
the generalization to higher spins more direct, it is convenient to rewrite them in terms of
the Lagrangian variables, i.e., the spacetime metric gλµ. This is easy to do if one recalls
that phase space can be identified with the space of solutions of the equations of motion.
We shall thus integrate the equations of motion asymptotically to get the asymptotic form
of the spacetime metric, with (2.11) and (2.12) as initial conditions. To that end, we first
need to specify the lapse and the shift.
The lapse and the shift, which parametrizes the surface deformation being performed
in the actual motion in time, must define asymptotic symmetries, i.e., must belong to
the class (2.5). In the Minkowskian version of the theory with time ranging from −∞ to
+∞, which we are considering, it is customary to take the functions ξ⊥,0(φ) and ξφ,0(φ)
entering the lapse and the shift as ξ⊥,0(φ) = 1 and ξφ,0(φ) = 0, so that one marches
in time orthogonally to the surfaces t = const, in a manner such that ds = rdt (with
coefficient one) asymptotically. This is a particular choice that does not represent the
most general motion compatible with the asymptotic symmetry, but it is one that can
always be reached within the allowed surface deformation freedom. For definiteness, we
shall from now on restrict the motion to that case.
Other choices of lapse and shift might be necessary in different contexts, e.g., to discuss
black hole thermodynamics through the Euclidean continuation [26]. They can easily be
covered but this will not be done here.
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We thus take (see (2.6))
N = r +
2π
k
M
2r
+O(r−3) , (2.14a)
N r =
δ
r
+O(r−3) , (2.14b)
Nφ =
2π
k
J
r2
+O(r−4) . (2.14c)
The term δ(t,φ)
r
, which was present but not exhibited in (2.5b), is explicitly written here
because it corresponds to the definite compensating proper gauge transformation that
must accompany the motion in order to maintain the extra gauge condition M1(φ) = 0
that we have imposed on the radial coordinate. Given that it generates a proper gauge
transformation, its explicit expression is not of great interest and will not be given here.
This yields for the spacetime metric components at the initial time
grr = r
−2 +O(r−6) , grφ = O(r−3) , gφφ = r2 + 2π
k
M(φ) +O(r−2) (2.15)
and
gtt = −r2 + 2π
k
M(φ) +O(r−2) , grt = O(r−3) , gtφ = 2π
k
J(φ) +O(r−2) . (2.16)
Note that one has htt = hφφ and gtφ = Nφ = 16πGπ
r
φ to leading order (with gtt =
−r2 + htt, gφφ = r2 + hφφ). To get the spacetime metric at all times, one needs to
determine the time dependence of the two functions M and J , or what is the same,
L and L˜. With ξ⊥ asymptotically equal to 1 and ξφ asymptotically equal to zero, the
generator of time translations is
∫
dφM =
∫
dφ(L + L˜). The time dependence of L and
L˜ is obtained by taking the bracket with the generator of time translations and follows
from the Virasoro algebra, since
∫
dφ(L+ L˜) is one of the Virasoro generators. One gets
L˙ = L′ and ˙˜L = −L˜′ and therefore
L = L(x+) , L˜ = L˜(x−) , (2.17)
where x± = t± φ.
Thus, the covariant phase space description of the boundary conditions is
g = grrdr
2 + 2 gridrdx
i + gij(r, x
n)dxidxj , (2.18)
with xi = {t, φ} and
grr = r
−2 +O(r−6) , grj = O(r−3) (2.19)
and
gij =
r2
2
ηij +
2π
k
Lij +O(r−2) . (2.20)
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Here, ηij is the flat two-dimensional metric ηij = diag(−1, 1), which will be used to raise
and lower indices, while Lij is a traceless and conserved tensor,
∂iLij = 0 , ηijLij = 0 ,
i.e.,
L++ = L(x+) , L−− = L˜(x−) , L+− = 0 . (2.21)
In (2.18), we have also rescaled the radial coordinate r to conform with the Fefferman-
Graham conventions [27].
2.3 Re-derivation of the invariance under the conformal group
The above boundary conditions contain the known exact solutions to 2+1 gravity [28,29],
given in the Fefferman-Graham gauge [27] by3
g =
dr2
r2
+ gij(r, x
n)dxidxj , (2.22)
with
gij =
r2
2
ηij +
2π
k
Lij + 2π
2
k2 r2
LikLjk . (2.23)
In particular, anti-de Sitter space is recovered by setting
L = L˜ = − k
8π
, (2.24)
while the BTZ black hole “at rest” has L = 1
2
(M + J) and L˜ = 1
2
(M − J) with M and J
arbitrary constants such that M ≥ 0 [30, 31].
These boundary conditions are guaranteed to be invariant under the conformal group
in two dimensions, since they are the covariant transcription of the phase space bound-
ary conditions, which have been shown to be so [8] as we have recalled. It is however
instructive to rederive the conformal invariance directly from (2.18), (2.19) and (2.20).
This makes also our discussion self-contained. The derivation of asymptotic conformal
invariance in the metric formulation was actually also done in [8], but we shall repeat it
explicitly here in a different way more adapted to the higher spin extension: we shall use
the contravariant form of the boundary conditions. This is because the generalization of
the Lie bracket, namely, the Schouten bracket [32], is naturally defined for contravariant
tensors, and this is the geometrical differential operation that appears when investigat-
ing invariance conditions. Indeed, not only is the variation of any contravariant tensor
3When compared with the original Hamiltonian boundary conditions, the Fefferman-Graham gauge
involves two additional steps: (i) First, a choice of the radial coordinate, which can be reached by a
“proper” gauge transformation as we explained; (ii) Second, the choice ξ⊥,0(φ) = 1 and ξφ,0(φ) = 0 for
the lapse and the shift, which can be reached by an “improper” gauge transformation. This corresponds
to a definite choice of the conformal transformation at infinity defined by the motion in time.
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T µ1···µk under the infinitesimal diffeomorphism generated by the vector field vµ given by
(minus) its Lie derivative along vµ, which is equal to its Schouten bracket with vµ, but
the higher spin gauge transformations can also be expressed to leading order in terms of
the Schouten bracket of the inverse metric with the higher spin gauge parameters.
More information on the Schouten bracket is given in Appendix A. Another difference
with the treatment of [8], which was entirely off-shell, is that the present analysis is
performed within the covariant phase space, i.e., dynamical equations of motion can be
used when needed. When higher spins are included, this turns out to be necessary up to
some power of r−1 that depends on the spin.
In contravariant form, the boundary conditions read
g rr = r2 +O(r−2) , g ri = O(r−3) , g ij = 2
r2
ηij − 8π
k r4
Lij +O(r−6) . (2.25)
Asymptotic symmetries correspond to diffeomorphisms which leave the form of (2.25)
invariant. It is easy to check that the vectors vµ that generate them, called asymptotic
Killing vectors, have the same leading dependence on the radial coordinate as the Killing
vectors of AdS3, i.e.,
vr = r ζ(xk) +
ζ1(x
k)
r
+O(r−3) , (2.26a)
vi = ǫi(xk) +
ǫ1
i(xk)
r2
+O(r−4) . (2.26b)
From the transformation rule δgµν = [g, v]µν where [g, v]µν is the Schouten bracket,
[g, v]µν = gρν∂ρv
µ + gµρ∂ρv
ν − vρ∂ρgµν = −Lvgµν , one then gets the variation of the
inverse metric as
δg rr = − 4 ζ1 +O(r−2) , (2.27a)
δg ri =
2
r
{− ǫ1i + ∂ iζ}+O(r−3) , (2.27b)
and4
δg ij =
4
r2
{
∂(iǫ j) + ηijζ
}
+
4
r4
{
∂(iǫ1
j) + ηijζ1 − 2π
k
[L, ǫ ]ij − 8π
k
Lijζ
}
+O(r−6) , (2.28)
where [L, ǫ ]ij is the Schouten bracket in two dimensions, [L, ǫ ]ij = Lik∂kǫj + Lkj∂kǫi −
ǫk∂kLij. The variation preserves the form of gij only if the terms O(r−2) vanish and this
implies
2 ∂(iǫj) − ηij∂ · ǫ = 0 , ζ = − 1
2
∂ · ǫ . (2.29)
4Indices between parentheses are meant to be symmetrized with weight one, i.e. one divides the
symmetrized expression by the number of terms that appears in it, so that symmetrization of a symmetric
tensor reproduces the tensor without factor (projector). A fuller account of our conventions is given in
Appendix A.
12
The first condition is the conformal Killing equation for a two-dimensional vector, which
is solved by
ǫ+ = ǫ(x+) , ǫ− = ǫ˜(x−) , (2.30)
while the second condition completely determines ζ in terms of this conformal Killing
vector.
Imposing now that the terms displayed explicitly in (2.27) vanish leads to
ǫ1
i = − 1
2
∂ i∂ · ǫ , ζ1 = 0 . (2.31)
With this information, one can compute how asymptotic symmetries act on the space of
solutions, i.e. δLij. One gets from (2.28)
δLij = [L, ǫ ]ij − 2Lij∂ · ǫ+ k
4π
∂ i∂ j∂ · ǫ , (2.32)
or equivalently,
δL = − (ǫL′ + 2 ǫ′L) + k
4π
ǫ′′′ , δL˜ = −
(
ǫ˜ L˜′ + 2 ǫ˜ ′L˜
)
+
k
4π
ǫ˜ ′′′ , (2.33)
where the prime denotes a derivative with respect to the argument. This transformation
rule for Lij is compatible with the tracelessness and transverseness conditions. It is
interesting to observe that conversely, imposing that theO(r−4) piece in (2.28) be traceless
and transverse determines ǫ1
i and ζ1.
One thus finds again that the asymptotic symmetries are described by two arbitrary
functions (ǫ+ and ǫ−) of one argument (x+ or x−). The commutator of two asymptotic
symmetries is equal to the Lie bracket of the corresponding vector fields and is given, up
to irrelevant pure gauge subleading terms, by the algebra of the conformal Killing vectors
in two dimensions, i.e., the conformal algebra in two dimensions.
2.4 Comments
A couple of comments are in order:
1. The form of the boundary conditions (2.25) can be characterized as follows:
• The angular components of the deviation from the background (i.e., gij− 2
r2
ηij)
are such that if one lowers the indices with the background metric, one gets
terms of order one, gij − r22 ηij = O(1)); these O(1)-terms are the charges,
which obey conservation laws and tracelessness conditions (ensuring that there
are only two independent charges).
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• As one replaces one angular index i by one radial index r, one increases the
order of the background deviation by r, i.e., gri = rO (gij − 2
r2
ηij
)
and grr −
r2 = rO (gri).
These rules are consistent, in the sense that (i) they contain the known relevant solu-
tions and (ii) are invariant under asymptotic symmetries which form the conformal
group and contain the Killing vectors of the anti-de Sitter background (which are
some of the symmetries, forming the so-called “wedge subalgebra”). These asymp-
totic symmetries are completely specified, up to irrelevant terms, by boundary con-
formal Killing vectors.
2. These rules for establishing the boundary conditions are equivalent to the rules that
come from the standard Hamiltonian formalism. The rules can alternatively be
derived from the Chern-Simons formulation if one knows the boundary conditions in
that formulation, using the map between the metric-like fields and the CS connection
given in Appendix C. Actually, for pure gravity, it was the opposite route that was
followed, to derive the CS boundary conditions from the metric formulation [22].
3. The set of rules given in point 1 are not complete, in that they do not enable
one to identify the charges to the O(1) terms in the angular components of the
background deviation of the (covariant) metric. To do that, one needs to use the
action. It is not sufficient to rely only on symmetry considerations. However, once
one knows what the charges are, one can read off their algebra from their variations
(2.32) under asymptotic symmetries, since these variations are generated by the
charges themselves through the Poisson bracket. We shall in the sequel borrow
the information on what the charges are from the Chern-Simons formulation. The
algebra computed within the metric formulation will then be found to coincide with
the (W -)algebra obtained in the Chern-Simons context, as of course it should.
4. Conformal geometry at infinity: with our choice of boundary conditions, the metric
induced on the cylinder at infinity is the flat metric ηij in Minkowskian coordinates.
On could adopt different coordinates at infinity. Furthermore, it is actually only
the conformal class of the metric that is in fact determined since by the rescaling
of r, r → reΦ(xi), one may replace ηij by e2Φ(xi)ηij . Such transformations lead to
equivalent descriptions of the boundary conditions. It is useful to explicitly verify
the covariance, under these transformations, of the quantities and of the equations
that characterize the theory at infinity. If gij is the metric at infinity (= ηij with
our choices), we set g¯ij =
gij√−g and g¯
ij =
√−ggij. These are, respectively, a rank-
2 covariant tensor density of weight −1 and a rank-2 contravariant tensor density
of weight 1, which do not depend on the choice of representative gij within the
conformal class. The conformal Killing equation (2.29) can be rewritten equivalently
as [g¯, ǫ]ij = λg¯ij for some λ, where the Schouten bracket is computed as if g¯ij were an
ordinary tensor (without density weight), i.e. [g¯, ǫ]ij = g¯mj∂mǫ
i+ g¯im∂mǫ
j−ǫm∂mg¯ij.
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This explicitly displays its invariance under Weyl rescalings of the metric. Although
the Shouten bracket [g¯, ǫ]ij does not transform homogeneously as a tensor density
under changes of coordinates, the conformal Killing equation is invariant under
changes of coordinates because the terms by which [g¯, ǫ]ij fails to be a tensor density
are proportional to g¯ij, i.e., have the form of the right-hand side of the conformal
Killing equation (so λ is not a scalar density and its transformation matches the
transformation of the left-hand side). The easiest way to verify covariance under
changes of coordinates is of course to rewrite the conformal Killing equation as
Djǫi + Diǫj = µgij for some µ, which is now a scalar. Here Di is the torsionless
covariant derivative associated with an arbitrarily chosen two-dimensional metric
in the class {e2Φ(xi)ηij}. As we shall see, these direct considerations generalize to
higher order conformal Killing tensors.
The Virasoro generator Lij is a rank-2 contravariant tensor density of weight 2.
The traceless condition Lij g¯ij = 0 is obviously invariant under Weyl rescalings of
the metric. The same property holds for the divergenceless condition DjLij = 0,
which may be rewritten as [g¯,L]ijkg¯jk = 0 (taking into account the tracelessness
condition), an expression which is clearly invariant under Weyl rescalings since it
involves only the Weyl invariants g¯ij and g¯ij . Here, [g¯,L]ijk is again computed
without taking into account the density weight of g¯ij and Lij. Though itself not a
tensor density, its contraction [g¯,L]ijkg¯jk is. Note that the variation (2.32) is, apart
from the central charge term, (minus) the Lie derivative of a a rank-2 contravariant
tensor density of weight 2, as it should. Note also that the vector density of weight
one ji[ǫ] = Lijǫj ≡ Lijǫkg¯jk is conserved (∂iji[ǫ] = 0) for any conformal Killing
vector ǫi.
3 Spin-3 field coupled to gravity
In this section we consider a rank-3 tensor coupled to three-dimensional gravity as in [13],
assuming that no tensors of higher rank are present. We thus deal with the metric-like
counterpart of a sl(3,R)⊕ sl(3,R) Chern-Simons theory with principal embedding of the
gravitational subalgebra sl(2,R)⊕sl(2,R) into sl(3,R)⊕sl(3,R). The aim is to derive the
asymptotic symmetries of the coupled spin-2 – spin-3 system. The derivation illustrates
how the non-linearities that characterize the asymptotic symmetries of three-dimensional
higher-spin gauge theories emerge in the metric-like setup.
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3.1 Action & gauge transformations
3.1.1 Action
At lowest order in an expansion in the spin-3 field the interacting action contains the
minimal coupling of Einstein gravity to the free Fronsdal action [12]:
I{3} =
∫
d3x
√−g
16πG
{(
R +
2
ℓ2
)
+ φµνρ
(
Fµνρ − 3
2
g(µν Fρ)
)
+ LNM
}
+ O(φ4) , (3.1)
where we have temporarily reinstated ℓ for completeness purposes and where Fµνρ is the
covariantised Fronsdal tensor,
Fµνρ = φµνρ − 3
2
(∇λ∇(µφνρ)λ +∇(µ∇λφνρ)λ )+ 3∇(µ∇ν φρ) , (3.2)
and ∇ is the Levi-Civita connection.5 We have also defined φµ ≡ φµλλ and, likewise,
Fµ denotes the trace of the Fronsdal tensor. Besides minimal coupling, (3.1) contains all
“non-minimal” terms involving the Ricci tensor:
LNM = 3Rρσ
(
k1 φ
ρ
µν φ
σµν + k2 φ
ρσ
µ φ
µ + k3 φ
ρ φ σ
)
+ 3R
(
k4 φµνρ φ
µνρ + k5 φµ φ
µ
)
+
1
ℓ2
(
m1 φµνρ φ
µνρ +m2 φµ φ
µ
)
.
(3.3)
One can choose the ki arbitrarily, while
m1 = 6 (k1 + 3k4 − 1) , m2 = 6
(
k2 + k3 + 3k5 +
9
4
)
. (3.4)
Different ki do not label inequivalent couplings, but account for the freedom of performing
field redefinitions of the metric that are quadratic in the spin-3 field. For the subsequent
analysis, it turns out to be convenient to adopt the choice made in [13], to which we
refer for more information and motivations. This choice of the ki simplifies the gauge
transformation of the metric and reads
k1 =
3
2
, k2 = 0 , k3 = − 3
4
, k4 = − 1
2
, k5 = 0 . (3.5)
It will be assumed from now on. We shall come back to these ambiguities when discussing
the spin-4 case below.
5The options to introduce gravitational interactions via minimal coupling and to truncate the spectrum
to a sole spin-3 field are peculiarities of the three-dimensional setup, which are allowed by the vanishing
of the Weyl tensor (see e.g. [33] for a discussion of higher-spin interactions in D > 3 dimensions).
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3.1.2 Gauge transformations
The action (3.1) is not only invariant under diffeomorphisms, but also under covariantised
Fronsdal gauge transformations,
δφµνρ = 3∇(µ ξ νρ) +O(φ2) , (3.6)
provided that the trace of the gauge parameter vanishes,
ξλ
λ = 0 , (3.7)
and the metric simultaneously transforms as δgµν ∼ O(φ). We shall display the precise
form of the lowest order in the gauge transformation of the metric in Sect. 3.4.2. The
corrections O(φ4) to the action and the corresponding corrections to the gauge trans-
formations, which are instrumental in preserving the gauge symmetry at all orders, are
instead irrelevant for our goals. For more details on the action (3.1) and on its relation
with a sl(3,R)⊕ sl(3,R) Chern-Simons theory we refer to [13].
3.1.3 Anti-de Sitter solution
Anti-de Sitter space AdS3 with zero spin-3 field is a solution of the equations of motion.
This solution is invariant under the diffeomorphisms generated by the 6 independent
Killing vectors of anti-de Sitter space, which clearly leave invariant not only the anti-de
Sitter metric but also the zero spin-3 configuration.
Because the spin-3 field is equal to zero, the spin-3 gauge transformations have no
action on the metric while δφµνρ reduces to δφµνρ = ∇AdS(µ ξ νρ) where ∇AdSµ is the covari-
ant derivative in anti-de Sitter space. Invariance of the spin-3 field under spin-3 gauge
transformations, δφµνρ = 0, is therefore equivalent to the Killing tensor equation
∇AdS(µ ξ νρ) = 0 , (3.8)
where the Killing tensor ξ νρ should be traceless.
The Killing tensor equations have a long history and it would be out of place to quote
here the vast literature referring to that subject. Let us just mention the works [34–37]
related to our purposes. More information is also provided in Appendix B.
As shown in that Appendix, the equations (3.8) possess 10 independent (traceless)
solutions. To leading order, the Killing tensors of AdS3 behave as ξ
rr ∼ r2, ξri ∼ r1 and
ξij ∼ r0 at infinity. With the 6 independent Killing vectors, this gives 16 independent
symmetries of anti-de Sitter space. How the algebra of these symmetries reflects the
sl(3,R)⊕ sl(3,R) structure underlying the Chern-Simons formulation is discussed also in
Appendix B.
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Anti-de Sitter space is the solution with the maximum number of symmetries of the
theory and is called for that reason “the vacuum”. Its number of symmetries is finite.
There is an infinite enhancement at infinity of the algebra of exact vacuum symmetries,
which generalizes the phenomenon found in the pure gravitational case. The resulting
infinite-dimensional algebra of asymptotic symmetries is W3 ⊕W3, as we now explicitly
exhibit within the metric description.
3.2 Boundary conditions
In order to develop the asymptotic analysis of the coupled spin-2 – spin-3 system, we shall
proceed in two steps. First, we shall give the boundary conditions on the fields, motivating
them heuristically. Then, we shall explicitly verify that these boundary conditions fulfill
all three conditions outlined in the introduction and so are consistent.
3.2.1 Boundary conditions on the spin-3 field
We start by requiring that the angular components φijk with all indices down of the spin-3
field be of O(1). The reason why we demand this property is that it is the analog of the
condition gij − r22 ηij = O(1) for the metric. As we shall see, the angular components φijk
turn out to be the spin-3 charges.
The condition φijk = O(1) implies φijk = O(r−6). The components with radial indices
φrij , φrrj, φrrr then follow the rule that each time one replaces one angular index i by the
radial index r, the behavior of the leading fall-off term is multiplied by r. Furthermore, we
request the leading order of the trace of φrij to be zero, as this turns out to be necessary
to preserve the boundary conditions on the metric under spin-3 gauge transformations
(see discussion below Eq. (3.39)).
This yields the following boundary conditions on the spin-3 field:
φrrr = O(r−3) , (3.9a)
φrri = O(r−4) , (3.9b)
φrij = r−5 trij +O(r−7) , ηijtrij = 0 , (3.9c)
φijk =
6πC1
k r6
W ijk +O(r−8) , (3.9d)
where Wijk is a symmetric tensor which is both traceless and conserved:
∂ iWijk = 0 , Wij j = 0 . (3.10)
It is the spin-3 analogue of the boundary energy-momentum tensor Lij and it admits only
18
two independent chiral components:
W+++ =W(x+) , W−−− = W˜(x−) , W++− =W+−− = 0 . (3.11)
The numerical factor C1 in (3.9d) depends on the normalization conventions both for
the spin-3 field φijk and for the tensor W ijk. Different conventions have been adopted in
the literature so that we keep C1 free in our formulas without replacing it by its explicit
value. A definite choice of normalization – and hence a definite value of C1 – is given in
Appendix C. The choice made there agrees with the standard parameterizations of the
exact solutions, as also discussed in that Appendix. A similar strategy will be adopted
below when we introduce spin-4 and higher gauge fields, which also carry normalization-
dependent constants.
The tensorWijk has density weight 3. The trace-free condition is invariant under Weyl
rescalings of the metric, and so is the divergence free condition DiW ijk = 0 which can
equivalently be rewritten as [W, g¯]ijkmg¯im = 0.
3.2.2 Boundary conditions on the metric
The computation of the asymptotic spin-3 symmetries turns out to “dig deeper” into
the asymptotic structure of the metric, because the asymptotic variation of the relevant
O(r−6)-term in φijk involves the O(r−2)-term, O(r−3)-term and O(r−6)-term in, respec-
tively, grr, gri and gij. Thus, we need to specify these terms. This is a novelty of the
higher-spin case with respect to pure gravity, which will get amplified as we add further
higher spin fields in the sense that even higher order terms in the metric will then have
to be specified.
In the covariant description of phase space followed here, the strengthening of the
boundary conditions amounts to imposing the equations of motion at the next order.
This gives explicitly:
grr = r2 + r−2 hrr +O(r−4) , (3.12a)
gri = r−3 hri +O(r−5) , (3.12b)
gij =
2
r2
ηij − 8π
k r4
Lij + r−6 hij +O(r−8) , (3.12c)
where hrr, hri and hij are now no longer arbitrary functions of t and φ but satisfy instead
hij = − ∂(ihj)r − 1
2
ηijhrr +
24π2
k2
LikLjk . (3.13)
At the order where the hµν-coefficients appear, the equations of motion for the metric
Gµν = 8πGTµν do not receive spin-3 field back-reaction terms and so reduce to the
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vacuum field equations Gµν = 0. Hence the absence in (3.13) of the functions appearing
in the spin-3 asymptotic expansion.
One could perform a proper gauge transformation to set
hrr = 0 , hri = 0 ⇒ hij = 24π
2
k2
LikLjk . (3.14)
This would be the generalization of the radial gauge condition imposed above in the
Hamiltonian description. However, we shall refrain from achieving this additional step
here as it does not lead to significant simplifications.
The asymptotic form of the fields, i.e. (3.9) and (3.12), is compatible with the asymp-
totic form of the known solutions given in [6, 13] (see Appendix C).
As we stressed already many times, the ultimate justification of the boundary condi-
tions is that they form a set fulfilling all the consistency requirements, as we now show.
3.3 A first consistency check: asymptotic conformal invariance
Besides containing the solutions of [6, 13], the boundary conditions can be verified to
be compatible with the asymptotic conformal symmetry. The computations are almost
identical to those of the pure metric case and go as follows. The asymptotic Killing vectors
take the form
vr = r ζ +
ζ1
r
+
ζ2
r3
+O(r−5) , (3.15a)
vi = ǫi +
ǫ1
i
r2
+
ǫ2
i
r4
+O(r−6) . (3.15b)
One then gets the variation of the inverse metric as
δg rr = − 4 ζ1 + 8
r2
{
− ζ2 + 1
2
hrrζ − 1
8
ǫi∂ih
rr +
1
4
hri∂iζ
}
+O(r−4) , (3.16a)
δg ri =
2
r
{− ǫ1i + ∂ iζ}
+
4
r3
{
− ǫ2i + 1
2
∂ iζ1 − 2π
k
Lij∂jζ + 1
4
[ hr, ǫ ]i + hriζ
}
+O(r−5) , (3.16b)
and
δg ij =
4
r2
{
∂(iǫ j) + ηijζ
}
+
4
r4
{
∂(iǫ1
j) + ηijζ1 − 2π
k
[L, ǫ ]ij − 8π
k
Lijζ
}
+
4
r6
{
∂(iǫ2
j) + ηijζ2 − 2π
k
[L, ǫ1 ]ij − 8π
k
Lijζ1 + 1
4
[ h, ǫ ]ij +
3
2
hijζ − hr(iǫ1j)
}
+O(r−8) ,
(3.17)
20
where, as in the previous section, [L, ǫ ]ij denotes the two-dimensional Schouten bracket
at infinity. Preservation of the form of the inverse metric imposes again that ǫk be a
conformal Killing vector while ζ , ζ1 and ǫ
k
1 satisfy again
ζ = − 1
2
∂ · ǫ , ζ1 = 0 , ǫ1i = ∂iζ (3.18)
since the new boundary conditions for the metric are identical to the old ones at the first
leading orders. This yields the same variation (2.32) of Lij as found above.
The additional terms in (3.16) and (3.17) fix the variations δhrr, δhri and δhij of the
subleading terms which made their appearance through the strengthening of the boundary
conditions. One can verify that these variations consistently satisfy
δhij + ∂(iδhj)r +
1
2
ηijδhrr =
48π2
k2
Lk(iδLj)k , (3.19)
with the δLij given by (2.32), provided that one imposes (3.13) (but without the need to
impose any conditions on ζ2 and ǫ2
i which drop from (3.19)). That (3.13) is preserved
is not a surprise, since it is a consequence of the equations of motion and asymptotic
symmetries, which are particular diffeomorphisms, map solutions of the field equations
on solutions. At any rate it is reassuring that both ways to compute δLij, either from the
O(r−4)-term in (3.17) or from (3.19), give identical results.
We now turn to the spin-3 field, which transforms as
δφλµν = [φ, v]λµν ≡ 3φρ(µν∂ρvλ) − vρ∂ρφλµν = −Lvφλµν (3.20)
under spacetime diffeomorphisms. Transformations generated by the asymptotic Killing
vectors (3.15), with coefficients ζ, ζ1 and ǫ
i, ǫi1 determined by the above analysis, are easily
verified to preserve the boundary conditions. Furthermore one finds that the variation of
W ijk is given by
δW ijk = [W, ǫ ]ijk − 3W ijk∂ · ǫ . (3.21)
This equation just expresses that W ijk is a tensor density of weight 3, in agreement
with what was stated above. It preserves therefore the trace-free and divergence-free
conditions, and implies
δW = − ǫW ′ − 3 ǫ′W , δW˜ = − ǫ˜ W˜ ′ − 3 ǫ˜ ′ W˜ . (3.22)
In fact, there is a clear connection between the density weight of W ijk (namely 3) and
the power of r of which it is the coefficient in the expansion of φijk (namely r−6). This
connection can be traced to Eq. (3.18), which states that the radial component ζ of the
infinitesimal three-dimensional diffeomorphism completing to spacetime the infinitesimal
two-dimensional diffeomorphism ǫi is ζ = −1
2
∂ · ǫ. The action of ζr ∂
∂r
on F
r2n
, where F is
an arbitrary function of xi, is therefore n F
r2n
∂ · ǫ. This is exactly the variation of a density
of weight n under the infinitesimal diffeomorphism ǫi.
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3.4 Asymptotic Killing tensors and W3-algebra
The analysis just performed of the behavior of the fields under diffeomorphisms that tend
to conformal transformations at infinity is a straightforward generalization of what was
found for pure gravity and brings no surprise. The emergence of a W -algebra is more
interesting. It follows from the study of the transformation of the fields under the spin-3
gauge symmetry.
3.4.1 Transformation of the spin-3 field
We start with the spin-3 field because its gauge variation controls the behavior of the
spin-3 gauge parameter ξµν at infinity in a neat way.
In the contravariant form more convenient to our purposes, the spin-3 field transforms
under spin-3 gauge transformations as
δφµνρ = [ g, ξ ]µνρ +O(φ2) . (3.23)
The unwritten O(φ2)-terms does not play any role because they are subleading with
respect to the significant terms.
In AdS3 with zero spin-3 field, the variation of φ
µνρ reduces to the Killing tensor
equation ∇(µAdS ξ νρ) = 0. Invariance up to lower order terms of the AdS background with
zero spin-3 field forces therefore the spin-3 gauge transformations to be generated by
gauge parameters which have the same leading dependence on the radial coordinate as
the Killing tensors6 of AdS3. One can then derive the additional conditions that they
have to satisfy following the same approach as in the pure metric case. We thus consider
gauge parameters of the form7
ξrr = r2 λ+ λ1 + r
−2λ2 +O(r−4) , (3.24a)
ξri = r wi + r−1w1i + r−3w2i +O(r−5) , (3.24b)
ξij = χij + r−2 χ1ij + r−4 χ2ij +O(r−6) , (3.24c)
where the coefficients of the various powers of r are functions of t and φ. The trace
constraint gαβξ
αβ = 0 imposes at orders O(r2) and O(1)
ηijχ
ij = 0 (3.25)
and
λ+
1
2
ηijχ1
ij +
2π
k
Lijχij = 0 . (3.26)
6Conversely, acting with the exact Killing tensors of AdS3 on the known solutions of [6,13] generates
terms which have the asymptotic behavior given in the text.
7It is in fact easy to see directly that higher powers of r, e.g., r3 in ξrr, are in fact not allowed by the
asymptotic conditions, so that the behavior assumed in (3.24) is not a restriction.
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We begin the analysis with the variation of the purely angular components (3.9d),
which contains the physics. One finds at leading order
δφijk =
6
r2
{
∂(iχjk) + 2 η(ijwk)
}
+O(r−4) . (3.27)
The O(r−2)-term in the variation has to vanish in order to be compatible with the bound-
ary conditions (3.9). Combining this information with (3.25) one realizes that χij must
satisfy
∂(iχjk) − 1
2
η(ij∂ · χk) = 0 , (3.28)
while wi is not independent from χij :
wi = − 1
4
∂ · χi . (3.29)
The condition (3.28) implies that χij is a conformal Killing tensor for the boundary metric
(see e.g. [35]). In terms of g¯ij, it can be rewritten as
[ g¯, χ ]ijk = µ(ig¯jk) (3.30)
for some µi, which exhibits its invariance under conformal rescalings of the metric. In two-
dimensions the conformal Killing equation, together with the trace-free condition (3.25),
implies that χij has two independent chiral components:
χ++ = χ(x+) , χ−− = χ˜(x−) , χ+− = 0 . (3.31)
We now turn to the next order in r−2. A direct computation yields:
δφijk =
6
r4
{
∂(iχ1
jk) + 2 η(ijw1
k) − 4π
3k
[L, χ ]ijk − 16π
k
L(ijwk)
}
+O(r−6) . (3.32)
The terms displayed explicitly in (3.32) vanish together with the leading orders in
δφrri = 4
{
− w1i + 1
2
∂ iλ
}
+O(r−2) , (3.33a)
δφrij =
2
r
{
− χ1ij + 2 ∂(iwj) + 2 ηijλ
}
+O(r−3) , (3.33b)
provided that
λ =
1
12
∂ · ∂ · χ− 2π
3k
Lijχij , (3.34a)
w1
i =
1
24
∂ i
{
∂ · ∂ · χ− 8π
k
Lklχkl
}
, (3.34b)
χ1
ij = − 1
2
∂(i∂ · χj) + 1
6
ηij ∂ · ∂ · χ− 4π
3k
ηijLklχkl . (3.34c)
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These conditions also preserve the trace constraint (3.26). In (3.34) a peculiarity of
higher-spin gauge fields already emerges neatly: the components of the gauge parameters
that preserve the boundary conditions depend on the boundary currents. This introduces
powers of Lij in the variation of W ijk and eventually brings the non-linearities in the
asymptotic symmetries algebras first observed in [5, 6].
At the next order the variation of the component φijk reads
δφijk =
6
r6
{
∂(iχ2
jk) + 2 η(ijw2
k) − 4π
3k
[L, χ1 ]ijk − 16π
k
L(ijw1k)
+
1
6
[ h, χ ]ijk + 3 h(ijwk) − hr(iχ1j)
}
+O(r−8) ,
(3.35)
where the subleading components of the metric hrr, hri and hij appear for the first time.
One also finds
δφrrr = − 6 r λ1 + 12
r
{
− λ2 + hrrλ− 1
4
wi∂ih
rr +
1
4
hri∂iλ
}
+O(r−3) , (3.36a)
δφrri =
8
r2
{
− w2i + 1
4
∂ iλ1 − π
k
Lij∂jλ
+
1
4
[ hr, w ]i + hriλ− 1
8
χij∂jh
rr +
1
2
hrrwi
}
+O(r−4) , (3.36b)
δφrij =
4
r3
{
− χ2ij + ∂(iw1j) + ηijλ1 − 2π
k
[L, w ]ij − 8π
k
Lijλ
+
1
4
[ hr, χ ]ij + 2 hr(iwj)
}
+O(r−5) . (3.36c)
From the variations of the components with at least one radial index, one gets λ1, λ2,
w2
i and χ2
ij. Substituting the resulting expressions into (3.35) gives then δW ijk,
δW ijk = − 1
6C1
{
2 ∂ i∂ j∂ k(Lmnχmn) + 3 ∂m∂(iLjk)∂ · χm + 9 ∂mL(ij∂k)∂ · χm
+ 6
(
∂mL(ij∂m∂ · χk) − ∂(iLj|m∂m∂ · χ|k)
)
+
(
8L(ij∂k) + 5 η(ijLk)m∂m
)
∂ · ∂ · χ
− 18Lm(i∂m∂ j∂ · χk) − k
4π
∂ i∂ j∂ k∂ · ∂ · χ− 8π
k
[ (
8L(ij∂k) + 5 η(ijLk)p∂p
)
(Lmnχmn)
− 9χm(i|∂m
(Ln|jLk)n)− 27
2
Lm(iLmj∂ · χk) + 9LmnLn(i∂mχjk)
]}
, (3.37)
where we have explicitly used the relation (3.13) on the metric fluctuations hrr, hri and
hij . It is important to realize that if this relation did not hold, the resulting δW ijk would
not have been a traceless, conserved tensor density of weight 3. This is the reason why
we imposed this relation, which is, as we have indicated, a consequence of the equations
of motion. These must therefore hold up to some appropriate order in 1/r. In the metric-
like formulation the conformal invariance at the boundary is thus achieved only on shell,
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consistently with the on-shell closure of the algebra of metric-like gauge transformations
(see e.g. [13, 38]).
From (3.37), one can derive the variation of the two independent components of Wijk
and obtain
δW = 1
6C1
{
2χL′′′ + 9χ′L′′ + 15χ′′L′ + 10χ′′′L− k
4π
χ(5) − 64π
k
(
χLL′ + χ′L2)} (3.38)
in perfect agreement e.g. with Eq. (4.20b) of [6] apart from a flip in the sign of L due to
a different choice of conventions. A similar expression holds for δW˜.
3.4.2 Transformation of the metric
The asymptotic transformation of the spin-2 field Lij under the asymptotic spin-3 sym-
metries is strictly speaking not needed since it follows from the asymptotic transformation
of the spin-3 field W ijk under the asymptotic spin-2 symmetries, which we have already
computed in (3.21). This is because these fields are the generators of the corresponding
transformations. Since the Poisson bracket is antisymmetric, knowledge of δW ∼ {W,L}
determines completely δL ∼ {L,W } = −{W,L}.
However, as a consistency check, it is useful to derive δχLij directly from the variation
of the metric under spin-3 gauge transformations. This is an interesting computation
because it tests the terms linear in φµνρ in δ3gµν . For instance, δ3gµν is sensitive to the
trace of the tensor trij which we displayed in the boundary conditions (3.9) for the spin-3
field, while δ2φµνρ is not. As a result, the knowledge of the variation of the metric is
instrumental in fixing the precise boundary conditions on the fields.
The spin-3 gauge transformation of the metric that compensates the variation of the
Fronsdal Lagrangian under the transformation (3.23) of the spin-3 field is
δgµν = − 3
{
αφρσ
(µ∇ν)ξρσ + β φρ∇(µξν)ρ + 4 ξρσ∇ρ φµνσ + (α− 8) ξρσ∇(µφν)ρσ
+ 8 ξρ(µ∇ · φν)ρ − 8 ξρ (µ∇ρ φν) + (β − 8) ξρ(µ∇ν)φρ + 2 ξµν∇ · φ
− gµν
[
4 ξρσ∇· φρσ − 8 ξρσ∇ρ φσ
]}
+O(φ3) ,
(3.39)
an expression computed with the choice (3.5) of the coefficients ki entering the action
(3.3). Different choices would have led to more involved expression for δgµν [13]. The
variation (3.39) contains two free parameters, α and β, which parametrize field dependent
diffeomorphisms generated by
vµ = α ξρσφµρσ + β ξ
µρφρ . (3.40)
Computing (3.39) near the boundary, one finds, using (3.9) and trk
k = 0, that the metric
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transforms as
δgrr = − 3
2
(12− α) trijχij +O(r−2) , (3.41a)
δgri = − 9πC1
2k r
(12− α)W ijkχjk +O(r−3) , (3.41b)
δgij =
3
2 r4
{
2(12− α) trk(iχj)k
}− 9πC1
k r4
{
4χkl∂kWlij + αWkl(i∂j)χkl
− (8− α)χkl∂(iWj)kl − 2Wkl(i∂lχj)k
}
+O(r−6) , (3.41c)
where, as anticipated, one can notice a dependence on trij in δgrr and δgij.
Making the choice α = 12 eliminates the leading orders in δgrr and δgri, while δgij
becomes
δgij = −36πC1
k r4
{
χkl
(
∂kWlij + ∂(iWj)kl
)
+ 3Wkl(i∂j)χkl
}
+O(r−6) . (3.42)
One immediately extract from (3.42) the variation of the Virasoro charges Lij under the
spin-3 gauge transformations,
δχLij = 9C1
2
{
χkl
(
∂kWlij + ∂(iWj)kl
)
+ 3Wkl(i∂j)χkl
}
, (3.43)
an expression which is a traceless, transverse tensor density of weight 2 provided that χij
is a conformal Killing tensor.8 Taking into account (3.31), the variation of the components
is finally found to be
δL = 9C1
2
( 2χW ′ + 3χ′W ) , δL˜ = 9C1
2
(
2 χ˜ W˜ ′ + 3 χ˜′ W˜
)
. (3.44)
To conclude this section, a comment is in order: had we taken different values of
the ki coefficients in the action, we would have found the same final value for δLij,
but a compensating diffeomorphism might have been needed. A judicious choice of the
free parameters in the action is helpful to simplify the computation of the asymptotic
symmetries, but it does not affect the variation of the charges. This is because the field
redefinitions under consideration do not affect our boundary conditions to leading order.
As we shall see in the next section, this state of affairs becomes more intricate when fields
of spin higher than 3 are included.
3.5 Charges & asymptotic symmetries
One can verify that our boundary conditions are equivalent to the Chern-Simons boundary
conditions given in [5,6], in the sense that if one computes the metric and spin-3 field from
8Conversely, the trace of (3.43) vanishes only if ∂−χ
++ = ∂+χ
−− = 0. These two conditions, combined
with χ+− = 0 required by (3.25), imply that χij is a conformal Killing tensor.
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the Chern-Simons connection using the formulas given in Appendix C, one gets fields that
obey the boundary conditions given here.
In addition to checking agreement, this computation reveals that the coefficients Lij
and W ijk appearing in the angular components of the metric and the spin-3 fields are
indeed the charges generating the W -symmetry. This is of course not surprising given
that Lij and W ijk are conserved and traceless, and was anticipated in our terminology.
Much in the same way as the conserved current associated with the conformal Killing
vector ǫi is the vector density of weight one ji[ǫ] = Lijǫj ≡ Lijǫkg¯jk, the conserved
current associated with the conformal Killing tensor χij is the vector density of weight
one ji[χ] =W ijkχjk ≡ W ijkχlmg¯jlg¯km.
Alternatively, one can also identify Lij and W ijk with the charges by using the Hamil-
tonian formalism, “a` la Regge-Teitelboim” [25]. This will be done in a forthcoming
work [18]. Yet another method is provided by the covariant approach of [39].
Once one knows that the charges are Lij andW ijk, one can read off their algebra from
their variation under the W -transformations through the formula δBQA = {QA, QB}
where QA stands for a generic charge and δBQA is the known variation of QA under the
transformation generated by QB. The variations of all the charges were computed above
and given in formulas (2.33), (3.22), (3.38) and (3.44), from which one infers
{L(u),L(v)} = δ(u− v)L′(u) + 2 δ′(u− v)L(u)− k
4π
δ′′′(u− v) , (3.45a)
{L(u),W(v)} = 2 δ(u− v)W ′(u) + 3 δ′(u− v)W(u) , (3.45b)
{W(u),W(v)} = 1
6C1
(
2 δ(u− v)L′′′(θ) + 9 δ′(u− v)L′′(u) + 15 δ′′(u− v)L′(u) (3.45c)
+ 10 δ′′′(u− v)L(u) + 64π
k
(
δ(θ − θ′)L(u)L′(u) + δ′(u− v)L2(u))+ k
4π
δ(5)(u− v)
)
.
Note that, as it should, the expression obtained for the bracket {L(u),W(w)} is the same
whether one computes it from δWL or from δLW. The formulas (3.45) are in complete
agreement with those of [5,6] and give the same nonlinear classicalW3 algebra with central
charge c = 3ℓ
2G
identical to that of pure gravity.
In contrast to the finite-dimensional algebra of exact symmetries of the vacuum, the
asymptotic symmetry algebra is infinite-dimensional. This is exactly as in the pure gravity
case. Just as in that case, the exact symmetry algebra of the vacuum corresponds to the
first Fourier modes of L and W, namely L0, L±1, W0, W±1 and W±2 on each chiral side
(“wedge algebra”).
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4 Fields of spin 3 and 4 coupled to gravity
We now add to the previous setup a single rank-4 symmetric tensor, thus moving to the
metric-like counterpart of a sl(4,R)⊕sl(4,R) Chern-Simons theory with principal embed-
ding of the gravitational subsector. The aim is to illustrate another novelty introduced
by higher-spin gauge fields, namely the influence of interacting vertices on the structure
of asymptotic symmetries. This brings into the action some parameters which cannot be
absorbed by redefinitions of the fields, and that are the seeds of the different extensions
of the conformal algebra that one can realize asymptotically.
4.1 Action & gauge transformations
At lowest order in an expansion in the higher-spin fields the action contains the minimal
coupling of Einstein gravity to the spin-3 and spin-4 free Fronsdal actions. As in Sect. 3.1
one can also add “non-minimal” terms which are quadratic in the fields, but they can be
always eliminated by a field redefinition of the metric. The action is invariant under the
infinitesimal gauge transformations
δgµν = 2∇(µvν) +O(φ, ϕ) , (4.1a)
δφµνρ = 3∇(µ ξ νρ) +O(φ, ϕ) , (4.1b)
δϕµνρσ = 4∇(µκνρσ) +O(φ, ϕ) , (4.1c)
provided that all gauge parameters are traceless and the double-trace of the spin-4 field
vanishes:9
ϕλ
λ
ρ
ρ = 0 . (4.2)
The schematic form (4.1) of the gauge transformations does not provide sufficient infor-
mation, however, to identify completely the asymptotic symmetries of the model. With
hindsight this is not surprising since a similar phenomenon was encountered already in the
coupled spin-2 – spin-3 case, where the higher spin corrections to the gauge transforma-
tions of the metric were needed. Here, one also needs the corrections to the spin-3 gauge
transformations – which were not necessary in the previous section –, because the addi-
tional contributions that should appear in δWijk in order to reproduce the Chern-Simons
result call for extra terms in the spin-3 gauge transformations. Within the current setup
we shall indeed see that some of the omitted contributions in (4.1) have to be worked out
because they do affect the variation of relevant terms in the boundary conditions. We
must therefore keep in mind that we must keep control of the first of these terms in the
expansion.
9One can actually weaken this condition: at the interacting level the constraint (4.2) of the free theory
is compatible with a constraint of the form ϕλ
λ
ρ
ρ ∼ O(ϕ2). One can however always eliminate the non-
linear terms with a field redefinition and go back to the constraint (4.2). This is our choice, while we
shall comment more on the double-trace constraint in Appendix C.
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We are thus led to consider the action
I{3,4} =
∫
d3x
√−g
16πG
(LEH + L3 + L4 + L3−3−4 + L4−4−4) + · · · , (4.3)
where LEH is the Einstein-Hilbert Lagrangian, while L3 and L4 are the covariantised free
Fronsdal Lagrangians for a spin-3,
L3 = φµνρ
(
Fµνρ − 3
2
g(µνFρ)
)
+ 3Rαβ
(
k1 φ
α
µν φ
βµν + k2 φ
αβ
µφ
µ + k3 φ
αφ β
)
+ 3R
(
k4 φµνρφ
µνρ + k5 φµφ
µ
)
+
1
ℓ2
(
m1 φµνρφ
µνρ +m2 φµφ
µ
)
,
(4.4)
and a spin-4 field,
L4 = ϕµνρσ
(Fµνρσ− 3 g(µνFρσ))+ 6Rαβ( l1 ϕαµνρϕ β µνρ+ l2 ϕαβµν ϕµν+ l3 ϕαµϕ βµ )
+ 6R
(
l4 ϕµνρσϕ
µνρσ + l5 ϕµνϕ
µν
)
+
1
ℓ2
(
n1 ϕµνρσϕ
µνρσ + n2 ϕµνϕ
µν
)
.
(4.5)
In both cases F denotes the covariantised Fronsdal tensor, with a symmetric ordering for
the covariant derivatives as in (3.2). At lowest order the presence of L4 does not affect
the conditions for the gauge invariance of L3. The mi are therefore fixed as in (3.4), while
n1 = 2 (6l1 + 18l4 − 7) , n2 = 12
(
l2 + 2l3 + 3l5 +
19
4
)
. (4.6)
The terms L3−3−4 and L4−4−4 denote instead the cubic vertices with at most two
derivatives that one can build with φµνρ and ϕµνρσ. The action (4.3) displays the same
number of gauge symmetries as in (4.1) only if cubic vertices are fixed – up to an overall
coupling constant and up to field redefinitions. Their detailed structure is shown in
appendices D and E. The corresponding gauge transformations are also given explicitly
there and we shall only reproduce here their schematic form10
δg = ∇v + φ∇ξ + ϕ∇κ+ φϕ∇ξ + φ2∇κ + ϕ2∇κ+ · · · , (4.7a)
δφ = ∇ξ + ϕ∇ξ + φ∇κ+ φ∇v + · · · , (4.7b)
δϕ = ∇κ + ϕ∇κ+ φ∇ξ + ϕ∇v + · · · . (4.7c)
These transformations leave the action invariant up to terms of quadratic order in the
higher-spin fields. Invariance up to that order does not impose any restriction on the
coupling constants in the cubic vertices, but these can be fixed either by demanding
invariance up to the cubic order, or equivalently, by asking for the closure of the algebra
of asymptotic symmetries (see discussion below (4.41)). As in Sect. 3.1 we omitted higher-
order corrections in both the action and the gauge transformations. They are instrumental
to secure the gauge symmetry, but irrelevant to determine the asymptotic symmetries of
the model.
10In (4.7) fields and gauge parameters are meant to carry the same indices as in (4.1) and one has to
distribute the derivative over all tensors and consider all possible contractions of indices (see appendices
D and E for details).
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4.2 Boundary conditions
In analogy with our treatment of the asymptotic analysis of the coupled spin-2 – spin-3
system, we shall first give the boundary conditions on the fields, motivating them heuris-
tically. Then, we shall verify their consistency, i.e. that they fulfill the three conditions
outlined in the introduction.
4.2.1 Boundary conditions on the spin-4 field
The rationale behind the boundary conditions on the spin-4 field is the same as in Sect. 3.2:
we require that the angular components with all indices down are O(1), which implies
ϕijkl = O(r−8). The components with radial indices then follow the rule that each time
one replaces one angular index i by the radial index r, the behavior of the leading fall-
off term is multiplied by r. In analogy with the spin-3 case, the independent angular
components turn out to be the two independent spin-4 charges.
The existence of a self-interacting cubic vertex for the spin-4 field requires however
an additional important specification: the first subleading components of the field must
satisfy the asymptotic equations of motion, since they enter the computation of asymptotic
symmetries even in the absence of tensors of spin > 4. This yields the following boundary
conditions on the spin-4 field:
ϕrrrr = O(r−4) , (4.8a)
ϕrrri = O(r−7) , (4.8b)
ϕrrij = O(r−8) , (4.8c)
ϕrijk = r−9 urijk +O(r−11) , ηijurijk = 0 , (4.8d)
ϕijkl =
8πC2
k
(
1
r8
U ijkl − 10π
k r10
Lm(iU jkl)m
)
+O(r−12) , (4.8e)
where U ijkl is a symmetric tensor which is both traceless and conserved:
∂ iU ijkl = 0 , U ijkk = 0 . (4.9)
It is the spin-4 analogue of the boundary currents Lij and W ijk, and it admits only two
independent chiral components:
U++++ = U(x+) , U−−−− = U˜(x−) , U+++− = U++−− = U+−−− = 0 . (4.10)
The strengthening of the boundary conditions on almost all radial components with re-
spect to the rule recalled above is forced by the asymptotic equations of motion: the
leading terms in ϕrrri, ϕrrij and ϕrijk vanish on shell if one fixes the O(r−10) term in
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ϕijkl as in (4.8e). One could also proceed without setting them to zero and taking into
account the relations among components imposed by the equations of motion, but this
will complicate the already intricate computation of asymptotic symmetries. The overall
factor in (4.8e) is instead a matter of conventions. It has been chosen so as to agree with
the parameterisation of the exact solutions discussed in Appendix C.
The tensor U ijkl has density weight 4. As we discussed above, this is because it is the
O(r−8)-term in the expansion of ϕijkl. The trace-free condition and the divergence-free
condition Di U ijkl = 12 [U , g¯ ]ijklmg¯im = 0 are invariant under Weyl rescalings of the metric.
4.2.2 Boundary conditions on the spin-3 field and on the metric
Increasing the spin of the charges increases their density weight and decreases the power of
r at which they appear in contravariant tensors (compare (2.25), (3.9d) and (4.8e)). Now,
the asymptotic variation of the relevant O(r−8) terms in ϕijkl naturally involves subleading
terms of higher orders than the ones written so far in both the metric and the spin-3 field.
One must therefore, as we already found in the spin-3 case, “dig deeper” and specify these
higher order terms in gij and φijk. The additional higher-order contributions, which were
present but unwritten above, must of course be compatible with the asymptotic equations
of motion. We thus consider the following boundary conditions on the spin-3 field:
φrrr = O(r−5) , (4.11a)
φrri = O(r−6) , (4.11b)
φrij = r−7 trij2 +O(r−9) , ηijtrij2 = 0 , (4.11c)
φijk =
6πC1
k
(
r−6W ijk + r−8 tijk)+ O(r−10) . (4.11d)
To simplify computations, we have fixed the gauge trrr = trri = trij = 0 with respect to
(3.9), and the field equations correspondingly fix the subleading correction in φijk as
tijk = − 8π
k
Lm(iWjk)m . (4.12)
For the metric we consider the following boundary conditions:
grr = r2 +O(r−6) , (4.13a)
gri = O(r−7) , (4.13b)
gij =
2
r2
ηij − 8π
k r4
Lij + r−6 hij + r−8 h2ij +O(r−10) . (4.13c)
We have imposed hrr = hri = 0 as suggested by (3.14) as well as similar gauge conditions
on the subleading components, thus obtaining the conditions on hij and h ij2 corresponding
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to (3.13) in the form,
hij =
24π2
k2
LikLjk , (4.14a)
h2
ij = −
(
64π3
k3
LikLj lLkl + 10π
2
3k2
W iklWjkl
)
. (4.14b)
Note that there is a back-reaction of the spin-3 field on the O(r−8)-order in gij.
In (4.11) and (4.13) we wrote explicitly the terms that one needs to compute the
variation of all charges. To check that asymptotic symmetries preserve our boundary
conditions on the spin-4 field at, e.g., order O(r−10) in ϕijkl one should also impose that
the next subleading corrections satisfy the equations of motion.
4.3 Asymptotic conformal invariance
Besides containing the solutions that one can derive from the Chern-Simons formulation,
the boundary conditions can be verified to be compatible with the asymptotic conformal
symmetry. The check is however slightly subtler in this case, since compensating higher-
spin gauge transformations become relevant.
The check that the new boundary conditions for the metric are compatible with the
asymptotic conformal invariance proceeds in full analogy with Sect. 3.3. Since we consider
more subleading contributions in gµν , one has to consider extra contributions in the gauge
parameters too:
vr = r ζ +
ζ1
r
+
ζ2
r3
+
ζ3
r5
+O(r−7) , (4.15a)
vi = ǫi +
ǫ1
i
r2
+
ǫ2
i
r4
+
ǫ3
i
r6
+O(r−8) . (4.15b)
The variation of the metric agrees with that displayed in Sect. 3.3 up to the corresponding
orders (recall however that now we fixed the gauge hrr = hri = 0). The new contributions
are instead
δgrr = · · · − 12
r4
ζ3 +O(r−6) , (4.16a)
δgri = · · ·+ 6
r5
{
− ǫ3i + 1
3
∂iζ3 − 4π
3k
Lij∂jζ2 + 1
6
hij∂jζ
}
+O(r−7) , (4.16b)
δgij = · · ·+ 4
r8
{
∂(iǫ3
j) + ηijζ3 − 2π
k
[L, ǫ2 ]ij − 8π
k
Lijζ2 + 1
4
[ h, ǫ1 ]
ij +
3
2
hijζ1
+
1
4
[ h2, ǫ ]
ij + 2 h2
ijζ
}
+O(r−10) . (4.16c)
The pattern that already emerged in the spin-3 case repeats itself exactly along the same
lines here: from (4.16a) and (4.16b) one fixes ζ3 and ǫ3
i. Substituting the result in (4.16c)
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gives a δh2
ij which is consistent with its definition in terms of Lij and Wijk (i.e. the
variation computed from (4.16) and that computed from the variations (2.32) and (3.21)
agree).
Preservation of the boundary conditions imposes again that ǫi be a conformal Killing
vector and ζ takes the same form as in (3.18). As a result the variation of Wijk remains
the same as in (3.21). In the subleading orders, however, preserving the new bound-
ary conditions requires to dispose of the variations induced by diffeomorphisms with a
compensating higher-spin gauge transformation. For instance:
δφrij =
6πC1
k r5
W ijk∂kζ +O(r−7) , (4.17)
so that preserving φrij = O(r−7) requires the combination of the asymptotic diffeomor-
phism with another gauge transformation. One can easily achieve this result using the
component χ3
ij of the gauge parameter, which enters algebraically the variation δφrij at
the order O(r−5). Since it does not play any role in determining δW ijk, one can use
χ3
ij to absorb the variation (4.17) without spoiling the discussion of Sect. 3.4. Moreover,
the same compensating gauge transformation is instrumental in obtaining the correct
transformation for the tijk in (4.11d), i.e. δtijk = −8π
k
(δLm(iWjk)m + Lm(iδWjk)m).
In the case of the spin-4 field, a diffeomorphism
δϕµνρσ = [ϕ, v ]µνρσ ≡ 4ϕα(µνρ∂αvσ) − vα∂αϕµνρσ = −Lvϕµνρσ (4.18)
generated by the asymptotic Killing vectors (4.15) induces the variations δϕrrrr = O(r−4),
δϕrrrr = O(r−7) and δϕrrij = O(r−8) which are consistent with the boundary conditions
(4.8). Preserving the condition on the remaining component with radial indices requires
instead a compensating gauge transformation since
δϕrijk =
8πC2
k r7
U ijkl∂lζ +O(r−9) . (4.19)
It is direct to see, without specifying explicitly the compensating spin-4 gauge transfor-
mation, that such a compensating transformation does exist. This is all that is required
for our purposes. The mechanism is the same as the one that we have already seen at
work in (4.17). Some components of the spin-4 gauge parameter κµνρ enter algebraically
the contribution from the Schouten bracket at this order, and they do not contribute to
the variation of the charges. Therefore, one can safely use them to cancel the variation
(4.19).
From the variation of the component with only angular indices one obtains finally
δU ijkl = [U , ǫ ]ijkl − 4U ijkl∂ · ǫ . (4.20)
This equation confirms that U ijkl is a tensor density of weight 4. It preserves the trace-free
and divergence-free conditions and implies
δU = − ǫU ′ − 4 ǫ′ U , δU˜ = − ǫ˜ U˜ ′ − 4 ǫ˜ ′ U˜ . (4.21)
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4.4 Asymptotic Killing tensors and W4-algebra
To complete the analysis of the asymptotic symmetries of the model, one has to consider
also the remaining gauge transformations. In the present setup the first corrections to
the quadratic action become relevant. It is thus convenient to organize the higher-spin
gauge transformations as
δ3g = δ
(0)
3 g + δ
(1)
3 g + · · · , δ3φ = δ(0)3 φ+ δ(1)3 φ+ · · · , δ3ϕ = δ(1)3 ϕ+ · · · , (4.22)
and
δ4g = δ
(0)
4 g + δ
(1)
4 g + · · · , δ4φ = δ(1)4 φ+ · · · , δ4ϕ = δ(0)4 ϕ+ δ(1)4 ϕ+ · · · . (4.23)
The terms of lowest order in the variations of the higher-spin fields are the Schouten
brackets of the inverse metric with the higher-spin gauge parameters,
δ
(0)
3 φ
µνρ = [ g, ξ ]µνρ , δ
(0)
4 ϕ
µνρσ = [ g, κ ]µνρσ , (4.24)
and they are accompanied by corresponding variations of the metric (see e.g. (3.39) for
the spin-3 case).11 The next to leading orders have the schematic form already recalled
in (4.7):
δ
(1)
3 g = φϕ∇ξ , δ(1)3 φ = ϕ∇ξ , δ(1)3 ϕ = φ∇ξ , (4.25)
δ
(1)
4 g = φ
2∇κ+ ϕ2∇κ , δ(1)4 φ = φ∇κ , δ(1)4 ϕ = ϕ∇κ . (4.26)
Precise (but rather lengthy. . . ) expressions for these gauge transformations are given in
appendices D and E.
One easily convinces oneself that asymptotic Killing tensors must continue to have the
same leading dependence on the radial coordinate as the exact Killing tensors of AdS3.
We thus consider spin-3 gauge parameters of the form
ξrr = r2 λ+ λ1 + r
−2λ2 + r−4λ3 +O(r−4) , (4.27a)
ξri = r wi + r−1w1i + r−3w2i + r−5w3i +O(r−5) , (4.27b)
ξij = χij + r−2 χ1
ij + r−4 χ2
ij + r−6 χ3
ij +O(r−6) , (4.27c)
(we now have to control an additional subleading order with respect to (3.24)) and spin-4
11At each order of the expansion in the higher-spin fields we consider the full non-linear coupling with
the metric. For this reason the covariantised lowest-order gauge transformations (4.24) are accompanied
by a transformations of the metric, which is not present if one considers all fields as linearised fluctuations
around anAdS3 background. The detailed form of the lowest order in a generic higher-spin transformation
of the metric can be found in Appendix C of [13].
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gauge parameters of the form
κrrr = r3 α+ r α1 + r
−1 α2 + r−3 α3 +O(r−3) , (4.28a)
κrri = r2 βi + β1
i + r−2 β2i + r−4 β3i +O(r−4) , (4.28b)
κrij = r γij + r−1 γ1ij + r−3 γ2ij + r−5 γ3ij + r−7 γ4ij +O(r−7) , (4.28c)
κijk = σijk + r−2 σ1
ijk + r−4 σ2
ijk + r−6 σ3
ijk + r−8 σ4
ijk +O(r−8) . (4.28d)
In both cases one also has to take into account the trace constraints ξλ
λ = κµλλ = 0,
which impose algebraic relations on the components and allow, e.g., to eliminate ξrr, κrrr
and κrri in terms of the other components.
4.4.1 Boundary conformal Killing tensors
We begin the asymptotic analysis by looking at the leading behavior of each contribution
to the purely angular components coming from (4.22) and (4.23):
δ
(0)
3 φ
ijk = O(r−2) , δ(1)3 φijk = O(r−6) , δ(1)4 φijk = O(r−4) , (4.29a)
δ
(0)
4 ϕ
ijkl = O(r−2) , δ(1)4 ϕijkl = O(r−6) , δ(1)3 ϕijkl = O(r−6) . (4.29b)
The first important observation is that, for both φijk and ϕijkl, the leading term comes
from the Schouten bracket, i.e.
δφijk =
6
r2
{
∂(iχjk) + 2 η(ijwk)
}
+O(r−4) (4.30)
and
δϕijkl =
8
r2
{
∂(iσjkl) + 3 η(ijγkl)
}
+O(r−4) . (4.31)
One can thus repeat the first step in the analysis of Sect. 3.4 verbatim: cancellation of
the O(r−2) contribution in (4.30) is required by consistency with the boundary conditions
and imposes that χij be a conformal Killing tensor. In full analogy, σijk and γij must be
traceless because
gαβκ
αβr =
r3
2
ηijγ
ij +O(r) , gαβκαβi = r
2
2
ηjkσ
ijk +O(1) . (4.32)
Combining this information with (4.31), one concludes that σijk must satisfy the conformal
Killing tensor equation
∂(iσjkl) − 1
2
η(ij∂ · σkl) = 0 , (4.33)
while
γij = − 1
6
∂ · σij . (4.34)
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In terms of g¯ij, (4.33) can be rewritten as
[ g¯, σ ]ijkl = µ(ij g¯kl) (4.35)
for some µij, which exhibits its invariance under conformal rescalings of the metric. In two
dimensions the conformal Killing equation, together with the tracefree condition, implies
that σijk has two independent chiral components:
σ+++ = σ(x+) , σ−−− = σ˜(x−) , σ++− = σ+−− = 0 . (4.36)
In conclusion, asymptotic symmetries continue to be generated by conformal Killing
tensors of the flat boundary metric. This information is already encoded in the linearised
gauge transformations, and we just explicitly verified that higher-spin interactions do not
spoil it. However, as we shall see below, the higher-spin terms do modify the transforma-
tions of the charges.
One should now study the behavior at r →∞ of the spin-3 and spin-4 gauge transfor-
mations of all fields with two goals:
• derive the transformations of the charges Lij ,W ijk, U ijkl generated by the boundary
conformal Killing tensors ǫi, χij , σijk;
• check the consistency of our boundary conditions, i.e. control also the variation
of the radial components and of the subleading orders that have been specified in
(4.11d) and (4.13c).
We shall proceed by first examining the spin-3 transformations and then moving to the
spin-4 ones. We shall however mainly focus on the variations δχW ijk and δσU ijkl that
suffice to display all novelties of the spin-4 case without loosing one’s way in technicalities.
4.4.2 Spin-3 gauge transformations
We begin with reconsidering the variation of W ijk under spin-3 transformations. The
aim is to show how interactions influence asymptotic symmetries and, viceversa, how the
Jacobi identities of the asymptotic symmetry algebra constrain the coupling constants of
the metric-like theory.
We already examined δ
(0)
3 φ
µνρ in Sect. 3.4, but when one adds a rank-4 tensor the
interactions between higher-spin fields require the additional δ
(1)
3 φ
µνρ detailed in (D.8).
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Asymptotically the extra term in the gauge variation gives
δ
(1)
3 φ
rrr = O(r−1) , (4.37a)
δ
(1)
3 φ
rri =
2C2π
3k r2
c1 U ijkl∂jχkl +O(r−4) , (4.37b)
δ
(1)
3 φ
rij =
2C2π
3k r3
(2a2 − a3 − 3b1 − 6b2)U ijklχkl +O(r−5) , (4.37c)
δ
(1)
3 φ
ijk =
4C2π
k r6
{
a1 U ijkl∂ · χl + b1 χlm∂lU ijkm + a2 U lm(ij∂k)χlm
+ b2 χ
lm∂(iU jk)lm + a3 U lm(ij∂lχk)m + c1 η(ijUk)lmn∂lχmn
+ (4a1 + 2a2 + a3 − 5b1 − 2b2)U ijklwl
}
+O(r−8) , (4.37d)
where we displayed only the contributions that influence δχW ijk. The coefficients are
fixed as in (D.16) and (D.18); they depend on the coupling constant γ of the 3–3–4 vertex
and on a set of free coefficients, denoted by ri, which parameterise field redefinitions (see
(D.3) and (D.4)). One can simplify (4.37) using the strategy adopted in Sect. 3.4.2 to
study the gauge variation of the metric: one can (i) fix conveniently the parameters12 ri
as in (D.17), and (ii) take into account that χij is an asymptotic Killing vector while wi
satisfies (3.29). If one also fixes a2 =
9γ
2
, the variations of the radial components then
become
δ
(1)
3 φ
rrr = O(r−1) , δ(1)3 φrri = O(r−4) , δ(1)3 φrij = O(r−5) . (4.38)
They are subleading with respect to (3.36), so that λ1, w1
i, w2
i, χ1
ij and χ2
ij are the
same as in the coupled spin-2 – spin-3 system.
The variation of the angular components receives instead the following correction at
order O(r−6):
δ
(1)
3 φ
ijk =
3C2πγ
k r6
{
χlm
(
2 ∂lUmijk + ∂(iU jk)lm
)
+ 6U lm(ij∂k)χlm
}
+O(r−8) . (4.39)
One has therefore to add to the variation δχW ijk given by (3.37) the terms
δχW ijk = · · ·+ C2
2C1
γ
{
χlm
(
2 ∂lUmijk + ∂(iU jk)lm
)
+ 6U lm(ij∂k)χlm
}
, (4.40)
which preserve the trace-free and divergence-free conditions on W ijk and imply
δχW = 3C2
2C1
γ (χU ′ + 2χ′U)− 1
6C1
{
2χL′′′ + 9χ′L′′ + 15χ′′L′ + 10χ′′′L
− 64π
k
(
χLL′ + χ′L2)− k
4π
χ(5)
} (4.41)
12This is allowed because the field redefinitions (D.3) do not affect our boundary conditions (4.11).
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in agreement with the result in the Chern-Simons formulation (see e.g. [10,7,40]). We thus
see, as announced, that although the transformations of the charges are always generated
by conformal Killing tensors, their precise form depends on the spectrum of the theory.
A few comments are in order: the first, more technical, is that we could have obtained
the same δχW ijk working with arbitrary ri. The corrections to w2i and χ2ij would have
been compensated by the different structure of (4.39). This is the analogue of what
we discussed at the end of Sect. 3.4.2: to detect the influence of field redefinitions on
asymptotic symmetries one has to deal with spin-4 charges as we shall do in the next
subsection.
The second comment concerns instead the structure of the model: the variation (4.40)
does contain the coupling constant γ of L3−3−4, but the overall coefficient C2γ cannot be
freely taken once one has fixed the normalization of all charges. Demanding that asymp-
totic symmetries satisfy the Jacobi identities without the need for additional generators
fixes C2γ and hence the coupling constant γ of L3−3−4 in terms of C2. We can compare
the value of γ e.g. with Eq. (3.27) of [10]. To this end one has to rescale χ, obtaining
χ→ N3C1
2
χ ⇒ γ = 8
3N3C2
, (4.42)
where N3 is the function defined in (C.8), that for the present model reads N3 =
12
5
. In
general, i.e. in the presence also of symmetric tensors of higher rank, the coupling constant
γ corresponds to the parameter introduced in [23] to label the conformal structures that
can appear at infinity. This comparison also implies that models involving one symmetric
tensor of each rank from 2 to∞ – corresponding to the Chern-Simons theories with hs[λ]
gauge algebra briefly recalled in Appendix C – should admit only a single independent
dimensionless coupling constant besides Newton’s constant.
Let us now turn to the spin-3 variation of the metric: the first correction to the gauge
transformation, i.e. the δ
(1)
3 g
µν induced by the 3–3–4 vertex, is subleading with respect to
the terms that we considered in (3.41). As a result, the variation of the spin-2 charges is
not affected as it should, and δχLij remains the same as in (3.43).
The spin-4 field varies as well under spin-3 gauge transformations. Preservation of our
boundary conditions requires a compensating spin-4 transformation, in the spirit of what
we have already seen e.g. in (4.19) when we discussed diffeomorphisms. To complete the
calculation of δχU ijkl one thus has to control also the spin-4 gauge transformations which
we discuss below. At any rate, the covariant calculation is rather involved and, with our
present understanding, not particularly illuminating. For this reason, we confine ourselves
to report the variation of the left-moving component of U ijkl,
δχU =− 3C1γ
80C2
{
χW ′′′ + 6χ′W ′′ + 14χ′′W ′ + 14χ′′′W
− 4π
k
(25χL′W + 18χLW ′ + 52χ′LW)
}
,
(4.43)
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which agrees with the outcome of the computation in the Chern-Simons setup. One can
obtain this result working with arbitrary ri, so that all spin-3 variations of the charges
are not affected by field redefinitions. Notice that all constants which enter the variation
δχU of (4.43) have been fixed by our prior analysis. One can verify, for instance, that if
one rescales the gauge parameter as in (4.42) one reproduces the correct ratio between
the normalization of the higher-spin fields in (C.12):
C21
C22
= −4N4
3N3
= 2 . (4.44)
In the boundary conditions (4.8), (4.11) and (4.13) we have specified also some terms
in the expansion in powers of r−2 that are subleading with respect to the ones which
accommodate the charges. Besides computing the variations of the charges, one should
also verify that the variations of the subleading components agree with our boundary
conditions. This is a formidable task due to the intricate structure of the gauge transfor-
mations, in particular δ
(1)
3 g
µν . But this is however only a consistency check guaranteed
to hold since, as we already recalled in Sect. 4.3, asymptotic symmetries map solutions of
the equations of motion into other solutions.
4.4.3 Spin-4 gauge transformations
As in the analysis of the coupled spin-2 – spin-3 system of Sect. 3.4, it is convenient
to first study the variation of the spin-4 field in order to control the structure of the
allowed asymptotic spin-4 gauge transformations. We already discussed in (4.31) the
leading order in the variation of the purely angular components, and we noticed that
its cancellation implies that σijk – the leading order in the purely angular component of
(4.28) – is a conformal Killing tensor. Furthermore, we also fixed γij in terms of σijk
in (4.34). These conditions, however, do not suffice to guarantee the preservation of our
boundary conditions and, again in analogy with what we have seen in the spin-2 – spin-3
system, one has to constrain the other parameters that appear in the expansion (4.28) of
the asymptotic symmetries.
To elucidate the procedure we can look at the variations
δ
(0)
4 ϕ
rrij = 4
{− γ1ij + ∂(iβj) + ηijα}+O(r−2) , (4.45a)
δ
(0)
4 ϕ
rijk =
2
r
{−σ1ijk + 3 ∂(iγjk) + 6 η(ijβk)}+O(r−3) , (4.45b)
which are the counterparts of (3.33). Preservation of our boundary conditions requires to
express σ1
ijk and γ1
ij in terms of the boundary conformal Killing tensor σijk. The trace
constraint on the gauge parameter fixes indeed also α and βi: the condition κrλλ = 0 at
order O(r) implies
α +
1
2
ηijγ1
ij +
2π
k
Lijγij = 0 , (4.46)
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while the condition κiλλ = 0 at order O(1) implies
βi +
1
2
ηjkσ1
ijk +
2π
k
Ljkσijk = 0 . (4.47)
In this case the deformation of the linearised gauge transformations is irrelevant since
both δ
(1)
s ϕrijk and δ
(1)
s ϕrrij are subleading with respect to (4.45) for s = 3, 4.
This structure clearly repeats itself at each order in the expansion in powers of r−2.
From the variations of the components ϕrijk and ϕrrij one fixes σn
ijk and γn
ij and the
trace constraint fixes accordingly βn−1i and αn−1 (one can express the components κrrr
and κrri of the gauge parameter in terms of the others using the trace constraint). At this
point the variations of the remaining components of the field are also fixed up to a certain
order, and one only has to verify that they are consistent with our boundary conditions.
The only difference with respect to Sect. 3.4 is that the deformations of the linearised
gauge transformations start to play a role, and they have to be taken into account when
one expresses σn
ijk and γn
ij in terms of the boundary conformal Killing tensors. For
instance, at the next order in r−2 one obtains
δ
(0)
4 ϕ
rrij =
8
r2
{
− γ2ij + 1
2
∂(iβ1
j) +
1
2
ηijα1 − π
k
[L, β ]ij − 4π
k
Lijα
}
+O(r−4) , (4.48a)
δ
(0)
4 ϕ
rijk =
4
r3
{
− σ2ijk + 3
2
∂(iγ1
jk) + 3 η(ijβ1
k) − 24π
k
L(ijβk) − 2π
k
[L, γ ]ijk
}
+O(r−5) , (4.48b)
but the deformations of the gauge transformations begin to contribute. The spin-4 gauge
transformation is deformed as follows:
δ
(1)
4 ϕ
rrij = − πC2
180k r2
{
3(5ρ− 8 r˜1 + 8 p˜2) σklm∂(iU j)klm
− 2(23ρ− 8 r˜1 + 8 p˜2)Uklm(i∂j)σklm
}
+O(r−4) , (4.49a)
δ
(1)
4 ϕ
rijk = − 3πC2
20k r3
(11ρ− 8 r˜1 + 8 p˜2)Ulm(ijσk)lm +O(r−5) . (4.49b)
Spin-3 transformations also contribute at this order since
δ
(1)
3 ϕ
rrij =
πC1
20k r2
{
2(9γ − 2 r1 − 2 a˜2)χkl∂(iWj)kl
− 3(15γ − 2 r1 − 2 a˜2)Wkl(i∂j)χkl
}
+O(r−4) , (4.50a)
δ
(1)
3 ϕ
rijk =
9πC1
5k r3
(6γ − r1 − a˜2)Wl(ijχk)l +O(r−5) . (4.50b)
In both (4.49) and (4.50) we have not fixed the free coefficients in the gauge transforma-
tions since there are no preferred choices that cancel the deformations.
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We can now make more precise the comment on compensating gauge transformations
made in the paragraph right above Eq. (4.43). In order to preserve the boundary condi-
tions, an asymptotic variation generated by χij must be accompanied by a compensating
spin-4 gauge transformation with σijk = 0 and
γ2
ij =
πC1
160k
{
2(9γ − 2 r1)χkl∂(iWj)kl − 3(15γ − 2 r1)Wkl(i∂j)χkl
}
, (4.51a)
σ2
ijk =
9πC1
20k
(6γ − r1)Wl(ijχk)l , (4.51b)
where we set a˜2 = 0 for brevity.
Once one has fixed γ2
ij , σ2
ijk and β1
i, α1 one can verify that the gauge variations of
the remaining components satisfy
δϕrrrr = O(1) , δϕrrri = O(r−1) , δϕijkl = O(r−8) , (4.52)
where we consider here the sum of all variations. To continue one should approach
in the same way the next subleading order: preservation of our boundary conditions
imposes δϕrrij = O(r−6) and δϕrijk = O(r−7). From these conditions one fixes γ3ij
and σ3
ijk (whose expression is influenced by the deformations of the linearised gauge
transformations). As a result one obtains also δϕrrrr = O(r−2) and δϕrrri = O(r−3) for
any value of the coefficients ri and r˜i which parameterise redefinitions of the higher-spin
fields.
So far, the computations of the subleading terms in the asymptotic symmetries are
somewhat tedious but straightforward and without new feature. When moving to the
purely angular components one encounters instead another qualitative difference with
respect to what we discussed in the previous sections: the trace-free and divergence-free
conditions are not preserved for arbitrary values of the free parameters associated to field
redefinitions. For instance, in light-cone coordinates one obtains
δϕ+++− = F1(ri, p2) σW ′ + F2(ri, p2) σ′W , (4.53)
where the functions Fi vanish if one chooses e.g.
p2 → r1 − r4 + 6γ , r6 → − 1
7
(
10 r1 + 3 r2 +
7 r7
2
− 15 γ
2
− 200
γ C21
)
. (4.54)
For generic values of the ri one would instead violate our boundary conditions. This result
can be interpreted as follows: field redefinitions of the form ϕ→ φ2 (see (D.4)) do affect
our boundary conditions and, as a result, preserving them requires a tuning of the free
parameters in the action.
Having fixed the parameters as in (4.54) one can obtain the variation of the charges
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from the variations of the components ϕ++++ and ϕ−−−−:
δσU = ρ
80
{
σ U ′′′ + 5 σ′ U ′′ + 9 σ′′ U ′ + 6 σ′′′ U − 56π
k
(σLU ′ + σL′U + 2 σ′LU)
}
+
1
180C2
{
3 σL(5) + 20 σ′L(4) + 56 σ′′L′′′ + 84 σ′′′L′′ + 70 σ(4)L′ + 28 σ(5)L
− 4π
k
(
78 σLL′′′ + 177 σL′L′′ + 352 σ′LL′′ + 295 σ′L′L′ + 588 σ′′LL′ + 196 σ′′′L2)
+
672π
k
(
σWW ′ + σ′W2)+ 2304π2
k2
(
3 σL2L′ + 2 σ′L3)− k
4π
σ(7)
}
,
(4.55)
while a similar expression holds for δσU˜ . This time we cannot compare anymore with [10],
but all relative coefficients agree with Eq. (3.27e) of [7]. Even if the normalizations of the
latter paper are different from our present ones, it is clear that the coupling constant ρ of
the 4–4–4 vertex cannot be independent. In general – if one decides, mimicking [23], to
parameterise different models with the coupling constant γ of the 3–3–4 vertex – ρ will
be a function of γ.
The analysis of the gauge variation of the metric is completely analogous to the dis-
cussion of Sect. 3.4.2 up to the computation of the variation of the spin-2 charges. We
therefore refrain from showing the details and we simply report the final result:
δσLij = 4
C2
{
3 σklm
(
∂kUlmij + ∂(iU j)klm
)
+ 8Uklm(i∂j)σklm
}
, (4.56)
which implies
δσL = 8
C2
(3 σ U ′ + 4 σ′ U) . (4.57)
The variation of the spin-3 field under spin-4 transformations is the counterpart of
the variation of the spin-4 field under spin-3 transformations since δσW ∼ {U ,W } =
−{W,U } and δχU ∼ {W,U }. The covariant computation of δσW ijk is intricate as the
covariant computation of δχU ijkl, but we verified that the resulting δσW is compatible
with the δχU displayed in (4.43) and reads
δσW =− γ
20
{
5 σW ′′′ + 20 σ′W ′′ + 28 σ′′W ′ + 14 σ′′′W
− 4π
k
(27 σL′W + 34 σLW ′ + 52 σ′LW)
}
.
(4.58)
4.5 Charges & asymptotic symmetries
One can verify also in this case that our boundary conditions are equivalent to the Chern-
Simons boundary conditions given in [5, 6]. The matching is however more laborious
and involves several field redefinitions, as we discuss in Appendix C. At any rate, one
eventually gets fields that obey the boundary conditions given here, and the importance
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of field redefinitions in getting the final result explains why we had to fix some of the free
parameters in the gauge transformations in the computations of asymptotic symmetries.
In addition to checking agreement, this computation reveals that the coefficients U ijkl
appearing in the angular components of the spin-4 field are indeed the charges generating
the W -symmetry. The discussion of Sect. 3.5 thus extends smoothly to the spin-4 case in
spite of the significant increase in the complications involved in the computation of the
variation of the charges. Much in the same way as the conserved current associated with
the conformal Killing vector ǫi is the vector density of weight one ji[ǫ] = Lijǫj ≡ Lijǫkg¯jk,
the conserved current associated with the conformal Killing tensor σijk is the vector
density of weight one ji[σ] = U ijklσjkl ≡ U ijklσmnpg¯jmg¯kng¯lp.
Also in this case, once one knows that the charges are Lij,W ijk and U ijkl, one can read
off their algebra from their variation under the W -transformations through the formula
δBQA = {QA, QB} where QA stands for a generic charge and δBQA is the known variation
of QA under the transformation generated by QB. The variations of all the charges were
computed above and given in formulas (2.33), (3.22), (3.38) and (3.44), and we refer to
Eq. (C.3) of [7] for an explicit expression of the Poisson brackets.
5 Summary and conclusions
In this paper, we have investigated the asymptotic symmetries of the system consisting
of anti-de Sitter gravity coupled to higher spin gauge fields, described in lowest order by
the sum of the Einstein-Hilbert action and the Fronsdal action for each higher spin field.
We have focused on the spin-3 and spin-4 cases but the procedure for even higher spins
follows the same pattern. We summarize it here in the general case.
The crux of the boundary conditions can be synthesized as follows:
1. The metric behaves asymptotically as
g =
dr2
r2
+
{
r2
2
ηij +
2π
k
Lij
}
dxidxj + “subleading terms” (5.1)
where the subleading terms, although not contributing to the charges because at
least of order O(r−4) with respect to the background metric, cannot, however, be
dropped. Their role will be commented upon below. The physical information about
the gravitational field is contained in the (i, j) (“angular”) components of the metric,
with xi ≡ (t, φ). More specifically, the gravitational charges are the Lij ’s, which
are transverse and traceless. This means in particular that, as discussed in Section
2, the mass is completely shifted to the angular components of the metric through
our coordinate choices. There is no contribution to it from the grr-components,
contrary to what happens in standard Schwarzschild coordinates, which therefore
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do not obey the requested asymptotic behavior and must be transformed to (5.1)
by a coordinate transformation. In contravariant form, the asymptotic behavior of
the metric reads
g−1 = r2θ2r +
{
2
r2
ηij − 8π
kr4
Lij
}
θiθj + “subleading terms” (5.2)
where the θµ ≡ ∂∂xµ ’s are dual to the dxµ’s.
2. The physical information about the spin-s field is contained in the “angular” com-
ponents, which behave asymptotically as
ϕcovs ∼ Wi1··· is dxi1 · · · dxis + “subleading terms” , (5.3)
or in contravariant form
ϕcontrs ≡ ϕs ∼
1
r2s
W i1··· is θi1 · · · θis + “subleading terms” , (5.4)
where again the subleading terms, although not contributing to the charges be-
cause at least of order O(r−2) with respect to the written leading behavior of the
field, cannot, however, be dropped. The spin-s charges are the W i1···is’s, which are
transverse and traceless.
3. The asymptotic symmetries are completely determined, up to irrelevant pure gauge
terms, by the leading part of their angular components, which is of order O(1),
vi(r, xj) = ǫi(xj) +O(r−2) , (5.5)
ξi1···is−1(r, xj) = λi1···is−1(xj) +O(r−2) . (5.6)
Here, ǫi and λi1···is−1 are respectively conformal Killing vectors and traceless con-
formal Killing tensors of the flat two-dimensional metric ηij . The conformal Killing
vector and tensor equations,
∂(iǫj) =
1
2
ηij∂ · ǫ , (5.7)
∂(i1λi2··· is) =
1
2
η(i1i2∂ · λi3··· is) , (5.8)
emerge when requesting the vanishing of the O(r−2)-terms in the variation of the
contravariant angular components of the metric and higher spin fields. The space
of solutions of these equations is infinite-dimensional and spanned by independent
chiral functions, ǫ+ = ǫ(x+), ǫ− = ǫ˜(x−), λ+···+ = λ(x+), λ−···− = λ˜(x−), with any
mixed component equal to zero, λ+−··· = 0. The subleading terms of the angular
components and the components with at least one radial index are not equal to
zero but are completely determined up to irrelevant pure gauge terms by the above
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O(1)-terms of the angular components. Accordingly, they do not carry independent
information.
The asymptotic symmetries contain the exact vacuum symmetries for low values of
the Fourier modes (wedge algebra, see Appendix B) but enlarge them considerably,
to the infinite-dimensional W -algebras.
4. Requesting the vanishing of the subsequent terms of orders O(r−4), O(r−6) up to
O(r−2s+2) in the variation of the contravariant angular components of the higher spin
fields, as well as the vanishing of similar unwanted terms in the asymptotic form of
the components of the metric and the higher spin fields with at least one radial index,
determines successively the subleading terms in the asymptotic symmetries in terms
of the leading terms ǫi, λi1···is−1 and of the generators Lij, W i1···is. The polynomial
order in the generators generically increases at each successive step. Finally, the
computation of the O(r−4) terms in the variation of the inverse metric and of the
O(r−2s)-terms in the variation of ϕs, provides the variations of the generators Lij
and W i1···is.
5. This recursive procedure is identical in spirit to the procedure followed in the Chern-
Simons formulation where the successive steps correspond to increasing values of the
level. [Note that on the Chern-Simons side, the level actually also counts the inverse
powers of r prior to performing the gauge transformation of [22] that eliminates the
asymptotic dependence on r.] However, the recursive procedure is more intricate in
the metric formulation because it involves also the unwritten subleading terms in
(5.2) and (5.4). For instance, the O(r−2k) terms in the variation of a higher spin
field involve the O(r−2j)-terms (j ≤ k) of the metric, and if j > 2, these terms
are subleading in (5.2). This is the reason why one must specify the subleading
terms in (5.2) and (5.4). Within the context of the covariant phase space approach
adopted here, this is achieved by solving the equations of motion asymptotically.
This resolution produces a unique expression for the subleading terms. One needs
actually to solve the equations of motion only up to some finite power of r−1 that
depends on the spin of the fields coupled to gravity. It is interesting to note that as
one increases the spin, one must dig deeper into the expansion - being fully on-shell
in the limit of infinite spin.
6. The obtained variations of the generators Lij ,W i1···is are compatible with the trans-
verse and tracelessness conditions and in complete agreement with the nonlinear
W -algebras derived in the Chern-Simons formulation. The conserved current asso-
ciated with a boundary conformal Killing tensor λi1···is−1 is jk[λ] =Wki1···is−1λi1···is−1
and the corresponding charge is obtained by integration of j0 over a spacelike slice.
The analysis of the asymptotic structure of higher spin anti-de Sitter gravity provides
insight on the emergence of the conformal structure at infinity and is interesting from this
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point of view. However, it is quite intricate. Besides the difficulties already mentioned
concerning the necessity to control the subleading terms in the solutions of the equations
of motion, the computation is complicated by the fact that one must know in detailed
form not only the leading terms, but also higher-order terms in the gauge transformations
and the action in an expansion in powers of the higher spin fields, according to the rule
that everything that can contribute does actually contribute. Increasing the spin somehow
digs deeper in the non-linear structure of the theory since the polynomial terms in the
algebra can and indeed do receive corrections from interaction vertices. The first higher-
order terms are non negligible at infinity, where they play in fact a crucial role. They
are generically not known in closed form. Determining them, even only up to the needed
relevant orders, is a formidable technical task. A further complication is that one must
take into account the possibility to make field redefinitions, which have a non trivial
incidence on the form of the boundary conditions at infinity.
By contrast, the Chern-Simons approach is much more direct and powerful.13 Is there a
lesson to be drawn from this difference in complexity? Perhaps the lesson is again that one
must de-emphasize the metric. While the metric definitely plays a special role in dealing
with lower spin fields, which can be treated as fields propagating in a dynamical geometry,
the separation into “geometry” and “matter” is artificial when higher spin gauge fields
are present. This has been already repeatedly emphasized and follows from the fact that
the metric transforms under the higher spin gauge symmetries. This paper shows that the
mixing of the metric with the higher spin fields remains relevant at infinity, even though
the higher spin fields are “weak” there. The simplicity of the Chern-Simons approach
follows in great part from the fact that all fields, including the metric, are packaged into
a single connection. How to perform the packaging in the metric-like approach – in three
and higher dimensions – deserves further study.
In order to overcome at least partially the technical difficulties recalled above, it would
be interesting to identify the metric-like counterpart of the so called u-gauge in the Chern-
Simons formulation (see e.g. [7] and references therein). This setup gives the algebra of
asymptotic symmetries in a basis that contains at most quadratic terms, and this could
correspond to a clever choice of field redefinitions that “neutralize” asymptotically the
contributions coming from higher-order interactions of the higher-spin fields.
Finally, it would be interesting to extend the analysis to include half-integer spin fields.
This can in principle be done along the lines of [41], which involves suitable projections of
the spinor fields at infinity. One expects the appropriate conformal Killing spinor-tensor
equations to emerge through the preservation of the boundary conditions. Covering half-
integer fields would automatically allow one to treat non-principal embeddings.
13We should stress, however, that the Chern-Simons formulation is not always available, when dealing
with matter couplings or attempting to add a topological mass. The “pedestrian” approach analyzed in
this paper is at present the only available option for dealing with such cases.
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A Conventions
Greek letters denote indices which take values on all coordinates xµ = {t, r, φ} of the
three-dimensional spacetime, that we assume to have the topology of a cylinder (whose
boundary is approached at r → ∞). Latin letters denote instead indices associated to
surfaces that are transverse to the radial coordinate, i.e. xi = {t, φ}.
A pair of parentheses denotes the symmetrization of the indices it encloses with weight
one, i.e. one has to divide by the number of terms that enter the symmetrization as, for
instance, in
A(µBν) =
1
2
(AµBν + AνBµ) . (A.1)
We define the Schouten bracket [32] for the symmetric contravariant tensors v (of
rank p) and w (of rank q) as the following symmetric contravariant tensor of rank p+q−1:
[v, w]µ1···µp+q−1 =
(p+ q − 1)!
p! q!
(
p vα(µ1···∂αw···µp+q−1) − q wα(µ1···∂αv···µp+q−1)
)
. (A.2)
One can equivalently define the previous bracket by associating to the symmetric tensor
vµ1···µp(x) the phase polynomial v(x, p) = 1
p!
vµ1···µp(x) pµ1 · · ·pµp . The bracket (A.2) is
induced by the standard Poisson bracket
{v, w} = ∂v
∂xα
∂w
∂pα
− ∂w
∂xα
∂v
∂pα
(A.3)
as
{v(x, p), w(x, p)} = − 1
(p+ q − 1)! [v, w]
µ1···µp+q−1(x) pµ1 · · ·pµp+q−1 . (A.4)
The Schouten bracket obeys the Jacobi identity, and one can substitute the ordinary
derivative in (A.2) with any torsionless connection.
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B “Isometry” algebra of the vacuum
In this Appendix we first briefly recall how one can build all Killing tensors of AdS3 and
then we show how one can naturally associate to them a one-parameter family of Lie
structures, which corresponds to the one-parameter family of Lie algebras hs[λ]. These
are identified with the wedge algebras of the asymptotic symmetries of models involving
a single symmetric tensor of each rank from 2 to ∞ that, for particular values of the
parameter λ, truncate to the theories with a finite number of symmetric tensors on which
we focussed in the main body of the paper. We will therefore explain in which sense the
wedge algebras of asymptotic symmetries can be considered as generalized “isometries”
of the vacuum even in three spacetime dimensions, where several consistent interacting
theories are available.
B.1 Killing tensors of AdS3
In the light-cone coordinates that we often use in the paper, in which the AdS3 space is
parameterised as
ds2 = ℓ2
{
dr2
r2
− 1
4
((
r2
ℓ2
+
ℓ2
r2
)
dx+dx− + (dx+)2 + (dx−)2
)}
, (B.1)
the 6 Killing vectors of AdS3 read
J±0 = ∓
∂
∂x±
, (B.2a)
J±1 = −
r
2
sin x±
∂
∂r
− r
4 + ℓ4
r4 − ℓ4 cosx
± ∂
∂x±
+
2ℓ2r2
r4 − ℓ4 cos x
± ∂
∂x∓
, (B.2b)
J±2 = ∓
r
2
cosx±
∂
∂r
± r
4 + ℓ4
r4 − ℓ4 sin x
± ∂
∂x±
∓ 2ℓ
2r2
r4 − ℓ4 sin x
± ∂
∂x∓
, (B.2c)
where we reinstated the dependence on the AdS radius ℓ for clarity. Notice that the
components in each set are chiral functions and that this presentations of the Killing
vectors makes manifest the isomorphism so(2, 2) ≃ sl(2,R)⊕ sl(2,R) since they satisfy
[
J±a , J
±
b
]
= ǫab
cJ±c ,
[
J+a , J
−
b
]
= 0 . (B.3)
The other relevant information is that the components of a generic Killing vector vµ
behave as vr = O(r) and vi = O(1).
As discussed in Sect. 3.1.3, the anti-de Sitter solution is left invariant by higher-spin
transformations generated by traceless Killing tensors since, when higher-spin fields van-
ish, their gauge transformations reduce to
δϕµ1···µs = ∇AdS(µ1 ξµ2···µs) = 0 . (B.4)
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Every Killing tensor of a space of constant curvature is a linear combination of sym-
metrised products of Killing vectors [34]. However, generic products are not traceless.
Efficient ambient space techniques have been developed to build the traceless Killing ten-
sors of the anti-de Sitter solutions in arbitrary spacetime dimensions (see e.g. [35–37]),
but in the case of AdS3 one can also take advantage of the chiral splitting. Indeed, for
each chiral copy one can introduce the basis
L±1 = J
±
0 + J
±
1 , L
±
0 = J
±
2 , L
±
−1 = J
±
0 − J±1 (B.5)
and take advantage of the following facts:
1. The Killing tensors
(W ll )
µ1···µl = (L1)µ1 · · · (L1)µl , (W l−l)µ1···µl = (L−1)µ1 · · · (L−1)µl (B.6)
are traceless because the contraction of two Killing tensors is proportional to the
Killing metric of sl(2,R),
gµν(Li)
µ(Lj)
ν =
ℓ2
2
κij , with κ =

 0 0 −10 1
2
0
−1 0 0

 . (B.7)
2. The Lie derivative of a traceless Killing tensor along a Killing vector is again a
traceless Killing tensor.
Therefore one can build 2l+1 traceless Killing tensors of rank l using one of the following
and equivalent recursion relations
(W lm±1)
µ1···µl =
1
± l −m [L±1,W
l
m ]
µ1···µl , (B.8)
which are just the translation in the present context of the usual recursion relations
that one uses to define the generators of hs[λ] in terms of the generators of its sl(2,R)
subalgebra. The resulting tensors satisfy by construction the properties
∇(µ1(W lm)µ2···µl) = 0 , gαβ(W lm)αβµ1···µl−2 = 0 , (B.9)
and one can easily prove that they also satisfy
∇α(W lm)αµ1···µl−1 = 0 ,
[
− l(l + 1)
ℓ2
]
(W lm)
µ1···µl = 0 , (B.10)
where here and in the rest of this Appendix ∇µ denotes the anti-de Sitter covariant
derivative. One can repeat the construction for each chiral copy and obtain in total
2(2l + 1) independent traceless Killing tensors of rank l.
With this construction one can easily realize that, in the coordinates we used in (B.2),
the traceless Killing vectors of AdS3 satisfy ξ
r···r i1··· is−n = O(rn) i.e. their components
behave as rn at r →∞, where n is the number of radial indices.
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B.2 Algebra of Killing tensors
Thanks to the construction depicted in the previous subsection we have a one-to-one
correspondence between the traceless Killing tensors of AdS3 and the generators of hs[λ],
but it is still unclear how to recover a one-parameter family of algebras starting from the
Killing tensors.
The Schouten bracket provides a natural Lie structure on the previous vector space:
even if the bracket of two tensors is in general not traceless, all its traceless components
do satisfy the Killing equation. Therefore the algebra of traceless Killing tensors closes if
one adds to it the inverse metric, that becomes a central element since gµν commutes with
all Killing tensors.14 For instance, the traceless part of the Schouten bracket [W 2m,W
2
n ]
µνρ
is proportional to the rank-3 tensor (W 3m+n)
µνρ, while its trace satisfies
[W 2m,W
2
n ]
µ
α
α = − ℓ
2
36
(m− n)(2m2 + 2n2 −mn− 8)(Lm+n)µ . (B.11)
As a result, the decomposition into traceless components gives
[W 2m,W
2
n ]
µνρ = 2(m−n)(W 3m+n)µνρ−
ℓ2
60
(m−n)(2m2+2n2−mn−8) g(µν(Lm+n)ρ). (B.12)
The analogue commutator for hs[λ] reads
[W 2m,W
2
n ] = 2(m− n)W 3m+n −
λ2 − 4
60
(m− n)(2m2 + 2n2 −mn− 8)Lm+n . (B.13)
Rescaling the generators as
W ℓm → λl−1W lm , (B.14)
and taking the limit λ→∞ one matches (B.12) with the identification ℓ2gµν ∼ I.15
In conclusion, one can identify the space of traceless Killing tensors of AdS3 supple-
mented by the Schouten bracket with the algebra hs[∞]. One can also make this identi-
fication more precise realizing hs[∞] as the algebra of area preserving diffeomorphisms of
a two-dimensional hyperboloid [2].
One could recover other hs[λ] algebras constructing the Lie bracket from the cubic
interacting vertices as discussed in [42, 43]. On the other hand, one can also introduce a
Lie structure in another natural way that do not require any information on the structure
of higher-spin interactions: it suffices to associate to each Killing vector the differential
operator
Li ≡ (Li)µ∇AdSµ . (B.15)
14One can actually equivalently define Killing tensors by imposing that their Schouten bracket with
the metric vanishes.
15By comparing only (B.12) and (B.13) one could think to introduce the λ dependence in (B.12) with
a rescaling of the inverse metric. However, this is excluded by the comparison with another λ dependent
set of commutators.
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The composition of operators defines a non-commutative product and the commutator of
two Li reads
[Li, Lj ] = Li
µLj
ν [∇µ,∇ν ] + (Liµ∂µLjν − Ljµ∂µLiν)∇ν
= Li
µLj
ν [∇µ,∇ν ] + (i− j)Li+jµ∇µ .
(B.16)
In general the first term on the right-hand side does not vanish, but if one acts with
[Li, Lj ] on a scalar function it does. This suggests to introduce the operators
W lm ≡ (−1)l−m
(l +m)!
(2l)!
[
L−1, . . . [L−1, [L−1︸ ︷︷ ︸
l −m terms
, (L1)
l ]]
]
(B.17)
and to act with them on scalar functions. The symmetrised product of two sl(2,R)
generators coincides with the differential operator build out of the symmetrised product
of their components since
L(iLj) = Li
(µLj
ν)∇µ∇ν + (Liµ∂µLjν + Ljµ∂µLiν)∇ν (B.18)
and the Killing equation, combined with (B.7), implies
Li
µ∂µLj
ν + Lj
µ∂µLi
ν = − ∂ ν
(
gαβ L
α
i L
β
j
)
= 0 . (B.19)
As a result, the operators W lm defined in (B.17) are in one-to-one correspondence with
the traceless Killing tensors defined in (B.8): W lm = (W
l
m)
µ1···µl ∇µ1 · · ·∇µl .
One can then compute the commutators of theW lm in two ways: either using the defini-
tion (B.17) and the basic commutator (B.16) or using the definition (B.8) and distributing
the derivatives with the Leibniz rule. The first approach gives for instance
[W 2m,W
2
n ] = 2(m− n)W 3m+n−
1
60
(m− n)(2m2+2n2−mn− 8) (4C − 3)Lm+n , (B.20)
where
C ≡ L20 −
1
2
(L−1L1 − L1L−1) (B.21)
is the Casimir operator of sl(2,R). The second approach gives instead
[W 2m,W
2
n ]f = 2(m− n)(W 3m+n)µνρ∇µ∇ν∇ρf
− l
2
60
(m− n)(2m2 + 2n2 −mn− 8) (Lm+n)µ∇µ
(
− 3
l2
)
f ,
(B.22)
in agreement with the explicit expression of the Casimir operator in this context:
Cf ≡ (L0µL0ν − L−1(µL1ν))∇µ∇νf = ℓ2
4
f , (B.23)
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where f is a scalar function.
In hs[λ] the commutator (B.13) is recovered via the identification
C ≡ 1
4
(
λ2 − 1) I , (B.24)
i.e. by choosing a representation for the sl(2,R) algebra and building the generators
of hs[λ] as products of the representatives of the Li. In the present context the same
identification is possible, but it amounts to restrict the space of functions on which the
differential operators acts to the kernel of the wave equation(
− λ
2 − 1
ℓ2
)
f = 0 . (B.25)
The mass in (B.25) is the same as that of the scalars that enter the Vasiliev equations
in D = 3. This confirms the consistency of the whole procedure, that somehow revisits
the construction of higher-spin algebras of [35]. Even in the absence of matter couplings,
one can use this bulk construction to relate the algebra hs[λ] to the “isometries” of the
vacuum.
C Metric-like fields from Chern-Simons
Higher-spin gauge theories can be alternatively described in a frame-like language, where
the symmetric tensors used in this paper are substituted by two differential forms that
generalize the dreibein and the spin connection of the frame formulation of Einstein
gravity [44, 45]. In three spacetime dimensions one can consider the fields
e = eµ
A TA dx
µ , ω = ωµ
A TA dx
µ , (C.1)
(where TA collects the generators of a suitable gauge algebra) and the action
I =
1
16πG
∫
M3
tr
(
e ∧R + 1
3ℓ2
e ∧ e ∧ e
)
with R = dω + ω ∧ ω . (C.2)
In sects. 3 and 4 we discussed e.g. the metric counterparts of the models based on the
algebras sl(3,R) and sl(4,R).16 These are examples of a more general setup where one
deals with the infinite-dimensional gauge algebra hs[λ], which can be considered as a
continuation of sl(N) under N → λ (see e.g. [7, 46] and references therein). For generic
values of λ the action (C.2) describes fields with spin ranging from 2 to ∞, while for
λ = N the trace becomes degenerate and the theory describes fields with spin ranging
16One should also specify the embedding of the Lorentz so(1, 2) ∼ sl(2,R) subalgebra in the full gauge
algebra. In this paper we only deal with the principal embedding.
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from 2 to N . For ℓ > 0 one can also rewrite (C.2) as the difference of two hs[λ] (or sl(N))
Chern-Simons actions [1, 2].
A map between the fields (C.1) and their metric-like peers has been proposed in [6,7]:
for the fields considered in sects. 3 and 4 it reads e.g.
g = 2 tr(eµeν)dx
µdxν , (C.3a)
φ = C1 tr(eµeνeρ)dx
µdxνdxρ , (C.3b)
ϕ = C2
{
tr(eµeνeρeσ)− 3λ
2 − 7
10
tr(eµeν)tr(eρeσ)
}
dxµdxνdxρdxσ , (C.3c)
where the trace is normalised such that on the Lorentz sl(2,R) subalgebra it corresponds
to the matrix trace in the representation of dimension two.17 Overall normalizations
depend on the normalization of kinetic terms in the metric-like action and are discussed
below. One has to trace over fiber indices because the action (C.2) is invariant under the
transformations
δe = [ e,Λ ] , δω = dΛ+ [ω,Λ ] , (C.4)
which generalize Lorentz transformations and have no counterparts in the metric formula-
tion (see [6,7,13] for details). The relative coefficients between multiple traces are instead
not fixed by first principles, and indeed one can shift them with field redefinitions. The
relative coefficient in (C.3c) has been however fixed in [7] by requiring that the spin-4
field vanishes when the connections (C.1) take their vacuum value.
In this Appendix we first recall how one can extract from (C.3) exact solutions of the
metric-like models which we discuss in Sections 3 and 4. Then we show how one can build
solutions which fit into the general discussion of Section 5 by fixing the relative coefficients
between multiple traces. Let us stress that with this procedure one fully controls the space
of solutions of the equations of motion in three dimensions. This is a crucial ingredient
in the AdS/CFT correspondence, where one aims at computing the on-shell action, but
in arbitrary spacetime dimensions only solutions of the free Fronsdal equations have been
studied in detail (see e.g. [47]).
C.1 Spin-3 and spin-4 fields
The boundary conditions displayed in the main body of the paper are the metric counter-
part of the “highest-weight” boundary conditions in the Chern-Simons formulation [5,6].
There one defines the gauge connections A = ω + e and A˜ = ω − e, and imposes the
following boundary conditions:
A = b−1ai b dxi + b−1db , A˜ = − b a˜i b−1dxi + bdb−1 , (C.5)
17Our normalization agrees with e.g. [6, 10, 7, 46] but, for λ = N , our trace does not agree with the
matrix trace in the fundamental of sl(N,R).
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where b = elog rW
1
0 while the hs[λ]-valued connections a and a˜ read
a =
(
W 11 −
2π
k
L(x+)W 1−1 +
2π
kN3
W(x+)W 2−2 +
2π
kN4
U(x+)W 3−3 + · · ·
)
dx+ , (C.6a)
a˜ =
(
W 1−1 −
2π
k
L˜(x−)W 11 +
2π
kN3
W˜(x−)W 22 +
2π
kN4
U˜(x−)W 33 + · · ·
)
dx− . (C.6b)
The W lm (with l ≥ 1 and −l ≤ m ≤ l) form a basis of hs[λ] such that
[W 1m,W
l
n ] = (lm− n)W lm+n , (C.7a)
tr(W kmW
l
n) = (−1)l−mNl+1(λ)
(l +m)!(l −m)!
(2l)!
δk,lδ0,m+n , (C.7b)
where the coefficients Nl+1 are defined as
Nl+1(λ) = − 6 (l!)
2
(2l + 1)!
l∏
i=2
(i− λ)(i+ λ) , (C.8)
so that tr(W 1−1W
1
1 ) = N2(λ) = −1.18 The functions L, W, U have to be identified with
the left-moving components of the currents Lij, Wijk, Uijkl and normalisations are fixed
as in [10]. Note that (C.5) and (C.6) define flat connections: the boundary conditions
of [5, 6] therefore put the system on shell (at least asymptotically).
If one fixes λ = 3, then one can ignore in (C.6) all W lm with l ≥ 3. Substituting the
field e defined as above in (C.3), one obtains that the spin-4 field vanishes, while the
metric and the spin-3 field solve the equations of motion derived from the action (3.1)
(with free coefficients fixed as in (3.5)) provided that19
C1 =
2
3
√|N3| =
2
3
. (C.9)
Taking advantage of the relations (2.21) and (3.11) between L, W and the boundary
currents Lij, Wijk, the resulting metric and spin-3 field read [6]
g =
dr2
r2
+
{
r2
2
ηij +
2π
k
Lij + 2π
2
k2r2
LikLjk + 2π
2
k2N3 r4
WiklWjkl
}
dxidxj , (C.10a)
φ =
3πC1
4k
{
Wijk + 4π
kr2
LimWjkm + 4π
2
k2r4
LimLjnWkmn
}
dxidxjdxk . (C.10b)
Their contravariant correlatives satisfy our boundary conditions (3.9) and (3.12) with
hrr = hri = 0.
18For λ = N the trace in the fundamental of sl(N,R) would instead give TrN×N (W
1
−1W
1
1 ) = −N(N
2
−1)
6 .
19Although for λ = 3 we have N3 = 1, we display explicitly the factor N3 in both (C.9) and (C.10) to
stress that, in general, the precise on-shell expression for the fields obtained from (C.3) depends on λ.
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We can now repeat the same steps for λ = 4: the metric and the spin-3 field receive
corrections in Uijkl at the orders, respectively, O(r−6) and O(r−4). In analogy with (C.10),
the spin-4 field satisfies
ϕijkl =
πC2
2k
Uijkl +O(r−2) , (C.11)
and solves the equations of motion derived from the action (4.3) provided that
C1 =
2
3
√
|N3|
=
√
5
3
√
3
, C2 =
1√
3|N4|
=
√
5
3
√
6
, (C.12)
and one appropriately tunes the free coefficients. Two complications emerge however
starting from this example. The first is that not all radial components vanish:
ϕrrij =
π2C2N4
15k2N23 r
6
WiklWjkl +O(r−8) . (C.13)
Moreover the rank-4 tensor defined by (C.3c) is not doubly traceless, as one can verify
using the explicit on-shell expressions for the metric and ϕ. For λ = 4 it satisfies instead
the constraint
gµνgρσϕµνρσ =
5C2
18C21
gµνgρσgαβ (2φµραφνσβ + 3φµρσφναβ)
− 5
27C2
gµνgρσgαβgγδ (ϕµραγϕνσβδ + 3ϕµραβϕνσγδ) + · · · ,
(C.14)
where omitted terms are at least cubic in the fields or contain double traces of ϕ.20
Changing the relative coefficient in (C.3c) does not help, and even worsen the fall-off
of the double trace for r → ∞. Therefore we cannot compare directly (C.3c) with our
boundary conditions, which have been given for tensors satisfying gµνgρσϕµνρσ = 0. One
can nevertheless easily recover a doubly traceless field. It suffices to introduce a projector
by a field redefinition:
ϕµνρσ →
(
δαµδ
β
ν δ
γ
ρδ
δ
σ −
1
5
g(µνgρσ)g
αβgγδ
)
ϕαβγδ . (C.15)
The price to pay is that the result does not have a finite expansion in powers of r−1 like
the metric, the spin-3 field and the spin-4 field defined by (C.3c).
We can now compare the exact solution built from (C.6) with our boundary conditions.
The inverse metric satisfies grr = r2, gri = 0, while gij has the same form as in (4.13c).
The spin-3 field satisfies φrrr = φrri = φrij = 0, while φijk has the same form as in (4.11d).
The doubly-traceless spin-4 field (C.15) satisfies instead ϕrrri = ϕrijk = 0, while
ϕrrrr =
4π2C2N4
5k2N23 r
2
WijkW ijk +O(r−4) , ϕrrij = 4π
2C2N4
3k2N23 r
6
W iklWjkl +O(r−8) , (C.16)
20In general the coefficients depend on λ and the omitted terms also involve fields of higher spin.
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and ϕijkl has the same form as in (4.8e). Due to (C.16), the rank-4 tensor still does not
have the desired form, but one can eliminate the unwanted terms in ϕrrrr and ϕrrij by
performing an additional field redefinition of the type discussed in (D.4):
ϕµνρσ→ 8C2N4
45C21N
2
3
{
10φα
(µνφρσ)α − g(µν|[φαβ |ρφσ)αβ + g|ρσ)(φαβγφαβγ + 6φαφα)]}. (C.17)
All field redefinitions in (D.4) preserve the double trace constraint by construction, so
that the resulting rank-4 tensor eventually fits into our boundary conditions (4.8).21
Note once again that, even if field redefinitions cannot influence the physics, they
do influence the boundary conditions and the presentation of asymptotic symmetries.
They can thus hide or manifest possible geometric structures. This is not a surprise: if
one expands the Einstein-Hilbert Lagrangian around a given background one obtains a
specific non-polynomial action. Redefining the fluctuations one can modify its form, but
this generically obscures the relation with the Ricci scalar.
C.2 Fields of spin s > 4
In the introductory remarks of this Appendix we recalled that the relative coefficients in
the map between frame and metric-like fields are not fixed a priori. It could be anyway
useful to identify a “canonical” map, like the one that we already encountered in the
definition of the spin-4 field in (C.3c). The vanishing of all fields but the metric on the
vacuum is a desirable property that however does not suffice to fix all relative coefficients
for s > 4. For instance, the term tr(e2)tr(e3) that appears in the most general ansatz
for a spin-5 field vanishes identically when e takes its background value. Nevertheless,
for arbitrary s, one can fix completely the ansatz by requiring that, if one starts from a
“highest-weight” connection in the Chern-Simons theory, one obtains
ϕs ∼ Wi1··· isdxi1 · · · dxis +O(r−2) . (C.18)
This is the fall-off which fits into the boundary conditions that we discuss in Section 5!
Before showing that matching (C.18) fully fixes the ansatz, let us recall that the freedom
in the relative coefficients between multiple traces does not parameterise all possible field
redefinitions, but only those which do not contain the inverse metric. Some of the latter
play an important role in this paper, since they are required to match our complete
boundary conditions as in (C.15) and (C.17). These redefinitions, however, only affect
(C.18) at subleading orders and thus do not affect the following discussion.
Let us consider the spin-5 example to begin with. Suppose for simplicity that only
left-moving components are switched on: then (C.5) and (C.6) imply that
tr(e5) =
{
a1Z tr
(
(W 11 )
4W 4−4
)
+ a2 LW tr
(
(W 11 )
3W 1−1W
2
−2
)}
(dx+)5 +O(r−2) , (C.19)
21It would be interesting to understand if – by fixing appropriately the free coefficients in the
Lagrangian – one can find an exact solution of the equations of motion where all components with
radial indices vanish as in (C.10), although the issue goes beyond the scope of this paper.
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where we denoted by Z the spin-5 charge. The only way to fulfill the condition (C.18) is
to cancel the term with LW by properly combining tr(e5) with tr(e2)tr(e3) as in
ϕ5 ∼ tr(e5)− 5(3λ
2 − 13)
21
tr(e2)tr(e3) . (C.20)
In general one has an equal number of unwanted combinations of the generators of hs[λ]
that appear in the highest-weight connection and multiple traces in the ansatz for the
fields. For instance, for s = 6 one obtains contributions of order greater or equal to O(1)
from tr((W 11 )
5W 5−5), tr((W
1
1 )
4W 1−1W
3
−3), tr((W
1
1 )
4(W 2−2)
2) and tr((W 11 )
3(W 1−1)
3), while the
ansatz for the field, besides tr(e6), contains also tr(e2)tr(e4), tr(e3)2 and tr(e2)3. Compat-
ibility with the asymptotic expansion (C.18) fixes the relative coefficients as22
ϕ6 ∼ tr(e6)− 5(5λ
4 − 65λ2 + 264)
63(λ2 − 4) tr(e
3)2 − 5(λ
2 − 7)
6
tr(e2)tr(e4)
+
6λ4 − 71λ2 + 125
42
tr(e2)3 .
Using e.g. the ⋆-product realization of the trace of hs[λ] first introduced in [48], one can
easily continue along these lines. The rank-7 symmetric tensor which complies with the
asymptotic expansion (C.18) is e.g.
ϕ7 ∼ tr(e7)− 35(5λ
4 − 95λ2 + 636)
198(λ2 − 4) tr(e
3)tr(e4)− 7(3λ
2 − 31)
22
tr(e2)tr(e5)
+
35(3λ6 − 71λ4 + 488λ2 − 840)
198(λ2 − 4) tr(e
2)2tr(e3) .
As a side remark, note that with the same procedure one can express the charges L, W,
etc. in terms of traces of powers of the connection a defined in (C.6). This is a useful
way to compute theW-charges starting from other gauges, that has been exploited in the
study of smooth solutions in the Chern-Simons formulation [49, 46, 50], although to our
knowledge explicit expressions for the W-charges were given only up to spin 4.
D 3–3–4 cubic vertex
Thanks to the vanishing of the Weyl tensor, the higher-spin gauge transformations of the
metric contain a single derivative (see e.g. (3.39)). As a result, the interacting vertices
needed to restore the gauge invariance lost after covariantisation by the quadratic actions
(4.4) and (4.5) do not contain more than two derivatives as in D > 3. Furthermore,
the frame-like action (C.2) is of first order, and the generalized spin connection can be
22The factor λ2−4 in the denominator does not signal any pathology of the theory for λ = 2, since it is
cancelled by an identical factor coming from the traces that multiply it (tr(e3) vanishes in pure gravity,
i.e. it is proportional to λ2 − 4). For λ = 2 the final outcome is actually ϕ6 = 0 for any e.
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expressed in terms of the generalized vielbein and its first derivative through its equation
of motion [13,38]. For these reasons in the present and in the following Appendix we only
consider interacting vertices with at most two derivatives.
Efficient techniques to classify and build cubic vertices for higher-spin particles have
been developed over the last few years. Since three spacetime dimensions are blessed by
the absence of higher derivatives, we follow instead a very pragmatic approach: we display
the ugly but still controllable general ansatz and the values of the coefficients in the action
and in the gauge transformations which guarantee gauge invariance. Computations have
been performed using xAct packages for Mathematica [51], and in particular the package
xTras [52].
D.1 Action
One cannot build vertices with two derivatives and an odd number of tensors of odd
rank, while one can build a vertex with two rank-3 tensors and one rank-4 tensor (which
we assume to have vanishing double trace). The general ansatz can be conveniently
decomposed as
L3−3−4 = ϕµνρσ (J1 + J2 + J3 + J4)µνρσ , (D.1)
where we do not allow derivatives on the rank-4 tensor in order to eliminate the redun-
dancies induced by integrations by parts. The quadratic currents are defined as follows:
J4 contains the terms that one can set to zero in three spacetime dimensions thanks to the
identities which follow from the vanishing of antisymmetrizations over more than three
indices.23 J2 and J3 collect the terms that can be independently shifted by field redefi-
nitions, respectively, of the higher-rank tensors and of the metric. All coefficients in J2
and J3 are therefore free, in analogy with the ki which appear e.g. in the quadratic spin-3
Lagrangian (4.4). J1 contains instead the non-trivial part of the vertex, which is fixed up
to an overall coupling constant if one imposes that the action (4.3) be gauge invariant up
to quadratic order in the higher-spin fields.
Before displaying explicitly the ansatz (D.1), let us stress that one can fix all coefficients
in J1 by asking for gauge invariance on an AdS background. The terms in the Ricci tensor
that one has to add to restore gauge invariance on an arbitrary background can always
be absorbed by a field redefinition of the metric. As we have discussed in the main body
of the paper, this choice is however not necessarily the best one to compute asymptotic
symmetries. In the following we will thus work with generic L2 and L3.
23A systematic way to construct all identities satisfied by a set of tensors in a given dimension is
described e.g. in [52].
58
The portion of the vertex which is non trivial in our parameterisation is
(J1)µνρσ = A1∇αφβµν∇βφαρσ + A2∇µφναβ∇αφβρσ + A3∇µφναβ∇ρφσαβ +B1∇ · φµν∇ · φρσ
+B2∇µφνρα∇ · φασ +B3∇αφµνρ∇σφα +∇µφνρα
(
B4∇σφα +B5∇αφσ
)
+B6∇µφν∇ρφσ
+B7∇ · φµν∇ρφσ +B8∇µφνρσ∇ · φ+ φµαβ
(
A4∇ν∇ρφσαβ + A5∇(ν∇α)φβρσ
)
+ φµνρ
(
B9∇·∇· φσ +B10∇(σ∇α)φα
)
+ φµν
α
(
B11∇(α∇β)φρσβ +B12∇(ρ∇β)φσαβ
+B13∇(α∇ρ)φσ +B14∇ρ∇σφα
)
+ φµ
(
B15∇(ν∇α)φρσα +B16∇ν∇ρφσ
)
+ φα
(
B17∇(α∇µ)φνρσ
+B18∇µ∇νφρσα
)
+ gµν
{
C1∇αφβγρ∇βφσαγ + C2∇ρφαβγ∇αφσβγ + C3∇ρφαβγ∇σφαβγ
+∇ · φαβ(C4∇αφβρσ + C5∇ρφσαβ)+ C6∇ · φρσ∇ · φ+ (C7∇ · φρα + C8∇αφρ)∇ · φασ
+ C9∇βφα∇αφρσβ + C10∇ρφσαβ∇αφβ +∇ρφα
(
C11∇ · φασ + C12∇αφσ
)
+ C13∇ρφσ∇ · φ
+ φρσ
α
(
C14∇(α∇β)φβ + C15∇ · ∇ · φα
)
+ φρ
αβ
(
C16∇(σ∇γ)φαβγ + C17∇(α∇γ)φσβγ
+ C18∇(σ∇α)φβ + C19∇α∇βφσ
)
+ φαβγ
(
C20∇(ρ∇α)φσβγ + C21∇α∇βφγρσ
)
+ φρ
(
C22∇(σ∇α)φα + C23∇ · ∇ · φσ
)
+ φα
(
C24∇(α∇β)φρσβ + C25∇(ρ∇β)φσαβ
+ C26∇(ρ∇α)φσ + C27 φα∇ρ∇σφα
)}
+ ℓ−2
{
D1 φµναφρσ
α +D2 φµνρφσ + gµν
(
D3 φραβφσ
αβ +D4 φρσαφ
α +D5 φρφσ
)}
, (D.2)
where we labelled with Ai the terms that would appear also in the traceless and transverse
gauge reviewed in [53]. A generic field redefinition of the form φ→ φϕ contains 7 terms,
φµνρ → f1 φαβ(µϕνρ)αβ + f2 φα(µνϕρ)α + f3 φαϕαµνρ + f4 φ(µϕνρ)
+ g(µν|
{
f5 φαβγϕ
|ρ)αβγ + f6 φ|ρ)αβϕαβ + f7 φαϕ|ρ)α
}
,
(D.3)
while a generic field redefinition of the form ϕ → φ2 contains again 7 terms, but only 5
independent coefficients if one wants to preserve the double trace constraint:
ϕµνρσ → f8 φα(µνφρσ)α + f9 φ(µφνρσ) + g(µν|
{
f10 φαβ
|ρφσ)αβ + f11 φ|ρσ)αφα + f12 φ|ρφσ)
}
− 1
15
g(µνgρσ)
{
(2f8 + 5f10)φαβγφ
αβγ + (f8 + 3f9 + 5(f11 + f12))φαφ
α
}
. (D.4)
Therefore J2 must contain 12 terms which, following [53], we choose as
(J2)µνρσ = r1∇αφβµν∇αφβρσ + r2∇αφµνρ∇αφσ + r3 φµνρφσ + r4 φµναφαρσ
+ r5 φµφνρσ + gµν
(
r6∇αφβγρ∇αφσβγ + r7∇αφβ∇αφρσβ + r8∇αφρ∇αφσ
+ r9 φρ
αβ
φαβσ + r10 φρσ
α
φα + r11 φ
α
φαρσ + r12 φρφσ
)
.
(D.5)
There are instead 22 field redefinitions of the metric that affect the vertex, but only 20 of
them are independent. Correspondingly J3 contains all terms with the Ricci tensors but
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two:
(J3)µνρσ = Rαβ
(
t1 φµν
αφρσ
β + t2 φµνρφσ
αβ
)
+Rµα
(
t3 φνρβφσ
αβ + t4 φνρσφ
α + t5 φ
α
νρφσ
)
+Rµν
(
t6 φραβφσ
αβ + t7 φρσαφ
α
)
+R
(
t8 φµναφρσ
α + t9 φµνρφσ
)
(D.6)
+ gµν
{
Rαβ
(
t10 φργ
αφσ
βγ + t11 φρσγφ
αβγ + t12 φρσ
αφβ + t13 φρ
αβφσ
)
+ t14Rρσφαβγφ
αβγ
+Rρα
(
t15 φσβγφ
αβγ + t16 φσβ
αφβ + t17 φρφ
α
)
+R
(
t18 φραβφσ
αβ + t19 φρσαφ
α + t20 φρφσ
)}
.
Finally, there are 6 independent identities that involve two covariant derivatives and two
tensors of rank-3. One can thus eliminate from the general ansatz the following terms:
(J4)µνρσ = z1∇αφµνρ∇ · φσα + z2 φµαβ∇α∇βφνρσ + gµν
(
z3∇ρφα∇σφα
+ z4 φ
αβγ∇ρ∇σφαβγ
)
+ z5Rµνφρφσ + z6 gµνRρσφαφ
α .
(D.7)
D.2 Gauge transformations
Adding the vertex (D.1) to the quadratic Lagrangians (4.4) and (4.5) induces the fol-
lowing deformations of the gauge transformations, that are necessary to preserve the
gauge invariance of the action up to quadratic order in the higher-spin fields. The spin-3
transformation of the rank-3 tensor receives the correction
δ
(1)
3 φ
µνρ = a1 ϕα
µνρ∇· ξα + a2 ϕαβ (µν∇ρ)ξαβ + a3 ϕαβ(µν∇β ξρ)α + a4 ϕ(µν∇· ξρ)
+ a5 ϕα
(µ∇νξρ)α + a6 ϕα(µ∇α ξνρ) + b1 ξαβ∇αϕβµνρ + b2 ξαβ∇(µϕνρ)αβ
+ b3 ξ
α(µ∇· ϕνρ)α + b4 ξα(µ∇αϕνρ) + b5 ξα(µ∇νϕρ)α + b6 ξ(µν∇· ϕρ)
+ g(µν|
{
c1 ϕ
|ρ)
αβγ∇αξβγ + c2 ϕ|ρ)α∇· ξα + c3 ϕαβ∇|ρ)ξαβ + c4 ϕαβ∇αξ|ρ)β
+ d1 ξ
αβ∇· ϕ|ρ)αβ + d2 ξαβ∇αϕ|ρ)β + d3 ξαβ∇|ρ)ϕαβ + d4 ξ|ρ)α∇βϕαβ
}
,
(D.8)
and the field also acquires a spin-4 gauge transformation:
δ
(1)
4 φ
µνρ = p1 φα
(µν∇· κρ)α + p2 φαβ(µ∇νκρ)αβ + p3 φαβ(µ∇β κνρ)α + p4 φ(µ∇· κνρ)
+ p5 φα∇(µκνρ)α + p6 φα∇ακµνρ + q1 καβ(µ∇αφνρ)β + q2 καβ(µ∇νφρ)αβ
+ q3 κ
α(µν∇· φρ)α + q4 κα(µν∇αφρ) + q5 κα(µν∇ρ)φα + q6 κµνρ∇· φ
+ g(µν|
{
v1 φ
|ρ)
αβ∇· καβ + φαβγ
(
v2∇|ρ)καβγ + v3∇ακ|ρ)βγ
)
+ v4 φα∇· κ|ρ)α
+ καβγ
(
w1∇αφ|ρ)βγ + w2∇|ρ)φαβγ
)
+ κ|ρ)αβ
(
w3∇· φαβ + w4∇αφβ
)}
.
(D.9)
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In a similar fashion, the rank-4 tensor acquires a spin-3 gauge transformation:
δ
(1)
3 ϕ
µνρσ = a˜1 φ
(µνρ∇· ξσ) + a˜2 φα(µν∇ρξσ)α + a˜3 φα(µν∇α ξρσ) + a˜4 φ(µ∇νξρσ)
+ b˜1 ξ
α(µ∇αφνρσ) + b˜2 ξα(µ∇νφρσ)α + b˜3 ξ(µν∇· φρσ) + b˜4 ξ(µν∇ρφσ)
+ g(µν|
{
c˜1 φ
|ρσ)
α∇β ξαβ + c˜2 φαβ |ρ∇σ)ξαβ + c˜3 φαβ|ρ∇β ξσ)α + c˜4 φ|ρ∇· ξσ)
+ c˜5 φα∇|ρξσ)α + c˜6 φα∇α ξ|ρσ) + d˜1 ξαβ∇αφβ |ρσ) + d˜2 ξαβ∇|ρφσ)αβ
+ d˜3 ξ
α|ρ∇· φσ)α + d˜4 ξα|ρ∇αφσ) + d˜5 ξα|ρ∇σ)φα + d˜6 ξ|ρσ)∇· φ
}
+ g(µνgρσ)
{
e˜1 φαβγ∇αξβγ + e˜2 φα∇· ξα + e˜3 ξαβ∇· φαβ + e˜4 ξαβ∇αφβ
}
,
(D.10)
where preservation of the double trace constraint imposes
e˜1 = − 1
15
(2a2 + 2a3 + 5c2 + 5c3) , (D.11a)
e˜2 = − 1
15
(3a1 + a2 + 2a4 + 5c1 + 5c4 + 5c5) , (D.11b)
e˜3 = − 1
15
(2b2 + 2b3 + 5d2 + 5d3) , (D.11c)
e˜4 = − 1
15
(3b1 + b2 + 2b4 + 5d1 + 5d4 + 5d5) . (D.11d)
The gauge transformation of the metric is also deformed by terms of the form δ
(1)
3 g = φϕξ
and δ
(1)
4 g = φ
2κ that we refrain from displaying explicitly.
D.3 Coefficients in the action
In the main body of the paper we never need the precise form of the vertex, since we extract
all information from the gauge transformations. We display it anyway for completeness
and to show that it is unique (up to an overall coupling constant which we denote by γ).
If one wants a gauge invariant action, the coefficients in J1 must be fixed as follows:
A1 = 0 , A2 = γ − 2r1 , A3 = − 9γ
2
− r6 ,
A4 = − 6γ − r6 , A5 = 6γ − 2r1 , B1 = − 3γ
2
,
B2 = 11γ − 2r1 , B3 = 13γ
4
− r2
2
, B4 = − r7 ,
B5 = − 23γ
4
− 3r2
2
, B6 = − 9γ
2
− r8 , B7 = − γ
4
− 3r2
2
,
B8 = − γ
4
− r2
2
, B9 =
3γ
4
+
r2
2
− r3 , B10 = 3γ
8
− 3r2 − 2r3
4
,
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B11 = − 3γ
2
+ r1 − r4 , B12 = 6γ − 2r4 , B13 = − 21γ
4
− 4r1 + 3r2 − 4r4
2
,
B14 =
3γ
2
− r1 + r4 − r7
2
, B15 = − 3γ − 3r5 , B16 = −3γ
4
− 3r2
2
+ 3r5 − r8 ,
B17 =
3γ
4
− r2
2
, B18 =
3γ
2
− r7
2
. (D.12)
Note that they all depend only on the coupling constant γ and on the coefficients ri of
(D.5), which parameterise the freedom to redefine the higher-spin fields. The same is true
for the remaining coefficients of the terms with two derivatives:
C1 = − 7γ
2
+ 2r1 , C2 = 10γ +
r6
2
,
C3 = − 3γ , C4 = − 12γ + 2r1 ,
C5 =
13γ
2
+
r6
2
, C6 =
γ
4
+
3r2
2
,
C7 = − 29γ
2
+ 2r1 , C8 = 21γ + 3r2 ,
C9 = − γ
4
+
3r2
2
, C10 = − 3γ + r7
2
,
C11 = 3γ +
r7
2
, C12 = − 7γ + r8
2
,
C13 = 4γ +
r8
2
, C14 =
9γ
2
+
3r2
2
− r7
4
+
r10
2
,
C15 = − 15γ
2
+ r1 +
r7
2
− r10 , C16 = 21γ
2
+
3r6
2
− r9 ,
C17 = − 9γ + 4r1 + 2r6 − 2r9 , C18 = − 21γ
2
− 2r6 + r7
2
+ 2r9 ,
C19 =
21γ
4
+
3r2
2
− r6 + r9 , C20 = 3γ + r6
2
,
C21 = − 3γ + r1 , C22 = − 3γ
2
+
r12
2
,
C23 =
27γ
4
+
3r2
2
+ r8 − r12 , C24 = − 9γ
4
+
3r2
2
+
r7
2
− r11 ,
C25 = − 9γ
2
+
3r7
2
− 2r11 , C26 = 9γ
2
− r7 + r8
2
+ 2r11 ,
C27 =
3γ
2
− r7
2
+ r11 . (D.13)
Substituting ∇µ → ∂µ and keeping the same coefficients one obtains the 3–3–4 vertex in
flat space, while the mass-like term that appear in AdS depends also on the coefficients
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of the terms with the Ricci tensor in (D.6):
D1 = 33 γ − r1 − 6r4 + 2 (t1 + t3 + 3 t8) ,
D2 = − 237
8
γ + 2 r1 − 5
4
r2 − 11
2
r3 − 2 r4 − 6 r5 + 2 (t2 + t4 + t5 + 3 t9) ,
D3 = − 15 γ − 2 r1 + 3
4
r6 − 6 r9 + 2 (t6 + t10 + t15 + 3t18) ,
D4 = 30 γ − 1
2
(3 r2 + 2 r4 − 4 r6 − r7 + 4 r9 + 11 r10 + 12 r11)
+ 2 (t7 + t11 + t12 + t16 + 3 t19) ,
D5 =
33
4
γ − 3 r5 + r6 + r7 + r8
4
− r9 − 2 r11 − 11
2
r12 + 2 (t13 + t17 + 3 t20) . (D.14)
In order to obtain these results, one has to take into account the dimensional dependent
identities that involve the tensors which appear in the gauge transformation of the action.
If not, one would discover that, as in D > 3, the only solution is a “fake” vertex which
can be eliminated by a field redefinition.
D.4 Coefficients in the gauge transformations
The coefficients a2 and a5 in δ
(1)
3 φ
µνρ are not fixed since they parameterise redefinitions
of the gauge parameter of the type
ξµν → α1 ϕµναβξαβ + α2 ϕα(µξν)α . (D.15)
The remaining coefficients in front of the terms where the derivative acts on the gauge
parameter read
a1 = − 3
4
γ +
r2
2
− r5 , a3 = − 3 γ + r1 − r4 , (D.16a)
a4 = − 3
2
γ +
r7
2
− r11 , a6 = 3 γ + r6 − r9
2
, (D.16b)
and
c1 =
9
8
γ − 1
4
(4 r1 + r2 − 2 r3 − 4 r4) , (D.16c)
c2 = − 15
12
γ − 1
6
(3 r2 − 6 r5 + 2 r6 + 2 r7 + 2 r8 − 2 r9 − 4 r11 − 2 r12) , (D.16d)
c3 =
15
12
γ − a2 + a5
3
− r7 − 2 r10
12
, (D.16e)
c4 = − 21
6
γ − 1
6
(2 r1 − 2 r4 + 4 r6 + r7 − 4 r9 − 2 r10) . (D.16f)
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One can set to zero the previous coefficients that do not depend on a2 and a5 (i.e. all of
them but c3) by fixing the ri as
r1 =
3γ
2
, r2 = − 3γ
2
, r3 = 3γ , r4 = − 3γ
2
,
r5 = − 3γ
2
, r6 = 0 , r7 = 12γ , r8 = − 9γ
2
, (D.17)
r9 = 6γ , r10 =
15γ
2
, r11 =
9γ
2
, r12 = − 3γ
2
.
This observation generalizes what was already noticed at the quadratic order in [13].
In D = 3 one can eliminate almost all terms where the derivative acts on the gauge
parameter by tuning appropriately field redefinitions and fixing the free parameters in
the gauge transformations. The coefficients of the terms where the derivative acts on the
field read instead
b1 =
3
2
γ , b2 = − 9
4
γ + a2 − r1 − r4
2
, (D.18a)
b3 = 3 γ , b4 = − 3 γ , (D.18b)
b5 = − 21
2
γ + a5 − r6 + r9 , b6 = 3
4
γ , (D.18c)
and
d1 = − 3
2
γ , d2 = 3 γ, (D.18d)
d3 =
45
12
γ − a2 + a5
3
+
1
6
(r1 − r4 + 2 r6 − 2 r9) , d4 = 0 . (D.18e)
The structure of δ
(1)
4 φ
µνρ is similar: one can leave free the coefficients p2 and p5 that
account for the mixing with linearised spin-3 transformations generated by the field de-
pendent parameter
ξµν = α3 φ
αβ(µκν)αβ + α4 φακ
µνα . (D.19)
The remaining coefficients in front of the terms where the derivative acts on the gauge
parameter read
p1 = 6 γ + r6 − r9 , p3 = − 3 γ + r1 − r4 , (D.20)
p4 = − 3
2
γ +
r7
2
− r11 , p6 = − 3
8
γ +
r2
4
− r5
2
, (D.21)
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and
v1 = − 21
6
γ − 1
6
(2 r1 − 2 r4 + 4 r6 + r7 − 4 r9 − 2 r10) , (D.22)
v2 =
9
24
γ − p2
3
− 1
12
(r2 − 2 r3) , (D.23)
v3 =
9
8
γ − 1
4
(4 r1 + r2 − 2 r3 − 4 r4) , (D.24)
v4 = − 15
12
γ − 1
6
(3 r2 − 6 r5 + 2 r6 + 2 r7 + 2 r8 − 2 r9 − 4 r11 − 2 r12) . (D.25)
All coefficients but v2 (which depends on p2) also vanish if one fixes the ri as in (D.17).
The coefficients of the terms where the derivative acts on the field read instead
q1 = 3 γ , q2 = − 3 γ + p2 − r1 + r4 , (D.26)
q3 = 6 γ , q4 = − 6 γ , (D.27)
q5 = − 39
8
γ + p5 − 3
4
(r2 − 2 r5) , q6 = 3
2
γ , (D.28)
w1 = 0 , w2 = − p2
3
+
r1 − r4
3
, (D.29)
w3 = − 3 γ , w4 = 6 γ . (D.30)
In δ
(1)
3 ϕ
µνρσ one can leave free the coefficients a˜2 and a˜4 that account for the mixing
with linearised spin-4 transformations generated by the field dependent parameter
κµνρ = β1 φ
α(µνξρ)α + β2 φ
(µξνρ) . (D.31)
The remaining coefficients in front of the terms where the derivative acts on the gauge
parameter read
a˜1 = − 3
4
γ − r2
2
, a˜3 =
3
4
γ − r1
2
, (D.32)
c˜1 = − 21
20
γ +
1
10
(2 r1 + 3 r2 + r7) , c˜2 =
9
10
γ − 2
5
a˜2 +
r6
10
, (D.33)
c˜3 = − 6
5
γ +
4 r1 + r6
5
, c˜4 =
9
5
γ +
3 r2 + r8
5
, (D.34)
c˜5 = − 3
10
γ − a˜2 + 2 a˜4
5
+
r7
10
, c˜6 = − 21
40
γ +
1
20
(2 r1 + 3 r2 + r7) , (D.35)
e˜1 = − 2 r1 + r6
10
, e˜2 = − r1 + 3 r2 + r7 + r8
15
. (D.36)
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They all vanish apart from c˜2, c˜5, e1 and e2 if one fixes the ri as in (D.17). The coefficients
of the terms where the derivative acts on the field read instead
b˜1 =
3
2
γ , b˜2 = − 6 γ + a˜2 + r1 , (D.37)
b˜3 = 0 , b˜4 =
9
8
γ + a˜4 +
3
4
r2 , (D.38)
d˜1 = − 3
10
γ , d˜2 =
21
10
γ − 2
5
a˜2 − 2
5
r1 , (D.39)
d˜3 = − 3
5
γ , d˜4 =
3
5
γ , (D.40)
d˜5 =
27
20
γ − a˜2 + 2 a˜4
5
− 2 r1 + 3 r2
10
, d˜6 = − 3
20
γ , (D.41)
e˜3 =
3
10
γ , e˜4 = − 3
5
γ . (D.42)
E 4–4–4 cubic vertex
E.1 Action
We decompose the general ansatz as
L4−4−4 = ϕµνρσ (J1 + J2 + J3 + J4)µνρσ , (E.1)
where J4 contains the terms that one can set to zero thanks to the dimensional dependent
identities which involve three rank-4 tensors and two derivatives. J2 collects the terms
that one can shift independently with field redefinitions of the form ϕ → ϕ2, while J3
collects all terms with the Ricci tensor, that one can eliminate with a field redefinition
of the metric of the form g → ϕ3. J1 contains again the non-trivial part of the vertex,
which is fixed up to an overall coupling constant if one imposes that the action (4.3) be
invariant up to quadratic order in the higher-spin fields:
(J1)µνρσ = A˜1∇αϕβγµν∇βϕαγρσ + A˜2∇µϕναβγ∇αϕβγρσ +∇ · ϕµνα
(
B˜1∇ρϕσα + B˜2∇αϕρσ
)
+∇µϕνραβ
(
B˜3∇ · ϕσαβ + B˜4∇σϕαβ + B˜5∇αϕβσ
)
+∇αϕβµνρ
(
B˜6∇· ϕσαβ + B˜7∇σϕαβ
+ B˜8∇βϕασ
)
+ B˜9∇µϕνρσα∇· ϕα +∇µϕνα
(
B˜10∇ρϕσα + B˜11∇αϕρσ
)
+ B˜12∇µϕνρ∇· ϕσ
+ gµν
{
C˜1∇αϕβγδρ∇βϕσαγδ + C˜2∇ρϕαβγδ∇αϕσβγδ + C˜3∇αϕβγρσ∇· ϕαβγ
+ C˜4∇αϕβρ∇· ϕσαβ + C˜5∇βϕαγ∇αϕρσβγ + C˜6∇ρϕσαβγ∇αϕβγ + C˜7∇ρϕαβ∇σϕαβ
+ C˜8∇ρϕσα∇· ϕα + C˜9∇αϕβρ∇βϕσα + C˜10∇αϕρσ∇· ϕα
}
+
1
ℓ2
{
D˜1 ϕµναβϕρσ
αβ + D˜2 ϕµνραϕσ
α + gµν
(
D˜3 ϕρσαβϕ
αβ + D˜4 ϕραϕσ
α
)}
, (E.2)
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where we labelled with A˜i the terms that would appear also in the traceless and transverse
gauge. A generic quadratic field redefinition of the rank-4 tensor which preserves the
double-trace constraint reads
ϕµνρσ → f˜1 ϕαβ(µνϕρσ)αβ + f˜2 ϕα(µϕνρσ)α + f˜3 ϕ(µνϕρσ)
+ g(µν|
{
f˜4 ϕαβγ
|ρϕσ)αβγ + f˜5 ϕ|ρσ)αβϕαβ + f˜6 ϕα|ρϕσ)α
}
− 1
15
g(µνgρσ)
{
(2f˜1 + 5f˜4)ϕαβγδϕ
αβγδ
+ (f˜1 + 3f˜2 + 2f˜3 + 5(f˜5 + f˜6))ϕαβϕ
αβ
}
.
(E.3)
As a result, J2 contains 6 contributions:
(J2)µνρσ = r˜1∇αϕβγµν∇αϕβγρσ + r˜2∇αϕβµνρ∇αϕβσ + r˜3∇αϕµν∇αϕρσ
+ gµν
(
r˜4∇αϕβγδρ∇αϕσβγδ + r˜5∇αϕβγ∇αϕρσβγ + r˜6∇αϕβρ∇αϕσβ
)
.
(E.4)
The independent terms with the Ricci tensors are instead
(J3)µνρσ = Rαβ
(
t˜1 ϕµνγ
αϕρσ
βγ + t˜2 ϕµνργϕσ
αβγ
)
+Rµα
(
t˜3 ϕνρσβϕ
αβ + t˜4 ϕ
αβ
νρϕσβ
)
+ t˜5Rµνϕρσαβϕ
αβ +R
(
t˜6 ϕµναβϕρσ
αβ + t˜7 ϕµνραϕσ
α
)
+ gµν
{
t˜8Rαβϕρσγ
αϕβγ + t˜9Rρσϕαβγδϕ
αβγδ + t˜10Rραϕσβϕ
αβ + t˜11Rϕρσαβϕ
αβ
}
, (E.5)
while there are 7 independent identities that involve two covariant derivatives and two
tensors of rank-4. One can thus eliminate from the general ansatz the following terms:
(J4)µνρσ = z˜1∇µϕναβγ∇ρϕσαβγ + z˜2∇αϕµνρσ∇· ϕα + gµν
(
z˜3∇ρϕαβγδ∇σϕαβγδ
+ z˜4∇ρϕαβ∇αϕβσ
)
+ z˜5Rµνϕραϕσ
α + gµν
(
z˜6Rρσϕαβϕ
αβ + z˜7Rϕραϕσ
α
)
.
(E.6)
Eq. (E.1) does not contain all possible contractions of three rank-4 tensors and two deriva-
tives. The reason is the symmetry under exchanges of the three identical rank-4 tensors:
to eliminate the freedom to integrate by parts one also have to set to zero some terms
and we choose to eliminate from the ansatz
(J5)µνρσ = T1∇ · ϕµνα∇ · ϕρσα + T2∇ · ϕµνρ∇ · ϕσ + gµν
(
T3∇ρϕσαβγ∇· ϕαβγ
+ T4∇· ϕρσα∇· ϕα + T5∇· ϕαβρ∇· ϕσαβ + T6∇ρϕαβ∇· ϕσαβ + T7∇· ϕρ∇· ϕσ
)
.
(E.7)
E.2 Gauge transformations
At cubic level the previous vertex is insensitive to the presence of a rank-3 tensor in the
spectrum. It thus only induces the following deformation of the spin-4 gauge transforma-
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tion of the rank-4 tensor:
δ(1)κ ϕ
µνρσ = p˜1 ϕα
(µνρ∇· κσ)α + p˜2 ϕαβ (µν∇ρκσ)αβ + p˜3 ϕαβ(µν∇β κρσ)α + p˜4 ϕ(µν∇· κρσ)
+ p˜5 ϕα
(µ∇νκρσ)α + p˜6 ϕα(µ∇ακνρσ) + q˜1 καβ(µ∇αϕνρσ)β + q˜2 καβ(µ∇νϕρσ)αβ
+ q˜3 κ
α(µν∇· ϕρσ)α + q˜4 κα(µν∇αϕρσ) + q˜5 κα(µν∇ρϕσ)α + q˜6 κ(µνρ∇· ϕσ) (E.8)
+ g(µν|
{
v˜1 ϕαβγ
|ρ∇σ)καβγ + v˜2 ϕαβγ|ρ∇γ κσ)αβ + v˜3 ϕ|ρσ)αβ∇· καβ + v˜4 ϕα|ρ∇· κσ)α
+ v˜5 ϕαβ∇|ρκσ)αβ + v˜6 ϕαβ∇ακ|ρσ)β + w˜1 καβγ∇|ρϕσ)αβγ + w˜2 καβ|ρ∇· ϕσ)αβ
+ w˜3 κ
αβγ∇αϕ|ρσ)βγ + w˜4 καβ|ρ∇αϕσ)β + w˜5 καβ|ρ∇σ)ϕαβ + w˜6 κα|ρσ)∇· ϕα
}
+ g(µνgρσ)
{
y˜1 ϕαβγδ∇ακβγδ + y˜2 ϕαβ∇· καβ + καβγ
(
y˜3∇· ϕαβγ + y˜4∇αϕβγ
)}
,
where preservation of the double trace constraint imposes
y˜1 = − 1
15
(2p˜2 + 2p˜3 + 5v˜1 + 5v˜2) , (E.9a)
y˜2 = − 1
15
(3p˜1 + p˜2 + 2p˜4 + 2p˜5 + 5v˜3 + 5v˜4 + 5v˜5) , (E.9b)
y˜3 = − 1
15
(2q˜2 + 2q˜3 + 5w˜1 + 5w˜2) , (E.9c)
y˜4 = − 1
15
(3q˜1 + q˜2 + 2q˜4 + 2q˜5 + 5w˜3 + 5w˜4 + 5w˜5) . (E.9d)
E.3 Coefficients in the action
If one wants a gauge invariant action, the coefficients in J1 must be fixed as follows:
A˜1 = ρ− 2 r˜1 , A˜2 = 5
4
ρ− 2 r˜1 ,
B˜1 = − 29
8
ρ+ 2 r˜1 , B˜2 = − ρ+ r˜1 − r˜3 ,
B˜3 = − ρ , B˜4 = − ρ
8
+ r˜1 ,
B˜5 = − 5
8
ρ+ 2 r˜1 − 3 r˜4 , B˜6 = ρ
4
− r˜2 + r˜4 ,
B˜7 = − 3
8
ρ+
r˜2 − r˜4
2
, B˜8 =
ρ
8
+
r˜2 − 3 r˜4
2
,
B˜9 =
ρ
4
, B˜10 = 3 ρ+ 3 r˜4 ,
B˜11 =
21
8
ρ+ r˜3 , B˜12 = − ρ+ 3 r˜4 ,
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C˜1 = − 3 r˜4 , C˜2 = ρ
4
− r˜4 ,
C˜3 = − ρ
8
− r˜3 , C˜4 = 9
16
ρ− r˜3 + 3 r˜4 + r˜5 − 3
4
r˜6 ,
C˜5 =
5
8
ρ+ 3 r˜3 − 2 r˜5 , C˜6 = − ρ+ 2 r˜3 + 3 r˜4 − 2 r˜5 ,
C˜7 =
17
32
ρ− 12 (r˜3 − r˜5)− r˜6
8
, C˜8 = − 33
32
ρ− 12 (r˜3 − r˜5) + r˜6
8
,
C˜9 = − 23
32
ρ+
12 (r˜3 − r˜5) + r˜6
8
, C˜10 =
3
16
ρ− 8 (r˜3 − r˜5)− r˜6
4
. (E.10)
Substituting ∇µ → ∂µ and keeping the same coefficients one obtains the 4–4–4 vertex in
flat space, while the mass-like term that appear in AdS depends also on the coefficients
of the terms with the Ricci tensor in (E.5):
D˜1 = − 15
2
ρ+ 2 (6 r˜1 + t˜1 + 3 t˜6) ,
D˜2 =
11
2
ρ+
1
2
(9 r˜2 + 39 r˜4 + 4 t˜2 + 4 t˜3 + 4 t˜4 + 12 t˜7) ,
D˜3 = − 7
4
ρ− 3 r˜3 − 3 r˜4 + 12 r˜5 + 2 t˜5 + 2 t˜8 + 6 t˜11 ,
D˜4 = − 101
16
ρ+ 3 r˜3 + 3 r˜4 − 3 r˜5 + 15
4
r˜6 + 2 t˜10 . (E.11)
E.4 Coefficients in the gauge transformations
The coefficients p˜2 and p˜5 in δ
(1)
4 ϕ
µνρσ are not fixed since they parameterise redefinitions
of the gauge parameter of the type
κµνρ → β3 ϕαβ(µνκρ)αβ + β4 ϕα(µκνρ)α . (E.12)
The remaining coefficients in front of the terms where the derivative acts on the gauge
parameter read
p˜1 =
ρ
4
+ r˜4 , p˜3 =
ρ
8
+ r˜1 , p˜4 = − ρ
8
− r˜3 + r˜5 , p˜6 = ρ
8
+
r˜4
2
, (E.13)
and
v˜1 = − 3
40
ρ− 4
10
p˜2 − r˜2 − r˜4
10
, (E.14)
v˜2 =
9
40
ρ− 3
10
(4 r˜1 + r˜2 − r˜4) , (E.15)
v˜3 =
ρ
20
− r˜1 + r˜3 + 3 r˜4
5
, (E.16)
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v˜4 = − 3
80
ρ+
3
20
(4 r˜3 − 8 r˜4 − 4 r˜5 − r˜6) , (E.17)
v˜5 = − 3
40
ρ− p˜2 + 2 p˜5
5
− r˜3
5
, (E.18)
v˜6 =
ρ
20
− r˜1 + r˜3 + 3 r˜4
5
, (E.19)
y˜1 = − ρ
15
+
2
15
(2 r˜1 + r˜2 − r˜4) , (E.20)
y˜2 = − ρ
80
+
1
60
(4 r˜1 + 4 r˜3 + 24 r˜4 + 4 r˜5 + 3 r˜6) . (E.21)
In analogy with what we have seen in Sect. D.4 one can set to zero all previous coefficients
but v˜1, v˜5 (which depend on p˜2 and p˜5), y˜1 and y˜2 provided that one fixes the r˜i as
r˜1 = − ρ
8
, r˜2 = ρ , r˜3 =
9ρ
8
, r˜4 = − ρ
4
, r˜5 =
5ρ
4
, r˜6 =
5ρ
4
. (E.22)
The coefficients of the terms where the derivative acts on the field read instead
q˜1 = − ρ
2
, q˜2 =
9
8
ρ+ p˜2 − r˜1 , q˜3 = − ρ , (E.23)
q˜4 = ρ , q˜5 =
9
8
ρ+ p˜5 − 3
2
r˜4 , q˜6 = − ρ
4
, (E.24)
and
w˜1 = − 7ρ
20
− 2
5
p˜2 +
2
5
r˜1 , w˜2 =
9
10
ρ , w˜3 =
ρ
10
, w˜4 = − 8
5
ρ , (E.25)
w˜5 = − 31ρ
40
− p˜2 + 2 p˜5
5
+
r˜1 + 3 r˜4
5
, w˜6 =
ρ
10
, y˜3 = − ρ
5
, y˜4 =
ρ
2
. (E.26)
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