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Abstract We propose a technique for extracting and remove a fence region in a still image. The
proposed method uses the fact that the fence region consists of periodic and parallel straight
lines in a space. Characteristic of parallel and periodic lines in an image is used for the fence
parallel to the image plane. Property of a projection of periodic parallel lines in a space is
used for the other case. The extracted region is removed and interpolated by a disoccluding
technique. Experimental results show the validity of this technique by applying to real images.
1 Introduction
Taking a picture in outdoor by a digital camera, a
scene that people want to keep in a photograph is of-
ten occluded by various obstacles, such as branches,
trees and fences. Especially fences settled in a zoo
or a ballpark can not be taken away, so that we al-
ways see animals and players behind the diamonds
of a fence. This problem will happen when a mo-
bile robot wanders in a restricted area surrounded
by fences, or cameras of a surveillance system are
placed in a cage protecting them from outsiders.
These cases require to see and recover the occluded
scene, and there are two related techniques; detect-
ing the occluding objects and disocclude them.
Disocclusion, or fill-in process, has been studied
in computer vision inspired by psychology studies.
Once given regions to be filled-in in a still image,
these computational approaches recover the regions
of missing data by PDE [1], variational approach
[2], autocorrelations [3] and level lines [4]. Sequence
restoration, or movie correction, is also developed
[5] to detect and recover regions on a movie film
damaged by spots, dusts, scratches and so on. Spe-
cial effects in recent films require the technique by
another reason of removing undesired objects, such
as wires. However, because of the wide range of ap-
plications, the methods do not take account of de-
tection and segmentation of objects to be removed.
Some of them use temporal information[6] for se-
quence restoration, but the others require manual
operations to specify the regions to be processed.
Detecting and removing objects occluding a scene
or desired objects have been proposed for a spe-
cific task; removing glasses [7] of a face image using
models of faces and glasses, text regions from TV
program[8] with colors and strokes of letters, and
water-drops on a camera using multi cameras [9].
These methods can not be applicable to other sit-
uations because of its dependency on their targets,
while more general segmentation techniques (clus-
tering, snake and level sets, etc.) are rarely used for
a known object in a scene.
In this paper, we propose a method for extract-
ing a fence occluding a scene, and remove regions
of the fence and recover the occluded background
scene. We use characteristics of the fence that is
approximately comprised of parallel lines in a three-
dimensional space. For a fence parallel to the image
plane, the proposed method extracts parallel and
periodical lines in an image. To recognize a fence
that is inclined to a camera and perspectively pro-
jected on the image plane, results from the projec-
tive geometry is used to locate the projected lines.
The lines of a fence in the image are masked to
recover the regions by disocclusion techniques.
This paper is organized as follows; in section 2,
the method for the parallel case is described, and
the case that a fence is not parallel to the image
plane is explained in section 3. Experimental re-
sults are shown in section 4, then discussions and
conclusions are given in section 5.
2 Localizing a fence parallel to the
camera
In this section, we describe a method to localizing
parallel lines in a scene. First we consider a fence
that is parallel to the image plane so that paral-
lel lines in three-dimensional space are projected to
parallel lines in the image plane.
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Fig. 1: The interval f1 and the angle θ
′ of a fence.
(a) A fence image I represented by f1 and θ
′. (b)
The autocorrelation Ia. (c) Four peaks in the au-
tocorrelation indicated by the circles. (d) Correla-
tion plotted with shaded surface around one of the
peaks.
2.1 Angles and interval of diamonds of a
fence
Usually there are two sets of parallel lines cross-
ing each other in an image of a fence. They are
identified by the angles to the horizontal line and
the intervals between lines (see Fig.1(a)). These
two parameters, θ′ and f1, are estimated by using
spatial autocorrelation of the image. The autocor-
relation Ia(x, y) of an image I(x, y) is represented
by
Ia = F
−1{|F{I}|2} (1)
where F means the Fourier transform. In Fig.1 (b),
autocorrelation Ia calculated from the edge image
of Fig.1(a) as I(x, y) is shown with brighter pix-
els indicating high correlation. Usually the correla-
tion decreases as it goes away from the origin. To
remove the bias, the Laplacian filter is applied to
the autocorrelation Ia. In Fig.1(c), except around
the origin with strong correlation, four prominent
peaks are easily found. They correspond to the two
groups of parallels lines because of the symmetry
of the power spectrum, so two sets of a peak and
an angle are detected. The distance PO between
the origin O and one of the peaks P (see Fig.1(d))
determines the interval of the parallel lines, f1, and
the angle between PO and the x axis is identical to
θ′, the angle of parallel lines in the original image.
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Fig. 2: (Top) Profile of accumulation for θ = θ′
is drawn with maximum and extrema. (Bottom)
Search space for extrema are represented by the
gray areas.
2.2 Detecting lines by Hough transform
Based on the rough estimates of the interval and
the angle, the θ-ρ Hough transform is applied to the
edge of a fence image. Instead of exhaustive voting
in the θ-ρ parameter space, we limit the vote of
the Hough transform for θ to θ′ ± δθ (here we use
δθ = 3[deg] according to preliminary experiments).
The parallel lines in an image are represented as
a series of points in the parameter space at even
intervals on a line along the ρ axis. In the accumu-
lation of the Hough transform, the parallel lines are
represented as extrema of broad peaks.
To find the peaks for each line precisely, we begin
to search extrema (Fig.2) with the maximum ρ1 for
θ′. Then extremum is found in the local area that
is f1 away from ρ1; [ρ1 + f1 − δρ, ρ1 + f1 + δρ] ×
[θ′ − δθ, θ′ + δθ]. In the same manner, extrema are
searched in the local areas [ρ1+nf1−δρ, ρ1+nf1+
δρ]× [θ′ − δθ, θ′ + δθ] for n = ±1,±2, . . .. Here we
use δρ = 5.
The procedure above is applied to each of two pa-
rameter sets, then the extrema found in the param-
eter space are projected backward onto an image as
lines as shown in Fig.9(b).
3 Localizing a fence not parallel to
the camera
Since the method described above uses the par-
allelism of the lines, it is not applicable to finding
lines of a fence not parallel to the image plane in
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Fig. 3: (a) Vanishing points and vanishing line. (b)
Intersections of the translated vanishing line and
the projected lines of a fence.
a space. This is more general, but the proposed
method in this section is not an extension of the
method in the previous section because the natures
of the lines are rather different.
When parallel lines in a three-dimensional space
are projected onto an image plane, the projections
form a set of lines passing through a vanishing point
on the image. If there are other sets of parallel lines
in the space and all of them are on the same plane
in the space, vanishing points made by projecting
each of them make a vanishing line in the image
plane (Fig.3(a)).
First the vanishing points are estimated, and then
lines passing through each of them are determined
in the accumulation of the Hough space.
3.1 Estimating vanishing points by LMeds
We describe the estimation of the vanishing
points that correspond to the two groups of the par-
allels lines on a fence. Since the length of straight
lines in the fence considered in this paper is lim-
ited, and the direction of the lines and the direction
to which a fence is stretched are not identical, the
vanishing points conformed by the lines do never
appear in the image (an example is shown in Fig.5)
and this makes the estimation instable. Moreover,
finding the vanishing point based on edge of a fence
image is not straightforward because of the exis-
tence of many clutters in the background behind
the fence. Although an elaborated algorithm to
find vanishing points [10] has been proposed, we
can here use an user-interaction and the informa-
tion of lines in the parameter space of the Hough
transform.
Now, the LMeds method estimates the vanish-
ing points. For each vanishing point, the proposed
method requires a user to specify a range of angles
of the lines in the image by using a GUI tool. Then
the range specifies an area in the parameter space
(ui,vi)
εij
line j
Fig. 4: Distance εij between the intersection and
lines.
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Fig. 5: Estimates of the vanishing point by LMeds
method. Medians for each trial are plotted by ×,
and several lines drawn manually are superimposed
on the fence image.
of the Hough transform. In the area, n lines (i.e., n
largest accumulated points) are chosen.
For i th trial (i = 1, 2, . . . , q), two lines are ran-
domly selected from the n lines, and the intersec-
tion (ui, vi) of them are calculated. Distance εij
(j = 1, 2, . . . , n − 2) between the intersection and
a line j, that is one of the rest of (n − 2) lines, is
calculated (Fig.4). The median of the distances εi
is
εi = med
1≤j≤n−2
εij (2)
The minimum of the distance εi for q trials is the
estimate of the vanishing point v = (u, v);
v = (u, v) = (ui∗ , vi∗), i
∗ = argmin
1≤i≤q
εi (3)
Here n = 100 and q = 200 are used.
Each vanishing point is estimated by the method
above, and then the vanishing line passes the two
vanishing points are computed.
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Fig. 7: Autocorrelation xa of x(q).
3.2 Accumulation on the vanishing line
Next, the lines of the fence in the image are de-
termined based on the estimated vanishing line. Al-
though n lines was chosen for LMeds method, many
false lines (not on the fence) are involved because
of the edge of the background in a scene. To find
true lines (on the fence), we use a compound ratio
of the fence lines.
Let q be a point on l′ that is the translated van-
ishing line, and m(q) be a group of lines that pass
both q and one of the vanishing points, v (Fig.
3(b)). In the parameter space of the Hough trans-
form, lines m(q) are on a sinusoidal curve V (Fig.8)
that represents lines passing through v in the im-
age:
v · (cos θ, sin θ) = ρ (4)
We write x(q) as the accumulation in the Hough
parameter space along the curve V . If a point q
is on the fence, then m(q) represents a line on the
fence and x(q) has a larger value than values not
on the fence. Therefore, x(q) should have periodi-
cal extrema corresponding to the fence lines. Fig.6
shows x(q) with the horizontal axis representing a
distance |q| between q and a certain point on l′.
The peaks at even interval represent the fence line
on the image.
To find the interval, xa, the autocorrelation of
the accumulation x(q) along the curve V , is calcu-
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Fig. 8: The areas where the extrema is searched.
The rectangle is the search area, and the distance
from p2 along the curve V is f2.
lated so that the interval x(q) is represented as a
peak in the autocorrelation xa as shown in Fig.7.
The distance f2 between the origin and the peak
corresponds to the interval of x(q), and the peak is
searched in a certain range where |q| is greater than
δq; here δq = 10 is used.
Then the extrema in x(q) are searched by using
f2. First the maximum in x(q) is transfered into
the parameter space p2. Then the next extremum
is searched around the area f2 away from p2 along
V . Since extrema may not be on the curve V due to
noise, each extremum is searched in a δθ × δρ rect-
angle nf2(n = ±1,±2, . . .) away from p2 (Fig.8).
The procedure above is applied to each of the
two vanishing points, then the extrema are pro-
jected backward onto an image as lines as shown
in Fig.10(b).
3.3 Disoccluding fence lines
Now we can define areas to be disoccluded based
on the fence lines in the image. Here the sim-
plest way is used; just expanding the estimated
lines drawn on the image (such as Fig.9(b) and
Fig.10(b)). Then a disoccluding processing is per-
formed to obtain a scene without a fence. In exper-
iments shown in the next section, we implement the
PDE based inpainting method [1].
4 Experimental results
We have tested the proposed method on twenty
real images taken by a digital camera. Each image
has an uncontrolled background and a fence which
is closer to the camera and has no bend nor defect.
In ten images a fence is parallel to the camera, and
another ten images for the others. The images are
of 640×480 pixels and processed within a minute by
a linux-based PC with C++.
Fig.9(a) shows an image where a fence is par-
allel to the image plane, and estimated lines by
the method in Sec.2 are shown in Fig.9(b). Al-
most all lines are extracted except a small segment
(a)
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Fig. 9: Result for parallel case.
(a) original image. (b) estimated
fence lines. (c) fence removal re-
sult.
(a)
(b)
(c)
Fig. 10: Result for not parallel
case. (a) original image. (b) es-
timated fence lines. (c) fence re-
moval result.
Fig. 11: Some experimental re-
sults of line extraction.
in the left-bottom corner in the original image be-
cause of its small amount of accumulations in the
Hough parameter space. The estimated lines are
superimposed on the original image in Fig.12 in a
large scale. The lines are not exactly on the wires
of the fence, but the expansion before disocclusion
can cover the difference and regions of the wire have
been filled in. The disocclusion is shown in Fig.9(c).
This result seems to be good for visual inspection,
however, the performance depends highly on the
disocclusion method used.
The images in Fig.10 show the result on the case
where a fence is not parallel but inclined to the im-
age plane. At the right-bottom area in Fig.10(b),
lines are not extracted because the distribution of
the lines are so dense that the accumulation has no
prominent peaks around there. The twist of the
wire in the three-dimensional space also affects the
assumption that the fence can be approximated by
straight lines. We can see the defect that some parts
of the wires of the fence still remain Fig.10(c) be-
cause the assumption is also broken as the fence
comes close to the camera. This may be reduced
by more expanding the estimated lines to cover all
the wire, but visible parts of the background will be
less preserved.
Some line extraction results shown in Fig.11
demonstrate the robustness of the proposed
method, and suggest that the method for not paral-
lel case has to be improved. Note that the param-
eters appeared in the description of the proposed
method are used without any modification for all
twenty images.
Fig. 12: Estimated lines superimposed on the image
Fig.9(a).
5 Conclusions
In this paper, we have proposed a method to ex-
tract lines of a fence in the image, and remove them
to recover the background occluded by the fence.
By assuming that parallel lines in a space form a
fence, its projection onto the image plane is mod-
eled by two cases; the fence is parallel and not par-
allel to the image plane. Two difference methods for
each case have been proposed, and experimental re-
sults shows the robustness of the proposed method
and illustrated that the background scene occluded
by a fence was recovered by disoccluding the line
regions of the fence. The proposed method involv-
ing a lot of parameters to be tuned, however, the
meanings of them are intuitively and easy to mod-
ify for a specific image. The proposed method does
not yet judge whether a fence given in an image is
parallel or inclined, and the automatic selection or
the integration of two methods are the future work.
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