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We study coarse-grained density fluctuations in the disordered phase of the paradigmatic Vicsek-like
models of self-propelled particles with alignment interactions and random self-propulsion velocities.
By numerically integrating a fluctuation-response relation - the direct consequence of an additivity
property, we compute logarithm of the large-deviation probabilities of the coarse-grained subsystem
density, while the system is in the disordered fluid phase with vanishing macroscopic velocity. The
large-deviation probabilities, computed within additivity, agree remarkably well with that obtained
from direct microscopic simulations of the models. Our results provide an evidence of the existence of
an equilibrium-like chemical potential, which governs the coarse-grained density fluctuations in the
Vicsek-like models. Moreover, comparison of the particle-number fluctuations among several self-
propelled particle systems suggests a common mechanism through which the number fluctuations
arise in such systems.
I. INTRODUCTION
Large-scale behaviors of self-propelled particles, such
as bacterial colony, fish schools, flocks of birds, swarm
of insects or an assembly of photo-activated Janus parti-
cles - collectively called active matters, have drawn much
attention in the past [1, 2]. Self-propelled particles usu-
ally propel themselves by converting the chemical energy,
either provided internally by the particles itself or exter-
nally by the solvents, to the mechanical one, which is
then dissipated in the surrounding medium. They can be
point-like, rod-like or spherical in shape, and polar or ap-
olar in nature. Due to the mechanism of self-propulsion,
such a system remains inherently out of equilibrium and
could eventually reach a nonequilibrium steady state,
which, in an intriguing interplay between drive, dissipa-
tion and interactions, exhibit striking collective behav-
iors, otherwise not possible in equilibrium.
There has been considerable progress in understanding
various static and dynamic properties of self-propelled
particles [3–7]; for reviews, see [1, 2]. However, several
key issues, largely revolving around deriving exact hy-
drodynamics [8, 9] and formulating a steady-state ther-
modynamics [10–15] for these systems, are not yet set-
tled. Recently, there has been a surge of interest in ex-
ploring whether fluctuations in self-propelled particle sys-
tems could be characterized by an equilibrium-like inten-
sive thermodynamic variable, such as temperature [16],
chemical potential [15, 17] or pressure [18]. In a slightly
different direction, there have been several studies to un-
derstand steady-state properties of self-propelled parti-
cles by using the methods of stochastic thermodynamics
[19], where one attempts to quantify violation of time-
reversibility by defining an entropy production [20–23].
Though such an approach is quite promising, the defini-
tion of entropy production may not be unique due to the
coarse-graining involved in the microscopic dynamics of
such systems [24–26].
Indeed, the major goal of constructing a steady-state
thermodynamics is to understand fluctuations in systems
having a nonequilibrium steady state. However, the ex-
act nature of fluctuations in active matter systems, es-
pecially that of a conserved quantity, such as particle
number, is far from being fully understood. Not sur-
prisingly, a suitable statistical mechanics framework for
active matters, though highly desirable, remains elusive.
In this scenario, we show that a class of self-propelled
particles with Vicsek-like interactions has a simple ther-
modynamic characterization in terms of an equilibrium-
like additivity property.
According to the standard formulation of statistical
mechanics for an equilibrium system [27], where detailed
balance is obeyed and consequently currents vanish, the
probability weights of microscopic configurations are pro-
vided by the Boltzmann-Gibbs distributions, irrespective
of the details of the microscopic dynamics of the sys-
tem. In other words, in equilibrium, the probabilities of
the microscopic configurations are a priori known and,
therefore, can be readily used to determine the macro-
scopic properties of the system. However, there is no
such unified principle for the systems having a nonequi-
librium steady state - arguably the closest counterpart
to equilibrium. Indeed, as the violation of detailed bal-
ance leads to the persistent currents in the configura-
tion space, the probability weights of the microscopic
configurations in a nonequilibrium steady state cannot
be described in general by the Boltzmann-Gibbs distri-
bution. Moreover, they are usually a priori not known
and have to be obtained from the microscopic dynamics
of the systems. The difficulties begin precisely at this
stage: In the absence of the knowledge of the steady-
state probability weights, it is in principle not possible
in nonequilibrium to relate the macroscopic properties of
a system to the microscopic ones. Quite encouragingly
though, an equilibrium-like approach to construct a ther-
modynamic framework has recently emerged for charac-
terizing a broad class of nonequilibrium systems, that do
not obey detailed balance and are not described by the
Boltzmann-Gibbs distributions [28–31].
The thermodynamic property of additivity implies
that, on a large scale, a system can be divided into many
2subsystems, which are statistically almost independent,
except there are certain constraints due to the conserva-
tion laws, e.g., the conservation of mass or particle num-
ber, etc. Additivity property is well established in equi-
librium systems with short-range interactions, and, in
fact, can be proven rigorously from the Boltzmann-Gibbs
distribution [36]. Interestingly, also a broad class of
nonequilibrium mass transport processes, having nonzero
spatial correlations, can possess an additivity property in
their respective nonequilibrium steady states. As demon-
strated in the past [30, 31], provided additivity holds,
subsystem mass (particle number) distributions can be
determined in the thermodynamic limit directly from the
knowledge of only variance of subsystem mass as a func-
tion of mass density, irrespective of whether the systems
are in or out of equilibrium. Clearly, additivity could
provide a useful simplification in characterizing fluctua-
tions in the driven systems as, in that case, the macro-
scopic properties of the systems can be determined solely
through the variance of some conserved variables in the
systems. However, verifying additivity is not an easy
task in general. Of course, additivity can in principle be
checked analytically by explicitly calculating the steady-
state subsystem mass distributions. But, in most cases,
it may not be possible to calculate the exact functional
form of the variance of subsystem mass, which is then
required to obtain the subsystem mass distribution ana-
lytically [30, 31]. As we demonstrate here, this particular
difficulty can be bypassed by using a numerical method
instead.
In this paper, we characterize, through an additivity
property, particle-number or coarse-grained density fluc-
tuations in the paradigmatic models of self-propelled par-
ticles, namely the Vicsek model and its variant. For sim-
plicity, we consider only the cases when the systems are
in an isotropic, and homogeneous, disordered fluid phase,
where macroscopic velocity vanishes in the thermody-
namic limit. We specifically ask whether particle-number
fluctuations in the Vicsek-like systems can be described
by an intensive thermodynamic variable, analogous to
an equilibrium-like chemical potential. We answer the
question in the affirmative, by using a computational
scheme within additivity. We numerically integrate a
fluctuation-response relation - the direct consequence of
an additivity property, to obtain a nonequilibrium chem-
ical potential and a free energy density function, which
characterize the density fluctuations in the systems. By
using the above two thermodynamic potentials, we com-
pute logarithm of the probabilities of the density large-
deviations, also called the large deviation functions, and
compare them with that obtained from simulations, by
performing a scaling analysis of the subsystem number
distributions for various subsystem sizes. We find theory
and simulations are in excellent agreement, providing a
strong evidence of the existence of an equilibrium-like
chemical potential, which governs density fluctuations in
the Vicsek-like models of self-propelled particles.
The organization of the paper is as follows. In Sec. II,
we discuss additivity property and describe the method-
ology adopted in this paper for numerical computation
of subsystem particle-number distributions and density
large deviation functions. In Sec. III, we present our
theoretical and simulation results for two model systems
- the Vicsek model in Sec. III A and its variant in Sec.
III B. In Sec. III C, we compare the number fluctuations
in various self-propelled particle systems and that ob-
tained from a hydrodynamic theory of Ref. [15]. Finally,
in Sec. IV, we summarize with some concluding remarks.
II. ADDITIVITY AND SUBSYSTEM
PARTICLE-NUMBER DISTRIBUTION
In this section, we discuss the numerical scheme, which
is used to calculate the probability distribution of sub-
system particle-number. Let us first elucidate additivity
property in the context of the particle-number fluctua-
tions. We consider a system, consisting of N interacting
particles, which are confined in a volume V . Importantly,
the total particle-number N is conserved in the system.
We then divide the system in a large number ν = V/v of
identical subsystems, each having a volume v. Provided
that the subsystem size l = v1/d, d being the dimension,
is much larger than the microscopic spatial correlation
length in the system, we postulate an additivity prop-
erty, implying the following. The joint probability distri-
bution Prob.[{nk}] of subsystem particle numbers {nk},
with nk being particle number in kth subsystem, then
can have a product form [28–31],
Prob.[{nk}] ≃
∏ν
k=1Wv(nk)
Z(N, V )
δ
(∑
k
nk −N
)
, (1)
in the thermodynamic limit of N, V → ∞ with the
global number density ρ = N/V fixed. In the
above equation, Wv(nk) is an unknown weight factor
which has to be determined (discussed below), Z =∑
{nk}
∏
kWv(nk)δ(
∑
k nk−N) is the normalization con-
stant, or the partition sum. Note that, in Eq. (1), the
weight factorWv(nk) for the kth subsystem depends only
on the particle-number nk and volume v of the kth sub-
system only, not on the other subsystems. Therefore,
the postulate of additivity is nothing but an assumption
of a statistical independence, which could emerge on the
macroscopic scale, even when there are finite correlations
present at the microscopic scales.
Let us denote the subsystem particle-number distribu-
tion function as
Pv(n) ≡ Prob.[nk = n] =
∑
{nj ;j 6=k}
Prob.[{nj}],
which is the probability that a subsystem, say the kth
one, of volume v has n number of particles. By using
the standard statistical mechanics theory of large devia-
tions and additivity property Eq. 1 [27–31], the particle-
number distribution for the kth subsystem can be written
3as
Pv(n) ≃
Wv(n)
Z(N, V )
∑
{nj ;j 6=k}
∏
j 6=k
Wv(nj)δ

∑
j 6=k
nj −N + n


= Wv(n)
Z(N − n, V − v)
Z(N, V )
. (2)
One can now expand Z(N−n, V −v) in the leading order
of n [27] and obtain, in the thermodynamic limit,
Pv(n) ≃
1
Z
Wv(n)e
µ(ρ)n, (3)
where
µ(ρ) =
df(ρ)
dρ
(4)
is a nonequilibrium chemical potential, f(ρ) =
− limV→∞ lnZ(N, V )/V is the corresponding nonequi-
librium free energy density function and Z(µ, v) =∑
nWv(n) exp[µ(ρ)n] is the normalization constant. In
the above equations, the symbol ‘≃’ means equality in
terms of the logarithm lnPv(n) of the large-deviation
probability, which can be alternatively written as
lim
v→∞
ln[ZPv(n = ρˆv)]
v
= −f(ρˆ) + µ(ρ)ρˆ, (5)
where we denote coarse-grained subsystem density as ρˆ =
n/v; by definition, average of coarse-grained subsystem
density equals to the global density, 〈ρˆ〉 = ρ. For the
details of the above analysis, we refer to Refs. [15, 30, 31].
The crucial point in this analysis is that the nonequi-
librium free energy density and chemical potential can
be determined as a function of number density, by using
Eqs. (3) and (5) and then by integrating a fluctuation-
response (FR) relation,
dρ
dµ
= σ2(ρ), (6)
between a nonequilibrium compressibility and number
fluctuation - the direct consequence of additivity Eq. 1
(or, alternatively, Eq. 3). Here, the scaled variance σ2(ρ)
of the subsystem particle-number n in the subvolume v
is defined as
σ2(ρ) = lim
v→∞
(〈n2〉 − 〈n〉2)
v
. (7)
For the detailed derivation of Eq. 6 from additivity prop-
erty Eq. 1, see Ref. [15]. Now the equilibrium-like ther-
modynamic potentials µ(ρ) and f(ρ) can be readily cal-
culated by integrating Eqs. (4) and (6) with respect to
density ρ and can be expressed in the integral form,
µ(ρ) =
∫
1
σ2(ρ)
dρ+ c1, (8)
and
f(ρ) =
∫
µ(ρ)dρ+ c2, (9)
where c1 and c2 are two arbitrary constants of integra-
tions. In this paper, we calculate chemical potential
µ(ρ) =
∫ ρ
ρ0
1/σ2(ρ)dρ and free energy density f(ρ) =∫ ρ
ρ0
µ(ρ)dρ by integrating from a reference density ρ0. Fi-
nally, the large-deviation probability Pv(ρˆ) ≡ Pv(n = vρˆ)
of subsystem density ρˆ = n/v, in the limit of v large, can
be written as [15]
Pv(ρˆ) ≃
exp[−vh(ρˆ)]
Z(µ, v)
, (10)
or, equivalently, the subsystem number distribution is
given by
Pv(n) =
exp[−vh(n/v)]
Z(µ, v)
, (11)
where the large-deviation function, or the ‘rate-function’
[32],
−h(ρˆ) ≡ lim
v→∞
ln[Z(µ, v)Pv(ρˆ)]
v
= −f(ρˆ) + µ(ρ)ρˆ, (12)
with µ(ρ) being chemical potential of the system at global
density ρ and Z(µ, v) =
∑
ρˆ exp[−vh(ρˆ)] being the nor-
malization constant. Indeed, Eqs. (10), (11) and (12)
can be understood from that the Laplace transform of
the weight factor Wv(n) is related to the Legendre trans-
form of the nonequilibrium free energy density function
- an immediate consequence of additivity Eq. (1) [15].
Note that, through Eqs. (8) and (9), the large-deviation
probability Pv(n) is thus determined solely in terms of
the variance [Eq. (7)]. However, the nonequilibrium free
energy function and chemical potential derived in this
paper could not be related to the mechanical pressure of
the system [18], which, for a nonequilibrium system, is
in principle different from the thermodynamic pressure
−h(ρ) = µρ− f(ρ) of the system.
What remains now is to explicitly calculate the scaled
variance σ2(ρ) of the subsystem particle number in vari-
ous models through simulations, which we do next in the
following sections. Moreover, by numerically integrating
Eqs. (8) and (9), we compute the subsystem particle-
number distribution Pv(n) and the large deviation func-
tion and then compare the number distributions with
that obtained from the direct microscopic simulations.
III. MODELS
The model-systems we consider in this section consist
of polar point particles on a two dimensional periodic
space in continuum. At any instant of time, a particle
moves with a uniform speed along a particular direction,
410-3
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FIG. 1: Vicsek model. Scaled variance σ2(ρ) of subsystem
particle number, as defined in Eq. (7), is plotted as a function
of number density ρ for various values of noise strength η = 2pi
(yellow squares), 5pi/6 (sky-blue asterisks), 2pi/3 (green tilted
crosses) and pi/2 (violet crosses).
obtained by averaging over the instantaneous directions
of the neighboring particles (alignment interaction) and
then by adding a noise to the instantaneous averaged
direction. Depending on how the noise term is incorpo-
rated, we consider two model systems - the paradigmatic
Vicsek model and its variant. In both the models, be-
cause of the polar nature of the particles, detailed bal-
ance is violated at the microscopic level. Consequently,
the systems always remain out of equilibrium, eventually
reaching a nonequilibrium steady state, where, unlike in
equilibrium, the probability weights of the microscopic
configurations cannot be described by the Boltzmann-
Gibbs distribution.
A. Vicsek Model
First we consider the Vicsek model, which consists of
N point particles, moving in a two dimensional periodic
box of volume V = L×L in continuum [3]. At any time
t, the system is specified by a set of dynamical variables
{ri(t), θi(t)}, with i = 1, . . . , N , where ri(t) and θi(t)
are the position and the self-propulsion direction of ith
particle, respectively. The system evolves in discrete time
steps according to the following dynamical rules. Each
particle tries to follow its neighbors by averaging over the
directions of all the neighboring particles within a circle
of radius R. In doing so, it also makes some error of
amount ∆θi(t) in the direction, where ∆θi(t) is a random
noise variable, chosen independently at each time step t
and uniformly distributed in an interval [−η/2, η/2] with
η being the noise-strength. The equations of motion [3]
for ri(t) and θi(t) of ith particle at a discrete time step t
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FIG. 2: Vicsek model. Subsystem particle-number distribu-
tion Pv(n) is plotted as a function of particle number n in
a subsystem of volume v for three sets of noise strength and
density - (i) η = 2pi/3 and ρ = 0.1 (simulation - green trian-
gles, v = 35 × 35; additivity theory - green dashed line), (ii)
η = pi/2 and ρ = 0.1 (simulation - violet circles, v = 40× 40;
additivity theory - violet solid line) and (iii) η = 2pi/3 and
ρ = 0.2 (simulation - yellow squares, v = 35 × 35; additiv-
ity theory - yellow dashed-dotted line); we take system size
L = 500. The particle-number distributions are manifestly
non-Gaussian at the tails for lower noise strengths.
are given by
θi(t+ 1) = arctan
[
〈sin θ(t)〉Ri
〈cos θ(t)〉Ri
]
+∆θi(t), (13)
ri(t+ 1) = ri(t) + u0[cos θi(t+ 1), sin θi(t+ 1)],(14)
where angular bracket 〈∗〉Ri denotes the average of an
observable over all nRi number of neighboring particles
within the radius R = 1, i.e.,
〈sin θ(t)〉Ri =
nRi∑
j=1
sin θj(t)
nRi
; 〈cos θ(t)〉Ri =
nRi∑
j=1
cos θj(t)
nRi
,
and the constant u0 is the self-propulsion speed. All par-
ticles are updated in parallel; we take u0 = 0.5 through-
out. For vanishing noise strength η = 0, the above dy-
namics becomes fully deterministic. For generic param-
eter values of the noise strength, the system reaches a
nonequilibrium steady state at long times.
The Vicsek model has been intensively studied in the past and the nature of the phase diagram is still a de-
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FIG. 3: Vicsek Model. Large deviation function −h(ρˆ) = ln[Z(µ, v)Pv(ρˆ = n/v)]/v [Eq. (12)] is plotted as a function of
subsystem density ρˆ = n/v, with n being subsystem particle-number for various subsystem volume v = l× l with l = 30 (violet
squares), 35 (green triangles), 40 (sky-blue circles), 50 (yellow inverted triangles) for three sets of noise strength and global
density - (i) η = 2pi/3 and ρ = 0.1 [panel (a)], (ii) η = 2pi/3 and ρ = 0.2 [panel (b)] and (iii) η = pi/2 and ρ = 0.1 [panel (c)].
Points - simulations, red solid lines - additivity theory, sky-blue dashed lines - parabolic large deviation functions, obtained
from Gaussian distributions. The non-parabolic tails, which are the consequence of non-Gaussian number distributions, are
well captured by additivity theory.
bated issue in the literature [6, 33–35]. At very large
density ρ, or at small noise-strength η, particles are ob-
served to move along a spontaneously selected direction,
indicating a phase transition, upon tuning the number
density or the noise strength, from an isotropic (rota-
tionally symmetric) disordered phase with zero macro-
scopic velocity to an ordered phase with nonzero macro-
scopic velocity, where the rotational symmetry is spon-
taneously broken. The phase transition is character-
ized by an order parameter, which, in this case, is
taken to be the magnitude of the macroscopic velocity
va = (1/Nu0)|
∑N
i=1 ui|, obtained by averaging over the
velocities ui = {u0 cos θi, u0 sin θi} of all particles in the
system. For simplicity, in this paper we confine our stud-
ies to the disordered fluid phase where the macroscopic
velocity vanishes (va = 0). Although the macroscopic
velocity is vanishingly small in the disordered phase, de-
tailed balance in the microscopic configuration space is
still violated, driving the system out of equilibrium.
As discussed in the previous section, to check whether
the system possesses an additivity property, we require to
characterize particle-number fluctuations on the coarse-
grained level. To this end, we study subsystem parti-
cle number fluctuations as a function of number density.
We consider a subsystem of volume v = l × l with the
global density ρ = N/V (or, equivalently, chemical po-
tential) fixed. In our simulations throughout the paper,
we keep system sizes much larger than the microscopic
length scale R and the subsystem size, and the subsys-
tem size much larger than R, i.e., R≪ l ≪ L. Although
6the total number of particles is conserved in the system,
the subsystem particle number n, or the coarse-grained
density ρˆ = n/v, fluctuates in time and is a random vari-
able, whose statistics are of our main interest and are
presented below.
Following the numerical scheme of Sec. II, we first cal-
culate in direct microscopic simulations the scaled vari-
ance σ2(ρ) [Eq. (7)] of subsystem particle number. In
Fig. 1, we plot the scaled variance σ2(ρ) as a function of
number density ρ for various values of the noise strength,
η = 2pi, 5pi/6, 2pi/3 and pi/2. For the maximum possible
noise strength η = 2pi, the system essentially behaves like
an ideal gas of noninteracting particles and consequently
the scaled variance σ2(ρ) = ρ increases linearly as a func-
tion of density ρ [15]. However, for lower noise strength
η < 2pi, the collective behavior sets in and the scaled
variance grows quite rapidly as a function of density in
a highly nonlinear fashion. The scaled variance finally
diverges at a critical density, beyond which macroscopic
clusters of particles are formed in the system.
Using the functional dependence of the scaled vari-
ance on density, as obtained frommicroscopic simulations
(Fig. 1), we numerically integrate Eqs. (8) and (9), with
respect to density ρ, to obtain a nonequilibrium chemi-
cal potential and free energy density, respectively. Then,
using Eq. (11), we numerically compute the subsystem
particle number distribution Pv(n) as a function of sub-
system particle number n for various values of the global
densities ρ and the noise strengths η. We also directly cal-
culate the number distributions Pv(n) from microscopic
simulations of the Vicsek model. In Fig. 2, we plot the
number distributions Pv(n) as a function of n for three
different sets of global density and noise strength: (i)
ρ = 0.1 and η = 2pi/3 (green triangles), (ii) ρ = 0.1 and
η = pi/2 (violet circles), and (iii) ρ = 0.2 and η = 2pi/3
(yellow squares). We compare the number distributions
from simulations with that obtained from additivity the-
ory [Eq. (11)] in Fig. 2, where green dashed, violet
solid and yellow dashed-dotted lines represent theoreti-
cally obtained number distributions for the sets (i), (ii)
and (iii) of density and noise strength, respectively. As
one can see, theory and simulations are in quite good
agreement over several orders of magnitudes of the prob-
abilities; notably, there is no fitting parameter involved
in the theory. However, there are small deviations, which
are expected though as there can be sub-leading correc-
tions to the large-deviation functions, due to the finite
size of the subsystem and the system.
Next we perform a scaling analysis to check whether
the large deviation probabilities Pv(ρˆ = n/v) ∼
exp[−vh(ρˆ)] or, equivalently, the density large deviation
functions −h(ρˆ), obtained from simulations for different
subsystem sizes, converge to that obtained from addi-
tivity theory Eq. (12). In panel (a) of Fig. 3, for a
fixed global density ρ = 0.1 [or a fixed chemical poten-
tial µ(ρ)] and noise strength η = 2pi/3, we plot the large
deviation functions −h(ρˆ) = ln[Z(µ, v)Pv(ρ)]/v - a suit-
ably scaled subsystem number distribution, for various
values of subsystem sizes l = 30 (violet squares), l = 35
(sky-blue triangles), 40 (sky-blue diamonds) and 45 (or-
ange inverted triangles); we take system size L = 500.
We also compare the large deviation functions with that
obtained from theory Eq. (12) (red solid lines). One
could see that simulations and theory, which is without
any fitting parameter, are in quite good agreement. We
repeat the above scaling analysis for the other two sets of
global density and noise strength: ρ = 0.2 and η = 2pi/3
[panel (b), Fig. 3] and ρ = 0.1 and η = pi/2 [panel
(c), Fig. 3]. Moreover, to emphasize that the subsystem
number distributions are not merely Gaussian distribu-
tions ∼ exp[v(ρˆ− ρ)2/2σ2(ρ)] with mean subsystem par-
ticle number 〈n〉 = vρ and variance 〈n2〉 − 〈n〉2 = vσ2,
we compare in Fig. 3 the large deviation functions, ob-
tained from theory and simulations, with the Gaussian
ones, which are simple parabolas (sky-blue dashed lines
in the panels). The subsystem number distributions, be-
yond the central region, deviate significantly from the
Gaussian distributions. Consequently, the correspond-
ing density large-deviation functions have non-parabolic
tails, which are remarkably well captured by additivity
theory [Eq. (12)].
From Fig. 1, one could observe that, although the sys-
tems are in the disordered phase, the cooperative behav-
ior, which is manifest in the significant rise in the spatial
correlations and consequently the larger fluctuations in
the system, increases quite rapidly with decreasing noise
strength η, while one approaches the phase transition
region. Moreover, the decrease in the noise strength is
somewhat offset by the decrease in the number density in
the systems. In other words, at a higher noise strength,
one must have a higher density to recover the same ef-
fect of cooperativity, or fluctuations, which one had at a
lower noise strength and density. To quantify the above
observation, we now attempt to scale the variables as
σ2(ρ) → σ2(ρ)/η∆ and ρ → ρ/η∆. In the top panel of
Fig. 4, we plot the rescaled variance σ2(ρ)/η∆ as a func-
tion of the rescaled density ρ/η∆ with ∆ ≈ 2.5 for three
noise strengths η = pi/2, 2pi/3 and 5pi/6. Quite strikingly,
we have a reasonably good scaling collapse over several
decades of magnitude of fluctuations and densities. This
particular scaling collapse suggests a scaling form for the
variance of subsystem particle-number,
σ2(ρ, η) = η∆g
(
ρ
η∆
)
, (15)
where g is a scaling function. The above scaling form in
Eq. (15) leads to the following scaling for nonequilibrium
chemical potential µ(ρ, η) = µ˜(ρ/η∆) and nonequilibrium
free energy density f(ρ, η) = η∆f˜(ρ/η∆) where µ˜ and
f˜ are some scaling functions. Consequently the large
deviation function can be written in the following form,
h(ρˆ, η) = η∆
[
f˜
(
ρˆ
η∆
)
− µ˜
(
ρ
η∆
)
ρˆ
η∆
]
, (16)
where ρ is the global number density and ρˆ is the fluctu-
ating coarse-grained subsystem density. In bottom panel
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FIG. 4: Scaling of subsystem particle-number fluctuations in
the Vicsek model in the disordered phase. Top panel: A scal-
ing collapse is observed over several orders of magnitude of
number-fluctuation and density when the rescaled variance
σ2(ρ)/η∆, with ∆ ≈ 2.5, is plotted as a function of rescaled
density ρ/η∆ for various noise strengths η = pi/2 (violet open
squares), 2pi/3 (green filled squares) and 5pi/6 (sky-blue open
circles). Bottom panel: Rescaled large deviation function
h/η∆ is plotted as a function rescaled subsystem density ρˆ/η∆
for three sets of noise strength η and global density ρ: η = pi/2
and ρ = 0.1 (red squares), η = 3pi/5 and ρ = 0.158 (blue as-
terisks) and η = 2pi/3 and ρ = 0.2 (sky-blue circles) with
rescaled global density ρ/η∆ fixed at a certain value.
of Fig. 4, we plot the scaled large deviation function
−h/η∆ as a function of the scaled subsystem density
ρˆ/η∆ with ∆ ≈ 2.5 for three sets of global density ρ and
noise strength η: (i) ρ = 0.1 and η = pi/2, (ii) ρ = 0.158
and η = 3pi/5 and (iii) ρ = 0.2 and η = 2pi/3, where we
keep the ratio ρ/η∆ fixed. A quite good scaling collapse
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FIG. 5: Variant of the Vicsek model. Scaled variance σ2(ρ) of
subsystem particle number, as defined in Eq. (7), is plotted
as a function of number density ρ for various values of noise
strength η = 1.0 (yellow squares), 0.6 (sky-blue asterisks), 0.5
(green tilted crosses) and 0.4 (violet crosses).
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FIG. 6: Variant of the Vicsek model. Subsystem particle-
number distribution Pv(n) is plotted as a function of particle
number n in a subvolume v for three sets of noise strength
and density: (i) η = 0.6 and ρ = 0.1 (simulation - green
triangles, v = 35× 35; additivity theory - green dashed line),
(ii) η = 0.5 and ρ = 0.1 (simulation - violet circles, v = 40×40;
additivity theory - violet solid line) and (iii) η = 0.6 and ρ =
0.2 (simulation - yellow squares, v = 35×35; additivity theory
- yellow dashed-dotted line); we take system size L = 500.
in bottom panel of Fig. 4 confirms the scaling already
observed in top panel of Fig. 4 for the subsystem particle-
number fluctuations.
8B. Variant of the Vicsek Model
Now we consider a variant of the Vicsek model, which
consists ofN particles, moving in continuum in a periodic
box of volume V = L × L. The variant is similar to the
one introduced previously in Ref. [6], which is different
from the original Vicsek model in the way the noise term,
i.e., the error in estimating the direction of a particle, is
incorporated in the dynamics. The error or the noise is
now added separately to each of the components of the
direction vector, obtained by averaging over the neigh-
bors within a disk of radius R = 1. In other words, the
noise term in the variant constitutes a vector noise, as
opposed to the scalar (angle) noise in the Vicsek model.
However, apart from the noise term, the deterministic
part of the dynamics is the same as in the Vicsek model.
The modified equations of motion are given by
θi(t+ 1) = arctan
[
〈sin θ(t)〉Ri + η sin ξi(t)
〈cos θ(t)〉Ri + η cos ξi(t)
]
, (17)
ri(t+ 1) = ri(t) + u0[cos θi(t+ 1), sin θi(t+ 1)],(18)
where angular bracket 〈∗〉Ri denotes average over all
neighboring particles j satisfying |rj(t)− ri(t)| < R = 1,
ξi(t) ∈ [−pi, pi] is a uniformly distributed random angle,
η is the noise strength and u0 = 0.5 is the self-propulsion
speed of the particles. Total particle number is conserved
under the above dynamics and, at long times, the system
reaches a nonequilibrium steady state. As in the Vicsek
model, beyond a particular value of the density and the
noise strength, we observe a phase transition from an
isotropic disordered fluid phase with vanishing macro-
scopic velocity (va = 0) to an ordered phase with nonzero
macroscopic velocity (va 6= 0) [6, 7]. The exact nature
of the phase diagram for this particular noise variable
is not fully understood though [33]. For simplicity, we
confine our studies to the disordered phase only, where
the system remains homogeneous and which, due to the
violation of detailed balance, is still out of equilibrium.
To calculate subsystem particle-number distribution
within additivity, we first calculate in simulations the
scaled variance σ2(ρ) of subsystem particle number as a
function of density ρ. In Fig. 5, we plot σ2(ρ) as a func-
tion of ρ for various values of the noise strengths η = 0.4,
0.5, 0.6 and 1.0. The scaled variance grows quite rapidly
in a nonlinear fashion, except at large noise strength
where the particles become noninteracting, leading to the
linear dependence of the scaled variance on density, i.e.,
σ2(ρ) = ρ as η → ∞ as in an ideal gas. However, for a
finite noise strength, the scaled variance diverges beyond
a certain density and the system becomes inhomogeneous
with macroscopic particle clusters formed in the system.
Now, using the functional dependence of scaled vari-
ance σ2 on number density ρ, we numerically integrate
Eqs. (8) and (9) to obtain a nonequilibrium chemical po-
tential and free energy density and to compute the prob-
ability distribution Pv(n) of subsystem particle number
as given in Eq. (11). We also calculate subsystem num-
ber distributions from direct microscopic simulations. In
Fig. 6, we plot the number distributions Pv(n) as a func-
tion of subsystem particle number n for three different
sets of global density and noise strength: (i) ρ = 0.1 and
η = 0.6 (green triangles), (ii) ρ = 0.1 and η = 0.5 (violet
circles), and (iii) ρ = 0.2 and η = 0.6 (yellow squares);
we take system size L = 500. We compare the number
distributions in simulations with that obtained from ad-
ditivity theory [Eq. (11)]. Theory and simulations are in
quite good agreement, over several orders of magnitude
of probability Pv(n) and without any fitting parameter
involved in our theory.
Next we do a finite size analysis by calculating
ln[Z(µ, v)Pv(ρ)]/v of suitably scaled large-deviation
probability for different subsystem sizes and check
whether large-deviation probabilities indeed converge to
that obtained from theory Eq. (12). In Fig. 7, for
the above three sets of global density and noise strength
- (i), (ii) and (iii), we plot large deviation functions
−h(ρˆ) = ln[Z(µ, v)Pv(ρ)]/v for different subsystem sizes
l = 30 (violet squares), 35 (green triangles), 40 (sky-blue
circles) and 45 (yellow inverted triangles), respectively.
Then we compare in Fig. 7 the large deviation func-
tions with that computed within additivity (red solid
lines) using Eq. (12). We find theory and simulations
are in quite good agreement with each other. More-
over, in the same figure, we compare the large deviation
functions, obtained from theory and simulations, with
the ones obtained from the Gaussian distributions with
mean subsystem particle number 〈n〉 = vρ and variance
〈n2〉 − 〈n〉2 = vσ2(ρ) (sky-blue dashed lines in Fig. 7).
The large deviation functions, beyond the central region
around the mean density, deviate significantly from those
for the Gaussian ones (logarithm of which are parabolas
in Fig. 7). Indeed, additivity theory captures remarkably
well the non-Gaussian (non-parabolic) tails observed in
the number distributions (large deviation functions) ob-
served in simulations.
We also attempt a scaling collapse for number fluctu-
ations in the variant of the Vicsek model by rescaling
the variance of subsystem particle-number as σ2(ρ)/η∆
and simultaneously rescaling the density ρ/η∆ for various
value of noise strengths η = 0.4 (yellow field circles), 0.5
(red open triangles) and 0.6 (sky-blue filled triangles);
see Fig. 8. In a broad range of density and fluctuation,
a reasonably good scaling collapse has been observed for
the choice of ∆ ≈ 3.5. However, we note that, for higher
noise strength (η ≥ 0.6) and large density, there are de-
viations from this particular scaling. Nevertheless, the
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FIG. 7: Varriant of the Vicsek model. Large deviation function −h(ρˆ) = ln[Z(µ, v)Pv(ρˆ = n/v)]/v [Eq. (12)] is plotted as a
function of the coarse-grained subsystem density ρˆ = n/v, with n and v being subsystem particle-number and volume of the
subsystem, respectively, for various subsystem sizes v = l × l with l = 30 (violet squares), 35 (green triangles), 40 (sky-blue
circles), 50 (yellow inverted triangles) for three sets of noise strength and global density: (i) η = 0.5 and ρ = 0.1 [panel (a)],
(ii) η = 0.6 and ρ = 0.1 [panel (b)] and (iii) η = 0.6 and ρ = 0.2 [panel (c)]. Points - simulations, red solid lines - additivity
theory, sky-blue dashed lines - corresponding Gaussian large deviation functions. Note that the non-parabolic tails, which are
actually due to the non-Gaussian tails in the number distributions, are well captured by additivity theory.
above rescaled fluctuations provide an insight into com-
parison between fluctuations with the Vicsek model and
its variant.
C. Comparison with other system of self-propelled
particles
To obtain a broader picture concerning the particle-
number fluctuations in the systems of self-propelled par-
ticles, in this section we compare the particle-number
fluctuations in the Vicsek model, its variant and a sys-
tem of active Brownian particles [5], which, unlike the
Vicsek-like models, does not have any alignment interac-
tions and was previously studied using additivity prop-
erty [15]. Indeed, in the disordered isotropic phase, one
would expect that, on the coarse-grained level, the pres-
ence of an alignment interaction would possibly change
only the relaxation time scale of the polarization density
field. In that case, by suitable rescaling of density and
fluctuation, it would be possible to have similar charac-
terization of fluctuations, irrespective of the details of the
microscopic self-propulsion dynamics. Moreover, the hy-
drodynamic theory, which was developed in the context
of active Brownian particles in Ref. [15], could be then
expected to capture fluctuations even in the Vicsek-like
models with alignment interactions.
To verify the above assertions, we compare and plot in
Fig. 8 the scaled subsystem particle-number fluctuations
Aσ2(ρ˜) as a function of the scaled density ρ˜ = Aρ, where
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FIG. 8: Comparison between subsystem density fluctuations
in the Vicsek-like models, model of active Brownian particles
and a hydrodynamic theory of Ref. [15]. Rescaled variance of
subsystem particle number Aσ2(ρ˜) is plotted as a function of
rescaled subsystem density ρ˜ for the choice of (i) A = 35/η2.5
and ρ˜ = Aρ in the Vicsek model, (ii) A = 1/η3.5 and ρ˜ = Aρ
in the variant of the Vicsek model, and (iii) A = 1 and ρ˜ = ρ
in the model of active Brownian particles. All curves col-
lapse nicely for several orders of magnitudes of the respective
variables. We compare the collapsed curves (points) with a
hydrodynamimc theory (black line) of Ref. [15], which, except
in large density regime, compares well with simulations.
the factor A is model-dependent, in the following cases:
(i) A ≈ 35/η2.5 and ρ˜ = Aρ in the Vicsek model, (ii) A ≈
1η3.5 and ρ˜ = Aρ in the variant of the Vicsek model and
(iii) A ≈ 1 and ρ˜ = ρ in the model of active Brownian par-
ticles where ρ is the global number density in each case;
note that all models are considered in their respective dis-
ordered phases. Moreover, in the same Fig. 8, we plot an
analytic form of the particle-number fluctuation σ2(ρ) =
[(1+P )ρ(1− ρ/ρm)
2]/[1+P (1− ρ/ρm)(1− 2ρ/ρm)], de-
rived previously from a hydrodynamic theory [see Eq.
(28) in Ref. [15]], where close-packing density ρm = 1.15
and activity P = 8 (corresponding to a high Peclet num-
ber) are two model-dependent parameters. Interestingly,
over several decades of magnitude of density and fluctua-
tion, all curves, except in the variant of the Vicsek model
for larger noise strength, collapse on each other quite
well. Such a scaling of fluctuations in the self-propelled
particle systems with different self-propulsion dynamics
suggests a common mechanism through which fluctua-
tions arise in such systems. In the large-density region,
especially near phase transitions, there is some disagree-
ment between the hydrodynamic theory and simulations,
which is somewhat expected as the linearized hydrody-
namic analysis of Ref. [15] cannot possibly capture the
large fluctuations near the transition region.
IV. SUMMARY AND CONCLUDING
REMARKS
In this paper, we study coarse-grained density fluctua-
tions in the disordered phases of the paradigmatic models
of self-propelled particles or active matters, which are in-
herently driven out of equilibrium through a mechanism
of self-propulsion of the constituent particles. We con-
sider a broad class of self-propelled particles with align-
ment interactions, namely the Vicsek models and its vari-
ant, consisting of particles, which are point-like, have ran-
dom self-propulsion velocities, and move in continuum
on a two-dimensional periodic space. Particles interact
among each other through alignment interactions: At any
instant, particles try to follow their neighboring particles
in a way so that they align themselves, and move, along
a direction, which is obtained by averaging over instan-
taneous velocities (or directions) of their neighbors. At
long times, the systems eventually reach a nonequilib-
rium steady state.
We coarse-grain the systems by dividing each of the
systems into many subsystems and characterize subsys-
tem particle-number (or coarse-grained density) fluctua-
tions through an additivity property, implying a remark-
able large-scale thermodynamic structure for the Vicsek-
like systems. By using a fluctuation-response relation -
the direct consequence of additivity property and em-
ploying a numerical scheme developed in this work, we
compute the large-deviation probabilities of subsystem
particle number, and the corresponding density large-
deviation functions in the disordered fluid phase, where
macroscopic velocity vanishes in the thermodynamic
limit. Importantly, additivity property goes beyond a
mean-field analysis because nonequilibrium chemical po-
tential and free energy density function are calculated
from the particle-number fluctuation σ2(ρ), which is di-
rectly related to spatially integrated density-correlations
in the system. It should be noted that, though there is no
macroscopic current in the disordered phase, the systems
still remain out-of-equilibrium, due to the violation of de-
tailed balance in the microscopic configuration space, and
consequently their microscopic probability weights can-
not be described by the equilibrium Boltzmann-Gibbs
distribution.
We then compare the density large deviation functions,
computed within additivity theory, with those obtained
from direct microscopic simulations of the models; the-
oretical and simulation results are found to be in ex-
cellent agreement over several orders of magnitude of
the large-deviation probabilities of coarse-grained den-
sity, without any fitting parameters involved in the the-
ory. Notably, the subsystem particle-number distribu-
tions (equivalently, the density large-deviation functions)
have non-Gaussian (non-parabolic) tails, which are quite
well captured by additivity theory. Our results strongly
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suggest that the coarse-grained density fluctuations in
the self-propelled-particle systems with Vicsek-like inter-
actions are governed by a nonequilibrium chemical poten-
tial and a corresponding free energy function. Moreover,
comparison between the fluctuations in the disordered
phase of several self-propelled particle systems indicates
a common mechanism, which gives rise to fluctuations in
such systems.
There are a few remarks in order. In equilibrium sys-
tems with the Hamiltonian having short-ranged interac-
tions, the Boltzmann-Gibbs probability weights of micro-
scopic configurations immediately imply additivity [36].
On the other hand, not much is known about the mi-
croscopic structure of systems having a nonequilibrium
steady state, which cannot be associated with a Hamilto-
nian as such. Interestingly, the Boltzmann-Gibbs distri-
bution, though sufficient, is not necessary for additivity
to hold [28–30]. However, the problem of determining
the precise conditions, for which additivity would hold
in nonequilibrium and a steady-state thermodynamics
could be constructed, is a nontrivial one [38, 39] and is
not yet fully understood [40]. In this scenario, it would
be worth checking case-by-case whether a certain class of
nonequilibrium systems could possess an additivity prop-
erty. In fact, in most cases, obtaining an analytic expres-
sion of the variance of subsystem mass (particle-number)
as a function of mass (number) density in an interacting-
particle system is difficult and therefore the task of verify-
ing additivity in nonequilibrium systems is also not easy.
We provide here a simple computational scheme, which
could help one to compute density large-deviation func-
tions, and thus to test additivity, in a driven system. We
emphasize that, although the functional form of the sub-
system weight factor Wv(n) in Eq. (1) is same through-
out the system, additivity property captures variations
in coarse-grained density profile ρˆ(x) through nonequi-
librium free energy density functional f [ρˆ(x)] where x is
a suitably defined coarse-grained position. More specifi-
cally, the postulated additivity property in Eq. (1) would
immediately imply that the large-deviation probability
of an inhomogeneous coarse-grained density profile ρˆ(x),
generated due to spontaneous fluctuations on the subsys-
tem level, can be written as
Prob.[{ρˆ(x)}] ∼ e−V
∫
dx[f(ρˆ(x))−f(ρ)−µ(ρ)(ρˆ(x)−ρ)],
where ρ is the global number density and V is the vol-
ume of the system. One simplifying aspect in the for-
mulation of additivity is that the large-deviation form of
the probability of an inhomogeneous density profile, as in
the above equation, does not involve any “gradient term”
[17], which is analogous to a surface tension between two
inhomogeneous phases in an equilibrium system. That
is, like in equilibrium, additivity implicitly assumes that
the surface tension terms, if any, has only a sub-leading
correction to the nonequilibrium free energy functional,
which is indeed supported by our results, albeit in the
disordered phases. In the light of our work, we believe
additivity could prove to be a useful concept in charac-
terizing fluctuations not only in systems with Vicsek-like
interactions, but also in other active-matter systems.
Moreover, our work brings to the fore some interest-
ing open issues, studies of which could provide further
insights into the large-scale properties of self-propelled
particles in general. Firstly, it remains to be seen
whether additivity can be used to characterize proper-
ties of Vicsek-like systems near and above criticality, e.g.,
in the ordered phase, which is known to exhibit giant
number fluctuations [2]. Secondly, so far we have stud-
ied only the static structure of Vicsek-like systems, such
as particle-number fluctuations, and have shown that
the number fluctuations are related to a nonequilibrium
compressibility, through a fluctuation-response relation
- reminiscent of the fluctuation-dissipation theorems in
equilibrium [27, 37]. However, the interplay between
static and dynamic structure, which possibly play an im-
portant role in the large-scale behaviors of self-propelled
particles, has not been investigated in this work. In-
deed, unlike in equilibrium [37], and except in some sim-
ple nonequilibrium processes [38, 39, 41–43], there is no
general theoretical understanding of a possible connec-
tion between transport and fluctuations in driven many-
particle systems. In this context, exact calculations of
various transport coefficients can certainly provide some
insights into the collective behaviors of self-propelled par-
ticles in general. While it may be quite challenging to
calculate the transport coefficients in continuum systems,
the problem is presumably simpler for systems on a lat-
tice [44] and is worth pursuing in future.
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