We develop models for examining possible predictors of the return on gold that embrace six global factors (business cycle, nominal, interest rate, commodity, exchange rate and stock price factors) extracted from a recursive principal component analysis (PCA) and two uncertainty indices (the Kansas City Fed's financial stress index and the U.S. Economic uncertainty index). Specifically, by comparing with other alternative models, we show that the dynamic model averaging (DMA) and dynamic model selection (DMS) models outperform not only a linear model (such as random walk)
Introduction
Gold serves several functions in the world economy, and its links with financial and macroeconomic variables are quite well-established (Pierdzioch et al., 2014a, b) . It has a monetary value and is sought after by central banks to be part of their international reserves which fulfil many purposes (Gupta et al., 2014) .
1 It has industrial uses and can be transformed into jewelry. In modern finance, it is used as a hedge against inflation and a safe haven during crises (Ciner et al., 2013; Ghazali, 2013) . Gold has also other distinguished characteristics. Its supply is accumulated over the years and its global annual physical production can be as small as 2% of total supply, thereby in contrast to other commodities its annual production may not sway its price as other factors do. Moreover, unlike prices of stocks and bonds, the gold price depends on future supply and demand, and thus it is forward-looking.
A myriad of other global factors affect the price of gold (Pierdzioch et al., 2014a) , which in turn, can be primarily classified into six categories: The business cycle factor; the nominal factor; the interest rate factor; the commodity factor; the exchange rate market factor; and the stock price factor. As is standard in the literature, one factor is created based on the first principal component of each set or bloc of variables. Thus, for example, for the business cycle factor, we use the first principle component of the four stationary and standardized variables. All the factors are latent, but they still capture the common component of the variables in the group.
We add to these six factors, the Kansas City Fed's financial stress index and the U.S. economic policy uncertainty which can impact the gold price returns because gold is used as a safe haven (Baur and Lucey 2010; McDermott, 2010, 2012; Ciner et al., 2013) and those variables deal with fear and anxiety (Ciner et al., 2013) . The business cycle factor (Pierdzioch et al., 2014b) is represented by an economic activity variable, which is the industrial production of the first and second largest economies, namely the United States and China, as well as for Japan and Europe.
An improvement in this economic activity will increase the industrial and jewelry demands for gold as a result of increased world production and income.
The nominal factor refers to inflation as represented by the CPI for the United States, EU, China and Japan and the money supply growth for the United States and EU. As indicated, gold is a hedge against inflation (Jaffe 1989; Capie et al., 2005; Jensen et al., 2002; Ghazali, 2013) ..
Moreover, gold prices are sensitive to changes in interest rates which represent the opportunity cost of hoarding gold. This factor includes the interest rates for the U.S. and EU, and LIBOR.
Gold is also a commodity that is affected by movement in commodity prices. When there is a commodity boom, gold co-moves in sympathy because there are common macroeconomic variables that comove with related and unreelated commodities (Pindyck and Rotemberg, 1990 ).
The gold price return is also influenced by changes in the foreign exchange markets since gold is considered a currency (Sjaastad, 2008; Sjaastad and Scacciavillani, 1997) . This relationship is theoretically explained by the law of one price. A weakness in the dollar exchange rate will motivate investors and traders to seek the safety of gold (Ismail et al., 2009) . Finally, gold is an asset class that is related to financial asset classes like the stocks. Gold and stocks may move together but they may depart depending on the business cycle. As a robustness check, conduct recursive PCA on all the 28 variables (which have been previously categorized into the six factors and two individual series as explained above) without categorizing them and subsequently select the optimal number of factors based on Bai and Ng (2002) . The extracted factors are in turn used in forecasting gold returns in a DMA framework.
Against this backdrop, this paper applies the dynamic model averaging (DMA) strategy developed by Raftery et al. (2010) , which can also be used for the dynamic model selection (DMS) methodology. In this methodology, a single but potentially different model can be employed as a forecasting model at each point of time to forecast the returns on gold based on the wide array of predictors discussed above, which may move in sync or in different directions.
The DMA or DMS seems ideally suited for forecasting a variable as volatile as the returns on gold (see Figure 1 ), which have gone through periods of major events and crises. These methodologies not only allow the forecasting model to change over time, but also the coefficients in each model to evolve over time simultaneously. These two methods involve standard econometric methods used for state space models, such as the Kalman filter, but through some sensible empirical approximations, they achieve vast gains in computational efficiency so as to allow one to apply DMA and DMS despite the computational difficulties. The advantages of using the DMA approach over standard predictive regression methods are three folds.
(1) The coefficients on the predictors can change over time, while the conventional use of dummy variables to capture possible structural breaks or recursive methods to take care of time variations is not suited to solve this issue. Hence ideally, one needs to build models designed to capture the changing of slope parameters of the models. (2) Given that we use a wide variety of predictors, the number of potential predictors is in general quite large, thereby in the process making the number of models quite large as well. For instance, if the set of models is defined by whether each of the m potential predictors are included or excluded, then we have 2 m possible models to work with. This would raise substantial statistical problems involved in model selection, which in turn, has resulted in researchers resorting to the Bayesian model averaging (BMA) as in Wright (2008) and Tortora (2010) . (3) Finally, the model that is relevant for forecasting can itself potentially change over time due to a change in the set of predictors or with some variables better capable of forecasting during, for example, recessions than expansions.
This makes the situation even more complicated, since with 2 m models the number of combinations of models required to be estimated in order to forecast at time τ is 2 m to allow for the possibility of a different model being applicable at each point in time. Even in relatively simple forecasting exercises, it can be computationally impossible to forecast by simply going through all of these 2 m combinations.
To the best of our knowledge, this is the first study to forecast returns on gold using timevariations in parameters as well as models. Based on monthly data on the predictors and using an out-of-sample period of 1999:10-2013:11 (with an in-sample of 1992:02-1999:09), we compute multi-steps-ahead forecasts for gold returns based on recursive estimation of the models over the out-of-sample period. Note that the start and end-point of our entire sample is purely driven by data availability, while the starting point of out-of-sample corresponds to the period when the returns on gold reached its peak 2 (see Figure 1 ).
Among all the models considered, namely the time-varying parameter (TVP), DMA, DMS, Bayesian model averaging (BMA) and the benchmark random-walk (RW) models, the results
show that the DMA and DMS models forecast generally well, with DMS being the best overall.
These results are supported by two diagnostics, namely the sum of the log predictive likelihoods and the mean squared forecast error (MSFE). It can therefore be concluded that allowing for model uncertainty and not only parameter uncertainty would improve the forecasting performance of these models. One major advantage of the DMA is that the framework is capable of identifying 2 The choice of an out-of-sample period is most of the times ad hoc. However, the forecasting literature does tend to choose an out of sample period that is believed to be difficult enough to forecast, say in terms of volatility, at the same time ensuring that the out-of-sample is also large enough. In our case, we chose the starting point of the outof-sample that corresponds to the peak, since it might be difficult for models to predict the sharp fall that followed immediately. Also, as is evident, the series is more volatile following the peak, relative to the in-sample, thus making it a difficult period for predictions.
which factors play important roles at each point in time in forecasting gold returns over different horizons of the out-of-sample period, based on time-varying posterior inclusion probabilities.
The results shows that the good predictors of the gold prices are the exchange rate, the financial stress index, stock market and the business cycle factors which can be considered as the leaders of the forecasting procession over the forecast periods. Nevertheless, the forecasting prowess of the exchange rate is supreme.
There are benefits from finding the right model that forecasts the gold price returns more accurately than others. Out-of-sample forecasting offers informational advantage for monetary policymakers, hedge fund managers and international portfolio managers which can be used in gauging future inflation, estimating demand for jewellery, discerning investment in precious metals and other commodities and assessing the future movement of the dollar exchange rate. It also provides additional support to the hypothesis that the economic activity, foreign exchange, stocks, interest rates and gold prices are driven by the same information sets of predictors. This lends support to the belief that the world gold market is currently dominated by the U.S. dollar bloc.
The reminder of the paper is organized as follows. Section 2 presents a brief of review of the literature. Section 3 describes the methodology and Section 4 discusses the results. Section 5 concludes the paper.
Review of related literature
The literature on forecasting changes in the gold returns is not as generous as it is on gold return movement and volatility, and the methods employed in forecasting are not as On the benefits of forecasting the gold price, Apergis (2014) investigates whether the gold price has a reliable out-of-sample relationship with the Australian dollar/U.S. dollar nominal and real exchange rates using daily and quarterly data, respectively. Using an Error Correction Model (ECM), the empirical results suggest that the out-of-sample predictive ability is strong and robust across short-and long-run horizons, thus offering informational availability for monetary policymakers, hedge fund managers and international portfolio managers. They also provide additional support to the hypothesis that both markets are driven by the same information sets.
In summary, the papers that are most closely related to our paper is that of Pierdzioch et al. (2014a, b) , in the sense that those authors look at similar set of predictors, though fewer in numbers and primarily concentrated for the U.S., and also allow for model uncertainty.
However, unlike the papers by Pierdzioch et al. (2014a, b) , we also model for nonlinearity both in-and out-of-sample, in the relationship between gold returns and its predictors by allowing for time-varying coefficients. The recursive (real-time) scheme adopted by Pierdzioch et al. (2014a, b) only allows for nonlinearity over the out-of-sample. And as we show, the constant parameter models, namely the BMA and a special case of DMA where the inclusion of the predictors varies over time only (but not the coefficients), based on recursive estimations over the out-of-sample is easily outperformed by the DMA and DMS. Further, we are able to provide information on the importance of specific predictors, for each forecasting horizon at each point of the out-ofsample based on posterior inclusion probabilities. This forecasting information matters and is helpful because it relates relevant predictors to specific time periods and saves investors from incurring losses and policy-makers from making mistakes at the wrong time by helping them obtain better signals.
Methodology
The models considered for forecasting the gold price return in this study include the time-varying parameter (TVP) model, the dynamic model averaging (DMA) model, the dynamic model selection (DMS) model, the Bayesian model averaging (BMA) model and a random walk (RW) model.
The time-varying parameter (TVP) models employ state space methods such as the Kalman filter, which is commonly used in empirical macroeconomic research on structural analysis and forecasting. These types of models, however, do not allow predictors to vary over time (Koop and Korobilis, 2012) . 3 If large sets of predictors are used, then the TVP models tend to over-fit in-sample, and therefore have a poor out-of-sample forecasting performance. Even extensions of these models such as the TVP-VAR models suffer from this same limitation (Koop and Korobilis, 2012) . To address these shortcomings in the TVP models, the DMA models present a possible and better alternative.
The dynamic model averaging (DMA) model, as the name implies, averages across various models. To understand the econometric methodology regarding DMA, suppose that we have a set of K models which are characterized by having different subsets of z t as predictors.
Denoting these subsets by (k) z for k = 1,..,K, our set of models can be written as:
where t y is the dependent variable being forecast, i.e., the return of the gold price,
denote which model applies at each time period, the coefficient vector be
 and the output vector be t
The fact that we are allowing different models to hold at each point in time and performing model averaging, gives rise to the terminology "dynamic model averaging". To be precise, when forecasting time t variables using information through time t-1, DMA involves calculating the
for the models k = 1,..,K, and averaging forecasts across those K models, using these probabilities. DMS involves selecting the single model with the highest value
and using this model to forecast. However, there are problems with such a framework, since many of the models can have a large number of parameters, and the computational burden which arises when K is large implies that estimation can take a long time.
Thus, a full Bayesian approach to DMA can be quite difficult.
Following Koop and Korobilis (2012) , in this paper we use approximations as suggested by Raftery et al., (2010) . These approximations involve two parameters for the coefficients and the models, λ and  , which Raftery et al., (2010) refer to as the forgetting factors, and fix them to numbers slightly below one.
To explain the role of these forgetting factors, first consider the standard state space model below for t = 1….T:
In our case, the output vector y t is the return of the gold price, the vector
is an 1 m vector of predictors for the return of the gold price which also includes an intercept and lags of the dependent variable, the vector
is an m  1 vector of coefficients (states), and ε~N(0,H ) tt and
tt are the errors which are assumed to be mutually independent at all leads and lags.
For given values of the variance-covariance matrices 
where formulae for θ t-1 and 
or, equivalently,
where 0<λ 1.
 The term "forgetting factor" is suggested by the fact that this specification implies that observations j periods in the past have weight j  .
An alternative interpretation is that it implies an effective window size of   1/ 1   . In the literature, it is common to choose a value of  near one, which suggests a gradual evolution of coefficients. Raftery et al. (2010) To obtain the unconditional prediction, we follow the suggestion of Raftery et al. (2010) and as used in Koop and Korobilis (2012) , based on a forgetting factor  for the state equation for the models which in turn, is, comparable to the forgetting factor λ used with the state equation for the parameters. The derivation of Kalman filtering ideas begins with (4). For DMA, the result is
where
and thus, the final term on the right hand side of (7) is π t-1|t-1,k . The model prediction equation is given as
where 01    is another foregetting factor similar to  . Its interpretation is similar to  but in terms of the evolution of models rather than the evolution of parameters. If 99 . 0   (our benchmark value and also the value used by Raftery et al., 2010) and we are using monthly data, the forecast performance five years ago receives 50% as much weight as the forecast performance of last period , while the forecast performance one year ago receives about 90% as much weight as last month's forecast performance. Therefore, DMA point predictions are given by: 
Data description
As indicated earlier, the data include six groups of predictors of the gold return. These predictors are categorized as the business cycle factor: the nominal factor; the interest rate factor; the commodity factor, the exchange rate market; and the stock price factor. In addition to these factors, we added the U.S. economic uncertainty and the Kansas City Fed's financial stress index to capture the impacts of policy uncertainty and anxiety in the economy. Altogether, we have 28 predictors which are then categorized as above. Each factor is created based on the first recursive principal component of the variables in that group. The business cycle factor, for example, is represented by the industrial production for the United States, the European Union (EU), China and Japan. An increase in this factor implies increases in the demand for jewelry which makes up more than 65% of total gold demand. The same description applies to the other factor. However, for robustness check, we also implemented the recursive principal component analysis (PCA) using all the 28 predictors without categorization. In this case we extract four principal components as suggested by the Bai and Ng (2002) tests.
One of the biggest advantages of using the principal component in our study is that it greatly reduces the number of parameters to estimate. This issue becomes crucial when we allow those parameters to vary over time. Moreover, using the recursive version allows for parameter updating as new data becomes available and also accounts for time variation. Based on the data availability, especially the availability of the China data, the sample period is January 1992 -November 2013 (263 monthly observations) and the detailed list and the sources of the variables are available in Table A1 in the Data Appendix. Note that, due to data transformation to ensure 5 Further details on the DMA and DMS methods and implementation can be obtained from Korobilis (2011, 2012) . stationarity, which is required for both extracting factors and convergence issues in time-varying models, our effective sample starts from February, 1992, i.e., 1992:02, and goes until 2013:11.
Our sample is divided into in-sample (1992:01 to 1999:09) and out-of-sample (1999:10 to 2013:11), for the purpose of the recursive PCA and forecasting. For the PCA we first estimated the model using the entire in-sample period data, then subsequently solved the out-of-sample recursively.
The recursive PCA reveals that the first principal component in each group explains: 38 percent of the total variation in the business cycle group, 30 percent in the nominal group, 61 percent in the interest rate group, 69 percent in the commodity price group, 74 percent in the exchange rate group, and 73 percent in the stock price group. The common factors are extracted based on the their economic relevance. 
Empirical Results
We present the empirical results in two sub-sections, using DMA and DMS as in Koop and Korobilis (2011) 
Good predictors for the gold price returns
One of the largest potential advantages of using the DMA framework is that it allows the forecasting model to change over time, i.e. the model parameters may change as well as the set of predictors. Given the difficulty in the literature in explaining the gold price return movements, we include a set of 8 possible predictors (excluding the intercept) as categorized and listed in the Data Appendix, hence we have 256 possible models to choose from. Similar analysis with the four factors extracted from all the 28 predictors uncategorized, yields 16 possible models to choose from.
Turning to results on the main predictors as selected by the DMA analysis for gold for every forecast horizon, h=1, h=3, h=6, h=9 and h=12, over the out-of-sample period 1999:10 to that the good predictors of gold price returns vary over time and over the forecast horizons.
9 We do not present the corresponding results for the four factors extracted from the uncategorized 28 predictors. The results based on the estimated marginal R 2 obatined by regressing each 28 variables on each of the four principal components do not clearly show which variable or category of variables has more explanatory power over the others. To be precise, the results are mixed, thus making the economic interpretation of the four different principal components complex. Prior to 2005, the exchange rate factor (EXCH) and the interest rate (INTEREST) show strong predictive power for all the horizons except for h=9. The business cycle factor (BUSCYCLE) comes through strongly for all horizons but h=3 and h=12. We observe the US economic policy uncertainty (EPU_US) playing a strong predictive role for h=6, h=9 and h=12 .
The nominal factor (NORMFAC) shows strong predictive power at essenatially all horizons except that this was shortlived at horizons 3 and 9 while the stock market factor (STOCK) possesses strong predictive power for h=3 and 12. The commodity prices factor (COMMPRICE) comes through strongly and persistently for h=1 only. The Kansas City Fed' Financial Stress Index (KCFSI) shows strong predictive power for all horizons except for h=9 where the predictive ability was only for a short period. In sum, in the pre-2005 period the exchange rate, the financial stress index, interest rate, and norminal factors are the leaders of the forecasting procession.
Between 2005 and 2009, the same pattern is observed in that different predictors emerged as best for different forecast horizons. At h=1, INTEREST, COMMPRICE and BUSCYCLE factors took the lead. At h=3, it is EXCH and STOCK while at h=6, only COMMPRICE has strong predictive power for gold returns. At h=9 the best predictors are BUSCYCLE, EPU and KCFSI while EXCH, STOCK, EPU_US and KCFSI comes through strongly at h=12. We note that it is somewhat difficult to select a single predictor here as the overall best. The least we can say is that only INTEREST did not feature as a very good predictor in this era since it appears as a strong predictor for one horizon while the rest are strong for two horizons. . For the post 2009 period, we observe EXCH maintaining the same predictive roles as in the previous subperiod. STOCK has also consistently maintained its predictive power for h=3 and 12 across all the three sub-periods. INTEREST comes through strongly for h=1 and 12, while EPU_US comes through strongly for h=3, 9 and 12. COMMPRICE plays a very strong predictive role for h=1, 3 and 6.NORMFAC and KCFSI have predictive power for only h= 3 and h=12, respectively. BUSCYCLE shows strong predictive power for h=3 and 9.
Overall, all the predictors show strong predictive power at one time or another though at varying magnitudes, while EXCH and KCFSI appear to be strong at almost all horizons and subperiods. However, the forecasting prowess of the exchange rate is supreme. Gold as a means of exchange and store of value makes it akin to money. Therefore, the performance of exchange rate in predicting gold returns is not surprising given that exchange rates incorporate expectations regarding fundamentals with respect to future discounted values. This findings supports the view that exchange rate is a forward looking price which embodies information about future variables (Engel and West, 2005; Bacchetta and van Wincoop, 2006) .
2. Model forecasting comparison
To analyze the forecast performance of each model, we use the mean squared forecast error (MSFE) in percentages, which is available for all the models. Note that, the preferred method for the Bayesian forecast comparisons is the sum of the log predictive likelihoods, involving the entire predictive distribution. For a discussion on predictive likelihoods, refer to Gweke and
Amisano (2007) as a representative source. The predictive likelihood is the predictive density for t y , given data through time t-1, evaluated at the actual outcome. Since we use the direct method of forecasting, the log predictive density for the h-step ahead forecast is an obvious extension of the formula for the one-step ahead predictive density in model l as denoted by (4) is a constant parameter model but the model evolution is allowed, while in Model (5), through setting both forgetting factors to one, we obtain the Bayesian model averaging (BMA) which uses conventional linear forecasting models with no time variations in the coefficients. Understandably, the random walk (RW) model is non-Bayesian, which means that there is no predictive likelihood for the model. Table 1 presents the results from our forecasting exercise for the gold price return for five forecasting horizons, namely 1-month-ahead (Horizon 1) , 3-months-ahead (Horizon 3), 6-months-ahead (Horizon 6), 9-months-ahead (Horizon 9), and 12-months-ahead (Horizon 12).
We present the results of the forecast performance of the various models based on the first factor from each of the listed categorized predictors in the appendix and the four factors extracted from the uncategorized 28 predictors.
10 From the results in Table 1 , it is clear that the benchmark DMA (i.e the case where α= λ=0.99) and DMS forecast generally well, with DMS being the best overall. The sum of the log predictive likelihoods clearly shows that DMS performs better across all forecast horizons. This result also carries over to the MSFE. These (2014) for China's foreign exchange reserves using similar models. Both the sum of the log predictive likelihoods as well as the MSFE indicates that using a TVP model for forecasting results in poorer forecasting performance, relative to the benchmark DMA and DMS. The poor forecast performance of the TVP model compared to DMA and DMS is an indication that the shrinkage provided by the latter models is of great value in forecasting. Also note that, the predictors matter in forecasting, since all the models that include the predictors outperforms the RW model using the 1999:10 to 2013:11 out-of-sample period. 11 However, to obtain best forecast performances, one not only needs to include information from the fundamentals, but also allows for model evolution and parameter evolution as carried out by the DMA and DMS.
Interestingly though, based on the results provided by the predictive likelihoods, we see that most of the improvements in forecast performance found by DMA or DMS are due to model evolution rather than parameter evolution, since DMA and DMS perform better than the DMA model with λ set equal to 1 (implying the model is not allowed to change here). It can therefore be concluded that allowing for model uncertainty and not only parameter uncertainty, improves the forecasting performance of these models.
11 Although we had previously stated the reason for choosing 1999:10 to 2013:11 as the out-of-sample, as a robustness check, we also conducted the Bai and Perron (2003) multiple structural break tests on the gold returns regressed on a constant, and found that there is only one break in period 2001:5. Hence, we redid the estimation with an out-of-sample period starting in 2001:5 till 2013:11. Our basic conclusions of the superiority of the DMS and DMA relative to the random walk and other models continue to hold. These results are available from the authors upon request.
Conclusion
Given the difficulty in the literature in forecasting the gold price returns, this study provides The economic activity factor has a good predictive power that is more pronounced in the first two time periods than in the third period which is the recovery period. This may reflect the low economic growth that did not make economic activity a strong predictor in this period. There is also clear evidence that the stock market has good predictive power in the third and twelve horizons across all the three sub-periods, in addition to that possessed by the exchange rate factor..
Moreover, to obtain the best forecast performance, one not only needs to include information from the fundamentals, but also allows for model evolution and parameter evolution as supported by the DMA and DMS. However, the empirical evidence support DMS over DMA. In sum, allowing for model uncertainty and not only parameter uncertainty, improves the forecasting performance of the models.
The major conclusion of this study is that financial variables have stronger predictive power for gold returns. This is particularly so with exchange rate, the financial stress index and the stock market. Our results underscore the importance of increasing financialization of commodities including gold. This conclusion became evident from the important performance of models that takes into consideration parameter and model uncertainties. The out-of-sample forecast results in this study has some policy implications as it offers informational advantage for monetary policymakers, hedge fund managers and international portfolio managers which can be used in gauging future inflation, estimating demand for jewellery, discerning investment in precious metals and other commodities and assessing the future movement of the dollar exchange rate.
