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INTRODUCTION 
We will consider in this paper the control system 
t&T = A(t) x +f(t, u) 
dt (O-1) 
assuming the following Hypothesis. 
HYPOTHESIS H. In (O.l), x E Rn, u E UC R”, where U is compact, t E R. 
A(t) is an n x n matrix whose elements are Lebesgue integrable on each 
finite interval of R. The functionf(t, U) is a map of R x U + R” continuous 
in u for each t and Lebesgue measurable in t for each U. Moreover, there is a 
function m: R -+ R which is Lebesgue integrable on each finite interval of R 
and such that 
Ilf(t! 4 II G 44 for each tER and UEU, (0.2) 
where 11 /I stands for a norm in Rn. 
As usual, by a solution of (0.1) we mean an absolutely continuous function 
x : J- Rn, where / stands for an interval of R, provided there is an admis- 
sible control function (or steering) u : J + R” such that x = x(t) and 
u = u(t) satisfy (0.1) almost everywhere (a.e.) in 1. 
As admissible control functions we take all Lebesgue measurable 
u : R + U. The family of all admissible control functions is denoted by K. 
One of the purposes of the present paper is to introduce and to discuss 
the notion of an extremal solution of the system (0.1). This notion is defined 
analytically in Section 2 but qualitatively an extremal solution can be des- 
cribed as follows. A solution x(t) of (0.1) . IS an extremal solution if and only if 
for each t, < t, x(t) is the unique solution of (0.1) defined for t, < t < t, 
which transfers the system from the state xi = x(tl) at time t = t, to the 
state x2 = x(t.J at time t = t, . 
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The principal results of this paper are stated in Section 3 and concern 
extremal solutions. They demonstrate we think, the important and distin- 
guished role the extremal solutions play among all solutionsof the system (0.1). 
Let us mention here probably the most important one. If a solution of (0.1) 
transfers the system from the state xi at time t, to the state xa at time t, then 
there is a piecewise extremal solution x0(t) of (0.1) which does the same thing; 
that is .xo(tJ = xi , i = 1, 2, and there is a divison t, = 7. < pi < *.* < 7k = t, 
of the interval [ti , t,] such that x0(t) is equal to an extremal solution of (0.1) 
on each of the subintervals [rip1 , ri] (i = I, ..*, A). The integer K above is not 
greater than n + 1. 
Proofs of the principal results are postponed until Section 6. Section 4 and 
5 are devoted to some applications and consequences of the results given in 
Section 3. In Section 4 we give an extension of the so called “bang-bang” 
principle of LaSalle [7] (cf. also Neustadt [9]) while in Section 5 we discuss 
the existence and the uniqueness of optimal solutions to a time optimal con- 
trol problem connected with system (0.1). The results we present there are 
contrasted with those obtained by Pontryagin and his school [Z#], LaSalle [7], 
Neustadt [9] and more recently by Kurzweil [6]. 
Some of the results of Section 3 are closely related to a theorem due to 
Liapunov [8] concerning the range of a vector valued measure or rather to 
Blackwell’s extension [I] of this theorem. The details of this relationship 
are discussed in the last Section 7 where a theorem is stated containing both 
Liapunov’s and Blackwell’s result. 
Most of the results of this paper were presented at the Third Conference 
on Nonlinear Oscillations held in Berlin, May 1964 and a note [10] summe- 
rizing them has been submitted for publication in the proceedings of this 
conference. 
1. NOTATION 
The following notation will be used through the paper. To each admissible 
steering, each initial condition x(to) = x0 , and any interval J containing to 
there corresponds a unique solution of (0.1) defined on J. By x(t, U) we 
denote the unique solution of (0.1) corresponding to u E K, when the initial 
condition is fixed and understood. We define 
L?(t) = {x : x = x(t, u), u E K}. (l-1) 
By 5 we denote a basis of the space Rn. That is 6 = (xi , a**, x,) where 
xi (i’ I;.., n) are n linearly independent vectors of Rn. In the sequel we restrict 
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ourself to orthogonal and normal bases; that is we will be interested in the 
set 
8 = {[ = (x1, **-, x,) : xi E R”, (xi , xi) = Sij , i,j = 1, .a., n}, 
where Sij = 1 if i = j and 0 otherwise, and ( , ) is the scalar product. 
Let A be an arbitrary compact subset of R”. With each such A and any 
.$ E E we associate a sequence AzI,,,,,,> of subsets of A which are defined 
recursively as follows: 
for i = 2, ..*, n. Obviously A,.,...,,i is compact and the dimension of it is 
equal or less than n - i. Hence A+...,, reduces to a single point. This 
point is uniquely determined by A and “5 E E and we denote it also by 
e(A , 0. It is easy to see that e(A, f) can also be defined as the unique solution 
of 
where 
(xi , e) = &(A, t), i = 1, a.., n, (1.4) 
W, 0 = max 
YEA 
(xi , r). 
*I....,yl 
Note that since 5 is orthogonal and normal hi(A, 5) (i = 1, ..., n), in (1.4) 
are coordinates of e(A, 6) corresponding to the basis E. Let xE denote the 
lexicographic order in R” with respect to the basis 6; that is if y, z E R” and 
y = (71, . . . . rln), z = (51, . . . . c,), where Q and & are coordinates of y and z, 
respectively, corresponding to the same basis 6, then y <* z means there is 
k < n such that Q = ti for i = 1, ..., K - 1 and Q < & . Then it is clear 
that x <* e(A, 0 for each x E A and x f e(A, 6) if e(A, [) is the solution 
of (1.4). Therefore e(A, 5) is the lexicographic maximum of A with respect 
to the basis [ of Rn. 
As we have shown in [II], e(A, 5) for each [ E 9 is an extremal point of A 
if A is convex and of the convex hull of A if A itself is not convex, and vice 
versa, to each extremal point a either of A if A is convex or of the convex 
hull of A there is 4 E B such that a = e(A, l). Let us recall that a point a of a 
convex set A is an extremal point of A if it is not an interior point of any 
interval contained in A. 
Let A and B be compact subsets of Rn. The expression 
h(A, B) = o~ya (~(a, B), y(k A)), (1.6) 
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where Y(, ) denotes the Euclidean distance of a point from a set, is well known 
as the Hausdorff distance between two sets A and B. In the space of all 
nonempty compact subsets of Rn the function (1.6) is a metric. 
2. EXTREMAL STEERINGS AND EXTREMAL SOLUTIONS 
Consider the homogenous system 
dx 
-- = A4(t) x 
dt (2.1) 
associated with (0.1). By X(t) we denote the fundamental matrix solution 
to (2.1); that is X’(t) = A(t) X(t) and X(0) = 1, where I is the unit matrix. 
Apply now to (0.1) the transformation 
x = X(t) y. (2.2) 
This map straightens solutions of (2.1) and the system (0.1) becomes 
dr 
z = x-l(t)f(t, u) = g(t, a), (2.3) 
where X-l is the inverse matrix to the matrix X. Obviously g(t, U) satisfies 
Hypothesis H if A(t) andf(t, U) do. Therefore the system (2.3) is of the same 
kind as (0.1) but simpler since its right-hand side does not contain the state 
variable y. Solutions of (2.3) are simply integrals 
i t g(r, 44) dT> where u E K, (2.4) - tu 
and the range of these integrals is, up to a translation, the image of Q(t) 
under the mapping (2.2). 
Let 
G(t) = {x : x = g(t, 24) = X-l(t)f(t, u), u E U}. (2.5) 
It is clear that, by Hypothesis H, G(t) is a compact set for each t. 
DEFINITION 2.1. An admissible steering u(t) will be called extremal if 
there is l E 9 such that 
At, WI = X-Yt)f(t, u(t)) = e(G(t), 0 a.e. in R. (2.6) 
A solution of (0.1) corresponding to an extremal steering will be called an 
extremal solution of (0.1). 
The proof of the following result can be found in [12]. 
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PROPOSITION 2.1. If Hypothesis H holds, then for each 6 E E there is 
an admissible control function u<(t) satisfying (2.6); that is, there exists ue(t) 
which is Lebesgue measurable and such that g(t, z+(t)) = e(G(t), 6) a.e. in R. 
Proposition 2.1 shows the existence of extremal steerings. Note that in 
general (2.6) does not define z+(t) uniquely, since f(t, u) may not have an 
inverse in II. Hence, to a given 6 E B there may correspond more than one 
extremal steering. However, since e(G(t), 5) = g(t, ue(t)) is defined uniquely 
as a function of t for each E, the extremal solution corresponding to a given 
5 E 6 is unique, up to an initial condition. We denote by x&t) the extremal 
solution of (0.1) corresponding to f E 8 if the initial condition is fixed and 
understood. 
Remark. Note that from (2.6) and (1.4) it follows that 
(Xl , -wt>.& u&Q>) = yEg (Xl 9 x-YMt, 4) (2.7) 
where xi is the first vector of the basis f, which shows that each extremal 
steering satisfies the Pontryagin maximum principle [14]. In the monograph 
[14, p. 1421, for the special case of (0.1) when A is constant andf(t, U) = Bu, 
where B is a constant n x m matrix, steerings satisfying (2.7) are said to be 
extremal. Though in general (2.6) d oes not follow from (2.7), it does in the 
case considered in [14] because of the so called “condition of general position” 
assumed there. Thus Definition 2.1 can be considered as an extension of the 
notion introduced in [14]. 
3. PRINCIPAL RESULTS 
The initial condition x(t,,) = x,, is the same throughout this section and any 
solution of (0.1) considered below is understood to satisfy it. The notation 
x(t, u) and x&t) will be used for solution corresponding to an admissible 
steering and for extremal solution determined by f, respectively. 
THEOREM 3.1. Assume Hypothesis H for the system (0.1). We have then: 
1” The set E(t) = {x : x = x*(t), f E S} is ,f or each t, the set of all extremal 
points of a compact and convex set; that is, there exists a compact and convex 
set B(t) such that xE(t) is an extremal point of B(t) for each 6 E 8 and if b is an 
extremal point of B(t) then there is a 5 E 6 such that b = x*(t). 
2” The set B(t), given by I”, is continuous in t in the sense of the Hausdorf 
distance (1.6); that is, for each t, and any sequence t, --f t, as Y + co, 
h(B(t,), B(t,)) converges to zero as v + cc). 
3” The set Q(t) dejined by (1.1) is contained in B(t) for each t > t, . 
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4” If p is alzy point of B(t), t > t, , then there is an admissible steering 
u,(t) and a sequence t, = Q < 7h-1 < ... < 71 < T,, = t such that u,,(t) is 
equal to an extremal steeving on each of the intervals [TV , ~~~~1, i = 1, ..., k, 
and is such that p = x(t, u,,). Moreover, the integer k is not greater than n + 1. 
5” If p E B(t) is not an extremal point of B(t) then there are at least two 
d&?&rent steerings for which 4” holds and ure such that the corresponding solu- 
tions of (0.1) are not identically equal on the interval [to, t]. 
It follows from Theorem 3.1, 4” that B(t) C Q(t) and because of l”, 2’, and 
3” of Theorem 3.1 we have the following corollary (compare Neustadt [9]). 
COROLLARY 3.1. Under the Hypothesis H the set Q(t) given by (1.1) is 
compact and convex for each t and continuous in the sense of the Hausdorff 
distance with respect to t. 
Our next result shows the qualitative property of extremal solutions we 
mentioned in the introduction. 
THEOREM 3.2. Assume Hypothesis H holds for the system (0.1). Suppose 
x,,(t) is a solution of (0.1) defined f or all t. Then x,,(t) is an extremal solution 
of (0.1) if and only if for each t, < t, and any other solution x(t) of (0.1) 
the condition x(ti) = x,(t,), i = 1, 2, implies that x(t) = x,,(t) for t, < t < t, . 
Proofs of both Theorem 3.1 and 3.2 are given in Section 6. In the two 
sections which follows we discuss some applications and consequences of the 
above two results. 
4. THE BANG-BANG PRINCIPLE 
Intuitively the bang-bang principle says that if the control system being 
operated from a limited source of power changes from one state to another 
in a given time, then the same change in the same time can be performed at 
all times utilizing properly all of the power available. Therefore if we identify 
the source of power with the set U of all admissible values of the control 
parameter u then by the bang-bang principle the set U’ C U consisting of 
all values of u corresponding to “all of the power available” has the property 
that anything which can be done by an admissible control function can also be 
done using an admissible steering with values restricted to U’. LaSalle proved 
this principle for the case f(t, u) = B(t) u, where B(t) is an n x m matrix, 
and U is a cube. Then U’, in his case, consists of all vertices of U (cf. [7]). 
The LaSalle bang-bang principle has been extended by Neustadt [9] for the 
system we are considering here (but A(t) and f(t, u) continuous). There U’ 
is any compact subset of U such that the convex hull off(t, U’) is the same 
as that of f(t, U) for all t from an interval. 
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Denote by K’ the family of all admissible steerings with range contained 
in U’ C U. The family K’ is a subclass of the class K of all admissible control 
functions. In both cases mentioned above K’ has the following property. 
Property PI . We say that a subclass KI of the class K of all admissible 
control functions has Property PI if for each solution x(t) of (0.1) defined on J, 
where J is a fixed interval, corresponding to a steering from K and any 
t, < t, , t, , t, E J, there is a solution xi(t) corresponding to a steering from 
KI such that x(ti) = xi(ti) for i = 1, 2. 
Both families K and AL’ have also the following 
Property Pz . We say that KI C K has property P, if for any finite 
sequence ur(t), a.., z+Jt) of steerings from KI and each decomposition of the 
interval J into K disjoint intervals Ji , ..., Jli the control function u(t) = ui(t) 
for t E Ji and i = 1, *.., R also belongs to KI . 
From Theorem 3.1 we can now deduce an answer to the following pro- 
blem: find K,, C K which is minimal with respect to Properties PI and Pz. 
The solution to this problem is given by 
THEOREM 4.1. Assume Hypothesis H and additionally that f(t, u) in (0.1) 
admits an inverse in u for each$xed t. Let K, be the class of allpiecewise extremal 
steerings on a compact interval J; that is u,,(t) E K, if and only zjc there is a decom- 
position of J into a$nite number of disjoint intervals J1 , a.*, Jk such that z+,(t) 
is equal to an extremal steering on either one of Ji (i = 1, ..., k). Then K,, has 
both Property P, and P, on the interval J and ;f KI C K has Property P, and 
P, then K0 C KI . 
Proof. It follows from Theorem 3.1 that K0 has Property P, and Pro- 
perty P, is evident. If KI C K has property P, then by Theorem 3.2 each 
extremal steering has to belong to KI . This and Property P, , if satisfied 
by KI , imply that KI r) K,, . Hence Theorem 4.1 is proved. 
Remark. Note that the assumption that f(t, u) admits an inverse in u 
for each t was involved when we claimed that each extremal steering has to 
belong to KI . If this assumption is not satisfied then to a given extremal 
solution there may correspond more than one extremal steering and then 
KI has to contain one of them but not necessarily all of them. In that sense 
KI may not contain all extremal steerings. However if we identify two 
steerings ui and u2 provided f(t, ul(t)) = f(t, z+(t)) a.e. in J, which seems to 
be reasonable, then Theorem 4.1. remains true without the assumption 
concerning the inverse in u of f(t, u). 
Theorem 4. I together with the Remark is a strengthened form of the bang- 
bang principle, in a sense, the best possible. 
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Denote by U’(t) the closure of the set (u : u E U such that there is 4 E 8 
for which f(t, u) = e(f(t, U), [)I. A s we proved in [II], the set f(t, U’(t)) 
is the smallest compact subset off(t, U) w h ose convex hull is the same as that 
of f(t, U). The next result is a consequence of Theorem 4.1. 
THEOREM 4.2. Assume Hypothesis H for the system (0.1). Let 
K.+ = {u : u E K and u(t) E U’(t) a.e. in J}. 
Then K.+ has Property P, . 
Proof. Since X(t) in (2.6) is nonsingular, for each t the value of an extre- 
ma1 steering has to belong to U’(t). H ence each extremal steering belongs 
to K.+ and it follows from the definition of K, (taking into account the 
Remark) that K* r) K,, . By Theorem 4.1, this implies that K* has Property 
PI , which was to be proved. 
Theorem 4.2 contains manifestly both LaSalle’s result and that of Neustadt 
mentioned above. Indeed, in the case considered by LaSalle U’(t) is constant 
and consists of all vertexes of U. Hence U’(t) = U’ and Theorem 4.2 gives 
LaSalle’s version of the bang-bang principle. On the other hand, since 
f(t, U’(t)) is the smallest compact set with the convex hull identical with that 
off(t, 4 thenf(t, u’(t)) cf(t, U’), w h ere U’ is the subset of U appearing 
in the extention of bang-bang principle obtained by Neustadt. Therefore 
Neustadt’s result follows from Theorem 4.2, too. 
5. THE TIME OPTIMAL CONTROL PROBLEM 
Suppose an initial state x(t,) = x,, and a continuous n-vector valued func- 
tion z(t) (t > to) are given. The control problem is to choose an admissible 
control function u(t) such that 
X(h , 4 = 4t1) for some t, > t, * (5-l) 
The function z(t) may be thought of as a moving target and our aim is to 
transfer the initial state x0 along an admissible solution of (0.1) and to hit 
z(t) at some time t, > t, . We may wish to do this in such a way that a certain 
quantity is minimized and, if this quantity is time, then the problem becomes 
the time optimal control problem. Hence we seek a control function u* E K 
and a time t, 2 t, such that 
e* 3 u*) = 4t*) (5.2) 
and 
46 4 f @) for any u E K and each t,, < t < t, . (5.3) 
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In terms of the set Q(t) defined by (1.1) this is expressed by 
4t* ) E Q(t* 1 and 4t) G -Q(t) for any t, < t < t, . (5.4) 
The steering u,(t) and the time t, for which (5.2) and (5.3) (or (5.4)) hold 
are called optimal steering and optimal time, respectively; the corresponding 
solution is called an optimal solution. 
We have the following existence problem. Suppose there is a solution to 
the problem; that is, there are u E K and t, > t, satisfying (5.1). Is it then 
true that there exist an optimal solution ? In other words, does there exist t, 
such that (5.4) holds? The answer “yes” follows from Corollary 3.1 and is 
given by 
THEOREM 5.1. Assume Hypothesis H for the system (0. I) and suppose 
there is an admissible steering u(t) such that (5.1) holds, where z(t) is a conti- 
nuous n-vector valued function. Then there exist an optimal steering u+(t) and 
an optimal time t, such that (5.2) and (5.3) (or (5.4)) hold. 
Proof. Owing to Corollary 3.1, Q(t) is compact and continuous in t in the 
sense of Hausdorff distance (1.6); therefore by continuity of z(t) it is easy 
to see that the set of all t for which z(t) E Q(t) is closed (t > t,). So the 
infimum of this set is the optimal time. Hence there is t* for which (5.4) 
holds, which was to be proved. 
Note that, as follows from the proof of Theorem 5.1, the assumption con- 
cerning z(t) can be relaxed. For example, Theorem 5.1 remains true if as a 
target we take a compact set x(t) varying continuously in the sense of Haus- 
dorff or z(t) being upper semicontinuous with respect to inclusion; that is 
for every E > 0 and t E J there is S(E, t) such that z(t’) is contained in an 
+neighborhood of z(t) whenever / t’ - t / < 6. 
Theorem 5.1 was first proved for the case when f(t, u) is linear in u and U 
is convex (cf. for example [7] and also [14]) an d recently for f(t, U) nonlinear 
but continuous by Neustadt [9] without any convexity assumptions on either 
U or f(t, U). 
Another question is whether when the optimal solution exists it is unique. 
LaSalle [7] has shown by an example that optimal solutions are not always 
unique. The following result concerns the uniqueness of optimal solutions 
and is a consequence of Theorem 3.1 and 3.2. 
THEOREM 5.2. The optimal solution is unique if and only if the point 
z(t*) at which the optimal hitting takes place is an extremal point of On(&). The 
optimal solution is then an extremal one (on the interval [to , t*]). 
Proof. If the point z(t.+) is an extremal point of Q(t,) then by Theorem 
3.1, part l”, there is an extremal solution x&t) which transfers the system 
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from the state x0 at time t, to the state z(t*) at time t, . Hence x*(t) is an 
optimal solution and the uniqueness follows now from Theorem 3.2. On the 
other hand, if the optimal solution is unique then by Theorem 3.2 it must 
be equal to an extremal solution for to < t < t, and again by Theorem 3.1, 
part l”, z(t*) is an extremal point of Q(t*). Thus the proof of Theorem 5.2 
is completed. 
Our next result gives two sufficient conditions for the uniqueness of optimal 
solution to the time optimal control problem. 
THEOREM 5.3. The following two conditions 
(I) Gz,(t) reduces to a single point a.e. in t and for each x1 E R”, x1 # 0, 
(II) Q(t) is strictly convex for each t; that is, the boundary of Q(t) does not 
contain any interval, 
are equivalent and either of them is sufficient for the uniqueness of the optimal 
solution to the optimal control problem. 
Proof. The condition (II) means that each point of the boundary of 
Q(t) is an extremal point of Q(t). On the other hand, because of continuity 
of Q(t), if (5.4) holds then .z(t*) has to belong to the boundary of Q(t). 
Therefore the sufficiency of condition (II) follows from Theorem 5.2. 
Hence to complete the proof we have to show that (I) and (II) are equivalent. 
Note that if for an admissible control function u,(t) there is xi E Iin, 
x1 # 0, such that 
then 
where 
& uo(tN = -Wt)f(t, u&t)) E GzJt) a.e. in A (5.5) 
44 uo) E Qv(t) for each t, (5.6) 
y = y(t) = x&l(t). 
Indeed, let u(t) be any other admissible steering. Then by (5.5) and (1.2) 
we have the inequality 
(Xl , & u(t))) d (Xl 9 d4 u,(t))) a.e. in R. (5.7) 
Since every solution x(t, U) of (0.1) has the form 
44 4 = X(t) xo + X(t) j 1, g(T, U(T)> dT 
= x(t) X0 + x(t) jIo x-‘(T>f(T, u(T)) dT (5.8) 
505/z/ r-6* 
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then by (5.7) we have for any fixed t > t, 
(Gw~), 44 4) < (Gwt), x(t, %J)) 
that is, 
for each u E K; (5.9) 
(Y, 44 %N = ,y$;) (Y, 4, where y = x1X-l(t) 
which in turn means (5.6). Since t was arbitrary, (5.6) holds for each t. 
On the other hand suppose that (5.6) holds for some t, > t, and y E Rn, 
y # 0. Then (5.9) must be satisfied with xi = yX(t). Therefore using the 
expression (5.8) for a solution of (0.1) we obtain from (5.8) the inequality 
f. (~1, g(T, 4~))) dT G 1:: (~1, g(T, uo(4)) dT for each u E K. (5.10) 
Since K is the class of all Lebesgue measurable u(t) with the range contained 
in U, (5.10) is possible only if 
(Xl 9 gP7 49) G (Xl , g(t, dt))) a.e. in Pci ? hl* 
Hence, if (5.6) holds for some t, > t, then 
g(t, uo(t)) E Gc,(t) a.e. in [to 9 hl. (5.11) 
Suppose now that (I) holds but (II) does not. Then there are y E R”, 
y # 0, t, > t, and two solutions x(t, us) and x(t, ur) such that x(t, , us), 
& > 4 E Q&d but 
X(4 , 4 f X(h > 4. (5.12) 
Then (5.11) holds for both g(t, u,(t)) and g(t, u,(t)) and because of condition 
(I) we get that 
g(t, u,(t)) = &T u&N a.e. in [to 9 t1L 
which in turn implies that x(t, u,,) = x(t, ui) for t E [to , tl]. Hence we come 
to a contradiction with (5.12). Th ere ore f condition (II) follows from con- 
dition (I). 
On the other hand, if we assume condition (II) then Q’,(t) reduces to a 
single extremal point of L?(t) for each y and t. Therefore owing to Theorem 3.2 
each us E K satisfying (5.6) has to be an extremal steering on [to , t] and then 
(cf. Section 2) g(t, u,(t)) is uniquely defined on [to , t] up to a set of measure 
zero. Because of the implication of (5.6) f rom (5.5), we proved the last can be 
the case only if Gxl(t) reduces to a single point a.e. in [to , t], where x1 = yX(t). 
Since t was arbitrary, condition (I) follows from condition (II), too. Hence 
the proof of Theorem 5.3 is complete. 
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The uniqueness condition (I) of Theorem 5.3 is an extension of analogous 
conditions known in the case when f(t, U) is linear in u. For example, 
LaSalle [7] considered the system 
f@ = A(t) x + B(t) 24, 
dt 
(5.13) 
where B(t) is a continuous n x m matrix and u E U, where U is the cube 
1 ui 1 < 1,i = 1, *.., m. He proved the uniqueness of optimal control function 
assuming the system (5.13) to be normal; that is, for each X, E R”, x1 # 0, 
no component of x&l(t) B(t) (xi is considered here as a row vector) is 
identically zero on any set of positive measure. 
It is easy to see that if the system (5.13) is normal in LaSalle’s sense and U 
is a cube then the control parameter u,, E U such that 
x&l(t) B(t) u. = ma; x,X-l(t) B(t) I( 
is unique a.e. with respect to t and for each x1 # 0, which is condition (I) 
in this case. 
In the monograph [14, Chap. III] system (5.8) is investigated for the case 
when A and B are constant and U is a convex polyhedron. The uniqueness 
of optimal solutions is obtained there under the so called “condition of 
general position” (cf. [14, p. 132]), which also implies condition (I) of Theo- 
rem 5.3. 
Finally we would like to mention a recent paper of Kurzweil [6], where 
the uniqueness result of [14] is extended to the case of more general U but 
convex and compact. In this paper condition (II) of Theorem 5.3 also appears. 
6. PROOFS OF THE PRINCIPAL RESULTS 
Note that the statements lo-5” of Theorem 3.1 are invariant with respect 
to the map (2.2). Thus without any loss of generality we can restrict the proof 
of Theorem 3.1 to the case when A(t) in (0.1) is the zero matrix. Therefore 
in the sequel we will be interested in the system 
dx 
z = g(t, 4, (6.1) 
where g(t, U) satisfies Hypothesis H. 
Below we will state and prove some lemmas corresponding to the state- 
ments l”-5” of Theorem 3.1, respectively. In each of these lemmas Hypo- 
thesis H is assumed for g(t, U) and we will not say this explicitly in each of 
them. First we give without proofs some results we will refer to. These are 
Proposition 6.1-6.3 below. 
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PROPOSITION 6.1. Suppose a function r : E-j Rn is given. Then there is 
a compact and convex set B of R” such that 
r(E) = 44 E) for each (EE (64 
if and only if the following condition is satisfied: 
(i) for each p = lim, r([,), 5, E 8, and each 5 = (xi , ..., x,) 
(.%,P) <c%, r(e)) provided (xi , p) = (xi, r(t)) for i = 1, *.*, k - 1. 
If (i) holds then the set B for which (6.2) holds is the convex hull of the 
closure i? of the range E of r(t) and is given by 
B = n tx :(x1y 4 G hr(~))), (6.3) @E 
where xi is the first vector of the basis 6. 
PROPOSITION 6.2. If A is any compact set of Rn then ~(6) = e(A, 5) 
satisfies (i) and the set B for which (6.2) holds is the convex hull of A. 
Proofs of both Proposition 6.1 and 6.2 can be found in [II]. 
PROPOSITION 6.3. Suppose-/, , v = I, 2, ..., and m are Lebesgue integrable 
scalar valued functions defined on a bounded interval J. If If,(t) / < m(t), 
lim, j,f,(~) d7 = 0 and lim supf” < 0 a.e. in J then there is a subsequence 
fvm off, which converges to zero a.e. in J. 
The assumptions of Proposition 6.3 imply that fv converges to zero in 
measure; therefore there is a subsequence converging to zero a.e. in J 
(compare [5, p. 931). 
Consider now the set valued function 
G(t) = {x : x = g(t, u), u E U}. (6.4) 
For simplicity we restrict the consideration to the interval [0, l] and we set 
the initial condition to be x,, = 0 and t, = 0. Thus a solution of (6.1) is 
simply expressed by 
where u E K while an extremal solution is given by 
where E E 8. 
xX4 = jt e(G(+ E) dT, 
0 
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LEMMA 6.1. Thefunction r : 9 x [0, l] + R given by 
satisjies condition (i) of Proposition 6.1 for each fixed t E [0, 11. Therefore the 
set 
B(t) = n lx : cxl , x) G txl , e, 91 
SEE 
is compact and convex and 
y(f, t) = 1” e(G(T), E) dT = e(W), E) for each f E 9. (6.7) 
0 
Proof. Without any loss of generality we can restrict the proof to the case 
t = 1. Put r(t) = ~$6, 1). We have to prove only that r(4) satisfies (i) because 
the remaining assertions of the lemma will follow then from Proposition 6.1. 
Therefore let us suppose p = lim, Y([,), where [, E b, v = I, 2, ..a, and let 
us fix 5 = (x1 ) **., x,) E 9. Suppose further that there is k < n such that 
(xt 9 P) = (xi > 42)) for i = 1, ‘0.) k - 1. 
We have to prove that from (6.8) follows the inequality 
(6.8) 
(6.9) 
Note that by Proposition 6.2 e(G(t), 5) satisfies (i) for each t fixed. In parti- 
cular, the following inequality holds 
(x1 7 e(G(t), 0) G (x1 7 e(G(t), 0) for each t E [O, 11, Y = 1, 2, ... . 
(6.10) 
Integrating (6.10) over the interval [0, I] we see that the inequality (6.9) 
holds for k = 1. Suppose therefore that k > 1 in (6.8). Then by Hypo- 
thesis H, (6.8) for i = 1, (6.10), and (6.5) the sequence 
f.(t) = (XI T e(G(th E) - e(W), td) 
satisfies the assumptions of Proposition 6.3; therefore there is a subsequence 
6, of t, such that (x1, e(G(t), 6, )) converges a.e. in [0, I] to (xi , e(G(t), 5)). cl 
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Let K, < k be the biggest integer such that there is a subsequence 5, of [, 
for which 
a.e. in WI for i < k, . 
(6.11) 
We proved above that k, is at least 2. We claim that k, = k. It follows from 
(6.11) and (i) applied to e(G(t), [) that 
limasup CQ, t e(W), 5,)) < (G,, , e(G(t), 5)) a.e. in LO, 11. (6.12) 
Suppose k, < k, then (6.12), (6.8) for i = k, and Hypothesis H imply that 
the sequence 
L(t) = (%, > e(G(t), E) - e(W), 5,)) 
satisfies the assumptions of Proposition 6.3 which in turn implies that there 
is a subsequence $“s for which (6.12) holds for i = 1, .a*, k, . Hence K, cannot 
be less than but IS equal to k. Now using the Fatou lemma (cf. [5]) (6.9) 
follows easily from (6.12) and the definition of p. Therefore the proof of 
Lemma 6.1 is completed. 
LEMMA 6.2. The set valued function 
is continuous in t in the sense of the HausdorfJ metric (1.6). 
Proof. Let t, , t, E [0, 11. By (1.6) there is b, E B(t,) and b, E B(t,) such 
that the Euclidean distance r(b, , b,) is equal to h(B(t,), B(Q). Because of 
convexity of B(t) there is x E R”, (x, X) = 1, and parallel to 6, - b, such 
that 
By (6.13) it is easy to see that 
Therefore 
(6.14) 
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where m(t) is the Lebesgue integrable function whose existence is assume in 
Hypothesis H. It is clear that (6.14) g ives continuity of B(t), which was to be 
proved. 
LEMMA 6.3. Let x(t, u) be any solution of (6.1) and B(t) be given by 
(6.13). Then x(t, u) E B(t) for each t E [0, l] and each u E K. 
Proof. Since 
x(t, 4 = j;gk, U(T)) d7, 
where U(T) E K, for every xi E R”, (x1 , x1) = 1, 
which proves Lemma 6.3. 
LEMMA 6.4. To each p E B = B( 1) there is a piecewise extremal solution 
x,,(t) of (PI) such that x,(l) =p, where B(t) is given by (6.13). That is, 
x0(t) = so 44 d 7 and there is a sequence t, = 1 > t, > a*. > t, = 0 and a 
sequence p E S (i = 1, *.., k) such that v(t) = e(G(t), p) for t E (ti , timI) and 
each i = 1, ..., k. Moreover, the integer k can be made smaller or equal n + 1. 
Proof. Let B be a compact and convex subset of R”, and let x1 , .*+, 
x, E Rn, (xi , x~) = Sii, i, j = 1, ..a, c, where c < n. Consider the set 
B,l,-.,,c defined in Section 1. We will call B,I,...,,o an extremal face of B of 
dimension n - c if for any x,+i E R” such that (xi , x~+~) = 0 for i = I, e.0, c 
and (xetl , xG+i) = 1 the set BZ1,.,,,OC+l is a proper subset of BzIS..,,,. . Note 
that Bzl,....z is a common part of B and a hyperplane T of dimension n - c 
and the inter:or of B 21,. ‘XC in the topology of T is not empty. Note also that in 
general the dimension of B21,...,XE has not to be equal n - c, but if this is 
the case then we can always add some more vectors xc+i , a.., xd (d > c) 
suchthat(xt,xd = hi , i,j = 1, -..) 4 Bzl ,..., 5, = Bzl ,..., 2,, and Bzl ,..., 3ca is 
an extremal face of B of dimension n - d. An extremal point of B is then an 
extremal face of B of dimension zero and if B has interior points then it is 
the extremal face of dimension n of itself. 
Our proof of Lemma 6.4 is based on the following statement (in this regard 
see [15]): 
(A) If for a given t’ < 1 a point p belongs to an extremal face of B(t’) 
of dimension n - c (c < n) but does not belong to any extremal face of B(t’) 
of smaller dimension then there is an extremal solution x(t) of (6.1) and 
0 < t” < t’ such that x(t’) = p and the point q = x(t”) belongs to an 
extremal face of B(t”) of dimension smaller than n - c. 
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It is easy to see that utilizing (A) k - 1 times we can define for each p E B( 1) 
sequences 
P =PO ,Pl 7 “‘,Pk-1 7 t, = 1 > t, > “’ > t,-, > 0, 
0 < co < Cl < ... < C&l < n and 51 , 5” , .*., tk-i E B 
such that pi for i = 0, 1, ..., k - 1 belongs to an extremal face of B(tJ of 
dimension 11 - ci but does not belong to any extremal face of B(tJ of smaller 
dimension, and the extremal solution 
x(t) = pi + 1’ e(G(d, 4i) dT 
ti 
passes for t = t,-i through p,-i , i = 1, es., k - 1; that is, 
PG.1 =pi + J‘z-‘e(G(r), P) dr, i = 1, ..., k - 1. (6.15) 
1 
Since the sequence of integers ci is increasing, c, > 0 and ci < n, there is 
a k less than or equal to 11 + 1 such that ck-i = n. Then p,-, is an extremal 
point of B(tk-r); which means that there is 5” E E such that 
pk-, = j:“e(G(T), 6”) dT. (6.16) 
Therefore if we set tk = 0 and e)(t) = e(G(t), p) for ti < t < t,-i and 
i= 1, .**,k, 
the lemma. 
we get by (6.15) and (6.16) that p = ~:v(T) dT which proves 
Therefore to complete the proof we have to show (A). If p belongs to an 
extremal face of B(t’) of dimension n - c (c < n) and does not belong to any 
extremal face of B(t’) of smaller dimension then there are x,0, *.a, x,0 E Rn, 
(~~0, ~j”) = Sii , i, j = 1, ..., c, such that 
for any x,+~ such that (xio, x,+i) = 0 and (x,+i , x,+i) = 1, i = 1, a*., c. 
Define 
By (1.4) and Lemma 6.1 Condition (6.17) can be written in the following 
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equivalent way 
(x:,P) = 11’ (xi”, e(G(T), 5)) d+- for i = 1, *.*, c and any 5 E 8, 
(6.18) 
(xc+1 ? p) < jr (x,+~, e(G(T), 5)) d7 for each 5 E EC, (6.19) 
where xc+r is the c + 1 vector of the basis 6. Consider now the extremal 
solution 
X(t) = P + j:, e(W, 5’) dT, (6.20) 
where 
[’ = (x10, -.., x;, x;+l ) .‘., x,‘) E 8, 
is arbitrary but fixed. By (6.18) and (6.20) we have that 
(x2, x(t)) = jl (xt, e(G(T), 6’) d7 for i = 1, ..., c and t < t’ (6.21) 
and by (6.19) and the continuity of s” (x,+r , e(G(T), 5) dr with respect to t 
which is uniform with respect to 5 owfng to the Hypothesis H there is E > 0 
such that 
(X c+l ,x(t)) < 1: (xc+1 I e(G(T), 8) dT for t’-c<t<t’ (6.22) 
and each [ E E, . Note that (6.22) cannot hold for all 0 < t < t’ since this 
would mean together with (6.21) that x(t) E B(t) for t E [0, t’] and in conse- 
quence owing to (6.20) and Lemma 6.1 p would be an extremal point of B(t’) 
which is not the case. Therefore (6.22) d oes not hold for some t > 0 and let 
t” be the first value less than t’ for which (6.22) fails to hold; that is (6.22) 
holds for t” < t < t’ and each [ E EC and there is E” E 8, such that 
(xi+1 9 x(f’)I = jr (4+, , e(G(T), 8”)  dT (6.23) 
and 
(xc+1 3 x(f)) < jr (x,+~ , e@‘(T), 6)) dT for any other 5 E Xc . (6.24) 
But (6.23), (6.24) and (6.21) imply that x(f) belongs to an extremal face of 
B(t”) whose dimension is smaller than n - c, which was to be proved. There- 
fore the proof of Lemma 6.4 is completed. 
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Note that in the proof of Lemma 6.4 $ e(G(r), 5) dT cannot be constant 
for 5 E E, . Indeed, suppose 
j:: e(G(T), 5) dT = 11: e(G(T), 6’) dT 
for each 5 E 9, , Then for 5 = 6” we would have by (6.23) and (6.20) 
(x:+1 3x(f)) = jr (xc"+1 , e(G(T), 6”) dT + j:I (Gel , e(G(T), f’) d7 
s 
t’ zzz (x:+~ , e(G(T), 5”)d7 
0 
which contradicts (6.19). This means that t” and q = x(t”), in (A), depend 
upon the extremal solution (6.20) we fixed in the proof. Therefore there are 
at least two different c E 9, , in (6.20), which lead either to different t” or 
different q = X(P) or both. We have then the following: 
LEMMA 6.5. If p E B( 1) is not an extremal point of B( 1) then there are at 
least two piecewise extremal solutions x0(t) and xl(t) of (6.1) such that 
x,(l) = x,(l) =p but x,(t) # xl(t) for some 0 < t < 1. 
Proof of Theorem 3.1. Since the map (2.2) is linear and nonsingular for 
each t it transforms convex sets into convex sets, extremal points of a con- 
vex set into extremal points of the image, extremal solutions of (0.1) into 
extremal solutions of (2.3), and so on. Thus it is easy to see that statements 
l”-50 of Theorem 3.1 follow from Lemmas 6.1-6.5, respectively. Note only 
that (6.7) in Lemma 6.1 means (cf. Section I) that x((t) for all t E 8 gives 
the set of all extremal points of B(t). 
Proof of Theorem 3.2. Again we restrict the proof to the case (6.1) of 
system (0.1). Suppose x,(t) defined on R is an extremal solution of (6.1); 
that is, there is 5 E B such that 
x,(t) = x&t) = j: e(G(T), 6) dT 
and let x(t) be any other solution of (6.1) such that x(tJ = x0(&) for i = 1,2, 
where t, < t,; that is, 
X(t) = x(o) + j: V(T) d7, 
where v(t) E G(t) a.e. in R and 
j:: V(T) dT = j:: e(G(T), 0 dr. (6.25) 
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Sine z(t) E G(t) a.e. in R therefore by (1.4) we get 
6% > 49 d (xlc , e(G(t>, I)) 
which holds a.e. in R if k = 1 and if K > 1 for all t such that 
(6.26) 
(xi , +t>) = (xi , e(G(t), 0) for i = 1, ***, k - 1. (6.27) 
The inequality (6.26) for k = 1 and (6.25) implies that (6.27) holds a.e. in 
[tl , t,] for i = 1. Therefore (6.26) holds for k = 2 a.e. in [tl , t,] which in 
turn again, with (6.25), implies (6.27) for i = 2 and a.e. in [tl , t,]. It is clear 
that an easy induction argument shows that (6.27) is satisfied a.e. in [tl , t,] 
for each i = 1, e.., n; which means that w(t) = e(G(t), 5) a.e. in [tl , t,] and 
in consequence x(t) = x,(t) for t, < t < t, . 
On the other hand if a solution x,(t) of (6.1) has the property that for 
each t, < t, and any other solution x(t) such that x(ti) = x,(t,) for i = I,2 
we have x(t) = x,(t) for t, < t < t, , then according to Theorem 3.1, 
parts 1” and 5”, x0(t) is equal to an extremal solution of (6.1) on each finite 
interval; that is, on each finite interval [tl , t,] there is a 5 E S such that 
x,(t) = x0@,) +It e(W), 6) & 
t1 
for t, < t < t, . (6.28) 
In particular, for each integer n there is X, E Rn, (x1 , x1) = 1 such that 
(x1 > f4tN = yfL$:) (x1 9 Y) a.e. in [- n, 4, (6.29) 
where 
x,(t) = x0 + 1” W(T) d-r for each t E R. 
0 
We claim that the set F, of all such xi for which (6.29) holds is closed. Indeed, 
let xy E F, and x1” + xl0 as Y --f CO and suppose y(t) is any function such that 
~(4 E G(t) and ho, y(t)) = ,g& @lo, Y> for tER. 
Then we have by (6.29) the inequalities 
(Xl”, y(t)) < (Xl”, 44) and (xlo, w(t)) < (.qO,y(t)) for t = 1, 2, me* 
a.e. in [- n, n], which in the limit implies (6.29) for x1 = xlO. Hence xl0 EF~ , 
which means F,, is closed. Now it is easy to see that F, 1 F,,, (n = 1,2, .*.) 
hence n F,, # 4 and there is an xi0 such that 
(XlO> 74t>> = g??$) ho, Y> a.e. in R. (6.30) 
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Now repeating the same argument to Gsl,(t) instead of G(t) and restricting 
to all x2 E R” such that (xi”, x2) = 0 and (xzo, xa) = 1 we can define x20 such 
that (xzo, y(t)) = max (xzo, y) for y E G,] 0 a.e. in R. In this way, by induction, 
we can defined to = (xr”, se*, xno) E E such that n(t) = e(G(t), 6”) a.e. in R, 
which proves that x,(t) is an extremal solution of (6.1). Hence the proof of 
Theorem 3.2 is completed. 
Remark. Concerning the proofs of our principal results we would like 
to remark the following. We could restrict the class of admissible control 
functions to any other more narrow class provided we would be able to show 
that extremal steering (or rather piecewise extremal steerings) belong to it. 
In other words, if the right-hand side of (0.1) were more regular in order to 
imply that extremal steerings are, for example, piecewise continuous, then 
as K we could take the family of all piecewise continuous u(t) with the range 
in U and we could prove Theorems 3.1 and 3.2 with minor changes in proofs 
without referring to measurable function at all. This is so because in our 
approach we constract the set B(t) (cf. L emmas 6.1 and 6.4) out of piecewise 
extremal solutions of (6.1) and then we identify if easily (cf. Lemma 6.3) with 
Q(t)* 
Let us remark also that Theorems 3.1 and 3.2 can be extended to the case 
when the set U = U(t) of admissible values for the control parameter u 
changes with time t. This is possible provided that e(G(t), 5) for each [ E E 
is Lebesgue integrable, where 
G(t) = {x : x = X-l(t)f(t, u), u E U(t)}. 
7. SOME GENERALIZATIONS 
In this section we take a more abstract point of view and our aim is to 
extend the principal results of Section 3. For terminology used in this 
section cf. [2]. 
Consider a finite and positive measure space (S, Z, p); that is, an abstract 
space S, a a-field Z of subsets of S, and a countably additive function p of Z 
into R assuming only finite and nonnegative values. We assume that p(S) = 1. 
Let X denote the space of all compact subsets of R”. The Hausdorff 
distance (1.6) is a metric function on X and the space (X, h) is complete 
metric space. 
Consider a function G of S into X. 
DEFINITION 7.1. A function G : S --f X is called p-simple if it assumes 
only a finite number of values and each of them on a set belonging to Z 
that is, on a p-measurable set. 
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A function G : S + X is p-measurable if there is a sequence Gtm) of 
p-simple functions of S into X which converges to G in p-measure; that is, 
F(G(~~), G) = inf (a + p*(s : h(G(“)(s), G(s)) > a)) 
a:’ 0 
converges to zero as m - co, where p*(D) = inf y(E) for all E 1 D and E E 2: 
For other definitions, but equivalent, of measurable functions whose values 
are compact sets of R”, cf. Plis [/3] and Filippov [3J. For more details con- 
cerning p-measurable functions in the sense of the above definition we refer 
to [12], where we proved the following result (cf. [/2], Theorem I). 
PROPOSITION 7.1. If G : S + X is p-measurable then so is the vector 
valued function e(G(s), 6) for each [ E 6. 
With a function G : S + X we associate a class K of all p-measurable 
vector valued functions ‘u : S + R” such that U(S) E G(s) p-a.e. in S. By 
Proposition 7.1 K is not empty if G is p-measurable. 
Our aim is to investigate the range of integrals 
(7-l) 
which corresponds to the set Q(t) defined by (1.1). 
We assume the following condition concerning G(s). 
(A) Function G : S - X is p-measurable and there is a p-integrable 
m : S---t R such that 
II v(4 II < 44 p-ax. in S for each v E K. 
If (A) is assumed then the set (7.1) is not empty. Note that condition (A) 
corresponds to Hypothesis H. 
Concerning the measure space (S, Z, p) we assume the following condition, 
(B) There is a family Et E Z, 0 < t ,< 1, such that p(Et) = t and 
Et1 C Etz whenever t, < t, . 
In the case considered in the previous sections (B) is clearly satisfied since 
there we consider the Lebesgue measure on the real line (or on a finite 
interval of the real line). 
In general, condition (B) may not be satisfied but it is equivalent to the 
nonatomicity of the measure p. Let us recall that E E Z is an atom of the 
measure space (S, 2, CL) (or of the measure p) if p(E) > 0 and for each 
F C E, FE Z we have either p(F) = 0 or p(F) = p(E). The measure p is 
called nonatomic if it has no atoms; that is if for each E E Z’such that p(E) > 0 
there is p C E, F E Z such that 0 < p(F) < p(E). We have the following 
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PROPOSITION 7.2. A finite and positive measure space (S, Z, p) satisfies (B) 
if and only if p is nonatomic. 
We omitt here a detailed proof of Proposition 7.2 but we give an outline 
of it (compare with Halmos [5], Sec. 40 and 41). 
To constract the family E, satisfying (B) it is sufficient to do it for t E 2, 
where Z is an everywhere dense subset of [0, I] since it can be then easily 
extended for all t E [0, I] simply by setting E, = U E, , where the union is 
taken over all 7 E 2 and 7 < t. Now the family E, can be constructed for 
t E 2, where 2 is a denumerable and everywhere dense subset of [0, l] if we 
prove that for any E E Z and any E > 0 there is F C E, F E 2 such that 
1 p(F) - (8) p(E) j < E. The last statement follows from the following one. 
If p is a nonatomic positive measure then for each E,E 2 such that p(E) > 0 
and any E > 0 there exists F C E, FE ,Z and such that 0 < p(F) < E. So in 
this way we can prove (B) if p is nonatomic. On the other hand if (B) holds 
then for each E E 2, p(E n E,) is a continuous function of t while in case E 
were an atom, p(E n E,) would have to assume only two values: either 0 or 
p(E). Hence if (B) holds then there are no atoms of p. 
Now we are in a position to state a result which is an analogue of the prin- 
cipal results of Section 3 corresponding to the more abstract situation con- 
sidered here. 
THEOREM 7.1. Suppose the measure space is finite, positive, nonatomic 
and p(S) = 1. Let a ~-measurable function G : S + X be give-n for which 
conditions (A) holds. Then there is a compact and convex subset B of Rn such that 
(i) 44 5) = S, e(G(s), 5) 4 fm each 5 E 6 
(ii) Q C B, where Q is dejined by (7.1), 
(iii) for each p E B there are sequences 0 = t, < t, < 0.. < t, = 1 
and [l, ..*, tk E Z,wherek<n+ 1,suchthat 
where E, is a family satisfying (B), 
(iv) suppose v0 , v E K, where v,, is jixed and v is arbitrary but such that 
.I-, v(s) 4 = J-, vds) 4, th en f or each such v, v(s) = v,,(s) p-a.e. in S if and 
onb if p = J, v&) dp is an extremal point of B; that is there is 6 E S such 
thatp = e(B, [) and vO(s) = e(G(s), 8) CL-a.e. in S. 
Proof. Because of nonatomicity of p by Proposition 7.2 there is a family 
E, of p-measurable sets, t E [0, 11, satisfying condition (B). In this case for 
each p-integrable v : S -+ R” the integral SE* v(s) dp is a continuous function 
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of t for t E [0, 11. Because of this Lemma 6.1, 6.2, 6.4, and 6.5 as well as the 
proof of Theorem 3.2 hold true if in both the statement; and the proofs of 
them we replace G(t) and the Lebesque integral s, ( ) dt by G(s) and 
JEtWE ( ) dp respectively. Then (i) is a consequence of Lemma 6.1, (iii) fol- 
lows rfrom Lemma 6.4 and (iv) can be obtained from Lemma 6.4 and 6.5. 
Statement (ii) is obvious and can be proved in the same way as Lemma 6.3. 
As a consequence of Theorem 7.1 we have the following: 
THEOREM 7.2. Under the assumptions of Theorem 7.1 the set Q given 
by (7.1) is compact and convex. 
Proof. By (iii) of Theorem 7.1 the set B is contained in Q. Therefore by 
(ii) we have that B = Q, hence Q is compact and convex. 
D. Blackwell [I] investigated the range R of integrals 
r = (f, 4s) 4, 1 ‘.., J’, a,(s) dtLn) , (7.2) 
where pi , .*., pn are real countably additive finite functions on a a-field Z 
of subsets of S and a(s) = (a,(s), ..., a,(s)) is a p-measurable vector valued 
function with the range contained in a given bounded subset A of Rn. He 
proved the following: 
THEOREM OF BLACKWELL. If A is closed and pL1 , .‘., pLn aye nonatomic then 
the range R of r given by (7.2) is closed and convex. 
The Theorem of Blackwell is contained in Theorem 7.2. Indeed, there is a 
positive and finite measure p defined on Z and there are p-integrable func- 
tions f2(s), i = 1, *a*, 11, such that for each E E Z and any i = 1, ‘.., n, 
pj(E) = J-,fi(s) dp. Therefore setting 
G(s) = {x : x = (a,fi(s), -a., a,fn(s)), a = (al , *es, a,) E A} 
we can consider instead of R the range of integrals s, v(s) dp, where v(s) E G(s) 
CL-a.e. in S. It is easy to see that G(s) so defined is p-measurable in the sense 
of Definition 7.1 and that condition (A) is satisfied. 
The way we obtained Theorem 7.1 or Theorem 7.2 has some similarity 
to the approach of Blackwell. To prove the closeness of R he shows a result 
(cf. [I], Theorem 4) which expressed in our terminology states that extremal 
points of the closure l? of R belong to R. This corresponds in our case to 
Proposition 7.1 and Theorem 7.1, parts (i) and (ii). The convexity part of 
the result Blackwell obtained by proving a result (cf. [I], Theorem 2), which 
itself is of interest, that to any p-integrable v there is a field Z; C ,Z such that 
for each E E 2s SE v(s) dp = p(E) SE v(s) dp. In our approach the convexity 
of 52 is obtained in a different way. Namely, we construct the convex and 
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compact set B, which is the range of integrals s, v(s) dp for v belonging to a 
subclass of K (cf. Theorem 7.1, (i) and (iii)) and which contains !2 (cf. Theo- 
rem 7.1, (ii)) and as a consequence of this we have that s;! is compact and 
convex. 
If in the Theorem of Blackwell the set A is composed of two points (0, . . ..O) 
and (1, ..., 1) then the range R is the range of vector valued measure 
P = (PI , . ..> pn) and the theorem reduces to a result due to Liapunov [a] 
that the range of vector valued nonatomic measure is closed and convex. 
From our result a refinement of Liapunov’s theorem can be obtained. To 
state it let us consider a vector valued finite measure TV. = (pr , .*a, ,+J; that is, 
each pi is a countably additive real function defined on a a-field Z of subsets 
of 5’. Let p be a measure on Z such that each pLi is absolutely continuous 
with respect to p. Such p exists, for example, p = Zvi , where vi is the total 
variation of p-Li . If p is nonatomic then so is II. We will identify two sets E, 
FE Z and write E = F[~L] if p(E a F) = 0, where E a F is the symmetric 
difference of E and F (cf. [5]). We have then the following: 
THEOREM 7.3. Suppose the vector valued measure p = &, ..., & on 
the a-field 22 of subsets of a space S is ftnite and nonatomic and let TV be aJinite 
and positive measure on Z such that each pi is absolutely continuous with respect 
to ,LL. Then we have: 
(I) The set Q of all points q = p(E), E E 2, such that for any FE 2, if 
p(E) = p(F) then E = F[y], is not empty and consists of all extremalpoints to a 
convex and compact set B. Moreover the range of p is equal B. 
(II) If ZI C Z is the$eld (or the B oo 1 en algebra) of subsets of S generated 
by a family E, satisfying (B) and the family {E : E E Z, p(E) EQ} then the 
range of p over ZI is the same as that over 2, hence equal B. 
Proof. Let fi, i = 1, **a, n, be p-integrable functions of S into R such 
that pi(E) = jEfi(s) dp for each E E Z and i = 1, .*a, n and let 
G(s) = {x : x = (0, --a, 0) or x =f(s) = (fds), *-,fn(s))). 
Then clearly G(s) is p-measurable function of S into X and it satisfies (A). 
Therefore Theorem 7.1 can be applied. Thus there is a compact and convex B 
such that e(B, 5) = ss e(G(s), 4) dp f or each 6 E Z which means that the set 
81 = 1 x:x= 1, e(W), 0 4, E E 81 
is the set of all extremal points of B. Suppose now q E Q; that is, E E 2 such 
y(E) = q and for each F E Z such that p(F) = p(E) = q we have E = F[p]. 
Put v,,(s) = f(s) if s E E and 0 if s E S - E. Then by definition off we have 
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J-, ~(4 4 = I-@) = q. Suppose o is an arbitrary p-measurable function 
of S into Rfi but such that U(S) E G(s) p-a.e. in S and s, U(S) dp = q. Set 
F = {s : v(s) =f(s)i. Th en clearly F E Z and s, V(S) dp = p(F) = p.(E) and 
therefore F = E[p], which means n(s) = z+,(s) p-a.e. in S. Hence we have 
proved that for each V(S) E G(s) CL-a.e. in S and each q E Q such that 
j, 44 dp = js ds) 4= q 
we have U(S) = V,,(S) p-a.e. in S which according to Theorem 7.1 part (iv) 
can be the case if and only if there is [ E 9 such that z+,(s) = e(G(s), 5) 
p-a.e. in S, hence if and only if q EQ~ . Therefore Q = Qr and part (I) of 
Theorem 7.3 follows from (ii) and (iii) of Theorem 7.1. 
To prove (II) note that by (iii) of Theorem 7.1 to each point p E B there 
is an E E Z such that p(E) = p and 
E = fi ((& - E,J n E-9, 
i=l 
where Et is a family satisfying (B), t, = 0 < t, < ..* < t, = 1 and p(Ei) E Q 
for i = 1, -11, k. But each E of the form (7.3) belongs manifestly to Zr . 
Hence the proof of Theorem 7.3 is complete. 
Remark. Suppose Za is the field generated by a family E, satisfying con- 
dition (B). If we knew that for each E E 2’ such that p(E) EQ there is an 
F E Z2 such that E = F[p] then in part (II) of Theorem 7.1 we could replace 
Zr by .Za. This may be of some interest in the case S = [0, I] and the 
Lebesgue measure. Since in this case a natural choice of the class satisfying 
condition (B) is E, = [0, t] and Z, is then a union of all finite unions of 
intervals [a, b] if a = 0 and (a, b] if a > 0. Therefore, for example, if f(s), 
in the proof of Theorem 7.3, is piecewise analytical in s, then e(G(s), 5) for 
each 5 E 8 is different from the null vector on a set E, which is a union of 
finite number of intervals. To each such E there is clearly FE Z.a which 
differs from E by a finite set. Hence without any loss of generality we may 
assume as well that E EZ(~ for each E E E. In this case the part (II) of Theo- 
rem 7.3 states that the range of TV does not change of we restrict the sets E 
to those which are finite unions of intervals contained in [0, 11. This situa- 
tion is discussed in a recent paper of H. Halkin [4]. 
We close the paper with a few remarks concerning the case when the 
measure space (S, Z, CL) admits some atoms but is positive and finite (say 
p(S) = 1). It is easy to see that there can be at most a denumerable sequence 
of disjoined atoms El , E, , *+. and the series &,(E,) must be convergent. 
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In this case the space S can be decomposed into S, and S, , where S, = u Ei 
and S, = S - S, and the measure p restricted to S, is purely atomic and non 
atomic on S, . Any p-measurable G : S + X has to be constant on each 
atom Ei in the sense that 
{s : s E Ed , G(s) = Gi = const.} = E&l 
or has measure zero. Condition (A) implies in this case that xuip(Ei) is 
absolutly and uniformly convergent if vi E Gi . Let us put 
and 
Qn,= “:~=~“i~(E~),~~~G~,i=l,2;.. . 
1 I 
Then the set 9, is compact and convex by Theorem 7.1 and it is easy to 
prove that Q2, is compact. If we also assume that Gi is convex for each i 
then 52, is convex too. Now the set Q defined by (7.1) is the algebraic sum of 
9, and Gin,; that is, 
Therefore Q is compact also in the case if the measure space admits some 
atoms. It is also convex provided Gi is convex for each i. In that sense Theo- 
rem 7.1 can be extended in part to the case of atomic measure (cf. Blackwell 
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