ABSTRACT. We present a number of real and fictitious examples in illustration of a new approach to analysing complex cases of forensic identification inference. This is effected by careful restructuring of the relevant pedigrees as a Probabilistic Expert System. Existing software can then be used to perform the required inferential calculations. Specific complications which are readily handled by this approach include missing data on one or more relevant individuals, and genetic mutation. The method is particularly valuable for disputed paternity cases, but applies also to certain criminal cases.
Introduction and background
In a simple problem of forensic DNA identification, we have a ''trace'' biological sample of unknown provenance, and further ''reference'' samples obtained from known individuals. All the samples are typed by DNA profiling, and it is desired to use the resulting data to shed light on the origin of the trace sample. More complex problems also arise: thus in a case of disputed paternity, DNA information on the child can be regarded as supplying partial information about its father's DNA (Dawid & Mortera, 1998) .
DNA profiles as currently used consist of measurements on a number of genetic markers, typically ''short tandem repeat'' (STR) markers (Weber & May, 1989) , chosen by forensic geneticists for their usefulness. For each marker we can observe its genotype, comprising two genes (or bands), one inherited from the mother and the other from the father (although it is not possible to observe which is which). Each marker has a finite number (up to around 20) of possible values (alleles), generally taking positive integral values, for each of its two constituent bands. The markers used for forensic identification are chosen to be located on different chromosomes, and hence segregate independently. It is often reasonable to assume random mating within an appropriate population, which induces both Hardy-Weinberg and linkage equilibrium, so that different markers, as well as different bands of the same marker, behave entirely independently. We shall assume this throughout.
Databases have been gathered from which the frequency distributions of the different markers, in various populations, can be estimated. In this paper we use estimates based on data collected by the Forensic Genetics Laboratory, Catholic University of the Sacred Heart (UCSC), Rome. However, as more data are collected, so these estimates may be refined (up-todate information on the UCSC database may be obtained from: http://www.mclink.it/ personal/MD1696/data/freqask.htm). Values used in this paper should not be regarded as definitive.
We are here concerned with the general statistical problem of inferring identification on the basis of the DNA and other evidence at hand (Dawid & Mortera, 1996) . This can in principle be solved by determining the relative likelihoods, induced by the full data, for the various competing hypotheses. However, in many cases samples are not available for one or more individuals of interest, and instead we only have indirectly relevant information, perhaps through genetic typing of their relatives. Calculation of the desired likelihoods, on the basis of such partial or incomplete data, can then become both conceptually and computationally demanding, particularly when we allow for the possibility of mutation during gene transmission.
Here we present a new approach to solving such a problem, by reformulating it as a Probabilistic Expert System (PES): a joint graphical and numerical representation that can be implemented and processed in general-purpose computer software. In a PES, complex interrelationships are broken down into simple modular units, out of which the entire graphical representation is constructed. The resulting representation then forms a framework for the application of fast and efficient computational algorithms.
A complex genetic pedigree fits particularly smoothly into the PES model. The nuclear family relationships constitute natural modular building blocks of the representation, to such an extent that terms such as ''parent'' and ''child'' have become part of the general terminology of PES, even for entirely non-genetic applications. The conditional probability tables required are simple and uncontroversial, being given by Mendelian laws of inheritance and logical relationships between genes and genotypes. And the conditional independence relations forming the backbone of a PES representation are likewise natural in the setting of genetic inheritance, since, conditional on its parent's genes, a child's genes are entirely independent of those of all other individuals (more precisely: of those of its non-descendants).
In this paper we exhibit how to pass from an initial pedigree representation of a forensic identification problem to an appropriate graphical PES representation, and how to use information on gene frequencies, Mendelian inheritance and mutation processes to set up the numerical part of the PES specification. We describe how one can apply existing software to calculate the desired likelihoods. The method is illustrated on a number of DNA identification problems of varying degrees of complexity, including real paternity testing cases and an artificial criminal identification example.
Disputed paternity

Basic set-up
In the simplest case of disputed paternity a man is alleged to be the father of a child, but disputes this. DNA profiles are available on the mother m, the child c, and the putative father pf. The disputed pedigree can be represented as in Fig. 1 , where a square indicates a male and a circle a female, and tf denotes ''true father''; grey indicates that a DNA profile is available for that individual. On the basis of these data, we need to assess the likelihood function over possible hypotheses as to the true father. Often these hypotheses are reduced to two: the true father either is the putative father, or else is drawn randomly from the population, being unrelated to the mother or putative father. Throughout this paper we shall make the latter simplifying assumption whenever the true father is not otherwise identified.
Because the markers used are on different chromosomes, and we are assuming random mating, we have complete independence across markers. It follows that we can consider the markers one at a time: we simply have to obtain the likelihood ratio on the basis of the data for each marker separately, and finally multiply these values together to obtain the overall likelihood ratio based on all the data on the full collection of markers.
So consider now the measured genotypes, from all three parties, for some fixed marker. To find the associated likelihood function we need to calculate the joint probability of this triplet of observed genotypes, under either hypothesis as to paternity. Making the reasonable assumption that, before we have any data on the child, the identity of the true father is independent of the profiles of the mother and the putative father, we can transfer attention to the conditional probability of the child's genotype, given the other two. Under either hypothesis, this is calculated simply: under paternity, we just apply Mendel's laws of segregation; under non-paternity, we require (estimates of) the frequencies of relevant marker alleles among the population at large. From these likelihoods we readily obtain the desired likelihood ratio. Using Bayes's Theorem, this can then be combined with the prior odds of paternity, based on external evidence, in order to obtain the posterior odds for paternity.
As an illustrative example, suppose that the data, for marker FES, are: child's genotype ¼ f12; 12g, mother's genotype ¼ f10; 12g, putative father's genotype ¼ f10; 12g. The population frequencies of alleles 10 and 12 are, respectively, 0.28425 and 0.25942. In this case, conditioning on the genotypes of mother and putative father, we see that the child's genotype will be as observed if and only if both the mother and the true father contributed allele 12 to the child. This event has probability 0:5 Â 0:5 if the true father is the putative father, and probability 0:5 Â 0:25942 if the true father is, instead, some unrelated individual from the population. Thus the likelihood ratio in favour of paternity (based on these data for marker FES alone) is 0:5=0:25942 ¼ 1:9274.
From pedigree to expert system
In the above simple problem the calculations are trivial, and have long been widely implemented much as we have described (Essen-Mo¨ller, 1938): we certainly do not need to develop any clever new methods of solution. However, we wish to extend our analysis to more complex problems, particularly those with missing data, for which the calculations are by no means trivial. Purely as a gentle lead-in to this extension, it will be valuable to reformulate the simple paternity problem of section 2.1 above as a ''Probabilistic Expert System'', or PES (Cowell et al., 1999) .
A PES is a representation of a complex probability structure by means of a directed acyclic graph, having a node for each variable, and directed links describing probabilistic causal relationships between variables. The overall probability structure is completely determined by specifying, as desired, the conditional probability tables for each variable given its ''parents'' in the graph. On the basis of probabilistic conditional independence properties embodied in the graph, the complex global model then decomposes into simpler localized submodels, providing a framework for the application of fast and efficient computational algorithms for Forensic inference from genetic markers 579 exact calculation of marginal and conditional probabilities, and much else beside (Dawid, 1992; Spiegelhalter et al., 1993) . The calculations can be described as effected by ''propagation'' of information through the network: this involves efficient organization of simple calculations affecting one local cluster of variables at a time, but spreading throughout the whole network to yield the correct overall answers. These propagation algorithms have now been implemented in widely available software, such as HUGIN (http://www.hugin.dk), GENIE (http://www2.sis.pitt.edu/$genie) or XBAIES (http://www.staff.city.ac.uk/$rgc), thus enabling many otherwise intractable complex problems to be solved. Because we are at liberty to choose which unobserved variables to include in a PES representation, there can be many such representations, some more manageable than others. Finding an appropriate representation is crucial, as the efficiency, or even the viability, of the computational routines is highly sensitive to the topology of the graphical structure. PES construction is to some extent an art-form, but can be guided by scientific and logical considerations. The main contribution of this paper-beyond advertising the simplicity and benefits of general PES ideas, methods and technology-is to present and analyse what we consider to be good representations for the type of paternity and identification problems we address. However, for other problems, other kinds of representation may be better. The search for good representations for specific problems is an important task for continuing research in this area.
Our graphical PES representation of the simple disputed paternity problem (for a single marker) is displayed in Fig. 2 . Purely for presentational purposes we colour-code the nodes to distinguish different types: grey again marks a node which is observed, while black represents a disputed hypothesis. The arrows represent (sometimes degenerate) probabilistic influences. For a detailed description of the semantics of such diagrams, see Cowell et al. (1999) .
To attain the most efficient and simplified representation, we have aimed to represent the problem at as deep and disaggregated a level as possible. First, we need to identify, and create nodes for, all the interesting variables in the problem. These do not necessarily have to correspond to observables, although all relevant observables must be represented. In our model, in order to maximize the efficiency of the calculations as well as the logical clarity of the representation we choose to disaggregate each individual's genotype into its constituent, unobserved, paternally and maternally inherited genes. We thus have a node pfmg representing ''putative father's maternal gene'', etc., as well as nodes for the observed genotypes: mgt represents ''mother's genotype'', etc. Table 16 provides a summary of all the notation used in this article.
A related representation (see e.g. Thompson, 2000) has nodes for genotypes, but not for their constituent bands: information as to whether a gene was inherited from the mother or father is represented by means of additional (unobserved) binary meiosis or segregation indicators. Our own representation is perhaps a little more transparent and straightforward, at least for present purposes.
An important feature of Fig. 2 is the explicit introduction into the graph of the ''target'' (or ''hypothesis'' or ''query'') node, tf ¼ pf? (''true father ¼ putative father?''), representing the hypotheses of interest. We are thus considering this query on exactly the same footing as observable or latent genetic information. This is a natural step within the general PES approach, although perhaps less natural from the standpoint of genetics, where graphical modelling is usually restricted to representing pedigree structure. There is a large number of powerful specialist pedigree analysis programs available that work with such pedigree representations (e.g. LINKAGE (http://linkage.rockefeller.edu/soft/linkage/), MENDEL (http://www.biomath.medsch.ucla.edu/faculty/klange/software.html), among others (see list at http://linkage.rockefeller.edu/soft/list.html)); and any single one of the problems we consider in this paper could probably be handled better by some one of those programs. However, none of these has the degree of generality and extendibility of the more broadlybased PES technology.
There are alternative ways of building and analysing PES representations, without explicitly representing the hypothesis node in the graph. Indeed, for some problems, as in section 4.1 below, this may be the only efficient way to proceed. We prefer to include an explicit hypothesis node wherever possible, since this is simpler to interpret, and allows one to read off directly, simply by querying the ''target'' node, the quantity of most interest: the likelihood ratio (for the relevant marker) in favour of paternity, on the basis of the observed evidence.
To complete our PES representation, we need to supply the numerical part of the specification. This requires that we give, for each node in the network, the table of probabilities for its various values, conditional on each configuration of values at its ''parent'' nodes (if any). We specify these tables as follows. At nodes corresponding to ''founder'' genes we use population gene frequencies. A child's maternal gene is obtained by drawing, at random, one of it's mother's two (paternal and maternal) genes, mmg and mpg, and similarly for its paternal gene (drawing from its father's genes). The table for a genotype node is degenerate, encoding the simple deterministic relationship between an unordered pair of values and its two constituents. The true father's paternal (maternal) gene is either identical with the corresponding gene of the putative father, or else generated from the relevant population gene-frequency distribution, depending on the value of the hypothesis node tf ¼ pf?.
At the hypothesis node itself, we could set an initial distribution to represent actual prior beliefs about paternity, on the basis of other evidence in the case. However, we shall instead insert a purely formal uniform prior at this node (prior probability of paternity ¼ 0.5, as in Table 2 )-for then the formally calculated ''posterior odds'' on paternity will in fact be numerically identical with the likelihood ratio in favour of paternity based on this marker. Under our assumption of independent markers, these values can then simply be multiplied together to yield the overall likelihood ratio, based on all the markers; and this can then, if desired, be combined with genuine prior beliefs to obtain the correct overall posterior odds on paternity. (It would be possible, but more complicated, to handle the multi-marker data directly in a sequential process: thus we could start with a genuine prior probability distribution at the hypothesis node, and, introducing one new marker at a time, propagate the associated evidence to obtain the induced posterior distribution at the hypothesis node, based on that marker's data-this then becoming the prior to be used with the next marker.)
Consider again the illustrative example of section 2.1, with case data: cgt ¼ f12; 12g, mgt ¼ f10; 12g, pfgt ¼ f10; 12g. Tables 1, 2 , 3, 4 and 5 show the (conditional) probability tables corresponding to nodes pfpg, tf ¼ pf?, tfpg, pfgt and cpg, respectively, for marker FES. Only the actually observed alleles 10 and 12, and the aggregation of all unobserved alleles, indicated by x, need to be represented in the probability tables.
After entering the case evidence at the relevant genotype nodes, we ''propagate'' it throughout the network, using the software. We can then interrogate the hypothesis node to find its updated probability distribution, conditional on the evidence. The required likelihood ratio, based on the data for this marker, is obtained from the marginal formal posterior distribution at node tf ¼ pf?, as given in Table 6 : LR ¼ 0:6584=0:3416 ¼ 1:9274-in agreement with the analysis of section 2.1.
Our purely technical use of an ''artificial'' uniform prior probability of 0.5, to derive likelihood ratios, should be clearly distinguished from the common forensic practice of calculating, and quoting in court, a ''probability of paternity'' based on this uniform prior Essen-Mo¨ller, 1938) . Such a prior assumption will often be unreasonable. All the non-DNA evidence in the case should be used to construct a sensible and defensible prior probability which is then combined with the likelihood ratio (summarizing all DNA evidence) to form a posterior probability. However, this is a task that should properly be left to the judge or jury. We advocate the presentation, along with the overall likelihood ratio, of a table, such as Table 8 (see section 2.3.1 below), where a range of posterior probabilities is given corresponding to a range of possible prior probabilities. For a general discussion of the presentation of statistical evidence in court, see Dawid (2002) . We again stress that we are not recommending the use of a PES for the simple paternity case illustrated in this section, which can be solved by a couple of lines of simple algebra. It is presented merely as an illustrative basic model of how a PES can be formulated, which is then suitable for extension to the more complex cases that we treat below-cases that can not be handled by simple algebra. In particular, the PES for these more complex problems can be built out of the same fundamental local modules that we have already described for the simple problem above.
Missing data
In certain cases, the DNA profiles of one or more of the ''principal actors'' in the story are not available, but there is indirect evidence, in the form of DNA profiles of various known relatives. Then simple arguments such as those of section 2.1 can no longer be applied, and their appropriate extension to such a case may not be obvious or practicable. However, it is still straightforward to construct and apply a Probabilistic Expert System representation of the problem, this being now expanded to include the other measured individuals and the relationships between all individuals involved. We illustrate this with two real examples from the case-work of the UCSC Forensic Genetics Laboratory.
Paternity case 1
In this case, the only DNA samples available were on the disputed child c1, on the putative father pf's undisputed child c2 by a different mother, and on pf's brother b. In particular, no samples were available for the putative father pf, nor for his parents gf and gm, nor for the mother of either child. The case data, and relevant allele frequencies, are given in Table 7 . Figure 3 displays the pedigree, and Fig. 4 the corresponding Probabilistic Expert System network. The necessary conditional probability tables are formed exactly as before. The Probabilistic Expert System again readily supports entering of the evidence (at the grey ''observation nodes''), rapid propagation of this evidence through the network, and interrogation of the black ''target'' node to obtain the desired inference. Assuming independence across markers, the overall likelihood ratio in favour of paternity is obtained as the product of all terms in the last column of Table 7 , viz. 13.066. Table 8 shows the implied posterior probability of paternity (tf ¼ pf? ¼ yes), for various values of the prior probability. Since the jury may hold or wish to consider a range of prior probabilities, such a table can be a useful way of presenting the impact of the DNA evidence to the court. Forensic inference from genetic markers 583 
Paternity case 2
In this problem, DNA profiles were available on the disputed child c1 and its mother m1, on the putative father's two full brothers b1 and b2, on the undisputed child c2 of the putative father by another mother m2, and on m2. No samples were available for the putative father pf, nor for his parents gf and gm. The pedigree is given in Fig. 5 . The network for the corresponding Probabilistic Expert System is now given by Fig. 6 . The detailed case data and allele frequencies (for 10 markers) are not given here, but can be supplied on request. Notwithstanding the greatly increased complexity, it is once again completely straightforward, using PES software, to enter the observed evidence, propagate, and interrogate the target node to obtain the required likelihood ratio. This was done using GENIE: the overall likelihood ratio obtained in favour of paternity was 1303. Networks such as the above can also be used to analyse the possibility that the true father is some individual in the pedigree other than the putative father. Further relatives, measured or unmeasured, could be investigated by suitable extension of the pedigree and corresponding elaboration of the network.
Mutation
A problem that can complicate forensic inference from DNA profiles is the possibility of mutation of the DNA between generations. Indeed, the microsatellite markers typically used for forensic purposes are known to be particularly prone to mutation, with overall mutation rates of between 5 Â 10 À4 and 7 Â 10 À3 per generation (Brinkmann et al., 1998) . It is thus possible, for example, that a putative father may seem to be excluded by the evidence, whereas in fact he is the true father, but mutation has led to his passing on a prima facie impossible Forensic inference from genetic markers 585 allele to the child. Particularly in cases where such ''exclusion'' is based on a single marker, all other markers yielding data consistent with paternity, the possibility of a mutation may need to be taken seriously. Within a Probabilistic Expert System representation, mutation may be incorporated into the process whereby a child's (say) maternal gene is determined by his mother's two genes. First one of these is chosen at random, as before, to form the ''original'' (transmitted) gene; then this spawns a new ''actual'' (inherited) gene, according to some specified mutation process. (In fact our ordering of these two stages is the opposite of Nature's, but the end result will be equivalent so long as the same mutation process operates on the male and female germlines. Our construction involves fewer mutation events, thus yielding a simpler and more efficient graphical representation.) The ''actual'' genes are thus those which can be observed as constituents of genotypes, while the ''original'' genes are unobservable.
With this extension, and using e.g. pfopg and pfapg to represent ''putative father's original paternal gene'' and ''putative father's actual paternal gene'', the network for the ''simple'' paternity problem of section 2.2 is transformed into that shown in Fig. 7 . In fact in this new problem it is still possible to perform the calculations directly, without using a PES, although the expressions now become considerably more complex (Dawid et al., 2001) . Once again, we develop the expert system formulation of this problem mainly as a model for handling more complex cases.
In addition to the previous probability specifications, we need to specify the transition matrix of mutation rates, whereby an original gene mutates into an actual gene. There are various sources of data that can be used to supply estimates of overall mutation rates, but data on rates of transition between specific alleles are sparse, so that we need to make some tentative assumptions on the structure of the transition matrix. For real applications it will be important to investigate the sensitivity of the conclusions to varying assumptions about overall and transition-specific mutation rates (Dawid et al., 2001) . Table 9 gives estimated overall mutation rates obtained from data from UCSC, and from Brinkmann et al. (1998) , who investigated 11 000 meioses for nine STR markers. We have used the estimate l ¼ ðs þ 0:5Þ=ðn þ 1Þ, where s is the number of observed mutations and n the number of observed meioses, which can be regarded as a Bayesian estimate under the Jeffreys Beta computation avoids zero estimates. For markers where mutation data were not available the highest observed rate, 2:69 Â 10 À3 , was taken.
For a given marker, let the mutation transition matrix be denoted by Q ¼ ðq ij Þ, where q ij denotes the probability of a mutation to ''actual'' allele j, from ''original'' allele i. It is reasonable to assume equilibrium, i.e. that the vector of gene frequencies p ¼ ðp 1 ; . . .; p k Þ T is constant over time. Then p must be a stationary distribution for the associated transition matrix Q, i.e. p T Q ¼ p T . Given p and the overall mutation rate l, we can construct a transition matrix Q having reasonable properties. Stationarity will be assured if Q is chosen to satisfy the detailed balance condition:
We can restrict attention to states having p i > 0. Let S ¼ ðs ij Þ be a symmetric matrix having s ij P0 for i 6 ¼ j and P j s ij ¼ 0 for all i, and let k be an adjustable positive parameter. We define q ij ¼ ks ij =p i ði 6 ¼ jÞ;
and
The detailed balance equation (1) will then be satisfied. The overall mutation rate is
so that we must take
In order to ensure q ii P0, all i, we require kO min i fÀp i =s ii g. Consequently, for given S there is an upper limit on the overall mutation rate that can be obtained from this model. It is biologically reasonable to assume that an allele is more likely to mutate to a neighbouring allele than to one further away, and we choose the matrix S accordingly. Specifically, we take s ij ¼ a jiÀjj , for i 6 ¼ j, where a is a fixed constant: this is similar to the stepwise mutational model of Valdes et al. (1993) . The smaller is a, the greater is the probability that a mutation will be to a closely neighbouring allele.
Using the overall mutation rates in Table 9 and the procedure described above, we obtain, for each marker, the mutation transition matrix to be used at all nodes representing the ''actual'' transmitted gene, such as capg of Fig. 7 . Table 10 shows a real example from UCSC casework, analysed using the PES in Fig. 7 . Tables 11 and 12 give the allele frequency distribution and the corresponding mutation transition matrix, calculated as described above with a ¼ 0:5, for marker VWA. Again, only the observed alleles in the case at hand, and x, representing the aggregation of all other alleles, are required. (In principle such aggregation could now lead to violation of the conditional independence properties represented in the Forensic inference from genetic markers 587 Expert System. Full correctness could be ensured by avoiding the aggregation step; however, because of the low mutation rates, in practice the effect of such aggregation will be entirely negligible.) Note that, for markers F13 and VWA, if mutation was not a possibility the putative father would be excluded by the evidence. For the ''non-excluding'' markers, i.e. those other than F13 and VWA, introducing the possibility of mutation does not affect the likelihood ratio, to 3 significant figures. It does, of course, have a profound effect for F13 and VWA, changing a zero to a non-zero value.
Using the above mutation model, the overall likelihood ratio, obtained as the product of the entries in the last column of Table 10 , is 0.00026, a very small value which effectively excludes this putative father. However, if the data on F13 had been absent the likelihood ratio would have been 0.347, which is by no means negligible if there is other incriminating evidence in the case. We thus see that a single seeming exclusion may not in reality exclude, when the possibility of mutation is taken into account.
When there are no ''seeming exclusions'' the effect of accounting for mutation will usually be negligible-certainly so for simple cases with no missing individuals-and it can then safely be ignored. 
Inference about identity
We now turn to consider a problem of a somewhat different nature. Suppose a DNA trace t belonging to an unknown criminal or from an unidentified body is found. One wishes to know if the trace belongs to any individual in a given pedigree P, on some of whom we have DNA data; or to some other individual in the overall population I.
Following Dawid & Mortera (1996) , we denote by C the random variable indicating the unknown individual in I leaving the trace. The scene-of-crime or trace DNA evidence is denoted by E : v C ¼ t. Furthermore we let E P : v a ¼ n denote the measured DNA evidence for a set a of identified individuals in pedigree P. We suppose that, in the absence of the trace evidence v C , information on v, the DNA profiles for all members of the population I, would be irrelevant to the identity of C. Using the notation for conditional independence of Dawid (1979) , this property is expressed as:
Given all the evidence ðE; E P Þ, the likelihood L i of the hypothesis that the trace belongs to individual i 2 I is given by:
by (6). For any individual i 2 I unrelated to P, (7) is just the match probability prðv i ¼ tÞ.
For each marker, a single propagation in the probabilistic expert system representing the pedigree P will calculate (7) for all i 2 P simultaneously. These likelihoods can then be multiplied across markers (assuming independence), and combined with prior probabilities, using Bayes's theorem, to yield the posterior probability that C ¼ i for various i 2 I.
A murder example
To indicate the complexity which can be handled by this approach, we construct a network for a fictional criminal case, taken from Egeland et al. (1997b) . A mutilated murdered body has been found, of unknown identity and of male sex. There are a number of individuals who it could be, labelled I.1, II.1, II.2, III.1 and IV.1. There is also a possibility that it is none of these (nor related to any of them), represented by i 2 U . DNA profiles are available from the body, and from living individuals a ¼ fIV.2, IV.3, V.1g. All these individuals are known to be related according to the pedigree P given in Fig. 8 . We construct the associated Probabilistic Forensic inference from genetic markers 589
Expert System, incorporating mutation, as in Fig. 9 . The (fictional) genotype data, for a single marker, are given in Table 13 , and the associated allele frequencies in Table 14 .
In the network we merely have to enter and propagate the DNA profile evidence, E P , observed at the ''data nodes'' (genotypes for individuals IV.2, IV.3, V.1 in the pedigree), so obtaining the likelihood L i , as given by (7), for each ''suspect'' individual i 2 P [ U . In particular for any i 2 U the likelihood L i is simply the prior probability prðv i ¼ tÞ, i.e. the (estimated) frequency in the data-base of type t genotype. Note that the network also provides likelihoods for the female individuals I.2 and III.2, as well as for the living individuals IV.2, Fig. 9 . Network for murder case.
IV.3 and V.1, although in all these cases the corresponding prior probabilities prðC ¼ iÞ must be zero. This is not an error, since the likelihood is a measure of the conditional probability of the DNA data observed, under the hypothesis that a specific individual supplied the body; under the assumptions incorporated in the model this conditional probability can be positive, even when the posited hypothesis is known to be false. Of course, in such a case the value of the likelihood is irrelevant: the posterior probability will be zero because the prior is. Table 15 gives the likelihoods L i , both in the absence of mutation and allowing for the possibility of mutation (using a simplistic 9-allele mutation transition matrix Q having q ii ¼ 0:96, q ij ¼ 0:005, i 6 ¼ j).
The representation and analysis adopted for this problem are somewhat different from those used in section 2 and section 3 above. The same result could in principle have been obtained here by introducing, as there, a ''query node'', which now would have to be a ''child'' of all individuals to whom the body could belong. However, that creates a large clique of connected nodes, making such a representation inefficient for computation. Conversely, we could have addressed the problems of section 2 and section 3 by the same logic as used here; however, although this would have provided a straightforward and efficient approach to those problems, we consider that the clarity and simplicity obtained by explicitly representing the hypothesis node in the graph is a strong reason to do so whenever feasible.
The above example appeared in the unpublished preliminary version (Egeland et al., 1997b ) of the paper Egeland et al. (1997a) . These papers describe and illustrate the program PATER (Mostad & Egeland, 1998) , based on a routine for organization of pedigree calculations-without, however, our more detailed structuring of the network. In Egeland et al. (1997b) the authors state that PATER had not been able to solve the above problem incorporating mutation, after running for 12 hours on a Sparc-Solaris workstation (their calculations involve consideration of about 10 14 different configurations). In contrast, when (Elston & Stewart, 1971; Cannings et al., 1978) closely related to the general purpose algorithm used by HUGIN.
Conclusions and related problems
This article has attempted to demonstrate the value of applying existing general-purpose probabilistic expert system methodology and software to address problems of forensic genetics. Its principal contribution should be seen as comprised in our suggestions for translating such a problem into a suitable PES representation. Although we have largely proceeded by example, certain general principles emerge: in particular, wherever possible one should aim for a fine-grained representation (e.g. incorporating individual genes, not just genotypes), and build the overall structure out of simple repeatable modules, simply connected together. However, the best representation of any specific problem can vary from one problem type to another. In future work we plan to develop intelligent software to provide a suitable mix of standardized and problem-tailored routines. We also propose to address departures from some of the simplifying assumptions we have made here. Thus we have assumed HardyWeinberg and linkage equilibrium, i.e., independence within and across markers; and, further, that all founders in a pedigree, including unrepresented individuals, can be regarded as drawn at random from the same homogeneous population. We aim to relax these requirements, e.g. by considering populations composed of partially distinct subpopulations (Roeder et al., 1998; Foreman et al., 1997; Dawid & Pueschel 1999) . We have also assumed here that we have fully accurate and relevant figures for gene frequencies and mutation rates. These assumptions will be relaxed by extending the framework to allow Bayesian and other forms of statistical learning of relevant parameters from data.
There is a wide range of further identification problems that can be tackled using Probabilistic Expert System representations and computations, either along the lines set out above or through extensions, elaborations or variations of them. We plan to study these with the overall aim of attaching them to a suitable general representational framework.
One such problem, readily handled by the methods presented here, arises when a crime suspect's DNA is not available-perhaps he escaped the country-but DNA evidence is available on some of his relatives. One then needs to compute the likelihood that the crime trace belonged to the fugitive, given the DNA traces of some of his close relatives. This problem can be handled in a similar fashion to paternity cases with missing data, thus avoiding complex algebraic case-by-case computations. Analogous forensic problems arise when someone has been kidnapped, a body part has been sent by the kidnappers, and, given DNA profiles from the kidnapped person's parents, sibling's or other kin, one wishes to compute the likelihood that the part belongs to the kidnapped person. The idea of transforming a complex pedigree into a PES also has less gory applications in cases where a prospective immigrant claims relationship with one or more citizens.
Another important and complex problem that can easily be formulated and solved using a PES (Mortera, 2002) is the analysis of DNA profiles containing a mixture of genetic material from two or more persons (Evett & Weir, 1998, ch. 7) . This is common in rape cases, where a sample may contain biological material from the victim, multiple perpetrators, and one or more consensual partners; it can also occur in criminal cases where there has been a scuffle or brawl, for example. Here again the most appropriate PES representation (generally close in spirit to those considered here, albeit a little different in detail) may depend on the specific problem and the identification question that is to be resolved.
A somewhat different kind of problem, unfortunately of increasing importance, is that of identification of multiple remains following disasters such as wars, fires, or earthquakes. A celebrated instance was the discovery in Yekaterinburg of human remains thought to be those of the executed last Tsar Nicholas of Russia, his family and servants (Gill et al., 1994) . There was a collection of skeletons, of ascertainable sex and (in some cases) approximate age, from which DNA profiles were obtained. A number of possible pedigrees relating the skeletons to each other and to other known individuals (including Prince Philip, Duke of Edinburgh) can be entertained, and a probabilistic network developed to describe each of these, allowing determination of the most likely pedigree given the evidence. The information on sex and age reduces the very large number of possible pedigrees and establishes plausible terminal nodes, i.e. children who cannot have had offspring. The program FAMILIAS can be used to automate the handling of such multiple pedigree problems (Egeland et al., 2000) . Further development is envisaged to integrate its features with the approach presented here.
The exact computational approach embodied in a PES analysis, like that of its forerunners in algorithms for peeling genetic pedigrees, is widely but not universally applicable. In particular, for even quite small ''loopy'' pedigrees exact analysis rapidly becomes computationally intractable even with the most sophisticated algorithms. In such cases it is usual to resort to approximate methods, such as Gibbs sampling or similar Monte Carlo Markov chain techniques (Gilks et al., 1996) . Methods such as ''blocking Gibbs'' (Jensen et al., 1995) combine features of both approaches, and hold out promise of extending the range of problems that can be handled by the type of graphical representation we have considered here. Here too, identification of an appropriate graphical representation will be essential for computational feasibility. 
