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1. Introduction
All spaces in this paper are assumed to be Hausdorff spaces. For a space Y , we will use 2Y to denote the power set of Y ,
i.e. the set of all subsets of Y . Also, let
F (Y ) = {S ∈ 2Y : S = ∅ and S is closed}, and
C (Y ) = {S ∈F (Y ): S is compact}.
Any relation R ⊂ X × Y represents a map ΦR : X → 2Y deﬁned by
ΦR(x) =
{
y ∈ Y : 〈x, y〉 ∈ R}, x ∈ X .
This map is usually called set-valued (or, multi-valued), and sometimes a multifunction; the relation R is referred to as the
graph of ΦR .
For a set B ⊂ Y , let Φ−1[B] = {x ∈ X: Φ(x) ∩ B = ∅}. A mapping Φ : X → 2Y is lower semi-continuous, or l.s.c., if the set
Φ−1[U ] is open in X for every open U ⊂ Y . A mapping Ψ : X → 2Y is upper semi-continuous, or u.s.c., if the set Ψ −1[F ] is
closed in X for every closed F ⊂ Y . For convenience, we say that Ψ : X → 2Y is usco if it is u.s.c. and nonempty-compact-
valued.
A mapping ψ : X → 2Y is a multi-selection (or, a set-valued selection) for Φ : X → 2Y if ψ(x) ⊂ Φ(x) for every x ∈ X .
In 1959, E. Michael proved [10] that if X is a paracompact space and Y is completely metrizable, then every l.s.c. mapping
Φ : X →F (Y ) has a pair of mappings 〈ϕ,ψ〉 : X → C (Y ) such that ϕ is l.s.c., ψ is u.s.c., and ϕ(x) ⊂ ψ(x) ⊂ Φ(x) for all
x ∈ X . In fact, a T1-space X which has this property of multi-selections must be paracompact (see, for instance, [6]).
A mapping ψ : X → 2Y is a section for Φ : X → 2Y if ψ(x) ∩ Φ(x) = ∅ for every x ∈ X . A starting point for this paper is
the following similar characterisation of paracompactness but now in terms of usco sections.
Proposition 1.1. A regular space X is paracompact if and only if for every completely metrizable space Y , every l.s.c. mapping
Φ : X →F (Y ) has an usco section ψ : X →C (Y ).
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result in [10] (for a more general result, see [5, Corollary 7.2]). To show the converse, let U be an open cover of X .
Endow U with the discrete topology, and deﬁne a mapping Φ : X → 2U by Φ(x) = {U ∈ U : x ∈ U }, x ∈ X . Then, Φ is
nonempty-valued and l.s.c. because Φ−1[{U }] = U for every U ∈ U . If ψ : X → C (U ) is an usco section for Φ , then
{ψ−1[{U }]: U ∈U } is a locally-ﬁnite (closed) cover of X , see [6, Proposition 3.1]. Take a point x ∈ X . Since ψ(x)∩Φ(x) = ∅,
there exists U ∈ U with U ∈ ψ(x) ∩ Φ(x). So, x ∈ ψ−1[{U }] ∩ Φ−1[{U }] = ψ−1[{U }] ∩ U and, therefore, {ψ−1[{U }] ∩ U :
U ∈U } is a locally-ﬁnite cover of X which reﬁnes U . Since X is regular, this property implies that X is also paracompact,
see [3, Theorem 5.1.11]. 
If X is a compact space and ψ : X →C (Y ) is usco, then
ψ[X] =
⋃{
ψ(x): x ∈ X}
is a compact subset of Y . Hence, for a compact X , a mapping Φ : X →F (Y ) has an usco section ψ : X →C (Y ) if and only
if there exists a compact subset K ⊂ Y such that K ∩Φ(x) = ∅ for every x ∈ X (i.e., X = Φ−1[K ]). This implies the following
consequence of Proposition 1.1.
Corollary 1.2. A space X is compact if and only if for every completely metrizable space Y and l.s.c. Φ : X → F (Y ) there exists
a compact subset K ⊂ Y such that X = Φ−1[K ].
Proof. Let U be an open cover of X . Just like before, endow U with the discrete topology, and deﬁne an l.s.c.
Φ : X → F (U ) by Φ(x) = {U ∈ U : x ∈ U }, x ∈ X . If V ⊂ U is a compact (i.e., ﬁnite) subset with X = Φ−1[V ], then
V ∩ Φ(x) = ∅ for every x ∈ X , so V is also a cover of X . Hence, this property implies the compactness of X . The other
implication follows immediately by Proposition 1.1. 
We are now ready to state also the main purpose of this paper. Namely, in this paper we characterise countable com-
pactness in a very similar way using compact sections for Lindelöf-valued l.s.c. mappings, see Theorem 3.1. In the presence
of regularity, the l.s.c. mappings in this characterisation are further relaxed to compact-valued, see Corollary 3.2. While
pseudocompactness is not exactly deﬁned as a cover property, it is provided with a similar section-like characterisation (see
Theorem 4.1) which illustrates the subtle difference with countable compactness. These results are applied to get with ease
alternative proofs of some known results, see Corollaries 3.3, 4.3 and 4.4.
2. Systems of open covers and completeness
A partially ordered set (T ,) is a tree if {s ∈ T : s  t} is well ordered for every t ∈ T . For a tree (T ,), we use T (0)
to denote the set of the minimal elements of T . Given an ordinal α, if T (β) is deﬁned for every β < α, then T (α) denotes
the minimal elements of T \⋃{T (β): β < α}. The set T (α) is called the αth-level of T , while the height of T is the least
ordinal α such that T =⋃{T (β): β < α}. We say that (T ,) is an α-tree if its height is α. A maximal linearly ordered
subset of a tree (T ,) is called a branch, and B(T ) is used to denote the set of all branches of T . Finally, let us recall that
a tree (T ,) is pruned if every element of T has a successor in T , i.e. if for every s ∈ T there exists t ∈ T , with s ≺ t . In
these terms, an ω-tree (T ,) is pruned if each branch β ∈B(T ) is inﬁnite.
Following Nyikos [13], for a tree (T ,) and t ∈ T , let
O(t) = {β ∈B(T ): t ∈ β}. (2.1)
If (T ,) is a pruned ω-tree, then the family {O(t): t ∈ T } is a base for a completely metrizable non-Archimedean topology
on B(T ). We will refer to this topology as the branch topology, and to the resulting topological space as the branch space. It
is well known that the branch space B(T ) is compact if and only if all levels of (T ,) are ﬁnite.
For a tree (T ,) and t ∈ T , the node of t in T is the subset node(t) ⊂ T of all immediate successors of t . For convenience,
let node(∅) = T (0). Given a set X and a pruned ω-tree (T ,), a set-valued mapping S : T → 2X is a sieve on X if
(i) X =S [node(∅)], and
(ii) S (t) =S [node(t)] for every t ∈ T .
Following Choban and Nedev [2] (see, also, [12]), a mapping S : T → 2X deﬁned on a pruned ω-tree (T ,) is a semi-sieve
on X if
(i) X =S [T (n)] for every n < ω, and
(ii) S [node(t)] ⊂S (t) for every t ∈ T .
Sieves and semi-sieves provide the main interface between systems of covers and completely metrizable spaces. Namely,
to every mapping S : T → 2X deﬁned on a tree (T ,) we associate another one ΩS :B(T ) → 2X , called the polarmapping,
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ΩS (β) =
⋂{
S (t): t ∈ β}, β ∈B(T ). (2.2)
The value ΩS (β) for a branch β ∈B(T ) is called the polar of β by S .
A sieve S : T → 2Y on space Y is complete (see [1,11]) if for every branch β ∈B(T ) and every nonempty centred (i.e.,
with the ﬁnite intersection property) family F of sets which reﬁnes {S (t): t ∈ β} we have that ⋂{F : F ∈ F } = ∅. In
other words, a sieve S : T → 2Y is complete if each family {S (t): t ∈ β}, β ∈ B(T ), is a compact ﬁlter base (i.e., each
ultraﬁlter containing it is convergent) [15]. To every mapping S : T → 2Y associate another one S : T → 2Y deﬁned by
S (t) =S (t), t ∈ T . If S : T → 2Y is a nonempty-valued complete sieve on a space Y , then for every branch β ∈B(T ),
the polar ΩS (β) is a nonempty compact subset of Y , and every open V ⊃ ΩS (β) contains some S (t) for t ∈ β , see,
e.g., [1, Proposition 2.10]. In terms of properties of set-valued mappings it means that, in this case, the polar mapping
ΩS :B(T ) →C (Y ) is usco.
A space Y is sieve-complete if it has an open-valued complete sieve. It is well known that every Cˇech-complete space is
sieve-complete, and it was shown in [1] (see, also, [11]) that the two concepts are equivalent in the presence of paracom-
pactness. In this regard, let us agree that a mapping S : T → 2Y from an ω-tree (T ,) has the property P , or is a P
mapping, if each family S  T (n) : T (n) → 2Y , n < ω, has the property P . We will be mainly interested in P sieves, when
P is the property “locally-ﬁnite”, “point-ﬁnite”, etc. Now, according to [11, Lemma 2.2], we have the following property of
Cˇech-complete paracompact spaces.
Lemma 2.1. ([11]) Every Cˇech-complete paracompact space Y has an open-valued locally-ﬁnite sieveR : T → 2Y such that the polar
mapping ΩR :B(T ) → 2Y is usco.
3. Countable compactness and compact sections
For a space Y , let L (Y ) = {S ∈F (Y ): S is Lindelöf}.
Theorem 3.1. For a space X, the following are equivalent:
(a) X is countably compact.
(b) If Y is a Cˇech-complete paracompact space and Φ : X → L (Y ) is l.s.c., then there exists a compact subset K ⊂ Y such that
X = Φ−1[K ].
(c) If Y is a completely metrizable space andΦ : X →L (Y ) is l.s.c., then there exists a compact subset K ⊂ Y such that X = Φ−1[K ].
Proof. To show that (a) ⇒ (b), let X be countably compact, Y be a Cˇech-complete paracompact space, and let Φ : X →
L (Y ) be l.s.c. Also, let R : T → 2Y be an open-valued locally-ﬁnite sieve on Y as in Lemma 2.1. Since Φ is l.s.c. and
Lindelöf-valued and R is locally-ﬁnite, S (t) = Φ−1[R(t)], t ∈ T , deﬁnes an open-valued point-countable sieve S : T → 2X
on X . Indeed, if x ∈ X and n < ω, then only countably-many elements of {R(t): t ∈ T (n)} may intersect Φ(x), so only
countably-many elements of {Φ−1[R(t)]: t ∈ T (n)} may contain x. Since X is countably compact, this implies the existence
of a pruned subtree D ⊂ T such that each level D(n), n < ω, of D is a ﬁnite subset of T (n), and S  D : D → 2X is a semi-
sieve on X . Indeed, the point-countable open cover {S (t): t ∈ T (0)} of X has a ﬁnite subcover (see [4, Theorem 2.1]).
Hence, there exists a ﬁnite subset D(0) ⊂ T (0) such that {S (d): d ∈ D(0)} is a cover of X . Then, {S (t): t ∈ node(d)
and d ∈ D(0)} is also an open and point-countable cover of X , and by the same arguments there exists a ﬁnite subset
D(1) ⊂⋃{node(d): d ∈ D(0)} such that D(1) ∩ node(d) = ∅ for every d ∈ D(0), and {S (t): t ∈ D(1)} is a cover of X . By
induction, the construction of the subtree D ⊂ T is completed.
The branch space B(D) is a compact subset of B(T ) because D is a pruned subtree of T such that each level D(n),
n < ω, is a ﬁnite subset of T (n). Also, by Lemma 2.1, the polar mapping ΩR :B(T ) → 2Y is usco. Hence, K = ΩR[B(D)]
is a compact subset of Y . In order to show that K is as required, take an x ∈ X and set D(x) = {d ∈ D: x ∈S (d)} which
is an inﬁnite subtree of D because S  D is a semi-sieve. Since D(x) has ﬁnite levels (such is D), by Köning’s lemma (see
Lemma 5.7 in Chapter II of [8]), D(x) contains a branch β(x) ∈B(D) ⊂B(T ) such that x ∈S (d) for every d ∈ β(x). Then,
ΩR(β(x)) ⊂ K , while, by [5, Lemma 7.1], ΩR(β(x)) ∩ Φ(x) = ∅. That is, K ∩ Φ(x) = ∅.
Since the implication (b) ⇒ (c) is obvious, we complete the proof by showing that (c) ⇒ (a). Suppose that X is as in (c),
and let U be a countable open cover of X . Just like in Proposition 1.1, endow U with the discrete topology, and deﬁne
an l.s.c. mapping Φ : X →F (U ) by Φ(x) = {U ∈U : x ∈ U }, x ∈ X . Since U is Lindelöf (being countable), by (c), there is
a compact (i.e., ﬁnite) subset V ⊂U such that V ∩Φ(x) = ∅ (i.e., x ∈ V for some V ∈V ) for every x ∈ X . So, V is a ﬁnite
subcover of X , and the proof is completed. 
In the presence of regularity, we have the following reﬁned characterisation of countable compactness.
Corollary 3.2. A regular space X is countably compact if and only if for every completely metrizable space Y and l.s.c. Φ : X →C (Y )
there exists a compact subset K ⊂ Y such that X = Φ−1[K ].
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metrizable space Y and l.s.c. mapping Φ : X → C (Y ) there is a compact subset K ⊂ Y with X = Φ−1[K ]. To this end, let
U be an open point-ﬁnite cover of X . Just like before, endowing U with the discrete topology, deﬁne Φ : X → C (U )
by Φ(x) = {U ∈ U : x ∈ U }, x ∈ X . Then, Φ is l.s.c. and, by hypothesis, there exists a ﬁnite subset V ⊂ U such that
V ∩ Φ(x) = ∅, x ∈ X , or, in other words, V is a cover of X . By a result of [7,9] (see, also, [3, 3.12.23]), X is countably
compact. The proof is completed. 
By Theorem 3.1, we also get as an easy consequence the following known result, see [3, Theorem 5.3.2].
Corollary 3.3. Every weakly paracompact countably compact space X is compact.
Proof. Let U be an open cover of X . Just like in the previous proofs, endow U with the discrete topology and deﬁne an
l.s.c. mapping Φ : X →F (U ) by Φ(x) = {U ∈U : x ∈ U }, x ∈ X . By [6, Theorem 6.2], Φ has an l.s.c. section ϕ : X →C (Y )
because X is weakly paracompact. Since U is discrete, ϕ has an open graph, so Ψ (x) = ϕ(x) ∩ Φ(x), x ∈ X , deﬁnes an l.s.c.
mapping Ψ : X →C (U ). Since X is also countably compact, by Theorem 3.1, there exists a ﬁnite subset V ⊂U such that
V ∩ Φ(x) ⊃V ∩ Ψ (x) = ∅ for every x ∈ X . Hence, V is also a cover of X and, therefore, X must be compact. 
Theorem 3.1 can be generalised in a natural way to τ -compact spaces. Recall that a Hausdorff space X is τ -compact,
where τ is an inﬁnite cardinal, if every open cover of X of cardinality  τ has a ﬁnite subcover. In these terms, a space X
is countably compact iff it is ω-compact, while it is compact iff it is τ -compact for every τ . For a space Y and an inﬁnite
cardinal τ , let Fτ (Y ) be the subcollection of F (Y ) consisting of all S ∈ F (Y ) such that every open cover of S has a
subcover (or, a reﬁnement) of cardinality  τ . Of course, we have that L (Y ) =Fω(Y ).
The following is a natural generalisation of Theorem 3.1.
Theorem 3.4. For a space X and an inﬁnite cardinal τ , the following are equivalent:
(a) X is τ -compact.
(b) If Y is a Cˇech-complete paracompact space and Φ : X → Fτ (Y ) is l.s.c., then there exists a compact subset K ⊂ Y such that
X = Φ−1[K ].
(c) If Y is a completelymetrizable space andΦ : X →Fτ (Y ) is l.s.c., then there exists a compact subset K ⊂ Y such that X = Φ−1[K ].
Proof. It only suﬃces to show that (a) ⇒ (b). So, let X be a τ -compact space, Y be a Cˇech-complete paracompact space
and Φ : X →Fτ (Y ) be an l.s.c. mapping. Also, let R : T → 2Y be an open-valued locally-ﬁnite sieve on Y as in Lemma 2.1.
Then, every point-image of Φ is covered by at most τ elements of every level of R because Φ is Fτ (Y )-valued. Hence,
S (t) = Φ−1[R(t)], t ∈ T , is an open-valued sieve on X such that for each n < ω, each x ∈ X belongs to at most τ elements
of {S (t): t ∈ T (n)}. Following the proof of Theorem 3.1, it now suﬃces to show that if U is an open cover of a τ -compact
space Z such that each z ∈ Z belongs to at most τ elements of U , then Z is covered by a ﬁnite subfamily of U . Indeed,
Z is countably compact (being τ -compact), and by [4, Theorem 2.1], there is a ﬁnite set F ⊂ X such that V = {U ∈ U :
U ∩ F = ∅} is a cover of Z . Since F is ﬁnite, according to the property of U we get that |V | τ . Since X is τ -compact,
this ﬁnally implies that V (U as well) contains a ﬁnite subcover of Z . The rest of the proof goes along the same lines as
that of Theorem 3.1. 
4. Pseudocompactness and dense compact sections
A very similar result holds for pseudocompact spaces which, in particular, demonstrates the subtle difference between
these two classes of spaces.
Theorem 4.1. For a Tychonoff space X, the following are equivalent:
(a) X is pseudocompact.
(b) Whenever Y is a Cˇech-complete paracompact space and Φ : X → C (Y ) is l.s.c., there exists a compact subset K ⊂ Y such that
Φ−1[K ] is dense in X.
(c) Whenever Y is a completely metrizable space and Φ : X →C (Y ) is l.s.c., there exists a compact subset K ⊂ Y such that Φ−1[K ]
is dense in X.
To prepare for the proof of Theorem 4.1, we need the following property of pseudocompact spaces which was actually
established in [16, Theorem].
Proposition 4.2. Let X be a pseudocompact space, and letU be an open point-ﬁnite family such that
⋃
U is dense in X. Then, there
exists a ﬁnite subset V ⊂U such that⋃V is also dense in X.
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contains a member of B. Since X is a Baire space being pseudocompact (see, e.g., [3]), Z =⋃U is also a Baire space
being open in X . Hence, by [16, Lemma], Z has a π -base B such that for every B ∈ B and U ∈ U , either B ⊂ U or
B ∩ U = ∅. Since Z is a dense open subset of X , B is also a π -base of X and we may repeat the arguments in the proof
of [16, Theorem]. Brieﬂy, for every B ∈B, let U (B) = {U ∈U : U ∩ B = ∅} = {U ∈U : B ⊂ U }. Inductively deﬁne for each
n < ω, if possible, an An ∈B such that An is disjoint from the closure of the union ⋃{U ∈U : U ∈U (Ak) for some k < n}.
As shown in the proof of [16, Theorem], the induction must stop at some m < ω because X is pseudocompact. Then,
V =⋃{U (Ak): km} is as required. 
Proof of Theorem 4.1. For (a) ⇒ (b), we follow the proof of (a) ⇒ (b) of Theorem 3.1. Namely, let X be pseudocompact,
Y be a Cˇech-complete paracompact space, R : T → 2Y be an open-valued locally-ﬁnite sieve on Y as in Lemma 2.1, and let
Φ : X →C (Y ) be l.s.c. Since Φ is l.s.c. and compact-valued, S (t) = Φ−1[R(t)], t ∈ T , is an open-valued point-ﬁnite sieve
on X . Since X is pseudocompact, there exists a pruned subtree D ⊂ T such that each level D(n), n < ω, of D is a ﬁnite
subset of T (n), and S  D : D → 2X is a semi-sieve on X . Indeed, according to Proposition 4.2, there exists a ﬁnite subset
D(0) ⊂ T (0) such that S [D(0)] =⋃{S (d): d ∈ D(0)} is dense in X . The family
{
S (t): t ∈ node(d) and d ∈ D(0)}
is point-ﬁnite and its union is dense in X . Hence, by the same arguments, there is a ﬁnite subset D(1) ⊂⋃{node(d): d ∈
D(0)} such that D(1) ∩ node(d) = ∅ for every d ∈ D(0), and S [D(1)] is dense in X . Thus, by induction, the construction of
the subtree D ⊂ T is completed.
To complete the proof, observe that the branch space B(D) is a compact subset of B(T ), hence K = ΩR[B(D)] is
a compact subset of Y because ΩR is usco. Let Z =
⋂{S [D(n)]: n < ω} which is a dense Gδ-subset of X because X
is a Baire space being pseudocompact. Take a point z ∈ Z , and consider the subtree D(z) = {d ∈ D: z ∈ S (d)}. All levels
of D(z) are ﬁnite because D(z) ⊂ D , while D(z) is also inﬁnite because S  D is a semi-sieve on Z . Hence, by Köning’s
lemma, D(z) contains a branch β(z) ∈B(D) ⊂B(T ). Just like in the proof of Theorem 3.1, we have that ΩR(β(z)) ⊂ K
and ΩR(β(z)) ∩ Φ(z) = ∅. So, Z ⊂ Φ−1[K ].
The implication (b) ⇒ (c) is obvious. To show ﬁnally that (c) ⇒ (a), let f : X → R be a continuous function. Then, f is
an l.s.c. singleton-valued mapping and, by (c), there exists a compact subset K ⊂ R such that A = f −1[K ] = f −1(K ) is dense
in X . Since f is continuous, we have that f (X) = f (A) ⊂ f (A) ⊂ K . So, f is bounded and X is pseudocompact. The proof
is completed. 
It should be mentioned that the proof of Theorem 4.1 was based on [16, Theorem] which states that every pseudocom-
pact weakly paracompact space is compact (see, also, [14]). This result now follows by Corollary 1.2 and Theorem 4.1.
Corollary 4.3. Every pseudocompact weakly paracompact space X is compact.
Proof. Let Y be a completely metrizable space and Φ : X →F (Y ) be l.s.c. Since X is a regular weakly paracompact space,
by [6, Theorem 6.3], there exists a completely metrizable space Z , a continuous g : Z → Y , an l.s.c. mapping ϕ : X →C (Z)
and a closed-graph mapping ψ : X →F (Z) such that ϕ is a multi-selection for ψ , while g ◦ ψ is a multi-selection for Φ .
Since X is also pseudocompact, by Theorem 4.1, there exists a compact subset C ⊂ Z such that ϕ−1[C] is dense in X .
Since ϕ is a multi-selection of ψ and ψ has a closed graph, by [6, Proposition 2.1], ψ−1[C] is closed in X , hence X =
ϕ−1[C] ⊂ ψ−1[C]. Since g ◦ ψ is a multi-selection for Φ and g is continuous, K = g(C) is a compact subset of Y such that
X = Φ−1[K ]. Hence, by Corollary 1.2, X is compact. 
We conclude this paper with another well-known result (see [3, Theorem 3.10.21]) which follows by Corollary 3.2 and
Theorem 4.1.
Corollary 4.4. Every normal pseudocompact space is countably compact.
Proof. Let Y be a completely metrizable space, and Φ : X →C (Y ) be l.s.c. Since X is normal, by [6, Theorem 1.2], Φ has
a pair of mappings 〈ψ,ϕ〉 : X →C (Y ) such that ϕ is l.s.c., ψ has a closed graph, and ϕ(x) ⊂ ψ(x) ⊂ Φ(x), x ∈ X . Since X is
pseudocompact, by Theorem 4.1, there exists a compact subset K ⊂ Y such that ϕ−1[K ] is dense in X . Since ψ has a closed
graph, ψ−1[K ] is a closed subset of X (see [6, Proposition 2.1]), and, therefore, X ⊂ ϕ−1[K ] ⊂ ψ−1[K ]. This ﬁnally implies
that X = ψ−1[K ] ⊂ Φ−1[K ] (because ψ is a multi-selection for Φ) and, by Corollary 3.2, X must be countably compact. 
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