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Abstract. In this paper, we introduce two new matrix stochastic processes: fractional Wishart
processes and ε-fractional Wishart processes with integer indices which are based on the fractional
Brownian motions and then extend ε-fractional Wishart processes to the case with non-integer indices.
Both processes include classic Wishart processes (if the Hurst index H equals 12 ) and present serial
correlation of stochastic processes. Applying ε-fractional Wishart processes to financial volatility the-
ory, the financial models account for the stochastic volatilities of the assets and for the stochastic
correlations not only between the underlying assets’ returns but also between their volatilities and for
stochastic serial correlation of the relevant assets.
Keywords: Fractional Wishart process; ε-Fractional Wishart processes; Stochastic partial differ-
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1 Introduction
Since Black and Scholes’ significant work ( [6]), more and more stochastic processes are widely used
to capture diverse phenomena in financial markets, such as Brownian motions, fractional Brownian
motions, Le´vy processes, Wishart processes and so on.
Heston’s model ( [19]) adopts Brownian motions to describe the stochastic volatility of the stock,
as empirical evidences ( [2, 14]) have shown that the classic Black-Scholes assumption of lognormal
stock diffusion with constant volatility is not consistent with the market price (such phenomenon is
often referred to as the volatility skew or smile).
As the backbone of multivariate statistical analysis, random matrices have found their applications
in many fields, such as physics, economics, psychology and so on. Bru ( [8]) develops Wishart processes
∗This work was supported by the National Natural Science Foundation of China (11471230, 11671282).
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in mathematic which are dynamic random matrices and turn out to be a better way to capture
stochastic volatility and correlation structure of the relevant random vectors. In recent years, there
has been tremendous growth of multi-asset financial contracts (outperformance options, for example),
which exhibit sensitivity to both the volatilities and the correlations of the underlying assets. The
authors of [4] and [11] show that the correlations between financial assets evolve stochastically and
are far from remaining static through time. Furthermore, in [26] and [42], there are evidences which
present that the higher the market volatility is, the higher the correlations between financial assets
tend to be. In order to include those phenomena in financial markets, Wishart Affine Stochastic
Correlation models ( [15,30,37]) introduce Wishart processes to account for the stochastic volatilities
of the assets and for the stochastic correlations not only between the underlying assets’ returns but
also between their volatilities.
There also exists early evidence ( [25]) which shows the processes of observable market values seem
to exhibit serial correlation (this means the increments of the process depend on the information of
the past). So fractional Brownian motions are proposed for mapping this kind of behavior. Frac-
tional Brownian motions not only capture serial correlation of stochastic processes, but also keep a
good analytical treatability for still being Gaussian, which leads that they become an interesting and
important candidate for financial models. Furthermore, generalized results of fractional Brownian
motions often include the corresponding well-known results of classic Brownian motions, as fractional
Brownian motions are just classic Brownian motions when the Hurst index equals 12 . Mandelbrot and
van Ness ( [27]) suggest fractional Brownian motions as an alternative model for assets’ dynamics,
which allow for dependence between returns over time. Since then, there is an ongoing dispute on the
usage of fractional Brownian motions in financial theories ( [38, 43, 48]).
In our paper, we shall introduce two new matrix stochastic processes: the fractional Wishart
process and ε-fractional Wishart process. First of all, the fractional Wishart process (which is based
on the fractional Brownian motion) is the generalization of the Wishart process (which is based on
the classic Brownian motion) such that the former degenerates to the latter when the Hurst index
equals 12 . The fractional Wishart process can present serial correlation of stochastic processes while
the Wishart process is a Markov process (see Definition 2 in [17]) whose increments are independent
of the past such that the Wishart process can be thought of as ‘memoryless’. The ε-fractional Wishart
process is the approximation of the fractional Wishart process as the fractional Wishart process does
not keep a good analytical treatability. The difference between the Wishart process and ε-fractional
Wishart process is that the former process is governed by a related stochastic differential equation
(SDE) while the latter process is governed by a related stochastic partial differential equation (SPDE).
Of course, the ε-fractional Wishart process becomes the Wishart process when the Hurst index equals
1
2 . In financial theory, if we apply the fractional Wishart process or ε-fractional Wishart process to
the volatility of assets, then the model shall account for the stochastic volatilities of the assets and
for the stochastic correlations not only between the underlying assets’ returns but also between their
volatilities and for stochastic serial correlation of the relevant assets.
The rest of the paper is organized as follows. Section 2 sketches the main assumptions and results
needed in this paper. Then we define the fractional Wishart process with an integer index in Section
3. In Section 4, we define ε-fractional Wishart process with an integer index and then extend ε-
fractional Wishart process to the case with a non-integer index by its related SPDE. In Section 5, a
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generalization of the ε-fractional Wishart process which includes two more parameters is discussed.
In Section 6, we apply the ε-fractional Wishart process to financial volatility model. Finally, some
conclusions and future work are included in Section 7.
2 Preliminaries
In this section, we shall sketch some basic concepts related to matrix variate distributions and
fractional Brownian motions and so on (one can refer to [7, 18, 22] for details).
Let (Ω,G, (Gt)t≥0,P0) be a filtered probability space satisfying the usual conditions. The stochastic
processes are considered in such probability space if we do not give the probability space.
For any positive integers n and p, let Mn,p(R) (resp. Sp(R), S+p (R) and S+p (R) ) denote the sets
of all real-valued n × p matrices (resp. p × p symmetric matrices, p × p symmetric positive definite
matrices and p × p symmetric positive semidefinite matrices). For any real Banach spaces X and Y,
let L(X,Y) denote the space of bounded linear operators from X to Y. In Mn,p(R) the norm of any
matrix A = (Aij)1≤i≤n,1≤j≤p, denoted by |A|n×p or just |A| is defined as the Frobenius norm (see,
for example, [12]):
|A| =
√√√√ n∑
i=1
p∑
j=1
|Aij |2.
For normed spaces X1 and X2, we will define the norm on X1 ×X2 as | · |X1 + | · |X2 (or | · |+ | · |). For
any map f(x1, · · · , xn), let ∂kxif denote the k-th partial derivative of f and ∂kx1f be denoted by ∂kf
when n = 1. Moreover, we always use X ′ to denote the transpose of a matrix X .
For a definition of a random matrix, as well as its probability density function (p.d.f.), the moment
generating function (m.g.f) and so on, one can refer to [18]. For any random matrix X ∈ Mn,p(R),
we mean that the random matrix X takes its values in the set Mn,p(R).
Let A ∈ Mm,n(R) and B ∈Mp,q(R). Then the Kronecker product (also called the direct product,
see, for example, [18]) of A and B, denoted by A⊗B, is defined by
A⊗B = (AijB) =


A11B A12B · · · A1nB
A21B A21B · · · A11B
...
...
. . .
...
Am1B Am1B · · · AmnB

 .
For a matrix X ∈ Mn,p(R), let vec(X) be the following np× 1 vector,
vec(X) =


x1
...
xp

 =


Xe1
...
Xep

 ,
where xi ( i = 1, · · · , p ) is the ith column of X and e1 = (1, 0, · · · , 0)′, · · · , ep = (0, 0, · · · , 1)′. If
X ∈ Mn,p(R) and Y ∈ Mr,s(R) are two random matrices, then the np × rs covariance matrix is
defined by cov(X,Y ) = cov(vec(X ′), vec(Y ′)) and specially, cov(X) = cov(vec(X ′)).
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Definition 2.1. A random matrix S ∈ S+p (R) is said to have a noncentral Wishart distribution with
parameters p, n(n ≥ p), Σ ∈ S+p (R) and Θ ∈ Mp,p(R), written as S ∼Wp(n,Σ,Θ), if its p.d.f is given
by
{
2
1
2
npΓp
(
1
2
n
)
det (Σ)
1
2
n
}−1
det (S)
1
2
(n−p−1)etr
(
−1
2
Θ− 1
2
Σ−1S
)
0F1
(
1
2
n;
1
4
ΘΣ−1S
)
,
where det(·) denotes the determinant of a square matrix, Tr(·) denotes the trace of a square matrix,
etr(·) is short for exp{Tr(·)}, Γp(·) is the multivariate gamma function and 0F1 is the hypergeometric
function ( [18]).
Definition 2.2. Let H ∈ (0, 1) be a constant. A fractional Brownian motion (BHt )t≥0 of Hurst index
H is a continuous Gaussian process with covariance function
cov[BHt , B
H
s ] =
1
2
(t2H + s2H − |t− s|2H)
with initial state BH0 = C almost surely (a.s.).
Note that a fractional Brownian motion is just a Brownian motion if H = 12 .
Remark 2.1. According to [40], in the case H < 12 , the fractional Brownian motion is also called
the antipersistent fractional Brownian motion which has intermediate memory, whereas in the case
H > 12 , the fractional Brownian motion is also called the persistent fractional Brownian motion which
has long memory. Hence, as well-known to us, in the case H 6= 12 , the fractional Brownian motion
increment depends on its historical increments, while the classic Brownian motion has independent
increments which are independent of the past.
For other concepts, one can refer to [5] for matrix stochastic process and to [22] for the random
field. Here we shall give some important results in the form of matrix.
Definition 2.3. For two semimartingales A ∈ Md,m(R) and B ∈ Mm,n(R), the matrix quadratic
covariation process is defined by
〈A,B〉t =
(
m∑
k=1
〈Aik, Bkj〉t
)
ij
∈ Md,n(R).
Remark 2.2. It is known that 〈·, ·〉 plays the same role for matrix multiplication of matrix-valued
semimartingales, as the quadratic covariation process does for multiplication of one-dimensional semi-
martingales ( [5]). We will use the following symbol
〈A〉t = 〈A,A′〉t ∈ Md,d(R).
For example, let Bt = (B1(t), · · · , Bn(t))′ be an n-dimensional standard Brownian motion inMn,1(R).
Then 〈B〉t = tIn.
Throughout, we shall use C(q) to denote a positive constant depending only on q but its value
may change from line to line. Moreover, all integrals with respect to Brownian motions or Brownian
matrices are in the sense of Itoˆ satisfying the conditions such that Itoˆ integrals exist ( [31]).
Lemma 2.1. (Martingale Moment Inequality) Let M be a continuous local martingale in Mp,p(R),
along with its quadratic variation process 〈M〉. For every q > 0, there exists a positive constant C(q)
such that, for any stopping time T ,
E|MT |q ≤ C(q)E|〈M〉T |
q
2 . (2.1)
Proof : For any i, j = 1, 2, · · · , p, by Burkholder-Davis-Gundy inequalities (see Theorem 3.28 in [21]),
we have
E|Mij,T |q ≤ C(q)E|〈Mij〉T |
q
2 ≤ C(q)E|〈M〉T |
q
2 . (2.2)
For any ai ∈ R and integer n, it is easy to check that
n∑
i=1
|ai|q ≤ n(max1≤i≤n |ai|)q ≤ n(
n∑
i=1
|ai|)q
and (
n∑
i=1
|ai|
)q
≤ (nmax1≤i≤n |ai|)q ≤ nq
n∑
i=1
|ai|q.
Thus, one has
E|MT |q = E


√√√√ p∑
i,j=1
|Mij,T |2


q
≤ C(q)E

 p∑
i,j=1
|Mij,T |


q
≤ C(q)
p∑
i,j=1
E|Mij,T |q. (2.3)
Then it follows from (2.2) and (2.3) that (2.1) holds. 
Remark 2.3. Let T > 0 be fixed, Bt be a Brownian matrix ( [8]) inMp,p(R) and fs(x) be a random
filed in Mp,p(R) such that for any t ∈ [0, T ] and x ∈ Λ ⊆ R, Mt =
∫ t
0
fs(x)dBs is a continuous local
martingale, then we have
〈M〉ij,t =
p∑
k=1
〈Mik,M ′kj〉t
=
p∑
k=1
〈
p∑
u=1
∫ ·
0
fiu,s(x)dBuk,s,
p∑
v=1
∫ ·
0
fjv,s(x)dBvk,s
〉
t
=
p∑
k=1
p∑
u=1
∫ t
0
fiu,s(x)fju,s(x)ds
= p
(∫ t
0
fs(x)fs(x)
′ds
)
ij
,
which implies
〈M〉t = p
∫ t
0
fs(x)fs(x)
′ds.
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Moreover, for any A,B ∈ Mp,p(R), it is not hard to check that|AB| ≤ C|A||B|. For q > 2, by above
martingale moment inequality and Ho¨lder’s inequality, we have
E
∣∣∣∣
∫ t
0
fs(x)dBs
∣∣∣∣
q
≤ C(q)E
∣∣∣∣
∫ t
0
fs(x)fs(x)
′ds
∣∣∣∣
q
2
≤ C(q)E
(∫ t
0
|fs(x)fs(x)′|ds
) q
2
≤ C(q)E
(∫ t
0
|fs(x)|2ds
) q
2
≤ C(q)E
∫ t
0
|fs(x)|qds
and
E
∣∣∣∣
∫ t
0
fs(x)ds
∣∣∣∣
q
≤ C(q)E
∫ t
0
|fs(x)|qds,
which we shall use in Section 4.
Lemma 2.2. (Kolmogorov’s Theorem) Let fs(x) = (fij,s(x)) (i, j = 1, 2, · · · , p; s ∈ [0, T ];x ∈ Λ ⊆
R) be a measurable random (matrix) field in Mp,p(R) satisfying that fs(x) is m-times (m ≥ 1)
continuously differentiable in x for all s a.s. and that derivatives ∂kfs(x) = (∂
kfij,s(x))ij , 1 ≤ k ≤ m
fulfill the following conditions
∫ T
0
E[|∂kfs(x)|q ]ds ≤ C1(q),∫ T
0
E[|∂kfs(x) − ∂kfs(y)|q]ds ≤ C2(q)|x− y|γq
for any x, y ∈ Λ and q > 2, where 0 < γ ≤ 1 and C1(q), C2(q) are positive constants depending on
q. Then there are modifications of the integrals
∫ t
0 fs(x)dBs and
∫ t
0 fs(x)ds which are continuous in
(t, x) and m-times continuously differentiable in x for all t a.s. Furthermore, it holds
∂k
∫ t
0
fs(x)dBs =
∫ t
0
∂kfs(x)dBs, ∂
k
∫ t
0
fs(x)ds =
∫ t
0
∂kfs(x)ds,
for 1 ≤ k ≤ m.
Proof : For any i, j = 1, 2, · · · , p, fij,s(x) is a measurable random field satisfying that fij,s(x) is
m-times continuously differentiable in x for all s a.s. and for any x, y ∈ Λ, q > 2 and 0 < γ ≤ 1, we
have ∫ T
0
E[|∂kfij,s(x)|q]ds ≤
∫ T
0
E[|∂kfs(x)|q ]ds ≤ C1(q)
and ∫ T
0
E[|∂kfij,s(x) − ∂kfij,s(y)|q]ds ≤
∫ T
0
E[|∂kfs(x)− ∂kfs(y)|q]ds ≤ C2(q)|x− y|γq.
By Theorem 10.6 in [23], there are modifications of the integrals
∫ t
0 fij,s(x)dBuv,s and
∫ t
0 fij,s(x)ds
which are continuous at (t, x) and m-times continuously differentiable in x for all t a.s. Moreover, the
modifications satisfy
∂k
∫ t
0
fij,s(x)dBuv,s =
∫ t
0
∂kfij,s(x)dBuv,s, ∂
k
∫ t
0
fij,s(x)ds =
∫ t
0
∂kfij,s(x)ds ∀k ≤ m.
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As we have ∫ t
0
fs(x)dBs =
(
p∑
u=1
∫ t
0
fiu,s(x)dBuj,s
)
1≤i,j≤p
and ∫ t
0
fs(x)ds =
(∫ t
0
fij,s(x)ds
)
1≤i,j≤p
,
the lemma is easily proved. 
Remark 2.4. Let D be the operator of Fre´chet derivative ( [9]). It is obvious that fs : R→ Rp×p is
an abstract function and its derivative is a special case of the Fre´chet derivative. For any differentiable
maps g : Rp×p → Rp×p, by the chain rule of composite functions (Theorem 7.1-3 in [9]), we have
∂(g ◦ fs)(x) = Dg(fs(x))(∂fs(x)),
where Dg(fs(x)) ∈ L(Rp×p,Rp×p) is the Fre´chet derivative of g at fs(x). Similar representations can
be used for higher derivatives. For simplicity, the norm of Dg(fs(x)) is still denoted by |Dg(fs(x))|.
Lemma 2.3. (Generalized Itoˆ Formula) Let Ft(x) (x ∈ R, t ∈ [0, T ]) be a random field in Mp,p(R)
which is continuous in (t, x) a.s. such that
(a) Ft(x) is twice continuously differentiable in x a.s.;
(b) For every x, Ft(x) is a following continuous semimartingale:
Ft(x) = F0(x) +
∫ t
0
fs(x)dYs, a.s.,
where Ys is a continuous semimartingale in Mp,p(R) and fs(x) is a random field in Mp,p(R)
which is continuous in (s, x) a.s. satisfying fs(x) is twice continuously differentiable adapted
process for each x a.s.
Let Xt be a continuous semimartingale in R. Then
Ft(Xt) = F0(X0) +
∫ t
0
fs(Xs)dYs +
∫ t
0
∂xFs(Xs)dXs
+
∫ t
0
∂xfs(Xs)d〈Y,XIp〉s + 1
2
∫ t
0
∂2xFs(Xs)d〈X〉s.
Proof : It is obvious that, for i, j = 1, 2, · · · , p,
Fij,t(x) = Fij,0(x) +
p∑
k=1
∫ t
0
fik,s(x)dYkj,s.
By generalized Itoˆ formula (see Theorem 8.1 in [23]), we have
Fij,t(Xt) = Fij,0(X0) +
p∑
k=1
∫ t
0
fik,s(Xs)dYkj,s +
∫ t
0
∂xFij,s(Xs)dXs
+
p∑
k=1
∫ t
0
∂xfik,s(Xs)d〈Ykj , X〉s + 1
2
∫ t
0
∂2xFij,s(Xs)d〈X〉s,
which is just what we need. 
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Definition 2.4. ( [28]) Let H be (a subset of) a normed space whose norm is denoted by || · ||H (if H
is Mn,p(R), then we still use | · |). A function h : R+ × S+p (R)→ H is said to be locally Lipschitz if
||h(t,X)− h(t, Y )||H ≤ C(U)|X − Y |
for any t ∈ R+, all compact sets U ⊆ H and any X,Y ∈ U , where C(U) is a constant depending on
U . h is said to be of linear growth if
||h(t,X)||2H ≤ C(1 + |X |2)
for any t ∈ R+ and any X ∈ S+p (R).
The following lemma is crucial in our paper.
Lemma 2.4. ( [28]) Let Bt be a Brownian matrix in Mp,p(R). Let F,G : R+ × S+p (R) →Mp,p(R)
be two measurable functions such that G′ ⊗F (t,X) = (G(t,X))′ ⊗F (t,X) is locally Lipschitz and of
linear growth. Let J : R+ × S+p (R) → Sp(R) be locally Lipschitz and of linear growth. Assume that
there exists a locally integrable function c : R+ → R, i.e.
∫ a
0
|c(s)|ds < +∞ for each a ∈ R+, such
that
c(t) ≤Tr[J(t,X)X−1]− Tr[f(t,X)X−1]Tr[g(t,X)X−1]
− Tr[f(t,X)X−1g(t,X)X−1] (2.4)
for each t ∈ R+ and X ∈ S+p (R), where f(t,X) = F (t,X)F (t,X)′ and g(t,X) = G(t,X)′G(t,X).
Then the stochastic differential equation (SDE)
dXt = F (t,Xt)dBtG(t,Xt) +G(t,Xt)
′dB′tF (t,Xt)
′ + J(t,Xt)dt (2.5)
with X0 = x ∈ S+p (R), a.s. has a unique adapted continuous strong solution (Xt)t∈R+ on S+p (R).
In particular, the stopping time Tx = inf{t ≥ 0 : Xt /∈ S+p (R)} = +∞, a.s..
Proof : The lemma easily follows from the Theorem 3.4 without jump diffusions in [28]. 
3 Fractional Wishart processes with integer indices
Throughout, like the Brownian matrix, we shall define a fractional Brownian matrix BHt with the
Hurst index H as a process taking its values inMn,p(R) whose components are independent fractional
Brownian motions, i.e.
BHt = (B
H
ij (t)), B
H
0 = (B
H
ij (0)) = C, a.s.
where C ∈Mn,p(R) is the initial state.
Definition 3.1. A fractional Wishart process, of Hurst index H , index n, dimension p (p ≤ n) and
initial state Σ0, written as fWIS(H,n, p,Σ0), is the matrix process
Σt = (Σij(t)) = (B
H
t )
′BHt , Σ0 = C
′C > 0, a.s. (3.1)
Remark 3.1. Similar to the work in [8], we can investigate the process of eigenvalues of a fractional
Wishart process with an integer index n under some conditions. For more details, we refer to [32].
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From Definition 3.1, it is easy to see that a fractional Wishart process is a Wishart process in the
sense of Bru ( [8]) when H = 12 and we will see that a fractional Wishart process takes its values with
probability one in S+p (R) and that for a fixed t, the random variable Σt has a noncentral Wishart
distribution.
Lemma 3.1. For a fixed t > 0,
Σt > 0, a.s.
Σt ∼Wp(n, t2HIp, t−2HΣ0).
Consequently, its p.d.f is given by{
2
1
2
npΓp
(
1
2
n
)
tnpH
}−1
etr
(
−1
2
t−2HΣ0 − 1
2
t−2HΣt
)
det (Σt)
1
2
(n−p−1)
0F1
(
1
2
n;
1
4
t−4HΣ0Σt
)
,
and its Laplace transform is given by
E[etr(−ZΣt)] = det
(
Ip + 2t
2HZ
)−n
2 etr
(−Z(Ip + 2t2HZ)−1Σ0) , (3.2)
for any Z ∈ S+p (R).
Proof : Firstly, for a fixed t > 0, we give the distribution of the fractional Brownian matrix BHt .
As before, we denote e1 = (1, 0, · · · , 0)′, · · · , en = (0, · · · , 0, 1)′ in Mn,1(R) and f1 = (1, 0, · · · , 0)′,
· · · , fp = (0, · · · , 0, 1)′ in Mp,1(R). Then
vec[(BHt )
′] =


(BHt )
′e1
...
(BHt )
′en


and
cov(vec[(BHt )
′])
= E{vec[(BHt )′]− Evec[(BHt )′]}{vec[(BHt )′]− Evec[(BHt )′]}′
= E((BHt − EBHt )′eiej ′(BHt − EBHt ))1≤i,j≤n (3.3)
which is partitioned by n2 matrices of Mp,p(R). For any 1 ≤ i, j ≤ n and 1 ≤ k, l ≤ p, the (k, l)th
component of the (i, j)th matrix of (3.3) is calculated by the definition of fractional Brownian motion
as follows:
E(fk
′(BHt − EBHt )′eiej ′(BHt − EBHt )fl) =
{
0, i 6= j or k 6= l;
t2H , i = j, k = l.
Thus, we have
cov(vec[(BHt )
′]) = In ⊗ (t2HIp).
Then it is not hard to check that
vec[(BHt )
′] ∼ Nnp(vec(C′), In ⊗ (t2HIp)).
By the definition of the matrix variate normal distribution (see [18]), we obtain
BHt ∼ Nn,p(C, In ⊗ (t2HIp)).
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Finally, by Theorems 3.2.1 and 3.5.1 of [18], it follows that
Σt > 0, Σt ∼Wp(n, t2HIp, t−2HΣ0).
Then by Definition 2.1 and the proof of Theorem 3.5.1 in [18], we can easily get its p.d.f and Laplace
transform. 
Similar to the Wishart processes, the fractional Wishart processes have the following additivity
property.
Theorem 3.1. If Σt and St are two independent fractional Wishart processes fWIS(H,n, p,Σ0) and
fWIS(H,m, p, S0), respectively, then Σt + St is a fractional Wishart process
fWIS(H,n+m, p,Σ0 + S0).
Proof : Assume that Σt = (B
H
t )
′BHt and St = (W
H
t )
′WHt , where B
H
t and W
H
t are n × p and
m × p independent fractional brownian matrices with initial state BH0 and WH0 , respectively. If we
set Et = (B
′
t,W
′
t )
′, then Et is an (n+m)× p matrix of independent fractional Brownian matrix with
initial state (B′0,W
′
0)
′ and we can check that
Σt + St = (B
H
t )
′BHt + (W
H
t )
′WHt = Et
′Et,
which just proves our statement. 
Remark 3.2. By Le´vy continuity Theorem (see, for example, Theorem 1.1.15 in [3]), we know that
(3.2) is still a Laplace transform of a stochastic process whenever n > 0 is no longer an integer.
Nevertheless, we can not easily verify the properties of this process, for example, the property of
positive definite. We shall still denote the stochastic process as fWIS∗(H, v, p,Σ0). When n is
a positive integer, it is easy to see that fWIS∗(H,n, p,Σ0) is an extension of fWIS(H,n, p,Σ0)
defined by (3.1). Indeed, one has
fWIS(H,n, p,Σ0)
d
= fWIS∗(H,n, p,Σ0),
where
d
= means that the two processes have same distribution for any t > 0. However, we could not
ensure
fWIS(H,n, p,Σ0) = fWIS
∗(H,n, p,Σ0), a.s.
Remark 3.3. Assume that the Hurst index H 6= 12 . As fractional Brownian motions exhibit the serial
correlation, it is not hard to see that fractional Wishart processes also exhibit serial correlation, i.e.
the increments of fractional Wishart processes depend on the information of the past. For example,
taking n = p = 1 in fWIS(H,n, p,Σ0), we have
Σt − Σs = (BHt )2 − (BHs )2 = (BHt −BHs )2 + 2BHs (BHt −BHs )
for any 0 < s < t. As BHt −BHs depends on the past Fs = σ{BHu , 0 ≤ u ≤ s}, we know that Σt − Σs
also depends on the past Fs.
4 ε-Fractional Wishart processes
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From [8], We know that the Wishart process is governed by a related SDE which can be used to
describe some dynamic problems in applications. However, it seems to us that there is no way to
develop SDE or SPDE to govern the fractional Wishart process directly. Therefore, it is important to
find some processes which not only maintain some properties of the fractional Wishart processes, but
also can be governed by some related SDEs or SPDEs. To this end, in this section, we introduce the
following ε-fractional Wishart processes which can be governed by some related SPDEs to approximate
the fractional Wishart processes.
Define two processes in Mn,p(R) as follows:
BH,0t =
√
2H
∫ t
0
(t− s)αdBs + C, (4.1)
BH,εt =
√
2H
∫ t
0
(t− s+ ε)αdBs + C,
where α = H − 12 and Bt is a Brownian matrix in Mn,p(R) with initial state C (i.e. Bt = B
1
2
t ).
Next, we shall state two lemmas in the form of matrix from [45] (for the case 12 < H < 1) and [46]
(for the case 0 < H < 12 ). The proofs are trivial and so we omit them here.
Lemma 4.1. For any ε > 0, BH,εt is a semimartingale satisfying
dBH,εt =
(√
2H
∫ t
0
α(t− s+ ε)α−1dBs
)
dt+
√
2HεαdBt. (4.2)
Lemma 4.2. BH,εt converges to B
H,0
t in L
2(Ω) when ε tends to 0 and this convergence is uniform
with respect to t ∈ [0, T ] for some T ∈ R.
Note that (4.1) is defined in the sense of Le´vy ( [24]), which is based on the Holmgren-Riemann-
Liouville fractional integral while there is a definition in the sense of Mandelbrot-van Ness ( [27])
based on Weyl’s integral for a two-side fractional Brownian motion:
BHt = C + VH
{∫ 0
−∞
[(t− s)α − (−s)α]dBs +
∫ t
0
(t− s)αdBs
}
(4.3)
for t > 0 (and similarly for t < 0), where VH is a normalizing constant. Compared with the fractional
Brownian motion BHt defined by (4.3), the process B
H,0
t defined by (4.1) “puts too great an importance
on the origin for many applications” ( [27]). Furthermore, when H 6= 12 , it is easy to check that each
component of BH,0t does not satisfy the covariance condition in Definition 2.2 (or that the increment
of each component of BH,0t is not a stationary process which is contrary to the case of B
H
t , see [35])
and so BH,0t is not a fractional Brownian matrix.
However, in the case t > 0,
∫ t
0 (t− s)
α
dBs (the main part of B
H,0
t ) plays an essential role in
exhibiting the property of memory in BHt . For any fixed t > 0, we have B
H,0
t
d
=BHt , as we can
compute that BH,0t ∼ Nn,p(C, In ⊗ (t2HIp)) by employing the same method used in Lemma 3.1.
Moreover, BH,0t can be viewed as a good approximation of the fractional Brownian motion for large
times (see Theorem 17 in [35]). Hence, as a more simple process, there are large numbers of researchers
adopt BH,0t rather than the fractional Brownian motion defined by (4.3) to study SDEs related to the
property of memory (see, for example, [1, 20, 46]). So we shall use BH,εt as the approximation of the
fractional Brownian matrix BHt .
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For any ε > 0, similar to Definition 3.1, we can define the following ε-fractional Wishart processes
with integer indices.
Definition 4.1. For any ε > 0, an ε-fractional Wishart process, of Hurst index H , index n, dimension
p(≤ n) and initial state Σε0, written as ε-fWIS(H,n, p,Σ0), is the matrix process
Σεt = (Σ
ε
ij(t)) = (B
H,ε
t )
′BH,εt , Σ
ε
0 = C
′C > 0, a.s. (4.4)
Analogous to the fractional Wishart process, it is easy to get the following result.
Theorem 4.1. For any ε > 0,
Σεt > 0, a.s.
Σεt ∼Wp
(
n, ((t+ ε)2H − ε2H)Ip, ((t+ ε)2H − ε2H)−1Σε0
)
.
Consequently, its Laplace transform is given by
E[etr(−ZΣεt )] = det
(
Ip + 2((t+ ε)
2H − ε2H)Z)−n2 etr (−Z(Ip + 2((t+ ε)2H − ε2H)Z)−1Σε0) (4.5)
for any Z ∈ S+p (R).
Proof : Similar to the proofs of Lemma 3.1, one has
BH,εt ∼ Nn,p(C, In ⊗ (((t+ ε)2H − ε2H)Ip)).
Thus, we can easily get the results. 
Remark 4.1. From (3.2) and (4.5), one can get that E[etr(−ZΣεt )] converges to E[etr(−ZΣt)] when
ε tends to 0 and so Σεt converges to Σt in distribution when ε tends to 0. As a result, we can regard
an ε-fractional Wishart process as an approximation of the fractional Wishart process in distribution.
Similar to the case that the Wishart process is governed by a matrix SDE ( [8]), we shall see that
an ε-fractional Wishart process can be governed by a matrix SPDE.
Theorem 4.2. Let ut(x) = Σ
x
t and ∂xut(x) = (
∂
∂x
uij,t(x)). Assume that Wt is a matrix Brownian
motion in Mp,p(R). Then, for any 0 < ε < 1, ut(x) satisfies the following SPDE:
dut(x) =
(
∂xut(x) + 2nHx
2αIp
)
dt+
√
2Hxα
(√
ut(x)dWt + dWt
′
√
ut(x)
)
(4.6)
with the initial condition u0(x) = C
′C > 0 a.s. for C ∈Mn,p(R) and x ∈ [ε, 1] and with the boundary
conditions ut(ε) = Σ
ε
t and ut(1) = Σ
1
t a.s.
Proof : By matrix variate partial integration (see Lemma 5.11 in [5]), the relation (4.4) gives that,
for any x ∈ [ε, 1],
dΣxt = 2nHx
2αIpdt+ d(B
H,x
t )
′BH,xt + (B
H,x
t )
′dBH,xt . (4.7)
It follows from the definition of BH,xt and Lemma 2.2 that, for any x ∈ [ε, 1],
∂xB
H,x
t =
√
2H
∫ t
0
∂x[(t− s+ x)α]dBs =
√
2H
∫ t
0
α(t− s+ x)α−1dBs. (4.8)
Now Lemma 4.1 shows that
dBH,xt = ∂xB
H,x
t dt+
√
2HxαdBt. (4.9)
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Taking (4.7) and (4.9) into account, we achieve
dΣxt = (2nHx
2αIp + ∂x(B
H,x
t )
′BH,xt + (B
H,x
t )
′∂xB
H,x
t )dt+
√
2Hxα(dBt
′BH,xt + (B
H,x
t )
′dBt). (4.10)
It is easy to check that
∂x(B
H,x
t )
′BH,xt + (B
H,x
t )
′∂xB
H,x
t = ∂x((B
H,x
t )
′BH,xt ) = ∂xΣ
x
t . (4.11)
Let Wt be a matrix process satisfying
dWt = (Σ
x
t )
− 1
2 (BH,xt )
′dBt. (4.12)
By the Le´vy martingale characterization of Brownian motion ( [21]), it is not hard to prove (one can
refer to [33]) that Wt is a matrix Brownian motion in Mp,p(R).
Combining (4.11)-(4.12) with (4.10), we know that (4.6) is true. Obviously, the initial and bound-
ary conditions are satisfied. This completes the proof. 
Remark 4.2. We would like to point out that Theorem 4.2 also holds for any x ∈ [ε, a] with ε < a <
+∞. In fact, for any x ∈ [ε, a] with ε < a < +∞, by Lemma 2.2, we know that (4.8) is still true.
In order to define the Wishart process with a non-integer index, Bru ( [8]) extended the SDE
related to the Wishart process with an integer index to the case when the index n is non-integer.
Following the idea, we propose to study SPDE (4.6) to extend an ε-fractional Wishart process with
an integer index ε-fWIS(H,n, p,Σ0) to the case when n is not an integer.
Assume that f(x) and g(x) are two bounded functions in Cm,1(R) with m ≥ 4 (where Cm,δ(R)
is the set of all Cm functions whose partial derivatives ∂α with α ≤ m are Ho¨lder-continuous with
exponent δ). We first extend (4.6) to the following Cauchy problem:
dut(x) = (∂xut(x) + vf(x)Ip)dt+ g(x)
(√
ut(x)dWt + dWt
′
√
ut(x)
)
(4.13)
with the initial condition u0(x) = Σ0 ∈ S+p (R) a.s. such that (4.13) coincides with (4.6) when v = n
and x ∈ [ε, 1].
For this aim, we can choose f(x) and g(x) as follows. Let f(x) = g2(x) and
g(x) =


0, x ≤ 0;
5∑
i=1
aix
i+4, 0 < x < ε;
√
2Hxα, ε ≤ x ≤ 1;
5∑
i=1
bi(x− 2)i+4, 1 < x < 2;
0, 2 ≤ x,
where ai and bi (i = 1, · · · , 5) are determined by following equations

5∑
i=1
aiε
i+4 =
√
2Hεα;
5∑
i=1
ai(i+ 4)ε
i+3 =α
√
2Hεα−1;
5∑
i=1
ai(i+ 4)(i+ 3)ε
i+2 =α(α − 1)√2Hεα−2;
5∑
i=1
ai(i+ 4)(i+ 3)(i+ 2)ε
i+1 =α(α − 1)(α− 2)√2Hεα−3;
5∑
i=1
ai(i+ 4)(i+ 3)(i+ 2)(i + 1)ε
i =α(α − 1)(α− 2)(α− 3)√2Hεα−4
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and 

5∑
i=1
(−1)i+4bi =
√
2H;
5∑
i=1
(−1)i+3(i+ 4)bi =α
√
2H ;
5∑
i=1
(−1)i+2(i+ 4)(i+ 3)bi =α(α− 1)
√
2H ;
5∑
i=1
(−1)i+1(i+ 4)(i+ 3)(i+ 2)bi =α(α − 1)(α− 2)
√
2H;
5∑
i=1
(−1)i(i+ 4)(i+ 3)(i+ 2)(i+ 1)bi =α(α − 1)(α− 2)(α− 3)
√
2H.
By the knowledge of the system of linear equations (see, for example, [41]), we know that two systems
of linear equations mentioned above have solutions. Thus, we can find f(x) and g(x) such that (4.13)
coincides with (4.6) when v = n and x ∈ [ε, 1]. It is seen that ∂kxf(x) and ∂kxg(x) (0 ≤ k ≤ 4) are
continuous and bounded on R.
The stochastic characteristic equations associated with (4.13) are defined by{
dξt = −dt, ξ0 = x ∈ R, a.s.
dηt = vf(ξt)Ipdt+ g(ξt)(
√
ηtdWt + dWt
′√ηt), η0 = Σ0 ∈ S+p (R), a.s.
(4.14)
Noticing that both ξt and ηt depend on x, we use ξt(x) and ηt(x) to denote the relationships if it is
necessary.
For the solution of (4.14), we have the following result.
Lemma 4.3. If v ≥ n + 1, then (4.14) has a unique adapted continuous strong solution (ξt, ηt)t∈R+
on R × S+p (R) for each initial condition (x,Σ0) ∈ R × S+p (R). In particular, the stopping time
T (x,Σ0) = inf{t ≥ 0 : ηt /∈ S+p (R)} = +∞, a.s..
Proof : It is telling that the first equation of (4.14) has a unique adapted continuous strong solution:
ξt(x) = x− t.
So we focus on the second equation of (4.14).
From the definitions of f(x) and g(x), there exists a real number M > 0 such that
sup
x∈R
{|f(x)|, |g(x)|} ≤M (4.15)
Let J(t,X) = vf(x − t)Ip, G(t,X) = g(x − t)Ip, F (t,X) =
√
X , ff(t,X) = F (t,X)F (t,X)′ and
gg(t,X) = G(t,X)′G(t,X) for any X ∈ S+p (R). Then we have ff(t,X) = X and gg(t,X) = f(x−t)Ip
for any X ∈ S+p (R).
For any A ∈ Mm,n(R) and B ∈Mp,q(R),
|A⊗B|2 =
m∑
i=1
n∑
j=1
p∑
u=1
q∑
v=1
|AijBuv|2 =
m∑
i=1
n∑
j=1
|Aij |2
m∑
u=1
n∑
v=1
|Buv|2 = |A|2|B|2
and it follows that, for any compact set U in S+p (R) and X,Y ∈ U ,
|G′ ⊗ F (t,X)−G′ ⊗ F (t, Y )| = |g(x− t)Ip ⊗ (
√
X −
√
Y )| ≤ |g(x− t)||Ip||
√
X −
√
Y |.
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Since
√
X is locally Lipschitz in S+n (R) (see, for example, [5]), there exists a constant C(U) such that
|
√
X −
√
Y | ≤ C(U)|X − Y |.
Then by (4.15), we obtain
|G′ ⊗ F (t,X)−G′ ⊗ F (t, Y )| ≤M |Ip|C(U)|X − Y | (4.16)
which implies G′ ⊗ F (t,X) is locally Lipschitz.
Now consider the norm || · ||2 for A ∈ Mm,n(R) (see P44 in [12]):
||A||2 = (maximum eigenvalue of A′A) 12 .
Then for any Y ∈ S+p (R) ⊆Mp,p(R), we have
||
√
Y ||22 = ||Y ||2.
Since Mp,p(R) is a p2-dimensional space, by the equivalence of | · | and || · ||2, there exists a constant
C such that
|
√
Y |2 ≤ C|Y |.
Then by (4.15) again, we get
|G′ ⊗ F (t, Y )|2 ≤ |g(x− t)Ip|2|
√
Y |2 ≤M2pC|Y | ≤M2pC(1 + |Y |2)
which implies G′ ⊗ F (t, Y ) is of linear growth.
It is obvious that J(t,X) = vf(x− t)Ip is locally Lipschitz and of linear growth. Then by Lemma
2.4 it suffices to check condition (2.4) to complete the proof.
Indeed, we have
Tr[J(t,X)X−1]− Tr[ff(t,X)X−1]Tr[gg(t,X)X−1]
− Tr[ff(t,X)X−1gg(t,X)X−1]
=Tr[(v − p− 1)f(t− x)X−1]
≥0 (4.17)
and choose c(t) = 0. Then the condition (2.4) is satisfied and so the lemma holds. 
Lemma 4.4. Let ηt satisfy the second equation of (4.14). For each t ∈ [0, T ] , ηt(x) is a C3-map
from R into Mp,p(R) a.s., i.e. ηij,t(x) (i, j = 1, 2, · · · , p) is a C3-map from R into R a.s.
Proof : Firstly, from the proof of Theorem 4.11 of [33], we know that S+p (R) is open in Sp(R) and
there exist closed convex sets Un ∈ S+p (R) such that Un ⊆ Un+1 and
⋃+∞
n=1 Un = S+p (R). Let
Vn = Un ∩ {X ∈ S+p (R) : |X | ≤ n}, n = 1, 2, · · · .
Then it is easy to see that Vn is compact and convex such that
Vn ⊆ Vn+1,
+∞⋃
n=1
Vn = S+p (R).
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Define In = {x ∈ R : |x| < n} and let I be a finite open interval. For all fixed t ∈ [0, T ] and
x ∈ I ⊆ R, we can find a positive integer N such that x ∈ IN and ξt(x) = x − t ∈ IN . As the map
h : S+p (R) → S+p (R) defined by A 7→
√
A is analytic (see P134 in [39] or Section 7.14 in [9]), we can
choose hN (ξ, A) : R × S+p (R) → Sp(R) such that hN(ξ, A) is globally Lipschitz in R × S+p (R) such
that, if ξ ∈ IN and A ∈ VN , then
hN (ξ, A) = g(ξ)h(A) = g(ξ)
√
A (4.18)
(see Remark 4.3). Assume that the Lipschitz constant of hN and f is K, i.e. for any (ξ1, A1), (ξ2, A2) ∈
R× S+p (R), ∣∣hN (ξ1, A1)− hN (ξ2, A2)∣∣ ≤ K(|ξ1 − ξ2|+ |A1 −A2|)
and
|f(ξ1)− f(ξ2)| ≤ K|ξ1 − ξ2|.
Let XNs = (ξ
N
s , η
N
s ) ∈ R× Sp(R) satisfy the following SDEs:{
dξNs = −ds, ξN0 = x ∈ R, a.s.
dηNs = vf(ξ
N
s )Ipds+ h
N(XNs )dWs + dWs
′hN (XNs ), η0 = Σ0 ∈ S+p (R), a.s.
(4.19)
It follows from Theorem 1.2 in Chapter II in [23] that there exists a unique strong solution XNs on
s ∈ [0,+∞). Further, ηNs (x) is in Lq for any q ≥ 1. The solution XNs must be equal to Xs = (ξs, ηs)
as long as it stays in IN ×VN , and vice versa, as hN(ξ, A) = g(ξ)
√
A on IN ×VN . By the arbitrariness
of x, it suffices to check that ηNt (·) is a C3-map a.s.
Let X0 = (ξ0, A0) be fixed in IN × VN . Since ηNs (x) is in Lq for any q ≥ 1, it is not hard to prove
that for any y , z ∈ I and u ∈ [0, T ], the integrals∫ u
0
[hN(XNs (z))− hN(XNs (y))]dWs,
∫ u
0
hN (XNs (y))dWs
are continuous martingales.
By Lemma 2.1 and Remark 2.3, for any q > 2, y, z ∈ I and u ∈ [0, T ], we have
E|ηNu (z)− ηNu (y)|q
= E
(∣∣∣∣
∫ u
0
v[f(ξNs (z))− f(ξNs (y))]Ipds+
∫ u
0
[hN(XNs (z))− hN(XNs (y))]dWs
+
∫ u
0
dWs
′[hN(XNs (z))− hN(XNs (y))]
∣∣∣∣
)q
≤ C(q)E
(∣∣∣∣
∫ u
0
v[f(ξNs (z))− f(ξNs (y))]ds
∣∣∣∣
q
+ 2
∣∣∣∣
∫ u
0
[hN (XNs (z))− hN (XNs (y))]dWs
∣∣∣∣
q)
≤ C(q)E
(∫ u
0
|f(ξNs (z))− f(ξNs (y))|qds+
∫ u
0
|hN (XNs (z))− hN (XNs (y))|qds
)
≤ C(q)E
(
Kq
∫ u
0
|ξNs (z)− ξNs (y)|qds+Kq
∫ u
0
|XNs (z))−XNs (y)|qds
)
≤ C(q)
(
|z − y|q +
∫ u
0
E|ηNs (z))− ηNs (y)|qds
)
. (4.20)
By Gronwall’s inequality (see, for example, Problem 5.2.7 in [36]), it follows from (4.20) that
E|ηNu (z)− ηNu (y)|q ≤ C(q)|z − y|q. (4.21)
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For any u ∈ [0, T ] and x ∈ I, by Lemma 2.1 and Remark 2.3, we have
E|ηNu (x)|q
≤ C(q)E
(
1 +
∣∣∣∣
∫ u
0
vf(ξNs (x))Ipds
∣∣∣∣
q
+
∣∣∣∣
∫ u
0
hN (XNs (x))dWs
∣∣∣∣
q)
≤ C(q)
(
1 + E
∫ u
0
|hN (XNs (x))|qds
)
≤ C(q)
(
1 + E
∫ u
0
(|hN (X0)|+K(|ξ0 − ξNs (x)|+ |A0 − ηNs (x)|))qds
)
≤ C(q)
(
1 +
∫ u
0
E|ηNs (x)|qds
)
which implies, by Gronwall’s inequality, that
E|ηNu (x)|q ≤ C(q). (4.22)
Now by (4.21) and (4.22), one can easily check that all the conditions of Lemma 2.2 are satisfied.
Thus, by Lemma 2.2, we know that ηNu (z) is continuous at (t, x) ∈ [0, T ]× I a.s. By the arbitrariness
of t and x, ηu(z) is continuous at (t, x) ∈ [0, T ]× R a.s.
It is obvious that f , g on IN and
√
A on VN are 4-times continuously differentiable in each
variable and all their k-th (k ≤ 4) derivatives are bounded. In order to prove ηNt (x) is continuously
differentiable at x for t ∈ [0, T ], a.s., we need more conditions on hN (·) defined by (4.18). Here we
extend hN (ξ, η) = g(ξ)h∗(η) (see Remark 4.3) satisfying that h∗ : Sp(R) → Sp(R) coincides with
h(·) = √· on VN and that there exists a constant Q > 0 such that
sup{|∂mξ g(ξ)|, |Dlηh∗(η)| : m, l = 0, · · · , 4; ξ ∈ R, η ∈ Sp(R)} ≤ Q. (4.23)
Denote the derivatives of hN (·) by
∂mξ D
l
ηh
N (ξ, η) = ∂mξ g(ξ)D
l
ηh
∗(η)
for any ξ ∈ R and η ∈ Sp(R). Then it is seen that ∂mξ DlηhN (ξ, η) are globally Lipschitz and bounded
in R× S+p (R) for m, l ≤ 3.
Let
Rηu(z, y) =
1
y
(ηNu (z + y)− ηNu (y))
for any z, z+ y ∈ I. In order to prove that ηNu (z) is differentiable at z = x ∈ I a.s., it suffices to check
that Rηu(x, y) is continuous at y = 0 a.s.
For any q > 2, by Lemma 2.1 and Remark 2.3, we have
E|Rηu(z, y)|q
≤ C(q)E
(∣∣∣∣
∫ u
0
v
1
y
[f(ξNs (z + y))− f(ξNs (y))]ds
∣∣∣∣
q
+ 2
∣∣∣∣
∫ u
0
1
y
[hN(XNs (z + y))− hN(XNs (y))]dWs
∣∣∣∣
q)
≤ C(q)E
(∫ u
0
(vK)
q
∣∣∣∣1y (ξNs (z + y)− ξNs (y))
∣∣∣∣
q
ds+ 2
∫ u
0
Kq
∣∣∣∣1y (XNs (z + y)−XNs (y))
∣∣∣∣
q
ds
)
≤ C(q)
(
1 +
∫ u
0
E|Rηs (z, y)|qds
)
,
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which implies, by Gronwall’s inequality, that
E|Rηu(z, y)|q ≤ C(q). (4.24)
By (4.21), (4.23), (4.24), Lemma 2.1 and Remark 2.3, for any q > 2, we get
E
∣∣∣∣
∫ u
0
{
1
y
[hN (ξNs (x+ y), η
N
s (x+ y))− hN (ξNs (x), ηNs (x))]
− 1
z
[
hN (ξNs (x+ z), η
N
s (x+ z))− hN(ξNs (x), ηNs (x))
] }
dWs
∣∣∣∣
q
= E
∣∣∣∣
∫ u
0
{
1
y
[
hN (ξNs (x+ y), η
N
s (x+ y))− hN (ξNs (x+ y), ηNs (x))
]
+
1
y
[
hN (ξNs (x+ y), η
N
s (x)) − hN(ξNs (x), ηNs (x))
]
− 1
z
[
hN (ξNs (x+ z), η
N
s (x+ z))− hN(ξNs (x+ z), ηNs (x))
]
− 1
z
[
hN (ξNs (x+ z), η
N
s (x)) − hN (ξNs (x), ηNs (x))
] }
dWs
∣∣∣∣
q
= E
∣∣∣∣
∫ u
0
{∫ 1
0
Dηh
N (ξNs (x + y), η
N
s (x) + w(η
N
s (x+ y)− ηNs (x)))(Rηs (x, y))dw
+
∫ 1
0
∂ξh
N (ξNs (x) + w(ξ
N
s (x+ y)− ξNs (x)), ηNs (x))dw
−
∫ 1
0
Dηh
N(ξNs (x+ z), η
N
s (x) + w(η
N
s (x + z)− ηNs (x)))(Rηs (x, z))dw
−
∫ 1
0
∂ξh
N (ξNs (x) + w(ξ
N
s (x+ z)− ξNs (x)), ηNs (x))dw
}
dWs
∣∣∣∣
q
≤ C(q)E
{∫ u
0
∣∣∣∣
∫ 1
0
Dηh
N (ξNs (x+ y), η
N
s (x) + w(η
N
s (x+ y)− ηNs (x)))
◦ (Rηs (x, y)−Rηs (x, z))dw
∣∣∣∣
q
ds
+
∫ u
0
∣∣∣∣
∫ 1
0
[
Dηh
N (ξNs (x+ y), η
N
s (x) + w(η
N
s (x+ y)− ηNs (x)))
− Dηh(ξNs (x+ z), ηNs (x) + w(ηNs (x+ z)− ηNs (x)))
]
(Rηs (x, z))dw
∣∣∣∣
q
ds
+
∫ u
0
∣∣∣∣
∫ 1
0
[
∂ξh
N (ξNs (x) + w(ξ
N
s (x+ y)− ξNs (x)), ηNs (x))
− ∂ξhN (ξNs (x) + w(ξNs (x+ z)− ξNs (x)), ηNs (x))
]
dw
∣∣∣∣
q
ds
}
≤ C(q)
[
E
∫ u
0
|Rηs (x, y)−Rηs (x, z)|qds+ |y − z|q
]
,
where we used the chain rule in Remark 2.4 and Taylor formula with integral remainder (see Theorem
7.9-1 in [9]). Similarly, we have
E
∣∣∣∣
∫ u
0
1
y
[f(ξNs (x+ y))− f(ξNs (x))]ds −
∫ u
0
1
z
[f(ξNs (x+ z))− f(ξNs (x))]
∣∣∣∣
q
≤ C(q)
(∫ u
0
E|Rηs (x, y)−Rηs (x, z)|qds+ |y − z|q
)
.
Consequently, it follows that
E|Rηu(x, y)−Rηu(x, z)|q ≤ C(q)
(∫ u
0
E|Rηs (x, y)−Rηs (x, z)|qds+ |y − z|q
)
,
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which implies, by Gronwalls inequality, that
E|Ru(x, y)−Ru(x, z)|q ≤ C(q)|y − z|q. (4.25)
Note that in order to prove (4.24) and (4.25), we use the continuous martingale property of the
integrals with respect to Wt in above inequalities which is easy to prove as η
N
s (x) is in L
q for any
q ≥ 1.
Now by (4.24) and (4.25), it is easy to see that all the conditions of Lemma 2.2 are satisfied. Thus,
by Lemma 2.2, we conclude that Rηu(x, y) is continuous at y = 0 a.s. and so η
N
u (z) is continuously
differentiable at x ∈ I for any u ∈ [0, T ] a.s.
We can prove the claim that ηNu (z) is k-times (k = 2, 3) continuously differentiable at x for any
u ∈ [0, T ] a.s. in a similar way by considering the related SDEs and (4.23). For example, when k = 2,
the related SDEs are given as follows:

d∂yξ
N
u (y) = 0,
d∂yη
N
u (y) = v∂ξf(ξ
N
u (y))∂yξ
N
u (y)Ipdu
+ ∂ξg(ξ
N
u (y))∂yξ
N
u (y)
[
h∗(ηNu (y))dWu + dWu
′h∗(ηNu (y))
]
+ g(ξNu (y))
[
Dηh
∗(ηNu (y))(∂yη
N
u (y))dWu + dWu
′Dηh
∗(ηNu (y))(∂yη
N
u (y))
]
,
(4.26)
with the initial conditions ∂yξ
N
0 (y) = 1 and ∂yη
N
0 (y) = 0 a.s.
Therefore, by the discussions mentioned above and the arbitrariness of x and t, we obtain that
ηt(x) is a C
3-map a.s. for each t ∈ [0, T ]. 
Remark 4.3. Here we explain the feasibility of the extension in (4.23). Owing to the definition of
g(x), it suffices to extend h(A) =
√
A (A ∈ VN ) to h∗(A) (A ∈ Sp(R)) such that h∗(A) = h(A)
for A ∈ VN and that Dkh(A) is continuous and bounded for k ≤ 4 and A ∈ Sp(R). Without loss of
generality, we just prove the case of k ≤ 1. By extension of Tietze’s theorem in [13], D1h(A) (A ∈ VN )
can be extended to a continuous map h1 on Sp(R). Making use of Urysohn’s lemma (see Lemma 15.6
in [47]), there exists a continuous function h2 defined on Sp(R) such that
h2(A) =
{
1, A ∈ VN ;
0, A ∈ Sp(R)\C,
where C is an open convex set in Sp(R) satisfying that AN ⊆ C and 0 ∈ C¯\C (C¯ is the closure of C).
Define h0(A) = h1(A)h2(A) for A ∈ Sp(R) and it is easy to see that h0 is continuous and bounded on
Sp(R). Now define h∗ as follows
h∗(A) =
∫ 1
0
h0(sA)(A)ds, A ∈ Sp(R).
Let y(t) = h∗(tA) =
∫ t
0
h0(sA)(A)ds be an abstract function on [0, 1]. Then using the continuity of
h0, it is easy to see
dy(t)
dt
= h0(tA)(A),
which implies D1h∗ exists. Since the chain rule gives
dy(t)
dt
= D1h∗(tA)(A),
we obtain D1h∗ = h0. Consequently, we obtain the feasibility of the extension in (4.23)
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Remark 4.4. By the arbitrariness of I and IN × VN , since we have that ηt(x) coincides with ηNt (x)
if both of the solutions stay in VN , ηt(x) should also satisfies the second equation of (4.26).
Let η¯t(x) = ηt(x,Σ0). By (4.14), it is easy to see that ξt(x) = x− t and so ξ−1t (x) = x+ t. Let
ut(x) = η¯t(ξ
−1
t (x)) = η¯t(x+ t).
Now we are in the position to give the following theorem.
Theorem 4.3. If v ≥ p+1, then ut(x) is a solution in S+p (R) of SPDE (4.13) with the initial condition
u(0, x) = Σ0 ∈ S+p (R) for any t ∈ [0, T ] (T ∈ R). Furthermore, if we assume that the solution of (4.13)
is a semimartingale for each x ∈ R and continuous in (t, x) and 3-times continuously differentiable in
x a.s., then ut(x) is the unique solution in S+p (R) of (4.13).
Proof : By Lemmas 2.3 and 4.4, we have
dη¯t(ξ
−1
t (x)) = vf(x)Ipdt+ g(x)
(√
η¯t(x+ t)dWt + dWt
′
√
η¯t(x+ t)
)
+ ∂η¯t(x+ t)dt, (4.27)
as dξ−1t (x) = dt and 〈ξ−1(x)〉t = 0.
Since ut(x) = η¯t(x+ t) and
∂η¯t(x + t) = ∂y η¯t(y)|y=x+t = ∂xη¯t(x+ t) = ∂xut(x),
it is clear, by (4.27), that ut(x) satisfies SPDE (4.13). Furthermore, Lemma 4.4 shows that ut(x) is
a semimartingale for each x ∈ R and continuous in (t, x) and 3-times continuously differentiable in x
a.s.
Assume that uˆt(x) is another solution of (4.13), which is a semimartingale for each x ∈ R and
continuous in (t, x) and 3-times continuously differentiable in x a.s. Now ∂xuˆt(x) is continuous in
(t, x) and twice continuously differentiable in x a.s. such that all the conditions of Lemma 2.3 are
satisfied. Thus, by Lemma 2.3, we get
duˆt(x− t) = (duˆt)(x− t) + ∂xuˆt(x− t)d(x − t)
= vf(x− t)Ipdt+ g(x− t)
(√
uˆt(x− t)dWt + dWt′
√
uˆt(x − t)
)
with uˆ0(x−0) = Σ0, which implies that uˆt(x− t) is the strong solution of (4.14). By the uniqueness of
the solution of (4.14), we have uˆt(x−t) = ηt(x,Σ0) = η¯t(x), which shows that uˆt(x) = η¯t(x+t) = ut(x).
Consequently, we have proved the theorem. 
Definition 4.2. For any given real number v > 0, an ε-fractionalWishart process ε-fWIS(H, v, p,Σ0)
with Σ0 ∈ S+p (R) is defined by the solution ut(ε) of (4.13) in S+p (R).
With Theorem 4.3, we can make sure that the ε-fractional Wishart processes ε-fWIS(H, v, p,Σ0)
always exist under some conditions.
Remark 4.5. As Cauchy problem (4.13) has a unique solution, we know that SPDE (4.6) also has
a unique solution and so the solution of (4.6) can be determined by its initial condition without the
boundary conditions. If H = 12 , then SPDE (4.6) degenerates to SDE considered in [8] which governs
the Wishart process. Therefore, when H = 12 , the ε-fractional Wishart process defined by Definition
4.2 reduces to the Wishart process defined in [8] or [33].
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Theorem 4.4. For v ≥ p+ 1, the Laplace transform of ut(ε) in (4.13) is given by
E[etr(−Zut(ε))]
= det
(
Ip + 2((t+ ε)
2H − ε2H)Z)− v2 etr (−Z(Ip + 2((t+ ε)2H − ε2H)Z)−1Σ0) (4.28)
for any Z ∈ S+p (R).
Proof : By Theorem 4.2, if v is an integer and v = n (n ≥ p + 1) , then the Laplace transform of
ut(ε) in (4.13) is given by (4.5). Let
Fs = σ{Wl : 0 ≤ l ≤ s}, Ψs,h(Z) = E[etr(−Zη¯s+h(y))|Fs].
By a similar method in [17], for any s, y ∈ R and Z ∈ S+p (R), we can calculate Ψs,h(Z) as follows:
Ψs,h(Z) = exp(b(h, s, y))etr(B(h, s, y)η¯s(y)), (4.29)
where b(h, s, y) ∈ R and B(h, s, y) ∈ Sp(R) satisfy the following system of PDEs:{
∂hb(h, s, y)− ∂sb(h, s, y) = nTr[f(y − s)B(h, s, y)],
∂hB(h, s, y)− ∂sB(h, s, y) = 2g2(y − s)B2(h, s, y)
(4.30)
with the boundary conditions b(0, s, y) = 0 and B(0, s, y) = −Z.
Indeed, on the one hand, we have
Ψs,h+ds(Z) = exp{Tr[B(h+ ds, s, y)ηs(y)] + b(h+ ds, s, y)}. (4.31)
On the other hand, by law of iterated expectation, we get
Ψs,h+ds(Z)
= E[exp{−Tr[Zηs+h+ds(y)]}|Fs]
= E[Ψs+ds,h(Z)|Fs]
= E[exp{Tr[B(h, s+ ds, y)ηs+ds(y)] + b(h, s+ ds, y)}|Fs]
= exp{b(h, s+ ds, y) + Tr[B(h, s+ ds, y)ηs(y)}E[etr{B(h, s+ ds, y)dηs(y)}|Fs] (4.32)
and
E[etr{B(h, s+ ds, y)dηs(y)}|Fs]
= etr{nf(y − s)B(h, s+ ds, y)ds}E
[
etr{2g(y − s)B(h, s+ ds, y)
√
ηs(y)dWs}|Fs
]
= etr{nf(y − s)B(h, s+ ds, y)ds+ 2g2(y − s)B2(h, s+ ds, y)ηs(y)ds}. (4.33)
By using (4.31)-(4.33), we have{
b(h+ds,s,y)−b(h,s+ds,y)
ds
= Tr[nf(y − s)B(h, s+ ds, y)],
B(h+ds,s,y)−B(h,s+ds,y)
ds
= 2g2(y − s)B2(h, s+ ds, y). (4.34)
Letting ds→ 0 in (4.34), we obtain (4.30).
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Notice that (4.30) has a unique solution because (4.14) has a unique solution such that η¯t(x) has
a unique conditional Laplace transform. For any s ≥ 0 and h ≥ 0, we have
E[etr(−Zus+h(ε))|Fs]
= E[etr(−Zη¯s+h(s+ h+ ε))|Fs]
= Ψs,h(Z)|y=s+h+ε
= exp(b(h, s, s+ h+ ε))etr(B(h, s, s+ h+ ε)η¯s(s+ h+ ε))
= exp(b(h, s, s+ h+ ε))etr(B(h, s, s+ h+ ε)us(h+ ε)). (4.35)
Let s = 0 and h = t in (4.35), we get
E[etr(−Zut(ε))] = exp(b(t, 0, ε+ t))etr(B(t, 0, ε+ t)Σ0). (4.36)
Comparing (4.36) with (4.5), we have

b(t, 0, ε+ t) = −n2 ln[det(Ip + 2((t+ ε)2H − ε2H)Z)],
B(t, 0, ε+ t) = −Z
(
Ip + 2((t+ ε)
2H − ε2H)Z
)−1
.
(4.37)
Now let v ≥ p+ 1 be any real number. In a similar way, for any s, y ∈ R and Z ∈ S+p (R), we can
obtain that the conditional Laplace transform of η¯s+h(y)
Ψ∗s,h(Z) = E[etr(−Zη¯s+h(y))|Fs].
is given by
Ψ∗s,h(Z) = exp(b
∗(h, s, y))etr(B∗(h, s, y)η¯s(y)) (4.38)
and we have that
E(etr[−Zus+h(ε)]|Fs) = exp(b∗(h, s, s+ h+ ε))etr[B∗(h, s, s+ h+ ε)us(h+ ε)], (4.39)
where b∗(h, s, y) ∈ R, Z ∈ S+p (R) and B∗(h, s, y) ∈ Sp(R) satisfy the following system of PDEs:{
∂hb
∗(h, s, y)− ∂sb∗(h, s, y) = vTr[f(y − s)B∗(h, s, y)],
∂hB
∗(h, s, y)− ∂sB∗(h, s, y) = 2g2(y − s)(B∗)2(h, s, y)
(4.40)
with the boundary conditions b∗(0, s, y) = 0 and B∗(0, s, y) = −Z. Let
b∗(h, s, y) =
v
n
b(h, s, y), B∗(h, s, y) = B(h, s, y). (4.41)
It is easy to know, by comparing (4.40) with (4.30), that b∗(h, s, y) and B∗(h, s, y) given by (4.41) is
the solution of (4.40). Now letting s = 0 and h = t in (4.38), for any real number v ≥ p+1, it follows
from (4.38), (4.41) and (4.37) that the Laplace transform of ut(ε) must be (4.28). 
Remark 4.6. We note that, if v ≥ p + 1, then Theorem 4.4 shows that the Laplace transform of
ε-fWIS(H, v, p,Σ0) converges to the Laplace transform of fWIS
∗(H, v, p,Σ0) when ε tends to 0,
which implies that ε-fWIS(H, v, p,Σ0) converges to fWIS
∗(H, v, p,Σ0) in distribution when ε tends
to 0. Consequently, we can still regard an ε-fractional Wishart process as an approximation of a
fractional Wishart process in distribution.
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Remark 4.7. Comparing the ε-fWIS process defined by Definition 4.2 with the Wishart process
in [8], there is an essential difference. The Wishart process ut has the affine property which means ut
is an affine process ( [16]) such that
E(etr[−Zus+h]|Fs) = exp(b∗(h))etr[B∗(h)us].
However, when H 6= 12 , it follows from (4.39) that the ε-fWIS process can hardly possess such affine
property. Moreover, by (4.35) and law of iterated expectation, it is not hard to check that
E[etr(−Zus+h(ε))|us(h+ ε)] = E [E[etr(−Zus+h(ε))|Fs]|us(h+ ε)] = E[etr(−Zus+h(ε))|Fs].
If we take Z = Ip, then by the definition of the Markov process (see, for example, Definition 17.2.1
in [10]), we know that for each ε > 0, if H 6= 12 , then ut(ε) (t ∈ [0, T ]) is not a Markov process, which
is contrary to the case of the Wishart process.
5 Generalization: six-parameter ε-fWIS
Let Ω, Q and K be matrices in Mp,p(R). Now we introduce the following SPDE:
dut(x) = ∂ut(x)dt + f(x)[ΩΩ
′ + ut(x)K +K
′ut(x)]dt
+ g(x)
[√
ut(x)dWtQ+Q
′dWt
′
√
ut(x)
]
, u0(x) = Σ0 > 0, (5.1)
where f(x) and g(x) are two functions appeared in (4.13) and Wt is a Brownian matrix in Mp,p(R).
The stochastic characteristic equation associated with (5.1) is given by{
dξt = −dt, ξ0 = x, a.s.
dηt = f(ξt) [ΩΩ
′ + ηtK +K
′ηt] dt+ g(ξt)
[√
ηtdWtQ +Q
′dWt
′√ηt
]
, η0 = Σ0 > 0, a.s.
(5.2)
Similar to Lemma 4.3, we have the following result for (5.2).
Lemma 5.1. If ΩΩ′−(p+1)Q′Q ∈ S+p (R), then (5.2) has a unique adapted continuous strong solution
(ξt, ηt)t∈R+ on R× S+p (R) for each initial condition (x,Σ0) ∈ R× S+p (R). In particular, the stopping
time T (x,Σ0) = inf{t ≥ 0 : ηt /∈ S+p (R)} = +∞, a.s..
Proof : Let J(t,X) = f(x− t) [ΩΩ′ +XK +K ′X ], G(t,X) = g(x− t)Q, F (t,X) = √X, ff(t,X) =
F (t,X)F (t,X)′ and gg(t,X) = G(t,X)′G(t,X) for any X ∈ S+p (R). Then we have ff(t,X) = X and
gg(t,X) = f(x− t)Q′Q for any X ∈ S+p (R).
As we have showed in Lemma 4.3, G′ ⊗ F (t, Y ) is locally Lipschitz and of linear growth. It is not
hard to show that J(t,X) = f(x− t) [ΩΩ′ +XK +K ′X ] is locally Lipschitz and of linear growth.
Now, by ΩΩ′ − (p+ 1)Q′Q ∈ S+p (R), we have
Tr[J(t,X)X−1]− Tr[ff(t,X)X−1]Tr[gg(t,X)X−1]
− Tr[ff(t,X)X−1gg(t,X)X−1]
=Tr[f(t− x)[ΩΩ′ − (p+ 1)Q′Q]X−1] + 2Tr[f(x− t)K]
≥2Tr[f(x− t)K]. (5.3)
23
Let c(t) = 2Tr[f(x− t)K]. Then by (4.15), we have, for each a ∈ R+,∫ a
0
|c(s)|ds < +∞.
Making use of Lemma 4.3, the result is obvious. 
Theorem 5.1. Assume that T is any positive number. If ΩΩ′−(p+1)Q′Q ∈ S+p (R), then SPDE (5.1)
with the initial condition u(0, x) = Σ0 ∈ S+p (R) a.s. has a solution in S+p (R) on t ∈ [0, T ]. Furthermore,
if we assume the solution of SPDE (5.1) is a semimartingale for each x ∈ R and continuous in (t, x)
and 3-times continuously differentiable in x a.s., then the solution exists uniquely.
Proof : The proof of theorem is similar to the ones of Lemma 4.4 and Theorem 4.3 and so we omit
it here. 
Now we can define the six-parameter ε-fractional Wishart process.
Definition 5.1. Assume that Ω, Q,K are matrices in Mp,p(R). An ε-fractional Wishart process
with Hurst index H , dimension p, initial state Σ0 ∈ S+p (R) a.s. and parameters Ω, Q,K, written as
ε-fWIS(H, p,Σ0,Ω, Q,K), is defined by the solution ut(ε) of (5.1) in S+p (R).
Obviously, ΩΩ′ = vQ′Q is a special case of Definition 5.1 and the parameter v is kept. So we
denote such case by ε-fWIS(H, v, p,Σ0, Q,K). Moreover, if v ≥ p+1, then the condition in Theorem
5.1 holds. In this case, it is seen that if H = 12 , then (5.1) with x ∈ [ε, 1] degenerates to the SDE
which governs the five-parameter Wishart process in [8]. Hence, ε-fWIS(12 , v, p,Σ0, Q,K) coincides
with the five-parameter Wishart process in sense of [8].
Next, we roughly discuss serial correlation properties of the ε-fractional Wishart process.
Let t > 0 and ∆t > 0 be two real numbers and define the following maps:
F (s, x, η¯s(x)) = f(x− s)[ΩΩ′ + η¯s(x)K +K ′η¯s(x)],
G(s, x, η¯s(x)) = g(x− s)
√
η¯s(x),
where η¯s(x) = ηs(x,Σ0) is a matrix appeared in (5.2). Then us(x) = η¯s(s+ x) and the increment of
ε-fWIS(H, p,Σ0,Ω, Q,K) can be calculated as follows:
∆ut(ε) = ut+∆t(ε)− ut(ε)
= η¯t+∆t(t+∆t+ ε)− η¯t(t+ ε)
=
∫ t
0
[F (s, t+∆t+ ε, η¯s(t+∆t+ ε))− F (s, t+ ε, η¯s(t+ ε))]ds
+
∫ t
0
[G(s, t+∆t+ ε, η¯s(t+∆t+ ε))−G(s, t+ ε, η¯s(t+ ε))]dWsQ
+
∫ t
0
Q′dWs
′[G(s, t+∆t+ ε, η¯s(t+∆t+ ε))−G(s, t+ ε, η¯s(t+ ε))]
+
∫ t+∆t
t
F (s, t+∆t+ ε, η¯s(t+∆t+ ε))ds
+
∫ t+∆t
t
G(s, t+∆t+ ε, η¯s(t+∆t+ ε))dWsQ
+
∫ t+∆t
t
Q′dWs
′G(s, t+∆t+ ε, η¯s(t+∆t+ ε)). (5.4)
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In the case H 6= 12 , it is easy to see that
G(s, t+∆t+ ε, η¯s(t+∆t+ ε))−G(s, t+ ε, η¯s(t+ ε)) 6= 0
and so the increment ∆ut(ε) depends on the past informationWs (0 ≤ s ≤ t), which depicts the serial
correlation of ε-fWIS process, while in the case H = 12 , we have
G(s, t+∆t+ ε, η¯s(t+∆t+ ε))−G(s, t+ ε, η¯s(t+ ε)) = 0
and
F (s, t+∆t+ ε, η¯s(t+∆t+ ε))− F (s, t+ ε, η¯s(t+ ε)) = 0
for any s ∈ [0, t] (because in the case H = 12 , us(x) (x ∈ [ε, a]) does not depend on x and one can
choose a in Remark 4.2 such that both t+∆t+ε−s and t+ε−s in the interval [ε, a] for any s ∈ [0, t]),
which implies the increment ∆ut(ε) has no memory of the past.
6 Applications to stochastic volatility
In this section, we shall apply the ε-fractional Wishart process to the stochastic volatility in a finite
horizon T < +∞. Let (Ω,F , (Ft)t≥0,P) be a filtered probability space satisfying the usual conditions.
Similar to the Wishart Affine Stochastic Correlation (WASC) model ( [15]), we assume that a
p-dimensional risky asset St whose dynamics are given by

dSt = S
∗
t
(
µdt+
√
ut(x)dBt
)
;
dut(x) = ∂ut(x)dt + f(x) [ΩΩ
′ + ut(x)K +K
′ut(x)] dt
+ g(x)
[√
ut(x)dWtQ+Q
′dWt
′
√
ut(x)
]
,
(6.1)
where µ ∈ Mp,1(R) is the appreciation rate of the asset and Ω, Q, K are matrices in Mp,p(R) with
Q invertible and ΩΩ′ − (p+ 1)Q′Q ∈ S+p (R); and S∗ is the following matrix in Mp,p(R):

S1 0 · · · 0
0 S2 · · · 0
...
...
. . .
...
0 0 · · · Sp

 .
Here we shall assume that the Brownian matrix Bt ∈ Mp,1(R) and Wt ∈ Mp,p(R) are correlated
by Bt = Wtρ +
√
1− ρ′ρHt, where Ht is another p-dimensional Brownian motion independent of
Wt and ρ = (ρ1, · · · , ρp)′ is a fixed correlation vector between the returns and the state variables
with ρ1, · · · , ρp ∈ [−1, 1]. Furthermore, assuming that ut(x) is a semimartingale for each x ∈ R
and continuous in (t, x) and 3-times continuously differentiable in x a.s., we know that ut(x) exists
uniquely by Theorem 5.1.
Now define the return process of the asset Yt = (lnS1(t), · · · , lnSp(t))′ and by Itoˆ’s lemma, we
have
dYt =
(
µ− 1
2
diag(ut(x))
)
dt+
√
ut(x)dBt,
where diag(ut(x)) = (u11,t(x), · · · , upp,t(x))′.
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Set x = ε. Let Et denote the expectation under the condition Ft and similar meaning be given for
Vart and Corrt. By directly computing, we have
Et[dYt] = E[dYt|Ft] =
(
µ− 1
2
diag(ut(ε))
)
dt
and
Et[dut(ε)] = E[dut(ε)|Ft] = ∂ut(ε)dt+ f(ε)[ΩΩ′ + ut(ε)K +K ′ut(ε)]dt.
Same as the discussion in [37], we can calculate the conditional covariance matrix of the return process
as
Vt =
1
dt
Vart(dYt) =
1
dt
E[(dYt − EdYt)(dYt − EdYt)′|Ft]
=
1
dt
E
[√
ut(ε)dBtdBt
′
√
ut(ε)|Ft
]
= ut(ε) (6.2)
and the correlation between the asset i and asset j (i 6= j) as
Corrt(dYit, dYjt) =
uij,t(ε)√
uii,t(ε)ujj,t(ε)
. (6.3)
Similarly, we can calculate the correlation between each asset return and its own instantaneous
variance Corrt(dYit, dVii,t) and the correlation between each variance process Corrt(dVii,t, dVjj,t) as
follows:
Corrt(dYit, dVii,t) =
(Q′ρ)i√
(Q′Q)ii
, (6.4)
Corrt(dVii,t, dVjj,t) =
(Q′Q)ijuij,t(ε)√
(Q′Q)ii(Q
′Q)jjuii,t(ε)ujj,t(ε)
. (6.5)
From (6.2)-(6.5), it is easy to see that, same as WASC model, ε-fraction Wishart volatility model
(6.1) also allows us to introduce stochastic volatilities of the assets and stochastic correlations not only
between the underlying assets returns but also between their volatilities. Model (6.1) still keeps the
phenomena in Heston’s model and WASC model considered in [37], that is, the correlation between
each asset return and its own instantaneous variance is constant and there exists an implied volatility
skew through ρ. More importantly, in the case H 6= 12 , by (5.4), the conditional covariance matrix of
the return process given by (6.2) captures the stochastic serial correlation which cannot be depicted
by WSAC model.
Remark 6.1. If n = 1, H = 12 , K < 0 and x ∈ [ε, 1] in (6.1), then ut(x) shall degenerate to the
following SDE:
dut = −2K
(
vQ2
−2K − ut
)
dt+ 2Q
√
utdWt, (6.6)
which is just the Heston’s model considered in [19].
Remark 6.2. Serial correlation among the increments of fWIS and ε-fWIS processes in the case
H 6= 12 makes it harder to use risk-neutral pricing method. Taking the Heston’s model (see Appendix
in [19]) as an example, let S(t) and u(t) be the Heston’s model in Remark 6.1, and ϑ is the terminal
payoff function at the delivery time. Since with the Markov property we have
E[ϑ(S(T ), u(T ))|Ft] = E[ϑ(S(T ), u(T ))|S(t), u(t)], (6.7)
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there is an essential martingale to obtain the pricing PDE:
V (S, u, t) = E[ϑ(S(T ), u(T ))|S(t) = S, u(t) = u], (6.8)
when H 6= 12 , (6.7) does not hold and so we can not use a similar martingale (6.8) to derive the pricing
PDE.
In order to show the influence of serial correlation, we give a simple example. In the risk-neutral
probability space (Ω,F , (Ft)t≥0, P˜), assume that there exists a one-dimensional risky asset St whose
dynamics of the volatility is
dut(ε) = (∂xut(ε) + vf(ε)Ip)dt+ 2g(ε)
√
ut(ε)dWt, (6.9)
where the functions and parameters are all same like before. In this financial model, we price a forward
contract for instantaneous variance with a payoff ϑ(uT (ε)) = uT (ε) − ι, where T > 0 is the delivery
time and ι is the delivery price. Such contract is also consider in [44] for the utility-based pricing.
By the risk-neutral pricing method, we know that the value at t = 0 of the forward contract is
V (0) = e−rT E˜[uT (ε)− ι|F0],
where r is the risk-free interest. Making use of (4.28), we obtain
E˜[−ut(ε) exp(−Zut(ε))]
=− v((t+ ε)2H − ε2H)(1 + 2((t+ ε)2H − ε2H)Z)− v2−1 exp (−Z(1 + 2Z((t+ ε)2H − ε2H))−1Σ0)
+
[
4Z((t+ ε)2H − ε2H)(1 + 2Z((t+ ε)2H − ε2H))−2 − (1 + 2Z((t+ ε)2H − ε2H))−1]Σ0
× (1 + 2((t+ ε)2H − ε2H)Z)− v2 exp (−Z(1 + 2Z((t+ ε)2H − ε2H))−1Σ0) ,
for Z > 0. Letting Z → 0, it follows that
E˜[ut(ε)] = v((t+ ε)
2H − ε2H) + Σ0.
Consequently, we give
V (0) = e−rT
[
v((T + ε)2H − ε2H) + Σ0 − ι
]
. (6.10)
And the associated price at t = 0 of the forward contract is
P (0) = v((T + ε)2H − ε2H) + Σ0.
In fact, from the proof of Theorem 4.4 we know that V (t0) = E˜[uT (ε)|Ft0 ] depends on ut0(T − t0+
ε). Since u0(x) = Σ0 for x ∈ R, (6.10) is a special case. If H = 12 , then we have ut0(T−t0+ε) = ut0(ε)
and we can use the value of the volatility at t to price the contract. However, if H 6= 12 and t0 > 0,
then ut0(T − t0 + ε) = ut0(ε) does not necessarily hold and we can neither use the the value of the
volatility at t0 to price the contract nor get the information of ut0(T − t0 + ε).
7 Conclusions
In this paper, we firstly define the fractional Wishart process to capture the property of serial corre-
lation. As the fractional Wishart process is difficult to describe in the form of dynamics, we introduce
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the ε-fractional Wishart process to approximate the fractional Wishart process in distribution and
extend the ε-fractional Wishart process to the case with a non-integer index. Moreover, we have
showed that the ε-fWIS process can be defined by the associated SPDE so that it is more applicable
for some real dynamic problems.
However, serial correlation among the increments of fWIS and ε-fWIS processes leads to the
difficulty in risk-neutral pricing method. We note that the fWIS or ε-fWIS process provides an
interesting and useful tool to depict some complex financial models. Therefore, investments and
pricing methods based on the fWIS or ε-fWIS process shall be our future work.
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