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Abstract
A strong converse theorem for channel capacity establishes that the error probability in any
communication scheme for a given channel necessarily tends to one if the rate of communica-
tion exceeds the channel’s capacity. Establishing such a theorem for the quantum capacity of
degradable channels has been an elusive task, with the strongest progress so far being a so-called
“pretty strong converse.” In this work, Morgan and Winter proved that the quantum error of
any quantum communication scheme for a given degradable channel converges to a value larger
than 1/
√
2 in the limit of many channel uses if the quantum rate of communication exceeds the
channel’s quantum capacity. The present paper establishes a theorem that is a counterpart to
this “pretty strong converse.” We prove that the large fraction of codes having a rate exceeding
the erasure channel’s quantum capacity have a quantum error tending to one in the limit of many
channel uses. Thus, our work adds to the body of evidence that a fully strong converse theorem
should hold for the quantum capacity of the erasure channel. As a side result, we prove that the
classical capacity of the quantum erasure channel obeys the strong converse property.
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1 Introduction
In his seminal paper on quantum error correction, Shor set out the task of determining
the quantum capacity of a quantum channel [26], defined as the maximum rate at which
it is possible to transmit qubits reliably over a noisy quantum communication channel.
Subsequent to this, the coherent information was identified as being a relevant quantity for
quantum capacity [23], a regularized upper bound on quantum capacity was established
in terms of the coherent information [4, 5], and the coherent information lower bound on
the quantum capacity was established by a sequence of works which are often said to bear
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“increasing standards of rigor” [19, 27, 9]. 1 All of these works did not identify a tractable
characterization of the quantum capacity in general, but Devetak and Shor subsequently
proved that the coherent information is equal to the quantum capacity for a class of channels
bearing the property of degradability [10]. Degradable channels are such that the receiver
of the output of the channel can simulate the channel to the environment by applying a
degrading map.
A particularly simple example of a degradable channel is the quantum erasure channel Np
[13], which has the following action on an input density operator ρ:
Np(ρ) ≡ (1− p)ρ+ p|e〉〈e|, (1)
where p ∈ [0, 1] is the erasure probability and |e〉 is a state orthogonal to the input space
(i.e., 〈e|ρ|e〉 = 0 for all input ρ). One can readily show that the map to the environment is
equivalent (up to isometry) to an erasure channel with the complementary probability:
Np(ρ) ≡ pρ+ (1− p)|e〉〈e|. (2)
The interpretation here is that if the receiver recovers the channel input, then the environment
does not and instead receives the erasure flag, and vice versa.
The quantum capacity of the erasure channel was identified early on by employing a now
well known “no-cloning” argument [7]. That is, when p = 1/2, the channels from input to
the receiver and from input to the environment are the same, so that the quantum capacity
of the original channel must vanish. If this were not the case, then it would be possible to
send quantum data reliably to both the receiver and the environment of the channel, in
violation of the no-cloning theorem. It is then possible to prove that the quantum capacity
of the erasure channel in general is equal to (1− 2p) log d for p ≥ 1/2 and zero otherwise (in
agreement with the aforementioned reasoning), where d is the dimension of the input space
for the channel.
All of the above works established an understanding of quantum capacity in the following
sense:
1. (Achievability) If the rate of quantum communication is below the quantum capacity,
then there exists a scheme for quantum communication such that the fidelity approaches
one in the limit of many channel uses.
2. (Weak Converse) If the rate of quantum communication is above the quantum capacity,
then there cannot exist an error-free quantum communication scheme.
However, the theorem stated as such still leaves more to be desired. For example, it has
been known for a long time that the classical capacity of a classical channel obeys the strong
converse property [33, 1]: if the rate of communication exceeds capacity, then the error
probability necessarily converges to one in the limit of many channel uses. Furthermore,
many works have now established that the strong converse property holds for the classical
capacity of several quantum channels [32, 22, 18, 31, 30, 3] and for the entanglement-assisted
classical capacity of all quantum channels [6, 8, 14].
Thus, we are left with the strong converse question for the quantum capacity, with the
goal being to sharpen our understanding of quantum capacity. In general, the quantum
capacity of arbitrary channels can exhibit rather exotic behavior [28], so it seems reasonable
to restrict attention for now to the class of degradable channels since they are more well
behaved. In this spirit, a recent work has proved that the quantum capacity of all degradable
1 However, see the later works in [16] and [15], which respectively set [19] and [27] on a firm foundation.
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channels exhibits a property dubbed the “pretty strong converse” [20]. These authors have
proven that the quantum error2 of any quantum communication scheme for a degradable
channel experiences a sudden jump from zero to at least 1/
√
2 when the communicate rate
crosses the quantum capacity threshold (this statement is in the limit of many channel uses).
At the very least, we now know that the quantum capacity experiences this jump, but the
work of [20] left open the question of whether the jump in quantum error is actually from
zero to one in the limit of many channel uses.
In this paper, we prove a statement that is similar in spirit to the pretty strong converse:
for almost all codes having a rate exceeding the quantum capacity of the erasure channel,
the error necessarily converges to one in the limit of many channel uses. We should clarify
that we do not prove a strong converse for all codes, but instead show that the strong
converse property holds for almost all codes. We will be more precise in what follows with
clarifying what we mean by “almost all codes,” but suffice it for now to say if anyone devises
a communication scheme for quantum communication over the erasure channel whose rate
exceeds capacity, then the chances are very good that, regardless of the scheme, it will fail
with probability converging to one in the limit of many channel uses.
In the absence of a proof that the strong converse holds, both the present paper and
[20] are offering an increasing body of evidence that it should indeed hold for the class of
quantum erasure channels. That is, both results allow us to conclude the following statement:
all codes whose rate exceeds the quantum capacity of the erasure channel have a quantum
error converging to 1/
√
2 in the limit of many channel uses, and a large fraction of them in
fact have quantum error converging to one.
This paper is organized as follows. The next section reviews the definition of an entan-
glement generation code. Section 3 then reviews the generalized divergence framework of
Sharma and Warsi [25] for establishing bounds relating rate, error, and the channel of interest
in any quantum communication protocol. Section 4 provides a proof for our main result: that
the strong converse property holds for almost all codes used for quantum communication
over the quantum erasure channel. We state some open directions in the conclusion. The
appendix includes, as a side result, a proof that the strong converse holds for the classical
capacity of the quantum erasure channel.
2 Entanglement generation codes
In this paper, we focus on entanglement generation codes, for which the goal is for the sender
Alice to use the channel n times in order to share a state with the receiver Bob, such that this
state is indistinguishable from a maximally entangled state. We focus on this task because
the entanglement generation capacity of a quantum channel serves as an upper bound on its
quantum capacity (this in turn is because a protocol for noiseless quantum communication
can always be used to generate entanglement between sender and receiver). Thus, if one
establishes an upper bound on the entanglement generation capacity, then this bound serves
as an upper bound on the quantum capacity. However, we should emphasize again that our
final statement is a bound that holds for almost all entanglement generation codes, so that
we cannot conclude a full strong converse.
More formally, we now define an (n,R, ε, φ,D) entanglement generation code for a
channel N . Such a protocol begins with Alice preparing a state on n+ 1 systems, she sends
n shares of the state through n instances of the channel, and then Bob decodes. That is,
2 As quantified by the so-called “purified distance” (see Chapter 3 of [29], for example).
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such a code begins with Alice preparing a state |φ〉AA1···An . The reduced state on system A
has its rank equal to M , where M = 2nR. Alice then transmits systems A1 · · ·An through n
uses of the channel, leading to the state
ρABn ≡ NAn→Bn(φAA1···An), (3)
where NAn→Bn ≡ N⊗n and An is shorthand for A1 · · ·An. Finally, Bob performs a decoding
DBn→Bˆ , leading to the state
ωABˆ ≡ DBn→Bˆ(NAn→Bn(φAA1···An)). (4)
The fidelity of the code is given by
F ≡ 〈Φ|ABˆ ωABˆ |Φ〉ABˆ , (5)
where |Φ〉ABˆ is the maximally entangled state
|Φ〉ABˆ ≡
1√
M
M−1∑
i=0
|i〉A|i〉Bˆ , (6)
so that the rate of entanglement generation is equal to 1n log2M . An (n,R, ε, φ,D) code
uses the state φ, the decoder D, the channel n times at rate R, and is such that the fidelity
F ≥ 1−ε. Note that without loss of generality, we can restrict our consideration to pure-state
entanglement generation codes. For if the initial state is a mixed state ρAA1···An and the
following condition holds
〈Φ|ABˆDBn→Bˆ(NAn→Bn(ρAA1···An))|Φ〉ABˆ ≥ 1− ε, (7)
then there always exists at least one pure state in the spectral decomposition of ρAA1···An
which meets the same fidelity constraint given above.
3 Generalized divergence framework for quantum communication
We now recall the Sharma-Warsi framework for bounding fidelities in quantum communication
[25]. We say that D(X||Y ) is a generalized divergence if it satisfies the following monotonicity
inequality for all quantum channelsM and positive operators X and Y :
D(X||Y ) ≥ D(M(X)||M(Y )). (8)
Let ID(A〉B)ρ denote the generalized coherent information of a bipartite state ρAB :
ID(A〉B)ρ ≡ min
σB
D(ρAB ||IA ⊗ σB). (9)
Let ID(N ) denote the generalized coherent information of a quantum channel N :
ID(N ) ≡ max
φAA′
ID(A〉B)NA′→B(φAA′ ) (10)
= max
φAA′
min
σB
D(NA′→B(φAA′)||IA ⊗ σB). (11)
If the generalized divergence is equal to the von Neumann relative entropy, then the above
expressions are equal to the usual coherent information of a quantum state and coherent
information of a quantum channel, respectively.
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We now establish a bound relating the rate and error of any entanglement generation
code for a quantum channel N to the generalized coherent information of the tensor-power
channel N⊗n. For our purposes here, we begin by considering the generalized divergence
between the state ρABn defined in (3) that is output from n uses of the channel and any
other operator of the form IA ⊗ σBn , where σBn is a density operator on the systems Bn:
D(ρABn ||IA ⊗ σBn). (12)
By monotonicity under the application of the decoder DBn→Bˆ to the system Bn, the following
inequality holds
D(ρABn ||IA ⊗ σBn) ≥ D
(
ωABˆ ||IA ⊗DBn→Bˆ(σBn)
)
. (13)
Next, consider the following test (a completely positive trace-preserving map), which outputs
a flag indicating whether a state is maximally entangled or not:
TABˆ→Z(·) ≡ Tr
{
ΦABˆ(·)
}|1〉〈1|+ Tr{(IABˆ − ΦABˆ)(·)}|0〉〈0|. (14)
Intuitively, this test is simply asking, “Is the entanglement decoded or not?” Applying
monotonicity of the generalized divergence under this test, we find that the following
inequality holds
D(ωABˆ ||IA ⊗DBn→Bˆ(σBn)) ≥ D(TABˆ→Z(ωABˆ)||TABˆ→Z(IA ⊗DBn→Bˆ(σBn))). (15)
By defining
ρF ≡ F |1〉〈1|+ (1− F )|0〉〈0|, (16)
P 1
M
≡ 1
M
|1〉〈1|+
(
M − 1
M
)
|0〉〈0|, (17)
we see that
D(TABˆ→Z(ωABˆ)||TABˆ→Z(IA ⊗DBn→Bˆ(σBn))) = D(ρF ||P 1M ), (18)
which follows from (5) and the fact that
Tr
{
ΦABˆ
(
IA ⊗DBn→Bˆ(σBn)
)}
= 1
M
. (19)
Thus, putting everything together, we obtain the following inequality
D(ρABn ||IA ⊗ σBn) ≥ D
(
ρF ||P 1
M
)
. (20)
This inequality holds for any choice of σBn , so we can obtain the tightest upper bound on
D(ρF ||P 1
M
) for a particular entanglement generation code with initial state φAA1···An by
taking a minimization over all such σBn :
min
σBn
D(ρABn ||IA ⊗ σBn) ≥ D
(
ρF ||P 1
M
)
. (21)
We can then remove the dependence of the bound on any particular entanglement generation
code by taking a maximization over all initial states φAA1···An :
max
φAA1···An
min
σBn
D(ρABn ||IA ⊗ σBn) ≥ D
(
ρF ||P 1
M
)
. (22)
By employing the definition in (10), we find that the bound is equivalent to
ID
(N⊗n) ≥ D(ρF ||P 1
M
)
. (23)
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3.1 Specializing to Rényi relative entropies
The above development applies for any divergence satisfying monotonicity, and the Rényi
relative entropy is a particular example of a generalized divergence, defined as
Dα(ρ||σ) ≡ 1
α− 1 log2 Tr
{
ρασ1−α
}
. (24)
Monotonicity of Dα(ρ||σ) under quantum channels holds for all α ∈ [0, 2] (see Appendix B
of [29], for example). In the present paper, we are focused on α ∈ (1, 2], especially when α
is in a neighborhood near one in this interval. This is because the Rényi relative entropy
converges to the von Neumann relative entropy as α→ 1.
Now we can evaluate the bound in (21) for the case when the divergence is chosen to be
the Rényi relative entropy:
min
σBn
D(ρABn ||IA ⊗ σBn) ≥ Dα
(
ρF ||P 1
M
)
(25)
= 1
α− 1 log2
[
Fα
(
1
M
)
1−α + (1− F )α
(
M − 1
M
)
1−α
]
(26)
≥ 1
α− 1 log2
[
Fα
(
1
M
)
1−α
]
(27)
= α
α− 1 log2[F ] + log2M (28)
= α
α− 1 log2[F ] + nR (29)
If we optimize over all entanglement generation codes, then we have the bound
max
φAA1···An
min
σBn
Dα(ρABn ||IA ⊗ σBn) ≥ α
α− 1 log2[F ] + nR. (30)
This is equivalent to
Iα
(N⊗n) ≥ α
α− 1 log2[F ] + nR, (31)
where we define the Rényi coherent information Iα of a quantum channel according to the
recipe in (10). Rewriting this, the bound is equivalent to
F ≤ 2−n(α−1α )(R− 1n Iα(N⊗n)). (32)
I Remark. It is worth noting at this point that if it is possible to prove that 1nIα(N⊗n) is
an additive function of the channel N , in the sense that
1
n
Iα
(N⊗n) = Iα(N ) (33)
for any finite n, then this would be sufficient to prove that the strong converse holds
according to the argument of [22] (which has since been repeated in different contexts in
both [25] and [14]). (In fact, any subadditivity relation of the following form would suffice:
Iα(N⊗n) ≤ nIα(N )+o(n).) One could also consider using the recently developed sandwiched
Rényi relative entropy [21, 31] in this context. So far, it is not clear to us whether either of
the coherent information quantities derived from the traditional or sandwiched Rényi relative
entropies are additive in the above sense for any degradable channel.
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3.2 Application to the quantum erasure channel
We now specialize the above bounds to the case of the quantum erasure channel. Beginning
from (25)-(29), we see that we can choose any state σBn for establishing a bound relating rate
and fidelity to an information quantity. So we choose σBn = [Np(pi)]⊗n = ((1−p)pi+p|e〉〈e|)⊗n,
where pi = I/d is the maximally mixed qudit state on the input and Np is the erasure channel
defined in (1). This then leads to the following bound for any (n,R, ε, φ,D) entanglement
generation code:
α
α− 1 log2[F (φ)] + nR ≤ minσBn Dα(NA→Bn(φAA1···An)||IA ⊗ σBn) (34)
≤ Dα
(NAn→Bn(φAA1···An)||IA ⊗ [Np(pi)]⊗n), (35)
where NAn→Bn = N⊗np and F (φ) denotes the fidelity of an entanglement generation code
with initial state φ.3 Observe now that the output of n uses of the quantum erasure channel
is rather special, in the sense that it can be written as a convex combination of 2n density
operators which are supported on orthogonal subspaces. We can index these by a binary
string i (where ones in this string represent the systems that get erased and zeros represent
systems that do not get erased), and we denote the density operators for NAn→Bn(φAA1···An)
by ωiABn and those for [N (pi)]⊗n by τ iBn . Furthermore, let {i} be the set of indices for the
systems that get erased, so that we denote the systems that get erased by A{i} and those
that do not by A{i}c . We then find that
Dα
(NAn→Bn(φAA1···An)||IA ⊗ [Np(pi)]⊗n)
= 1
α− 1 log
∑
i∈{0,1}n
(1− p)n−|i|p|i|Tr{[ωiABn]α(IA ⊗ (τ iBn)1−α)} (36)
= 1
α− 1 log
∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i|Tr{[φAA{i}c ]α} (37)
= 1
α− 1 log
∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i|Tr{[φA{i} ]α}, (38)
where the last equality follows because the spectrum of φAA{i}c is equal to the spectrum of
φA{i} for a pure state. Rewriting (34)-(38), we obtain the following bound on the fidelity F (φ):
F (φ) ≤
[
2−n(
α−1
α )R
][ ∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i|Tr{[φA{i} ]α}
] 1
α
. (39)
I Remark. By inspecting the above, we see that obtaining a general bound on the fidelity of
an entanglement generation code for the quantum erasure channel is related to the quantum
marginal problem [17], since the various terms Tr{[φA{i} ]α} in the sum are the α-purities of
all of the 2n marginals of the quantum state φAA1···An .
4 Strong converse for almost all codes
In the previous section, we established the bound (39) on the fidelity F (φ) of any (n,R, ε, φ,D)
entanglement generation code. In this section, we prove our main result, i.e., that the large
3 We could denote this fidelity as F (φ,D) because the fidelity of any code depends on the initial state φ
and the decoder D, but the bound we find here is independent of the decoder D, so we suppress it from
the notation.
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fraction of capacity-exceeding entanglement generation codes satisfy the strong converse
property. Before proving this result, we need to establish a measure on the set of all
entanglement generation codes, in order to talk about the fraction of codes that satisfy the
strong converse property. The most natural measure in this context is the unitarily invariant
measure (Haar measure) on pure states, so that each possible initial state for an entanglement
generation code is “receiving equal weight.”
Now, suppose that we select the pure state φAAn at random according to the Haar
measure with |A| = 2nR and |Ai| = d for all i ∈ {1, . . . , n}. What makes the subsequent
reasoning pertinent is the well-known fact that for R < Q(Np) = (1− 2p) log d, this choice
results in a good code asymptotically with overwhelming probability. (Cf. for instance [15].)
We begin by analyzing the expectation of the fidelity F (φ):
Eφ{F (φ)} ≤ Eφ
2−n(α−1α )R
[ ∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i|Tr{[φA{i} ]α}] 1α
 (40)
≤ 2−n(α−1α )R
[ ∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i| Eφ{Tr{[φA{i}]α}}
] 1
α
, (41)
with the first inequality following from the development in the previous section and the
second inequality following from concavity of x 1α for α ∈ (1, 2]. So it remains to analyze the
term E{Tr{[φA{i} ]α}}. Let M†iMi = φA{i} and consider that
Tr{[φA{i} ]α} = Tr
{
(M†iMi)α
}
= Tr
{
(M†iMi)α−1
(
M†iMi
)}
(42)
≤ (‖Mi‖2∞)α−1Tr{(M†iMi)} = (‖Mi‖2∞)α−1 (43)
By employing the above inequalities and concavity of xα−1 for α ∈ (1, 2], we find that
E{Tr{[φA{i} ]α}} ≤
[
E
{‖Mi‖2∞}]α−1. (44)
For a randomly chosen pure state ψRS on systems R and S and such that ψR = M†M , we
have the estimate
E
{‖M‖2∞} ≤ Cd−1R , (45)
where dR = dim(HR) and C is a universal constant independent of dR [2]. This then implies
the following bound for our setting:
E{Tr{[φA{i} ]α}} ≤
(
Cd−|i|
)
α−1 = Cα−1d|i|(1−α), (46)
where we recall that d is the dimension of an individual input to the channel (so that the
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support of ψA{i} has dimension d|i|). Plugging back in to (41), we find the upper bound
Eφ{F (φ)} ≤
[
2−n(
α−1
α )R
][ ∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i|E{Tr{[φA{i} ]α}}
] 1
α
(47)
≤
[
2−n(
α−1
α )R
][ ∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i|Cα−1d|i|(1−α)] 1α (48)
= 2−n(
α−1
α )R Cα−1
[ ∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|[pd(1−α)]|i|] 1α (49)
= 2−n(
α−1
α )R Cα−1
[
(1− p)dα−1 + d1−αp]nα (50)
= 2−n(
α−1
α )(R− 1α−1 log[(1−p)dα−1+d1−αp]−αn logC). (51)
We now argue that if the rate R of quantum communication is strictly larger than the
quantum capacity (1− 2p) log d of the erasure channel, then we can pick α as a constant
near one and n large enough such that(
α− 1
α
)(
R− 1
α− 1 log
[
(1− p)dα−1 + d1−αp]− α
n
logC
)
> 0. (52)
So consider the term:
1
α− 1 log
[
(1− p)dα−1 + d1−αp]. (53)
Let us set α = 1 + t, so that the above is
1
t
log
(
(1− p)dt + d−tp). (54)
The limit of this quantity as t→ 0 (α→ 1) is given by
(1− p)dt log d− pd−t log d
(1− p)dt + d−tp
∣∣∣∣∣
t=0
= (1− 2p) log d. (55)
The other term −αn logC in the exponent becomes arbitrarily small as n becomes larger.
Thus, it is always possible to pick a constant α and n large enough so that (52 ) is satisfied,
and we recover a strong converse property for the expectation of the fidelity under randomly
chosen entanglement generation codes.
Since the fidelity F (φ) is a non-negative random variable between zero and one, we can
appeal to Markov’s inequality to recover the following bound:
Pr
φ
{
F (φ) > 2− 12n(
α−1
α )(R− 1α−1 log[(1−p)dα−1+d1−αp]−αn logC)
}
≤ Eφ{F (φ)}
2− 12n(
α−1
α )(R− 1α−1 log[(1−p)dα−1+d1−αp]−αn logC)
≤ 2− 12n(α−1α )(R− 1α−1 log[(1−p)dα−1+d1−αp]−αn logC), (56)
where we used the bound in (51) for the second inequality. Thus, our conclusion is that if
R > (1− 2p) log d, then we can choose α a constant and n large enough so that (52) holds,
with the fraction of codes satisfying the strong converse property rapidly approaching one as
the number of channel uses increases.
We can obtain an even sharper statement about the convergence by appealing to Levy’s
Lemma (see [12], for example):
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I Lemma 1 (Levy’s Lemma). Let f : Cd → R and η > 0 be such that for all pure states |ϕ1〉
and |ϕ2〉 in Cd
|f(|ϕ1〉)− f(|ϕ1〉)| ≤ η‖|ϕ1〉 − |ϕ2〉‖2.
Let |ϕ〉 be a random pure state in Cd. Then for all δ ∈ [0, η], the following bound holds
Pr{|f(|ϕ〉)− E{f(|ϕ〉)}| ≥ δ} ≤ 4 exp
{
−dδ
2
cη
}
,
where c is a positive constant.
We obtain a Lipschitz constant for the fidelity as a function of pure input states as follows:
|F (ϕ1)− F (ϕ2)| ≤ |F (ϕ1)− F (ϕ2)|+ |[1− F (ϕ1)]− [1− F (ϕ2)]| (57)
≤ ‖ϕ1 − ϕ2‖1 (58)
≤ 2‖|ϕ1〉 − |ϕ2〉‖2. (59)
The first inequality is obvious, the second follows from monotonicity of trace distance under
quantum operations (with these operations being a test for the maximally entangled state,
the decoder, the channel and the encoder), and the third inequality is straightforward (see
Lemma I.4 in [11], for example).
Since we have the bound
0 ≤ Eφ{F (φ)} ≤ 2−n(
α−1
α )(R− 1α−1 log[(1−p)dα−1+d1−αp]−αn logC) ≡ g, (60)
it follows from Levy’s lemma that
Pr{F (φ) ≥ g + δ} ≤ Pr{F (φ) ≥ Eφ{F (φ)}+ δ} (61)
≤ 4 exp
{
−2
n[R+log d]δ2
2c
}
(62)
We can take δ = g, to find that
Pr
{
F (φ) ≥ 2 · 2−n(α−1α )(R− 1α−1 log[(1−p)dα−1+d1−αp]−αn logC)
}
≤ 4 exp
{
−2
n[R+log d][2−n(α−1α )(R− 1α−1 log[(1−p)dα−1+d1−αp]−αn logC)]2
2c
}
. (63)
Now, without loss of generality, we can take R ≤ log d (otherwise the strong converse already
holds for all codes), so that R+ log d ≥ 2(α−1α )R. Thus, we see that the fraction of codes
with R > (1− 2p) log d and obeying the strong converse approaches one doubly exponentially
fast in the number of channel uses.
5 Conclusion
The main result of the present paper is a proof that the large fraction of codes with a quantum
communication rate exceeding the quantum capacity of the erasure channel satisfy the strong
converse. We view this result as adding to the evidence from [20] that a strong converse
should hold for the quantum capacity of these channels. The main open question going
forward from here is to prove that a fully strong converse holds for the quantum capacity of
the erasure channel (i.e., that if the rate of any quantum communication scheme exceeds the
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quantum capacity of the erasure channel, then the quantum error necessarily converges to
one).
The focus on the erasure channel of the present discussion may be justified by the
simplicity of the channel (including its additivity). It also allowed us to give an illustration
of the power of the Rényi divergence approach. At the same time, it seems to be true for all
currently known random code ensembles achieving the coherent information for a channel
N with Stinespring isometry V : A′ ↪→ B ⊗ E (with respect to a given input density ρA),
that at rates above the same coherent information they have fidelity going to zero, with
overwhelming probability. Of course this has to be verified for each ensemble separately, but
rests on two properties that hold for most codes in the ensemble. Namely, with respect to
the pure state |ψ〉ABnEn = (I ⊗ V ⊗n)|φ〉AA′n :
1. Typicality of B. The channel output ψBn is largely in the typical subspace of N (ρA)⊗n
in the sense that Hδmax(Bn) ≤ nS(N (ρA)) + o(n).
2. Saturation of E. The complementary channel output ψEn covers essentially uniformly
the typical subspace of N c(ρA)⊗n in the sense that Hδmin(En) ≥ nS(N c(ρA))− o(n).
[In fact, in practice the latter property tends to be true for most states in most code
subspaces.] We refer to [29] (cf. [20]) for the definitions and necessary properties of (smooth)
min- and max-entropies used in the following.
Now, if our code is supposed to generate entanglement at rate R with fidelity F , then by
the decoupling principle,
H
√
1−F 2
min (A|En) ≥ nR. (64)
On the other hand, using relations between min- and max-entropies as well as chain rules,
H
√
1−F 2
min (A|En) . Hmax(A|En)
. Hδmax(AEn)−Hδmin(En)
= Hδmax(Bn)−Hδmin(En), (65)
where  = 12 (1−
√
1− F 2) and δ = 14, the inequalities are true up to terms of order log 1δ .
By the typicality and saturation properties, (64) and (65) bound the rate as desired,
R ≤ S(N (ρA))− S(N c(ρA)) + o(1) = I(A〉B) + o(1). (66)
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A Strong converse for the classical capacity of the quantum erasure
channel
In this appendix, we detail a proof that the strong converse holds for the classical capacity
of the quantum erasure channel. To our knowledge, a proof of this statement has not yet
appeared in the literature. This result was obtained in collaboration with Naresh Sharma.
Using the generalized divergence framework established in [25] and reviewed in [31] (or
even the method of Koenig-Wehner [18]), we obtain the following bound on the success
probability when transmitting a classical message through the quantum erasure channel
psucc ≤ 2−n(
α−1
α )(R− 1nχα(N⊗n)), (67)
where
1
n
χα
(N⊗n) (68)
is the regularized Rényi-Holevo information of the erasure channel. So our goal is to prove
that this quantity is additive as a function of the quantum erasure channel. First recall that
this quantity can be written as an information radius [24, 31]:
χα
(N⊗n) = min
σBn
max
ρAn
Dα
(N⊗n(ρAn)||σBn). (69)
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With this, we see that we can upper bound this quantity simply by choosing σBn to be the
output of the erasure channel when the tensor-power maximally mixed state is input:
χα
(N⊗n) ≤ max
ρAn
Dα
(N⊗n(ρAn)||[N (pi)]⊗n). (70)
As discussed in Section 3.2, the output of the quantum erasure channel is rather special, in
the sense that it can be written as a linear combination of 2n density operators which are
supported on orthogonal subspaces. We can index these by a binary string i (where ones in
this string represent the systems that get erased and zeros represent systems that do not get
erased), and we denote the density operators for N⊗n(ρAn) by ωiBn and those for [N (pi)]⊗n
by τ iBn . Furthermore, let {i} be the set of indices for the systems that get erased, so that we
denote the systems that get erased by A{i} and those that do not by A{i}c . We then find
that
max
ρAn
Dα
(N⊗n(ρAn)||[N (pi)]⊗n)
= 1
α− 1 log maxρAn Tr
{[N⊗n(ρAn)]α([N (pi)]⊗n)1−α} (71)
= 1
α− 1 log maxρAn
∑
i∈{0,1}n
(1− p)n−|i|p|i|Tr{[ωiBn]α[τ iBn]1−α} (72)
= 1
α− 1 log maxρAn
∑
i∈{0,1}n
(1− p)n−|i|p|i|Tr{[ρA{i}c ]α[piA{i}c ]1−α} (73)
The above equalities follow simply by substitution and some algebra. Continuing, the last
line above is equal to
= 1
α− 1 log maxρAn
∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i|Tr{[ρA{i}c ]α} (74)
≤ 1
α− 1 log
∑
i∈{0,1}n
[
(1− p)dα−1]n−|i|p|i| (75)
= 1
α− 1 log
n∑
k=0
[
(1− p)dα−1]n−kpk(n
k
)
(76)
= 1
α− 1 log
(
(1− p)d(α−1) + p
)
n (77)
= n
[
1
α− 1 log
(
(1− p)d(α−1) + p
)]
(78)
The inequality follows because Tr{[ρA{i}c ]α} ≤ 1 for all α ≥ 1 (and we are considering
α ∈ (1, 2] here). The next few equalities are straightforward. Returning to (67), all of this
development implies that we get the following upper bound on success probability
psucc ≤ 2−n(
α−1
α )(R−[ 1α−1 log((1−p)d(α−1)+p)]) (79)
The last line above is a single-letter upper bound. Now, let us set α = 1 + t, so that the
above is
1
t
log
(
(1− p)dt + p). (80)
The limit of this quantity as t→ 0 is given by
(1− p)dt log d
(1− p)dt + p
∣∣∣∣ε=0 = (1− p) log d, (81)
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which is exactly the classical capacity of the quantum erasure channel. Thus, whenever
the classical communication rate R > (1− p) log d , we can always find a value of α in a
neighborhood of one such that(
α− 1
α
)(
R−
[
1
α− 1 log
(
(1− p)d(α−1) + p
)])
> 0. (82)
This concludes the proof.
Interestingly, the proof above demonstrates that tensor-product pure-state codewords
are the optimal choice in order to saturate the bound given above. That is, for pure-state
codewords, we have the equality Tr{[ρA{i}c ]α} = 1, so that the upper bound is saturated by
this choice.
