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1.1. Differential Inclusions and Set-Valued Integral
Problem 1.1Consider thenonlinear differential inclusion (DI)
x′(t)∈F (t, x(t)) (f. a. e.t ∈ I := [t0, T ] ) , (1)
x(t0)∈X0 (2)
with the nonempty setX0 ∈ C(Rn) and the set-valued mappingF : I × Rn⇒Rn with
images inC(Rn).
Hereby,C(Rn) denotes theset of nonempty, convex, compact subsets ofRn andx : I →
R
n fulfills x(·) ∈ AC(I), i.e.x(·) is absolutely continuous.
Definition 1.2 The attainable setR(t, t0, X0) at a given timet ∈ I for Problem1.1 is
defined as
R(t, t0, X0) = {x(t) | x(·) ∈ AC(I) is solution of (1)–(2)} .
Aim of the methods presented here:











simplification for main parts of the talk:
Problem 1.3Thelinear differential inclusion (LDI)is stated as follows:
x′(t) ∈ A(t)x(t) + B(t)U (f. a. e.t ∈ I = [t0, T ] ) , (3)
x(t0) ∈ X0 (4)
with matrix functionsA : I → Rn×n,B : I → Rn×m and setsX0 ∈ C(Rn), U ∈ C(Rm).
Definition 1.4 Thefundamental solutionof the corresponding matrix differential equation
X ′(t) = A(t)X(t) (f. a. e.t ∈ I ) ,
X(τ ) = I .
to Problem1.3 is denoted byΦ(·, τ ) for τ ∈ I , whereI ∈ Rn×n is the unit matrix.
Definition 1.5 ([Aumann, 1965])
Consider a set-valued functionF : I ⇒ Rn with images inC(Rn) which is measurable and
integrably bounded, i.e. there existsk(·) ∈ L1(I) with F (t) ⊂ k(t)B1(0) f. a. e.t ∈ I .



















1.2. Arithmetic Operations on Sets
Definition 1.6 LetC,D ∈ C(Rn). TheHausdorff distancebetweenC andD is defined as







‖c− d‖2 (c ∈ C) .
Notation 1.7 Thearithmetic operationsof sets
λ·C := {λ·c | c ∈ C } (scalar multiple),
C+D :={ c+d | c ∈ C, d ∈ D } (Minkowski sum) ,
A·C := {A·c | c ∈ C } (image under a linear mapping)











Definition 1.8 LetC ∈ C(Rn), l ∈ Rn. Thesupport functionresp. thesupporting facefor
C in directionl is defined as
δ∗(l, C) := max
c∈C





{x ∈ Rn : 〈l, x〉 ≤ δ∗(l, x)} .
Lemma 1.9LetC,D ∈ C(Rn),A ∈ Rk×n andλ ≥ 0. Then,
C⊂D ⇐⇒ δ∗(l, C)≤δ∗(l, D) for all l ∈ Sn−1 ⊂ Rn, i.e.‖l‖2 = 1
and the following calculus rules are valid forl ∈ Sn−1:
δ∗(l, C+D) = δ∗(l, C)+δ∗(l, D) , Y (l, C+D) = Y (l, C)+Y (l, D) ,
δ∗(l, λC) = λδ∗(l, C) , Y (l, λC) = λY (l, C) ,
δ∗(l, AC) = δ∗(Atl, C) , Y (l, AC) = AY (Atl, C) ,
dH(C,D) = sup
‖l‖2=1
|δ∗(l, C)−δ∗(l, D)| (5)
and
















LetF : I ⇒ Rn with nonempty, closed images be measurable and integrably bounded.







δ∗(l, F (t))dt .
Lemma 1.11(e.g. [Sonneborn and van Vleck, 1965])
Given Problem1.3, the attainable set at timet ∈ I can be rewritten as




Scalarizationby support functions resp. supporting faces yields forl ∈ Sn−1:
δ∗(l,R(T, t0, X0)) = δ∗(Φ(T, t0)tl, X0) +
∫
I
δ∗(B(t)tΦ(T, t)tl, U)dt ,















1.3. Modulus of Smoothness
Definition 1.12 Let f : I → Rn be bounded. Theaveraged modulus of smoothness of
orderk ∈ N is defined as
τk(f ;h) := ‖ωk(f ; ·;h)‖L1 ,






] ∩ I} for x ∈ I ,
where∆kδf (t) is thek-th forward difference of (·) in t with step-sizeδ.
Lemma 1.13(cf. [Sendov and Popov, 1988])
Let f : I → Rn be bounded andp ∈ N. Then,
τp(f ;h) =

o(1), if f (·) is Riemann integrable
O(h), if f (·) has bounded variation
o(hp−1), if p ≥ 2 andf p−2(·) ∈ AC(I)
O(hp), if p ≥ 2, f p−2(·) ∈ AC(I)











2. Quadrature and Combination Methods
2.1. Quadrature Methods
Notation 2.1 Let I := [t0, T ] and f : I → Rn be given. We denote thepoint-wise
quadrature formulaby
Q(f ; [t0, T ]) :=
s∑
µ=1
bµf (t0 + cµ(T − t0)) ,
wherebµ ∈ R are the weights andcµ ∈ [0, 1] determine the nodes (µ = 1, . . . , s).
Seth = T−t0
N
as step-size forN ∈ N and define theiterated quadrature formulaas
QN(f ; [t0, T ]) := h
N−1∑
j=0





bµf (tj + cµh) .
Q(f ; I) hasprecisionp ∈ N0, if all polynomials up to degreep are integrated exactly and




Definition 2.2 Consider a point-wise quadrature formula of Notation2.1andF : I ⇒ Rn
with images inC(Rn). Theiterated set-valued quadrature methodis efined with the usual
arithmetic operations

















(cf. [Polovinkin, 1975], [Balaban, 1982], [Donchev and Farkhi, 1990], [Veliov, 1989a]),
[Krastanov and Kirov, 1994], [B. and Lempio, 1994b], [B., 1995])
ConsiderN ∈ N and a point-wise iterated quadrature formula of Notation2.1 with
non-negative weightsbµ ≥ 0 (µ = 1, . . . , s) and the remainder term
RN(f ; I) :=
∫
I
f (t)dt−QN(f ; I) .





F (t)dt,QN(F ; I)) = sup
‖l‖2=1











2.2. Quadrature Method for the Approximation of Attainable Sets
Proposition 2.4
(cf. [Donchev and Farkhi, 1990], [B. and Lempio, 1994b], [B., 1995])
ConsiderN ∈ N and a point-wise iterated quadrature formula of Notation2.1 with
non-negative weightsbµ ≥ 0 (µ = 1, . . . , s). Assume that
• the valuesΦ(T, tj + cµh) are knownfor j = 0, . . . , N − 1 andµ = 1, . . . , s
• the quadrature method has precisionp− 1, p ∈ N
• τp(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Chp uniformly in l ∈ Sn−1
Then,
dH(R(T, t0, X0), QN(Φ(T, ·)B(·)U); [t0, T ]) = O(hp).
Proof: In [Sendov and Popov, 1988, Theorem 3.4]:
|RN(f )| = |
∫
I


















δ∗(l, QN(F ; I)) = QN(δ
∗(l, F (·)); I) ,












Example 2.5set-valued rectangular rule (special Riemannian sum) forI = [t0, T ]:









QNj+1 = Φ(tj+1, tj)Q
N













Example 2.6set-valued trapezoidal rule forI = [t0, T ]:




F (t0) + F (T )
)






F (tj) + F (tj+1
)
,






Φ(T, tj)B(tj)U + Φ(T, tj+1)B(tj+1)U
)
in iterative form:






Φ(tj+1, tj)B(tj)U + Φ(tj+1, tj+1)B(tj+1)U
)
, QN0 = X0
Remark 2.7
problems with quadrature methods:
• no generalization for nonlinear differential inclusions possible












Proposition 2.8 (cf. [B. and Lempio, 1994b], [B., 1995])
ConsiderN ∈ N and a point-wise iterated quadrature formula of Notation2.1 with non-
negative weightsbµ ≥ 0 (µ = 1, . . . , s). Assume that
(i) the quadrature method has precisionp− 1, p ∈ N
(ii) τp(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Chp uniformly in l ∈ Sn−1
(iii) dH(X0, XN0 ) = O(hp)
and uniformly inj = 0, . . . , N − 1 andµ = 1, . . . , s
(iv) Φ̃(tj+1, tj) = Φ(tj+1, tj) +O(hp+1)
(v) dH(Ũµ(tj + cµh),Φ(tj+1, tj + cµh)B(tj + cµh)U) = O(hp)
Then, thecombination methodefined as





bµŨµ(tj + cµh) (j = 0, . . . , N − 1)
satisfies the global estimate
dH(R(T, t0, X0), XNN ) = O(hp) .
Especially, (iv) is satisfied for
Ũµ(tj + cµh) := Φ̃µ(tj+1, tj + cµh)B(tj + cµh)U ,











Proof: Define forj = 0, . . . , N − 1 the iterations





Φ(tj+1, τ )B(τ )Udτ ,





bµΦ(tj+1, tj + cµh)B(tj + βµh)U ,
RN0 = Q
N
0 = X0 .
Then,
RNN = R(T, t0, X0) , QNN = QN(Φ(T, ·)B(·)U ; [t0, T ]) .












bµΦ(tj+1, tj + cµh)B(tj + cµh)U)
≤ (1 + hC̃) dH(RNj , QNj ) +O(hp+1)
















j+1) ≤‖Φ(tj+1, tj)‖ · dH(QNj , XNj )




bµ dH(Φ(tj+1, tj + cµh)B(tj + cµh)U, Ũµ(tj + cµh))
≤(1 + hC̃) dH(QNj , XNj ) +O(hp+1)
⇒ dH(QNj , XNj ) ≤(1 + hC̃)j dH(QN0 , XN0 ) + jO(hp+1)
≤(1 + hC̃)N dH(X0, XN0 ) + NO(hp+1)
≤e(T−t0)C̃O(hp) +O(hp) = O(hp) .
⇒ dH(RNj , XNj ) ≤ dH(RNj , QNj ) + dH(QNj , XNj ) = O(hp)











Example 2.9combination method: iter. Riemannian sum/Euler for matrix differ. equation
X ′(t) = A(t)X(t) (t ∈ [tj, tj+1]) ,
X(tj) = I
XNj+1 = Φ̃(tj+1, tj)X
N
j + hΦ̃1(tj+1, tj)B(tj)U , (j = 0, . . . , N − 1)
Φ̃(tj+1, tj) = Φ̃(tj, tj) + hA(tj)Φ̃(tj, tj) ,
Φ̃1(tj+1, tj) = Φ̃(tj+1, tj) .
Hence,
XNj+1 = (I + hA(tj))X
N
j + h(I + hA(tj))B(tj)U (j = 0, . . . , N − 1).
Other possibility for calculation: Euler for adjoint equation
Y ′(t) = −Y (t)A(t) (t ∈ [t0, T ]) ,
Y (T ) = I
gives






Φ̃(T, tj) = N − j (backward) steps of Euler for adjoint equation,











Example 2.10usual combination of set-valued quadrature method and pointwise DE solver
which provides approximations to the values of the fundamental solution at the quadrature
nodes:
set-valued solver for step-size overall
quadrature method differential equations of DE solver order
iter. Riemannian sumEuler h O(h)
iter. trapezoidal rule Euler-Cauchy/Heun h O(h2)
iter. midpoint rule modified Euler h2 O(h
2)
iter. Simpson’s rule classical RK(4) h2 O(h
4)
Romberg’s method extrapolation of midpoint rule







(under suitable smoothness assumptions)
Remark 2.11
problems with these combination methods:
• no generalization for nonlinear differential inclusions possible
• values of fundamental solutionsΦ(tj+1, tj),Φµ(tj + cµh, tj)
resp.Φ(T, tj),Φµ(T, tj + cµh) must be calculated additionally












3. Set-Valued Runge-Kutta Methods
Runge-Kutta methodscould be expressed by theButcher array(cf. [Butcher, 1987]):
c1 a11 a12 . . . a1,s−2 a1,s−1 a1,s
c2 a21 a22 . . . a2,s−2 a2,s−1 a2,s
... ... ... ... ... ... ...
cs−1 as−1,1 as−1,2 . . . as−1,s−2 as−1,s−1 a1,s
cs as,1 as,2 . . . as,s−2 as,s−1 as,s with c1 := 0 .
b1 b2 . . . bs−2 bs−1 bs
Explicit Runge-Kutta methods satisfyaµ,ν = 0, if µ ≤ ν andc1 = 0.
Theset-valued Runge-Kutta methodfor LDI is defined as follows:

























j ∈ U , (10)
ηN0 ∈ XN0 , (11)











Remark 3.1 If nonlinear DIs are considered withF (t, x) =
⋃
u∈U
{f (t, x, u)}, equation (9)
must be replaced by
ξ
(µ)










For some selection strategies, some of the selectionsu(µ)j depend on others (e.g., they could
be all equal).























bµF (tj + cµh) = QN(F ; [t0, T ])
of the Runge-Kutta method.












Remark 3.2 Grouping in equation (8) by matrices multiplied byηNj andu
(µ)
j , µ = 1, . . . , s
we arrive at the form










bµΨ̃µ(tj+1, tj + cµh)u
(µ)
j }
with suitable matrices̃Φ(tj+1, tj) (involving matrix values ofA(·)) andΨ̃µ(tj+1, tj + cµh)
(involving matrix values ofA(·) andB(·)).
Φ̃(tj+1, tj) is the same matrix as in the pointwise case forf (t, x, u) = A(t)x, hence it
approximatesΦ(tj+1, tj) from the same order as in the pointwise case.
Questions:
• What is the order of the set-valued Runge-Kutta method,
i.e. dH(R(T, t0, X0), XN0 ) = O(hp) ?
Does the order coincide with the single-valued case?
• What selection strategy is preferrable?
• Should the chosen selection strategy depend on the Runge-Kutta method?











Answers in the literature:
set-valued iter. quadrature global disturbance local order overall
RK-method method order term for . . . of disturbance global order




Euler/Cauchy midpoint rule O(h2) ηNj O(h3) O(h2)
(constant sel.) u(1)j O(h2)
Euler/Cauchy trapezoidal rule O(h2) ηNj O(h3) O(h2)




Euler’s method (see Subsection3.1):
cf. [Nikol’ski ı̌, 1988], [Dontchev and Farkhi, 1989], [Wolenski, 1990] for nonlinear DIs,
for extensions see [Artstein, 1994], [Grammel, 2003])
Euler-Cauchy method (see Subsection3.2):
cf. [Veliov, 1992] as well as [Veliov, 1989b]
for strongly convex nonlinear DIs
modified Euler method (see Subsection3.3)












Remark 3.3 ConsiderEuler’s method, i.e. the Butcher array
0 0 .
1
underlying quadrature method = special Riemannian sum:











XNj + hB(tj)U (j = 0, . . . , N − 1) .
Proposition 3.4Euler’s method is a combination method with the following settings:




Φ̃(tj+1, tj) = I + hA(tj) ,











Proposition 3.5 (cf. [Nikol’ski ı̌, 1988], [Dontchev and Farkhi, 1989], [Wolenski, 1990],
see also [Artstein, 1994], [Grammel, 2003])
If
• A(·) is Lipschitz,
• B(·) is bounded,
• τ1(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Ch uniformly in l ∈ Sn−1, e.g., ifB(·) is Lipschitz,
• dH(X0, XN0 ) = O(h),
thenEuler’s methodconverges at least with orderO(h).
Proof: The quadrature method has precision0.
If B(·) is Lipschitz, thenΦ(T, ·)B(·) and hence alsoδ∗(l,Φ(T, ·)B(·)U) (uniformly in
l ∈ Sn−1) areLipschitz.
The following estimations are valid:




− Φ(tj+1, tj)‖ = O(h2) ,
‖Φ̃1(tj+1, tj)− Φ(tj+1, tj)‖ = ‖I − Φ(tj+1, tj)‖ = O(h) .
Hence, Proposition2.8can be applied yieldingO(h). 
For order of convergence 1, it is sufficient thatA(·) andB(·) (resp.δ∗(l,Φ(T, ·)B(·)U),











3.2. Euler-Cauchy Method (or Heun’s Method)
Remark 3.6 Considermethod of Euler-Cauchy(or Heun’s method), i.e. the Butcher array
0 0 0





underlying quadrature method = iterated trapezoidal rule:






F (tj) + F (tj+1)
)
















































Proposition 3.7The method ofEuler-Cauchywith two free selections”u(1)j , u
(2)
j ∈U ” is a
combination method with the following settings:






F (tj) + F (tj+1)
)
,










Φ̃1(tj+1, tj) := I + hA(tj+1) ,
Φ̃2(tj+1, tj+1) := I .
Proposition 3.8The method ofEuler-Cauchywith constant selectionstrategy ”u(1)j =u
(2)
j ”
is a combination method with the following settings:






































(cf. [Veliov, 1992] as well as [Veliov, 1989b] for strongly convex nonlinear DIs)
If
• A′(·) andB(·) areLipschitz,
• τ2(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Ch2 uniformly in l ∈ Sn−1, e.g., ifB′(·) is Lipschitz,
• dH(X0, XN0 ) = O(h2),
then the method ofEuler-Cauchywith constantor with two free selectionsconverges at
least with orderO(h2).
For order of convergence 2, it is sufficient thatA′(·) andB′(·) (resp. d
dt
δ∗(l,Φ(T, ·)B(·)U),











3.3. Modified Euler Method







underlying quadrature method = iterated midpoint rule:


























































Proposition 3.11Modified Eulermethod withconstant selectionstrategy ”u(1)j =u
(2)
j ” is a
combination method with the following settings:


































constantapproximation by the quadrature method (midpoint rule) on[tj, tj+1]
⇒ constantselection in modified Euler is appropriate
Proposition 3.12If
• A′(·) andB(·) areLipschitz,
• τ2(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Ch2 uniformly in l ∈ Sn−1, e.g., ifB′(·) is Lipschitz,
• dH(X0, XN0 ) = O(h2),
thenmodified Eulermethod withconstantselection strategyconverges at least with order
O(h2).
For order of convergence 2, it is sufficient thatA′(·) andB′(·) (resp. d
dt
δ∗(l,Φ(T, ·)B(·)U),











Proof: The quadrature method has precision1.
Careful Taylor expansion shows (as in the pointwise case) that
‖Φ̃(tj+1, tj)− Φ(tj+1, tj)‖
=‖
(











− Φ(tj+1, tj)‖ = O(h3) .





























































Proposition 3.13Modified Eulermethod withtwo freechoicesu(1)j , u
(2)
j ∈U is a combina-
tion method with the following settings:





































F (tj) + F (tj+1)
)
,










Ũ1(tj) = B(tj +
h
2








problem in (i): Minkowski sum of 2 sets iñU1(tj +
h
2), hence disturbance termO(h)
problem in (ii): Minkowski sum of 2 sets andB(tj+
h
2) instead ofB(tj) in Ũ1(tj)
resp.B(tj+
h
2) instead ofB(tj+1) in Ũ2(tj+1)
The problem with two selections was also observed in the approximation of nonlinear opti-












• A(·) is LipschitzandB(·) is bounded,
• τ1(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Ch uniformly in l ∈ Sn−1, e.g., ifB(·) is Lipschitz,
• dH(X0, XN0 ) = O(h),
thenmodified Eulermethod withtwo free selectionsconverges at least with orderO(h).
Proof: The quadrature method has precision 1, hence also0.
Careful Taylor expansion shows (as in the pointwise case) that
‖Φ̃(tj+1, tj)− Φ(tj+1, tj)‖ = ‖
(

























)‖ · ‖A(tj)‖ = O(h2) .











































≤‖I − Φ(tj+1, tj +
h
2
)‖ · ‖B(tj +
h
2
)‖ · ‖U‖ +O(h) = O(h) .











Remark 3.15 If we assume thatA′(·) is Lipschitz, it would be valid that
‖Φ̃(tj+1, tj)− Φ(tj+1, tj)‖









)A(tj))− Φ(tj+1, tj)‖ = O(h3) .
But the disturbances iñU1(tj +
h
2) are not of orderO(h
2).

























































U) = O(h) .
constant approximation by the quadrature method (midpoint rule) on[tj, tj+1]




















j ) is a combination method with the following settings:






F (tj) + F (tj+1)
)
,



























2) instead ofB(tj) resp.B(tj+
h
2) instead ofB(tj+1)
This strategy was used in the approximation of the value function of Hamilton-Jacobi-













• A(·) is LipschitzandB(·) is bounded,
• τ1(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Ch uniformly in l ∈ Sn−1, e.g., ifB(·) is Lipschitz,
• dH(X0, XN0 ) = O(h),
thenmodified Euler methodwith linear interpolated selectionsconverges at least with order
O(h).
Proof: The quadrature method has precision 1, hence also0.
Careful Taylor expansion shows as for two free selections that
‖Φ̃(tj+1, tj)− Φ(tj+1, tj)‖ = O(h2) .























)−B(tj)‖ + h‖A(tj +
h
2
)− A(tj)‖ · ‖B(tj)‖
)
· ‖U‖
+ ‖(I + hA(tj))− Φ(tj+1, tj)‖ · ‖B(tj)‖ · ‖U‖ = O(h) ,
dH(Ũ2(tj+1),Φ(tj+1, tj+1)B(tj+1)U) ≤ ‖B(tj +
h
2
)−B(tj+1)‖ · ‖U‖ = O(h)











Remark 3.18Assuming more smoothness, we could show that
‖Φ̃(tj+1, tj)− Φ(tj+1, tj)‖ = O(h3) ,
for time-independent situations it is valid that
dH(Ũ1(tj),Φ(tj+1, tj)B(tj)U) = O(h2) ,
dH(Ũ2(tj+1),Φ(tj+1, tj+1)B(tj+1)U) = O(h2)






















and U = [−1, 1].
Since (13) is fulfilled here, bothselection strategiesfor modified Eulerdiffer.
→ image: modif. Euler (constant selections)→ image: modif. Euler (2 free selections)
data for the pictures:
• reference set (black) = combination method ”iterated trapezoidal rule and Eu-
ler/Cauchy” with N = 10000 subintervals
• calculated supporting points inM = 200 directions
• different stepsizes:h = 1 (red), 0.5 (blue), 0.25 (green), 0.125 (magenta), 0.0625 (cyan)
computed estimations of the order of convergence:
Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 0.21434524 0.75039466
2 0.05730861 1.90311 0.36454336 1.04156
4 0.01517382 1.91717 0.17953522 1.02182
8 0.00384698 1.97979 0.08841414 1.02192
16 0.00096510 1.99498 0.04419417 1.00042
(constantselections) (2 freeselections)



























































































→ image: modif. Euler (constant selections)→ image: modif. Euler (2 free selections)
computed estimations of the order of convergence:
Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 1.19452805 1.19452805
2 0.56952805 1.06860 0.56952805 1.06860
4 0.20807785 1.45264 0.20807785 1.45264
8 0.06340445 1.71447 0.06340445 1.71447
16 0.01748660 1.85833 0.01748660 1.85833
32 0.00458787 1.93035 0.00458787 1.93035
64 0.00117462 1.96562 0.00117462 1.96562
(constantselections) (2 freeselections)
Possibleorder breakdownto O(h) in Proposition3.14 for modified Euler with two free



















1− t t · et
3− 2t (−1 + 2t) · et
)
and U = [−1, 1]2.
→ image: modif. Euler (linear interpolation)→ image: modif. Euler (constant selections)
data for the pictures:
• reference set (black) = combination method ”iterated Simpson’s rule and RK(4)” with
N = 100000 subintervals
• calculated supporting points inM = 200 directions
• different stepsizes:h = 1 (red), 0.5 (blue), 0.25 (green), 0.125 (magenta)
computed estimations of the order of convergence:
Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 2.47539809 0.67713923
2 0.42619535 2.53807 0.12998374 2.38112
4 0.12006081 1.82775 0.02271635 2.51653
8 0.05540102 1.11578 0.00498557 2.18790
16 0.02687764 1.04351 0.00119539 2.06027
32 0.01321630 1.02409 0.00029294 2.02881
64 0.00655070 1.01260 0.00007252 2.01407
(selections bylinear interpolation) (constantselections)













Remark 3.22Consider theclassical Runge-Kutta (4) method, i.e. the Butcher array


















underlying quadrature method = iterated Simpson’s rule:






F (tj) + 4F (tj +
h
2












Grouping byηNj and the four selectionsu
(µ)



















)A(tj) + A(tj +
h
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for j = 0, . . . , N − 1.
Remark 3.234 differentselection strategies:




j for µ = 2, 3, 4
• linear interpolatedselections:u(1)j , u
(4)











































j ∈U ” and
”u(2)j =u
(3)
j ” is a combination method with the following settings:
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Φ̃3(tj+1, tj+1) := I .
three setsinvolved in the quadrature method (Simpson’s rule) on[tj, tj+1]
⇒ three free selectionsin Runge-Kutta(4) is appropriate
4h
6 as weight in Simpson’s rule,
2h



















• A′′(·) is Lipschitz,
• τ3(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Ch3 uniformly in l ∈ Sn−1,
• dH(X0, XN0 ) = O(h3),
thenRunge-Kutta(4)method with thethree selection strategyconverges at least with order
O(h3).
Proof:The quadrature method has precision 3, hence also2.
Careful Taylor expansion shows (as in the pointwise case) that
‖Φ̃(tj+1, tj)− Φ(tj+1, tj)‖
=‖
(











− Φ(tj+1, tj)‖ = O(h4) .
The following estimations are valid:











‖Φ̃1(tj+1, tj)− Φ(tj+1, tj)‖
= ‖
(











































































































































































)‖dt = O(h3) .
Hence, Proposition2.8can be applied yieldingO(h3). 
Remark 3.26For order of convergence 3, it is sufficient thatA′′(·) has bounded variation
and d
dt












Remark 3.27The worse approximation of̃Φ2(tj+1, tj+
h
2) prevents the method of achieving
globallyO(h4) as order of convergence.
Proposition 3.28If
• A′(·) is Lipschitz,
• τ2(δ∗(l,Φ(T, ·)B(·)U), h) ≤ Ch2 uniformly in l ∈ Sn−1, e.g. ifB′(·) is Lipschitz
• dH(X0, XN0 ) = O(h2),
thenRunge-Kutta(4)method with theconstant, linear interpolatedor four selectionstrategy
converges at least with orderO(h2).
Sketch of proof:
underlying quadrature method for the constant selections:
iterated midpoint rule
underlying quadrature method for the linear interpolated selections:
iterated trapezoidal rule
4 free selections:
consider this method as disturbed method with 3 free selections
















t4 + 2t3 + 1 2t







and U = [−1, 1].
→ image: RK(4), 3 free selections → image: RK(4), 4 free selections
data for the pictures:
• reference set (black) = combination method ”iterated Simpson’s rule and RK(4)” with
N = 10000 subintervals,M = 200 calculated supporting points
• different stepsizes:h = 1 (red), 0.5 (green), 0.25 (blue)
computed estimations of the order of convergence:
Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 0.32495716 0.35441994
2 0.04104212 2.98507 0.07694989 2.20347
4 0.00535449 2.93828 0.02264766 1.76456
8 0.00065949 3.02132 0.00590203 1.94008
16 0.00008127 3.02061 0.00148039 1.99523
32 0.00001007 3.01255 0.00037051 1.99838
64 0.00000125 3.00679 0.00009275 1.99811
128 1.5623e-07 3.00352 0.00002320 1.99932
(3 freeselections) (4 freeselections)
Hence, in generalO(h4) could not be expectedin Proposition3.25for Runge-Kutta(4) with






















and U = B1(0).
→ image: RK(4), 3 free selections → image: RK(4), 4 free selections
computed estimations of the order of convergence:
Hausdorff distance estimated order Hausdorff distance estimated order
N to reference set of convergence to reference set of convergence
1 12.15909236 16.31389286
2 0.57388484 4.40513 1.13925599 3.83994
4 0.01593964 5.17007 0.03880440 4.87573
8 0.00048901 5.02660 0.00134452 4.85106
16 0.00002391 4.35405 0.00006260 4.42478
32 0.00000136 4.14023 0.00000341 4.19891
64 8.1132e-08 4.06303 1.9924e-07 4.09663
128 4.9646e-09 4.03051 1.2045e-08 4.04797
(3 freeselections) (4 freeselections)












Example selection strategy order of convergence
3.29 constant selections 4
linear interpolated selections 3
3 free selections 3
4 free selections 2
3.30 3 free selections 4
4 free selections 4
constant selections 2
linear interpolated selections 2
selection strategy Example order of convergenceminimal order
constant selections 3.29 4 2
3.30 2
linear interpolated selections 3.29 3 2
3.30 2
3 free selections 3.29 3 3
3.30 4
4 free selections 3.29 2 2
3.30 4












• framework for convergence proof only suitable for linear differential inclusions
• selection strategy for linear differential inclusions could be transferred to nonlinear ones
• smoothness ofA(·) andB(·) is not sufficient,
smoothness ofδ∗(l,Φ(T, ·)B(·)U) uniformly in l ∈ Sn−1 is additionally needed
• interpretation of set-valued Runge-Kutta method as quadrature method with disturbed
matrices for fundamental solution is possible
• interpretation is not unique, but there exists a ”natural” choice for a Runge-Kutta method
• necessary for overall orderO(hp):
global orderO(hp) for quadrature method,
local orderO(hp+1) for disturbance of matrix multiplied with the stateηNj ,
local orderO(hp) for disturbance of matrices multiplied with the selectionsu(µ)j
• convergence result gives minimal order of convergence,
additional counter examples (numerically/theoretically) are necessary
• convergence proof does not depend on smoothness of optimal control function or cor-
responding solution
• selection strategies should fit to underlying quadrature method
• other selection strategies with restricted subsets ofU × . . .× U are available, see e.g.
[Ferretti, 1997], [Lempio and Veliov, 1998], [Grüne and Kloeden, 2001] and Krastanov
(2004)
• few numerical implementations for nonlinear differential inclusions, see e.g.
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