D ecision modeling and cost effectiveness analysis have become important tools to inform clinical decision making and policy development, playing roles in policy decisions for human immunodeficiency virus 1,2 and breast and colon cancer screening, 3, 4 as well as clinical decisions in the prevention of cardiac disease, 5, 6 for example. The establishment and use of best practices for model development, validation, and reporting are key steps in ensuring that model users have information they can trust.
In this issue of Medical Decision Making, Eddy and others 7 describe practices for model transparency and validation recently developed by the International Society for Pharmacoeconomics and Outcomes Research (ISPOR)-Society for Medical Decision Making (SMDM) Modeling Good Research Practices Task Force. The authors recommend that modelers 1) provide a freely accessible nontechnical description of the model (VII.1), including a description of the external validation methods and results (VII.1 and VII.6) and verification (internal validation) methods (VII.4); 2) make available (openly or under licensing agreements) sufficiently technical documentation such that expert readers can evaluate and potentially reproduce the model (VII.2); and 3) assess face (VII.3), internal (verification) (VII.4), and external validity (VII.5-VII.11).
Previous guidelines and recommendations have discussed the importance of transparency and validation, urging developers to clearly report model structure, data, equations, and assumptions, as well as methods to validate or check model consistency. [8] [9] [10] [11] [12] However, these new ISPOR-SMDM recommendations set a new standard by encouraging the sharing of technical details, including code.
The guidelines arrive at a time of heightened interest in transparency in research communities. Earlier this year, in a report investigating difficulties in evaluating and reproducing key translational omics findings that were used for treatment choice in later clinical trials (and that were later retracted), 13, 14 the Institute of Medicine issued a call for greater transparency and sharing of data and code within translational omics and in the broader research community. 15 Eddy and colleagues 7 appropriately note that concerns about intellectual property, model misuse, and costs may limit sharing of model details. The authors also suggest that if a model is accurate (validated), transparency may be of lesser importance: ''Ultimately, what matters most is whether a model accurately predicts what occurs in reality.'' However, accuracy does not diminish the need for transparency, and there may be ways to address the identified challenges.
First, an accurate model still needs to be transparent. What degree of accuracy is sufficient to eliminate the need for transparency? Which are the exact data against which predictions should be measured? Both are matters of judgment. And, if prospective validation (predictive validation) is the highest standard for validation (as implied by these good practice recommendations), this information may only be available years after publication, limiting its usefulness at the time of decision making. Finally, too narrow a focus on predictive accuracy may unnecessarily discount findings from a model that cannot be thoroughly validated in this manner. The primary purpose of decision modeling is not to predict future events but rather to provide useful information about choices so as to inform decision making at a particular point in time. 9 Reflecting this aim of decision modeling, Sculpher and others 9 define a valid model differently than do Eddy and colleagues, 7 arguing that a model is valid if useful; an invalid (useless) model does not improve decisions (e.g., the model does not assess choices or outcomes of interest to the decision maker). If accuracy or validity cannot be perfectly ascertained or is not the best measure of model usefulness, then transparency and full reporting of technical details remain the foundation of ensuring confidence in decision models.
Eddy and colleagues' call 7 for full sharing of technical details is supported by a movement in the greater scientific community to encourage transparency. In 2003, the National Academy of Sciences published a report, ''Sharing Publication-Related Data and Materials: Responsibilities of Authorship in the Life Sciences,'' which describes the ''Uniform Principles for Sharing Publication-Related Materials (UPSIDE).'' The report asserts that the act of publishing is a quid pro quo in which authors receive credit and acknowledgement in exchange for disclosure of their scientific findings. An author's obligation is not only to release data and materials to enable others to verify or replicate published findings (as journals already implicitly or explicitly require) but also to provide them in a form on which other scientists can build with further research. All members of the scientific community-whether working in academia, government, or a commercial enterprise-have equal responsibility for upholding community standards as participants in the publication system, and all should be equally able to derive benefits from it. 16 Investigators wishing to improve transparency and make sharing easier may desire to develop reproducible research habits. Reproducible research is the sharing of code, data, metadata, and software such that findings can be easily reproduced by others. 17 A paper may be considered reproducible, for example, if the code submitted by the authors can generate all the figures and tables used in the paper. 18 Reproducible research habits have additional benefits. Reproducible research can 1) improve teamwork (members of the team can see clearly what is being done, suggest improvements, and find errors), 2) allow greater continuity and cumulative impact (when new people join a team, they can build on previous work rather than spending considerable amounts of time understanding the old model or generating a new one), and 3) increase citations of the original work. 18 Moreover, the sharing of full technical details of research supported by federal funding can be required under US law. The 1998 Shelby Amendment required all federal funding agencies to ''ensure that all data produced under an award will be made available to the public through the procedures established under the Freedom of Information Act.'' 19 The Office of Management and Budget has defined research data as the ''recorded factual material commonly accepted in the research community as necessary to validate research findings.'' 20 Technical code for modeling likely meets this definition of data. The Shelby Amendment was enacted in response to lawmakers' anger over a dispute between industry and researchers over research findings pertaining to air quality standards in which federally funded researchers refused to share pertinent patient data. 21 Eventually, researchers released data to an independent third party who confirmed the results. 21 This dispute triggered the development of new platforms and models for sharing both the data and code underlying analyses of air quality and health (see iHAPSS [the Internet-based Health and Air Pollution Surveillance System]: http://www.ihapss.jhsph.edu/).
Eddy and colleagues 7 describe many concerns about sharing model specifications, most of which were also discussed by the Committee on the Responsibilities of Authorship in the Biological Sciences, which published the 2003 UPSIDE principles. Scientists had concerns about 1) commercial interests, 2) the original costs of producing data and materials, 3) protecting young researchers from competition, 4) contractual agreements with industry sponsors, and 5) an investigator's right to mine his or her data before others. However, the committee concluded that those participating in sharing data were as likely to benefit as to be harmed. 16 Nonetheless, for implementation of increased sharing of models, additional work needs to be done to address these concerns. Tools to support copyright and licensing exist (see Creative Commons licensing options, for example: http://creativecommons.org/licenses/). However, additional tools, repositories, or platforms likely need to be developed to meet the needs of the modeling community. Digital object identifiers (DOIs) could be assigned so that published code can be cited and tracked. Modelers concerned about misuse could stipulate reproduction only of the model (verification and validation, no reuse). Furthermore, some investigators may wish to share models under restricted access arrangements in which investigators apply for access to the model code through prespecified procedures, similar to the way in which data are released to non-study investigators for many large epidemiologic studies (e.g., Women's Health Initiative: www.nhlbi.nih .gov/whi or Framingham Heart Study: www.framing hamheartstudy.org). For the Women's Health Initiative, other investigators using the data are prohibited from publishing for 12 months after the initial publication, which allows the original authors to complete additional manuscripts. Peng 17 notes that although published code ''does not have to be clean or beautiful,'' 22 modelers may wish to share cleaned code or implementable models. Additional funding may be needed to support preparation of models for sharing and model-sharing repositories or platforms. The assistance of bioinformaticians, biostatisticians, and other investigators experienced in reproducible research methods and data sharing will likewise be important to support sharing.
Many if not most of the challenges of reproducible research are not unique to the modeling community. We can learn from others' experiences and work together to improve the reproducibility of our work. Funders, institutions, journals, and individual investigators can all play a role in encouraging transparent, reproducible research practices. Error is likely ubiquitous in research (although much of it may be unintentional). 18, 23 Reproducible research practices can help us avoid error, enhance confidence in our findings, and improve teamwork and the cumulative impact of the decision model. The ISPOR-SMDM Good Practices Guidelines for Model Transparency and Validation are a welcome set of recommendations to improve our research methods and promote confidence in modeling research.
