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Abstract
A generalization of the Flow-box Theorem is proven. The assumption of a C1 vector field f is relaxed to the condition that f
be locally Lipschitz continuous. The theorem holds in any Banach space.
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1. Introduction
The Flow-box Theorem for smooth vector fields states that the dynamic near a non-equilibrium point is qualita-
tively trivial, i.e., topologically conjugate with translation. Near a non-degenerate equilibrium point, linearizing the
vector field by differentiation allows a relatively simple characterization of almost all possible local dynamics. These
two results characterize the local behavior of solutions for smooth non-degenerate vector fields. A natural follow-up
question is: “What dynamics are possible under non-smooth conditions?”
To be more specific, the Flow-box Theorem (also called the “Straightening-out Theorem” or the “Local Lineariza-
tion Lemma”) applies to autonomous, first-order differential equations, i.e.,
x′(t) = f (x(t)) (1)
where f is typically a vector field on a manifold. For local questions such as ours, it is enough to study the case of a
map f :X → X where X =Rn or some other Banach space. A solution to (1) with initial condition x0 ∈ X is a curve
x : I → X where I is an open subinterval of R containing 0, x(0) = x0, and which satisfies (1) for all t ∈ I .
The traditional Flow-box Theorem asserts that if f is a C1 vector field and x0 ∈ X is not an equilibrium, i.e.,
f (x0) = 0, then there is a diffeomorphism which transfers the vector field near x0 to a constant vector field. In other
words, the local flow of f is conjugate via diffeomorphism to translation.
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f is locally Lipschitz-continuous. The continuous dependence of solutions on initial conditions (Lemma 2, below) is
also assured when f is Lipschitz continuous. For these non-smooth vector fields, is the dynamic near non-equilibria
still qualitatively trivial? That is, does the Flow-box Theorem still hold when we drop the C1 condition on f ? Yes and
no.
A transferring diffeomorphism need not exist if f is merely Lipschitz (Example 5 below). So the Flow-box The-
orem does not trivially extend to the Lipschitz case. The natural next hypothesis is that the Flow-box Theorem for
Lipschitz vector fields might work if we use a transferring lipeomorphism (a bijective Lipschitz map whose inverse
is also Lipschitz). Lipeomorphisms cannot transfer vector fields, but they can still provide a conjugacy between two
dynamics. The result of this paper, Theorem 4, is that for every non-equilibrium of a Lipschitz vector field there exists
a local conjugacy to a constant vector field via lipeomorphism. Therefore the topological conjugacy with translation
still holds in this situation. Since our result holds on any Banach space, we see that three fundamental results, the
Picard–Lindelöf Theorem, the continuous dependence of solutions on initial conditions, and the Flow-Box theorem,
all hold under the same condition of Lipschitz continuity on a Banach space.
Roughly, the trick in constructing the flow box is to track solutions to a hyperplane transverse to the vector f (x0).
The traditional proofs then employ the Implicit Function Theorem or Inverse Function Theorem requiring differen-
tiability. For merely Lipschitz conditions, generalizations of those theorems exist, but do not help when checking
the transferring map is Lipschitz. We rely on the Picard–Lindelöf Theorem and Lipschitz continuous dependence on
initial conditions to finish the proof. We do not make use of Rademacher’s Theorem which says a Lipschitz map is
almost everywhere differentiable.
For manifolds the Flow-box Theorem states that any C1 vector field with f (x) = 0 admits a chart around x on
which f is constant. Proofs for C∞ Banach manifolds can be found in [2] or [8]. The results of this paper are easily
ported to this context: a vector field is called locally Lipschitz continuous if it is locally Lipschitz in one chart (and
therefore all charts).
Thus the local qualitative characterization of dynamical systems under Lipschitz conditions reduces to the study
of equilibria. This question has already been broached, as dynamics with non-smooth vector fields has enjoyed some
popularity in the last few decades in control theory. Discontinuous vector fields have been analyzed with a host of
different approaches: see for instance [3–7]. Even for the less extreme case of Lipschitz continuous vector fields, the
analysis of equilibria is ever more complicated than the smooth non-degenerate hyperbolic case.
Interesting related results have been obtained in [1] concerning Lyapunov exponents for systems generated by
Lipschitz vector fields, and in [10] where the Lie bracket is generalized to Lipschitz vector fields. The Flow-box
Theorem is the base case for Frobenius’ Theorem on the equivalence of involutive and integrable distributions. [11]
and more recently [9] present generalizations of Frobenius’ Theorem for Lipschitz vector fields.
We finish with some examples that explore how the degree of continuity of a vector field (C0 vs. Lipschitz vs. C1)
is related to the degree of continuity of the transferring map in the flow box setting. The final example confounds
any hope that the Flow-box Theorem might be generalized to unbounded operators. Once continuity is given up, even
linear vector fields cannot in general be straightened out.
2. Lipschitz Flow-box Theorem
A Banach space is a normed linear space, complete with respect to its norm. We denote the norm by ‖ · ‖. The
archetypical example of a Banach space is Rn with Euclidean norm.
A map f :U → V between subsets of a Banach space is Lipschitz if there exists K > 0 such that∥∥f (x1)− f (x2)∥∥K‖x1 − x2‖
for all x1, x2 ∈ U . A lipeomorphism is an invertible Lipschitz map whose inverse is also Lipschitz (i.e., slightly
stronger than a homeomorphism). A vector field on a Banach space X is a map f :U → X where U ⊂ X. A solution
to a vector field f with initial condition x is a curve σx : I → U defined on an open interval I containing 0 such that
σx(0) = x and σ ′x(t) = f (σx(t)) for all t ∈ I .
1 Also known as the Cauchy–Lipschitz Theorem, the Fundamental Theorem of Ordinary Differential Equations (ODEs), the Local Existence and
Uniqueness Theorem or the Well-posedness Theorem for ODEs. It is proven, e.g., in [2, p. 188].
1110 C. Calcaterra, A. Boldt / J. Math. Anal. Appl. 338 (2008) 1108–1115Denote the open ball in X about x0 ∈ X with radius r by
B(x0, r) :=
{
x ∈ X: ‖x − x0‖ < r
}
.
The next two fundamental, classical results are proven in, e.g., [2, p. 188].
Theorem 1 (Picard–Lindelöf). Let X be a Banach space, x0 ∈ X, and r > 0. Assume f :B(x0, r) → X is a Lipschitz
vector field, and assume ‖f (x)‖M < ∞ for all x ∈ B(x0, r). Then there exists a unique solution to f with initial
condition x0 defined on (− rM , rM ).
Lemma 2 (Continuous dependence on initial conditions). Let f be a Lipschitz vector field with constant K defined on
an open subset of a Banach space. Let σx and σy be solutions to f for initial conditions x and y with interval I 
 0
contained in their common domains. Then∥∥σx(t)− σy(t)∥∥ ‖x − y‖eK|t |
for all t ∈ I .
As a consequence of the two previous results, for any Lipschitz vector field f :U → X on an open set U , near any
point x ∈ U there exists a local flow. Specifically:
Corollary 3. Let f :U → X be a Lipschitz vector field on a Banach space X. Let x0 ∈ U . There exists a neighborhood
W of x0 in U , a number  > 0, and a map F :W × (−, ) → X such that for all x ∈ W :
(1) d
dt
F (x, t) = f (F (x, t));
(2) F(x,0) = x;
(3) F(x, s + t) = F(F(x, s), t).
F is called a local flow of f near x.
Two vector fields f1 :U1 → X and f2 :U2 → X are called locally topologically conjugate near x1 ∈ U1 and x2 ∈ U2
if there exist open neighborhoods W1 of x1 and W2 of x2 and a homeomorphism φ :W1 → W2 with φ(x1) = x2 such
that for any x ∈ W1 a curve σx : I → W1 is a solution to f1 if and only if φ ◦ σx : I → W2 is a solution to f2. Less
formally this means the local flows F1 and F2 satisfy
φ
(
F1(x, t)
)= F2(φ(x), t)
for all x ∈ W1 and |t | sufficiently small. Local topological conjugacy clearly defines an equivalence relation on the set
of vector fields defined near a given point.
Now we are ready to state and prove the main result of the paper.
Theorem 4 (Flow box). Let X be a Banach space with open subset U . Let f :U → X be a Lipschitz vector field. Let
z ∈ X be non-zero and let g :X → X be the constant vector field g(x) = z. Then for any point x1 ∈ U with f (x1) = 0,
f and g are locally topologically conjugate near x1 and x2 := 0.
The homeomorphism which gives the conjugacy is a lipeomorphism.
Remark. Commonly when formulated in Rn, the constant vector field g is chosen as g(x) = (1,0, . . . ,0).
Proof. First we prove the theorem for X =Rn since we expect that is the interesting case for most readers. When that
is completed we point out the minor changes that complete the general Banach space proof.
(Outline) Denote the hyperplane in X perpendicular to the vector f (x1) by Π . Then for x ∈ X near x1 track
solutions σx back to the plane Π . Define tx to be the value of t such that σx(−t) ∈ Π and define px := σx(−tx). Then
the transferring lipeomorphism φ we seek is φ(x) := px + txz. See Fig. 1. We check that φ supplies the conjugacy
and finally that φ is a lipeomorphism, but first we must find a neighborhood W1 of x1 on which φ is well defined.
Establishing the existence of W1 is the difficult part of the proof and this culminates at display (2) below.
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(Details) We may assume without loss of generality that x1 = 0 and f (0) = z = (1,0, . . . ,0) since there is a
transferring affine map which provides a local topological conjugacy. Explicitly the transferring map is B ◦ A where
A :Rn → Rn is given by A(x) := x − x1 and B may be chosen as any invertible linear transformation such that
B(f (x1)) = z. Define f2 := B ◦ f ◦A−1 ◦B−1 so that f2(0) = z. Let us verify that f near x1 is locally topologically
conjugate to f2 near 0 via B ◦A checking that if σ is a solution to f then B ◦ A ◦ σ is a solution to f2:
(BAσ)′(t) = B(σ ′(t))= B(f (σ(t)))= B(f (A−1B−1BAσ(t)))= f2(BAσ(t)).
Next we make several successive refinements of a neighborhood of 0 in constructing W1 and the lipeomorphism
φ :W1 → W2. We will be making several calculations with the first coordinate and so we introduce notation to depict
the projection on the first coordinate χ :Rn → R given by χ(x) = χ(x1, x2, . . . , xn) := x1 which is a continuous
R-linear map. By the continuity of f there is some r1 > 0 such that
χ
(
f (x)
)
>
1
2
and
∥∥f (x)∥∥< 2
for all x in the open ball B(0, r1) since χ(f (0)) = 1 = ‖f (0)‖. We further assume r1 is chosen small enough that the
Lipschitz condition for f is met on all of B(0, r1) with constant K .
By Theorem 1 and the triangle inequality, for each x ∈ B(0, r1/2) a unique solution to f with initial condition x
exists, σx : (−T ,T ) → B(0, r1) where T := r1/4 since the speed ‖f (x)‖ is bounded by 2.
Define
Π := {x: x1 = 0} ⊂Rn
i.e., Π = kerχ and is the hyperplane perpendicular to f (0). Define
R :=
⋃
p∈B(0,r1/2)∩Π
σp
(
(−T ,T )).
With r2 = min{ r110 , T2 } define
W1 := B(0, r2).
Next we show W1 ⊂ R. This will then guarantee that every point x ∈ W1 is obtained by following a solution σp
with initial condition p ∈ Π . For x ∈ W1 we know σx((−T ,T )) ⊂ B(0, r1). Then
(χ ◦ σx)′(t) = χ
(
σ ′x(t)
)= χ(f (σx(t)))> 12
for −T < t < T . Further∣∣χ ◦ σx(0)∣∣= ∣∣χ(x)∣∣ ‖x‖ < r2.
Thus there exists a unique t ∈ (−2r2,2r2) such that χ(σx(t)) = 0, i.e., σx(t) ∈ B(0, r1)∩Π . Furthermore the speed of
σx is less than 2 so that the distance from x to σx(t) has 4r2 as an upper bound. This follows since ‖σx(0)− σx(t)‖
| ∫ t0 ‖σ ′x(s)‖ds|. Thus the distance from 0 to σx(t) is less than 5r2  r12 and so σx(t) ∈ B(0, r1/2) ∩ Π . Due to the
uniqueness of solutions, σσx(t)(−t) = x so that x ∈ R and the claim is proven.
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that
σx(−tx) ∈ B(0, r1/2)∩Π. (2)
Define
px := σx(−tx)
and define φ by
φ(x) := px + txz ∈ X
for each x ∈ W1.
Let F be the local flow of f near x1 = 0 and let G be the flow of g. That is, F(x, t) := σx(t) and G(x, t) = x + tz.
To demonstrate the conjugacy we show φ(F (x, t)) = G(φ(x), t) whenever x ∈ W1 and |t | is sufficiently small. Notice
that the definitions of px and tx above give
pF(x,t) = px and tF (x,t) = tx + t
so that
φ
(
F(x, t)
)= pF(x,t) + tF (x,t)z = px + (tx + t)z = G(φ(x), t).
φ is 1–1. To see this suppose φ(x) = φ(y). Then px −py = (ty − tx)z. Applying χ yields tx = ty so that px = py .
By the uniqueness of solutions to f we get x = σpx (tx) = σpy (ty) = y.
To show Lipschitz continuity we will use Lemma 2. Pick x, y ∈ W1. Since (χ ◦ σx)′(t) > 12 for all t ∈ (−T ,T ),
|tx − ty | 2
∣∣(χ ◦ σx)(−tx)− (χ ◦ σx)(−ty)∣∣
 2
(∣∣(χ ◦ σx)(−tx)− (χ ◦ σy)(−ty)∣∣+ ∣∣(χ ◦ σy)(−ty)− (χ ◦ σx)(−ty)∣∣)
 2
(∣∣χ(px)− χ(py)∣∣+ ∥∥σy(−ty)− σx(−ty)∥∥)
 2
(
0 + ‖x − y‖eK|ty |).
Next, using the bound on speed ‖f (x)‖ < 2 gives
‖px − py‖ =
∥∥σx(−tx)− σy(−ty)∥∥ ∥∥σx(−tx) − σx(−ty)∥∥+ ∥∥σx(−ty)− σy(−ty)∥∥
 2|tx − ty | + ‖x − y‖eK|ty |  ‖x − y‖5eK|ty |.
Since |ty | < T , defining Kφ := 7eKT gives∥∥φ(x) − φ(y)∥∥= ∥∥px + txz − (py + tyz)∥∥= ∥∥(tx − ty)z + (px − py)∥∥
 |tx − ty | + ‖px − py‖Kφ‖x − y‖.
Now we show φ−1 is Lipschitz. Pick u = px + txz = φ(x) and v = py + tyz = φ(y) then∥∥φ−1(u)− φ−1(v)∥∥= ‖x − y‖ = ∥∥σpx (tx)− σpy (ty)∥∥ ∥∥σpx (tx)− σpy (tx)∥∥+ ∥∥σpy (tx) − σpy (ty)∥∥.
Using Lemma 2 again, we get∥∥σpx (tx)− σpy (tx)∥∥ ‖px − py‖eK|tx |
and the bound on speed ‖f (x)‖ < 2 gives∥∥σpy (tx)− σpy (ty)∥∥ 2|tx − ty |.
Let π :X → Π be the projection π(x) = π(x1, x2, . . . , xn) := (0, x2, . . . , xn). Notice ‖π(x)‖ ‖x‖. Then
‖px − py‖ =
∥∥π(u) − π(v)∥∥ ‖u− v‖
and
|tx − ty | =
∣∣χ(u) − χ(v)∣∣ ‖u− v‖.
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so φ−1 is Lipschitz. This completes the case X =Rn.
Now assume X is an arbitrary Banach space. We detail here the few changes necessary in the above proof to give
the infinite dimensional result. In the third paragraph we must work with a general z = 0 instead of (1,0, . . . ,0) and
our initial without-loss-of-generality assumption becomes x1 = 0 and f (0) = z with ‖z‖ = 1. To see this assumption
is feasible, notice the translation to 0 and the dilation to norm one are obvious. If z and f (0) =: y are linearly
independent, then the intermediate transferring diffeomorphism B is a little more difficult to construct. Consider the
function ψ from the subspace spanned by y and z to R given by ψ(ay + bz) := b − a. Extend ψ to a continuous
linear functional ψ on X with the Hahn–Banach Theorem. Then B :X → X given by B(x) := x + ψ(x)(y − z) is its
own inverse and does the job.
Next, our coordinate projection χ becomes an arbitrary, continuous R-linear map χ :X → R with χ(z) = 1 and
|χ(x)| ‖x‖ for all x ∈ X. Such a map is again guaranteed to exist by Hahn–Banach.
The hyperplane Π is still defined as kerχ but of course no longer has the coordinate representation and is no
longer “perpendicular” to f (0) since that geometric notion is no longer meaningful in a Banach space. Π is, however,
transverse locally to the flow, and the proof may continue.
The projection π :X → Π is no longer available in coordinates, but we can define the projection along z by
π(x) := x − χ(x)z.
This is a linear map and continuous since∥∥π(x)∥∥ ‖x‖ + ∣∣χ(x)∣∣‖z‖ 2‖x‖. (3)
Since we no longer have ‖π(x)‖ ‖x‖ (again because Π is no longer perpendicular to z) we need to use (3) instead,
and the new Lipschitz constant Kφ−1 := 2 + 2eKT which makes the rest of the previous proof valid.
Finally since X might be infinite dimensional, we must check W2 := φ(W1) is open. Let px + txz = φ(x) ∈ W2 for
x ∈ W1. Since W1 is open there exists s1 > 0 such that B(x, s1) ⊂ W1. Since tx ∈ (−T ,T ), s2 := min{T −|tx |, s14 } > 0.
Then pick s3 > 0 such that B(px, s3) ⊂ B(0, r12 ) and such that for all p ∈ B(px, s3) we have ‖σp(tx)− σpx (tx)‖ < s12
(using Lemma 2). Then with s4 := min{s2, s32 } > 0 we have B(φ(x), s4) ⊂ W2. To see this notice any member of
B(φ(x), s4) may be written uniquely as p + tz for some p ∈ Π and t ∈R. Then
|t − tx | =
∣∣χ([px + txz] − [p + tz])∣∣ ∥∥[px + txz] − [p + tz]∥∥< s4  s2
and
‖p − px‖ =
∥∥π([px + txz] − [p + tz])∥∥ 2∥∥[px + txz] − [p + tz]∥∥< 2s4  s3.
Then ∥∥σp(t)− x∥∥= ∥∥σp(t) − σpx (tx)∥∥ ∥∥σp(t)− σp(tx)∥∥+ ∥∥σp(tx)− σpx (tx)∥∥< s12 + s12 = s1
so σp(t) ∈ W1 and therefore φ(σp(t)) = p + tz ∈ φ(W1) = W2. 
Example 5. The lipeomorphism constructed in the proof is not necessarily differentiable. Consider the Lipschitz
vector field f :R2 → R2 given by f (x, y) = (1 + |y|,0). A lipeomorphism exists which transfers f near (0,0) to
the constant vector field g(x, y) = (1,0) by the above theorem, but there does not exist a diffeomorphism φ which
transfers f to g. If such a diffeomorphism did exist, then we would have, with ψ = φ−1
(dψ)(x,y)
(
g(x, y)
)= f ◦ψ(x, y),[
ψ1x(x, y) ψ1y(x, y)
ψ2x(x, y) ψ2y(x, y)
][
1
0
]
=
[
ψ1x(x, y)
ψ2x(x, y)
]
=
[
1 + |ψ2(x, y)|
0
]
therefore there are functions u and v such that
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ψ1x(x, y) = 1 +
∣∣u(y)∣∣,
ψ1(x, y) = x + x
∣∣u(y)∣∣+ v(y).
Without loss of generality we may assume φ(0,0) = (0,0) and in this case u(0) = 0. And since ψ2x(x, y) = 0 we
cannot have u′(y) = 0 lest the Jacobian be singular. Therefore there is no neighborhood of the origin in which ψ1 is
differentiable with respect to y.
Remark 6. In one dimension this whole exercise is pointless; the traditional Flow-box Theorem applies to merely con-
tinuous vector fields. If f :R→R is continuous and f (x1) = 0 then there exists a diffeomorphism φ which transfers
f near x1 to the constant vector field g = 1. Explicitly,
φ(x) =
x∫
x1
1
f (t)
dt
which is a diffeomorphism near x1 since f (x1) = 0. Therefore
φ′(x) · f (x) = 1
so
(dφ)x
(
f (x)
)= g(φ(x))
and so φ transfers f to g.
Example 7. Curiously, there exist discontinuous vector fields which can be transferred to constant vector fields by a
lipeomorphism. Consider f,g :R→R where
f (x) =
{
1, x < 1,
2, x  1,
and g(x) = 1. Then f is locally topologically conjugate to g via
φ(x) =
{
x, x < 1,
x+1
2 , x  1.
Example 8. Since we have worked in the general context of a Banach space, the question arises whether the Flow-box
Theorem can be further generalized, perhaps even dropping continuity and working in the context of unbounded oper-
ators. A counter-example is given by the following linear unbounded vector field which cannot be locally “straightened
out.”
Let X be the Hilbert space L2(R) and let f :U → X be the unbounded differential operator f := ∂
∂x
. The set U is
defined to be the dense subset of X consisting of piecewise-smooth, square-integrable functions whose derivatives are
also square integrable. For u0 ∈ U as initial condition it is clear that translation given by σu0(t)(x) := u0(x + t) gives
a solution σu0(t) ∈ U to the vector field f . (Notice σ is also the solution of the first-order linear partial differential
equation ut (x, t) = ux(x, t) with u = σ .)
To see that f cannot be “straightened out” near any non-equilibrium, notice there is a dense set of equilibria
consisting of piecewise constant functions. So no possible continuous conjugacy can make this dynamic trivial, since
no continuous conjugacy can transfer an equilibrium to a non-equilibrium.
Any Lipschitz vector field on an open subset can be trivialized near non-equilibria, but in light of this example
the simple flow F1 :L2(R) × R→ L2(R) given by F1(u, t)(x) := u(x + t) is not conjugate with a flow of the form
F2 :L2(R)×R→ L2(R) given by F2(u, t) := u+ tv for any choice of v ∈ L2(R) since such a flow F2 is the solution
of the constant vector field f2 :L2(R) → L2(R) given by f2(u) := v. In other words, function translation (F1) is not
topologically conjugate with vector space translation (F2).
C. Calcaterra, A. Boldt / J. Math. Anal. Appl. 338 (2008) 1108–1115 1115References
[1] F. Abergel, Dimension invariant sets for Lipschitz continuous semigroups, Indiana Univ. Math. J. 40 (3) (1991) 1029–1039.
[2] R. Abraham, J. Marsden, T. Ratiu, Manifolds, Tensor Analysis, and Applications, Addison–Wesley Publishing, 1983.
[3] J.-P. Aubin, H. Frankowska, Set-Valued Analysis, Birkhäuser, Boston, 1990.
[4] M. Broucke, C. Pugh, S. Simic´, Structural stability of piecewise smooth systems, Comput. Appl. Math. 20 (1–2) (2001) 51–90.
[5] F.H. Clarke, Yu.S. Ledyaev, R.J. Stern, P.R. Wolenski, Nonsmooth Analysis and Control Theory, Springer, 1998.
[6] K. Deimling, Multivalued Differential Equations, Walter de Gruyter, Berlin, 1992.
[7] M. Kunze, Non-Smooth Dynamical Systems, Springer, 2000.
[8] S. Lang, Differential and Riemannian Manifolds, Springer, 1995.
[9] F. Rampazzo, Frobenius theorem for Lipschitz distributions, J. Defferential Equations, in press.
[10] F. Rampazzo, H.J. Sussmann, Commutators of flow maps of nonsmooth vector fields, J. Defferential Equations 232 (1) (2007) 134–175.
[11] S. Simic´, Lipschitz distributions and Anosov flows, Proc. Amer. Math. Soc. 124 (6) (1996) 1869–1877.
