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Abstrat
We analyze the asymptoti behaviour of the heat kernel dened by a
stohastially perturbed geodesi ow on the otangent bundle of a Rieman-
nian manifold for small time and small diusion parameter. This extends
WKB-type methods to a partiular ase of a degenerate Hamiltonian. We
derive uniform bounds for the solution of the degenerate Hamiltonian bound-
ary value problem for small time. From this equivalene of solutions of the
Hamiltonian equations and the orresponding Hamilton Jaobi equation fol-
lows. The results are exploited to derive two sided estimates and multipliative
asymptotis for the heat kernel and the trae.
1 Introdution
The problem of nding Gaussian bounds for the heat kernel and of deriving asymp-
toti expansions for non degenerate diusions has been studied by various researhers.
Expansions for the stohasti ow and stohasti variational alulus have been
exploited by [Mol75℄, [Dav88℄, [ABdMBB95℄, [KS87℄, [BA89℄, and [Léa94℄. For
hypoellipti operators satisfying a uniform weak Hörmander hypothesis uniform in
1
spae estimates for the heat kernel have been given, e.g., by Léandre. For Gaus-
sian hypoellipti generators D. Manankiandrianana [CME81℄ and M. Chaleyat, L.
Elie [Man79℄ have lassied the struture of the orresponding proesses, derived
the assoiate ation funtionals, and the assoiated subriemannian metris.
In [Mas85℄ Maslov observed that for a lass of pseudodierential equations (alled
tunnel equations) on R
n
whih inludes the example of ellipti seond order equa-
tions asymptoti bounds for the heat kernel an be established for small values of a
parameter h (Plank's onstant). Results using WKB-type methods may be found
e.g. in [Mas72℄, [Mas85℄, [MF81℄, [KM97℄, [Kol00℄. In this paper we modify the
WKB-type method by introduing a hange of variable whih adjust the dierent
time sales of the variables. We derive bounds for the kernel of degenerate diusions
assoiated with the geodesi ow on a ompat d-dimensional Riemannian manifold
M with metri g whih is subjet to a stohasti perturbation in the tangent spae
variable. In loal oordinates the diuion on the otangent bundle T ∗M is given by.
∂u
∂t
= Lu =
h
2
(
gij(x)
∂2u
∂yi∂yj
)
+
(
G(x)y,
∂u
∂x
)
−
1
2
(
∂
∂x
(G(x)y, y),
∂u
∂y
)
(1)
= : h−1H
(
x, y,−h
∂
∂x
,−h
∂
∂y
)
u
with initial data u(0, x, y, x0, y
0) = δ(x−x0)δ(y−y
0) for x and y in a neighbourhood
of the point (x0, y
0) ∈ T ∗M , h > 0 is a (small) parameter gij(x) is the expression
of the metri in loal oordinates with inverse Gij(x). The summation onvention
over indies is used. The pseudodierential operator H(x, y,− ∂
h∂x
,− ∂
h∂y
) denes a
Hamiltonian funtion H(x, y, p, q) the arguments of whih an be divided into the
variables x, y ∈ Rd and their respetive onjugate variables i.e. the momenta p and
q. In loal oordinates the Hamiltonian takes the form
H(x, y, q, p) =
1
2
(g(x)q, q)− (G(x)y, p) +
1
2
(
∂
∂x
(G(x)y, y), q
)
. (2)
It is possible to write a stohasti dierential equation assoiated with the operator
L. One way is to introdue an imbedding r of the manifoldM into a large Eulidian
spae R
N
(suh an imbedding always exists). In loal oordinates the orresponding
stohasti system will have the form
dxi =
∂H
∂yi
dt
dyi = −
∂H
∂xi
dt+
∂
∂xi
(γ, dω) (3)
where (x.y) ∈ T ∗M , ω is standard Brownian Motion in Rd and (·, ·) denotes the
standard salar produt in R
N
. The system desribes a Newtonian partile orre-
sponding to a Hamiltonian system perturbed by a Gaussian White Noise fore “w˙“
2
with the frition
1
2
γkli ykyl see e.g. [Nel67℄, [AHZ92℄, [MS00℄ for the at ase or [Joe78℄
for a ovariant denition. In the sequel negleting frition we shall restrit ourselves
to the example of the geodesi ow on the otangent bundle T ∗M of a Riemannian
manifoldM . In this ase the Hamiltonian orresponding to the deterministi part of
(3) is of the form f(x) = 1
2
(G(x)y, y) where G(x) = g−1(x) is smooth by denition,
see also (2).
The ontent of the paper is organized in ve setions. The seond outlines the general
struture of an invariant diusion. In the subsequent one we study the underlying
Hamiltonian dynamis of the stohasti geodesi ow. This results in the uniform
estimate (19) and in the existene of a loal dieomorphi ow on the otangent
bundle. In Setion 4 we explain the WKB-method for imaginary time and the hange
of variables whih ompensates for the degeneray and allows for a losed system of
algebrai equations for the oeients of an asymptoti expansion for the solution of
(1) in powers of h. The remaining part of this setion is dediated to the existene of
a multipliative error. The paper is onluded by disussing an asymptoti expansion
for the trae formula for the generator orresponding to a stohasti geodesi ow
(1). The oeients of the expansion are geometri invariants of the manifold.
2 Geometri bakground for the system under on-
sideration
Let us introdue a diusion proess on the otangent bundle of a ompat Rieman-
nian manifold M with metri g whih in loal oordinates has the form
h
∂
∂t
u =
h2
2
gij(x)
∂2
∂yi∂yj
u+ h(ai(x) + αij(x)yj)
∂u
∂xi
+ h(bi(x) + β
j
i (x)yj +
1
2
γjli (x)yjyl)
∂u
∂yi
− V (x, y)u (4)
where h is a stritly positive parameter, the d × d-matrix g(x) = (gij(x)) is posi-
tive denite, α, β, γ are d× d-matries, α being non-degenerate, a, b are uniformly
bounded in x ∈ Rd and V is a polynomial of degree 4 in y ∈ Rd with oeients de-
pending on x ∈ Rd bounded from below. This diusion denes a regular degenerate
diusion of rank one in the sense of [Kol00℄. In this book there are given neessary
and suient onditions for this diusion to be invariant.
Let us show that the pseudodierential operator in (1) is an invariant degenerate
diusion. In order to study invariane under hange of oordinates in the manifold,
we reall that hanging the variable x→ x˜ for the diusion (1) indues a hange of
3
the momentum variables aording to the rule y˜ = y ∂x
∂x˜
. This implies e.g.
∂y˜k
∂yj
=
∂xj
∂x˜k
,
∂u
∂xi
=
∂u
∂x˜ℓ
∂x˜ℓ
∂xi
+
∂u
∂y˜ℓ
∂y˜ℓ
∂xi
(5)
∂u
∂yi
=
∂u
∂y˜ℓ
∂y˜ℓ
∂yi
,
∂2u
∂yi∂yj
=
∂2u
∂y˜k∂y˜ℓ
∂y˜ℓ
∂yj
∂y˜k
∂yi
. (6)
for i, j, k = 1, . . . , d. An immediate onsequene of (5) and (6) is that the terms
of dierent orders do not mix and hene may be onsidered separately. Then the
invariane of equation (4) follows from diret alulation using the relations (5) and
(6) and the fat that the metri tensor transforms aording to g˜ij(x˜) = gij(x)
∂xj
∂x˜ℓ
∂xi
∂x˜k
.
The alulations in this paper will be arried out in normal oordinates around x0.
We are using the denition given in [CFKS87℄ for whih x = 0 and for whih the
matrix assoiated with the Riemannian metri satises det g(x) = 1, whih an be
ahieved by a hange of variables and the expansion
gij(x) = δ
j
i +
1
2
gklijx
kxl +O(|x|3). (7)
These onditions imply
n∑
i=1
gklii = 0 for 1 ≤ k, l ≤ d
and the following representation for the Gausssian (salar) urvature
R =
∑
i,k
gikik .
For the orresponding inverse matrix G(x) = g−1(x) and its derivative we get the
following Taylor approximations
Gij(x) = δji −
1
2
gijklx
kxl +O(|x|3) and Γijk (x) = −g
ij
klx
ℓ +O(|x|3). (8)
Here Γijk (x) :=
∂Gij
∂xk
(x) are the oeients of the Levy Civita onnetion in loal
oordinates. For symmetry reasons we also introdue the notation γiℓj =
∂giℓ
∂xj
whih
will be used in the next setion.
3 Hamiltonian Dynamis
The Hamiltonian system orresponding to (1) is given by
x˙i =
∂H
∂pi
= −Gij(x)yj (9)
4
y˙i =
∂H
∂qi
=
1
2
∂
∂xi
(G(x)y, y) +
1
2
gij(x)q
j =
1
2
Γkji (x)ykyj +
1
2
gij(x)q
j
q˙i = −
∂H
∂yi
= Gij(x)pj −
(
∂
∂x
Gij(x)yj , q
)
= Gij(x)pj − Γ
ij
k (x)yjq
k
p˙i = −
∂H
∂xi
=
(
∂
∂xi
G(x)y, p
)
−
1
2
(
∂
∂xi
∂
∂x
(G(x)y, y) , q
)
−
1
2
(
∂
∂xi
g(x)q, q
)
with initial ondition x(0) = x0, y(0) = y
0, q(0) = q0, p(0) = p
0
. The orresponding
ow will be denoted by (X, Y,Q, P ).
Hypothesis 3.1. Let there exist onstants k, t0 and c0 suh that for all c ∈ (0, c0]
and t ∈ (0, t0] the solution to (9) exists on [0, t] whenever the initial data y
0, q0, p
0
are satisfying |y0| ≤ c
t
, |q0| ≤
c2
t2
, |p0| ≤ c
3
t3
and x0 may be hosen freely.
Proposition 3.1. Under the hypothesis 3.1 the omponents of the ow (X, Y, P,Q)
started at (x0, y
0, p0, q0) satisfy
|x(t)− x0| ≤ kt(1 +
c
t
), |y(t)− y0| ≤ kt(1 +
c2
t2
)
|q(t)− q0| ≤ kt
(
1 +
c3
t3
)
, |p(t)− p0| ≤ kt(1 +
c4
t4
).
Proof. The proof uses Taylor expansion and is a diret onsequene of the fat that
the matrix g is a bounded funtion of the variable x (.f. also Proposition 2.3.1 in
[Kol00℄).
If we assoiate with the variables x, y, q, p the degree 0, 1, 2, 3, respetively eah right
hand side of (9) is of spei degree varying between 1 for x˙ and 4 for p˙. The degree
is related to the power of
1
t
whih is ruial for the iteration proedure giving the
expansions intrinsi to the WKB-method.
In the subsequent proposition we show that the solution (x, y, q, p) of (9) starting
at (x0, y
0, q0, p
0) an be represented in terms of the solution (x˜, y˜, p˜, q˜) solving (9)
with initial value (x0, y
0, 0, 0). For reason of spae we shall skip the arguments of
the funtions g(x), G(x) and of their derivatives in future.
Proposition 3.2. Under the assumptions of Proposition 3.1 we have:
x = x˜−
1
2
t2q0 −
1
6
t3[p0 +
(
Ω′y0
)
q0] + δ
4
y = y˜ + tq0 +
1
2
t2[p0 +
(
Ωy0
)
q0] +
1
t
δ4
q = q˜ + t[G(x0)p
0 + (Γy0)q0]δ
4 +
1
2
t2[(Λy0)p0 + (Λ′(y0)2)q0 + Λ
′′(q0)
2] + δ
p = p˜+ tδ4.
5
where the error term δ is of the order O(t + c). Moreover, x˜ = x0 − y0t + O(t
2),
y˜ = y0 +O(t), p˜ = O(t), q˜ = O(t), and
(Γy0)
k
i = Γ
jk
i y
0
j =
∂Gjk
∂xi
y0j ,
(
Γ˜y0, y0
)
ik
= Γ˜ℓjiky
0
ℓy
0
j =
∂Γℓji
∂xk
y0ℓy
0
j
(Ωy0)iℓ =
[
gijΓ
jm
ℓ gjℓ − γiℓjG
jm
]
(x0)y
0
m,(
Ω′y0
)
ik
= Γjℓi gjky
0
ℓ − γikmG
mℓy0ℓ − gijΓ
jℓ
k y
0
ℓ
(Λy0)
ik = −ΓikmG
mℓy0ℓ +G
imΓkℓmy
0
ℓ −G
mkΓijmy
0
j ,(
Λ′(y0)
2
)i
k
= −
1
2
GimΓ˜ℓjmky
0
ℓy
0
j − Γ˜
ij
mkG
mℓy0ℓy
0
j −
1
2
Γijk Γ
mℓ
j y
0
ℓy
0
m − Γ
ij
mΓ
mℓ
k y
0
jy
0
ℓ .
(Λ′′)
i
kℓ = −
1
2
Gimγkℓm −
1
2
gmℓΓ
im
k
Proof. For the proof we expand the omponents p− p˜, q− q˜, y− y˜, x− x˜ in Taylor
series with respet to time. For the time derivatives of the expansion we insert the
expliit expressions given by the system of Hamilton equations (9). Due to linearity
of dierentiation it sues to study the derivatives of y(t) and insert q0 = 0 and p
0 =
0 to retrieve the derivatives of y˜(t). We begin with the funtion ∆pi(t) = pi(t)− p˜i(t)
beause it is of highest degree and hene determines the degree to be onsidered for
all other omponents. We have ∆pi(t) = p
0
i +
∫ t
0
∆˙pi(τ) dτ . We diretly nd:
∆pi(t) = p
0
i +
∫ t
0
Γkℓi yℓpk −
1
2
Γ˜kℓmiyℓymq
k −
1
2
γijkq
jqk dτ (10)
= p0i +
∫ t
0
L(y0p0, (y0)2q0) +O(τ
2) dτ . (11)
Here L is a linear funtion of degree 4 in its arguments with bounded oeients
depending on x(t) ∈ Rd. For ˙˜p the term orresponding to L vanishes exept for
the uniform error O(t3). Inserting the estimates given in Proposition 3.1 in the
integrand gives the desired result. For the funtion ∆qi(t) = qi(t) − q˜i(t) = q
i
0 +
t∆˙qi0 +
∫ t
0
(t− τ)∆¨qi(τ) dτ we set o analogously:
q˙i(τ) = Gijpj − Γ
ij
ℓ yj, q
ℓ
in partiular q˙i0(τ) = G
ijp0j − Γ
ij
ℓ y
0
j , q
ℓ
0
q¨i(τ) =
∂Gij
∂x
x˙yj +G
ij p˙j −
(
∂2Gij
∂x∂x
x˙yj, q
)
−
(
∂Gij
∂x
y˙j , q
)
−
(
∂Gij
∂x
yj, q˙
)
Diret alulation gives a long expression the struture of whih beomes lear by
inserting the notation in the proposition.
q¨(τ) = (Λy)p+ (Λ′y2)q + Λ′′q2 = (Λy)p0 + (Λ′y2)q0 + Λ
′′q20 +O(t) .
A diret onsequene is that
˙q˜i(0) and ¨q˜i(0) vanish exept for an error of order O(t).
We nd using the estimates of Proposition 3.1 under the integral
∆qi(t) = qi0 + tL(y
0q0, p
0) +
∫ t
0
(t− τ)L(y(τ)p(τ), y2(τ)q(τ), q2(τ)) dτ
= qi0 + tL(y
0q0, p
0) + t2L(y0p0, (y0)2q0, q
2
0) +O(t
3) (12)
where we proeeded as above. In order to ahieve an analogous representation for
the funtion y(t) the starting equation is given by
∆yi(t) = yi(t)− y˜i(t) = y
0
i + t∆˙yi
0
+
1
2
t2∆¨yi
0
+
∫ t
0
(t− τ)2∆(yi)
(3)(τ) dτ . (13)
The rst order derivatives are expliitly given in (9). For 2y¨i(t) we have(
−Γ˜jℓikG
kmymyj + Γ
jℓ
i (Γ
km
j ykym − gjmq
m)
)
yℓ − γiℓjG
jmymq
ℓ + gij(G
jℓpℓ − Γ
jm
ℓ ymq
ℓ)
= (Ω′′y2)ℓiyℓ − (Ω
′y)iℓq
ℓ + gijG
jℓpℓ = L(y
3, yq, p)
with (Ω′′(y0)
2)
ℓ
i = −Γ˜
jℓ
ikG
kmy0jy
0
m + Γ
jm
i Γ
ℓk
j y
0
my
0
k. The orresponding term for
¨˜y(0)
does not vanish but the terms anel. Here L is a linear funtion of degree 3 in its
arguments with oeients depending on x(t) ∈ Rd. In the sequel we make use of
the fat that we may hange the names of the indies. This way we get e.g. the
equality Γjℓi gjkq
kyℓ = Γ
jm
i gjℓq
ℓym. Furthermore 2y
(3)
i (t) is of the form
−
∂Γ˜jℓim
∂xn
x˙nGmkyjyℓyk − 2Γ˜
jℓ
imG
mky˙jyℓyk − Γ˜
jℓ
imΓ
mk
n x˙
nyjyℓyk − Γ˜
jℓ
imG
mkyjyℓy˙k
+Γ˜jℓinx˙
n(Γkmj yℓyk + gjℓq
ℓ)ym + Γ
jℓ
i (Γ˜
km
jn x˙
nymyk + 2Γ
km
j y˙myk − γjmkx˙
kqm − gjmq˙
m)yℓ
+Γjℓi (Γ
km
j ymyk + gjmq
m)y˙ℓ −
∂γijm
∂xk
Gmℓx˙kyℓq
j − γijm(Γ
mℓ
k x˙
kyℓq
j +Gmℓ(y˙ℓq
j + yℓq˙
j))
+γijkx˙
k(Gjℓpℓ − Γ
jm
ℓ ymq
ℓ) + gij
(
Γjℓk x˙
kpℓ +G
jℓp˙ℓ − Γ˜
jm
ℓk x˙
kymq
ℓ − Γjmℓ (y˙mq
ℓ + ymq˙
ℓ)
)
whih onstitutes a linear funtion L(y4, y2q, q2, yp) of degree 4 in its arguments
with oeients depending on x(t) ∈ Rd. For the dierene orresponding to y4
and y˜4 we give a diret method. Expanding the tensor with respet to x and x˜ and
applying that we are working in Normal oordinates we are left with an error of the
order O(t5) for the dierene of these terms. For the integrand the estimates given
in Proposition 3.1 apply. We nd
y(t) = y˜(t) + tg(x)q0 +
1
2
t2[g(x)G(x)p0 + (Ωy)q0] .
As an be read from the preeding equation the higher order terms orresponding
to y¨(t), y
(3)
i (t) adequately beome part of the error term δ. In order to ahieve an
7
analogous representation for the funtion ∆x = x − x˜ we start from the equation
∆xi(t) = xi0 + t∆˙x
i
0 +
1
2
t2∆¨x
i
0 +
∫ t
0
(t − τ)3∆xi
(4)
(τ) dτ . Here the values of the
derivatives are determined by inserting into
x¨i(t) = ΓijmG
mℓyℓyj −G
ij y˙j = L(y
2, q)
xi
(3)
(t) = −(Γ˜ijmnG
mℓ + ΓijmΓ
mℓ
n )G
nkykyℓyj + Γ
ij
mG
mℓ(y˙ℓyj + 2yℓy˙j)−G
ij y¨j
= L(y3, yq, p)
xi
(4)
(t) = −
(
∂Γ˜ijmnG
mℓ
∂xν
+ Γ˜ijmnΓ˜
mℓ
nν + Γ˜
ij
mνΓ
mℓ
n + Γ
ij
mΓ˜
mℓ
nν
)
GnkGνhyhykyℓyj
− (Γ˜ijmnG
mℓ + ΓijmΓ
mℓ
n )G
nkyk(y˙ℓyj + 2yℓy˙j) + Γ
ij
mG
mℓ(y¨ℓyj + 3y˙ℓy˙j + 3yℓy¨j)
− Gijy
(3)
j = L(y
4, y2q, q2, yp).
Here L(y2, q), L(y3, yq, p) and L(y4, y2q, q2, yp) stand for dierent linear funtions of
degree 2, 3 and 4, respetively. The expliit expressions of these funtions follow by
inserting the previous results on x˙, x¨, and x(3). For the dierene of the homogenous
terms x4 y˜4 we proeed as above leaving a uniform error in time in the integrand .
All together we nd
xi(t) = x˜i −
t2
6
Gijgijp
0 +
t3
6
(
2
∂Γijm
∂xk
GknGmℓ +
∂Γiℓm
∂xk
GknGmj
)
Gjnynyℓp
0
n . (14)
This onludes the proof of 3.2.
Using the expression for the solution of the Hamilton equation given in Proposition
3.2 above we nd the approximations for the orresponding derivatives w.r. to the
initial data q0 and p
0
by plain derivation.
Corollary 3.1. Under the assumptions of 3.1 the asumptoti behaviour of the partial
derivatives of the omponents of the solution to (9) is given by
∂X
∂p0
=
1
6
t3(1d+ δ),
∂X
∂q0
= −
1
2
t2(1d+
t
3
(Ω′y0) + δ2)
∂Y
∂p0
=
1
2
t2(1d+ δ),
∂Y
∂q0
= t(1d+
t
2
(Ωy0) + δ2)
∂P
∂p0
= 1d+ δ,
∂P
∂q0
=
δ2
t
,
∂Q
∂p0
= t · δ,
∂Q
∂q0
= 1 + t
(
∂
∂x
G(x0)
)
y0 + δ2
The bounds for the derivatives given in Proposition 3.2 (and hene in its Corollary )
an be generalized to higher order derivatives in p0 and q0 whih will be used later.
Let us start with the y-omponent of the solution to the Hamilton equation. Instead
of the seond order Taylor polynomial (13) we start o with a fth order polynomial
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sine the seond order derivative w.r. to p0 needs to be arried out expliitly. This
orresponds to y(5) being a linear funtion L with argument of degree 6. In the
proof of Proposition 3.2 the derivatives up to 3rd order are alulated expliitly.
Furthermore, up to 4th order the argument of the nth order derivative of x and the
(n− 1)st order derivative of y are of the same degree.
For the higher order derivative we proeed in the following formal way, in partiular,
our notation does not distinguish dierent linear funtions L:
y(5)(t) =
d
dt
L(y4, y2q, q2, yp)
=
∂L
∂x
(y4, y2q, q2, yp)x˙+
∂L
∂y
(y3, yq, p)y˙ +
∂L
∂q
(y2, q)q˙ +
∂L
∂p
(y)p˙
= L(y5, y3q, yq2, y2p) + L(y5, y3q, yq2, y2p, qp)
L(y3q, yq2, y2p, qp) + L(y3q, yq2, y2p)
= L(y5, y3q, yq2, y2p, qp) (15)
and analogously we nd
y(6)(t) = L(y6, y4q, y2q2, q3, y3p, yqp, p2) (16)
x(6)(t) = L(y5, y3q, yq2, y2p, qp) (17)
x(7)(t) = L(y6, y4q, y2q2, q3, y3p, yqp, p2) . (18)
The algebrai struture behind the proedure is similar to the one studied in [HL01℄,
[NSW85℄, [BA89℄ and was developed in the ase of a regular diusion in [Kol00℄.
Sine the oeients are linear ombinations of dierent orders of derivatives of the
funtions g and G we may onlude that the oeients do not vanish simultane-
ously. Expanding q and p in a Taylor series w.r. to t we nd those funtions L whih
expliitly depend on (q0)
2
, q0p
0
, and (p0)2. We are interested in the lowest order in
t for whih these arguments appear.
As was done in the ourse of the proof to Corollary 3.1 for the rst order derivatives
the oeients of the seond order derivatives in q0 and p
0
of X and Y are bounded
given by polynomials in t. This result is summarized in the following orollary.
Corollary 3.2. Under the assumptions of 3.1 the asumptoti behaviour of the seond
order partial derivatives of the omponents of the solution to (9) is given by
∂2
∂q20
X = O(t4) ∂
2
∂q0p0
X = O(t5) ∂
2
∂(p0)2
X = O(t6)
∂2
∂q20
Y = O(t3) ∂
2
∂q0p0
Y = O(t4) ∂
2
∂(p0)2
Y = O(t5) .
The result proven in the orollary above an be summarized in the following way:
∂(X, Y )I
∂ζI1 . . . ∂ζIk
= O(t3k−I−I1−...−Ik) . (19)
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where we have I = 0 for X and I = 1 for Y as well as Ik = 0 for q0 and Ik = 1 for
p0 f. [Kol00℄.
From Corollary 3.2 follows that the matrix
∂(X,Y )
∂(p0,q0)
is non degenerate hene invertible
and bounded for eah t ∈ (0, t0], t0 <∞. In partiular
J(t, x, y, x0, y
0) = det
∂(X, Y )
∂(p, q)
(t, x, y, p, q) p=p0(t,x,y,x0,y0)
q=q0(t,x,y,x0,y
0)
(20)
does not vanish provided the onditions of Proposition 2.1 hold.
Theorem 3.1. Let the assumptions of Proposition 3.1 be satised. i) There exist
positive real numbers c and t0 (uniformly in x0) suh that for all t ≤ t0 and |y
0| ≤ c
t
the mapping (q0, p
0) 7−→ (X, Y )(t, x0, y
0, q0, p
0) dened on the polydisk B c2
t2
×B c3
t3
is
a dieomorphism onto its image.
ii) There exists r > 0 suh that by reduing c and t0 if neessary, one an assume that
the image of the dieomorphism desribed in i) ontains a poly dis Br(x˜)×B r
t
(y˜).
Proof. i) Due to the asymptoti expansion for (X, Y ) given in Proposition 3.2 the
Jaobian of the mapping (q0, p
0) 7→ (X, Y )(t, x0, y
0, q0, p
0) does not vanish for t ∈
[0, t0], t0 > 0, while the assumptions of Proposition 3.2 hold. Hene the mapping
itself is invertible. Moreover, the mapping onstitutes a dieomorphism sine we are
impliitly given the expansion for the inverse where the t-dependene of the poly
disk ompensates for the dierent behaviour in time of the parameters. This nishes
the proof of the statement i).
ii) We have to prove that for arbitrary (x, y) ∈ Br(x˜)×B r
t
(y˜) there exists (q0, p
0) ∈
B c2
t2
× B c3
t3
suh that (x, y) = (X, Y )(t, x0, y
0, p0, q0). This is equivalent to proving
the existene of a xed point as for the non-degenerate ase treated in [Kol00℄.
The projetions on the (X, Y )-spae of the solutions to (9) are alled harateristis
of the HamiltonianH given by (2). Suppose that for eah initial value (x0, y
0) ∈ R2n,
and t ∈ [0, t0], t > 0, there exists a neighbourhood Ω = Ω(t, x0, y
0) of the origin
in the (q, p)-spae R2n suh that the mapping (q0, p
0) 7→ (X, Y )(t, x0, y
0, q0, p
0) is a
dieomorphism from Ω onto its image ontaining a neighbourhood D(x0, y
0), then
the family
Γ(x0, y
0) = {(X, Y )(t, x0, y
0, q0, p
0)|(q0, p
0) ∈ Ω(x0, y
0)}, 0 ≤ t ≤ t0
of solutions is alled a eld of harateristis starting at (x0, y
0). Due to Corollary 3.1
and the subsequent arguments this means that under the assumptions of Proposition
3.1 there exists a eld of harateristis for eah initial point (x0, y
0) i.e. there exists
a smooth funtion
(Q0, P
0)(t, x, y, x0, y
0) : (0, t0]×D(x0, y
0)→ Ω
10
suh that
(X, Y )
(
t, x0, y
0, (P 0, Q0)(t, x, y, x0, y
0)
)
= (x, y) . (21)
Realling that there exists a eld of harateristis for any two points (x1, y1) and
(x2, y2) joint by a harateristi urve of the Hamiltonian H we introdue the fun-
tion
σ(t, x0, y
0, q0, p
0) =
∫ t
0
(
(P,Q), (X˙, Y˙ )
)
(τ)−H(X, Y, P,Q)(τ)dτ , (22)
where the omponents X, Y, P,Q of the solution to the Hamiltonian system orre-
sponding to H are being evaluated at an intermediate time τ, 0 ≤ τ ≤ t. Due to
Proposition 3.1 This funtion is dieomorphi equivalent to
S(t, x, y, x0, y
0) =
∫ t
0
(Q,P )(τ)dγ −
∫ t
0
H(γ, P,Q)(τ)dτ , (23)
whih is alled the two point funtion.
Proposition 3.3. Under the assumptions of Proposition 3.1 and Theorem 3.1 the
funtion S(t, x, y, x0, y
0) satises the Hamilton Jaobi equation
∂S
∂t
+H(x, y,
∂S
∂x
,
∂S
∂y
) = 0
as a funtion of t ∈ (0, t0] and x, y ∈ D(x0, y
0) with D(x0, y
0) as above. Moreover,
we have
∂S
∂x
(x, y) = p(t, x, y),
∂S
∂y
(t, x, y) = q(t, x, y).
∂S
∂x0
(x, y), = −p0(t, x, y),
∂S
∂y0
(t, x, y) = −q0(t, x, y)
Idea of proof: The partial derivatives are onsidered rst. Sine the inverses
∂X
∂q0
−1
and
∂Y
∂p0
−1
exist due to Corollary 3.1 the funtions S and σ are idential up to
the dieomorphism given in Theorem 3.1. Now the derivatives follow by diret
alulation. That means that from this point the proof follows the line of arguments
for the nondegenerate variational priniple, see e.g. [Kol00℄.
Proposition 3.4. Let the assumptions of Proposition 3.1 be satised, then the fol-
lowing representations hold:
∂2S
∂x2
= ∂P
∂p0
(
∂X
∂p0
)−1
, ∂
2S
∂y2
= ∂Q
∂q0
(
∂Y
∂q0
)−1
,
∂2S
∂x∂y
= ∂Q
∂p0
(
∂X
∂p0
)−1
, ∂
2S
∂y∂x
= ∂P
∂q0
(
∂Y
∂q0
)−1
,
where the funtions S,X, P,Q depend on the same tuple (t, x, y, q0, p
0) of variables.
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This is ahieved by iteration from Proposition 3.3 and Corollary 3.1 whih implies
Theorem 3.1.
Remark 3.1. Due to the symmetry of the results in Corollary 3.1 and Proposition
3.3 an analogue to Proposition 3.4 in the variables x0, y
0
holds. For the lowest order
approximation the following expliit expressions exist for eah omponent:
∂2S
∂2{x, y}
=
(
12
t3
(1 + δ) −6
t2
(1 + δ)
−6
t2
(1 + δ) 4
t
(1 + δ)
)
and
∂2S
∂2{x0, y0}
=
(
12
t3
(1 + δ) 6
t2
(1 + δ)
6
t2
(1 + δ) 4
t
(1 + δ)
)
.(24)
For the Hamiltonian H(ξ, η) let us dene the funtional
It(ξ) =
∫ t
0
max
η
{
(η, ξ˙)−H(ξ, η)
}
(τ)dτ (25)
The maximum is taken over all pieewise smooth urves ξ with given endpoints
ξ(0) = ξ0 and ξ(t) = κ.
Proposition 3.5. For the Hamiltonian given in (2) the harateristi urve
(X, Y )(t, x0, y
0, q0, p
0) provides a minimum for the funtional (25) over all urves in
D(x0, y
0) = B c2
t2
(q0) × B c3
t3
(p0). Furthermore, S(t, x, y, x0, y
0), of (23), onstitutes
the unique minimal value of the funtional (25).
Proof. For the Hamiltonian given in (2) the Weierstraÿ ondition is satised, i.e. for
all t > 0 and all ξ, η ∈ Rd: W (x(t), y(t), ξ, η, p(t), q(t)) ≥ 0 for arbitrary solutions
(x(t), y(t), q(t), p(t)) of (9) where the Weierstraÿ funtion is given by
W (x, y, ξ, η, p, q) = ∆H − L(H)
with H as dened in (2), ∆H := H(x, y, q1, p1) − H(x, y, q2, p2) and L(H) =(
∆q, ∂H
∂q
)
+
(
∆p, ∂H
∂p
)
:=
(
q1 − q2,
∂H
∂q
)
+
(
p1 − p2,
∂H
∂p
)
. Then we nd
∆H =
1
2
(g(x)q1, q1)− (g(x)q2, q2)− (G(x)y,∆p)−
(
∂
∂x
(G(x)y, y),∆q
)
L(H) = (q1 − q2, g(x)q2) +
1
2
(
∂
∂x
(G(x)y, y),∆q
)
− (G(x)y,∆p) .
Combining the two equations reveals
W =
1
2
(g(x)q1, q1)−(q1, g(x)q2)+
1
2
(g(x)q2, q2) =
1
2
(q1−q2, g(x)(q1−q2))+O(1) ≥ 0 ,
the positivity holding sine the matrix g is positive denite. As a onsequene the
Hamilton funtion treated in this paper satises the Weierstrass ondition. Inserting
denitions and Theorem 3.1 we have It ≥ S .f. (23). Hene the minimum for the
funtional will be unique for arbitrarily hosen harateristis in B c2
t2
(q0)×B c3
t3
(p0),
whih nishes the proof of Proposition 3.5.
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Combining the result of Theorem 3.1 with the uniqueness result obtained in Proposi-
tion 3.5 gives us the equivalene of solutions to the Hamilton equation and Hamilton
Jaobi equation.
We onlude this setion by showing that the two-point funtion S is onvex on
D(x0, y
0). For arbitrary square matries a, b, c, d the general following formula holds
det
(
a b
c d
)
= det d det (a− bd−1c) .
Using the asymptotis given in Remark 3.1 as a starting point, applying the above
result and integrating twie w.r. to x and y we see that the two point funtion an
be uniformly approximated by a quadrati funtion in x and y. In partiular the
two point funtion S an be approximated as follows
S(x, y, x0, y0) =
6
t3
(1 + δ)(x− x0)
2 +
6
t2
(1 + δ)
(
(x− x0), y + y
0
)
+
2
t
(1 + δ)[(y, y) + (y, y0) + (y0, y0)]. (26)
This leads to a Gaussian approximation of the solution to (1).
4 Uniform Estimates for the Heat Kernel
In this setion we shall onstrut an asymptoti expansion for the fundamental
solution (Greens funtion) of the degenerate diusion (1). To this end the well
known WKB-type method is modied in suh a way that the variables representing
derivatives i time of order zero to three are being transformed in order to lift them
to the same time sale. Hereby losed algebrai equations for the oeients of the
expansion are ahieved, see also the onstrution in [Kol00℄ for the origin of our
onstrution.
We shall disuss two types of asymptotis for the solution to (1) and (2), namely,
small time asymptotis when t → 0 and h is xed (h = 1) and small diusion
asymptotis when t is xed and h→ 0.
We look for the asymptoti fundamental solution to (4) using a WKB Ansatz
u0(t, x, y, x0, y
0, h) = C(h)φ(t, x, y, x0, y
0) exp[−S(t, x, y, x0, y
0)/h] , (27)
with real funtions φ and S alled the amplitude and the phase, respetively. More-
over, C is a funtion only depending on h alone while φ and S are independent of h
having the arguments x, y, x0, y
0 ∈ Rd. This partiular form of the asymptoti fun-
damental solution applies due to the positivity of the resolving diusion operator.
It is spei to linear seond order pseudo dierential equations desribing Markov
proesses.
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This asymptoti ansatz is also alled exponential. Hene one should require that
the solution u of (1) diers from u0 by a multipliative error:
u(t, x, y, x0, y
0, h) = C(h)φ(t, x, y, x0, y
0) exp[−S(t, x, y, x0, y
0)/h](1 +O(h)). (28)
For (28) only the term with minimal entropy of the sum survives at eah point.
Therefore, for (5) the ommon superposition priniple transforms to the idempotent
superposition priniple (S1, S2) 7→ min(S1, S2) at the level of ations. For a detailed
disussion of this idempotent superposition priniple and its appliations see [KM94℄,
[KM97℄. Inserting u0 (27) into (1) reveals
h
(
∂φ
∂t
−
1
h
φ
∂S
∂t
)
=
h2
2
tr g(x)
(
∂2φ
∂y2
−
φ
h
∂2S
∂y2
)
+ h
(
G(x)y,
∂φ
∂x
−
1
h
φ
∂S
∂x
)
(29)
+
−h
2
(
∂
∂x
(G(x)y, y),
∂φ
∂y
−
1
h
φ
∂S
∂y
)
+
1
2
(
g(x)
∂S
∂y
)
φ− h
(
g(x)
∂S
∂y
,
∂φ
∂y
)
The terms in the above equation may be lassied aording to the degree of h whih
ranges from 0 to 2. Comparing oeients we obtain the following two equations:
The rst Hamilton-Jaobi equation (h to the order 0):
∂S
∂t
+
1
2
(
g(x)
∂S
∂y
,
∂S
∂y
)
−
(
G(x)y,
∂S
∂y
)
+
1
2
(
∂
∂x
(G(x)y, y),
∂S
∂y
)
= 0 (30)
whih in terms of the Hamiltonian funtion (2) gives
∂
∂t
S +H
(
x, y,
∂S
∂x
,
∂S
∂y
)
= 0 .
This way the system given by the PDE (4) is linked with the Hamilton-Jaobi equa-
tion studied in Setion 2. The seond equation is the so alled transport equation
(the oeient of h1):
∂φ
∂t
+
(
g(x)
∂S
∂y
,
∂φ
∂y
)
+
1
2
tr
(
g(x)
∂2S
∂y2
)
−
(
G(x)y,
∂φ
∂x
)
+
1
2
((
∂G(x)
∂x
y, y
)
,
∂φ
∂y
)
= 0.
(31)
Going the opposite way by hoosing S and φ whih satisfy (30) and (31) and inserting
then into the r.h.s of (1) we dene a funtion u0 whih satises equation (1) up to an
error of order h2. More preisely we obtain the following inhomogeneous equation
h
∂u0
∂t
−H
(
x, y,−h
∂
∂x
,−h
∂
∂y
)
u0=−
h2
2
C(h)F0(t, x, y, x0, y
0) (32)
F0(t, x, y, x0, y
0) ≡ tr
(
g(x)∂
2φ
∂y2
)
exp(−S(t,x,y)
h
) i.e. the right hand side denes a fun-
tion F0(t, x, y, x0, y
0). If we would onentrate on a Cauhy problem instead with a
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smooth initial funtion then we would have to solve an appropriate Cauhy problem
for the Hamilton-Jaobi equation.
We now proeed to derive the preise asymptoti behaviour of the solution to the
paraboli equation (1) for small times (respetively in a small neighbourhood of the
starting point) we shall provide asymptoti expansions in the time parameter t for
the two point funtion S and the amplitude φ given in (27). Studying the inho-
mogeneous system (32) has the advantage that the funtions S and φ satisfy the
Hamilton-Jaobi- (30) respetively the transport equation (31).
In Setion 3 of this paper we have seen that the two point funtion S in 23 is
smooth and satises the Hamilton-Jaobi equation almost everywhere. Moreover,
it was shown that the solution of the Hamilton-Jaobi equation and the Hamilton
equations are equivalent thus generalizing the results given in [Kol00℄ for non de-
generate systems to a speial ase of a regular Hamiltonian of rank one. Due to the
results in Setion 3 we only use the expansions of the solution to the Hamiltonian
system in the sequel.
In a st step we neglet the inhomogeneity in (32). Starting with the phase respe-
tively the two point funtion we are looking for a representation of the form
S(t, x, y) =
∞∑
i=−k
Si(x, y)t
i . (33)
Traditionally this is ahieved by introduing the asymptoti expansion for the or-
responding Hamiltonian system (9) into the Hamilton-Jaobi equation at the point
(t, x, y) and subsequently solving a losed system of algebrai equations in x and
y ∈ Rd. This fails in the ase of our degenerate system. In this paper we proeed
by introduing a hange of variables whih rst shifts the origin into the solution
(x˜, y˜, p˜, q˜) of the Hamilton equation (9) starting at (x0, y0, 0, 0) and then adjusts the
time sales of the variables on the manifold and the tangent spae. We dene a
funtion
∑
on R+ × R
d × Rd by∑
(t, ξ, y) = S(t, t(x+ x˜(t)), y + y˜, x0, y
0) . (34)
We remark that the funtion σ(t, x, y) = S(t, x + x˜(t), y + y˜, x0, y
0) oinides with
the one given in (23). There holds
∂Σ
∂ξ
= t∂σ
∂x
and
∂Σ
∂t
= ∂σ
∂t
+ x∂σ
∂x
. In this way a
losed system of algebrai equations for the oeient funtions Si of an expansion
of the phase funtion in powers of x and y will be derived.
The equation (30) beomes
0 =
∂Σ
∂t
−
ξ +G(tξ + x˜)(y + y˜)−G(x˜)y˜
t
∂Σ
∂ξ
−
(
g(x˜)q˜,
∂Σ
∂y
)
(35)
+
1
2
[(
∂G(tξ + x˜)
∂x
(y + y˜), (y + y˜)
)
−
(
∂G(x˜)
∂x
y˜, y˜
)]
∂Σ
∂y
+
1
2
(
g(tξ + x)
∂Σ
∂y
,
∂Σ
∂y
)
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Proposition 4.1. For the transformed two-point funtion Σ as dened in (34) there
exists a unique asymptoti expansion in powers of t > 0 of the form
Σ =
Σ−1
t
+ Σ0 + tΣ1 + t
2Σ2 + ...
suh that Σ1 and Σ0 vanish at the origin, Σ1 is stritly onvex in a neighbourhood
of the origin and all Σj , j ≥ 2, are regular power series in (ξ, y). Moreover, the re-
mainder of arbitrary order an be estimated by means of indution using Proposition
3.2 as initialization.
Proof As in Setion 3 let us replae the oeient funtions g,G in equation 35 by
their nth order Taylor series and let us also insert the n′th order approximation of
(x˜, y˜, p˜, q˜). Then the asymptoti result given in Corollary 3.2 gives that the ombined
error due to this replaement is of the order 0(tn+1).
This way (35) beomes in oordinate form (normal oordinates) for n = 1 up to an
error of order 0(t2):
∂Σ
∂t
−
(ξ + y)i +
t2
2
gkℓij [(ξk − y
0
k)(ξℓ − y
0
ℓ )(yj + y
0
j )− y
0
ky
0
ℓy
0
j ] +O(t
3)
t
∂Σ
∂ξi
−
1
2
[tgkℓij [(ξℓ − y
0
ℓ )(yi + y
0
i )(yj + y
0
j )− y
0
i y
0
j y
0
ℓ ] +O(t
2)]
∂Σ
∂yk
(36)
+
1
2
(1 +
t2
2
gkℓij (ξk − y
0
k)(ξℓk − y
0
ℓ ) +O(t
3))
∂Σ
∂yi
∂Σ
∂yj
= 0 .
We now rearrange the l.h. side of this equation aording to the order in t. For
the lowest orders in t we arrive at the subsequent set of equations. In partiular
for the lowest order in t, i.e. t−2, equation (36) redues to the following rst order
homogeneous partial dierential equation with linear oeient funtions:
− Σ−1 − (y + ξ)
∂Σ−1
∂ξ
+
1
2
(g0
∂Σ−1
∂y
,
∂Σ−1
∂y
) = 0 . (37)
This linear rst order partial dierential equation is of the following general form
λu+ (Ax,∇u) = p(x) (38)
where λ ∈ R+, x ∈ Rm, p(x) is a homogeneous polynomial, and A is anm×mmatrix
with stritly positive eigenvalues a1 ≤ a2 ≤ . . . ≤ am. The solution onstitutes a
polynomial of a partiular form given in the following lemma. The proof goes by
inserting and diret alulations.
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Lemma 4.1. i) Let p be a homogeneous polynomial of degree q. Then the solution
of (38) exists, moreover it onstitutes a polynomial of degree q with oeients of
the form
∂qu
∂xi1 . . . ∂xiq
=
1
aj1 + . . .+ ajq
(C−1j1i1) · · · (C
−1
jqiq
)
∂qp
∂xℓ1 . . . ∂xℓq
Cj1i1 · · ·Cjqiq .
Let p =
∑m
q=0 pq be a sum of homogeneous polynomials of degree q (in ase m = ∞
the sum has to be absolutely onvergent in a ball). Then the analyti solution of
(38) exists and is given by the sum
∑m
q=1 uq of solutions uq orresponding to the
inhomogeneity pq. In ase m =∞ the domains of onvergene of p and the solution
u to (38) oinide.
For a proof see [Kol00℄. We now proeed to alulate the oeient funtions Σi,
−1 ≤ i.
Lemma 4.2. Under the additional assumption Σ−1(0, 0) = 0 and that Σ−1 is stritly
onvex at the origin the formal power series for Σ−1 in powers of ξ and y redues to
the quadrati form 6(ξ, ξ) + 6(ξ, y) + 2(y, y).
Proof. Applying the assumption that Σ−1 has an asymptoti expansion
Σ−1 =
∑
k≥0
ζk
where ζk is a polynomial of order k in ξ and y and using the assumption Σ−1(0, 0) = 0
it immediately follows that ζ0 = 0. In loal oordinates g0 = 1. The rst order term
is of the form ζ1 = Kξ + Ly where K,L ∈ R. By inserting into (37) and using that
ζ0 = 0 we get the equation
−Kξ − Ly − (y + ξ)K +
1
2
L2 = 0 .
At the origin we nd L2 = 0. Dierentiating with respet to y reveals −K − L = 0
and hene ζ1 vanishes altogether, i.e ζ1 ≡ 0. Assuming for the quadrati part ζ2 the
representation
−
1
2
(Aξ, ξ)− (Bξ, y) +
1
2
(Cy, y) (39)
we get the equations
A =
1
2
BtB 2B + A = CB
1
2
C +B =
1
2
C2.
Solving this algebrai system of equations we nd, sine (39) should be positive
denite, C = 4 id, B = 6 id, and A = 12 id, i.e. (39) is of the form
6(ξ, ξ) + 6(ξ, y) + 2(y, y) . (40)
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Finally all ζk, k ≥ 3, vanish, in partiular for k = 3 the terms of order 3 in ξ, y make
up the equation
0 = −ζ3−
(
(y + ξ),
∂ζ3
∂ξ
)
+
(
−
∂ζ2
∂ξ
,−
∂ζ3
∂y
)
= ζ3+
(
(y + ξ),
∂ζ3
∂ξ
− (6ξ + 4y),
∂ζ3
∂ξ
)
.
(41)
where (40) has been inserted and the right hand side has been multiplied by −1.
Due to Lemma 4.1 this implies that ζ3 = 0. Inserting ζk, k ≥ 3, into (37) reprodues
(41), hene ζk vanish f for k ≥ 3, whih nishes the proof of the lemma.
For the term Σ0 orresponding to the order t
0
in the expansion of Σ we have the
equation
−(y + ξ)
∂Σ0
∂ξ
+ (6ξ + 4y)
∂Σ0
∂y
= 0 ,
the solution of whih vanishes due to Lemma 4.1 sine the equation is homogeneous.
For the oeients of t in (36) we obtain the equation
Σ1 − (y + ξ)
∂Σ1
∂ξ
+ (6ξ + 4y)
∂Σ1
∂y
= F1(ξ, y) , (42)
where F1(ξ, y) is the sum of the homogeneous polynomials F11, F12 and F13 of order
2,3 and 4, respetively, in ξ and y. In partiular we have
F11 = g
kl
ij [(12ξiξk − 4yiyk)y
0
jy
0
l − (18ξiyj + 7yiyj + 9ξiξj)y
0
ky
0
l + (3ξkξl + 2ξkyl)y
0
i y
0
j ]
F12 = g
kl
ij [(−6ξiξkξl + 3ξkξllyi + 4ξkyiyl)y
0
j
+(36ξiξkyj + 11ξkyiyj − 2yiyjyk + 18ξiξjξk)y
0
l ]
F13 = g
kl
ij [2ξkyiyjyl − 4ξkξlyiyj − 18ξiξkξlyj − 9ξiξjξkξl] .
Due to Lemma 4.1 the form of the solution Σ1 is determined to be a polynomial of
degree 4 in ξ, y and y0. The expansion of Σ in powers of t (having expanded in x
and y before) is expliitly given by
Σ = 6 ξi
2+6 ξiyi+2 yi
2
t
+ t
(
−14
15
gk,li,j y0,ky0,lyiyj −
59
20
g,k,li,j y0,ky0,lξiyj +
3
5
gk,li,j y0,ky0,lξiξj
− 2
15
gk,li,j y0,jy0,lyiyk +
7
5
gk,li,j y0,jy0,lξiyk +
24
5
gk,li,j y0,jy0,lξiξk +
1
15
gk,li,j y0,iy0,jylyk
+ 11
20
gk,li,j y0,iy0,jξkyl +
3
5
gk,li,j y0,iy0,jξkξl +
7
10
gk,li,j y0,lξiykyj −
9
10
gk,li,j y0,lξiξjyk
− 3
2
gk,li,j y0,lξiξjξk −
1
5
gk,li,j y0,jξiylyk −
6
5
gk,li,j y0,jξiξkyl − 3 g
k,l
i,j y0,jξiξkξl −
3
56
gk,li,j ξiylykyj
+ 1
7
gk,li,j ξiξjylyk +
5
7
gk,li,j ξiξjξkyl + g
k,l
i,j ξiξjξkξl
)
+O(t2) .
The alulations for higher orders go by analogy although they beome substantially
wilder. The terms Σj , j > 1, turn out to be homogeneous polynomials in ξ, y, y
0
of
degree j + 3 whih an be estimated analogously to the term Σ1.
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In normal oordinates in partiular the term Σ1 is given by 2.5g
kl
ij y
0
i y
0
j y
0
ky
0
l due to
the symmetry of gklij whih is why we omit it when transforming bak. The inverse
transformation S(t, x, y, y0) = Σ(t, x−x˜(t)
t
, y − y˜(t)) has been found expliitly for an
approximation of order 1 using MAPLE, a programme for symboli and numerial
algebra, as being
Si(t, x, y, x0, y
0) = t−1
(
−6
x 0,iy
0
i
t
− 6
x0,iyi
t
+ 6
xiyi
t
+ 6
xiy
0
i
t
− 12
xix0,i
t2
+ 6
x0,i
2
t2
+ 6
xi
2
t2
+ 2 y0i
2
+ 2 yi
2 + 2 y0i yi +O(t)
)
.
This is onsistent with the estimate found in (24). On the diagonal this expression
is of the form Si = 6y
2
i t
−1
whih obviously is not vanishing and hene reveals an
exponential deay for the kernel on the diagonal.
For x0 = 0 this reads:
S(t, x, y, y0) =
6
t3
[1 +O(|x|2) +O(|y − y0|2)]|x|2
+
6
t2
〈x, y + y0 +O(|x|2)〉
+
2
t
[|y|2 + 〈y0, y〉+ |y0|2 +O(|x|2) +O(|y − y0|2)] .
Having ompleted the rst step in giving an approximate solution of exponential
WKB type (27), namely, having derived an asymptoti expansion for the solution
S to (30) we now turn to the transport equation (31). The paraboli equation (31)
has the amplitude φ as the only unknown funtion left, for whih we intend to give
an asymptoti expansion in the sequel. As before we introdue a hange of variables
whih adjusts the dierent time sales for the variables of the tangent bundle, in
partiular:
ψ(t, ξ, y) = tαφ(t, tξ + x˜(t), y + y˜(t)) (43)
where the onstant α is determined by onsisteny requirements. In terms of the
transformed funtion the transport equation takes the form
0 =
∂ψ
∂t
−
α
t
ψ +
1
2
tr
(
g(tξ + x˜)
∂2Σ
∂y2
)
+ (g(tξ + x˜)
∂Σ
∂y
,
∂ψ
∂y
)− (g(x˜)q˜,
∂ψ
∂y
) (44)
−t−1(ξ +G(tξ + x˜)(y + y˜)−G(x˜)y˜,
∂ψ
∂ξ
) +
1
2
(
∂G
∂x
(tξ + x˜)(y + y˜), (y + y˜)
∂ψ
∂y
)
Proposition 4.2. There exists a unique α > 0 suh that there exists an asymptoti
expansion for the solution of (28)
ψ = ψ0 + tψ1 + t
2ψ2 + . . .
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where eah ψk, k ≥ 0, onstitutes a polynomial in (ξ, y) with degree stritly smaller
than k and ψ0 is some onstant. Moreover, the solution is unique up to a onstant
multiplier.
Proof. Assuming the solution of (44) to be of the form of an asymptoti expansion
(regular power series) the equation (44) deomposes into separate equations for eah
order in t, e.g. for the lowest order (t−1) we nd
−αψ0 +
1
2
ψ0 tr(g(x0)
∂2Σ−1
∂y2
(x0, y0)) = 0 ,
where we also have inserted the asymptoti expansion given by Proposition 4.1. This
determines the parameter α in (43) to be
α =
1
2
tr(g(x0)
∂2Σ−1
∂y2
(x0, y0)) . (45)
Realling that we are working in normal oordinates and reminding the representa-
tion given for Σ−1 in Lemma 4.2 we nd α = 2n. Comparing the oeients of the
term t0 reveals the following equation
ψ1 −
(
ξ + y,
∂ψ1
∂ξ
)
+ (6ξ + 4y,
∂ψ1
∂y
) = 0
the solution of whih vanishes due to Lemma 4.1. In partiular, this equation is
the homogeneous ounterpart to (32). For the oeients of the term t1 we get the
following nonhomogeneous ounterpart of the previous equation:
ψ2 −
(
ξ + y,
∂ψ2
∂ξ
)
+
(
6ξ + 4y,
∂ψ2
∂y
)
+ tr
(
1
2
∂2Σ−1
∂y2
+ gkl(ξk − y
0
k)(ξl − y
0
l )
)
= 0.
Deomposing the trae into its homogeneous polynomials of degree 0,1,2, respe-
tively, we may determine the solution (a polynomial of degree 2 in (ξ, y, y0)) as
indiated by Lemma 4.1.
ψ = 1 + t2
(
−
(
− 3
56
gi,jk,iξk −
3
56
gj,ik,iξk −
3
56
gi,ik,jξk
)
ξj +
1
6
(
7
10
gi,ki,j y0,j −
1
5
gi,ik,jy0,j
− 3
56
gi,jk,iyj −
3
56
gj,ik,iyj −
3
56
gi,ik,jyj − g
k,l
i,i y0,l
)
yk +
5
6
(
7
10
gi,ki,j y0,j −
1
5
gi,ik,jy0,j −
3
56
gi,jk,iyj
− 3
56
gj,ik,iyj −
3
56
gi,ik,jyj − g
k,l
i,i y0,l
)
ξk −
1
6
gk,li,i y0,kyl −
5
6
gk,li,i y0,kξl +
1
210
gi,ki,j ykyj
+ 3
140
gi,ki,j ξjyk +
4
35
gi,ki,j ξjξk +
1
30
gk,li,i ylyk +
3
20
gk,li,i ξkyl +
4
5
gk,li,i ξkξl
− 1
30
gk,li,i y0,ky0,l +
1
15
gi,ki,j y0,jy0,k −
1
30
gi,ik,jy0,ky0,j
)
+O(t3) .
(46)
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The inverse transformation φ(t, x, y) = ψ(t, x−x˜(t)
t
, y− y˜(t)) has been done expliitly
for an approximation of order 1 using MAPLE. Applying this bak transformation
to ψ (whih is given by an asymptoti expansion in t) will give bak an asymptoti
expansion in t. In partiular, for x0 = 0 we have
φ(t, x, y, y0) = (1 +O(|x|+ |y − y
0|+ t))t−α .
Inserting the expansions for S(t, x, y, x0, y0) and φ into the WKB Ansatz (27) reveals
diretly that the leading term is Gaussian.
We now proeed to show that the error term an be expressed by a fator. For
an arbitrary m-dimensional system of ordinary dierential equations
d
dt
X (t, α) =
f(X , α) depending on an m-dimensional parameter α a result of Liouville states
that the square matrix J = [∂X
∂α
]ij is non degenerate on some time interval and
satises
d
dt
J = J tr[ ∂f
∂X
]. For a proof see e.g. [FM81℄. It is possible to determine
the amplitude φ expliitly by applying this result to the system
d
dt
x =
∂H
∂p
(x, y, p, q) and
d
dt
y =
∂H
∂q
(x, y, p, q)
where H is given in (2) and by using the equivalene of solutions for the Hamilton
and the Hamilton-Jaobi equations given by Propositions 3.3 and 3.2. We nd
p =
∂S
∂x
(t, x, y, x0, y
0) and q =
∂S
∂y
(t, x, y, x0, y
0)
to be dependent variables of x, y. Hene along the harateristis (X, Y )(t, x0, y
0, q0, p0)
of the Hamilton equation orresponding to the Hamiltonian (2) the determinant
J = det ∂(X,Y )
∂(q0,p0)
satises the equation
J˙ = J tr
([
∂2H
∂p∂x
∂2H
∂p∂y
∂2H
∂q∂x
∂2H
∂q∂y
]
+
[
∂2H
∂p2
∂2H
∂p∂q
∂2H
∂q∂p
∂2H
∂q2
][
∂2S
∂x2
∂2S
∂x∂y
∂2S
∂y∂x
∂2S
∂y2
])
where the seond term in this sum orresponds to the dependent variables p, q.
By inserting the denition of the Hamiltonian (2) most partial derivatives of H
vanish leaving us with
J˙ = Jtr
(
−
∂G
∂x
y +
∂G
∂x
y +
∂2H
∂q2
∂2S
∂y2
)
= Jtr
(
g(x)
∂2S
∂y2
)
(47)
whih implies
d
dt
J−
1
2 = −
1
2
J−
1
2 tr
(
g(x)
∂2S
∂y2
)
. (48)
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On the other hand inserting the Hamilton equations into the transport equation
(31) reveals
d
dt
φ+
1
2
φ tr
(
∂2H
∂q2
(
x, y,
∂S
∂x
,
∂S
∂y
)
∂2S
∂2(x, y)
)
= 0
or more expliitly
d
dt
φ+
1
2
φ tr
(
g(x)
∂2S
∂y2
)
= 0 . (49)
Comparing (48) and (49) we nd that J−
1
2
and φ are idential up to a onstant
fator α.
We now deal with the inhomogeneity in the PDE (32). Aiming at a multipliative
error for an exponential approximation of WKB type respetively a multipliative
error for u0 we need uniform estimates for the inhomogeneity in an appropriate
neighbourhood of the starting point (x0, y
0). This will be ahieved by exhanging φ
with J− 1
2
and using the estimates given in Corollary 3.1 and (12).
Theorem 4.1. Let us assume that the assumptions of Theorem 3.1 are satised
in the whole otangent bundle. Let an approximating solution of the form (28)
to (1) satisfy the Hamilton Jaobi- (30) and transport equation (31). Then the
inhomogenity F0 (32) is a multipliative error of the type[
h
∂
∂t
−H
(
x, y,−h
∂
∂x
,−h
∂
∂y
)]
u0 = O(h2)t2u0
Proof. Realling the denition of F0 and the fat that φ and J
− 1
2
are idential up
to a onstant fator .f. (48) and (49) it sues to examine
∂ν
(∂xi)ν
J−
1
2 (t, x, y, x0, y
0) and
∂ν
(∂yi)ν
J−
1
2 (t, x, y, x0, y
0)
for ν = 1, 2 and 1 ≤ i ≤ n. Let p0 = p0(t, x, y, x0, y
0) and q0 = q0(t, x, y, x0, y
0)
satisfy the Hamilton Jaobi equation (30). Then we have along the harateristis
(X, Y )(t, x0, y
0, q0, p0) of the Hamiltonian given in (2) for γ = (γ0, γ1) with γ0 := x,
γ1 := y both in R
d
and ζ = (q0, p0) ∈ R
2d
∂
∂γi
J−
1
2 = −
1
2
J−
1
2
(
J−1
∂J
∂γi
)
= −
1
2
J−
1
2 tr
[(
∂(X, Y )
∂ζ
)−1
∂
∂γi
∂(X, Y )
∂ζ
]
= −
1
2
J−
1
2
(
∂2(X, Y )
∂ζ∂ζ
)k
lm
(
∂(X, Y )
∂γ
)−1
li
(
∂(X, Y )
∂ζ
)−1
mk
(50)
sine
∂(X,Y )
∂γi
= ∂(X,Y )
∂ζ
∂ζ
∂γi
. Analogously, by iteration
∂2
∂γ2i
J−
1
2 = −
1
2
∂
∂γi
(
J−
3
2
∂
∂γi
J
)
= −
1
2
[
−
3
2
J−
5
2 (
∂
∂γi
J)2 + J−
3
2
∂2
∂γ2i
J
]
= −
1
2
J−
1
2K
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where
K : = −
3
2
J−2
∂
∂γi
J)2 + J−1
∂2J
∂ζ l∂ζn
∂ζ l∂ζn
∂γ2i
+ J−1
∂
∂ζ l
J
∂2ζ l
∂γ2i
= −
3
2
(
∂(X, Y )
∂ζ
)−2
mk
((
∂2(X, Y )
∂ζ2
)k
lm
(
∂(X, Y )
∂γ
)−1
li
)2
+
(
∂(X, Y )
∂ζ
)−1
mk
(
∂3(X, Y )
∂ζ l∂ζm∂ζn
)(
∂(X, Y )
∂γ
)−1
li
(
∂(X, Y )
∂ζ
)−1
ni
+
(
∂(X, Y )
∂ζ
)−1
km
(
∂2(X, Y )
∂ζ l∂ζm
)k (
∂2ζ
∂γ2i
)lm
.
Here the last fator may be rewritten as follows
∂2ζ
∂γ2i
= −
(
∂γ
∂ζ
)−2
ℓi
∂2γi
∂ζl∂ζn
(
∂γ
∂ζ
)−1
in
. In
order to simplify notations we replae Im by m, et. in the next formula where
Im was dened in (19). Applying Corrollary 3.1 we nd the following asymptoti
behaviour for K:
O(t2) +O(t−(3−m−k))O(t3·3−k−ℓ−m−n)O(t−(3−ℓ−i))O(t−(3−n−i)) +O(t−(3−k−m))
× O(t3·3−k−ℓ−m−nt−(3−n−i)t−(3−ℓ−i))− O(t−2(3−ℓ−i)t2·3−i−n−ℓt2·3−m−k−ℓt−(3−i−n))
= O(t2i) +O(t2i) +O(t2i) .
Realling that i = Ii = 1 for yi, 1 ≤ i ≤ d, and inserting into (50) reveals for the
leading terms
∂
∂yi
J−
1
2 = J−
1
2O(t1) (51)
and by iteration
∂2
∂y2i
J−
1
2 = J−
1
2O(t2) (52)
whih nishes the proof of Theorem 4.1.
Next we relax the assumption that Theorem 4.1 hold in the whole otangent bundle
by introduing a uto funtion in the denition of the funtion u0. Let χD be a
smooth funtion with values in [0, 1] suh that χD vanishes outside of the domain
D of the otangent bundle, is 1 for all points (x, y) in the domain D exept in a
neighbourhood of the boundary ∂D of D, moreover, all partial derivatives of χD
until order one in x and until order two in y are bounded for t ∈ (0, t0), t0 > 0.
Then the funtion
uD = C(h)χD(x− x0, y − y0)φ(t, x, y, x0, y0) exp[−S(t, x, y, x0, y0)/h] (53)
23
is globally well-dened for t ≤ t0 and satises
h
∂uD
∂t
−
h2
2
tr
(
g(x)
∂2uD
∂yi∂yj
)
− h
(
G(x)y,
∂uD
∂x
)
+
h
2
(
∂
∂x
(G(x)y, y),
∂uD
∂y
)
= −h2C(h)F (t, x, y, x0, y
0) (54)
where the inhomogeneity is now given by
F = tr
(
G(x)
∂2φ
∂yi∂yj
)
χD exp
[
−
S
h
]
+
h−1
2
(
tr
(
g(x)
∂χD
∂yj
∂S
∂yi
)
φ
+ tr
(
g(x)
∂χD
∂yj
∂φ
∂yi
)
+ tr
(
g(x)
∂2χD
∂yj∂yi
)
φ
)
exp
[
−
S
h
]
+ h−2
((
G(x)y,
∂χD
∂x
)
−
1
2
(
∂
∂x
(G(x)y, y)
∂χD
∂y
))
φ exp
[
−
S
h
]
.
In the sequel we are going to study the order of magnitude in t and h of the inho-
mogeneity F . First we ollet some general assumptions and fats. The appropriate
neighbourhood is the polydisk D = Br(x0)×B r
t
(y0) in partiular its losure D¯. The
funtions χD,
∂
∂x
χD,
∂
∂y
χD and
∂2
∂y2
χD are bounded on D, moreover, g and G = g
−1
are bounded sine the manifold is ompat. In normal oordinates (atually x0 = 0)
g(x) = id+Gijxixj + . . . and G(x) = id−Gij(x− x0)i(x− x0)j + . . . whih implies
that O( ∂
∂x
g) = O(x− x0) = O(−y0t) = c∧ r and O(
∂
∂x
G) = O(−(x− x0)) = O(y0t)
= c ∧ r. Using the expansion given for S in (26) we nd
∂S
∂yi
=
6
t2
(1− δ)(x− x0)i +
2
t
(1− δ)(y − y0)i
=
6
t2
(1− δ)c ∧ r +
2
t
(1− δ)(y0 + tq0 + y0 +O(t))i.
this implies O( ∂S
∂yi
) = O(t−2) + O(t−2) = O(t−2). Using Proposition 3.3 we get
similarly O( ∂S
∂yi
) = O(q0) = O(t
−2). Applying (50) to ∂φ
∂yi
and olleting terms
Theorem 4.1 is modied by the uto χD showing the following order of magnitude
in t and h for the inhomogeneity F :
O(t2)uD +
(
h−1
2
(O(t−2) +O(t) + 1) + h−2(O(t−1) +O(t1)O(t−2)
)
χ∆Dεφ exp
[
−
S
h
]
≤ O(t2)uD +
h−1
2
(O(t−2) + 1 +O(t))χ∆DεO
(
e−
Ω0−δ
ht−3
)
.
where χ∆Dε stands for
∂
∂y
χD as well as
∂2
∂yiyj
χD. The support ∆Dε of these funtions
is a neighbourhood of the boundary ∂D of width ε. In the above estimate we used
that for given δ > 0, h > 0 one an hoose t0 suh that for t ≤ t0 and h ≤ h0
12n(2pit)−2n ≤ exp
[
δ
ht3
]
,
1
ht3
≤ exp
[
δ
ht3
]
.
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The onstant Ω = Ω0 + δ summarizes the onstants Ω0 = min{t
3S(z, ξ)| |x− x0| =
r−ε and |y − y0| =
r−ε
t
} and δ. These alulations are summarized in the following
proposition.
Proposition 4.3. Under the assumptions of Theorem 3.1 the inhomogeneity F
has the asymptoti behaviour O(t2)uD + O(exp[− Ω
ht−3
])χ∆Dε for t, h > 0 and some
positive onstant Ω.
After having studied the solution (53) of WKB shape we passed on to solving the
inhomogeneous equation (54). We now reonstrut the solution to the original homo-
geneous equation using the well known DuHamel priniple. Realling the lassial
results of Egorov, Hörmander, Oleinik and others we know that equation (4) is
hypoellipti sine the generator L is of the form
L = Σni=1X
2
i +X0
where Xi = Aij
∂
∂yj
, 1 ≤ i, j ≤ n with A∗A = G, detA 6= 0, and X0 = (G(x)y,
∂
∂x
)−
1
2
(
∂
∂x
(G(x)y, y), ∂
∂y
)
, moreover, the Lie-brakets
[
Xi, (G(x)y,
∂
∂x
)
]
= (A∗)−1iℓ
∂
∂x
, 1 ≤
i ≤ n, together with the vetor elds Xi, 1 ≤ i ≤ n, form a basis of the tangent
spae. In partiular it is shown f. Hörmander [Hör68℄, Oleinik [Ole71℄ that for any
initial distribution in D′ and smooth inhomogeneity there exists a unique smooth
solution to (4). From this it immediately follows that the operators
(
etL
)
t>0
possess
a smoothing kernel. For the sake of a shorter notation we are using z = (x, y) and
z0 = (x0, y
0).
Proposition 4.4. For any domain D in R2d and C2 funtion f with support in D
there exists a unique smooth solution vt in D satisfying the inhomogeneous equation
∂
∂t
v −Lv = f .
In fat, v is given by the integral formula
v(t, z, z0) = u(t, z, z0)−
∫ t
0
∫
R2n
u(t− τ, z, ξ)f(τ, ξ, z0) dξdτ
where u satises the orresponding homogeneous equation (1).
Proof. Uniqueness follows from the uniqueness of the orresponding homogeneous
equation (4). As for existene, applying the operator
∂
∂t
− L to the r.h.s. above
yields(
∂
∂t
−L
)
v =
(
∂
∂t
− L
)
u(t, z, z0)−
(
∂
∂t
− L
)∫ t
0
∫
R2n
u(t− τ, z, ξ)f(τ, ξ, z0) dξdτ
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= −
∂
∂t
∫ t
0
∫
R2n
u(t− τ, z, ξ)f(τ, ξ, z0) dξdτ + L
∫ t
0
∫
R2n
u(t− τ, z, ξ)f(τ, ξ, z0) dξdτ
=
∫
R2n
u(0, z, ξ)f(τ, ξ, z0) dξ −
∫ t
0
∫
R2n
∂
∂t
u(t− τ, z, ξ)f(τ, ξ, z0) dξdτ
+L
∫ t
0
∫
R2n
u(t− τ, z, ξ)f(t, ξ, z0) dξdτ
= f(t, z0, z0) .
We have used that u solves the homogeneous equation to eliminate terms. Further-
more when dierentiating the parameter integral w.r. to t we have skipped the reg-
ularization needed for the argument giving
∫
R2n
δz(ξ)f(t, ξ, z0) dξ and have exploited
the uto given by the funtion f for obtaining the integrability of ( ∂
∂t
u)f .
For the homogeneous equation (1) and its nonhomogeneous ounterpart (54) the
solutions are therefore related in the following way
uD = (1− hIt)u ,
with uD given by (53) and where the operator It is dened by Itu(t, z, z0) :=∫ t
0
∫
R2n
u(t − τ, z, ξ)F (τ, ξ, z0) dξdτ with F given in (54). In ase the inverse op-
erator exists, whih is equivalent to the onvergene of its assoiated formal series
I +
∑
hmImt , we retrieve the solution to (1).
Theorem 4.2. For small t the fundamental solution u to (1) has the form
u = uD(1 +O(ht)) +O(exp[−
Ω
ht−3
])
with uD given by (53) and Ω as in Proposition 4.3.
In order to meet the assumptions of Proposition 3.1, Theorem 3.1, and Proposition
4.3 we hoose D = Br(x0) × B r
t
(y0) for r suiently small. Due to Proposition
4.3 the ation funtional S satises minξ{S(t − τ, z, ξ) + S(τ, ξ, z0)} = S(t, z, z0).
Introduing a zero term, using that S is a onvex funtion on D with a unique
minimum, and replaing S(t− τ, z, ξ)+S(τ, ξ, z0)−minξ{S(t− τ, z, ξ)+S(τ, ξ, z0)}
by its Taylor polynomial of order three at ξ0 minimizing S(t − τ, z, ξ) + S(τ, ξ, z0)
we nd:
Itu
D(z) ≤ C
∫ t
0
∫
R2d
uD(t− τ, z, ξ)
(
τ 2uD(τ, ξ, z0) + e
− Ω
hτ3 χ∆Dε(ξ − z0)
)
dξdτ
≤ e−
1
h
S(t,z,z0)
∫ t
0
C(h)2τ 2
(t− τ)2dτ 2d
∫
R2d
e−
1
h
((Ξf,t−τ+Ξb,τ )(ξ−ξ0),ξ−ξ0)χD(ξ − z0)χD(z − ξ) dξ dτ
+ C(h)
∫ t
0
∫
R2d
(t− τ)−2de−
1
h
S(t−τ,z,ξ)χD(z − ξ)e
− Ω
hτ3χ∆Dε(ξ − z0) dξ dτ
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≤ CC(h)t−2de−
1
h
S(t,z,z0)tχD⋆2(z − z0)
+C(h)
∫ t
0
e−
Ω
hτ3 e−M
∫
R2d
(t− τ)−2de−
1
h
(Ξb,τ (z−ξ),z−ξ)χD(z − ξ)χD⋆2(z − z0) dξ dτ
≤ C
(
C(h)2e−
1
h
S(t,z,z0)t−2d+1 + te−
Ω
ht3
)
χD⋆2(z − z0) (55)
where C(h) = 12
d
(4πht)2d
and χD⋆2(z − z0) is the harateristi funtion of the poly
dis D⋆2 = {(x, y) ∈ R2d| |x− x0| ≤ 2r, |y − y0| ≤
2r
t
}. Moreover, above we have
introdued the matries: Ξijb,t =
∂2S(t,z,ξ)
∂y′i∂y
′
j
, and Ξijf,t =
∂2S(t,ξ,z0)
∂y′i∂y
′
j
, i ≤ i, j ≤ d, having
non vanishing 2 × 2-matries on the diagonal as given in (24), where ξ = (x′, y′) ∈
R
2d
. The determinants of both matries are given by
12d
σ2d
with σ ∈ {t− τ, τ}. Their
sum equals t2dτ−2d(t − τ)−2d. All onstants are inluded in the universal onstant
C. Finally Ω is given in Proposition 4.3. We have used χD(ξ − z0)χD(z − ξ) ≤
χD⋆2(z−z0) and that the funtion exp(−
Ω
ht3
) is isotone having the image [0, 1). The
mth order term Imt follows by iteration. For the sake of a lear representation we
introdue the following notations:
f(t, z, z0) = t
−2dχD(z − z0)C(h)exp(−S(t, z, z0)/h),
gm(t, z, z0) = χD⋆m(z − z0) exp
[
−
Ω
ht3
]
with z = (x, y) ∈ R2d, z0 = (x0, y0) ∈ R
2d
and χD⋆m(z − z0) is the harateristi
funtion of the polydis D⋆m = {(x, y) ∈ R2d| |x− x0| ≤ mr, |y − y0| ≤
mr
t
}. In
terms of the new notation inequality (55) reads f ∗ f(t, z, z0) ≤ CC(h)f(t, z, z0)
together with f ∗Cg1(t, z, z0) ≤ Ctg2(t, z, z0) for some onstant C. As to the higher
order onvolutions we apply:
|f ∗ gm(t, z, z0)| =
∫ t
0
∫
R2d
χD⋆m(z − ξ)e
− Ω
h(t−τ)3
C(h)
τ 2d
∣∣∣e− 1hS(τ,ξ,z0)∣∣∣χD(ξ − z0) dξ dτ
≤ χD⋆m+1(z − z0)
∫ t
0
e
− Ω
h(t−τ)3 e−M
∫
R2d
C(h)
τ 2d
e(Ξf,t(ξ−z0),ξ−z0)χD(ξ − z0) dξ dτ
≤ gm+1(t, z, z0)e
−M t.
where we have used that S is loally onvex satisfying S(t, z, z0) ≥ M + (Ξf,t(ξ −
z0), ξ − z0) on D. Moreover, there holds
g1 ∗ gm(t, z, z0) =
∫ t
0
∫
R2d
χD⋆m(z − ξ)e
− Ω
h(t−τ)3 e−
Ω
hτ3χD(ξ − z0) dξ dτ
≤ χD⋆m+1(z − z0)e
− Ω
ht3
∫ t
0
e−
Ω
hτ3
∫
R2d
χD(ξ − z0) dξ dτ
≤ pinΓ
(
d
2
+ 1
)2
rdχD⋆m+1(z − z0)e
− Ω
ht3
∫ t
0
(r
t
)d
e−
Ω
hτ3 dτ ≤ tb(r)gm+1(t, z, z0).
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where we have estimated t−ne−
Ω
hτ3 ≤ t−ne−
Ω
ht3 ≤ e−
Ω−δ
ht3 ≤ 1 and b(r) summarizes
the onstants. Hene by indution for the mth order term we nd
hm−1I
N
m−1
t u
D(z) ≤ CC(h)(Chb(r)t)m−1(f + 2g2 + . . . 2
m−1gm)
≤ CC(h)(Chb(r)t)m−1(f + gm).
This is applied when studying onvergene, i.e. estimating
∣∣∣(∑∞0 hmINmt )uD − u∣∣∣ (t, x, y, x0, y0).
Sine Chb(r)t < 1 for h < h0 and t < t0, h0, t0 suiently small, we get
C(h)2C
∞∑
ℓ=m
(Chb(r)t)ℓgℓ ≤ C(h)
(2Chb(r)t)m
1− (2Ch0b(r)t0)m
e−
Ω
ht3 ≤
(2Chb(r)t)m
1− (2Ch0b(r)t0)m
e−
Ω−δ
ht3
where the ratio tends to zero form→∞. Moreover, we also get that C(h)f
∑∞
ℓ=m(Chb(r)t)
ℓ ≤
C(h)f (2Chb(r)t)
m
1−(2Ch0b(r)t0)m
tends to zero for m → ∞. Hene the series
∑∞
0 h
mI
N
m
t on-
verges uniformly. Hene we have shown that the solution u of the homogeneous
system is given by a onvergent series on any ompat set if h is small.
Remark The result is loal in as muh as uD is loalized in D. But the Ω in the
above estimates in Theorem 4.2 is uniform. Sine the manifold is ompat this result
is enough for getting global results. This onludes the studies of the heat kernel.
Our result is related to the onstrution of a generalized heat kernel on a bundle
over a ompat manifold in [BGV91℄ onedrning the struture of the underlying
spae, however the diusion is degenerate.
5 A trae formula
In this last setion we use the uniform bounds derived above to derive a trae
formula, i.e. an asymptoti expansion for the trae of the semigroup desribing
the evolution of the solution to equation (1). Let us explain the most important
fats. Let H and H ′ be (separable, innite dimensional) Hilbert spaes, and hoose
orthonormal bases (ei)i∈N and (ej)j∈N in H and H
′
, respetively. For any bounded
operator A : H → H ′ the quantity ‖A‖HS =
∑
i,j〈Aei, ej〉 is independent of the
hoie of bases in H and H ′, .f. [Sim79℄[Roe98℄. An operator if it is nite suh
that ‖A‖HS < ∞ is alled an Hilbert Shmidt operator and ‖A‖HS is alled its
Hilbert Shmidt norm. The Hilbert Shmidt norm is indued by a salar produt
〈A,B〉 =
∑
i,j
¯〈Aei, ej〉〈Bej , ei〉. A bounded operator is of trae lass if there are
Hilbert Shmidt operators A and B on H with T = AB. Its trae Tr(T ) is dened
to be the Hilbert Shmidt inner produt 〈A∗, B〉HS. The trae Tr(T ) depends in
fat only on T i.e. it is independent of the hoie of A and B.
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In [BGV91℄ hapter 2 a ovariant approah to a generalized Laplaian with orre-
sponding heat kernel on bundles over a ompat orientable Riemannian manifoldM
is developed. In partiular, the salar produt between the spae of ompatly sup-
ported setions of the bundle E and the spae of setions of E∗ ⊗ |Λ| is established,
where |Λ| is the density bundle. The result given in Theorem 12.60 in [CFKS87℄ an
be adopted. Sine the generator L given by (1) onsidered in this paper is nonsym-
metri we will, however, mainly exploit the existene of a kernel instead of working
with the operators. Sine the kernel is smoothing on the spae of distributions a-
ording to [Hör68℄ and [Ole71℄ and sine it onstitutes the transistion probability of
a diusion the operators exp[tL], t > 0, the orresponding Hilbert Shmidt norm is
given by∥∥etL∥∥
HS
=
∫
T ∗M
u(x, y, x, y) dxdy ≤
∫
M
∫
TM
uD(x, y, x, y)(1 +O(t))dy dx
≤ vol(M)
∫
TM
e
1
h
6y2(1 +O(t))dy <∞
is nite, see e.g. .f. [Sim79℄. Exploiting the semigroup property of a transition
density we see that the operators of the semi group are in fat of trae lass
Tr exp[tL] =
∫
u(t, x, y, x, y) dx dy =
∫∫
u(
t
2
, x, y, x′, y′)u(
t
2
, x′, y′, x, y) dx′dy′dxdy
= 〈exp[
t
2
L], exp[
t
2
L]〉.
Inserting the expansion we derived in Setion 4 we nd:
Theorem 5.1. Under the hypothesis of Proposition 3.1 we have the following asymp-
toti expansion with respet to a small parameter t.
Tr exp[tL] =
∫
T ∗M
u(t, x, y, x, y)dx dy =
12
n
2
(2pi)nt2n
(volM+Rt3+a4t
4+· · ·+aνt
ν+O(tν+1)),
where volM is the volume of M and the rst non trivial oeient R is the salar
urvature. All further oeients aj, j = 4, . . . are invariant quantities of M whih
an be omputed by the method indiated before.
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