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Abstract
We gave a simple derivation of density operator with the quantum analysis. We dealt
with the functional of a density operator, and applied maximum entropy principle. We
obtained easily the density operators for the Tsallis entropy and Re´nyi entropy with the
q-expectation value (escort average), and also obtained easily the density operators for
the Boltzmann-Gibbs entropy and the Burg entropy with the conventional expectation
value. The quantum analysis works effectively in the calculation of the variation of the
functional which includes trace.
Keywords: Quantum analysis, density operator, Tsallis entropy, Re´nyi entropy,
Boltzmann-Gibbs entropy, Burg entropy
1. Introduction
Generalized entropies such as Tsallis entropy [1–4] and Re´nyi entropy [3–5] are used
to study various phenomena in many branches of science. It is well-known that the
Boltzmann-Gibbs entropy is maximized for the equilibrium state. The Burg entropy
[4, 6–9] is also used in researches, such as the estimation of autocorrelation[6], streamflow
[9], etc. It is assumed that the value of an adequate entropy is extremum for an achieved
state in various systems, like the Boltzmann-Gibbs entropy for the thermal equilibrium
state. The entropy plays an essential role in systems.
The density operator ρ is a basic tool to calculate quantities in quantum statistics.
The form of the operator is often derived in the maximum entropy principle (MEP) with
constraints. The definition of the entropy and the constraints play essential roles in the
MEP. The entropy is often defined with trace. The functional of the density operator is
used to determine the form of the density operator in the MEP.
The difference between the functional of the density operator with small deviation
ρ+ε(δρ) and the functional of ρ is calculated in the MEP. The density operator, ρ+ε(δρ),
is not diagonal even when ρ is diagonal, and ρ and δρ does not commute in general.
Therefore, the calculation of the difference is not always easy.
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The method of the calculation has been developed, and one of them is named quantum
analysis [10–15]. For example, the Taylor expansion has been developed in the analysis,
and the expansion is similar to the conventional Taylor expansion. As applications,
this analysis was applied to the nonequilibrium response [14] and quantum correlation
identites [15, 16]. This analysis may simplify the calculation, and the analysis is useful
in quantum statistics.
The purpose of this paper is to derive the density operator easily with quantum
analysis in the MEP. We derive the density operator for the Tsallis entropy and the
Re´nyi entropy with the normalized q-expectation value (escort average) by applying the
quantum analysis. For comparison, we derive the density operator for the Boltzmann-
Gibbs entropy with the conventional expectation value. In addition, we derive the density
operator for the Burg entropy with the conventional expectation value. It is understood
that the density operator is easily derived with quantum analysis.
This paper is organized as follows. In Sec. 2, we give the variation of the functional
of a density operator in the quantum analysis, where the functional includes trace. In
Sec. 3, we derive the density operators for the entropies in the MEP. Sec. 4 is assigned
for conclusion.
2. Basics of quantum analysis and variations of functionals
We start with the following differential df(A) [10–12]:
df(A) = lim
ε→0
f(A+ εdA)− f(A)
ε
, (1)
where the operators A and dA do not commute in general. The above differential is
represented symbolically as follows.
df(A) =
df(A)
dA
dA. (2)
The function df(A)
dA
is a hyperoperator, which maps an operator dA to df(A). The function
df(A)
dA
is named quantum derivative in the quantum analysis. The hyperoperator LA is
defined as the left multiplication to the operator: LAB := AB. The inner derivation δˆA
is defined by
δˆAB := [A,B] = AB −BA. (3)
The hyperoperator LA and the inner derivation δˆA commute: LAδˆAB = δˆALAB. We do
not distinguish between LA and A throughout this paper as in Ref. [10] . With these
hyperoperators, the quantum derivative in Eq. (2) is represented as
df(A)
dA
=
∫ 1
0
dtf (1)(A− tδˆA), (4)
where f (k)(x) is the k-th derivative of f(x). The variation of the functional F (A) [11, 13]
is defined by
δF (A) = lim
ε→0
F (A+ ε(δA)) − F (A)
ε
. (5)
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We deal with the following cases, where the f(ρ) is a function of an operator ρ:
F (ρ) = Tr(f(ρ)), (6a)
G(ρ,A) =
Tr(g(ρ)A)
Tr(g(ρ))
. (6b)
The variation of F (ρ) is calculated as follows:
δF (ρ) = lim
ε→0
1
ε
{
Tr
(
f(ρ+ ε(δρ))
)
− Tr(f(ρ))
}
= lim
ε→0
1
ε
{
Tr
(
f(ρ) +
df(ρ)
dρ
(ε(δρ)) +O(ε2)
)
− Tr(f(ρ))
}
= lim
ε→0
1
ε
{
Tr
(
f(ρ) +
∫ 1
0
dtf (1)(ρ− tδˆρ)ε(δρ) +O(ε
2)
)
− Tr(f(ρ))
}
=
∑
k=0
(−1)k
k!
(∫ 1
0
dt tk
)
Tr
(
f (k+1)(ρ)(δˆρ)
k(δρ)
)
. (7)
We focus on the term Tr(f (k+1)(ρ)(δˆρ)
k(δρ)) which has 2k terms for a positive integer k
(k ≥ 1). The term has the following form: Tr(f (k+1)(ρ)ρk−j(δρ)ρj) (0 ≤ j ≤ k). When
the trace is invariant under cyclic permutations, we have the following result:
Tr(f (k+1)(ρ)ρk−j(δρ)ρj) = Tr(ρjf (k+1)(ρ)ρk−j(δρ)) = Tr(f (k+1)(ρ)ρk(δρ)). (8)
The number of the terms with plus sign is equal to that with minus sign when k is fixed.
Therefore, the term Tr(f (k+1)(ρ)(δˆρ)
k(δρ)) is equal to zero for k ≥ 1. We obtain
δF (ρ) = Tr
(
f (1)(ρ)(δρ)
)
. (9)
In the same way, the variation of G(ρ,A) under the condition [ρ,A] = 0 is given by
δG(ρ,A) =
Tr(g(1)(ρ)(δρ)A)
Tr(g(ρ))
−
(
Tr(g(ρ)A)
Tr(g(ρ))
)(
Tr(g(1)(ρ)(δρ))
Tr(g(ρ))
)
. (10)
3. Derivation of density operators for some entropies in the maximum en-
tropy principle
In the following calculations, we attempt to obtain the density operator with the
quantum analysis in the MEP. The density operators for the Tsallis entropy and the Re´nyi
entropy with the normalized q-expectation value are derived. For comparison, the density
operator for the Boltzmann-Gibbs entropy with the conventional expectation value is
derived. The density operator for the Burg entropy with the conventional expectation
value is also derived.
3
3.1. Tsallis entropy with the normalized q-expectation value
The entropy and the normalized q-expectation value in the Tsallis nonextensive statis-
tics are defined by
ST,q(ρ) =
1− Tr(ρq)
q − 1
, (11a)
〈A〉q =
Tr(ρqA)
Tr(ρq)
, (11b)
where ρ is the density operator. The functional IT(ρ) is defined by
IT(ρ) := ST,q(ρ)− α(Tr(ρ)− 1)− β(〈H〉q − E), (12)
where α and β are Lagrange multipliers, and H is the Hamiltonian. We attempt to
obtain ρ as a function of H by imposing the condition δIT (ρ) = 0. The commutation
relation [ρ,H ] = 0 is satisfied, and we easily obtain δIT (ρ) using Eqs. (9) and (10) with
f(ρ) = g(ρ) = ρq:
δIT(ρ) = Tr
{[(
q
(1− q)
)
ρq−1 − α− q
(
β
Tr(ρq)
)
(H − 〈H〉q)ρ
q−1
]
(δρ)
}
. (13)
The requirement δIT(ρ) = 0 gives(
q
(1− q)
)
ρq−1 − α− q
(
β
Tr(ρq)
)
(H − 〈H〉q)ρ
q−1 = 0. (14)
We finally obtain the density operator with the condition Trρ = 1:
ρ =
1
ZT
[
1− (1− q)
(
β
Tr(ρq)
)
(H − 〈H〉q)
] 1
1−q
, (15a)
ZT = Tr
{[
1− (1− q)
(
β
Tr(ρq)
)
(H − 〈H〉q)
] 1
1−q
}
.
This density operator for the Tsallis entropy is well-known [2, 17], and has been applied
to various phenomena.
3.2. Re´nyi entropy with the normalized q-expectation value
The Re´nyi entropy is defined by
SR,q(ρ) =
lnTr(ρq)
1− q
. (16)
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The variation of SR,q is calculated as follows:
SR,q(ρ+ ε(δρ)) =
(
1
1− q
)
lnTr
{
ρq +
∫ 1
0
dt q(ρ− tδˆρ)
q−1 (ε(δρ)) +O(ε2)
}
=
(
1
1− q
)
lnTr
{
ρq + q
∫ 1
0
dtρq−1 (ε(δρ)) +O(ε2)
}
=
(
1
1− q
)
ln
{
(Trρq)
(
1 + εq
Tr
(
ρq−1(δρ)
)
Trρq
+O(ε2)
)}
=
(
1
1− q
){
ln(Trρq) + εq
Tr
(
ρq−1(δρ)
)
Trρq
+O(ε2)
}
. (17)
Therefore, we have
δSR,q(ρ) =
(
q
1− q
)
Tr
(
ρq−1(δρ)
)
Trρq
. (18)
The functional IR(ρ) with the constraints given by the normalized q-expectation value
is
IR(ρ) = SR,q(ρ)− α(Trρ− 1)− β(〈H〉q − E). (19)
The requirement δIR(ρ) = 0 using Eq. (10) with g(ρ) = ρ
q gives
Tr
{[(
q
1− q
)
ρq−1
Trρq
− α− q
(
β
Tr(ρq)
)
(H − 〈H〉q)ρ
q−1
]
(δρ)
}
= 0. (20)
We finally obtain the density operator for Re´nyi entropy with the normalized q-expectation
value:
ρ =
1
ZR
[
1− (1− q)β(H − 〈H〉q)
] 1
(1−q)
, (21)
ZR = Tr
[
1− (1 − q)β(H − 〈H〉q)
] 1
(1−q)
.
The density operator for the Re´nyi entropy resembles the density operator for the Tsallis
entropy. The form of the above density operator agrees with the form of the probability
density obtained in Ref. [3]
3.3. Boltzmann-Gibbs entropy with the conventional expectation value
We also attempt to derive the density operator in the Boltzmann-Gibbs statistics for
comparison. The functional IBG(ρ) is
IBG(ρ) = SBG(ρ)− α(Trρ− 1)− β(〈H〉 − E), (22a)
SBG(ρ) = −Tr(ρ ln ρ), (22b)
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where 〈H〉 = Tr(ρH)/Trρ. The requirement δIBG(ρ) = 0 using Eq. (9) with f(ρ) =
−ρ ln ρ and Eq. (10) with g(ρ) = ρ gives
δIBG = Tr
{[
− (ln ρ+ 1)− α−
β
Trρ
(H − 〈H〉)
]
(δρ)
}
= 0, (23)
We obtain
ρ = exp(−α− 1) exp
(
−
β
Trρ
(H − 〈H〉)
)
. (24)
The requirement Trρ = 1 leads to
ρ =
1
ZBG
exp
(
− β(H − 〈H〉)
)
, (25a)
ZBG = Tr
[
exp
(
− β(H − 〈H〉)
)]
. (25b)
The above density operator is well-known in the Boltzmann-Gibbs statistics, and is
equivalent to exp(−βH)/Tr(exp(−βH)). The expectation value 〈H〉 appears in the above
density operator, as in the density operator for the Tsallis entropy. This implies that the
appearance of 〈H〉 in the density operator is natural.
3.4. Burg entropy with the conventional expectation value
We attempt to find the density operator for the entropy analogous to Burg entropy.
The Burg entropy is defined with the probability pi of a state i:
S
(cl)
Bu =
∑
i
ln pi. (26)
To use the Burg entropy in quantum systems, we use the following form of the entropy
with the density operator:
SBu(ρ) = Tr ln ρ. (27)
The variation of SBu(ρ) is given using Eq. (9) with f(ρ) = ln ρ:
δSBu(ρ) = Tr
[(
1
ρ
)
(δρ)
]
. (28)
The functional IBu(ρ) is given by
IBu(ρ) = SBu(ρ)− α(Trρ− 1)− β(〈H〉 − E). (29)
Therefore, the variation of the functional δIBu(ρ) using Eq. (10) with g(ρ) = ρ is
δIBu(ρ) = Tr
{[
1
ρ
− α−
β
Trρ
(H − 〈H〉)
]
(δρ)
}
. (30)
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The requirement δIBu(ρ) = 0 gives
1
ρ
= α+
β
Trρ
(H − 〈H〉) = α
(
1 +
β˜
Trρ
(H − 〈H〉)
)
, β˜ = β/α, (31)
The constraint Trρ = 1 gives
ρ =
1
ZBu
(
1
1 + β˜(H − 〈H〉)
)
, (32a)
ZBu = Tr
(
1
1 + β˜(H − 〈H〉)
)
. (32b)
The above density operator agrees with the probability obtained previously [4, 8] for the
Burg entropy. The density operator, Eq. (32a), should be carefully treated, as the Burg
entropy is not defined when the probability pi is zero for a certain state i.
4. Conclusion
We attempted to find density operators for some entropies with the quantum analysis.
We derived the density operators for the Tsallis entropy and the Re´nyi entropy with the
normalized q-expectation value (escort average), and derived the density operator for the
Boltzmann-Gibbs entropy with the conventional expectation value, for comparison. We
also derived the density operator for the Burg entropy. These density operators were
derived easily with the quantum analysis.
The quantum analysis works well to derive the density operators for various entropies
with constraints in the maximum entropy principle. The quantum analysis is useful in
quantum statistics, because trace often appears and the inner derivation δˆA which acts
as δˆAB ≡ AB −BA works effectively. It is possible to extend the current method to the
grand canonical ensemble.
The quantum analysis gives the method of the calculation in quantum systems. Espe-
cially, the analysis will work in calculations of trace terms, because the quantum deriva-
tive is represented with δˆA.
The author hopes that the present study is a cue to calculate quantities with the
quantum analysis in quantum statistics.
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