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あらまし 本論文では、画像間の補間や姿勢推定に有効であろう線形写像の一つとして、1 軸回転する物体のような
巡回する画像列が与えられたときに、画像間の関係を複数の単純な 2次元平面上での回転で表現できるような部分空
間への線形写像を提案する。提案手法は、まず画像列を置換する巡回群を考え、その群を表現する行列をブロック対
角化を用いて低ランクの行列の積に分解する。この行列により、画像空間中の画像が部分空間へと投影されるが、そ
の部分空間においては画像間の関係が単純な 2次元部分空間における 2次元平面上での回転で表現されることを示す。
そしてサンプル画像間を補間する方法と実画像を用いた例を示す。
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Abstract This paper proposes a linear map that projects images of an rotating object about an axis onto a
subspace where the rotation of the object is represented with many simple rotations in two dimensional subspaces.
First we consider a cyclic group that permutates the image sequence, then construct a matrix of the cyclic group by
multiplication of low rank matrices with block diagonalization. We demonstrate interpolation of the image sequence
by rotation in the subspace, and discuss the ability of the proposed linear map onto the subspace.
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1. は じ め に
画像に写る物体の姿勢パラメータ推定はコンピュータビジョ
ンの重要な問題として多くの研究がなされている。その多くは
既知形状の剛体を仮定し、運動や投影の解析的モデルを採用し
て最適化問題を解く [1]ものである。それに対して村瀬ら [2], [3]
のパラメトリック固有空間法は、物体の形状や 3次元空間での
投影といった幾何学的な撮像過程を仮定せず、連続的に変化す
るパラメータ列とそれに付随する画像系列を学習セットとし、
その画像列が固有空間中に描く軌跡（多様体）を認識に用いる、
いわばパターン認識的姿勢推定問題を提起した。
多様体を描く非線形性の強い画像列のようなデータを教師
なしのデータ解析問題として扱うために、カーネルトリック
を利用した非線形主成分分析 (kernel PCA, kPCA) [4], [5] や
SVM [6]などの手法や、多様体学習 (manifold learning) [7]が
提案されてきている。これらは、固有顔 [8], [9]に代表されるよ
うな、主成分分析や判別分析を応用した線形的な認識手法より
も優れた結果を出すことが示されている。
一方、パラメトリック固有空間法のような姿勢推定手法が扱
うのは、ある画像とそのときの姿勢パラメータというセットを
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学習する教師付き問題であり、すなわちデータのパラメータへ
の回帰問題に相当する。非線形な回帰手法にはカーネルトリッ
クを用いた SVM回帰 [10] やカーネルリッジ回帰 [11]があり、
それらを用いた物体の姿勢推定 [12]が提案されている。また、
線形的な手法 [13], [14]も提案されている。
認識問題については非線形手法の優位性が示されているが、
回帰問題についてはあまり議論がされていない。カーネルを用
いた回帰自体の性能評価 [11]については議論されているものの、
実際の画像の姿勢推定の状況における評価はなされていない。
しかし、画像の姿勢推定問題において本当に非線形手法が必
要であろうか。一般の回帰問題と異なり、姿勢推定問題では画
像の次元（画素数）が画像の枚数（サンプル数）よりもかなり
大きい。つまり、高次元空間中にかなり疎らにサンプル点が存
在することになる。そのため、物体の画像が多様体を描いたと
しても、膨大なサンプルを集めない限り、実際には高次元空間
中の点と点を結ぶ折れ線でしかなく、多様体としての振る舞い
を眺めることはできない。
画像の次元がサンプル数よりも大きいという状況において
は、単にサンプルが部分空間に収まってしまうというだけでは
ない。この状況では、線形手法 [13], [14]における推定のための
連立方程式の解は、最小ノルム解、であることがすでに指摘さ
れている [15], [16]。つまり、学習サンプルにおいては厳密に方
程式が成り立つ解が無数に存在し、その中のノルムが最小であ
る解を 1つ推定しているに過ぎない。したがって、1軸回転す
る物体の画像列の姿勢パラメータを推定するという問題は、画
像列を 2次元平面の単位円周上に等間隔に並ぶ点への投影を実
現する（無数の写像のうちの一つの）線形写像を求める問題と
みなすことができる [16]。もしサンプル数が画像の次元よりも
多い場合でも、非線形に次元を上げてしまえばその条件を満た
すため、同様に単なる線形写像の推定になる。
そのため、おそらく姿勢推定に関しては、複雑な非線形手法
までは必要ではなく、線形手法による推定でも十分であるとい
えるであろう、と思われる。ただし汎化性能には違いがあるこ
とが予想されるためその評価は必要ではあるが、前述の通りあ
まり議論されていないのが現状である。
そこで、非線形手法は議論せずに線形手法に焦点をあて、姿
勢推定などに有効な画像の線形写像を追求しようというのが本
論文の狙いである。どのような線形手法や線形写像が有効なの
かという議論は十分になされていないのにもかかわらず、線形
手法の改良という場合には単にカーネル法を適用して手法を非
線形にしてしまうことが多い。しかし画像の次元がサンプル数
よりも大きい場合には、検討すべき線形写像が多数存在するは
ずである。それらを検討した後、有効な線形手法を非線形に拡
張することで、画像の姿勢推定という特有の問題に対する手法
に拡張できると思われる。
本論文では、画像間の補間や姿勢推定に有効であろう線形写
像の一つとして、1 軸回転する物体のような巡回する画像列が
与えられたときに、画像間の関係を単純な 2次元平面上での回
転を複数用いることで表現できるような部分空間への線形写像
を提案する。提案手法は、まず画像列を置換する巡回群を考え、
その群を表現する行列をブロック対角化を用いて低ランク行列
の積に分解する。この行列により、画像空間中の画像が部分空
間へと投影されるが、その部分空間においては画像間の関係が
単純な 2次元部分空間における 2次元平面上での回転で表現さ
れることを示す。
本論文の構成は以下の通りである。まず 2.節において、画像
間の遷移を表現する巡回群を定義し、その群を表現する行列を
導出する。次にその行列の低ランクの行列の積への分解につい
て 2. 5節で述べ、3.節で部分空間への投影について議論する。
そして 4.節において、サンプル画像間を補間する方法について
説明し、4. 2節で実画像を用いた例を示す。
2. 画像列の巡回群とその行列のブロック対角化
ここでは、n枚の画像 x1;x2; : : : ;xn が与えられたとき、巡
回群の行列表現によって画像間の関係を表すことを考える。ま
ず巡回群について説明した後、どのように画像 x1 と x2 の間
を補間して画像（例えば x1:5 など）を生成するかについて述
べ、それを応用したサンプル画像間の補間画像の生成方法につ
いて述べる。著者らは複素対角化を用いた手法 [17]を提案して
いるが、本稿ではブロック対角化を用いた手法について述べる。
また補間だけでなく姿勢推定にも有効であることを示している
（ [18]参照）。
2. 1 巡回群による画像間の関係
画像 xj = (xj1; xj2; : : : ; xjN )T を N 次元ベクトルとし、そ
の画像を表すパラメータを µj とする。1軸回転を表す角度など
のように、ここでは n個のパラメータは連続的に µ1; µ2; : : : ; µn
と変化し、また µ1 に循環して戻るものを考える。したがって、
画像も x1;x2; : : : ;xn と変化し、また x1 に戻るような順番付
けがされているとする。さらに実際の状況としてN > n、つま
り画素数は画像数より大きいことを仮定する。
ここで、画像を x1;x2; : : : と変化させるために、以下のよ
うな群を考えよう。つまり、画像に左から作用する変換の群
Gn = fG;G2; : : : ; Gng があって、
x2 = Gx1 (1)
x3 = Gx2 = GGx1 = G
2x1 (2)
...
xn = Gxn¡1 = : : : = G
n¡1x1 (3)
x1 = Gxn = : : : = G
nx1 (4)
ここで、Gn は n位の有限巡回群、元 Gは群 Gn の生成元と呼
ばれる [19]。群の定義から、Gn には各元の逆元が存在し、ま
た単位元 I が存在する。
xi = Gxi¡1 = GG
n¡1xi = xi; G
¡1 = Gn¡1 (5)
xi = G
nxi; G
n = I (6)
2. 2 巡回群の行列表現
群自体は抽象的なものであるため、ベクトルとして扱われる
画像 xi を扱うために、群を行列で表現する。これは一般に群
の表現論と呼ばれるものであるが、一般論には立ち入らずに、
IS-3-10 MIRU2007 / Proceedings 983
ここでは以下のように画像認識を容易にすることを目的に行列
を構成することにする。
前節で述べた巡回群 Gn の生成元 Gを行列 Gで表現すると、
画像 x1;x2; : : :の関係は以下のように表せる。
[x2 x3 ¢ ¢ ¢ xn x1] = G[x1 x2 ¢ ¢ ¢ xn¡1 xn] (7)
ここで上式を
X1 = GX0 (8)
とおく。Gの次元はN£N であるが、rank(X1) = rank(X0) =
nであり、さらに N > nを仮定しているので、連立方程式 (7)
は劣決定問題になり、この方程式を満たす G は無数に存在す
る。そこで、ここでは最小ノルム型一般化逆行列 [20]を用いて
以下のように Gを定める。
G = X1(X
T
0 X0)
¡TXT0 (9)
したがって rank(G) = rank(X0) = n である。
2. 3 行列Gのブロック対角化
一般的な状況では実正方行列は対角化可能であるか、または
対角成分が 1£ 1か 2£ 2のブロック部分として対角化される
ブロック対角化が可能 [21]である。すると、Gは以下のように
分解できる。
G = U¡1DU (10)
D = diag(A1; A2; : : : ; As; 0; : : : ; 0) (11)
=
0BBBBBBBBBBBB@
A1
A2
. . .
As
0
. . .
0
1CCCCCCCCCCCCA
(12)
ここで、Gは対称行列ではないので、一般に U は直交行列で
はない。
またDは実ブロック対角行列である。A1; : : : ; As は 1£ 1か
2£ 2の行列であり、対応する固有値が実数であれば 1£ 1（つ
まりスカラー）になり、複素数であれば 2 £ 2 の行列となる。
rank(G) = nであるので、0でない固有値の数は nである。し
たがって A1; : : : ; As がなすブロック部分は n £ n の部分行列
となり、
Ps
i=1
rank(Ai) = nとなる。
2. 4 列置換行列による巡回群の表現
前節では画像列X0 に左から作用する行列Gを考えたが、逆
に右から作用する行列を考えると、以下のように単なる n£ n
の列置換行列M で表現できる。
X1 = X0
0B@
0 1
1 0
1 0
. . .
. . .
1 0
1 0
1CA = X0M (13)
すると、式 (9)は以下のように書ける。
G = X0M(X
T
0 X0)
¡TXT0 (14)
ここで rank(G) = rank(M) = nである。
単に画像列 X0 の列を取り替えたいのであれば、Gよりも次
元の小さいM を使ったほうが効率がよい。しかし本手法の目
的は、ある一枚の画像に有効に働く行列を考えることであるた
め、右から作用するM をそのまま用いるのは適切ではない。
しかし、上式のように GはM を含む表現になる。そこでこ
れを利用して、Gの対角化の代わりにM を対角化することを
考えてみる。
2. 5 低ランク行列のブロック対角化による行列Gの構成
画像列X0の特異値分解をX0 = EΣV T とすると、式 (14)は
G = EΣV T M V Σ¡1ET (15)
と書き直せる。一方列置換行列M は、ブロック対角行列 DM
と行列W を用いて
M = W¡1DMW (16)
とブロック対角化できる（詳細は [18]を参照）。これを式 (15)
に代入し、
U1 = WV Σ
¡1ET (17)
U2 = EΣV
TW¡1 (18)
とおくと、
G = EΣV TW¡1DMWV Σ
¡1ET = U2DMU1 (19)
と書き表せる。これは、以下のように式 (10)の固有値 0に対
応する部分を削除したものと一致する。
U1 = ( In 0 ) U; U2 = U
¡1
Ã
In
0
!
(20)
DM = ( In 0 ) D
Ã
In
0
!
= diag(A1; : : : ; As) (21)
固有値 0 に対応する固有ベクトルは必要ないため、N £ n の
行列 X0 の特異値分解と n £ n の行列 M のブロック対角化
で、N £N の行列 Gのブロック対角化が計算できることにな
る（注1）。
3. 行列Gによる変換を表す部分空間の構成
ここで行列 Gの n乗である Gn を考えよう。Gを群の作用
と考えた場合には、画像 x1 に Gを n回作用させた Gnx1 は、
またもとの画像 x1 に戻ってくる。それをもとに、ここでは、
前節のように構成した行列 Gの性質を示す。
まず、式 (17)(18)より、
（注1）：画像列が互いに相関がある場合には、小さい特異値 Σ に対応する E の
列ベクトルを削除することがよく行われるが、本手法でそれを行うことはできな
い（詳細は省略する）。
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U1U2 = In (22)
である。したがって、式 (19)から
Gn = U2D
n
MU1 = EΣV
T Mn V Σ¡1ET (23)
と計算できる。
ここで今度は、列置換行列M を、複素対角行列D0M と複素
行列W 0 を用いて
M = W 0¡1D0MW
0 (24)
と複素対角化する [21]。ここで複素対角行列D0M は対角成分に
複素数の固有値を持つ以下のような行列である。
D0M = diag(¸1; : : : ; ¸n) (25)
列置換行列M の n乗は明らかに n£n単位行列 Inになるので、
Mn = In =W
0¡1D0nMW
0 (26)
D0nM = W
0MnW 0¡1 = In (27)
となり、D0M も n乗すると単位行列 In になるので、¸nj = 1で
なければならない。つまり、M の固有値は n乗して 1となる
1の原始 n乗根になることがわかる。
¸j =
n
p
1 = e
2k¼
n
i; i =
p¡1; k = 1; 2; : : : ; n (28)
ブロック対角化 DM におけるブロック部分 A1; : : : ; As と、
複素対角化 D0M における固有値 ¸1; : : : ; ¸n はそれぞれ対応し
ており、固有値が実数（つまり §1）であれば、それに対応す
るブロックは 1£ 1となり、§1である。
複素数の場合は 2 £ 2のブロックになるが、M の固有値 ¸j
場合は 1 の n 乗根であり、対応する 2 £ 2 のブロックは 2 次
元の回転行列に相当する。回転量 µj は複素数 ¸j の偏角に相当
し、2£ 2の回転行列 Aj は以下のように書くことができる。
Aj =
Ã
cos µj sin µj
¡ sin µj cos µj
!
(29)
¸j = cos µj + i sin µj (30)
これは、元の画像を別々の多数の 2次元部分空間に投影し、
それぞれの部分空間において画素を回転させていることに相当
する。DM における各 2£ 2ブロックに対応するW の 2つの
列ベクトルは、画像空間からそれらが張る 2 次元部分空間へ
の投影（線形写像）を表しており、各ブロックは重複していな
いため、各 2次元部分空間は互いに直交しており独立である。
ある 2次元部分空間での回転量は、対応する固有値 ¸j の偏角
2k¼
n
(k = 1; 2; : : : ; n) に相当する。回転量の倍数を表す k は、
固有値が n通りあるうちのどの原始 n乗根であるかに依存し、
それは元の与えられた画像列 X0 に依存する。
ここで Gを式 (7)による画像 xj への作用を見てみる。
xj+1 = Gxj = U2DMU1xj (31)
U1xj+1 = DMU1xj (32)
x0j+1 = DMx
0
j ; x
0
j = U1xj (33)
したがって、行列 U1 は、単に 1つまたは 2つの画素を独立に
2次元平面上で回転させることで画像が x01;x02; : : :と次々に移
りあうことができる多数の 2次元部分空間への投影を実現して
いる。
実際には、M 個の固有値は n個の異なる原始 n乗根となり、
nが偶数のときは対応するブロック行列はすべて 2£ 2 となる
（§1 に対応する 2 つの 1 £ 1 の部分はあわせて 2 £ 2 と考え
る）。奇数の場合は、固有値 1に対応する 1£ 1部分を除いて、
他はブロック行列はすべて 2 £ 2 となる（注2）。したがって、ブ
ロックの数 sは以下のようになる。
s =
(
n
2
If n is even
n¡1
2
+ 1 If n is odd
(34)
4. 新しい中間姿勢の画像の生成
4. 1 部分空間での回転による中間画像の生成
前節で、画像列 x1;x2; : : :の関係を単純な多数の 2次元部分
空間（平面）での回転で表現できるような部分空間への線形写
像を表す行列 U1; U2 の構成方法について述べた。これにより、
x1 から x2 へ、また x1 から x3 への画像の遷移を、それぞれ
x2 = Gx1 と x3 = G2x1 という行列 Gを用いた形ではなく、
x2 = U2DMU1x1 と x3 = U2D2MU1x1 という行列の積により
実現することができる。
ではここで、2乗すると Gとなる行列 G
1
2 というものを考え
てみよう。式 (23)と同様にしてブロック対角行列を 1
2
乗する、
つまり式 (29)において回転角を µj
2
とした回転行列をブロック
とする行列を以下のように構成する（注3）。
G
1
2 = U2D
1
2
MU1 (35)
D
1
2
M = diag(A
1
2 ; A
1
2 ; : : : ; A
1
2
s ) (36)
この G
1
2 を x1 や x2 に作用させると、x1:5 = G
1
2x1 や
x2:5 = G
1
2x2 などという、サンプル間に存在するであろう
中間の画像を生成することができないだろうか。
このようにして作成した画像が実際の物体を回転させたとき
の中間画像に一致すれば、本手法が提案する部分空間の構成方
法はまさに有用なものになるはずである。それが本研究の目的
であり実際の適用例は後述するが、ここでは生成される中間画
像はどのようなものなのであろうか。式 (19)を見ると、G の
もっとも左側に存在する E はサンプル画像が張る部分空間の
基底ベクトルであり、それより右側の行列の積はその部分空間
の係数となっている。したがって、中間画像は元のサンプルが
張る空間内に存在し、その中でサンプル画像の間を連続的に移
動していることを意味している。
（注2）：これらのブロック対角化の理論は数学の分野ではよく知られたことであ
るが、画像認識の分野で語られたことは今までにはない。本論文における議論の
精密な導出は [18] を参照。
（注3）：実際には 2 回 ¼ だけ回転するのと 2 回 0 だけ回転するのとは同じであ
るので、D
1
2
M
のブロック部分の回転角は µj=2 と (µj + 2¼)=2 の 2 通りある。
一般に D
1
m
M
の要素の表現は、1 の原始 m 乗根の数の m 通り存在する。ここ
ではもっとも直感的な、回転角を 1m にするものを採用している。
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図 1 固有空間における coil-20(obj4) の 72 枚の原画像と生成した補
間画像の軌跡。点（+）は 72枚の画像の投影点を表す。破線は、
72 枚をすべて用いて U1 を計算し、その間を 10 等分して生成
した中間画像を投影した軌跡を表す。点線は、奇数番号に対応す
る 36 枚（0; 10; 20; : : : 度の画像）を用いて U1 を計算し、その
間を 10 等分して生成した中間画像を投影した軌跡を表す。（上）
72 枚のサンプル画像すべてを補間。（下）250 » 270 度の画像
間の補間した部分を拡大したもの。
4. 2 画像の生成例
これまでに述べた手法を用いて、実際の画像列における
部分空間を構成し、中間画像を生成した結果を示す。画像は
COIL-20 [22]の物体 4（招き猫）を用いた。この画像のサイズ
は N = 128£ 128であり、5度ずつ 1軸回転した n = 72枚の
画像サンプルからなる。手法の実装と実ブロック対角化の計算
には Scilab-4.1を用いた。
実際に画像列から部分空間を計算し、生成した中間画像の一
部を図 2 に示す。72 枚の学習サンプル画像のうち奇数号の画
像 36枚を使って U1 を計算し、学習サンプル画像の 0,10,20度
に対応する画像 x1;x2;x3 の間を 10等分したときの中間画像
x1:1;x1:2; : : :を計算した。実際には、x1 に G
1
10 を複数回適用
して x1+j0:1 = G
j
10x1 により画像を生成している。
比較のために、図 2には学習には用いていない 5,15 度に対
応する実際の画像も表示している。生成された中間画像は、サ
ンプル画像と一致する角度においては、生成画像はサンプル画
像と一致している。しかし、それらの中間においては、実際の
x1
x1:1
x1:2
x1:3
x1:4
x1:5
x1:6
x1:7
x1:8
x1:9
x2
x2
x2:1
x2:2
x2:3
x2:4
x2:5
x2:6
x2:7
x2:8
x2:9
x3
図 2 行列 G
1
10 を画像へ作用させて作成した補間画像。1 列目は
coil-20(obj4) の原画像で、学習に用いた 0, 10, 20 度の画像
x1;x2;x3 と、比較のための 5, 15度の画像を示す。2列目は学
習サンプル間を 10 等分して補間した画像を示す。
物体の見た目に近い画像とはならず、その前後のサンプル画像
を重ね合わせたような画像になっている。
このことを確かめるため、中間画像を画像列の固有空間に投
影した結果を図 1に示す。固有空間は 72枚の画像から生成し
たもので、各軸の e1; e2; e3 は第 1,2,3固有ベクトルを表す。72
枚の画像の投影点を点（+）で示している。そして、72枚すべ
て用いて U1 を計算し、各学習サンプル間を 10等分して生成し
た中間画像を投影した軌跡を破線で示してある。また点線は、
奇数番号に対応する 36 枚を用いて U1 を計算して生成した中
間画像の投影軌跡を示している。
72枚の場合の投影軌跡（破線）は、すべての画像サンプル点
を通っており、学習が正しく行われていることがわかる。36 枚
の場合の投影軌跡（点線）でも、学習した一つおきの画像サン
プル点は通過している。また未学習の中間の画像に相当する点
では、それらの点に近い曲線によって学習サンプル点をつない
でおり、画像間の補間という観点では妥当なものだといえる。
パラメトリック固有空間法ではこれらのサンプル点を 3次スプ
ライン曲線で補間しており、また CGにおけるモーフィングや
ワーピングは 2つの画像の線形補間であるため、サンプル点を
直線で結ぶ折れ線近似で補間していることに相当する。本手法
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では、サンプル点を通る曲線で補間しているが、この曲線は 72
次元空間における 36個の 2次元部分空間での回転により生成
されているため、連続曲線である。この曲線は、式 (31)からわ
かるように、Gの各要素は sin µj ; cos µj の和になる、つまり適
当な係数を用いて
36X
j
aj sin µj+bj cos µj =
36X
k
a0j sin
2k¼
n
+b0j cos
2k¼
n
(37)
と表されるため、36個の異なる周波数の正弦波の重ね合わせで
ある。
この結果から、画素数がサンプル数より多い場合の線形手法
を追求するという点において、本手法の有用性が見出せる。す
なわち、これまでは画像列が強い非線形性を持っているために、
多様体学習や非線形手法が必要だと思われていたが、本手法で
は線形手法によって学習サンプル間を滑らかに補間する軌跡を
生成することができている。この補間曲線は上述したように正
弦波であるが、サンプル点を通る正弦波の推定が目的ではなく、
本研究はサンプル間の関係を表す部分空間を構成するという視
点に立脚している。そのため、今後本手法により構成した部分
空間を用いて、線形手法による画像の姿勢推定が可能であると
考えている。
5. お わ り に
本論文では、1軸回転する物体のような巡回する画像間の関
係を多数の単純な 2次元空間での回転で表現できるような部分
空間への線形写像を提案し、ブロック対角化を用いて低ランク
行列の積によりその線形写像行列を構成する方法と、画像補間
への応用を示した。
今回は画像補間の応用のみを示したが、姿勢推定への応用も
行っている [18]。これは、既知の物体の新たな画像 xが与えら
れたときに、すでに学習しているサンプル画像 x1 とどれだけ
姿勢が変わっているかということがこの部分空間から分かるこ
とを利用する。つまり x と x1 を部分空間に投影し、その差が
行列 G の何乗で表せるか、つまり U1x = D®MU1x1 を満たす
適切な ®を推定する問題に置き換えている。
本手法の問題点は以下のようなものが挙げられる。行列 G
の構成において最小ノルム型一般化逆行列を用いているが、そ
れの妥当性や他の構成方法がないのかどうかの検討が残ってい
る。本論文では 1軸回転している物体の画像列についての定式
化を行ったが、この定式化のままでは、3次元で 3軸回転して
いる画像列にそのままでは適用できない。巡回群とその表現行
列をいかにして画像の 3次元の姿勢推定という認識問題に応用
するのかが、今後の課題である。
以上のような問題点や検討すべき課題が山積してはいるもの
の、本手法は線形手法に対する考え方に一石を投じるものであ
る。次元数がサンプル数よりもかなり大きいという条件は、認
識問題においては次元の呪いとして知られているが、非線形手
法はその条件を利用して高次元空間における線形判別を実現し
ている。本手法が提案するように、その条件は姿勢推定におい
ても有効に利用できるものであり、線形非線形を問わず問題に
適した有効な部分空間を考察することが重要であると思われる。
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