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1. INTRODUCTION TO THE NONLINEAR ERRORS-IN-VARIABLES MODEL 
The nonlinear errors-ln-varlables problem combines aspects of two 
Important statistical problems; namely, nonlinear models and errors-ln-
varlables models. The standard nonlinear regression problem, In which 
the Independent variables are assumed to be known without error, has 
been well developed from statistical and computational standpoints. The 
majority of work In the area of errors-ln-varlables models, also 
referred to as measurement error models, has concentrated on linear 
models. The usefulness and wide applicability of these two types of 
models has encouraged their synthesis and the resulting interest in the 
nonlinear errors-ln-varlables model. The emergence of powerful and 
relatively low cost of electronic computing has also made the nonlinear 
measurement error model a realistic method for use in practice. 
1.1. Introduction and Literature Review 
The distinguishing feature of errors-ln-variables models is the 
provision for independent variables which are not directly observable. 
An example of a nonlinear errors-ln-varlables model is 
= g(x^; 8) + , t = 1, 2 n , 
Xt = -t + "t . 
2 
where the vectors (Y^, are observed and g is a vector of fixed 
but unknown parameters. The model is said to be nonlinear if the 
function g(*) is nonlinear In either or g . The true values of 
the Independent variables in the nonlinear relationship, , are 
unobservable because of the presence of the measurement errors {u^} . 
If.the true values are taken to be fixed values, the model is 
said to be a functional model. If the true values {x^} are random 
(nondegenerate) vectors, the model is said to be a structural model. 
The measurement errors (e^, u^) are assumed to be realizations of some 
random process. In order for the model to be properly specified, 
assumptions concerning the distribution of the measurement errors must 
be made. 
Various nonlinear errors-in-varlables models and estimation methods 
which appear in the literature are now reviewed. 
Analogous to the work in standard nonlinear model estimation, 
techniques for finding estimates have incorporated a linearization of 
the function in an iterative estimation scheme. An early example is the 
method presented in Deming (1931, 1943) for a nonlinear measurement 
error model with one Independent variable. The model he considers is 
- ft + ' 
+ "c ' 
( 1 . 1 . 1 )  
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for t = 1, 2, n . In general, when one variable can be Identified 
and isolated as the dependent variable as in (1.1.1), we call the model 
an explicit model. Deming suggests the restricted least squares 
approach of minimizing 
with respect to (y^, and g , subject to the restrictions 
- g(x^; s) = 0 , t = 1, 2, ..., n . ( 1 . 1 . 2 )  
Ease of computation was a prime concern of Deming and to this end he 
minimized Q subject to linear restrictions constructed by using the 
linear part of the Taylor expansion of g(») in (1.1.2). Subsequent 
work showed that Demlng's method did not produce the actual least 
squares estimates. However, numerical examples with small models showed 
that Demlng's method produced estimates reasonably close to the actual 
least squares estimates. See, for example, O'Neill et al. (1969). Cook 
(1931) observed that knowing the ratio of the error variances was 
sufficient to apply Demlng's method and proposed a different linear­
ization for the function g(») , 
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Glutton-Brock (1967) takes a likelihood approach to the model with 
a single Independent variable. He assumes the measurement errors are 
normally distributed with a known diagonal error covariance matrix and 
that the errors are uncorrelated across observations. A series of 
adjustments, based on the assumption of small measurement error 
variances, are made to the true likelihood function. These adjustments 
permit the estimation of the remaining unknown parameters of the model. 
Britt and Luecke (1973) present an algorithm for estimation of a 
more general model than that of any of the previous works cited. They 
consider a nonlinear relation in which the true values are defined 
implicitly. The model they consider is 
g(z^; S) = 0 , t = 1, 2, ..., b^ , (1.1.3) 
Zt - 't + St ' 
E(s_) = 0 
In this model, the variables are not divided into independent and 
dependent variables. Furthermore, the measurement errors are allowed to 
be correlated across observations. An algorithm to find least squares 
estimates using the Lagrange multiplier method is presented. 
5 
The cited works concentrate on the computation of estimates. 
Little attention Is paid to the statistical properties of the 
estimators. Other works concerned with computing aspects of the problem 
are Powell and Macdonald (1972), Macdonald (1975), Southwell (1976), and 
Boggs et al. (1986). 
It Is now convenient to present a model that will serve as a point 
of reference. Let 
where {Z^} are observed, {z^} are fixed and unknown, and 3*^ is a 
(finite dimensional) fixed unknown parameter. This is an example of a 
nonlinear functional relationship for which the true values satisfy the 
(1.1.4) 
f(zO; 0°) = 0 , t = 1, 2 n , 
E(e' e ) = 0 , t s , 
~t ~s 
real valued function f(«) . If the E are known, a least squares 
~eett 
approach is to minimize 
n 
Q = £ (Z, - Z;): 
t=I 
(1.1.5) 
with respect to {z^} and g , subject to the restrictions 
6 
f(z^; g) = 0 , t = 1, 2, n . 
If the measurement errors are normally distributed and the points 
are fixed, this minimization produces maximum likelihood estimators. 
The true values {z^} are sometimes called incidental parameters, with 
gO called structural parameters. See Neyman and Scott (1948) and 
Kiefer and Wolfowitz (1956). 
Central to the statistical treatment of the estimation problem are 
the properties of the measurement errors. Specifically, the amount of 
information available about the measurement error covariance structure 
determines in large part the form of possible (reasonable) estimators 
and thus, the statistical properties of the estimators. 
An approach taken by Villegas (1969) and Dolby and Lipton (1972) is 
to assume the existence of replicated observations. Villegas uses n 
replications at each of k fixed points. The set of k means computed 
at each point is used as the data and the within-point mean square is 
used as a consistent estimator of the error covariance matrix at each 
point. Assuming normally distributed measurement errors, he is able to 
show that estimators for the explicit model version of (1.1.5) have a 
limiting normal distribution. The limit is achieved as n + » and k 
remains fixed. Dolby and Lipton consider the explicit version of 
(1.1.5) with a single Independent variable. Assuming normally 
distributed measurement errors and replications at each point, they 
derive maximum likelihood estimators for the model parameters and 
propose an estimator for Che covariance matrix of those estimators. 
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Another approach to estimation which does not require specific 
knowledge about the measurement error covarlance matrix Is the method of 
Instrumental variables. This method for the nonlinear model situation 
Is discussed in Amemlya (1982, 1985). Fuller (1987) discusses the 
situation where the error covarlance matrices are functionally related 
to observable variables. Rellly and Patlno-Leal (1981) give a Bayesian 
treatment of the nonlinear errors-ln-varlables model. 
It is possible to construct consistent estimators of structural 
model parameters for some specific nonlinear relations without the 
assumption of decreasing error variances or the use of instrumental 
variables. Chan (1965) and Wolter and Fuller (1982a) present estimators 
of the structural parameters of the circular and quadratic model, 
respectively. Chan assumes that the error covarlance matrix is Icr^ at 
every point, where is an unknown positive constant. By using the 
specific (circular) form of the function, he derives consistent 
estimators of the center point, radius, and . Wolter and Fuller 
assume the measurement errors are normally distributed with a known 
positive definite covarlance matrix, where che error covarlance matrix 
is the same at each point. Ti\ey derive a consistent estimator of the 
vector of coefficients of the quadratic relation, provide an adjusted 
estimator which has better small sample properties, and consider 
estimation of the mean square error of their estimators. 
A detailed treatment of the explicit functional model with multiple 
Independent variables and decreasing error variances is presented in 
Wolter and Fuller (1982b). Assuming the measurement error variance to 
8 
_ 1 / O 
be known and decreasing at a rate of o(n ) , they present an 
estimation procedure for the coefficients of the relation and a 
consistent estimator of the covarlance matrix of their estimator. 
Adjustments which Improve the small sample properties of their 
estimators are also proposed. A more detailed discussion and some 
extensions of the results are given by Amemiya (1982). 
In the works above, consistent estimators of model parameters are 
derived under a variety of assumptions and model forms. While most of 
these estimators are shown to be consistent, it is also true that the 
estimators can be seriously biased in small samples. The size of the 
bias depends on the curvature of the function and the size of the error 
variances. The most thorough description of the bias problem and 
suggestions for modifications is found in Amemiya and Fuller (1985). 
Other works addressing this aspect of the estimation problem are 
Grillches and Rlngstad (1970), Wolter (1974), Wolter and Fuller (1982b), 
Amemiya (1982), and Fuller (1987). 
The principle goal of this thesis is to show that the nonlinearlty 
of the function permits, in principle, the estimation of the error 
covarlance matrix. We show this for the Implicit nonlinear functional 
relationship In a sequence of samples with decreasing error variances. 
The first step In the investigation is the description of the effect 
that misspeciflcatlon of the error covarlance matrix has on the 
estimators of and {z^} . We do this in Chapter 2, closely 
following the work of Amemiya and Fuller (1985). A regression estimator 
of the true error covarlance matrix and a corresponding test for 
9 
specification are developed in Chapter 3. A likelihood estimator based 
on normally distributed measurement errors and a corresponding test are 
developed in Chapter 4. 
In the next section we present an example which helps to illustrate 
how the nonlinearity of the function can enable one to estimate the 
error covariance matrix. 
1.2. An Example of Error Variance Estimation With a 
Linear Errors-in-Variables Model 
To illustrate the concept that the nonlinearity of the function 
f(z; £) will permit the estimation of the error covariance matrix, a 
linear measurement error model situation is considered. Suppose the 
following linear relationships hold for responses and in 
terms of fixed explanatory variables x^^^ and x^^ : 
^It ®l*lt ®lt ' 
^2t " ^2*2t ®2t ' 
where and are observed, 
*lt ' "it + "u • 
*2t ~ " z t  *  "2t ' 
10 
(Sic' ®2t' "if "2t)' ~ NI[0, diag(*ee' "'ee' ^uu' 
a > 0 , cr > 0 , and g, and 3„ are known constants such that 
ee uu 1 2 
jSjl * jOgl • Suppose we observe (Y^^, , t = 1, 2, ..., n^ and 
(Yg^, Xg^) I t = 1, 2, ng and, for convenience, we assume 
n^ = ng = n . Let 
• ®lt - 6l"lt • 
"2t " "at " ®2*2t " ®2t " ®2''2t • 
By (1.2.1), v^^ and v^^ are normally and Independently distributed 
with mean zero and variances 
"vvll ° %e + Gl'uu ' C-Z-Z) 
°v,22 " "ee + «Ku ' 
respectively, and v^^ and v^^ are Independent. 
If and gg are known, the method of moments can be used to 
obtain estimates of a and a . Let 
uu ee 
Lu ° /, it L22 • /, it • t=i t=l 
11 
Replacing and <^^^22 (1.2.2) and (1.2.3) by and 
a respectively and solving for a and a , one set of 
VVfc ^  60 UU 
estimators for the unknown parameters is 
We assume that a ,, and a «o are such that a >0 and 
vvll vv22 UU 
> 0 . The estimators will be positive with probability approaching 
one as n approaches infinity. By (1.2.1) 
Var(*vvll) " ""^ZOvvll ' (1.2.6) 
V*r(°vv22) = ""^2*vv22 ' d'Z'?) 
and a ,, and a oo are uncorrelated. Therefore, 
vvll vv22 
"vvll ° "vvU V'' ('-2-8) 
°vv22 " ' 'vv22 * °p<"" ) • 
and by (1.2.4), 
%u = - S2)"'(*„ll - ",,22' Opt"' ''Z) 
12 
0 . =  0^ ^  + O p ( n ^ )  (1.2 . 9 )  
By (1.2.6), (1.2.7), and (1.2.8), we have 
= ^  («^ uu " N(0, 2(02 - 62)"2(o2yii + . (1.2.10) 
A limiting normal distribution for a -a can also be 
ee ee 
obtained. By (1.2.5), 
^ee " %e = (^1 ~ ^ 2^'^f^l^%v22 " ^ee^ " ®2^%vll " ^ee^^ 
(02 - 3|r^[0f(cT^^22 " %v22^ " ^ 2(%vll " ^ vll^^ 
Op(n" ^^2) , (1.2.11) 
where we have used (1.2.2), (1.2.3), and (1.2.8). Thus, by (1.2.6), 
(1.2.7), and (1.2.11), 
- "ee* —> «1°. <6f " 
One sees from the above expressions that the assumption 
jSj^l * [ggl critical. Because it is possible to obtain consistent 
estimators for and , the estimation procedure extends 
immediately to the case of unknown (g^, g^) . 
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1.3. Preliminaries 
In this section various definitions and results are presented which 
will be used in subsequent chapters. Proofs are not included for most 
of the results but references to available proofs are given. 
Definitions 1.1 and 1.2 define the vec(«) and vech(») 
representations of a matrix. 
Definition 1.1. Let A = (a,,) be a p x q matrix and let A be 
ij .J 
the j-th column of A . Then, 
vec(A) = (aii» *21' ^pl' *12' *22' '' *p2' '** ' 
*lq' *2q' •••' *pq)' 
~  (A'. ,  A ' ,  . .., A') . 
• 1 • ^ 
Definition 1.2. Let A = (a^^) be a p x p matrix. Then, 
vech(A) = (a^i, a^^, ..., a^^; agg, ..., a^,; ...; 3^^)' . 
One sees that vech(A) is constructed using the elements on or below 
the main diagonal of A . If A is symmetric, vech(A) contains 
exactly the p x (p + l)/2 unique elements of A . In this work, 
vech(') will only be used with symmetric matrices. Definition 1.3 
describes matrices which, with symmetric A , allow one to convert 
vec(A) to vech(A) and to reverse the conversion. 
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Definition 1.3. Let A = (a^j) be a p x p symmetric matrix and let 
Z = V2P X (p + 1) • There exists a unique p2 x & matrix of full 
column rank such that 
vec(A) = 9 vech(A) . 
~P 
Since $ is of full column rank, ($'$ ) ^ exists and thus letting 
~p ~p~p 
U) = ($'$ ) , 
*p ~p~p ~p 
vech(A) = i l) vec(A) . 
*P 
The transformation tjip from vec(A) to vech(A) is not unique. 
However, é , which Is the Moore-Penrose Inverse of $ , has some 
' *p ' ~p 
useful properties. The direct, or Kronecker product of two matrices 
will also be used in later chapters. 
Definition 1.4. The Kronecker product of a p x q matrix A = (a^^) 
and an m x n matrix B is denoted by A h B and is defined to be the 
pm X qn matrix 
*11» *12» 
*21» ^22® 
V Si' 
15 
Result 1.1. Let the p2 x p2 symmetric idempotent matrix be 
defined by 
-1 K = $ J) = $ ($'$ ) $' , fVp <N»p~p <*Wp '^p'^p ""Vp 
where $ and ib are given in Definition 1.3. Let A be a 
~p "^ p ° 
p X q matrix. Then 
K (A H A) = (A H A)K . 
~P ~P 
Proof. See Fuller (1987, Appendix 4.A). 
Result 1.2. Let A , B , and C be pxq, qxm, and m x n 
matrices, respectively. Then 
vec(ABC) = (C H A)vec(B) . 
Proof. See Fuller (1987, Appendix 4.A). 
Result 1.3. Let be normally distributed with mean and 
covariance matrix . Let 
1 * 
DL- = (n - 1)"^ E (Z. - Z)'(Z. - Z) 
t=l t 
Then, 
16 
VarivechCm^g)} = Var{^i vecfn^g)} 
,-l 
= 2(n - 1) ^pCEgg a ' 
where p is the dimension of the random vectors 
Proof. See Fuller (1987, Appendix 4.A). 
Definition 1.5. Let a = a(0) be a p-dimensional column vector whose 
typical element a^ = aj(8) Is a function of the r-dlmensional column 
vector 9 . Then, 
3a 
30' 
ffl 
30, 
3a, 
3a 
30 1 
ffl 
30. 
3a^ 
Jël 
da 
"30 
30 
3a, 
3a 
F 
30 
Result 1.4. Let r and T be positive semldefinite and positive 
definite matrices, respectively, and let * ^2 * * ^p the 
roots of the determlnantal equation 
Ir - XTI = 0 , I fW fVl 
17 
arranged from largest to smallest. Let x be a p-dlmensional column 
vector. Then 
X x'Tx < xTx < X.x'Tx . p /S# /V j, A* 
Proof. See Anderson (1984, Appendix A). 
The following central limit theorem will be used in later chapters. 
Theorem 1.1. Let {X^} be a sequence of independently and identically 
distributed k-dimensional random column vectors. Assume E(X )^ = 0 and 
VarCXj.) = Z . Let {A^} be a sequence of k x p real matrices such 
that 
-1 " lim n E vec A (vec A )' = H 
n-H» t=l 
Then, 
1/ " 
n" '2 E A X —> N(0, V) ,  
t=l 
where 
- 1  "  lim n Z A'EA, 
^1 t~ t n-Mo t=l 
Proof. See Amemiya (1982). 
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2. PARAMETER ESTIMATION FOR THE NONLINEAR MODEL 
This chapter deals with parameter estimation for the nonlinear 
errors-in-variables model. We consider functional models in which the 
true values satisfy an implicit model. The error covarlance matrix may 
be correctly or Incorrectly specified. After reviewing the model, esti­
mation with correctly specified error covarlance matrix is discussed and 
new results for a mlsspeclfied error covarlance matrix are presented. 
2.1. Introduction 
We consider the nonlinear Implicit functional relationship and use 
the definition of the model given by Amemlya and Fuller (1985). Let 
{a^} and {b^^ be sequences of positive real numbers such that 
n = ab for n = 1, 2 where both a„ and b„ tend to 
n n n n 
infinity. The functional relationship is 
f(zO; £0) = 0 t = 1, 2, ..., b^ , (2.1.1) 
where for any n , , t = 1, 2, ..., b^ , are fixed p-dimenslonal 
vectors belonging to the parameter space £ and Is a k-dimenslonal 
vector of fixed but unknown parameters belonging to the parameter space 
n . We assume F and 0 are subsets of p- and k-dlmenslonal 
Euclidean spaces, respectively. The function f(z; 6) is assumed to be 
continuous on £ x £ . Additional properties of r and n will be 
given later as needed. Assume a sequence of experiments indexed by n 
exists. The observations of experiment n are 
19 
^nt ^ * 5nC ' t = 1, 2 bjj (2.1.2) 
where E are measurement errors. We always assume that the measure­
ment 
ment errors e ^ are Identically distributed with mean zero and 
~nt 
covarlance matrix 
2 = a~^T , (2.1.3) 
~ee n ~ee 
where T is a fixed positive definite matrix. The number of 
~ee 
observations in the n^^ experiments, b^ , and is known. However, 
a^ is generally unknown. It is useful to think of as specifying 
the structure of the covarlance relation of the measurement errors and 
- 1  
a^ as the magnitude of the error variances. One sees that for any 
fixed value of n , there is an arbitrariness in the definition of T 
~ee 
and a^ . This arbitrariness can be removed by specifying the value of 
one of the diagonal elements of . For example, one may specify 
Tssll = 1 ' 
Requiring a^ to increase is equivalent to having the measurement 
error variances become small. One way that the effect of decreasing 
measurement error variance can be obtained in practice is by using means 
of replications at each experimental point. The fact that increasing 
sample size (b^) is not sufficient to obtain useful limiting results 
Is an Important characteristic of the errors-ln-varlables problem. The 
applicability of the limiting results require the variance of the 
measurement errors to be small (relative to the variation of {z^} ) and 
20 
the sample size to be large. In the presentation of estimators and 
their properties, order In probability statements are made In terms of 
a^ and b^ . This allows the Investigator to see the relation between 
the size of the measurement error variance and the size of the sample 
and the effect each has on parameter estimation. 
We now Introduce some notation which will be used in this and 
subsequent chapters. Let F and 0 be subsets of p-dlmensional and k-
dimenslonal Euclidean spaces, respectively. Let 8) denote the 
p-dimenslonal row vector of partial derivatives of f(z; g) with 
respect to the elements of z . That is. 
9f(z; 8) 9f(z; 6) 
dz, 9z, 
3f(z; e) 
d z  
Similarly, let f (z; 0) denote the k-dimensional column vector of 
P 
partial derivatives with respect to the elements of 6 ; let f^^(z; 0) 
denote the p x p matrix of second partial derivatives with respect to 
the elements of z ; let f (z; g) be the k x k matrix of second 
p p 
partial derivatives with respect to the elements of £ ; and let 
fggCz; B) be the p x k matrix of second partial derivatives with 
respect to the elements of z and 6 . Partial derivatives evaluated 
at (zO; £") are usually denoted by a superscript 0 and a subscript 
t . For example, fO = f («0; 0°) and f" = f (zO; 0°) . 
Zl Z u Z p C  Z p  C 
The estimation procedure for z^ and £" requires that a value 
for the matrix T be specified. Ideally, E is known up to a 
~ee ~ee 
21 
multiple (a^^) or, in other words, is specified correctly. This 
situation is considered in the next section. 
2.2. Error Covariance Matrix Correctly Specified 
In this section we present properties of the least squares 
estimators of z2 and 0® in the model (2.1.1-2.1.3) when T is t ~ "«ee 
correctly specified. The least squares estimators and g are the 
values of in r and g in 0 that minimize C rw fyj rs» 
b 
«nt - - 't)' ".2.1) 
subject to f(z^; B) = 0 , t = 1, 2, ..., b^ ' Note that the 
minimization problem remains unchanged if T replaces E in 
~ee ~ee 
(2.2.1). If the measurement errors are normally distributed, z^ and 
g are maximum likelihood estimators of zg and 3" . 
Results given in Amemiya and Fuller (1985) are now summarized. 
These results assume the true error covariance matrix E is known up 
~ee 
to a multiple. The proofs are omitted since the same techniques are 
used in Section 2.3, for cases where the error covariance matrix is 
misspecified. The properties of the estimators rest on the following 
assumptions: 
Assumption 2.1. The sequence {a^} satisfies a^^ = o(l) . 
Assumption 2.1.a. The sequences {b^}^_^ and f^^^n-l satisfy 
b a ^ = o(l) . 
n n 
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It is worthwhile to take a moment to discuss Assumptions 2.1 and 
2.1.a. Assumption 2.1.a requires the measurement error variance to 
become small at a rate faster than the rate at which the sample size 
(bjj) Is Increasing. As stated earlier, we will require a^ and b^ 
However, the assumption of Increasing b^ Is not necessary for the 
consistency of g . 
Assumption 2.2. For each g In the parameter space £ , the set 
Fg = {z: z in r and f(z; g) = 0} 
is nonempty. 
Assumption 2.3. For each n , the measurement errors e . , t = 1, 
2, i.., b^ , are independently distributed with mean zero and covariance 
-1 
matrix Z , where E = a T and T is a known fixed positive 
~ee ~ee n ~Ge ~ee 
definite matrix. 
Assumption 2.4. The parameter spaces r for z® and n for g" are 
subsets of k- and p-dlmenslonal Euclidean space, respectively. 
Assumption 2.5. For every Ç > 0 , there exists a 5^ > 0 and an 
to increase and also require the second moments of a 
n ~nt 
to exist. 
Nç > 0 such that if n > , 
I ^ E Inf (zj - z)T ^(zP - z)' > 5 
" t=l z in r, 5 
b 
n 
9.(2) -
g 
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for every g In 0 satlsflng |g - gO| > g , where r. Is given In /W fV !/«(,• 0#l '^ P 
Assumption 2.2. 
We now state several results for the model. 
Result 2.1. Let the model (2.1.1-2.1.3) hold under Assumptions 2.1.a 
2.2, 2.3, and 2.4. Then, for any n > 0 , there exists an such 
that if n > , 
Pr{|z^ - zO| < n , for all t = 1, 2, ..., b^} > 1 - n • 
Result 2.2. Let the model (2.1.1-2.1.3) hold under Assumptions 2.1, 
2.2, 2.3, 2.4, and 2.5. Then, 
plim g = gO . 
n+oo 
Results 2.1 and 2.2 state the consistency of the estimators , 
t = 1, 2 b^ and £ under relatively mild assumptions on the 
parameter spaces £ and £ . Because b^ is increasing with n , 
there are an increasing number of true values to estimate as n 
increases. Result 2.1 states that are uniformly consistent for 
zO provided that the measurement error variances become small faster 
than the sample size b^ increases. Assumption 2.2 provides for the 
existence of values and 6 which satisfy the relationship 
f(z^; g) = 0 . Assumption 2.5 is an identification condition for g" 
24 
Result 2.1.a. Let the model (2.1.1-2.1.3) hold under Assumptions 2.1.a, 
2.2 and 2.3. Then 
bn 
"•n' I't - • 
After presenting some addition assumptions on the model, we state 
results of Amemlya and Fuller pertaining to the limiting distribution of 
g (Result 2.3) and bias In the estimators (Results 2.4 and 2.5). 
Assumption 2.6. The parameter 3° Is an interior point of g . There 
exists a subset of £ and an n such that a neighborhood of z® 
with radius n is in Fq for all t = 1, 2 b^ and all n . 
Assumption 2.7. The partial derivatives through order two of f(z; 0) 
exist and are continuous on r x n . 
Assumption 2.7.a. The partial derivatives through order three of 
f(z; £) exist and are continuous on r x o . 
Assumption 2.8. For all z in £ , 6*^) î' 0 . 
Assumption 2.9. lim m = M , where 
n+œ 
b • 
» - '"'n • 
M is positive definite, and è = fO T f"' . 
^vvt zt~ee zc 
-1 Assumption 2.10. b^ = o(l) . 
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Assumption 2.11. The 2+5 moments of a ^ e ^ are bounded for some 
^ n ~nt 
6 > 0 . 
Assumption 2.11.a. The fourth moments of a ^ e ^ are bounded. 
n ~nt 
Result 2.3. Let the model (2.1.1-2.1.3) hold under Assumptions 2.1.a, 
2.2-2.7, and 2.8-2.11. Then as n-x» , 
n^^(g - 6°) —> N(0, M"^) . 
The following result is derived in Amemiya and Fuller (1985). 
Result 2.4. Let the model (2.1.1-2.1.3) hold with Assumptions 2.1.a, 
2.2-2.6, 2.7.a, 2.8, 2.9, 2.10, and 2.11.a. Then, 
3 - £0 = + Ag) + 0 (n" a" ^^2 ) , 
where 
b 
= - ''n' /, • 
t=l 
b 
ilt - Snt'I - • 
"t = • 
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In Result 2.4, it was not necessary for to increase to obtain the 
given expressions for the bias in ^ . However, ^ will not have the 
limiting normal distribution given in Result 2.3 unless b^ increases 
with n or the errors e ^ are normally distributed. 
~nt 
Result 2.5 gives the bias in to order O^Cn a^ ) under 
the assumptions of Result 2.4. Â proof of Result 2.5 is given to 
Introduce notation and to present intermediate results which will be 
used later. The proof follows the work of Amemlya and Fuller (1985). 
Result 2.5. Under the conditions of Result 2.4, 
^t • ^t = ^It + i l t  + ;&3t + ^ 4t + OpCn" a; ^2 ) 
^It + J&2t + Op(a;l) 
!it + Op("" ' 
where 
iit • Snt'i - • 
~2t " ~ 51" ^fit^vvt^zt^ee ' 
i3t - - I + i2" • 
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'''vvt^ zzt^ zzt ' 
A, and A. are defined In Result 2.4, and 
~1 ~2 
"zzt • ""«It' -
Also, 
G(«lt} = ®«2t> • %t) - " • 
I 
=%t' =-% t"'^z°zt"zztl - "'^z°z."zzs' 
S=1 
= 0(a^ )^ . 
Furthermore, 
+ Szt' - "zzt "''<vt^si"''st^vt^vet 
G(*"'Al(2it + ^ zt" " - ""'°vit-"'^ 6t^ vet " °(n"' 
and for s ^ t , 
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where 
a . = fO.E fO' = a % , 
vvt zt~ee zt n ^vvt 
Z = S' = fO E 
««vet ~ev zt~ee 
Proof. Since 6'' is an interior point of g , there exists an Eq > 0 
such that = {g: 13 - B"! < e„} is in the interior of 0 . The set fV I  /V fW I  A# 
Tq X jÎq is compact and thus, by Assumption 2.7.a, the partial 
derivatives through order three of f(z; g) are uniformly continuous 
and bounded on Tq x 0^ and, by Assumption 2.8, there exists a > 0 
such that on r„ x n , 
ê> > S • ".2.2) 
Because the probability that £ is in approaches one as n+co , any 
partial derivatives through order three of f(z; g) evaluated at 
(z^; S) or at any point on the line segment joining (r^; gO) and 
(z^; g) are bounded and satisfy (2.2.2) with probability approaching 
one. 
To minimize (2.2.1) subject to the stated restrictions, we consider 
the Lagrangian 
b 
E° (V2<Z„^ - + Y,£(^i S» . «.2.3) 
t=l 
29 
where are Lagrange multipliers. Assuming ^ and are Interior 
points of n and £ , respectively, the partial derivative equations of 
(2.2.3) evaluated at ^ and are 
- h - 0 • t = 1. 2 b„ . <2.2.4) 
b 
n 
2 ït^B^'t' &) = 0 ' (2.2.5) 
t^l 
f(z ; g) = 0 , t = 1, 2 bjj . (2.2.6) 
It follows from Assumption 2.6 and Results 2.1 and 2.2 that the 
probability that g and satisfy (2.2.4), (2.2.5), and (2.2.6) 
tends to one as n+m . 
If we expand f(z^; g) around (zO; g") , expression (2.2.6) 
becomes 
f^(z*; g*)(z^ - zO). + g*)(g - gO) = 0 , t = 1, 2 b„ , 
(2.2.7) 
where (z*; 0*) Is on the line segment joining (zO; gO) and 
(z^; g) . Multiplying (2.2.4) by ~t^~ee using (2.2.7) 
gives 
\  ê.îKt  *  ^ i< 'p  - 6°» • ( 2 . 2 . 8 )  
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where 
Then by (2.2.4), (2.2.8) and Result 2.4, 
- Snt - + 'Si'i - «.2.9) 
where 
^Zt = fz('t: ' ^0t = ^('t: ' ^Zt = fzf't: 
We can write (2.2.9) as 
- =2 = Snt - + «^t 
i i t  *  \  
where 
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«c - «Ce'"' - «.2.11) 
+ + ^ Si<i - a°)}f:ci GG 
+ + fS;(â - l°»«zc -
Expanding (2.2.11) about (zO; ^ one can show 
Qj. = Op(n ^^ 2 ) . 
To obtain exact expressions for the higher order terms of the bias 
in , it is necessary to write the expansion of f(z^; g) to higher 
order terms. Proceeding, (2.2.6) becomes 
0 = fgc(& - 1°) + ^/2( \  " =t)*zzt(=t " =t)' ^t 
= 't - - «°> + ^ • <2.2.12) 
where Rj. involves the second and third order derivatives of f(z; S) 
and, since (z^ - z^) = 0 (a^ ^  ) and (^ - £") = 0 (n , 
R = 0 (n-^/2a-^/2) . 
t p n 
Multiplying (2.2.4) by ^2t~GG using (2.2.12) yields 
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Yc - Cct\ + - ê°> + ^ \> 
where 
à ^ = fO.T f' . 
^vvt zt~ee zt 
Now, multiplying (2.2.4) by , 
- =2 ' Snt - ^ tfztlce (2.2.13) 
- Cc - 6) + 
.0^(a-''2a;V2, . 
It follows from (2.2.10) that 
•;« • Cc - Ct'St^ cAt^ U + °.(n" ' 
Therefore, by (2.2.13) and Result 2.4, 
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'Ce - Ccf:tZssfLtjiJ 
'f:t + ait'Zzc'Tcs + °p("' ''2*; 
i l t  *  i l t  *  i l t  *  h t  *  ° p < " "  '  •  
We now evaluate the mean and variance of selected terms In 
.2.14). By the properties of , 
G(«lc) - G(«2t) • - 0 . 
E(ij) . 0 , 
b 
'"(il) = fss+^ s^'vvsfâ; 
-1 
= n m , 
b 
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We can also compute 
v'tsi:+i2t' - \z t  *  
^ «2t>J = -
where A, was given In Result 2.4 and we have used E(v^6,^) = 0 and 
~1 t~lt 
E(A^6^^) = 0 . Also, for s # t , 
E«it5is> = EtaikSzs) = c(«;c«is) = » • 
""'îcvtCt'sJ-'^êsCsîvcs • ° 
The following result examines the sum of squares of the deviations 
(z. - zO - 6,.) and (z. - zP - 6,. - 6„. ) . The result will be used t t ~lt t t ~lt ~2t 
in Chapter 3. 
Result 2.5.a. Under the conditions of Result 2.4, 
l-n' I't - =21* • • 
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-1 I* 
I'' ' I  Op(n-l) , 
•"n' /, I't - - ilt - Sztl' " t = l 
n 
-2> 
Proof. By expression (2.2.9), 
- =2 = Sit - 0t ~ zt~ee 
As was argued in the proof of Lemma 2.5, the derivatives and 
are bounded on a compact subset of r x n . Also, for n sufficiently 
large, is uniformly bounded away from zero. Thus, using (2.2.9), 
bn b^ 
••n' /, \ K  -  '?!" ' /, t=l t=l 
b 
+ (â - - ê"' 
t=l 
+ {( jS -  e°) 'A3(B -  gO)}2 
where = 0(1) , i = 1, 2, 3 . The first result then follows by Lemma 
2.3, Assumptions 2.3, and the existence of the fourth moments of 
V2 ^  
By expression (2.2.10), 
a ^ E ^ 
n ~nt 
- =2 - 4ic = Qc . 
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where is given in expression (2.2.11). We can write 
-  ' i K z t  *  
L - ' ('c - 'gKzt + 'i - • 
where a superscript of "+" indicates that the quantity is evaluated at a 
.f. A A 
point (z^' g^) on the line segment joining (z^; ^ ) and (zO; g") . 
An expression similar to those of (2.2.15) can also be constructed for 
^ • Substituting these expressions into the expression 
for and applying the first result we derived, It follows that 
b 
The last part of the result is shown by writing 
b b 
I't - " ^It - ^ 2tM = ' 
Expansions similar to those in (2.2.15) can be written to obtain an 
expression for (Q^ - which involves , (g - gO) , 
(z^ - gO) , and quantities which are 0(1) . The order of the 
expression then follows with some algebra and using the properties of 
, (g - g°) , and the first part of this result applied to terms 
involving (z^ - 2°) . • 
37 
2.3. Error Covarlance Matrix Mlsspeclfled 
Consistency and bias In the least squares estimators of and 
zO are now explored assuming the error covarlance matrix Is mlsspecl-
fled. Suppose the matrix Is specified as the error covarlance 
matrix, where T Is a fixed matrix. The true error covarlance matrix 
ee 
continues to be denoted by E . The estimation process will find the 
~ee 
values of In r and ^ In g that minimize 
b 
t=l 
subject to f(z^; 6) = 0 t = 1, 2, ..., b^ , where 
'nt " "t Snt ' C - 2 \ ' (2.3.2) 
S a t  ~  S : : »  '  
The estimators of and computed with the covarlance matrix 
mlsspeclfled are denoted by z^ and £ , respectively. 
Lemmas 2.1 and 2.2 give the consistency of z^ t = 1, 2, ..., b^ 
and ^ , respectively. The proofs closely follow those given by Araemlya 
and Fuller (1985). 
Assumption 2.12. The matrix is positive definite. 
Lemma 2.1. Let the model (2.1.1-2.1.3) hold under Assumptions 2.1.a, 
2.2, 2.3, 2.4, and 2.12. Then, for any n > 0 there exists an N 
38 
such that if n > , 
Pr{|z^ - 2°I < n , for all t = 1, 2, b^} > 1 - n 
Proof. Let be the largest root of and let be the 
largest root of the determlnantal equation 
- XT~^| = |t"^T - XI| = 0 . 
ee ~ee' ' ee~ee 
and let n > 0 be given. Let 
Pr{A^} = Pr{|z^ - zOj > n for some t = 1, 2 b^} . 
It follows that 
Pr{A^} < Pr{[|z^ - for some t = 1, 2, ..., b^} 
< Pr{[|zj. - Z^^|2 + > V2 for some t = 1, 2, b^} 
< Pr{ E [|z^ - Z^J2 + |e^j2] > l/gn^} 
t=l 
bn b^ 
The estimators t = 1, 2, ..., b^ and g minimize 
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J, 
subject to f(z; g) = 0 t = 1, 2, b^ . Since and £" also 
satisfy the restrictions. 
b b 
("nt - - ^ >' < /, • 
t=i t=i 
Thus, , 
n , 
Pr{A^) < Pr(2%^ E > '/jn^ 
t=l 
b 
< Pr(2«^X^ Sntï'ekt > % ' 
where we have used Result 1.4 in the second step. Now, 
b 
Pr{A„) ( Pr(^ E° > n2(4%LXL)-l} 
b 
t= 1 
= = 0(1) 
by Markov's Inequality and Assumption 2.1. • 
Lemma 2.1.a. Let Assumptions 2.2, 2.3, and 2.12 hold. Then, 
bn 
b ^ E Iz, - zP|2 = 0 (a . 
" t=l ' t C P " 
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Proof. Let be the largest root of the determlnantal equation 
- XT~^| = |t"^T - XI| = 0 
ee ~eE' ' ee~ee 
and let SL^ be the largest root of . Following the proof of Lemma 
2 . 1 ,  
b b 
^n^ /, l^t - =21= < [|=t - ^ntl= + Untl = ^ 
t=l t=l 
< 2 [(:; - - z*;)' + 
b 
- 1  "  - 1  k ^ r c T ' 
L— 1 
b 
t=i 
= Op(a;') . • 
Lemma 2.2. Let the model (2.1.1-2.1.3) and Assumptions 2.1, 2.2, 2.3, 
2.4, 2.5, and 2.12 hold. Then, 
plim g = gO . 
n+oo 
Proof. We observe initially that because is positive definite, it 
follows from Assumption 2.5 that for every Ç > 0 , there exists a 
41 
6 > 0 and an N > 0 such that If n > N , 
b 
Q_(8) = e" inf (rO _ z)T:^(zO - z)' > 6 
" " t=l z In r, c ^ 
~3 
for every 8 In n satisfying js ~ £"1 >5 • 
Fix Ç > 0 . Then by the above discussion there exists a > 0 
and an > 0 such that if n > , 
Pr{|6 - S»| > U < p-:{|qJ6)| > « } . 
•• •• — 1 
Now, it can be shown that Q (g) = 0 (a ) . Let 
n ~ p n 
b 
VÊ> • "n' /, ' 
t=l zer. 
~s 
since S minimizes P (g) , 
n 
b 
p„<ê> < p.(s°) < "n /, 
t=i 
For any z it can be shown that 
Hence, 
b^ 
5„(i) < ""'n /, inc^kt 
C® i 
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and It follows from the work in Lemma 2.1 that 
As stated, Lemmas 2.1, 2.1.a, and 2.2 require that T be 
EG 
positive definite. This condition can be relaxed to positive 
- 1  
semldeflnlte. If Is not positive definite, Is replaced by 
, where is the Moore-Penrose Inverse of T It follows 
es ee ee 
"t* "f* 
from the definition of T that T is positive semldeflnlte and 
ee ee 
thus. Result 1.4 can be used to prove the above mentioned lemmas under 
the weaker condition. See chapter one of Searle (1971) for the 
definition of the Moore-Penrose inverse. 
Lemmas 2.1 and 2.2 demonstrate that the estimators and g 
obtained from the restricted minimization of (2.3.1) are consistent 
regardless of the specification of the error structure, . The 
consistency of the estimators depends on the measurement error variances 
becoming small (a^ + ») and not on the specified covariance structure 
(T^^) . However, that is not to imply that one need not be concerned 
with the proper specification of the error covariance matrix. It will 
be shown later that incorrect specification of T results in 
~ee 
potentially large biases in the estimators of zj and S" . 
t 
Result 2.3 states that in the case of a correctly specified error 
1/ . 
covariance matrix, n (8 - JS") has a limiting normal distribution 
with zero mean if tends to infinity faster than b^ and certain 
conditions on the derivatives of f(z; g) are met. Having established 
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the consistency of g for when the error covarlance matrix is 
mlsspeclfled In Lemma 2.2, a limiting distribution result for g Is 
established In Lemma 2.3. That Is, under conditions similar to those of 
Result 2.3, n ~ has a limiting normal distribution with zero 
mean. Lemmas 2.1.a and 2.5.a, which are used in Lemmas 2.3, 2.4 and 
2.5, provide intermediate results and are found at the end of this 
section. 
Assumption 2.13. The quantities 
£ Cm • 
b 
"•T ° • 
satisfy 
11m w = W 
n+m ^ ^ 
11m w, = W. 
n^ - 4? 
where W and W, are positive definite, T = fO T fO' , and 
T *T ' vvt zt ee zt ' 
^ = fO T fO' . 
vvt zt~ee zt 
Lemma 2.3. Let the model (2.1.1-2.1.3) hold under Assumptions 2.1.a, 
2.2-2.7, and 2.8-2.13. Then, as n+m , 
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„V2(£ _ ^0) _Î_> H(0, . 
Proof. Because 0° Is an Interior point of 0 , there exists a compact 
ball 0^ about g" In the Interior of 0 . By Assumptions 2.6 and 
2.7, the partial derivatives through order two of f(z; g) are bounded 
on r. X and 
<^ 0 '^ 1 
f («; 6)T f'(z; 0) > K. > 0 (2.3.3) 
z ~ ee z ~ u 
for (z; g) In r X and some > 0 , By Lemmas 2.1 and 2.2, with 
probability approaching one, all partial derivatives through order two 
of f(z; 8) evaluated at (z^; £) or at any point on the line segment 
joining (z^; 0) and (zO; 0°) , are bounded and satisfy (2.3.3). 
Consider the Lagrangean 
b 
r° tl/2<Z„, - s» . (2.3.4) 
t=i 
where are the Lagrange multipliers. Assuming ^ and , 
t = 1, 2 bjj , are Interior points of and F respectively, the 
partial derivative equations of (2.3.4) evaluated at 0 and are 
- - =1)' + ïti' ' " • "1.2 . (2-3.5) 
b 
n 
Z Yt^gC^tS 6) = 0 , (2.3.6) 
t=l 
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f(z ; g) = 0 , t = 1, 2 bjj (2.3.7) 
We note that the probability that g and , t = 1, 2, ..., b^^ 
satisfy (2.3.5), (2.3.6) and (2.3.7) tends to one as n+o» . 
Expanding f(z^; g) around (z^; gO) , expression (2.3.7) becomes 
8*)(Zc - zg)' + &;)(& - 6°) = 0 , t = 1 b„ , 
(2.3.8) 
where (z*; g*) Is on the line segment joining (z^; £) and 
(zO; g")) . Multiplying (2.3.5) by 
a;)?:: 
and using (2.3.8), one sees that 
Ï, - - «')) (2-3-9) 
where 
T* = f*  T f  
vvt zt ee zt 
'st ° êt> 
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By (2.3.6) and (2.3.9), 
**(& - 6°) = , (2.3.10) 
where 
b 
b 
^6t • V ' t '  ê' • 
It follows from Lemma 2.1.a, the consistency of g , the boundedness of 
the derivatives, (2.3.3) and Assumption 2.13 that 
w* = W + 0 (1) . 
P 
By Assumption 2.2, the boundedness of the derivatives and (2.3.3), 
Thus, 
i - ê° • ' (2.3.11) 
47 
It can be shown by (2.3.3), (2.3.11), Lemma 2.1.a, the boundedness of 
the derivatives and Assumption 2.2 that 
b 
t = l 
w* = w + 0 (a"^^) , (2.3.12) 
P n 
"SV " "Sv + ' 
where 
b 
t® 1 
= Op(n ^ ) . 
Hence, 
S - 6° = + Op(a;h , 
and the result follows by Assumptions 2.1 and 2.3 and the Lindeberg 
central limit theorem. • 
To further illustrate the effect of decreasing error variances on 
the consistency of g , we examine a linear model with a single 
Independent variable. Our linear model is 
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Yj. = , t = 1, 2, bn 
(e^, u^)' ~ II[0, dlagCa^^, , 
where a >0 and a > 0 . We assume {x: } are fixed constants and 
ee uu t 
assume a^ + = , b^ + » as n ->•<»» . We will show that the ordinary 
least squares estimator of 3*^ is a consistent estimator under the 
above conditions. Computing the ordinary nonlinear least squares 
estimator Is equivalent to specifying 
0) . 
in the nonlinear problem. The ordinary least squares estimator of $0 
is 
®OLS " &X&Y 
where 
1 
»XX = "n /, • 
t=l 
b 
&Y • / ,  h \  t=l 
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We can write the estimation error In Sqls 
b 
Sols " ° " "t»"" 
t=l 
b 
- "xx'^n^ £ + "cKej - 8%)J 
t=l 
bn b^ 
• /, ("c \ K  -  ""n' /, + "c)e°"c' • 
t=i t=J. 
Because the {x^} are fixed, E(e^) = 0 , and E(e^u^) = 0 , 
b 
1 "  p 
b/ E (x + u )e -^ > 0 , 
t=l ^ 
, bn 
b E X gOu -^> 0 . 
" t=l 
For the remaining term we have 
b^ 
b~^ E gOuZ -SH-> gO var(u.) . 
t=l 
One sees that If the variance of Uj. converges to zero as n •»• <*> , 
"  n  *  6 Is consistent for . Thus, the consistency of g^, o in this 
ULo ULb 
example holds under the assumptions b + « and a ->•<». Somewhat 
n n 
stronger assumptions about a^ are required In Lemmas 2.2 and 2.3 
because of the nonlinear function. 
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It: Is clear from Result 2.4 that the estimator ^ Is a biased 
estimator of 8^ . In addition to the bias due to the curvature of the 
function, the mlsspeclflcatlon of the error covariance matrix also 
contributes to the bias in g . The bias to order in probability 
n a^ is given in Lemma 2.4. 
Lemma 2.4. Let the model (2.1.1-2.1.3) hold with Assumptions 2.1.a, 
2.2-2.6, 2.7.a, 2.8, 2.11.a, 2.12, and 2.13. Then, 
6 - £0 = w + %2 + Z3 + Z4) + Opfn" ^ ' 
where 
b 
b 
b 
t=l 
"it - Soc'i -
• 5nt - ' 
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't = 
Also, the following expectation results hold: 
E(tTi) =» 0 
b 
t=l 
+ 24'  "n' <vt'- fg:C + 
[E - a  ]£0" , 
~RR vvt vvt CB Zt 
-ee ee z
where 
"ddt = II - - «s;?;!;?,:' • 
T = T' = fO T 
ve ev zt ee 
Proof. By the argument used In the proof of Lemma 2.3, with probability 
approaching one, all relevant partial derivatives are bounded, the 
Inequality (2.3.3) holds, and g and , t = 1, 2, ..., b^ , satisfy 
(2.3.5), (2.3.6), and (2.3.7). 
If we multiply (2.3.5) by and use (2.3.9) we obtain 
- '2 - Snc - TcilcTss (2.3.13) 
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—  1 "  
e - f* e' ( r *  )  f  T  
~nt ztMit^vvt' zt ee 
where = fg(z^; g) , etc. Expanding , and 
about (zO; g") ^ (2.3.13) can be written as 
't - =2 = Snc - °p'"' ' 
'ic + %<»" ' 
If we expand f(z^; g) about (z^; gO) , (2.3.8) becomes 
" " * fgicE - 9°) + '/2 («C - " =[)' * "i 
= "t - ^ zt«nc - '[)' + - 8°) + \ > <2.3.14) 
where Involves second, and third order partial derivatives of 
f(z; g) and is of smaller order in probability than a^^ . By Lemma 
2.3, 
& - &0 " Op(n" ) . (2.3.15) 
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Thus, it follows from Lemma 2.5.a, the boundedness of the derivatives, 
and the Cauchy-Schwartz Inequality that 
b^ 
b~^ Z |R I =0 (n"^^2a-V2) ^ (2.3.16) 
If we multiply (2.3.5) by use (2.3.14), we obtain 
Yt = + fgt(& " ' (2.3.17) 
where 
T = fO T f 
vvt zt ee zt 
By (2.3.6) and (2.3.17), 
•• 1 
g - gO =s „ w. 
gv ' (2.3.18) 
where 
b 
-1 1 . 
" ' "n • 
b„ 
J n .._2 
By (2.3.3), (2.3.14), and (2.3.16), Lemma 2.5.a, the boundedness of the 
derivatives and Assumptions 2.1.a and 2.3, 
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l^t - ' I  -  fgct' lcl ' • • (2.3.19) 
-1 " - Vo V 
"n "it - °p(" ' 
b 
t=i 
b~^ z" [t~\ - T-1, + fO T fO d; 12 
n ^ , vvt vvt vvt zt ee zzt It t® 1 
Op(n-') . 
and thus 
w = w + Op(n~ ^^2 ) . (2.3.20) 
Again using the expressions (2.3.19), 
-1 
n „ , 
" t=i 
+ 0 (n" ''2 -- V: a. ) • (2.3.21) 
Considering the two sums In (2.3.21) separately, 
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b 
b b 
= "n' (fgt " £ «St - (ge " 
•"n' / ^St'vvt't + 'n' \ + %(" t=l t=l 
C=i 
- Ill +14 + 13I * °p(°" ) 
and working with the second sum In (2.3.21), 
b 
(2k.)"' £ 
b 
^ Si  (fszcdic'Tv^tdltfScc'it + VK'O 
b 
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-j,.Op(„-''2r'/2) . 
The result then follows from (2.3.18) and (2.3.21). • 
When T Is known as in Result 2.4, the difference between the 
~ee 
estimator of and the true value is 
^ - ^ t = -Sit + 
where 
(j, = fO T fO' . 
^vvt zt~ee zt 
In this situation. 
E(v^6;^) . 0 . 
Var(Vj.61[j.) = 0(a^ )^ 
However, when the error covariance matrix is misspecified, one has 
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-v. 
:c - =2 = 2 ) 
where 
"u - Snt'I - ' 
T = fO T fO' . 
vvt zt ee zt 
In this case, 
E(v^dl,) = E1£«,C;,£„,(I -
f^ tlSec - <"'vvt\vt'''ee' ' 
0(a;') , 
which equals zero only when T = T , and 
ee ~ee 
Var(v^d^^) = 0(a^^) . 
The difference in the expectation of and means that when 
one considers 
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/  V i t ' '  t=i 
b 
"n' "t ""it " %<%') • 
one finds a difference in order. The effect can be seen in the 
quantities Wg and of Lemma 2.4. These two quantities are 
0 (a , while the analogous bias terms in Result 2.4 are of order 
0 (n-^/2a-V2) , 
P n 
The following lemma presents the bias of the estimator to 
order 0 (n ^ a ^ ) . 
P n 
Lemma 2.5. Under the conditions of Lemma 2.4, 
=t - =2 = '•it + '*2t + ^ 3t + '*4t + Op(n" V2 ) 
where 
''2t " - li' ) • 
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IT, , Tr„ , IT- , and ir, were defined In Lemma 2.4, and w was defined 
f>»2, 
In Assumption 2.13. Selected expectations are presented at the end of 
the proof. 
Proof. By multiplying (2.3.5) by and using (2.3.9) one sees that 
t - =2 = Snt - (2.3.22) 
where 
T* = f* T f 
vvt zt ee zt 
Expanding , and about (zg; 6°) gives 
^ît • + t 'f - 'c>Kzt * - ê°> • 
• '°t + ''c - + «zst'i - &°> • 
- ' ?> •  + 4t<iî - ê°)j. 
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where a superscript of "+" Indicates the function is evaluated at a 
+ + •• •• 
point (z^; 8^) on the line segment joining (z^; £) and 
(zO; gO) . Thus 
' + Op'°" > • 
where we have used b = o(a ) . Since (z. - zf) = 6 (a ) and 
n n t t p n 
## _ 1 / 
(jS - 6°) = Op(n 2) , it follows from (2.3.23), Lemma 2.5.a, and Lemma 
2.4 that 
where was defined in equation (2.3.14). It also follows that 
\ \ * \ (2-3-24) 
\ + • 
• W - + °p("' . 
'/'t: ê> = 'zt +  ^Op("" -
Therefore, by (2.3.5), (2.3.17), (2.3.24), and Lemma 2.4, 
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*oC - f't * + .'.2 + I3 + 
(2.3.25) 
s.( - "tlw -
- I + % + I3 + Z4)'""'fSf' &t' 
- "tlCt -
- ' '/z + 'Ï2 + I3 + 
+ 0 (n~^/2a-V2) 
P n 
g — V T T 
~nt t vvt zt ee 
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-1 
which 
+ h t  + '•st 
'le + d;: + 
'it •" '2t + ""at 
'it + ""at * 'at + '«t * Op(n- '^ 2 a; '^ 2 ) . 
is the representation for z^ - z^ that we sought. We evaluate 
the expectations of some of the terms in z^ - zO . 
By the properties of , 
ECd^j.) = ECd^j.) = 0 
"ddt = '""it) • - Ts,c';!tf;t'2cc'i - 'j^ ;«^ v.ti 
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One sees that Var(d^^) does not have the relatively simple form of 
Var(6,^) given In Result 2.5. Ignoring terms of 0 (n a ) , 
~it p n 
b 
S=1 
« . 3 . 2 6 )  
b 
+ b~^ E {fO T~^ [S - a T~^ T ] 
n , zs vvs «-ee vvs vvs ee 8=1 
[fO X fO't"! fOi _ fO 11 
zzs ee ZS vvs gs zgs 
''stVc'Jc'^ ce' 
- fO r% - CT T~^ fO T ]t~^ fO T 
zt ~ee vvt vvt zt ee vvt zzt ee 
I: -
The first two terms in (2.3.26) are similar to ' ^Iven In Result 
2.5. The remaining terms In (2.3.26) of order a ^ appear because ir-
n ~ j 
and TT^ are O^Ca^^) and E(d^^) Is non-zero. Also, ignoring terms 
of Op(a;') . 
Var(dj^ + d,;) . Vjj, 4. 
64 
»ddt ^ J, 
w'^ f 0 T""^  X 3t vvt vet 
b 
»ddt + £ 'gsVt+wt'?;' 
T"^  T gt vvt vet 
E[w-'nj<dj^ + d,;)] = - -• 
+ ""«""gtVt-Vt - «grC/§r' 
The following lemma gives some properties of the remainder 
(z^ - z^) . The first part of the lemma was used In the proofs of 
Lemmas 2.4 and 2.5. The second part will be used In Chapter 3 and 
Chapter 4. 
Lemma 2.5.a. Let the conditions of Lemma 2.4 hold. Then 
b 
-1 " I" _nla _ . , -2> 
\ : I'c - zgl* - °p<% ' • 
t=l 
b 
tfi ''t " - ^ itl' • V"'* • 
b 
'•n' I'c - =2 - •'u - 'zcl' = • 
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Proof. By (2.3.5) and (2.3.9), 
't - =2 = Snt - S*Kt  
* a;)(â -
- Sat" - êPKt^s '  
+ fgC:;: S?)<i - i°«zAe • 
Expansions about (zO; gO) of above quantities can be constructed In 
the same manner as In the proof of Result 2.5.a. The result then 
follows by the boundedness of the derivatives, (2.3.3), Assumption 
2.1.a, the existence of fourth moments of a ^ e , and Lemma 2.3. • 
n ~nt 
Lemmas 2.1-2.5 describe properties of the least squares estimators 
of 8® and {z^} when the covarlance structure matrix used in the 
minimization is mlsspeclfled. The estimators have been shown to be 
consistent if the size of the measurement error variances decreases at a 
rate faster than the number of observations increases. Because we can 
construct consistent estimators of 0® and {z^} , even if the error 
covarlance structure is mlsspeclfled, we can use the same sample 
observations to construct a consistent estimator of the true error 
covarlance structure. We examine a weighted regression estimator and a 
likelihood estimator in Chapter 3 and Chapter 4, respectively. 
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3. A LEAST SQUARES ESTIMATOR OF THE ERROR COVARIANCE MATRIX 
In this chapter, we present an estimator of the error covarlance 
matrix which is computed using the squares of the estimated residuals. 
Section 3.1 Introduces and motivates the estimator. In Section 3.2, we 
examine the properties of the estimator when the true error covarlance 
matrix is used in the estimation process. Section 3.3 describes the 
behavior of the estimator when the error covarlance matrix is 
misspeclfied. Finally, a test for the correct specification of the 
error covarlance matrix is proposed in Section 3.4. 
3.1. Introduction 
In Section 1.2, it was demonstrated that a set of linear errors-ln-
variables models could provide information about an unknown error 
covarlance matrix. Specifically, the residuals v^ from linear 
relationships with different slopes were used in a method of moments 
procedure to estimate a common error covarlance matrix. The fact that 
the slopes differed was crucial. An analogous situation is present with 
a single nonlinear relation because the slope (or derivative) changes 
along the nonlinear function. 
Our nonlinear relation is 
f(z°; gO) = 0 t = 1, 2, ..., b^ (3.1.1) 
where 6^ is a fixed unknown parameter and we observe 
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\c - 'g + SnC ' ' - 2 , 
where t = 1, 2, are fixed unknown vectors and 
are measurement errors. We define the random variable 
\ (3.1.2) 
and denote Its variance by 
"vvt • 
We find it useful to write (3.1.3) as 
"vvt ° 
= [vec(fO'fO )]'* vech(E ) 
zt zt ~p ~ee 
= HtSn ' (3-1.4) 
where 
Ht = [vec(f0^f0^)]'$ , (3.1.5) 
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a = vechd ) , 
~n ~ee 
we have used Result 1.2, and Is the p2 x V2 p(p+l) matrix given 
in Definition 1.3. 
We have shown in Lemma 2.5, for example, that v^ = ^zt^^nt ~ '^t^' 
satisfies 
't - "t • 
Thus, the expected value of v^ is approximately . Similarly, 
one can use sample quantities in (3.1.5) to approximate Hj. ; for 
example we let 
Ht = [vecCf^^fgc)]'#, . (3.1.6) 
Expressions (3.1.4) and (3.1.6) suggest that a way to estimate the 
elements of E is to regress estimates of v? on estimated H . 
~ee t t 
Amemiya (1982) presents an unweighted regression estimator of 
vech(T ) using estimates of z® and obtained with the use of 
~ee t ~ 
instrumental variables. We will present a weighted regression estimator 
which does not Involve Instrumental variables. In the next section we 
investigate the properties of this estimator when the correct error 
covariance matrix is used to compute estimates of z" and 0" . 
t ~ 
Before proceeding, we define the parameter space for . 
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Definition 3.1. Let Z = p(p + l)/2 where p Is the dimension of 
T and let P* be the set defined by 
~ee 
P* = {£: £ = vech(P)} , 
where P satisfies the following conditions. 
a) P is a fixed positive definite matrix. 
b) The roots of P satisfy 
> Xp > Xi > Lq , 
0 < Lq < 1 < Lj < » , 
where and are, respectively, the smallest and largest 
roots of P . (Lg and are chosen such that the identity 
matrix is in the interior of P* .) 
Because the space of all orthogonal matrices is closed and the 
roots of any matrix in P* are bounded, it follows that P* is 
closed. The set P* Is shown to be convex in Lemma 4.1 of Chapter 4. 
3.2. Properties When the Error Covarlance Matrix is 
Correctly Specified 
The expressions (3.1.4) and (3.1.6) suggest estimating the elements 
of vech(E^^) by the weighted regression of v^ on where 
70 
(3.2.1) 
f e ' 
zt~nt 
\ = [vec(£;^f^^)]'£p (3.2.2) 
The quantities and t = 1, 2, ..., are assumed to be 
generated In the estimation of zO , t = 1, 2, ..., b^ » and jS" 
discussed In Section II.B. The properties of , t = 1, 2, ..., b^ , 
and of £ were given In Results 2.1-2.5. Because the true values 
are not known, this further estimation problem could be treated as a 
linear errors-ln-varlables regression problem. We will not pursue the 
approach of adjusting for the measurement error. 
The weighted least squares estimator of vech(E ) which we 
consider is 
b 
n 
(3.2.3) 
where 
* . = f .T f' 
vvt zt~ee zt 
(3.2.4) 
= H vech(T ) 
t ~ee 
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We use the weights d)2 ^ in our estimator because, if the e ^ are 
^vvt ~nt 
normally distributed, VarCa^v^) = 2*%^^ . 
The following lemma will be used in deriving the properties of the 
estimator . It provides a representation for the sum of the 
1 * 
estimated differences (a v^ - 1) In terms of the sum of the true 
vvt t 
differences (a v^ - 1) . 
vvt t 
We will be using the expressions for and $ given in Results 
2.4 and 2.5. The assumptions of Result 2.4 and 2.5 are now restated. 
Assumption 2.1.a. The sequences and t®ji^n=l satisfy 
b a ^ = o(l) . 
n n 
Assumption 2.2. For each £ In the parameter space g , the set 
Fg = {z: z in r and f(z; g) = 0} 
in nonempty. 
Assumption 2.3. For each n , the measurement errors , t = 1, 
2, ..., b^ , are independently distributed with mean zero and covariance 
-1 
matrix E , where E = a T and T is a known fixed positive 
~ee ~ee n ~ee ~ee 
definite matrix. 
Assumption 2.4. The parameter space r for and n for gO are 
subsets of k- and p-dimensional Euclidean space. 
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Assumption 2.5. For every Ç > 0 , there exists a 6^ > 0 and an 
Nç > 0 such that if n > , 
b 
W = •'n' («2 -
t=l z in r. 
~3 
for every 6 in 0 satisfying jg - > Ç , where is given in 
Assumption 2.2. 
Assumption 2.6. The parameter is an interior point of 0 . There 
exists a subset r_ of r and an n such that a neighborhood of zP 
~0 ~ t 
with radius n is in F q for all t = 1, 2, ..., b^ and all n . 
Assumption 2.7.a. The partial derivatives through order three of 
f(z; £) exist and are continuous on r x 0 . 
Assumption 2.8. For all z in £ , 0") ^  q , 
Assumption 2.9. lim m = M , where 
n-H» 
b 
• - "n' J Ct'st'ei • 
m is positive definite, and ({i ^ f0' . 
^vvt zt~ee zt 
Assumption 2.11.a. The fourth moments of a ^ e are bounded. 
n ~nt 
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Lemma 3.1. Under Assumptions 2.1.a, 2.2-2.6, 2.7.a, 2.8, 2.9, 2.10, and 
2.11.a, 
bn b^ 
- ""ô' / , - "A' (3-2-5) 
t=l t=l 
b^ 
t=l ^ 
b 
• "n' /, Ct'i - 9^ 2.) + 0 (.axlb"', 
t=l 
where ^ Is defined In Result 2.3, 
zzt 
a = vech(Z ) , 
~n ~ee 
ht ' Sncll - > 
"vvt = hzlzz^'zt • 
(() . = f f. = a ff . , 
vvt zt~ee zt n vvt 
and and are given by (3.2.1) and (3.2.2) respectively. 
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Proof. We begin by observing that a = a . and Ha = cr  ^ . 
t~n vvt t~n vvt 
Also, by Results 2.1-2.5, 
& - 2° = (3.2.6) 
=t - =2 = • 
Expanding about the point (zO; gO) , we have 
+ A:cK!tA:; + 
- 2°v«c'tf2cA:; <3.2.7) 
+ aZcKfcAz;» 4Z^K|^4| + • 
where Az^ = - zg , A6 = £ - ^ 0 , and K*^ , K*^ , and K*^ are 
matrices which involve first, second, and third order partial 
derivatives of f(z; g) , evaluated at a point on the line 
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segment connecting (z^; £) and (zO; £") . Summing (3.2.7) over t 
and dividing by b^ gives 
"n' /, "vvt'î - ° ''n' /, " »tSn> 
t=l t=l 
bn b^ 
t^i t=i 
1 
+ I (4SjK*|.4iJ + + 4^ '^ |.4S) . (3.2.8) 
t=l 
By Result 2.5, 
"t - Sit + &2t * °p<% '  > (3-2-9) 
where 
ht '  - âi-''^ 6t»vit'SAs • 
»"'5l - - fgc- Op(n" '/Z) • 
We consider each term In the sum (3.2.8) separately, 
The second terra of (3.2.8), 
b 
- 21»;' î • 
t=«i 
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can be written as 
b b 
- /, * i2C>' - KK' - ilt - â2t> t=l t=l 
b 
t=l 
where we have used (3.2.9), ^2t~lt ^ » Result 2.5.a, and the Cauchy-
Schwartz Inequality. Using the definition of 6^^ , expression (3.2.10) 
becomes 
b^ 
b 
= - 2a A.'a A^, + 0 (a ) 
n~l ~1 p n 
a^Op(n-b + Op (a; ^^2 ) 
Op(max[b^^ , a^ ^  ]) . (3.2.11) 
The third sum In (3.2.8) Is 
b 
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which, using (3.2.9), can be written as 
b^ b^ 
/, - Sic)' 
t=l t=l 
+ /, Ct\iA''ë. • (3-2-12) 
t=l 
We observe that 
" °<C' • 
«Mic> • f^bSscii - = " -
Thus, expression (3.2.12) can be written as 
= Op(a^ '^^ 2 ) , (3.2.13) 
where we have also used Result 2.5.a and Result 2.4. Finally, the terms 
of the last sum in expression (3.2.8) are 
b 
- 1  ^  - 1  bJ- E Az K* Az' = 0 (ai/) , (3.2.14) 
n C=1 t It C P " 
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"n' \ • t = l 
b 
"n' ' %<-"'> • 
where we have used Results 2.1.a, 2.5.a and 2.4. Thus, the result 
follows combining expressions (3.2.8), (3.2.11), (3.2.13), and (3.2.14). 
• 
Lemma 3.1 demonstrates that the use of estimated Vj. and will 
be sufficient to estimate o . We proceed to demonstrate the 
~n 
properties of in the next two theorems. We require an additional 
assumption. 
Assumption 3.1. The limit 
"" llH = 
n-x» 
exists, where 
b 
liH -
and is positive definite. 
In order that the data-model situation satisfy Assumption 3.1, the 
sequences , t = 1, 2, ..., b^ , must be chosen in such a way that 
for large n , the vectors do not concentrate in any subspace of 
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smaller dimension than Z . We also note that this assumption Implies 
that the model equation f(z; g) must be nonlinear In at least p-1 
elements of z . 
Theorem 3.1. Let Assumption 3.1 and the assumptions of Lemma 3.1 
hold. Let a be the weighted least squares estimator of a , 
~n ~n 
b b 
A " " * _1 
% - I I • 
t=l t=l 
Then, 
Proof. Let 
A _1 n A A 
= '^ n =tCt"t ' 
where H and A _ are defined in (3.2.2) and Lemma 3.1. By 
t ^vvt 
Assumption 3.1 and the consistency of the estimators and g , 
is positive definite with probability approaching one, and we can 
write 
b 
b 
*-l -1 n A A_, A_1 A A 
t=l 
One may expand about (zO; 3°) and write 
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where (z*; g*) is on the line segment joining (z^; S) and 
A A 
(gO; 0") . Using (3.2,16) In the expressions for and 4»^^^ , we 
have 
= Hj. + Op(a^  ) , (3.2.17) 
where we have also used Results 2.4 and 2.5 and the fact that 6 , 
^vvt 
t = 1, 2, ..., bjj , are uniformly bounded away from zero (expression 
(2.2.2)). In Lemma 3.1, it was shown that 
'•n' /, 'Î - =t2n> = ''n' /, " 'tîn' + ' ' 
t=l t=l ^ 
It then follows from (3.2.17) and the boundedness of the derivatives 
used to construct that 
bn b^ 
+ Op(max[a^ , b^^] ) 
= Op(b^ '^'2 ) . (3.2.18) 
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Also, by (3.2.5) and (3.2.16), the existence of fourth moments of 
V2 a ^ c ^ ,  and Result 2.5.a, 
n ~nt 
b 
-1 ^ _2 - I/o 
"kK - b. J, ) 
= Mhh + Op(l) , (3.2.19) 
where Is nonslngular. The result then follows from (3.2.18) and 
(3.2.19). • 
Having established the consistency of , we next establish a 
limiting distribution result. Under the set of assumptions, Theorem 3.2 
shows that the difference (ot^ - a^) , properly normalized, has a 
limiting normal distribution with zero mean. The form of the covarlance 
matrix of the limiting random variable depends on the distribution of 
the measurement errors . Corollary 3.2 presents the form of the 
covarlance matrix of the limiting random variable when the errors are 
normally distributed. 
Assumption 3.2. The limit 
b 
*2 - iim z" , 
n+oo t=l 
exists, where is a positive definite matrix and 
G = a2Var{vech(e' e . )} . 
n ~nt~nt 
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Theorem 3.2. Let Assumption 3.2 and the assumptions of Theorem 3, 
hold. Then, 
- Sin> —> V^ q) 
where 
G = a2 Var{vech(e;^e^^)} , 
Ag is given in Assumption 3.2, and is given in Assumption 3 
Proof. By Lemma 3.1 and Theorem 3.1, 
- V2n' +  ^>1 
where 
b 
" "n' /, t=l 
b 
"n' /" t=l 
It follows from the independence of that 
b 
t=l 
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b 
t=»i 
and by Assumption 3.2 
llm = 11m VarC^^)»;;^ 
n-f» n+oo 
KÎh^KÎH 
= ^ 0a • 
Limiting normality follows by the boundedness of the fourth moments of 
Vo _ 
a G . and Theorem 1.1. •
n ~nt 
Corollary 3.2. Let the assumptions of Theorem 3.2 hold. If, In 
addition, 
$.t - «1(0, S:;) . 
then 
- 2„) 
Proof. If the are normally distributed, 
G = a2 Var(vech(e^e^)) 
= a22^ (S H S )tL' 
n *p ~ee ~ee *p 
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2* (T H T )^' 
*p ~ee ~ee 
where was defined in Definition 1.3 and we have used Result 1.3. 
Thus, 
b 
b 
We observe that 
H tj) (T H T 
t~p ^ee ~ee "^p t 
= [vec(f' f .)]'$ if/ (T a T vech(f' f ) 
zt zt ~p^p ~Ee --ee *p p zt zt 
" 'zt'lSp%^  ' lee'Sp'^ zc • fzj' 
Sptlzc " fee'(Ice ' " ^zt'S, 
K (j)2 K 
~p vvt~p 
where k was given in Result 1.1 and we have used Result 1.1, 
~P 
Therefore (3.2.20) becomes 
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b 
-1 -2 
where we have used 
Thus, 
$'K = $' . 
'^ p^ p 
\o 'Thih^ "HH'TH[H 
n+<*> 
° 
3.3. Properties When the Error Covarlance Matrix Is Misspecifled 
As in Section 3.2, we will consider a weighted least squares 
estimator of a = vech(E ) . Since we are assuming the error 
~n ~ee 
covarlance matrix has been misspecifled, we use Lemmas 2.1-2.5 of 
Section 2.3 In deriving the properties of our estimator. 
Assume the error covarlance matrix , belonging to the 
parameter space P* , has been given and we have performed the Iterative 
minimization problem (2.3.1-2.3.2), yielding estimates ^ and , 
t = 1, 2, ..., bjj . Our estimator of a is 
86 
% " KiiH-HTV (3.3.1) 
where 
b 
•• _l ^ " "—9 •• 
"HTH = ^ «t\vt:»t ' 
C=i 
b„ 
_i " •• "_2 -
-Htv = ' 
»t = (vecCf^^f^t)]'* , 
T = f t f , 
VVt Zt EG Zt 
\ ' ^zt"nt - :[)' • 
and $ is as given in Definition 1.3. From Lemmas 2.1 and 2.2, we 
~P 
know that the estimator £ is a consistent estimator of gO ^ even 
though the error covarlance matrix has been mlsspeclfled. However, a 
comparison of Results 2.4 and 2.5 of Section 2.2 with Lemmas 2.4 and 2.5 
of Section 2.3 reveals that g and are inferior to 6 and 
. We demonstrate that use of the estimators ^ and z^ can provide 
useful information about S 
~ee 
Lemma 3.2. Let Assumptions 2.1,a, 2.2-2.6, 2.7.a, 2.8, 2.10, 2.11.a, 
2.12, and 2.13 hold. Then, 
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b 
r 
Z  
t=l * - " t=l 
•"n' .1 'v«®oi • "n' + Op(mx[b;;', a"'^ 2 ] ) 
Proof. We begin by recalling that the matrix Is fixed and that 
T . = H. vech(T ) . Expanding T about the point (zj; 0°) , we 
vvt t ee vvt t t ~ 
have 
<vti • + Sncf^zc'A'c 
+ £Ss,AfiI} 
+ + A8'KScA: 
Vti - (3-3-2) 
* A:c*lc'=; + + '^ S'iC5^ 16 , 
where 
Az^ = z^ - =0 , 
A& = & - &° , 
"it • S.cll - • 
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and K*^ , K*^ , and K*^ are matrices which Involve first through 
third order partial derivatives of f(z; g) , evaluated at a point 
(z*; B*) on the line segment joining (z ; g) and (z°; B") • Using 
t C C 
(3.3.2), 
^n ^n 
"n' \ vecbCT^ ;)) - b^ ' £ Vt(a„v2 - veohd^^)) 
t=l t=i 
b 
t=i 
t®l 
1 ^ 
+ b" a Z (Az K* Az' + Az.K* AB + &B'K*.A6) 
n  n  _  ,  t  I t  t  t  Z t  "  ~ j t ~  t=l 
By Lemma 2.5, 
where 
"t • ""it * '*21: + • (3-3-4) 
b 
Il • - "n' JJ • 
We consider each term in the sum (3.3.3) separately. 
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Because ~ ^  second term of (3.3.3) 
b 
- 2».bn' • 
t=i 
can be written as 
b 
t=l 
where we have used (3.3.4), Lemma 2.5.a, and the Cauchy-Schwartz 
Inequality. Using the definition of in expression (3.3.5), 
b b 
1 
^•0t'vvt*t" ~1 ' "p" 
D D
t=l t=l 
= Op(max[b^\ a^ ^]) , (3.3,6) 
- Vo 
where we have used tt, = 0 (n ^ ) . 
~1 p 
The third sum in (3.3.3) is 
b 
which, using (3.3.4), can be written as 
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bn 
t=l t=l 
b 
- d.c)' + j" • (3-3-7) 
By the properties of 
= 0(a^b • 
Thus, expression (3.3.7) becomes 
\ Ct't''lt'Lt''it ^  Op'"' ''' ) • V <  ) - (3-3-8) 
t=l 
Finally, the terms of the last sum in expression (3.3.4) are 
b 
b 
-1 " _ l/_ _ 1/-
Vn AStKStA! - °p(*. 2. '2) . 
b 
and the result follows. • 
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Lemma 3.2 will permit us to work with the true values and 
Instead of their estimators In evaluating the properties of 
certain sums that arise later. This was the effect of Lemma 3.1 in the 
case where the error covariance structure was correctly specified. 
Lemma 3.2 can be stated in a manner similar to the statement of Lemma 
3.1 by replacing, in the statement of Lemma 3.2, and 
by (a v2 - T ^) and (a v^ - t . ) , respectively. It Is worth 
n t vvt n t vvt 
recalling that is not the expected value of a^v^ . Also, 
Var{a^v2} is not necessarily proportional to , even when the 
errors are normally distributed. To proceed we require an 
additional assumption. 
Assumption 3.3. The limit 
"kth - "hth 
n+m 
exists, where 
b 
•HTH = • <3.3.9) 
and Is positive definite. 
We now use Lemma 3.2 to show the consistency of a a . 
n~n 
Theorem 3.3. Let the assumptions of Lemma 3.2 hold and also Assumption 
3.3. Then, 
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*n(Sn - 2n' ° > ' 
Proof. Consider the quantity 
b 
_1 n •. ••_9 •• 
b E H'T \a.  v2 . (3.3.10) 
n . , t vvt n t t=l 
One can expand about the point (2°, 0'') to obtain 
K t  •  . (3.3.11) 
where (z*; g*) is on the line segment joining (z^; ^) and 
(zO; gO) . Using (3.3.11) in the expressions for and , we 
have 
= Ht + 0^(a~^^2 ) , (3.3.12) 
where we have used the assumption that the are uniformly 
bounded away from zero. Then, by (3.3.12), the boundedness of the 
derivatives, and Lemma 3.2, we can write (3.3.10) as 
C=»i 
b 
• ».3.13) 
t=l 
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Also, by Assumption 3.3 and expression (3.3.12), 
E + 0_(a]^^) (3.3.14) 
t=] "htH n t "vvt c "p" n 
= * °p(') ' 
where Is positive definite with probability approaching one. By 
(3.3.13) and (3.3.14) one can write 
b 
SnfSn " 2n) = «tVt^n^^? " ^t^n^ + ' 
Since 
E(v2 - Ha) = 0 , 
c t'^ n 
it follows from (3.3.15), the existence of the fourth moments of 
^n^^~nt ' Weak Law of Large numbers, and Assumption 3.4 that 
- 2n' ° > ' 
The conclusion of Theorem 3.3 is that the regression estimator of 
vech(T ) is consistent even when a matrix T different from T 
~ee ee ~ee 
is used in the original minimization. This suggests the possibility of 
constructing a two-phase Iterative procedure which would estimate 
b 
and then use these estimates to compute an Improved 
94 
estimate of T , and so on. We will not pursue this procedure at this 
point. Instead, we will develop a statistical test which can be used to 
check the specification of the error variance structure. Before 
discussing the test, we present the following theorem which generalizes 
Theorem 3.2 to the case of incorrect model specification. 
Assumption 3.4. The limit 
Assumption 3.2. 
Theorem 3.4. Let the assumptions of Theorem 3.3 and Assumption 3.4 
hold. Then, 
= 11m b 
n+oo 
b 
n 
-2 H 
vvt t * 
exists, where A_ is a positive definite matrix and G is given in 
where 
a^l ~ ' 
G = a2 Var[vech(e' e )] 
n ~nt~nt 
and and A^ are given In Assumptions 3.3 and 3.4, respectively. 
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Proof. By Lemma 3.2 and Theorem 3.3, 
° Wn<"HTV - •HTH2„> + Opt-oxCb^'. 
where 
b 
- 1  - 1  - 2  o  
"htH • ''n 
= b - 1  
b 
n 
E 
t=l 
H'T H vech(e'.e . ) 
t vvt t ~nt~nt 
It follows from the Independence of e _ that 
-xnt 
b 
- "n' 
and by Assumption 3.4, 
n+oo n+<*> 
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Limiting normality follows by the existence of the fourth moments of 
a G _ and Theorem 1.1. 
n ~nt 
• 
Corollary 3.4. Let the assumptions of Theorem 3.4 hold. If, In 
addition, 
Then 
where 
\ • "» "ô' "tCtCt'c • 
n+oo t=l 
- 2n' "> «»• V ' 
*ci2 " 
Proof. If the {Ejjj.} are normally distributed. 
G = a2 Var{vech(e'. e _)} 
n ~nt~nt 
= 2t|) (T H T )ib' 
-ip ~ee ~ee *p 
where tli was defined In Definition 3.1 and we have used Result 3.1 Xp 
Thus, 
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b 
1 ''n - -
- ^ "n ' 
It was shown in Corollary 3.2 that 
Mp'îse ' " SpCtSp 
where k was given in Result 1.1 and we have used Result 1.1, 
~P 
Therefore, (3.3.15) becomes 
-1 " -2 o -2 2b E H'T \K (J.2 T 
n t vvt~p vvt~p vvt t 
b 
t=l 
where we have used 
$ ' K = $* 
~p~p ~p 
Thus, 
b 
-1 r^-1 -4 , -1 Ï - 2 Hm «g [b__ E H', +2 H 1,.^ 
n+<» t=l 
• 
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3.4. A Test for Error Covarlance Specification 
We now use the estimator of the error covarlance matrix to 
construct a statistic which can be used to test for proper specification 
of the error covarlance matrix. The approach is that of testing a full 
versus reduced regression model. We begin by presenting the underlying 
null and alternative hypotheses. In Section 3.4.2, the behavior of the 
statistic under the null hypothesis is investigated using and 
results relevant to that estimator. In Section 3.4.3, properties of the 
statistic under the alternative hypothesis are presented using and 
results pertaining to that form of the estimator. The results for the 
test statistic are summarized in Theorems 3.5 and 3.6, found at the end 
of Section 3.4.3. 
3.4.1. The hypotheses and test statistic 
We wish to construct a test that the matrix specified as the 
measurement error variance structure is correct. Let T be the 
ee 
positive definite matrix used in the restricted minimization (2.3.1-
2.3.2) which produces estimates of 0" and of , t = 1, 2, ..., 
b^ . The true error variance structure continues to be denoted by 
. Formally, we wish to test the null hypothesis 
-Q: ""(Snt) • 
where is some positive scalar. The scalar win play the role 
-1 
of the quantity a used earlier. If T is not the correct error 
n EG 
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covarlance matrix, we say the alternative hypothesis 
H : Var(e ») f T ff2 
a ~nt ee 
for any , holds. 
b 
The data for the problem are the p-dlmenslonal vectors {Z 
nt t=l 
Also to be considered are the b^ restrictions 
f(z^; S) = 0 , t = 1, 2, , bjj , 
which the true parameters satisfy and which our estimators satisfy. 
It Is convenient to present the general form of our test statistic 
using some new notation. Let 
v2 = an estimator of v^ . 
Under the correctly specified model, v^ = v^ , where v2 Is defined 1 
(3.2.1). Under an Incorrectly specified model v^ = v^ . Similarly, 
let 
= an estimator of , 
a = an estimator of a , 
~n ~n 
where H = vech(fO'fO ) and cx = vech(Z ) . Thus, under the null 
t zt zt ~n ~ee 
1 1 ~ ~ ~ " 
model, H. » H and a » a . Under the alternative model, H = H 
t t '^ n ~n t t 
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and a = a . Later, when we discuss the behavior of our test statls-
~n ~n 
tic under a specific model, we will return to our earlier notation. 
The goal of this chapter has been to estimate a = vech(E ) . 
~n ~ee 
The regression estimators, a and a discussed In this chapter were 
~n ~n 
motivated by noting that 
E(vp = vechCZ^^) • 
The dependent variable in these regressions is v^ , our estimator of 
v2 , The independent variable Is the vector H and a Is the 
t t ~n 
unknown parameter. Again, we will use in place of a^^ and we 
write 
vech(E ) = o2vech(T ) . 
~ee ~ee 
If we believe that the error covarlance structure has been 
correctly specified, then we would estimate the multiplier (in 
addition to 0" and {z^} ). We call this the reduced model 
situation. In this case, we would estimate E(v^) by 
Hj. vech(T^ )^cr2 , 
where 
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and Is the vector of first derivatives of f(z^; g) , evaluated at 
estimators of zP and s" . It follows from Lemma 3.1 and the Weak Law 
t ~ 
of Large Numbers that 
-5_> 1 
under the null hypothesis. 
The weighted sum of squares of estimation errors for the reduced 
model Is 
b 
n , 
SSE(r) = S [{H. vech(t )o2}" {vf - vech(t )a2}]2 
^^2 ^ GG C C GG 
n 
= (a^) E [{H vech(T )} {v^ - H vech(T )o2}]2 
2 GE u u G G 
where we have used 
We have chosen to normalize SSE(r) with the unknown quantity . The 
factor will disappear when we form our test statistic, but we 
Include It in the SSE(r) expression for our convenience. The squares 
v2 are weighted because the variance of the random variable v^ varies 
with t . We next calculate the degrees of freedom associated with the 
reduced model. The data for the problem are the p-dimensional vectors 
b 
. We must estimate the k components of the parameter g" , 
102 
the scalar , and the b^p true values , where the true 
values satisfy f(z^; 0) = 0 , t = 1, 2, ..., b^ . Thus, the degrees 
of freedom for the reduced model are 
df(r) = b^p + b^ - k - b^p - 1 
= b - k — I , 
n 
If we believe the error covarlance structure Is mlsspeclfled, then 
we will estimate the entire vector vech(E ) (in addition to 6® and 
b^ ~ee 
). We call this the full model. In this case, we would 
estimate E(v2) by H^ct , where a is the regression estimator of 
t t~n ~n 
vech(E^^) discussed in the first part of this chapter. See equation 
(3.3.1). Theorem 3.3 showed that (gZ) is a consistent estimator 
~n 
of vech(T ) even if the error covarlance structure has been 
~ee 
mlsspecifled. The weighted sum of squares of estimation errors for the 
full model is 
b 
n , 
SSE(f) = Z [{H vech(t )a2}~^{v2 - Ha}]2 
2 G£ c 
b 
= (cr2) ^  E [{H^ vech(t^^)} ^{v2 - H^a^}]2 . 
As was the case with SSE(r) , the unknown constant o2 appears in the 
expression for SSE(f) , but the constant will disappear when our test 
statistic is formed. The degrees of freedom associated with the full 
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model are now calculated. As with the reduced model, we observe the 
b 
values {Z and the true values satisfy b„ restrictions. In 
nt t=l y n 
addition to estimating the true values and , we estimate 
the V2 p(p + 1) unique elements of . Thus the degrees of freedom 
for the full model are 
d f ( f ) = b p + b  -  k  -  b  p  -  &  
n n n 
where % = V2 p(p + 1) • 
The statistic we propose is 
^ ISSE(r) - SSE(f)]/[df(r) - df(f)] 
^ ~ SSE(f)/df(f) • 
This type of statistic is often used to test for a difference between a 
full and reduced linear model. This is equivalent to testing a linear 
hypothesis involving a subset of the unknown coefficients. In the 
linear model context, under certain assumptions on the errors, the 
statistic given in (3.4.1) will have a Snedecor's F distribution with 
[df(r) - df(f)] and df(f) degrees of freedom when the null hypothesis 
is true. We will later show that, in our situation, the test statistic 
given in (3.4.1) has Snedecor's F as a limiting distribution when Hq 
is true and the measurement errors are normally distributed. For 
further discussion of this type of test in the linear model context, see 
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Rao (1973, p. 238) and Draper and Smith (1981, p. 104). The properties 
of SSE(r) and SSE(f) will be Investigated under Hq and In the 
following sections. 
3.4.2. Behavior under the null hypothesis 
When Hq is true, 
T = T , 
ee ~Ge 
and we use the expressions for the estimators given in Results 2.3-2.5 
to write the test statistic (3.4.1) as 
: [SSE(r) - SSE(f)]/(& - 1) 
^ " SSE(f)/(b - & - k) ' 
n 
where 
b 
v-2 rT-l ? SSE(r) = (a2) Z 
t=l 
b 
v-2 " rT-l ^ A 1 A A A SSE(f) = (a2) E tCt^^t ~ Bt%n)]2 
t=l 
•»vt " • 
= (b„ - k)-' . 
Notice that the estimator appears in SSE(r) but not in 
SSE(f) . Conversely, appears in SSE(f) but not in SSE(r) 
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By proper parameterization cj2 can be made one of the elements of 
the parameter vector of the full model. For example, consider the 2-
dimensional case with 
'GG 
"12 
"21 "22 
and 
Then the reduced model is 
and the full model is 
^t ^^zl' ^^zl^z2' ^z2]t*^' ^ 12' ^ 22^' (3.4.3) 
where 
/ a2 T 
T 0% = 
ee 
1 2  
2^1 2^2 
We first examine b^^SSE(r) . We can write b^^SSE(r) as 
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b^^SSE(r) =* (o2) S '*vvt^^t ~ "vvt' "** ~ 0^)1^ 
= /° [%«(î - Lt'i' 
t^i 
b 
+ 2{a^)'h~J- Z " °vvc)](*^  " 
t=l 
+ (0%) ^ (0^  - #2)2 
^ ~ ~ » (3.4.4) 
where a ^ = a^è ^ . It follows from Lemma 3.1 and the central limit 
vvt ^vvt 
theorem that, for normal , 
^^ 2 (g2 _ o2)/o2 _L-> N(o, 2) . 
Therefore, the second term In (3.4.4), when multiplied by b^ , Is 
distributed as 2 x\ in the limit. 
_i 
We now show the first part of b^ SSE(r) goes In probability to a 
-1 
constant. By Lemma 3.1, b^ SSE(r) can be written as 
t=l t=l 
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+ b -1 
b 
n 
ï. [2d 
t=>l 
, —1 (ff _ _v 2 _ 
vt vvt t 
1)  + 
where 
•"vt " - * (' - zg - âit -
+ + f:s[A8' 
+ Az,K*taz; + • 
By the derivation in Lemma 3.1, 
b^ 
2dvc(*v!cv2 - 1) = 0 (max[a;^/2, b^^]) 
t=l 
and 
"n' /, "St - • t = l 
Thus, 
b b 
\ tCt^? - = ^'n /, " *vvt)]: + 0 (raaxU-^/z, b^l]) 
t=l t=l 
(3.4.5) 
Using the definition of v^ and 0^^^ , we can write 
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"vit*"? - "vvt' ° Ct'*"''"'®! - Sse'l 
where the random vectors vech(e' e _ - Z ) are independently and 
~nt~nt ~ee 
identically distributed with 
E{vech(e'^e^^ - = 0 , 
Var{(a2) ^ vechCe*.e . )} = G 
Since the limit 
b 
u„ b;: Î° = "UH 
n+» t=l 
exists and is finite by Assumption 3.1, it follows that 
Z 
n+co " t=l 
plim b;^ s [Ct^i -
= lim b;^ E 4VvtE[(*:)"^(Vt -
n-Mo t=l 
b 
= lim b"' J H V»r[a^vech(e; s )]) 
n-Hxi t=l 
b 
• "c;' ( 
n+M t=l 
- . 
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Thus, combining (3.4.4) and (3.4.5), 
b^^SSE(r) -^> tr{ï^jjG} -  2 x f  •  (3.4.6) 
Notice that the constant in (3.4.6) depends on the distribution of g 
~nt 
through the matrix G . 
We now examine the quantity SSE(f) given in (3.4.2) under the 
null hypothesis. SSE(f) is related to SSE(r) as follows. 
SSE(f) = (o2)"2 z (3.4.7) 
t=l 
t=i - =t2n) + Ct®t^Sn - Sn)]: 
b 
t = l 
2 ^-2 * 
+ 2(o2) - %vt^=t^2n - Sn^ 
b 
+ (<T2)-2(a^ - «„)' =t*vvt=t(Sn " 
(a2) ^ [SSE(r) + b (o2 - ^ 2)2 _ b (ot - a )'mu (a - ot )] , 
n n ~n ntiH ~n ~n 
where we have used (3.4.4). 
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Using expression (3.4.7) for SSE(f) in expression (3.4.2), we can 
write F as 
. b^(a2)"^[(g^ - " Sg) " ~ ^ g, 
(a2)~^[SSE(r) - b^(a^ - o^)'"HH(a^ - - £ - k) 
bn[(2n - 2n>'"kH^Sn " Zn^ " " *=) = ]/(* " ^  
[SSE(r) - 5^(0, - " A " k) 
By Theorem 3.2, 
<2n - a„> = °p(°'bô ' 
It follows that 
[Q, - QoJ/CA - 1) p_ 
' - -4îïv> —> " . 
where 
Ql = b^(a2)-2(a^ - 2n)'"HH(2n " ^n^ 
Qg = b^(o2) ^(ff2 - cr2)2 ^ 
G = (o2) ^Var[vech(e' e .)] , 
Ill 
and we have used (3.4.6) In the denominator of F . Using a 
parameterization of the type illustrated in (3.4.3), we can write 
A * 
Z ^~(Jl-l) ~n(Jl-l) ^^(£-1 )^~n(£-l ) 2n(&-l)^ /. \ 
^ = (& - + °p(l) ' 
where a /. - a is the vector of deviations for the & - 1 
~n(£-l) ~n(Jl-l) 
*-1 
parameters other than is the inverse of the associated 
- 1  *  
part of . The limiting distribution of F is that of a linear 
combination of chi-square random variables because the variance of 
-2"  " -1  
a is not consistently estimated by . 
We now look at F in more detail, with the additional assumption 
that e ^ , t = 1, 2, ..., b„ , are normally distributed. With e 
~nt " -xnt 
normally distributed. 
V(. ~ NI(0, Oyy^) , (3.4.10) 
"vit'"? " "vvt* ~ "'*1 " " • 
where is a chl-square random variable with one degree of freedom. 
In the numerator of F , 
bj'2 -^> N(o. . 
112 
by Corollary 3.2 and (3.2.19), respectively. As discussed earlier, 
under the normality assumption, 
hj^ - o2)/a2 —^> N(0, 2) 
and gZ ig Independent of the other quantity in the numerator. 
To find the limiting value of the quantity In the denominator of 
F , it is useful to return to expression (3.4.5). We have, in general, 
b 
bn^SSE(r) = h'J H - a^^^)]2 + 0 (maxIa/Zz, b^^]) . 
t=l 
When the errors are normally distributed, v^ is normally 
distributed and by (3.4.10), 
-1 Pr b^ SSE(r) -^> 2 . 
Thus, combining the limiting forms of the numerator and denominator, we 
have 
F ^U-l) ~ (3.4.11) 
when the measurement errors are normally distributed. 
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If has a distribution such that the variance of v? Is a 
~t t 
multiple of , then the limiting distribution of F is that given 
in (3.4.11). 
3.4.3. Behavior under the alternative hypothesis 
When Hg is true, that is 
T ^  T  ,  
ee ~ee 
we write the test statistic (3.4.1) as 
" [SSE(r) - SSE(f)]/(£ - 1) 
SSE(f)/(b^ - £ - k) (3.4.12) 
where 
SSE(r) = (o2)"2 2 [Tyy^(v2 - o2Tyy^)]2 , 
t=l 
SSE(f) = (a2)"2 , 
CT2 = (b^ - k) ^  
b 
n 
Analogous to expression (3.4.4), we can express b^^SSE(r) under 
the alternative hypothesis as 
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b^^SSE(r) =• (a2) %; + (a^ - a2)]2 
t=l 
-1 ,/• o.-r 
b 
n 
= E ~ ~ ~ • (3.4.13) 
t=l 
The estimator Is not necessarily a consistent estimator of gZ 
when the error covarlance structure matrix Is mlsspeclfied. However, It 
will be sufficient for our purpose to show <y2 = 0^(0%) . By Lemma 3.2, 
b^ 
a2 = (b^ - k) ^  Z (3.4.14) 
t=l 
b^ 
= aZb^^ E (Tyy^oZ) ^v2 + 0 (maxfgZb^^, 
t=l ^ 
b 
= a2b~^ [(Tvvc*vvc)(0vvcvg)] + Op(max[a2b~\ (ff2)3/2j) . 
Since T and T are In the parameter space P* , It follows by the 
~ee ee i- r > j 
definition of 6 ^ and T ^ and by Result 1.5 that 
^vvt vvt 
where > 0 and < » are as given In Definition 4.1. Since 
b 
"n' Cti = °p(') • 
It follows from (3.4.14) and (3.4.15) that = 0^(0%) and therefore, 
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[(0% - o2)/o2]2 = Op(l) , (3.4.16) 
By expression (3.3.2) of Lemma 3.2, the first component of 
b^^SSE(r) , given In (3.4.13), can be written as 
b b 
^n^ \ = ^'n [(tvvt°^)"^v2 + (d^^/a^ - 1)]2 
t=l t=l 
b 
" /, [(?^^t*vvt)*vvtVt + (dye/*: - 1)]= ' (3.4.17) 
t=l 
where 
"•vt = - + ^ Sst'ê' 
- z? 
A6 = B + 6° , 
It 
and K*^ , K*^ , K*^ are matrices which Involve first through third 
order partial derivatives of f(z; g) , evaluated at a point (z*; g*) 
~ t ~t 
on the line segment joining (z^; 8) and (zO; S®) . We have by 
(3.4.17) and (3.4.15) 
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bn 
•"n^ - ""n' /, (3.4.18) 
t=l t=»l 
b 
+ J ,  (t;^C*,,c)°v!c't(d,c/o2 - 1) 
t«l 
-1 
+ b^ E (dy^/g2 - 1)2 
t:=l 
bn b^ 
< •'ô'^ "n' /, ^ 2L-'Ljb;' I - n 
t=l t=l 
b^ 
+ b^^ Z (dy^/gZ - 1)2 . 
t=l 
Because we have assumed the existence of finite fourth moments of 
(a2) S.nt ' have 
b 
••ôS' - °p"' • (3'4''9) 
Similarly, one can use the boundedness of the derivatives and Lemmas 
2.3, 2.4, 2.5 and 2.5.a to show 
b 
' h 'h ' -n  - » = °p"> • 
b 
\ (dyt/o: - 1)^ = Op(l) • 
t=l 
Thus, combining (3.4.13), (3.4.16), and (3.4.18), we have 
b^ 
bn^SSE(r) = b^^ Z [(^vvt^^^ ^^t ~ ~ ~ a^) lo^ ]^  
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= Op(l) . (3.4.20) 
—  1  — 1  
We can write b SSE(f) in terms of b SSE(r) as follows, 
n n 
b;'ssE(f) = r" (3.4.21) 
t=sl 
vGchCigg)} 
(a2)-2b;i z" - ,2]2 
t=:l 
- (*2) ^t«n " vech(T^^)] 
= b^^SSE(r) + [(a^ - a^)la^]^ 
- ^ISn " vech(Tg2)]'mQ^H[a,^ - vech(T^ )^] 
where we have used expression (3.4.13) for b^^SSE(r) . Using 
expressions (3.4.12), (3.4.13), and (3.4.21), and dividing the numerator 
and denominator of F by b^ , we have 
q,(4 - 1) 
F - Qg/Cb^ - A - k) ' 
where 
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Qj = b~^[SSE(r) - SSE(f)] 
= vech(T^^)]'«j^^jj[ot^ - a2 vech(T^^)] 
- [ ( (j2 - 0^ ) /o^ ] ^ 
b 
t=l 
- (cr2)"^[a^ - a2 vech(T^^)]vech(T^^)] 
A precise description of the behavior of F Is difficult, even If 
the measurement errors e ^ are normally distributed. One can follow 
'^nt 
the work of the previous section and show that certain components of F 
have a limiting distribution with finite first and second moments, 
assuming the appropriate moments of exist. The details will not 
be presented here. 
We give a heuristic argument to justify the proposition that F 
will behave suitably. In Theorem 3.3 we showed that (0%) a is 
~n 
consistent estimator of vech(T ) . Since, under the alternative 
~ee 
hypothesis, we are assuming 2 T^^ , 
(*2) ~ vechfT^^)] = 0 (1) . (3.4.22) 
Thus, by (3.4.16) and (3.4.22) 
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Qi - Op(i) • 
It also then follows by (3.4.20) and (3.4.22) that 
"2 - V" • 
-1 
Thus, the denominator of F Is of Op(b^ ) while the numerator is of 
0(1). Therefore, we expect F to be large when H Is true and n 
P ^ 
Is large. 
We now summarize the results of this section in Theorems 3.5 and 
3.6. 
Theorem 3.5. Let the assumptions of Theorem 3.2 hold and assume that 
the error covariance structure T has been specified correctly. Then 
~ee 
F , given in (3.4.2), satisfies 
F - - "'2' 0 • 
where 
Ql = b^(cT2)"^a„ - 2n)'"bH(«n " ^n^ ' 
Qg = b^(a2) ^ (a2 - (j2)2 ^ 
G =  ( c r 2 )  ^Var{vech(ee .)} , 
~nt'^nc 
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and Myjj Is given in Assumption 3.1. 
If, in addition, 
S.C ~ See) ' 
and the limit matrix described in Corollary 3.2 exists, then, 
where denotes a chi-square random variable with (2-1) degrees 
of freedom. • 
Theorem 3.6. Let the assumptions of Theorem 3.4 hold and. assume the 
error covarlance structure T has been misspeclfled. Then F , given 
~ee 
in (3.4.12), satisfies 
F = . 0 
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4. A LIKELIHOOD ESTIMATOR OF THE ERROR COVARIANCE MATRIX 
In this chapter we present an estimator of the error covarlance 
matrix based on likelihood Ideas for normally distributed measurement 
errors. We first Introduce the estimator and show that It Is 
consistent. The normalized estimator Is shown to have a limiting normal 
distribution and Is used to construct a likelihood ratio test for the 
specification of the error covarlance matrix. 
The estimator we discuss Is based on the residuals v^ . If the 
measurement errors are normally and Independently distributed, then 
4.1. Introduction 
~ NI(0, , t = 1, 2 f • • • > b n 
where 
E 
^vvt ^n^vvt ' 
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and T Is a fixed positive definite matrix. Following earlier 
~ee 
notation, we let 
0(0 a vech(E ) = a ^vech(T ) , (4.1.1) 
~n ~ee n ~ee 
\ = [vec(fO^fOt)]'* , 
where is the p^ x V2 p(p + 1) matrix given in Definition 1.3, and 
we write 
(4-'-2) 
Using (4.1.2), we can write the density of v^ as 
= (2Tr)"^ ''2 
= (2ir) ''2 (h^qO) ''2 exp{-V2 (Hj.a°) . (4.1.3) 
Since the random variables v^ are independent, the joint density of 
the set of v^ , ? = (^1, Vg, ..., ) , is 
n 
- V2 b ^n _ 1, ^n _ 
g(v|aO) = (2ïï) [ n 2exp{-V2 ^ ^®t~n^" ^ t^ * (4'1'4) 
t=l t=l 
Given a particular sample of v^ , we can treat g(vlaO) as a functi L I (xn 
of the error covarlance matrix, and express (4.1.4) as 
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bn 
£jj(on|v) = (2tt) ^ b^[ H ^ exp{- E (H^gO) . (4.1.5) 
t=l  t=l  
The function £ (a |v) Is called the likelihood function for a . The 
n ~n' ~n 
value of a which maximizes the likelihood function Is the maximum 
~n 
likelihood estimator. A discussion of likelihood estimation Is found In 
Chapter 6 of Lehmann (1983). Instead of maximizing f^(a^|v) , we can 
maximize the natural logarithm of f (a v) because f (a |v) Is a 
n ~n'  n ~n'  
positive valued function and the natural logarithm Is a monotone convex 
function. The natural log of f (a |v) is 
n ~n ' 
b b 
n n 
L (a )  = -  Vob £n(2ïï) - V2 Z £n(H a )  -  Vo Z (H a ) v^ , (4.1.6) 
n ~n ^ n '  . ,  t~n '  ^ ,  t~n t  t=l  t=l  
and Is called the log likelihood function. 
If the maximum of L (a ) occurs at a point a , o will satisfy 
n ~n ~ ^ •' 
the system of equations 
"n , , 
-V2 z H^(H^a) + V2 z H^(H^a) v2 = 0 , (4.1.7) 
t=l t=l 
obtained by differentiating (4.1.6) with respect to a and setting the 
result equal to zero. The equations (4.1.7) are called the log likeli­
hood equations or, simply, the likelihood equations. 
Since ct® = 0(a ^) , we wish to show that the sequence of 
~n n ^ 
estimators {a } of o'' satisfy 
~n ~n 
*n(2n - %n) ° 
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- 1  
as n + 0» . The factor a In ot makes working with the function 
n ~n 
L (a ) difficult. Therefore, we will work with the likelihood function 
n ~n 
for the fixed part of the error covarlance matrix, 
b b 
n n , 
Ln(£) = -1/2 b^WZir) - \ 1 An(H^£) - \ (a^v2) , (4.1.8) 
t=l t=l 
where £ = vech(P) and P is a fixed positive definite matrix. The 
function L^fp) can be derived by starting with the density of a^^ v^. 
instead of v^ . We let 
pO = a @0 = vech(T ) . 
~ n~n ~ee 
In order to proceed with the likelihood estimation of ^ ig 
necessary to give a precise definition of the parameter space for the 
matrix T 
~ee 
Definition 4.1. Let I = p(p + l)/2 where p is the dimension of 
T and let P* be the set defined by 
~ee 
P* = {£•'£ = vech(F)} , 
where P satisfies the following conditions 
a) P is a fixed positive definite matrix. 
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b) The roots of P satisfy 
Li > Xp > Xi > Lq , 
where 
0 < Lq < 1 < Lj < =0 , 
Xj is the smallest root of P and X^ is the largest root of P . 
(LQ and Lj are chosen such that the identity matrix is in the 
interior of P* .) We now present properties of P* which follow from 
Definition 4.1. 
Lemma 4.1. The set P* given in Definition 4.1 is convex and compact. 
Proof. Let 
Pg = aP^ + (1 - a)P2 , 
where P^ and P^ belong to P* and 0 < a < 1 (the result is trivial 
if a = 0 or a = 1). Because P^ and P^ are positive definite, 
x'P^x > 0 , 
X'PgX > 0 , 
for any x * 0 in . It then follows that P^ is positive 
definite. To show that the roots of Pg have the desired properties, 
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we have, by Result 1.5, 
y'Piy > Lq , 
> Lq ' 
yp^y < Li , 
y'Pg? < ' 
for any y In such that jy| = 1 . We write 
y'P^y = ay'P^y + (1 - aiy'Pgy 
and see that the roots of satisfy part (b) of Definition 4.1. [] 
To define the limiting behavior of the estimator as b^ increases, 
we assume that the sequence behaves as if it were a sequence of 
independent random drawings from a distribution. We formalize this in 
Assumption 4.1. 
Assumption 4.1. Assume 
b 
- 1  "  lim b ' E h'h = A , (4.1.9) 
n-»-oo " t=l 
b 
1 " 
lim b^' E 2n(H^jg) = B(&) , (4.1.10) 
n-vco t=l 
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b 
llm b;' r - C(£) . 
t= 1 
(4.1.11) 
uniformly on P* , where A is positive definite, B(g  ^ is a 
continuous differentiable function of p on P* , C(g^ is a positive 
continuous dlfferentlable function of p on P* . We also assume that 
Cq < (4.1.12) 
where Cg and are fixed positive constants. 
We describe the limiting behavior of L^(g^ in the following 
lemma. 
Lemma 4.2. Under the conditions given in Assumption 4.1, 
(a) The limit function 
L(&) = Plim 
n-»™ 
exists and is a continuous function of p on P* . 
(b) The function L(g) achieves its unique maximum for ^ = pO 
(c) For any Ç > 0 , there exists a 6^ > 0 such that 
pllm br'lL^(gO) - > 6 
n+«» 
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for all £ In P* satisfying j£ - p®j > Ç . 
Proof. We have, from (4.1.10), 
pllm b^^L^(£) = - An(2Tr) - V2 B(£) 
n+00 
b 
-1 "  -1 
- V? pllm b S (H p) a v^ . 
n t=l t 
The random variables v^ have bounded variance. Hence, for 
Increasing b^ , 
pllm b"^ E (Hj.£)"^a^v2 = 11m b"^ S (Hj.£)~%^^, 
n+oo t=l n+on t=l 
= C(£) . 
Since B(£) and C(£) are continuous functions of p on P* , part 
(a) Is shown. The function 
h(w) = &n w + dw 
has a unique minimum at w = d . Letting w = H^£ and d = the 
function 
b 
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has a unique minimum at £ ° £° for all n . This shows part (b). 
Result (c) follows from part (b) and because the limits are uniform. 
Result (c) of Lemma 4.2 is an identification condition for £" . 
It states that if we consider a p different from £" , then for 
sufficiently large n we can detect the difference between p and p" 
using the true log likelihood function L^(*) . • 
4.2. Estimation Using the True Likelihood 
It does not seem possible to find explicit expressions for the 
maximum likelihood estimators of zj , 0° , and T simultaneously. 
t ~ ~ee 
Instead we consider a likelihood with and treated as known. 
This is equivalent to treating and jS" as known. The log 
likelihood for the error covarlance matrix structure, with and 
, t = 1, 2, ..., b^ known, is 
b 
n , 
Ln(£) = c - \ E [An(Hj.£) + (Hj.£)"-'(a^v2)] (4.2.1) 
t=l 
where 
c = - V2b^Jln(2ir) . 
Our estimator of £" is given in Definition 4.2. 
Definition 4.2. The maximum likelihood estimator of p" is the value 
of p in P* , denoted by p , such that 
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Ln(An) > 
for all £ in P* . 
It follows from the definition of P* and the continuity of 
that our estimator exists. 
A vector p which maximizes the log likelihood in the interior of 
P* will satisfy the equations 
b^^ Z - (H^£)"^H^(a^vp] = 0 , (4.2.2) 
t=l 
which are obtained by differentiating the log likelihood with respect to 
p and setting the results equal to zero. 
We make the following assumption concerning the true parameter 
£° • 
Assumption 4.1. The vector p" = vech(T ) is in the interior of P* . 
—————— ~ee 
We now show that the estimator p is in the interior of P* with 
probability approaching one and thus, p will satisfy the likelihood 
~n 
equations (4.2.2) with probability appoaching one. The consistency of 
p for p" then follows. 
~n ~ 
Lemma 4.3. Let the assumptions of Lemma 4.2 and Assumption 4.1 hold. 
Then 
Pr{£^ e lnt(P*)} + 1 as n -»• » 
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and 
Pr 
fin & •> pO as n + 0» 
Proof. Because p'' Is In the Interior of P* , there exists a 6 > 0 
such that the set 
^6 = fi in P* and |jO - £0| < 5} 
is contained in the interior of P* . For £ e , by Lemma 4.2 the 
function L(£) has a unique maximum at £ = £" . Thus for a given 6 
there exists an n(6) > 0 such that 
L(£0) > L(£) + n(5) 
whenever > "S . Thus, 
- £"1 » 5) < > Ue„> + n(s)) . 
Because L^^£) converges uniformly to L(£) on the closed set of P* , 
there exists an N. such that 
<S.Y 
Pr{|L^(£) - L(£)| < VahCô)} > 1 - y (4.2.3) 
whenever n > N. . Applying (4.2.3) twice, we obtain Û > Y 
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Pr(|gn - £"1 > « < 2Y 
whenever n > N(ô, y )  . Since y  Is arbitrary, 
= Ag} + 1 . 
Consistency follows because S  can be chosen arbitrarily small. • 
We will retain the assumptions of Result 2.4 throughout the 
following sections. Three of the key assumptions are now restated. 
Assumption 2.1. The sequences fa }" , and {b }" , satisfy 
n n=l n n=l 
b a ^ = o(l) . 
n n 
Assumption 2.7.a. The partial derivatives through order three of 
f(z; exist and are continuous on r x n . 
Asssumptlon 2.8. For all z In r , B*') î' 0 . 
We now state a further assumption on which our proof of the 
consistency of p Is based. 
Assumption 4.2. For all p in P* 
b 
llm r' E" H'(H^e)-\ . 
n+" t= 1 
where is positive definite, a continuous function of p , and 
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max ||M^^(£)|1 = M < « . 
The vectors , defined in (4.1.1), are a function of the derivatives 
of the function f(z; 0) with respect to z . Therefore, one must 
verify Assumption 4.2 for the function of interest when applying the 
lemmas and theorems which follow. Because the eigenvalues associated 
with any £ in P* are bounded away from zero and bounded above by 
finite constants, the convergence of the limit in Assumption 4.2 is 
uniform in £ on P* . 
4.3. The Estimated Likelihood Function with 
Error Covariance Matrix Correctly Specified 
In practice v^ and Hj. are unknown and one needs to work with 
v^ and . With this in mind, let 
b^ 
V£) = c - V2 [&n(H^£) + (H^£)~^(a^v2)] , (4.3.1) 
where c = - V2 b^Jln(2Tr) . In practice one would compute a solution, 
£^ to the system of equations 
b^ 
[(H^£)"^Hj. - (H^£)-2H^(a^v2)] = 0 , (4.3.2) 
obtained by differentiating (4.3.1) with respect to p and setting the 
result equal to zero. See Kale (1962) for a discussion of methods for 
finding a solution to the likelihood equations. The method of replacing 
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parameters In the likelihood function by estimates Is called psuedo 
maximum likelihood estimation. The method of psuedo maximum likelihood 
Is discussed In Gong and Samanlego (1981). 
The estimator of p'' we will now consider is given in Definition 
4.3. 
Definition 4.3. Let p be the value of p such that 
for all p in P* . 
The estimator of exists since L^(g) is a continuous function of 
£ on the closed set P* . 
We will show, in Lemma 4.4, that the estimated log likelihood 
function converges uniformly, for all p in P* , to the log likelihood 
function. We will then use Lemma 4.4 to show the consistency of p 
for £" in Theorem 4.2. 
Lemma 4.4. Let the assumptions of Lemma 4.3 and Result 2.4 hold. Then, 
—> » 
uniformly in p on P* . 
Proof. For any p in P* , one may expand the components of L(£) 
about (zO; gO) . We have. 
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= "-(V + (4-3-3) 
+ + 'ê'K5t'4l • 
° (4.3.4) 
where 
+ (H^ e)-3{4z^ I^ i^zJ + AZ^ K'^ S^  + A|'K«j4|) , 
"'t - :[ - =; ' 
A& ' & - i° . 
and K*^ , i = 1, 2 6 , are matrices Involving second and third 
order partial derivatives of f(z; g) , evaluated at a point (z*, g*) 
on the line segment joining (z^; g) and (z^; g") . By the bounded-
ness of the derivatives, K*^ , 1=1, 2, ...,6 are bounded. Thus, 
for an arbitrary p in P* , 
t> 
N 
7? 
I to 
?! 
J5 
rt 
3°*! 
M O" 3 
> 
N 
• i  
I 
N3 
-55 
rr 
> 
N 
n'S 
N 
rt 
t> 
N 
N O 
TZ) 
rt 
+ 
rt 
U M 
rr" 
?o 
x_y 
i 
rt 
13 
+ 
3"" 
< 
rr 
rt 
I 
rtN3 
rr" 
I 
I— 
Ml 
3°"! 
M cr 
9 
to  
I H-
T 
3*" 
rT< 
rr 
N> 
3"", 
II M 
2m 
t 
I 
N5 
uS 
oS 
rr 
2TO 
(jj 
U» 
NT 
or 
u M cr 
e 
?! 
I 
ro 
J3 
ÎTO 
N> 
3"^ ! 
rt 
n M o* 
»- 3 
e 
t 
I 
N5 
rr 
I> 
N 
rr -
I 
3"" 
< 
rr ro 
I 
I 
ro 
N 
rt 
& 
rt -
+ 
Ml 
rr 
N 
rr -
to 03 
rr 
N 
rr 
O 
3°', 
U M O* 
•- 3 
•€ 
Î 
ro 
rr^  
S 
N^o 
N 
rr 
2TO 
m 
rr 
2ro 
P 
ÎO 
I 
3^ 
a 
3^ ; 
to 
_cr 
N 0 N > rr ro rr - N H M rr rt - 1— 
,> + 
+ Ml îo V-^  N 0 H» 
"DO N 0 
rt" ÎO 
rr" 
I 
D> 
3 
< 
rt N> 
137 
By Result 2.1.a, the last sum in (4.3.5) is of order 0^(3^ ) . Also, 
by the Cauchy-Schwartz Inequality, the second sum is of order 
0 (a ^) . Finally, as demonstrated in the proof of Lemma 3.1, 
P n 
0 [max(b 
Thus, 
- L^(£)] = Optmax(b^\ aT^^)] . (4.3.6) 
Expression (4.3.6) implies pointwise convergence in probability to 
zero. Uniform convergence is now demonstrated. Since p is in P* , 
< "o < " > 
where > 0 Is as in Definition 4.1 and we have used Assumption 
2.7.a, 2.8, and the compactness of the parameter spaces r for and 
g for 6° . Likewise, 
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for some . Thus, for all £ In P* , 
can be bounded by the sum of quantities which do not depend on p and 
which are Op(l) . • 
Theorem 4.2. Let the assumptions of Lemma 4.5 hold and let o be as 
given in Definition 4.3. Then with probability approaching one as 
n oo , satisfies the estimated likelihood equations (4.3.2) and 
Pr V n 
fin ^ fi n ->• » . 
Proof. For any p in P* , let 
n(£) = plim b~^[L^(£0) - L^(£)j . 
n-voo 
Since p" is in the Interior of P* , we can fix Ç > 0 such that the 
set 
(fi: Ie - £°l < 
is in the interior of P* . 
By part (c) of Lemma 4.2, there exists a > 0 such that 
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pllm b^^[L^(£) - L„(fi°)] = n(£) > 6 
n+» 
whenever ~ £°| >5 • 
Let 0 < < V2 5ç and consider the probability 
" Un " g"I > " •'''Ifin 
We will show that the probability on the left side of (4.3.7) approaches 
zero while the conditional probability on the right side approaches one 
and thus conclude Pr{ - £" j > Ç} ->• 0 as n + =» . 
We can write the left side of (4.3.7) as 
- La<ê.)l > =1) -
+ (L^(£Q) - L^(£^)) + (L^(£„) - \(e^))] > . 
Define the event by 
\ = (Ln(2°) - Vfin^ > %!=l} • 
(4.3.7) 
- e°| > 5> . 
By properties of conditional probabilities 
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+ - vê„" > 
+ Pr(b;'[(Ln<£l>) - £„(£»» + (£„(£„> - L__(£„))] > V2 0i}-Pr{A=) 
< pr{A^) + pr{b;'[(L__(e«) - £__(20)) 4. tt__cê„) - > ''2^1) • 
Because maximizes L^(g) , Pr{A^} +0 as n + « . Applying the 
triangle Inequality, 
P'(»;'ia„(8») - V£«» + (£„<fi„> - L_(j^))l > 1/2 ej) (4.3.8) 
< Pr(b;'|L.(e°) - V^")! > Vie;} + Pr{b;'|£„(£^) - L„(^)| >1/4 €j) 
By Lemma 4.5, both probabilities in (4.3.8) go to zero. Thus, 
11m Pr{|L^(£^) - L„(£°)| > e} = 0 . 
n+<n 
By the definition of n(p) , 
- L„(£«)J - n(ê„)| < 1/3 «ç) 
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approaches one as n + » . It follows that if ~ fi"! ^ ^  » 
Pr(|lLn(ên) " "-n'e")' " 
- Pr{- 1/3 + n(R^) < !•„(£„) - Ln(2°) < 1/3 + nCg^)) 
< Pr(- 1/3 «I + "(jê») < Ivi' - (4-3.9) 
< Pr{2/3 Jç < |l._(g„) - V^»)!) . 
and we have used the fact that nCg^) > 5^ when - £°| > Ç in the 
last step. It follows by (4.3.9) that 
llm Pr{|L_,(j„) - L_,(fi»)| > 2/3 S = - £«| > {) = 1 
n-H» 
and thus 
llm Pr{|L^(£^) - L^(£°)| < - £0| > Ç} = 0 . 
n+«o 
We then have 
llm Pr{|L^(£^) - L„(£°)| > G^: |£^ - £0| > Ç} = 1 , 
n-Ko 
and we conclude by (4.3.7) that 
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Pr{|2n " fi°| > 5) = 0 
n+« 
Consistency follows because Ç can be chosen arbitrarily small 
(positive). • 
With the consistency of established, we now derive the order 
of convergence and the limiting distribution of . First we present 
the following lemma which demonstrates the relationship between the 
estimated likelihood equations and the true likelihood equations when 
the y  a r e  e a c h  e v a l u a t e d  a t  £ = • £ " .  
Lemma 4.5. Let the assumptions of Theorem 4.2 hold. Then, 
-1 aLn(A) 
fi = £ 
Proof. We have 
- 1  
£ = t=l 
_ 1  " A A _ 1  A _ 1  A  
bn ZS+wtfOvvtCCvvt v2)] (4.3.10) 
The expansion of ^^'''vvt ^bout (zO; g") can be written as 
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where 
= Z; - zg , 
AG = & - , 
and where K*^ and K*^ Involve the first and second partial 
Zt 0t 
derivatives of f(z; g) with respect to z and g , evaluated at a 
A A 
point (z*; 0*) on the line segment joining (z^; jg) and (zO; 6^) . 
Thus, (4,3.10) becomes 
b 
- î>) • (4-3-
^-1 
Applying the expansion of given in expression (3.2.7) of Lemma 
3.1 to (4.2.17) and using the proof of Lemma 3.1, 
-1 ^ * *_i '»_] " 
b» «t+vvtf'vvtf'vvt -
t»l 
= ''n' - "pi * OpImaxCb.'' % 
-1 «•„(£> 
= b 
n 3£ 
+ Ojbl '/z ) , 
fi - e" 
_1 
where we have used a^ b^ = o(l) . • 
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Theorem 4.3. Let the assumptions of Theorem 4.2 hold. Then 
£n -
and 
- 2°) ;!:» Ml». 
Proof. Consider the expansion of the estimated likelihood equations 
evaluated at p about p" , 
~n 
9fi & = &n 
b 
9£ 
(4.3.12) 
fi = fi' 
+ {b;i z" - 8°) 
t=l 
+ <«n - «"''("à' 
where 
"Jvt ° = ^ n'+îvt 
and £* is on the line segment joining £ and . By Lemma 4.6, 
n 
p = a" 
vpj + Op(b; '4) 
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= 0(b"^^2) (4.3.13) 
P n 
and thus we can express (4.3.12) as 
+ (2n - =C(+;vc)"'=L(l -
t=l 
By Assumption 4.2 and Lemma 3.1, it follows that 
"n' 
b„ 
= /, " + °p(i) 
t=i 
Op(l) , 
I»;' s" - 0„») • (4.3.16) 
t=l 
Then, by (4.3.15), (4.3.16) and the consistency of , one deduces 
from (4.3.14) that 
ân - 2° = . 
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We now establish the limiting normal distribution of . By 
(4.3.13), (4.3.14) and (4.3.15) one can write 
b 
t'â' -1) + <.p(i)K£„ - e«) 
b 
- "n' £ - "wtil - OpC'ô'''^ ' • (4-3-:') 
By the normality of e ^ , a has a chi-square distribution with 
~nt vvt t 
one degree of freedom and it follows that 
V*r(*vvt"t) " 2 ' 
E[2a~^^v2 - 1] = 1 
By the weak law of large numbers and Assumption 4.2, 
b 
"à' ' IKWKIA -  » —> «ttH'ê"' 
and by the Independence of and the central limit theorem, 
b 
"n' "iC" - Cti' —> «"• 
and the limiting distribution for (£n - £") follows from (4.3.17).[] 
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4.4. The Estimated Likelihood Function with 
Error Covarlance Matrix Mlsspeclfled 
In this section we investigate the behavior of the estimated 
likelihood function and likelihood equation when the error covarlance 
matrix has been mlsspeclfled. Let 
^ = vech(T^^) 
be the specified error covarlance structure where T ^ T We write 
ee ~ee 
the estimated log likelihood function as 
b^ 
L^(£) = C - 1/2 E [iln(Hj.£) + (H^£)~^(a^v2)] , (4.4.1) 
t=l 
where 
c = - I/2 b^Jln(2ïï) , 
and £ is in the parameter space P* . We define our estimator of pO 
just as we did in Section 4.3, where we assumed the error covarlance 
structure was correctly specified. We restate Definition 4.3 in terms 
of L^(£) . 
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Definition 4.4. Let p be the value of p in P* such that 
—————— Ain ~ 
for all £ in P* . 
When Is in the interior of P* , it will satisfy the equations 
- (H^£)"^H^(a^v2)] = 0 , (4.4.2) 
obtained by differentiating L^(£) with respect to p and setting the 
result equal to zero. Notice that the specified error covariance T 
EG 
enters L (p) and (4.4.2) only through H and . Since T does 
n t t EG 
not appear explicitly in L^(£) or (4.4.2), we can show the consistency 
of p for using nearly the same arguments as were used to show 
the consistency of £^ for £" . 
We take the same approach as in Section 4.3 to show that p is a 
consistent estimator of £'' . Lemma 4.6 shows that the difference 
-1 •• b^ [L^(£) - L^(£)] converges in probability uniformly to zero for all 
p In P* . 
Lemma 4.6. Let the assumptions of Lemma 2.4 hold. Then, 
uniformly in £ on P* , where L^(£) is given in (4.2.1) and L^(£) 
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is given in (4.4.1). 
Proof. For any £ in P* , we expand L(£) about (z^; s") and 
obtain 
b 
+ bn / (=cA) + VtSnt -
t=l 
b^ 
+ Vzb^^ {Az^[(H*£)-2k*^ + + Az^[(H*£)-2K*^ + K*^]A8 
+ A6'[(H*£)"^I^j. + K*j.]A6} (4.4.3) 
where 
Az^ = - zO , 
AB = jS - B° , 
and the matrices superscripted with "*" are evaluated at a point 
(z*; 8*) on the line segment joining (z^; g) and (zO; g") . By the 
boundedness of the derivatives, K*^ , 1=1, 2, ..., 6 are bounded 
and thus, by Lemma 2.3 and Lemma 2.1.a, the last sum in (4.4.3) is of 
order 0 (a ^) . Because the fourth moments of a _ exist. It 
p n n o-n t 
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follows from the Cauchy-Schwartz Inequality that the second sum In 
(4.4.3) is of order O^Ca^ ^  ) . By the proof of Lemma 2.3, we have for 
the first sum of (4.4.3) 
b 
''n' t=l 
b 
- - + 0 (a^ %!) 
t=l 
b^ 
- Vn' J. + Opt»; ''2) 
t=l 
= Op[max(b^\ ^!)] , 
where we have used tt, = 0 (n ^ ) . Therefore, 
~1 p 
bn^[Ln(2) ~ = Op[max(b^\ ^"^^2 )] 
Thus, we have polntwlse convergence In £ and uniform convergence 
follows by the boundedness of the eigenvalues associated with p . 
We will now use Lemma 4.7 to show the consistency of our estimator 
for £" . As mentioned earlier, the estimated likelihood functions 
L^(£) and L^(£) depend on the specified error covariance matrix, 
T or T , indirectly through the estimates of H and v^ . Thus, 
~ee ee t t 
we can use the same series of arguments for the consistency of £^ and 
•£n 
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Theorem 4.4. Let the assumptions of Lemma 4.7 hold. Then , given 
in Definition 4.4, satisfies the estimated likelihood equations (4.4.2) 
with probability approaching one as n , and 
" Pr \ 0 
£n > £ n 0, . 
Proof. For any £ in P* , let 
n(£) = plim bJjML^(£0) - L^(£)] . 
n+oo 
Since £0 is in the interior of P* , we can fix Ç > 0 such that the 
set 
k - fi"! < 
is in the interior of P* . By part (c) of Lemma 4.2, there exists a 
> 0 such that 
plim b^^[L^(£0) - L^(£)] = ti(£) > S (4.4.4) 
n-Ko ^ 
whenever > 5 • 
We let 0 < Ej < V2 and consider the probability 
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> ^1^ (4-4.5) 
= Pr{b;;^|L^(£^) - L^(fiO)| > e^: |jO^ - £°| > U ^  Pr{|£^ - pO| > Ç} . 
It follows from Definition 4.4 and Lemma 4.7 that 
lim Pr{b^^|L^(fi^) - L^(£0)| > e^} = 0 
n-H» 
and it follows from (4.4.4) that 
lim Pr{b^^|L^(£^) - Lj£°)| > |£^ - £0| > Ç} = 1 • 
n-Mo 
Thus, by (4.4.5) 
lira Pr{|£n - £°| > Ç} = 0 . 
n+oo 
By our choice of Ç , £^ is in the interior of P* with probability 
approaching one and consequently £^ will satisfy the estimated 
likelihood equations (4.4.2) with probability approaching one. 
Consistency follows because Ç can be chosen arbitrarily small. • 
We will show in Theorem 4.5 that our estimator £^ has the same 
limiting normal distribution as was derived for p in Theorem 4.3. We 
will use the following lemma which describes the difference between the 
true likelihood equations (4.1.2) and the estimated likelihood equations 
(4.4.2) in the proof of Theorem 4.5. 
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Lemma 4.8. Let the assumptions of Theorem 4.4 hold. Then 
- 1  9L„(£) 9L„(£) 
£ = fi 
Proof. We have 
- 1  
0 = "n' \ 
£ = £ t=l 
° "n' J, - 'P' • (4-4.6) 
We can expand 
•• I 
"t+vvt 
about (zO; g") as follows: 
where 
AG = 6 - 8° , 
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and where K*^ and K*^ Involve the first and second partial 
zt gt 
derivatives of f(z; g) with respect to z and g , evaluated at a 
point (z*; g*) on the line segment joining (z^; g) and (z^; g") . 
Thus, we can write (4.4.6) as 
t=i vvt 
v2)] (4.4.7) 
We expand the quantity a ^^v? as follows: 
vvt t 
+ Az^Kf.Az' + Az K* Ag + Ag'K* Ag . Z iC C C Zu ~ JC ^ (4.4.8) 
Using expressions (4.4.7) and (4.4.8) In (4.4.6), we have 
,-l 
fi = fi° "n' J, 
- vp] + o Cbjj ) 
= b -1 
_1 
where we have used Lemmas 2.4 and 2.5.a and a b = o(l) . 
n n • 
Theorem 4.5. Let the assumptions of Theorem 4.4 hold. Then, 
fin " 
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and 
<ën - «°> —> "t"' • 
Proof. Consider the expansion of the likelihood equations (4.4.2) 
evaluated at p about p" , 
~n ~ 
0 = 
3Ln(2) 
9£ 
aLn(A) 
fi = En 
b 
n .. 
% & = 2° 
(4.4.9) 
_ 1 *• •• **_ n •• •• t •• •• 
+ ("n /, - g") 
t= i 
+ (fin - - fi") . 
where 
"îvt ° = %'•;»(: 
and p* Is on the line segment joining £ and £" . By Lemma 4.8, 
aLn(e) 
3fi fi = fi° £ = fi 
. ^  ) (4.4.10) 
• Opfb.') 
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and thus (4.4.9) can be written 
b 
«1 ^ " ••—9 •• 1 •• 
fbn =t*vvt"t(2%!t^g - (4.4.11) 
+ (fin - \ i%(*:vt)"^=L(l - 3(*;Yt)-i;:)]}(^n " fi°) 
t= 1 
= Op(b;^/2). 
By Assumption 4.2 and Lemma 3.2 and (4.4.11), 
«—1 ^ ••«-9 •• **—1 •• 
- O (4-4-12) 
= "ô' /, - 1) + O (1) 
t=l 
= Op(l) , 
b 
"n' - Op") -
Then, by (4.4.12) and the consistency of , one deduces from (4.4.11) 
that 
2n - 2° = °p(\ ) • 
By (4.4.9), (4.4.10), and (4.4.11) we can write 
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b 
c;' \ - o + o (U)(ë„ - e») 
t=l 
b 
=  C  j "  ^  V n ^  •  
The limiting distribution of now follows by the arguments 
establishing the limiting normality of , given in Theorem 4.4. • 
4.5. A Likelihood Ratio Test for Error Covariance Specification 
We now use the likelihood estimator of the error covariance matrix 
to construct a test of specification. The test statistic and the 
hypotheses will be introduced and then we will examine the behavior of 
the test statistic under the null and alternative hypotheses. 
We wish to construct a test that the matrix specified as the 
measurement error variance structure is correct. Let T be the 
EG 
specified positive definite matrix used to produce the estimates of 
gO and {zO} . The true error covariance structure continues to be 
denoted . Formally, we wish to test the null hypothesis 
where T is as described above and is a positive scalar. The 
ee n 
scalar replaces the quantity a^ used earlier. We retain the 
notation introduced in Section 3.4, where 
v2 = an estimator of v2 , 
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= an estimator of , 
a = an estimator of ct , 
~n ~n 
(j2 = an estimator of . 
n ti 
We also let 
^ = vech(t^^) . 
The estimated likelihood function for o Is 
~n 
b ^n 
f^(a^) = (2ir) "[ n ^ exp{- V2 E ^®t~n^ (4.5.1) 
t=l t=l 
and the estimated log likelihood function Is 
bn 
= -V2b^An(2n) - ~ ^^2 ^®tSn^"^^t ' 
When all Z components of are estimated, we say that the full 
model is being estimated. In the subsequent analyses we will consider 
L (o ) as a function of a only. The estimates h and v , 
n ~n ~n t t 
t = 1, 2 n are held fixed. 
Under the reduced model, ^ = vech(t^^) is known and only the 
multiplier must be estimated. We can write the log likelihood 
function as a function of for a given y » 
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b b 
n n , l~r 
- V2 b &n(2TT) - V2 E An(H YO^) - V2 E (5 yo^) 
n n'^  ^  n  ^  . ,  c ^ n  ^  . .  t~ n  t c=i c=i 
b 
n ^ 
V2 b^&n(2TT) - V2 Z £n(H^;^) - b^An(a^) 
t=l 
b 
V2 (cr^) ^ Z (H^%) ^ v2 . (4.5.3) 
t=l 
We want our estimator o2 of to maximize (4.5.3). To find , 
n n n 
we form a likelihood equation by differentiating (4.5.3) with respect to 
0^ and setting the resulting expression equal to zero. This gives 
- V2 b (0%) ^ + V2 (a^) ^  Î (B y) = 0 . (4.5.4) 
n  n  ' • n  ^  ^  t  
Solving (4.5.4) for , we have 
b 
• (4.5.5) 
t=l 
To maximize L (a ) of (4.5.2) with respect to a , we find a 
n ~n ~n ~n 
which satisfies the estimated likelihood equations 
bn b^ 
t=i t=i 
In Section A of this chapter, we multiplied the estimated likelihood 
equations by a^^ and subsequently showed that the resulting equations 
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have a solution with probability approaching one. It follows that 
we can find a solution a to (4.5.6) which maximizes L (a ) • 
~n n ~n 
The likelihood ratio test statistic Is 
where the numerator of R Is the maximum of the likelihood function 
n 
£ (o ) under the reduced model and the denominator is the maximum value 
n ^ n 
£ (a ) can attain when a = vech(P) and P is a positive definite 
n ~n ~n 
matrix in the space P* , of Definition 4.1. For a further discussion 
of the likelihood ratio test, see Kendall and Stuart (1979), Chapter 24. 
Under the reduced model, y = vech(T ) is fixed and 
~ ee n 
maximizes the numerator of (4.5.7). It will be convenient to work with 
max[Reduced Model]£ (a ) 
K (%) " 
max[Full Model]£ (a ) 
n ~n 
(4.5.7) 
t=l 
b 
n 
t'i n t~n 
t=l 
b 
n 
n 
(4.5.8) 
where the definition of given in (4.5.5) has been used. Using the 
estimated likelihood equations (4.5.6) for the full model. 
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b^ 
t=i t=i 
= "'a' /" »t(%)"%. 
t=l 
1 , 
SO (4.5.8) reduces to 
b 
rn(%) = ^ [An(Ë^]^o2) - £n(H^a^)] . (4.5.9) 
t= 1 
It will be useful to use the following parameterization in 
examining the limiting behavior of the test statistic r^(%) . Let 
where 
E{v2} = H^oO , (4.5.10) 
^ - ("g. »2' °3 "e' 
and let 
£ = = (Gi' ?2 ' 
where A is non-singular and the parameter ^0 is such that 
E{v2} = , 
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^ - "t* ' • 't(2)> • (4-5-':) 
••n' /, = kt°ck dlas(t. *(22)' ' 
t=i 
and y Is the postulated covariance structure. The 
(£-1)-dimensional vectors ®^(-(2) be constructed as the residuals 
- 2  from the regression of on T ^ , using T ^ as 
t2 t3 t£ vvt vvt 
the weights. Writing the regression equations as 
"tl = Tvvt + dti ' 1 = 2, 3 & 
and incorporating the weights by writing 
\l^vvt ^ ^ ^ vvt^ti ' 
one sees that ^(2)t Che vector composed of the deviations 
Ft i  °  ^ t l ' ^vv t  "  ^  2 ,  3 ,  SL ,  
where 
b 
-1 " -1 
hi = bn 
t=l 
This parameterization places the expected value of v^ in the 
first component of ç when the null hypothesis is true. Additionally, 
the parameterization makes the remaining components of £ orthogonal to 
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the first In the metric defined by T ^ . Note that the metric defined 
vvt 
by changes with the specification of and is therefore, 
different under the null and alternative hypotheses. 
Using (4.5,10) and (4.5.11), one can write 
Gtvg} - - *t&° (4.5.12) 
" ^tl^l *t(2)S(2) 
• + *c(2)T%!cS(2)) ' 
where we have used . . Summing (4.5.12) and solving for çj 
gives 
«1 = ^ic+vvt 
Under the null hypothesis, T _ = * and thus cP = . Hence, 
vvt ^vvt 1 n 
under the null £°2) ~ ^  ' Under the alternative, çj is the expected 
value of 
One can think of the estimator c as the solution to the 
an 
repararaeterized likelihood equations 
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bn 
Ï FcCftS)"' - s • 0 . 
t=l t=l 
where = H^A ^ . The first component of , will estimate 
under the null hypothesis and 
b 
- 1  "  - 1  b E T \.<l> 
n vvt^vvt n 
under the alternative. The remaining (£ - 1) elements of , 
^(2) » will estimate 0 under the null hypothesis and a non-zero 
quantity under the alternative. The expected value of v^ is estimated 
by • Returning to (4.5.9), the test statistic r^(%) can be 
written as 
b 
%»(%) " (4.5.13) 
b 
= z" [inCFciCi) _ InCFcSn)] ' 
t=l 
where we have used and by construction. 
It follows from Theorem 4.3 that ç is a consistent estimator of 
r^ n 
under the null hypothesis. Under the null hypothesis, we denote the 
A A 
reparameterized estimator by and the test statistic by r^^%) . 
Expanding (4.5.13) about gives 
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'nW • "n' .1 («"(fclCg) + = 1 - «f> 
t=l 
-2  
- V2(Çj - ;^)2F2^(F^^S*)" - &n(F^&0) 
+ '/2(i„ - - £») 
b 
Jl  «=Î'"'< = 1 - 'l> -
Ksf) (Ç, - c{) + 'S(2) " j(2)" 
+ V2[(£„-S«>'f'(F^J*)-'J^<J^-jO)l 
b 
b;;' s {-V2<Ci - CS')252^ (Î^ Ç^*)-2 (4.5.14) 
+ % <S„ - - S°)) . 
where ç* Is on the line segment joining r and c° and we have used 
~n "^ n ~ 
G^2) ~ 0 and, by construction, 
. -_1 
*c(2)Ftl = ° • 
-1 
Since ç = Aa , F. = HA , and 
~n t t 
166 
«t - *c + > • 
It follows from the consistency of that 
"n";' 1 + °p(\ > • (4^-15) 
b 
= block dlagCl, Î(22)) + °p(\ ) . 
and we have used the fact that estimates . Using (4.5.15) in 
(4.5.14) gives 
- 5(2)''Î(22)<S<2) - S(2)> + °p<''n'> ' «-S-IS) 
By Assumption 4.2 and Theorem 4.3, 
llmd, $(22)) = (A"^)'M j^j(£0)a"^ , (4.5.17) 
- & ° >  —> w®. • 
where M^^(2) is defined in Assumption 4.2. We then have from (4.5.16) 
and (4.5.17), 
—> 42-1) 
when X ~ fi" • is analogous to the Chapter 3 result for the F 
167 
test statistic, 
when Tgg was specified correctly and normally distributed measurement 
errors were assumed. 
Under the alternative hypothesis, we write the transformed 
likelihood equations as 
E - E = 0 , (4.5.18) 
t=l t=l ~ 
"  "  _ 2  
where = H^A and the postulated error covarlance structure Is 
Incorrect. The solution to equations (4.5.18) is denoted by . 
Under the alternative hypothesis, (4.5.13) can be written as 
• l-n' \ lln<F^jCj) - «n(F^^)l 
t=l 
b 
t=l ^*"(^tlGl) " ^"(^'tl^l *^(2)&(2))] 
b 
= b;^ [Jln('ç\) - + Fc(2)F;|&(2))] * 
In this case ^(^2) estimating a non-zero quantity. Because S.n(«) 
is convex and ~ 0 , 
b^ 
^n ^"^^1 *t(2)^tlS(2)^ An(Çj^) 
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with probability approaching one as n becomes large. Therefore, as 
n-H» , b r (v) will tend to Infinity when the error covarlance 
n n * 
structure Is mlsspeclfled. 
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5. MONTE CARLO RESULTS 
In this chapter we present the results of a Monte Carlo study which 
examines the properties of the weighted least squares estimator of 
and of the F-test statistic described in Section 3.4. 
5.1. Data Generation and the Model 
The model used to conduct the studies was the quadratic model 
f('t: &) - *0 + 6l=2t " ^ It ' (S'l'i) 
where (0q, = (0, 1) . Properties of estimators for the quadratic 
model have been studied by Wolter and Fuller (1982a, 1982b) and Fuller 
(1987). Samples of size 120 were generated according to 
(^It' ^ 2t^ (^It' ^ 2t^ ^®lt' ^2t^ ' (5.1.2) 
(Ei^, ~ NI(0, a2l) , 
where the true values (z^^, Zg^) were the five fixed pairs (1.0, 
-1.0), (0.25, 0.5), (0, 0), (0.25, 0.5), and (1.0, 1.0). At each of the 
five true value pairs, twenty-four random normal deviates were added to 
each true value pair in order to create a sample of size 120. 
To assess the performance of the test statistic for the error 
covarlance structure, 400 samples were generated according to the model 
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(5.1.1-5.1.2) with 02 = 0.09 and = 0.0225 . The first phase of 
the estimation procedure is the computation of estimates of , t = 
1, 2 120 and S" . The bias adjusted estimators of {z^} and 
3O described in Fuller (1987) were used. These estimators have been 
shown, with a quadratic model and correctly specified, to have 
better small sample properties than the unadjusted least squares 
estimators discussed in Chapter 3. 
The next step In the estimation procedure is the estimation of the 
error covariance matrix . To simplify the process, we assumed that 
S was known to be diagonal. We write the general form as 
~ee 
Z 
~ee 
' *11 0 
*22 
where and are positive, keeping In mind that the true error 
covariance matrix Is E® = a^I . For our quadratic model, 
~ee 
v2 = fO E'.e .fO' 
t zt~nt~nt zt 
where 
- (-1. - (-1. 2:°;) 
and we have used the true value 0^ = 1 . Since we are assuming that 
Z is diagonal, 
~ee 
" *vvt 
171 
fO^Z fO' 
zt~ee zt 
ail "*• ^^1^2t®22 
Departing slightly from previous notation, we write 
°VVt = • 
where 
2n - <"11• "22'' • 
The matrix 
b 
where = H^(l, 1)' will be used to evaluate the performance of the 
estimator for the variance of o . Since we know the true values z" 
~n t 
and 0" we can compute for our samples. We have 
= (1. 4), = 5, t = 1, 2 24 , 
= (1, 1), = 2, t = 25, 26 48 , 
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®C ° 
° "• *vvt ' 2. 
\ ' (1, 4). 
t = 49, 50, ..., 72 , 
t = 73, 74, ..., 96 , 
t = 97, 98, ..., 120 , 
and thus 
0.316 0.164 ^ 
" 0.164 0.356 , 
/ 
where we have used b = 120 . 
n 
In practice, the computed value of the estimator may corre­
spond to a matrix which is not positive definite. In such cases, if one 
wishes to use the value of a in subsequent estimation, one must take 
~n 
an adjustment to which gives, at a minimum, a non-negative definite 
matrix. One method is to find the eigenvalues and vectors of the matrix 
and construct the "nearest" positive semi-definite matrix by setting the 
negative eigenvalues to zero. A method of adjusting , which 
requires much less computation, is presented in Section B. 
5.2. Results 
In this section the test statistic F , presented in Section 3.4 is 
examined. The statistic is 
% _ [SSE(r) - SSE(f)]/(A - 1) 
SSE(f)/(b^ - k - £) (5.2.1) 
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where 
b 
n , 
SSE(r) = E {[H. vech(T ^ )]"^[v2 - H.vech(T )S^]}2 , 
. I C GG C C GG n 
bn 
SSE(f) = E {[H vech(T )] [^v2 - H. î ]}2 , 
c ee c c~n 
where Z is the number of elements in E to be estimated and k is 
~ee 
the dimension of the parameter vector 3 . 
Four hundred samples of size b^ = 120 were generated according to 
the procedure described in Section 5.1. The error covarlance structure 
was 
T = I 
~ee 
and the error covarlance was o2 = 0.0225 . The computational procedure 
was as follows; The quadratic model (5.1.1) and the matrix T = I 
EE 
were specified. For each sample, bias-adjusted estimators of {zO} and 
6^ and the maximum likelihood estimator (adjusted for the degrees of 
freedom) of o2 were computed. These estimators were then used to 
compute o and a was, in turn, used to compute F . The 
~n ~n 
percentiles of the computed test statistic F are given in the first 
column of Table 5.1. 
The computations were repeated using the same samples, with the 
initial error covarlance structure specified as 
/ 
1 0 
T 
EE 
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I.e., with the structure mlsspecifled. Note that this specification of 
corresponds to using ordinary nonlinear least squares to estimate 
the quadratic model (5.1.1). Although is not positive definite, 
the quantities T _ = f f' are bounded away from zero, so the 
vvt zt ee zt 
theory of Chapter 3 is applicable. The percentiles of the test 
statistic with this specification of are given In the second 
column of Table 5.1. The rightmost column In Table 5.1 is the 
percentiles of Snedecor's F-dlstrlbutlon with one and one hundred 
sixteen degrees of freedom. 
Table 5.1. Percentiles of F(02 = 0.0225) 
n 
Percentile r  pb F(l,116) 
99 5.09 19.74 6.85 
95 3.19 15.81 3.92 
90 2.19 12.77 2.75 
75 1.08 9.15 1.34 
50 0.43 5.42 0.46 
25 0.13 3.10 0.10 
10 0.04 1.54 0.016 
5 0.02 0.90 0.004 
1 0.01 0.12 0.001 
F computed with ^  = (1, 1)'. 
computed with % = (1, 0)'. 
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Comparing the first and third columns of Table 5.1, one sees that 
given the correct covarlance matrix, the percentiles of the computed F 
statistic are slightly smaller but roughly comparable to the percentiles 
of the limiting distribution. The second column indicates that, the 
test statistic Is able to detect mlsspeciflcatlon. 
One expects that holding the sample size b^ fixed, will be a 
better estimator of vech(E^^) and F will be better approximated by 
Snedecor's F distribution for smaller values of , The procedure 
used to create Table 5.1 was repeated, with the true measurement error 
variance Increased to 
Z = 0.091 . 
~ee 
Table 5.2 contains the percentiles of F under model (5.1.1-5.1.2) with 
^ specified as (1, 1)' and then (1, 0)' . 
Examining Table 5.2, one sees that the percentiles of F computed 
with the covarlance matrix correctly specified tend to be larger than 
the percentiles of the approximate limiting distribution. As conjec­
tured, the first and third columns of Table 5.2 do not agree as well as 
the first and third columns of Table 5.1, which was computed with a 
smaller value of , Comparing the second columns of Tables 5.1 and 
5.2, the ability of the test statistic to detect the mlsspeciflcatlon Is 
diminished with the larger value of . However, the test statistic 
still shows power against the false null. 
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Table 5.2. Percentiles of F(a2 = 0.09) 
Percentile F* pb F(1,I16) 
99 6.41 16.91 6.85 
95 4.88 6.96 3.92 
90 4.00 3.93 2.75 
75 2.46 1.60 1.34 
50 1.17 0.61 0.46 
25 0.30 0.12 0.10 
10 0.06 0.03 0.016 
5 0.03 0.02 0.004 
1 0.01 0.02 0.001 
F computed with % = (1, 1)'. 
"f computed with ^  = (1, 0)'. 
Most of the estimators used in computing F will not do as well 
estimating the true parameters for large for small . Table 
5.3 gives the Monte Carlo results for the estimator of 0® when 
T = I , for the values = 0.0225 and = 0.09 . The true value 
ee n n 
of the slope parameter is gj = 1 . The estimator of gj is involved 
in the computation of the test statistic F in a number of places. For 
example, is used in estimating the vectors , which are in turn 
used to compute a and F . Table 5.3 shows that the estimator of 
~n 
g? does better with the smaller value of . Because the ratio of J. n 
the standard deviations is 0.30/0.15 = 2, we might expect the spread of 
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Table 5.3. Percentiles of g. with 
Specified 
T Correctly 
~ee 
Percentile ct2 = 0.0225 
n 
cr2 = 0.09 
n 
95 1.11 1.37 
75 1.05 1.17 
50 1.01 1.07 
25 0.97 0.95 
5 0.91 0.85 
Mean 1.010 1.078 
Variance 0.003675 0.02543 
MSE 0.003775 0.03151 
the estimates with = 0.09 to be about twice the spread with 
= 0.0225 . In fact the spread with = 0.09 is about 2.5 times 
n n 
that with (j2 = 0.0225 . Also, the estimator of 3^ shows positive 
skewness. One conjectures that the better estimator of for 
= 0.0225 leads, in part, to the better behavior of the F statistic 
with the smaller value of . 
n 
While it was shown in Lemma 2.2 that 6" can be consistently 
estimated even when the error covarlance structure is mlsspeclfied, it 
seems clear that misspecification of T can result In large biases in 
~ee 
the estimator of . Lemma 2.2 was proved assuming that the 
measurement error variance decreases as the sample size increases. One 
expects that, with mlsspeclfied and holding the sample size fixed, 
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3® could be better estimated with smaller values of . Table 5.4 
~ n 
gives the Monte Carlo results for the estimator of gj when ^ is 
specified as (1, 0)' . Although the estimator performs better for the 
smaller value of , neither do nearly as well as when T is 
n ~ee 
correctly specified (Table 5.3). 
Table 5.4. Percentiles of g. with T Misspecified 
1 ~ee 
Percentile gZ = 0.0225 
n 
a2 = 0.09 
n 
95 0.883 0.585 
75 0.831 0.526 
50 0.800 0.483 . 
25 0.763 0.439 
5 0.721 0.374 
Mean 0.799 0.481 
Variance 0.002499 0.004395 
MSE 0.04290 0.2738 
The incorrect error specification leads to a sizeable bias in the 
estimator of B, . For = 0.0225 this bias is about 20% and for 1 n 
a 0.09 the bias is about 50%. The squared bias is responsible for 
98% of the MSE when = 0.09 . 
n 
Under the reduced model, the parameter is estimated by 
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% - t=l 
where and Is the specified error covarlance 
structure. Table 5.5 gives the percentiles and summary statistics for 
the quantity 
(b - k)a"^a2 (5.2.2) 
n n n 
for the cases in which is correctly specified. The percentiles of 
(5.2.2) for o2 = 0.0225 , given in the first column of Table 5.5, are 
Table 5.5. Monte Carlo results for with T correctly specified 
n ~ee 
Percentile (^n -
o2 = 0.0225 
n 
a2 = 0.09 
n 
y2 
X(120) 
95 141.9 132.6 146.6 
90 136.2 127.5 140.2 
75 126.7 117.5 130.1 
50 114.0 107.9 120.0 
25 103.6 98.1 109.2 
10 97.3 91.8 100.6 
5 92.3 86.4 95.7 
Mean 115.46 108.33 
Variance 239.32 195.47 
MSE 245.77 288.98 
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slightly smaller but roughly comparable to the percentiles of the chl-
square distribution, given In the third column. The summary statistics 
for the quantity given In (5.2.2) for the larger value of cf^ = 0.09 
show a downward bias of about 10%, as compared to a downward bias of 
about 5% for the smaller value of = 0.0225 . Table 5.6 gives the 
Monte Carlo results for the quantity (5.2.2) with dlag(T^^) specified 
(Incorrectly) as ^ = (1, 0)' . The first and second columns of Table 
5.6 show there Is a substantial overestlmatlon of by with this 
n n 
mlsspeclflcatlon. 
Table 5.6. Monte Carlo results for with y = (1» 0)' 
n ~ 
Percentile (n -
a2 = 0.0225 
n 
a2 = 0.09 
n 
y2 
X(120) 
95 381.9 291.2 146.6 
90 365.5 278.9 140.2 
75 334.6 258.3 130.1 
50 302.5 234.5 120.0 
25 274.9 216.3 109.2 
10 258.2 201.2 100.6 
5 245.8 191.7 95.7 
Mean 307.31 237.93 
Variance 1940.6 923.01 
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To understand the overestlmatlon of cr^ ^ consider 
''n 120 n^ 
E[ Z v2] = S * o2 = E (1 + 4z2 )o2 = 360 , 
t=l t=l t=l 
where the values of = H^(l, 1)' were given In Section 5.1. When 
Is correctly specified the quantities are (approximately) 
the correct weights for v^ and ig nearly unbiased. With the 
specification % = (1, 0) , = H^(l, 0)' = 1 and 
120 
Z T .  a2 = 120 a2 .  
^ , vvt n n t=l 
On this basis, one conjectures that will overestimate by 
roughly a factor of three. However, one expects that the squared 
estimated residuals v^ , will be smaller than the true values v^ and 
therefore, the overestlmatlon factor will appear somewhat smaller than 
three. 
The percentiles given in the first column of Table 5.6 are larger 
than the corresponding quantities in the third column by a factor of 
approximately 2.6. It seems reasonable that v^ will underestimate 
v2 to a greater extent with the larger value of , which is 
consistent with the smaller observed ratio (approximately 2.1) of the 
quantities in the second column to those in the third column of Table 
5.6. 
The Monte Carlo results for the estimator of (o^^, O22) » 
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t=l t=l 
(Oj, Og)' ' 
where , are now discussed. As mentioned In the previous 
section, the value of the estimator will not necessarily correspond 
to a positive definite matrix. In this example, one wants ct^ > 0 and 
«2 > 0 . The following adjustment procedure was applied to the 
estimator a : 
~n 
1. If 0^ < 0 , set Oj^ = 0 
2. If Gg < 0 , set «2=0 
3. If < 0.005 «2 > set ot^ = 0.005 «g 
4. If «2 < 0.005 ot^ , set Og = 0.005 «2 
The first two steps guarantee a non-negative definite estimate and steps 
three and four restrict the ratio of and «g Co be between (200)"^ 
and 200. 
With the correct specification of T , an adjustment to a, was 
~ee 1 
made in about V2 of 1% of the samples. With the incorrect specifi­
cation of T , an adjustment in a„ was made once when = 0.0225 
~ee 2 n 
and in about 25% of the samples with = 0.09 . The summary 
—2*^  — 2*^  
statistics and percentiles of cr a, and a with T correctly 
n 1 n 2 ~ee 
specified are given In Table 5.7. Because 
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Table 5.7. Monte Carlo 
specified 
results for a with T 
~ee 
correctly 
Percentile = 
n 
-2~ 
'n «1 
' 0.0225 
-2~ 
''n «2 
o
 
II 
.09 
—2~ 
% *2 
95 1.296 1.447 1.051 1.500 
90 1.208 1.332 0.938 1.391 
75 1.059 1.162 0.780 1.229 
50 0.876 0.997 0.634 1.060 
25 0.722 0.849 0.473 0.935 
10 0.609 0.718 0.363 0.802 
5 0.540 0.652 0.281 0.729 
Mean 0.898 1.018 0.645 1.084 
Variance 0.05677 0.06000 0.05904 0.05670 
E{v|) - Tjj t 4Sf2|j022 
Is not symmetric In and 0^^ , the results vary for and 
Og . Examining the mean and median of the two quantities and 
-2~ 
«g , one sees that is underestimating in both cases while 
«2 is nearly unbiased. 
To understand the downward bias in , consider the regression 
equation in the true values. 
E{v|) = Ojj + (2»;Z2c)2022 , 
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where = 1 and the values of are given In Section 5.1. The 
regression equations for (oj^, > weighted by , are 
^vvt 
4Et 
vvt 2t 
/ \ 
'll 
\ / 
(5.2.4) 
and solving for gives 
- 2  - 2  - 2  
^11 = (^*vvt) {^*vvti - *224:*vvt=2t} (5.2.5) 
Under the true model, 0^ Is a nearly unbiased estimator of but 
z2^ will tend to overestimate . From Result 2.5 of Chapter 2, 
G('c - + V K ' o p  
and It follows that 
E{Z2 } 5 z2 + (j2(i _ 4Z2 r^) 
2t' 2t 2t^vvt' 
'2t 
-1 
nrvvt 
where = 1 + 4z2^ . The approximate bias in estimating (5.2.5) is 
then 
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= -3.2 a 
22 n ' (5.2.6) 
where the values of are given in Section A. Returning to Table 
5.7, the biases of a ^a, are -0.102 for = 0.0225 and -0.355 for 
n 1 n 
a2 o 0.09 . According to (5.26), one calculates an approximate bias of 
-0.073 for = 0.0225 , which is about 70% of the observed bias. The 
approximate bias according to (5.2.5) for = 0.09 is -0.312, or 
about 90% of the observed bias. 
The Monte Carlo results for and «g are given in Table 5.8 
for the misspeclfled T , y = (1» 0)' . For both values of , one 
~ee ~ n 
sees that is overestimating and is underestimating 
Ogg . In the case of otg with = 0.09 , it was necessary to use the 
adjustment procedure described earlier in about 25% of the samples. 
Part of the observed biases can be explored using the regression 
equations (5.2.4). With ^ = (1, 0)' , = 1 and replacing 
by 1 in (5.2.4) gives 
1» n 
/ \ 
<^ 11 
II 
Zvl ^ 
'"^ 2t j 1 *22 j j  
Using the true values of Z2c and replacing v^ by (5.2.7) 
gives 
(o^i, Ggg) = (3.57, -0.28)aJ 
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Table 5.8. Monte Carlo results for a with T mlsspeclfled, 
~n ~ee 
Y = (1, 0)' 
Percentile a2 = 
n 
-2~ 
^n «1 
0.0225 
-2~ 
'^'n «2 
—2*^ 
^n «1 
= 0.09 
-2~ 
'n «2 
95 2.373 1.477 2.459 1.511 
90 2.176 1.175 2.237 1.052 
75 1.886 0.877 2.009 0.561 
50 1.601 0.675 1.809 0.301 
25 1.343 0.481 1.600 0.013 
10 1.114 0.345 1.396 0.010 
5 0.976 0.278 1.237 0.009 
Mean 1.612 0.730 1.810 0.418 
Variance 0.1948 0.1305 0.1276 0.2849 
as the solution to 5.2.7. While the solution does not closely 
correspond to the observed means, It does give an indication of the 
direction of the biases. One conjectures that the errors in for 
^t ' ^t2 ^t2 62 also make contributions to the 
biases in and . 
In Corollary 3.2 of Chapter 3, we showed that, with normally 
distributed measurement errors and correctly specified, 
- 2„' —> . 
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where 
b 
- "m b;' i" . 
n+oD t=l 
The agreement of the Monte Carlo results with this limiting result is 
now explored. Let 
1 - 1. 2 . 
where is Che i-th diagonal element of the matrix 
V = I ( 
c=i 
and ct2 assumes either the value of 0.0225 or 0.09. The percentiles of 
tj and tg are given in Tables 5.9 and 5.10, respectively. The 
purpose in forming the quantities t^ , is to assess the limiting 
behavior of the individual components of . For tests of hypotheses, 
one is referred to the F test statistic discussed earlier. One sees 
approximate agreement between the percentiles of t^ in the first 
column of Table 5.10 and the reference distribution in the third 
column. With the larger value of , the percentiles of t^ are 
biased upward by roughly 0.2 when compared to the third column. The 
observations are consistent with those made about the quantities 
— 2"^  rw 
«2 > given in Table 5.8. The downward bias in the estimator 
discussed earlier is reflected in the percentiles of t^ in Table 5.9, 
Table 
Percen 
95 
90 
75 
50 
25 
10 
5 
Table î 
Percent 
95 
90 
75 
50 
25 
10 
5 
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Percentiles of t, with T correctly specified 
1 ~Ee 
= 0.0225 a2 = 0.09 N(0, 1) 
n n 
0.940 0.193 1.645 
0.766 -0.240 1.282 
0.207 -0.708 0.675 
-0.459 -1.321 0 
-1.072 -1.829 -0.675 
-1.513 -2.231 -1.282 
-1.797 -2.482 -1.645 
Percentiles of t„ with T correctly specified 
2 ~ee 
a2 = 0.0225 a2 = 0.09 N(0, 1) 
1.561 1.927 1.645 
1.224 1.538 1.282 
0.615 0.955 0.675 
-0.012 0.251 0 
-0.642 -0.307 -0.675 
-1.274 -0.953 -1.282 
-1.711 -1.456 -1.645 
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with a larger bias being observed for the larger value of . The 
( 1 i ) /v 
means of the sample quantities m^^ , used In the computation of t^ , 
are given in Table 5.11. There is a larger theoretical variance of 
when compared to and this is reflected in the estimates. The 
estimates tend to overestimate the true values m^^^^ . 
Table 5.11. Means of mfu^^ with T correctly specified 
HH ~ee 
a2 = 0.0225 (T2 = 0.09 m^i^^ 
n n HH 
0.0393 0.0525 0.0347 
0.0321 0.0308 0.0308 
The proceeding Monte Carlo results are particularly relevant in 
that they explore discrimination between an ordinary nonlinear model and 
a nonlinear measurement error model. The generated data has error in 
both the dependent and explanatory variables. Fitting the model which 
neglects the errors in the explanatory variables can result In 
substantial biases in the estimates of model parameters. See the 
results for 3^ in Tables 5.3 and 5.4. Tables 5.1 and 5.2 indicate 
that the F test statistic can be used to check the appropriateness of 
an ordinary nonlinear model for data in which measurement error is a 
possibility. The large sample results for F , derived In Section 3.4 
of Chapter 3 are, at a minimum, applicable to the quadratic model with 
moderately large samples. The estimator a of the measurement error 
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covarlance matrix accurately reflects the covarlance structure when 
T Is correctly specified and gives a fair reflection of the true 
~eE 
structure when T Is mlsspeclfled. However, It seems that larger 
~ee 
samples and/or smaller error variances are required for a to agree 
~n 
precisely with Its limiting distribution when T has been 
~ee 
mlsspeclfled. 
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