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RAČUNALNIŠTVO IN MATEMATIKA
Mentor: izr. prof. dr. Erik Štrumbelj
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Opis:
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Za pomoč in nasvete pri izdelavi diplomske naloge se iskreno zahvaljujem
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Title: Clustering time series of smart meter measurements
Author: Matija Teršek
In this thesis we provide a compact review of 8 time series representations
in combination with 2 clustering algorithms and 2 indices for internal clus-
tering validation. We analyse time series measured by smart meter devices
and check how their representations affect clustering. We conclude that no
representation can be directly used for the task and that more focus should
be put on preprocessing. Additionally, we compare representations and 4
similarity measures on simulated time series. We find out that similarity
measures outperform representations in most cases and that a variational
autoencoder-based representation works the best for simulated time series.
Keywords: time series, representations, clustering, recurrent neural net-
works, variational autoencoders, similarity measures.

Povzetek
Naslov: Gručenje časovnih vrst meritev pametnih merilnih naprav
Avtor: Matija Teršek
V diplomskem delu povzamemo 8 predstavitev časovnih vrst v kombinaciji
z 2 algoritmoma za gručenje in 2 indeksoma za interno validacijo gručenja.
Eksperimentalno preverimo vpliv predstavitev časovnih vrst na gručenje po-
datkov, ki so jih izmerile pametne merilne naprave. Ugotovimo, da nobena
izmed predstavitev ni takoj in neposredno uporabna, in da se je bolj po-
membno osredotočiti na predprocesiranje. Uporabnost predstavitev časovnih
vrst v gručenju preverimo tudi na umetnih podatkih. Rezultate primerjamo
z gručenjem celih časovnih vrst, kjer uporabimo 4 različne mere podobnosti.
Ugotovimo, da so mere podobnosti v večini primerov bolǰse, najbolje pa se
obnese predstavitev, ki temelji na variacijskem avtokodirniku.
Ključne besede: časovne vrste, predstavitve, gručenje, rekurzivne nevron-
ske mreže, variacijski avtokodirnik, mere podobnosti.

Razširjeni povzetek
Časovne vrste, sestavljene iz vrednosti in časov zajema, so ena izmed najbolj
pogostih predstavitev podatkov. Uporabljajo se na mnogih področjih, kot so
finance, medicina in inženirstvo. V tem diplomskem delu se osredotočamo
na inženirsko področje. Naša naloga je gručenje časovnih vrst, ki so jih
izmerili pametni števci, z namenom, da v prihodnosti odkrijemo anomalije in
odstopajoče naprave. Takšna delitev naprav bi lahko pripomogla k njihovem
vzdrževanju in izbolǰsavi.
Naše časovne vrste so sestavljene iz mnogo točk, kar oteži računanje po-
dobnosti z navadni merami, kot so dinamično časovno ukrivljanje (DTW),
križna korelacija ali celo evklidska razdalja. Omenjene metode so za računanje
podobnosti med velikim številom dolgih časovnih vrst časovno preveč potra-
tne. V ta namen uporabljamo strnjene predstavitve časovnih vrst in podob-
nosti računamo na njih. Ker gre za kraǰsa zaporedja števil, je računanje
podobnosti hitreǰse in uporabno za probleme, kot je gručenje.
Sorodna dela [2, 21] vključujejo opise nekaterih strnjenih predstavitev
časovnih vrst in opise gručenj. Liao [21] opǐse različne mere podobnosti in
primerja različne pristope h gručenju v preteklih člankih. Podobno primer-
javo naredijo Aghabozorgi in sod. [2], dodatno pa opǐsejo še 12 predsta-
vitev časovnih vrst. V naši diplomi vključimo 5 predstavitev, opisanih v
omenjenem članku, ter 3 dodatne. Opǐsemo tudi predstavitev s pomočjo va-
riacijskega rekurenčnega avtokodirnika (VRAE), ki temelji na rekurenčnih
nevronskih mrežah. Laurinec in Lucká [19] se ukvrajata s podobnim pro-
blemom - gručenjem časovnih vrst porabe električne energije, z namenom
klasifikacije novih strank in napovedovanja porabe energije. Njun problem
se od našega razlikuje v tem, da imata več znanja o podatkih in vesta, da
imata 3 različne tipe porabnikov energije.
Podatke smo iz razlogov varnosti in zasebnosti anonimizirali. Naprave, ki
jih analiziramo, so merile 5 količin, ki jih označimo z A, B, C, D in E. Pri zadnji
ugotovimo, da vse naprave izmerijo isto vrednost, zaradi česar je delitev v
več grup nemogoča, zato količino izločimo že pred samo analizo. Za vsako
drugo količino pri analizi izločimo naprave, ki merijo manj kot 32 dni, saj je
naša najkraǰsa predstavitev dolžine 32, hkrati pa iz takšnih naprav izvemo
premalo informacij, ki bi pripomogle h poglobljenemu razumevanju delovanja
naprav. Ostale naprave so merile v različnih obdobjih med 1. avgustom 2018
in 31. marcem 2020. Meritve so v prvih nekaj mesecih opravljene približno
vsako uro, v večini let 2019 in 2020 pa enkrat na dan.
Pri opisu metod najprej predstavimo tiste, ki so potrebne za obdelavo po-
datkov pred samo analizo. Med te sodi regularizacija časovnih vrst. Gre za
preoblikovanje časovne vrste z nekonsistentimi intervali merjenja v časovno
vrsto s konsistentimi (v našem primeru dnevnimi) intervali. V našem primeru
slednje dosežemo s pomočjo linearne aproksimacije. Ker so dane časovne
vrste merjene skozi različno dolga obdobja, so različnih dolžin, zato je po-
trebno razširjanje časovnih vrst. Časovne vrste pred začetkom in na koncu
razširimo s povprečjem povprečij časovnih vrst tako, da so vse časovne vrste
enako dolge in da i-te meritve v vseh časovnih vrstah predstavljajo meritev
opravljeno v istem i-tem času.
V nadaljevanju podamo definicije osmih strnjenih predstavitev časovnih
vrst in jih razvrstimo v 4 skupine - neprilagodljive podatkom, prilagodljive
podatkom, bazirane na modelih in podatkovno narekovane. Prva skupina
vključuje predstavitve, kjer so parametri, uporabljeni pri transformaciji, isti
za vse časovne vrste. Skupina vključuje diskretno Fourierjevo transformacijo
(DFT), diskretno kosinusno transformacijo (DCT), diskretno valčno trans-
formacijo (DWT) in odsekoma agregirano aproksimacijo (PAA). V drugo
skupino uvrščamo predstavitve, kjer so transformacijski parametri odvisni od
podatkov časovnih vrst. Sem sodi simbolna agregirana aproksimacija (SAX).
V tretjo skupino spadajo predstavitve, ki predpostavljajo, da so časovne vr-
ste nastale na podlagi osnovnih modelov. Sem uvrščamo multiplo linearno
regresijo (LM). V to skupino predlagamo tudi uvrstitev variacijskega reku-
renčnega avtokodirnika (VRAE). V četrto skupino pa sodijo predstavitve, ki
ne dovoljujejo izbire parametrov transformacije. Ena izmed takšnih predsta-
vitev je ekstrakcija lastnosti iz prirezane predstavitve (FeaClip).
Poleg metod opǐsemo še dva algoritma za gručenje. Prvi je hierarhično
gručenje z združevalnim pristopom in povprečno razdaljo, ki elemente v gruče
združuje tako, da v vsaki iteraciji poveže najbližji gruči. Drugi pa je gručenje
z medoidi (k-medoids oz. PAM), ki poskuša najti k gruč in k najbolj op-
timalnih medoidov tako, da so razdalje elementov do medoida v isti gruči
čim manǰse, vsak element pa spada v gručo medoida, ki mu je najbližje. Za
pomoč pri izbiri števila gruč predstavimo tudi povprečno silhuetno oceno
(AWS) in Dunnov indeks.
Opisane metode za predprocesiranje, predstavitev časovnih vrst in me-
tode za gručenje uporabimo na naših podatkih. Vsako časovno vrsto ustre-
zno regulariziramo, jo razširimo in izračunamo njene strnjene predstavitve
dolžin 2, 8 in 32. Zaradi veliko možnih kombinacij količine, predstavitev in
gručenja, se najprej osredotočimo na količino A. Za vsako kombinacijo dolžine
in strnjene predstavitve nato izračunamo razdalje med časovnimi vrstami na
osnovi predstavitev. Ker nas zanima podobnost performanse predstavitev,
najprej na podlagi dobljenih razdalj izračunamo korelacije med predstavi-
tvami iste dolžine za vsako dolžino (glejte sliki 4.1 in 4.2). Opazimo, da so
pri predstavitvah iz iste klasifikacijske skupine razdalje podobne, z izjemo
LM, ki je podobna 1. skupini. Na podlagi tega se odločimo obdržati pred-
stavitve DWT, VRAE, FeaClip in SAX. Nato za vsako predstavitev podobno
izračunamo še korelacije med razdaljami iz iste predstavitve različnih dolžin
(glejte sliko 4.3). Opazimo, da so si v večini podobne razdalje iz predsta-
vitev dolžine 2 in dolžine 32, oboje pa so si manj podobne z razdaljami iz
predstavitev dolžine 8. Na podlagi tega obdržimo predstavitve dolžin 8 in
32. Za vsako od preostalih kombinacij nato izvedemo oba tipa gručenja in
analiziramo rezultate. Najlepše rezultate gručenja na podlagi količine A do-
bimo s hierarhičnim gručenjem in predstavitvijo VRAE dolžine 32 (3 gruče,
glejte sliko 4.4), hierarhičnim gručenjem in predstavitvijo FeaClip dolžine 8
(3 gruče, glejte sliko 4.5) in predstavitvijo DWT dolžine 32 ter gručenjem
PAM (2 gruči, glejte sliko 4.6).
Ker smo najbolj zadovoljni z rezultati predstavitve DWT, v nadaljevanju
izračunamo še predstavitve DWT dolžine 32 za količine B, C in D. Na podlagi
predstavitev izračunamo razdalje med posameznimi časovnimi vrstami in
izvedemo gručenje. Količino C razdelimo v 2 gruči z gručenjem PAM (glejte
sliko 4.7), za D pa ne dobimo smiselne delitve, saj so vrste v skupine grupirane
glede na čas delovanja, ne pa glede na beležene vrednosti (glejte sliko 4.8).
Razlog za to je izbrani način razširjanja. Za B dobimo dve možni delitvi. Prvo
s hierarhičnim gručenjem v 4 gruče, kjer 2 od teh sestavlja po en element,
ki ga je nemogoče uvrstiti v preostali 2 (glejte sliko 4.9), drugo pa s PAM
gručenjem v 5 gruč (glejte sliko 4.10).
Ker iz rezultatov ugotovimo, da niso preveč uporabni, v smislu da lahko
predstavitve časovnih vrst neposredno in takoj uporabimo za gručenje, na-
redimo poskus še na generiranih časovnih vrstah. V ta namen generiramo
9 skupin, v vsaki 100 časovnih vrst dolžine 100. Časovne vrste v isti sku-
pini generiramo na isti način. Nato izvedemo dva poskusa, kjer rezultate
gručenja z uporabo predstavitev primerjamo z gručenjem z uporabo 4 mer
podobnosti. Mere, ki uporabimo so: evklidska razdalja, dinamično časovno
ukrivljanje (DTW), razdalja EDR in razdalja Piccolo. V prvem poskusu
gručimo časovne vrste iz vseh možnih parov v 2 gruči, v drugem pa vseh
900 časovnih vrst v 9 gruč. Rezultate ocenimo s prilagojenim Randovim
indeksom. V prvem poskusu ugotovimo, da imajo tako mere kot predsta-
vitve podoben najslabši scenarij, kjer je vrednost ARI okrog 0. V večini
primerov se mere podobnosti obnesejo bolje kot predstavitve. Najbolǰse re-
zultate gručenja pa dobimo z uporabo predstavitve VRAE dolžine 32, kar je
pričakovano, saj je edina, ki se uči iz podatkov.
Diplomsko delo zaključimo s kratkim povzetkom, kjer povemo, da smo
naredili kratek pregled predstavitev časovnih vrst in kot možno prihodnje
delo predlagamo drug način razširjanja. Ugotovimo, da je za problem, kot je
naš, dobro imeti domensko znanje o podatkih, saj dani podatki pogosto niso




Time series are a common representation of data, consisting of values recorded
at specific times. They are used in various fields, such as finance [12, 31],
medicine [7], and engineering [14]. In this thesis we focus on the engineer-
ing aspect, as we analyse time series data captured by smart meter devices.
We cluster these time series into homogenous groups, with the future goal
of detecting outliers and anomalies, which could help with maintenance and
improvement of the devices.
We want to cluster time series captured by the devices, but clustering raw
time series is typically infeasible, as they are of different lengths, different
sampling rates, and irregular. For clustering we require either distances be-
tween them or some numerical representation. As devices measure data over
extended periods of time, the time series we analyse are often quite long.
This makes commonly used methods for calculating the distances such as
Dynamic Time Warping, Cross-Correlation, and even simple Euclidean dis-
tance impractical, as they are computationally too expensive for our data. To
cope with this problem we instead use time series representations of shorter
lengths, which summarise the original time series. Distance calculation on
the representations instead of the time series themselves is then considerably
faster and usable for tasks such as clustering.
Many time series representations have been proposed by various authors.
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In this thesis we try to provide a compact review of the well-known and
most commonly used representations, as well as of some recently proposed
representations. Related work includes [2, 21], both providing an overview
of the time series clustering problem. Liao [21] focuses more on distance
measures and clustering algorithms and includes a comparison of previous
papers, describing used clustering algorithms, distances, time series lengths,
and some other features. Aghabozorgi et al. [2] also focus on time series
representations and provide a similar comparison. Laurinec and Lucká [19]
focus on 13 time series representations and perform a clustering experiment
on data of electricity consumption.
We include some of the representations described in [2] and some that
are not. We include the following representations: Piecewise Aggregate Ap-
proximation, Discrete Cosine Transform, Discrete Fourier Transform, Dis-
crete Wavelet Transform, Symbolic Aggregate Approximation, representa-
tion based on Multiple Linear Regression, Feature extraction from clipping
representation, and a representation based on a Recurrent Variational Au-
toencoder. The last three are not included in [2], whereas [19] includes Piece-
wise Aggregate Approximation, Discrete Wavelet Transform, and represen-
tation based on Multiple Linear Regression. We analyse and compare the
performance of the described representations of lengths 2, 8, and 32 in com-
bination with two types of clustering. We also check whether time series
representations could help us efficiently cluster the time series. Such cluster-
ing could help us detect outliers in the future and help with the maintenance
of the devices and possible detection of those which could soon begin to
malfunction.
Additionally, we analyse the performance of representations in terms of
clustering on simulated time series. We compare it to the results of clustering
on raw simulated time series using the following similarity measures: Eu-
clidean distance, Dynamic Time Warping, Edit Distance on Real Sequence,
and Piccolo distance.
We organised the rest of this thesis as follows: In Chapter 2 we describe
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the time series representations and methods for data preprocessing and clus-
tering. In Chapter 3 we provide a brief overview of the data. In Chapter
4 we show and discuss the results of the clustering of given time series. In
Chapter 5 we analyse the performance of representations in clustering on sim-
ulated time series in comparison with 4 similarity measures, and in Chapter






Raw data are often provided in a format that is not suitable for immediate
analysis. In this section we describe how we transformed the provided data
before we proceeded with analysis.
Throughout the thesis, let a sequence of numbers X = {x1, . . . , xn} rep-
resent a time series, except where stated otherwise. Notice that in X we
omit the times when values were recorded, as the methods we use do not
consider them directly. They usually work under the assumption that the
input time series are regular, aligned and of the same length, all starting and
ending at the same points in time. In the following subsection we explain
how we obtain the desired format and give definitions of representations for
the sequence X.
2.1.1 Regularisation of time series intervals
Data measured by smart meter devices are usually sampled at irregular in-
tervals, resulting in irregular time series. Because most time series methods
work with regular (evenly-spaced) time series, we use regularisation to con-
vert the former to the latter.
First, we create a time series X with evenly-spaced intervals of desired
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length and fill data from the irregular time series into the newly created one
at existing corresponding times. Remaining missing values in X can then
be filled with a given constant, with the last observation from the irregular
time series before the timestamp of the missing value in X, or by using some
other method such as linear approximation, which we use in this thesis.
Figure 2.1.1 shows a segment of one randomly chosen irregular time series












Figure 2.1: Irregular time series of raw measurements (blue) and its reg-
ularised time series with daily intervals (yellow) over the time span of 45
days.
2.1.2 Padding
The devices we analyse measure over different time intervals and the methods
we use only consider the order of the values in the time series and not the
times at which they were recorded. Thus, a time series starting in December
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could be compared to a time series starting in June, not acknowledging the
6 month difference. This could result in misinterpretation of the data and
an inaccurate clustering of the devices. In order to consider the times of the
recorded data and still use the described methods in this chapter, we pad
our data with the mean value of the mean values of each time series p. Using
padding on time series of various lengths, we obtain time series of the same
length, where corresponding points represent values measured at the same
time.
Formally, for a real number p and non-negative integers k and l, padded
time series X can be defined as a vector
Xpad = {p, . . . , p, x1, . . . , xn, p, . . . , p}, (2.1)
where k is the number of p’s before x1 and l after xn.
The final length equals k + n + l and is the same for all analysed time
series. We obtain it by calculating the number of evenly-spaced points on
the closed interval between the earliest and the latest captured points on the
whole dataset for each measured quantity separately. We choose k and l for
each time series separately, so that the i-th (i ∈ N, i ≤ (k + n + l)) point in
all time series represents the measurement at corresponding times. For each
time series, n is the length of the time series, k is the number of points before
the starting point of the X and l the number of points after the end of the
X to the last recorded observation.
2.2 Time series representations
Time series are often long and computing the distances between them, es-
pecially when having a large dataset, can be computationally too expensive
for practical use. To cope with that, we use shorter representations of time
series.
A representation of the time series X is a model X̄ of reduced dimen-
sionality d (d n) such that X̄ closely approximates X [10]. In some tasks,
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such as denoising, we might use representations where d n, but these are
of no interest for our task.
The goal of each representation is to summarise the characteristics of time
series while having the following properties:
 reduction of the time series dimensionality,
 emphasis on essential shape characteristics,
 low computational cost,
 good reconstruction quality, and
 implicit noise handling or insensitivity to noise.
Depending on the type of transformation applied to the time series, we can
classify representation methods into 4 groups [10, 27]:
 Non-data adaptive. Parameters of the transformation of each method
in this group remain the same for all time series. Some representa-
tion methods from this group are Piecewise Aggregate Approxima-
tion (PAA) [16], Discrete Wavelet Transform (DWT), Discrete Fourier
Transform (DFT) [3], and Discrete Cosine Transform (DCT) [4].
 Data adaptive. Parameters of transformation are different depending
on the time series data. We categorize Symbolic Aggregate Approxi-
mation (SAX) [22] into this group.
 Model based. This approach is based on the assumption that the
time series were created by an underlying model. The parameters of
the model are then used as a representation. We classify seasonal rep-
resentations based on linear models, such as Multiple Linear Regression
(LM) [19] or mean seasonal profile into this group. Additionally, we
propose to classify the representation based on Variational Recurrent
Autoencoder [11] into this group.
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 Data dictated. In contrast with previous types, the compression ratio
is dictated by the data itself and does not allow the user to fine tune the
parameters. An example of representation from this group is feature
extraction from clipping representation (FeaClip) [20].
In this thesis we use at least one representation of each type and compare
their results. We describe the representations in the following subsections.
2.2.1 Piecewise Aggregate Approximation
Piecewise Aggregate Approximation (PAA) of X is obtained by dividing the
time series data into d windows. The vector of means of those windows is
then the PAA representation X̄. Formally, the Piecewise Aggregate Approx-










xk, i = 1, . . . , d, (2.2)
assuming that d is a factor of n (not required, but simplifies the definition). If
d = 1 the representation equals the mean of X and if d = n the representation
is the same as X [16].
Aditionally, Keogh et al. [16] define the distance measure on the index
space. Let X and Y be time series of length n and X̄ and Ȳ their respective
PAA representations of length d. The distance on the index space is then
defined as





(x̄i − ȳi)2. (2.3)
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2.2.2 Discrete Cosine Transform














(2i− 1)(k − 1)π
2n
, k = 2, . . . , n
, (2.4)
where Gx(k) represents the k-th coefficient of DCT. The Inverse Discrete








(2i− 1)(k − 1)π
2n
, i = 1, . . . , n. (2.5)
Let C be the discrete cosine transform of time series X. The DCT represen-
tation of length d of time series X is the inverse discrete cosine transform of
the first d elements of C [18].
2.2.3 Discrete Fourier Transform
The Discrete Fourier Transform (DFT) of time series X is a sequence of









); i = 1, . . . , n, (2.6)
where j is the imaginary unit j =
√










); t = 1, . . . , n. (2.7)
Let C be the Discrete Fourier Transform of time series X. The DFT repre-
sentation of length d of time series X is defined as the real numbers of the
inverse transform of the first d coefficients divided by d [18].
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2.2.4 Discrete Wavelet Transform
The Discrete Wavelet Transform (DWT) is a transformation of the contin-
uous signal x(t) with the help of wavelets ψ(t) - functions that decompose
data into different components and have the following properties [1]:




 zero mean, and
 the Fourier transform of wavelet is real and must vanish for negative
frequencies.
Before we explain the DWT, the definition of Continuous Wavelet Transform








where a and b are new dimensions (scale and translation) after the transform
and ∗ denotes complex conjugation. Wavelets ψa,b(t) are generated from a








DWT differes from the CWT in that scale and position values are powers
of 2. In Eq. (2.9) then a = 2j and b = k2j, where (j, k) ∈ Z2. The length
of the input signal must also be a power of 2, therefore additional padding
might be required. In this thesis we use the half-sample symmetric padding,
as it seems to be the most optimal choice in most cases [25]. We pad the
time series with its first elements in the reverse order on the left, and its last
elements in the reverse order on the right. We pad the same amount on both
sides if the length of the time series is even, and we pad an additional point
on the left if the length is odd.
The most known algorithm for implementation of the DWT was presented














Figure 2.2: Implementation of two-level DWT, where the input signal x(t) is
decomposed into three subband signals - detail signals or wavelet coefficients
d1(t) and d2(t) and a coarse signal c2(t).
of decompositions of chosen level j, based on a desired cutoff frequency.
Two-channel recursive filter bank is used in the implementation and h0(n)
and h1(n) represent low-pass and high-pass analysis filters, respectively. ↓2
denotes the down sampling of the signal by a factor 2. Detail signals di(t)
obtained from the algorithm are the wavelet coefficients [13]. We show the
example implentation in Figure 2.2.
We can obtain DWT representations of reduced dimensionality for a set
of time series X1, . . . , Xk of the same length by first computing the DWT
representations of all time series, each containing wavelet coefficients of all
possible levels. We then keep d coefficients with maximal variance across
the time series, resulting in k representations of length d. Keeping the co-
efficients with the greatest variability is good for compression, which is our
goal. Another common approach is to keep the higher level coefficients, which
removes lower frequencies and is good for denoising but not for compression.
2.2.5 Symbolic Aggregate Approximation
Symbolic Aggregate Approximation (SAX) is a symbolic representation of
the time series over an alphabet A of the chosen size a. Lin et al. [22] suggest
to choose a between 5 and 8. In the empirical evaluation we use a = 5 and
a = 8 and denote them SAX 5 and SAX 8, respectively.
First, a PAA representation P = {p1, . . . , pd} of chosen length d is calcu-
lated for the input time series X with Eq. (2.2). Aditionally, break points
B = β1, . . . , βa−1 are defined, such that the area of the standard Gaussian
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distribution between βi and βi+1 is
1
a
for all i = 1, . . . , a − 1 and β0 = −∞
and βa =∞.
The SAX representation X̄ is then obtained from P , where each element
is defined as
x̄i = Aj, if βj−1 ≤ pi ≤ βj, for i = 1, . . . , d, (2.10)
where Aj is the j-th element of the alphabet A [22].
Lin et al. [22] provide a function for calculating the distance between two
SAX representations X̄ and Ȳ of lengths d similar to the one in Eq. (2.12),
where (x̄i − ȳi) is replaced by
dist(j, k) =
0 ; |j − k| ≤ 1βmax(j,k)−1 − βmin(j,k) ; otherwise , (2.11)
resulting in the following function:






2.2.6 Regression coefficients from Multiple Linear Re-
gression
This representation is based on the Multiple Linear Regression (LM) and
models the dependent variable by independent variables [19]. It assumes
that the data is of a seasonal nature. The model is defined as
xi = β1ui1 + · · ·+ βsuis + εi; i = 1, . . . , n, (2.13)
where s represents the frequency of one season as well as the length of the
final representation X̄. β1, . . . , βs are the regression coefficients and are ob-
tained using ordinary least squares. The ui1, . . . , uis are independent dummy
variables that represent the sequence numbers and equals 1, when they point
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to the j-th value of the season. εi for i = 1, . . . , n are independent random
errors sampled from the normal distribution N(0, σ2). Final representation
X̄ of the input time series equals the regression coefficients (x̄i = βi for
i = 1, . . . , s).
2.2.7 Feature extraction from clipping representation
Feature extraction from clipping representation (FeaClip) is defined for time
series X that can be unbounded (n→∞) [20]. Subsequence of X of length
nws , called short window, is noted as w
s = {ws1, . . . , wsnws}. Its clipped rep-
resentation w̄s is obtained as
w̄st =
1; wst ≥ µ0; otherwise , (2.14)
where µ is the mean of the ws and t = {1, . . . , nws} is the index of elements
in w̄s and ws. Run Length Encoding (RLE) is then applied to w̄st . The
representation model rs of short window ws is further defined as
rs = {max1 = maximum from run lengths of 1,
sum1 = sum of run lengths of 1,
max0 = maximum from run lengths of 0,
crossings = length of RLE encoding − 1,
f0 = number of first 0,
l0 = number of last 0,
f1 = number of first 1,
l1 = number of last 1}.
(2.15)
A long window wl is defined as an array of the last u non-overlapping suc-
cessive short windows ws of X. Final representation reprl (= X̄) of the X is
obtained by using a windowing approach. It is an union of u rs representa-
tions.
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2.2.8 Variational Recurrent Autoencoder
Variational Recurrent Autoencoder (VRAE) is a type of variational autoen-
coder that can be used for large scale unsupervised learning on time series
data, resulting in latent vector representations of time series. It can be used
for generating data from such samples as well. The model consists of a Recur-
rent Neural Network (RNN) based on Variational Bayes and can be trained
with Stochastic Gradient Variational Bayes (SGVB).
Stochastic Gradient Variational Bayes
SGVB is a technique for training models that assume the data are generated
with some unobserved continuous random variable z. Sampling based meth-
ods are computationally too expensive for calculating the marginal likelihood∫
p(z)p(x|z)dz, which is solved by approximating p(z|x) by q(z|x) and opti-
mizing a lower bound on the log-likelihood. Let q(z|x) be the encoder and
p(x|z) be the decoder [11, 17, 28]. The log-likelihood of xi can be expressed
as
log p(xi) = DKL(q(z|xi)||p(z|xi)) + L(θ;xi), (2.16)
where DKL is a Kullback-Leibler divergence and θ parameters of the model.
As DKL is non-negative, L(θ;xi) is a lower bound on the log-likelihood and
can be expressed as
log p(xi) ≥ L(θ;xi) = −DKL(q(z|xi)||p(z)) + Eq(z|xi)[log pθ(xi|z)]. (2.17)
The reparametrization trick is introduced as obtaining gradients of the de-
coder for optimization of the lower bound is not straightforward. Random
variable z ∼ q(z|x) is reparametrized as deterministic variable z = g(ε, x).
Having univariate Gaussians latent variables, the reparametrization results
in z = µ+ σε, where ε ∼ N(0, 1).
We obtain the Stochastic Gradient Variational Bayes estimator, as KL
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Figure 2.3: The architecture of the Variational Recurrent Autoencoder
model. The encoder takes a sequence of input vectors and feeds them to
the RNN, where the last hidden layer hend is passed further for latent trans-
formation and is mapped to the mean and standard deviation using a linear
layer. The latent vector is then sampled from a distribution defined by its
mean and standard deviation using the reparameterization trick. The initial
state of the decoder RNN is obtained by passing the sampled latent vec-
tor through a linear layer. Decoder inputs are initialised to zero and are
updated using backpropagation. Outputs of the decoder RNN are mapped
to sequence length through a linear layer to obtain the decoded vector x of
latent representation z [23].
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Model
The encoder calculates the state ht+1 based on the previous state ht and
corresponding data point xt+1, having one set of recurrent connections. From








µ hend + bµ
log(σz) = W
T
σ hend + bσ
, (2.19)
where h0 is a zero vector and weight and biases of neural network are denoted
with W and b, respectively. We show the architecture of the VRAE in Figure
2.2.8
Initial set of the decoding RNN is computed with one set of weights and
z is sampled from the encoding with the help of reparametrization trick. The
state is further updated as a traditional RNN:
h0 = tanh(W
T










W denoting weights and b biases of the neural network.
2.3 Clustering
Clustering is a process of grouping given objects into clusters such that ob-
jects inside each cluster are as similar to each other as possible and highly
distinct from those in other clusters. In this thesis we focus on time series
representations and not on clustering methods. However, we still use two
different types of clustering algorithms in case one might outperform the
other. We use hierachical clustering with average agglomeration method and
Partitioning Around Medoids, as they are two of the most commonly used
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clustering algorithms [2].
When performing cluster analysis we need to determine the desired num-
ber of clusters k. We might know the k in advance (e.g., dividing shoppers
into two groups - satisfied and unsatisfied) or not, such as in our case. Dif-
ferent methods exist for choosing the optimal k, such as the elbow method,
Bayesian information criterion and others. In this thesis we use the quality
index obtained by the silhouette method, proposed by Rousseeuw [29], and
the Dunn index [8].
2.3.1 Silhouette method
Let A represent the cluster of element i, C any cluster different from A and
d(i, j) distance between elements i and j. Average dissimilarity of i to all














The second best cluster B of element i, called neighbour, is a cluster such
that:
d(i, B) = min
C 6=A
d(i, C). (2.23)





If s(i) ≈ 1, then i is well classified, if s(i) ≈ 0, then i lies between A and B,
and if s(i) ≈ −1, then the element is badly classified and is closer to B than
A. The quality index or average silhouette width (ASW) is the average of
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the s(i) for all elements i. The higher it is, the better the clustering.
We then run the chosen clustering algorithm for different k. The optimal
k is the one resulting in the highest ASW. However, we in some cases also
examine the results of clustering for other k, which have high ASW.
2.3.2 Dunn index
Additionally, we use the Dunn index [8, 9]. Let Ci denote the i-th cluster










where δ(Ci, Cj) denotes the distance between clusters Ci and Cj and ∆i
denotes the distance within the cluster Ci:







Similar to ASW, the higher Dunn index indicates better clustering. We
choose the optimal values for k with the Dunn index in the same way as with
ASW.
2.3.3 Agglomerative Hierarhical clustering
Agglomerative hierarchical clustering is a method of clustering based on a
bottom-up approach. Each object begins in its own cluster. Clusters that
are the closest to each other are then merged together in every iteration until
only one cluster exists, building a hierarchy of clusters.
In this thesis we use the average agglomeration method, meaning that









d(X, Y ), (2.27)
where d(X, Y ) is the distance between time series X and Y .
2.3.4 Partitioning around medoids
Partitioning around mediods or k-medoids is an algorithm that divides n
given elements into k clusters, such that for each cluster the distance between
elements of the cluster and its representative element (medoid) is minimal.







where i denotes the i-th object. Each object is then clustered into the same
group as its closest medoid [15, 30]. Formally, i is put into cluster mc, when:
d(i,mc) ≤ d(i,mt) for t = 1, . . . , k. (2.29)
The PAM algorithm consists of the two steps:
1. BUILD - Construction of initial medoids:
 m1 is the element with the smallest
∑n
i=1 d(i,m1),
 m2 decreases the value of the Eq. (2.28) as much as possible,
...
 mk decreases the value of the Eq. (2.28) as much as possible.
2. SWAP - Repeat:
For i ∈ {m1, . . . ,mk} and j /∈ {m1, . . . ,mk}:
 swap i↔ j if pair (i, j) decreases the value of the Eq. (2.28) the
most,
 end algorithm if no such pair decreases the values of the Eq. (2.28).
Chapter 3
Data
For the analysis in Chapter 4 we received data of 2285 devices measuring
5 quantities over different time intervals, earliest starting on 1st of August,
2018, and latest ending on 31st of March, 2020. The frequency of measure-
ments was approximately 1 hour on all devices in the first few months of
measurements and approximately 1 day thereafter.
In this thesis we deliberately avoid using domain knowledge and informa-
tion about the devices, such as device type, quantity, etc. First and foremost
the purpose of this is to find out how much can be done only with data
analysis method. By not including any metadata we also avoid issues with
sensitive or personal data.






Table 3.1: Number of analysed devices for each quantity as well as the number
of the removed devices after the preprocessing.
In order to analyse the data, we first remove the devices with less than
32 days of measuring for each quantity. The reason behind this is, that we
do not obtain much information from the devices that measure the quantity
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for less than one month, and our longest representation is of length 32. In
Table 3.1 we show the measured quantities, the number of analysed devices
for each after the described removal, and the number of the removed devices.
Then, as stated in Chapter 2, we are required to regularise the irregular time
series. We implement regularisation using linear approximation over daily
intervals. For each quantity we then pad the regularised time series at their
beginings and ends to obtain time series of the same length.
Chapter 4
Results of empirical evaluation
on real data
We divide the empirical evaluation into two parts. In the first part we com-
pute time series representations from Chapter 2 for quantity A. We compute
representations of lengths 2, 8, and 32, except for the FeaClip representa-
tion, where we only use the representation of length 8 (see the definition in
Section 2.2.7). We choose quantity A as it is the quantity with the most re-
maining time series after the preprocessing step. We calculate the distances
between time series using each representation and compute correlations be-
tween the representations. We choose the most distinct representations for
further analysis. We describe the findings in Section 4.1.
In the second part we choose the most suitable pair of representation and
length from the first part and use it to analyse the remaining quantities. We
describe the findings in Section 4.2.
4.1 Empirical evaluation of time series repre-
sentations
For the selected quantity A, where the most time series remain, we calculate
a distance matrix for each possible pair of representation and embedding
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length. As we are interested in which representations result in similar dis-
tances, we first compute the correlations between the distances. That way
we can potentionally omit the clustering on matrices that are very similar. In
Figures 4.1 and 4.2 we show correlations between calculated distances based
on representations of different lengths. We omit the SAX representations
where length of embedding equals 2, as all the embeddings were the same.
As can be seen in the figure, representations from the same classification
group usually give higly correlated distances and are not that highly corre-
lated with other groups. An exception is the LM representation, which is
highly correlated with nondata adaptive representations. Based on the com-
puted correlations, we decide to further analyse the DWT, VRAE, FeaClip,
and SAX 5 representations, as they are the most distinct from each other.
Figure 4.1: Correlation plot of correlations between distances obtained from
representations of lengths 2 (left) and 8 (right).
For each selected representation we further look at correlations between
distances obtained by it for different embedding lengths. In Figure 4.3 we
show correlation plots for the DWT, VRAE, and SAX 5. We omit the SAX 5
representation of length 2 as representations of all time series are the same.
We see that the DWT representation produces very similar distances no
matter what the length of the embedding is. Distances based on the VRAE
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Figure 4.2: Correlation plot of correlations between distances obtained from
representations of length 32.
representation of lengths 2 and 32 are very similar, but dissimilar to dis-
tances based on the VRAE representation of length 8. The same is true
for the SAX 5, where distances computed from the SAX 5 representation of
length 8 are not that similar to distances computed from the SAX 5 repre-
sentation of length 32. For the clustering analysis we only focus on selected



















































Figure 4.3: Correlation plots of correlations between distances obtained from
the DWT, VRAE and the SAX 5 representations of different lengths.
We perform hierarchical and PAM clustering on the selected representa-
tions for k ∈ N, k ∈ [2, 50]. We then analyse the results for k’s where the
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Silhouette and Dunn indices are among the highest. In Figures 4.4, 4.5, and
4.6 we show the most noticable results of clustering and give descriptions
of each cluster. For the results of hierarchical clustering we present up to
20 randomly selected irregular time series from each cluster. For the results
of PAM clustering we present the medoid and up to 20 randomly selected
padded time series for each cluster.
We do not show any results of clustering using the SAX 5 representation
as we only find a few outliers with it and not some desired meaningful divi-
sion. Overall, we obtain the best clustering performance with clear cluster
division in general using DWT representation of length 32.
4.2 Clustering results on other quantites
In this part we focus on other quantities B, C, and D. None of the representa-
tions give satisfactory results in Section 4.1, but if we had to choose one, we
would choose DTW. Therefore, we cluster other quantites’ time series using
the DWT representation of length 32. We show and describe the results in
Figures 4.7 - 4.10. In most cases, PAM performs better than hierarchical
clustering, giving us a clearer division between the clusters. When clustering
quantity D we obtain very indivisible clusters, as in the most cases time series
only vary in the time that they were measured. Results are not encourag-
ing in the sense that we could apply these techniques out-of-the-box without
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Cluster 3 − 14 devices
Hierarchical clustering AE, len = 32, k = 3
Figure 4.4: Results of hierarchical clustering of quantity A using the VRAE
representation of length 32. For each cluster we plot up to 20 randomly
selected time series from the cluster. Cluster 1 represents the majority of the
devices where the average value of measurement is just below 100. Values
occasionally drop, but overall remain near the average. Cluster 2 represents 6
outliers with shorter measuring time and falling values. Cluster 3 represents
time series that measured over a longer period of time. Values of those
time series drop significantly in the last few months. Their occasional drops
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Cluster 3 − 5 devices
Hierarchical clustering FEACLIP, len = 8, k = 3
Figure 4.5: Results of hierarchical clustering of quantity A using the FeaClip
representation. For each cluster we plot up to 20 randomly selected time
series from the cluster. Cluster 1 represents the majority of the devices with
average just below 100 with frequent value drops over the entire interval.
Cluster 2 represents devices with lower average value and possible value drops
to 0 in the second half of the measuring time. Cluster 3 represents the devices
with the average value of 100 and rare drops (with the exception of the last
few months of 2018).
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Cluster 2 − 311 devices
Cluster 1 − 1930 devices














Figure 4.6: Results of PAM clustering of quantity A using the DWT repre-
sentation of length 32. For each cluster we plot the medoid (red) and 20
randomly selected time series (black) from the cluster. This is one of the
most typical divisions in 2 clusters, as it is similar to results of clustering
using other representations. Cluster 1 represents devices that have the av-
erage values around 100 with occasional drops. Cluster 2 represents devices
that have average values less than 100 in the second half of measuring with
significant drop in the end.
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Cluster 2 − 1336 devices
Cluster 1 − 886 devices














Figure 4.7: Results of PAM clustering of quantity C using the DWT repre-
sentation of length 32. For each cluster we plot the medoid (red) and 20
randomly selected time series (black) from the cluster. We do not obtain a
very distinct division. However, time series in Cluster 1 measure over longer
periods of time and have frequent and high value fluctuations in their first
half and low value fluctuations in the second half. Time series in Cluster 2
have less or no fluctuation in their first part, and similar fluctuation as time
series from Cluster 1 in the second part.
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Cluster 4 − 250 devices
Cluster 3 − 198 devices
Cluster 2 − 147 devices
Cluster 1 − 1609 devices






















Figure 4.8: Results of PAM clustering of quantity D using the DWT repre-
sentation of length 32. For each cluster we plot the medoid (red) and 20
randomly selected time series (black) from the cluster. We are not able to
discern any useful information. Devices are clustered according to the time
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Cluster 4 − 1 device
Hierarchical clustering DWT, len = 32, k = 4
Figure 4.9: Results of hierarchical clustering of quantity B using the DWT
representation of length 32. For each cluster we plot up to 20 randomly
selected time series from the cluster. Cluster 1 consists of time series with
average values around 3200 and slight fluctuations over the entire period.
Cluster 3 shows time series that have slight value fluctuations over the entire
period, but their average values slightly decrease over time. In the beginning
average value of measurements is over 3200 and in the end it equals approx-
imately 2800. Cluster 2 and Cluster 4 each show a clear outlier that cannot
be placed into Cluster 1 or Cluster 3.
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Cluster 5 − 100 devices
Cluster 4 − 592 devices
Cluster 3 − 301 devices
Cluster 2 − 766 devices
Cluster 1 − 457 devices


























Figure 4.10: Results of PAM clustering of quantity B using the DWT rep-
resentation of length 32. For each cluster we plot the medoid (red) and 20
randomly selected time series (black) from the cluster. Cluster 1 represents
time series that slightly rise in the beginning and slowly decrease over time.
In Cluster 2 are devices that keep their average value right under 3200 with
occasional fluctuations. Cluster 3 shows devices similar to those in Cluster 1,
but they start measuring earlier and have more fluctuating values. In Cluster
4 are devices that have frequent value drops in the end of their measuring
period, but overall keep the values around their average, which slightly de-
creases in the end. Cluster 5 represents time series with significant drop in
values at the end of measuring.
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Chapter 5
Results of empirical evaluation
on simulated data
In this chapter we empirically compare the representations on simulated data.
We compare the results of clustering with the help of representations to the
results of clustering with the help of 4 similarity measures on raw simulated
time series. We choose the Euclidean distance, Edit distance for Real se-
quence (EDR) [6], Dynamic Time Warping (DTW) [5], and Piccolo distance
[26] as they are all different in nature.
5.1 Data
We generate 9 groups of 100 time series of length 100, where time series from
the same group are generated with the same underlying model. We describe
the underlying models in Table 5.1. Most of the groups are of some basic
type and noise is simulated using the normal distribution N(µ = 0, σ = 0.5)
or Gamma distribution Gamma(α = 0.5, β = 3). Type ’-’ means that time
series are generated only with the noise. In Figure 5.1 we show 3 time series
from each group.
We divide the empirical evaluation on simulated data into two parts. In































































































































G5 linear + varying slope N
G6 sine N
G7 sine G
G8 sine + varying phase N
G9 sine + varying amplitude N
Table 5.1: A summary of the 9 generated groups of time series. N repre-
sents noise sampled from the normal distribution N(µ = 0, σ = 0.5) and G
represents noise sampled from Gamma(α = 0.5, β = 3) distribution.
each pair of the two groups decribed in Table 5.1. Additionally, we compare
those results to the results of clustering on raw time series using different
similarity measures. We describe the findings in Section 5.2.
In the second part we perform clustering on representations of all sim-
ulated time series into 9 clusters. We compare the results to the results of
clustering all simulated time series using different similiarity measures. We
describe the findings in Section 5.3.
5.2 Clustering pairs of groups
In this experiment we calculate the representations described in Chapter 2
of length 2, 8, and 32 for each time series group described in Table 5.1. For
each pair of 2 groups, we compute similarities between representations of
time series from the 2 groups and cluster them using PAM. Additionally, we
cluster raw time series from each pair using PAM and different similarity
measures. We then calculate the Adjusted Rand Index (ARI) to rate the
performace of clustering. Additionally, we compute the mean, median, and
minimum values of ARIs for each similarity measure and representation of
chosen length. From the mean we see the average performance of the method
and from the minimum value we see the worst performance. We show the
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numerical results in Table 5.3.
Similarity measures, aside from the Euclidean distance, have good aver-
age performance. We see that the DCT representation of length 2 performs
slightly better on average than other representations of the same length. The
worst results are obtained using the SAX method. The DCT representation
also has the median ARI of 1.00 alongside the PAA. From the representa-
tions of length 8, FeaClip and LM work the best on average. SAX 5 and
SAX 8 representation of length 8 have low average, similar to the same rep-
resentations of length 2. Best median results are those of PAA, DCT, and
VRAE. Overall, we get the best results using the VRAE representation of
length 32, where the average ARI equals 0.90 and the median ARI is 1.00.
We get the same median performance from the PAA, DCT, DFT, and LM as
well. SAX 5 and SAX 8 representations perform much better when they are
of length 32 than on shorter lengths. In general, clustering is better on rep-
resentations of longer lengths (32) than on representations of shorter lengths
(2 and 8).
We see that most methods poorly discern between groups G1 and G5, and
G2 and G5 (normal or gamma noise versus linear time series with varying
slope). The same is true for a pair of groups G3 and G5 (linear time series
versus linear time series with varying slope), which was expected, as time
series from G3 can have a very similar slope as those in G5. Similarly, most
methods poorly distinguish between a pair of groups G6 and G9 (sine versus
sine with varying amplitude).
We can see that in almost all cases similarity measures outperform rep-
resentations. However, calculating distances on representations is faster and
might be a better choice. We also get the best average results using the
VRAE of length 32. It is also important to note that similarity measures
and representations have similar worst-case performance around 0. For each
exists at least one pair of groups where clustering results are no better than
those of random clustering into 2 clusters.
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5.3 Clustering all the data
We perform an experiment similar to the one in Section 5.2. Instead of
clustering representations of time series from pairs of groups, we cluster rep-
resentations of all simulated time series from the groups described in Table
5.1 into 9 clusters using PAM. Additionally, we cluster the same raw time
series using PAM with the help of similarity measures. We rate the results
of clustering with ARI indicies, which we show in Table 5.2.
We see that similarity measures in most cases outperform representations
of length 2, with the best similarity measures being Piccolo distance and
EDR. Some representations of length 8, such as DCT, LM, and FeaClip
perform similar as similarity measures. VRAE representation of length 32
outperforms other similarity measures and representations, with the closest
being the DFT. For our time series we get the worst performace using the
SAX.
Similarity measures Representations
EUCL DTW EDR PIC length PAA DCT DFT DWT SAX 5 SAX 8 LM VRAE FeaClip
0.43 0.50 0.54 0.55
2 0.42 0.48 0.43 0.33 0.00 0.11 0.44 0.28 /
8 0.40 0.55 0.42 0.28 0.00 0.18 0.58 0.36 0.54
32 0.44 0.44 0.64 0.39 0.32 0.43 0.59 0.72 /
Table 5.2: Results of PAM clustering on simulated time series using different
similarity measures and different representations of lengths 2, 8 and 32. Re-
sults show ARI indices of clustering all simulated time series into 9 clusters.


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 5.3: Results of clustering on simulated time series. AE denotes VRAE,
FC denotes FeaClip, and S 5 and S 8 denote SAX 5 and SAX 8, respectively.
Chapter 6
Conclusion
In this thesis we provided a compact review of most well-known time series
representations and their classification into 4 groups. In the empirical evalu-
ation we showed that distances computed on time series representations from
the same classification group are highly similar to each other and less similar
to those computed on other groups. The exception is the LM representa-
tion, whose distances are similar to those computed on non-data adaptive
representations. We found out that there is clearly no best time series rep-
resentation for reducing the dimensionality and that every representation
sometimes outperforms the others. This could be seen from the ASW and
the Dunn indices, where optimal k’s had similar values for different repre-
sentations, but we did not include them as we wanted the focus to be on the
clusters. Although none of the representations gave perfect results, we were
the most satisfied with the DWT representation for our task.
Although we did not include all known time series representations, we
provided at least one from each of the 4 groups. We did not provide all the
representations described in Aghabozorgi et al. [2], but we additionally de-
scribed the LM and the FeaClip. We also included the VRAE representation
based on the recurrent neural network. Further, we analysed the correlation
between the distances computed on the representations included in this the-
sis. Our work differs from the work of Laurinec and Lucká [19] in that they
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knew the background of their data, having three types of customers of elec-
tricity consumption. They also normalised the data using the z-score and
consequently only kept the information about relative variability, whereas
our goal was to keep the other information, such as scale information and
relative position of one time series to another, as well. They clustered the
electiricity consumers with the goal of improving accuracy of the load con-
sumption forecast. Their results showed that the best representations for
their task were adaptive and model based representations.
With the DWT representation, we gave a clustering of quantity A time
series into 2 clusters. We also provided clustering results of quantites B and C,
whereas time series of the D quantity were too similar for a distinct division.
However, clustering results on real world data were not encouraging in the
sense that we could apply these techniques out-of-the-box. We showed that
clustering of the devices without domain specific knowledge and only with
the help of representations is not an easy task. In practice we need to focus
more on the data preprocessing and transformation of the time series before
computing the representations.
As can be seen from the results, some of the devices were also clustered
according to the time they were measuring and not only their values. This
problem occurs due to the padding that we used. Padding is a popular way
of transforming time series to the same length and choosing the right way to
pad our data turned out to be a very important task in preprocessing, which
can have serious consequences. In the future it would be better to pad time
series with different values or methods, such as symmetric padding. Different
kind of transformation could be used to obtain the desired length as well.
Another possible solution could be to use a representation that considers the
recorded times so padding would not be necessary. Surprisingly, there are no
such representations and we delegate this to future work. We also omitted
a general but important approach of representing time series with technical
indicators, like the mean, median, volatility, trend, etc. Such approach would
require us to have some domain knowledge about the data.
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On the simulated time series we showed that similarity measures al-
most always outperform representations. Time series representations try to
shorten the length of time series, while keeping as much features as possi-
ble. Some representations do this better than others. The extreme example
is the VRAE representation, which outperforms used similarity measures, if
the length of representation is long enough (32 in our case). It learns what
to keep from the original time series so it is still possible to discern between
them. Other representations might focus on keeping different features and
therefore perform worse for our simulated time series. Similarity measures
on the other hand compare points in original time series without losing any
features which might be important. For example, they perform better than
representations for most pairs of groups which include sine time series (e.g.,
G1 vs G6-G9, G6 vs G8, G8 vs G9), which could be seen in Table 5.3. There-
fore, they perform better on average for our data. However, considering the
complexity and required time to compute a distance using only similarity
measures, an approach of calculating distances on representations might be
a better choice considering the tradeoff between precision and speed.
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[20] Peter Laurinec and Mária Lucká. Interpretable multiple data streams
clustering with clipped streams representation for the improvement of
electricity consumption forecasting. Data Mining and Knowledge Dis-
covery, 33(2):413–445, 2019.
[21] T Warren Liao. Clustering of time series data—a survey. Pattern recog-
nition, 38(11):1857–1874, 2005.
[22] Jessica Lin, Eamonn Keogh, Stefano Lonardi, and Bill Chiu. A symbolic
representation of time series, with implications for streaming algorithms.
In Proceedings of the 8th ACM SIGMOD workshop on Research issues
in data mining and knowledge discovery, pages 2–11, 2003.
[23] Tejas Lodaya and Nicholas Gao. Timeseries clustering. https://
github.com/tejaslodaya/timeseries-clustering-vae, 2018.
[24] Stephane G Mallat. A theory for multiresolution signal decomposition:
the wavelet representation. IEEE transactions on pattern analysis and
machine intelligence, 11(7):674–693, 1989.
[25] Edras Reily Pacola, Veronica Isabela Quandt, Paulo Breno Noronha
Liberalesso, Sergio Francisco Pichorim, Humberto Remigio Gamba, and
Miguel Antonio Sovierzoski. Influences of the signal border extension
in the discrete wavelet transform in EEG spike detection. Research on
Biomedical Engineering, 32(3):253–262, 2016.
48 Matija Teršek
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