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WEIGHT FILTRATIONS ON GKZ-SYSTEMS
THOMAS REICHELT AND ULI WALTHER
Abstract. If β ∈ Cd is integral but not a strongly resonant parameter for the homogeneous matrix A ∈ Zd×n
with ZA = Zd, then the associated GKZ-system carries a naturally defined mixed Hodge module structure.
We study here in the normal case the corresponding weight filtration by computing the intersection complexes
with respective multiplicities on the associated graded parts. We do this by computing the weight filtration of
a Gauss–Manin system with respect to a locally closed embedding of a torus inside an affine space. Our results
show that these data, which we express in terms of intersection cohomology groups on induced toric varieties,
are purely combinatorial, and not arithmetic, in the sense that they only depend on the polytopal structure
of the cone of A but not on the semigroup itself. As a corollary we get a purely combinatorial formula for
the length of the underlying (regular) holonomic D-module, irrespective of homogeneity. In dimension up to
three, and for simplicial semigroups, we give explicit generators of the weight filtration.
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1. Introduction
1.1. The Decomposition Theorem for proper maps. One of the hallmarks of Hodge-theoretic results in
algebraic geometry is the Decomposition Theorem. For smooth projective maps between smooth projective
varieties this asserts among other things the degeneration of the Leray spectral sequence for Q-coefficients
on the second page. Decomposition Theorems are refinements and generalizations of the Hard Lefschetz
Theorem for projective varieties; the key ingredient is the purity of the Hodge structure on cohomology. In
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this article we study and quantify an important instance of the failure of purity, and of the Decomposition
Theorem. In order to state our results, we give the briefest of historical surveys, and we point to the excellent
account [dCM09] for details.
For singular maps and varieties, things can be rescued by replacing usual cohomology with intersection
cohomology, and in both instances the statement has a local flavor in the sense that one can restrict to open
subsets of the target. The advantage of intersection cohomology is that it has nice formal properties such
as Poincare´ duality, Lefschetz theorems, and Ku¨nneth formula. While it is not a homotopy invariant, there
is a natural transformation Hi −→ IHi that is an isomorphism on smooth spaces and in general induces a
H•-module structure on IH•. This version of the Decomposition Theorem, conjectured by S. Gel’fand and
R. MacPherson, was proved by A. Beilinson, J. Bernstein, P. Deligne and O. Gabber.
The construction allows for generalization of intersection cohomology to coefficients in a local system
LU , defined on a locally closed subset U ⊆ Z = U¯ . The intersection complex of such a local system is a
constructible complex that extends LU as a constructible complex (or the corresponding connection on U as
D-module). In fact, the best form of the Decomposition Theorem in the projective case is in this language: if
f : X −→ Y is a proper map of complex algebraic varieties then Rf∗ ICX splits (non-canonically) as a direct
sum of intersection complexes whose supporting sets are induced from a stratification of f .
A particularly interesting case where the decomposition theorem has been well-studied are semismall maps
(cf. [dCM09] for a nice survey). These maps arise often in geometric situations:
• the Springer resolution f : N˜ −→ N of the nilpotent cone N of the Lie algebra to the reductive group
G;
• the Hilbert-Chow map between the Hilbert schemes of points X = (C2)[n] and the n-th symmetric
product Y = (C2)n/Sn.
The most explicit case is perhaps that of a fibration f : X −→ Y between toric complete varieties: H• and
IH•of a complete toric variety can be written down in purely combinatorial terms, and [dCMM14] spells out
how to write Rf∗(ICX) as sum of intersection complexes in terms of face numbers.
1.2. Non-proper maps. The moment one moves away from proper maps, direct images of intersection
complexes need no more split into sums of such. For example, embedding C∗ into C = C∗ ⊔ {pt} leads to a
push-forward Rf∗OC∗ that naturally contains OC1 but the cokernel Opt is not contained in the image. At this
point one requires a “weight” filtration on Rf∗OC∗ akin to the one that forms part of Delignes construction
of mixed Hodge structures on the cohomology of complex varieties. In the case C∗ →֒ C, level 1 of the weight
filtration on Rf∗(OC∗) is OC1 ; level 2 is the entire image.
The appropriate powerful hybrid of intersection complexes and Deligne’s weights was constructed by
M. Saito in his theory of mixed Hodge modules, inspired by the theory of weights for ℓ-adic sheaves [Sai90].
The weight filtration, together with a “Hodge filtration” that can be seen as avatar of the usual Hodge fil-
tration on cohomology, form the main ingredients of an object in Saito’s category of mixed Hodge modules.
For maps between quasi-projective varieties he introduced a natural geometric filtration on Rf∗ ICX . For
proper maps between algebraic varieties, the weight filtration on Rf∗ ICX is pure and in particular there is a
Decomposition Theorem: Rf∗ ICX splits into intersection complexes and the splitting occurs in the category
of mixed Hodge modules.
In several natural situations properness is not available, and this necessitates nontrivial weights. Saito’s
theory shows that in general the associated graded pieces of the weight filtration of any push-forward of a
mixed Hodge module split as sums of intersection complexes, while for maps to a point the construction
agrees with Deligne’s weights.
One is naturally led to a very hard question, crucial to Saito’s theory, on the behavior of pure Hodge
modules under open embeddings. In the world of toric varieties, once one gives up on complete fans, the most
fundamental situation is the inclusion of an embedded torus into its (likely singular) closure:
Problem (Weight Decomposition for Open Tori). Let T = (C∗)d and consider the monomial map
h : T −→ Cn =: V̂(1.2.1)
(t1, . . . , td) =: t 7→ t
A := (ta1 , . . . , tan)
where
A = (a1, . . . , an) ∈ (Z
d)n
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is an integer d× n matrix. Determine the weight filtration {Wi}i on h+(OT ) and for each associated graded
quotient Wi/Wi−1 indicate the intersection complexes (support and coefficients) that appear as direct sum-
mands of this module.
To our knowledge, the only other time where non-proper maps have been studied is the article [CDK16]
on certain open subsets of products of Grassmannians.
1.3. Results and techniques. Throughout, A is an integer d×n satisfying the three conditions of Notation
3.1 and we consider the induced monomial action of T on V̂ = Cn given by
µ : T × V −→ V, (t, y) 7→ tA · y.(1.3.1)
With σ = R≥0A, denote Xσ (or just X) the closure of the orbit through 1 = (1, . . . , 1) ∈ Cn. There is an
orbit decomposition
X =
⊔
τ
Oτ
where the union is over the faces τ of σ and Oτ = µ(T,1τ ) is the orbit corresponding to τ (here, 1τ ∈ Cn is
defined by (1τ )j = 1 if aj ∈ τ and zero otherwise). Denote Qτ the constant sheaf on the orbit to τ and write
pQHτ for the corresponding (simple, pure) Hodge module. With X = Xσ = Spec (C[NA]) from Section 3, h
factors as
T
ϕ //
h
55X
i // Cn = V̂(1.3.2)
Via Kashiwara equivalence along i, one identifies the mixed Hodge modules on X with those on V̂ supported
on X . The following lists, in brief, our results in Section 3.
(1) Since OT is a (strongly) torus equivariant DT -module, the T -equivariant map h will produce (strongly)
equivariant modules Rih+(OT ) (and only the 0-th one is nonzero since h is affine). The intersection complexes
appearing in the decomposition of the weight graded parts of Rh∗(
pQHσ ) must be equivariant, supported on
orbits. The underlying local systems are constant.
(2) We identify two functors on equivariant sheaves with contracting torus actions. Using this identifica-
tion, we then provide a recursive recipe for the exceptional pullback Hki!τ (h∗
pQHσ /Wih∗
pQHσ ) to an arbitrary
orbit of the monomial action from (1.3.1).
(3) We unravel the recursion for H0i!τh∗
pQHσ , for every τ , to provide an explicit expression for the mul-
tiplicity µστ (e) of the constant local system
pQHτ in the (d + e)-th graded weight part of h∗
pQHσ in terms
of an alternating sum whose constituents are indexed by flags in the face lattice of σ, see Proposition 3.10.
The terms involve intersection cohomology dimensions of the affine toric varieties Xτ/γ associated to the
semigroup of the cone τ/γ = (τ + Rγ)/Rγ.
(4) Using some results on intersection cohomology of toric varieties by Stanley, and Braden and MacPher-
son, we express µστ (e) as a single intersection cohomology rank on the dual affine toric variety Yσ/τ , associated
to the dual of σ/τ , see Theorem 3.17.
There are several noteworthy consequences. First of all, µστ (e) is a relative quantity in the sense that
µστ (e) = µ
σ/γ
τ/γ (e) for any face γ inside τ . Secondly, the arithmetic properties of σ are inessential: the only
information relevant for µστ (e) is the combinatorics of the polytope obtained from σ/τ by slicing it with a
transversal hyperplane that “cuts off the vertex”. This is because the intersection cohomology numbers of
Yσ/τ are entirely combinatorial.
1.4. Consequences on GKZ-systems, and open problems. Some interesting consequences of (1)-(4)
above come from applying these results to the Fourier–Laplace transform of h+OT , a well-studied D-module
all by itself.
We briefly recall the notion of an A-hypergeometric system in our setup. Let RA = C[∂1, . . . , ∂n] be the
polynomial ring, set DA = R〈x1, . . . , xn〉 the Weyl algebra and pick β ∈ Cd. Now consider the left ideal
HA(β) of DA generated by
IA = R({∂
u − ∂v | u,v ∈ Nn, A · u = A · v})
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and
Ei − βi :=
n∑
j=1
ai,jxj∂j − βi i = 1 . . . , d.
The module
MβA := DA/HA(β)
is the A-hypergeometric system to A and β introduced by Gel’fand, Graev, Kapranov and Zelevinsky in the
1980’s. We refer to [SST00] and the current literature for more information on these modules, but highlight
some properties.
The strongly resonant quasi-degrees sRes (A) of A form an infinite hyperplane arrangement in Cd which
was introduced in [SW09] and used to sharpen a result of Gel’fand et al. by showing that β 6∈ sRes (A) is
equivalent to MβA being the Fourier–Laplace transform of h+(O
β
T ) where O
β
T is described before Theorem
4.4. In fact, it was Gel’fand and his collaborators that first observed a connection between A-hypergeometric
systems and intersection complexes in [GKZ90, Prop. 3.2].
If the semigroup ring SA := C[NA] ≃ RA/IA is normal (or, equivalently, if the semigroup NA is saturated
in ZA) then 0 is not strongly resonant. In particular then, the inverse Fourier–Laplace transform of M0A is
the module h+(OT ) from Section 3. Since the Fourier–Laplace transform is an equivalence of categories, our
results on h+(OT ) solve for normal SA the longstanding problem of determining the composition factors for
M0A.
The Fourier–Laplace transform does not necessarily preserve mixed Hodge module structures in general.
However, if one assumes that IA defines a projective variety, one can use the monodromic Fourier-Laplace
transform which produces the same output as the Fourier–Laplace transform on h+(OT ) and does carry
mixed Hodge module structures. In particular, this equips M0A with a natural mixed Hodge module structure
inherited from h.
We point out some remarkable consequences and questions that follow from our considerations. It is known,
that the holonomic rank of MβA (the dimension of the holomorphic solution space in a generic point) equals
the volume of the convex hull of the columns of A together with the origin, when SA is normal. In particular,
this is an arithmetic quantity. In contrast, our results show that the holonomic length is purely combinatorial
in that case; it only depends on the cd-index (see [BK91]) of the polytope over which σ is the cone. This
indicates a new question that deserves study: what is the rank, and more generally the characteristic cycle,
of the (Fourier–Laplace transformed) intersection complex IC(Lτ )? For example, if d = 2 then our results
quickly imply that the Fourier–Laplace transform of the intersection complex of the big orbit has holonomic
rank equal to volume minus 3.
In another direction, having a saturated composition chain for a D-module informs on the irreducible
representations in the monodromy of the solution sheaf. Studying FL(IC(Lτ )) would be the first step towards
a general understanding of the monodromy of M0A. Finally, one should investigate whether one can place
mixed Hodge module structures also on MβA for other β. Obviously, this is doable in the normal case with
β ∈ NA since [SW09] implies that the corresponding MβA are isomorphic to M
0
A. Similarly, dual ideas reveal
that for β integral and in the cone roughly opposite to NA, MβA agrees with the Fourier–Laplace transform
of h!(O
β
T ) and hence also inherits a mixed Hodge module structure, dual to the one discussed here. For other
integral β, [Ste17] describes FL(MβA) as a composition of a direct and exceptional direct image, which can be
used to export a MHM structure. Less clear are non-integral β: the use of complex Hodge modules allows to
equip MβA with β ∈ R with a MHM structure, see Sabbah’s MHM project [SS] as mentioned in [NS18].
1.5. Acknowledgments. We would like to thank Takuro Mochizuki, Mircea Mustata, Claude Sabbah and
Duco van Straten for helpful and engaging conversations about this work.
2. Functors on D-modules
If K is a free group of finite rank, or a finite dimensional vector space, then we write K∗ for the dual group
or vector space.
We introduce the following notation. Let X be a smooth complex algebraic variety of dimension dX . The
Abelian category of algebraic left DX -modules on X is denoted by M(DX) and the Abelian subcategory of
(regular) holonomic DX -modules by Mh(DX) (resp. (Mrh(DX)). We abbreviate Db(M(DX)) to Db(DX), and
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denote by Dbh(DX) (resp. D
b
rh(DX)) the full triangulated subcategory in D
b(DX) consisting of objects with
holonomic (resp. regular holonomic) cohomology.
Let f : X → Y be a morphism between smooth algebraic varieties and let M ∈ Db(DX) and N ∈ Db(DY ).
The direct and inverse image functors for D-modules are denoted by
f+M := Rf∗(DY←X
L
⊗M) and f+M := DX→Y
L
⊗ f−1M [dX − dY ]
respectively. The functors f+, f
+ preserve (regular) holonomicity (see e.g., [HTT08, Theorem 3.2.3]).
We denote by
D : Dbh(DX)→ (D
b
h(DX))
opp
the holonomic duality functor. Recall that for a single holonomic DX -module M , the holonomic dual is also
a single holonomic DX -module ([HTT08, Proposition 3.2.1]) and that holonomic duality preserves regularity
([HTT08, Theorem 6.1.10]).
For a morphism f : X → Y between smooth algebraic varieties we additionally define the functors
f† := D ◦ f+ ◦ D and f
† := D ◦ f+ ◦ D.
LetX be an algebraic variety. Denote by MHM(X) the Abelian category of algebraic mixed Hodge modules
and by DbMHM(X) the corresponding bounded derived category. If X is smooth the forgetful functor to the
bounded derived category of regular holonomic DX -modules is denoted by
Dmod : DbMHM(X) −→ Dbrh(DX) .(2.0.1)
For each morphism f : X → Y between complex algebraic varieties, there are induced functors
f∗, f! : D
bMHM(X) −→ DbMHM(Y )
and
f∗, f ! : DbMHM(Y )→ DbMHM(X) ,
which satisfy D ◦ f∗ = f! ◦D, D ◦ f
∗ = f ! ◦D, and which lift the analogous functors f+, f†, f
†, f+ on Dbrh(DX)
in case X is smooth.
Let QHpt be the trivial Hodge structure Q of type (0, 0), i.e. gr
W
i Q
H
pt = gr
F
i Q
H
pt = 0 for i 6= 0. Viewing it
as a Hodge module on a point pt, denote by pQHX := Q
H
X [dX ] the (mixed) Hodge module (a
∗QHpt)[dX ], where
a : X → pt
is the unique map to a point. For smooth X the D-module underlying pQHX is the structure sheaf OX in
cohomological degree zero with grWi OX = 0 for i 6= dX .
Let j : U → X be a(ny) Zariski dense smooth open subset of X and let L be a polarizable variation of
Hodge structures1 of weight w. Set pL := L ⊗ pQHU . We denote by ICX(
pL) the intersection cohomology
sheaf with coefficients in pL; this is a pure Hodge module of weight w + dX equal to im(H
0j!
pL → H0j∗
pL).
We write ICX for ICX(
pQHU ); this does not depend on U , see [Dim04, Thm. 5.4.1, p. 156].
Lemma 2.1. Let (X,S) be an algebraic Whitney stratification of X with a Zariski dense smooth open stratum
U . Denote by iS : S → X the embedding of the stratum S ∈ S in X and let
pL be as above. The following
holds for morphisms in MHM:
(1) i!S is left exact for every s ∈ S and does not decrease weights.
(2) H0i!U ICX(
pL) = pL and Hki!U ICX(
pL) = 0 for k 6= 0.
(3) H0i!S ICX(
pL) = 0 for U 6= S.
Proof. The first statement follows from [KS94, Proposition 10.2.11] and [Sai90, (4.5.2)]. The second statement
follows from the fact that i!U = i
∗
U is just the restriction to the open subset U which is exact. The last point
follows from the characterization of ICX(
pL) as im(H0j!pL → H0j∗pL) and [BBD82, 1.4.22 and 1.4.24]. 
1A vector bundle with a flat connection ∇ such that each fiber carries a Hodge structure, with ∇(Fp) ⊆ Fp+1 for increasing
filtrations, and a global polarization (pairing).
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3. Weight filtration on torus embeddings
3.1. Basic Notions.
Notation 3.1. If C is a semiring (an additive semigroup closed under multiplication) write CA for the C-linear
combinations of the columns of the integer d× n matrix A. We assume that A satisfies:
(1) ZA = Zd;
(2) A is saturated : R≥0A ∩ Zd = NA;
(3) A is pointed : NA ∩ (−NA) = {0ZA}.
We let σ := R≥0A be the real cone over A inside R
d and consider the d-dimensional affine toric variety
X := Xσ := Spec (C[NA]) ⊆ V̂ together with its open dense torus T := Tσ := Spec (C[ZA]). Properties
(1)-(3) of A above imply that X is d-dimensional, normal by Hochster’s theorem, and has one T -fixed point.
Let τ ⊆ σ be a dτ -dimensional face of σ. We denote by
τZ := (τ + (−τ)) ∩ Z
d , τN = τ ∩ Z
d and τR = τ + (−τ) = span(τ),
which are the Z-, N- and R-spans of the collection of A-columns in τ (considering that NA is saturated). We
associate to τ a dτ -dimensional torus orbit
Tτ = Spec (C[τZ])
whose closure in Xσ via the embedding induced by NA։ NF −→ ZF is
Xτ = Spec (C[τN]).
Saturatedness of NA implies that Xτ is normal. The variety
Uτ := Spec (C[σN + τZ])
gives an open neighborhood of Tτ in X . The affine toric variety
Xσ/τ := Spec (C[(σN + τZ)/τZ])
with its dense torus
Tσ/τ := Spec (C[σZ/τZ])
is a normal slice to the stratum Tτ : there is a (non-canonical) isomorphism
jτ : Uτ ≃ Xσ/τ × Tτ → X.
The inclusions Tσ/τ →֒ Xσ/τ →֒ X correspond to the (canonical) morphisms σN ։ (σN + τZ)/τZ −→ σZ/τZ.
For any pointed rational polyhedral cone ρ in (a quotient of) Rd we denote
iρ : {xρ} →֒ Xρ
the embedding of the unique torus-fixed point. Then we have the following diagram:
{xσ/τ} × Tτ
iσ/τ×id //
ρτ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Xσ/τ × Tτ
jτ

Tσ/τ × Tτ ≃ T
ϕσ/τ×idoo
ϕ
tt❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
X
⋄
Definition 3.2. Let µ : Gm × Y → Y be a Gm-action on the variety Y . Write pr : Gm × Y −→ Y for the
projection. A holonomic DY -module M is called Gm-equivariant if µ+M≃ pr+M as DGm×Y -module. ⋄
If v ∈ ZA is in the interior Int(σ∨) of the dual cone σ∨, then v defines a 1-parameter subgroup κv : Gm =
Spec C[z±]→ T = Spec C[ZA] given by tu 7→ z〈u,v〉 which extends to a map κv : A1 → Xσ with limit point
xσ ∈ Xσ. By adjusting the ambient lattice, similar statements hold for all faces τ .
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Lemma 3.3. Let iτ : {xτ} → Xτ be the inclusion of the torus fixed point and for any space X denote
aX : X −→ pt
the projection to a point. If X = Xτ is one of our orbit closures, identify aXτ with aτ : Xτ → {xτ}.
Let v ∈ τ∨ be an integer element in the relative interior of the dual cone and consider the induced action
of Gm on Xτ . For every Gm-equivariant Hodge module M on Xτ we have the following isomorphisms
aτ ∗M≃ i
∗
τM and aτ !M≃ i
!
τM
Proof. It suffices to consider the case τ = σ. Denote by u : Xσ r {xσ} → Xσ the open embedding of the
complement of the fixed point xσ, abbreviate iσ to i and aσ to a. We have the exact triangle
u!u
−1M−→M−→ i∗i
∗M
+1
−→
Applying a∗ we get
a∗u!u
−1M−→ a∗M−→ i
∗M
+1
−→
and we will show a∗u!u
−1M = 0. As v ∈ Int(σ∨) , we have an action κv : A1 × Xσ → Xσ with κ
−1
v
(xσ) =
(A1 × {xσ}) ∪ ({0} ×Xσ). This gives the following Cartesian diagram
Gm × (Xσ r {xσ})
u′ //
κ′
v

A1 ×Xσ
κv

Xσ r {xσ}
u // Xσ
where κ′v is the restriction and u
′ is the canonical inclusion. Consider the morphism g : Xσ → A
1 ×Xσ with
g(x) = (1, x). The morphism g is a section of κv, hence κv ◦ g = idXσ . Therefore the composition
a∗ → a∗κv∗κ
∗
v = a∗κ
∗
v → a∗g∗g
∗κ∗v = a∗g
∗κ∗v
is the identity transformation. In order to show that a∗u!u
−1M = 0 it is hence enough to prove that the
intermediate module a∗κ
∗
vu!u
−1M vanishes.
By base change we get the following isomorphism:
a∗κ
∗
v
u!u
−1M≃ a∗u
′
!(κ
′
v
)∗u−1M.
Since j−1M is Gm-equivariant, we have
(κ′
v
)∗u−1M≃ pr∗u−1M≃ QHGm ⊠ u
−1M.
Therefore we get
a∗u
′
!(κ
′
v
)∗u−1M≃ a∗u
′
!(Q
H
Gm ⊠ u
−1M) ≃ a∗(u1!Q
H
Gm ⊠ u!u
−1M),
where u1 : Gm → A1 is the canonical inclusion. Since H•(A1, u1!QHGm) = 0, the Ku¨nneth formula shows that
a∗κ
∗
v
u!u
−1M = 0. This shows the first claim. The second claim follows by dualizing; note that duals of
equivariant modules are equivariant. 
Recall that IH(−) (and IHc) denotes intersection cohomology (with compact support).
Lemma 3.4. Let γ be a face of σ, Xγ the associated dγ-dimensional affine toric variety. The following holds
(1) IHdγ+kc (Xγ) ≃
(
IHdγ−k(Xγ)(dγ)
)∗
.
(2) IHdγ+k(Xγ) = IH
dγ−k
c (Xγ) = 0 for k ≥ 0.
(3) IHk(Xγ) = 0 for k odd.
(4) IH2k(Xγ) and IH
2k
c (Xγ) are pure Hodge structures of Hodge–Tate type with weight 2k.
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Proof. Temporarily, write a for aγ and i for iγ . Claim (1) follows from Verdier duality:
IHdγ+kc (Xγ) ≃ H
ka! ICXγ (
pQHTγ )
≃ HkDa∗D ICXγ (
pQHTγ ))
≃ HkDa∗ ICXγ (
pQHTγ )(dγ)
≃
(
H−ka∗ ICXγ (
pQHTγ )(dγ)
)∗
≃
(
IHd−k(Xγ)(dγ)
)∗
.
From Lemma 3.3 we have the isomorphisms
IHk(Xγ) = H
ka∗ ICXγ (Q
H
Tγ ) ≃ H
ki∗γ ICXγ (Q
H
Tγ ) = H
k ICXγ (Q
H
Tγ )xγ .
Claim (2) follows from [Fie91, Theorem 1.2], which also implies—in conjunction with Remark ii.) in loc.
cit.—Claim (3). Claim (4) follows from [Web04, Corollary 4.12]. 
Let now τ, γ be faces of σ with τ ⊆ γ and set
Xγ/τ := Spec (C[γN + τZ/τZ]).
The following result discusses (derived) pullbacks of constant variations of Hodge structures to torus orbits.
Lemma 3.5. Let iτ,γ : Tτ −→ Xτ −→ Xγ be the torus orbit embedding and H be a polarizable Hodge structure
of weight w (on a point). Then pL := H ⊗ pQHTγ is a (constant) variation of polarizable Hodge structures of
weight w + dγ on Tγ. We have the following isomorphisms in MHM(Tτ ):
Hk(i!τ,γ ICXγ (
pL)) ≃ H ⊗ IHdγ−dτ+kc (Xγ/τ )⊗
pQHTτ ,(3.1.1)
Hk(i∗τ,γ ICXγ (
pL)) ≃ H ⊗ IHdγ−dτ+k(Xγ/τ )⊗
pQHTτ .(3.1.2)
The weight filtration is given by:
grWj H
k(i!τ,γ ICXγ (
pL)) = grWj H
k(i∗τ,γ ICXγ (
pL)) = 0
for j 6= w + dγ + k.
Proof. Consider the following diagram:
{xγ/τ}
iτ/γ // Xγ/τ Tγ/τ
ϕγ/τoo
{xγ/τ} × Tτ
iγ/τ×id //
p1
OO
iτ,γ
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
❙❙
Xγ/τ × Tτ
p2
OO
jγτ

Tγ/τ × Tτ ≃ Tγ
ϕγ/τ×idoo
p3
OO
ϕγ
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
Xγ
.
Since pL is a constant variation of Hodge structures on Tγ ≃ Tγ/τ × Tτ , we have (cf. [Sai90, (4.4.2)])
pL = H ⊗QHTγ [dγ ] ≃ (H ⊗Q
H
Tγ/τ
(−dτ )[−2dτ + dγ ])⊠Q
H
Tτ (dτ )[2dτ ]
≃ p!3(H ⊗
pQHTγ/τ (−dτ )[−dτ ]) ≃ p
!
3 (
pL˜(−dτ )[−dτ ])
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where we have set pL˜ = H ⊗ pQHTγ/τ . We have the following isomorphisms
i!τ,γ ICXγ (
pL) ≃ (iγ/τ × id)
!(jγτ )
! ICXγ (
pL)
≃ (iγ/τ × id)
! ICXγ/τ×Tτ (
pL)
≃ (iγ/τ × id)
!p!2 ICXγ/τ (
pL˜)(−dτ )[−dτ ]
≃ p!1 i
!
γ/τ ICXγ/τ (
pL˜)(−dτ )[−dτ ]
≃ i!γ/τ ICXγ/τ (
pL˜)⊠ DQHTτ (−dτ )[−dτ ]
≃ i!γ/τ ICXγ/τ (
pL˜)⊠QHTτ [dτ ]
≃ i!γ/τ ICXγ/τ (
pL˜)⊠ pQHTτ .
Since ICXγ/τ (
pL˜) is Tγ/τ -equivariant it follows from Lemma 3.3 that
Hk(i!γ/τ ICXγ/τ (
pL˜)) ≃ Hk(a! ICXγ/τ (
pL˜))
≃ Hk(a! ICXγ/τ (H ⊗
pQHTγ/τ ))
≃ IHdγ−dτ+kc (Xγ/τ )⊗H
as mixed Hodge structures. This gives the isomorphism
Hk(i!τ,γ ICXγ (
pL)) ≃ H ⊗ IHdγ−dτ+kc (Xγ/τ )⊗
pQHTτ .
The weight filtration {Wk IH
i(Xγ/τ )}k on the intersection cohomology of Xγ/τ satisfies gr
W
k IH
i(Xγ/τ ) = 0
if i 6= k. Hence we get
grWi H
k(i!τ,γ ICXγ (L)) =
⊕
i=l1+l2+l3
grWl1 H ⊗C gr
W
l2 IH
dγ−dτ+k
c (Xγ/τ )⊗C gr
W
l3
pQHTτ = 0
for i 6= w + (dγ − dτ + k) + dτ = w + dγ + k.
The statement (3.1.2) follows from a dual proof. 
3.2. A recursion. The torus orbits Tτ ⊆ X equipXan with a Whitney stratification (cf. [Dim92, Proposition
1.14]. Since the morphisms h, ϕ from (1.2.1) are affine, algebraic, and stratified, the perverse sheaf underlying
ϕ∗
pQHT is constructible with respect to this stratification. Since ϕ∗
pQHT is a mixed Hodge module its weight
graded parts are direct sums of intersection complexes (with possibly twisted coefficients) having support on
the orbit closures Xτ = T τ . We write
grWk ϕ∗
pQHT =
⊕
γ
ICXγ (
pL(γ,k)).(3.2.1)
Here the direct sum is understood as a direct sum over all faces γ of σ, and pL(γ,k) is a polarizable variation
of Hodge structures of weight k on Tγ .
Here and elsewhere, for a mixed Hodge moduleM on Y , we regard as equivalent via Kashiwara equivalence,
for Y closed in X , ICY (M) and its direct image on X , without necessarily explicitly referencing X . Moreover,
we say that M has weight ≥ k if grWℓ M = 0 for ℓ < k.
Our first result on (3.2.1) is a recursive formula; we continue to denote dσ by just d and Xσ by just X :
Proposition 3.6. The weight filtration on the mixed Hodge module ϕ∗
pQHT satisfies the following properties.
(1) grWd+e ϕ∗
pQHT = 0 for e 6= 0, 1, . . . , d.
(2) supp grWd+e ϕ∗
pQHT ⊆
⋃
dγ≤d−e
Xγ.
(3) grWd ϕ∗
pQHT =Wd ϕ∗
pQHT = ICXσ , by which we denote ICX(
pQHT ).
(4) grWd+1 ϕ∗
pQHT =
⊕
τ ICXτ (L
0
(τ,d+1) ⊗
pQHTτ ) where L
k
(τ,d+1) = IH
dσ−dτ+k+1
c (Xσ/τ ), the intersection
homology group with compact support of Xσ/τ .
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(5) For e > 1, grWd+e ϕ∗
pQHT =
⊕
τ ICXτ (L
0
(τ,d+e) ⊗
pQHTτ ) where
Lk(τ,d+e) ≃
(⊕
γ⊇τ
L0(γ,d+e−1) ⊗ IH
dγ−dτ+k+1
c (Xγ/τ )
)
Lk+1τ,d+e−1
(3.2.2)
An essential feature of the situation is that:
(6) pLk(τ,d+e) := H
ki!τ (ϕ∗
pQHTσ/Wd+e−1ϕ∗
pQHTσ ) is pure of weight d+ e+ k, isomorphic to a finite sum of
copies of pQHTτ , and zero for dτ ≥ d− e+ 1− k.
Proof. In order to ease the notation we denote in this proof by Qγ the Hodge module
pQHTγ .
We will proceed by induction on e. Obviously, for e ≪ 0, all parts hold trivially. Assuming Property (6)
up to e as well as Property (5) up to e− 1, we show Property (6) for e+ 1 and Property (5) for e. Property
(2) is then a direct consequence. Properties (3) and (4) are the induction start and are proved in the same
fashion as the induction step, but look less uniform.
Since Qσ has weight d and direct images do not decrease weights, the direct image ϕ∗Qσ = H0ϕ∗Qσ has
weight ≥ d. Property (1) is hence a consequence of Property (2).
We make the following Ansatz for the part of ϕ∗Qσ of weight d:
Wdϕ∗Qσ =
⊕
γ
ICXγ (
pV(γ,d)),
where pV(γ,d) is a polarizable variation of Hodge structures on Tγ of weight d.
We begin with the lowest weight case e = 0; then (5) is vacuous. Consider the exact sequence
(3.2.3) 0 −→
⊕
γ
ICXγ (
pV(γ,d)) −→ ϕ∗Qσ −→ ϕ∗Qσ/Wdϕ∗Qσ −→ 0.
Let τ be an dτ -dimensional face of σ; iτ,σ : Tτ → X is the natural embedding. Apply the functor i!τ to (3.2.3),
recalling that it is left exact and does not decrease weights (cf. Lemma 2.1.(1)). Because of Lemma 2.1.(2)
we get
0 −→ pV(τ,d) −→ H
0i!τ,σϕ∗Qσ −→ H
0i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ) −→ . . .
Since i!τ,σϕ∗Qσ = 0 for dτ < d by Lemma 2.1.(3) we obtain Property (6) for e = 0 and find
pV(τ,d) = 0 for
those τ . In the case dτ = d, we have τ = σ and i
!
σ,σϕ∗Qσ = Qσ and therefore obtain
0 −→ pV(σ,d) −→ Qσ −→ H
0i!σ,σ (ϕ∗Qσ/Wdϕ∗Qσ) .
Since ϕ∗Qσ/Wdϕ∗Qσ has weight > d and i
!
σ,σ does not decrease weight,
pV(σ,d) ≃ Qσ. Altogether we have:
pV(τ,d) =
{
Qσ for dτ = d,
0 for dτ < d,
which shows Property (3) (and embodies Property (6) for e = 0). As a part of the notation we now introduce
pLk(τ,d) := H
ki!τ,σϕ∗Qσ
and remark that pL0(τ,d) =
pV(τ,d) while all other
pLk(τ,d) are zero.
We next consider the weight d + 1 part. To begin, we use the fact that Wdϕ∗Qσ = ICXσ in order to
compute Hk(i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ)) for each face τ and all k ≥ 0. The exact sequence (3.2.3) becomes
0 −→ ICXσ −→ ϕ∗Qσ −→ ϕ∗Qσ/Wdϕ∗Qσ −→ 0.
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We apply again i!τ,σ to this short exact sequence and obtain
0 // H0i!τ,σ ICXσ // H
0i!τ,σϕ∗Qσ // H
0i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ)
ss❢❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
H1i!τ,σ ICXσ // H
1i!τ,σϕ∗Qσ
// H1i!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ)
ss❢❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
H2i!τ,σ ICXσ // . . .
For dτ = d we have Hki!σ,σϕ∗Qσ = H
ki!σ,σ ICXσ = 0 for k ≥ 1 (as iσ,σ is an open embedding and therefore
i!σ,σ exact) and so
pLk(σ,d+1) := H
ki!σ,σ(ϕ∗Qσ/Wdϕ∗Qσ)
vanishes for all k (the case k = 0 follows from pL0(σ,d) = Qσ).
For dτ < d we have Hki!τ,σϕ∗Qσ = 0 for all k, hence
(3.2.4) pLk(τ,d+1) := H
ki!τ,σ (ϕ∗Qσ/Wdϕ∗Qσ) ≃ H
k+1i!τ,σ ICXσ ≃ IH
dσ−dτ+k+1
c (Xσ/τ )⊗Qτ .
In particular, pLk(τ,d+1) = L
k
(τ,d+1) ⊗ Qτ with L
k
(τ,d+1) = IH
dσ−dτ+k+1
c (Xσ/τ ). Since IH
k+1
c (Xσ/σ) = 0 for all
k ≥ 0 the formula above makes also sense for τ = σ. Notice that pLk(τ,d+1) is pure of weight d + 1 + k and
since IHdσ−dτ+k+1c (Xσ/τ ) = 0 for dσ − dτ + k + 1 > 2(dσ − dτ ) we have
pLkτ,d+1) = 0 for dτ ≥ d − k. This
shows Property (6) in the case e = 1.
In order to compute the weight (d+1) part of ϕ∗Qσ we make the Ansatz gr
W
d+1 ϕ∗Qσ =
⊕
γ ICXγ (
pV(γ,d+1))
and consider the exact sequence
0 −→
⊕
γ
ICXγ (
pV(γ,d+1)) −→ ϕ∗Qσ/Wdϕ∗Qσ −→ ϕ∗Qσ/Wd+1ϕ∗Qσ −→ 0.(3.2.5)
The functor i!τ,σ produces the long exact cohomology sequence
0 −→ pV(τ,d+1) −→
pL0(τ,d+1) −→ H
0i!τ.σ (ϕ∗Qσ/Wd+1ϕ∗Qσ) −→ . . .
Since i!τ,σ does not decrease weight, the third term has weight d + 2 or more, and since
pL0(τ,d+1) is pure of
weight d+ 1, (3.2.4) yields
pV(τ,d+1) =
pL0(τ,d+1) = IH
dσ−dτ+1
c (Xσ/τ )⊗Qτ ,
which shows Property (4).
With this, (3.2.5) becomes now
0 −→
⊕
γ
ICXγ (
pL0(γ,d+1)) −→ ϕ∗Qσ/Wdϕ∗Qσ −→ ϕ∗Qσ/Wd+1ϕ∗Qσ −→ 0
and applying i!τ,σ we obtain
0 // L0(τ,d+1) ⊗Qτ =
⊕
γ⊇τ
(
L0(γ,d+1) ⊗ IH
dγ−dτ
c (Xγ/τ )⊗Qτ
)
// L0(τ,d+1) ⊗Qτ
// H0i!τ,σ (ϕ∗Qσ/Wd+1ϕ∗Qσ)
rr❡❡❡❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡
⊕
γ⊇τ
(
L0(γ,d+1) ⊗ IH
dγ−dτ+1
c (Xγ/τ )⊗Qτ
)
// L1(τ,d+1) ⊗Qτ
// H1i!τ,σ (ϕ∗Qσ/Wd+1ϕ∗Qσ)
rr❡❡❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡
⊕
γ⊇τ
(
L0(γ,d+1) ⊗ IH
dγ−dτ+2
c (Xγ/τ )⊗Qτ
)
// . . .
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Here, the identification with L0(τ,d+1) is owed to Lemma 3.5.
Since both
⊕
γ⊇τ
(
L0(γ,d+1) ⊗ IH
dγ−dτ+k
c (Xγ/τ )⊗Qτ
)
and Lk(τ,d+1)⊗Qτ are pure of weight d+1+ k, and
since Hki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ) has weight > (d+ 1 + k) the long exact sequence splits into sequences
0 −→ Hki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ) −→
⊕
γ⊇τ
(
L0(γ,d+1) ⊗ IH
dγ−dτ+k+1
c (Xγ/τ )⊗Qτ
)
−→ Lk+1(τ,d+1) ⊗Qτ −→ 0,
pure of weight d+1+k+1. The category of pure Hodge modules is semisimple and so there is a (non-canonical)
splitting which induces an identification
Hki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ) ≃
(⊕
γ⊇τ
L0(γ,d+1) ⊗ IH
dγ−dτ+k+1
c (Xγ/τ )
)
Lk+1(τ,d+1)
⊗Qτ
as pure Hodge modules. We now define vector spaces pLk(τ,d+2) by
pLk(τ,d+2) := L
k
(τ,d+2) ⊗Qτ := H
ki!τ,σ(ϕ∗Qσ/Wd+1ϕ∗Qσ),
a pure Hodge module of weight d+2+k. Since L0(γ,d+1) is zero for dγ ≥ d and IH
dγ−dτ+k+1
c (Xγ/τ ) is zero for
dγ − dτ + k+1 > 2(dγ − dτ ), the term pLk(τ,d+2) is zero for dτ ≥ d− 1− k; this proves Property (6) for e = 2.
We will now provide the inductive step, much in parallel to the above. Assume that
pLk(τ,d+e) = L
k
(τ,d+e) ⊗Qτ = H
ki!τ,σ(ϕ∗Qσ/Wd+e−1ϕ∗Qσ)
is pure of weight d+ e+ k and pLk(τ,d+e) = 0 for dτ ≥ d− e + 1− k (i.e., Property 6 at level e).
In order to compute the weight d+ e part of ϕ∗Qσ we make the Ansatz gr
W
d+e ϕ∗Qσ =
⊕
γ ICXγ (
pV(γ,d+e))
and consider the exact sequence
(3.2.6) 0 −→
⊕
γ
ICXγ (
pV(γ,d+e)) −→ ϕ∗Qσ/Wd+e−1ϕ∗Qσ −→ ϕ∗Qσ/Wd+eϕ∗Qσ −→ 0
We apply the functor i!τ,σ and get the long exact cohomology sequence
0 −→ pV(τ,d+e) −→
pL0(τ,d+e) −→ H
0i!τ,σ (ϕ∗Qσ/Wd+eϕ∗Qσ) −→ . . .
Since i!τ,σ does not decrease weight, the third term has weight greater than (d + e), and as
pL0(τ,d+e) is pure
of weight d+ e we find
pV(τ,d+e) =
pL0(τ,d+e).
The exact sequence (3.2.6) now becomes
0 −→
⊕
γ
ICXγ (
pL0(γ,d+e)) −→ ϕ∗Qσ/Wd+e−1ϕ∗Qσ −→ ϕ∗Qσ/Wd+eϕ∗Qσ −→ 0,
and i!τ,σ induces
0 // L0(τ,d+e) ⊗Qτ
// L0τ,d+e ⊗Qτ
// H0i!τ,σ (ϕ∗Qσ/Wd+eϕ∗Qσ)
rr❡❡❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
❡❡❡❡
⊕
γ⊇τ
(
L0(γ,d+e) ⊗ IH
dγ−dτ+1
c (Xγ/τ )⊗Qτ
)
// L1τ,d+e ⊗Qτ
// H1i!τ,σ (ϕ∗Qσ/Wd+eϕ∗Qσ)
rr❢❢❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢❢❢
❢❢
⊕
γ⊇τ
(
L0(γ,d+e) ⊗ IH
dγ−dτ+2
c (Xγ/τ )⊗Qτ
)
// . . .
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Since both
⊕
γ⊇τ
(
L0(γ,d+e) ⊗ IH
dγ−dτ+k
c (Xγ/τ )⊗Qτ
)
and Lkτ,d+e⊗Qτ are pure of weight d+e+k, and since
furthermore Hki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ) has weight greater than (d+ e+ k), the long exact sequence splits in
MHM(Xσ) into sequences
0 −→ Hki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ) −→
⊕
γ⊇τ
(
L0(γ,d+e) ⊗ IH
dγ−dτ+k+1
c (Xγ/τ )⊗Qτ
)
−→ Lk+1(τ,d+e) ⊗Qτ −→ 0.
The center term is pure of weight d+ e+ k+1; hence the outer terms are as well. Since the category of pure
Hodge modules is semisimple, the sequence splits (non-canonically) and there is an identification
Hki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ) ≃
(⊕
γ⊇τ
L0(γ,d+e) ⊗ IH
dγ−dτ+k+1
c (Xγ/τ )
)
Lk+1(τ,d+e)
⊗Qτ .
We now define pLk(τ,d+e+1) and L
k
(τ,d+e+1) by
pLk(τ,d+e+1) := L
k
(τ,d+e+1) ⊗Qτ := H
ki!τ,σ(ϕ∗Qσ/Wd+eϕ∗Qσ),
and reiterate that pLk(τ,d+e+1) is pure of weight d + e + 1 + k. Since L
0
(γ,d+e) is zero for dγ ≥ d − e + 1 and
IHdγ−dτ+k+1c (Xγ/τ ) is zero for dγ−dτ+k+1 > 2(dγ−dτ ), the term
pLk(τ,d+e+1) vanishes for dτ ≥ d−e+1−k.
This finishes the inductive step for Property (6), establishes (5) in the process, and hence completes the
proof. 
Remark 3.7. It has been pointed out by A. Lo¨rincz to us that the constancy of the local systems pL(τ,d+e) can
be also seen as follows: pQHT is equivariant, and hence so is ϕ∗
pQHT . Since all orbit stabilizers are connected,
[HTT08, Theorem 11.6.1] shows that each orbit can only support one equivariant local system, the constant
one. See [LW18] for more details on equivariant D-modules.
Example 3.8. We give an explicit description of the vector spaces Lk(τ,d+e) from Proposition 3.6 in the case
d = 4 for e ≥ 1. Here, the (k, e)-entry for Lk(τi,d+e) is a sum over all γj that arise. For example, L
0
(τ2,6)
is the
sum over all γ3 of dimension 3 with τ2 ⊆ γ3 ⊆ σ of the terms listed under k = 0, e = 2 in Table 3.2.9.
The Hodge-structures Lk(τ0,d+e) for the unique τ0 ⊆ σ with dim τ0 = 0:
(3.2.7)
k = 3 L3(τ0,5) = IH
8
c(Xσ/τ0) 0 0 0
k = 2 0 L2(τ0,6) =
L0(γ3,5)
⊗IH6c(Xγ3/τ0)
L3
(τ0,5)
0 0
k = 1 L1(τ0,5) = IH
6
c(Xσ/τ0) 0 L
1
(τ0,7)
=
L0(γ2,6)
⊗IH4c(γ2/τ0)
L2
(τ0,6)
0
k = 0 0 L0(τ0,6) =
L0(γ3,5)⊗IH
4
c(Xγ3/τ0)⊕L
0
(γ1,5)
⊗IH2c(Xγ1/τ0 )
L1
(τ0,5)
0 L0(τ0,8) =
L0(γ1,7)⊗IH
2
c(Xγ1/τ0 )
L1
(τ0,7)
e = 1 e = 2 e = 3 e = 4
The Hodge-structures Lk(τ1,d+e) for all τ1 ⊆ σ with dim τ1 = 1:
(3.2.8)
k = 3 0 0 0 0
k = 2 L2(τ1,5) = IH
6
c(Xσ/τ1) 0 0 0
k = 1 0 L1(τ1,6) =
L0(γ3,5)⊗IH
4
c(Xγ3/τ1)
L2
(τ1,5)
0 0
k = 0 L0(τ1,5) = IH
4
c(Xσ/τ1) 0 L
0
(τ1,7)
=
L0(γ2,6)⊗IH
2
c(γ2/τ1)
L1
(τ1,6)
0
e = 1 e = 2 e = 3 e = 4
The Hodge-structures Lk(τ2,d+e) for all τ2 ⊆ σ with dim τ2 = 2:
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(3.2.9)
k = 3 0 0 0 0
k = 2 0 0 0 0
k = 1 L1(τ2,5) = IH
4
c(Xσ/τ2) 0 0 0
k = 0 0 L0(τ2,6) =
L0(γ3,5)⊗IH
2
c(Xγ3/τ2 )
L1
(τ2,5)
0 0
e = 1 e = 2 e = 3 e = 4
The Hodge-structures Lk(τ3,d+e) for all τ3 ⊆ σ with dim τ3 = 3:
(3.2.10)
k = 3 0 0 0 0
k = 2 0 0 0 0
k = 1 0 0 0 0
k = 0 L0(τ3,5) = IH
2
c(Xσ/τ3) 0 0 0
e = 1 e = 2 e = 3 e = 4
The table for σ = τ4 is determined by Proposition 3.6, Properties (2) and (3); it has only zero entries since
σ only contributes to weight d. ⋄
3.3. An explicit formula. If we set
ihkc (Xγ/τ ) := dimQ IH
k
c (Xγ/τ )
we can rewrite the dimension of L0(γ,k) in Example 3.8 as follows:
dimQ L
0
(τ3,5)
= ih
2
c(Xσ/τ3
)
dimQ L
0
(τ2,6)
= ih
2
c(Xσ/γ3
) ih
2
c(Xγ3/τ2
) − ih
4
c(Xσ/τ2
)
dimQ L
0
(τ1,7)
= ih
2
c(Xσ/γ3
) ih
2
c(Xγ3/γ2
) ih
2
c(Xγ2/τ1
) −
[
ih
4
c(Xσ/γ2
) ih
2
c(Xγ2/τ1
) + ih
2
c(Xσ/γ3
) ih
4
c(Xγ3/τ1
)
]
+ ih
6
c(Xσ/τ1
)
dimQ L
0
(τ0,8)
= ih
2
c(Xσ/γ3
) ih
2
c(Xγ3/γ2
) ih
2
c(Xγ2/γ1
) ih
2
c(Xγ1/τ0
)
−
[
ih
4
c(Xσ/γ2
) ih
2
c(Xγ2/γ1
) ih
2
c(Xγ1/τ0
) + ih
2
c(Xσ/γ3
) ih
4
c(Xγ3/γ1
) ih
2
c(Xγ1/τ0
) + ih
2
c(Xσ/γ3
) ih
2
c(Xγ3/γ2
) ih
4
c(Xγ2/τ0
)
]
+
[
ih
6
c(Xσ/γ1
) ih
2
c(Xγ1/τ0
) + ih
4
c(Xσ/γ2
) ih
4
c(Xγ2/τ0
) + ih
2
c(Xσ/γ3
) ih
6
c(Xγ3/τ0
)
]
− ih
8
c(Xσ/τ0
)
dimQ L
0
(τ1,5)
= ih
4
c(Xσ/τ1
)
dimQ L
0
(τ0,6)
=
[
ih
2
c(Xσ/γ3
) ih
4
c(Xγ3/τ0
) + ih
4
c(Xσ/γ1
) ih
2
c(Xγ1/τ0
)
]
− ih
6
c(Xσ/τ0
)
Again, each expression is to be summed over all possible faces γi of dimension i that satisfy the requisite
containment conditions.
The particular structure of the formulas for the dimension of these local systems is not coincidental. Our
next task is to turn recursion (3.2.2) for L0(γ,k) into a general explicit combinatorial formula.
We set
µστ (e) := dimQ(L
0
(τ,d+e))
for the rank of the (constant!) local system pL(τ,d+e) corresponding to the intersection complex ICXτ (
pL(τ,d+e))
occurring in grWd+e ϕ∗
pQHT . We further introduce the following abbreviations.
Notation 3.9. Let
ihγτ (k) := dimQ(IH
dγ−dτ+k
c (Xγ/τ ));(3.3.1)
ℓγ(k, e) := dimQ(L
k
(γ,d+e)).(3.3.2)
Then
ℓτ (k, 1) = dimQ(L
k
τ,d+1) = dimQ(IH
dσ−dτ+k+1
c (Xσ/τ )) = ih
σ
τ (k + 1)
by Proposition 3.6.(4), while the recursion (3.2.2) yields
(3.3.3) ℓτ (k, e) =
∑
γ⊇τ
ℓγ(0, e− 1) · ih
γ
τ (k + 1)
− ℓτ (k + 1, e− 1).
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Let 0 < t ∈ N and let π = [π1, . . . , πm] ⊣ t be a partition
2 of t of length |π| = m. We consider flags
Γ = (γd0 ( γd1 ( . . . ( γdm) of faces of R+σ, of length |Γ| = m. Here, di is the dimension of γdi . Denote
ihΓ(π) the product
ihΓ(π) := ih
γd1
γd0
(π1) · . . . · ih
γdm
γdm−1
(πm).
For comparable faces γ ( γ′, set
ihγ
′
γ (π) =
∑
|Γ|=|π|
Γ=(γ,...,γ′)
ihΓ(π),
and
ihγ
′
γ (t,m) =
∑
π⊣t
|π|=m
ihγ
′
γ (π).
⋄
Proposition 3.10. The rank of the local system pL(τ,d+e) corresponding to the intersection complex ICXτ (
pL(τ,d+e))
occurring in grWd+e ϕ∗
pQHT is
µστ (e) =
∑
m
(−1)m+dσ ihστ (e,m).
Proof. To start, note that, for γ′′ ⊇ γ one has the “product rule”
ihγ
′′
γ (π
′′ ⊔ π) =
∑
γ′′)γ′)γ
ihγ
′′
γ′ (π
′′) · ihγ
′
γ (π)
for any two partitions π′′ and π and their juxtaposition π′′ ⊔ π.
For each τ , place the numbers ℓτ (k, e) on a grid of integer points in the first quadrant of a page associated
to τ as follows:
(3.3.4) ((τ)) :
...
...
...
k = 2 ihστ (3) = ℓτ (2, 1) ℓτ (2, 2) ℓτ (2, 3) · · ·
k = 1 ihστ (2) = ℓτ (1, 1) ℓτ (1, 2) ℓτ (1, 3) · · ·
k = 0 ihστ (1) = ℓτ (0, 1) ℓτ (0, 2) ℓτ (0, 3) · · ·
e = 1 e = 2 e = 3 · · ·
The column e = 1 of the τ -page consists of the numbers dimQ IH
dσ−dτ+k+1
c (Xσ/τ ) = ih
σ
τ (k+1) = ℓτ (k, 1).
Then (3.3.3) implies that for e > 1 the entry in row k and column e of page ((τ)) is the difference a) − b)
where
a) is the sum over all σ ) γ ) τ of all products of ihγτ (k + 1) with the entry in row 0 and column e− 1
on the γ-page;
b) the entry in row k + 1 and column e− 1 on the τ -page.
Progressing along increasing column index, all entries on each page can be rewritten as sums of products
ihΓ(π) of intersection cohomology dimensions ih
γ′′
γ′ (t). We call such product ihΓ(π) a “term”. It is immediate
that each term on page ((τ)) arises from a flag that links τ to σ (i.e., τ = γ0, σ = γ|Γ|) with |Γ| = |π|.
The sum in a) contains only terms ihΓ(π) where the initial element of π equals k + 1. On the other hand,
it follows from induction on k that the terms in b) all have the initial element of the corresponding π greater
than k + 1. So, formal cancellation of terms cannot occur in the recursion.
When a term on the τ -page arises through case a) then the length of the term is greater (by one) than the
length of the term on the γ-page that gave rise to it. However, that is not the case if it arises from case b)
when it simply copied from the appropriate entry on the τ page, and so term length changes if and only if no
new factor of −1 is acquired. In particular, the sign of a term is a function of the length of the term, modulo
two. The recursion forces the term to the partition [1, 1, . . . , 1] of length dσ to be positive. Hence all terms
ihΓ(π) on each page carry a sign of (−1)|π|+dσ .
2We always assume that “partition” implies that each pij is nonzero, and that the entries are ordered. The partitions of 3
are [3], [1, 2], [2, 1] and [1, 1, 1].
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Note that in a) one could allow γ = τ since ihττ (k + 1) = 0. Similarly, one can admit γ = σ since
ℓσ(0, e − 1) = 0 for e > 1. The sum in a) involves always all possible choices of γ, σ ⊇ γ ⊇ τ . Thus, if a
partition π occurs at all in an entry on page ((τ)) then ihΓ(π) will occur in that entry for all flags Γ with
|Γ| = |π| that start at τ and end with σ. In the following table we tabulate for small k, e the partitions that
occur in Figure (3.3.4); here, in each term one should sum over all Γ of the appropriate length that interpolate
from τ to σ (we will write ih([1, 1, 2]) instead of ihστ ([1, 1, 2]) etc. for ease of readability).
(3.3.5)
...
...
...
k = 3 ih([4]) ih([1, 4]) − ih([5]) ih([1, 1, 4])− ih([2, 4]) − (ih([1, 5]) − ih([6])) · · ·
k = 2 ih([3]) ih([1, 3]) − ih([4]) ih([1, 1, 3])− ih([2, 3]) − (ih([1, 4]) − ih([5])) · · ·
k = 1 ih([2]) ih([1, 2]) − ih([3]) ih([1, 1, 2])− ih([2, 2]) − (ih([1, 3]) − ih([4])) · · ·
k = 0 ih([1]) ih([1, 1]) − ih([2]) ih([1, 1, 1])− ih([2, 1]) − (ih([1, 2]) − ih([3])) · · ·
e = 1 e = 2 e = 3 · · ·
It is therefore sufficient to investigate which partitions occur in the (k, e)-entry on page τ . Since the entries
in column e = 1 come from a unique partition, the entries in column e will come from no more than 2e−1
partitions (the variation over all γ in the recursion does not affect the resulting partition π, only the flag
Γ). The argument that no cancellation can occur reveals also that no fewer than, and hence exactly, 2e−1
partitions occur in each entry of column e.
The partitions π used in the entry (k, e) on page τ have weight π1 + . . .+ π|π| = e+ k, again by induction
on the column index. But the number of ordered integer partitions of weight e with positive entries is exactly
2e−1. Thus, all 2e−1 partitions of weight e actually occur in the entry (0, e), and
• for each partition, each possible flag interpolating from τ to σ contributes, and no other;
• the term ihΓ(π) has sign (−1)|π|+dσ ;
as stated in the proposition. 
The recursion as evidenced in Table (3.3.5) leads immediately to the following result.
Corollary 3.11. The number of copies ℓτ (k, e) of Qτ in Hki!τ,σ(ϕ∗Qσ/Wd+e−1ϕ∗Qσ) =
⊕
ℓτ (k,e)
Qτ equals∑
m(−1)
m+dσ ihστ (e,m)k where the subscript k means each partition π = [π1, . . . , πm] ⊣ t that contributes to
µστ (e) = ℓτ (0, e) in Proposition 3.10 is replaced by [π1, . . . , πm−1, πm + k] ⊣ (t+ k). 
3.4. Dual polytopes. Our final step in this section is to give a compact value to the formula in Proposition
3.10. In order to carry out this discussion we have to introduce some notions from toric geometry.
Notation 3.12. Let τ ⊆ γ ⊆ σ be faces of σ. The quotient face of γ by τ is defined as:
γ/τ := (γ + τR)/τR ⊆ R
d/τR.(3.4.1)
We define the dual cone and the annihilator of γ by
γ∨ := {y ∈ (Rd)∗ | y(x) ≥ 0 ∀x ∈ γ} and γ⊥ := {y ∈ (Rd)∗ | y(x) = 0 ∀x ∈ γ}.
For faces τ and γ of σ, [τ ⊆ γ ⊆ σ] ⇔ [τ∨ ⊇ γ∨ ⊇ σ∨] and [τ ⊆ γ ⊆ σ] ⇔ [τ⊥ ⊇ γ⊥ ⊇ σ⊥].
There is an containment-reversing bijection
τ ←→ τ⋆ := τ⊥ ∩ σ∨
between faces τ of σ of dimension r and complementary faces τ⋆ of σ∨ of dimension d− r.
The notions of dual and annihilator as well as complementary face are relative to σ, although we usually
suppress it in the notation. ⋄
Remark 3.13. We record two properties of µ that will be used later.
(1) The numbers µστ (e) are relative in the sense that they only depend on the quotient variety Xσ/τ :
Proposition 3.10 shows that µστ (e) = µ
σ/τ
τ/τ (e).
(2) We derive a second recursive formula. Indeed, as an alternating sum of weight e over all flags
interpolating from 0 to σ, sorting the terms by their first non-trivial flag entry γ, one obtains
µσ0 (e) = (−1)
dσ+1 ihσ0 (e) +
∑
0(γ(σ
(
(−1)dγ−1
∑
k
µσγ(e − k) · ih
γ
0 (k)
)
.(3.4.2)
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Here, the first summand corresponds to π = [e], the sum collects all others. Moreover, the additional
power of −1 in all terms in the sum is owed to the fact that all partitions contributing to µσγ (e − k)
are one step shorter than their avatars, the partitions of e.
⋄
Define
γ✵ := {y ∈ (Rd)∗/γ⊥ | y(x) ≥ 0 ∀x ∈ γ}.
Since (γR)
∗ ≃ (Rd)∗/γ⊥ naturally, γ✵ is the dual of γ in its own span, hence absolute (independent of σ).
We have the following basic lemma on the dual of the cone γ/τ relative to γR/τR.
Lemma 3.14. Let τ ⊆ γ be faces of σ. Then
(γ/τ)
✵ ≃ τ⋆/γ⋆,
the right hand side computed relative to σ.
Proof. We have (Rd/τ)/(γ/τ)⊥σ/τ = τ
⊥
σ /γ
⊥
σ , computing on the left relative to σ/τ and on the right relative
to σ. We have thus:
(γ/τ)
✵
= {y ∈ (Rd/τ)⋆/(γ/τ)⊥ = τ⊥/γ⊥ | y(x) ≥ 0 ∀ x ∈ γ/τ}
= (γ∨ ∩ τ⊥)/γ⊥)
= ((σ∨ + γ⊥) ∩ τ⊥)/γ⊥
= (σ∨ ∩ τ⊥ + γ⊥)/γ⊥
≃ (σ∨ ∩ τ⊥)/(σ∨ ∩ τ⊥ ∩ γ⊥)
= τ⋆/γ⋆
where the third equality follows from γ∨ = σ∨ + γ⊥ (cf. the proof of Proposition 2 on [Ful93, p.13]) and at
the end we use the second isomorphism theorem. 
Definition 3.15. If τ ⊆ γ are faces of σ, denote Yγ/τ the spectrum of the semigroup ring induced by the
dual cone of σ/τ in its natural lattice. In other words, the cone γ/τ together with its faces defines a fan in
γR/τR. The corresponding toric variety is
Yγ/τ := Xτ⋆/γ⋆ = X(γ/τ)✵ .
⋄
The following lemma compares the intersection cohomology Betti numbers of Yσ/γ with those ofXγ/0 = Xγ .
Lemma 3.16. Let σ be a strongly convex rational polyhedral cone of dimension d as always. Then∑
0⊆γ⊆σ
(−1)dγ
(∑
i
ih2i(Yσ/γ) t
i
)∑
j
ih2j(Xγ) t
j
 = 0.
Proof. To a cone σ ⊆ RA = Rd belongs the affine toric variety Xσ = Spec C[σ ∩ Zd]. Now let N ⊆ Rd be
another Z-lattice (a free subgroup of rank d whoseQ-span isQA). The affine toric varietyXNσ := Spec C[σ∩N ]
can be different from Xσ, however we have a canonical isomorphism
(3.4.3) IH•(Xσ) ≃ IH
•(XNσ ).
This can be seen as follows: Consider the lattices N ′ ⊇ N in Rd. It is enough to prove that IH•(XN
′
σ ) ≃
IH•(XNσ ). The finite group G := N
′/N naturally acts on XN
′
σ and X
N
σ is the quotient of X
N ′
σ under this
action (cf. [CLS11, Proposition 1.3.18]). We have the following isomorphism
IH•(XNσ ) ≃ IH
•(XN
′
σ )
G = IH•(XN
′
σ )
where IH•(XN
′
σ )
G is the G-invariant part. The isomorphism follows from [Kir86, Lemma 2.12] and the
equality comes from the fact that the action of G is induced by the action of the open dense C-torus of XN
′
σ
which acts trivially: a C-torus acting continuously on a rational vector space must have a dense subset acting
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trivially; continuity forces triviality everywhere. Hence when writing IH•(Xσ) we do not need to worry about
the lattice with respect to which Xσ is defined.
Assume that we are given a rational polytope P ⊆ Rd−1 of dimension d − 1. The set of faces of P
(including the empty face ∅), ordered by inclusion, forms a poset. Given such a polytope, Stanley [Sta87]
defined polynomials
g(P ) =
∑
gi(P )t
i and h(P ) =
∑
hi(P )t
i(3.4.4)
recursively by
• g(∅) = 1;
• h(P ) =
∑
∅≤F<P (t− 1)
dimP−dimF−1g(F );
• g0(P ) = h0(P ), gi(P ) = hi(P )− hi−1(P ) for 0 < i ≤ dimP/2 and gi(P ) = 0 for all other i.
Now assume 0 ∈ Int(P ). From such a polytope we get a fan ΣP by taking the cones over the faces of P ;
here the empty face corresponds to the cone {0} ⊆ Rd−1. This gives a projective toric variety XP . It was
proved independently by Denef and Loeser [DL91] and Fieseler [Fie91] that
hi(P ) = ih
2i(XP ).
Denote by cone(XP ) the affine cone of XP . Then
gi(P ) = hi(P )− hi−1(P ) = ih
2i(cone(XP )) for 0 < i ≤ dim(P )/2.
The affine cone of XP has the following toric description: Consider the embedding of P ⊆ R
d−1 in Rd under
the map i : x 7→ (1, x). Let Cone(P ) be the rational, polyhedral, strongly convex cone over i(P ) with apex at
the origin. The variety cone(XP ) is an affine toric variety given by XCone(P )∨ = Spec C[Cone(P )
✵ ∩ (Zd)∗].
Hence we get
(3.4.5) gi(P ) = ih
2i(XCone(P )✵) .
Two polytopes P1 and P2 are combinatorially equivalent if they have isomorphic face posets, denoted
P1 ∼ P2. This is an equivalence relation, and g(P ) and h(P ) only depend on the equivalence class [P ] of P .
Similarly, given two strongly convex rational polyhedral cones σ1 and σ2 we write σ1 ∼ σ2 if their face posets
are isomorphic. If we have σi = Cone(Pi) for i = 1, 2 then [P1 ∼ P2]⇔ [Cone(P1) ∼ Cone(P2)].
For a given rational polytope P with 0 ∈ Int(P ), the dual polytope is
P ◦ := {x ∈ (RP )∗ | x(y) ≥ −1 ∀y ∈ P},
RP being the affine span of P . There is an order-reversing bijection of the k-dimensional faces F of P and
the (dim(P )− 1− k)-dimensional faces {x ∈ P ◦ | x(F ) = −1} of P ◦.
If the origin is not in Int(P ), translate P so that 0 ∈ Int(P ) and then dualize. The combinatorial equivalence
class of the dual is then well-defined and we still write P ◦ for this class.
From a k-dimensional face F of the (d − 1)-dimensional polytope P we construct an equivalence class of
(d− k− 2)-dimensional polytopes P/F as follows. Choose a (d− k− 2)-dimensional affine subspace L whose
intersection with P is a single point of the interior of F . Then a representative of P/F is given by L′ ∩ P
where L′ is another (d − k − 2)-dimensional affine subspace, near L in the appropriate Grassmannians, and
such that it meets an interior point of P . (One checks that this representative is well-defined up to projective
transformation, hence the combinatorial type is well-defined). One can see easily that the cone over P/F is
exactly Cone(P )/Cone(F ), compare (3.4.1):
(3.4.6) Cone(P/F ) ∼ Cone(P )/Cone(F ) = (Cone(P ) + RF )/RF.
We will prove Lemma 3.16 using the following formula by Stanley [Sta92] (we use here a presentation given
by Braden and MacPherson in [BM99, Proposition 8, formula (3)])
(3.4.7)
∑
∅⊆F⊆P
(−1)dimF g(F ◦)g(P/F ) = 0
The dual F ◦ of a rational polytope F is rational in many lattices. Choosing one such lattice yields a
rational, polyhedral, strongly convex cone Cone(F ◦) for which Cone(F ◦)✵ is well-defined. By (3.4.3), its
intersection homology is independent of the lattice choice. It follows that, with γ the cone over F ,
(3.4.8) gi(F
◦) = ih2i(XCone(F◦)✵) ≃ ih
2i(XCone(F )) ≃ ih
2i(Xγ)
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where we used formula (3.4.3) for the last isomorphism. Recalling Definition 3.15, we obtain
(3.4.9) gi(P/F ) = ih
2i(XCone(P/F )✵) = ih
2i(X(Cone(P )/Cone(F ))✵) = ih
2i(YCone(P )/Cone(F )) = ih
2i(Yσ/γ)
where the first equality is (3.4.5), the second equality follows from (3.4.6), the third equality is Definition
3.15, and the last follows from (3.4.3). Plugging (3.4.8) and (3.4.9) into (3.4.7) and multiplying with (−1) we
get the statement of the Lemma. 
We are now ready to give our main result on the weight filtration on the inverse Fourier–Laplace transform
of the A-hypergeometric system HA(0):
Theorem 3.17. The associated graded module to the weight filtration on the mixed Hodge module h∗(
pQHT )
is for e = 0, . . . , d given by
grWd+e ϕ∗(
pQHT ) ≃
⊕
τ
ICXτ (
pL(τ,d+e)),
where pL(τ,d+e) = L
0
(τ,d+e) ⊗
pQHTτ is a constant variation of Hodge structures of weight d + e on Tτ . Here
L0(τ,d+e) is a Hodge-structure of Hodge–Tate type of weight d+ e− dτ of dimension
µστ (e) = dimQ L
0
(τ,d+e) = ih
dσ−dτ+e
c (Yσ/τ ),
compare Definition 3.15.
Proof. In light of Proposition 3.10 it only remains to prove that µστ (e) = dimQ L
0
(τ,d+e) equals ih
dσ−dγ+e
c (Yσ/τ ).
An inspection shows that if σ = τ then the theorem is (trivially) correct. We argue by induction on dσ−dτ .
While in principle a Poincare´ series only involves non-negative terms there is no harm in allowing negative
indices: they just add zero terms.
According to Lemma 3.16 we have
0 =
∑
0⊆γ⊆σ
(−1)dγ
 ∞∑
j=−∞
tj · ih2j(Yσ/γ)
 ·( ∞∑
i=−∞
ti · ih2i(Xγ)
)
=
∑
0⊆γ⊆σ
(−1)dγ
 ∞∑
j=−∞
tj · ih2(dσ−dγ−j)c (Yσ/γ)
 ·( ∞∑
i=−∞
ti · ih2(dγ−i)c (Xγ)
)
= (−1)dσ ·
∞∑
k=−∞
tk · ih2(dσ−k)c (Xσ) (from γ = σ)
+
∑
0(γ(σ
(−1)dγ
 ∞∑
j=−∞
tj · ih2(dσ−dγ−j)c (Yσ/γ)
 ·
 ∞∑
j=−∞
ti · ih2(dγ−i)c (Xγ)
 (general γ)
+
∞∑
k=−∞
tk · ih2(dσ−k)c (Yσ/0). (from γ = 0)
Induction allows to substitute µσγ (dσ − dγ − 2j) for ih
2(dσ−dγ−j)
c (Yσ/γ) for all γ 6= 0, σ in the sum “general
γ”. At the same time we can replace, by definition, ih2(dγ−i)c (Xγ) by ih
γ
0 (dγ − 2i). With these substitutions,
collect terms with equal t-power:
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0 = (−1)dσ ·
∞∑
k=−∞
tk · ihσ0 (dσ − 2k) (from γ = σ)
+
∞∑
k=−∞
 ∑
i+j=k
tk
∑
0(γ(σ
(−1)dγ
(
µσγ (dσ − dγ − 2j) · ih
γ
0(dγ − 2i)
) (general γ)
+
∞∑
k=−∞
tk · ih2(dσ−k)c (Yσ/0). (from γ = 0)
In degree k we have therefore:
0 = (−1)dσ · ihσ0 (dσ − 2k) +
∑
i+j=k
 ∑
0(γ(σ
(−1)dγµσγ (dσ − dγ − 2j) · ih
γ
0 (dγ − 2i)
+ ih2(dσ−k)c (Yσ/0).
(3.4.10)
Since odd-dimensional intersection homology Betti numbers are zero, we can include all missing summands
(−1)dγµσγ(dσ−dγ−j
′)·ihγ0(dγ−i
′) with i′+j′ = 2k without affecting the value of the sum. Since ihγ0(dγ−i
′) =
ihdγ+(dγ−i
′)
c (Xγ), no summand with i
′′ := dγ − i′ ≤ 0 can contribute. We can therefore rewrite (3.4.10) to
0 = (−1)dσ · ihσ0 (dσ − 2k) +
∑
i′′
 ∑
0(γ(σ
(−1)dγµσγ(dσ − 2k − i
′′) · ihγ0 (i
′′)
 + ih2(dσ−k)c (Yσ/0).(3.4.11)
In light of the recursion (3.4.2), this yields 0 = −µσ0 (dσ − 2k) + ih
2(dσ−k)
c (Yσ/0) and finishes the inductive
step. 
4. Weight filtrations on A-hypergeometric systems
In this section we translate the results from the previous section to hypergeometric D-modules on
V := Cn
via the Fourier transform. Part of this is rather mechanical, but identifying the weight filtrations requires
some extra hypotheses, see Corollary 4.13.
4.1. Translation of the filtration. We start this section with various definitions around A-hypergeometric
systems. For more details, we refer to (for example) [MMW05, RSW17]. Our terminology is that of [MMW05].
Throughout, we continue Notation 3.1
Definition 4.1. Write LA for the Z-module of integer relations among the columns of A and write DCn for
the sheaf of rings of differential operators on V = Cn with coordinates x1, . . . , xn. Denote ∂j the operator
∂/∂xj. For β = (β1, . . . , βd) ∈ Cd define
MβA := DCn/I
β
A
where IβA is the sheaf of left ideals generated by the toric operators
✷u :=
∏
uj<0
∂
−uj
j −
∏
uj>0
∂
uj
j
for all u = (u1, . . . , un) ∈ LA, and the Euler operators
Ei :=
n∑
j=1
aijxj∂j − βi.
⋄
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We will write MβA := Γ(V,M
β
A) for the DA-module of global sections where DA = Γ(V,DV ). Denote
by RA (resp. OA) the polynomials rings over C generated by ∂A = {∂j}j (resp. xA = {xj}j). and set
SA := RA/RA{✷u}u∈LA .
We have
xuEi − Eix
u = −(A · u)ix
u,
∂uEi − Ei∂
u = (A · u)i∂
u.
Define the A-degree on RA and DA as
degA(xj) = aj = − degA(∂j) ∈ ZA
and denote by degA,i(−) the degree associated to the i-th row of A. Then EiP = P (Ei + degA,i(P ))P for
any A-graded P ∈ DA.
Given a left A-graded DA-module M we can define commuting DA-linear endomorphisms Ei via
Ei ◦m := (Ei − degA,i(m)) ·m
for A-graded elements of M . If N is an A-graded RA-module N we get a commuting set of DA-linear
endomorphisms on the left DA-module DA ⊗RA N by
Ei ◦ (P ⊗Q) := (Ei − degi(P )− degi(Q))P ⊗Q
for any A-graded P,Q. The Euler–Koszul complex K•(M ;E − β) of the A-graded RA-module N is the
homological Koszul complex induced by E − β := {(Ei − βi)◦}i on DA ⊗RA N . The terminal module sits in
homological degree zero. We denote by K•(N ;E − β) the corresponding complex of quasi-coherent sheaves.
The homology objects are H•(N ;E − β) and H•(N ;E − β), respectively.
For a finitely generated A-graded RA-module N =
⊕
αNα write degA(N) = {α ∈ ZA | Nα 6= 0} and then
let the quasi-degrees of N be
qdegA(N) := degA(N)
Zar
,
the Zariski closure of degA(N) in C
d.
The following subset of parameters β ∈ Cd will be of importance to us.
Definition 4.2 ([SW09]). The set of strongly resonant parameters of A is
sRes (A) :=
d⋃
j=1
sRes j(A)
where
sRes j(A) :=
{
β ∈ Cd | β ∈ −(N+ 1)aj − qdeg (SA/(∂j))
}
.
⋄
Definition 4.3. Let
〈−,−〉 :
V̂︷︸︸︷
Cn ×
V︷︸︸︷
Cn → C, (y1, . . . , yn, x1, . . . , xn, ) 7→
n∑
i=1
xiyi .
We define a DV̂×V -module by
L := OV̂×V · exp((−1) · 〈−,−〉),
and we refer to [KS97, Section 5] for details on these sheaves. Denote by pi : V̂ × V → Cn for i = 1, 2 the
projection to the first and second factor respectively (identifying the respective factor with the target). The
Fourier–Laplace transform is defined by
FL: Dbqc(DV̂ ) −→ D
b
qc(DV ),
M 7→ p2+(p
+
1M
L
⊗ L).
⋄
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We denote by MˆβA the module of global sections to the sheaf
MˆβA := FL
−1(MβA).
and define the following twisted structure sheaves on T :
OβT := DT /DT · (∂tt1 + β1, . . . , ∂tdtd + βd),
where OβT ≃ O
γ
T iff β − γ ∈ Z
d.
Theorem 4.4. ([SW09] Theorem 3.6, Corollary 3.7) Let A be a pointed (d × n) integer matrix satisfying
ZA = Zd. Then for the map h in (1.2.1), the following statements are equivalent
(1) β 6∈ sRes (A);
(2) MˆβA ≃ h+O
β
T . 
Theorem 4.4 implies that for β ∈ Zd r sRes (A) we have, with notation as in (1.3.2):
MˆβA ≃ h+OT ≃ i+ϕ+OT .
We now concentrate on integral β. Since OT is the underlying left DT -module of pQHT this induces the
structure of a mixed Hodge module on MˆβA from Theorem 3.17. Recalling Definition 2.0.1 and bearing in
mind that the functor i∗ preserves weight, we infer:
Corollary 4.5. For β ∈ Zdr sRes (A), the module MˆβA = FL
−1(MβA) carries the structure of a mixed Hodge
module HMˆβA which is induced by the isomorphism
MˆβA ≃ Dmod(i∗ϕ∗
pQHT ).
The corresponding weight filtration is given by
grWd+e
HMˆβA ≃
⊕
γ
i¯γ∗ ICXγ (
pL(γ,d+e))
where i¯γ : Xγ → Cn is the embedding of the closure of the γ-torus, and pL(γ,d+e) = L
0
(γ,d+e) ⊗
pQHTγ is a
constant variation of Hodge structures of weight d+ e. Here L0(γ,d+e) is a Hodge-structure of Hodge–Tate type
of weight d+ e− dγ of dimension
dimQ L
0
(γ,d+e) = ih
dσ−dγ+e
c (Yσ/τ ),
with Yσ/τ as in Definition 3.15. 
As a corollary, we obtain information about the holonomic length of M0A. Recall that M
IC(Xγ) =
Dmod(IC(Xγ)) is the unique simple T -equivariant D-Module on V̂ with support Xγ .
Corollary 4.6. Let A be as in Notation 3.1 and choose β ∈ Zd r sRes (A). Then MβA carries a finite
separated exhaustive filtration {Wˆ•M
β
A}
d
e=0 given by
Wˆ•M
β
A := FL(W•
HMβA).
This filtration satisfies
grWˆd+eM
β
A =
⊕
γ
µσγ (e)⊕
i=1
Cγ,e,
where Cγ,e = FLMIC(Xγ) is a simple equivariant holonomic D-module which occurs in grWˆd+eM
β
A with
multiplicity µσγ(e) = ih
dσ−dγ+e
c (Yσ/τ ) = ih
dσ−dγ−e(Yσ/τ ), the (dσ − dγ − e)-th intersection cohomology Betti
number of the affine toric variety Yσ/τ . 
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4.2. The homogeneous case. Although the Fourier–Laplace transformation does not preserve regular holo-
nomicity in general, and so MβA may not be a mixed Hodge module, it is preserved for the derived category
of complexes of D-modules with so-called monodromic cohomology. In this case we can express the Fourier–
Laplace transformation as a monodromic Fourier transformation (or Fourier–Sato transformation). In order
to make this work, we now assume that the matrix A is homogeneous, which means that
(1, . . . , 1)T ∈ Z(AT ).
Via a suitable coordinate change on the torus T , we can then assume that the top row of A is (1, . . . , 1).
Denote
θ : C∗ × V̂ → V̂
the standard C∗ action on V ′; let z be a coordinate on C∗. We refer to the push-forward θ∗(z∂z) as the Euler
vector field E.
Definition 4.7. [Bry86] A regular holonomic DV̂ -module M is called monodromic, if the Euler field E acts
finitely on the global sections ofM: for each global section section v ofM the set {En(v)}n∈N should generate
a finite-dimensional vector space. We denote by Dbmon(DV̂ ) the derived category of bounded complexes of
DV ′-modules with regular holonomic and monodromic cohomology. ⋄
Since we assume that A has (1, . . . , 1) as its top row, each MˆβA is monodromic.
Theorem 4.8. [Bry86]
(1) FL preserves complexes with monodromic cohomology.
(2) In Dbmon(DV ) and D
b
mon(DV̂ ) we have
FL ◦FL ≃ Id and D ◦ FL ≃ FL ◦D .
(3) FL is t-exact with respect to the natural t-structures on Dbmon(DV ′) resp. D
b
mon(DV ).
Proof. The above statements are stated in [Bry86] for constructible monodromic complexes. One has to use
the Riemann-Hilbert correspondence, [Bry86, Proposition 7.12, Theorem 7.24] to translate the statements.
So the first statement is Corollaire 6.12, the second statement is Proposition 6.13 and the third is Corollaire
7.23 in [Bry86]. 
We will now consider the monodromic Fourier–Laplace transform (or Fourier–Sato transform) which pre-
serves the category of mixed Hodge modules.
Definition 4.9. Consider the diagram
V̂×V︷ ︸︸ ︷
Cn × Cn
p1
}}③③
③③
③③
③③
③③
③③
③
ω
!!❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉❉
V̂ = Cn Cz × V
{0}×V︷ ︸︸ ︷
{0} × Cn
i0oo
where p1 is the projection to the first factor, i0 is the inclusion and the map ω is given by
ω : V̂ × V −→ Cz × V
(y, x) 7→ (z =
∑
xiyi, y)
The Fourier–Sato transform or monodromic Fourier transform is defined by
Db(MHM(Cn)) −→ Db(MHM(Cn))
M 7→ φzω∗
pp!1M ≃ φzω!
pp!1M
where pp!1 := p
!
1[−n] and φz is the nearby cycle functor along z = 0. The isomorphism follows from [KS94,
Proposition 10.3.18]. ⋄
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Remark 4.10. The original definition of the Fourier–Sato transform is different; we use here an equivalent
version (see [KS94, Def. 3.7.8, Prop. 10.3.18]) that is well adapted to mixed Hodge modules. ⋄
For a monodromic complex the (usual) Fourier–Laplace transformation and the monodromic Fourier trans-
formation are the same:
Theorem 4.11. [Bry86, The´ore`me 7.24] Let M∈ Dbmod(DV̂ ) then
FL(M) ≃ φzω∗
pp!1M. 
It follows that the monodromic Fourier transform induces an exact functor
φzω∗
pp!1 : MHM(V̂ ) −→ MHM(V )
We next identify a class of modules for which the monodromic Fourier transform has a very simple effect on
the weight filtration.
Proposition 4.12. Let π : V̂ r {0} → P(V̂ ) be the natural projection and j0 : V̂ r {0} → V̂ the inclusion.
Let M ∈ MHM(V̂ ) such that M≃ (j0)∗π!N for some N ∈ DbMHM(P(V̂ )). Then
Wk
(
φzω∗
pp!1M
)
≃ φzω∗
pp!1(WkM)
Proof. We first prove that the logarithm of the monodromy N acts trivially on φzω∗p
!
1M. Define the subva-
rieties
U := {
n∑
i=1
yixi 6= 0} ⊆ P(V̂ )× V
U˜ := {
n∑
i=1
yixi 6= 0} ⊆ (V̂ r {0})× V
U1 := {
n∑
i=1
yixi = 1} ⊆ (V̂ r {0})× V
with the embeddings jU : U → P(V̂ )× V and j˜ : U˜ → (V̂ r {0})× V . Notice that we have isomorphisms
f : C∗ × U1 −→ U˜
(z, y, x) 7→ (z · y, x)
and g : U1 −→ U
(y, x) 7→ ((y1 : . . . : yn), x).
Consider now the following diagram
V̂ V̂ × V
p1oo ω // Cz × V C∗z × V
joo
(V̂ r {0})
j0
OO
π

(V̂ r {0})× V
j0×id
OO
p1oo
π×id

ω
88♣♣♣♣♣♣♣♣♣♣♣
U˜
ω˜
::ttttttttttt
πU

j˜
oo C∗z × U1
f
≃
oo
id×ξ
OO
p2

P(V̂ ) P(V̂ )× V
π1oo U
jUoo U1
g
≃
oo
where ξ : U1 ⊆ (V̂ r {0}) × V → V is the projection to the second factor and p1, π1 resp. ω, ω˜ are the
corresponding restrictions of p1 resp. ω.
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We have the following isomorphisms
j!ω∗
pp!1M≃ j
!ω∗
pp!1j0∗π
!N
≃ j!ω∗(j0 × id)∗
pp!1π
!N
≃ j!ω∗(j0 × id)∗(π × id)
!pπ!1N
≃ j!ω∗(π × id)
!pπ!1N
≃ ω˜∗j˜
!(π × id)!pπ!1N
≃ ω˜∗π
!
U j
!
U
pπ!1N
≃ (id× πU2 )∗(f
−1)∗π
!
U j
!
U
pπ!1N
≃ (id× πU2 )∗f
!π!Uj
!
U
pπ!1N
≃ (id× πU2 )∗p
!
2g
!j!U
pπ!1N
Set N ′ := g!j!Uπ
!
1N . We have (id × ξ)∗p
!
2N
′ ≃ p˜!2ξ∗N
′ where p˜2 : C
∗
z × V → V is the projection to the
second factor. This shows that j!ω∗p
!
1M≃ q˜
!
2ξ∗N
′ is constant in the z-direction. Hence the logarithm of the
monodromy N acts trivially on the (unipotent) nearby cycles ψzω∗p
!
1M and therefore also on the vanishing
cycles φzω∗p
!
1M.
Set Liφzω∗
pp!1M := φzWiH
0ω∗
pp!1M. The weight filtration on φzω∗
pp!1M = φzH
0ω∗
pp!1M is the relative
monodromy weight filtration with respect to the filtration L and the nilpotent endomorphism N . In the case
N = 0 we get simply get Wiφzω∗p
!
1M = Liφzω∗p
!
1M = φzWiH
0ω∗p
!
1M (cf. [Sai90, (2.2.7) & Proposition
2.4]).
We now want to prove Wk
(
φzω∗
pp!1M
)
≃ φzω∗pp!1(WkM) by decreasing induction on k. Choose m ∈ Z
minimal with WmM =M. Consider the canonical map
(4.2.1) H0ω!
pp!1WmM = H
0ω!
pp!1M−→ Im −→ H
0ω∗
pp!1M
where Im is the image of the morphism H0ω!pp!1M→H
0ω∗
pp!1M. Notice that the map (4.2.1) becomes an
isomorphism after applying φz (cf.[KS94, equation 10.3.32]).
Since pp!1WmM = Wm
pp!1M and the functor ω! does not increase weight we have WmH
0ω!
pp!1M =
H0ω!pp!1M. Because Im is a quotient of H
0ω!
pp!1M we also have WmIm = Im. Since Im is a subobject
of H0ω∗pp!1M the logarithm of the monodromy N acts trivially on φzIm. We therefore have WmφzIm =
φzWmIm. Finally by applying φz to the morphisms (4.2.1) we get an isomorphism WmφzIm = φzWmIm =
φzIm = φzω∗pp!1M, which shows Wmφzω∗
pp!1M = φzω∗
pp!1WmM.
We now want to show that φzω∗
pp!1Gr
W
mM is pure of weight m. For this consider the morphisms
H0ω!
pp!1Gr
W
mM−→ Gm −→ H
0ω∗
pp!1Gr
W
mM
where Gm is the image of the morphism H0ω!pp!1Gr
W
mM → H
0ω∗
pp!1Gr
W
mM. Notice again that the map
above becomes an isomorphism after applying φz . Since
pp!1 preserves weight, and since ω! does not increase
weight and since ω∗ does not decrease weight the module Gm is pure of weight m. Since φzGm is a subobject
of φzH
0ω∗
pp!1Gr
W
mM and φzH
0ω∗
pp!1Gr
W
mM is a quotient of φzH
0ω∗
pp!1M the morphism N is trivial on
φzGm. Therefore φzGm ≃ φzH0ω∗pp!1Gr
W
mM is pure of weight m. We now assume by induction that
• Wℓφzω∗pp!1M = φzω∗
pp!1WℓM
• φzω∗pp!1Gr
W
ℓ M is pure of weight ℓ,
and we prove the two statements for ℓ− 1. For this consider the exact sequence
φzω∗
pp!1Wℓ−1M−→ φzω∗
pp!1WℓM−→ φzω∗
pp!1Gr
W
ℓ M.
Since Wℓφzω∗
pp!1M = φzω∗
pp!1WℓM and since φzω∗
pp!1Gr
W
ℓ M is pure of weight ℓ we see that
φzω∗
pp!1Wℓ−1M⊇Wℓ−1φzω∗
pp!1M.
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To show the other inclusion, we consider the morphism
H0ω!
pp!1Wℓ−1M−→ Iℓ−1 −→ H
0ω∗
pp!1Wℓ−1M,
where Iℓ−1 is the image of the morphism H0ω!pp!1Wℓ−1M → H
0ω∗
pp!1Wℓ−1M. Since ω! does not increase
weight we see, similarly as above that Wℓ−1Iℓ−1 = Iℓ−1. Since Iℓ−1 is a subobject of H0ω∗pp!1Wℓ−1 the
morphism N acts trivially and therefore Wℓ−1φzIℓ−1 = φzIℓ−1. The isomorphism φzIℓ−1 ≃ φzω∗
pp!1Wℓ−1M
shows
φzω∗
pp!1Wℓ−1M =Wℓ−1φzω∗
pp!1Wℓ−1M⊆Wℓ−1φzω∗
pp!1M
The proof that φzω∗
pp!1Gr
W
ℓ−1M is pure of weight ℓ − 1 is completely parallel to the case ℓ − 1 = m above.
This finishes the proof of the proposition. 
If we endow the GKZ-system M0A with the mixed Hodge module structure coming from the monodromic
Fourier transformation we get the following result.
Corollary 4.13. For homogeneous A in the context of Corollary 4.6 and Definition 4.9, let HM0A be the
GKZ-system endowed with the mixed Hodge module structure coming from the isomorphism
M0A ≃ Dmod(φzω∗
pp!1
HM̂0A)
with HM̂0A as in Corollary 4.5. Then
Dmod(Wk
HM0A) = φzω∗
pp!1(Wk
HM̂0A) = FL(WkM̂
0
A).
Proof. It remains to shows that HM̂0A can be written as (j0)∗π
!N for some N ∈ DbMHM(P(V̂ )). Consider
the diagram
T
pr

h0
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
❖
h // V̂
V̂ \ {0}
j0
OO
π

T
h // P(V̂ )
where pr : T → T is the projection to the last d− 1 coordinates h = j0 ◦ h0 is the canonical factorization and
h is the projectivization of h. We have
HM̂0A ≃ h∗
pQHT ≃ h∗pr
∗ pQH
T
≃ h∗pr
! pQH
T
≃ h∗pr
! pQH
T
(−1)[−1]
≃ (j0)∗(h0)∗pr
! pQH
T
(−1)[−1] ≃ (j0)∗π
! h∗
pQH
T
(−1)[−1]︸ ︷︷ ︸
=:N

5. Explicit weight filtration for d = 3
Throughout this section, A is normal but not necessarily homogeneous. Via the Fourier transform FL one
can port the weight filtration on the mixed Hodge module h∗
pQHT to the hypergeometric system M
0
A. While
the latter may not be a mixed Hodge module, one still obtains in any case a filtration that has semisimple
associated graded pieces and which we still denote by W•. If A is homogeneous, then M0A is a mixed Hodge
module and, by Corollary 4.13, FL agrees with the functor φzω∗
pp!1 and relates the weight filtrations onM
0
A
and h∗
pQHT . In this section we consider specifically the cases when either NA is simplicial, or when d ≤ 3 and
write out an explicit filtration in terms of generators that agrees with W•.
Batyrev proved that in the homogeneous, normal case the weight filtration on the restriction of M0A to
the complement of the principal A-discriminant is given by the face filtration on SA in the sense that (in the
localization) Wd+k(M0A) is generated by the ∂-monomials whose degree sits in the relative interior of a face
of σ whose codimension is at most k; see [Sti98, Thm. 8, p.28]. It has been speculated that this be true even
on M0A itself. We show here that this is the case for simplicial homogeneous σ but can fail in the general
homogeneous case already in dimension three. We discuss completely in terms of generators the filtration
WEIGHT FILTRATIONS ON GKZ-SYSTEMS 27
FL(W•h∗(OT )) if d = 3 and A is normal (but not necessarily homogeneous). Then σ is the cone over a
(d − 1)-dimensional polygon P with f0 vertices and P arises as intersection of σ with a generic hyperplane.
It is not suggested or required that the columns of A lie on P . It is sufficient to concentrate on the global
sections M0A.
Notation 5.1. On M0A, let W
′
• be the filtration of Batyrev:
W ′d+k(M
0
A) = image of DA · {∂
u | A · u = a ∈ Int(Nτ), dim(τ) ≥ dim(σ)− k} in M0A
for d ≤ k ≤ 2d. In particular, W ′<d(M
0
A) = 0 and W>2d(M
0
A) =M
0
A.
For d = 3 let W ′′• be the filtration
W ′′k (M
0
A) =
{
W ′k(M
0
A) if k 6= 2d− 2,
W ′k +
∑
rDA · er if k = 2d− 2,
where er is defined below in (5.0.2).
For ease of notation , we do not repeat “M0A” each time we write a filtration piece. We will show that
W ′′ =W if d ≤ 3, and that W ′ =W ′′ =W if σ is simplicial. For this, consider the toric modules defined as
follows.
Notation 5.2. If τ is a face of σ write ∂+τ for the SA-ideal generated by the ∂-monomials whose degree is
interior to τ . Let S
(k)
A be the ideal of SA spanned by the monomials that are interior to a face of codimension
k or less, S
(k)
A =
∑
dim τ≥d−k ∂
+
τ . Then S
(0)
A is the interior ideal, S
(d−1)
A is the maximal ideal SA∂A, and S
(d)
A
is SA itself.
We begin with showing that for normal SA the DA-module generated by the interior ideal S
(0)
A inside M
0
A
is simple and for homogeneous A agrees with Wd so that Wk =W
′
k =W
′′
k for k ≤ d.
Lemma 5.3. Suppose A is pointed and saturated, but not necessarily homogeneous. Let u,v ∈ Nn be such
that b := A · v is in the interior Int(NA) of the semigroup ( i.e., not on a proper face). Set a = A · u. Then
the contiguity map c−a−b : M
−a−b
A
·∂u
−→M−bA is an isomorphism.
In particular, the ideal inM0A generated by ∂
b ( the image of the contiguity morphism c−b,0 : M
−b
A −→M
0
A)
is the same for all b = A · v in the interior of A.
Proof. Consider the toric sequence 0 −→ SA(a)
·∂u
−→ SA −→ Q := SA/SA · ∂u −→ 0, and the Euler–Koszul
functor attached to −b. By [MMW05, Prop. 5.3], the induced contiguity morphism c−b−a,−b : M
−b−a
A −→
M−bA is an isomorphism if and only if −b is not quasi-degree of Q. The quasi-degrees of Q = SA/∂
uSA are
contained in a union of hyperplanes that meet −NA and are parallel to a face of the cone σ. In particular, these
quasi-degrees are disjoint to the interior points Int(NA) of NA. It follows that c−b−a,−b is an isomorphism
for all b ∈ Int(NA).
Now consider the composition
c−b,0 ◦ c−a−b,−b : M
−a−b
A −→M
−b
A −→M
0
A
with a,b ∈ Int(NA). The first map is an isomorphism, and so the image of the composition is just the image
of c−b,0. For any two elements b,b
′ ∈ Int(NA), factoring M−b−b
′
A −→ M
0
A through M
−b
A or M
−b′
A shows
that the images of c−b,0 and c−b′,0 agree with the image of c−b−b′,0. In particular, they are equal. Since ∂
u
is in the image of c−A·u,0, the image of c−b,0 contains all of Int(NA) whenever b ∈ Int(NA). 
It follows that for normal SA the submodule of M
0
A generated by any interior monomial of SA agrees with
that submodule generated by S
(0)
A . If A is homogeneous, so that FL carries the mixed Hodge module structure
from h∗
pQHT toM
0
A, the level d part of W• has the property that h∗
pQHT /FL
−1(WdM0A) is supported on the
boundary tori. Thus, any section of this sheaf is killed by some power of x1 · · ·xn, so that each element of
M0A/Wd is killed by some power of ∂1 · · · ∂n. That means that HA(0)+Wd contains (the coset of) an interior
monomial of SA, and hence Wd contains the submodule generated by S
(0)
A . Since Wd is simple, it cannot
strictly contain it, so must be equal to it.
As an aside, note that the Euler–Koszul homology module HA0 (S
(0)
A ; 0) associated to the interior ideal is
the underlying DA-module to FL(h†
pQHT ) = FLD(h∗
pQHT ). Indeed, it follows from [Wal07] that the dual of
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M0A is M
−γ
A for some interior point of NA. Since S
(0)
A is the direct limit of all principal ideals generated by
interior monomials, HA0 (S
(0)
A ; 0) is the direct limit of all H
A
0 (SA ·∂
u; 0) with ∂u interior to NA. It follows from
5.3 that the structure morphisms in the limit are all isomorphisms. Thus, we can identify the morphisms
HA0 (Int(NA); 0) −→ M
0
A and FLDmod
(
h!
pQHT −→ h∗
pQHT
)
, and the corresponding statement holds for any
face τ with lattice τZ.
It is clear that S
(k)
A ⊆ S
(k+1)
A and that the quotient S
(k)
A /S
(k−1)
A is the direct sum of the interior ideals
of the face rings Sτ for which dim(τ) = d − k. It follows that grW
′
k (M
0
A) surjects onto each H
A
0 (Int(Sτ ); 0),
the Euler–Koszul module defined over DA by the toric module formed by the graded maximal submodule of
the toric module Sτ = SA/{∂j | j /∈ τ}, see [MMW05] for details. It therefore also surjects onto the image
of HA0 (Int(Sτ ); 0) in H
A
0 (Sτ ; 0), the underlying DA-module corresponding to ICXτ under the monodromic
Fourier transform.
If NA is simplicial, Theorem 3.17 implies that grWd+k(h∗
pQHT ) is the sum of intersection complexes ICXτ
with dim(τ)+ k = d, and each appears with multiplicity one. Thus, grW
′
k (M
0
A) surjects onto gr
W
k (M
0
A) for all
k when NA is simplicial. (We are not asserting that this surjection is induced from a filtered morphism, only
that there is one; after all, we don’t know W at this point). But M0A is holonomic and by the Jordan–Ho¨lder
property this implies that W ′ =W when NA is simplicial. This recovers for β ∈ NA a result of [Fan18].
Now suppose d = 3 but don’t assume simpliciality.3 By Theorem 3.17 any composition chain for M0A will
(up to Fourier transform) have as composition factors exactly one copy of the intersection complex to τ for
dim(τ) > 0, and 1 + f0 − d copies of IC0. This means that an epimorphism grW
′′
(M0A) −→ gr
W (M0A) alone
will not be enough to show W ′′ =W since the copies of IC0 need to be shown to live in the right levels.
In any event, W6 = M
0
A and W3 is generated by the interior ideal S
(0)
A . Equivariance and the fact that
grW6 must equal C[xA] shows that W5 is generated by the maximal ideal S
(2)
A . It remains to find generators
for W ′′4 , such that there are surjections gr
W ′′
k (M
0
A) −→ gr
W
k (M
0
A) for k = 4, 5 such that at least one is an
isomorphism.
For arbitrary saturated NA with d = 3, define on M0A = DA/(IA, E) a filtration as follows:
• W ′′i = 0 for i < 3;
• W ′′3 is the left ideal generated by ∂
+
σ ;
• W ′′4 is the left ideal generated by W
′′
3 and all ∂
+
τ2 where dim(τ2) = 2, plus the left ideal generated by
all er defined below, where e runs through the f0 vertices of P ;
• W ′′5 is the left ideal generated by W
′′
4 and all ∂
+
τ1 where dim(τ1) = 1;
• W ′′6 is the left ideal generated by 1 ∈ D.
We now describe the operators er. Choose distinguished nonzero columns {br}
f0
1 of A that correspond to
the primitive lattice points on the rays through the vertices of the polygon P which are in A since NA is
saturated).
For each distinguished br define a function Fr on A = {a1, . . . , an} as follows:
Fr(aj) =
 1 if aj = br;cr,j if aj = cr,j · br + cr′,j · br′ is on the σ-face spanned by br and br′ ;
0 else.
(5.0.1)
We call invisible from br any a ∈ ZA for which the ray from br to a passes through the interior of σ. Then
Fr vanishes on all aj invisible from br, and Fr is piece-wise linear on the 2-faces of σ (which are in bijection
with edges of P ). Set
er =
∑
j
Fr(aj)xj∂j .(5.0.2)
We now show that our filtration W ′′ is indeed the Fourier–Laplace transform of the weight filtration
on h∗
pQHT . Note first that W
′′
5 indeed contains W
′′
4 (specifically, the er). We prove now, that each er is
annihilated by m in M0A/W3, and hence they are candidates for the intersection complexes in W4/W3 with
support in 0.
3If d ≤ 2, NA is always simplicial
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Let br1 and br2 be the two distinguished columns that lie on a facet with br. Then there is a unique linear
function Er on R
3 whose values agree with those of Fr on br,br1 and br2 . We denote the corresponding
Euler operator also by Er. The linearity of Fr along facets implies that Fr and Er agree on all aj that have
Fr(aj) nonzero (which are the aj not invisible from br). Thus, in M
0
A/W
′′
3 = D/(IA, E, ∂
+
σ ), the expression
er is equivalent to a linear combination er,0 = er−Er of {xj∂j}j for which each aj with nonzero coefficient is
invisible from br. Now, in D/(IA, E, ∂
+
σ ), ∂jer is zero for aj invisible from br, and ∂jer,0 = 0 also for aj any
integer multiple of br and for aj interior to the facets touching br. If aj = br1 , consider the Euler operator
Er1 that agrees with er on br and on br1 , and which takes value zero on the 2-face of σ containing br1 but
not br. Then (er − Er1) has all terms invisible from ∂j and so ∂j(er − Er1) is zero in W
′′
6 /W
′′
3 . A similar
argument works for aj = br2 . Hence every ∂j annihilates the class of er in W
′′
6 /W
′′
3 and so er spans a module
in W ′′6 /W
′′
3 that is either zero or D/Dm. Note that there are d = dim(σ) = 3 linear dependencies between
the cosets of the er in M
β
A, so the {er}r are spanning a module isomorphic to a submodule of ⊕
f0−d
1 D/Dm.
Next, let a be in the relative interior of a facet τ of σ. Since W3 contains every interior monomial of
σ, the coset of ∂a in M0A/W
′′
3 is ∂j-torsion for all j 6∈ τ . Let hτ : Tτ −→ C
τ be the toric map, induced
by the restriction of A to τ , from the τ -torus to the subspace Cτ of CA parameterized by the columns of
A ∩ τ . The submodule generated by ∂a inside M0A/W
′′
3 is isomorphic to a quotient of the simple module
C[xτc ]⊗C FL im((hτ )† −→ (hτ )+), where xτc are the xj with j 6∈ τ .
Now consider an interior monomial ∂a of a ray τ1 of σ. Then in M
0
A/W
′′
4 , ∂
a is killed by all ∂j with
j 6∈ τ1. Modulo the ∂j not sitting on any ray, er becomes exactly the Euler operator for M0τ1 if br sits on τ1,
and hence (after the Fourier transform) the module generated by ∂a in M0A/W
′′
4 is exactly the intersection
complex associated to τ1 (pushed to V ). Hence W
′′
5 /W
′′
4 ≃
⊕
τ1
ICτ1 , and so
• Wk =W ′′k if k ≤ 3 and if k ≥ 5;
• W ′′5 /W
′′
4 ≃W5/W4;
• hence W ′′4 /W
′′
3 ≃W4/W3 by Jordan–Ho¨lder.
Since the faces whose intersection complexes appear as summands in W5/W4 have dimension one, and those
in W4/W3 have dimension 0 or 2, W
′′
4 must equal W4.
Example 5.4. Let A =
1 1 1 10 1 0 1
0 0 1 1
, one of the possible matrices whose GKZ-system (with the right β)
contains Gauß’ hypergeometric 2F1 as solution. We have n = 4 and d = 3, and P is a square in which 1
and 4 are opposite vertices. The Euler space E is spanned by x1∂1 + x3∂3, x2∂2 + x4∂4 and x3∂3 + x4∂4.
The four elements er are simply {xj∂j}41. The toric ideal is generated by ∂1∂4 − ∂2∂3. The interior ideal
of SA is generated by ∂2∂3. The weight filtration on M
0
A is given by W2 = 0, W3 = {E, ∂1∂4, ∂2∂3},
W4 = W3 + {∂1∂2, ∂2∂4, ∂4∂3, ∂3∂1} + {e1, e2, e3, e4}, W5 = W4 + {∂1, ∂2, ∂3, ∂4}, W6 = M0A. Here, the bar
indicates taking cosets onM0A. Note that the three Euler dependencies in HA(0) imply that the four operators
er generate only one copy of IC0 inside W4/W3.
6. Concluding remarks and open problems
(1) We assume throughout that SA is normal, which covers the most significant geometric situations. One
obvious challenge is to remove this hypothesis and generalize our results. This would be likely difficult since
then arithmetic issues will enter the fray.
(2) In another direction it would be interesting to see what can be done (as mixed Hodge module or
otherwise) when β 6= 0. It should be noted that very recently J. Fang has posted an article on the arXiv
where composition chains for hypergeometric systems are considered. These are based on the filtration by faces
in Notation 5.1 first considered by Batyrev, see [Bat93, Sti98]. The hypotheses are somewhat technical, but
in the simplicial normal case [Fan18] shows essentially that for β = 0 the filtration by faces gives semisimple
composition factors. Comparing with the weight filtration, this corresponds to all non-diagonal terms µστ (e)
with dim(τ) + e 6= d being zero in Theorem 3.17. This is the case with trivial combinatorics in the polytope
to σ.
(3) By adding all nonzero µστ (e) one obtains the holonomic length of M
0
A. Is there a compact formula?
In particular, does it give a better estimate than the general exponential bounds in [SST00]? When P is
simplicial, ℓ(M0A) = 2
d, while for d = 3, 4, 5 these lengths are for general P as follows, where in generalization
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of the face numbers fi of P we denote fi,j the number of all pairs (i-face, j-face) that are contained in one
another. For relations between the various fi,j for 4-polytopes, see [Bay87].
d ℓ(M0A)
3 1 + f0 + f1 + f2 + (f0 − 3) = 3f0 − 1
4 1 + f0 + f1 + f2 + f3 + (f0 − 4) + (f1,0 − 3f0)
= −2f0 + 4f1
5 1 + f0 + f1 + f2 + f3 + f4 + (f0 − 5) + (f1,0 − 4f0) + (f2,1 − 3f1) + (f2,0 − 3f2 + f1 − 4f0 + 10)
= 7− 5f0 − f2 + 2f2,0
Of course, all these numbers are non-negative. Is there an obviously non-negative representation?
(4) Given A and a face τ , what is the holonomic rank of the Fourier transform of the intersection complex
on the orbit to τ? Such formulæ would be very interesting even for normal simplicial A since it interweaves
volume-based expressions for rank with combinatorial expressions in the way Pick’s theorem talks about
polygons.
(5) In Section 5 we explained how to write down explicitly the weight filtration for d = 3. For d = 4,
similar ideas can be used to write out explicit generators. But starting with d = 5 this seems a very hard
problem. Part of the issue is that writing down such filtration would produce a non-canceling expression for
the higher intersection cohomology dimension of polytopes of dimension 4 or greater, which we do not think
are known.
List of symbols
• Cn = V = Spec C[x1, . . . , xn], the domain of the GKZ system M
β
A,
• Cn = V̂ = Spec [y1, . . . , yn], the target of h,
• T the d-torus,
• h : T −→ V̂ the monomial map induced by A,
• X the closure of T in V̂ ,
• ϕ : T −→ X the restriction of h,
• deg(x) = a = − deg(∂) the A-degree function on SA = C[NA],
• φz the vanishing cycle along the function z,
• ψz the corresponding nearby cycle,
• i : X −→ V the closed embedding,
• iτ : xτ →֒ Xτ the embedding of the T -fixed point,
• ρτ : xσ/τ × Tτ →֒ Xσ and jτ : Xσ/τ × Tτ →֒ Xσ from NA −→ (σ/τ)N ⊕ τZ,
• the relative version jγτ : Xγ/τ × Tτ −→ Xγ to jτ ,
• iτ,γ : Tτ −→ Xτ −→ Xγ from γN ։ τN −→ τZ,
• κv : Gm = Spec C[z±]→ T = Spec C[ZA] the monomial action induced by v,
• uτ : Xτ r xτ →֒ Xτ ,
• iτ : xτ −→ V .
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