Introduction
The corpus callosum is a commissural tract connecting homologous brain areas of the two cerebral hemispheres. During corticalization, the relative reduction in the size of this structure has been associated to cerebral dominance (laterality) and the emergence of associated higher cognitive faculties, e.g., language [1, 2] .
Changes in corpus callosum size during corticalization provide for a reduction in the total number of longer commisural fibers. This bias in long vs. short connections propitiates novel parcellation schemes based on a scale-free connectivity map [3] . It is therefore unsurprising that abnormalities in both corpus callosum size and interhemispheric anatomical asymmetries have been implicated in psychiatric conditions characterized, in part, by language disorder [4, 5] .
Reading is an acquired skill that depends on the establishment of a facilitating circuit. In multifactorial conditions such as dyslexia, both genetic and epigenetic influences disturb the establishment of this circuit [6] , thus resulting in faulty phonological awareness and a reading disability [7] . Recent studies suggest that in dyslexia this altered pattern of connectivity is accompanied by equally prominent changes in gross morphological features of the brain [8] [9] [10] .
The majority of imaging studies detailing corpus callosum morphometry have been based upon measurements of a single midsagittal image [11] . In these studies, parcellation attempts that used anatomical divisions (e.g. genu, body, splenium) have gradually been replaced by operational criteria that rely on geometrical considerations. More recently, shape analysis has been used to complement the information derived from structural studies focusing exclusively on size. The first shape descriptors (or shape representations) equated anatomical structures to a particular geometrical figure. Thus, when measuring the roundness of an object, also known as the sphericity index, objects were compared to a sphere [12] . These algorithms had limited usefulness and were primarily used in both cytology and histology for the purpose of assessing nuclear pleomorphism.
In effect, for several decades computerized image analysis primarily served as a way of quantitating the grade of dysplasia in a variety of different tumors [13] .
Shape descriptors were applied to neuroimaging in an effort to mathematically define the contour of curves and surfaces.
variables analyzed (i.e., phase angle, harmonic amplitude) are intuitively abstruse and do a poor job at translating results into anatomical representations. Furthermore, in any given study it is arguable how many harmonic moments are necessary for analysis, as it is readily acknowledged that higher moments within a Fourier series relate poorly to shape [18] .
Purely empirical shape models take a different approach than series expansions. Here, the surface of interest is deformed so as to be congruent The existing centerlines from 3D objects approaches, can be classified as, distance transform methods [21] [22] [23] , topological thinning methods [24] [25] [26] [27] , and hybrid methods [28] [29] [30] for volumetric data and Voronoi-based methods [31, 32] for polygonal data. Below, we review only some representative methods of each category.
Zhou and Toga [23] proposed a voxel coding technique in which a discrete wave front propagates through the entire object starting from a manually selected reference point. The wave divides the object into set of clusters that are approximately normal to the centerlines. Bitter et al. [21] proposed a penalized-distance algorithm to extract centerlines. Bouix et al. [30] extracted centerlines by thinning the object's medial surface, which is computed by thresholding the negative average outward flux of the gradient field of the distance map. Attali et al. [31] compute the medial surface of an object from a finite set of points sampling its closed boundary and then prune it based on geometric criteria to yield its centerlines.
Each existing technique for extracting centerlines suffers from at least one of the following shortcomings: (1) dependence on the accuracy of determining the medial surface, (2) computational complexity, (3) lack of robustness, or (4) sensitivity to boundary noise.
In this paper, we present a new level set based centerline extraction framework that addresses these shortcomings. The key idea is to propagate from a centerline wave fronts with a fast speed at central points such that centerlines intersect the propagating fronts at those points of maximum positive curvature and located at maximum distance from the object boundary.
In the present article, the authors expand 
Segmentation algorithm
Let g: R→{0,1,....,255} denote a grayscale MRI, and let m denote a binary region map, i.e., m is the indicator function of C ⊆ R. In total, the proposed CC segmentation is obtained by the following algorithm:
1. Perform an affine alignment of a given g to an arbitrary prototype CC from the training set using mutual information as a similarity measure.
Estimate the conditional intensity model P(g|m) by fitting a bimodal linear
combination of discrete Gaussians. 
Centerline extraction from the CC

Mapping
Comparison of the CC between different subjects and groups is facilitated by mapping their respective boundaries into a standardized coordinate system. We 
Validation of the shape model
Segmentation via the present algorithm (above) was validated against manual delineation of the CC by an expert. Fifteen MRI scans, which were not part of the training set for our algorithm, were selected for this purpose. For comparison, the same CCs were also segmented using the level-set approach of Tsai et al. [37] , and an active shape model (ASM) [38] . Algorithm performance was measured using relative error, i.e. volume of misclassified voxels (type I or type II error) divided by the manually segmented CC volume. Table 2 . Segmentation accuracy of the proposed algorithm and two other methods from the literature, taking the manual segmentation by an expert as "ground truth".
Minima, maxima, etc. are over a test set of 15 MRI scans. To get fair comparison we used one third of the scans as training data for the all three approaches. The training subset comprised those scans whose CC shapes had the greatest eigenvalues in a principal component analysis.
Statistics
The transformed surfaces were aggregated pointwise to provide mean corpus callosum shape maps ρ dyslexia and ρ control . The difference 
results
Our segmentation routine ( Figure 3) outperformed both the level-set and ASM methods ( Table 2 ). The mean error was gauged to be significantly less according to the t-tests (both P < 0.0001).
White matter in dyslexia was greater than controls, bilaterally along the body of the corpus callosum (Figure 4 ). 
Discussion
Relevance to dyslexia
Previous work by our research team has related dyslexia to a minicolumnopathy [40] and a bias in corticocortical connectivity that emphasizes longer connections at the expense of shorter ones [5, 10, 40] . This is manifested as a decrease in the outer radiate white matter compartment intersect the boundary at more than one point.
These discontinuities may provide for spurious shape distortions within given segments of the analyzed outline.
Previous studies suggest size differences of the corpus callosum in patients with dyslexia [33] . The nature of this abnormality has been variously ascribed to all major segments of this commissural tract [33, 34, 43] . While comments on corpus callosum size difference abound in the dyslexia literature, references as to the shape of this structure are, by comparison, scant. A morphometric study by Robichon and
Habib [44] indicated that the corpus callosum 
