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1. Introduction 
In this chapter, first a short motivation is provided followed by the addressed research questions. 
Then, the theoretical framework of the dissertation and the relevant methodologies for modeling 
uncertainty are described. Finally, the seven papers constituting the core of this dissertation to-
gether with the corresponding research questions and methodologies are presented. 
1.1 Motivation 
Nowadays and especially with the development of new technologies, companies increasingly use 
available information to support decisions. The types of decisions cover a wide range of problem 
domains. For example, information may be used to target customers in Customer Relationship 
Management campaigns (Kumar and Reinartz, 2012), for “predicting fraud or financial risks” 
(Henschen, 2013, p. 15), for revenue management (Wang et al., 2014), or even for strategic deci-
sions such as mergers and acquisitions (Witchalls, 2014). It may also be applied for sensor-based 
decisions such as activity recognition (Wu et al., 2011) and augmented reality applications (Blum 
et al., 2013), or for network-based decisions such as viral marketing (Hinz et al., 2011) and 
crowdsourcing (Hobfeld et al., 2014). Information can be used to support decisions by i) structur-
ing the decision problem and ii) reducing the uncertainty faced by the decision maker (cf. Figure 
1). This can happen 1) directly by incorporating raw information in the decisions or 2) indirectly 
by first analyzing raw information with knowledge discovery approaches. Thus, the indirect ef-
fects result from the application of knowledge discovery techniques from the field of Business 
Intelligence (BI) to derive new patterns from raw information. These patterns are then incorporated 
as extracted information (as opposed to raw information) in decision making (cf. Figure 1). In 
particular, the indirect effects differ from the direct effects in that for the former raw information 
is analyzed before being considered in decision making. For both effect types, information has a 
value1 for the decision maker, expressed in the additional benefits due to better decisions. 
To illustrate the idea, consider a Customer Relationship Management campaign where a company 
needs to decide which customers to target with a new product offer. First, in case i), the company 
must structure its decision problem, for example by determining the profit from accepting the offer 
and the probability of acceptance. Second, in case ii), it can use customers’ attributes, such as age 
or gender, to refine the probability of acceptance for different customers. In both of these situations 
information can be used both 1) directly and 2) indirectly. For the direct effects, raw information 
would, for example, be the price of the corresponding product or a customer database with the 
stored personal attributes of each customer. For the indirect effects, based on BI techniques such 
as clustering, the company can categorize the customers in different groups according to the prob-
ability of accepting the offer. These categories can then be used as extracted information to reduce 
uncertainty in case ii). The value of information is expressed in the additional benefits of contact-
ing particularly promising customers based on the (raw and extracted) information.  
                                                 
1 The concept of value of information here is used to address both cases 1 i) and 1 ii). Later, the normative concept of 
the value of information will be used to address solely case 1 ii). 
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Figure 1: The Role of Information for Decision Making 
However, there is one factor hurdling the value generation from information and this is low infor-
mation quality. Information quality2 is a multidimensional concept defined by different dimen-
sions, such as accuracy, currency, and consistency (Wang and Strong, 1996), which represent dif-
ferent facets of the quality of data views (Orr, 1998; Heinrich and Klier, 2015). In a survey by 
Henschen (2013), 58% of the respondents name relevancy, timeliness, and reliability of their or-
ganization’s information as the main information management problems and 59% blame infor-
mation quality as “…the biggest barrier to successful analytics or BI initiatives.” (p. 4). In another 
survey, conducted by The Information Difference (2013), only 63% of the participants stated to 
have “Good” (p. 4) information quality level in their organization. Finally, per company losses of 
more than $5 million annually are attributed to information quality problems (Forbes Insights, 
2010). 
Information quality is just as relevant in the context of big data, which is often characterized by 
the 3Vs: Volume, Velocity, and Variety (Minelli et al., 2012). Volume stands for the large amounts 
of generated and stored information. Velocity describes the quick rate with which information is 
                                                 
2 The difference between the terms “data” and “information” and “data quality” and “information quality” will be 
discussed later. For simplicity, for now these terms will be used interchangeably. 
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generated and thus changes, and Variety represents information diversity (i.e. with regard to struc-
ture, source and format). Information quality is seen as “…the main impediment…” (Witchalls, 
2014, p. 27) for generating value from big data and this has been expressed in the addition of a 
fourth V (Veracity) (IBM Institute for Business Value, 2012), standing for the uncertainty due to 
low information quality. 
As a result of these information quality issues, the number of initiatives for information quality 
improvement has doubled between 2009 and 2013 (The Information Difference, 2013). However, 
most companies still apply manual techniques to resolve these problems. In 2013, only 6% of the 
respondents in a survey had a fully automated system for information quality improvement (The 
Information Difference, 2013). One possible reason for this is that 39% of the respondents did not 
measure their information quality at all (The Information Difference, 2013). Measuring infor-
mation quality is important to identify and analyze the consequences of low information quality 
and to improve it effectively. Moreover, doing this automatically decreases the required resources 
and therefore increases the chance of finding efficient improvement measures. The latter is very 
important in the context of big data with its Volume and Velocity characteristics. 
The purpose of this dissertation is to develop quantitative approaches for measuring information 
quality and for considering the results from these approaches in decision making. Since the meas-
ured level is additional information for the decision maker, it can (and should) be considered both 
directly and indirectly in decision making (cf. Figure 1). Failing to do so may in both cases result 
in wrong decisions and economic losses. Moreover, it is easier to automatize quantitative ap-
proaches, which, as discussed above, is crucial for big data applications. The relevance of the topic 
is also demonstrated by recent surveys of the information quality literature (Xiao et al., 2014; 
Sadiq et al., 2011). In particular, according to Xiao et al. (2014) the areas of “data quality assess-
ment” (p. 10) and “data quality for decision support” (p. 10) represent two of the most recent 
research tendencies in the field.  
The focus of this dissertation is on the information quality dimensions accuracy, currency, and 
consistency as three of the most common and important ones (Experian QAS, 2013; Lee et al., 
2002; Eppler, 2006; LaValle et al., 2013)3. In particular, already pioneering research works like 
the ones by Wang and Strong (1996), Redman (1996), and Pipino et al. (2002) consider these three 
dimensions to be among the most important and representative ones. This is also supported later 
by Eppler (2006) and Batini and Scannapieco (2006). In addition, in a review of the information 
quality literature for the last 20 years, Sadiq et al. (2011) found that “data consistency” is among 
the top 10 most frequent keywords in existing research. The importance of the three dimensions 
accuracy, currency, and consistency is evident not only among academics, but also among practi-
tioners. For instance, according to a survey by Experian QAS (2013), low currency and low accu-
racy represent two of the most common information quality problems for organizations. Moreover, 
in another survey in the context of big data by LaValle et al. (2013), respondents rated consistency 
and currency of information among the top five priorities for their company. Thus, this dissertation 
also focuses on accuracy, currency, and consistency. 
                                                 
3 Later, the relationship between the terms „currency“ and “timeliness” as well as between the terms “accuracy” and 
“correctness” will be discussed. For simplicity, here “currency” and “accuracy” are used. 
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1.2 Research Questions 
Based on the above motivation, the following four research questions are stated:  
RQ 1 How can currency be adequately measured and how can the direct and indirect effects of 
the measured level on decision making be analyzed? 
RQ 2 How can accuracy in subjective estimations be adequately measured and how can the 
direct effects of the measured level on decision making be analyzed? 
RQ 3 How can consistency be adequately measured? 
RQ 4 Which requirements should information quality metrics for data views satisfy to ade-
quately, efficiently, and directly support decision making? 
The research methods used to address these four research questions are shortly discussed here. 
Meredith et al. (1989) classifies research methods according to two dimensions: rational-existen-
tial and natural-artificial dimension. The first dimension concerns the process of generating 
knowledge in research, while the second one deals with “…the source and kind of information 
used in research…” (p. 305). The main focus of the research in this dissertation along the first 
dimension is the rational perspective which represents the formal, objective, and methodological 
derivation of knowledge. Along the second dimension, in this dissertation the concentration is on 
the artificial perspective, where the phenomenon of interest is reconstructed “…into another form 
that is more appropriate for testing and experimentation, such as analytical models, computer sim-
ulations, or information constructs.” (p. 308). 
1.3 Theoretical Framework 
To address the above research questions, in this section, a theoretical framework is presented. It is 
based on the combination of three research areas: a) decision theory, b) knowledge discovery, and 
c) information quality management. Research area a) covers the approaches for considering both 
raw and extracted information in decision making (i.e. cases i) and ii) in Figure 1) and implicitly 
its direct effects. Research area b) deals with the methods for indirectly considering extracted in-
formation in decision making by first analyzing raw information with knowledge discovery tech-
niques (i.e. case 2) in Figure 1). Finally, research area c) presents the methods for defining, meas-
uring, analyzing, and improving information quality. 
1.3.1 Decision Theory 
Traditional decision theory4 deals with the development of methodologies for optimal decision 
making under the assumption of rationality (Bell et al., 1988; Peterson, 2009), where a decision 
maker is rational if she “…chooses to do what she has most reason to do at the point in time at 
which the decision is made.“ (Peterson, 2009, p. 5). There are many different types of decision 
models in decision theory (Clemen and Reilly, 2001; Marakas, 2003; Peterson, 2009), but all of 
them share the same basic idea: A rational decision maker has to choose the best (i.e. the optimal) 
alternative among a set of mutually exclusive alternatives, each of which has its corresponding 
                                                 
4 In this dissertation the focus is on normative or prescriptive decision theory. 
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consequences in the form of payoffs, which can be monetary or of other nature (Peterson, 2009). 
The optimal alternative is the one that maximizes (or minimizes) the objective function. Thus, 
alternatives, payoffs, and an objective function are the main building elements of each decision 
model. Optionally, the decision maker may have to take into account other building elements such 
as budget constraints (Mas-Colell et al., 1995; Hillier and Lieberman, 2005).  
A decision model may be classified according to two sources of uncertainty: environment and 
time, both of which are considered in this dissertation. Environmental uncertainty5 occurs when 
factors outside the control of the decision maker influence the outcome of her decisions. These 
factors are represented by states of nature and the occurring state of nature determines the payoff 
of the decision maker for the chosen alternative. Thus, states of nature are an additional building 
element of decision models with environmental uncertainty. In the absence of environmental un-
certainty the decision maker knows exactly which state of nature will occur and thus the ex- post 
payoff for the chosen alternative is also known. The information about the occurrence of the dif-
ferent states of nature is often represented by probabilities (cf. Subsection 1.4.1). Decision models 
with environmental uncertainty for which these probabilities are known are often called decision 
models under risk, while such for which this is not the case are called decision models under un-
certainty (Luce and Raiffa, 2012).  
Time uncertainty6 occurs when the structure of the decision problem changes over time. This 
change may be due to external factors (i.e. environmental uncertainty) or due to the chosen alter-
natives of the decision maker in former periods. Thus, as opposed to decision models with only 
environmental uncertainty, here the decision maker has to sequentially choose among multiple 
alternatives, knowing that a choice of an alternative at an earlier point in time has an effect on the 
possible choices at a later point in time (Clemen and Reilly, 2001; Marakas, 2003). As a result, 
decision makers may decide to “…give up short-run profit in order to increase long-run profit.” 
(Edwards, 1962, p. 60). Sequential decisions are an additional building element of decision models 
with time uncertainty.  
To sum up, a decision model may be classified in one of four categories depending on the uncer-
tainty type. The first category is the one where there is neither environmental, nor time uncertainty. 
This decision model is rather trivial, because the decision maker simply chooses the alternative 
that maximizes the payoff. The second case is the one where only environmental uncertainty exists 
and the current state of nature is not known. Then, the decision maker takes a decision only once 
and it has no consequences for further time periods. In the third case only time uncertainty exists. 
Here, the decision maker knows the current state of nature with certainty, but the future structure 
of the decision problem is uncertain. As a result, the influence of current decisions on the feasibility 
of future ones is also unknown. Finally, in the presence of environmental and time uncertainty, 
both the current state of nature and the future structure of the decision problem are unknown. In 
this dissertation the focus is on decision models either with environmental uncertainty under risk 
(i.e. the second type), or with time uncertainty (i.e. the third type).  
                                                 
5 Such decision models are often referred to as decision analysis (cf. Hillier and Lieberman (2005); Mladenic et al. 
(2003); Parnell (2013)). 
6 Such decision models are sometimes called dynamic decision models (cf. Edwards (1962); Mas-Colell et al. (1995)). 
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In both types of decision models, information plays an important role for decision support. In 
particular, (raw and extracted) information can support decisions by i) structuring the decision 
problem and/or by ii) reducing environmental uncertainty. In i), depending on the particular deci-
sion model, its elements such as alternatives, payoffs, or states of nature are determined from the 
given information (Hillier and Lieberman, 2005). This is especially relevant for decision models 
with time uncertainty. Here, approaches such as influence diagrams, decision trees, or the analysis 
of historical data and expert estimations can be applied (Clemen and Reilly, 2001; Marakas, 2003). 
In ii) and for decision models with environmental uncertainty, information is used to reduce the 
uncertainty faced by the decision maker. As a result, information may bring additional benefits 
due to better decisions and these benefits are referred to in the literature as the normative concept 
of the value of information (Clemen and Reilly, 2001; Demski, 1980; Goodwin and Wright, 2014; 
Hillier and Lieberman, 2005; Lawrence, 1999).  
1.3.2 Knowledge Discovery 
In the literature the terms “data” and “information” are distinguished from each other in that in-
formation is considered to be (organized) data which is meaningful for and relevant to the decision 
problem (Eppler, 2006; Marakas, 2003; Stvilia et al., 2007). This means that, as opposed to data, 
information is considered in the particular decision context. The concept of knowledge is strongly 
related to those of data and information. Many researchers have engaged in defining knowledge, 
but its exact meaning is still rather vague (Marakas, 2003; Nissen, 2002; Dalkir, 2011; Löwstedt 
and Stjernberg, 2014). One of the most common definitions is the one by Davenport and Prusak 
(1998) stating that ”Knowledge is a fluid mix of framed experience, values, contextual infor-
mation, and expert insight that provides a framework for evaluating and incorporating new expe-
riences and information. It originates and is applied in the minds of knowers.” (p. 5). In this dis-
sertation, knowledge is defined as the processing of information by humans to support problem 
solving (Fayyad et al., 1996; Liu et al., 2010; Marakas, 2003). This processing is facilitated by 
different skills, experience and techniques. Once generated, knowledge can be stored and used as 
extracted information (Nissen, 2002) and in some cases even turned back to data (Davenport and 
Prusak, 1998).  
The methodology of Knowledge Discovery in Databases (KDD) aims at identifying “valid, novel, 
potentially useful, and ultimately understandable patterns in data.” (Fayyad et al., 1996, p. 83). It 
consists of five main steps. After understanding the decision problem, the first step is to select the 
relevant data by choosing a dataset or focusing on a subset of attributes. The result from this step 
is raw information, since it depends on the particular decision problem. In the second step, this 
information is preprocessed, for example by removing noise and imputing missing data. In the 
third step, the preprocessed information is transformed to a form which is more appropriate for 
analysis. For instance, in this step, feature reduction can be applied or attributes may be normal-
ized. In the fourth step, well-known techniques and algorithms from the field of data mining (e.g. 
classification, clustering, or association, cf. Kantardzic, 2011) are applied to the generated infor-
mation to derive useful patterns from it. In the last step, the results are evaluated and interpreted, 
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thereby discovering new knowledge which is then used as extracted information to support deci-
sion making (cf. Figure 1, Subsection 1.3.1). In this dissertation the focus lies on the data mining 
step of the KDD process. 
1.3.3 Information Quality Management 
After discussing the role of (data and) information for both the research areas of a) decision theory 
and b) knowledge discovery, now the research area of c) information quality management is pre-
sented, which is the main focus of this dissertation. In particular, less than perfect information 
quality is considered to generate uncertainty for the decision maker, which must be modeled to 
avoid wrong decisions. This uncertainty will be called quality uncertainty from now on and is a 
third type of uncertainty in addition to environmental and time uncertainty discussed above. In the 
following, the area of information quality management is discussed, dealing with the role of this 
uncertainty in decision making. 
Wang (1998) presents an information quality management cycle consisting of the four phases of 
Define, Measure, Analyze and Improve. These phases are applied iteratively and aim at continuous 
information quality improvement. The framework presented by Wang (1998) is one of the most 
fundamental approaches in the information quality management literature and formed the basis of 
many of the further developments (Xiao et al., 2014). The research in this dissertation is also based 
on these four phases and thus they will be described in detail in this subsection. Before doing that, 
first the difference between the terms “data quality” and “information quality” is discussed. 
Many authors in the literature (Madnick et al., 2009; Wang, 1998) use the terms “data quality” 
and “information quality” interchangeably. Based on the previous discussion, information quality 
is defined in this dissertation as data quality put into a decision context (cf. Eppler, 2006). This 
distinction is also evident in existing definitions in the literature. For instance, some authors define 
data/information quality as the “fitness for use” (Wang and Strong, 1996, p. 6, cf. also Olson, 
2003). This implies that information must satisfy the user’s needs, which depends on the decision 
context and is thus information quality here. Other authors consider data/information quality to be 
an objective characteristic of the data itself which does not depend on the decision context and 
thus address data quality as defined above. For instance, Orr (1998) defines data/information qual-
ity as “…the measure of the agreement between the data views presented by an information system 
and that same data in the real world.” (p. 67). This division is also in line with the ideas presented 
by Wang and Strong (1996) who group data/information quality characteristics into four catego-
ries, two of which are “contextual” implying that “…quality must be considered within the context 
of the task at hand…” (p. 19) and “intrinsic” meaning that “…data have quality in their own 
right…” (p. 19) (cf. also Strong et al., 1997). According to the previous definition, in the first case 
information quality is addressed, while in the second one data quality is regarded. However, con-
sidering the decision context may happen during each of the four phases of Define, Measure, An-
alyze and Improve. Thus, for now the term “information quality” will be used for simplicity and 
this discussion will be completed after describing these four phases. 
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1.3.3.1 Define Phase 
During the Define phase, requirements regarding the different aspects of information quality are 
identified. These aspects are represented by information quality dimensions (Wang and Strong, 
1996). Examples for information quality dimensions are accuracy, currency, completeness, and 
consistency. Among them, as mentioned above, accuracy, currency, and consistency stand for 
three of the most important dimensions (Eppler, 2006; Wang and Strong, 1996; Wang et al., 2005) 
and are thus also the focus of this dissertation. In the following, they are discussed in detail.  
The main factor influencing currency is the temporal change of information. Eppler (2006) defines 
currency with the question “Is the information up-to-date and not obsolete?” (p. 84). According to 
Nelson and Todd (2005) “Currency refers to the degree to which information is up to date, or the 
degree to which the information precisely reflects the current state of the world that it represents.” 
(p. 203). Heinrich and Klier (2011) state that currency implies that “an attribute value, which was 
correct when it was stored in a database, still corresponds to the current value of its real world 
counterpart at the instant when data quality is assessed.” (p. 3). Some authors define timeliness to 
be equivalent to currency (Ballou et al., 1998), while others distinguish it from currency by con-
sidering the decision context (Batini and Scannapieco, 2006). In this dissertation, currency is de-
fined based on Heinrich and Klier (2011) as the degree to which a correctly stored attribute value7 
still corresponds to the real-world attribute value at the time of the decision. This implies that the 
lower this degree is, the higher the quality uncertainty faced by the decision maker is. After defin-
ing currency, now the definition of accuracy is presented. 
In the literature accuracy and correctness are seen as related issues. According to Wang et al. 
(2005) “Accuracy measures the degree of correctness of a given collection of data.” (p. 24). Sim-
ilarly, for Olson (2003) accuracy  “…refers to whether the data values stored for an object are the 
correct values. To be correct, a data value must be the right value and must be represented in a 
consistent and unambiguous form.” (p. 29). Eppler (2006) distinguishes between accuracy and 
correctness by defining accuracy with the question “Is the information precise enough and close 
enough to reality?” (p. 83) and correctness with the question “Is the information free of distortion, 
bias, or error?” (p. 84). In that sense, accuracy is the precision of stored information and correct-
ness is defined as its correspondence to the true information. Thus, correctness is a binary charac-
teristic (i.e. either correct or incorrect), while accuracy allows for different degrees of information 
quality level. If a value is correct, it will also be accurate and vice versa. Batini and Scannapieco 
(2006) state that “Accuracy is defined as the closeness between a value v and a value v’, considered 
as the correct representation of the real-life phenomenon that v aims to represent.” (p. 20). In this 
dissertation accuracy is defined based on this definition as the closeness of a given attribute value 
to the corresponding real-world attribute value. Again, the lower the closeness is, the higher the 
quality uncertainty for the decision maker is. This uncertainty may be due to objective (e.g. storage 
                                                 
7 The terms “attribute value” and “data value” differ in that in the first case the particular attribute plays a role. For 
example, a data value would be “single” and an attribute value would be “single” for the attribute “marital status”. 
Thus, they will be used interchangeably, unless the attribute must be mentioned, in which case “attribute value” will 
be used.  
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format restrictions) or subjective reasons (e.g. expert estimations). In this dissertation, the focus is 
on the latter. This completes the definition of accuracy. In the following consistency is defined. 
Consistency has been addressed in different domains in the literature and as a result, there exist 
different, partly overlapping definitions for it. For instance, Blake and Mangiameli (2009) distin-
guish between integrity, representational consistency, and semantic consistency, where integrity 
is additionally divided into entity, referential, domain, column, and user-defined integrity. Most of 
the literature focuses on semantic consistency and so does this dissertation. Semantic consistency 
is violated “…when two or more data items are contradictory…(Blake and Mangiameli, 2009 
based on Lee et al., 2006) or when they are not “…logically compatible…” with each other (Liu 
and Chi, p. 298, cf. also Valle et al., 2008; Mecella et al., 2002). In this dissertation consistency is 
defined as the degree to which information “…is free of internal contradictions…” (Heinrich et 
al., 2007, p. 4), which are determined based on a predefined set of rules (Batini and Scannapieco, 
2006). Again, the lower the degree is, the higher the quality uncertainty is. This completes the 
description of the Define phase of the information quality management cycle. In the following the 
Measure phase is discussed. 
1.3.3.2 Measure Phase 
During the Measure phase, different information quality dimensions are measured. Sometimes the 
literature distinguishes between measurement and assessment approaches, in that assessment ap-
proaches include benchmarking of the measured values (Batini and Scannapieco, 2006). In this 
dissertation, a measurement approach is any methodology or technique that results in a numerical 
value for the level of an information quality dimension or of multiple dimensions. The measure-
ment approaches in the literature can generally be divided into two groups: qualitative and quan-
titative ones. Qualitative approaches are often based on the methods of qualitative research such 
as surveys, interviews, and workshops, while quantitative approaches focus on the development 
of specific information quality metrics by using quantitative methods such as probability theory 
(cf. Section 1.4). 
Table 1 presents a short overview8 of existing measurement approaches together with the addressed 
dimensions and whether the approach is qualitative or quantitative. Note that it is difficult to draw 
a strict separation between the two types of approaches. For example, some methodologies define 
a metric based on a survey, but it has a quantitative form, while others define a metric in a quanti-
tative way, but require expert estimations as input for it. To avoid confusion, existing approaches 
are classified as qualitative, only if the measured information quality level is directly determined 
in a qualitative way, for example by using survey responses and extracting it from verbal descrip-
tions. 
An important aspect of the Measure phase is the efficiency of a considered metric. If the instanti-
ation and/or the application of a metric are/is too resource intensive, it may not be reasonable to 
use it. This is also a main drawback of qualitative approaches as opposed to quantitative ones. For 
example, conducting a survey every time information quality is assessed is less efficient than  
                                                 
8 This overview does not claim to be complete. It only aims at providing the reader with a basic idea about the existing 
literature in the field of information quality measurement. 
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Source Dimension(s) Type 
(Ballou et al., 1998) Timeliness Quantitative
(Batini and Scannapieco, 2006) Accuracy, Completeness, Currency (based 
on Ballou et al., 1998), Consistency  
Quantitative
(Batini et al., 2011) Accuracy, Currency Quantitative
(Cai and Ziad, 2003) Completeness Quantitative
(Chayka et al., 2012) Staleness Quantitative
(Even and Shankaranarayanan, 
2007) 
Accuracy, Completeness, Currency, Va-
lidity 
Quantitative
(Fan et al., 2011) Currency, Consistency Quantitative
(Fisher et al., 2009) Accuracy Quantitative
(Görz and Kaiser, 2012) Accuracy Quantitative
(Heinrich et al., 2009; Heinrich 
and Klier, 2009, 2011, 2015; 
Heinrich et al., 2012) 
Currency, Timeliness Quantitative
(Hinrichs, 2002) General (9 dimensions)  Quantitative
(Hipp et al., 2001; Hipp et al., 
2007; Alpar and Winkelsträter, 
2014) 
Consistency Quantitative
(Hüner et al., 2011) Accuracy, Change Frequency, Complete-
ness, Consistency, Timeliness 
Quantitative
(Lee et al., 2002) General (15 dimensions) Qualitative 
(Li et al., 2012) Availability, Currency, Validity Quantitative
(Long and Seko, 2005) Accuracy, Timeliness, Comparability, Us-
ability, Relevance 
Qualitative 
(Olensky, 2014) Accuracy Quantitative
(Price et al., 2008) 
 
Completeness, Accessibility, Flexible 
content, Flexible layout, Security, Useful-
ness9 
Qualitative 
(Wang, 1998) Accuracy, Currency, Completeness, Con-
sistency 
Qualitative 
Table 1: Short Overview of Approaches for Measuring Information Quality 
                                                 
9 This is the result after factor analysis and the combination of some of the criteria. 
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applying a mathematical formula, especially in today’s big data era. Thus, in this dissertation the 
focus is on quantitative approaches. The aim is to quantitatively model the quality uncertainty 
generated by the less than perfect information quality and to use the results in decision making 
during the Analyze phase. 
1.3.3.3 Analyze Phase 
The Analyze phase examines the effects of the measured information quality level on decision 
making as well as the causes for low information quality (Huang et al., 1999; Wang, 1998). As 
discussed above, the effects of information on decision making can be direct and indirect (cf. 
Figure 1 and Subsections 1.3.1, 1.3.2). Since the level of information quality is a type of infor-
mation, it can also have these two effects on decision making. For the direct effect, the information 
quality level is incorporated as additional information by the decision maker. This is necessary, 
because both in the case of structuring the decision problem (i.e. i) above) and in the one of reduc-
ing environmental uncertainty (i.e. ii) above), considering quality uncertainty directly can result 
in the avoidance of wrong decisions and economic losses. In addition to that, the information qual-
ity level influences decision making also indirectly through the KDD process. If the raw infor-
mation used to generate new knowledge is of low quality, then this may result in wrong extracted 
information which can cause wrong decisions when incorporated in decision making. 
1.3.3.4 Improve Phase 
Finally, based on the results from the Analyze phase, during the Improve phase, measures for in-
formation quality improvement are considered. Such measures generate costs other than those 
stemming from the instantiation and the application of the metric and thus must only be applied, 
if the total costs (including metric instantiation and application) outweigh the benefits (Heinrich 
et al., 2007; Heinrich et al., 2009). The benefits in this case are the economic improvements due 
to better decisions as a result of information with higher quality (i.e. lower quality uncertainty). 
After describing the four phases, now the discussion about the terms “data quality” and “infor-
mation quality” can be resumed. As stated above, information quality differs from data quality in 
that the decision context is taken into account. Generally, the context can be considered during 
each of the four phases of the information quality management cycle. However, during the Define 
and the Measure phases, the context may be considered, but does not have to be. For example, the 
definition of accuracy above is context-independent, while the definition of consistency may de-
pend on the context, represented by a specific, predefined set of rules. As a result, a metric for 
consistency (i.e. Measure phase) based on this definition will also depend on the context. In some 
cases the definition may be context-independent, but the context may still be considered during 
the Measure phase. For instance, the above definition of currency is context-independent, but 
based on the same definition Heinrich and Klier (2009) measure currency by considering supple-
mental, context-specific data to make more precise estimations. Since the results from the Measure 
phase cannot be considered in decision making without taking the particular context into account, 
during the Analyze and Improve phases the context is always considered. Thus, for the Define and 
Measure phases, both terms “data quality” and “information quality” may be used, while during 
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the Analyze or Improve phase, always information quality is considered. As will be discussed later, 
all of the papers in this dissertation consider the decision context in at least one of the four phases 
and thus from now on the term “information quality” will be used. This completes the description 
of the three research areas which form the theoretical framework for this dissertation. The above 
ideas are graphically presented in Figure 2. For simplicity in this figure only information quality 
is illustrated. 
 
Figure 2: Theoretical Framework 
1.4 Methodologies for Modeling Uncertainty 
As mentioned above, less than perfect information quality generates quality uncertainty which 
must be taken into account by the decision maker to avoid wrong decisions and economic losses. 
Quantitatively modeling this uncertainty is the focus of this dissertation. For this aim, the two well-
known methodologies of probability theory and fuzzy set theory are used.  
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1.4.1 Probability Theory 
Probability theory is the standard approach for modeling uncertainty and has been studied for many 
centuries10. Nevertheless, there are still different interpretations of probability representing the dif-
ferent schools. On the one hand, there is the frequentist approach where probability is seen as the 
“relative frequency” (DeGroot and Schervish, 2012, p. 2) among a large number of repetitions and 
thus it is a fixed parameter. This approach requires a substantial amount of data from the same 
event. On the other hand, the Bayesian approach interprets probability as belief (Berger, 1985) 
which can be adjusted depending on the available data (Zyphur and Oswald, 2013). Although these 
two approaches represent two rival fields in probability theory, they do not have to be exclusive, 
but are rather complementary (Berger and Berry, 1988; Zyphur and Oswald, 2013) and also very 
often lead to the same results (Berger and Berry, 1988; DeGroot and Schervish, 2012). In this 
dissertation, probability is interpreted based on the frequentist perspective, but also some tools 
from the Bayesian perspective are used.  
Conditional probability plays a very important role in the modeling of information quality, since 
it is very suitable to express words like “agreement” or “degree of correspondence” (cf. the defi-
nitions of information quality and currency above). Conditional probability represents the proba-
bility of occurrence of a certain event conditioned upon the already known occurrence of another 
event (cf. DeGroot and Schervish, 2012) which represents additional information. Thus, if the 
stored information is known, conditional probability can answer the question about the probability 
of a certain value of the real-world information conditioned on the stored one. A concept related 
to conditional probability is the one of a conditional distribution. Generally, a distribution is a 
collection of probabilities characterizing a given random variable11 (DeGroot and Schervish, 2012, 
p. 94) and a conditional distribution is a distribution conditioned on additional information. 
Another important approach which is used in this dissertation is the one of hypothesis testing. The 
idea behind it is to test a presumption about the statistical properties of a given random variable. 
This presumption may concern the distribution of the random variable or, if the distribution is 
known, the parameters of the distribution. Hypothesis testing consists of testing the null hypothesis 
(i.e. the presumption to be tested) against an alternative hypothesis (i.e. what happens if the pre-
sumption is not fulfilled). The null hypothesis is then rejected, if there is not enough support for it 
in the analyzed data. However, the null hypothesis can also be rejected by mistake, because of 
random effects in the data. The level of significance is the probability of rejecting the null hypoth-
esis even though it is true. The p-value is then the “…lowest level of significance at which the null 
hypothesis could have been rejected.” (Miller and Miller, 2004, p. 402). This idea is applied later 
when measuring consistency to determine the degree of contradiction with regard to a predefined 
set of rules (cf. Subsection 1.3.3). 
Finally, in this dissertation probability theory is used to model currency for which, as mentioned 
above, the temporal change of information plays a very important role. This can be modeled by 
                                                 
10 Some authors attribute the beginning of probability theory to Blaise Pascal and Pierre Fermat (cf. DeGroot and 
Schervish (2012)). 
11 A random variable is a “…real-valued function that is defined on…” some sample space for an experiment (cf. 
DeGroot and Schervish (2012), p.93). 
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using the concept of a stochastic process. In its simplified definition12, a stochastic process is often 
described as a sequence of random variables each of which represents a certain point in time (cf. 
Billingsley, 2012; DeGroot and Schervish, 2012). 
1.4.2 Fuzzy Set Theory 
Fuzzy set theory presents an alternative to probability theory for modeling uncertainty. Zimmer-
mann (2001) distinguishes probability theory from fuzzy set theory by stating that the first one 
describes well-defined “…events (elements of sets)…” (p. 3) and fuzzy set theory deals with the 
uncertainty regarding the “…semantic meaning of the events…” (p. 3). In that sense, fuzzy set 
theory is appropriate for modeling uncertainties which stem from the inability of humans to make 
precise estimations and not for uncertainties in objective estimations. It should however be noted 
that sometimes methods of probability theory are used in fuzzy set theory and vice versa (e.g. 
fuzzy probabilities, cf. Yager and Zadeh (1992)).   
Generally, in the classical set theory, an element either belongs to a set or it does not (i.e. the 
membership of this element is binary). However, in many real-life situations, it may not be possible 
to exactly define the boundaries of a set. For example, how to define the boundaries of the set “tall 
person”? The answer to this question is both highly subjective and vague. In this case classical set 
theory cannot be applied and thus fuzzy set theory must be considered. In fuzzy set theory the 
membership of an element to a set is not simply one (equivalent to being a member) or zero (equiv-
alent to being a non-member), but can also be any number in between13 reflecting the above de-
scribed semantic uncertainty. For example, a person with a height of 220 cm will certainly (and 
subjectively) be tall (a membership of one). However, a person with a height of 180 cm will (sub-
jectively) be tall with a degree of 0.8.  
The first ideas about fuzzy set theory were presented in 1965 by Zadeh (1965) and since then many 
additional elements such as types of fuzzy numbers14, set operations, and fuzzy arithmetic have 
been developed. These concepts are defined later in the dissertation and thus their discussion is 
omitted here. However, a very important concept for this dissertation is the one of a linguistic 
variable. It is thus shortly introduced here and a more precise definition is provided later. A lin-
guistic variable directly addresses the semantic uncertainty described above and as every variable 
takes values in a given range. However, the values of a linguistic variable are linguistic terms, 
described by fuzzy sets. For example, the linguistic variable “height of a person” would take the 
values “short” and “tall” which would be (subjectively) described by fuzzy sets. Linguistic varia-
bles have been very extensively applied in engineering, especially in the form of the so called 
fuzzy inference systems (FIS). They represent a set of parallel IF-THEN rules where both the rule 
antecedent and the rule consequent can consist of the values of linguistic variables (Wang, 1997). 
                                                 
12 A more rigorous definition will be provided later. 
13 Here it is assumed that the membership function of a fuzzy set is the interval [0, 1]. Some authors define the range 
of the membership function of fuzzy sets to be the nonnegative real numbers (Zimmermann (2001)).  
14 Fuzzy numbers are defined as normalized, convex fuzzy sets of the real line with a piecewise continuous member-
ship (cf. Zimmermann (2001), p. 59). A more rigorous definition will be provided later. 
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In addition to linguistic variables, fuzzy optimization represents just as important concept for this 
dissertation. It is thus also shortly described here. Naturally, fuzzy optimization deals with optimi-
zation (i.e. decision) problems where some or all of the elements are “fuzzified”. This will happen 
in a decision situation where the uncertainty is modeled with fuzzy set theory. Thus, in fuzzy 
optimization there are fuzzy constraints, fuzzy payoffs, fuzzy objective functions, fuzzy alterna-
tives and as a consequence fuzzy order operators for comparison and optimization. This requires 
the definition of new order operators and even more importantly of new solution approaches. 
1.5 Structure and Content of the Dissertation 
The dissertation consists of the following seven papers, which address the research questions from 
Section 1.2.  
o Paper 1: A Quantitative Approach for Modeling the Influence of Currency of Information on 
Decision Making under Uncertainty (RQ 1)  
o Paper 2: Considering Currency in Decision Trees in the Context of Big Data (RQ 1) 
o Paper 3: A Fuzzy Metric for Currency in the Context of Big Data (RQ 1) 
o Paper 4: Revenue Management for Cloud Computing Providers: Decision Models for Service 
Admission Control under Non-probabilistic Uncertainty (RQ 2) 
o Paper 5: Duality in Fuzzy Linear Programming: a Survey (RQ 2) 
o Paper 6: Assessing Data Quality – A Novel Probability-based Metric for Consistency (RQ 3) 
o Paper 7: Requirements for Data Quality Metrics (RQ 4) 
Figure 3 shows which phases of the information quality management cycle are addressed by each 
of the papers and also which methodology is applied to model quality uncertainty. For clarity, the 
Define phase is separated from the other three phases. As mentioned above, in this dissertation a 
particular focus is put on currency, accuracy, and consistency as three of the most important di-
mensions. Papers 1, 2, and 3 address the measurement and analysis of currency and thus RQ 1. 
Papers 4 and 5 focus on accuracy and RQ 2, while Paper 6 is concerned with the measurement of 
consistency and RQ 3. Finally, Paper 7 concentrates on the general measurement of information 
quality dimensions for data views and RQ 4. In the following, each of the papers is discussed 
shortly. 
Paper 1 develops an extended metric referring to currency (Measure phase) which, as opposed to 
existing approaches, provides not only a measure of the correspondence between the stored and 
the real-world information15 (cf. Subsection 1.3.3), but also an indication about the real-world in-
formation. This is especially important in cases of low information quality where the decision 
maker may not be able to use the stored information, but based on the indication, still be able to 
make an informed decision. The extended metric referring to currency is modeled based on a sto-
chastic process. The measured currency level is then directly (cf. Figure 1) considered in decision 
making with environmental uncertainty (Analyze phase) by incorporating it in the normative con-
cept of the value of information. The uncertainty (both quality and environmental) in this paper is 
modeled with probability theory. 
                                                 
15 Here the focus is not on single attribute values, but on information (signals) which can also be a set of attribute 
values. 
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Figure 3: Research Areas and Methodologies for Modeling Uncertainty 
Paper 2 also deals with the consideration of the information quality dimension currency (Define 
phase) in decision making, but indirectly through the data mining step of the KDD process (cf. 
Figure 1). In particular, this paper incorporates the ideas about the extended metric referring to 
currency from Paper 1 (Measure phase) in decision trees, which are one of the most common data 
mining methods. As a result, the negative effects of quality uncertainty on the discovered 
knowledge are taken into account and thus the likelihood for wrong decisions, based on this 
knowledge, can be reduced (Analyze phase). In addition, the method presented in Paper 2 is very 
efficient and thus suitable for big data applications.  
Both Paper 1 and thus Paper 2 use probability theory to model quality uncertainty. However, ap-
plying probability theory may not always be possible because detailed historical data is required. 
This problem becomes especially evident in the case of big data due to its Volume and Velocity. 
To address it, Paper 3 develops a metric for currency (Measure phase), based on expert estimations 
by applying fuzzy set theory. The main idea is to use a FIS to model the dependency between the 
age, decline rate, and currency of attribute values which are all represented as linguistic variables. 
Paper 3 is the last paper which addresses the information quality dimension currency. Even though 
the definition of currency above is context-independent, the context is taken into account during 
the Analyze phase for Papers 1 and 2 and during the Measure phase for Paper 3. Thus, all of the 
papers in this group deal with information quality. In the following, the approaches considering 
the information quality dimension accuracy (Define phase) are discussed.   
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Paper 4 deals with the modeling of accuracy of resource requirements in the context of Cloud 
computing. Cloud service providers face a decision problem with time uncertainty (Analyze phase) 
regarding the resource requirements of arriving job requests. The reason for this is that jobs arrive 
sequentially, requiring real-time acceptance decisions. Moreover, according to the often applied 
pay-as-you-go policy, customers pay for the amount of used resources after the execution of a 
request. Before the execution, customers submit estimations of the required resources, but may 
eventually use more or less than that (i.e. quality uncertainty due to the missing/low accuracy of 
the estimations). Similar to Paper 3, estimating accuracy based on historical data in this case is 
hardly possible, because of the diversity of jobs and customers and also due to the subjective nature 
of the resource estimations. Thus, it is appropriate to apply fuzzy set theory for the modeling of 
accuracy in this scenario (Measure phase). The information about the estimated accuracy is then 
directly considered for structuring the decision problem (cf. Figure 1) of the Cloud provider (An-
alyze phase). As a result, the Cloud provider faces a fuzzy optimization problem for which there 
are no standard solution approaches in the literature. One way to solve this problem is to use the 
concept of duality in fuzzy optimization (i.e. fuzzy duality theory). 
Traditional duality theory considers a pair of a primal and a dual optimization problem so that, 
under certain conditions, it is enough to solve only one of the two problems to determine the solu-
tion of the other one. The same idea can be applied to fuzzy linear optimization when a decision 
problem (Analyze phase) is very difficult to solve, but its dual is not. However, the literature on 
the topic is rather fragmented, because all of the elements in a decision problem as well as any 
combination of them can be “fuzzified”, resulting in the lack of well-defined solution methods. 
The aim of Paper 5 is to review the existing literature on duality in fuzzy linear optimization, 
classify it, identify the research gaps, and propose directions for future work. The results may not 
only be used when directly considering accuracy in decision making as in Paper 4, but also in all 
other cases where quality uncertainty is modeled with fuzzy set theory such as Paper 3. This com-
pletes the presentation of the papers which address the information quality dimension accuracy. 
Since both papers in this group consider the decision context during the Analyze phase, they deal 
with information quality. In the following, Paper 6 which focuses on consistency (Define phase) 
is discussed.  
Paper 6 develops a metric for consistency (Measure phase) based on probability theory. As men-
tioned above, consistency is defined with respect to a predefined set of rules. Many of the existing 
approaches in the literature treat the fulfillment of these rules as a zero-one decision. This is how-
ever unrealistic, because most real-world rules possess an implicit uncertainty with respect to their 
fulfillment. To address this issue, Paper 6 presents a metric for consistency which considers the 
probability of fulfillment of a given rule and is based on the p-value concept. In particular, the idea 
is that if the information of interest is consistent, then the probability (in terms of the relative 
frequency) of fulfillment of a given rule will correspond to the probability of fulfillment of the 
same rule for a consistent reference dataset. To measure the degree of this correspondence (and 
thus consistency), the p-value of the hypothesis test is used under the null hypothesis that the given 
rule is fulfilled with the same probability in both cases. Thus, the measured result has a clear 
interpretation and can, similar to Papers 1 and 2, be considered both directly and indirectly in 
decision making. Since consistency is defined in a context-specific way, Paper 6 considers infor-
mation quality.  
Introduction  18 
Papers 1, 3, 4, and 6 present measurement approaches for currency, accuracy, or consistency, the 
results from which are directly (cf. Papers 1, 4, 5) or indirectly (cf. Paper 2) considered in decision 
making. But how does one know whether a metric can adequately support decision making? Paper 
7 addresses this question and thus RQ 4 by considering all four phases of the information quality 
management cycle. It presents a set of five requirements for information quality metrics for data 
views (Measure phase). These requirements are not restricted to any particular information quality 
dimension (Define phase). Metrics which satisfy them can adequately and directly be considered 
in decision making with environmental uncertainty (Analyze phase) and are also efficient from a 
cost-benefit perspective (Improve phase). The set of requirements from this paper can then be 
applied not only to determine the adequacy of existing metrics, but also as criteria for the devel-
opment of new metrics. The paper covers both probability and fuzzy set theory approaches for 
modeling quality uncertainty. Since the decision context is considered for specifying the require-
ments, Paper 7 deals with information quality. The reason why this paper is the last one to be 
discussed is that, as opposed to the previous papers, it does not focus on a particular information 
quality dimension or application case. Thus, the examples for metrics for different dimensions 
provided in the previous chapters facilitate the understanding of the reader, before stating a general 
set of requirements. This completes the discussion of the seven papers in this dissertation. In Table 















1         normative modeling 
2        normative modeling 
3       normative modeling 
4         normative modeling 
5        interpretive-historical 
analysis 
6       normative modeling 
7         reason/logic/theo-
rems 
Table 2: Uncertainty Types, Role in Decision Making, and Research Methods 
First, this table presents the uncertainty types addressed in the different papers (i.e. environmental 
uncertainty due to the unknown state of nature; time uncertainty due to the sequential nature of 
decisions; and quality uncertainty). Second, for the papers addressing the Analyze phase, a classi-
fication with regard to the role of information quality in decision making is additionally provided 
(i.e. direct vs. indirect). Third, the classification of the papers, based on the framework by Mere-
dith et al. (1989) (cf. Section 1.2) is also given. In particular, Papers 1, 2, 3, 4, and 6 apply a 
normative modeling approach for the explanation of the phenomenon. As opposed to that, Paper 
5 takes more of an interpretive-historical analysis perspective (but still with a formal focus) and 
Paper 7 follows the reason/logic/theorems approach. 
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Figure 4: Structure of the Dissertation 
This completes the short discussion of the content of the papers in this dissertation. In the following 
chapters, the seven papers are presented in detail. The chapters are organized according to the four 
research questions as illustrated in Figure 4. For each paper its highlights, a discussion about how 
the presented ideas were evaluated, and some limitations are provided. Finally, for each research 
question, the contribution to it is explicated and the remaining limitations and paths for future 
research are discussed.  
Measuring and Analyzing Currency  20 
2. Measuring and Analyzing Currency  
In this chapter, RQ 1 is addressed by developing quantitative approaches for measuring currency 
and considering the measured level in decision making (Measure and Analyze phase). As men-
tioned above, a crucial factor for the measurement of currency is the temporal change of infor-
mation. Thus, based on the above definition of currency and also on the existing literature, cur-
rency must generally decrease with the age of the stored information. However, the age is not the 
only factor influencing currency - it is just as important how quickly real-world information 
changes after storage (i.e. its decline rate). Thus, in this chapter, these two factors are applied to 
measure currency in two different ways. In the first approach (cf. Sections 2.1 and 2.2), based on 
conditional probabilities, and stochastic processes, the probability that the real-world information 
changes from one period to the other is modeled. In the second approach (cf. Section 2.3), based 
on a FIS, the age, decline rate and currency of attribute values are modeled as linguistic variables.   
As discussed above, after measuring currency, the results are considered in decision making either 
directly or indirectly through the KDD process (cf. Figure 2). In this chapter, first (cf. Section 2.1) 
the direct effects of currency on decision models with environmental uncertainty are addressed, 
by extending the normative concept of the value of information. Then, also the indirect effects are 
modeled by considering the measured currency level during the classification of new instances in 
existing decision trees (cf. Section 2.2).  
2.1 Paper 1: A Quantitative Approach for Modeling the Influ-
ence of Currency of Information on Decision Making under 
Uncertainty 
Full citation: Heinrich, B. and Hristova, D. (2016), A Quantitative Approach for Mod-
eling the Influence of Currency of Information on Decision Making under Uncertainty, 
Journal of Decision Systems, Vol. 25 No. 1, pp. 16-41, 
http://dx.doi.org/10.1080/12460125.2015.1080494 
Status: accepted on 12.06.2015 
Highlights: In this paper an extended metric referring to currency modeled with probability theory 
is developed. Based on the normative concept of the value of information, its results are then di-
rectly considered in decision making with environmental uncertainty. The contribution of the pa-
per is twofold. First, the novel metric allows decision makers to consider the level of currency and 
the distribution of the real-world information in their decisions. This is particularly important in 
the case of low currency of the stored information. Second, a tool for incorporating the results 
from the extended metric in decision making is provided by modifying the normative concept of 
the value of information. The proposed approach presents a dependency between currency and the 
value of information which is not covered by existing approaches.  
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Evaluation: The approach is evaluated with two datasets from the SOEP16 panel data, representing 
two scenarios from the field of Customer Relationship Management of insurance companies. The 
results from the evaluation show that low currency exists in real-world applications and that meas-
uring and analyzing it is crucial for avoiding wrong decisions. Moreover, not considering currency 
in the normative concept of the value of information can lead to wrong estimates of this value and 
thus wrong decisions in the Improve phase.  
Limitations: The presented approach also has some limitations. First, the instantiation of the ex-
tended metric referring to currency requires a substantial amount of data which is not always given 
in reality and even less so in the context of big data. Thus, other, less data-intensive approaches 
for modeling quality uncertainty must be considered. This is addressed in Section 2.3. Second, the 
approach is restricted to currency, but also other information quality dimensions need to be meas-
ured and considered in decision making. This is addressed in Chapters 3 and 4. Finally, considering 
more than one information quality dimension at a time will be the task of future research.     
  
                                                 
16 Socio-Economic Panel Study (SOEP), Data for the years 1984-2011, Version 28: doi:10.5684/soep.v28. 
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2.2 Paper 2: Considering Currency in Decision Trees in the 
Context of Big Data 
Full citation: Hristova, D. (2014), Considering Currency in Decision Trees in the Con-
text of Big Data, in Proceedings of the 2014 International Conference on Information 
Systems (ICIS), 14-17 December, Auckland, New Zealand. 
Status: accepted on 26.09.2014. 
 
Highlights: In this paper an approach is developed for indirectly considering currency in decision 
making through the data mining step of the KDD process. In particular, currency is measured based 
on the extended metric from Paper 1 and considered during the classification of new instances in 
existing decision trees. The contributions of the paper are as follows: First, it presents an approach 
for efficiently considering currency in decision trees, which is very suitable to address the Volume 
characteristic of big data. Second, by only adjusting the classification of new instances in existing 
decision trees, this method can be applied to any decision tree method. Third, by considering the 
structure of the tree and supplemental data, this approach is not only context-specific (resulting in 
more accurate classification), but also requires less detailed historical data than existing methods 
for measuring currency. This makes it again very suitable for big data applications due to their 
Velocity characteristic. 
Evaluation: The presented approach is evaluated with three datasets representing two scenarios: 
a Customer Relationship Management scenario and an activity recognition scenario. The first da-
taset stands for the first scenario and is again the panel data from the SOEP. The second and the 
third datasets address the second scenario and are representative for big data. They consist of sen-
sor measurements for the different physical activities performed by a given person. The results 
from the evaluation show that this approach not only leads to more accurate classification than not 
considering currency, but also that it is more efficient than standard methods from the literature.  
Limitations: Since currency is measured based on the extended metric from Paper 1, the first lim-
itation here is again the necessity of historical data. This limitation can be addressed with alterna-
tive methods for measuring currency such as the one presented in Section 2.3, but would require 
the corresponding adjustment of the decision tree (e.g. using fuzzy decision trees). Second, the 
focus of the paper is the decision tree method, but the approach can be easily transferred to other 
data mining methods. Third, this approach does not consider modern big data techniques for in-
creasing efficiency and also it is evaluated only on structured data. Addressing these issues will be 
the task of future research.   
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2.3 Paper 3: A Fuzzy Metric for Currency in the Context of Big 
Data 
Full citation: Heinrich, B. and Hristova, D. (2014), A Fuzzy Metric for Currency in 
the Context of Big Data, in Proceedings of the 22nd European Conference on Infor-
mation Systems (ECIS), 9-11 June, Tel Aviv, Israel. 
Status: accepted on 09.04.2014 
 
Highlights: In this paper a metric for currency is developed which is initialized with expert esti-
mations rather than with historical data. The metric is modeled based on fuzzy set theory in the 
form of a FIS, following the guidelines from the literature. The contribution of the approach is 
twofold. On the one hand, it facilitates the measurement of currency without requiring detailed 
historical data, which, as mentioned above, is especially important in the context of big data. On 
the other hand, as opposed to existing qualitative approaches (cf. Subsection 1.3.3), this metric 
quantifies expert estimations in a well-founded and natural way by using linguistic variables. As 
a result, it is not only expected to be more efficient than them (i.e. due to a calculation of the metric 
values in an automated way), but also less biased.   
Evaluation: The approach is evaluated by initializing the metric for the attribute value “single” of 
the attribute marital status and by using the age of a person as supplemental data. A questionnaire 
was developed following the guidelines from the literature, which was then answered by 9 experts 
from the field of information quality with an average experience of 12 years. The results show that 
the age of a person plays an important role for the currency of the attribute value “single” and also 
that some fuzzy sets may be easier to estimate than others. 
Limitations: First, the metric has been developed by making particular assumptions regarding the 
elements of the FIS. Thus, it would be the task of future research to examine the necessity and also 
the restrictiveness of these assumptions. Second, similar to Paper 2, it would also be interesting to 
transfer the approach to other types of data addressing the Variety characteristic of big data. This 
is expected to bring great benefits, especially for unstructured data, where an expert estimation 
may be much better than the one based on historical data. Finally, it would also be the task of 
future research to compare the developed metric with the extended metric from Paper 1 (both in 
terms of efficiency and precision) and also with other metrics from the literature.  
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2.4 Contribution to RQ 1 
The research question addressed in this chapter was: 
RQ 1 How can currency be adequately measured and how can the direct and indirect ef-
fects of the measured level on decision making be analyzed? 
This research question consists of two parts, concerning the Measure and the Analyze phases dis-
cussed above. To address the Measure phase, two approaches for measuring currency were pro-
posed: the extended metric modeled with probability theory and the fuzzy metric defined with 
fuzzy set theory. The extended metric is based on the idea that the temporal change of real-world 
information can be represented as a stochastic process. Thus, if the history of the real-world infor-
mation before the time of the decision is known, then the distribution of the real-world information 
at the time of the decision can be determined. This is important, especially if the stored information 
is of low currency. In case not all of the history is known, an alternative metric was provided for 
which it is enough to know the real-world information at the time of storage. The fuzzy metric for 
currency is modeled in the form of a FIS where the input linguistic variables to the system are the 
age and the decline rate of a stored attribute value and the output variable is currency. The FIS is 
built with a set of rules, determined by experts and its application results in a currency in [0,1]. If 
the age and/or the decline rate of the stored attribute value is/are not known, then other methods 
such as an auxiliary FIS can be applied to make more precise estimations.  
The results from these two metrics must then be adequately considered in decision making to avoid 
wrong decisions (Analyze phases). In this chapter, it was demonstrated how this can be done both 
directly and indirectly for the extended metric. To directly incorporate the results from the ex-
tended metric in decision making with environmental uncertainty, an approach based on the nor-
mative concept of the value of information was developed. The idea behind it is that just as infor-
mation delivers an indication about the state of nature that will occur, so does the extended metric 
referring to currency deliver an indication about the real-world information based on the stored 
information. To indirectly consider the results from the extended metric, it was shown how the 
above indication can be incorporated in the classification of new instances in existing decision 
trees. The point is that if these instances are characterized by quality uncertainty, then they would 
follow multiple paths of the tree. Thus, it is not possible to uniquely classify each of them in one 
of the classes of the variable of interest. As a result, a new instance must be classified in multiple 
classes, from which at the end one is chosen with majority voting. Based on the presented ap-
proaches in this chapter, both the direct and indirect effects of the extended metric can be incor-
porated in decision making. In Section 3.2, it will be shown how quality uncertainty modeled with 
fuzzy set theory can be considered directly in decision making. This completes the analysis of the 
information quality dimension currency. In the next chapter, the information quality dimension 
accuracy is discussed. 
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3. Measuring and Analyzing Accuracy  
In this chapter, RQ 2 is addressed by developing a quantitative approach for measuring low accu-
racy due to subjective estimations and for directly incorporating the results of the measurement in 
decision making (Measure and Analyze phases). In particular, in Section 3.1 the scenario of a 
Cloud service provider is considered who, due to the sequential arrival of the job requests and the 
often applied pay-as-you-go policy, faces a decision problem with time uncertainty regarding in-
coming job requests. The aim of the Cloud service provider is to maximize revenue by considering 
the resource constraints for a defined time slot. However, since a job can require resources for 
more than one time slot, accepting a request at a certain point of time affects the feasibility of later 
decisions. To structure this decision problem (i.e. case i) in Figure 1), the decision maker needs to 
know the amount of resources required by each incoming request. However, this amount is only 
vaguely estimated by customers. Thus, the decision maker faces quality uncertainty in terms of 
low accuracy due to subjective estimations, which is modeled with fuzzy numbers (Measure 
phase). This uncertainty is then directly considered in decision making (Analyze phase), resulting 
in a fuzzy optimization problem, for which there are no standard solution approaches in the liter-
ature.    
One way to solve such problems is to use the concept of duality theory. In traditional duality the-
ory, for a primal-dual pair of two optimization problems, if certain conditions are satisfied, it is 
enough to solve one of them to obtain the solution of the other one. This is particularly useful when 
one of the two problems is very difficult or inefficient to solve, but the other one is not. The idea 
has been analogously translated to fuzzy linear optimization resulting in fuzzy duality theory. 
However, the literature on the topic is very fragmented, inconsistent, and partly incomplete making 
its application difficult. Thus, in Section 3.2 a state-of-the-art analysis of this stream of research is 
provided, by systematically analyzing and classifying existing approaches. Moreover, directions 
for future research are proposed. The results can be applied to all cases where quality uncertainty 
is modeled with fuzzy set theory such as Papers 3 and 4.  
3.1 Paper 4: Revenue Management for Cloud Computing Pro-
viders: Decision Models for Service Admission Control un-
der Non-probabilistic Uncertainty  
Full citation: Püschel, T., Schryen, G., Hristova, D. and Neumann, D. (2015), Revenue 
management for Cloud computing providers: Decision models for service admission 
control under non-probabilistic uncertainty, European Journal of Operational Re-
search, Vol. 244 No. 2, pp. 637-647, http://dx.doi.org/10.1016/j.ejor.2015.01.027. 
Status: accepted on 15.01.2015 
 
Highlights: In this paper the problem of a Cloud service provider is considered, who faces time 
and quality uncertainty with respect to the resource requirements of incoming requests. The time 
uncertainty is due to the sequential nature of the job requests and the often applied pay-as-you-go 
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policy, implying that future resource requirements are characterized by imperfect information. The 
quality uncertainty (in the form of lower accuracy) is due to the subjective estimations of the cus-
tomers. As a result, Cloud service providers need to make real-time decisions regarding the ac-
ceptance of incoming requests, while directly considering accuracy in their decision. In this paper, 
three different admission control policies based on the literature are presented (first-come first-
served, dynamic pricing, and client classification). In all three cases, considering accuracy of the 
resource requirements in the decision problem results in the “fuzzification” of the constraints of 
the problem. The contribution of the paper is threefold. First, it extends existing literature by 
providing an approach for modeling (subjective) accuracy of resource requirements in admission 
control for Cloud service providers. Second, the use of the three admission control policies allows 
examining the effect of quality uncertainty on both revenue maximization and quality of service 
for Cloud service providers. Finally, the proposed approach is very efficient, making it suitable for 
real-time decisions. 
Evaluation: The approach is evaluated both analytically and with a simulation using real-world 
data. The analytical evaluation shows that under certain conditions, the dynamic pricing policy 
leads to higher revenue than the first-come first-served policy both with and without quality un-
certainty. Moreover, the client classification policy leads to higher acceptance rate of important 
customers than the first-come first-served policy also both with and without quality uncertainty. 
Finally, it is shown that the approach runs in polynomial time. In addition to the analytical evalu-
ation, the methodology is tested by using real-world workloads and a simulation experiment. The 
results support the findings from the analytical evaluation and also show that increasing quality 
uncertainty of the resource estimations reduces revenue in the first-come first-served policy. As 
opposed to that, the exact effect for the dynamic pricing policy cannot be clearly determined. Fi-
nally, in the presence of quality uncertainty, the client classification policy leads to lower revenue 
than the first-come first-served and the dynamic pricing policies in most of the cases. 
Limitations: The presented approach also has some limitations. First, in future research the exact 
effect of quality uncertainty on the revenue level especially for the dynamic pricing policy, needs 
to be further investigated with other datasets. Second, low accuracy stemming from the vague 
estimation of the available capacity from the Cloud service provider (i.e. supply side) can also 
influence revenue and must be analogously considered in decision making. This will result in the 
need for alternative fuzzy optimization solution approaches, which is addressed in Section 3.2. 
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3.2 Paper 5: Duality in Fuzzy Linear Programming: a Survey 
Full citation: Schryen, G. and Hristova, D. (2015), Duality in fuzzy linear program-
ming: a survey, OR Spectrum, Vol. 37 No. 1, pp. 1-48. 
The final publication is available at Springer via http://dx.doi.org/10.1007/s00291-
013-0355-2. 
Status: accepted on 09.10.2013 
 
Highlights: The paper presents a systematic literature review of the existing approaches in the 
field of duality theory for fuzzy linear programming. The approaches are classified according to 
the components of the decision problem that are “fuzzified”. These include the objective function, 
the order operator, and the constraints. Since quality uncertainty due to subjective estimations, can 
appear in any of these components during the structuring of the decision problem (case  i) in Figure 
1), this is a reasonable approach. The classified approaches are additionally analyzed with respect 
to the used fuzzy numbers and fuzzy order operators, as well as the presented duality theorems 
(i.e. weak duality, strong duality, complementary slackness, and the fundamental theorem of du-
ality). The contribution of the paper is twofold. First, it identifies, classifies, presents, and com-
pares existing approaches, thus supporting both academics and practitioners with regard to the 
choice of appropriate methods. For example, if there are inaccurate (cf. Paper 4) or outdated (cf. 
Paper 3) estimations in the constraints, then the decision maker can concentrate on the presented 
approaches in the corresponding class. Second, based on the results from the literature analysis, 
the paper provides multiple paths for future research that address the current issues in the field.  
Evaluation: As mentioned above, as opposed to Papers 1, 2, 3, 4, and 6 this paper does not follow 
the normative modeling approach, but rather presents an interpretive-historical analysis approach. 
In that sense, no evaluation as in the other papers takes place. It is replaced by the analysis of the 
existing literature with respect to the proven duality theorems. This analysis is conducted both on 
a class basis (i.e. according to the “fuzzified” components), and on a fuzzy operator basis. The 
results show that the weak and strong duality theorems are (directly or indirectly) proven for all 
possible classes, which however is not the case for the complementary slackness and the funda-
mental theorem of duality. Moreover, according to the analysis from a fuzzy operator point of 
view, there is a big difference with regard to the homogeneity, completeness, consistency, and 
complexity of the approaches in the different operator groups. 
Limitations: The paper also has some limitations. First, the focus is on linear optimization, as one 
of the most commonly applied approaches. However, the advantages of duality theory exist also 
in non-linear optimization and the approaches there can be used to address the current issues iden-
tified in the paper. Second, the presented overview can be applied to solve different decision prob-
lems where quality uncertainty is modeled with fuzzy set theory, such as the one presented in 
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Section 3.1. In particular, based on duality theory, more efficient solution approaches can be iden-
tified, which is especially relevant in the context of big data. Both will be the task of future re-
search. 
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3.3 Contribution to RQ 2 
The research question addressed in this chapter was: 
RQ 2 How can accuracy in subjective estimations be adequately measured and how can 
the direct effects of the measured level on decision making be analyzed? 
Similar to RQ 1, this research question also consist of two parts, addressing the Measure and An-
alyze phase of the information quality management cycle. To begin with, in Section 3.1, an ap-
proach for modeling (subjective) estimations and their accuracy in the field of Cloud computing 
was developed (Measure phase). The idea is to model the quality uncertainty in the resource esti-
mations of the customers with fuzzy numbers, thus accounting for the possibility of using more or 
less resources after execution. This approach is not specific to Cloud computing, but can be applied 
to other scenarios with accuracy problems due to subjective estimations.   
The results from the Measure phase are then directly considered in decision making with time 
uncertainty (Analyze phase) by using three different admission control policies. In all three deci-
sion problems, quality uncertainty results in a fuzzy number on the left-hand-side and a non-fuzzy 
number on the right-hand-side of the constraints. There are no standard solution approaches for 
such decision problems in the literature and in this paper they are solved by employing symmetric, 
triangular fuzzy numbers and a simple order operator. However, this is not universally applicable. 
Thus, there is a need for more advanced solution approaches.  
One such approach from the field of fuzzy linear programming is duality theory. It allows trans-
forming a difficult fuzzy optimization problem into another (fuzzy) optimization problem which 
is not so difficult (or time-consuming) to solve. However, as the analysis in Section 3.2 shows, 
there are several problems with this field of research. First, the existing approaches are not com-
plete with respect to the different duality theorems. Second, since there are different ways to define 
fuzzy order operators, there are also different treatments of fuzzy constraints and also different 
definitions of maximization and minimization operators. This leads to different approaches in 
fuzzy duality (even for the same operator and/or the same decision problem) resulting in a very 
fragmented and incomplete field of research. Moreover, some of the approaches are very complex 
and also do not follow the traditional interpretation of duality. To address these issues, in Section 
3.2 multiple solutions are proposed, such as the development of a unifying fuzzy duality theory. 
This completes the discussion of the information quality dimension accuracy. In the next chapter, 
the information quality dimension consistency is considered.    
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4. Measuring Consistency 
In this chapter, RQ 3 is addressed by proposing a quantitative approach for measuring consistency 
based on probability theory (Measure phase). As mentioned above, consistency is defined as the 
degree to which the assessed information agrees with a predefined set of rules. Thus, similar to 
currency, it is appropriate to model this (objective) degree as probability, where the lower the 
probability is, the higher the quality uncertainty is. This will also facilitate the direct consideration 
of the metric results in decision making (Analyze phase) and an effective information quality man-
agement (Improve phase). Moreover, an adequate metric for consistency must take into account a 
wide range of possible rule sets. In particular, it should not only be applicable to rules which are 
always either true or false, but also to such that are characterized by implicit uncertainty. For ex-
ample, a rule stating that all 40-year-olds are married is true for many people, but obviously not 
for all of them. Thus, it is not “true by definition”, but possesses implicit uncertainty. This rule 
uncertainty must also be modeled for an adequate metric for consistency.   
4.1 Paper 6: Assessing Data Quality – A Novel Probability-
based Metric for Consistency 
Full citation: Heinrich, B., Hristova, D., Klier, M., Schiller, A., Wagner, G. (2015), 
Assessing Data Quality – A Novel Probability-based Metric for Consistency, Working 
Paper, University of Regensburg.  
Current Status: Submitted to the International Conference on Information Systems on 
05.05.2015, under review 
 
Highlights: In this paper a probability-based metric for consistency is developed, which is defined 
for a predefined set of rules. The idea of the metric is to compare the probability with which a rule 
is fulfilled in a consistent reference dataset with the relative frequency (i.e. empirical probability) 
with which the same rule is fulfilled in the assessed dataset. If the two coincide, then the attribute 
value is assigned to be consistent. In order to measure the degree of consistency, hypothesis testing 
is applied. In particular, consistency is measured as the two-sided p-value of the hypothesis test 
under the null hypothesis that the two input probabilities coincide. In that sense, the measured 
consistency level can be interpreted as probability. The contribution of the paper is twofold. First, 
as opposed to existing approaches, the metric allows for the consideration of rules which are not 
“true by definition”. This is crucial, because most rules in real-world applications possess implicit 
uncertainty in their consequent and this should be taken into account for adequate consistency 
measurement. Second, as opposed to existing works, the presented metric has a clear interpretation 
in terms of probability yielding the advantages mentioned above. 
Evaluation: The metric for consistency was implemented and evaluated based on a real-world 
dataset consisting of the GPS sensor measurements of six mobile devices. These measurements 
were experimentally generated for the purpose of the paper and compared with a consistent refer-
ence dataset of coordinates (i.e. longitude and latitude) extracted from GoogleMaps. Moreover, a 
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survey among 27 IS professionals was conducted, the results from which support the validity of 
the metric.  
Limitations: The proposed metric for consistency has few limitations. First, it addresses the Meas-
ure phase of the information quality management cycle. However, since it is interpreted as proba-
bility, its results can, similar to the metric in Section 2.1, be directly and indirectly considered in 
decision making (i.e. Analyze phase). Thus, the task of future research would be to develop ap-
proaches for supporting decisions based on the metric results. Second, the metric is defined for 
structured data, but similar to the papers in Chapter 2, it is important to extend it to other types of 
data, thus addressing the Variety characteristic of big data. 
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4.2 Contribution to RQ 3 
In this chapter, the following research question was addressed: 
RQ 3 How can consistency be adequately measured? 
RQ 3 was addressed by proposing a metric for consistency based on probability theory (Measure 
phase). The metric uses a predefined set of rules and identifies contradictions to these rules by 
comparing their probability of fulfillment in a consistent reference dataset with the one in the as-
sessed dataset. Thus, it models consistency adequately, by considering rule uncertainty which ex-
ists in a wide range of cases. The metric results have a clear interpretation in terms of probability, 
which facilitates their consideration in decision making (Analyze phase) and in information quality 
management (Improve phase). This completes the discussion of the information quality dimen-
sions currency, accuracy, and consistency. In the next section, necessary requirements for infor-
mation quality metrics for data views are presented. 
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5. Requirements for Information Quality Metrics 
In the previous chapters, approaches for measuring and analyzing particular information quality 
dimensions were presented. Their main idea was to model the quality uncertainty stemming from 
less than perfect information quality by applying probability theory or fuzzy set theory. However, 
even though these measurement approaches were evaluated with regard to different criteria, such 
as validity and accuracy, an important question in this context remains: How can the adequacy of 
an information quality metric for decision support (Analyze phase) as well as its efficiency from a 
cost-benefit perspective (Improve phase) be examined? To address this question, in this chapter, 
five requirements for information quality metrics for data views are developed and formally 
proven. They are applicable to metrics for different information quality dimensions of data views 
(Define phase) and also cover different methodologies for modeling quality uncertainty.  
5.1 Paper 7: Requirements for Data Quality Metrics 
Full citation: Heinrich, B., Hristova, D. and Klier, M. (2015), Requirements for Data 
Quality Metrics, Working Paper, University of Regensburg. 
Current status: Submitted to the journal Business & Information Systems Engineering, 
submission of the 1st revised manuscript after a review with major revision on 
04.02.2015, under review. 
 
Highlights: In this paper, a set of five requirements for information quality metrics for data views 
is developed and proven. They have an axiomatic nature and are justified based on a sound theo-
retical foundation. This foundation is in accordance with Figure 2 and considers both decision 
making with environmental uncertainty and information quality management. The requirements 
contribute to the literature in two ways. First, as opposed to existing works, they have a clear 
interpretation, which is very important for practical applications. Second, the necessity of the re-
quirements is formally proven and as a result metrics which do not satisfy them cannot adequately 
(directly) support decision making with environmental uncertainty and economically oriented in-
formation quality management. The requirements can be applied for both the verification and im-
provement of existing metrics and for the adequate design of new metrics. 
Evaluation: Similar to Paper 5, this paper differs from Papers 1, 2, 3, 4, and 6 in that it does not 
follow a normative modeling approach. As opposed to them, it defines a set of necessary axioms 
(or theorems) following the reason/logic/theorems approach. In that sense, the evaluation focuses 
on the applicability and efficacy of the requirements by providing a detailed analysis of two well-
known metrics from the literature. The results show that the requirements are easy to verify, but 
neither trivial nor impossible to fulfill.  
Limitations: The requirements presented in this paper have two main limitations. First, they are 
designed to consider the information quality of data views and in particular of structured data. As 
a result, future research has to investigate whether it is possible to transfer them to metrics meas-
uring other types of data (cf. Variety in big data). Second, although the requirements represent a 
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set of necessary conditions, it is not possible to prove that these conditions are also sufficient. 
Therefore, future work should iteratively evaluate and enhance them. Finally, the requirements 
focus on the direct consideration of information quality in decision making with environmental 
uncertainty. Thus, it would be also the task of future research to extend them to the indirect con-
sideration through the KDD process, as demonstrated in Section 2.2.  
Requirements for Information Quality Metrics  92 
 
Requirements for Information Quality Metrics  93 
 
Requirements for Information Quality Metrics  94 
 
Requirements for Information Quality Metrics  95 
 
Requirements for Information Quality Metrics  96 
 
Requirements for Information Quality Metrics  97 
 
Requirements for Information Quality Metrics  98 
 
Requirements for Information Quality Metrics  99 
 
Requirements for Information Quality Metrics  100 
 
Requirements for Information Quality Metrics  101 
 
Requirements for Information Quality Metrics  102 
 
Requirements for Information Quality Metrics  103 
 
Requirements for Information Quality Metrics  104 
 
Requirements for Information Quality Metrics  105 
 
Requirements for Information Quality Metrics  106 
 
Requirements for Information Quality Metrics  107 
 
Requirements for Information Quality Metrics  108 
 
Requirements for Information Quality Metrics  109 
 
Requirements for Information Quality Metrics  110 
 
Requirements for Information Quality Metrics  111 
 
Requirements for Information Quality Metrics  112 
 
Requirements for Information Quality Metrics  113 
 
Requirements for Information Quality Metrics  114 
 
Requirements for Information Quality Metrics  115 
 
Requirements for Information Quality Metrics  116 
 
Requirements for Information Quality Metrics  117 
 
Requirements for Information Quality Metrics  118 
 
Requirements for Information Quality Metrics  119 
 
Requirements for Information Quality Metrics  120 
 
Requirements for Information Quality Metrics  121 
 
 
Requirements for Information Quality Metrics  122 
5.2 Contribution to RQ 4 
In this chapter, the following research question was addressed: 
RQ 4 Which requirements should information quality metrics for data views satisfy to ad-
equately, efficiently and directly support decision making? 
It was shown that an information quality metric must result in normalized and interval-scaled met-
ric values; the determination of its configuration parameters and of the metric values must be ob-
jective, reliable, and valid; its application must be efficient (after considering the costs for the 
application itself); and the sound aggregation of the metric values must be guaranteed. These five 
requirements were defined and proven by both considering the existing literature and the frame-
work in Figure 2. Thus, a metric for data views which does not satisfy them and the results of 
which are directly considered in decision making with environmental uncertainty (Analyze phase), 
will lead to wrong decisions and economic losses (Improve phase). Moreover, by evaluating these 
requirements on two well-known metrics from the literature, it was shown that they are easy to 
apply, but neither trivial, nor impossible to fulfil. This together with their clear definition makes 
them suitable for practical applications. The presented paper is the last one in this dissertation. In 
the next chapter, main conclusions are drawn and paths for future research are proposed. 
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6. Conclusion 
In this chapter, the major findings are summarized and the limitations and paths for future research 
are discussed.     
6.1 Major Findings 
- Currency can be adequately measured with both probability theory and fuzzy set theory 
Two metrics for currency were developed: the extended metric in Subsection 2.1 and the 
fuzzy metric in Subsection 2.3. The first metric is based on probability theory and models 
the temporal change of real-world information as a stochastic process. It contributes to the 
literature by not only delivering a statement regarding the currency of stored information, 
but also by providing an indication about the current real-world information. In Section 2.1, 
two different metric forms were provided, depending on the information the decision maker 
possesses. The first one assumes that the history of the real-world information after storage 
is known (general form), while for the second one (Markov form) this is not necessary. A 
drawback of the extended metric is that it requires detailed historical data which may not 
always be given in reality.  
The second metric, presented in Section 2.3, addresses this drawback as it is based on expert 
estimations and fuzzy set theory. It measures currency by a FIS where the input linguistic 
variables to the system are age and decline rate of the stored attribute value and the output 
linguistic variable is currency. In case the input parameters to the system are not known, a 
method was provided to estimate them with the help of an auxiliary FIS. The output value 
of the system, after aggregation and defuzzification, is a currency level in [0,1]. The metric 
was evaluated by developing a questionnaire according to the guidelines in the literature and 
by specifying the corresponding membership functions from the responses. The evaluation 
showed that additional information plays a role for the quality of expert estimations and that 
some fuzzy sets may be more difficult to estimate than others. 
- Currency must be directly considered in decision making with environmental uncertainty 
to avoid wrong decisions 
In Section 2.1, a method was developed for directly considering currency in decision making 
with environmental uncertainty, based on the normative concept of the value of information. 
The idea is that outdated information leads to quality uncertainty which is comparable to 
environmental uncertainty. In particular, just as real-world information delivers an indication 
about the current state of nature, so does stored information deliver an indication about the 
current real-world information. Based on this idea, the normative concept of the value of 
information was modified by incorporating the extended metric referring to currency. As a 
result, the influence of the additional information about the level of currency on the decision 
was modeled and it was also shown under which conditions the decision will change based 
on this information. Moreover, it was demonstrated that the level of currency may influence 
the (normative concept of the) value of information in a way that has not been addressed by 
existing approaches. This is very important for the Improve phase of the information quality 
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management cycle, where the improvement measures are evaluated from a cost-benefit per-
spective. Finally, the evaluation showed that quality uncertainty does influence decisions 
and the value of information in real-world applications and that not taking it into account 
may result in wrong ex-post decisions and economic losses.    
- Currency must be indirectly considered in decision making to decrease the likelihood for 
the generation of wrong knowledge and thus wrong decisions 
A two-phase approach for indirectly considering quality uncertainty in decision making in 
the context of decision trees was developed. In particular, failing to take into account the 
currency of stored instances in the application of the method may lead to wrong classification 
and thus wrong knowledge. To address this issue, the results from the extended metric re-
ferring to currency were incorporated during the classification of new instances in existing 
decision trees. This approach regards the structure of the tree, resulting in a more efficient, 
context-specific and less data-intensive estimation. Moreover, based on supplemental data, 
a method for increasing the precision of the estimations was provided, which is also efficient 
and context-specific. The evaluation supported the merits of the approach, by demonstrating 
that it leads to higher success rates than not taking currency into account and that it is very 
efficient. 
- Accuracy due to subjective estimations can be adequately modeled with fuzzy set theory 
An approach was developed for modeling accuracy due to subjective estimations in the con-
text of resource requirements for Cloud service providers. In particular, due to their subjec-
tive nature, customer’s resource estimations are rather vague. This results in subjective qual-
ity uncertainty, which was modeled with fuzzy numbers. The idea to use fuzzy numbers to 
model subjective quality uncertainty is not restricted to the context of Cloud computing, but 
can analogously be applied to other contexts.   
- Accuracy due to subjective estimations must be directly considered in decision making 
with time uncertainty to decrease the likelihood for wrong decisions   
The direct role of accuracy in decision making with time uncertainty was modeled for the 
problem faced by Cloud service providers (Section 3.1). In particular, Cloud service provid-
ers need to decide whether to accept an incoming job request by taking into account resource 
restrictions, revenue maximization, and quality of service requirements. It was shown how 
low accuracy, modeled with fuzzy numbers, can be incorporated in three different admission 
control policies: first-come first-served, dynamic pricing and client classification. The first 
policy simply accepts requests in their incoming order (if there are enough resources). The 
second policy aims at revenue maximization, while the third one focuses on the quality of 
service requirements. Incorporating accuracy in each of these three policies leads to “fuzzi-
fication” of the constraints of the decision problem and as a result, appropriate solution ap-
proaches are required. The evaluation showed that, similar to Section 2.1, quality uncertainty 
influences revenue and if not taken into account, may cause wrong decisions and economic 
losses.  
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- Fuzzy duality theory approaches can be applied when analyzing quality uncertainty, but 
the literature on the topic suffers from some drawbacks 
In many cases subjective quality uncertainty is modeled with fuzzy set theory. Thus, consid-
ering this uncertainty in decision making results in fuzzy optimization problems, which may 
not be easy to solve. One solution approach is fuzzy duality theory. However, the analysis 
of the literature in the field of fuzzy linear optimization (cf. Section 3.2) showed that this 
stream of research is rather fragmented, incomplete, and inconsistent. In particular, not all 
duality theories are covered for a given fuzzy optimization problem and depending on the 
used order operator the approaches differ substantially with regard to their homogeneity, 
interpretation, complexity, and completeness. As a result, applying these approaches to real-
world problems such as modeling quality uncertainty is difficult and even dangerous. To 
solve these issues, a number of possible directions for future research were proposed includ-
ing a unifying fuzzy duality theory. 
- Consistency can be adequately measured based on probability theory 
A metric for consistency based on hypothesis testing was developed. The idea behind the 
metric is to model the fulfillment of a rule as a binomial random variable with the corre-
sponding probability of fulfillment. In particular, for a given rule and under the assumption 
of a binomial distribution, the probability of fulfillment in a consistent reference dataset is 
compared with the relative frequency (empirical probability) with which the same rule is 
fulfilled in the assessed dataset. Thus, consistency is measured as the two-sided p-value of 
the hypothesis test with the null hypothesis that the two probabilities coincide. As a result, 
the measured consistency level has a clear interpretation in terms of probability. The evalu-
ation supports the applicability and the validity of the approach. 
- Adequate and efficient information quality metrics for data views must satisfy a set of 
five clearly defined requirements 
In Section 5.1, five requirements were developed and proven. These requirements must be 
satisfied by information quality metrics for data views to directly and adequately support 
decision making with environmental uncertainty. In particular, it is required that the metric 
values are normalized and interval-scaled; that their configuration parameters and their val-
ues are estimated in an objective, reliable, and valid way, that their application is efficient; 
and that their values are aggregated in a sound way. If any of these requirements is not sat-
isfied, then wrong decisions and/or economic losses will result. It was shown that the re-
quirements are easy to verify, but neither trivial nor impossible to fulfill, which additionally 
supports their appropriateness.    
6.2 Limitations and Future Research 
Naturally, this work also leaves some open questions, which should be addressed by future re-
search. To begin with, here quality uncertainty was modeled with both probability and fuzzy set 
theory. Generally, the latter would be preferred in the absence of historical data and in the presence 
of subjective estimations. These two methodologies were addressed to a different extend for the 
different information quality dimensions. In particular, two metrics for currency were presented 
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covering both probability theory and fuzzy set theory. However, for accuracy only fuzzy set theory 
and for consistency only probability theory was considered. Thus, the task of future research would 
be to develop approaches for addressing this gap. In particular, (objective) accuracy can be meas-
ured as the probability that a given attribute value stems from the distribution of the real-world 
attribute value, thus having a clear interpretation. Moreover, (subjective) consistency can be meas-
ured by modeling the fulfillment of a rule in consistent reference dataset as a fuzzy set and by 
comparing its values with the (crisp) relative frequency with which the same rule is fulfilled in the 
assessed dataset.  
In addition, it would certainly be very interesting to compare the two ways for modeling uncer-
tainty for different dimensions, especially with regard to the ease of obtaining the required data, 
the efficiency of application, and the precision of estimations. Probability theory requires enough 
historical data, while fuzzy set theory is based on expert estimations and both may be difficult to 
obtain depending on the application case. Moreover, human beings cannot deliver such precise 
estimations as historical data can and also expert estimations are characterized by different psy-
chological biases. However, too little historical data for probability-theory based approaches also 
leads to unreliable and biased estimations. Thus, methods for addressing these issues must addi-
tionally be applied in both cases. A possible solution may be to combine the two ways for modeling 
uncertainty as is done in the field of financial engineering (Huang, 2007).  
In future research, also further information quality dimensions must be considered. Examples for 
such dimensions are completeness, believability, and relevancy. Similar to the distinction between 
data and information quality, these dimensions can be context-independent or context-specific. 
For instance completeness can be measured as the percentage of attribute values for a given attrib-
ute that are different from NULL or as the percentage of relevant attribute values for a given 
attribute that are different from NULL. In the second case and also when measuring relevancy, it 
is impossible to model quality uncertainty without incorporating the decision context. However, 
doing this may require the involvement of experts and also be very resource-consuming. The same 
holds for believability. There are some works in the literature that deal with this dimension, such 
as Lukoianova and Rubin (2014), which however only present an initial idea. Future research may 
use such approaches as a starting point for more sophisticated methodologies. 
Developing further the approaches for directly considering the metric results in decision making 
is also an important research direction. In this dissertation it was demonstrated how to directly 
incorporate currency (measured with probability theory) and accuracy (modeled with fuzzy set 
theory). However, this does not cover all metrics presented in this dissertation (e.g. consistency) 
and also, as mentioned above, there are many other information quality dimensions that need to 
be measured and analyzed. One possibility to do this is, based for example on historical data, to 
analyze, the dependency between the information quality level of the corresponding dimension 
and the different building elements of decision models. For instance, in the case of consistency, 
the relationship between the consistency level and the distance between the assessed and the real-
world (consistent) payoffs can be analyzed and the results can be applied for structuring decision 
models with known consistency levels and (inconsistent) payoff values. Another possibility for 
metrics with clear interpretation is to use expert estimations. Based on their experience, experts 
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can define the influence of the corresponding information quality level, for instance by using lin-
guistic variables. 
A further interesting path for future research is the indirect effect of quality uncertainty on decision 
making. This was examined here with one data mining method, one information quality dimension, 
and one way of modeling quality uncertainty. Thus, it would be important to apply similar ideas 
to other data mining methods (e.g. clustering), other information quality dimensions (e.g. reliabil-
ity), and quality uncertainty modeled with fuzzy set theory. Here the field of uncertain data mining 
and other related fields may be a useful starting point. As discussed above, these approaches as-
sume that quality uncertainty is given and do not examine its sources. However, modeling this 
uncertainty in a valid way is an important step. In particular, the modeling methodology must 
adequately consider the interpretation of the corresponding dimension and also its subjective or 
objective nature. Thus, it is not possible to use one approach for all information quality dimensions, 
but rather each dimension should be examined separately depending on its interpretation.  
In the context of big data and its Veracity, it would certainly be interesting to apply the presented 
approaches to unstructured data, which importance is significantly growing, especially with the 
emergence of social networks. There are generally two ways to do this: 1) by structuring the data 
with text mining approaches or 2) by developing new approaches trimmed for unstructured data. 
Both directions seem very promising. Again, in the context of big data and with respect to its 
Volume, the efficiency of all of the presented approaches can be additionally improved by the use 
of state-of-the-art techniques such as MapReduce or Hadoop. 
Future research should also apply the presented requirements for information quality metrics to 
the metrics discussed in this dissertation. Generally, the extended metric referring to currency, the 
fuzzy metric, and the metric for consistency are all normalized and efficient in their application. 
However, they do not necessary deliver interval-scaled results (e.g. fuzzy metric) or sound aggre-
gation (e.g. extended metric referring to currency). Moreover, it may not always be possible to 
determine their configuration parameters and the metric values in an objective, reliable, and valid 
way. As a result, these metrics may be improved to meet the requirements. Another possible di-
rection in this respect would be to introduce a fulfillment index for the requirements. For example, 
if a metric fulfills only two out of five requirements, then the value of the index would be 40%. 
This index can then directly be incorporated in decision making as a fourth type of uncertainty 
stemming from the adequacy of information quality metrics.  
Additionally, future research should apply the provided requirements to further metrics from the 
literature in order to investigate whether or not the set of proposed requirements has to be extended. 
One interesting path in that respect is the development of requirements for indirectly regarding the 
metric results in decision making. In particular, it is not clear, whether the presented requirements 
are also suitable for this case. For instance, for the consideration of the metric results in data min-
ing, as presented in Section 2.2, no aggregation is necessary, but efficiency has a huge importance. 
Finally, in this dissertation relative little attention was paid to the Improve phase of the information 
quality management cycle, although it is just as important as the other three phases. The reason 
for this is that both the effectiveness and the efficiency of information quality improvement 
measures depend very much on the particular application case and thus it is difficult to propose a 
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general approach. Therefore, future research should concentrate on the development of approaches 
for valuing quality improvement measures, based on the particular decision context. Here again 
different methodologies can be used, for instance from the field of risk management, where risk 
mitigation measures are applied with the same aim. 
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