The integral equation method is widely used in numerical simulations of 2D/3D acoustic and electromagnetic scattering problems, which needs a large number of values of the Green's functions. A significant topic is the scattering problems in periodic domains, where the corresponding Green's functions are quasi-periodic. The quasi-periodic Green's functions are defined by series that converge too slowly to be used for calculations. Many mathematicians have developed several efficient numerical methods to calculate quasi-periodic Green's functions. In this paper, we will propose a new FFT-based fast algorithm to compute the 2D/3D quasi-periodic Green's functions for both the Helmholtz equations and Maxwell's equations. The convergence results and error estimates are also investigated in this paper. Further, the numerical examples are given to show that, when a large number of values are needed, the new algorithm is very competitive.
Introduction
In the scattering theory, the integral equation method is an efficient and widely used method for numerical simulations. During the numerical procedure to solve the integral equations, a large number of values of the Green's functions and their derivatives are needed. In recent years, many mathematicians are interested in the topic that the acoustic/electromagnetic fields scattered in periodic domains with quasi-periodic incident waves, where the corresponding Green's functions are quasi-periodic. In this case, the quasi-periodic Green's functions, that are defined by slowly convergent series, are always very difficult to evaluate. In this paper, we will develop a new FFTbased method to calculate the Green's functions in 2D periodic domains or 3D doubly periodic domains for the Helmholtz equations and Maxwell's equations numerically.
1) The quasi-periodic Green's function G(x) for Helmholtz equations in 2D domains.
Assume that the 2D domain is 2π-periodic in x 1 -direction, and the incident wave u i is α-quasi-periodic, i.e., u i (x 1 + 2π, x 2 ) = e i2πα u i (x 1 , x 2 ). The corresponding Green's function is also α-quasi-periodic and can be defined by the basic image expansion
0 (kr n ), (1.1) where r n = (x 1 − 2πn) 2 + x 2 2 . It can also be defined by the basic eigenfunction expansion [14] :
where α n = α + n,
2) The doubly quasi-periodic Green's function G d (x) for Helmholtz equations in 3D domains. Assume that the 3D domain is 2π-periodic in both x 1 -and x 2 -directions, and the incident wave u i is doubly quasi-periodic, i.e., for any integers m 1 , m 2 , u i (x 1 + 2m 1 π, x 2 + 2m 2 π, x 3 ) = e i2m 1 πα 1 e i2m 2 πα 2 u i (x 1 , x 2 , x 3 ). Then the corresponding Green's function is also doubly quasiperiodic and can be defined by the basic eigenfunction expansion [16] :
exp(iα 1,n 1 x 1 + iα 2,n 2 x 2 + iβ n 1 ,n 2 |x 3 |), (1.3) where α 1 , α 2 ∈ R, α 1,n 1 = α 1 + n 1 , α 2,n 2 = α 2 + n 2 , 3) The doubly quasi-periodic Green's tensor G(x) for Maxwell's equations in 3D domains. The doubly quasi-periodic Green's tensor G(x) for Maxwell equations is a 3×3 matrix defined by G d (x):
where I is the 3 × 3 identity matrix. G(x) is composed of G d (x) and its second order derivatives. So the numerical method of G comes directly from that of G d (x).
In this paper, we will consider numerical methods to calculate the functions G(x), G d (x) and G(x) in 2D/3D domains. We always assume that the cases we considered are away from Wood anomalies, i.e., β n = 0 for the 2D case and β n 1 ,n 2 = 0 for the 3D case. The definition (1.1) is the sum of Hankel functions that converges very slowly, which will cost a lot of time in calculation. From the definition of G(x) in (1.2), the function G(x) is defined by the series of exponential functions and converges rapidly when x is away from the line x 2 = 0. When x 2 → 0, the series converges slowly, so this method fails. Similarly, the direct calculation from the definition (1.3) of G d (x) fails when x 3 → 0.
Many methods have been developed to evaluate the Green's function in 2D and 3D domains, such as the Kummer's transformation, the Ewald method, the Lattice sums and the integral representations. Linton compared several methods in 2D domains in [14] and in 3D domains in [16] . In these two papers, Linton gave the conclusions that, if only a few values are needed, the Ewald's method is the most efficient method, while if a large number of values are needed, the lattice sums method is better. There are many papers concerning the lattice sums method and the Ewald's method; see [9, 30, 23, 5, 20, 28, 1, 11, 21, 26] for the 2D case and [18, 6, 11, 21, 26, 20, 28, 20, 15, 25, 17] for the 3D case. There are also some other methods considering the numerical evaluation of the Green's functions; see, e.g., [2, 22, 3, 4] . In particular, the cases that are near or at the Wood anomalies, which are very difficult to dealt with, have been considered in [22, 3, 4] . For very large k's (> 10 5 ), Kurkcu and Reitich introduced the NA method in 2D domains, which comes from the integral representations (see [10] ). However, all of the known methods have their advantages and limitations. Take the lattice sums, the Ewald method and the NA method in 2D domain for example. The lattice sums converge very fast, especially when the wave number k is small enough. This makes it the best method to calculate a large number of values in this case. But the convergence radius of the lattice sums depends on the wave number k. If k becomes larger, the lattice sums need more terms to achieve the same accuracy, which involves more evaluations of Hankel functions and Bessel functions and thus needs more time. What is worse, when k is getting larger (k 50), the lattice sums only converge in a very small disk, so the method no longer works for most points. However, the Ewald's method is always able to achieve the expected accuracy for both small and large k's, but it costs much more time. So it might not be a good choice when a large number of values are needed. The NA method for 2D domains is of higher efficiency than the other methods when k is very large (> 10 5 ). However, when k is not so large, e.g., k ∼ 100, its efficiency is even worse than the Ewald method, so it is not suitable for the calculation. The aim of this paper is to seek for a more efficient method that converges for any wave number k. In this paper, we develop a new FFT-based method that converges for any k and is very efficient when a large number of values are needed.
Our method is based on FFT. First, we will transform the Green's function G(x) (G d (x)) into a periodic function in 2D (3D) domains. Then we can compute its Fourier series analytically by direct calculations. The idea is from [27] , in which the Fourier series of the Hankel function are used to solve Lippmann-Schwinger equations in 2D domains. The method was extended to 2D periodic domains in [24] and to 3D domains in [8, 12] . In one periodic cell, x = 0 is the only singularity of the Green's function, where the Fourier series do not converge. For a better convergence, we will remove the singularity to get the smooth enough modified functions. The Fourier coefficients of the modified functions are computed numerically and applied to obtain the values on the grid points from IFFT. Then the values of the modified functions on random points can be evaluated simply by interpolation. It is now easy to obtain the values of the Green's functions. The derivatives of the Green's functions can be calculated in the similar way. This paper is organized as follows. In Section 2, we give a new FFT-based algorithm to calculate the Green's function G(x) in two dimensions. In Section 3, the FFT-based algorithm is applied to calculate the Green's function G d (x) for the Helmholtz equation in three dimensions. In Section 4, the FFT-based algorithm is extended to calculate the Green's tensor G(x) for the Maxwell equations. The convergence analysis and error estimates are given in Section 5 for the numerical methods. In Section 6, we present some numerical examples for the calculation of
2 The FFT-based algorithm in two dimensions
Periodization and Fourier coefficients
, where c is a positive real number which is chosen so that for |x 2 | ≥ c the series expansion (1.2) can be directly used to compute G(x) efficiently. Thus, we will develop an efficient method to compute the Green's function G(x) for x ∈ D c .
From the series expansion (1.2) it follows that
which is 2π-periodic in the x 1 -direction. Let c > c and let X (t) be a smooth cut-off function for t ∈ R such that X (t) = 1 for |t| ≤ c and X (t) = 0 for |t| ≥ (c + c)/2. Define a new function K(x):
.
We extend K into a 2 c-periodic function in x 2 -direction which is denoted by K again. Then K is now a bi-periodic function in R 2 . Note that K is smooth in Dc \ {0} and
We now calculate the Fourier coefficients of K. To do this, we divide the rectangular domain
The grid points are denoted by x j = (x 1j 1 , x 2j 2 ), where
Then K(x) can be approximated by K N (x):
whereK j is the j-th Fourier coefficient of K. By a direct calculationK j is given bŷ
If β j 1 = ±j 2 π/ c, then by integration by parts we havê
The last two integrals can be calculated by the one-dimensional Fast Fourier Transform (FFT) and matrix computation. If β j 1 = −j 2 π/ c with j 2 = 0 then we havê
The two integrals can be calculated by one-dimensional numerical quadratures.K j can be calculated similarly for the case β j 1 = j 2 π/ c with j 2 = 0. Note that these two special cases seldom occur; in fact, they can even be avoided by a perturbation of c. Therefore, we assume that these two special cases do not occur. It should be noted that a direct evaluation of K by using the Fourier coefficientsK j , that is, by the approximation K N = j∈S NK j φ j , will not lead to a convergent result due to the singularity at x = 0 of K(x). In the next subsection we will introduce a convergent approximation to K with Fourier coefficients by removing the singularity of K.
Removal of the singularity
We now derive a convergent approximation to K with its Fourier coefficients by removing the singularity of K.
From the image representation (1.1), G is the sum of a singular function (i/4)H
0 (k|x|) and an analytic function (i/4) n =0,n∈Z e i2παn H (1) 0 (kr n ). Then the singularity at zero of G(x) is the same as that of (i/4)H (1) 0 (k|x|), so the singularity at zero of K(x) is equivalent to that of (i/4)H 
where the Bessel functions J 0 and Y 0 are defined by
with the digamma function ψ, we have the asymptotic behavior of H
0 (k|x|) at small |x|:
Thus, K(x) has the asymptotic behavior at small |x|:
Let Y ε (t) be a smooth function for t ≥ 0 such that Y ε (t) = 1 for t ∈ [0, ε] and Y ε (t) = 0 for t ∈ [2ε, ∞), where 0 < ε ≪ 1. Set
Then f 1 , f 2 are known functions independent of k and α. Extend the these two function into a 2π-periodic function in x 1 -direction and 2 c-periodic function in x 2 -direction. The functions are denoted by f 1 and f 2 again. Let
The Fourier coefficients of L are given bŷ
3) whereF 1,j andF 2,j are the Fourier coefficients of f 1 and f 2 , respectively. By a direct calculation it can be obtained thatF
when |j| = 0, andF
Here,Φ 1,j andΦ 2,j are the Fourier coefficients of Φ 1 (x) = (2 + ln |x|)Y ′ ε (|x|)/|x| + Y ′′ ε (|x|) ln |x| and Φ 2 (x) = x 1 Φ 1 (x), respectively. Note that Φ 1 and Φ 2 are smooth functions so their Fourier coefficients can be computed directly by 2D FFT. Let
then the values of L N at the grid points can be efficiently computed by the 2D inverse FFT (IFFT).
Remark 2.1. Note that the functions Φ 1 and Φ 2 are independent of k and α, soF 1,j andF 2,j can be assumed known for different k's and α's.
Evaluation of the Green's function at arbitrary points
We now have the values of L N at the grid points. For an arbitrary point x ∈ D c , we use the 2D interpolation to compute the value of K(x) or G(x). There are many 2D interpolation methods such as nearest-neighbor interpolation, bilinear interpolation, spline interpolation and bicubic interpolation. In this paper, we will use the bicubic interpolation, which only needs to solve a system of linear equations of 16 unknowns. The interpolation error is O(h 4 ), where h = O(N −1 ) is the largest grid size. (c) Find the unique real number t ∈ [−π, π) and the unique integer n such that x 1 = 2nπ + t.
(d) Calculate the value of L N at the point (t, x 2 ) by bicubic interpolation with the nearest 16 points. Then calculate the approximate value of
(e) Calculate the approximate value of
It is seen that in Algorithm 2.1, the preparation step is the most time-consuming one, but it only needs to run once. This step involves the calculation of the Fourier coefficientsK j and 2D IFFT. The evaluation of the Fourier coefficientsK j can be carried out by 1D FFT and matrix calculation, which is of high efficiency in MATLAB. The details will be explained in Section 6.
Derivatives of the Green function
In the integral equation method for solving scattering problems by periodic structures, we also need to evaluate the first-and second-order derivatives of the quasi-periodic Green's function. In this subsection, we briefly discuss extension of the above idea to their efficient and accurate computation. 
First-order derivatives
We now remove the singularity of K 1 and K 2 . The singularity at zero of K 1 is given by
Define the singular function
where
has a better regularity. The Fourier coefficientsĤ 1,j of h 1 can be calculated directly, similarly as forF 1,j andF 2,j in Subsection 2.2. Then the function K 1 − h 1 can be accurately evaluated efficiently at the grid points via the 2D IFFT by using the known Fourier coefficientsK 1,j −Ĥ 1,j . Finally, the function K 1 or ∂G(x)/∂x 1 can be accurately evaluated efficiently at an arbitrary point x ∈ D c by bi-cubic interpolation. Similarly, the function K 2 or ∂G(x)/∂x 2 can also be accurately evaluated efficiently. In this case, the function
, where the singular function
Second-order derivatives
The second-order derivatives of G usually occurs in the hyper-singular integral operator T defined by
for φ in certain space, where ν(x) is the unit normal vector at x ∈ Γ. In the integral equation methods for wave scattering from periodic structures, we usually need to compute the difference between two T operators with different wave numbers. Thus, we will discuss the accurate and efficient evaluation of the differences of second-order derivatives of G k 1 and G k 2 for different wave numbers k 1 and k 2 rather than the second-order derivatives of G itself, where G k j is defined similarly as G with k replaced by k j , j = 1, 2.
The second-order derivatives of G in D c can be calculated as follows:
, which are bi-periodic. Their Fourier coefficients are given aŝ
is defined similarly as K 11 with k replaced by
Then the asymptotic behavior of T 11 at x = 0 is
Then T 11 = (T 11 −h 11 )+h 11 with a regular function T 11 −h 11 . The Fourier coefficientsĤ 11 of h 11 can be calculated directly as in Subsection 2.2 (cf. (2.4) and (2.5)), and the Fourier coefficients of T 11 − h 11 are given asT 11 −Ĥ 11 =K
11,j −Ĥ 11 , whereK
11,j is the same asK 11,j with k replaced by k i (i = 1, 2).
The regular function T 11 −h 11 can be accurately evaluated efficiently at the grid points via the 2D IFFT, by using the known Fourier coefficientsT 11 −Ĥ 11 . Then at an arbitrary point x ∈ D c the function T 11 (x)− h 11 (x) can be evaluated efficiently and accurately by bi-cubic interpolation. Thus, the function T 11 (x) can be computed efficiently and accurately at an arbitrary point x ∈ D c by bi-cubic interpolation since T 11 (x) = [T 11 (x) − h 11 (x)] + h 11 (x). Similarly as before, it can be shown that this computation method is of second-order convergence with the error bound C|k 4 1 − k 4 2 |/N 2 since the leading term of the Fourier coefficientsT 11 −Ĥ 11 iŝ
for large j 1 , j 2 . The functions 
Here, K k j ,12 and K k j ,22 are defined similarly as K 12 and K 22 , respectively, with k replaced by k j , j = 1, 2.
3 The FFT-based algorithm in three dimensions 
Periodization and Fourier coefficients
which is periodic in both x 1 and x 2 with period 2π. Now choose c > c and set
and extend it into a periodic function in R 3 , denoted by
We now calculate the Fourier coefficients of
If β j 1 ,j 2 = ±j 3 π/ c it then follows by integration by parts that
The two integrals can be calculated efficiently by 1D FFT. If β j 1 ,j 2 = −j 3 π/ c we havê
The two integrals can be calculated by 1D FFT or 1D numerical quadratures. The case with β j 1 ,j 2 = j 3 π/ c can be dealt with similarly. Note that these cases can be avoided by choosing c properly, so we assume that these cases do not occur in this paper. Similar to the 2D case, the direct evaluation of K d by using the Fourier coefficients
will not lead to a convergent result due to the singularity at x = 0 of K d . In the next subsection we will introduce a convergent approximation to K d by removing the singularity of K d .
Removal of the singularity
Since G d (x) can be written as G d (x) = exp(ik|x|)(4π|x|) −1 + a(x) in the neighborhood of x = 0, where a is an analytic function, then the singularity of K d (x) at x = 0 is the same as
for some positive number ε ≪ min{1, c}/2. Then F is zero outside of D d c and can be extended into a periodic function in R 3 , denoted by F again, with the same period as
is smooth in D d c and periodic in R 3 . The j−th Fourier coefficient of L d is given asL dj =K dj −F j , whereK dj andF j are the j−th Fourier coefficients of K d and F , respectively. By a similar argument as in [27] it can be derived that
The integral can be calculated efficiently with 3D FFT.
Define the truncated Fourier series
Then L dN converges to L with the convergence rate O(N −m ) for any m ∈ N + , as N → ∞ (see Theorem 5.4 in Section 5). The values of L dN on the grid points can be evaluated efficiently by 3D IFFT.
Evaluation of the Green function at arbitrary points
The value of L dN (x) at an arbitrary point x can be computed from the values of L dN at the grid points by using tri-cubic interpolation (e.g., the algorithm discussed in [13] ). The relative error of the tri-cubic interpolation is h 4 , where
. This is summarized in the following algorithm. (c) Find the unique real numbers t 1 , t 2 ∈ [−π, π) and integers n 1 , n 2 such that
(f ) Calculate the approximate value of
In this algorithm, the preparation step is the most time-consuming one; however, it needs to run only once. The calculation step mainly needs to compute a multiplication of a 64 × 64 matrix with a 64-dimensional vector and therefore consumes very little time. The details will be discussed in Section 6.
The FFT-based algorithm in the Maxwell case
The doubly quasi-periodic Green's tensor G(x) for Maxwell's equations in 3D can be rewritten in the form
In addition to the values of the 3D Green's function G d (x), we only need to evaluate the secondorder derivatives
From the definition of K d it follows that 
where F and L d are defined in Section 3 and satisfy that
is also smooth in D d c and periodic in R 3 , and the Fourier coefficients of F pq and L pq are given, respectively, asF (c) Find the unique real numbers t 1 , t 2 ∈ [−π, π) and integers n 1 , n 2 such that 
(h) Calculate the approximate value of
(i) Calculate the approximate value of G(x) by (4.1).
Similar to Algorithm 3.1, in this algorithm, the most time-consuming step is also the preparation step, which only needs to run once. The calculation step consists mainly of seven interpolation processes and is very efficient.
Convergence analysis
In this section, we will study the convergence and error estimates of Algorithms 2.1, 3.1 and 4.1. 
The two-dimensional case
Proof. From (2.1), (2.4) and (2.5), the leading order ofK j ,F 1,j andF 2,j for |j| → ∞ is:
The proof is completed. Theorem 5.2. For any x ∈ D c the error between the exact value G(x) and the numerical value G N (x) obtained by Algorithm 2.1 satisfies the following estimate
, where C is a constant independent of k and N .
Proof. By Theorem 5.1 we have that at any grid point
Note that the procedure of computing L N (x * ) makes use of FFT to compute the Fourier coefficients of L with the error bounded above by CN −2 . So the value we actually obtained is
with the Fourier coefficientsˆ
For any x ∈ D c the value L N (x) is obtained by bi-cubic interpolation with the interpolation error O(N −4 ). Then
The required error estimate then follows from this since
The proof is thus completed.
By Theorem 5.2 we see that Algorithm 2.1 is of second-order convergence and that N must increase with the wave number k increasing if the same level of accuracy is required. Thus, the computational complexity will be increased as k increases in order to get the same level accuracy.
Remark 5.3. Algorithm 2.1 is only of second-order accuracy due to the accuracy of FFT. FFT with higher-order accuracy can be achieved by multiplying the integrand with a weight function. Then, by removing more terms in (2.2), we can obtain an algorithm of higher-order convergence. Note that the second-order accuracy is usually enough for integral equation methods.
The three-dimensional case
We now consider the convergence of Algorithm 3.1 in the three-dimensional case. First, we consider the convergence of the series (3.7). The following result is achieved by using the representation ofL dj . 
where C is a constant depending on X (m+3)
, and k.
Proof. FromL dj =K dj −F j ,L dj has three terms. Set
First consider L 1,j . By integration by parts, we have
. Similarly we can derive the estimate for L 2,j :
Then we have
Note that h (m+1) is composed of Y (n) , 1 n m + 3. Define the set
For a sufficient large integer N , when j 1 , j 2 / ∈ T N −1 , β j 1 ,j 2 is a pure imaginary number. Define
With the results above, we can estimate the difference between L N and L as follows:
Consider the first term. Note that ∀j 1 , j 2 ∈ Z, 0 Re(β j 1 ,j 2 ) k. When N is sufficient large, |β j 1 ,j 2 − j 3 π/c| ∼ |j 3 |π/c for any j ∈ D 1,N . We omit the constants and obtain that
Similarly we can obtain the estimate for the second term:
Consider the third term. For j ∈ D 2,N , β j 1 ,j 2 is a pure imaginary number and Im(β j 1 ,j 2 ) = O(|j|), so |j 3 π/c − β j 1 ,j 2 | ∼ (j 3 π/c) 2 + |j| 2 . Then
A similar estimate can be obtained for the fourth term:
The estimate for the last term is trivial, and we will not explain in detail here:
The final estimate of |L N (x) − L(x)| is then obtained:
The proof is completed.
Theorem 5.5. For any x ∈ D dc , the error between the exact value G d (x) and the numerical value G dN (x) obtained by Algorithm 3.1 satisfies the following estimate
Proof. By Theorem 5.4 it follows that at any grid point x * ,
Note that the procedure of computing L dN (x * ) makes use of FFT to compute the Fourier coefficients of L d with the error bounded by CN −2 . So the value we actually obtained is
For any x ∈ D dc , the value L dN (x) is obtained by tri-cubic interpolation with the interpolation error CN −4 . Then
Remark 5.6. From Theorem 5.5, Algorithm 3.1 is of σ-th order accuracy, where σ is the smaller one between m and 2. This means that, if m 2, the algorithm is of second order. So if we need higher accuracy, we should choose sufficient smooth functions X , Y ε and use an FFT method with higher-order accuracy.
The Maxwells equation case
We now give a convergence analysis and error estimates for Algorithm 4.1 to calculate G(x). The following convergence result of L pq , p, q = 1, 2, 3 follows from Theorem 5.4. 
Proof. The proof is similar to that of Theorem 5.4, by replacingL dj withL pq dj . So we omit it here.
The following error estimate is also easily obtained from Theorem 5.5, and we omit the proof here. 
where σ = min{2, m − 2}, A jl stands for the entry of matrix A at the j-th row and l-th column.
Numerical examples
In this section, we present several numerical examples of Algorithms 2.1, 3.1 and 4.1. Our FFTbased method will be compared with some other efficient numerical methods to show that our method is competitive when a large number of values are needed. In the numerical methods in this section, the cut off functions X and Y ε are both C 8 functions.
Numerical examples for G(x)
We first consider the computation of G(x) in 2D. The numerical results obtained by Algorithm 2.1 are presented in Subsection 6.1.1, and the comparison of the FFT-based method with the lattice sums, the Ewald's method and the NA method is given in Subsection 6.1.2. In this section we fix c = 0.6, c = 1. From Remark 2.1, the Fourier coefficientsF 1,j andF 2,j are assumed to be already known, so they could be calculated and saved before any numerical procedures. The calculation was carried out by 2D FFT with 2048 × 2048 uniform nodal grids in D c . All computations are carried out with MATLAB R2012a, on a 2 GHz AMD 3800+ machine with 1 GB RAM.
Examples of the FFT-based method
We give four examples in this subsection. For each example, we fix k and α, and the Green's function is evaluated at four points P 2 1 = (0.01π, 0), P 2 2 = (0.01π, 0.01), P 2 3 = (0.5π, 0) and P 2 4 = (0.5π, 0.01). The relative errors at each point for different N 's are shown in Tables 1-4 . 6.16E − 07 1.82E − 06 6.90E − 07 6.97E − 07 N = 512 9.61E − 07 7.93E − 07 6.95E − 07 6.95E − 07 N = 1024 2.59E − 07 2.55E − 07 6.95E − 07 6.95E − 07 Table 3 :
3.96E − 02 3.66E − 02 2.28E − 04 1.84E − 04 N = 256 1.81E − 03 2.07E − 03 1.53E − 05 9.71E − 06 N = 512 2.45E − 04 2.30E − 04 6.84E − 06 6.64E − 06 N = 1024 3.20E − 05 3.41E − 05 6.62E − 06 6.62E − 06 Table 4 :
3.89E − 02 3.75E − 02 1.44E − 04 6.40E − 05 N = 512 2.76E − 03 2.82E − 03 4.75E − 06 8.76E − 06 N = 1024 4.72E − 04 4.26E − 04 8.95E − 06 9.37E − 06
From the examples above, it is known that Algorithm 2.1 is convergent. When N is relatively small, the relative errors decay at the rate shown in Subsection 5.1. When N gets larger, the relative errors do not decay as expected, as the 2D FFT algorithm to compute the Fourier coefficientsF 1,j andF 2,j has an error level of The preparation time increases as N increases, and is the most time-consuming part in the numerical procedure. The time cost in the preparation step is around 3.5 seconds for N = 32, 64, 128, 256, 4.5 seconds for N = 512 and 7.5 seconds for N = 1024, on average. So the preparation time increase as N increases, but it increases slowly and does not cost too much time. Moreover, the preparation step only needs to run once at the beginning of the whole numerical scheme.
On the other hand, the calculation time does not depend on N . In the examples above, it takes about 8.5 × 10 −5 seconds on average. Thus the calculation step is very efficient, especially when a large number of values are required.
Comparison with other methods
We now compare the FFT-based method (FM in tables) with the lattice sums (LS in tables), the Ewald's method (EM in tables) and the NA 1 method from [10] .
First, four groups of examples are given to compare the FFT-based method with the lattice sums and the Ewald's method. In each group, we calculate the Green's function with a fixed k and α at the four points P 2 1 , P 2 2 , P 2 3 and P 2 4 . Similar to the FFT-based method, the lattice sums also have two steps: the preparation step and the calculation step. As the preparation step takes no more than 1 minute, we omit the preparation time. We adjust the parameters in each method to achieve a similar accuracy. If any of the methods fails to achieve the required accuracy, we will choose the parameters so that the method could achieve the best accuracy. The relative errors and calculation times are presented in Tables 5-8.   Table 5 : k = 5, α = 0. Table 7 : k = 100, α = 0.5 P From the four examples it is seen that, when k gets larger, the lattice sums need more time to reach the required accuracy or even fail to work when the point is not too close to 0. When k and r are both small enough, the lattice sums method is faster than the Ewald's method, but is much slower than the FFT-based method. On the other hand, the Ewald's method can reach any accuracy if required, but its speed is not so competitive. The FFT-based method is the fastest one during the calculation step, despite that it takes about 4 seconds in the first example (N = 512), and about 7.5 seconds in the second to forth examples (N = 1024) to do the preparation before the calculation step. This leads to the conclusion that, when k is small enough, the FFT-based method is more competitive, while, when k is larger, the FFT-based method wins if a large amount of values are needed, but if the number of evaluations is small or a very high accuracy is required, the Ewald's method is a better choice.
We also compare our method with the so-called NA method given in [10] , where the authors introduced three methods, NA 1 , NA 2 and NA 3 , to calculate the quasi-periodic Green's functions for very high wave numbers, i.e., k ≥ 10 4 . We only compare the FFT-based method with NA 1 here since the three methods perform similarly when k is not very high. The examples are taken when k = 10.2, 100.2, 200.2, at the points (0, 0.01) and (0, 0.1). Similar to the examples before, we choose proper parameters such that both of the two methods can achieve similar relative errors. Table 9 it is seen that the FFT-based method is much faster than NA 1 . But NA 1 also has its advantage that it can reach a much higher rate of accuracy without costing more time. It also works well for very large k's for which the FFT-based method takes up too much time and memory to achieve the same accuracy. When the wave number k is not that large, e.g., k ∼ 100, the FFT-based method is more competitive if a large number of values are needed.
Numerical examples for G d (x)
We now present some numerical examples for the calculation of G d (x) in 3D by Algorithm 3.1. We present the examples to show the results from our methods in Subsection 6.2.1 and the comparison of our method with the lattice sums and the Ewald method in Subsection 6.2.2. In this section we fix c = 0.6,c = 1. Our numerical procedure in this section is implemented with Fortran 11.1.064, on a 2.40GHz NF560D2 machine with 96 GB RAM.
Examples of the FFT-based method
We give the examples using the FFT-based method to compute the 3D quasi-periodic Green's function G d (x). We present six groups of examples. In each group, the wave number k is fixed, and the values at four points P These examples above show that Algorithm 3.1 is convergent with the relative errors bounded by that estimated in Section 5.2. Although the convergence of the algorithm is quite fast, as shown in Section 5.2, when k is large, N should be larger to achieve an acceptable accuracy.
Similar to the 2D case, the preparation step is the most time-consuming part in the numerical scheme, and the time taken up by this step depends on N . Figure 1 gives the relationship between the average preparation time and N . In Figure 1 , the blue stars are the data and the red line is the linear fitting of the data. Figure 1 shows that the preparation time increases at the rate of N 3.3 as N increases. It increases significantly when N gets larger.
Fortunately, the preparation step needs to be run only once before the calculation step starts. The calculation step takes about 1.3 × 10 −6 seconds on average, which does not depend on any parameter. This is a quite efficient step, which is very suitable for a large amount of evaluations.
Comparison with other methods
In this subsection, we compare the FFT-based method (FM) with the Ewald method (EM) and the lattice sums (LS). We will apply these three methods to six examples with different k's at the points P 3 1 and P 3 2 . Different from the 2D case, the preparation time is no longer too small to be ignored in the 3D case. In Tables 16-21 , we list the relative errors and the preparation time (p-time) and calculation times (c-time) in the case when k = 1, 5, 10, 25, 50, 100. The parameter N in the FFT-based method is changed when k is different. From the tables above, we see that the Ewald's method is able to achieve any required accuracy and does not have any preparation time. However, the calculation time taken up by this method grows significantly as k increases. Similar to the 2D case, the lattice sums also suffer from the problems of convergence when k is relatively larger. The calculation time of this method is much less than that of the Ewald method, but still more than that of the FFT-based method. The FFT-based method is the fastest one and works well for all k's with a dependent calculation time. However, when k increases, a larger N is required for the same accuracy, which leads to a significant growth in the preparation time and memory. Thus, when a small number of values or high accuracies are needed, the Ewald's method is the best choice, while, if a large amount of evaluations is required, the FFT-based method is more competitive.
Numerical examples for G(x)
In this section, we present some numerical examples for the calculation of G(x) by Algorithm 4.1. We will present six numerical examples to show the efficiency of this algorithm. The maximum relative error (max j,l=1,2,3
), is calculated at each point, and the values for N = 32, 64, 128, 256, 512 are shown in Tables 22-27. From the examples above, similar results can be concluded as those in Subsection 6.2.1. We do not show the preparation and calculation time as they are both about six times longer than those taken by Algorithm 3.1. This implies that our method for the calculation of G(x) is still highly efficient, especially when a large number of values are needed.
