When human subjects lose money in 50% of multipleschedule components, the most common finding is a decreased response rate in the other components (i.e., punishment induction). When money is lost in only 10% of components, however, the most common finding is an increased response rate in the other components (Le., punishment contrast). The purpose of the present study was to provide an experimental assessment of the relation between proportion of punishment components and contrast and induction. Four adult humans pressed a lever or pulled a plunger for money on a multiple VI VI schedule arranged with green and red rectangles. The proportion of red rectangles was either 10% or 50%. After responding was stable in both components, every response in the red component was followed by money loss. Across 10 punishment conditions, there was no systematic relation between proportion of punishment components and contrast and induction. With both the 10% and 50% proportions, induction occurred in four punishment conditions and contrast occurred in one. There were, however, systematic effects of condition sequence. For all subjects, the pattern across punishment conditions was induction, then contrast or less induction, then induction. Present results show that proportion of punishment components cannot account for discrepancies found in previous studies, and that effects of punishment on unpunished responses change over time, perhaps because of punisher novelty.
both response rates change in the same direction, the interaction is labeled induction ; when they change in opposite directions, the interaction is labeled contrast (Reynolds, 1963) . In a common procedure for studying schedule interactions, a multiple schedule is arranged with two or more identical reinforcement schedules, then conditions in one component are changed to assess changes in response rate in the unchanged component. Schedule interactions have been produced by changing reinforcement rate (Reynolds, 1963) , changing response effort (Reynolds & Limpo, 1968) , and adding punishment (Crosbie, Williams, Lattal, Anderson, & Brown, 1997) .
Only a few studies have investigated the effects of punishment on schedule interactions (Brethower & Reynolds, 1962; Crosbie et aI. , 1997; Honig & Slivka, 1964 , O'Donnell & Crosbie, 1998 , and results have been mixed. For example, in one study (Brethower & Reynolds, 1962) , pigeons received food on a multiple variable interval variable interval (VI VI) schedule, then a 3.6-mA electric shock followed every response in one component. Responding was completely suppressed in both components. That is , both punishment and induction were observed . In subsequent conditions with various intensities of shock, punishment occurred, and response rate increased in the unpunished component (i.e., there was contrast). Although the results of that study are clear and orderly, there was a potential confound. During punishment components, response rate decreased so much that subjects earned virtually no reinforcers. It is well established that a decrease in reinforcement rate in one component is sufficient to produce contrast in the other component (Bloomfield, 1967; Reynolds, 1961 Reynolds, , 1963 Reynolds & Catania, 1961; Terrace, 1966) . Hence, it is not clear whether Brethower and Reynolds' contrast was produced by punishment or decreased reinforcement rate.
In a recent systematic replication of Brethower and Reynolds (1962) , electric-shock intensity was increased gradually until key pecking was suppressed to a criterion rate (50%) such that virtually all scheduled reinforcers were obtained (Crosbie et aI. , 1997, Experiment 1) . Virtually all subjects showed contrast in the first punishment condition , and induction in subsequent punishment conditions. Although contrast did occur without a change in reinforcement rate, which supports Brethower and Reynolds' findings, induction was the predominant result.
It has been proposed that contrast is produced, in part, by key pecks elicited by keylight stimuli that are correlated with food (Keller, 1974; Rachlin, 1973; Schwartz & Williams, 1972) . If that proposition is correct, then contrast is most likely to occur with pigeons. Experimental findings support that assumption (Brethower & Reynolds, 1962 , Crosbie et aI. , 1997 Reynolds, 1963; Reynolds & Catania, 1961; Terrace, 1968) . In a recent study (Crosbie et aI., 1997, Experiment 3) , college students pressed a lever for points (exchangeable for money) on a multiple VI VI schedule, then points were lost after every press in one component. The magnitude of point loss was increased slowly until 50% suppression was achieved, and consequently reinforcement rate did not change systematically during punishment conditions. Two subjects showed induction, and a third showed no change in unpunished responding. Those results suggest that punishment contrast is more likely to occur with electric shock and pigeons, and that punishment induction is more common than is contrast.
Although in our lab induction is the most common result with moneyloss punishment, we also have obtained contrast (O'Donnell & Crosbie, 1998, Experiment 2) . In that experiment, a 10-component multiple VI schedule of money reinforcement was arranged, then punishment was added to one component, and all three subjects showed contrast in all nine unpunished components. To the best of our knowledge, that study provides the only published evidence of punishment contrast with humans that cannot be attributed to a change in reinforcement frequency.
Under what conditions do contrast and induction occur? One theory predicts contrast whenever conditions in a component are worsened (Bloomfield, 1969; Premack, 1969) . Punishment must qualify as a worsened condition, so the contrast found in O'Donnell and Crosbie (1998, Experiment 2) would be predicted by that theory. Another theory predicts induction (i.e., generalized suppression) when punishment is added to one component of a multiple schedule because components typically have similar discriminative stimuli, responses, and reinforcers (Azrin & Holz, 1966; Premack, 1969) . That may explain why induction is the predominant outcome. If both of these theoretical accounts are correct, then punishment arranged on a multiple-schedule tends to increase and decrease the rate of unpunished responding concurrently, and the net effect of those two factors is labeled contrast or induction, depending on the change from the pre-punishment condition.
The main difference between O'Donnell and Crosbie (1998, Experiment 2) and other studies of punishment is the proportion of multipleschedule components correlated with punishment. In most studies, punishment is added to one of two multiple-schedule components (50%). In O'Donnell and Crosbie, however, punishment was added to 1 of 10 components (10%). How could that produce contrast instead of induction? It is possible that punishment proportion affects generalized suppression in a similar way to punisher magnitude (Azrin, 1960; Azrin & Holz, 1966) . If that is correct, then having punishment in 50% of components would produce greater suppression than having punishment in 10% of components. The net effect of an increase because of the worsened component and a smaller decrease may be contrast.
The aim of the present experiment was to assess the punishment proportion proposition outlined in the previous paragraph. A 10-component multiple schedule of VI reinforcement was arranged as a direct replication of O'Donnell and Crosbie (1998, Experiment 2). For each subject, punishment was added to 10% and 50% of components. In addition, because Crosbie et al. (1997, Experiment 1) found contrast in the first punishment condition and induction in the second punishment condition, three punishment conditions were arranged in the present experiment to assess possible sequence effects. The goal of the study was not only to determine why O'Donnell and Crosbie were unique in finding punishment contrast with humans, but also to learn more about how punishment effects change over time.
Method

Subjects
Two female undergraduates (H50 and H51) and one male (H52) and one female (H54) who were not students were recruited as subjects via a sign-up list posted in the Department of Psychology at West Virginia University. Subjects had had no prior experience in operant research nor taken any classes in learning principles. Subject payment was based on accumulated point total at the end of participation, and it approximated $5 per hour. Subjects earned a $50 bonus for perfect attendance throughout the study and were penalized $5 for each session missed .
Apparatus
All experimental sessions were conducted in a 2-m x 3-m partitioned area of a laboratory. Subjects sat in front of an IBM-compatible computer with a VGA color monitor and mouse. The computer presented stimuli and conditions, and it recorded dependent measures. Air conditioner fans masked extraneous noise.
Subjects H50 and H52 used a response lever located to the left of the computer. The lever was a 2-cm diameter steel rod hinged to a bracket over a Lafayette model 76613 force transducer. The rod was positioned at an angle of 26 degrees below horizontal and protruded 4.5 cm through the front of a 19-cm x 30-cm x 19-cm wooden box, which housed the force transducer. The transducer continuously measured response force up to 100 N with an accuracy of less than 1 N (see Crosbie, 1993 , for further details). Subjects H51 and H54 responded with a Lindsley (1956) plunger. The plunger used by H51 was mounted 76 cm from the floor in a 22-cm wide x 18-cm deep x 11 O-cm tall freestanding wooden box placed to the left of the desk that held the computer. For H54, the plunger was housed in a 22-cm x 24-cm x 15-cm wooden box clamped to the left side of the desk. For both plungers, when subjects pulled the 4-cm brass rod horizontally through 2 cm, a spring provided 30 N of resistance. One electrical contact recorded pulls greater than 10 N, and the other contact recorded pulls greater than 30 N. A response was defined as a lever press or plunger pull of at least 30 N followed by a complete release. Responses were followed by a 10-ms 2000-Hz tone (H50) or a 75-ms flash of a 2-cm x 3-cm white box in the bottom left corner of the monitor (H51, H52, and H54). Lever presses and plunger pulls of 10 N to 29 N were recorded but had no programmed consequences.
Procedure
Each session was 25 min long, followed by a 5-min break. At the end of each session, subjects' cumulative pOints and their money equivalent were displayed on the monitor. Subjects worked on the experimental task for 1-4 hr each day, for a total of 10-20 hr per week. H51 completed only two conditions of the experiment before she withdrew from the study because of schedule conflicts.
Stimuli. Two discriminative stimuli were used: a red 10-cm x 10-cm box and a green 10-cm x 10-cm box. Each stimulus was presented in the center of the black screen for 1 min, and it was followed by a 15-s blackout during which the screen was blank and responses had no programmed consequences. During each session there were 20 stimulus presentations. The sequence of red and green boxes was determined semi randomly with the following restrictions: (a) All sessions started with a green box; (b) each 20-stimulus sequence was composed of either 2 red and 18 green boxes (10% condition), or 10 red and 10 green boxes (50% condition); (c) proportions of red boxes were constant for the first and last 10 stimuli; and (d) no two consecutive 10-stimulus sequences were identical.
Reinforcement. As pretraining , subjects initially were exposed to variable-ratio schedules, then to VI schedules with a mean interreinforcement interval that was gradually increased to 60 s. Thereafter, VI 60-s schedules of reinforcement were programmed independently for red and green components throughout conditions with and without punishment. Interval lengths were selected based on the method described by Fleshier and Hoffman (1962) . A box centered near the top of the screen continuously displayed the subject's cumulative point total on the left, and the most recent change in points on the right. The first response after a VIinterval expired was followed by the presentation of both a 2-cm x 2-cm yellow box and the mouse cursor on the computer screen. If subjects moved the mouse cursor into the box and clicked the left mouse button within 5 s, their cumulative scores increased by 1000 points, U+ 1000" was displayed in yellow characters on the right side of the point box, and a 1 Oms 1 OOO-Hz tone was presented.
Punishment. During conditions with punishment, the VI 60-s schedule of reinforcement remained in effect, and each response in the presence of red stimuli produced point loss (FR-1 punishment; Azrin & Holz, 1966). Point loss was accompanied by a 10-ms 500-Hz tone and u-X" (where X was the number of pOints lost) in red characters on the right side of the point box. The magnitude of point loss was increased by one point per session until response rate was less than 50% of the rate during the preceding condition without punishment. Slowly increasing punisher magnitude prevented complete response suppression, and consequent zero reinforcement rate in components in which responding was punished (Crosbie, 1998; Lattal, 1970) .
Design. Only one condition was in effect each session, and conditions were not changed until response rates in both red and green components satisfied the following stability criteria across eight sessions: (a) a linear trend equal to or less than .1S (see Killeen, 1978 , for details), and (b) no increasing or decreasing visual trend when the data were plotted in a line graph. Table 1 shows the sequence of conditions for each subject.
Instructions. Before beginning the study, subjects were instructed about the operation of the response device and mouse, then read the following instructions: This is a situation in which you can earn money by pressing (pulling) and releasing a lever (plunger). Sometimes a small yellow box will appear in the top right corner of the screen. If you move the cursor into this box then press the left mouse button within five seconds, you will hear a tone, points will be added to your score, and the box will flash and disappear. If you do not move the cursor into the box and press the mouse button within five seconds, the box will disappear and pOints will not be added to your score. Sometimes you will hear a tone and points will be . subtracted from your score. Throughout the experiment your point score will be shown in a box at the top of the screen. At the end of the experiment you will receive 12 cents for every 1000 pOints in your score (e.g., 100,000 points equals $12).
It is very important that you attend every session. If you attend all scheduled sessions you will receive a bonus of $50. If, however, you miss a session without first informing an experimenter, you will not receive this bonus, and furthermore, you will lose $5 for missing the session. Do not touch anything on the computer or screen because this may crash the program and lose your points. Press the lever, do not hit it! If you hit the lever or lever box you may damage the equipment and lose all your points. Any questions were answered by referring subjects to the instructions, which remained posted near the computer throughout the study. Table 1 shows for each condition, the number of sessions and mean response and reinforcement rate in each component. In all point-loss cond itions, criterion suppression (i.e., response rate::;; SO% of the preceding condition) was obtained in the red component with the magnitude of point loss shown in Table 1 (Pun Mag). Hence, point loss produced punishment.
Results
The rate of unpunished responses (Le., in green components) also changed in all punishment cond itions. Induction occurred in 8 and contrast occurred in 2 of the 10 punishment conditions. Contrast occurred once in the SO% condition (HSO) and once in the 10% condition (HS4). Induction occurred in four 10% and four SO% conditions. Although mean reinforcement rate decreased in some conditions (Le., first or only 10P for all subjects), contrast occurred in only one of those conditions Note. 10 and 50 refer to the percentage of red components. P and NP refer to conditions with and without punishment, respectively. In red components of P conditions, every response was followed by point loss of the magnitude shown (Pun Mag).
(i.e., H54 10P) , and it was slight. There was no change in mean reinforcement rate for any subject during any 50% punishment condition. Overall, the correlation between reinforcement rate during punishment components and response rate during components without punishment was low and nonsignificant, so it is unlikely that H54's contrast, which was accompanied by a decrease in mean reinforcement rate in punishment components, could be attributed to changed reinforcement rate. between subjects, they were consistent within subjects. Regardless of the order of punishment conditions, all subjects showed induction in the first and third punishment conditions, and contrast (H50 and H54) or the least induction (H52) in the s~cond punishment condition.
Discussion
One aim of the present experiment was to determine whether punishment proportion affects contrast and induction. Present data suggest that it does not. Punishment proportion was related neither to the presence of contrast or induction (Le., both contrast and induction were found as frequently in 10% and 50% conditions), nor to their magnitude. These results suggest that the contrast reported in O'Donnell and Crosbie (1998, Experiment 2) cannot be attributed to the 10% condition used in that study, and previous findings of induction (e.g., Crosbie et aL , 1997) cannot be attributed to the 50% punishment condition used in those studies. Furthermore, the present results show that punishment contrast does not require pigeons, electric shock, or a decrease in reinforcement rate.
Another aim of the present experiment was to determine whether order of punishment conditions affects contrast and induction. Present data suggest that it does. For each subject the pattern of responding across punishment conditions was induction, then less induction or contrast, then induction. These results are similar to those of previous studies (e.g ., Brethower & Reynolds, 1962; Crosbie et aL, 1997 , Experiment 1) in wh ich the pattern found in the first punishment condition was different from those found in subsequent punishment conditions. There also are differences between present results and those of previous studies. Brethower and Reynolds found induction in the first punishment condition and contrast in all subsequent punishment conditions, and Crosbie et aL found contrast in the first punishment condition and induction in subsequent punishment conditions. Neither of those previous studies found the present pattern of induction, contrast or less induction, then induction. It is possible that the present pattern requires several conditions of money-loss punishment and human subjects, but that is difficult to assess because we do not know of a published study that has both those attributes.
Why should the order of punishment conditions affect contrast and induction? It has been proposed that punishment produces emotional effects that dissipate after the first punishment condition (Amsel, 1958; Bloomfield, 1967; Brethower & Reynolds, 1962; Crosbie et aI., 1997; Terrace, 1966) . Although that might account for differences in unpunished responding between the first and subsequent punishment conditions, it does not account for the present finding that the second punishment condition was different from the first and third. What could account for such a pattern? Consider this possibility. In the first punishment condition, punishers were novel stimuli, and novelty increased the suppressive effect of punishment on both punished and unpunished responses (see Gray, 1991 , for further details of the effects of novelty) . Furthermore, novel punishers were correlated with one particular punishment proportion (Le., either 10% or 50%). In the second punishment condition, punishers no longer were novel, and consequently they produced less induction. In addition, in that condition, a different punishment proportion was correlated with punishers that were not novel. In the third punishment condition, although the punishers were not novel, the punishment proportion that had been correlated with novel punishers was presented, and that stimulus produced similar suppression to that produced by novel punishers. This proposition is merely speculation, however, until further studies are conducted with several punishment conditions correlated with the same and different stimuli.
Although the present analysis did not isolate new variables that produce punishment contrast and induction, it did rule out proportion of punishment components as a possible factor. In addition, the recent finding of contrast with human subjects and point-loss punishment was replicated in both 10% and 50% proportion conditions. Perhaps the most important result of the present study is that successive punishment conditions can have different effects on unpunished responding. Specifically, order effects seem to interact with different punishment conditions in ways that are not well understood. Present results suggest that experiments using punishment should include at least three punishment conditions, and those with fewer punishment conditions should be interpreted cautiously.
