Abstract. Exponential algorithms, whose time complexity is O(c n ) for some constant c > 1, are inevitable when exactly solving NP-complete problems unless P = NP. This chapter presents recently emerged combinatorial and algebraic techniques for designing exact exponential time algorithms. The discussed techniques can be used either to derive faster exact exponential algorithms, or to significantly reduce the space requirements while without increasing the running time. For illustration, exact algorithms arising from the use of these techniques for some optimization and counting problems are given.
Introduction
It is a folklore that any NP-complete problem can be exactly solved in exponential time via exhaustive search. Whether there is a faster way than this kind of brute-force approach to solve any such problem is still unclear. Nonetheless, many researchers have found exact exponential time algorithms that are faster than trivial exhaustive search for quite many NP-hard optimization problems such as the traveling salesman problem (TSP) [39] . The study of exact exponential algorithms for NP-hard problems has received increasing attention since the seminal survey by Woeginger [55] in 2001. As a result, some classical techniques such as inclusion-exclusion (e.g. [33, 13, 11] ) have been resurrected, and some new techniques, such as fast subset convolution [14] and the algebraic methods (e.g. [10] ) have been developed. Unfortunately, for some optimization problems, although it is possible to obtain faster exponential algorithms, exponential space is required, which renders these algorithms not practical for real-life use. This chapter presents some important recently resurrected or emerged combinatorial and algebraic approaches for designing faster exact exponential time algorithms, and discusses how these techniques may be used to reduce the space complexity while not sacrificing the time complexity.
Notation. Throughout this chapter, a modified big-O notation is used to hide a polylogarithmic factor: for a positive real constant d and a function τ , O * (τ ) denotes a time complexity of the form O(τ log d τ ).
Structure of the chapter. The main theme of this chapter is to introduce two classes of methods for designing either faster or space efficient exact exponential time algorithms. Section 2 discusses the combinatorial methods, which covers fast subset convolution and inclusion-exclusion based algorithms. Section 3 presents the recently emerged algebraic methods, which covers the algebraic sieving method and the polynomial circuit based algebraic method. Each of these two sections will first explain how to use these techniques to design faster exact exponential time algorithms, and then discuss how they may be used to reduce the space complexity while not increasing the running time. Various examples to illustrate the techniques will also be given. Section 4 concludes the chapter and Section 5 highlights the related work on these two classes of methods.
Combinatorial Methods
There are two well developed and commonly used combinatorial techniquesfast subset convolution and inclusion-exclusion. The fast subset convolution can compute the convolution of any two given functions over some subset lattice in O * (2 n ) time, whereas a direct evaluation needs Ω(3 n ) time. This fast algorithm is based on fast algorithms for the zeta transform and other related transforms which are actually accelerated dynamic programming algorithms. Thus it needs exponential space since dynamic programming approaches have to store all the useful auxiliary information. Surprisingly, for certain special type of input functions called singletons this exponential space could be circumvented. Furthermore, several variants of subset convolution, such as the covering product and the packing product [14] , also play an important role in the design of faster exponential time exact algorithms.
The inclusion-exclusion principle is a classical sieving method: to determine the size of a set, the set is first overcounted, then subtract from this count, add again, subtract again, until finally arriving at the exact number of elements. This allows to count combinatorial objects indirectly, which is better than direct counting which could be inefficient or even impossible. Furthermore, although it needs to go through all subsets, the inclusion-exclusion technique is powerful in providing polynomial space exact algorithms. Combining it with some dynamic programming based algorithms, such as the fast zeta transform, gives more surprising results. In fact, the inclusion-exclusion technique solves optimization problems via solving the corresponding counting problems, and hence it is an important alternative for designing exact algorithms for counting problems.
Before the detailed descriptions of these two techniques, some essential tools needs to be introduced-the fast zeta transform and the fast Möbius transform.
Zeta Transform and Möbius Transform
Denote by R an arbitrary (possibly noncommutative) ring and by N a set of n elements, n ≥ 0. Let f be a function that associates with every subset S ⊆ N an element f (S) of the ring R.
The zeta transform of f is the function f ζ that associates every S ⊆ N with an element in R f ζ(S) = ∑ X⊆S f (X).
(
The Möbius transform f µ of f is defined as:
Given the zeta transform f ζ, the original function f can be obtained by the following formula which is often called Möbius inversion:
For more details of these two transforms, please refer to [27] .
Fast Zeta Transform and Fast Möbius Transform
The straightforward way to compute the zeta transform evaluates f ζ(S) at every S ⊆ N , using O(3 n ) ring additions in total. This can be improved to use only O(n2 n ) ring operations by applying the Yates's method [37, 58] , and the resulting algorithm is commonly called the fast zeta transform. Without loss of generality, assume that N = {1, 2, . . . , n}. To compute f ζ, let initially f ζ 0 (S) = f (S) for every S ⊆ N . Then iterate for j = 1, 2, . . . , n and S ⊆ N with the following recurrence:
It can be verified by induction on j that the above recurrence gives f ζ n (S) = f ζ(S) for any S ⊆ N in O(n2 n ) ring operations. The Möbius Transform can be computed in a similar manner. Initially, let f µ 0 (S) = f (S) for every S ⊆ N . Then iterate for j = 1, 2, . . . , n and S ⊆ N as follows.
Similarly, it can be proved that f µ n (S) = f µ(S) for any S ⊆ N .
Theorem 1. Let N be a set of n elements. Then the zeta transform and the
Möbius transform on the subset lattice of N can be computed in O(n2 n ) ring operations.
Subset Convolution
Definition 1 (Subset convolution). Given a universe set N of n elements, f and g are functions defined on subsets of N , which associate every S ⊆ N with an element of a ring R, respectively. The convolution f * g for all S ⊆ N is defined as follows.
The subset convolution can yield solutions to many hard computational problems. In particular, by embedding the integer max-sum or min-sum semiring into the sum-product ring, the technique can be used to implement many dynamic programming based algorithms.
Fast Subset Convolution
In principle, the fast subset convolution consists of several efficient dynamic programming instances. In the fast subset convolution, the evaluation of (6) can be achieved via the product of "ranked" extensions of the classical zeta transforms of f and g on the subset lattice, followed by a "ranked" Möbius transform. The fast subset convolution is summarized in Algorithm 1.
For every k = 0, 1, . . . , n and S ⊆ N , the ranked zeta transform of f is defined as f ζ(k, S) = ∑ X⊆S,|X|=k f (X).
Based on the above defined ranked zeta transform, the inversion can be achieved by
|S\X| f ζ(|X|, S).
Although the above formula seems redundant, it will provide a key for fast evaluation of the subset convolution. Note that the ranked zeta transform can be computed in O(n 2 2 n ) ring operations by carrying out the fast zeta transform (4) independently for every k = 0, 1, . . . , n. Similarly, the ranked inversion (8) can be computed in O(n 2 2 n ) ring operations by carrying out the fast Möbius transform (5) independently for each k = 0, 1, . . . , n.
For the two ranked zeta transforms, f ζ and gζ, define a new convolution f ζ gζ for all k = 0, 1, . . . , n and S ⊆ N by
Proof.
(10) Because X ranges over all subsets of S, for any ordered pair (U, V ) of subsets of S satisfying the condition that |U | + |V | = |S|, the term f (U )g(V ) occurs exactly once in the sum with sign (−1)
|S\X| for subsets X of S iff U ∪ V ⊆ X. Then putting the terms associated with each pair (U, V ) together, by the Binomial Theorem, the coefficient of
The conditions that |U | + |V | = |S| and |U ∪ V | = |S| imply that U ∪ V = S and U ∩ V = ∅; and it follows that
⊓ ⊔ Theorem 2. The subset convolution over an arbitrary ring can be evaluated in O(n 2 2 n ) ring operations using the fast subset convolution as shown in Algorithm 1. Proof. The correctness is established by Lemma 1. In Algorithm 1, the time is mainly consumed in lines 2, 6 and 9. By Theorem 1, the time consumed in lines 2 and 9 is O(n 2 2 n ), and the time needed in line 6 is O(n 2 2 n ) according to Formula (9) . Thus the time complexity of Algorithm 1 is O(n 2 2 n ).
⊓ ⊔
The following theorem is implied by Theorem 2. Proof. By Theorem 2, the subset convolution can be computed in O(n 2 2 n ) ring operations. Thus it suffices to note that any intermediate results, for which ring operations are performed, are O(n log M )-bit integers. This is the case because the ranked zeta transform of an input function can be computed with integers
Algorithm 1 Fast Subset Convolution
Input: A universe set N of n elements and functions f, g defined on 2 U Output: The subset convolution f * g for every set S ⊆ N 1: For i = 0 to n do 2: Compute the ranked zeta transforms f ζ(k, X), gζ(k, X) for every X ⊆ N using the fast zeta transform. 3: End For 4: For k = 0 to n do 5:
For every X ⊆ N do 6:
Compute the convolution f ζ gζ(k, X) 7:
End For 8: End For 9: Compute the subset convolution f * g for every set S ⊆ N based on Formula (12) using the fast Möbius transform.
between −M 2 n and M 2 n , and it follows that the convolution of ranked transforms can be computed with O(n log M )-bit integers. Furthermore, the ranked Möbius tranform is computed by adding and subtracting O(n log M )-bit integers for O(2 n ) times.
⊓ ⊔
An obvious disadvantage of the fast subset convolution algorithm is its inapplicability to semirings where additive inverses need not exist. For some special semirings usually appearing in combinatorial optimization problems, e.g., the integer max-sum and integer min-sum semirings, one can embed these semirings into the integer sum-product ring. Proof. Here we only provide the proof for the max-sum semiring, as that for the min-sum semiring is similar. Without loss of generality, assume that the range of the input functions is {0, 1, . . . , M }; otherwise, the correct output can be obtained by first adding M to each value of both input functions, then computing the convolution, and finally subtracting 2M from the computed values.
Let f, g be the two input functions. Let β = 2 n +1 and
By Theorem 3, the subset convolution f ′ * g ′ over the integer sum-product ring
It remains to show that for all S ⊆ N , the value for max T ⊆S {f (T ) + g(S \ T )} can be efficiently deduced given the value of
Due to the choice of β, each coefficient α r (S) is uniquely determined and equals the number of subsets T of S for which f (T ) + g(S \ T ) = r. Thus, for each S ⊆ N , the largest r for which α r (S) > 0 corresponds to the value of f * g(S). Clearly, this can be found in O(M ) time.
⊓ ⊔ Example 1 (Partitioning Problem). The generic problem of partitioning is to divide an n-element set N into k disjoint subsets such that each of which satisfies some desired property specified by an indicator function f on the subsets of N . Given N , k, and f as input, the task is to decide whether there exists a partition
Many classical graph partitioning problems are of this form. For example, in graph coloring, f (S) = 1 iff S is an independent set in the input graph with the vertices N . Likewise, in domatic partitioning, f is the indicator of dominating sets. Note that the number of valid partitions of N is given by f * k (N ), where f * k is defined as
Thus the valid partitions can be counted by O(log k) subset convolutions using the doubling trick-computing only convolutions f * 2
Example 2 (Steiner Tree Problem).
Given an undirected graph G = (V, E), a weight w(e) > 0 for each edge e ∈ E, and a set of vertices K ⊆ V , the Steiner Tree Problem is to find a subgraph H of G that connects the vertices in K and has the minimum total weight ∑ e∈E(H) w(e) among all such subgraphs of G. Here we only consider the case where the weight of each edge is bounded by a constant. Obviously, H is necessarily a tree. A Steiner tree always refers to such an optimal subgraph. The fast subset convolution can be used to accelerate the famous Dreyfus-Wagner algorithm [25] .
For a vertex subset Y ⊆ V , denote the total weight of a Steiner tree connecting Y in G by W (Y ). The Dreyfus-Wagner algorithm is based on the following dynamic programming called Dreyfus-Wagner recurrence: for |Y | ≥ 3, and all q ∈ Y , X = Y \ {q}.
The Steiner tree problem can be solved by computing the weight W (K) via the above recursion. For the base case, observe that for |Y | = 1 the weight W (Y ) = 0 and for |Y | = 2 the weight W (Y ) can be determined by a shortestpath computation based on the edge weight w(e), e.g., Johnson's algorithm [35] .
Once the values W ({p} ∪ Y ) and g p (Y ) for all Y ⊂ K and p ∈ V are computed and stored, an actual Steiner tree is easy to construct by tracing backwards a path of optimal choices in (14) and (15) .
The fast subset convolution over the min-sum semiring can expedite the evaluation of the Dreyfus-Wagner recursion in (15) . Here the fast subset convolution needs to be implemented in a level-wise manner. For each level l = 2, 3, . . . , k −1, assume the value W ({q} ∪ X) has been computed and stored for all X ⊂ K and q ∈ V \ X. Define the function f p for all X ⊆ K and p ∈ V as
Obviously, 
Theorem 5. The covering product over an arbitrary ring can be evaluated in O(n 2 2 n ) ring operations.
Proof. The proof is mainly based on the following Lemma.
Lemma 2. For any S ⊆ N , the following holds:
The third equality comes from the fact that for each U, V ⊆ X, there exists exactly one X ⊆ S such that U ∪ V = X. ⊓ ⊔ By Lemma 2, f * c g can be obtained by computing the Möbius transform of f ζ(S) · gζ(S). Then an O * (2 n ) time algorithm for the covering product is as follows: first compute f ζ and gζ using the fast zeta transform (4), then multiply f ζ by gζ for all S ⊆ N , and finally compute f * c g using the fast Möbius transform (5) .
⊓ ⊔ Definition 3. Given two functions f, g defined on 2 N which associate each subset of N to an element of a ring R, the intersecting covering product f * ic g(S) for each S ⊆ N is defined as:
An O * (2 n ) time algorithm can be immediately derived from the fact that Furthermore, more precise control over the allowed intersection cardinalities |U ∩ V | = l besides the l = 0 (f * g) and l > 0 (f * ic g) cases can be obtained by modifying (9) .
Example 3 (Minimum Connected Spanning SubHypergraph (MCSH)).
A hypergraph is a pair H = (V, E), where V is a finite set and E is a set consisting of
. . , E l ∈ E are all distinct, and (c) x i , x i+1 ∈ E i for all i = 1, 2, . . . , l. Such a path joins x 1 to x l+1 . A hypergraph is connected if for all distinct x, y ∈ V there exists a path joining x to y.
Given a hypergraph H = (V, E) and a weight w(E) > 0 for each hyperedge E ∈ E, the minimum connected spanning subhypergraph problem is to find a connected spanning subhypergraph of H that has the minimum total weight, or to assert that none exists. Here the weight of every edge is assumed to be bounded by a constant. The MCSH problem can be solved in O * (2 n ) time using the intersecting covering product over the min-sum semiring, where n = |V |.
First define the k-th power of the intersecting covering product for all k = 2, 3, . . . by
Here the order in which the products are evaluated matters because the intersecting covering product is not associative. Define the function f for all E ⊆ V by
Now observe that (a) an MCSH can be constructed by augmenting a connected subhypergraph of H one hyperedge at a time, and (b) at most n − 1 hyperedges occur in an MCSH of H. Thus f * k ic (V ) < ∞ is the minimum weight of a connected spanning subhypergraph of H consisting of k hyperedges. By storing the function values f * k ic for each k = 1, 2, . . . , n − 1, the actual MCSH can be determined by tracing back the computation one edge at a time.
Other Variants
Another important variant of the subset convolution is the packing product which is defined for all S ⊆ N as
Given f and g, the packing product can be evaluated in O(n 2 2 n ) ring operations by first computing the subset convolution f * g and then convolving the result with vector − → 1 with all entries being equal to 1 based on the following fact:
Some further variations are possible by restricting the domain, e.g., to any hereditary family of subsets of N . For more details, please refer to [14] .
Inclusion-Exclusion
The inclusion-exclusion technique is based on a fundamental counting principlethe inclusion-exclusion principle. Clearly, it is a natural approach for solving counting problems. Here we mainly focus on demonstrating its power in solving decision versions of optimization problems when direct computation is inefficient or even impossible. Another important feature of the inclusion-exclusion technique is that it does not need exponential space in principle. Hence, this technique is also a good choice for deriving polynomial space algorithms. 
Lemma 3 (Inclusion-exclusion principle
| n ∩ i=1 A i | = ∑ X⊆{1,...,n} (−1) |X| | ∩ i∈X A i |.(25)
Let w : B → R be a real-valued weight function extended to the domain
Proof. The Lemma is proved by analyzing the contribution of every element e ∈ B to both sides of the expression. If e is not contained by any A i , it contributes w(e) to the left hand side. To the right hand side it contributes w(e) exactly once, namely in the term corresponding to X = ∅. Conversely, assume that e lies in A i for all i ∈ I ̸ = ∅. Its contribution to the left hand side is 0. On the right hand side, since e lies in the intersection ∩ i∈X A i for every X ⊆ I, by the Binomial Theorem, its total contribution is
⊓ ⊔
Example 4 (Set Partition). Given a set system (N, F) and an integer k, where
as the number of such k-partitions. The set partition problem is to determine the minimum k such that there is a k-partition of (N, F), i.e., the minimum k such that P k (F) > 0. Clearly, this problem can be solved by computing P k (F) for at most n different k values. The following lemma shows how to compute P k (F) by making use of the inclusion-exclusion principle.
Proof. This is a direct application of Lemma 3, where B is the set of k-tuples 
for the number of sets S ∈ F with |S| = l and S ⊆ Y , and recall that it is the zeta transform of the indicator function
Thus, the fast zeta transform (4) computes a table containing f ζ
Once these values have been computed, a k (X) can be obtained for any fixed X ⊆ N by dynamic programming in time polynomial in k and n as follows. Define g(j, m) to be the number of j-tuples
Then a k (X) = g(k, n), and it can be computed by the following recursion:
A Hamiltonian path of a graph is a walk that contains all the nodes exactly once. If the walk is cyclic, it is called a Hamiltonian cycle. The cover polynomial of a directed graph
where C V (i, j) can be interpreted as the number of ways to partition V into i directed paths and j directed cycles of D. The so called computing cover polynomial is to compute the coefficient
denote by h(X) the number of Hamiltonian paths in D[X], and denote by c(X) the number of Hamiltonian cycles in D[X]. Define h(∅) = c(∅) = 0. Note that for all x ∈ V , h({x}) = 1 and c({x})
is the number of loops incident on x. Then C V (i, j) can be expressed as:
where the sum is over all
The expression for C V (i, j) can be reformulated using the principle of inclusionexclusion. Let z be a polynomial indeterminate. Define for every U ⊆ V the polynomials
Viewed as set functions, H U (z) and C U (z) are zeta transforms of the set functions h(X)z |X| and c(Y )z |Y | , respectively. By inclusion-exclusion,
Based on the above formula, an O * (2 n ) time algorithm can be obtained.
Observing w S (s, t, l) can be computed in polynomial time, the fast Möbius transform (5) can compute h(X) and c(Y ) for every X, Y ⊆ V in O * (2 n ) time. Then H and C can be evaluated using the fast zeta transform according to (34) . Finally, given H and C, (35) 
Space Efficient Exact Algorithms

Polynomial Space Algorithm Based On Subset Convolution
For some special input functions whose zeta transforms can be determined easily, polynomial space algorithms for some combinatorial optimization problems can be derived via the subset convolution and the covering product. A particular type of input functions called singletons is used here to demonstrate how to efficiently compute the subset convolution and the covering product values for the element set N using only polynomial space. A function f : U → R is called a singleton if there exists an element e ∈ U such that f (x) = 0 unless x = e.
Theorem 7. Given two functions f, g defined on 2
N which associate each subset of N to an element of a ring Proof.
(1) Assume that f (X f ) = e f and g(X g ) = e g , where X f , X g ⊆ N and e f , e g ∈ R. Since, f, g are singletons, f (X) = 0 for any X ⊆ N other than X f . The same result is also true for g and any subsets other than X g . The following Lemma is proved in Section 2.3.1.
Lemma 5. For any S ⊆ N , the following holds:
Note that for singletons f, g, the zeta transforms for every Y ⊆ N can be easily given as
Thus the zeta transform of f * c g for every subset Y ⊆ N can be computed in polynomial time after getting the zeta transforms f ζ and gζ. Then f * c g(N ) can be obtained in O * (2 n ) time by computing the Möbius inversion (3). The space used is polynomial since it is not necessary to store (f
Observe that a function f can have many different relaxations, since there are no restrictions on what f i (X) should be when i > |X|. The basic idea of the proof is that for the input functions f and g, there exists a relaxation {h i } of h such that the zeta transform of h |N | can be computed efficiently. Since
For input functions f and g, define f i = f and g i = g for all i. It is easy to verify that {f i } and {g i } are relaxations of f and g, respectively. Then define
Lemma 6. As defined above, {h i } is a relaxation of h.
Proof. By the definition of the covering product, for every
Consider an arbitrary summand f j (Y )g i−j (Z). There are two cases:
is an arbitrary term in the summation for h i (X), it follows that h i (X) = 0. will contribute to the sum. Thus,
= h(X). 
Example 6 (Cover Polynomial Revisited). Define
Finally hζ ′ l (Y ) and cζ ′ l (Y ) can be computed in polynomial time using standard dynamic programming (c.f. [44] ). Then C V (i, j) can be obtained by computing the Möbius inversion as described in Theorem 7 (by a similar argument as used in proving Lemma 1, it can be proved that all extra items introduced in the process of relaxing h l and c l are canceled through computing the Möbius inversion). Putting everything together will provide an O * (2 n ) time and polynomial space algorithm for counting cover polynomial.
⊓ ⊔
Combining with the algebraic method to be introduced in Section 3.2, the technique introduced in Theorem 7 can be used to give polynomial space algorithms for the traveling salesman problem, the Steiner tree problem and the weighted set cover problem etc. without increasing the running times as have been derived in the fastest solutions to these problems [36] 
Polynomial Space Exact Algorithms based on Inclusion-Exclusion
By the inclusion-exclusion principle (25) , if | ∩ i∈X A i | can be computed in polynomial time for each X ⊆ {1, . . . , n}, there exists a polynomial-space algorithm evaluating Equation (25) ) . Given a graph G = (V, E), a Hamiltonian path is a walk that contains each node exactly once. The Counting Hamiltonian Path problem is to count the number of Hamiltonian paths. The following inclusion-exclusion based algorithm is due to Karp [36] : define the universe B as all walks of length n − 1 in G, and define A v as all walks of length n − 1 containing v for each v ∈ V . By the inclusion-exclusion principle, the number of Hamiltonian paths is h =
Example 7 (Counting Hamiltonian Paths
For X ⊆ V and s ∈ X, let w k (s, X) be the number of walks from s of length k
For fixed X ⊆ V , w k (s, X) can be computed in polynomial time using the following recurrence.
Notice that w k (s, X) is at most O(n n ) which needs polynomial bits to represent. Thus | ∩ v∈X A v | can be computed in polynomial space and time, which provides an O * (2 n ) time and polynomial space algorithm to evaluate Equation (46) .
Example 8 (Counting Perfect Matchings).
Given two undirected graphs F and G, let sub(F, G) denote the number of distinct copies of a graph F contained in a graph G. Clearly, if F is a matching of n/2 edges, where n is the vertex number of G, then sub(F, G) is the number of perfect matchings in G.
A homomorphism from F to G is a mapping from the vertex set of F to that of G such that the image of every edge of F is an edge of G. Let hom(F, G) and inj(F, G) be the numbers of homomorphisms and injective homomorphisms from F to G respectively. Furthermore, let aut(F, F ) denote the number of automorphisms, i.e., bijective homomorphisms, from F to itself. The following equation switches the focus to computing inj(F, G), since aut(F, F ) for a graph F on n F vertices can be computed in subexponential time [2] .
Let S be a given subset of
Note that if F is a matching of n/2 edges,
can be computed in polynomial time and polynomial space using the following equation, which gives rise to an O * (2 n ) time polynomial space algorithm for counting the number of perfect matchings in G.
Linear Space Exact Algorithms based on Linear Space Fast Zeta Transform
As shown before, inclusion-exclusion together with the fast zeta transform can provide efficient exact algorithms for many hard problems, e.g., the covering problem, the partitioning problem and the packing problem (also c.f. [13, 11, 40] ). However, all these algorithms need O * (2 n ) space to carry out the fast zeta transform. The following linear space fast zeta transform (Algorithm 2) can help these algorithms achieve a linear space bound without increasing the running time. Proof. Partition U into U 1 and U 2 such that |U 1 | = n 1 , |U 2 | = n 2 , where n 2 = ⌈log |F|⌉ and n 1 = n − n 2 . The correctness of Algorithm 2 is established by the following Lemma.
Theorem 8 (Linear Space Zeta Transform
Proof. 
Algorithm 2 Linear Space Algorithm for Zeta Transform
Input: A universe set N of n elements and a functions f defined on a family F of subsets of N Output: The zeta transform f ζ for all sets in 2
End For 9:
Compute h ← gζ using the fast zeta transform on 2
output the value h(X2) as the value f ζ(X1 ∪ X2) 12:
End For 13: End For
In Algorithm 2, because the computations are independent for each X 1 ⊆ U 1 , they can be executed in parallel on O * (2 n /|F|) processors.
Example 9 (Counting k-Partitions).
The problem and the notations are defined in Example 4. It is convenient to express the k-partitions in terms of generating polynomials. Based on the principle of inclusion-exclusion, (28) can be reformulated as follows in which a k (X) is replaced by a polynomial over an intermediate z:
where the coefficient a j (X) is the number of subsets Y ⊆ X that belong to F and are of size j. Now d k (F) is a polynomial whose coefficient of the monomial z n is the number of k-partitions. To evaluate this expression, note that the polynomial a(X) = ∑ n i=0 a i (X)z i is equal to the zeta transform gζ(X), where
|Y | . Now the linear space fast zeta transform operating in a ring of polynomials lists the polynomials a(X) for all X ⊆ N in O * (2 n ) time and O * (|F|) space. ⊓ ⊔ Similar ideas to that used in the linear space fast zeta transform can give space efficient algorithms for other elementary transforms and problems, e.g., the intersection transform, the disjoint sum and the chromatic polynomial. An important feature of this type of algorithms is that they admit efficient parallelization as discussed before. In particular, some algorithms [19] of this type can achieve a trade-off between time and space complexities by adjusting the number of processors executing the algorithm in parallel.
Faster Exact Algorithms in Bounded Degree Graphs
For bounded-degree graphs, faster exact algorithms can be derived for certain hard problems. The basic idea is to exploit some special properties so that only a special set of subsets of the vertex set, but not all subsets, need to be considered; then based on a projection theorem presented by Chung et al. [23] , which can be used to bound the size of the special set, the running time can be reduced for bounded-degree graphs. In this section, an inclusion-exclusion based algorithm will exemplify how to derive faster exact algorithms for bounded-degree graphs. This method is not only applicable to inclusion-exclusion based algorithms, but also to some other types of algorithms. The following lemma is the key to employ this method. The starting point is the algorithm by Karp [36] , and, independently, by Kohn et al. [39] . Assume that the distance function is bounded by a constant, i. e., d(u, v) ∈ {0, 1, . . . , B} ∪ {∞} for any pair of vertices u, v, where B = O(1) .
Lemma 8. ( [23]) Let V be a finite set with subsets
The algorithm can be conveniently described in terms of generating polynomials. Select an arbitrary reference vertex s ∈ V , and let U = V \ {s}. For each X ⊆ U , denote by q(X) the polynomial over the indeterminate z for which the coefficient of each monomial z w counts the directed closed walks (in the complete directed graph with vertex set V and edge weights given by d) through s that (i) avoid the vertices in X, (ii) have length n, and (iii) have finite weight w. Then q(X) can be computed in time polynomial in n by the following recurrence and setting q(X) = p(n, s) for a fixed X ⊆ U . Initialize the recurrence for each vertex u ∈ V \ X with
For convenience, define z ∞ = 0. For each length l = 1, 2, . . . , n and each
Here note that due to the assumption on bounded weights, each p(l, u) has at most a polynomial number of monomials with nonzero coefficients. By the principle of inclusion-exclusion, the coefficients of the monomials in the polynomial Q =
count, by weight, the number of directed Hamiltonian cycles. It follows immediately that the traveling salesman problem can be solved in time O * (2 n ). For bounded-degree graphs, faster algorithms can be derived by analyzing (58) in more details. It will be convenient to work with a complemented form of (58) . For each S ⊆ U , let r(S) = q(U \ S). Then (58) can be rewritten as 
Lemma 9. Using the above lemma to simplify (60), we have
To arrive at an algorithm with running time |CD|n O(1) , it suffices to list the elements of CD with delay bounded by n O (1) . Observe that CD is an up-closed family of subsets of V , that is, if a set is in the family, then so are all of its supersets. Furthermore, whether a given W ⊆ V is in CD can be decided in polynomial time. These observations enable listing the sets in CD in a top-down, depth-first manner. Thus the only remaining task is to bound the size of CD. A 1 , A 2 , . . . , A r such that every v ∈ V is contained in exactly δ subsets. Let F be a family of subsets of V and assume that there is a log-concave function f ≥ 1 and 0 ≤ s ≤ r such that the projections
Lemma 10. Let V be a finite set with r elements and with subsets
Proof. Let a i = |A i | and note that ∑ r i=1 a i = δr. By Lemma 8,
Since f is log-concave, Jensen's inequality gives
Taking exponential and combining with (64) gives 
Thus the number of sets in the projection CD
. To obtain the bound, apply Lemma 10 with the log-concave function f (x) = 2
x − 1 and s = 0.
⊓ ⊔
Algebraic Methods
The application of algebraic methods in designing exact algorithms can be dated back to the famous paper by Kohn et al. [39] on solving the traveling salesman problem using the generating polynomials (for details, please refer to Example 10), in which by involving an intermediate
is produced, where e i denotes the cost of a possible tour and a i denotes the number of tours having this cost. Then the minimal tour cost, i.e., the smallest exponent, can be extracted by evaluating G(x) at a specific value close to 0 and using a logarithmic technique. In this section, two recently developed algebraic methods are introduced-algebraic sieving method and polynomial circuit based algebraic method.
Algebraic Sieving
Sieving methods are commonly used in designing exact and parameterized algorithms, and have a long history. For example, the inclusion-exclusion principle is a typical sieving method by which all possibilities are first counted, and then false contributions are cancelled out. Here a new algebraic sieving method which makes use of determinants over a field of characteristic two to achieve sieving is introduced. The basic idea is to construct a polynomial in the underlying variables over a finite field in which at least one unique monomial exists for each required structure (e.g., Hamiltonian cycle) and no monomials results from unwanted structures (e.g., non-Hamiltonian cycle covers). The existence of structures being looked for ultimately emerges as a polynomial testing problem. Then the old fingerprint idea, often attributed to Freivalds (c.f. [43] ), is applied in which the polynomial is evaluated in a randomly chosen point in a finite field. The fingerprint result is used to judge whether the constructed polynomial is zero polynomial or not. The Schwartz-Zippel Lemma (c.f. [43] ) ensures that such judgement will be correct with high probability. The key point of this method is how to sieve the unwanted monomials to obtain the final required polynomial. So far only determinants over a finite field is taken advantage of to achieve sieving. Whether there exists some other more powerful tools that can be used for sieving under the algebraic framework needs further studying. Before going into the details, some notations need to be defined. The determinant of an n×n matrix A over an arbitrary ring R can be defined by the Leibniz formula:
where the summation is over all permutations of n elements, and sgn is a function called the sign of the permutation which assigns either 1 or -1 to a permutation. The permanent of A is defined by
Denote GF (2 k ) as a finite field of characteristic two. It is well known that the determinant of A over GF (2 k ) coincides with the permanent, since in such a field every element serves as its own additive inverse, in particular the element 1; the sgn function identically maps 1 to every permutation. Moreover, although the determinant is a sum of an exponential number of terms, it can be computed in polynomial time using for instance LU-factorization of the matrix which can be found in any textbook on linear algebra. In fact, to compute the determinant is not harder than square matrix multiplication (c.f. [21] ). Hence the determinant can be computed in O(n ω ) field operations where ω is the Coppersmith-Winograd exponent [24] . The following properties and lemma will be used in deriving algebraic sieving algorithms.
Property 1. A is a matrix over GF (2 k ), then per(A) = det(A).
Property 2. For a given n×n matrix A, det(A) can be computed in O(n ω ) time. 
Lemma 12 (Schwartz-Zippel
) = 0) ≤ d |F | .(68)
k-Dimensional Matching
A hypergraph H = (V, E) consists of a set V of n vertices and a multiset E of hyperedges which are subsets of V . In particular, hyperedges may include only one (or even no) vertex and may appear more than once. In a k-uniform hypergraph each edge e ∈ E has size |e| = k. Given a vertex subset U of V , the projected hypergraph of H on U , denoted as
, is a hypergraph on U where there is one edge e U ∈ E[U ] for every e ∈ E, defined by e U = e ∩ U .
Definition 4 (k-Dimensional Matching). Given a k-uniform hypergraph
In the following, each hyperedge e is associated with a variable x e over GF (2 m ) for some m ≥ log n + 1. The next lemma shows how to construct a polynomial only consisting of monomials representing k-dimensional matchings by sieving unwanted monomials.
Lemma 13. Denote M as the family of all k-dimensional matchings. Let
where the computation is over a multivariate polynomial ring over GF (2 m ), and point r 1 , . . . , r |E| ∈ GF (2 m ), the result is non-zero with probability at least 1 2 if there exists at least one k-dimensional matching in H by Lemma 12. If repeating the evaluation for polynomial times, the error probability can be exponentially small. The remaining work is how to efficiently compute P (H, U, X) on a randomly chosen point r 1 , . . . , r |E| ∈ GF (2 m ) for every X ⊆ V \ U .
Clearly, H[U ] is a bipartite multigraph. Define its Edmonds matrix
Denote M as the family of all perfect matchings in H[U ]. Then the following lemma generalizes Edmonds' work [26] for the case of bipartite multigraphs.
Lemma 14. det(A(H, V
1 , V 2 )) = ∑ M ∈M ∏ e∈M x e ,
where the computation is over a multivariate polynomial ring over GF (2 m ) and the summation is over all perfect matchingsM in
Proof. By the definition of determinant, the summation is over all products of n of the matrix elements in which every row or column is used exactly once. In terms of the bipartite graph, this corresponds to a perfect matching in the graph since rows and columns represent the two vertex sets respectively. Furthermore, the converse is also true. For every perfect matching there is a permutation describing it. Hence the mapping is one-to-one. The inner product counts all choices of edges producing a matching described by a permutation σ since
where M(σ) is the set of all perfect matchings {e 1 , . . . , e n } such that e i = (i, σ(i)).
Let H X [U ] denote the projected hypergraph of H on U by only projecting edges disjoint to X in H on U . Based on the above Lemma, P (H, U, X) on a randomly chosen point r 1 , . . . , r |E| ∈ GF (2 m ) for every X ⊆ V \ U can be computed by first constructing the Edmonds matrix of H X [U ], with the variables replaced by the random sample points r 1 , . . . , r |E| , and then computing its determinant. Putting everything together generates a Monte Carlo algorithm with exponentially small error probability for the k-dimensional matching problem. The runtime bound is easily seen to be O * (2 (k−2)n ) since |U | = |V 1 | + |V 2 | = 2n and P (H, U, X) for every X ⊆ V \ U can be evaluated in O(n ω ) time by Lemma 14 and Property 2.
Theorem 9.
The k-dimensional matching problem on kn vertices can be solved by a Monte Carlo algorithm with an exponentially small failure probability in n and O * (2 (k−2)n ) runtime.
Hamiltonicity
An undirected graph G = (V, E) on n vertices is said to be Hamiltonian if it has a Hamiltonian cycle, a vertex order (v 0 , v 1 , . . . , v n−1 ) such that v i v i+1 ∈ E for all i. The indices are enumerated modulo n, i.e., v n−1 v 0 is also an edge. The problem of detecting if a graph is Hamiltonian is called the Hamiltonicity problem. Clearly, this problem is a special case of the traveling salesman problem.
Before the algebraic sieving algorithm for the Hamiltonicity problem was derived, the dynamic programming recurrence that solves the general TSP in O(n 2 2 n ) time introduced by Bellman [7] [5] and independently by Held and karp [30] in the early 1960's was the strongest result for this special problem. The algebraic sieving for the Hamiltonicity problem is obtained by reducing the problem to a variant of the cycle cover counting problem called Labeled Cycle Cover Sum, and then making use of the sieving algorithm to solve this variant. The algorithm will be described after introducing some useful notations.
In a directed graph D = (V, A), a cycle cover is a subset C ⊆ A such that for every vertex v ∈ V , there is exactly one arc a v1 ∈ C starting from v and exactly one arc a v2 ∈ C ending in v. 
where the inner sum is over all surjective functions g.
In the above definition, f is introduced to make all non-Hamiltonian cycle covers cancel out in the sum. To do this, as before, the computations will be done over GF (2 k ) denoting a finite field of characteristic two. In what follows, a directed graph is bidirected if for every arc uv it has an arc in the opposite direction, i.e., vu. In order to make sure that the Hamiltonian cycle cover will not be canceled as well, an asymmetry around an arbitrarily chosen special vertex
The following lemma captures how the non-Hamiltonian cycle covers vanish, which also implies the non-existence of false positives in the resulting algorithms.
Lemma 15. Given a bidirected graph D = (V, A), a finite set L, and a special vertex s ∈ V , let f be an s-oriented mirror function with codomain GF
Proof. By the definition of the labeled cycle cover sum, a labeled cycle cover is a tuple (C, g) with C ∈ cc(D) and g : L → C. The labeled non-Hamiltonian cycle covers can be partitioned into dual pairs as follows such that both cycle covers in every pair contribute the same term to the sum. For a labeled non-Hamiltonian cycle cover (C, g), let C be the first cycle of C not passing through s (note that such cycle must exist since the cycle cover consists of at least two cycles and all cycles are vertex disjoint). Here "first" is w.r.t. any fixed order of the cycles. Then the dual cycle cover of (C, g) is defined as R(C, g) = (C ′ , g ′ ), where C ′ = C except for the cycle C which is reversed in C ′ , i.e., every arc uv ∈ C is replaced by the arc in the opposite direction vu in C ′ , and g ′ −1 is identical to g −1 on C \C, and is defined by g ′ −1 (uv) = g −1 (vu) for all arcs uv ∈ C. In other words, the reversed arcs preserve their original labeling. Note that such a dual cycle cover always exists since D is bidirected and
(C, g) ̸ = R(C, g),(C, g) = R(R(C, g)).
Hence the mapping uniquely pairs up the labeled non-Hamiltonian cycle covers.
Since f is an s-oriented mirror function and has f (uv, Z) = f (vu, Z) for all arcs uv not incident on s, (C, g) and R(C, g) contribute the same product term to the sum for computing Λ(D, L, f ). Finally, since the computations are done in a field of characteristic two, all these terms will be canceled.
⊓ ⊔ When limiting the computations over GF (2 k ), the labeled cycle cover sum can be computed efficiently via determinant. Permanent has a natural interpretation as the sum of weighted cycle covers in a directed graph. Formally, let D = (V, A) be a directed graph with weights w : A → GF (2 k ), and define a |V | × |V | matrix with rows and columns representing the vertices V
Then
By Property 1 and Property 2, per(A) is identical with det(A) and can be computed in O(n ω ) time. Define a polynomial in an indeterminate r as follows, with r aiming at controlling the total rank of the subsets used as labels in the labeled cycle covers:
where
Lemma 16. For a directed graph D, a set L of labels, and any function f :
Proof. p(f, r) can be rewritten as
e., whose union over the elements do not cover all of L, the innermost summation is executed an even number of times with the same term (there are 2 |L−∪a∈C q(a)| equal terms). Since the computations are over GF (2 k ), these cancel. Then
in which the coefficient of r
Inverting the function q will give the labeled cycle cover sum as defined in Definition 5.
⊓ ⊔
The above lemma is the base identity that enables a relatively efficient algorithm for computing the labeled cycle cover sum.
Lemma 17. The labeled cycle cover sum Λ(D, L, f ) over a field GF (2 k ) on a directed graph D on n vertices, and with
where ω is the Coppersmith-Winograd matrix multiplication coefficient.
Proof. The labeled cycle cover sum is evaluated via the identity in Lemma 16. Observing that p(f, r) as a polynomial in r has maximum degree |L|n, to recover one of its coefficients (the one for r |L| ), one needs to evaluate the polynomial for |L|n choices of r and to use interpolation to solve for the coefficient being sought. This can be done for instance by using a generator g of the multiplicative group in GF (2 k ) and evaluating the polynomial in the points r = g 0 , g 1 , . . . , g |L|n−1 . The requirement 2 k > |L|n assures the distinctness of these points, and hence the interpolation is possible. For every fixed r, the algorithm begins by tabulating
Once all values are computed, the polynomial time Lagrange interpolation can be used to compute the coefficient. Summing up the number of field operations required over all |L|n values of r, the lemma follows.
⊓ ⊔
Next, f will be defined to associate the argument arc and label set with a non-constant multivariate polynomial such that f (su, X) and f (us, X) will not share variables for any su, us ∈ A to ensure that the Hamiltonian cycles oriented in opposite directions will contribute different terms to the sum. Based on the definition of f , the labeled cycle cover sum is represented by a polynomial in the underlying variables with one unique monomial per oriented Hamiltonian cycle and without monomials resulting from non-Hamiltonian cycle covers, which is a consequence of Lemma 15. Then the fingerprint idea is employed to evaluate the polynomial in a randomly chosen point and the Schwarz-Zippel Lemma ensures that with high probability, it can be detected whether the polynomial resulting from the labeled cycle cover sum is identically zero (i.e., no Hamiltonian cycles) or not (there is at least one Hamiltonian cycle) by identifying the evaluating result with the polynomial. For simplicity of analysis, assume that n is even. 
For every arc uv ∈ F such that uv is an edge in
. In other points f is set to zero.
Lemma 18. With
G, D, V 2 , U (·), L(·), m, L m and f defined as above, (i) Λ(D, V 2 ∪L m , f ) = ∑ H∈hc(G,V2,m) ( ∏ uv∈L(H) x uv )( ∑ σ:U (H)→Lm ∏ uv∈U (H) x uv,σ(uv) ); (ii) Λ(D, V 2 ∪ L m , f ) is a zero polynomial iff hc(G, V 2 , m) = ∅.
Proof. (i) Since D is bidirected and f is s-oriented mirror function, by Lemma 15,
where the inner sum is over all surjective functions g. In order to prove the claim, it needs to expand the Hamiltonian cycles in D into Hamiltonian cycles of G. Note that the arcs of a Hamiltonian cycle in D in the sum above are labeled either by an element of L m or by a non-empty subset of V 2 , since only in such cases f is non-zero. Next the definition of labeled and unlabeled arcs are extended (which were defined previously for Hamiltonian cycles in G only). For a Hamiltonian cycle H ∈ hc(D) labeled by the surjective function g :
is an element of L m , only the Hamiltonian cycles in D with exactly m arcs unlabeled by V 2 leave a non-zero contribution. Then
where the summation is over all surjective functions g and one-to-one functions σ. Replace f in the above expression, then
(86) Every vertex in V 2 is mapped to precisely one arc in F on a Hamiltonian cycle H in D by g. Moreover, such a cycle H leaves a non-zero result iff there are precisely m arcs in the cycle not being mapped to by g (i.e. unlabeled by V 2 ) and they are also edges in G. Rewriting the expression as a sum of Hamiltonian cycles in G, 
Lemma 19. Let G = (V, E) be a Hamiltonian undirected graph. For a uniformly randomly chosen equal partition
Proof. Consider one Hamiltonian cycle (v 0 , . . . , v n−1 ) in G. Let X denote the random variable representing the number of unlabeled arcs by V 2 . Clearly, P r(v i ) = Before discussing the algorithm, the only remaining problem is how to calculate f for all subsets of V 2 . This can be achieved by running a variant of the Bellman-Held-Karp recursion. Formally, letf :
Then f (uv, X) =f (uv, X) for u, v ∈ V 1 , X ⊆ V 2 , and the recursion
can be used to tabulate f (·, X) on X ⊆ V 2 . The running time is O * (2 |V2| ). Next the algorithm is described in detail. First, pick a partition V 1 ∪ V 2 = V uniformly at random with |V 1 | = |V 2 | = n/2. Then the algorithm loops over m, the number of edges unlabeled by V 2 along a Hamiltonian cycle from 0 to n/4. For each value of m, by Lemma 18, the problem is transformed to determine whether the symbolic labeled cycle cover sum Λ(D, V 2 ∪ L m , f ) is a non-zero polynomial. As described in Lemma 17, Λ(D, V 2 ∪ L m , f ) will be evaluated in a randomly chosen point over the field GF (2 k ) with 2 k > cn for some c > 1. By Lemma 12, with probability at least 1 − 1/c it will result in a non-zero answer iff Λ(D, V 2 ∪ L m , f ) was a non-zero polynomial (i.e., G has a Hamiltonian cycle with m edges unlabeled by V 2 ). Then repeat the algorithm for every m ≤ n/4, and by Lemma 19 , with probability at least (1 − 1/c)/(n + 1), the presence of a Hamiltonian cycle can be detected if it exists. Running the algorithm a polynomial number of times in n, the probability of failure will be reduced to exponentially small. The runtime is bounded by a polynomial factor in m and n of the runtime in Lemma 17. The worst case occurs for m = 4/n in which case the time bound is O * (2 3n/4 ).
Theorem 10.
There is a Monte Carlo algorithm detecting whether an undirected graph with n vertices is Hamiltonian or not in O * (2 3n/4 ) time, with no false positives and no false negatives with probability exponentially small in n.
Polynomial Circuit based Algorithms
This method only needs polynomial space. The problems to be solved will be translated into polynomials represented by polynomial circuits, where the translation is done in such a way that the instance considered is a "yes"-instance iff the coefficient of a special monomial in the polynomial is non-zero; this allows us only to compute the coefficient of the special monomial. A discrete Fourier transform based technique provides an efficient way to achieve the goal.
Coefficient Interpolation
Given a set R and a set of variables X, an arithmetic circuit C over (R, +, * ) is a directed acyclic graph in which each source gate is labeled by a variable x ∈ X or an element of R and other gates are either an addition gate or a product gate. The size |C| of a circuit C is the number of gates in C. The depth ∆(C) of a circuit C is the length of a longest directed path in C. Denote by N and C the naturals and the complex numbers, respectively.
Computing the coefficient of some special monomial can be abstracted as the following Coefficient Interpolation problem which can be solved efficiently based on the discrete Fourier transform.
Definition 6 (Coefficient Interpolation).
Given an arithmetic circuit C over (N, +, * ) and variables x 1 , x 2 , · · · , x β over N that computes a polynomial P (x 1 , . . . , x β ), together with β integers t 1 , t 2 , . . . , t β , the problem is to compute the coefficient of the term
Denote the coefficients of P as a β-dimensional array {c n1,n2,...,n β }. Furthermore, assume that the coefficients of any polynomial outputted by a gate of C are bounded by m and any exponent of x i in the terms of P is bounded by N i − 1 for i ≤ β. Note that P can also be interpreted as a polynomial over the complex numbers. The discrete Fourier transform of the β-dimensional array {c n1,n2,...,n β } is the array {C n1,n2,...,n β } given by the following formula
where ω Ni is the i-th complex root of unity, given by e −2πi/Ni . Then the inverse discrete Fourier transform can give the coefficient c n1,n2,...,n β , as follows. In order to overcome the problem that the real number can not be exactly stored and worked with, the binary representations of the numbers with the bits after the l most significant bits truncated will be used instead during the execution of the algorithm. Here the number l is chosen such that if rounding the resulting estimate c ′ of c t1,t2,...,t β to the nearest integer, c t1,t2,...,t β can be correctly obtained. Observe that addition of these estimates can be done in time O(l), and that multiplication can be carried out in O * (l) time using a fast algorithm for integer multiplication, such as the Fürer's algorithm [29] . Hence 
For a fixed value of l one can compute for every i ≤ β an estimate of ω Ni whose distance ϵ to ω Ni is at most 2·2 −l . Now, given n 1 , . . . , n β , t 1 , . . . t β , N 1 , . . . , N β , based on the circuit C for computing P , a circuit C ′ can be constructed for com-
Clearly, the depth of C ′ is α+log N +log β, where N = max i N i . Furthermore the degree of C ′ is at most d + βN and the largest coefficient is at most md.
Choose l such that 10 · 2 −l (4(d + βN )md) α+log N +log β ≤ 1. Applying Lemma 20 on C ′ yields an estimation error for 
, which yields the following concluding theorem.
Theorem 11. The coefficient interpolation problem can be solved in
O * (N 1 · · · N β (∆(C)+ log d)(log m + log d)) time and O(β + |C|(∆(C) + log d)(log m + log d)) space.
Remark 1.
Here it is necessary to point out that the indegree of the constructed circuit C is implicitly required to be bounded by a constant.
By transforming the problems to polynomials, the above technique can provide pseudo-polynomial time polynomial space algorithms for several hard problems, e.g., the knapsack problem.
Example 11 (Knapsack Problem).
Given a set S = {s 1 , . . . , s n } of n items each of which has positive integer weight w i and value v i , and two positive integers w and v, the Knapsack problem asks whether there exists a subset S ′ of items whose total weight is at most w and total value is at most v. Note that P S (x, y) can be fractorized into P S (x, y) = ∏ n i=1 (x wi + y vi ) which yields a circuit of size O(n log w + n log v) and depth O(log w + log v + log n) for computing P S . Based on the following given circuit of size and depth O(log n + log w) for computing ∑ si∈S x wi and circuit of size and depth O(log n + log v)
for computing ∑ si∈S y vi , a circuit C ′ of size O(n log w + n log v) and depth O(log w + log v + log n) for computing P ′ S can be constructed.
Lemma 21. There exists a circuit of size and depth O(log m) that computes
Proof. The following recurrence can be turned into a circuit for computing
To make the circuit it needs to construct gates evaluating x ⌊p/2⌋ , x ⌊p/4⌋ , x ⌊p/8⌋ , etc. This can be done using an identical trick to the one above by observing that 
Combination with Subset Convolution
By introducing some special gates (e.g., the subset convolution gate and the covering product gate introduced in Section 2.2) in the constructed polynomial circuits, some polynomial space algorithms for many other problems can be derived, e.g., the TSP problem, the weighted Steiner tree problem and the weighted set cover problem. Based on the polynomial space result for the subset convolution and the covering product (Theorem 7 in Section 2.5.1) and using the embedding technique (introduced in Section 2.2), the following result can be obtained by Theorem 11. Whether some other operations and a wider range of input functions can be involved in the polynomial circuit framework to give polynomial space algorithms or faster exponential space algorithms for hard problems, as well as whether this approach can be applied to a wider range of problems, need further studies. 
Theorem 12 ([42]). Let
Example 12 (Weighted Set Cover). Given a set U , a family F = {S 1 , . . . , S l } ⊆ 2 U , a weight function w : F → N, and an integer t. A set cover of U is a family
The weighted set cover problem is to decide whether there exists a set cover of U with weight at most t. Define m i (Y ) as the minimum weight of a set cover C of Y such that |C| = i. Then the problem is to determine whether m n (U ) ≤ t. m i (Y ) can be computed using the following recurrence:
where * denotes the subset convolution operation. By replacing the min operation by max and making use of the embedding technique (in Section 1) to turn the operations over the max-sum semiring to be done over the product-sum ring, it can be proved that the input function is a singleton and the above recurrence can be turned into a circuit of depth O(log |U |). Applying Theorem 12, a polynomial space algorithm with running time O * (2 |U | W ) can be obtained, where W is the maximum weight assigned to sets in F.
Conclusion
This chapter summarizes some recently resurrected or newly developed combinatorial and algebraic techniques for designing either faster or space efficient exact exponential time algorithms for NP-hard problems. Detailed examples to illustrate these techniques have been given. Despite significant progresses in the past few years, the area is still largely unexplored with many open problems, and new techniques for solving these problems are very much in need. For example, can the graph coloring problem be exactly solved in time faster than O * (2 n )? Can a deterministic O * (c n ) time exact algorithm be derived for TSP where c < 2? It appears that using the inclusion-exclusion technique alone can not break the O * (2 n ) barrier of the graph coloring problem since it needs to go through all the subsets. As Example 12 shows, one promising avenue along which to design either faster or space efficient exact algorithms is to combine multiple techniques. For graph coloring, by combining the combinatorial methods and the algebraic methods, an O * (c n ) (c < 2) time exact exponential time algorithm might eventually be obtained. More specifically, it is worthwhile to try applying some efficient combinatorial computing tools such as fast zeta transform in an algebraic framework. Furthermore, as Alan Perlis once said [41] , "for every polynomial-time algorithm you have, there is an exponential algorithm that I would rather run", exponential time exact algorithms with a small constant base would be preferable to polynomial time algorithms for some problem instances of moderate or reasonably large sizes. For example, an O * (1.01 n ) exact algorithm may run much faster than a polynomial time algorithm with running time O(n 3 ) for relatively large values of n, such as 2000. Besides designing faster exact algorithms, designing space efficient (in particular polynomial or even linear space) exact algorithms is also very important since compared to exponential time consumption, exponential space consumption could be more costly from the standpoint of computing resource usages. All in all, developing practical polynomial space exact algorithms for real-life use will need more devoted effort in the future. Although some of the open problems listed in Woeginger's survey [55] have been solved, many other ones remain open, some of which can be found in [56, 57] .
Notes
The fast zeta transform comes from Yates's work [58] . The general theory of Möbius inversions on posets is developed by Rota [51] . Björklund et al. introduced the linear space fast zeta transform in [19] . A variant of fast zeta transform-trimmed zeta transform is introduced in [16] , which is used to give faster exact algorithms for the important algorithmic tool Disjoint Sum in the design of parameterized algorithms [18] . For details on Yates's algorithm and Möbius inversion, please refer to Knuths's book [38] and Fedor and Kratsch's book [27] .
The fast algorithm for subset convolution comes from Björklund et al. [14] . There is also an FFT based implementation for the fast subset convolution [27] . The fast algorithms for covering product and intersecting covering product are introduced by Björklund et al. [14] , whereas the proof of Lemma 2 comes from Nederlof's paper [44] . The exact algorithms for Examples 1, 2, and 3 are due to Björklund et al. [14] . The fast subset convolution has also been used to derive faster exact algorithms for counting spanning forests [44] , computing Tutte polynomial [15] , computing f -width and rank-width [46] . For more information on applications of the fast subset convolution, please refer to [27] . The polynomial space algorithms for the covering product and the subset convolution are based on Nederlof's work [44] and Lokshtanov and Nederlof's work [42] . The exact algorithm for computing cover polynomial in Example 6 is due to [44] . Subset convolution can also be used to derive faster parameterized algorithms. For example, van Rooij, Bodlaender, and Rossmanith [49] gave an O(2 t n) time parameterized algorithm for counting perfect matchings in graphs of treewidth at most t based on a generalized fast subset convolution algorithm. Vassilevska and Williams [54] introduced a new approach for computing permanent of rectangular matrix based on the fast subset convolution.
The application of inclusion-exclusion to combinatorial optimization goes back to Ryser's formula for the permanent [52] , which remains the most effective way to count the number of matchings in a bipartite graph. The first explicit reference to combinatorial optimization is for TSP by Kohn, Gottlieb, and Kohn [39] , and a concise paper by Karp [36] applying the idea to a number of hard problems. Karp's paper is very compact and has probably gone slightly unnoticed, as it focuses on cases where the technique offers reduction in space as compared to a dynamic programming algorithm, but at the expense of a possible slight increase in running time. Later, Bax and Franklin [3, 4, 6] used similar methods to count paths and cycles in general graphs. These techniques provide an O * (2 n ) time algorithm for counting Hamiltonian paths [36, 4] . The proof of the inclusion-exclusion principle comes from Björklund et al.'s paper [13] . Exact algorithms for the set partition problem in Example 4 and for computing cover polynomial in Example 6 are due to Björklund et al. [13, 15] . In the conference versions [11, 40] of [13] and some other papers [12, 32, 33, 31] , exact algorithms using inclusion-exclusion for other partitioning and covering problems are given. The inclusion-exclusion technique is also used to give a faster exact algorithm for computing the permanent of a matrix over rings and finite commutative semirings [20] . The polynomial space exact algorithm for counting Hamiltonian paths in Example 7 is due to Karp [36] . The inclusionexclusion approach for counting subgraph isomorphisms using homomorphism as demonstrated in Example 8 is developed by Amini, Fomin and Saurabh [1] . Nederlof [44] further developed inclusion-exclusion techniques to derive a number of polynomial space algorithms. Additionally, the approach based on a combination of branching and inclusion-exclusion is developed in [45, 50, 48, 47] . For the recent progress on the algorithmic uses of inclusion-exclusion, please refer to the survey by Husfeldt [34] .
The technique used for deriving faster exact algorithms in bounded graphs is introduced by Björklund et al. in [16, 17] . The exact algorithm for TSP in bounded graphs in Example 10 comes from [17] .
The application of algebraic methods in designing exact algorithms can be traced back to the famous paper by Kohn et al. [39] on solving the traveling salesman problem using generating polynomials. Björklund introduced the algebraic sieving method in some recent papers [9, 10] . The exact algorithms for k-dimensional matching and Hamiltonicity come from [9] and [10] , respectively. The polynomial circuit based approach for deriving polynomial space exact algorithms is developed by Lokshtanov and Nederlof in [42] . Faster polynomial space exact algorithms for subset sum were also proposed in the same paper, and by combining with subset convolution, they gave polynomial space exact algorithms for the Steiner tree problem as well as the TSP problem. Very recently, by using a new algebraic method based on computing the hafnian over an arbitrary ring, Björklund [8] gave a faster polynomial space algorithm for counting the number of perfect matchings.
This chapter focuses only on the recently resurrected or newly developed combinatorial and algebraic approaches for designing either faster or space efficient exact algorithms. Many recent successes in using these approaches suggest that these approaches could play a significant role in the design of exponential exact algorithms for many other NP-hard problems. Other than these approaches, there are also other classical methods for tackling NP-hard problems, such as branching and local search methods. For detailed illustrations of these classical methods, please refer to Woeginger's survey [55] . Schöning in his concise survey [53] investigated how randomization can be used to design randomized exponential time algorithms. Most recently, perhaps in response to the rapid development of exact algorithms research, Fomin and Kratsch have written an excellent text [27] on exact exponential algorithms. Both classical methods and newly developed techniques such as measure and conquer are covered by this book. The book discusses also combinatorial methods for which our chapter tries to fill in some of missing details. On top of that, this chapter demonstrates how to employ these techniques to design space efficient exact algorithms without increasing the running time, as well as how the newly developed algebraic approaches can be utilized to design either faster or space efficient exact algorithms. 
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