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ABSTRACT. This paper revisits the optimal capital structure model with endogenous bankruptcy, first stud-
ied by Leland [39] and Leland and Toft [40]. Unlike in the standard case, where shareholders continuously
observe the asset value and bankruptcy is executed instantaneously and without delay, the information of
the asset value is assumed to be updated only at intervals, modeled by the jump times of an independent
Poisson process. Under the spectrally negative Le´vy model, we obtain the optimal bankruptcy strategy
and the corresponding capital structure. A series of numerical studies enable analysis of the sensitivity of
observation frequency in the optimal solutions, optimal leverage and credit spreads.
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1. INTRODUCTION
The study of capital structures dates back to the seminal work by Modigliani and Miller [47], which shows that,
in a frictionless economy, the value of a firm is invariant to the choice of capital structures. While the Modigliani-
Miller (MM) theory is regarded as an effective starting point for research on capital structures and has provided
valuable insights in the field, it is not directly applicable to businesses. In reality, selection of capital structures
is not perfectly random. Instead, it depends significantly on factors such as industry type, county and corporate
law. In the field of corporate finance, various approaches have been taken to explain how much debt a firm should
issue. A reasonable conclusion can be obtained only after challenging some of the assumptions of the classical
MM theory.
The trade-off theory is one well-known approach for the study of capital structures. While various frictions may
affect a firm’s decisions, (1) bankruptcy costs and (2) tax benefits are believed to be the most important factors. By
issuing debt, bankruptcy costs increase, while at the same time the firm can enjoy tax shields for coupon payments
to the bondholders. The trade-off theory states that firms issue the appropriate debt to solve the trade-off between
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minimizing bankruptcy costs and maximizing tax benefits. To formulate this optimization problem, one needs an
efficient and realistic way of modeling not only bankruptcy but also tax benefits, which depend heavily on the
dynamics of the firm’s asset value. For more details on the trade-off theory and its review, see, e.g., [33, 28, 31].
Classically, there are two models of bankruptcy in credit risk: the structural approach and the reduced-form
approach (see [13]). The former, first proposed by Black and Cox [14], models bankruptcy time as the first time
the asset value goes below a fixed barrier. The latter models it as the first jump epoch of a doubly stochastic process
(known hereafter as the Cox process) where the jump rate is driven by another stochastic process. Both approaches
were developed extensively in the 2000s and are now commonly used throughout the asset pricing and credit risk
literature. An extension of the structural approach, which we call the excursion (Parisian) approach, models it
as the first instance in which the amount of time the asset price stays continuously below a threshold exceeds a
given grace period. Motivated by the Parisian option, this is sometimes called the Parisian ruin (see [21]). In
the corporate finance literature, the approach has been used to model the reorganization process (Chapter 11), as
in [27, 17]. Here, reorganization is undertaken whenever the asset value is below a threshold; although there is
a chance of recovering to reach above the threshold, if reorganization time exceeds the grace period, the firm is
liquidated. For more information, see the literature review in Section 1.3.
1.1. A new model of bankruptcy. This paper considers the scenario where asset value information is updated
only at epochs (T λn )n≥1, given by the jump times of a Poisson process (Nλt )t≥0 with fixed rate λ. Given a bank-
ruptcy barrier VB , chosen by the equity holders, bankruptcy is triggered at the first update time where the asset
process (Vt)t≥0 is below VB:
inf{T λi : VTλi < VB}.(1.1)
This is also written as the classical bankruptcy time
inf{t > 0 : V λt < VB},(1.2)
of the asset value if it is only updated at (T λn ;n ≥ 1):
V λt := VTλ
Nλt
, t ≥ 0.
Here T λ
Nλt
is the most recent update time before t. In Figure 1, we plot sample paths of (Vt)t≥0, (V λt )t≥0, (T λn )n≥1
and the corresponding bankruptcy time.
The bankruptcy model (1.1) is closely related to the reduced-form and excursion approaches reviewed above.
(1) The bankruptcy time (1.1) is equivalent to the Parisian ruin with the (constant) grace period replaced with
an exponential time clock, the first epoch being the time spent continuously below VB for more than an
independent exponential time. For more details see Appendix A.
(2) It is also equivalent to the bankruptcy time in the reduced-form credit risk model, where the bankruptcy
time is the first jump time of the Cox process with hazard rate given by (ht := λ1{Vt<VB})t≥0. As in
Figure 1, the region (0, VB) can be seen as the “red zone”; here, bankruptcy is triggered at rate λ whereas,
in the “healthy zone” (VB,∞), this probability is negligible.
There are several motivations for considering the bankruptcy strategy (1.1) for the study of capital structures.
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FIGURE 1. Sample paths of the asset value (Vt)t≥0 (black lines) and (V λt )t≥0 (horizontal
blue lines) along with the Poisson arrival times (T λn )n≥1 (indicated by dotted vertical
lines). The red zone (0, VB) is given by the rectangle colored in red. The asset values at
bankruptcy and other observation times are indicated by the red circle and blue triangles,
respectively. Here, the bankruptcy time corresponds to T λ1 , but the asset value has crossed
VB before and then recovered back before T λ1 . Note that (V
λ
t )t≥0 has a positive jump at
T λ6 .
First, in reality, it is not possible to continuously observe the accurate status of a firm and make bankruptcy
decisions instantaneously. In addition, unlike in the case of American options pricing, for which computer pro-
grams can be set up to exercise automatically, in our case, information is acquired by humans. As observed in the
literature of rational inattention [54], the amount of information a decision maker can capture and handle is lim-
ited, and instead they rationally decide to stay with imperfect information. Taking a bankruptcy decision requires
complex information and it is more realistic to assume that the information for the decision makers is updated only
at random discrete times. While they are expected to respond promptly, delays are inevitable and possibly have a
significant impact on bankruptcy costs.
Second, the majority of the existing literature assumes continuous observation using a continuous asset value
process – in this case, the asset value at bankruptcy is, in any event, precisely VB . Unfortunately, it is unreasonable
to assume that one can precisely predict the asset value at bankruptcy, which is in reality random. The randomness
can be realized by adding negative jumps to the process. We underline that in our model this randomness can also
be achieved by any choice (continuous or ca´dla´g) of the underlying process. See Figure 6 in Section 6.
Third, this model generalizes the classical model and allows more flexibility by having one more parameter λ.
The classical structural model (with instantaneous liquidation upon downcrossing the barrier) corresponds to the
case λ =∞ and the no-bankruptcy model corresponds to the case λ = 0. With careful calibration of λ, the model
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can potentially estimate the bankruptcy costs and tax benefits more precisely. Typically, for calibration, credit
spread data is used. As shown in the numerical results (see Figure 8), a variety of term structures can be achieved
by choosing the value of λ.
Finally, thanks to the equivalence of our bankruptcy time with the classical bankruptcy time (1.2) of the pro-
cess (V λt )t≥0, this research can be considered a contribution to the classical structural approach. Existing results
featuring asset value processes with two sided jumps are rather limited. However, we provide a new analytically
tractable case for (V λt )t≥0, containing two-sided jumps even when (Vt)t≥0 does not have positive jumps (see Fig-
ure 1). By appropriately selecting the driving process (Vt)t≥0 as well as λ, it is possible to construct a wide range
of stochastic processes with two-sided jumps.
1.2. Contributions of the paper. This model is built based on the seminal paper by Leland and Toft [40], with
a feature of endogenous default. While Leland [39]’s framework is more frequently used and is certainly more
mathematically tractable, its extension [40] more accurately captures the flow of debt financing by successfully
avoiding the use of perpetual bonds assumed in [39].
In addition, while the majority of papers in financial economics assume a geometric Brownian motion for the
asset price (Vt)t≥0, we follow the works of Hilberink and Rogers [29], Kyprianou and Surya [38] and Surya and
Yamazaki [56] and consider an exponential Le´vy process with arbitrary negative jumps (spectrally negative Le´vy
processes). Although it is more desirable to also allow positive jumps as in Chen and Kou [20], as discussed in
[29], negative jumps occur more frequently and effectively model the downward risks. With the spectrally negative
assumption, semi-explicit expressions of the equity value as well as the optimal bankruptcy threshold are elicited,
without focusing on a particular set of jump measures. Again, see the discussion above on how our model is
capable of modeling the two-sided jump case in the classical structural approach, even when a spectrally negative
Le´vy process is used for (Vt)t≥0. For a more general study of financial models using Le´vy processes, the reader
should refer to Cont and Tankov [22].
To solve the problem, recent developments of the fluctuation theory of Le´vy processes are utilized. First, the
firm/debt/equity values are expressed in terms of the so-called scale functions, which exist for a general spectrally
negative Le´vy process. These permit direct computation of the optimal bankruptcy barrier and the corresponding
firm/debt/equity values.
With these analytical results, a sequence of numerical experiments can be conducted. Here, to easily com-
prehend the impacts of the parameters describing the problem, we use a (spectrally negative) hyperexponential
jump diffusion (a mixture of Brownian motion and i.i.d. hyperexponentially distributed jumps), for which the scale
function can be written as a sum of exponential functions. The equity/debt/firm values can be written explicitly
and the optimal bankruptcy barrier can be computed instantaneously by a classical bisection method. The optimal
capital structure is obtained by solving the two-stage optimization problem as proposed in [40]. In addition, with
numerical Laplace inversion, we also obtain the term structures of credit spreads and the density/distribution of
the bankruptcy time and the corresponding asset value. Because various numerical experiments have already been
conducted in other papers, here we focus on analyzing the impacts of the frequency of observation λ. We verify the
convergence to the classical case of [29, 38], and also observe monotonicity, with respect to λ, of the bankruptcy
barrier, firm value under the optimal capital structure, the optimal leverage, and the credit spread.
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1.3. Related literature. Before concluding this section, we review several relevant papers motivating our prob-
lem.
The most relevant paper, to our best knowledge, is Francois and Mollerec [27], in which the authors modeled the
reorganization process (Chapter 11) using the excursion approach with a deterministic grace period as described
above. Broadie et al. [17] considered a similar model with an additional barrier for immediate liquidation upon
crossing, whereas Moraux [48] considered a variant of [27] using the occupation time approach, in which distress
level accumulates without being reset each time the asset process recovers to a healthy state. These papers are based
on Leland [39], with perpetual bonds and asset values driven by geometric Brownian motions for mathematical
tractability. However, it is significantly more challenging than the classical structural approach and hence most of
them rely on numerical approaches. In this paper, on the other hand, semi-analytical solutions for a more general
asset value process with jumps are obtained as a result of the use of Poisson arrival times for the update times.
This paper is also motivated by Duffie and Lando [23], in which they modeled the asymmetry of information
between firms and bond investors. The authors assumed that bond investors cannot observe the firm’s assets
directly and that instead, they receive only periodic and imperfect accounting reports on the firm’s status. Under
these assumptions, the authors successfully explained the non-zero credit spread limit.
Regarding the study of Le´vy processes observed at Poisson arrival times, there has been substantial progress in
the last few years. Recently, Albrecher and Ivanovs [2] investigated close links between Le´vy processes observed
continuously and periodically. In results similar to those for the classical hitting time at a barrier, they found
that the exit identities under periodic observation can be obtained, if the Wiener-Hopf factorization is known. In
particular, when focusing on the spectrally one-sided case, these can be written in terms of the scale function. For
the results of our paper, we use the joint Laplace transform of the bankruptcy time (1.1) and the asset value in that
instance, which is obtained in [1, 2]. In addition, we obtain the resolvent measure killed at the first Poissonian
downward passage time (1.1) for the computation of tax benefits.
Regarding the optimal stopping problems under Poisson observations, perpetual American options have been
studied by Dupuis and Wang [24] for the geometric Brownian motion case. This has recently been generalized
to the Le´vy case by Pe´rez and Yamazaki [51]. Several key studies have been performed on the application of
scale functions in optimal stopping in the continuous observation setting (e.g., [3, 7, 44, 53, 55]). The periodic
observation model is more frequently used in the insurance community, in particular in the optimal dividend
problem (see [6, 5, 49]).
To the best of our knowledge, this is the first attempt to introduce Poisson observations in the problem of capital
structures. We believe the techniques used in this paper can be used similarly in related problems described above
when the Poisson observation is introduced.
1.4. Organization of the paper. The organization of this paper is as follows. In Section 2 we present formally the
main problem that we work on in this article. In Section 3, we compute the equity value using the scale function,
and, in Section 4, we identify the optimal barrier. Section 5 considers the two-stage problem to obtain the optimal
capital structure. Section 6 deals with numerical examples confirming theoretical results. Section 7 concludes the
paper. Long proofs are deferred to the Appendix.
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2. PROBLEM FORMULATION
Let (Ω,F ,P) be a complete probability space hosting a Le´vy process X = (Xt)t≥0. The value of the firm’s
asset is assumed to evolve according to an exponential Le´vy process given by, for the initial value V > 0,
Vt := V e
Xt , t ≥ 0.
Let r > 0 be the positive risk-free interest rate and 0 ≤ δ < r the total payout rate to the firm’s investors. We
assume that the market is complete and this requires (e−(r−δ)tVt)t≥0 to be a P-martingale.
The firm is partly financed by debt with a constant debt profile: it issues, for some given constants p,m > 0, new
debt at a constant rate p with maturity profile ϕ(s) := me−ms. In other words, the face value of the debt issued in
the small time interval (t, t+ dt) that matures in the small time interval (t+ s, t+ s+ ds) is approximately given
by pϕ(s)dtds. Assuming the infinite past, the face value of debt held at time 0 that matures in (s, s+ ds) becomes[∫ 0
−∞
pϕ(s− u)du
]
ds = pe−msds,(2.1)
and the face value of all debt is a constant value,
P :=
∫ ∞
0
pe−msds =
p
m
.
For more details, see [29, 38].
Let (Nλt )t≥0 be an independent Poisson process with rate λ > 0 and T := (T λn )n≥1 be its jump times. Suppose
the bankruptcy is triggered at the first time of T the asset value process (Vt)t≥0 goes below a given level VB > 0:
T−VB := inf {S ∈ T : VS < VB}(2.2)
with the convention inf ∅ = ∞. In our model, it is more natural to assume that the bankruptcy decision can be
made at time zero. Hence, we modify the above and consider the random time
T
−
VB
:= inf {S ∈ T ∪ {0} : VS < VB} = T−VB1{V≥VB}.(2.3)
(i) Suppose V ≥ VB so that T−VB = T−VB .
The debt pays a constant coupon flow at a fixed rate ρ > 0 and a constant fraction 0 < α < 1 of the asset value
is lost at the bankruptcy time T−VB . In this setting, the value of the debt with a unit face value and maturity t > 0
becomes
d(V ;VB, t) := E
[∫ t∧T−VB
0
e−rsρds
]
+ E
[
e−rt1{t<T−VB }
]
+
1
P
E
[
e
−rT−VBVT−VB
(1− α)1{T−VB<t}
]
.(2.4)
Here, the first term is the total value of the coupon payments accumulated until maturity or bankruptcy whichever
comes first; the second term is the value of the principle payment; the last term corresponds to the 1/P fraction
of the remaining asset value that is distributed, in the event of bankruptcy, to the bondholder of a unit face value.
Integrating this, the total value of debt becomes, by (2.1) and Fubini’s theorem,
D(V ;VB) :=
∫ ∞
0
pe−mtd(V ;VB, t)dt
= E
[∫ T−VB
0
e−(r+m)t (Pρ+ p) dt
]
+ E
[
e
−(r+m)T−VBVT−VB
(1− α)1{T−VB<∞}
]
.
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Regarding the value of the firm, it is assumed that there is a corporate tax rate κ > 0 and its (full) rebate on
coupon payments is gained if and only if Vt ≥ VT for some given cut-off level VT ≥ 0 (for the case VT = 0, it
enjoys the benefit at all times). Based on the trade-off theory (see e.g. [15]), the firm value becomes the sum of the
asset value and total value of tax benefits less the value of loss at bankruptcy, given by
V(V ;VB) := V + E
[∫ T−VB
0
e−rt1{Vt≥VT }Pκρdt
]
− αE
[
e
−rT−VBVT−VB
1{T−VB<∞}
]
.(2.5)
(ii) Suppose V < VB so that T
−
VB
= 0 a.s. Then,
D(V ;VB) = V(V ;VB) = (1− α)V.(2.6)
The problem is to pursue an optimal bankruptcy level VB ≥ 0 that maximizes the equity value,
E(V ;VB) := V(V ;VB)−D(V ;VB),(2.7)
subject to the limited liability constraint,
E(V ;VB) ≥ 0, V ≥ VB,(2.8)
if such a level exists. Here, VB = 0 means that it is never optimal to go bankrupt with the limited liability constraint
satisfied for all V > 0. Note that when V < VB then (2.6) gives E(V ;VB) = 0.
3. COMPUTATION OF THE EQUITY VALUE
Suppose from now on that (Xt)t≥0 is a spectrally negative Le´vy process, that is a Le´vy process without positive
jumps. We denote by
ψ(θ) := logE
[
eθX1
]
, θ ≥ 0(3.1)
its Laplace exponent with the right-inverse
Φ(q) := sup{s ≥ 0 : ψ(s) = q}, q ≥ 0.(3.2)
3.1. Scale functions. The starting point of whole analysis is introducing the so-called q-scale function W (q)(x),
with q ≥ 0 and x ∈ R. It features invariably in almost all known fluctuation identities of spectrally negative Le´vy
processes; see Zolotarev [58] and Taka´cs [57] for the origin of this function. See also [38, 35] for a detailed review.
Fix q ≥ 0. The q-scale functionW (q) is the mapping from R to [0,∞) that takes value zero on the negative half-
line, while on the positive half-line it is a continuous and strictly increasing function with the Laplace transform:∫ ∞
0
e−θxW (q)(x)dx =
1
ψ(θ)− q , θ > Φ(q).(3.3)
Define also the second scale function:
Z(q)(x; θ) := eθx
(
1 + (q − ψ(θ))
∫ x
0
e−θzW (q)(z)dz
)
, x ∈ R, θ ≥ 0.
In particular, for x ∈ R, we let Z(q)(x) := Z(q)(x; 0) and, for λ > 0,
Z(q)(x; Φ(q + λ)) = eΦ(q+λ)x
(
1− λ
∫ x
0
e−Φ(q+λ)zW (q)(z)dz
)
.
In the next section, we see that the equity value (2.7) can be written in terms of the scale functions W (q) and Z(q).
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3.2. Related fluctuation identities. For y ∈ R, let Py be the conditional probability under which the initial value
of the spectrally negative Le´vy process is X0 = y.
Following equation (4.5) in [38] (see also Emery [26] and [8, eq. (3.19)]), the joint Laplace transform of the
first passage time
(3.4) τ−0 := inf{t ≥ 0 : Xt < 0}
and Xτ−0 is given by the following identity
H(q)(y; θ) := Ey
[
e
−qτ−0 +θXτ−0 1{τ−0 <∞}
]
= Z(q)(y; θ)− ψ(θ)− q
θ − Φ(q)W
(q)(y),(3.5)
where y ∈ R, θ ≥ 0, and q ≥ 0. Similar results have been obtained for the Poisson observation case. Recall that
T := (T λn ;n ≥ 1) is the set of jump times of an independent Poisson process. We define
T˜−z := inf {S ∈ T : XS < z} , z ∈ R.(3.6)
By equation (14) of Theorem 3.1 in [1], for θ ≥ 0 and y ∈ R,
J (q,λ)(y; θ) := Ey
[
e
−qT˜−0 +θXT˜−0 1{T˜−0 <∞}
]
=
λ
λ+ q − ψ(θ)
(
Z(q)(y; θ)− Z(q)(y; Φ(q + λ))ψ(θ)− q
λ
Φ(q + λ)− Φ(q)
θ − Φ(q)
)
=
[
1− (ψ(θ)− q)
(θ − Φ(q))
(Φ(λ+ q)− θ)
(λ+ q − ψ(θ))
]
Z(q)(y; θ)
− (ψ(θ)− q)
(θ − Φ(q))
(Φ(λ+ q)− Φ(q))
(λ+ q − ψ(θ))
(
Z(q)(y; Φ(λ+ q))− Z(q)(y; θ)).
(3.7)
Remark 3.1. (1) We have
J (q,λ)(0; 1) =
λ
λ+ q − ψ(1) −
ψ(1)− q
λ+ q − ψ(1)
Φ(q + λ)− Φ(q)
1− Φ(q) = 1−
ψ(1)− q
λ+ q − ψ(1)
Φ(q + λ)− 1
1− Φ(q) > 0,
J (q,λ)(0; 0) =
λ
λ+ q
− q
λ+ q
Φ(q + λ)− Φ(q)
Φ(q)
= 1− q
λ+ q
Φ(q + λ)
Φ(q)
> 0,
where the positivity holds by the probabilistic expression of J (q,λ) as in (3.7).
(2) We have
J (q,λ)(y; θ) < 1, q > 0, θ ≥ 0, y ∈ R.(3.8)
To see this, by the memoryless property of the exponential random variable, we can write, for some independent
exponential random variable eλ, the first observation time at which X is below zero is τ−0 + eλ and hence T˜
−
0 is
bounded from below by an exponential random variable. In addition, we must have XT˜−0 ≤ 0 Py-a.s. and hence
we have (3.8).
In order to write the equity value, we obtain an expression for
Λ(r,λ)(y, z) := Ey
[∫ T˜−z
0
e−rt1{Xt≥log VT }dt
]
, y, z ∈ R.(3.9)
In Appendix B, we obtain the resolvent measure killed at T˜−z and the following result as a corollary.
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Proposition 3.1. Fix y, z ∈ R. For VT > 0, we have
Λ(r,λ)(y, z) = Z(r)(y − z; Φ(r + λ))Φ(r + λ)− Φ(r)
λ
×
( 1
Φ(r)
Z(r+λ)(z − log VT ; Φ(r))− λ
Φ(r)
W
(r+λ)
(z − log VT )
)
−W (r+λ)(y − log VT )1{z>log VT } −W
(r)
(y − log VT )1{z≤log VT }
+ λ1{z>log VT }
∫ y−z
0
W (r)(y − z − u)W (r+λ)(u+ z − log VT )du,
where W (q)(y) :=
∫ y
0 W
(q)(u)du for all q > 0 and y ∈ R.
For VT = 0, we have Λ(r,λ)(y, z) = (1− J (r,λ)(y − z; 0))/r.
3.3. Expression for the equity value in terms of the scale function. Using the identities in Section 3.2, the
equity value (2.7) can be written as follows. Here, we focus on the case VB > 0. The case VB = 0 (for which, as
we will see, only the case VT = 0 needs to be considered) is given later in (4.4).
First by (3.7), we have, for q = r and q = r +m,
E
[
e
−qT−VBVT−VB
1{T−VB<∞}
]
= VBJ
(q,λ)
(
log
V
VB
; 1
)
and E
[
e
−qT−VB1{T−VB<∞}
]
= J (q,λ)
(
log
V
VB
; 0
)
.
In addition, by (3.9),
E
[∫ T−VB
0
e−rt1{Vt≥VT }dt
]
= Λ(r,λ)(log V, log VB).
Hence, we can write
D(V ;VB) = Pρ+ p
r +m
(
1− J (r+m,λ)
(
log
V
VB
; 0
))
+ (1− α)VBJ (r+m,λ)
(
log
V
VB
; 1
)
,
V(V ;VB) = V + PκρΛ(r,λ)(log V, log VB)− αVBJ (r,λ)
(
log
V
VB
; 1
)
,
(3.10)
and therefore, by taking their difference, the equity value is
E(V ;VB) = V + PκρΛ(r,λ)(log V, log VB)− αVBJ (r,λ)
(
log
V
VB
; 1
)
− Pρ+ p
r +m
(
1− J (r+m,λ)
(
log
V
VB
; 0
))
− (1− α)VBJ (r+m,λ)
(
log
V
VB
; 1
)
.
(3.11)
4. OPTIMAL BARRIER
Having the equity value E(V ;VB) given in (3.11) identified using equation (3.7) and Proposition 3.1, we are
ready to find the optimal barrier V ∗B maximizing it. Our objective in this paper is to show that the optimal barrier
is V ∗B such that
E(V ∗B;V ∗B) = 0,(4.1)
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if it exists, where, by (3.11) and Remark 3.1(1), for VB > 0,
E(VB;VB) = VB + PκρΛ(r,λ)(log VB, log VB)
− αVBJ (r,λ)(0; 1)− Pρ+ p
r +m
(1− J (r+m,λ)(0; 0))− (1− α)VBJ (r+m,λ)(0; 1)
= VB[1− αJ (r,λ)(0; 1)− (1− α)J (r+m,λ)(0; 1)] + PκρΛ(r,λ)(log VB, log VB)
− Pρ+ p
λ+ r +m
Φ(r +m+ λ)
Φ(r +m)
.
(4.2)
4.1. Existence. We first show the condition for the existence of V ∗B satisfying (4.1). To this end, we show the
following result; the proof is given in Appendix C.1.
Lemma 4.1. The mapping z 7→ Λ(r,λ)(z, z) is non-decreasing on R with the limit
lim
z↓−∞
Λ(r,λ)(z, z) =
0 if VT > 0,1
λ+r
Φ(r+λ)
Φ(r) if VT = 0.
FIGURE 2. Plots of VB 7→ E(VB;VB) for VT = 0, 10, 20, . . . , 100. Solid lines show for
the case VT = 0 and dotted lines for the other cases. The points at V ∗B are indicated by
circles. The left plot is based on the parameter set in Case B in Section 6 (except VT ), and
achieves V ∗B > 0 for all cases. The right plot is based on the same parameters except that
we set κ = 0.9999, m = 10, ρ = 0.2 and λ = 0.1 to achieve V ∗B = 0 when VT = 0.
This lemma leads to the following proposition. For numerical illustration, see Figure 2.
Proposition 4.1. The mapping VB 7→ E(VB;VB) is strictly increasing on (0,∞) with the limit:
lim
VB↓0
E(VB;VB) =
−
Pρ+p
λ+r+m
Φ(r+m+λ)
Φ(r+m) if VT > 0,
Pκρ
λ+r
Φ(r+λ)
Φ(r) − Pρ+pλ+r+m Φ(r+m+λ)Φ(r+m) if VT = 0,
lim
VB↑∞
E(VB;VB) =∞.
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Proof. From Remark 3.1(2), we have 1 − αJ (r,λ)(0; 1) − (1 − α)J (r+m,λ)(0; 1) > 0. By this, Lemma 4.1 and
because z 7→ Λ(r,λ)(z, z) is non-decreasing and bounded, the claim is immediate in view of the second equality of
(4.2).  
Now by Proposition 4.1, we define the candidate optimal threshold V ∗B formally, as follows.
(1) For the case VT > 0 and the case VT = 0 with Pκρ 1λ+r
Φ(r+λ)
Φ(r) − Pρ+pλ+r+m Φ(r+m+λ)Φ(r+m) < 0, we set V ∗B > 0
such that E(V ∗B;V ∗B) = 0, whose existence and uniqueness hold by Proposition 4.1.
(2) For the case VT = 0 with
(4.3)
Pκρ
λ+ r
Φ(r + λ)
Φ(r)
− Pρ+ p
λ+ r +m
Φ(r +m+ λ)
Φ(r +m)
≥ 0,
we set V ∗B = 0.
The debt/firm/equity values for the case V ∗B > 0 can be computed by (3.10) and (3.11). For the case V
∗
B = 0,
where necessarily VT = 0, we have, for all V > 0,
D(V ; 0) = E
[∫ ∞
0
e−(r+m)t (Pρ+ p) dt
]
=
Pρ+ p
r +m
,
V(V ; 0) = V + E
[∫ ∞
0
e−rtPκρdt
]
= V +
Pκρ
r
,
and therefore
E(V ; 0) = V + Pκρ
r
− Pρ+ p
r +m
.(4.4)
4.2. Optimality. For the rest of this section, we show the following one of our main results.
Theorem 4.1. The barrier V ∗B is optimal for the problem of maximizing (2.7) subject to (2.8).
To prove the optimality, it is sufficient to show the following:
(1) If V ∗B > 0, every threshold VB < V
∗
B violates the limited liability constraint (2.8).
(2) V ∗B attains a higher equity value than any VB > V
∗
B does.
(3) V ∗B is feasible.
Proposition 4.2. Suppose V ∗B > 0. For VB < V
∗
B , the limited liability constraint (2.8) is not satisfied.
Proof. By the (strict) monotonicity as in Proposition 4.1 and because E(V ∗B;V ∗B) = 0 (given that V ∗B > 0), we
have E(VB;VB) < 0 for VB < V ∗B .  
The proof of the following is given in Appendix C.2.
Proposition 4.3. For V > VB > 0, we have
∂
∂VB
E(V ;VB) = −(Φ(r +m+ λ)− Φ(r +m))H(r+m)
(
log
V
VB
; Φ(r +m+ λ)
)L(log V, log VB)
VB
(4.5)
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where H(r+m) is as in (3.5) and, for x, z ∈ R,
L(x, z) :=
H(r)(x− z; Φ(r + λ))
H(r+m)(x− z; Φ(r +m+ λ))
Φ(r + λ)− Φ(r)
Φ(r +m+ λ)− Φ(r +m)
×
(
α(1− J (r,λ)(0; 1))ez + PκρΦ(r + λ)− Φ(r)
λ
∫ z−log VT
−∞
H(r+λ)(y; Φ(r))dy
)
+ (1− α)(1− J (r+m,λ)(0; 1))ez − Pρ+ p
r +m
(1− J (r+m,λ)(0; 0)).
The proof of the following results are given in Appendices C.3 and C.4.
Proposition 4.4. Suppose VB > V ∗B ≥ 0. We have ∂∂VB E(V ;VB) < 0 for V > VB . Hence, E(V ;VB) < E(V ;V ∗B)
for all V > VB .
Proposition 4.5. For V > VB > 0, we have
∂
∂V
E(V ;VB) = 1− VB
V
[ ∂
∂VB
E(V ;VB) + αJ (r,λ)
(
log
V
VB
; 1
)
+ (1− α)J (r+m,λ)
(
log
V
VB
; 1
)]
+
Pκρ
V
R(r,λ)
(
log
V
VB
, log
VT
VB
)
,
where R(r,λ) is the resolvent density given in (B.3).
Proposition 4.6. We have E(V ;V ∗B) ≥ 0 for all V ≥ V ∗B when V ∗B > 0 and for all V > 0 when V ∗B = 0. In other
words, V ∗B is feasible.
Proof. (i) Suppose V ∗B > 0. Because R
(r,λ) is the resolvent density, it is nonnegative. By this together with
Propositions 4.4 and 4.5, for V > V ∗B > 0,
∂
∂V
E(V ;V ∗B) = 1−
V ∗B
V
∂
∂VB
E(V ;V ∗B)− α
V ∗B
V
J (r,λ)
(
log
V
V ∗B
; 1
)
− (1− α)V
∗
B
V
J (r+m,λ)
(
log
V
V ∗B
; 1
)
+
Pκρ
V
R(r,λ)
(
log
V
V ∗B
, log
VT
V ∗B
)
≥ 1− V
∗
B
V
[
αJ (r,λ)
(
log
V
V ∗B
; 1
)
+ (1− α)J (r+m,λ)
(
log
V
V ∗B
; 1
)]
≥ 1− V
∗
B
V
≥ 0,
where the second inequality holds by Remark 3.1(2). Applying this and the fact that E(V ∗B;V ∗B) = 0 when V ∗B > 0,
the claim is immediate.
(ii) For the case V ∗B = 0 recall that necessarily VT = 0, and hence by (4.4) we obtain that
(4.6)
∂
∂V
E(V ; 0) = 1 > 0.
Moreover, by Remark 3.1(1) and because q 7→ J (q,λ)(0; 0) is non-increasing in view of its probabilistic expression,
for m > 0,
r
λ+ r
Φ(r + λ)
Φ(r)
= 1− J (r,λ)(0; 0) ≤ 1− J (r+m,λ)(0; 0) = r +m
λ+ r +m
Φ(r + λ+m)
Φ(r +m)
.
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By this and recalling inequality (4.3), we have that(
Pκρ
r
− Pρ+ p
r +m
)
r +m
λ+ r +m
Φ(r + λ+m)
Φ(r +m)
≥ Pκρ
λ+ r
Φ(r + λ)
Φ(r)
− Pρ+ p
λ+ r +m
Φ(r +m+ λ)
Φ(r +m)
≥ 0.
Hence, Pκρr − Pρ+pr+m ≥ 0 and therefore
lim
V ↓0
E(V ; 0) = Pκρ
r
− Pρ+ p
r +m
≥ 0.(4.7)
Using (4.6) together with (4.7) completes the proof.  
Proof of Theorem 4.1
Now, by Propositions 4.2, 4.4 and 4.6, the proof of Theorem 4.1 is complete. 
Remark 4.1. Intuitively, as λ→∞, the optimal barrier is expected to converge to that in the classical case as in
[38]. In order to confirm this assertion, we provide the following result; its proof is deferred to Appendix C.5.
Lemma 4.2. Suppose VT > 0 and let VB ≥ 0 be fixed. We have
lim
λ→∞
λ+ r +m
Φ(λ+ r +m)
E(VB;VB)
= VB
[
α
ψ(1)− r
1− Φ(r) + (1− α)
ψ(1)− (r +m)
1− Φ(r +m)
]
+
Pκρ
Φ(r)
[(
VB
VT
)Φ(r)
∧ 1
]
− Pρ+ p
Φ(r +m)
.(4.8)
This is consistent with identity (3.26) in [38], where the optimal bankruptcy level is such that the right-hand side
of (4.8) vanishes.
5. TWO-STAGE PROBLEM
We now obtain the optimal leverage by solving the two-stage problem as studied by [20, 39, 40] where the final
goal is to choose P that maximizes the firm’s value V . For fixed V > 0, the problem is formulated as
max
P
V(V ;V ∗B(P ), P )(5.1)
where we emphasize the dependency of V and V ∗B on P .
In this two-stage problem, it is worth investigating the shape of V(V ;V ∗B(P ), P ) with respect to P to confirm
whether it has a unique maximizer. Chen and Kou [20] verified the concavity in the continuous observation case
with a double jump diffusion as the underlying model and the assumption that VT = 0.
In this section, we show, in the periodic observation setting, the concavity for the case when VT = 0 and the
following assumption is satisfied.
Assumption 5.1. The Le´vy measure Π of the dual process −X has a completely monotone density, i.e. Π has a
density pi whose nth derivative pi(n) exists for all n ≥ 1 and satisfies
(−1)npi(n)(x) ≥ 0, x > 0.
Important examples satisfying Assumption 5.1 include (the spectrally negative versions of) hyperexponential
jump diffusion (as a generalization of [20]), variance gamma process [45], CGMY process [19], as well as mero-
morphic Le´vy process [34].
To show this claim, first we show the following property.
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Lemma 5.1. Under Assumption 5.1, the mapping x 7→ H(r)(x; Φ(r + λ)) is decreasing.
Proof. For the completely monotone case, it is known as in Theorem 2 of [42] that the scale function admits the
form
W (r)(x) = Φ′(r)eΦ(r)x −
∫ ∞
0
e−xtµ(r)(dt), x ≥ 0,
for some finite measure µ(r). Substituting this and using Fubini’s theorem,
Z(r)(x; Φ(r + λ)) = eΦ(r+λ)x
(
1− λ
∫ x
0
e−Φ(r+λ)z
[
Φ′(r)eΦ(r)z −
∫ ∞
0
e−ztµ(r)(dt)
]
dz
)
= eΦ(r+λ)x
(
1− λ
[
Φ′(r)
1− e−(Φ(r+λ)−Φ(r))x
Φ(r + λ)− Φ(r) −
∫ ∞
0
∫ x
0
e−z(t+Φ(r+λ))dzµ(r)(dt)
])
= eΦ(r+λ)x − λ
[
Φ′(r)
eΦ(r+λ)x − eΦ(r)x
Φ(r + λ)− Φ(r) −
∫ ∞
0
eΦ(r+λ)x − e−tx
t+ Φ(r + λ)
µ(r)(dt)
]
.
Now, substituting the above expressions in (3.5), we have
H(r)(x; Φ(r + λ)) = Z(r)(x; Φ(r + λ))− λ
Φ(r + λ)− Φ(r)W
(r)(x)
= eΦ(r+λ)x − λ
[
Φ′(r)
eΦ(r+λ)x − eΦ(r)x
Φ(r + λ)− Φ(r) −
∫ ∞
0
eΦ(r+λ)x − e−xt
t+ Φ(r + λ)
µ(r)(dt)
]
− λ
Φ(r + λ)− Φ(r)
[
Φ′(r)eΦ(r)x −
∫ ∞
0
e−txµ(r)(dt)
]
= eΦ(r+λ)xA+B(x)
where
A := 1− λΦ
′(r)
Φ(r + λ)− Φ(r) +
∫ ∞
0
λ
t+ Φ(r + λ)
µ(r)(dt),
B(x) := λ
∫ ∞
0
e−xt
[
1
Φ(r + λ)− Φ(r) −
1
t+ Φ(r + λ)
]
µ(r)(dt).
Because limx→∞B(x) = 0 by monotone convergence and limx→∞H(r)(x; Φ(r + λ)) = 0 in view of the proba-
bilistic expression (3.5), we must have that A = 0. Hence, H(r)(x; Φ(r + λ)) = B(x) and its derivative becomes
∂
∂x
H(r)(x; Φ(r + λ)) = B′(x) = −λ
∫ ∞
0
te−xt
[
1
Φ(r + λ)− Φ(r) −
1
t+ Φ(r + λ)
]
µ(r)(dt) < 0,
where the negativity holds because Φ(r + λ) > Φ(r) > 0 and hence the integrand is always positive. This shows
the claim. 
Now suppose VT = 0 so that
V(V ;VB, P ) = V + E
[∫ T−VB
0
e−rtPκρdt
]
− αE
[
e
−rT−VBVT−VB
1{T−VB<∞}
]
.
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By Proposition 3.1 and identity (4.2), the optimal barrier V ∗B(P ) is given by the root of E(VB;VB, P ) = 0 for the
case V ∗B(P ) > 0 where
E(VB;VB, P ) = VB + Pκρ
r
(1− J (r,λ)(0; 0))
− αVBJ (r,λ)(0; 1)− Pρ+ p
r +m
(1− J (r+m,λ)(0; 0))− (1− α)VBJ (r+m,λ)(0; 1).
(5.2)
Recall that by (4.3) and p = mP ,
V ∗B(P ) = 0⇐⇒ lim
VB↓0
E(VB;VB, P ) ≥ 0⇐⇒ κρ
λ+ r
Φ(r + λ)
Φ(r)
− ρ+m
λ+ r +m
Φ(r +m+ λ)
Φ(r +m)
≥ 0,
which does not depend on the value of P . Hence, the criterion for V ∗B(P ) = 0 is irrelevant to the selection of P .
(1) First consider the case κρ 1λ+r
Φ(r+λ)
Φ(r) − ρ+mλ+r+m Φ(r+m+λ)Φ(r+m) ≥ 0 so that V ∗B(P ) = 0 for any choice of P > 0.
In this case,
V(V ;V ∗B(P ), P ) = V(V ; 0, P ) = V +
Pκρ
r
,
which is linear (and hence concave) in P .
(2) Suppose κρ 1λ+r
Φ(r+λ)
Φ(r) − ρ+mλ+r+m Φ(r+m+λ)Φ(r+m) < 0 so that V ∗B(P ) > 0 is irrelevant to the selection of P .
Because p = Pm, by solving E(VB;VB, P ) = 0 with (5.2),
V ∗B(P ) = −
Pκρ
r
(1− J (r,λ)(0; 0))− Pρ+ p
r +m
(1− J (r+m,λ)(0; 0))
1− αJ (r,λ)(0; 1)− (1− α) J (r+m,λ)(0; 1) = εP,
where
ε := −
κρ
r
(1− J (r,λ)(0; 0))− ρ+m
r +m
(1− J (r+m,λ)(0; 0))
1− αJ (r,λ)(0; 1)− (1− α) J (r+m,λ)(0; 1) > 0.
Now, as in (3.10) and Proposition 3.1, the firm’s value is given by
V(V ;V ∗B(P ), P ) = V +
Pκρ
r
(
1− J (r,λ)
(
log
V
V ∗B(P )
; 0
))
− αV ∗B(P )J (r,λ)
(
log
V
V ∗B(P )
; 1
)
= V +
Pκρ
r
(
1− J (r,λ)
(
log
V
εP
; 0
))
− αεPJ (r,λ)
(
log
V
εP
; 1
)
.
Differentiating the above expression and using Lemmas C.1 and C.2 (in the appendix), we have
∂
∂P
V(V ;V ∗B(P ), P ) =
κρ
r
(
1− J (r,λ)
(
log
V
εP
; 0
))
− κρ
λ+ r
Φ(r + λ)− Φ(r)
Φ(r)
Φ(r + λ)H(r)
(
log
V
εP
; Φ(r + λ)
)
− αε ψ(1)− r
λ+ r − ψ(1)
Φ(r + λ)− Φ(r)
1− Φ(r) (Φ(r + λ)− 1)H
(r)
(
log
V
εP
; Φ(r + λ)
)
.
(5.3)
Here by the convexity of ψ on [0,∞), the coefficient ψ(1)−rλ+r−ψ(1) Φ(r+λ)−Φ(r)1−Φ(r) (Φ(r + λ)− 1) is positive.
First, the mapping x 7→ J (r,λ)(x; 0) = Ex[e−rT˜−0 1{T˜−0 <∞}] = E[e
−rT˜−−x1{T˜−−x<∞}] is decreasing, because T˜
−
−x
is increasing in x. On the other hand, Lemma 5.1 shows that the mapping x 7→ H(r)(x; Φ(r+ λ)) is decreasing as
well.
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Using these facts together with (5.3) we can conclude that ∂∂P V(V ;V ∗B(P ), P ) is decreasing in P , and therefore
that the firm’s value V(V ;V ∗B(P ), P ) is a concave function of P . In summary, we have the following.
Theorem 5.1. Suppose VT = 0 and Assumption 5.1 is satisfied.
(1) If κρ 1λ+r
Φ(r+λ)
Φ(r) − ρ+mλ+r+m Φ(r+m+λ)Φ(r+m) ≥ 0, then V ∗B(P ) = 0 for all P > 0 and we have V(V ;V ∗B(P ), P ) =
V + Pκρr .
(2) Otherwise, V ∗B(P ) = εP > 0 for all P > 0 and V(V ;V ∗B(P ), P ) is concave in P for any V > 0.
6. NUMERICAL EXAMPLES
In this section, we confirm the analytical results obtained in the previous sections through a sequence of numer-
ical examples. In addition, we study numerically the impact of the rate of observation λ on the optimal solutions,
obtain the optimal leverage by considering the two-stage problem considered in (5.1), and analyze the behaviors
of credit spreads.
Throughout this section, we use r = 7.5%, δ = 7%, κ = 35%, α = 50% for the parameters of the problem as
used in [29, 38, 39, 40]. Additionally, unless stated otherwise, we set ρ = 8.162% and m = 0.2, which were used
in [20], P = 50, and λ = 4 (on average four times per year). For the tax threshold, we set
VT = Pρ/δ(6.1)
as used in [38] and also suggested by [29, 40]. By the choice (6.1), necessarily VT > 0 and hence V ∗B > 0 as
discussed in Section 4.1.
For the process (Xt)t≥0, we use a mixture of Brownian motion and a compound Poisson process with i.i.d.
hyperexponential jumps: Xt = µt + σBt −
∑Nt
i=1 Ui, t ≥ 0, where (Bt)t≥0 is a standard Brownian motion,
(Nt)t≥0 is a Poisson process with intensity γ and (Ui)i≥1 takes an exponential random variable with rate βi > 0
with probability pi for 1 ≤ i ≤ m, such that
∑m
i=1 pi = 1. Note that this satisfies the completely monotone
condition given in Assumption 5.1. The corresponding Laplace exponent (3.1) then becomes
ψ(s) = µs+
1
2
σ2s2 + γ
m∑
i=1
pi
(
βi
βi + s
− 1
)
, s ≥ 0.
This is a special case of the phase-type Le´vy process [4] and its scale function has an explicit expression written
as a sum of exponential functions; see e.g. [25, 35]. In particular, we consider the following two parameter sets:
Case A (without jumps):: σ = 0.2, µ = −0.015, γ = 0;
Case B (with jumps):: σ = 0.2, µ = 0.055, γ = 0.5, (p1, p2) = (0.9, 0.1), and (β1, β2) = (9, 1).
Here, µ is chosen so that the martingale property ψ(1) = r − δ = 0.005 is satisfied. In Case B, the jump size U
models both small and large jumps (with parameters 9 and 1) that occur with probabilities 0.9 and 0.1, respectively.
6.1. Optimality. Under the parameter settings described above, we first confirm the optimality of the suggested
barrier V ∗B that satisfies E(V ∗B;V ∗B) = 0. Because the mapping VB 7→ E(VB;VB) (given in (4.2)) is monotonically
increasing (see Proposition 4.1), the value of V ∗B is computed by classical bisection methods. The corresponding
capital structure is then computed by (3.10) and (3.11).
At the top of Figure 3, for Cases A and B, we plot V 7→ E(V ;V ∗B) along with V 7→ E(V ;VB) for VB 6= V ∗B .
Here, we confirm Theorem 4.1: the level V ∗B satisfies the limited liability constraint (2.8), and any level VB lower
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than V ∗B violates (2.8), while for VB larger than V
∗
B , E(V ;VB) is dominated by E(V ;V ∗B). The corresponding debt
and firm values are also plotted in Figure 3.
6.2. Sensitivity with respect to λ on the equity value. We now proceed to study the sensitivity of the optimal
bankruptcy barrier and the equity value with respect to the rate of observation λ. On the left plot of Figure 4, we
show the equity value E(·;V ∗B) for various values of λ along with the classical (continuous-observation) case as
obtained in [29, 38]. We see that the optimal barrier V ∗B is decreasing in λ and converges to the optimal barrier, say
V˜B , of the classical case. This confirms Remark 4.1.
We also confirm the convergence of E(V ;V ∗B), to the classical case, say E˜(V ; V˜B), for each starting value V .
On the other hand, the monotonicity of E(V ;V ∗B) with respect to λ fails. When V is small, the equity value tends
to be higher for small values of λ, but it is not necessarily so for higher values of V . In order to investigate this,
we show in the bottom plots of Figure 4, the difference E(V ;V ∗B) − E˜(V ; V˜B). We observe also the differences
between Cases A and B – in Case A, a lower value of λ clearly achieves higher equity value when V is large
whereas this is not clear in Case B.
6.3. Analysis of the bankruptcy time and the asset value at bankruptcy. While it was confirmed that the
barrier level V ∗B is monotone in λ, it is not clear how the distributions of (T
−
V ∗B
, VT−
V ∗
B
) change in λ. Here, by taking
advantage of the joint Laplace transform (q, θ) 7→ J (q,λ)(·; θ) as in (3.7), we compute numerically the density
and distribution of the random variables T−V ∗B and VT−V ∗
B
for each λ. We also obtain those in the classical case by
inverting (q, θ) 7→ H(q)(·; θ) as in (3.5).
For Laplace inversion, we adopt the Gaver-Stehfest algorithm, which was suggested to use in Kou and Wang
[32] (see also Kuznetsov [36] for its convergence results). The algorithm is easy to implement and only requires
real values. While a major challenge is to handle the cases involving large numbers, our case can be handled
without difficulty in the standard Matlab environment with double precision.
In our case, the scale function W (q) is written in terms of a linear sum of eΦ(q)x and e−ξi,qx, 1 ≤ i ≤ n (n = 1
in Case A and n = 3 in Case B), where Φ(q) is as in (3.2) and −ξi,q are the negative roots of ψ(·) = q. As in
the proof of Lemma 5.1, the terms for eΦ(q)x all cancel out in the Laplace transforms J (q,λ)(·; θ) and H(q)(·; θ).
Hence, the algorithm runs without the need of handling large numbers even for high values of q. The same can be
said about the parameter θ.
For the initial value V = 100, we plot in Figure 5 the density and distribution functions of T−V ∗B and in Figure
6 those for VT−
V ∗
B
for the same parameter sets as used for Figure 4 (note that the value of V ∗B depends on λ). For
comparison, those in the classical case (computed by inverting q, θ 7→ H(q)(log V ; θ)) are also plotted. It is noted
that in Figure 6, the distribution is not purely diffusive and instead the probability of the event VT−
V ∗
B
= V ∗B is
strictly positive. In particular, for Case A, VT−
V ∗
B
= V ∗B a.s. At least in our examples, the distribution functions for
T−V ∗B appear to be monotone in λ while they are not for VT−V ∗
B
.
6.4. Two-stage problem. Now we consider the two-stage problem (5.1). Recall, as confirmed in Theorem 5.1,
that the firm value V(V ;V ∗B(P ), P ) is concave in P for the case VT = 0. Here, in order to see if the concavity
holds when VT > 0, we continue to use the tax cutoff level VT by (6.1) as a function of P .
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Case A: equity value V 7→ E(V ;VB) Case B: equity value V 7→ E(V ;VB)
Case A: debt value V 7→ D(V ;VB) Case B: debt value V 7→ D(V ;VB)
Case A: firm value V 7→ V(V ;VB) Case B: firm value V 7→ V(V ;VB)
FIGURE 3. The equity/debt/firm values as functions of V on (VB,∞) for VB = V ∗B (solid)
along with VB = V ∗B exp() (dotted) for  = −0.5,−0.4, . . . ,−0.1, 0.1, 0.2, . . . , 0.5. The values
at V = VB are indicated by circles for VB = V ∗B whereas those for VB < V
∗
B (resp. VB > V
∗
B) are
indicated by up (resp. down)-pointing triangles.
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Case A: V 7→ E(V ;V ∗B) Case B: V 7→ E(V ;V ∗B)
Case A: V 7→ E(V ;V ∗B)− E˜(V ; V˜B) Case B: V 7→ E(V ;V ∗B)− E˜(V ; V˜B)
FIGURE 4. (Top) The equity values E(V ;V ∗B) (dotted) for λ = 1, 2, 4, 6, 12, 52, 365 along with
the classical case E˜(V ; V˜B) (solid). The corresponding values at V = V ∗B are indicated by circles.
(Bottom) The difference E(V ;V ∗B)− E˜(V ; V˜B) for the same set of λ.
For our numerical results, we set V = 100 and obtain V ∗B for P running from 0 to 100 (leverage P/V running
from 0 to 1). The corresponding firm and debt values are computed for each P and V ∗B = V
∗
B(P ), and is shown in
Figure 7. For comparison, analogous results on the classical case are also plotted. Here, the concavity with respect
to P is confirmed in all considered cases.
Regarding the analysis with respect to λ, at least in these examples, we observe that the firm and debt values
for each P are monotone in λ and converge to those in the classical case. In addition, we see that the optimal face
value P ∗ decreases in λ and converges to that in the classical case.
6.5. The term structure of credit spreads. We now move onto the analysis of the credit spread. Let VB > 0
be a fixed bankruptcy level. The credit spread is defined as the excess of the amount of coupon over the risk-free
interest rate, required to induce the investor to lend one dollar to the firm until maturity time t. To be more precise,
by finding the coupon rate ρ∗ that makes the value of the debt d(V ;VB, t) defined in (2.4) of unit face value equal
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Case A: P(T−V ∗B ∈ dt)/dt Case B: P(T
−
V ∗B
∈ dt)/dt
Case A: P(T−V ∗B ≤ t) Case B: P(T
−
V ∗B
≤ t)
FIGURE 5. Density P(T−V ∗B ∈ dt)/dt and distribution P(T
−
V ∗B
≤ t) (indicated by dotted
lines) for λ = 1, 2, 4, 6, 12, 52, 365, the initial value V = 100, and V ∗B determined as
in Figure 4. The classical cases are also shown by solid lines. These values are plotted
against the logarithm of time.
to one, the credit spread ρ∗ − r is given after some rearrangement of (2.4) by
CSλ(t) =
r
P
E
[[
P − (1− α)VT
V−
B
]
e
−rT−VB1{T−VB≤t}
]
E
[
1− e−r(t∧T
−
VB
)] .(6.2)
Before showing numerical results, we prove the following analytical limits. The proofs are deferred to Appen-
dices C.6 and C.7.
Proposition 6.1. For V 6= VB , we have limt↓0 CSλ(t) = λP
[
P − (1− α)V ]1{V <VB}.
Let CS(t) denote the credit spread in the classical case as described in Hilberink and Rogers [29].
Proposition 6.2. For VB > 0, V 6= VB , and t > 0, we have limλ→∞CSλ(t) = CS(t).
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Case A: P(VT−
V ∗
B
∈ dv)/dv Case B: P(VT−
V ∗
B
∈ dv)/dv
Case A: P(VT−
V ∗
B
≤ v) Case B: P(VT−
V ∗
B
≤ v)
FIGURE 6. Density P(VT−
V ∗
B
∈ dv)/dv and distribution P(VT−
V ∗
B
≤ v) (indicated by dotted
lines) for λ = 1, 2, 4, 6, 12, 52, 365, the initial value V = 100, and V ∗B determined as in
Figure 4. The classical cases are also shown by solid lines, in which it has a positive mass
at the bankruptcy level.
Remark 6.1. While theoretically the credit spread vanishes in the limit as in Proposition 6.1, we will see below
that the rate of convergence can be controlled by the selection of X and λ and can be made very slow as shown in
Figure 8.
To compute credit spreads, we follow the procedures for Figure 6 (given in Appendix B) of [29].
Fix V andm. The first step is to choose, for a selected leverage 0 ≤ L ≤ 1, the face value of debt Pˆ ≡ Pˆ (L) and
ρˆ = ρˆ(L) satisfying D(V ; Vˆ ∗B) ≡ D(V ; Vˆ ∗B; Pˆ , ρˆ) = Pˆ and L = Pˆ /V(V ; VˆB) ≡ Pˆ /V(V ; VˆB; Pˆ , ρˆ) where Vˆ ∗B is
the optimal bankruptcy level when ρ = ρˆ and P = Pˆ . For this computation, at least in our numerical experiments,
the mapping P 7→ P/V(V ; VˆB;P, ρ), for fixed ρ, is monotonically increasing and hence the root Pˆ (ρ) solving
L = Pˆ (ρ)/V(V ; VˆB; Pˆ (ρ), ρ) was obtained by classical bisection. In addition, ρ 7→ D(V ; Vˆ ∗B; Pˆ (ρ), ρ) − Pˆ (ρ)
was also monotone and hence the desired Pˆ and ρˆ were obtained by (nested) bisection methods.
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Case A: firm value Case B: firm value
Case A: debt value Case B: debt value
FIGURE 7. The firm values (top) and debt values (bottom) as functions of the leverage P/V for
the two-stage problem for V = 100. The periodic cases with λ = 1, 2, 4, 6, 12, 52, 365 (dotted)
are indicated by dotted lines and the classical case corresponds to the solid lines. The points at
P ∗/V are indicated by the circles.
For each leverage L, after Pˆ and ρˆ are computed, the second step is to obtain, for each maturity t > 0, the root
ρ∗ = ρ∗(t) such that 1 = d(V ; Vˆ ∗B, t) ≡ d(V ; Vˆ ∗B, t; ρ∗) where
d(V ; Vˆ ∗B, t; ρ) := E
[∫ t∧T−
Vˆ ∗
B
0
e−rsρds
]
+ E
[
e−rt1{t<T−
Vˆ ∗
B
}
]
+
1
Pˆ
E
[
e
−rT−
Vˆ ∗
BVT−
Vˆ ∗
B
(1− α)1{T−
Vˆ ∗
B
<t}
]
.
The spread is given by ρ∗− r (for each maturity t). The expectations on the right hand side can be computed again
by the Gaver-Stehfest algorithm, by inverting q 7→ J (q,λ)(·; θ) as in (3.7) for θ = 0, 1. Those for the classical case
can be computed by inverting q 7→ H(q)(·; θ).
Here, we consider leverages L = 50, 75 again for Cases A and B. In Table 1, the computed values of Pˆ , ρˆ and
VˆB are listed for each λ = 1, 2, 4, 6, 12, 52, 365 along with those for the classical case. In Figure 8, we plot the
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Case A with L = 50 Case B with L = 50
Case A with L = 75 Case B with L = 75
FIGURE 8. Term structure of credit spreads with respect to the logarithm of maturity for
V = 100. The periodic cases with λ = 1, 2, 4, 6, 12, 52, 365 (dotted) are indicated by
dotted lines and the classical case corresponds to the solid lines.
credit spread with respect to the log maturity for each λ. For comparison, we also plot those in the classical case.
The spread appears to be monotone in λ and converges to those in the classical case for each maturity.
Regarding the credit spread limit, while the convergence to zero has been confirmed in Proposition 6.1 for the
periodic case, the rate of convergence depends significantly on the selection of λ and the underlying asset price
process. In Case A (without negative jumps), it is clear that it vanishes quickly as in the classical case. On the
other hand in Case B (where the credit spread limit in the classical case does not vanish), for large values of λ the
convergence is very slow. In view of these observations, with a selection of asset values with negative jumps and
the observation rate λ, it is capable of achieving realistic short-maturity credit spread behaviors.
7. CONCLUDING REMARKS
We studied an extension of the Leland-Toft optimal capital structure model where the information on the asset
value is updated only at the jump times of an independent Poisson process. In settings where the asset value follows
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λ 1 2 4 6 12 52 365 ∞
Pˆ 53.5721 53.2700 53.1036 53.0457 52.9877 52.9419 52.9312 52.9297
ρˆ 0.08643 0.08799 0.08892 0.08926 0.08960 0.08987 0.08994 0.08996
VˆB 53.6339 52.8191 51.9905 51.5509 50.9127 50.0097 49.4447 49.0871
Case A with L = 50
λ 1 2 4 6 12 52 365 ∞
Pˆ 68.3632 66.8541 66.0011 65.7013 65.3961 65.1581 65.0978 65.0879
ρˆ 0.11814 0.12462 0.1286 0.13006 0.13159 0.13281 0.13312 0.13318
VˆB 77.6117 76.3951 75.2 74.5702 73.656 72.3608 71.5453 71.0280
Case A with L = 75
λ 1 2 4 6 12 52 365 ∞
Pˆ 53.0411 52.7344 52.5543 52.4887 52.4216 52.3682 52.3529 52.3499
ρˆ 0.10075 0.10459 0.10697 0.10785 0.10878 0.10953 0.10974 0.10977
VˆB 52.6127 51.8489 51.0405 50.6053 49.9712 49.0748 48.5135 48.1608
Case B with L = 50
λ 1 2 4 6 12 52 365 ∞
Pˆ 69.3832 67.8467 66.9418 66.6138 66.2712 65.9958 65.9225 65.9103
ρˆ 0.1311 0.14061 0.14677 0.14911 0.15163 0.15372 0.15428 0.15438
VˆB 76.6621 75.5312 74.3924 73.7837 72.8906 71.6139 70.8058 70.2938
Case B with L = 75
TABLE 1. Values of Pˆ , ρˆ and VˆB satisfying D(V ; Vˆ ∗B) ≡ D(V ; Vˆ ∗B; Pˆ , ρˆ) = Pˆ and L =
Pˆ /V(V ; VˆB) ≡ Pˆ /V(V ; VˆB; Pˆ , ρˆ) for L = 50, 75 for each λ (λ = ∞ corresponds to the
classical case).
an exponential Le´vy process with negative jumps, we obtained explicitly an optimal bankruptcy strategy and the
corresponding equity/debt/firm values. These analytical results enabled efficient conduct of numerical experiments
and further analysis of the impact of the observation rate on the optimal leverages and credit spreads.
There are various venues for future research. First, it is a natural direction of research to consider the case in
which the asset value process contains both positive and negative jumps. Because positive jumps do not have direct
influence on the model of the default, similar results are expected and, for example, the optimal barrier is likely to
be given by VB such that E(VB;VB) = 0. While the techniques using the scale function employed in this paper
cannot be directly applied to the two-sided jump cases, there are several potential alternative approaches. One
approach would be to add phase-type upward jumps to the spectrally negative Le´vy process via fluid embedding
and construct a Le´vy process with two-sided jumps in terms of a Markov additive process. To do this the phase-
type jumps of the Le´vy process can be substituted by linear stretches of unit slope. This procedure requires though
adding a supplementary background Markov chain; see e.g. [30] for details. Another approach would be to focus
on the Le´vy process with two-sided phase-type distributed jumps and use them to approximate for a general case.
This may be possible by combining the results of Asmussen et al. [4] and Albrecher et al. [1].
Second, it is important to consider the constant grace period case described in (1) of Section 1.1. As discussed,
this paper’s results, featuring exponential grace periods, may be used to approximate the constant case when the
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grace period is short. However, an alternative approach is required when it is long. One potential approach would
be to use Carr’s randomization method [18] to approximate the constant period in terms of an Erlang random
variable, or the sum of i.i.d. exponential random variables. As conducted in [41], a recursive algorithm may be
constructed to compute the required fluctuation identities.
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APPENDIX A. RELATION BETWEEN THE BAKRUPTCY MODEL (1.1) AND PARISIAN RUIN.
Let G denote the set of the starting points of the negative excursions of the shifted process (Vt − VB)t≥0, and
consider a set of mutually independent exponential random variables {egλ : g ∈ G}, independent of (Vt)t≥0 as
well, and gt := sup{s ≤ t : Vs ≥ VB} be the last time before t the asset value was at or above VB (i.e., the starting
point of the excursion). Then the Parisian ruin with exponential grace periods is defined as
inf{t > 0 : Vt < VB and t > gt + egtλ }.(A.1)
The equivalence to (1.1) can be easily verified. In each negative excursion with the starting time g for the
shifted process (Vt − VB)t≥0 between two Poissonian observation times, say Ti(g) and Ti(g)+1 for some i(g) ≥ 0,
we consider the waiting time until the next observation Ti(g)+1 − g. Due to the lack of memory property of the
exponential distribution and the strong Markov property, these waiting times are equal in distribution to a set of
mutually independent exponentially distributed random variables. Consequently, (1.1) can be written as (A.1) with
egtλ replaced by these independent exponential random variables. In fact, it has been shown in Remark 1.1 in [10]
that the joint distribution of bankruptcy time (1.1) and the corresponding position of X is the same as that of (A.1)
and the corresponding position of X (refer to [50, 9] for related literature).
It is worth investing the impact of the randomness of the grace period. To this end, in Table 2, we compare
the expected discounted asset values at bankruptcy for the cases the grace periods are constant and exponentially
distributed (with the common mean λ−1). When λ is low, the random (exponential) case tends to overestimate
the asset value, but as λ becomes larger (i.e. observation is more frequent), the differences become smaller. This
implies that when the observation is frequent, our model can approximate the constant grace period case reasonably
well.
APPENDIX B. PROOF OF PROPOSITION 3.1
For brevity, throughout the Appendix, we will use the notation
zT := z − log VT , z ∈ R.(B.1)
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λ constant exponential
1 4.710(4.674, 4.747) 6.219(6.176, 6.261)
2 5.795(5.753, 5.838) 7.014(6.964, 7.064)
4 6.717(6.674, 6.760) 7.639(7.593, 7.685)
6 7.125(7.070, 7.179) 7.929(7.872, 7.985)
12 7.727(7.668, 7.785) 8.289(8.229, 8.349)
52 8.543(8.492, 8.595) 8.819(8.766, 8.871)
365 8.886(8.824, 8.947) 9.025(8.964, 9.087)
λ constant exponential
1 6.238(6.192, 6.283) 7.749(7.692, 7.807)
2 7.434(7.388, 7.480) 8.589(8.537, 8.642)
4 8.472(8.417, 8.528) 9.395(9.338, 9.451)
6 8.825(8.770, 8.880) 9.584(9.530, 9.638)
12 9.436(9.376, 9.496) 9.976(9.914, 10.037)
52 10.184(10.125, 10.242) 10.444(10.385, 10.503)
365 10.726(10.673, 10.778) 10.820(10.766, 10.873)
Case A Case B
TABLE 2. The discounted asset values at bankruptcy E[e−rτ
−
VBVτ−VB
1{τ−VB<∞}
] when τ−VB
is the bankruptcy time with constant and exponential grace periods with mean λ−1. The
approximated values via Monte Carlo simulation are displayed together with their 95%
confidence intervals. We set r = 7.5% and use the Le´vy processes given in Cases A
(without jumps) and B (with negative jumps) specified in Section 6 so that (e−(r−δ)tVt)t≥0
is a martingale for δ = 7%. The initial value of the process is 100 and the bankruptcy
level VB is 40.
We first obtain the q-resolvent measure of the spectrally negative Le´vy process (Xt)t≥0 killed at the stopping
time (3.6) in terms of the function H(q+λ)(·; θ) as in (3.5), and
(B.2) I(q,λ)(x, y) := W (q+λ)(x+ y)− λ
∫ x
0
W (q)(x− z)W (q+λ)(z + y)dz
− Z(q)(x; Φ(q + λ))W (q+λ)(y), q > 0, x, y ∈ R.
The proof of the following is given in Appendix D.
Theorem B.1. For any bounded measurable function h : R→ R with compact support,
Ex
[∫ T˜−z
0
e−qth(Xt)dt
]
=
∫
R
h(y + z)R(q,λ)(x− z, y)dy, x, z ∈ R,
where
R(q,λ)(x, y) := Z(q)(x; Φ(q + λ))
Φ(q + λ)− Φ(q)
λ
H(q+λ)(−y; Φ(q))− I(q,λ)(x,−y).(B.3)
Using Theorem B.1, we show Proposition 3.1. The case VT = 0 is trivial and hence we assume VT > 0 for the
rest. By integrating the density in Theorem B.1 and using (B.1), we can write (3.9) as
Λ(r,λ)(x, z) = Z(r)(x− z; Φ(r + λ))Φ(r + λ)− Φ(r)
λ
H(z)− I(x, z),(B.4)
where we define
H(z) :=
∫ zT
−∞
H(r+λ)(y; Φ(r))dy and I(x, z) :=
∫ zT
−∞
I(r,λ)(x− z, y)dy,(B.5)
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which are shown to be finite immediately below. The rest of the proof of Proposition 3.1 is devoted to the simpli-
fication of the integralsH and I.
Lemma B.1. For all y ∈ R, we have W (r+λ)(y)− λ ∫ y0 W (r)(y − z)W (r+λ)(z)dz = W (r)(y).
Proof. We have
∂
∂y
(
W
(r+λ)
(y)− λ
∫ y
0
W (r)(y − z)W (r+λ)(z)dz
)
=
∂
∂y
(
W
(r+λ)
(y)− λ
∫ y
0
W (r)(z)W
(r+λ)
(y − z)dz
)
= W (r+λ)(y)− λ
∫ y
0
W (r)(z)W (r+λ)(y − z)dz = W (r)(y),
where the last equality holds by identity (6) of [43]. Integrating this and because W (r+λ)(0) = W (r)(0) = 0, the
proof is complete. 
Lemma B.2. We have, for x, z ∈ R,
I(x, z) = W (r+λ)(x− log VT )1{zT>0} +W
(r)
(x− log VT )1{zT≤0}
− λ
∫ x−z
0
W (r)(x− z − u)W (r+λ)(u+ zT )du1{zT>0} − Z(r)(x− z; Φ(r + λ))W
(r+λ)
(zT ).
Proof. For zT > 0, we have∫ zT
0
I(r,λ)(x− z, y)dy =
∫ zT
0
W (r+λ)(x− z + y)dy − λ
∫ x−z
0
W (r)(x− z − u)
∫ zT
0
W (r+λ)(u+ y)dydu
− Z(r)(x− z; Φ(r + λ))
∫ zT
0
W (r+λ)(y)dy
= W
(r+λ)
(x− log VT )−W (r+λ)(x− z)
− λ
∫ x−z
0
W (r)(x− z − u)(W (r+λ)(u+ zT )−W (r+λ)(u))du
− Z(r)(x− z; Φ(r + λ))W (r+λ)(zT )
= W
(r+λ)
(x− log VT )−W (r)(x− z)
− λ
∫ x−z
0
W (r)(x− z − u)W (r+λ)(u+ zT )du− Z(r)(x− z; Φ(r + λ))W (r+λ)(zT ),
where we used x− z + zT = x− log VT (see (B.1)) in the second equality and Lemma B.1 in the last equality.
On the other hand, because, as in Remark 4.3(ii) in [52],
I(r,λ)(x, y) = W (r)(x+ y), y < 0,(B.6)
we have ∫ 0∧zT
−∞
I(r,λ)(x− z, y)dy =
∫ 0∧zT
−∞
W (r)(x− z + y)dy = W (r)(x− z + (0 ∧ zT )).
Now the result is immediate by summing up the two integrals and using (again see (B.1))
W
(r)
(x− z + (0 ∧ zT )) =
{
W
(r)
(x− z) if zT > 0,
W
(r)
(x− log VT ) if zT ≤ 0.
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 
We note that (B.4) together with Lemma B.2 imply that
(B.7) Λ(r,λ)(z, z) =
Φ(r + λ)− Φ(r)
λ
∫ zT
−∞
H(r+λ)(y; Φ(r))dy, z ∈ R.
Lemma B.3. For z ∈ R, we have
H(z) = 1
Φ(r)
(
Z(r+λ)(zT ; Φ(r))− λ Φ(r + λ)
Φ(r + λ)− Φ(r)W
(r+λ)
(zT )
)
.(B.8)
Proof. First, by (3.5), we have
H(r+λ)(y; Φ(r)) = eΦ(r)y
(
1 + λ
∫ y
0
e−Φ(r)uW (r+λ)(u)du
)
− λ
Φ(r + λ)− Φ(r)W
(r+λ)(y), y ∈ R,
where, in particular, H(r+λ)(y; Φ(r)) = eΦ(r)y for y < 0. For zT > 0,∫ zT
0
eΦ(r)y
∫ y
0
e−Φ(r)uW (r+λ)(u)dudy =
∫ zT
0
∫ zT
u
eΦ(r)ye−Φ(r)uW (r+λ)(u)dydu
=
∫ zT
0
eΦ(r)zT − eΦ(r)u
Φ(r)
e−Φ(r)uW (r+λ)(u)du =
1
Φ(r)
[ ∫ zT
0
eΦ(r)(zT−u)W (r+λ)(u)du−W (r+λ)(zT )
]
,
and hence∫ zT
0
H(r+λ)(y; Φ(r))dy =
∫ zT
0
[
eΦ(r)y
(
1 + λ
∫ y
0
e−Φ(r)uW (r+λ)(u)du
)
− λ
Φ(r + λ)− Φ(r)W
(r+λ)(y)
]
dy
=
1
Φ(r)
[
eΦ(r)zT − 1 + λ
∫ zT
0
eΦ(r)(zT−u)W (r+λ)(u)du− λ Φ(r + λ)
Φ(r + λ)− Φ(r)W
(r+λ)
(zT )
]
=
1
Φ(r)
[
Z(r+λ)(zT ; Φ(r))− 1− λ Φ(r + λ)
Φ(r + λ)− Φ(r)W
(r+λ)
(zT )
]
.
On the other hand, for zT ∈ R,
∫ zT∧0
−∞ H
(r+λ)(y; Φ(r))dy =
∫ zT∧0
−∞ e
Φ(r)ydy = eΦ(r)(zT∧0)/Φ(r). By summing
up the integrals, we obtain (B.8).  
Now applying Lemmas B.2 and B.3 in (B.4), we get Proposition 3.1.
APPENDIX C. OTHER PROOFS
C.1. Proof of Lemma 4.1. For the case VT > 0,
Λ(r,λ)(z, z) = Ez
[ ∫ T˜−z
0
e−rt1{Xt≥log VT }dt
]
= E0
[ ∫ T˜−0
0
e−rt1{Xt≥log VT−z}dt
]
is clearly non-decreasing in z, and, by bounded convergence, limz↓−∞ Λ(r,λ)(z, z) = 0.
On the other hand, if VT = 0, then, by Proposition 3.1 and Remark 3.1(1), Λ(r,λ)(z, z) = 1r (1− J (r,λ)(0; 0)) =
1
λ+r
Φ(r+λ)
Φ(r) .
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C.2. Proof of Proposition 4.3. We start from several key introductory identities. Fix q > 0. Because
eθzZ(q)(x− z; θ) = eθx
(
1 + (q − ψ(θ))
∫ x−z
0
e−θuW (q)(u)du
)
,
we have, for x 6= z,
∂
∂z
[eθzZ(q)(x− z; θ)] = −eθz(q − ψ(θ))W (q)(x− z),
∂
∂x
Z(q)(x− z; θ) = ∂
∂x
[
eθ(x−z)
(
1 + (q − ψ(θ))
∫ x−z
0
e−θuW (q)(u)du
)]
= θZ(q)(x− z; θ) + (q − ψ(θ))W (q)(x− z).
In particular,
∂
∂x
Z(q)(x− z; Φ(r + λ)) = Φ(r + λ)Z(q)(x− z; Φ(r + λ))− λW (q)(x− z).(C.1)
Moreover, we have, for x 6= z,
∂
∂x
J (q,λ)(x− z; θ)
=
λ
λ+ q − ψ(θ)
∂
∂x
Z(q)(x− z; θ)− ψ(θ)− q
λ+ q − ψ(θ)
Φ(q + λ)− Φ(q)
θ − Φ(q)
∂
∂x
Z(q)(x− z; Φ(q + λ))
=
λ
λ+ q − ψ(θ)θZ
(q)(x− z; θ)− ψ(θ)− q
λ+ q − ψ(θ)
Φ(q + λ)− Φ(q)
θ − Φ(q) Φ(q + λ)Z
(q)(x− z; Φ(q + λ))
+
ψ(θ)− q
λ+ q − ψ(θ)
Φ(q + λ)− θ
θ − Φ(q) λW
(q)(x− z).(C.2)
By setting θ = 0, we obtain the following.
Lemma C.1. We have, for x 6= z and q > 0,
∂
∂z
J (q,λ)(x− z; 0) = − ∂
∂x
J (q,λ)(x− z; 0) = q
λ+ q
Φ(q + λ)− Φ(q)
Φ(q)
Φ(q + λ)H(q)(x− z; Φ(q + λ)).(C.3)
Noting that ∂∂z [e
zJ (q,λ)(x− z; 1)] = ezJ (q,λ)(x− z; 1)− ez ∂∂xJ (q,λ)(x− z; 1), and using (C.2) with θ = 1, we
have the following result.
Lemma C.2. We have, for x 6= z and q > 0,
∂
∂z
[ezJ (q,λ)(x− z; 1)] = ψ(1)− q
λ+ q − ψ(1)
Φ(q + λ)− Φ(q)
1− Φ(q) (Φ(q + λ)− 1)e
zH(q)(x− z; Φ(q + λ)).
We will also need the following observation.
Lemma C.3. We have, for zT 6= 0 and x > z,
∂
∂z
Λ(r,λ)(x, z) = −(Φ(r + λ)− Φ(r))
2
λ
H(r)(x− z; Φ(r + λ))H(z).(C.4)
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Proof. By differentiating the identity in Lemma B.2, for zT 6= 0, by (C.1),
∂
∂z
I(x, z) = −λ ∂
∂z
∫ x−z
0
W (r)(w)W
(r+λ)
(x− w − log VT )dw1{zT>0}
+
∂
∂x
Z(r)(x− z; Φ(r + λ))W (r+λ)(zT )− Z(r)(x− z; Φ(r + λ)) ∂
∂z
W
(r+λ)
(zT )
= λW (r)(x− z)W (r+λ)(zT )
+ [Φ(r + λ)Z(r)(x− z; Φ(r + λ))− λW (r)(x− z)]W (r+λ)(zT )
− Z(r)(x− z; Φ(r + λ))W (r+λ)(zT )
= Z(r)(x− z; Φ(r + λ))[Φ(r + λ)W (r+λ)(zT )−W (r+λ)(zT )].(C.5)
By (3.5) and (C.1), we can write
(C.6)
∂
∂x
Z(r)(x− z; Φ(r + λ)) = (Φ(r + λ)− Φ(r))H(r)(x− z; Φ(r + λ)) + Φ(r)Z(r)(x− z; Φ(r + λ)).
Using (B.5), we have, for x > z and zT 6= 0,
(C.7)
∂
∂z
(
Z(r)(x− z; Φ(r + λ))H(z)
)
= − ∂
∂x
Z(r)(x− z; Φ(r + λ))H(z) + Z(r)(x− z; Φ(r + λ))H(r+λ)(zT ; Φ(r)).
By (B.8) and (C.6), this equals
− (Φ(r+λ)−Φ(r))H(r)(x− z; Φ(r+λ))H(z) +Z(r)(x− z; Φ(r+λ))
(
H(r+λ)(zT ; Φ(r))−Φ(r)H(z)
)
.
Furthermore, by (B.8),
H(r+λ)(zT ; Φ(r))− Φ(r)H(z) = H(r+λ)(zT ; Φ(r))− Z(r+λ)(zT ; Φ(r)) + λ Φ(r + λ)
Φ(r + λ)− Φ(r)W
(r+λ)
(zT )
=
λ
Φ(r + λ)− Φ(r)(Φ(r + λ)W
(r+λ)
(zT )−W (r+λ)(zT )).
In sum, we have
∂
∂z
(
Z(r)(x− z; Φ(r + λ))H(z)
)
= −(Φ(r + λ)− Φ(r))H(r)(x− z; Φ(r + λ))H(z)
+
λ
Φ(r + λ)− Φ(r)Z
(r)(x− z; Φ(r + λ))(Φ(r + λ)W (r+λ)(zT )−W (r+λ)(zT )).
(C.8)
By applying (C.5) and (C.8) in (B.4), the proof is complete.  
THE LELAND-TOFT OPTIMAL CAPITAL STRUCTURE MODEL UNDER POISSON OBSERVATIONS 31
We now prove Proposition 4.3. Differentiating (3.11) and using Lemmas C.1, C.2 and C.3 give
∂
∂VB
E(V ;VB) = −V −1B
[
α
ψ(1)− r
λ+ r − ψ(1)
Φ(r + λ)− Φ(r)
1− Φ(r) (Φ(r + λ)− 1)VB
+ Pκρ
(Φ(r + λ)− Φ(r))2
λ
∫ log(VB/VT )
−∞
H(r+λ)(y; Φ(r))dy
]
H(r)
(
log
V
VB
; Φ(r + λ)
)
− V −1B
[
(1− α) ψ(1)− r −m
λ+ r +m− ψ(1)
Φ(r +m+ λ)− Φ(r +m)
1− Φ(r +m) (Φ(r +m+ λ)− 1)VB
− Pρ+ p
r +m
r +m
λ+ r +m
Φ(r +m+ λ)− Φ(r +m)
Φ(r +m)
Φ(r +m+ λ)
]
H(r+m)
(
log
V
VB
; Φ(r +m+ λ)
)
,
which reduces to (4.5) after simplification using Remark 3.1(1).
C.3. Proof of Proposition 4.4. In view of the probabilistic expression (3.5), q 7→ H(q)(x − z; Φ(q + λ)) is
non-increasing for x, z ∈ R, and hence
H(r)(x− z; Φ(r + λ))
H(r+m)(x− z; Φ(r +m+ λ)) ≥ 1, for x, z ∈ R.
On the other hand, because ψ is strictly convex and strictly increasing on [Φ(0),∞), its right-inverse Φ is strictly
concave, that is Φ′(r + λ+ x)− Φ′(r + x) < 0 for x, λ > 0. Therefore,
Φ(r + λ)− Φ(r)
Φ(r +m+ λ)− Φ(r +m) > 1 for λ > 0.
Combining these,
Φ(r + λ)− Φ(r)
Φ(r +m+ λ)− Φ(r +m)
H(r)(x− z; Φ(r + λ))
H(r+m)(x− z; Φ(r +m+ λ)) > 1.(C.9)
By Remark 3.1(2) and because (3.5) implies that H(r+λ) is uniformly nonnegative, we have
α(1− J (r,λ)(0; 1))ez + PκρΦ(r + λ)− Φ(r)
λ
H(z) ≥ 0.
Hence, by the previous inequality together with (B.7), (C.9), and (4.2),
L(log V, log VB) =
H(r)(log V − log VB; Φ(r + λ))
H(r+m)(log V − log VB; Φ(r +m+ λ))
Φ(r + λ)− Φ(r)
Φ(r +m+ λ)− Φ(r +m)
×
(
α(1− J (r,λ)(0; 1))VB + PκρΦ(r + λ)− Φ(r)
λ
∫ log VB−log VT
−∞
H(r+λ)(y; Φ(r))dy
)
+ (1− α)(1− J (r+m,λ)(0; 1))VB − Pρ+ p
r +m
(1− J (r+m,λ)(0; 0))
> α(1− J (r,λ)(0; 1))VB + PκρΛ(r,λ)(log VB, log VB)
+ (1− α)(1− J (r+m,λ)(0; 1))VB − Pρ+ p
r +m
(1− J (r+m,λ)(0; 0))
= E(VB;VB).
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In addition, because VB ≥ V ∗B , by the monotonicity as in Proposition 4.1, we have E(VB;VB) ≥ 0. Note when
V ∗B = 0 that E(VB;VB) ≥ 0 for all VB > 0 by Proposition 4.1.
Now, by Proposition 4.3 and recalling that H(r+m) is positive,
∂
∂VB
E(V ;VB) < −(Φ(r +m+ λ)− Φ(r +m))H(r+m)
(
log
V
VB
; Φ(r +m+ λ)
)E(VB;VB)
VB
≤ 0.

C.4. Proof of Proposition 4.5. Using Lemma B.2 together with (C.1) and (C.5), for x 6= log VT and z ∈ R such
that zT 6= 0,
∂
∂x
I(x, z) = W (r+λ)(x− log VT )1{zT>0} +W (r)(x− log VT )1{zT<0}
− ∂
∂x
λ
∫ x−z
0
W (r)(w)W
(r+λ)
(x− z − w + zT )dw1{zT>0}
− ∂
∂x
Z(r)(x− z; Φ(r + λ))W (r+λ)(zT )
= W (r+λ)(x− log VT )1{zT>0} +W (r)(x− log VT )1{zT<0}
− λ
∫ x−z
0
W (r)(w)W (r+λ)(x− z − w + zT )dw1{zT>0} − λW (r)(x− z)W
(r+λ)
(zT )
− (Φ(r + λ)Z(r)(x− z; Φ(r + λ))− λW (r)(x− z))W (r+λ)(zT )
= I(r,λ)(x− z, zT )− ∂
∂z
I(x, z),(C.10)
where we used (B.6) for the case zT < 0. Hence using (C.7) and (C.10) in (B.4), and by (B.3),
∂
∂x
Λ(r,λ)(x, z) = − ∂
∂z
Λ(r,λ)(x, z) +R(r,λ)(x− z,−zT ).(C.11)
Now we write (3.11) as
E(V ;VB) = A(log V, log VB) + PκρΛ(r,λ)(log V, log VB),(C.12)
where
A(x, z) := ex − αezJ (r,λ)(x− z; 1)− Pρ+ p
r +m
(1− J (r+m,λ)(x− z; 0))− (1− α) ezJ (r+m,λ)(x− z; 1).
Differentiating this with respect to x and z, we get
∂
∂x
A(x, z) = ex − αez ∂
∂x
J (r,λ)(x− z; 1) + Pρ+ p
r +m
∂
∂x
J (r+m,λ)(x− z; 0)− (1− α) ez ∂
∂x
J (r+m,λ)(x− z; 1),
∂
∂z
A(x, z) = −αezJ (r,λ)(x− z; 1) + αez ∂
∂x
J (r,λ)(x− z; 1)
− Pρ+ p
r +m
∂
∂x
J (r+m,λ)(x− z; 0)− (1− α) ezJ (r+m,λ)(x− z; 1) + (1− α) ez ∂
∂x
J (r+m,λ)(x− z; 1),
and hence
∂
∂x
A(x, z) = ex − ∂
∂z
A(x, z)− αezJ (r,λ)(x− z; 1)− (1− α)ezJ (r+m,λ)(x− z; 1).(C.13)
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Finally, using (C.11) and (C.13) in (C.12), we obtain that
∂
∂V
E(V ;VB) = 1
V
∂
∂x
[
A(x, log VB) + PκρΛ(r,λ)(x, log VB)
]∣∣∣
x=log V
=
1
V
[
V − ∂
∂z
A(log V, z)|z=log VB − αVBJ (r,λ)(log
V
VB
; 1)
− (1− α)VBJ (r+m,λ)(log V
VB
; 1)− Pκρ ∂
∂z
Λ(r,λ)(log V, z)|z=log VB + PκρR(r,λ)
(
log
V
VB
, log
VT
VB
)]
which reduces to the desired expression by noting that (C.12) gives
∂
∂VB
E(V ;VB) = 1
VB
[ ∂
∂z
A(log V, z)|z=log VB + Pκρ
∂
∂z
Λ(r,λ)(log V, z)|z=log VB
]
.
C.5. Proof of Lemma 4.2. First we note by Theorem VII.4 in [11], that for q ≥ 0
lim
λ→∞
Φ(λ+ r +m)
Φ(λ+ q)
= 1.(C.14)
On the other hand, identity (B.7) implies, for VB > 0, that
λ
Φ(r + λ)− Φ(r)Λ
(r,λ)(log VB, log VB) =
 1Φ(r)
(
VB
VT
)Φ(r)
if VB/VT < 1,
1
Φ(r) +
∫ log(VB/VT )
0 H
(r+λ)(y; Φ(r))dy if VB/VT ≥ 1,
where we used H(r+λ)(y; Φ(r)) = exp(Φ(r)y) for y ≤ 0. In addition, by the probabilistic expression of the
probabilistic expression of H(r+λ) given in (3.5) and using dominated convergence, we have
lim
λ→∞
∫ log(VB/VT )
0
H(r+λ)(y; Φ(r))dy = 0.
This together with (C.14) gives
lim
λ→∞
λ+ r +m
Φ(λ+ r +m)
Λ(r,λ)(log VB, log VB) =
1
Φ(r)
[(
VB
VT
)Φ(r)
∧ 1
]
.
From Remark 3.1(1) and (C.14), we can conclude that, for q ≥ 0,
λ+ r +m
Φ(λ+ r +m)
(1− J (q,λ)(0; 1)) = λ+ r +m
Φ(λ+ r +m)
ψ(1)− q
λ+ q − ψ(1)
Φ(q + λ)− 1
1− Φ(q)
λ↑∞−−−→ ψ(1)− q
1− Φ(q) .
Combining these and (4.2), we obtain (4.8).
C.6. Proof of Proposition 6.1. Fix t > 0. Let us define the event
E := {Nλt = 1} = {T λ1 ≤ t, T λ2 > t} = {T λ1 ≤ t, S > t− T λ1 }
where S := T λ2 − T λ1 has the exponential distribution with the parameter λ. Note that
E ∩ {T−VB < t} = {T λ1 ≤ t, VTλ1 < VB, S > t− T
λ
1 }.(C.15)
We start from analyzing the numerator of (6.2). We decompose it as follows:
f(t) := E
[[
P − (1− α)VT−VB
]
e
−rT−VB1{T−VB≤t}
]
= f1(t) + f2(t),(C.16)
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where
f1(t) := E
[[
P − (1− α)VT−VB
]
e
−rT−VB1{T−VB≤t}
1E
]
,
f2(t) := E
[[
P − (1− α)VT−VB
]
e
−rT−VB1{T−VB≤t}
1Ec
]
.
Here, by (C.15) and because S is an independent exponential random variable with parameter λ,
f1(t) = E
[[
P − (1− α)VTλ1
]
e−rT
λ
1 1{Tλ1 ≤t, VTλ1 <VB , S>t−T
λ
1 }
]
= E
[[
P − (1− α)VTλ1
]
e−rT
λ
1 e−λ(t−T
λ
1 )1{Tλ1 ≤t, VTλ1 <VB}
]
= E
[ ∫ t
0
λe−λs
[
P − (1− α)Vs
]
e−rse−λ(t−s)1{Vs<VB}ds
]
= λe−λtE
[ ∫ t
0
[
P − (1− α)Vs
]
e−rs1{Vs<VB}ds
]
,
and |f2(t)| ≤ (|P |+ (1− α)VB)P{Nλt ≥ 2} = o(t) as t ↓ 0.
Summing these,
f(t) = λe−λtE
[ ∫ t
0
[
P − (1− α)Vs
]
e−rs1{Vs<VB}ds
]
+ o(t).(C.17)
On the other hand, we transform the denominator of (6.2) as follows:
g(t) := E
[
1− e−r(t∧T
−
VB
)]
= 1− e−rt + g1(t) + g2(t)
where
g1(t) := E
[
(e−rt − e−rT
−
VB )1{T−VB≤t}
1E
]
and g2(t) := E
[
(e−rt − e−rT
−
VB )1{T−VB≤t}
1Ec
]
.
Similar to the computation for f1(t) and f2(t), by (C.15),
g1(t) = E
[
(e−rt − e−rTλ1 )1{Tλ1 ≤t, VTλ1 <VB , S>t−Tλ1 }
]
= E
[
e−λ(t−T
λ
1 )(e−rt − e−rTλ1 )1{Tλ1 ≤t, VTλ1 <VB}
]
= λe−λtE
[∫ t
0
(e−rt − e−rs)1{Vs<VB}ds
]
,
and g2(t) ≤ P{Nλt ≥ 2} = o(t). Hence putting all the pieces together we get that
g(t) = 1− e−rt + λe−λtE
[∫ t
0
(e−rt − e−rs)1{Vs<VB}ds
]
+ o(t).(C.18)
Now, from (C.17), (C.18), and the mean value theorem,
lim
t→0
f(t)
t
= lim
t→0
1
t
(
λe−λtE
[∫ t
0
[
P − (1− α)Vs
]
e−rs1{Vs<VB}ds
]
+ o(t)
)
= λ
[
P − (1− α)V ]1{V <VB},
lim
t→0
g(t)
t
= lim
t→0
1
t
(
1− e−rt + λe−λtE
[∫ t
0
(e−rt − e−rs)1{Vs<VB}ds
]
+ o(t)
)
= r.
By dividing the former by the latter, we have the claim.
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C.7. Proof of Proposition 6.2. By (3.5) and (3.7), we can write, for any θ ≥ 0, and q ≥ 0,
J (q,λ)(y; θ) =
λ
λ+ q − ψ(θ)
(
H(q)(y; θ)− ψ(θ)− q
λ
Φ(q + λ)− Φ(q)
θ − Φ(q) H
(q)(y; Φ(q + λ))
)
.
For y 6= 0, we now note the following:
(1) For the cases (i) y < 0 or (ii) y > 0 and X does not have a diffusion component, we have that
H(q)(y; Φ(q + λ))
λ↑∞−−−→ 0 (because the process does not creep downward as in Exercise 7.6 of [37])
and Φ(q+λ)−Φ(q)λ is bounded for λ > 0 cut-off from zero (which can be verified by the convexity of ψ).
(2) For the case y > 0 and X has a diffusion component, H(q)(y; Φ(q + λ))
λ↑∞−−−→ Ey[e−qτ−0 1{X
τ−0
=0}] and
Φ(q+λ)−Φ(q)
λ
λ↑∞−−−→ 0 (because ψ(θ) ∼ 12σ2θ2 as θ →∞ where σ is the diffusion coefficient of X).
Hence, the previous arguments imply that, for y 6= 0,
lim
λ→∞
J (q,λ)(y; θ) = H(q)(y; θ), θ ≥ 0.
Given that J (q,λ)(y; θ) is the Laplace transform of the random vector (T˜−0 (λ), XT˜−0 (λ)) (where we put (λ) to spell
out the dependency on λ), by Le´vy’s Continuity Theorem we have that (T˜−0 (λ), XT˜−0 (λ)) converges in distribution
to (τ−0 , Xτ−0 ). Hence, using Skorohod’s Representation Theorem (see Theorem 6.7 in [12]) as well as dominated
convergence, we obtain, for V 6= VB ,
lim
λ→∞
CSλ(t) =
r
P
lim
λ→∞
Elog(V/VB)
[[
P − (1− α)VBe
X
T˜−0 (λ)
]
e−rT˜
−
0 (λ)1{T˜−0 (λ)≤t}
]
Elog(V/VB)
[
1− e−r(t∧T˜−0 (λ))]
=
r
P
Elog(V/VB)
[[
P − (1− α)VBe
X
τ−0
]
e−rτ
−
0 1{τ−0 ≤t}
]
Elog(V/VB)
[
1− e−r(t∧τ−0 )] = CS(t).
APPENDIX D. PROOF OF THEOREM B.1
From Theorem 2.7 of [35] for any Borel set A on [0,∞), on R, and (−∞, 0] respectively,
Ex
[ ∫ τ−0
0
e−qt1{Xt∈A}dt
]
=
∫
A
[
e−Φ(q)yW (q)(x)−W (q)(x− y)
]
dy, x ≥ 0,(D.1)
Ex
[∫ ∞
0
e−(q+λ)t1{Xt∈A}dt
]
=
∫
A
[
eΦ(q+λ)(x−y)
ψ′(Φ(q + λ))
−W (q+λ)(x− y)
]
dy, x ∈ R,(D.2)
Ex
[ ∫ τ+0
0
e−(q+λ)t1{Xt∈A}dt
]
=
∫
A
(
eΦ(q+λ)xW (q+λ)(−y)−W (q+λ)(x− y)
)
dy, x ≤ 0(D.3)
where τ−0 is defined in (3.4) and τ
+
0 := inf{t ≥ 0 : Xt > 0}.
We will prove the result for z = 0 and compute
g(x) := Ex
[ ∫ T˜−0
0
e−qth(Xt)dt
]
, x ∈ R.
The general case follows because the spatial homogeneity of the Le´vy process implies thatEx
[ ∫ T˜−z
0 e
−qth(Xt)dt
]
=
Ex−z
[ ∫ T˜−0
0 e
−qth(Xt + z)dt
]
for x, z ∈ R.
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For x ∈ R, by the strong Markov property,
g(x) = Ex
[ ∫ τ−0
0
e−qth(Xt)dt
]
+ Ex
[
e−qτ
−
0 g(Xτ−0
)1{τ−0 <∞}
]
.(D.4)
In particular, for x < 0, again by the strong Markov property,
g(x) = A(x)g(0) +B(x),
where, for x ≤ 0,
A(x) :=Ex
[
e−qτ
+
0 1{τ+0 <Tλ1 }
]
= Ex
[
e−(q+λ)τ
+
0
]
= eΦ(q+λ)x,
B(x) :=Ex
[ ∫ τ+0
0
e−qt1{t<Tλ1 }h(Xt)dt
]
=
∫ 0
−∞
h(y)
(
eΦ(q+λ)xW (q+λ)(−y)−W (q+λ)(x− y)
)
dy.
Here, the first equality of the former holds by the fact that T λ1 is an independent exponential random variable with
parameter λ and Theorem 3.12 of [37]. The second equality of the latter is a consequence of (D.3).
Now, by (3.5),
Ex
[
e−qτ
−
0 A(Xτ−0
)1{τ−0 <∞}
]
= H(q)(x; Φ(q + λ)), x ∈ R,
for function H(q) defined in (3.5). In addition, by the proof of Theorem 4.1 in [52], we have that
Ex
[
e−qτ
−
0 B(Xτ−0
)1{τ−0 <∞}
]
= W (q)(x)
∫ 0
−∞
h(y)H(q+λ)(−y; Φ(q))dy −
∫ 0
−∞
h(y)I(q,λ)(x,−y)dy.
Substituting these in (D.4) and, then applying (D.1) and Remark 4.3 in [52], we obtain, for all x ∈ R,
(D.5) g(x) = g(0)H(q)(x; Φ(q + λ)) +W (q)(x)
∫ ∞
−∞
h(y)H(q+λ)(−y; Φ(q))dy −
∫ ∞
−∞
h(y)I(q,λ)(x,−y)dy.
On the other hand, by the strong Markov property, we can also write
g(0) = E0
[
E0
[∫ Tλ1
0
e−qth(Xt)dt+ 1{X
Tλ1
>0}
∫ T˜−0
Tλ1
e−qth(Xt)dt
∣∣∣T λ1 , (Xu)0≤u≤Tλ1
]]
= γ1 + γ2,
where γ1 := E0
[∫ Tλ1
0
e−qth(Xt)dt
]
and γ2 := E0
[
e−qT
λ
1 g(XTλ1
)1{X
Tλ1
>0}
]
.
(D.6)
We will compute γ1 and γ2 below. First, observe that
γ1 = E0
[∫ ∞
0
1{t<Tλ1 }e
−qth(Xt)dt
]
= E0
[∫ ∞
0
e−(q+λ)th(Xt)dt
]
.
For γ2, by (D.2), we can write
γ2 = λE0
[ ∫ ∞
0
e−(q+λ)sg(Xs)1{Xs>0}ds
]
=
λ
ψ′(Φ(q + λ))
∫ ∞
0
e−Φ(q+λ)yg(y)dy,(D.7)
which we shall compute using the expression of g as in (D.5). First, by identity (A.8) in [52] we have∫ ∞
0
e−Φ(q+λ)yZ(q)(y; Φ(q + λ))dy =
ψ′(Φ(q + λ))
λ
,(D.8)
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while (3.3) gives
∫∞
0 e
−Φ(q+λ)yW (q)(y)dy = λ−1, and hence∫ ∞
0
e−Φ(q+λ)yH(q)(y; Φ(q + λ))dy =
ψ′(Φ(q + λ))
λ
− 1
Φ(q + λ)− Φ(q) .
Again by the proof of Theorem 4.1 in [52], we have∫ ∞
0
e−Φ(q+λ)y
∫ ∞
−∞
h(z)I(q,λ)(y,−z)dzdy = ψ
′(Φ(q + λ))
λ
E0
[∫ ∞
0
e−(q+λ)th(Xt)dt
]
.
Substituting these in (D.7) and with the help of (D.5),
γ2 = g(0)
λ
ψ′(Φ(q + λ))
[ψ′(Φ(q + λ))
λ
− 1
Φ(q + λ)− Φ(q)
]
− E0
[∫ ∞
0
e−(q+λ)th(Xt)dt
]
+
1
ψ′(Φ(q + λ))
∫ ∞
−∞
h(y)H(q+λ)(−y; Φ(q))dy.
Now substituting the computed values of γ1, and γ2 in (D.6) we obtain
g(0) = g(0)− λ
Φ(q + λ)− Φ(q)
g(0)
ψ′(Φ(q + λ))
+
1
ψ′(Φ(q + λ))
∫ ∞
−∞
h(y)H(q+λ)(−y; Φ(q))dy,
and hence, solving for g(0) we obtain
g(0) =
Φ(q + λ)− Φ(q)
λ
∫ ∞
−∞
h(y)H(q+λ)(−y; Φ(q))dy.
Substituting this back in (D.5), we have
g(x) = Z(q)(x; Φ(q + λ))
Φ(q + λ)− Φ(q)
λ
∫ ∞
−∞
h(y)H(q+λ)(−y; Φ(q))dy −
∫ ∞
−∞
h(y)I(q,λ)(x,−y)dy.
Hence the resolvent density is given by (B.3), as desired. 
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