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1 Einleitung und Notationen
Motivation
Mit Hilfe von stochastischen Prozessen mit kontinuierlicher oder mit diskreter Indexmenge
können zufällige Vorgänge in der Zeit, bspw. in der Finanzmathematik für die Darstellung
von Aktienkursverläufen (siehe [18], Abschnitt 1.2 und 1.3) und in der Meterologie für
Wettervorhersagen, modelliert werden. Dabei werden reellwertige stochastische Prozesse
mit diskreter Indexmenge als Zeitreihen bezeichnet (siehe [2] und [9]). Für Zeitreihen gibt
es diverse Modelle, in denen sich deren Elemente durch eine Rekursion beschreiben lassen,
was zum Beispiel auf AR-, MA- und ARMA-Zeitreihen zutrifft (siehe [9]). Ein weiteres
Modell für Zeitreihen, bei denen die Elemente in gewisser Weise rekursiv definiert sind, ist
das so genannte ARCH-Modell (autoregressive conditional heteroskedasticity), welches für
die Analyse reellwertiger, ökonomischer Zeitreihen mit zeitlich variabler Volatilität von
Engle im Jahr 1982 in [16] aufgestellt wurde. Für dieses Modell wurde ihm im Jahr 2003
der Nobelpreis für Wirtschaftswissenschaften verliehen. Eine häufig verwendete Definition
von ARCH-Zeitreihen ist bspw. die folgende (für weitere Definitionen, siehe [20]): Eine
Zeitreihe (Xk)k∈Z heißt ARCH(p)-Zeitreihe mit p∈N, wenn
Xk = εkσk, σ2k = δ +
p∑
i=1
αiX
2
k−i
fast sicher (f.s.) für alle k gilt, wobei δ > 0 sowie α1, ...,αp ≥ 0 mit αp > 0 gilt und (εk)k∈Z
eine unabhängig und identisch verteilte (u.i.v.) Zeitreihe mit E(ε0) = 0 sowie E(ε20) = 1
ist. Da für die bedingten Varianzen solch einer Zeitreihe Var[Xk |Xl, l < k] = σ2k für alle
k gilt und σ2k von Xk−1, ...,Xk−p abhängt, die bedingten Varianzen also autoregressiv
und heterogen sind (Varianzheterogenität wird auch Heteroskedastizität genannt), ist der
Begriff ARCH plausibel. Dieses Modell wurde von Bollerslev im Jahr 1986 in [6] zum
GARCH-Modell (generalized autoregressive conditional heteroskedasticity) erweitert. Für
dieses Modell verwenden wir die folgende Definition (für weitere Definitionen, siehe [18]):
Eine Zeitreihe (Xk)k∈Z heißt GARCH(p, q)-Zeitreihe mit p, q∈N, wenn
Xk = εkσk, σ2k = δ +
p∑
i=1
αiX
2
k−i +
q∑
j=1
βjσ
2
k−j
f.s. für alle k gilt, wobei δ > 0 sowie α1, ...,αp, β1, ..., βq ≥ 0 mit αp, βp > 0 gilt. Sowohl
zu ARCH- als auch zu GARCH-Zeitreihen gibt es zahlreiche Publikationen, wobei ei-
ne Vielzahl von Eigenschaften reellwertiger (univariater und multivariater) ARCH- und
GARCH-Zeitreihen [2], [20] und [18] entnommen werden kann.
Es besteht auch die Möglichkeit Zusammenhänge zwischen Zufallsvariablen zu untersu-
chen, die Werte in einem separablen Banach-Raum annehmen. Diese Zufallsvariablen
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nennen wir funktionale Zufallsvariablen, da als separable Banach-Räume meist Funk-
tionenräume betrachtet werden. Die Theorie der Analyse von funktionalen Zufallsvaria-
blen wird Funktionale Datenanalyse genannt (siehe Abschnitt 2.4, [7], [8], [18], [21], [24],
[31] und [36]). Zeitreihen, die aus funktionalen Zufallsvariablen bestehen, bezeichnen wir
funktionale Zeitreihen (siehe Abschnitt 2.5, [7], [8] und [21]). Eine funktionale Zeitreihe
erhalten wir auf natürliche Weise, indem wir statt des stochastischen Prozesses (Xt)t∈R
mit fast sicher stetigen Pfaden, die Zeitreihe (Yk)k∈Z aus den stochastischen Prozessen
Yk = (Yk(t))t∈[0,1] bzw. C[0, 1]-wertigen Zufallsvariablen mit Yk(t) := Xk+t für alle k, t
betrachten (für diverse Funktionenräume, siehe Abschnitt 2.2). In der Literatur zu funk-
tionalen Zeitreihen wird sich häufig auf die Räume C[0, 1] und L2[0, 1] beschränkt (siehe
[3], [10], [11], [12], [22], [23], [28] und [35]). Für die Verwendung anderer Funktionenräume
bei funktionalen Zeitreihen, siehe [14] und [32].
Im Jahr 2013 stellten Hörmann, Horváth und Reeder in [22] eine funktionale Version des
ARCH(1)-Modells für Zeitreihen mit Werten in C[0, 1] und H := L2[0, 1] auf. In diesem
ARCH(1)-Modell ist die GleichungXk = εkσk als punktweises Produkt der beiden funktio-
nalen Zufallsvariablen εk mit σk zu verstehen und es liegt die Gleichung σ2k = δ + α1(X 2k )
vor, wobei α1 ein geeigneter Operator ist. In den Theoremen 2.1 und 2.3 in [22] wur-
den hinreichende Bedingungen für Stationarität von H - bzw. C[0, 1]-wertigen ARCH(1)-
Zeitreihen angegeben. Des Weiteren wurde für H -wertige Zeiteihen in [22], Lemma 3.1
bzw. [22], Theorem 3.1 eine asymptotische obere Schranke für die Schätzfehler bestimmter
Schätzer für δ bzw. für eine Projektion des Integraloperators α1 auf einen endlichdimensio-
nalen Unterraum im Sinne stochastischer Konvergenz formuliert. Im Jahr 2017 definierten
Aue, Horváth und Pellatt in [3] funktionale GARCH(1, 1)-Zeitreihen mit Werten in H
sowie C[0, 1] und formulierten in den Theoremen 1 bzw. 2 hinreichende Bedinungen für
Stationarität dieser Zeitreihen. Es wurde ein Kleinster-Quadrate-Schätzer für die Para-
meter inH -wertigen GARCH(1, 1)-Zeitreihen hergeleitet und ein Konsistenzresulutat im
Sinne fast sicher Konvergenz in Theorem 3 angegeben. Schließlich, im Jahr 2019, definier-
ten Cerovecki, Francq, Hörmann und Zakoïan in [11] H -wertige GARCH(p, q)-Zeitreihen
mit beliebigen Ordnungen p, q ∈ N. In [11], Theorem 1 wurde eine hinreichende Bedin-
gung für Stationarität von H -wertigen GARCH(p, q)-Zeitreihen mit p, q∈N angegeben.
Ferner wurde ein Quasi-Maximum-Likelhood-Schätzer für die auf einen geeigneten Un-
terraum projizierten Parameter dieser GARCH(p, q)-Zeitreihen mit p, q ∈ N angegeben
und in [11], Theorem 2 wurde ein Konsistenzresultat im Sinne fast sicherer Konvergenz
ohne Angabe einer Rate formuliert. Außerdem wird in [11], Proposition 3 ein Konsistenz-
resultat für einen Schätzer für die Parameter von H -wertigen GARCH(1, 1)-Zeitreihen
angegeben, wobei diese Parameter nicht auf einen Unterraum projiziert werden.
Die vorliegende Dissertation widmet sich der Analyse von probabilistischen Eigenschaften
und der Schätzung der Parameter von funktionalen ARCH-(FARCH-) sowie funktiona-
len GARCH-(FGARCH-)Zeitreihen mit beliebigen Ordnungen. Beruhend auf den Arbei-
ten [3], [11] und [22] werden hinreichende Bedingungen für die Existenz von stationären
FARCH(p)- und FGARCH(p, q)-Zeitreihen mit p, q∈N und Werten in diversen Funktio-
nenräumen formuliert. Für diese Zeitreihen werden außerdem hinreichende Bedingungen
für die Existenz diverser Momente sowie für Lp-m-Approximierbarkeit (siehe Abschnitt
2.5.3) angegeben. Unser Augenmerk richten wir auf die Herleitung der Schätzer für die
Parameter von H -wertigen FARCH(p)- und FGARCH(p, q)-Zeitreihen und von asym-
ptotischen oberen Schranke für die Schätzfehler der Schätzer für die Parameter, ohne
diese auf einen endlichdimensionalen Unterraum zu projizieren. Für FARCH-Zeitreihen
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werden wir zudem asymptotische obere Schranken der Schätzfehler für die Schätzer der
Parameter, die wir auf einen endlichdimensionalen Unterraum projizieren, formulieren.
Aufbau der Arbeit
In Kapitel 2 werden die Grundlagen zur Analyse von funktionalen Zeitreihen dargelegt.
Wir werden an die Definitionen und Eigenschaften von metrischen, Banach- sowie Hilbert-
Räumen im Allgemeinen und an konkrete Funktionenräume, die in die Aufstellung des
FARCH- und des FGARCH-Modell in dieser Dissertation eingehen, erinnern. Ferner wer-
den wir die Definitionen und Eigenschaften diverser Operatoren angeben, die bspw. in
den FARCH- und FGARCH-Gleichungen enthalten sind. Außerdem werden Eigenschaf-
ten von funktionalen Zufallsvariablen behandelt, es wird ein Erwartungswert für diese
Zufallsvariablen definiert und sich schließlich funktionalen Zeitreihen gewidmet. In Kapi-
tel 3 erfolgt eine formale Definition von FARCH- und FGARCH-Zeitreihen mit Werten
in diversen Funktionenräumen. Für diese FARCH- und FGARCH-Zeitreihen werden wir
hinreichende Bedingungen für Stationärität, für die Existenz diverser Momente und für
Lp-m-Approximierbarkeit (siehe Abschnitt 2.5.3) angeben. In Kapitel 4, das die zentralen
Resultate dieser Arbeit beinhaltet, werden Schätzer für die Parameter im FARCH- und
im FGARCH-Modell hergeleitet und für deren Schätzfehler asymptotische obere Schran-
ken im Sinne von stochastischer Konvergenz angegeben. Dabei werden wir im FARCH-
Modell die Operatoren sowohl projiziert auf einen endlichdimensionalen Unterraum als
auch ohne sie auf einen endlichdimensionalen Unterraum zu projizieren schätzen; im
FGARCH-Modell werden wir die Operatoren schätzen, ohne sie auf einen endlichdimen-
sionalen Unterraum zu projizieren. In Kapitel 5 werden wir Realisationen von bestimm-
tenH -wertigen Innovationen sowie von Differenzen bestimmterH -wertiger FARCH(1)-,
FARCH(2)-, FGARCH(1, 1)- und FGARCH(2, 1)-Zeitreihen zu diesen Innovationen ska-
liert mit einem Faktor (dies geht aus der Definition von δ in Kapitel 5 in hervor) simu-
lieren. In Kapitel 6 wird die Dissertation zusammengefasst, wesentliche Resultate werden
herausgearbeitet und es wird ein Ausblick auf weitere Fragestellungen gegeben.
Notationen
In der gesamten Arbeit verwenden wir die folgenden Notationen und Konventionen.
• Für zwei per Definition äquivalente Aussagen A und B schreiben wir A
 B.
• Für jede nichtleere Menge A ⊆ R, jede Zahl b ∈ R und jeden relationalen Operator
R ∈ {<,≤, 6=,≥, >} gilt
ARb := {a ∈ A | aR b}.
• Die Menge N ∪ {0} symbolisieren wir mit N∗ (statt wie üblich mit N0), um sie mit
einem relationalen Operator R ∈ {<,≤, 6=,≥, >} versehen zu können.
• Es sei V ein Vektorraum und es sei n ∈ N. Dann steht V n für das kartesische
Produkt V n = V ×· · ·×V aus n Faktoren und V ∞ steht für das kartesische Produkt
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V × V × · · · . Diese kartesischen Produkte sind Vektorräume, wenn Addition und
Skalarmultiplikation komponentenweise durchgeführt werden.
• 0V steht für das neutrale Element bzgl. der Addition eines Vektorraums V.
• Es sei A ⊆ R eine nichtleere Menge und f, g, h : A → R seien Funktionen. Dann
schreiben wir f ∝ g, wenn f und g proportional sind, d.h. es existiert ein c ∈ R mit
f(x) = cg(x) für alle x ∈ A. Des Weiteren schreiben wir f - g bzw. f % g, sofern
h ∝ g sowie f(x) ≤ h(x) bzw. f(x) ≥ h(x) für alle x ∈ A gilt.
• 1 steht für die Funktion f : [0, 1]→ R mit f(t) = 1 für alle t ∈ [0, 1].
• IA sei die identische Abbildung auf einer nichtleeren Menge A, d.h. IA(a) = a für
alle a ∈ A.
• Für den Kern einer linearen Abbildung A zwischen zwei Vektorräumen schreiben
wir Kern(A) und für das Bild von A schreiben wir Bild(A).
• Für jede Menge A gilt
1A(x) :=
{
1,
0,
x ∈ A,
x /∈ A.
• δij mit i, j ∈R steht für das Kronecker-Delta, d.h. δij := 1{i}(j).
• sgn steht für die Signumfunktion, d.h. sgn : R→ R, t 7→ 1(0,∞)(t)− 1(−∞,0)(t).
• Wir sagen, dass eine bestimmte Eigenschaft für fast alle (f.f.a.) Glieder einer Folge
gilt, wenn sie auf höchstens endlich viele Glieder nicht zutrifft.
• lim steht für den Limes superior und lim steht für den Limes inferior.
• Es seien (an)n∈N, (bn)n∈N und (cn)n∈N reellwertige Folgen. Dann bezeichnen wir die
Folge (an)n als asymptotisch ...
· äquvialent zu (bn)n, in Zeichen (i.Z.) an ∼ bn, falls limn→∞ anbn = 1 gilt;
· vergleichbar mit (bn)n, i.Z. an  bn, falls limn→∞ anbn = c für ein c 6= 0 gilt;
· von (bn)n nach oben beschränkt, i.Z. an = O(bn), falls limn→∞ |anbn | <∞ gilt;
· gegenüber (bn)n vernachlässigbar, i.Z. an = o(bn), falls limn→∞ anbn = 0 gilt;
· von (bn)n nach unten beschränkt, i.Z. an = Ω(bn), falls limn→∞ |anbn | > 0 gilt;
· gegenüber (bn)n dominant, i.Z. an = ω(bn), falls limn→∞ |anbn | =∞ gilt.
Des Weiteren gilt:
· an = Ξ[bn, cn], falls an = Ω(bn) und an = O(cn) gilt.
· an = Ξ(bn, cn], falls an = ω(bn) und an = O(cn) gilt.
· an = Ξ[bn, cn), falls an = Ω(bn) und an = o(cn) gilt.
· an ∈ Ξ(bn, cn), falls an = ω(bn) und an = o(cn) gilt.
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• Es sei (M,dM) ein metrischer Raum. Dann stehe B(M) für die Borel’sche σ-Algebra
über M und für jede Teilmenge A von M gelte B(A) := {A ∩ B |B ∈ B(M)}.
• Für das Lebesgue-Borel-Maß auf B(Rn) mit n ∈ N schreiben wir λn mit λ = λ1.
Ferner schreiben wir für das Lebesgue-Integral über einem Intervall [a, b] ⊆ R einer
messbaren Funktion f : [a, b]→ R stets ∫ ba f(t)dt.
• Es sei (M,M, µ) ein Maßraum und E (m) eine Eigenschaft, die einem m ∈ M zu-
kommen kann. Dann sagen wir, dass E µ-fast überall (µ-f.ü.) bzw. für µ-fast alle
(µ-f.a.) m ∈ M gilt, falls eine µ-Nullmenge N ∈ M existiert, sodass E (m) für alle
m ∈ M\N erfüllt ist. Des Weiteren sprechen wir statt von µ-f.ü. von µ-fast sicher
(µ-f.s.), falls µ ein Wahrscheinlichkeitsmaß ist, wobei wir f.s. schreiben, wenn klar
ist, um welches Wahrscheinlichlichkeitsmaß es sich handelt.
• Es sei (Ω,A,P) ein Wahrscheinlichkeitsraum, (Ω′,A′) ein Messraum und X : Ω→ Ω′
eine Zufallsvariable, d.h. eine A-A′-messbare Abbildung. Dann schreiben wir PX für
die Verteilung von X unter P auf A′.
• Zwei Zufallsvariablen X und Y bezeichnen wir als identisch verteilt, falls PX = PY
gilt. In diesem Fall schreiben wir X d= Y.
• Es sei (Xk)k∈I eine Folge von Zufallsvariablen, wobei I für eine nichtleere, abzählbare
Menge steht. Dann heißt (Xk)k∈I unabhängig und identisch verteilt (u.i.v.), falls
(Xk)k∈I stochastisch unabhängig mit Xi d= Xj für alle i, j ∈ I ist.
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2 Grundlagen
Für den Umgang mit funktionalen Zeitreihen werden insbesondere Kenntnisse über Banach-
sowie Hilbert-Räume, bestimmte Funktionenräume, Operator- und Wahrscheinlichkeits-
theorie in separablen Banach-Räumen benötigt. In den Abschnitten 2.1 bis 2.4 fassen wir
die für diese Arbeit wichtigsten Resultate dieser Themengebiete zusammen und behandeln
funktionale Zeitreihen und deren wichtigste Eigenschaften in Abschnitt 2.5.
Zunächst formulieren wir eine elementare Ungleichung, von der wir in der gesamten Ar-
beit in diversen Nachweisen stillschweigend Gebrauch machen werden.
Lemma 2.1. Für beliebige Zahlen a1, ..., an ≥ 0 mit n ∈ N und ν > 0 gilt:
( n∑
k=1
ak
)ν ≤ (1(0,1](ν) + 1(1,∞)(ν)nν−1) n∑
k=1
aνk . (2.1)
Beweis. Es gelte o.B.d.A. 0 < a1 ≤ a2 ≤ · · · ≤ an. Dann gilt (2.1) für ν ∈ (0, 1], weil die
Funktion [0,∞) 3 t 7→ ϕ(t) := aν1 + tν − (a1 + t)ν monoton wächst (die Idee ist von [15],
VI., Satz 1.10) und für ν > 1 folgt (2.1) aus der Jensen’schen Ungleichung.
2.1 Metrische Räume, Banach- und Hilbert-Räume
Hier erinnern wir an die Definition von metrischen, Banach- und Hilbert-Räumen sowie
an Begriffe, die im Zusammenhang dieser Räume auftreten (siehe hierzu Werner [42]).
Dabei ist anzumerken, dass wir unter dem Begriff Vektorraum stets einen Vektorraum
über R und unter dem Begriff Unterraum stets einen Untervektorraum verstehen.
(M,dM) ist ein metrischer Raum, wenn M eine nichtleere Menge sowie dM eine Metrik
auf M ist. (M,dM) wird als vollständig bezeichnet, wenn jede Cauchy-Folge (mn)n ⊆ M
(bzgl. dM) inM konvergiert und (M,dM) heißt separabel, wennM eine abzählbare, dichte
Teilmenge besitzt, d.h. dass eine abzählbare Menge A ⊆M mit A = M existiert. A steht
dabei für den Abschluss von A in M , das ist die kleinste Menge A ⊆M, die abgeschlossen
in M ist, wobei eine Menge A ⊆ M als abgeschlossen in M bezeichnet wird, wenn der
Grenzwert jeder in M konverierenden Folge (m˜n)n ⊆ A in A liegt.
Ein Banach-Raum (B, || · ||B) ist ein vollständiger, normierter Raum, d.h. B ist ein mit
einer Norm || · ||B ausgestatteter Vektorraum, der bzgl. der von der Norm || · ||B induzierten
Metrik vollständig ist. Solch ein Banach-Raum ist nach [42], Lemma I.2.9 genau dann
separabel, wenn eine abzählbare Menge B ⊆ B mit lin(B) = B existiert, wobei lin(B)
für die lineare Hülle von B steht. Ferner wird ein Banach-Raum (B, || · ||B) als Banach-
Algebra bzgl. einer bilinearen, assoziativen Operation  : B × B → B bezeichnet, wenn
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||a  b||B ≤ ||a||B||b||B für alle a, b ∈ B gilt. Falls B˜ ⊆ B außerdem ein abgeschlossener
Unterraum von B ist, so ist (B˜, || · ||B) wieder ein Banach-Raum.
Ein Hilbert-Raum (H, 〈·, ·〉H) ist ein mit einem Skalarprodukt 〈·, ·〉H ausgestatteter Vek-
torraum, der bzgl. der vom Skalarprodukt induzierten Metrik vollständig ist – jener Me-
trik, die induziert ist von der vom Skalarprodukt 〈·, ·〉H induzierten Norm || · ||H mit
||h||H := 〈h, h〉1/2H für h ∈ H. Unendlichdimensionale Hilbert-Räume sind nach [42], Ko-
rollar V.4.10 genau dann separabel, wenn sie eine abzählbare Orthonormalbasis (ONB)
haben. Dabei ist eine ONB eines Hilbert-Raums (H, 〈·, ·〉H) ein Orthonormalsystem (ONS)
S mit H = lin(S), wobei eine Menge S ⊆ H ein ONS ist, wenn ||s||H = 1 für alle s ∈ S
sowie s ⊥ t, d.h. 〈s, t〉H = 0, für alle s, t ∈ S mit s 6= t gilt. Falls H˜ ⊆ H außerdem ein
abgeschlossener Unterraum von H ist, so ist auch (H˜, || · ||H) ein Hilbert-Raum.
In der gesamten Arbeit werden wir von dem folgenden Satz Gebrauch machen.
Satz 2.2. Es sei S ⊆ H ein ONS eines Hilbert-Raums (H, 〈·, ·〉H).
(a) Es existiert eine ONB S˜ von H mit S ⊆ S˜.
(b) Für alle h ∈ H gilt (Bessel’sche Ungleichung)∑
s∈S
〈h, s〉2H ≤ ||h||2H. (2.2)
(c) Die folgenden Aussagen sind äquivalent:
i) S ist eine ONB von H, d.h. H = lin(S).
ii) h = ∑s∈S 〈h, s〉Hs für alle h ∈ H.
iii) Für alle h ∈ H gilt (Parseval’sche Gleichung)
||h||2H =
∑
s∈S
〈h, s〉2H. (2.3)
Beweis. Siehe [42], Satz V.4.3 und Satz V.4.9.
In dieser Arbeit benötigen wir die kartesischen Produkte Bn bzw. Hn mit n ∈ N von
Banach-Räumen (B, || · ||B) bzw. von separablen Hilbert-Räumen (H, 〈·, ·〉H). (Bn, || · ||Bn)
ist ein Banach-Raum mit der Norm ||b||Bn := ∑ni=1 ||bi||B für b := (b1, ..., bn)T ∈ Bn, wobei
auf Bn die folgenden, nach [42], Satz I.3.3 äquivalenten, Normen || · ||Bn,q mit
||b||Bn,q = 1[1,∞)(q)
( n∑
i=1
||bi||qB
)1/q
+ 1{∞}(q) max1≤i≤n ||bi||B (2.4)
definiert werden können. Ferner ist (Hn, 〈·, ·〉Hn) ein separabler Hilbert-Raum mit dem
Skalarprodukt 〈x,y〉Hn := ∑ni=1〈xi, yi〉H für x := (x1, ..., xn)T, y := (y1, ..., yn)T ∈ Hn. Sei
(hj)j∈N nun eine ONB von H, so ist (hj)j∈N eine ONB von Hnmit
hk+(l−1)n := (0H, ..., 0H, hl, 0H, ..., 0H)T (2.5)
für alle k ∈ {1, ..., n} und l ∈ N, wobei k die Komponente des Vektors sei, an der hl
positioniert ist, die wir als durch (hj)j induzierte ONB von Hn bezeichnen.
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2.2 Folgenräume, Funktionenräume und das
punktweise Produkt
Die Zeitreihen in den Kapiteln 3 und 4 nehmen ausschließlich Werte in bestimmten Funk-
tionenräumen an. Unter einem Funktionenraum verstehen wir einen Vektorraum von
Funktionen mit gleichem Definitionsbereich, Funktionenräume mit höchstens abzählba-
rem Definitionsbereich (meist N oder N∗) bezeichnen wir als Folgenräume. Hier geben wir
zuerst bekannte Folgen- und Funktionenräume samt ihren Eigenschaften an und befassen
uns anschließend mit dem punktweisen Produkt  in Funktionenräumen, das unter an-
derem für die Definition des FGARCH -Modells in Kapitel 3 gebraucht wird.
Definition und Eigenschaften 2.3. Die folgenden Mengen sind Vektorräume, wenn
sie mit den Operationen a + b := (an + bn)n∈N und αa := (αan)n∈N mit a = (an)n∈N, b =
(bn)n∈N ⊆ R und α ∈ R versehen werden.
(a) `∞(N) steht für den Raum beschränkter Folgen (an)n∈N ⊆ R. (`∞(N), || · ||∞) ist
ein inseparabler Banach-Raum, wobei die Supremumsnorm || · ||∞ durch ||a||∞ :=
supn∈N |an| für alle a = (an)n ∈ `∞(N) definiert sei.
(b) c0(N) steht für den Raum der Nullfolgen (an)n∈N ⊆ R. Bei (c0(N), || · ||∞) handelt
es sich um einen separablen Banach-Raum.
(c) `p(N) steht für den Raum p-fach absolutsummierbarer Folgen (an)n∈N ⊆ R mit
p ∈ [1,∞). Dabei ist (`p(N), || · ||p) ein separabler Banach-Raum für alle p ∈ [1,∞)
mit ||a||p := (∑∞n=1 |an|p)1/p für a := (an)n ∈ `p(N). Ferner ist (`2(N), 〈·, ·〉2) mit
〈a, b〉2 := ∑∞n=1 anbn für a = (an)n, b = (bn)n ∈ `2(N) ein separabler Hilbert-Raum.
(d) d(N) steht für den Raum endlicher Folgen (an)n∈N ⊆ R. Dabei ist anzumerken, dass
(d(N), || · ||∞) kein Banach-Raum ist.
Beweis. Siehe [42], S.3 f., 8 – 13, 29.
Für obige Folgenräume gilt für alle p, q ∈ [1,∞) mit p < q
d(N) ( `p(N) ( `q(N) ( c0(N) ( `∞(N). (2.6)
Dabei ist (`2, 〈·, ·〉2) zu jedem unendlichdimensionalen separablen Hilbert-Raum isome-
trisch isomorph (siehe [42], Korollar V.4.13).
Definition und Eigenschaften 2.4. Die folgende Mengen von Funktionen mit Definiti-
onsbereich [0, 1] sind Vektorräume, wenn sie mit den Operationen (f+g)(s) := f(s)+g(s)
und (αf)(s) := αf(s) versehen werden, wobei s ∈ [0, 1], α ∈ R und f, g : [0, 1]→ R gilt.
(a) `∞[0, 1] steht für den Raum beschränkter Funktionen f : [0, 1]→ R. (`∞, || · ||∞) ist
ein inseparabler Banach-Raum, wobei die Supremumsnorm || · ||∞ diesmal definiert
sei durch ||f ||∞ := supt∈[0,1] |f(t)| für alle f ∈ `∞[0, 1].
(b) C[0, 1] steht für den Raum stetiger Funktionen f : [0, 1]→ R. Dabei ist (C[0, 1], ||·||∞)
ein separabler Banach-Raum.
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(c) Für p ∈ [1,∞) stehen Lp[0, 1] für die Äquivalenzklassen messbarer, p-fach Lebesgue-
Borel-integrierbarer Funktionen f : [0, 1] → R, die wir als Lp-Räume bezeichnen.
Dabei ist (Lp[0, 1], || · ||Lp[0,1]) ein separabler Banach-Raum für alle p ∈ [1,∞) mit
||f ||pLp[0,1] :=
∫ 1
0 |f(s)|p ds für f ∈ Lp[0, 1]; und für alle p, q ∈ [1,∞) mit p < q gilt
Lq[0, 1] ( Lp[0, 1]. (2.7)
Des Weiteren ist (H , 〈·, ·〉H )mitH := L2[0, 1] und 〈h, h˜〉H := ∫ 10 h(s)h˜(s) ds für alle
h, h˜ ∈ H ein separabler Hilbert-Raum und nach Hsing und Eubank [24], Theorem
2.4.18 ist (hj)j∈N eine ONB von H , wobei für alle s ∈ [0, 1] und j ∈ N gelte:
h1(s) := 1, h2j(s) :=
√
2 cos(2jpis), h2j+1(s) :=
√
2 sin(2jpis). (2.8)
Beweis. Siehe [42], S.5 – 7, 14 – 18, 29, Korollar I.2.11 und Korollar I.2.15.
Für das punktweise Produkt zweier Funktionen f, g : [0, 1] → R schreiben wir f  g mit
f 2 = f  f, falls es wohldefiniert ist. `∞[0, 1] und C[0, 1] sind bzgl.  abgeschlossen. Für
Lp-Räume ist dies für kein p ∈ [1,∞) der Fall, da zwar f mit f(t) := t−1/(p+1)1(0,1](t) für
t ∈ [0, 1], aber nicht f 2 Element von Lp[0, 1] ist. Allerdings ist das folgende Lemma gültig.
Lemma 2.5. Es sei p ∈ [1,∞). Dann gilt x y ∈ Lp[0, 1], wenn ...
(a) x ∈ `∞[0, 1] und y ∈ Lp[0, 1] bzw. x ∈ Lp[0, 1] und y ∈ `∞[0, 1] gilt. Dabei gilt
||x y||Lp[0,1] ≤ ||x||∞||y||Lp[0,1] bzw. ||x y||Lp[0,1] ≤ ||x||Lp[0,1]||y||∞;
(b) x, y ∈ L2p[0, 1] gilt, wobei dann ||x y||Lp[0,1] ≤ ||x||L2p[0,1]||y||L2p[0,1] erfüllt ist.
Beweis. (a) folgt aus der Definition der Normen || · ||∞ und || · ||Lp[0,1]; (b) folgt aus der
Cauchy-Schwarz’schen Ungleichung.
2.3 Operatortheorie
Unter Operatoren verstehen wir lineare Abbildungen zwischen Vektorräumen. Operatoren
besitzen meist diverse Eigenschaften, die wir hier auflisten, wobei wir der Einfachheit
halber davon ausgehen, dass die Operatoren zwischen Banach- bzw. zwischen Hilbert-
Räumen abbilden. Nachfolgend stehen (B, || · ||B), (B′, || · ||B′) sowie (B′′, || · ||B′′) für Banach-
und (H, 〈·, ·〉H), (H′, 〈·, ·〉H′), (H′′, 〈·, ·〉H′′) sowie (H′′′, 〈·, ·〉H′′′) für Hilbert-Räume.
2.3.1 Beschränkte Operatoren
Definition und Eigenschaften 2.6 (beschränkter Operator). Wir bezeichnen einen
Operator A : B → B′ als beschränkt, wenn ein c ≥ 0 mit ||Ab||B′ ≤ c||b||B für alle b ∈ B
existiert und schreiben für die Menge solcher Operatoren LB,B′mit LB := LB,B.
(a) Ein Operator A : B → B′ ist genau dann beschränkt, wenn er stetig ist.
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(b) Die kleinste Konstante, wofür ein Operator A : B → B′ beschränkt ist, d.h.
||A||LB,B′ := inf
{
c
∣∣∣ ||Ab||B′ ≤ c||b||B für alle b ∈ B},
erfüllt die fundamentale Ungleichung
||Ab||B′ ≤ ||A||LB,B′ ||b||B (2.9)
für alle b ∈ B. Ferner gilt
||A||LB,B′ = sup
b∈B\{0B}
||Ab||B′
||b||B = sup||b||B=1
||Ab||B′ = sup
||b||B≤1
||Ab||B′ . (2.10)
Versieht man LB,B′ mit den Operationen (A+B)(b) := Ab+Bb und (λA)(b) := λAb
mit A,B ∈ LB,B′ , b ∈ B und λ ∈ R, so ist (LB,B′ , || · ||LB,B′ ) ein Banach-Raum.
(c) Für A ∈ LB′,B′′ und B ∈ LB,B′ gilt AB ∈ LB,B′′ mit
||AB||LB,B′′ ≤ ||A||LB′,B′′ ||B||LB,B′ , (2.11)
womit (LB, || · ||B) nach Teil (b) eine Banach-Algebra ist.
(d) Sei A ∈ LB invertierbar, so ist auch Inverse A−1 Element von LB.
Beweis. Siehe [42], S.45 ff. und Korollar IV.3.4.
Für technische Nachweise benötigen wir den nachfolgenden Satz. Dabei steht An mit
A ∈ LB für die Komposition A ◦ · · · ◦ A aus n ∈ N Faktoren und A0 für die identische
Abbildung IB, die per Definition Element von LB ist.
Satz 2.7 (Neumann’sche Reihe). Es sei A ∈ LB ein Operator mit ||A||LB < 1. Dann
konvergiert die Neumann’sche Reihe ∑∞k=0 Ak in LB. Des Weiteren ist der Operator IB−A
invertierbar mit
(IB − A)−1 =
∞∑
k=0
Ak (2.12)
und es gilt ||(IB − A)−1||LB ≤ (1− ||A||LB)−1.
Beweis. Siehe [42], Satz II.1.11.
Im Folgenden geben wir die Definition und einige Eigenschaften von Adjungierten zwi-
schen Hilbert-Räumen an, von welchen wir insbesondere in Nachweisen Gebrauch machen
werden (für Adjungierte zwischen Banach-Räumen siehe [42], III.4).
Definition und Eigenschaften 2.8 (Adjungierte bei Hilbert-Räumen). Die Ad-
jungierte eines Operators B ∈ LH,H′ ist definiert als die Abbildung B∗ : H′ → H mit
〈B(h), h′〉H′ = 〈h,B∗(h′)〉H (2.13)
für alle h ∈ H und h′ ∈ H′, wobei B im Fall B = B∗als selbstadjungiert bezeichnet werde.
Für B,C ∈ LH,H′ sowie D ∈ LH′,H′′ und a, b ∈ R gilt:
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(a) B∗ ∈ LH′,H und ||B||LH,H′ = ||B∗||LH′,H .
(b) (aB + bC)∗ = aB∗ + bC∗, (DB)∗ = B∗D∗ und B∗∗ = B.
(c) ||B∗B||LH = ||BB∗||LH′ = ||B||2LH,H′ .
(d) Kern(B) = (Bild(B∗))⊥ und Kern(B∗) = (Bild(B))⊥.
(e) B ist genau dann injektiv, wenn Bild(B∗) dicht liegt.
(f) Liegt Bild(B) dicht, so ist BB∗ injektiv.
Beweis. Für (a) bis (e) siehe [42], S.239; (f) wäre BB∗ nicht injektiv, obwohl Bild(B) dicht
liegt, so würde (BB∗)(h′) = 0H′ für ein h′ ∈ H′ mit h′ 6= 0H′ und folglich B∗(h′) = 0H
gelten, womit B∗ nicht injektiv wäre, was jedoch in Widerspruch zu (e) mit (b) steht.
2.3.2 Kompakte Operatoren
Die Definition kompakter Operatoren beruht auf kompakten Mengen. In metrischen Räu-
men (M,dM) sind kompakte Mengen nichtleere Teilmengen M ′mit der Eigenschaft, dass
jede Folge (mn)n ⊆M ′ eine konvergente Teilfolge hat.
Definition und Eigenschaften 2.9 (kompakter Operator). Wir bezeichnen einen
Operator K : B → B′ als kompakt, wenn die Menge K(BB) mit BB := {b ∈ B | ||b||B ≤ 1}
kompakt ist. Für die Menge solcher Operatoren schreiben wir KB,B′ mit KB := KB,B.
(a) Ein Operator K ∈ LB,B′ ist genau dann kompakt, wenn K∗ ∈ LB′,B kompakt ist.
(b) (KB,B′ , || · ||LB,B′ ) ist ein Banach-Raum.
(c) Es gilt KB,B′ ( LB,B′ . Ferner gilt AB ∈ KB,B′′ , wenn A ∈ LB′,B′′ und B ∈ KB,B′ oder
wenn A ∈ KB′,B′′ und B ∈ LB,B′ gilt. Folglich ist KB ein zweiseitiges Ideal von LB.
(d) IB ist genau dann ein kompakter Operator, wenn dim(B) <∞.
(e) Ein kompakter Operator K : B → B besitzt im Fall dim(B) =∞ keine beschränkte
Inverse.
Beweis. Für (a) bis (c) siehe [42], S.66 f. und Satz III.4.4; (d) folgt aus dem Satz von
Balzano-Weierstraß, Teil (a) und [24], Theorem 4.1.2; für (e) siehe [24], Theorem 4.1.4.
Nun untersuchen wir kompakte Operatoren zwischen Hilbert-Räumen, die wir häufig mit
Hilfe des Tensorproduktoperators definieren. Der Tensorproduktoperator eines Elements
h ∈ H mit einem weiteren Element h′ ∈ H′ ist definiert als die Abbildung h⊗ h′ : H →
H′, x 7→ (h⊗ h′)(x) := 〈h, x〉Hh′ (siehe Eigenschaften 2.17).
Satz 2.10 (Spektralsatz). Es sei K ∈ KH ein selbstadjungierter Operator. Dann exis-
tiert ein ONS (hj)j∈J von H und eine Nullfolge (kj)j∈J ⊆ R 6=0 mit J ⊆ N, sodass gilt:
H = Kern(K) ⊕ lin{hj |j ∈ J}. (2.14)
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Das bedeutet, dass es sich bei dem Hilbert-Raum H um die innere direkte Summe von
Kern(K) und lin{hj |j ∈ J} handelt. Außerdem gilt
K =
∑
j∈J
kj(kj⊗kj), (2.15)
wobei kj für die Eigenwerte und kj für die zugehörenden Eigenfunktionen von K für alle
j ∈ J stehen. Dabei gilt ||K||LH = supj∈J |kj|.
Beweis. Siehe [42], Theorem VI.3.2.
Singulärwerte ermöglichen eine Charakterisierung für kompakte Operatoren zwischen
Hilbert-Räumen, welche wir im Anschluss angeben werden.
Definition und Eigenschaften 2.11 (Singulärwert). Es sei K ∈ KH,H′ . Dann ist der
j-te Singulärwert von K mit j ∈ N definiert durch sj(K) :=
√
kj, wobei (kj)j∈N die nicht
negative, o.B.d.A. monoton fallende Eigenwertfolge von K∗K ∈ KH sei.
(a) Es gilt sj(K) = sj(K∗) für alle j ∈ N.
(b) Für jedes j ∈ N gilt die Identität
sj(K) = min
dim(U) = j−1
max
h∈U⊥, h 6= 0H
||Kh||H′
||h||H , (2.16)
wobei U Unterräume von H seien und U⊥ das orthogonale Komplement von U sei.
(c) Für beliebige Operatoren A ∈ LH′′,H′′′ , B ∈ KH′,H′′ und C ∈ LH,H′ gilt für alle j ∈ N :
sj(ABC) ≤ ||A||LH′′,H′′′ sj(B) ||C||LH,H′ . (2.17)
Beweis. Für (a) und (b) siehe Gohberg et al. [19], S.96 ff.; (c) folgt unmittelbar aus (a)
und (b), sowie elementaren Umformungen.
Definition und Satz 2.12 (Singulärwertzerlegung). Es sei K ∈ LH,H′ und (kj)j∈N
bzw. (k′j)j∈N seien die Eigenfunktionenfolgen von K∗K ∈ KH bzw. KK∗ ∈ KH′ . Dann ist
K genau dann ein kompakter Operator, wenn K eine Singulärwertzerlegung hat, d.h.:
K =
∞∑
j=1
sj(K)(kj⊗ k′j). (2.18)
Beweis. Siehe [24], Theorem 4.3.1 und Theorem 4.3.5.
2.3.3 Schatten-Klassen-Operatoren
Definition und Eigenschaften 2.13 (Schatten-Klassen-Operator). Im Folgenden
sei A ∈ LH,H′ ein beschränkter Operator und K ∈ KH,H′ ein kompakter Operator mit
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(sj(K))j∈N ∈ `p(N) für ein p ∈ [1,∞). Dann bezeichnen wir A als Schatten-Klassen-
Operator der Ordnung ∞ und K als Schatten-Klassen-Operator der Ordnung p. Für
die Menge der Schatten-Klassen-Operatoren mit Ordnung p ∈ [1,∞] von H nach H′,
sogenannter p-ter Schatten-Klasse, schreiben wir S pH,H′mit S
p
H = S
p
H,H.
(a) (S pH,H′ , || · ||S pH,H′ ) sind Banach-Räume für alle p ∈ [1,∞] mit || · ||S∞H,H′ := || · ||LH,H′
und für p ∈ [1,∞) mit P ∈ S pH,H′ gilt
||P ||S pH,H′ :=
( ∞∑
j=1
spj(P )
)1/p
. (2.19)
(b) Es seien p, q ∈ [1,∞] mit p ≤ q und es sei P ∈ S pH,H′ . Dann gilt P ∈ S qH,H′ mit
||P ||S qH,H′ ≤ ||P ||S pH,H′ . (2.20)
(c) Ein Operator P ist genau dann Element von S pH,H′ mit p ∈ [1,∞], wenn P ∗ Element
von S pH′,H ist. Dabei gilt ||P ||S pH,H′ = ||P
∗||S pH′,H .
Beweis. (a) und (b) folgen aus der Definition der Normen in (2.19); (c) für p =∞ siehe
Definition und Eigenschaften 2.8 (a) und für p ∈ [1,∞) folgt die Behauptung aus Defini-
tion und Eigenschaften 2.9 (a), Definition und Eigenschaften 2.11 (a) sowie der Definition
der Normen der Schatten-Klassen-Operatoren.
Im Folgenden stellen wir eine Hölder-Ungleichung für Schatten-Klassen-Operatoren auf,
die insbesondere in Kapitel 4 Anwendung findet.
Satz 2.14 (operatorwertige Hölder-Ungleichung). Es sei A ∈ S qH′,H′′ und B ∈ S pH,H′ .
Ferner seien p, q, r ∈ [1,∞] mit 1
p
+ 1
q
= 1
r
, wobei 1∞ := 0 gelte. Dann gilt AB ∈ S rH,H′′ mit
||AB||S rH,H′′ ≤
(
1[1,∞)(max(p, q)) 21/r + 1{∞}(max(p, q))
)
||A||S qH′,H′′ ||B||S pH,H′ . (2.21)
Beweis. Siehe [25], Satz 11.2.
Die beiden wichtigsten Schatten-Klassen-Operatoren neben beschränkten Operatoren sind
nukleare undHilbert-Schmidt-Operatoren. Nukleare Operatoren sind die Schatten-Klassen-
Operatoren N : H → H′ der Ordnung 1, für deren Klasse wir NH,H′ statt S 1H,H′ mit NH =
NH,H schreiben und Hilbert-Schmidt-Operatoren sind die Schatten-Klassen-Operatoren
S : H → H′ der Ordnung 2, für deren Klasse wir SH,H′ statt S 2H,H′ mit SH = SH,H schrei-
ben. Nach [24], Theorem 4.4.5 ist (SH,H′ , 〈·, ·〉SH,H′ ) ein separabler Hilbert-Raum, wobei
das Skalarprodukt aller S, S˜ ∈ SH,H′ für jede ONB (hj)j∈N von H durch
〈S, S˜〉SH,H′ :=
∞∑
j=1
〈S(hj), S˜(hj)〉H′ (2.22)
definiert sei, womit für die durch 〈·, ·〉SH,H′ induzierte Norm || · ||SH,H′ für S ∈ SH,H′ gilt
||S||2SH,H′ =
∞∑
j=1
||S(hj)||2H′ . (2.23)
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Nachfolgend sei (h′j)j∈N eine ONB von H′. Dann ist (Φij)i,j∈N mit
Φij := hi ⊗ h′j (2.24)
für alle i, j nach [24], Theorem 4.4.5 eine ONB von SH,H′ , die wir als durch (hj)j und
(h′j)j induzierte ONB von SH,H′ und im Fall H = H′ mit hj = h′j für alle j als durch (hj)j
induzierte ONB von SH bezeichnen.
Im Folgenden geben wir die Definition und Eigenschaften von Integraloperatoren an. Der
Einfachheit halber definieren wir diese Operatoren ausschließlich für H = L2[0, 1].
Definition und Eigenschaften 2.15 (Integraloperator). Es sei k : [0, 1]2→ R eine
messbare Funktion. Wir bezeichnen K : H →H mit
(K(x))(t) :=
∫ 1
0
k(s, t)h(s) ds (2.25)
für h ∈ H und λ-f.a. t ∈ [0, 1] als Integraloperator, falls das Integral existiert. Die
Funktion k wird dann als Kern des Integraloperators K bezeichnet.
Integraloperatoren K mit der Darstellung (2.25) besitzen die folgenden Eigenschaften.
(a) (K∗(x))(s) = ∫ k(s, t)h(t) dt für alle h ∈H und s ∈ [0, 1]. Demzufolge ist K genau
dann selbstadjungiert, wenn k(s, t) = k(t, s) für λ2-f.a. (s, t) ∈ [0, 1]2 gilt.
(b) Es gilt K : H≥0 → H≥0 mit H≥0 := {x ∈ H | x(s) ≥ 0 für λ-f.a. s ∈ [0, 1]}, falls
k(s, t) ≥ 0 für λ2-f.a. (s, t) ∈ [0, 1]2 gilt.
(c) Es gilt K ∈ SH genau dann, wenn ∫ 10 ∫ 10 k2(s, t) ds dt <∞. Dabei gilt für K ∈ SH :
||K||2SH =
∫ 1
0
∫ 1
0
k2(s, t) ds dt. (2.26)
Beweis. (a) und (b) folgen aus elementaren Umformungen; (c) ist ein Spezialfall von [13],
Proposition B1.7.
Nun geben wir diverse Eigenschaften operatorwertiger Matrizen an.
Lemma 2.16. Im Folgenden seien l,m, n ∈ N, es sei T ∈ SHl,Hm und es gelte A :=
(Aij)i=1,...,m,j=1,...,n ∈ Lm×nH sowie S := (Sij)i=1,...,l,j=1,...,m ∈ S l×mH .
(a) Die operatorwertige Matrix A ist Element von LHn,Hm und es gilt:
||A||2LHn,Hm ≤
m∑
i=1
n∑
j=1
||Aij||2LH . (2.27)
Ferner ist A∗Element von LHm,Hn mit A∗ = (A∗ji)i=1,...,m,j=1,...,n ∈ Ln×mH .
(b) Die operatorwertige Matrix S ist Element von SHm,Hl , die zugehörende Adjungierte
S∗= (S∗ji)i=1,...,m,j=1,...,l ist folglich Element von SHl,Hm und es gilt
||S||2SHm,Hl =
l∑
i=1
m∑
j=1
||Sij||2SH = ||S∗||2SHl,Hm . (2.28)
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(c) Für alle T ∈ SHl,Hm existieren T11, ..., Tlm ∈ SH mit T := (Tij)i=1,...,l,j=1,...,m ∈ S l×mH .
Beweis.
(a) A : Hn → Hm ist ein Operator und nach der Cauchy-Schwarz’scher Ungleichung gilt
für alle x = (x1, ..., xn)T ∈ Hn mit x˜j := xj · 1{H\0H}(xj)||xj||−1H für alle j :
||A(x)||2Hm =
m∑
i=1
∣∣∣∣∣∣ n∑
j=1
Aij(xj)
∣∣∣∣∣∣2H ≤
m∑
i=1
( n∑
j=1
||Aij(x˜j)||H||xj||H
)2
≤
m∑
i=1
n∑
j=1
||Aij||2LH
n∑
k=1
||xk||2H = ||x||2Hn
m∑
i=1
n∑
j=1
||Aij||2LH < ∞ .
Folglich gilt A ∈ LHn,Hm und per Definition der Norm || · ||LHn,Hm gilt auch (2.27).
(b) Da S11, ..., Slm Elemente von LH sind, gilt S ∈ LHm,Hl nach (a) und für jede durch
eine ONB (hk)k∈N von H induzierte ONB (hm,k)k∈N von Hm gilt per Definition von S :
∞∑
k=1
||S(hm,k)||2Hl =
∞∑
k=1
l∑
i=1
m∑
j=1
||Sij(hk)||2H =
l∑
i=1
m∑
j=1
||Sij||2SH < ∞.
Damit gilt S ∈ SHm,Hl und die erste Identität in (2.28). Die zweite Identität in (2.28) folgt
bei gleicher Vorgehensweise unmittelbar aus der Definition von S∗ ∈ SHl,Hm .
(c) Im Folgenden seien (hl,j)j∈N bzw. (h˜m,j)j∈N ONBs von Hm bzw. Hl und (Φij)i,j∈N sei
eine durch (hl,j)j und (h˜m,j)j induzierte ONB von SHl,Hm . Dann gilt per Definition des
Skalarprodukts 〈·, ·〉Hl für alle i, j und x = (x1, ..., xl)T ∈ Hl zunächst
Φij(x) =
∞∑
k=1
〈x, hl,k〉HlΦij(hl,k) =
l∑
p=1
〈xn, h(p)l,i 〉H h˜m,j,
wobei h(p)l,i die p-te Komponente von hl,i ∈ Hl mit p ∈ N≤l sei. Folglich kann Φij für alle
i, j als operatorwertige l×m-Matrix mit den Einträgen Φij,pq := h(p)l,i ⊗ h˜(q)m,j = 〈h(p)l,i , ·〉H h˜(q)m,j
mit p ∈ N≤l und q ∈ N≤m dargestellt werden, wobei die Einträge nach Eigenschaften 2.17
Elemente von SH sind. Somit hat jeder Operator T ∈ SHl,Hm die Gestalt
T =
∞∑
i,j=1
〈T ,Φij〉SHl,HmΦij =
( ∞∑
i,j=1
〈T ,Φij〉SHl,Hmh
(p)
l,i ⊗ h˜(q)m,j
)
p=1,...,l,q=1,...,m
und ist demzufolge ein Element von S l×mH .
2.3.4 Beschränkte Operatoren mit endlichdimensionalem Bild
Für die Klasse beschränkter Operatoren A : B → B′mit endlichdimensionalem Bild schrei-
ben wir FB,B′ mit FB = FB,B. Es gilt FB,B′ ( KB,B′ , FH,H′ ( NH,H′ und es gilt AB ∈ FB,B′′ ,
wenn A ∈ LB′,B′′ und B ∈ FB,B′ oder wenn A ∈ FB′,B′′ und B ∈ LB,B′ gelte. Wichtige
Vertreter dieser Operatoren sind Tensorproduktoperatoren und Projektoren.
Eigenschaften 2.17. Für h ∈ H, h′ ∈ H′ ist h⊗ h′ : H → H′ ein beschränkter Operator
mit endlichdimensionalem Bild mit ||h⊗ h′||SH,H′ = ||h||H||h′||H′ .
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Beweis. Für alle h ∈ H und h′ ∈ H′ ist h⊗ h′ per Definition Element von FH,H′ , somit
auch von SH,H′ und nach der Parseval’schen Gleichung gilt mit einer ONB (hj)j∈N von H
||h⊗ h′||2SH,H′ = ||h′||H′
∞∑
j=1
〈h, hj〉2H = ||h||H||h′||H′ .
Definition und Eigenschaften 2.18 (Projektor). Es sei (hj)j∈N eine ONB von H und
J ⊆ N sei eine nichtleere Menge. Der orthogonale Projektionsoperator, kurz Projektor,
auf den Unterraum J := lin{hj | j ∈ J} ⊆ H wird dann definiert als die Abbildung∐
J : H → H, h 7→
∑
j∈J〈h, hj〉Hhj. Ferner schreiben wir
∐hn
hm
im Fall J := {m,m+1, ..., n}
für m,n ∈ N mit m ≤ n und ∐h∞hm im Fall J := N≥mmit m ∈ N.
(a) ∐J ist ein selbstadjungierter, beschränkter Operator mit ||∐J ||LH = 1 sowie ∐kJ =∐
J für alle k ∈ N. Für endliche Mengen J gilt außerdem:
∐
J ∈ FH.
(b) Es sei A ein selbstadjungierter, kompakter Operator mit A = ∑∞j=1 aj(hj⊗hj). Dann
gilt: ∐JA = A∐J .
Beweis. Folgt aus der Definition von ∐J und fundamentalen Umformungen.
2.4 Funktionale Zufallsvariablen
In diesem Abschnitt definieren wir wahrscheinlichkeitstheoretische Konvergenzbegriffe
und den Erwartungswert von funktionalen Zufallsvariablen. Nachfolgend sei (Ω,A,P) ein
Wahrscheinlichkeitsraum, (B, || · ||B) sei ein separabler Banach-Raum versehen mit der
Borel’schen σ-Algebra B(B) und (H, || · ||H) sei ein separabler Hilbert-Raum versehen mit
der Borel’schen σ-Algebra B(H). Unter funktionalen Zufallsvariablen verstehen wir Zu-
fallsvariablen X : Ω → B, wobei Separabilität von B vorausgesetzt wird, um bspw. zu
gewährleisten, dass eine Summe von B-wertigen Zufallsvariablen wieder eine B-wertige
Zufallsvariable ergibt (siehe [31], S.37 f. und [7], S.21 f.). Ferner handelt es sich nach [7],
Lemma 1.2 bei einer Abbildung X : Ω → B genau dann um eine Zufallsvariable, wenn
A(X) : Ω→ R für alle A ∈ LB,R Zufallsvariablen sind und X : Ω→ H ist nach [24], Theo-
rem 7.1.2 genau dann eine Zufallsvariable, wenn 〈X, h〉H für alle h ∈ H Zufallsvariablen
sind, wobei die Verteilung einer H-wertigen Zufallsvariable X unter P eindeutig durch die
Verteilungen von 〈X, h〉H für alle h ∈ H bestimmt ist.
2.4.1 Konvergenzbegriffe und stochastische Landau-Symbole
Hier werden wir für B-wertige Zufallsvariablen sowohl diverse stochastische Konvergenz-
begriffe als auch stochastische Landau-Symbole definieren.
Definition 2.19. Eine Folge von B-wertigen Zufallsvariablen (Xn)n∈N konvergiert gegen
eine B-wertige Zufallsvariable X ...
(a) P-f.s., in Zeichen (i.Z.) Xn P-f. s.−→ X, falls P(||Xn−X||B → 0) = 1 gilt;
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(b) im p-ten Mittel mit p ≥ 1 und X ∈ LpB, i.Z. Xn
LpB−→ X, falls E||Xn−X||pB → 0 gilt,
wobei LpB der Bochner-Lp-Raum aus dem nachfolgenden Abschnitt 2.4.2 sei;
(c) P-stochastisch, i.Z. Xn P−→ X, falls P(||Xn−X||B > ε)→ 0 für alle ε > 0 gilt. 
Auch für B-wertige Zufallsvariablen folgt sowohl aus Konvergenz P-f.s. als auch aus Kon-
vergenz im p-ten Mittel für alle p ≥ 1 P-stochastische Konvergenz (siehe [7], S.45).
Definition 2.20. Es sei (Xn)n∈N eine Folge von B-wertigen Zufallsvariablen und es sei
(an)n∈N ⊆ (0,∞) eine Zahlenfolge. Dann wird die Folge (Xnan )n als straff bezeichnet, wenn
lim
c→∞ limn→∞ P(||Xn||B > can) = 0  Xn = OP(an) (2.29)
gilt und wir schreiben Xn = oP(an), wenn (Xnan )n P-stochastisch gegen Null konvergiert. 
In diversen Umformungen werden wir unter anderem von den folgenden Rechenregeln für
stochastische Landau-Symbole Gebrauch machen.
Lemma 2.21. Es sei a 6= 0, (an)n∈N, (bn)n∈N ⊆ (0,∞) seien Zahlenfolgen und (Xn)n∈N
sowie (Yn)n∈N seien Folgen von B-wertigen Zufallsvariablen. Dann gilt:
(a) Xn± Yn = OP(an), falls Xn = OP(an) sowie Yn = OP(an) gilt und es gilt Xn± Yn =
oP(an), falls Xn = oP(an) und Yn = OP(an) gilt.
(b) ||Xn||B||Yn||B = OP(anbn), falls Xn = OP(an) sowie Yn = OP(an) gilt und es gilt
||Xn||B||Yn||B = oP(anbn), falls Xn = oP(an) und Yn = OP(bn) gilt.
(c) ||Xn||rB = OP(arn) und a−rn = OP(||Xn||−rB ) für alle r > 0, falls Xn = OP(an) gilt.
(d) Xn = OP(an) mit P(||Xn||B > ε) = O(an) für alle ε > 0, falls (Xn)n∈Z eine L1B-
Zeitreihe mit E||Xn||B = O(an) ist.
Beweis. Folgt aus elementaren Umformungen.
2.4.2 Erwartungswerte in separablen Banach- und
Hilbert-Räumen
Hier beschäftigen wir uns mit dem Erwartungswert von B- und H-wertigen Zufallsvaria-
blen (siehe [24], S.40 – 45).
Definition 2.22 (Erwartungswert). Eine einfache Zufallsvariable X : Ω→ B, d.h., es
gibt Ereignisse A1, ..., Ak ∈ A sowie b1, ..., bk ∈ B für ein k ∈ N mit X(ω) = ∑ki=1 1Ai(ω)bi
für alle ω ∈ Ω, heißt P-Bochner-integrierbar, falls P(Ai) < ∞ für i = 1, ..., k gilt, wobei
der Erwartungswert von X dann definiert ist durch
E(X) :=
∫
Ω
X dP ∈ B.
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Des Weiteren wird eine beliebige Zufallsvariable X : Ω → B als P-Bochner-integrierbar
bezeichnet, falls eine Folge (Xn)n∈N von einfachen, B-wertigen, P-Bochner-integrierbaren
Zufallsvariablen mit
∫
Ω ||Xn − X||B dP → 0 existiert, wobei der Erwartungswert von X
dann definiert ist durch
E(X) := lim
n→∞
∫
Ω
Xn dP. (2.30)
Für jede P-Bochner-integrierbare Zufallsvariable X : Ω → B und jedes Ereignis A ∈ A
schreiben wir außerdem
∫
AX dP :=
∫
1AX dP. 
Für Erwartungswerte B-wertiger Zufallsvariablen sind analog zu reellwertigen Zufallsvek-
toren die im Folgenden genannten Eigenschaften gültig. Anschließend geben wir Lp-Räume
B-wertiger Zufallsvariablen samt ihrer Eigenschaften an und definieren danach den beding-
ten Erwartungswert für Bochner-integrierbare Zufallsvariablen.
Eigenschaften 2.23. Im Folgenden seien X, Y, Z : Ω → B Zufallsvariablen, wobei Y, Z
P-Bochner-integrierbar seien und F sei ein Funktionenraum mit Definitionsbereich [0, 1].
(a) E||X||B <∞ impliziert P-Bochner-Integrierbarkeit von X.
(b) Für einfache Zufallsvariablen Xmit P(X = b) = 1 für ein b ∈ B gilt E(X) = b.
(c) αY + βZ ist eine P-Bochner-integrierbare Zufallsvariable für alle α, β ∈ R mit
E(αX + βY ) = αE(X) + β E(Y ).
(d) Für P-Bochner-integrierbare Zufallsvariablen X gilt ||E(X)||B ≤ E ||X||B.
(e) Im Fall B = F und X ≤F Y f.s. gilt E(X) ≤F E(Y ).
(f) B(Y ) ist P-Bochner-integrierbar für alle B ∈ LB,B′ mit E(B(Y )) = B(E(Y )).
(g) Im Fall Y ∈ U f.s. für einen abgeschlossenen Unterraum U ⊆ B gilt E(Y ) ∈ U.
(h) Für B = F gilt (E(Y ))(t) = E(Y (t)) für λ-f.a. t ∈ [0, 1].
Beweis. (a) siehe [7], Lemma 1.4; (b), (c), (e), (g) und (h) folgen aus der Definition des
Erwartungswertes; (d) siehe [24], Theorem 2.6.7; (f) siehe [24], Theorem 3.1.7.
Definition und Eigenschaften 2.24 (Bochner-Lp-Raum). Es sei p ∈ [1,∞). Dann
bezeichnen wir den Faktorraum Lp(B,||·||B)(Ω,A,P), kurz L
p
B, des halbnormierten Raums
(L p(B,||·||B)(Ω,A,P), νp,B) als Bochner-L
p-Raum, wobei
L p(B,||·||B)(Ω,A,P) :=
{
X
∣∣∣X : Ω→ B ist eine Zufallsvariable mit E||X||pB <∞}
und νp,B(X) := (E||X||pB)1/p für alle X ∈ L p(B,||·||B)(Ω,A,P) gelte.
(a) (LpB, νp,B) ist ein separabler Banach-Raum für alle p ∈ [1,∞).
(b) (L2H, 〈·, ·〉L2H) ist ein separabler Hilbert-Raum, wobei das Skalarprodukt für X, Y ∈
L2H sei definiert durch 〈X, Y 〉L2H := E〈X, Y 〉H.
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(c) Für alle p, q mit 1 ≤ p < q <∞ gilt LqB ( LpB.
Beweis. Siehe Nachweise und Bemerkungen in [42], S.14 – 19, 29, Korollar I.2.15.
Definition und Eigenschaften 2.25 (bedingter Erwartungswert). Im Folgenden
sei A′mit A′ ⊆ A eine weitere σ-Algebra. Dann ist der bedingte Erwartungswert bzgl. A′
definiert als die Abbildung E[ · |A′ ] : L1(B,||·||B)(Ω,A,P)→ L1(B,||·||B)(Ω,A′,P) mit∫
A′
E[X |A′ ] dP =
∫
A′
X dP
für alle A′ ∈ A′ und X ∈ L1(B,||·||B)(Ω,A,P). Des Weiteren stehe E[X |Y ] für E[X |σ(Y )]
mit X ∈ L1(B,||·||B)(Ω,A,P) und einer Zufallsvariable Y : Ω→ B.
Für bedingte Erwartungswerte bzgl. einer σ-Algebra A′ mit A′ ⊆ A und P-Bochner-
integrierbaren Zufallsvariablen X, Y : Ω→ B gelten dabei die folgenden Eigenschaften:
(a) E[αX + βY |A′ ] = αE[X |A′ ] + β E[Y |A′ ] f.s. für alle α, β ∈ R.
(b) ||E[X |A′ ]||B ≤ E[||X||B |A′ ] f.s.
(c) B(E[X |A′ ]) = E[B(X)|A′ ] f.s. für alle B ∈ LB,B′ .
(d) E[X |A′ ] = E(X) f.s., falls X unabhängig von A′ ist.
(e) E[X |A′ ] = X f.s., falls X ∈ L1(B,||·||B)(Ω,A′,P) gilt.
Beweis. Siehe [7], S.29 f.
In Hilbert-Räumen können aufgrund der Existenz eines Skalarprodukts die folgenden
nützlichen Operatoren definiert und Resultate angegeben werden.
Korollar 2.26. Für zwei beliebige L2H-wertige Zufallsvariablen X, Y gilt
E〈X,E(Y )〉H = 〈E(X),E(Y )〉H = E〈E(X), Y 〉H.
Beweis. Folgt aus der Eigenschaft 2.23 (f).
Satz 2.27. Für jede Zufallsvariable X ∈ L2H gilt
E||X −E(X)||2H = E||X||2H − ||E(X)||2H.
Beweis. Siehe [24], Theorem 7.2.2.
Nun führen wir den Kovarianzoperator für H-wertige Zufallsvariablen ein (für eine Defini-
tion in Banach-Räumen siehe [7], S.30 ff.). Dabei gehen wir der Einfachheit halber oft von
zentrierten Zufallsvariablen aus, was keine wirkliche Einschränkung ist, da Y := X−E(X)
eine zentrierte Zufallsvariable für jede Bochner-integrierbare Zufallsvariable X ist.
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Definition und Eigenschaften 2.28 (Kovarianzoperator). Der Kovarianzoperator
einer L2H-wertigen Zufallsvariable X ist definiert als CX := E((X−E(X))⊗ (X−E(X))).
Für beliebige L2H-wertige Zufallsvariablen X und für zentrierte, L2H-wertige Zufallsvaria-
blen Y besitzt der Kovarianzoperator die folgende Eigenschaften:
(a) CX := E((X −E(X))⊗ (X −E(X))) = E(X ⊗X)− (E(X))⊗ (E(X)).
(b) CY ∈ NH ist ein selbstadjungierter, positiv semidefiniter, nuklearer Operator mit
||CY ||NH = E||Y ||2H. (2.31)
(c) Es gilt Y ∈ Bild(CY ) f.s. Des Weiteren gilt Y = ∑∞j=1 〈Y, cj〉Hcj f.s., falls CY =∑∞
j=1 cj(cj⊗ cj) gilt, wobei 〈Y, cj〉H zentrierte, unkorellierte Zufallsvariablen mit Va-
rianzen cj für alle j sind.
(d) CY ist ein Integraloperator mit Kern kY (s, t) := cov(Y (s), Y (t)) für alle s, t ∈ [0, 1],
falls H = H := L2[0, 1] gilt.
Beweis. Siehe [24], Thereome 7.2.4, 7.2.5, 7.2.7 und S.189.
Mit Hilfe der folgenden Operatoren lässt sich die Kovarianzstruktur zweier Zufallsvaria-
blen untersuchen, die nicht notwendigerweise Werte im gleichen Raum annehmen.
Definition und Eigenschaften 2.29 (Kreuzkovarianzoperator). Wir definieren den
Kreuzkovarianzoperator einer L2H-wertigen Zufallsvariablen X und einer L2H′-wertigen Zu-
fallsvariablen Y ∈ L2H′ durch CX,Y := E((X −E(X))⊗ (Y −E(Y ))).
Für zentrierte Zufallsvariablen X und Y hat CX,Y die folgenden Eigenschaften.
(a) CX,Y ∈ NH,H′ ist ein nuklearer Operator mit C ∗X,Y = CY,X ∈ NH′,H und es gilt
||CX,Y ||NH,H′ = ||CY,X ||NH′,H ≤ E||X||H||Y ||H′ . (2.32)
(b) CX,Y ist ein Integraloperator mit Kern kX,Y (s, t) := cov(X(s), Y (t)) für s, t ∈ [0, 1],
falls H = H = H′ mit H := L2[0, 1] gilt.
Beweis. (a) siehe [7], (1.62); (b) siehe [24], Theorem 7.3.6,1.
Für zentrierte L2H-wertige Zufallsvariablen X und Y gilt dabei gemäß [7], S.39
X⊥⊥ Y =⇒ X⊥ Y =⇒ E〈X, Y 〉H = 0, (2.33)
wobei X⊥⊥ Y für stochastische Unabhängigkeit der Zufallsvariablen X und Y steht und
X⊥ Y für CX,Y = 0LH steht.
Abschnitt 2.4.2 schließen wir mit einer Visualisierung des Erwartungswertes einer Banach-
Raum-wertigen Zufallsvariablen.
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Beispiel 2.30. Es sei ({1, 2, 3},Pot({1, 2, 3}),P) ein Wahrscheinlichkeitsraum und es gel-
te P({1}) = 27 ,P({2}) = 17 ,P({3}) = 47 . Ferner seien b1, b2, b3 ∈ C[0, 1] mit b1(t) :=
4 sin(4pit), b2(t) := 3 cos(pit), b3(t) := − cos(5pit) für alle t ∈ [0, 1] undX : {1, 2, 3} → C[0, 1]
sei eine Zufallsvariable mit X(ω) := ∑3i=1 1{i}(ω) bi für alle ω ∈ {1, 2, 3}. Dann gilt
E(X) = 27 b1 +
1
7 b2 +
4
7 b3.
0.2 0.4 0.6 0.8 1
−4
−2
2
4
t
4 sin(2pit)
3 cos(3pit)
− cos(5pit)
E(X)
Abbildung 2.1: Erwartungswert der C[0, 1]-wertigen Zufallsvariable X. 
2.5 Funktionale Zeitreihen
Hier beschäftigen wir uns mit funktionalen Zeitreihen, worunter wir Folgen von Zufalls-
variablen (Xk)k∈Z verstehen, deren Folgenglieder funktionale Zufallsvariablen sind. Bei
den Definitionen, Schreibweisen und Resultaten halten wir uns im Wesentlichen an [7]
sowie an Horváth und Kokoszka [21]. Nachfolgend sei (Ω,A,P) ein Wahrscheinlichkeits-
raum, (B, || · ||B) sei ein separabler Banach-Raum versehen mit der Borel’schen σ-Algebra
B(B), (H, || · ||H) sei ein separabler Hilbert-Raum versehen mit der Borel’schen σ-Algebra
B(H) und alle genannten Zufallsvariablen sind bzgl. A messbar. Ferner bezeichnen wir
eine B-wertige Zeitreihe (Xk)k∈Z als bzgl. einer B-wertigen Zeitreihe (εk)k∈Z kausal, wenn
es eine messbare Funktion f : B∞ → B mit
Xk = f(εk, εk−1, ...) (2.34)
f.s. für alle k ∈ Z gibt, wobei B∞mit der Produkt-σ-Algebra B∞ := B(B) ⊗ B(B) ⊗ · · ·
versehen sei. Handelt es sich bei (εk)k zudem um eine stationäre Zeitreihe (siehe Definition
2.31 (a)), so ist auch (Xk)k mit (2.34) gemäß Stout [39], Theorem 3.5.3, eine stationäre
Zeitreihe. Ferner heißt (Xk)k LpB-Zeitreihe für ein p ≥ 1, wenn Xk ∈ LpB für alle k gilt und
zentriert, wenn (Xk)k eine L1B-Zeitreihe mit E(Xk) = 0B für alle k ist.
2.5.1 Stationarität
Für funktionale Zeitreihen definieren wir nachfolgend (starke) Stationarität, schwache Sta-
tionarität, ein funktionales Pendant zur Autokorellationsfunktion und weißes Rauschen.
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Definition 2.31 (Stationarität).
(a) Eine B-wertige Zeitreihe (Xk)k∈Z heißt (stark) stationär, falls für alle k1, ..., kn, h ∈ Z
und n ∈ N gilt:
(Xk1+h, ..., Xkn+h)
d= (Xk1 , ..., Xkn) .
(b) Eine L2H-Zeitreihe (Xk)k∈Z heißt schwach stationär, falls sowohl E(Xk) = h für ein
h ∈ H für alle k ∈ Z als auch CXk,Xl = CX0,Xl−k für alle k, l ∈ Z gilt. 
Definition 2.32 (Autokovarianzoperatoren). Es sei X := (Xk)k∈Z eine schwach sta-
tionäre L2H-Zeitreihe. Dann bezeichnen wir die Operatoren
Ch = Ch;X := CX0,Xh (2.35)
für alle h ∈ Z als Autokovarianzoperatoren von X. 
Eine Zeitreihe aus Innovationen ist häufig weißes Rauschen (für konkrete Beispiele für
weißes Rauschen siehe [7], S.72), wobei wir unter einer Innovation eine von Zufallsvaria-
ble versteht, die eine gewisse Störung beschreibt.
Definition 2.33 (weißes Rauschen). Eine H-wertige Zeitreihe ε := (εk)k∈Z heißt ...
(a) schwaches weißes Rauschen, falls ε eine zentrierte, schwach stationäre L2H-Zeitreihe
mit σ2 = E||εk||2H für ein σ > 0 für alle k ∈ Z und Ch;ε = 0LH für alle h 6= 0 ist;
(b) halb-starkes weißes Rauschen, falls ε ein stationäres, weißes Rauschen ist;
(c) starkes weißes Rauschen, falls ε ein u.i.v., schwaches weißes Rauschen ist. 
Bemerkung 2.34. Soweit bekannt, ist in der Literatur zu funktionalen Zeitreihen nur
von schwachem sowie von starkem weißen Rauschen die Rede (siehe [7] und [22]). Ferner
wird in diversen Quellen zwar starkes weißen Rauschen vorausgesetzt, jedoch meist nur
von Stationarität Gebrauch gemacht (siehe bspw. [7], Theorem 7.1). 
2.5.2 Lineare Prozesse und Invertierbarkeit
In Anlehnung an [7] geben wir die Definition und die Eigenschaften linearer Prozesse, die
Definition von Invertierbarkeit linearer Prozesse und eine hinreichende Bedingung für In-
vertierbarkeit zentrierter, linearer Prozesse in Hilbert-Räumen an. Diese Begriffe werden
vor allem bei der Schätzung der Operatoren im FGARCH-Modell in Kapitel 4 benötigt.
Definition und Eigenschaften 2.35 (linearer Prozess und Invertierbarkeit). Es
sei h ∈ H, (An)n∈N ⊆ LH sei eine Folge beschränkter Operatoren mit ∑∞n=1 ||An||LH < ∞
und ε := (εk)k∈Z sei ein schwaches weißes Rauschen. Dann bezeichnen wir eine Folge von
H-wertigen Zufallsvariablen X := (Xk)k∈Z als linearen Prozess bzgl. ε, wenn
Xk = h + εk +
∞∑
n=1
An(εk−n) (2.36)
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für alle k ∈ Z f.s. gilt, wobei die Reihe in (2.36) nach [7], Lemma 7.1 f.s. und in L2H
konvergiert. Ferner wird ein linearer Prozess X bzgl. ε als invertierbar bezeichnet, wenn
Xk = h + εk +
∞∑
n=1
ρn(Xk−n− h) (2.37)
mit einer weiteren Folge beschränkter Operatoren (ρn)n∈N ⊆ LH für alle k f.s. gilt.
Ein linearer Prozess Xmit (2.36) ist eine schwach stationäre L2H-Zeitreihe mit E(Xk) = h
für alle k ∈ Z und sogar stationär, falls ε ein halb-starkes weißes Rauschen ist.
Beweis. Siehe [7], S.182 – 184.
Satz 2.36. Es sei X := (Xk)k∈Z ein H-wertiger zentrierter, linearer Prozess bzgl. eines
halb-starken weißen Rauschens ε := (εk)k∈Z mit der Gestalt (2.36). Des Weiteren erfülle
X die Voraussetzungen in [7], Lemma 7.2 und für alle z ∈ C mit |z| ≤ 1 gelte
∞∑
n=1
zn||An||LH 6= 1.
Dann ist X invertierbar, d.h. für alle k gilt
Xk = εk +
∞∑
n=1
ρn(Xk−n) (2.38)
f.s., wobei (ρn)n∈N ⊆ LH eine Folge von beschränkten Operatoren mit ∑∞n=1 ||ρn||LH <∞
sei und die in (2.38) angegebene Reihe sowohl f.s. als auch in L2H konvergiert.
Beweis. Siehe [7], Theorem 7.1; im Nachweis wird zwar gefordert, dass die Innovationen
starkes weißen Rauschen sind, aber es geht keine stochastische Unabhängigkeit ein.
2.5.3 Lp-m-Approximierbarkeit
ZeitreihenX := (Xk)k∈Z sind oft weder stochastisch unabhängig noch m-abhängig für ein
m ∈ N, d.h. A≤k := σ(..., Xk−1, Xk) und A≥k+m := σ(Xk+m, Xk+m+1, ...) sind stochastisch
unabhängig für alle k. Falls X jedoch bzgl. einer u.i.v. Zeitreihe kausal ist, besteht zu-
mindest noch die Möglichkeit, X auf die folgende Weise durch m-abhängige Zeitreihen
für m→∞ zu approximieren.
Definition 2.37 (Lp-m-Approximierbarkeit). Es sei (Xk)k∈Z eine LpB-Zeitreihe für
ein p ≥ 1, die bzgl. einer u.i.v. B-wertigen Zeitreihe (εk)k∈Z kausal ist, d.h. es gibt ei-
ne messbare Funktion f : B∞ → B mit Xk = f(εk, εk−1, ...) f.s. für alle k. Ferner seien
(ε(m)k )k∈Z u.i.v., B-wertige Zeitreihen für alle m ∈ N mit ε(m)k d= ε0 für alle k,m, wobei
(εk)k, (ε(1)k )k, (ε
(2)
k )k, ... stochastisch unabhängig voneinander seien und für alle k,m gilt
Xk,m := f(εk, εk−1, ..., εk−m+1, ε(m)k−m, ε
(m)
k−m−1, ...). (2.39)
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Dann bezeichnen wir die Zeitreihe (Xk)k∈Z als LpB-m-approximierbar, falls
∞∑
m=1
νp,B(Xm −Xm,m) < ∞ (2.40)
mit νp,B(·) := (E|| · ||pB)1/p gilt und als geometrisch LpB-m-approximierbar, falls
νp,B(Xm −Xm,m) = O(ρm). (2.41)
für ein ρ ∈ (0, 1) mit m→∞ gilt. 
Bemerkung 2.38. Lp-m-Approximierbarkeit wurde von Hörmann und Kokoszka in [23]
eingeführt. Dort sind Beispiele und hinreichende Bedingungen für Lp-m-approximierbare
Zeitreihen zu finden und es wird beschrieben, dass kein direkter Zusammenhang zwischen
Lp-m-Approximierbarkeit und α-mischend besteht (eine Zeitreihe X = (Xk)k∈Z wird als
α-mischend bezeichnet, wenn |P(A∩B)−P(A)P(B)| ≤ αm für alle A ∈ A≤k, B ∈ A≥k+m
sowie k,m ∈ N und αm → 0 gilt). 
Im Folgenden geben wir Rechenregeln für Lp-m-Approximierbarkeit an.
Eigenschaften 2.39. Es sei A ∈ LB, es sei b ∈ B und (Xk)k∈Z sowie (Yk)k∈Z seien
LpB-m-approximierbare Zeitreihen für ein p ∈ [1,∞). Dann gilt:
(a) (Xk)k∈Z ist LqB-m-approximierbar für jedes q ∈ [1, p].
(b) (Xk + Yk)k∈Z ist LpB-m-approximierbar.
(c) (A(Xk) + b)k∈Z ist LpB-m-approximierbar.
Beweis. (a) folgt aus Jensen’scher Ungleichung; für (b) und (c) siehe [23], Lemma 2.1.
2.5.4 Ergodizität stationärer Zeitreihen
Auch wenn keine stochastische Unabhängigkeit, aber Ergodizität einer stationären Zeitrei-
he vorliegt, können starke Gesetze der großen Zahlen formuliert werden – sogenannte Er-
godensätze.
Definition 2.40 (Ergodizität stationärer Zeitreihe). Im Folgenden sei (Xk)k∈Z ei-
ne B-wertige, stationäre Zeitreihe. Dann wird ein Ereignis A ∈ σ(..., X−1, X0, X1, ...),
d.h. es gibt ein B ∈ B∞ mit A = {(..., X−1, X0, X1, ...) ∈ B}, als invariant, wenn
A = {(Xk, Xk+1, ...) ∈ B} für alle k gelte und (Xk)k als ergodisch bezeichnet, wenn al-
le invarianten Ereignisse entweder die Wahrscheinlichkeit 0 oder 1 besitzen. 
Dabei ist sowohl jede u.i.v., B-wertige Zeitreihe (Xk)k∈Z gemäß [39], Lemma 3.5.8, als
auch jede bzgl. einer stationären B-wertigen Zeitreihe (εk)k∈Z kausale Zeitreihe (Xk)k∈Z
nach [39], Theorem 3.5.8, stationär und ergodisch.
Abschließend geben wir einen Ergodensatz für stationäre Zeitreihen im Sinne von Kon-
vergenz f.s. an (für eine Version im Sinne der L1-Konvergenz siehe [39], Korollar 3.5.2).
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Satz 2.41 (Ergodensatz). Für eine stationäre, ergodische L1B-Zeitreihe (Xk)k∈Z gilt
1
n
n∑
i=1
Xi
P-f. s.−→ E(X1).
Beweis. Siehe [39], Theorem 3.5.7.
2.5.5 FAR-, FMA- und FARMA-Zetreihen
Im Folgenden geben wir eine formale Definition und Eigenschaften von AR-, MA- so-
wie ARMA-Zeitreihen in beliebigen Hilbert-Räumen an (für AR-Zeitreihen in beliebigen
Banach-Räumen siehe [7], Kapitel 6). Diese Zeitreihen werden uns bei der Schätzung der
Operatoren im FARCH - bzw. im FGARCH -Modell begegnen (siehe hierzu auch Unter-
abschnitt 4.1.2).
Definition 2.42 (FAR-, FMA- und FARMA-Zeitreihe). Eine H-wertige Zeitreihe
X := (Xk)k∈Z bezeichnen wir als ...
(a) funktionale autoregressive Zeitreihe der Ordnung p, kurz FAR(p)-Zeitreihe, wenn
X stationär ist und es ein p ∈ N, ein h ∈ H, ein schwaches weißes Rauschen (εk)k∈Z
sowie Operatoren A1, ..., Ap ∈ LH mit Ap 6= 0LH gibt, sodass für alle k f.s. gilt:
Xk = h + εk +
p∑
i=1
Ai(Xk−i);
(b) funktionales moving-average der Ordnung q, kurz FMA(q)-Zeitreihe, wenn X sta-
tionär ist und es ein q ∈ N, ein h ∈ H, ein schwaches weißes Rauschen (εk)k∈Z sowie
Operatoren M1, ...,Mq ∈ LH mit Mq 6= 0LH gibt, sodass für alle k f.s. gilt:
Xk = h + εk +
q∑
j=1
Mj(εk−j);
(c) funktionalen autoregressiven moving-average der Ordnungen p und q, bzw. kurz
FARMA(p, q)-Zeitreihe, wenn X stationär und es ein p ∈ N, ein q ∈ N, ein h ∈ H,
ein schwaches weißes Rauschen (εk)k∈Z sowie Operatoren A1, ..., Ap,M1, ...,Mq ∈ LH
mit Ap 6= 0LH 6= Mq gibt, sodass für alle k f.s. gilt:
Xk = h + εk +
p∑
i=1
Ai(Xk−i) +
q∑
j=1
Mj(εk−j). 
Bemerkung 2.43. Aufgrund der Resultate in Kapitel 3 und Abschnitt 4.1.2 ist ein Er-
wähnen allgemeiner Existenzaussagen und Eigenschaften von FAR-, FMA- sowie FARMA-
Zeitreihen in dieser Arbeit nicht notwendig; sie können [7] für FAR-Zeitreihen, Klepsch
und Klüppelberg [29] für FMA-Zeitreihen und Spangenberg [38] sowie Klepsch, Klüppel-
berg und Wei [28] für FARMA-Zeitreihen entnommen werden. 
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3 Das FARCH-Modell und das
FGARCH-Modell
In diesem Kapitel beschäftigen wir uns mit funktionalen Versionen von ARCH- und
GARCH-Zeitreihen mit Werten in bestimmten Funktionenräumen und beliebigen Ord-
nungen. Wir werden in Abschnitt 3.1 zunächst die formale Definition solcher ARCH- und
GARCH-Zeitreihen angeben, in Abschnitt 3.2 hinreichende Bedingungen für die Existenz
stationärer Lösungen und in Abschnitt 3.3 hinreichende Bedingungen für die Existenz
gewisser Momente und für die Lp-m-Approximierbarkeit dieser Zeitreihen formulieren.
Hörmann, Horváth und Reeder definierten bereits in [22] aus dem Jahr 2013 eine Versi-
on des ARCH(1)-Modells für Zeitreihen mit Werten in C[0, 1] und L2[0, 1] und stellten
hinreichende Bedingungen für die Existenz stationärer Lösungen dieser Zeitreihen auf.
Ferner definierten Aue, Horváth, und Pellatt in [4] im Jahr 2017, GARCH(1, 1)-Zeitreihen
mit Werten in C[0, 1] sowie L2[0, 1] und formulierten hinreichende Bedingungen für die
Existenz stationärer Lösungen derartiger Zeitreihen. Außerdem formulierten Cerovecki,
Francq, Hörmann und Zakoïan in [11] aus dem Jahr 2019, sowohl eine Definition L2[0, 1]-
wertiger GARCH-Zeitreihen mit beliebigen Ordnungen, als auch hinreichende Bedingun-
gen für die Existenz stationärer Lösungen dieser Zeitreihen.
In der vorliegenden Arbeit definieren wir ARCH- und GARCH-Zeitreihen mit Indexmenge
Z, deren Glieder Werte in separablen Banach-Räumen F von Funktionen mit Definitions-
bereich [0, 1] annehmen. Da für konkrete Resultate auch Funktionenräume F benötigt
werden, gehen wir im gesamten Kapitel davon aus, dass F Element von
F := F[1,∞) ∪ F∞ (3.1)
sei, wobei F[1,∞) für die Menge der Lp[0, 1]-Räume mit p ∈ [1,∞) steht und F∞ die
Menge aller bzgl.  abgeschlossenen, separablen Banach-Räume, versehen mit der Su-
premumsnorm || · ||∞ ist. Für die Modellierung gehen wir in diesem Kapitel wieder vom
Wahrscheinlichkeitsraum (Ω,A,P) sowie von der Tatsache aus, dass alle genannten Zu-
fallsvariablen bzgl. Amessbar sind. Ferner werden wir auf einem kartesischen Produkt F n
mit n ∈ N stets die Norm || · ||Fn mit ||x||2Fn :=
∑n
i=1 ||xi||2F für alle x := (x1, ..., xn)T ∈ F n
verwenden. Um die Wohldefiniertheit diverser Ausdrücke in diesem Kapitel zu gewährleis-
ten, benötigen wir für F ∈F zudem die Teilmengen F≥ 0 := {f ∈ F | f(t) ≥ 0 für λ-f.a. t}
sowie F> 0 := {f ∈ F | f(t) > 0 für λ-f.a. t}, die Unterräume
F˙ :=
L2p, F = Lp für ein p ∈ [1,∞),F, F ∈ F∞, (3.2)
und Operatoren A ∈ LF,F˙ (siehe Definition der ersten Zeile von Ψ(p,q
∗)
k aus (3.5)).
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3.1 Definition und Darstellung
Wir beginnen mit der formalen Definition funktionaler ARCH- und GARCH-Zeitreihen.
Definition 3.1 (FARCH- und FGARCH-Zeitreihe). Es sei F ∈ F, es sei δ ∈
F> 0, (εk)k∈Z sei eine u.i.v. F -wertige Zeitreihe und αi, βj ∈ LF seien Operatoren mit
αi, βj : F≥ 0 → F≥ 0 für alle i ∈ N≤p, j ∈ N≤q mit p, q ∈ N. Dann bezeichnen wir eine
F -wertige Zeitreihe (Xk)k∈Z als FARCH(p)-Zeitreihe, falls αp 6= 0LF sowie
Xk = εk  σk, σ2k = δ +
p∑
i=1
αi(X 2k−i) (3.3)
f.s. für alle k ∈ Z gilt und wir bezeichnen eine F -wertige Zeitreihe (Xk)k∈Z als
FGARCH(p, q)-Zeitreihe, falls αp 6= 0LF 6= βq sowie für alle k ∈ Z f.s. gilt:
Xk = εk  σk, σ2k = δ +
p∑
i=1
αi(X 2k−i) +
q∑
j=1
βj(σ2k−j) . (3.4)
Bemerkung 3.2. Für FARCH- bzw. FGARCH-Zeitreihen mit beliebigen Ordnungen
schreiben wir in der gesamten Arbeit X = (Xk)k∈Z. Ferner stehe p ∈ N stets für die
Ordnung von FARCH- und p, q ∈ N sowie q∗ ∈ N∗ stehen stets für die Ordnungen von
FGARCH-Zeitreihen, wobei wir FGARCH(p, 0)- als FARCH(p)-Zeitreihen identifizieren
und αi = 0LF = βj für i ∈ N>p, j ∈ {0} ∪ N>q gilt. 
Für Nachweise hinsichtlich der Existenz stationärer Lösungen benötigen wir die folgende
Markov-Darstellung F -wertiger FGARCH(p, q∗)-Zeitreihen (Xk)k∈Z für alle k :
ς
(p,q∗)
k = δ
(p,q∗)
k + Ψ
(p,q∗)
k (ς
(p,q∗)
k−1 ) (3.5)



X 2k
X 2k−1
...
X 2k−p+2
X 2k−p+1
σ2k
σ2k−1
...
σ2k−q∗+2
σ2k−q∗+1

=

δ ε2k
0F
...
0F
0F
δ
0F
...
0F
0F

+

kα1 · · · · · · · · · kαp kβ1 · · · · · · · · · kβq∗
IF 0LF · · · · · · 0LF 0LF 0LF · · · · · · 0LF
0LF IF 0LF · · · 0LF 0LF . . . . . . · · · 0LF... . . . . . . . . . ... ... . . . . . . . . . ...
0LF · · · 0LF IF 0LF 0LF · · · 0LF 0LF 0LF
α1 · · · · · · · · · αp β1 · · · · · · · · · βq∗
0LF 0LF · · · · · · 0LF IF 0LF · · · · · · 0LF
0LF
. . . . . . · · · 0LF 0LF IF 0LF · · · 0LF... . . . . . . . . . ... ... . . . . . . . . . ...
0LF · · · 0LF 0LF 0LF 0LF · · · 0LF IF 0LF


X 2k−1
X 2k−2
...
X 2k−p+1
X 2k−p
σ2k−1
σ2k−2
...
σ2k−q∗+1
σ2k−q∗

Dabei gilt k : F → F, f 7→ f  ε2k für alle k. Gelte für F ∈ F außerdem
E ln+||ε20 ||F˙ < ∞ (3.6)
mit ln+(x) := ln(max(1, x)) für alle x ∈ R, so gilt für alle k zunächst ||ε2k||F˙ < ∞ f.s.,
womit k per Definition f.s. beschränkte Operatoren von F˙ nach F mit
||k ||LF˙,F ≤ ||ε2k||F˙ (3.7)
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f.s. sind. Mit s∗ := p+ q∗ gilt dann Ψ(p,q
∗)
k ∈ Ls
∗×s∗
F f.s. sowie Ψ
(p,q∗)
k ∈ LF s∗ f.s. und wegen
X 2k = σ2k ε2k f.s. gilt ς(p,q
∗)
k ∈ F s∗ f.s. sowie δ(p,q
∗)
k ∈ F s∗ f.s., falls f.s. δ, ε2k, σ2k−q∗ , ..., σ2k ∈ F˙
gilt. Ferner folgt aus (2.27), ||IF ||LF = 1, (3.7) und || · ||LF ≤ || · ||LF,F˙ :
||Ψ(p,q∗)0 ||2L
F s
∗ < s
∗ +
p∑
i=1
||0αi||2LF + ||αi||2LF + q∗∑
j=1
||0βj||2LF + ||βj||2LF
≤ s∗ + (1 + ||ε20 ||2F˙ )
( p∑
i=1
||αi||2LF,F˙ +
q∗∑
j=1
||βj||2LF,F˙
)
, (3.8)
woraus im Fall (3.6) wegen 2 ln+||Ψ(p,q∗)0 ||LF s∗ = ln
+||Ψ(p,q∗)0 ||2L
F s
∗ wiederum folgt:
E ln+||Ψ(p,q∗)0 ||LF s∗ <∞. (3.9)
3.2 Stationäre Lösungen
In diesem Abschnitt geben wir hinreichende Bedingungen für die Existenz stationärer
FARCH- und FGARCH-Zeitreihen mit Werten in F ∈ F an. Hierzu benötigen wir den
Lyapunov-Exponenten der u.i.v. und somit stationären Zeitreihe (Ψ(p,q
∗)
k )k∈Z mit Ψ
(p,q∗)
k
aus (3.5) für alle k, welcher unter der Voraussetzung (3.9) definiert sei durch
γ(p,q
∗) := lim
k→∞
1
k
E ln
∣∣∣∣∣∣Ψ(p,q∗)k Ψ(p,q∗)k−1 · · ·Ψ(p,q∗)1 ∣∣∣∣∣∣L
F s
∗
, (3.10)
wobei γ(p,q∗) nach [26], Theorem 6 wohldefiniert ist mit γ(p,q∗) ∈ [−∞,∞) und
γ(p,q
∗) = lim
k→∞
1
k
ln
∣∣∣∣∣∣Ψ(p,q∗)k Ψ(p,q∗)k−1 · · ·Ψ(p,q∗)1 ∣∣∣∣∣∣L
F s
∗
f.s. (3.11)
Satz 3.3. Nachfolgend sei F ∈ F, es sei (εk)k∈Z u.i.v. Zeitreihe mit (3.6), es gelte
δ ∈ F˙>0 und für i = 1, ..., p, j = 0, ..., q∗ mit p ∈ N, q∗ ∈ N∗ gelte αi, βj ∈ LF,F˙ mit
αi, βj : F≥0 → F≥0, β0 := 0LF , αp 6= 0LF sowie βq∗ 6= 0LF im Fall q∗ ∈ N.
(a) Es gibt eine stationäre Lösung X = (Xk)k∈Z der FGARCH(p, q∗)-Gleichungen
(3.3) bzw. (3.4), falls für den Lyapunov-Exponenten aus (3.10) gilt:
γ(p,q
∗) < 0. (3.12)
Dabei sind (Xk)k und (σk)k f.s. eindeutig und bzgl. der u.i.v. Zeitreihe (εk)k
kausal und somit stationär sowie ergodisch. Ferner ist σk stochastisch unabhängig
von εk für alle k mit der Eigenschaft σ2k (t) ≥ δ(t) > 0 f.s. für λ-f.a. t ∈ [0, 1].
(b) Falls für ein n ∈ N und ein ν > 0
ψ (p,q
∗)
n,ν := E
∣∣∣∣∣∣Ψ(p,q∗)n Ψ(p,q∗)n−1 · · ·Ψ(p,q∗)1 ∣∣∣∣∣∣νL
F s
∗
< 1 (3.13)
gilt, ist insbesondere (3.12) erfüllt.
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Beweis.
(a) Aus der Markov-Darstellung (3.5) folgt
ς
(p,q∗)
k = δ
(p,q∗)
k +
∞∑
m=1
Ψ(p,q
∗)
k Ψ
(p,q∗)
k−1 · · ·Ψ(p,q
∗)
k−m+1(δ
(p,q∗)
k−m ) (3.14)
für alle k ∈ Z f.s., falls die Reihe f.s. konvergiert. (3.11) impliziert
lim
m→∞
1
m
ln
∣∣∣∣∣∣Ψ(p,q∗)k Ψ(p,q∗)k−1 · · ·Ψ(p,q∗)k−m+1(δ(p,q∗)k−m )∣∣∣∣∣∣F s∗ ≤ γ(p,q∗) + limm→∞ 1m ln ||δ(p,q∗)k−m ||F s∗
und per Definition von δ(p,q
∗)
k−m für alle k,m sowie wegen 0 < ||δ||F ≤ ||δ||F˙ <∞ gilt
||δ(p,q∗)k−m ||2F s∗ = ||δε2k−m||2F + ||δ||2F ≤ ||δ||2F˙ (1 + ||ε2k−m||2F˙ ). (3.15)
Wegen (3.6) gilt dann E ln+||δ(p,q∗)k−m ||F s∗ <∞ und wegen γ(p,q∗) < 0 gilt folglich
lim
m→∞
∣∣∣∣∣∣Ψ(p,q∗)k Ψ(p,q∗)k−1 · · ·Ψ(p,q∗)k−m+1(δ(p,q∗)k−m )∣∣∣∣∣∣1/mF s∗ = eγ(p,q∗) < 1
f.s., womit die Reihe in (3.14) gemäß des Wurzelkriteriums f.s. konvergiert. Damit exis-
tiert eine Lösung (ς(p,q
∗)
k )k der Gleichung (3.5) und demzufolge existiert auch eine Lösung
der FARCH(p)-Gleichungen (3.3) und der FGARCH(p, q∗)-Gleichungen (3.4), wobei (σk)k
sowie (Xk)k bzgl. der u.i.v. Zeitreihe (εk)k kausal und somit stationär sowie ergodisch
sind. Ferner ist σk stochastisch unabhängig von εk für alle k und wegen αi, βj : F≥0 → F≥0
für alle i, j und δ ∈ F˙>0 gilt σ2k (t) ≥ δ(t) > 0 für alle k und λ-f.a. t ∈ [0, 1]. Schließlich
kann der Nachweis der Eindeutigkeit [11], S.26, entnommen werden.
(b) Aus (3.13) für ein n ∈ N und ein ν > 0 folgt per Definition von γ(p,q∗), wegen
Submultiplikativität der Norm || · ||L
F s
∗ sowie der Jensen’schen Ungleichung:
γ(p,q
∗) ≤ lim
m→∞
1
mn
E ln
( m∏
l=1
∣∣∣∣∣∣Ψ(p,q∗)ln Ψ(p,q∗)ln−1 · · ·Ψ(p,q∗)(l−1)n+1∣∣∣∣∣∣L
F s
∗
)
≤ 1
nν
ln(ψ (p,q∗)n,ν ) < 0.
Bemerkung 3.4.
(a) Die Angabe einer notwendigen Bedingung für die Existenz stationärer FARCH- und
FGARCH-Zeitreihen gestaltet sich schwierig (siehe [11], Bemerkung 1).
(b) Satz 3.3 ist eine Verallgemeinerung unter einer schwächeren Bedingung der Theore-
me 2.1 und 2.3 in [22], der Theoreme 2.1 und 2.2 in [3] sowie von Theorem 1 in [11].
In den Theoremen 2.1 bzw. 2.3 in [22] wurde nämlich eine Aussage hinsichtlich der
Existenz stationärer FARCH(1)- Zeitreihen für die Räume L2[0, 1] bzw. C[0, 1] for-
muliert, wobei in beiden Theoremen von einem Integraloperator ausgegangen und
E||Ψ(1,0)1 ||νSL2[0,1] < 1 bzw. E||Ψ
(1,0)
1 ||νLC[0,1] < 1 für ein ν > 0 statt (3.12) vorausge-
setzt wurde. In den Theoremen 2.1 bzw. 2.2 aus [3] wurde eine Aussage über die
Existenz stationärer FARCH(1, 1)-Zeitreihen für die Räume L2[0, 1] bzw. C[0, 1] mit
einer restriktiveren Annahme als (3.12) getroffen. Schließlich ist Satz 3.3 eine Verall-
gemeinerung unter einer schwächeren Bedingung von Theorem 1 in [11], da dort nur
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eine hinreichende Bedingung für die Existenz stationärer FGARCH(p, q)-Zeitreihen
für alle p, q ∈ N mit Werten in L2[0, 1] angegeben und von E ln+||ε20 ||∞ < ∞ statt
von der etwas schwächeren Bedingung (3.6) ausgegangen wurde. 
Nach dem folgenden Korollar lässt sich die Größe, die nach hinreichend vielen Iteratio-
nen der FARCH- bzw. FGARCH-Gleichungen angewendet auf einen beliebigen Startwert
entsteht, als Realisation eines Folgenglieds einer FARCH- bzw. FGARCH-Zeitreihe inter-
pretieren, was insbesondere bei Simulationen nützlich ist.
Korollar 3.5. Es gelten die eingangs von Satz 3.3 erwähnten Voraussetzungen und für ein
ν > 0 und ein n ∈ N gelte ψ (p,q∗)n,ν < 1 mit ψ (p,q∗)n,ν aus (3.13), womit eine stationäre Lösung
(ς(p,q
∗)
k )k∈Z der Gleichung (3.5) existiert. Für ein N ∈ N und alle k ∈ N≤N definieren wir
ς˜
(p,q∗)
k := δ
(p,q∗)
k +Ψ
(p,q∗)
k (ς˜
(p,q∗)
k−1 ) mit δ
(p,q∗)
k und Ψ
(p,q∗)
k aus (3.5), wobei ς˜
(p,q∗)
0 ∈ F s∗ für einen
beliebigen deterministischen Startwert stehe. Dann gibt es ein ρ ∈ (0, 1) mit
E ||ς(p,q∗)N − ς˜ (p,q
∗)
N ||νF s∗ = O(ρN). (3.16)
Beweis. Per Definition von ψ (p,q∗)n,ν sowie ς˜
(p,q∗)
k für alle k, wegen Submultiplikativität der
Norm || · ||L
F s
∗ und da (Ψ(p,q
∗)
k )k∈Z u.i.v. ist, gilt für o.B.d.A. N = mn für ein m ∈ N :
E ||ς(p,q∗)N − ς˜ (p,q
∗)
N ||νF s∗ = E
∣∣∣∣∣∣Ψ(p,q∗)N Ψ(p,q∗)N−1 · · ·Ψ(p,q∗)1 (ς(p,q∗)0 − ς˜ (p,q∗)0 )∣∣∣∣∣∣νF s∗
≤ (ψ (p,q∗)n,ν )N/n E ||ς(p,q
∗)
0 − ς˜ (p,q
∗)
0 ||νF s∗ ,
womit die Behauptung wegen ψ (p,q∗)n,ν < 1 verifiziert ist.
3.3 Momente und Approximierbarkeit
In Anlehnung an die Resultate in [22] für das FARCH(1)-Modell und in [3] für das
FGARCH(1, 1)-Modell geben wir nun eine hinreichende Bedingung für die Existenz diver-
ser Momente und für die Lp-m-Approximierbarkeit F -wertiger FGARCH(p, q∗)-Zeitreihen
für alle p ∈ N, q∗ ∈ N∗ sowie für alle F ∈ F an.
Lemma 3.6. Nachfolgend sei F ∈ F, (εk)k∈Z sei eine u.i.v. Zeitreihe mit E||ε20 ||νF˙ < ∞
für ein ν > 0, es gelte δ ∈ F˙>0, für i = 1, ..., p, j = 0, ..., q∗ mit p ∈ N, q∗ ∈ N∗ gelte
αi, βj ∈ LF,F˙ mit αi, βj : F≥0 → F≥0, β0 := 0LF , αp 6= 0LF sowie βq∗ 6= 0LF im Fall q∗ ∈ N
und es gelte (3.13) für eben genanntes ν und ein n ∈ N. Gemäß Satz 3.3 existiert folglich
eine stationäre Lösung (Xk)k∈Z der FGARCH(p, q∗)-Gleichungen. Dabei besitzen (Xk)k
und die zugehörende Zeitreihe (σk)k folgende Eigenschaften:
(a) Es gilt sowohl E||X 20 ||νF <∞ als auch E||σ20 ||νF˙ <∞.
(b) (X 2k )k ist eine geometrisch LνF -m-approximierbare Zeitreihe und (σ2k)k ist eine geo-
metrisch Lν
F˙
-m-approximierbare Zeitreihe.
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Beweis.
(a) Wegen (3.14) gemäß Satz 3.3 gilt zunächst für alle ν > 0:
||ς(p,q∗)0 ||νF s∗ - ||δ(p,q
∗)
0 ||νF s∗ +
( ∞∑
m=1
∣∣∣∣∣∣Ψ(p,q∗)0 Ψ(p,q∗)−1 · · ·Ψ(p,q∗)−m+1∣∣∣∣∣∣L
F s
∗
||δ(p,q∗)−m ||F s∗
)ν
- ||δ(p,q∗)0 ||νF s∗ +
n−1∑
m=1
||δ(p,q∗)−m ||νF s∗
m∏
l=1
||Ψ(p,q∗)−m+1||νL
F s
∗
+
( ∞∑
m=n
∣∣∣∣∣∣Ψ(p,q∗)0 Ψ(p,q∗)−1 · · ·Ψ(p,q∗)−m+1∣∣∣∣∣∣L
F s
∗
||δ(p,q∗)−m ||F s∗
)ν
.
Aufgrund von E||ε20 ||νF˙ <∞ gilt zunächst
E||δ(p,q∗)0 ||νF s∗ - 1 + E||ε20 ||νF˙ < ∞.
Ferner gilt wegen E||Ψ(p,q∗)0 ||νL
F s
∗ - 1 + E||ε20 ||νF˙ + (s∗)ν/2 nach (3.8), per Definition der
Matrizen Ψ(p,q
∗)
k sowie der Vektoren δ
(p,q∗)
k für alle k und weil die Zeitreihe (εk)k u.i.v. ist:
E
( n−1∑
m=1
||δ(p,q∗)−m ||νF s∗
m∏
l=1
||Ψ(p,q∗)−m+l||νL
F s
∗
)
= E||δ(p,q∗)0 ||νF s∗
n−1∑
m=1
(
E||Ψ(p,q∗)0 ||νL
F s
∗
)m
< ∞.
Außerdem gilt im Fall ν ∈ (0, 1] :
E
( ∞∑
m=n
∣∣∣∣∣∣Ψ(p,q∗)0 Ψ(p,q∗)−1 · · ·Ψ(p,q∗)−m+1∣∣∣∣∣∣L
F s
∗
||δ(p,q∗)−m ||F s∗
)ν
≤ E||δ(p,q∗)0 ||νF s∗
∞∑
m=n
E
∣∣∣∣∣∣Ψ(p,q∗)0 Ψ(p,q∗)−1 · · ·Ψ(p,q∗)−m+1∣∣∣∣∣∣νL
F s
∗
≤ E||δ(p,q∗)0 ||νF s∗
( n−1∑
k=0
(
E||Ψ(p,q∗)0 ||νL
F s
∗
)k) ∞∑
l=1
(ψ (p,q∗)n,ν )l < ∞
und im Fall ν > 1 gilt nach Jensen’scher Ungleichung und dem Satz von Beppo Levi:
E
( ∞∑
m=n
∣∣∣∣∣∣Ψ(p,q∗)0 Ψ(p,q∗)−1 · · ·Ψ(p,q∗)−m+1∣∣∣∣∣∣L
F s
∗
||δ(p,q∗)−m ||F s∗
)ν
≤ E||δ(p,q∗)0 ||νF s∗
( ∞∑
m=n
(
E
∣∣∣∣∣∣Ψ(p,q∗)0 Ψ(p,q∗)−1 · · ·Ψ(p,q∗)−m+1∣∣∣∣∣∣νL
F s
∗
)1/ν )ν
≤ E||δ(p,q∗)0 ||νF s∗
( n−1∑
k=0
(
E||Ψ(p,q∗)0 ||νL
F s
∗
)k)( ∞∑
l=1
(ψ (p,q∗)n,ν )l
)ν
< ∞.
Für alle p ∈ N und q∗ ∈ N∗ gilt somit insgesamt E||ς(p,q∗)0 ||νF s∗ < ∞. Demzufolge gilt wie
behauptet E||X 20 ||νF < ∞. Im Fall q∗ ∈ N folgt aus E||ς(p,q
∗)
0 ||νF s∗ < ∞ für die (p + 1)-te
Komponente von ς(p,q
∗)
0 außerdem E||σ20 ||νF < ∞, woraus wegen Stationarität von (Xk)k
und (σk)k per Definition von σ20 wiederum tatsächlich folgt:
E||σ20 ||νF˙ - ||δ||νF˙ +
p∑
i=1
E||αi(X 2i )||νF˙ +
q∗∑
j=1
E||βj(σ2j )||νF˙
≤ ||δ||νF˙ + E||X 20 ||νF
p∑
i=1
||αi||νLF,F˙ + E||σ
2
0 ||νF
q∗∑
j=1
||βj||νLF,F˙ < ∞.
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Des Weiteren erhalten wir im Fall q∗ = 0 wie behauptet:
E||σ20 ||νF˙ - ||δ||νF˙ + E||X 20 ||νF
p∑
i=1
||αi||νLF,F˙ < ∞.
(b) Aufgrund von (3.14) gilt
ς(p,q
∗)
m,m := δ(p,q
∗)
m +
m−1∑
l=1
Ψ(p,q∗)m Ψ
(p,q∗)
m−1 · · ·Ψ(p,q
∗)
m−l+1(δ
(p,q∗)
m−l )
+
∞∑
l=m
Ψ(p,q∗)m Ψ
(p,q∗)
m−1 · · ·Ψ(p,q
∗)
1 Ψ
(p,q∗,m)
0 Ψ
(p,q∗,m)
−1 · · ·Ψ(p,q
∗,m)
m−l+1 (δ
(p,q∗,m)
m−l )
f.s. für alle m ∈ N, wobei Ψ(p,q∗,m)k bzw. δ(p,q
∗,m)
k die Matrizen bzw. Vektoren aus (3.5)
in Abhängigkeit von ε(m)k sind und (ε
(m)
k )k∈Z für alle m ∈ N voneinander stochastisch
unabhängige, u.i.v. Zeitreihen mit ε(m)k
d= ε0 für alle k,m sind. Demnach gilt für alle m :∣∣∣∣∣∣ς(p,q∗)m − ς(p,q∗)m,m ∣∣∣∣∣∣F s∗
≤
∞∑
l=m
( ∣∣∣∣∣∣Ψ(p,q∗)m Ψ(p,q∗)m−1 · · ·Ψ(p,q∗)m−l+1∣∣∣∣∣∣L
F s
∗
||δ(p,q∗)m−l ||F s∗
+
∣∣∣∣∣∣Ψ(p,q∗)m Ψ(p,q∗)m−1 · · ·Ψ(p,q∗)1 Ψ(p,q∗,m)0 Ψ(p,q∗,m)−1 · · ·Ψ(p,q∗,m)m−l+1 ∣∣∣∣∣∣L
F s
∗
||δ(p,q∗,m)m−l ||F s∗
)
.
Aus den Überlegungen im Nachweis von Teil (a) und der Tatsache, dass ε(n)k und εl für
alle k, l, n u.i.v. sind, folgt im Fall ν ∈ (0, 1] :
E
∣∣∣∣∣∣ς(p,q∗)m − ς(p,q∗)m,m ∣∣∣∣∣∣νF s∗ ≤ 2E||δ(p,q∗)0 ||νF s∗
∞∑
l=m
E
∣∣∣∣∣∣Ψ(p,q∗)m Ψ(p,q∗)m−1 · · ·Ψ(p,q∗)m−l+1∣∣∣∣∣∣νL
F s
∗
≤ 2E||δ(p,q∗)0 ||νF s∗
( n−1∑
k=0
(
E||Ψ(p,q∗)0 ||νL
F s
∗
)k) ∞∑
j=m
(ψ (p,q∗)n,ν )j
= (ψ (p,q∗)n,ν )m
2E||δ(p,q∗)0 ||νF s∗
1− ψ (p,q∗)n,ν
n−1∑
k=0
(
E||Ψ(p,q∗)0 ||νL
F s
∗
)k ∝ (ψ (p,q∗)n,ν )m.
Im Fall ν > 1 ergibt sich mit Hilfe der Argumentation in (a) für ν > 1:
E
∣∣∣∣∣∣ς(p,q∗)m − ς(p,q∗)m,m ∣∣∣∣∣∣νF s∗ ≤
( ∞∑
m=n
2
(
E
∣∣∣∣∣∣Ψ(p,q∗)m Ψ(p,q∗)m−1 · · ·Ψ(p,q∗)m−l+1∣∣∣∣∣∣νL
F s
∗
)1/ν )ν
≤ 2ν E||δ(p,q∗)0 ||νF s∗
( n−1∑
k=0
(
E||Ψ(p,q∗)0 ||νL
F s
∗
)k)( ∞∑
j=m
(ψ (p,q∗)n,ν )j/ν
)ν
∝ (ψ (p,q∗)n,ν )m/ν .
Für alle p ∈ N, q∗ ∈ N∗ und ν > 0 ist (ς(p,q∗)k )k folglich LνF s∗ -m-approximierbar, womit (b)
nach der Argumentation in (a) gezeigt ist.
Bemerkung 3.7. Für eine weitere hinreichende Bedingung für die Existenz bestimmter
Momente von FGARCH(p, q)-Zeitreihen mit p, q ∈ N siehe [11], Proposition 2. 
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4 Schätzung
In diesem Kapitel widmen wir uns der Schätzung sowohl von δ als auch der Operatoren
von H -wertigen FARCH- sowie FGARCH-Zeitreihen mit H := L2[0, 1], mit beliebigen,
uns bekannten Ordnungen. Mit der Schätzung von δ und der Operatoren H -wertiger
FARCH- bzw. FGARCH-Zeitreihen befassten sich Hörmann, Horváth und Reeder [22],
Aue, Horváth und Pellatt [3] sowie Cerovecki, Francq, Hörmann und Zakoïan [11]. In
[22] wurde ein Konsistenzresultat im Sinne stochastischer Konvergenz mit konkreten Ra-
ten für den Schätzfehler des Schätzers sowohl für die Projektion von δ als auch für die
Projektion des Operators α1 auf einen endlichdimensionalen Unterraum im FARCH(1)-
Modell angegeben. Ferner wurde in [3] das FGARCH(1, 1)-Modell analysiert, wobei dort
ein Konsistenzresultat im Sinne fast sicherer Konvergenz für die Schätzfehler der Schätzer
für die Projektion von δ und der Operatoren α1, β1 auf einen endlichdimensional Unter-
raum formuliert wurde; allerdings ohne Angabe einer konkreten Rate. Schließlich wurde
in [11] ein Konsistenzresultat für den Schätzfehler des Schätzers für die Projektion von
δ und für die Operatoren im FGARCH(p, q)-Modell mit p, q ∈ N auf einen endlichdi-
mensionalen Unterraum im Sinne fast sicherer Konvergenz formuliert. Auch wurde in [11]
ein Konsistenzresultat für den Schätzfehler des Schätzers für δ und für die Operatoren
im FGARCH(1, 1)-Modell angegeben, ohne diese Größen auf einen endlichdimensionalen
Unterraum zu projizieren. In beiden Resultaten wurden keine Raten angegeben.
Die genannten Resultate werden wir in diesem Kapitel in vielerlei Hinsicht ergänzen, wo-
bei die Konsistenzresultate des Schätzfehlers des Schätzers für δ und der quadratischen
Schätzfehler der Schätzer für alle Operatoren im Sinne stochastischer Konvergenz formu-
liert und stets konkrete Raten angegeben werden. Dabei werden in Abschnitt 4.1 alle zur
Schätzung von δ und der Operatoren notwendigen Hilfsmittel aufgelistet. In Abschnitt
4.2 formulieren wir ein Konsistenzresultat des Schätzfehlers des Schätzers für δ aus dem
FGARCH(p, q∗)-Modell für alle p ∈ N, q∗ ∈ N∗, und zwar ohne δ auf einen endlichdimen-
sionalen Unterraum zu projizieren. In Abschnitt 4.3 geben wir Konsistenzresultate für die
quadratischen Schätzfehler der Schätzer sowohl für die auf einen endlichdimensional Un-
terraum projizierten Operatoren im FARCH(p)-Modell für alle p ∈ N an, als auch für die
Operatoren, ohne auf einen endlichdimensionalen Unterraum zu projizieren. Schließlich
werden wir in Abschnitt 4.4 Konsistenzresultate für die quadratischen Schätzfehler der
Schätzer für die Operatoren im FGARCH(p, q∗)-Modell für alle p ∈ N, q∗ ∈ N∗ angeben,
ohne die Operatoren auf einen endlichdimensionalen Unterraum zu projizieren.
Zur Modellierung gehen wir davon aus, dass (Ω,A, P ) ein Wahrscheinlichkeitsraum ist,
dass alle genannten Zufallsvariablen bzgl. A messbar sind und dass X = (Xk)k∈Z eine
H -wertige FGARCH(p, q∗)-Zeitreihe mit p ∈ N, q∗ ∈ N∗ ist, d.h.
Xk = εk  σk, σ2k = δ +
p∑
i=1
αi(X 2k−i) +
q∗∑
j=1
βj(σ2k−j) (4.1)
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f.s. für alle k. Dabei setzen wir δ ∈ L4>0[0, 1] voraus, für die Operatoren verlangen wir
αi, βj ∈ SH , αi, βj ∈ LH,L4[0,1] und αi, βj : H≥0 → H≥0 für alle i, j. Des Weiteren wer-
den wir stets davon ausgehen, dass (εk)k∈Z eine u.i.v. Zeitreihe aus Innovationen mit
E||ε20 ||4L4[0,1] <∞ und
E(ε20(t)) = 1 (4.2)
für λ-f.a. t ∈ [0, 1] ist, und wir werden stets (3.13) für ein n ∈ N und ν = 4 voraussetzen.
Damit istX nach Satz 3.3 eine stationäre, bzgl. (εk)k kausale, ergodische FGARCH(p, q∗)-
Zeitreihe, wobei die zugehörende Zeitreihe (σk)k∈Z ebenso bzgl. (εk)k kausal und ergodisch
sowie σk für alle k stochastisch unabhängig von εk ist. Des Weiteren folgt aus den eben ge-
nannten Annahmen nach Lemma 3.6 E||X 20 ||4H <∞ sowie E||σ20 ||4L4[0,1] <∞, dass (X 2k )k
geometrisch L4H -m-approximierbar und (σ2k)k geometrisch L4L4[0,1]-m-approximierbar ist.
4.1 Vorbereitung
Wir listen nun diverse zur Schätzung von δ und der Operatoren im FARCH-, sowie im
FGARCH-Modell benötigten technischen Hilfsmittel auf. Da für die Schätzung der Opera-
toren auch Aussagen für andere separable Hilbert-Räume als H benötigt werden, werden
die Aussagen in diesem Abschnitt für beliebige separable Hilbert-Räume formuliert, für
die wir (H, 〈·, ·〉H), (H′, 〈·, ·〉H′) sowie (H′′, 〈·, ·〉H′′) schreiben, wobei wir als Norm stets die
durch die jeweiligen Skalarprodukte induzierten Normen verwenden.
Zunächst formulieren wir eine Aussage, die vor allem bei der Schätzung von Operatoren
benötigt wird.
Lemma 4.1. Es sei (XˆN)N∈N eine für h ∈ H schwach konsistente Folge H-wertiger Zu-
fallsvariablen, d.h. ||XˆN − h||H = oP(1). Dann gilt ||XˆN ||H = OP(1).
Beweis. Folgt unmittelbar aus ||XˆN ||H ≤ ||XˆN − h||H + ||h||H.
4.1.1 Schätzung von Erwartungswerten und
Autokovarianzoperatoren
Die quadratischen Schätzfehler der Schätzer für die Operatoren im FGARCH(p, q∗)-Modell
beinhalten quadratische Schätzfehler der Schätzer für bestimmte Autokovarianzoperato-
ren. Wir definieren die empirischen Versionen von Autokovarianzoperatoren, geben einige
Eigenschaften dieser Operatoren an und formulieren ein Konsistenzresultat für die quadra-
tischen Schätzfehler der Schätzer für Autokovarianzoperatoren. Für die Definition dieser
empirischen Versionen benötigen wir folgendes Resultat.
Satz 4.2. Es sei X1, ..., XN eine Stichprobe einer stationären L2nH -m-approximierbaren
Zeitreihe X = (Xk)k∈Z mit n,N ∈ N. Dann ist
mˆl = mˆl(X) := N−1
N∑
i=1
X li (4.3)
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ein erwartungstreuer Schätzer für ml := E(X l1) für jedes l = 1, ..., n mit
E||mˆl −ml ||2H = O(N−1). (4.4)
Beweis. Für jedes l = 1, ..., n folgt Erwartungstreue aus der Tatsache, dass X l1, ..., X lN
identisch verteilt und P-Bochner-integrierbar sind. Ferner gilt für jedes l = 1, ..., n sowie
N ∈ N wegen Stationärität und L2H-m-Approximierbarkeit von (X lk)k, wegen (2.33) auf-
grund stochastischer Unabhängigkeit von X l1 und X l1+k,k für alle k ∈ N sowie wegen der
Cauchy-Schwarz’schen Ungleichung mit ν2,H(·) := (E || · ||2H)1/2 (siehe [22], S.7 f.):
E ||mˆl −ml ||2H = N−2
N∑
i,j=1
E〈X li −ml, X lj −ml〉H
≤ N−1
[
E||X l1 −ml||2H + 2 ν2,H(X l1 −ml)
∞∑
k=1
ν2,H(X l1+k −X l1+k,k)
]
= O(N−1).
Definition und Eigenschaften 4.3. Es sei X1, ..., XN eine Stichprobe einer stationären
L2H-Zeitreihe X = (Xk)k∈Z für ein N ∈ N, es sei h ∈ Z mit |h| < N − 1 und es gelte
Nh := N − |h|. Wir definieren die Autokovarianzoperatoren Cˆh = Cˆh;X(N) : H → H
basierend auf X1, ..., XN durch
Cˆh :=

1
Nh
∑N
k=|h|+1 Xk⊗Xk+h, 1−N < h < 0,
1
Nh
∑Nh
k=1 Xk⊗Xk+h, 0 ≤ h < N − 1,
(4.5)
falls X zentriert ist und durch
Cˆh :=

1
Nh−1
∑N
k=|h|+1 (Xk − mˆ1)⊗ (Xk+h − mˆ1), 1−N < h < 0,
1
Nh−1
∑Nh
k=1 (Xk − mˆ1)⊗ (Xk+h − mˆ1), 0 ≤ h < N − 1,
(4.6)
mit mˆ1 = mˆ1(X) := N−1h
∑Nh
i=1 Xi, falls X nicht notwendigerweise zentriert ist.
Für alle h ist Cˆh aus (4.5) und (4.6) Element von FH mit Cˆ ∗h = Cˆ−h. Des Weiteren ist der
empirische Kovarianzoperator Cˆ0 selbstadjungiert und positiv semidefinit.
Beweis. Wir weisen die Eigenschaften ausschließlich für die Operatoren aus (4.5) nach, da
die Eigenschaften der Operatoren aus (4.6) auf gleiche Weise verifiziert werden können.
Für h mit o.B.d.A. 0 ≤ h < N − 1 ist Cˆh per Definition Element von FH mit
〈Cˆh(x), y〉H =
〈
x,N−1h
Nh∑
k=1
〈Xk+h, y〉HXk
〉
H = 〈x, Cˆ−h(y)〉H
für alle x, y ∈ H, d.h. Cˆ ∗h = Cˆ−h. Folglich ist Cˆ0 selbstadjungiert und aufgrund von
〈Cˆ0(x), x〉H = N−1∑Nk=1〈Xk, x〉2H ≥ 0 für alle x ∈ H positiv semidefinit.
Satz 4.4. Es stehe X1, ..., XN für eine Stichprobe mit N ∈ N einer L4H-m-approximierbaren
Zeitreihe X = (Xk)k∈Z.
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(a) Falls X zentriert ist, ist Cˆh aus (4.5) ein erwartungstreuer Schätzer für Ch für alle
h mit |h| < N − 1. Ferner gilt
E||Cˆh−Ch||2SH = O(N−1) (4.7)
für alle h ∈ Z, für Folgen (hN)N∈N ⊆ Z mit h = hN = Ξ(1, N) gilt
E||Cˆh−Ch||2SH = O(hN−1). (4.8)
(b) Falls X nicht notwendigerweise zentriert ist, ist Cˆh für h mit |h| < N − 1 aus (4.6)
nicht notwendigerweise ein erwartungstreuer Schätzer für Ch. Ferner gilt
||Cˆh−Ch||2SH = OP(N−1) (4.9)
für alle h ∈ Z, für Folgen (hN)N∈N ⊆ Z mit h = hN = Ξ(1, N) gilt
||Cˆh−Ch||2SH = OP(hN−1). (4.10)
Beweis. Wegen ||Cˆ ∗h − C ∗h ||SH = ||Cˆ−h − C−h||SH für alle h ∈ Z verifizieren wir die Kon-
sistenzresultate für o.B.d.A. h mit 0 ≤ h < N − 1. Zunächst zeigen wir jedoch, dass aus
L4H-m-Approximierbarkeit von X = (Xk)k∈Z für alle h ∈ Z
∞∑
m=1
ν2,SH
(
Xm⊗Xm+h−Xm,m⊗Xm+h,m
)
< ∞ (4.11)
folgt und (Xk ⊗Xk+h)k∈Z somit für alle h ≤ 0 L2SH-m-approximierbar ist. In der Tat gilt
für alle h ∈ Z per Definition der Norm ν2,SH , der Eigenschaften 2.17, wegen elementaren
Ungleichungen und weil X L4H-m-approximierbar und damit auch stationär ist:
∞∑
m=1
ν2,SH
(
Xm⊗Xm+h−Xm,m⊗Xm+h,m
)
≤
∞∑
m=1
[
E||Xm−Xm,m||4HE||Xm+h||4H
]1/4
+
[
E||Xm,m||4HE||Xm+h−Xm+h,m||4H
]1/4
-
∞∑
m=1
ν4,H(Xm−Xm,m) < ∞.
(a) Hier verwenden wir Beweisideen des Theorems 3.1 aus [23]. Per Definition und weil
X eine stationäre L2H-Zeitreihe ist, sind die empirischen Autokovarianzoperatoren Cˆh aus
(4.5) für alle h mit |h| < N − 1 erwartungstreue Schätzer für Ch. Des Weiteren gilt für
alle h mit 0 ≤ h < N − 1 per Definition von Ch und Cˆh aus (4.5) und wegen Stationarität
von X mit X[m;h] := Xm⊗Xm+h − Ch für alle m :
E||Cˆh−Ch||2SH = N−2h
Nh∑
k,l=1
E〈X[k;h], X[l;h]〉SH = N−2h
∑
|r|<Nh
(Nh− |r|)E〈X[1;h], X[1+r;h]〉SH
- N−1h
∞∑
r=0
E〈X[1;h], X[1+r;h]〉SH . (4.12)
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Dabei gilt wegen stochastischer Unabhängigkeit von X1⊗X1+h und X1+r,r−h⊗X1+r+h,r−h
für r > h, was aus stochastischer Unabhängigkeit von X1+h und X1+r,r−h für r > h folgt,
wegen Zentriertheit von X[1+r,r−h;h] für alle h, r mit X[k,l;h] := Xk,l ⊗Xk+h,l−Ch für alle k
sowie l, (4.11), der Cauchy-Schwarz’schen Ungleichung und Stationarität von X :
∞∑
r=0
E〈X[1;h], X[1+r;h]〉SH
=
h∑
r=0
E〈X[1;h], X[1+r;h]〉SH +
∑
r>h
E〈X[1;h], X[1+r;h] −X[1+r,r−h;h]〉SH
≤ (h+1) ν2,SH(X[1;h])
[
ν2,SH(X[1;h]) +
∞∑
m=1
ν2,SH(X[m;h] −X[m,m;h])
]
. (4.13)
Aus (4.12) und (4.13) folgt dann, wie behauptet sowohl (4.7) als auch (4.8).
(b) Per Definition von Cˆh = Cˆh;X(N) aus (4.6) mit mˆ1 = mˆ1(X) := N−1h
∑Nh
i=1 Xi und
Bilineartität von ⊗ : H×H → H gilt für jedes h ∈ Zmit 0 ≤ h < N−1 und Nh := N−h :
E(Cˆh) =
1
Nh(Nh−1)
( Nh∑
k=1
NhE(Xk⊗Xk+h) −
Nh∑
i=1
E(Xi⊗Xk+h)
)
= Ch − 1
Nh(Nh−1)
∑
1≤i,k≤Nh,
i 6=k
Ck+h−i, (4.14)
wobei Ck+h−i := E((Xi−m1)⊗ (Xk+h−m1)) = E(Xi⊗Xk+h)−m1⊗m1 im letzten Schritt
für alle i, k = 1, ..., Nh eingegangen ist und demzufolge Cˆh in der Tat kein notwendigerweise
erwartungstreuer Schätzer für Ch ist. Außerdem gilt für jedes h mit 0 ≤ h < N − 1 und
m1 := E(X1)
Cˆh =
Nh
Nh−1 (m1 − mˆ1)⊗ (m1 − mˆ1) +
1
Nh−1
Nh∑
k=1
(Xk −m1)⊗ (Xk+h −m1),
woraus wiederum mit Yk := Xk−m1 für alle k nach Definition der Autokovarianzoperatoren
aus der zentrierten Zeitreihe Y = (Yk)k∈Z mit Ch;X = Ch;Y folgt:
||Cˆh;X − Ch;X ||2SH
-
( Nh
Nh−1
)2 ||(m1 − mˆ1)⊗ (m1 − mˆ1)||2SH + ∣∣∣∣∣∣ 1Nh−1
Nh∑
k=1
Yk ⊗ Yk+h − Ch;Y
∣∣∣∣∣∣2SH
=
( Nh
Nh−1
)2 [ ||mˆ1 −m1||4H + ||Cˆh;Y − Ch;Y ||2SH + N−2h ||Ch;Y ||2SH
]
. (4.15)
Dabei gilt nach (4.4) für den Schätzer mˆ1 := N−1h
∑Nh
i=1 Xi für m1, da X insbesondere L2H-
m-approximierbar ist und wegen N−1h ∼ N für jedes feste h ∈ Z sowie für Folgen (hN)N∈N
mit h = hN = Ξ(1, N) : E||mˆ1 − m1 ||2H = O(N−1), woraus wiederum ||mˆ1 − m1 ||4H =
OP(N−2) folgt. Aus der Identität (4.15) folgt dann wegen (4.9)
||Cˆh;X − Ch;X ||2SH -
( Nh
Nh−1
)2 [
OP(N−2) + OP(N−1) + N−2h
]
= OP(N−1)
für jedes feste h. Für jede Folge (hN)N mit h = hN = Ξ(1, N) gilt nach (4.10)
||Cˆh;X − Ch;X ||2SH -
( Nh
Nh−1
)2 [
OP(N−2) + OP(hN−1) + N−2h
]
= OP(hN−1).
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Bemerkung 4.5.
(a) Die Verwendung von 1
Nh−1 statt
1
Nh
bei der Definition von Cˆh ist vor allem im Fall h =
0 bei einer Stichprobe einer stochastischen unabhängigen L2H-Zeitreihe plausibel,
weil Cˆ0 dann wegen (4.14) und (2.33) ein erwartungstreuer Schätzer für C0 ist.
(b) Satz 4.4 ist eine Verallgemeinerung von Theorem 3.1 in [23], da die Zeitreihen Wer-
te in beliebigen separablen Hilbert-Räumen, statt nur in H annehmen dürfen, das
Konsistenzresultat für alle Ch, statt ausschließlich für C0 gültig ist, h in bestimm-
ter Weise vom Stichprobenumfang N abhängen kann und die Zeitreihe X nicht
notwendigerweise zentriert sein muss. 
4.1.2 Durch FGARCH- induzierte FARMA-Zeitreihen
Wir werden sehen, dass FGARCH(p, q∗)-Zeitreihen FARMA(r∗, q∗)-Zeitreihen (siehe Ab-
schnitt 2.5) mit r∗ := max{p,q∗} induzieren. Diese durch FGARCH(p, q∗)-Zeitreihen in-
duzierten FARMA(r∗, q∗)-Zeitreihen werden wir sowohl bei der Schätzung von δ als auch
der Operatoren der FGARCH(p, q∗)-Zeitreihen verwenden.
Wegen (4.1) und νk := X 2k − σ2k für alle k folgt mit ξ1 := α1 + β1, ..., ξr∗ := αr∗ + βr∗ und
η1 := −β1, ..., ηq∗ := −βq∗
X 2k = δ + νk +
r∗∑
i=1
ξi(X 2k−i) +
q∗∑
j=1
ηj(νk−j) (4.16)
für alle k f.s. Ferner gilt wegen E(X 2k (t)) = E(σ2k (t))E(ε2k(t)) = E(σ2k (t)) für alle k sowie
λ-f.a. t ∈ [0, 1] und nach Eigenschaften 2.23 (e)
Zk := X 2k −m2 = νk +
r∗∑
i=1
ξi(Zk−i) +
q∗∑
j=1
ηj(νk−j) (4.17)
mit m2 := E(X 21 ) für alle k f.s. Folglich istZ = (Zk)k∈Z eine FARMA(r∗, q∗)-Zeitreihe mit
Innovationen νk := X 2k − σ2k für alle k, wobei die Zeitreihe ν = (νk)k∈Z wegen Kausalität
von (σk)k bzgl. ε := (εk)k∈Z und wegen νk = σ2k  (ε2k − 1) für alle k im Gegensatz zur
Zeitreihe ε aus Innovationen der FGARCH(p, q∗)-Zeitreihe X nicht stochastisch unab-
hängig ist. Allerdings besitzen die Zeitreihen Z und ν die folgenden Eigenschaften.
Eigenschaften 4.6.
(a) Z ist eine zentrierte, stationäre, bzgl. ε kausale, geometrisch L4H -m-approximierbare
Zeitreihe.
(b) ν ist ein bzgl. ε kausales, geometrisch L4H -m-approximierbares halb-starkes weißes
Rauschen (siehe Definition 2.33).
Beweis.
(a) folgt unmittelbar aus Lemma 3.6 (b) und der Definition von Z .
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(b) ν ist per Definition stationär, bzgl. ε = (εk)k kausal und wegen E(ε20) = 1 zentriert.
Ferner gilt mit νk,m := X 2k,m − σ2k,m für alle k,m gemäß der Minkowski-Ungleichung
ν4,H (νm − νm,m) ≤ ν4,H (X 2m −X 2m,m) + ν4,H (σ2m − σ2m,m),
womit ν aufgrund von || · ||H ≤ || · ||L4[0,1] und Lemma 3.6 (b) eine geometrisch L4H -m-
approximierbare Zeitreihe ist. Des Weiteren ist ν ein halb-starkes weißes Rauschen, da für
alle h ∈H , s ∈ [0, 1] und i, j ∈ Z mit o.B.d.A. i < j per Definition von νj und dem Satz
von Fubini gilt
E
[
〈νj, h〉H νi(s)
]
=
∫
E(ε2j (t)− 1)E(σ2j (t)νi(s))y(t) dt = 0.
Bemerkung 4.7. Die zentrierte Zeitreihe Z = (Zk)k∈Z = (X 2k − m2)k∈Z ist aufgrund
der unbekannten Größe m2 = E(X 21 ) nicht beobachtbar. Allerdings kann die Zeitreihe
X = (Xk)k∈Z und damit auchX 2 = (X 2k )k∈Z beobachtet werden. Folglich lassen sich die
Autokovarianzoperatoren Ch = Ch;Z , die per Definition mit Ch;X 2 für alle h übereinstim-
men, mittels der empirischen Autokovarianzoperatoren Cˆh aus (4.6), basierend auf einer
Stichprobe X1, ...,XN , schätzen. Dabei folgt aus L4H -m-Approximierbarkeit vonX 2nach
Satz 4.4 sowohl (4.9) als auch (4.10). 
Wir werden sehen, dass die Injektivität von C0;Z eine bedeutende Rolle bei der Schätzung
des Operators im FARCH(1)-Modell spielt. Für den Nachweis dieser Eigenschaft stellen
wir die folgenden Annahmen auf.
Annahme 4.8. Es stehen δ und α1, ..., αp, β1, ..., βq∗ für die Parameter der H -wertigen
FGARCH(p, q∗)-ZeitreiheX . Dann sagen wir, dass δ und α1, ..., αp, β1, ..., βq∗ die Annah-
me 4.8 erfüllen, falls δ ∈ `∞[0, 1], αi, βj ∈ LH , `∞[0,1] für alle i und j sowie ||Γp,q∗ ||LH < 1
mit Γp,q∗ :=
∑p
i=1 αi +
∑q∗
j=1 βj gilt. 
Annahme 4.9. Wir sagen, dass dieH -wertige Zeitreihe (εk)k∈Z die Annahme 4.9 erfüllt,
wenn es keinen abgeschlossenen, affinen Unterraum U (H gibt, sodass gilt
P(ε20 ∈ U) = 1. 
Bemerkung 4.10. Die Annahme 4.9 wird auch in der Arbeit [11] von Cerovecki, Francq,
Hörmann und Zakoïan zur Schätzung der Operatoren im FGARCH-Modell aufgestellt,
und eine ähnliche Annahme ist bspw. in [41] von Turbillon, Marion und Pumo zur Schät-
zung des Operators einer H -wertigen FMA(1)-Zeitreihe angegeben. 
Lemma 4.11. Es sei X eine H -wertige FGARCH(p, q∗)-Zeitreihe, deren Parameter δ
sowie α1, ..., αp, β1, ..., βq∗ die Annahme 4.8 und deren H -wertige Zeitreihe (εk)k∈Z aus
Innovationen (4.2) erfüllen. Erfüllt (εk)k∈Z zusätzlich die Annahme 4.9, gilt:
(a) Es gibt keinen abgeschlossenen Unterraum V (H mit P(X 20 ∈ V ) = 1.
(b) Es gibt keinen abgeschlossenen Unterraum V (H mit P(ν0 ∈ V ) = 1.
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(c) Es gibt keinen abgeschlossenen Unterraum V (H mit P(Z0 ∈ V ) = 1.
(d) Die Kovarianzoperatoren C0;ε2 ,C0;X 2 ,C0;ν und C0;Z sind injektiv, wobei ε2 := (ε2k)k∈Z,
X 2 := (X 2k )k∈Z, ν := (νk)k∈Z und Z := (Zk)k∈Z gelten.
Beweis.
(a) Angenommen, es gilt P(X 20 ∈ V ) = 1 für einen abgeschlossenen Unterraum V (H .
Dann existiert ein v ∈H mit v 6= 0H , wofür 〈X 20 , v〉H = 0 f.s. gilt, woraus wegen X 20 =
σ20  ε20 f.s. per Definition von 〈·, ·〉H wiederum E〈ε20 , σ20v〉2H = 0 folgt, wobei σ20  v ∈H
f.s. wegen σ20 ∈ `∞[0, 1] f.s. nach Definition und der Annahme 4.8 gilt. Dabei gilt wegen
stochastischer Unabhängigkeit von σ0 und ε0, per Definition des Erwartungswertes, gemäß
der Jensen’schen Ungleichung und dem Satz von Fubini mit m2 =E(σ20 ):
E〈ε20 , σ20v〉2H =
∫ ∫
〈x, yv〉2H dPσ20 (y) dPε20 (x)
≥
∫ ( ∫
x(t)E(σ20 (t))v(t) dt
)2
dPε20 (x) = E〈ε20 ,m2 v〉2H .
Demnach gilt 〈ε20 ,m2  h〉H = 0 f.s. Des Weiteren gilt per Definition von σ20, wegen
E(σ2k ) = m2 = E(X 2l ) für alle k und l, wegen Γp,q∗ :=
∑p
i=1 αi +
∑q∗
j=1 βj ∈ LH ,`∞[0,1] ⊆ LH
mit ||Γp,q∗ ||LH < 1 und aufgrund von Satz 2.7 mit Γ0p,q∗ := IH :
m2 = δ + Γp,q∗(m2) ⇐⇒
[
IH − Γp,q∗
]
(m2) = δ ⇐⇒ m2 =
∞∑
k=0
Γkp,q∗(δ).
Demzufolge gilt wegen Γkp,q∗ ∈ LH ,`∞[0,1] für alle k ∈ N mit ||Γp,q∗ ||LH < 1, aufgrund von
`∞[0, 1] ⊆H und || · ||H ≤ || · ||∞ :
||m2||∞ ≤ ||δ||∞ +
∞∑
k=1
||Γkp,q∗ ||LH,`∞[0,1] ||δ||H
≤ ||δ||∞ + ||Γp,q∗ ||LH,`∞[0,1] ||δ||H
∞∑
k=0
||Γp,q∗ ||kLH < ∞.
Folglich gilt m2 v ∈H . Ferner gilt per Definition von σ20, da αi, βj für alle i, j von H≥0
nach H≥0 abbilden, wegen σ20 ≥H δ f.s. (d.h. σ20 (t) ≥ δ(t) für λ-f.a. t ∈ [0, 1] f.s.) und
wegen Eigenschaften 2.23 (e): m2 = E(σ20 ) ≥H δ ∈ H>0 und demzufolge m2  v 6= 0H .
Damit impliziert P(X 20 ∈ V ) = 1 für einen abgeschlossenen Unterraum V ( H wegen
m2  h 6= 0H sowie m2  h ∈ H , dass ein Element u eines abgeschlossenen Unterraums
U (H mit u 6= 0H existiert, sodass 〈ε20 , u〉H = 0 f.s. bzw. äquivalent dazu P(ε20 ∈ U) = 1
gilt, womit die Behauptung bewiesen ist.
(b) Aus P(ν0 ∈ V ) = 1 für einen abgeschlossenen Unterraum V ( H folgt wegen
ν0 = σ20  (ε20 − 1) f.s. wie bei (a), dass es einen abgeschlossenen Unterraum U (H mit
ε20 − 1 ∈ U f.s. gibt. Aufgrund von E(ε20) = 1 und Eigenschaften 2.23 (e) gilt demnach
ε20 ∈ U f.s., womit die Behauptung verifiziert ist.
(c) folgt aus (a), Z0 := X 20 −m2 und Eigenschaften 2.23 (e).
(d) folgt aus (a) bis (c) und Definition und Eigenschaften 2.28 (c).
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4.1.3 Schätzung von Eigenwerten und Eigenfunktionen
Neben dem Konsistenzresultat für die quadratischen Schätzfehler der Schätzer für die
Autokovarianzoperatoren in Satz 4.4 benötigen wir auch Konsistenzresultat für die qua-
dratischen Schätzfehler der Schätzer für die Eigenwerte und Eigenfunktionen von Kovari-
anzoperatoren im FARCH-Modell sowie von bestimmten selbstadjungierten, kompakten
Operatoren im FGARCH-Modell. Da sowohl die Kovarianzoperatoren als auch die empiri-
schen Kovarianzoperatoren selbstadjungiert und kompakt sind, stellen wir diese Aussagen
für beliebige selbstadjungierte, kompakte Operatoren auf. Zuerst beschäftigen wir uns mit
der Schätzung von Eigenwerten, wozu wir das folgende Lemma benötigen.
Lemma 4.12. Für beliebige kompakte Operatoren A,B ∈ KH mit den Singulärwertzerle-
gungen A = ∑∞j=1 aj(aj ⊗ a′j) bzw. B = ∑∞j=1 bj(bj ⊗ b′j) gilt für alle j ∈ N
|aj− bj| ≤ ||A− B||LH . (4.18)
Beweis. Siehe [7], Lemma 4.2.
Nachfolgend sei K ∈ KH ein kompakter, selbstadjungierter, positiv semidefiniter Opera-
tor und (KˆN)N∈N ⊆ KH sei eine Folge von kompakten, selbstadjungierten, positiv semide-
finiten Operatoren, die zur Schätzung von K dienen, wobei jedes KˆN auf einer Stichprobe
X1, ..., XN einer stationären Zeitreihe (Xk)k∈Z basiert. Ferner seien (kj)j∈N bzw. (kˆj)j∈N die
o.B.d.A. monoton fallenden Eigenwertfolgen von K ∈ KH bzw. KˆN ∈ KH mit den zuge-
hörenden Eigenfunktionenfolgen (kj)j∈N bzw. (kˆj)j∈N.
Korollar 4.13. Es sei (aN)N∈N ⊆ R eine Folge mit aN = Ξ[N−1, 1) und (bN)N∈N ⊆ N sei
eine Folge mit bN = Ω(1).
(a) Im Fall E||KˆN −K ||2LH= O(aN) gilt
E
[
sup
j∈N
(kˆj − kj)2
]
= O(aN) (4.19)
und falls ||KˆN −K ||2LH= OP(aN) gilt, erhalten wir wenigstens
sup
j∈N
(kˆj − kj)2 = OP(aN). (4.20)
(b) Gelte sowohl ||KˆN −K ||2LH= OP(aN) als auch kbN = Ξ[
√
aN , 1], so gilt
kˆbN = OP(kbN ) und kbN = OP(kˆbN ). (4.21)
Beweis. Folgt aus elementaren Umformungen und den Voraussetzungen.
Nun leiten wir Schätzer für Eigenfunktionen her. Hierzu illustrieren wir die Schätzung ei-
ner j-ten Eigenfunktion kj eines selbstadjungierten, kompakten Operators bei vorliegenden
Schätzern kˆj,1, kˆj,2 und kˆj,3.
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√
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√
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√
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Abbildung 4.1: Schätzung der j-ten Eigenfunktion kj mittels kˆj,1, kˆj,2 und kˆj,3.
Anhand dieser Grafik wird deutlich, dass ein Schätzer kˆj für kj so anzupassen ist, dass
der Abstand von kˆj bzw. −kˆj zu kj minimal ist und dass im Fall kˆj ⊥ kj keine eindeutige
Entscheidung getroffen werden kann. Gelte nun kˆj 6⊥ kj f.s., so können wir aufgrund von
||a− b||2H = 2(1− 〈a,b〉H) für normierte Vektoren a, b ∈ H für alle j und N
argmin
k˜j =± kˆj
||˜kj − kj||2H = argmax
k˜j =± kˆj
〈k˜j, kj〉H = sgn(〈kˆj, kj〉H)kˆj =: kˆ′j (4.22)
als Schätzer für kj ansetzen, wobei sgn die Signumfunktion sei. Aus den Schätzern in
Abbildung 4.2 resultieren die folgenden Schätzer für die Eigenfunktion kj :
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kˆj,1(t) =
√
2 cos(2pit)
−kˆj,1(t) = −
√
2 cos(2pit)
kˆ′j,2(t) =
√
3t
kˆ′j,3(t) =
√
2t
kj(t) = 1
Abbildung 4.2: Mögliche Schätzer kˆj,1 und −kˆj,1 (wegen kˆj,1⊥ kj), sowie modifizierte Schät-
zer kˆ′j,2 und kˆ′j,3 für kj, basierend auf den Schätzern in Abbildung 4.1.
Um kˆj 6⊥ kj f.s. für alle j,N zu gewährleisten, modifizieren wir die ursprünglichen Schätzer
kˆj auf die folgende Weise.
Definition und Eigenschaften 4.14. Es sei (hj)j∈N eine ONB von H, und (ζj)j∈N sei
eine Folge reellwertiger, stochastisch unabhängig und identisch N(0, 1)-verteilter Zufalls-
variablen, welche stochastisch unabhängig von der Stichprobe X1, ..., XN vonX mitN ∈ N
sei. Dann ist der Schätzer
kˆ′′j := kˆj +
∞∑
i=1
ζihi
i2N
(4.23)
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für kj mit j,N ∈ N wohldefiniert und für alle j,N ∈ N gilt
kˆ′′j 6⊥ kj f.s. (4.24)
Beweis. Aus elementaren Umformungen und dem Satz von Beppo Levi folgt E||kˆ′′j ||H <∞
für alle j und N, woraus wiederum ||kˆ′′j ||H < ∞ f.s. bzw. kˆ′′j ∈ H f.s. folgt und kˆ′′j somit
wohldefiniert ist. Für alle j,N gilt außerdem
〈kˆ′′j , kj〉H = 〈kˆj, kj〉H +
∞∑
i=1
ζi〈hi, kj〉H
i2N
6= 0 f.s.,
da die Zufallsvariable 〈kˆ′′j , kj〉H als Summe der stochastisch unabhängigen Zufallsvariablen
〈kˆj, kj〉H und ∑∞i=1 ζi〈hi,kj〉Hi2N ∼ N (0,∑∞i=1 〈hi,kj〉2Hi4N2 ) für alle j,N mit hi 6⊥ kj für ein i, eine
absolutstetige Verteilung hat.
Auf Basis der Schätzer in (4.23) definieren wir die finale Version der Schätzer für die
Eigenfunktionen für alle j und N durch
kˆ′′′j :=
[
1R 6=0(sgn(〈kˆ′′j , kj〉H′)) sgn(〈kˆ′′j , kj〉H′) + 1{0}(sgn(〈kˆ′′j , kj〉H′))
]
kˆj, (4.25)
für die wegen (4.24) gilt:
kˆ′′′j = sgn(〈kˆ′′j , kj〉H′) kˆj f.s. (4.26)
Bemerkung 4.15. Nach dem Spektralsatz ist (kˆj)j∈N f.s. eine ONB von H und wegen
kˆ′′′j = sgn(〈kˆ′′j , kj〉H′) kˆj f.s. ist somit auch (kˆ′′′j )j∈N f.s. eine ONB von H. 
Für die Schätzung der Eigenfunktionen benötigen wir auch die Größen
γj = γ(kj) := (kj − kj+1)−1 (4.27)
mit j ∈ N, die nur für eindimensionale Eigenräume der Eigenwerte kj wohldefiniert sind.
Falls der Eigenraum eines Eigenwerts eindimensional ist, erhalten wir die folgende obere
Schranke für die Schätzfehler der Schätzer für die zugehörenden Eigenfunktionen.
Lemma 4.16. Falls der Eigenraum von kj mit j ∈ N eindimensional ist, gilt
||kˆ′j − kj||H ≤ γ˜j||KˆN −K ||LH (4.28)
für alle N ∈ N, wobei γ˜j definiert ist durch
γ˜j := 2
√
2
 γ1, j = 1,max(γj−1, γj), j > 1. (4.29)
Beweis. In [7], Lemma 4.3 wurde die Behauptung ausschließlich für den Fall gezeigt, dass
K ein Kovarianzoperator und (KˆN)N∈N die Folge der empirischen Kovarianzoperatoren
sind. Dieser Nachweis ist jedoch allgemeingültig, da ausschließlich verwendet wurde, dass
die vorliegenden Operatoren selbstadjungiert sind.
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Bemerkung 4.17. In [7], Lemma 4.4 gibt es auch eine Aussage für endliche, mehrdi-
mensionale Eigenräume, womit die Schätzung von Eigenfunktionen nur bei unendlichdi-
mensionalen Eigenräumen problematisch ist. Da aber vorausgesetzt wurde, dass K ein
selbstadjungierter, kompakter Operator ist, kann nur der Eigenwert 0 einen unendlich-
dimensionalen Eigenraum besitzen. Dies ist nach dem Spektralsatz für selbstadjungierte,
kompakte Operatoren jedoch nur möglich, wenn K nicht injektiv ist. 
Für die Schätzung der Eigenfunktionen treffen wir die folgende Annahme.
Annahme 4.18. Wir sagen, dass ein Operator K die Annahme 4.18 erfüllt, falls gilt:
(a) K ist injektiv,
(b) kj 6= kj+1 für alle j ∈ N
(c) und es existiert eine konvexe Funktion κ : R→ R mit κ(j) = kj für alle j ∈ N. 
Bemerkung 4.19.
(a) Für den selbstadjungierten, positiv semidefiniten Operator K gilt nach (a) und (b)
der Annahme 4.18:
k1 > k2 > · · · > 0. (4.30)
(b) Aus γN = (kN−kN+1)−1 k−1N , Annahme 4.18 (c) und der Definition von γ˜j in (4.29)
für alle j ∈ N folgt für jede Folge (mN)N∈N ⊆ N mit m = mN = Ω(1)
sup
j≤m
γ˜j = γm  k−1m , (4.31)
wobei dieser Ausdruck wegen (4.30) wohldefiniert ist. 
Insgesamt führen die obigen Überlegungen zu folgendem Resultat für die vorläufigen
Schätzer der Eigenfunktionen (siehe [7], Theorem 4.5 und Korollar 4.3).
Korollar 4.20. K erfülle die Annahme 4.18. Für die Eigenwerte von K gelte km =
ω(√aN), wobei (mN)N∈N ⊆ N eine Folge mit m = mN = Ξ[1, N) und (aN)N∈N ⊆ R eine
Folge mit aN = Ξ[N−1, 1) sei.
(a) Es gelte E||KˆN −K ||2LH= O(aN). Dann gilt sowohl
E||kˆ′j− kj||2H = O(aN) (4.32)
für alle j ∈ N als auch
E
(
sup
j≤m
||kˆ′j− kj||2H
)
= O(k−2m aN). (4.33)
(b) Nun gelte ||KˆN −K ||2LH= OP(aN). Dann gilt sowohl
||kˆ′j− kj||2H = OP(aN) (4.34)
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für alle j ∈ N als auch
sup
j≤m
||kˆ′j− kj||2H = OP(k−2m aN). (4.35)
Beweis. Aus (a) und (b) der Annahme 4.18, (4.28) sowie E||KˆN −K ||2LH= O(aN) bzw.
||KˆN −K ||2LH′ = OP(aN) folgt sofort (4.32) bzw. (4.34) für alle j ∈ N und (4.33) bzw.
(4.35), wenn zusätzlich Annahme 4.18 (c) genutzt wird.
Die Raten in Korollar 4.20 stimmen nach dem folgenden Lemma mit den Raten der qua-
dratischen Schätzfehlers des Schätzers für die Eigenfunktion kj mittels kˆ′′′j aus (4.25) mit
j ∈ N überein.
Lemma 4.21. Es gelten die Voraussetzungen von Korollar 4.20.
(a) Im Fall E||KˆN −K ||2LH= O(aN) gilt auch hier sowohl
E||kˆ′′′j − kj||2H = O(aN) (4.36)
für alle j ∈ N als auch
E
(
sup
j≤m
||kˆ′′′j − kj||2H
)
= O(k−2m aN). (4.37)
(b) Gelte nun ||KˆN −K ||2LH= OP(aN), so erhalten wir sowohl
||kˆ′′′j − kj||2H = OP(aN) (4.38)
für alle j ∈ N als auch
sup
j≤m
||kˆ′′′j − kj||2H = OP(k−2m aN). (4.39)
Beweis.
(a) Nach Definition von kˆ′j sowie kˆ′′′j für alle j,N, und wegen (4.26) und (4.32) gilt
E||kˆ′′′j − kj||2H - E||kˆ′j− kj||2H + E
([
sgn(〈kˆ′′j , kj〉H)− sgn(〈kˆj, kj〉H)
]2)
= O(aN) + 2
[
1 + P
(
〈kˆ′′j , kj〉H〈kˆj, kj〉H < 0
)
− P
(
〈kˆ′′j , kj〉H〈kˆj, kj〉H > 0
)]
≤ O(aN) + 2P
(
〈kˆ′′j , kj〉H〈kˆj, kj〉H ≤ 0
)
. (4.40)
Ferner gilt per Definition der Schätzer kˆ′′j aus (4.23), wegen 〈kˆj, kj〉2H = 〈kˆ′j, kj〉2H und wegen
||ˆk′j− kj||2H = 2(1−〈kˆ′j, kj〉H) für alle j,N :
〈kˆ′′j , kj〉H〈kˆj, kj〉H = 1 − ||kˆ′j− kj||2H + 14 ||kˆ
′
j− kj||4H + 〈kˆj, kj〉H
∞∑
i=1
ζi〈hi, kj〉H
i2N
, (4.41)
wobei für den letzten Summanden wegen stochastischer Unabhängigkeit der vorliegenden
Zufallsvariablen, E |〈kˆj, kj〉H| ≤ 1 für alle j, dem Satz von Beppo Levi und ζi ∼ N (0, 1)
für alle i gilt:
E
[
|〈kˆj, kj〉H′|
∞∑
i=1
|ζi〈hi, kj〉H′|
i2N
]
= E(|〈kˆj, kj〉H′|)
∞∑
i=1
|〈hi, kj〉H′ |E|ζi|
i2N
= O(N−1). (4.42)
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Aus (4.41) und E||kˆ′j− kj||2H = O(aN) mit aN = Ξ[N−1, 1) gemäß Korollar 4.20 folgt dann
E
[
1 − 〈kˆ′′j , kj〉H〈kˆj, kj〉H
]
≤ E ||kˆ′j− kj||2H + E
[
|〈kˆj, kj〉H|
∞∑
i=1
|ζi〈hi, kj〉H|
i2N
]
= O(aN) + O(N−1) = O(aN),
woraus wiederum nach Lemma 2.21 (a)
P
(
〈kˆ′′j , kj〉H〈kˆj, kj〉H ≤ 0
)
≤ P
(
1− 〈kˆ′′j , kj〉H〈kˆj, kj〉H > 1/2
)
= O(aN)
folgt und (4.36) somit wegen (4.40) verifiziert ist.
Mit gleichen Überlegungen, (4.42) und (4.35) mit km = ω(
√
aN) für eine Folge (mN)N∈N ⊆
N mit m = mN = Ξ[1, N), sowie aus aN = Ξ[N−1, 1) folgt weiterhin:
E
[
sup
j≤m
(
1 − 〈kˆ′′j , kj〉H〈kˆj, kj〉H
)]
≤ E
(
sup
j≤m
||kˆ′j− kj||2H
)
+ E
[
sup
j≤m
|〈kˆj, kj〉H|
∞∑
i=1
|ζi〈hi, kj〉H|
i2N
]
= O(k−2m aN) + O(N−1) = O(k−2m aN).
Nach den genannten Umformungen und Lemma 2.21 (a) gilt folglich wie behauptet:
E
(
sup
j≤m
||kˆ′′′j − kj||2H
)
- E
(
sup
j≤m
||kˆ′j− kj||2H
)
+ 2 P
(
sup
j≤m
[
1 − 〈kˆ′′j , kj〉H〈kˆj, kj〉H
]
> 1/2
)
≤ OP(k−2m aN) + OP(k−2m aN) = OP(k−2m aN).
(b) Für den Beweis dieses Teils benötigen wir, dass für jede Folge (Xn)n∈N von reellwer-
tigen Zufallsvariablen mit Xn = oP(1) für jede Nullfolge (bn)n∈N ⊆ R gilt:
1 − sgn(1−Xn) = oP(bn). (4.43)
Für jedes j ∈ N gilt aufgrund von (4.41), (4.34), (4.42), sowie aN = oP(1) :
〈kˆ′′j , kj〉H〈kˆj, kj〉H = 1 + OP(aN) + OP(a2N) + OP(N−1) = 1 + oP(1),
womit wegen (4.43), (4.34), sowie der Umformungen in (a), wie behauptet, gilt:
||kˆ′′′j − kj||2H = ||kˆ′j− kj||2H + 2
[
1 − sgn(〈kˆ′′j , kj〉H〈kˆj, kj〉H)
]
= OP(aN). (4.44)
Des Weiteren implizieren (4.41), (4.35), (4.42) sowie k−2m aN = oP(1) :
sup
j≤m
〈kˆ′′j , kj〉H〈kˆj, kj〉H = 1 + OP(k−2m aN) + OP(k−4m a2N) + OP(N−1) = 1 + oP(1),
womit wegen (4.43), (4.44) und (4.35) gilt:
sup
j≤m
||kˆ′′′j − kj||2H = OP(k−2m aN).
4.1.4 Identifizierbarkeit
Bei der Schätzung der Operatoren im FARCH- und im FGARCH-Modell liegen Gleichun-
gen A = BC bestehend aus Operatoren A,B und C vor, wobei für A sowie C konsistente
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Schätzer bekannt sind und B der zu schätzende Operator ist. Die Schätzung von B ergibt
aber nur Sinn, wenn sich B aus dieser Gleichung heraus identifizieren lässt, d.h.
BC = B˜C =⇒ B = B˜, (4.45)
wobei B˜ ebenso ein Operator ist. Der folgende Satz liefert eine Charakterisierung für die
Identifizierbarkeit beschränkter Operatoren in (4.45).
Satz 4.22. Eine Lösung B ∈ LH′,H′′ der Gleichung A = BC mit A ∈ LH,H′′ und C ∈ LH,H′
ist genau dann eindeutig, wenn das Bild von C dicht in H′ liegt.
Beweis. Für alle B, B˜ ∈ LH′,H′′ und C ∈ LH,H′ gilt wegen Stetigkeit von B sowie B˜ :
BC = B˜C ⇐⇒ (B − B˜)|Bild(C) = 0LH′,H′′ ⇐⇒ (B − B˜)|Bild(C) = 0LH′,H′′ .
4.1.5 Tichonow-Regularisierung
Da die Gleichung A = BC zur Schätzung der Operatoren im FARCH- und im FGARCH-
Modell bei bekanntem Schätzer für A sowie C und zu schätzendem Operator B aus kom-
pakten Operatoren besteht, tritt neben dem Problem der Identifizierbarkeit von B ein
weiteres Problem auf. Und zwar ist C als kompakter Operator gemäß Definition und
Eigenschaften 2.9 (e) nicht notwendigerweise invertierbar, wodurch sich B nicht aus der
Gleichung A = BC isolieren lässt. Diesem schlecht gestellten Problem begegnen wir in An-
lehnung an Tichonow und Arsenin [40] mit Multiplikation einer Tichonow-Regularisierten
von C von rechts an BC (in [40] sind auch weitere Methoden für den Umgang mit schlecht
gestellten Problemen beschrieben).
Definition und Satz 4.23. Es sei A ∈ KH,H′ und es gelte ϕ > 0. Dann handelt es sich
bei AA∗+ ϕ IH′ : H′ → H′ um einen beschränkten, selbstadjungierten, positiv definiten,
invertierbaren Operator. Dabei ist (AA∗+ ϕ IH′)−1 : H′ → H′ ein beschränkter, selbstad-
jungierter Operator. Die Tichonow-Regularisierte von A definieren wir durch
A† = A†(ϕ) := A∗(AA∗+ ϕ IH′)−1 (4.46)
und wir schreiben A‡ := AA†.
Beweis. Es sei ϕ> 0 und AA∗+ϕ IH′ sei ein beschränkter, selbstadjungierter, pos. definiter
Operator. Für jedes y′ ∈ H′ gilt y′ = (AA∗+ϕ IH′)(x′) mit x′ = ∑∞j=1(a′j +ϕ)−1〈y′, a′j〉H′a′j,
wobei (a′j)j∈N die Eigenfunktionenfolge sowie (a′j)j∈N die zugehörende Eigenwertfolge von
AA∗ sei und wegen |(a′j + ϕ)−1〈y′, a′j〉H′ | ≤ ϕ−1|〈y′, a′j〉H′ | für alle j, gilt x′ ∈ H′. Damit ist
AA∗+ ϕ IH′ ein surjektiver, pos. definiter Operator und demzufolge invertierbar. Ferner
ist (AA∗+ ϕ IH′)−1 nach Definition und Eigenschaften 2.6 (d) ein beschränkter Operator
und (AA∗+ ϕ IH′)−1 ist selbstadjungiert, da AA∗+ ϕ IH′ selbstadjungiert ist.
4.1.6 Glattheit von Operatoren
Unter anderem bei der Schätzung der Operatoren (statt von Projektionen der Operato-
ren auf einen endlichdimensionalen Unterraum) im FARCH- und im FGARCH-Modell
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werden wir aus beweistechnischen Gründen fordern, dass die zu schätzenden Operatoren
hinreichend glatt sind, d.h. sie erfüllen die folgende Sobolev-Bedingung.
Annahme 4.24. Es sei S ∈ SH,H′ , und (φij)i,j∈N sei eine ONB von SH,H′ . Dann sagen
wir, dass das Tupel (S, (φij)i,j) die Annahme 4.24 für β > 0 erfüllt, falls gilt:
∞∑
i,j=1
〈S, φij〉2SH,H′ (1 + i2β+ j2β) < ∞. 
Erfüllt ein Tupel (S, (φij)i,j∈N) mit S ∈ SH,H′ und ONB (φij)i,j von SH,H′ die Annahme
4.24 für β > 0, so gilt wegen ∐J cm S = ∑∞i,j>m 〈S, φij〉SH,H′ φij mitJ cm := {φij | i, j > m}
für jede Folge (mN)N∈N mit m = mN →∞ nach dem Satz von Pythagoras:∣∣∣∣∣∣∐
J cm
S
∣∣∣∣∣∣2SH,H′ ≤ (1 +m2β)−1
∞∑
i,j=1
〈S, φij〉2SH,H′(1 + i2β+ j2β) = O(m−2β). (4.47)
Für die Schätzung der Operatoren im FARCH- und im FGARCH-Modell, ohne sie auf
einen endlichdimensionalen Unterraum zu projizieren, ist diese Identität von großer Be-
deutung. Es stellt sich die Frage, ob es überhaupt Operatoren aus SH,H′ gibt, die die
Annahme 4.24 bei vorliegender ONB von SH,H′ erfüllen. Angenommen, solche Operatoren
existieren, stellt sich außerdem die Frage, ob es Operatoren gibt, die die Annahme 4.24
für ein β′ > 0, jedoch nicht für ein β′′ mit β′′ > β′, erfüllen und ob es Elemente von SH,H′
gibt, die diese Annahme für kein β > 0 erfüllen. Diese Fragen beantworten wir für den
Fall einer durch ONBs von H und H′ induzierten ONB von SH,H′ .
Beispiele 4.25. Es sei (hj)j∈N eine ONB vonH, (h′j)j∈N sei eine ONB vonH′und (φij)i,j∈N
sei eine ONB von SH,H′mit φij := hi⊗h′j für alle i, j ∈ N.
(a) Es gelte S1 :=
∑n
l=1 alφll mit a1, ..., an ∈ R und n ∈ N. Per Definition ist S1 Element
von FH,H′ und wegen φij(hk) = δik für alle i, j, k ∈ N gilt für jedes β > 0:
∞∑
i,j=1
〈S1, φij〉2SH,H′(1 + i2β+ j2β) =
n∑
k=1
a2k (1 + 2k2β) < ∞.
(b) Nun betrachten wir den Operator S2 :=
∑∞
i,j=1
φij
(1+i2)(1+j2) , der per Definition Ele-
ment von SH,H′\FH,H′ ist. Für diesen Operator gilt für jedes β > 0:
∞∑
i,j=1
〈S2, φij〉2SH,H′(1 + i2β+ j2β) ≤ 2
( ∞∑
i,j=1
i2β−4
j4
+ j
4−2β
i4
)
,
womit (S2, (φij)i,j) die Annahme 4.24 ausschließlich für alle β < 3/2 erfüllt.
(c) Aus den Überlegungen in (b) folgt, dass S3 :=
∑∞
i,j=1
φij
(1+i ln2(i))(1+j ln2(j)) Element von
SH,H′ ist, aber dass (S3, (φij)i,j) die Annahme 4.24 für kein β > 0 erfüllt. 
4.2 Schätzung von δ
Basierend auf Ideen zur Herleitung des Schätzers für δ von H -wertigen FARCH(1)-
Zeitreihen in [22] von Hörmann, Horváth und Reeder geben wir hier einen Schätzer
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für δ einer H -wertigen FGARCH(p, q∗)-Zeitreihe X = (Xk)k∈Z an. Wegen (4.16) und
νk := X 2k − σ2k für alle k gilt zunächst
δ = σ2k −
r∗∑
i=1
(αi + βi)(X 2k−i) +
q∗∑
j=1
βj(νk−j)
f.s. für alle k mit p ∈ N, q∗ ∈ N∗, r∗ := max(p, q∗) und αi = β0 = βj = 0LH für alle i > p
sowie j > q∗. Die Bildung des Erwartungswertes auf beiden Seiten führt wegen E(σ2k (t)) =
E(X 2k (t)) für alle k und λ-f.a. t ∈ [0, 1], Stationarität der Zeitreihen (σ2k )k, (X 2k )k sowie
(νk)k und Eigenschaften 2.23 (e) mit m2 := E(X 20 ) zu
δ = m2 −
r∗∑
i=1
(αi + βi)(m2). (4.48)
Als Schätzer für δ eignet sich demzufolge
δˆ := mˆ2 −
r∗∑
i=1
(αˆi + βˆi)(mˆ2), (4.49)
wobei αˆ1, ..., αˆp bzw. βˆ0, ..., βˆq∗ auf einer StichprobeX1, ...,XN basierende Schätzer für die
Operatoren α1, ..., αp bzw. β0, ..., βq∗ der FGARCH(p, q∗)-ZeitreiheX seien und außerdem
αˆi = βˆ0 = βˆj = 0LH für i > p sowie j > q∗ und mˆ2 = mˆ2(X ) := N−1
∑N
i=1X
2
i gelte.
Satz 4.26. Es seien αˆ1, ..., αˆp, βˆ0, ..., βˆq∗ ∈ LH Schätzer für die Operatoren α1, ..., αp,
β0, ..., βq∗ ∈ LH einer FGARCH(p, q∗)-Zeitreihe X mit βˆ0 = 0LH = β0, die auf einer
Stichprobe X1, ...,XN mit N ∈ N von X basieren. Dann gilt für die Schätzer δˆ in
(4.49) für δ mit αˆi = αi = βˆj = βj = 0LH für i > p und j > q∗ :
||δˆ − δ ||H = OP(N−1/2) +
r∗∑
i=1
OP(||αˆi − αi||LH ) + OP(||βˆi − βi||LH ). (4.50)
Beweis. Aus (4.48), (4.49), elementaren Umformungen und (4.4) folgt:
||δˆ − δ ||H ≤ ||mˆ2 −m2 ||H
(
1 +
r∗∑
i=1
||αi + βi ||LH
)
+ ||mˆ2 ||H
( r∗∑
i=1
||αˆi − αi ||LH + ||βˆi − βi ||LH
)
= OP(N−1/2) +
r∗∑
i=1
OP(||αˆi − αi ||LH) + OP(||βˆi − βi ||LH).
4.3 Operatorschätzung im FARCH-Modell
In diesem Abschnitt widmen wir uns der Schätzung der Operatoren von H -wertigen
FARCH-Zeitreihen. Dabei werden wir zunächst Schätzer für den Operator im FARCH(1)-
Modell herleiten, sowie auf schwache Konsistenz untersuchen und diese Überlegungen zur
Herleitung der Schätzer für die Operatoren im FARCH(p)-Modell mit p > 1 verwenden.
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4.3.1 Operatorschätzung im FARCH(1)-Modell
Es seiX = (Xk)k∈Z eine FARCH(1)-Zeitreihe mit einer u.i.v. Zeitreihe aus Innovationen
(εk)k∈Z , d.h. es gilt
Xk = εk  σk, σ2k = δ + α1(X 2k−1) (4.51)
f.s. für alle k. Ferner sei Z = (Zk)k∈Z = (X 2k −m2)k∈Z mit
Zk = α1(Zk−1) + νk (4.52)
f.s. für alle k die zugehörende induzierte FAR(1)-Zeitreihe mit der Zeitreihe aus Innovatio-
nen ν = (νk)k∈Z = (X 2k − σ2k )k∈Z, wobei die Eigenschaften von Z und ν in Eigenschaften
4.6 diskutiert wurden. Für jedes h ∈ Z gelte im Folgenden Ch = Ch;Z und Cˆh = Cˆh;X 2
aus (4.6) seien die empirischen Autokovarianzoperatoren von X 2 := (X 2k )k∈Z, die auf
einer Stichprobe X1, ...,XN von X mit N ∈ N basieren (siehe Bemerkung 4.7). Ferner
sei (cj)j∈N die Eigenwertfolge mit der zugehörenden Eigenfunktionenfolge (cj)j∈N von C0
und (cˆj)j∈N sei die Eigenwertfolge mit der zugehörenden Eigenfunktionenfolge (cˆj)j∈N von
Cˆ0 = Cˆ0;X 2 .
Der Operator einer FAR(1)-Zeitreihe besitzt die folgende zentrale Eigenschaft.
Satz 4.27. α1 aus (4.52) ist eine Lösung der Yule-Walker-Gleichung, d.h.
C1 = α1C0, (4.53)
wobei α1 genau dann die eindeutige Lösung von (4.53) ist, wenn C0 injektiv ist.
Beweis. Aus der Definition von C0 und C1, Z1 = α1(Z0) + ν1 f.s., Eigenschaften 2.23 (f)
und dem Satz der majorisierten Konvergenz folgt für jede ONB (hj)j∈N von H :
C1 = E[α1(〈Z0, ·〉HZ0)] + E[〈Z0, ·〉H ν1 ] = α1C0 +
∞∑
j=1
hj E〈ν1〈Z0, ·〉H , hj〉H ,
wobei nach dem Satz von Fubini wegen ν1 = σ21  (ε21 − 1) und E(ε21) = 1 für alle j
E〈ν1〈Z0, ·〉H , hj〉H =
∫
E[〈Z0, ·〉H σ21 (t)]E[ε21(t)− 1] dt = 0
gilt. Damit ist C0 eine Lösung der Gleichung (4.53). Diese Lösung ist nach Satz 4.22 und
dem Spektralsatz genau dann eindeutig, wenn C0 injektiv ist.
Erfüllen δ und α1 die Annahme 4.8 und die Zeitreihe (εk)k∈Z ⊆H aus Innovationen (4.2)
sowie die Annahme 4.9, existiert nach Lemma 4.11 und Satz 4.27 eine eindeutige Lösung
α1 der Yule-Walker-Gleichung C1 = α1C0. Unter den Annahmen 4.8 und 4.9 setzen wir
αˆ1 := Cˆ1Cˆ †0
cˆK∐
cˆ1
= Cˆ1Cˆ0(Cˆ 20 + ϑNIH )−1
cˆK∐
cˆ1
(4.54)
als Schätzer für α1 an, wobei K ∈ N bzw. K = KN ∈ N gelte, (ϑN)N∈N ⊆ (0,∞) eine
Nullfolge und ∐cˆKcˆ1 der Projektor auf lin{cˆ1, ..., cˆK} ⊆ H sei (siehe Definition und Eigen-
schaften 2.18). Gemäß folgendem Satz handelt es sich bei diesen Schätzern um konsistente
Schätzer für die Projektionen von α1 auf bestimmte endlichdimensionale Unterräume.
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Satz 4.28. Es seiX = (Xk)k∈Z eineH -wertige FARCH(1)-Zeitreihe mit den Eigen-
schaften auf S.33 f., deren Parameter δ und α1 die Annahme 4.8 und deren Zeitreihe
(εk)k∈Z aus Innovationen (4.2) die Annahme 4.9 erfüllen. Zudem erfülle der Kovari-
anzoperator C0 = C0;Z der durch X induzierten FAR(1)-Zeitreihe Z die Annahme
4.18. Dann gilt für die Schätzer αˆ1 aus (4.54) mit ϑN = O(N−1/2) für jedes feste
K ∈ N mitJK := {φij |1 ≤ i, j ≤ K}∣∣∣∣∣∣ αˆ1 −∐
JK
α1
∣∣∣∣∣∣2SH = OP(N−1), (4.55)
wobei (φij)i,j∈N für die durch die Eigenfunktionenfolge (cj)j∈N von C0 induzierte ONB
von SH steht.
Beweis. Für den Schätzer αˆ1 aus (4.54) gilt für alle K,N ∈ N nach der operatorwertigen
Hölder-Ungleichung, Satz 4.7, IH =
∐cˆK
cˆ1
+∐cˆ∞cˆK+1 , der Yule-Walker-Gleichung C1 = α1C0
und wegen C ‡0 := C0C †0 = C 20 (C 20 + ϑNI)−1, sowie wegen α1 =
∐
JKα1 +
∐
JcK
α1 mit den
Mengen JK := {φij |1 ≤ i, j ≤ K} und JcK = {φij |i, j > K} :
∣∣∣∣∣∣ αˆ1 −∐
JK
α1
∣∣∣∣∣∣2SH -
∣∣∣∣∣∣(Cˆ1− C1)Cˆ †0 cˆK∐
cˆ1
∣∣∣∣∣∣2SH +
∣∣∣∣∣∣C1Cˆ †0 cˆK∐
cˆ1
−∐
JK
α1
∣∣∣∣∣∣2SH
- ||Cˆ1− C1 ||2SH
∣∣∣∣∣∣Cˆ †0 cˆK∐
cˆ1
∣∣∣∣∣∣2LH + ||C1 ||2SH
∣∣∣∣∣∣Cˆ †0 cˆK∐
cˆ1
− C †0
cK∐
c1
∣∣∣∣∣∣2LH
+
∣∣∣∣∣∣α1C ‡0 cK∐
c1
−∐
JK
α1
∣∣∣∣∣∣2SH
- OP(N−1)
∣∣∣∣∣∣Cˆ †0 cˆK∐
cˆ1
∣∣∣∣∣∣2LH +
∣∣∣∣∣∣Cˆ †0 cˆK∐
cˆ1
− C †0
cK∐
c1
∣∣∣∣∣∣2LH +
∣∣∣∣∣∣∐
JcK
α1C
‡
0
cK∐
c1
∣∣∣∣∣∣2SH
+
∣∣∣∣∣∣∐
JK
α1
[
C ‡0
cK∐
c1
− IH
]∣∣∣∣∣∣2SH
=: OP(N−1) · T1 + T2 + T3 + T4. (4.56)
Term T1 : Per Definition der Norm || · ||LH , wegen Cˆ †0 = Cˆ0(Cˆ 20 + ϑNIH )−1 und da Cˆ0 die
zur Eigenfunktionenfolge (cˆj)j gehörende Eigenwertfolge (cˆj)j hat, gilt
∣∣∣∣∣∣Cˆ †0 cˆK∐
cˆ1
∣∣∣∣∣∣2LH = supj≤K
(
cˆj
cˆ2j + ϑN
)2
für alle K und N. Folglich gilt wegen cˆj(cˆj+ϑN )2 = 0 im Fall cˆj = 0 bzw.
cˆj
(cˆj+ϑN )2 ≤ cˆ
−1
j im
Fall cˆj 6= 0 für alle j, sowie (4.21) mit KN := K für alle N :∣∣∣∣∣∣Cˆ †0 cˆK∐
cˆ1
∣∣∣∣∣∣2LH = OP(c−2K ) = OP(1). (4.57)
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Term T2 : Gemäß der Definition der Tichonow-Regularisierten, sowie der Norm || · ||LH ,
und weil (cˆ′′′j )j f.s., sowie (cj)j ONBs von H sind, gilt für jedes feste K :
∣∣∣∣∣∣Cˆ †0 cˆK∐
cˆ1
− C †0
cK∐
c1
∣∣∣∣∣∣2LH = sup||x||H ≤1
∣∣∣∣∣∣ K∑
j=1
cˆj
cˆ2j + ϑN
〈x, cˆ′′′j 〉H cˆ′′′j − cjc2j + ϑN 〈x, cj 〉H cj
∣∣∣∣∣∣2
H
- sup
||x||H ≤1
K∑
j=1
∣∣∣ cˆj
cˆ2j + ϑN
− cj
c2j + ϑN
∣∣∣2 〈x, cˆ′′′j 〉2H
+
∣∣∣∣∣∣ K∑
j=1
cj
c2j + ϑN
[
〈x, cˆ′′′j 〉H cˆ′′′j − 〈x, cj 〉H cj
]∣∣∣∣∣∣2
H
- sup
j≤K
∣∣∣ cˆj
cˆ2j + ϑN
− cj
c2j + ϑN
∣∣∣2 + sup
||x||H ≤1
K∑
j=1
∣∣∣ cj
c2j + ϑN
∣∣∣2 〈x, cˆ′′′j − cj 〉2H
+ sup
||x||H ≤1
∣∣∣∣∣∣ K∑
j=1
cj
c2j + ϑN
〈x, cj 〉H (cˆ′′′j − cj)
∣∣∣∣∣∣2
H
- sup
j≤K
(cˆj − cj)2 ϑ
2
N + cˆ2j c2j
(cˆ2j + ϑN)2(c2j + ϑN)2
+ (K + 1) c−2K sup
j≤K
||ˆc′′′j − cj||2H
- c−2K
(
c−2K + (cˆ2K + ϑN)−1
)
sup
j≤K
(cˆj − cj)2 + Kc−2K sup
j≤K
||ˆc′′′j − cj||2H
= OP(c−4K N−1) + OP(c−4K KN−1)
= OP(N−1), (4.58)
wobei im vorletzten Schritt Korollar 4.13 und Lemma 4.21 mit K =KN eingegangen sind.
Term T3 : Da es sich bei (cl)l um eine ONB von H handelt und φij(cl) = δilcj für alle
i, j, l gilt, gilt für α1 ∈ SH mitJ cK := {φij |i, j > K} wegen α1 =
∑∞
i,j=1 〈α1, φij〉SH φij und
〈α1, φij〉SH =
∑∞
m=1〈α1(cm), δimcj〉H für alle i, j, l,K ∈ N :∐
JcK
α1(cl) = 1N>K (l)
∑
j>K
〈α1, φlj〉SH cj = 1N>K (l)
∑
j>K
〈α1(cl), cj〉H cj.
Demzufolge gilt per Definition der Norm || · ||SH und wegen C ‡0
∐cK
c1 (cl) = 1N>K (l)
c2l
c2
l
+ϑN cl
für alle l,K,N :
∣∣∣∣∣∣∐
JcK
α1C
‡
0
cK∐
c1
∣∣∣∣∣∣2SH =
K∑
l=1
1N>K(l)
( cl
c2l + ϑN
)2 ∣∣∣∣∣∣ ∑
j>K
〈α1(cl), cj〉H cj
∣∣∣∣∣∣2
H
= 0. (4.59)
Term T4 : Aus den Überlegungen bei der Herleitung der Raten von T1 bis T3 folgt für feste
K ∈ N im Fall ϑN = O(N−1/2) :∣∣∣∣∣∣∐
JK
α1
[
C ‡0
cK∐
c1
− IH
]∣∣∣∣∣∣2SH =
∞∑
l=1
∣∣∣∣∣∣∣∣ ∐
JK
α1
([
1N≤K(j)
c2l
c2l + ϑN
− 1
]
cl
)∣∣∣∣∣∣∣∣2
H
=
∞∑
l=1
∣∣∣∣∣∣∣∣ [1N≤K(l) c2lc2l + ϑN − 1
]
1N≤K(l)
K∑
j=1
〈α1(cl), cj〉H cj
∣∣∣∣∣∣2
H
=
K∑
j,l=1
( ϑN
c2l + ϑN
)2 〈α1(cl), cj〉2H ≤ ϑ2N c−4K K∑
l=1
||α1(cl)||2H
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≤ ϑ2N c−4K ||α1||2SH = O(N−1). (4.60)
Einsetzen von (4.57) bis (4.60) in (4.56) führt dann für feste K ∈ N zu (4.55).
Bemerkung 4.29. Die Rate des quadratischen Schätzfehlers des Schätzers für die Pro-
jektion von α1 auf einen endlichdimensionalen, von einem ONS von SH aufgespannten
Unterraum in Satz 4.28 stimmt mit der Rate des quadrierten Schätzfehlers des Schätzers
für die Projektion des Integralkerns vom Operator im FARCH(1)-Modell aus Theorem 3.1
in [22] überein. Weil von H nach H abbildende Operatoren nach Definition und Eigen-
schaften 2.15 genau dann Hilbert-Schmidt-Operatoren sind, wenn sie Integraloperatoren
sind, sind die Aussagen von Satz 4.28 und Theorem 3.1 in [22] gleichbedeutend. Der Be-
weis von Satz 4.28 war insofern nutzbringend, da die Argumente in den Beweisen für die
Schätzung von α1, ohne α1 auf einen endlichdimensionalen Unterraum zu projizieren und
für die Schätzung der Operatoren im FARCH(p)-Modell mit p > 1 sowie im FGARCH-
Modell, im Wesentlichen auf den Argumenten im Beweis von Satz 4.28 beruhen. 
Im folgenden Satz treffen wir eine Aussage über das asymptotische Verhalten des qua-
dratischen Schätzfehlers des Schätzers für α1, ohne α1 auf einen endlichdimensionalen
Unterraum zu projizieren. Soweit bekannt, wurde solch ein Resultat (insbesondere mit
einer konkreten Konvergenzrate) bislang noch nicht aufgestellt (siehe hierzu [22], [3] und
[11]). Wie bereits erwähnt, werden wir im Nachweis des Satzes die Beweisidee von Satz
4.28 verwenden, und zwar indem wir die Anzahl der Projektionen K = KN bei wachsen-
dem Stichprobenumfang N gegen unendlich streben lassen.
Satz 4.30. Es sei X = (Xk)k∈Z eine H -wertige FARCH(1)-Zeitreihe, es gelten die
Annahmen von Satz 4.28 und (α1, (φij)i,j∈N) mit (φij)i,j aus Satz 4.28 erfülle die An-
nahme 4.24 für ein β > 0. Dann gilt für die Schätzer αˆ1 aus (4.54) mit ϑN = O(N−1/2)
für jede Folge (KN)N∈N ⊆ N mit K = KN = Ξ(1, N) und c−4K K2β+1 = O(N):
||αˆ1− α1||2SH = OP(K−2β). (4.61)
Beweis. Aus den Umformungen im Beweis von Satz 4.28 und da (α1, (φij)i,j) die Annahme
4.24 für ein β > 0 erfüllt, gilt wegen c−4K K2β+1 = O(N) und ϑN = O(N−1/2) :
||αˆ1− α1||2SH -
∣∣∣∣∣∣ αˆ1 −∐
JK
α1
∣∣∣∣∣∣2SH +
∣∣∣∣∣∣∐
J cK
α1
∣∣∣∣∣∣2SH
= OP(c−4K KN−1) + ϑ2Nc−4K + O(K−2β)
= OP(K−2β).
Falls das asymptotische Verhalten der absolutsummierbaren Eigenwertfolge des Kovari-
anzoperators bekannt ist, kann sogar eine explizite Rate des quadratischen Schätzfehlers
aus Satz 4.30 angegeben werden. Diesen Sachverhalt verdeutlichen wir anhand der nach-
folgenden Beispiele.
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Beispiele 4.31. Es gelten die Voraussetzungen von Satz 4.30, (cj)j∈N sei die Eigenwert-
folge des Kovarianzoperators C0 = C0;Z und β sei die Variable aus Satz 4.30.
(a) Angenommen es gilt cN e−N. Dann ist (KN)N∈N ⊆ Nmit KN := 1 + b ln(N)4+b c für alle
N ∈ N für ein b > 0 eine Folge mit K = KN ∼ ln(N)4+b . Folglich gelten K = Ξ(1, N)
sowie c−4K K2β+1  N
4
4+b ln2β+1(N) = O(N) und somit gilt nach Satz 4.30:
||αˆ1− α1||2SH = OP(ln−2β(N)).
(b) Gelte nun cN  N−a für ein a > 1, so ist (KN)N∈N ⊆ Nmit KN := 1 + bN
1
1+4a+2β c für
alle N ∈ N eine Folge mit K = KN ∼ N
1
1+4a+2β . Folglich gelten K = Ξ(1, N) sowie
c−4K K
2β+1  K1+4a+2β  N und somit gilt nach Satz 4.30:
||αˆ1− α1||2SH = OP
(
N−
2β
1+4a+2β
)
.
Bspw. für a = 54 und β = 3 gilt ||αˆ1− α1||2SH = OP(N−
1
2 ).
(c) Es gelte cN  N−1ln−c(N) für ein c > 1. Dann handelt es sich bei (KN)N∈N ⊆ N mit
KN := 1 + bN
1
2β+c˜c für alle N ∈ N für ein c˜ > 5 um eine Folge mit K= KN ∼ N
1
2β+c˜ .
Somit gelten K = Ξ(1, N) und c−4K K2β+1  N
2β+5
2β+c˜ ln4(N) = O(N) und folglich gilt
nach Satz 4.30 für alle c˜ > 5:
||αˆ1− α1||2SH = OP
(
N−
2β
2β+c˜
)
.
Bspw. für β = 3, c = 2 und c˜ = 214 gilt ||αˆ1− α1||2SH = OP(N−
8
15 ). 
4.3.2 Operatorschätzung im FARCH(p)-Modell mit p > 1
In diesem Abschnitt befassen wir uns mit der Schätzung der Operatoren der FARCH(p)-
ZeitreiheX = (Xk)k∈Zmit den auf S.33 f. erwähnten Eigenschaften im Fall p > 1. Für die
durch X induzierte FAR(p)-Zeitreihe Z = (Zk)k∈Z = (X 2k −m2)k∈Z mit m2 := E(X 21 )
und der Zeitreihe aus Innovationen ν = (νk)k∈Z = (X 2k − σ2k )k∈Z gilt dabei
Zk
Zk−1
...
Zk−p+2
Zk−p+1
 =

νk
0H
...
0H
0H
 +

α1 · · · · · · · · · αp
IH 0LH · · · · · · 0LH
0LH IH 0LH · · · 0LH... . . . . . . . . . ...
0LH · · · 0LH IH 0LH


Zk−1
Zk−2
...
Zk−p+1
Zk−p

 Zk(p) = ν˜k(p) + A(Zk−1(p)) (4.62)
f.s. für alle k. Damit handelt es sich beiZ (p) = (Zk(p))k∈Z := ((Zk,Zk−1, ...,Zk−p+1)T )k∈Z
um eine H p-wertige FAR(1)-Zeitreihe mit operatorwertiger Matrix A : H p → H p und
H p-wertiger Zeitreihe aus Innovationen ν˜(p) = (ν˜k(p))k∈Z := ((νk, 0H , ..., 0H )T )k∈Z.
Für die Herleitung der Schätzer und zur Bestimmung der Raten der quadratischen Schätz-
fehler der Schätzer für die Operatoren im FARCH(p)-Modell benötigen wir diverse Hilfs-
mittel, die teilweise auf Ideen von Aue und Klepsch in [4] basieren.
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Eigenschaften 4.32.
(a) X 2(p) = (X 2k (p))k∈Z := ((X 2k ,X 2k−1, ...,X 2k−p+1)T )k∈Z ist eine stationäre, bzgl. (εk)k
kausale, geometrisch L4H p-m-approximierbare Zeitreihe.
(b) Z (p) ist eine zentrierte, stationäre, bzgl. (εk)k kausale, geometrisch L4H p-m-appro-
ximierbare Zeitreihe.
(c) ν˜(p) ist ein bzgl. (εk)k kausales, geometrisch L4H p-m-approximierbares halb-starkes
weißes Rauschen.
Beweis.
(a) Nach Lemma 3.6 handelt es sich beiX 2 = (X 2k )k um eine stationäre, bzgl. ε = (εk)k
kausale und geometrisch L4H -m-approximierbare Zeitreihe, womitX 2(p) = (X 2k (p))k∈Z :=
((X 2k ,X 2k−1, ...,X 2k−p+1)T )k eine stationäre Zeitreihe ist. Wegen Kausalität von X 2 bzgl.
ε existiert eine messbare Funktion f : H ∞ → H mit X 2k = f(εk, εk−1, ...) f.s. für alle k
und es gibt folglich eine messbare Funktion g : H ∞ →H p mit
X 2k (p) =
(
f(εk, εk−1, ...), ..., f(εk−p+1, εk−p, ...)
)T
=: g(εk, εk−1, ...)
f.s. für alle k, womit auchX 2(p) bzgl. ε kausal ist. Aus dieser Darstellung folgt dann für
die l-ten Komponenten von X 2k,m(p) := g(εk, ..., εk−m+1, ε
(m)
k−m, ε
(m)
k−m−1, ...) mit k ∈ Z, l =
1, ..., p und m ∈ N : Z (l)k,m(p) = f(εk+1−l, ..., εk−m+1, ε(m)k−m, ε(m)k−m−1, ...) = X 2k+1−l,m (siehe
Definition 2.37). Per Definition von ν4,H p(·) sowie der Norm || · ||2H p , wegen Stationarität
vonX 2(p) sowie (X 2k,m(p))k, der Cauchy-Schwarz’schen Ungleichung und daX 2 = (X 2k )k
geometrisch L4H -m-approximierbar ist, gilt
ν4,H p(X 2m(p)−X 2m,m(p)) =
[ p∑
k,l=1
E||X 2m+1−k −X 2m+1−k,m||H ||X 2m+1−l−X 2m+1−l,m||H
]1/4
≤ ν4,H (X 2m −X 2m,m) = O(ρm)
für ein ρ ∈ (0, 1) mit m→∞. Damit ist X 2(p) geometrisch L4H p-m-approximierbar.
(b) folgt aus der Argumentation in (a) und Eigenschaften 4.6 (b).
(c) folgt aus der Argumentation in (a) und Eigenschaften 4.6 (c).
Bevor wir nun zeigen, dass die erste Zeile von A in (4.62), d.h. der Zeilenvektor
α := (α1 · · · αp), (4.63)
der nach Lemma 2.16 Element von SH p,H ist, wie α1 im FARCH(1)-Modell eine gewisse
Yule-Walker-Gleichung erfüllt, führen wir noch die folgenden Operatoren ein.
Definition und Eigenschaften 4.33.
(a) Wir schreiben
Sp := C0;Z (p) = E[Zp(p)⊗Zp(p)]. (4.64)
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Gemäß Definition und Eigenschaften 2.32 ist dieser Operator selbstadjungiert sowie
Element von NH p und es gilt
||Sp||NH p = pE||Z0||2H . (4.65)
(b) Für alle h ∈ Z bezeichnen wir
Sp,h := Ch;Z (p),Z := CZp(p),Zp+h = E[Zp(p)⊗Zp+h] (4.66)
als die Autokreuzkovarianzoperatoren vonZ (p) undZ . Diese Operatoren sind nach
Definition und Eigenschaften 2.29 Element von NH p,H und für alle h gilt
||Sp,h||NH p,H ≤
√
p E||Z0||2H . (4.67)
Beweis.
(a) folgt aus (2.31), ||Z p(p)||2H p =
∑p
k=1 ||Zk||2H und Stationarität von Z .
(b) Aufgrund von (2.32), E||Zp(p)||2H p = pE||Z0||2H , der Definition von Sp,h und Statio-
narität von Z gilt für alle h
||Sp,h||NH p,H ≤
(
E||Zp(p)||2H pE||Zp+h||2H
)1/2
=
√
p E||Z0||2H .
Satz 4.34. Beim Zeilenvektor α = (α1 · · · αp), der aus den Operatoren des FARCH(p)-
Modells besteht, handelt es sich um eine Lösung der Yule-Walker-Gleichung
Sp,1 = αSp, (4.68)
wobei α genau dann die eindeutige Lösung ist, wenn Sp injektiv ist.
Beweis. Per Definition von α,Sp,1,Sp sowieZp und wegenZp+1 =
∑p
k=1 αk(Zp+1−k)+νp+1
f.s., νp+1 = σ2p+1 (ε2p+1− 1) sowie E(ε2p+1) = 1 gilt wie im Nachweis von Satz 4.27:
Sp,1 =
p∑
k=1
αkE[〈Zp(p), ·〉H pZp+1−k] = αSp,
wobei Sp nach Satz 4.22 und nach dem Spektralsatz genau dann die eindeutige Lösung
von (4.68) ist, wenn Sp injektiv ist.
Gemäß folgendem Lemma liegt unter bestimmten Annahmen auch im Fall p > 1 stets
Injektivität von Spvor, womit die Yule-Walker-Gleichung (4.68) stets eindeutig lösbar ist.
Lemma 4.35. Die Parameter δ und α1, ..., αp der H -wertigen FARCH(p)-Zeitreihe X
erfüllen die Annahme 4.8 und deren Zeitreihe (εk)k∈Z ⊆H aus Innovationen erfüllt (4.2).
Falls (εk)k∈Z zusätzlich die Annahme 4.9 erfüllt, gilt:
(a) Es gibt keinen abgeschlossenen Unterraum U (H p mit P(X 2(p) ∈ U ) = 1.
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(b) Es gibt keinen abgeschlossenen Unterraum U (H p mit P(Z (p) ∈ U ) = 1.
(c) Der Kovarianzoperator Sp = C0;Z (p) ist injektiv.
Beweis.
(a) Mit vollständiger Induktion zeigen wir, dass für alle k = 1, ..., p kein abgeschlossener
Unterraum U [k] (H kmit P(X 2(k) ∈ U [k]) = 1 existiert.
Induktionsanfang : Für den Nachweis für k = 1 siehe Lemma 4.11 (a).
Induktionsvoraussetzung : Die Behauptung gelte für ein beliebiges, aber festes k ∈ N<p.
Induktionsschluss (k → k + 1): Angenommen es gibt einen abgeschlossenen Unterraum
U [k+1] ( H k+1 mit X 2(k + 1) ∈ U [k+1] f.s. Dann gibt es ein h = (hk+1, ..., h1) ∈ H k+1
mit h 6= 0H k+1 , sodass 〈X 2(k+1), (hk+1, ..., h1)〉H k+1 := ∑k+1i=1 〈X 2i , hi〉H = 0 f.s. gilt.
1. Fall : hk+1 = 0H . 〈X 2(k+1), (hk+1, ..., h1)〉H k+1 =〈X 2(k), (hk, ..., h1)〉H k = 0 f.s. für jedes
h˜ := (hk, ..., h1) ∈H kmit h˜ 6= 0H k . Somit giltX 2(k) ∈ U [k] f.s. für einen abgeschlossenen
Unterraum U [k] (H k, was jedoch im Widerspruch zur Induktionsvoraussetzung steht.
2. Fall : hk+1 6= 0H .WegenX 2k+1 = σ2k+1ε2k+1 f.s., da die Zufallsvariablen σ2k+1,X 2k , ...,X 21
stochastisch unabhängig von ε2k+1 sind, aufgrund m2 = E(X 2i ) = E(σ2i ) für alle i und we-
gen Definition und Eigenschaften 2.25, gilt f.s.:
E
[
〈X 2(k+1), (hk+1, ..., h1)〉H k+1
∣∣∣ε2k+1] = 〈E[X 2k+1 |ε2k+1] , hk+1〉H + k∑
i=1
〈m2, hi〉H
= 〈ε2k+1,m2 hk+1〉H +
k∑
i=1
〈m2, hi〉H .
Wegen 〈X 2(k+1), (hk+1, ..., h1)〉H k+1 = 0 f.s. gilt somit 〈ε2k+1,m2 hk+1〉H = c f.s. bzw.
〈ε20 ,m2  hk+1〉H = c f.s. mit c := −
∑k
i=1 〈m2, hi〉H , womit ε20 wegen m2  h ∈ H und
m2 h 6= 0H (siehe Nachweis von Lemma 4.11 (a)) f.s. Werte in einem abgeschlossenen,
affinen Unterraum U (H annimmt. Damit gilt die Behauptung in (a) als verifiziert.
(b) folgt aus (a), Zp(p) =X 2p (p)− E(X 2p (p)) sowie Eigenschaften 2.23 (e).
(c) folgt aus (b) und Definition und Eigenschaften 2.28 (d).
Da also auch Sp,1 = αSp für p > 1 aufgrund der gemachten Voraussetzungen stets eindeu-
tig lösbar ist, können analog zum Fall p = 1 Schätzer für α in Abhängigkeit der folgenden
empirischen Versionen von Sp,1 sowie Sp angegeben werden, bei deren Konstruktion so-
wohl die Bemerkung 4.7 als auch die Definition der Zeitreihe X 2(p) beachtet wurde.
Definition und Eigenschaften 4.36. Es sei X1, ...,XN mit N ∈ N und N > p+ 1 eine
Stichprobe der FARCH(p)-Zeitreihe X mit den Eigenschaften auf S.33 f.
(a) Die empirischen Kovarianzoperatoren Sˆp = Cˆ0;X 2(p), definiert durch
Sˆp :=
1
Np − 1
Np∑
k=1
(
X 2p+k−1(p)− mˆ1(X 2(p))
)
⊗
(
X 2p+k−1(p)− mˆ1(X 2(p))
)
(4.69)
57
mit Np := N − p und mˆ1(X 2(p)) := N−1p
∑Np
i=1X
2
p+i−1(p), sind zwar nicht notwendi-
gerweise erwartungstreue Schätzer für Sp = C0;Z (p), erfüllen jedoch
||Sˆp−Sp||2SH p = OP(N−1). (4.70)
(b) Die empirischen Versionen von Sp,1 = C1;X 2(p),X 2 aus (4.66), welche wir aufgrund
von C1;Z (p),Z = C1;X 2(p),X 2 durch
Sˆp,1 :=
1
Np − 1
Np∑
k=1
(
X 2k+p−1(p)− mˆ1(X 2(p))
)
⊗
(
X 2k+p − mˆ1(X 2)
)
(4.71)
mit mˆ1(X 2(p)) aus (a) und mˆ1(X 2) := N−1p
∑Np
j=1X
2
p+j definieren, sind nicht not-
wendigerweise erwartungstreue Schätzer für Sp,1. Es gilt jedoch
||Sˆp,1−Sp,1||2SH p,H = OP(N−1). (4.72)
Beweis.
(a) Analog zur Argumentation von Satz 4.4 (b) ist Sˆp nicht notwendigerweise ein erwar-
tungstreuer Schätzer für Sp. Aus den Überlegungen im Beweis von Satz 4.4 (b) und der
Definition des Schätzers Sˆp folgt mit m1(X 2(p)) = E(X 2(p)) und Zl(p) = X 2l (p) −
m1(X 2(p)) für alle l außerdem:
Sˆp =
Np
Np−1
(
m1(X 2(p))− mˆ1(X 2(p))
)
⊗
(
m1(X 2(p))− mˆ1(X 2(p))
)
+ 1
Np−1
Np∑
k=1
Zp+k−1(p)⊗Zp+k−1(p),
woraus per Definition von Sˆp wiederum folgt (siehe (4.15)):
||Sˆp−Sp||2SH p -
( Np
Np−1
)2[ ∣∣∣∣∣∣mˆ1(X 2(p))−m1(X 2(p))∣∣∣∣∣∣4
H p
+ N−2p ||Sp||2SH p
+
∣∣∣∣∣∣∣∣N−1p ( Np∑
k=1
Zp+k−1(p)⊗Zp+k−1(p) − Sp
)∣∣∣∣∣∣∣∣2SH p
]
.
Dabei gilt per Definition der Ausdrücke mˆ1(X 2(p)),m1(X 2(p)),Zl(p) für alle l sowie von
〈·, ·〉H p und aufgrund der Überlegungen im Nachweis von (4.4):
E
∣∣∣∣∣∣mˆ1(X 2(p))−m1(X 2(p))∣∣∣∣∣∣2
H p
=
p∑
k=1
N−2p
Np∑
i,j=1
E〈Zk+i−1,Zk+j−1〉H = O(pN−1p ).
Aus der Definition der Normen || · ||SH p sowie || · ||H p und von Sp folgt zudem mit einer
ONB (hp,j)j von H p, die durch eine ONB (hj)j von H induziert sei, gemäß Satz 4.4:
∣∣∣∣∣∣∣∣N−1p ( Np∑
k=1
Zp+k−1(p)⊗Zp+k−1(p) − Sp
)∣∣∣∣∣∣∣∣2SH p
=
∞∑
l=1
p∑
m=1
∣∣∣∣∣∣∣∣N−1p ( Np∑
k=1
〈Zm+k−1, hl〉HZp+k−1(p) − E
[
〈Zm+k−1, hl〉HZp+k−1(p)
])∣∣∣∣∣∣∣∣2
H p
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=
∞∑
l=1
p∑
m,n=1
∣∣∣∣∣∣∣∣N−1p ( Np∑
k=1
〈Zm+k−1, hl〉HZn+k−1 − E
[
〈Zm+k−1, hl〉HZn+k−1
])∣∣∣∣∣∣∣∣2
H
=
p∑
m,n=1
||Cˆn−m;Z − Cn−m;Z ||2H = O(p3N−1p ).
Insgesamt führen (4.65) und Np ∼ N für jedes feste p tatsächlich zu
||Sˆp−Sp||2SH p -
( Np
Np−1
)2[
OP(p2N−1p ) + OP(pN−2p ) + OP(p3N−1p )
]
= OP(N−1).
(b) Auch Sˆp,1 ist nach der Argumentation im Beweis von Satz 4.4 (b) nicht notwendiger-
weise ein erwartungstreuer Schätzer fürSp,1 und mitm1(X 2(p)) = E(X 2(p)), m1(X 2) =
E(X 2), Zl(p) = X 2l (p)−m1(X 2(p)) und Zl = X 2l −m1(X 2) für alle l gilt wie in (a):
Sˆp,1 =
Np
Np−1
(
m1(X 2(p))− mˆ1(X 2(p))
)
⊗
(
m1(X 2)− mˆ1(X 2)
)
+ 1
Np−1
Np∑
k=1
Zp+k−1(p)⊗Zp+k.
Demnach gilt per Definition von Sˆp,1 sowie Sp,1, wegen (4.67) und wegen der Argumen-
tation in Teil (a) für jedes feste p:
||Sˆp,1−Sp,1||2SH p,H
-
( Np
Np−1
)2[ ∣∣∣∣∣∣mˆ1(X 2(p))−m1(X 2(p))∣∣∣∣∣∣2
H p
∣∣∣∣∣∣mˆ1(X 2)−m1(X 2)∣∣∣∣∣∣2
H
+ N−2p ||Sp,1||2SH p,H +
∣∣∣∣∣∣∣∣N−1p ( Np∑
k=1
Zp+k−1(p)⊗Zp+k − Sp,1
)∣∣∣∣∣∣∣∣2SH p,H
]
=
( Np
Np−1
)2[
OP(pN−2p ) + OP(
√
pN−1p ) +
p∑
n=1
||Cˆn;Z (Np) − Cn;Z ||2H
]
=
( Np
Np−1
)2[
OP(pN−2p ) + OP(
√
pN−1p ) + OP(p2N−1p )
]
= OP(N−1).
Es sei (cp,j)j∈N die Eigenfunktionenfolge mit zugehörender o.B.d.A. monoton fallender
Eigenwertfolge (cp,j)j∈N von Sp = C0;Z (p) und (cˆp,j)j∈N sei die Eigenfunktionenfolge mit
zugehörender o.B.d.A. monoton fallender Eigenwertfolge (cˆp,j)j∈N von Sˆp. Dann setzen
wir für α folgenden Schätzer mit K =KN ∈N und einer Nullfolge (ϑN)N∈N ⊆ (0,∞) an:
αˆ := Sˆp,1Sˆ†p
cˆp,K∐
cˆp,1
= Sˆp,1Sˆp(Sˆ2p + ϑN IH p)−1
cˆp,K∐
cˆp,1
. (4.73)
Wir können nun das folgende Konsistenzresultat angeben.
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Satz 4.37. Für ein p > 1 sei X = (Xk)k∈Z eine H -wertige FARCH(p)-Zeitreihe
mit den Eigenschaften auf S.33 f., deren Parameter δ, sowie α1, ..., αp die Annah-
me 4.8 und deren Zeitreihe (εk)k∈Z aus Innovationen (4.2) sowie die Annahme 4.9
erfüllen. Ferner erfülle Sp die Annahme 4.18, (Φp,ij)i,j∈N sei die durch die Eigen-
funktionenfolgen (cp,j)j∈N ⊆ H p von Sp sowie (cj)j∈N ⊆ H von C0 = C0;Z induzierte
ONB von SH p,H , es gelte α = (α1 · · ·αp) und αˆ seien die Schätzer aus (4.73) mit
ϑN = O(N−1/2).
(a) Dann gilt für jedes feste K ∈ N mitJp,K := {Φp,ij |1 ≤ i, j ≤ K} :∣∣∣∣∣∣αˆ −∐
Jp,K
α
∣∣∣∣∣∣2SH p,H = OP(N−1). (4.74)
(b) Ferner, falls das Tupel (α, (Φp,ij)i,j) die Annahme 4.24 für ein β > 0 erfülle,
gilt für jede Folge (KN) ⊆ N mit K = KN = Ξ(1, N) und c−4p,KK2β+1 = O(N) :
||αˆ− α||2SH p,H = OP(K−2β). (4.75)
Beweis.
(a) Aus Satz 2.14, (4.68), (4.72) und den Überlegungen im Beweis von Satz 4.28 folgt mit
S†p := Sp(S2p + ϑNIH p)−1 für alle K,N :
∣∣∣∣∣∣αˆ −∐
Jp,K
α
∣∣∣∣∣∣2SH p,H - ||Sˆp,1−Sp,1||2SH p,H
∣∣∣∣∣∣Sˆ†p cˆp,K∐
cˆp,1
∣∣∣∣∣∣2LH p + ||Sp,1||2SH p,H
∣∣∣∣∣∣Sˆ†p cˆp,K∐
cˆp,1
−S†p
cp,K∐
cp,1
∣∣∣∣∣∣2LH p
+
∣∣∣∣∣∣Sp,1S†p cp,K∐
cp,1
− ∐
Jp,K
α
∣∣∣∣∣∣2SH p,H
- OP(N−1)
∣∣∣∣∣∣Sˆ†p cˆp,K∐
cˆp,1
∣∣∣∣∣∣2LH p +
∣∣∣∣∣∣Sˆ†p cˆp,K∐
cˆp,1
−S†p
cp,K∐
cp,1
∣∣∣∣∣∣2LH p +
∣∣∣∣∣∣ ∐
J cp,K
αS‡p
cp,K∐
cp,1
∣∣∣∣∣∣2SH p,H
+
∣∣∣∣∣∣ ∐
Jp,K
α
[
S‡p
cp,K∐
cp,1
− IH p
]∣∣∣∣∣∣2SH p,H
=: OP(N−1) · T1 + T2 + T3 + T4. (4.76)
Term T1 : Analog zu den Umformungen bei T1 in Satz 4.28 gilt für jedes feste K :
∣∣∣∣∣∣Sˆ†p cˆp,K∐
cˆp,1
∣∣∣∣∣∣2LH p = OP(c−2p,K) = OP(1). (4.77)
Term T2 : Aufgrund von Lemma 4.1, (4.70), Korollar 4.13, Lemma 4.21 und den Überle-
gungen bei der Herleitung der Rate von Term T2 in Satz 4.28 gilt für jedes feste K :
∣∣∣∣∣∣Sˆ†p cˆp,K∐
cˆp,1
−S†p
cp,K∐
cp,1
∣∣∣∣∣∣2LH p = OP(c−4p,KN−1) + OP(c−4p,KKN−1) = OP(N−1). (4.78)
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Term T3 : Da (Φp,ij)i,j eine durch die ONB (cp,k)k von H p sowie (cl)l von H induzierte
ONB von SH p,H ist, gilt für α ∈ SH p,H mitJ cp,K := {Φp,ij |i, j > K}, wie bei der Herleitung
der Rate T3 in Satz 4.28 für alle k,K ∈ N :∐
J cp,K
α(cp,k) = 1N>K(k)
∑
i>K
〈α(cp,k), ci〉H ci,
woraus wiederum für jedes K ∈ N folgt:
∣∣∣∣∣∣ ∐
J cp,K
αS‡p
cp,K∐
cp,1
∣∣∣∣∣∣2SH p,H =
K∑
j=1
1N>K(j)
[
c2p,j
c2p,j + ϑN
]2 ∣∣∣∣∣∣ ∑
i>K
〈α(cp,k), ci〉H ci
∣∣∣∣∣∣2
H
= 0. (4.79)
Term T4 : Aus
∐
Jp,Kα(cp,k) = 1N≤K(k)
∑
i>K 〈α(cp,k), ci〉H ci für alle k,K, ϑN = O(N−1/2)
und der Argumentation bei der Herleitung der Rate von T4 in Satz 4.28 folgt für feste K :
∣∣∣∣∣∣ ∐
Jp,K
α
[
S‡p
cp,K∐
cp,1
− IH p
]∣∣∣∣∣∣2SH p,H ≤ ϑ2N c−4p,K ||α||2SH p,H = O(N−1). (4.80)
Setzen wir die Raten (4.77) bis (4.80) in (4.76) ein, so führt dies, wie behauptet, zu (4.74).
(b) Aus α = ∐Jp,Kα + ∐J cp,Kα, ||∐J cp,Kα||2SH p,H = O(K−2β) nach Annahme 4.24 für ein
β > 0, der Argumentation in (a), ϑN = O(N−1/2) und c−4p,KK2β+1 = O(N) folgt
||αˆ− α||2SH p,H = OP(c−4p,KKN−1) + ϑ2N c−4p,K + O(K−2β)
= OP(K−2β).
Bemerkung 4.38. Zwar stimmen die Voraussetzungen in Satz 4.37 nicht eins zu eins
mit denen von Satz 4.30 überein, jedoch sind sowohl die vorausgesetzten Raten für die
angegebenen Folgen als auch die Raten im Endresultat identisch, womit sich die Beispiele
4.31 für p = 1 unmittelbar auf p > 1 in Satz 4.37 übertragen lassen. 
4.4 Operatorschätzung im FGARCH-Modell
In diesem Abschnitt thematisieren wir die Schätzung der Operatoren einer H -wertigen
FGARCH(p, q)-ZeitreiheX = (Xk)k∈Z. Im Vorbereitungsteil analysieren wir das asymp-
totische Verhalten bestimmter Kovarianz- und Autokreuzkovararianzoperatoren, befassen
uns danach mit der Schätzung der Operatoren in der Darstellung der durchX induzierten
FARMA(r, q)-Zeitreihe Z = (Zk)k∈Z = (X 2k −m2)k∈Z mit r := max(p, q), m2 = E(X0),
sowie der Zeitreihe aus Innovationen ν = (νk)k∈Z = (X 2k − σ2k)k∈Z (siehe Abschnitt 4.1.2)
als invertierbare Zeitreihe (siehe Abschnitt 2.5.2) und geben der Vollständigkeit halber
Konsistenzresultate für die quadratischen Schätzfehler der Schätzer für die Operatoren
in der Darstellung von Z als linearem Prozess bzgl. ν an. Von den Resultaten bei der
Schätzung der Operatoren in der invertierbaren Darstellung werden wir anschließend bei
der Schätzung der Operatoren im FGARCH(1, 1)-Modell, und darauf aufbauend bei der
Schätzung der Operatoren im FGARCH(p, q)-Modell mit r > 1 Gebrauch machen.
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4.4.1 Vorbereitung
Wie bereits erwähnt, beschäftigen wir uns hier mit der Schätzung der Operatoren in
der invertierbaren Darstellung und anschließend in der Darstellung als linearen Prozess
von Z = (Zk)k∈Z. Dabei analysieren wir zunächst das asymptotische Verhalten sowohl
von Kovarianzoperatoren, seinen Eigenwerten und seinen Eigenfunktionen als auch von
Autokreuzkovarianzoperatoren, wobei diese Größen von einer Folge (LN)N∈N ⊆ N mit
L = LN = Ξ(1, N), statt von einem festen p, abhängen.
4.4.1.1 Das asymptotische Verhalten bestimmter Kovarianz- und
Autokreuzkovarianzoperatoren bei wachsender Dimension
Für die Herleitung der Konvergenzraten für wachsendes L = LN , statt festem p ∈ N wie
in Abschnitt 4.3.2, ist zu beachten, dass auch die Kovarianzoperatoren SL = C0;Z (L),
die zugehörenden Eigenwerte cL,j und Eigenfunktionen cL,j mit Z (L) = (Zk(L))k∈Z :=
((Zk,Zk−1, ...,Zk−L+1)T )k∈Z und auch die AutokreuzkovarianzoperatorenSL,h = Ch;Z (L),Z
für alle h, j vom Stichprobenumfang N abhängen. Da wegen (4.65)
||SL||NHL = LE||Z0||2H (4.81)
gilt, gilt nämlich für die Eigenwerte cL,j von SL für alle j :
cL,j ≤
∞∑
j=1
cL,j = ||SL||NHL ∝ L. (4.82)
Ferner gilt für die Autokreuzkovarianzoperatoren wegen (4.67) für alle h
||SL,h||SHL,H ≤
√
LE||Z0||2H . (4.83)
Des Weiteren erhalten wir das nachfolgende Resultat für die quadratischen Schätzfehler
der Schätzer für die Kovarianzoperatoren SL und die Autokreuzkovarianzoperatoren SL,1
bei wachsendem L = LN .
Korollar 4.39. Es seiX1, ...,XN mit N ∈ N eine Stichprobe der FGARCH(p, q)-Zeitreihe
X mit den Eigenschaften auf S.33 f., und (LN)N∈N ⊆ N sei eine Folge mit der Eigenschaft
L = LN = Ξ(1, N). Dann gilt mit SˆL aus (4.69)
||SˆL− SL||2SHL = OP(L
3N−1), (4.84)
und für SL,1 aus (4.71) gilt
||SˆL,1−SL,1||2SHL,H = OP(L
2N−1). (4.85)
Beweis. Die behaupteten Raten folgen aus NL := N −L ∼ N wegen L = LN = Ξ(1, N),
(4.8) und den Überlegungen im Nachweis von Definition und Eigenschaften 4.36.
62
Für die Schätzfehler der Schätzer für die Eigenwerte von SL gilt aufgrund von (4.84) sowie
|cˆL,j − cL,j | ≤ ||SˆL− SL||2SHL für alle j gemäß (4.18)
sup
j∈N
|cˆL,j − cL,j |2 = OP(L3N−1). (4.86)
Falls die Operatoren SL die Annahme 4.18 für alle L ∈ N erfüllen, gilt nach Lemma 4.16
sowie Korollar 4.21 außerdem
||cˆ′′′L,j − cL,j ||2H L = OP(L3N−1) (4.87)
für alle j ∈ N und
sup
j≤K
||cˆ′′′L,j − cL,j ||2H L = OP(c−2L,KL3N−1) (4.88)
für jede Folge (KN)N∈N ⊆ N mit K = KN = Ξ(1, N), wobei cˆ′′′L,j für die modifizierten j-te
Eigenfunktionen von SˆL aus (4.26) steht.
Bemerkung 4.40. Die Konvergenzraten (4.84), (4.86) sowie (4.87) bzw. (4.88) sind,
isoliert betrachtet, nur im Fall L = LN = o(N 1/2) sowie L = o(N 1/3) bzw. c−2L,KL3 = o(N)
sinnvoll. In Lemma 4.46 (b) wird jedoch nur L = LN = o(N) verlangt und in Beispiel 4.52
wird deutlich, dass es Szenarien gibt, in denen es vorteilhaft ist, wenn LN zumindest so
schnell wächst wie N1/2 (bspw. im Fall b = 2 = β). 
Es stellt sich außerdem die Frage, ob die Operatoren SL = C0;Z (L) für alle L bei der vor-
liegenden, durch die FGARCH(p, q)-Zeitreihe X induzierten FARMA(r, q)-Zeitreihe Z ,
injektiv sind und sie somit Teil (a) der Annahme 4.18 erfüllen. Diese Frage lässt sich im
folgenden Korollar mit ja beantworten.
Korollar 4.41. Die Parameter δ und α1, ..., αp, β1, ..., βq derH -wertigen FGARCH(p, q)-
Zeitreihe X erfüllen die Annahme 4.8, und deren H -wertige Zeitreihe (εk)k∈Z aus Inno-
vationen erfülle (4.2). Erfüllt (εk)k zusätzlich Annahme 4.9, so gilt für alle L ∈ N :
(a) Es gibt keinen abgeschlossenen Unterraum U (H Lmit P(Z (L) ∈ U ) = 1.
(b) Der Kovarianzoperator SL = C0;Z (L) ist injektiv.
Beweis. Beide Teile folgen aus Lemma 4.11 und Lemma 4.35, weil im Nachweis beider
Lemmata zwar Zk = X 2k −m2 = σ2k  ε2k −m2 f.s., jedoch nicht die konkrete Gestalt von
Xk eingegangen sind und die Länge L der Vektoren Zk(L) := (Zk,Zk−1, ...,Zk−L+1)T im
Nachweis von Lemma 4.35 irrelevant ist.
Nun geben wir eine obere Schranke für das asymptotische Verhalten von (cL,K)N an, wenn
(KN)N∈N ⊆ N und (LN)N∈N ⊆ N gegen unendlich streben. Dieses asymptotische Verhal-
ten ist bislang unbekannt, obwohl eine obere Schranke für das asymptotische Verhalten
von (cL,K)N für L = LN →∞ bei festemK und fürK = KN →∞ bei festem L bekannt ist.
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Korollar 4.42. Es seien (KN)N∈N ⊆ N und (LN)N∈N ⊆ N Folgen mit K = KN →∞ und
L = LN →∞. Dann gilt für die Eigenwerte der Kovarianzoperatoren SL
cL,K = O(K−1L). (4.89)
Fordern wir zusätzlich cL,K = Ω(
√
L3N−1), was wegen (4.89) nur für Folgen (KN)N∈N mit
K = O(
√
L−1N) der Fall ist, so gilt außerdem
cˆL,K = OP(cL,K) und cL,K = OP(cˆL,K). (4.90)
Beweis. Wegen (4.82) und o.B.d.A. cL,1 ≥ · · · ≥ cL,K für feste K,L gilt
L ∝
∞∑
j=1
cL,j ≥
K∑
j=1
cL,j ≥ KcL,K ,
woraus (4.89) folgt. Des Weiteren folgt (4.90) aus cL,K = Ω(
√
L3N−1), (4.86) und der
Argumentation im Beweis von Korollar 4.13 (b).
4.4.1.2 Operatorschätzung in invertierbarer Darstellung
Hier befassen wir uns mit der Schätzung der Operatoren in der invertierbaren Darstellung
(siehe (2.37)) der durch die FGARCH(p, q)-Zeitreihe X = (Xk)k∈Z mit starkem weißen
Rauschen ε = (εk)k∈Z induzierten FARMA(r, q)-Zeitreihe Z = (Zk)k∈Z = (X 2k −m2)k∈Z
mit halb-starkem weißen Rauschen ν = (νk)k∈Z = (X 2k − σ2k)k∈Z.
Dabei ist zu klären, ob die ZeitreiheZ überhaupt invertierbar ist. Da Invertierbarkeit eine
Eigenschaft linearer Prozesse ist (siehe Definition und Eigenschaften 2.35), muss zuerst
nachgewiesen werden, dass es sich bei Z überhaupt um einen linearen Prozess bzgl. ν
handelt. Für den Nachweis, dass Z mit
Zk = νk +
r∑
i=1
ξi(Zk−i) +
q∑
j=1
ηj(νk−j) (4.91)
f.s. für alle k (siehe Abschnitt 4.1.2) ein linearer Prozess bzgl. ν ist, verwenden wir die in
[28] aufgestellte Darstellung (ähnlich wie im FARCH(p)-Modell mit p > 1):

Zk
Zk−1
...
Zk−r+2
Zk−r+1
 =

νk
0H
...
0H
0H
 +

ξ1 · · · · · · · · · ξr
IH 0LH · · · · · · 0LH
0LH IH 0LH · · · 0LH... . . . . . . . . . ...
0LH · · · 0LH IH 0LH


Zk−1
Zk−2
...
Zk−r+1
Zk−r
 +
q∑
j=1

ηj 0LH · · · · · · 0LH
0LH 0LH
. . . . . . ...
... . . . . . . . . . ...
... . . . . . . . . . ...
0LH · · · · · · · · · 0LH


νk−j
0H
...
0H
0H

 Zk(r) = ν˜k(r) + Ξ(Zk−1(r)) +
q∑
j=1
Hj (ν˜k−j(r)), (4.92)
wobei Ξ und Hj für j = 1, ..., q per Definition Elemente von Lr×rH und nach Lemma 2.16
auch von LH r sind. Damit istZ (r) := (Zk(r))k∈Z eineH r-wertige FARMA(1, q)-Zeitreihe
mit Operatoren Ξ,H1, ...,Hr und Zeitreihe aus Innovationen ν˜(r) = (ν˜k(r))k∈Z.
Nun geben wir eine hinreichende Bedingung an, sodassZ ein zentrierter, linearer Prozess
bzgl. ν, und dieser unter zusätzlichen Voraussetzungen, sogar invertierbar ist.
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Lemma 4.43. Es sei Z = (Zk)k∈Z mit der Darstellung (4.91) f.s. für alle k die durch
die FGARCH(p, q)-Zeitreihe X = (Xk)k∈Z mit starkem weißen Rauschen ε = (εk)k∈Z
induzierte FARMA(r, q)-Zeitreihe mit halb-starkem weißen Rauschen ν = (νk)k∈Z. Des
Weiteren seien die Voraussetzungen von Lemma 4.11 erfüllt; es sei (vj)j∈N die Eigenfunk-
tionenfolge des Kovarianzoperators C0;ν und für Ξ aus (4.92) gelte ||Ξj0 ||LH r < 1 für ein
j0 ∈ N. Außerdem erfülle ε (4.2) sowie die Annahme 4.9, und für alle z ∈ C mit |z| ≤ 1
gelte sowohl det(Ak(z)) 6= 0 für alle k ∈ N, wobei Ak(z) eine C-wertige k × k-Matrix mit
den Einträgen
(Ak(z))mn :=
q∑
j=0
zj〈ηj(vm), vn〉H (4.93)
für alle m,n ∈ N≤k sei, als auch
q∑
j=1
zj ||ηj||LH 6= 1. (4.94)
Dann ist Z ein zentrierter, linearer, invertierbarer Prozess bzgl. ν, d.h. für alle k gilt
Zk := νk +
∞∑
i=1
ψi(νk−i) (4.95)
f.s., wobei (ψi)i∈N ⊆ LH eine Folge von Operatoren mit ∑∞i=1 ||ψi||LH <∞ sei, und
Zk = νk +
∞∑
i=1
pii(Zk−i) (4.96)
f.s., wobei (pii)i∈N ⊆ LH eine Folge von Operatoren mit ∑∞i=1 ||pii||LH <∞ sei.
Beweis. Aus ||Ξj0 ||LH r < 1 für ein j0 ∈ N folgt für die Zeitreihe Z (r) = (Zk(r))k∈Z aus
(4.92) gemäß [28], Theorem 3.8 mit η0 := IH und Ξ0 := IH r f.s. für alle k :
Zk(r) := ν˜k(r) +
q−1∑
i=1
( i∑
j=0
Ξi−jHj
)
(ν˜k−i(r)) +
∞∑
i=q
( q∑
j=0
Ξi−jHj
)
(ν˜k−i(r)),
womit für die erste Komponente von Zk(r) per Definition von ν˜k(r) aus (4.92) für alle k
und den operatorwertigen Matrizen Ξ sowie H1, ...,Hq aus (4.92) f.s. für alle k ∈ Z gilt:
Zk := νk +
q−1∑
i=1
i∑
j=0
(
Ξi−jHj
)
11
(νk−i) +
∞∑
i=q
q∑
j=0
(
Ξi−jHj
)
11
(νk−i).
Da ||Ξj0 ||LH r < 1 für ein j0 ∈ N nach [7], Lemma 3.1 äquivalent zu ||Ξj||LH r < abj für alle
j ∈ N für ein a > 0 und ein b ∈ (0, 1) ist, gilt nach der Definition der hier angegebenen
Operatoren, wegen elementarer Umformungen und ||ηj||LH ≤ c für jedes j für ein c > 0∣∣∣∣∣∣(Ξi−jHj)11∣∣∣∣∣∣LH ≤ ||Ξi−jHj||LH r < abi−j ||Hj||LH r ≤ acbi−j
für alle i, j, woraus wiederum folgt:
q−1∑
i=1
∣∣∣∣∣∣ i∑
j=0
(
Ξi−jHj
)
11
∣∣∣∣∣∣LH +
∞∑
i=q
∣∣∣∣∣∣ q∑
j=0
(
Ξi−jHj
)
11
∣∣∣∣∣∣LH ≤ ac
q∑
j=1
b−j
∞∑
i=1
bi < ∞.
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Weil ν = (νk)k∈Z ein halb-starkes weißes Rauschen ist, istZ = (Zk)k∈Z nach Definition und
Eigenschaften 2.35 ein zentrierter, linearer Prozess bzgl. ν = (νk)k∈Z mit der Darstellung
(4.95), wenn ψi :=
∑i
j=0 (Ξi−jHj)11 für alle i ∈ N<q und ψi :=
∑q
j=0 (Ξi−jHj)11 für alle
i ∈ N≥q gilt. Aus der Argumentation in [7], S.187 f., Satz 2.36 und der Tatsache, dass
alle Eigenwerte des nach Lemma 4.11 injektiven Kovarianzoperators positiv sind, folgt
außerdem, dass Z invertierbar ist.
Das folgende Beispiel erfüllt die Voraussetzungen in Lemma 4.43.
Beispiel 4.44. Für die Operatoren α1, ..., αp, β1, ..., βq ∈ SH im FGARCH(p, q)-Modell
mit p, q ∈ N gelte nachfolgend ||αi||LH ≤ c sowie ||βj||LH ≤ c für alle i, j für ein hinreichend
kleines c ∈ (0, 1
q
) und es gelte βj =
∑∞
n=1 βj,n(vn ⊗ vn) für alle j, wobei (vn)n∈N für die
Eigenfunktionenfolge des Kovarianzoperators C0;ν stehe.
Für die Einträge der Matrix Ξr := (ξ[r]ij )i,j=1,...,r mit Ξ aus (4.92) lässt sich zeigen:
ξ
[r]
r−i j = ξj+1 +
i∑
k=1
ξk ξ
[r]
r−i+k j
für i = 1, ..., r − 1, j = 1, ..., r mit ξ[r]rj = ξj für j = 1, ..., r sowie ξr+1 := 0H . Folglich gilt
per Definition von ξ1, ..., ξr
||Ξr||2LH r ≤ r2
r∑
i,j=1
||ξ[r]ij ||2LH ≤ r4 max1≤i,j≤r ||ξ
[r]
ij ||2LH ,
woraus wegen ||αi||LH ≤ c und ||βj||LH ≤ c für alle i, j für ein hinreichend kleines c
||Ξr||LH r < 1 folgt. Aus βj =−ηj und
∑q
j=1 ||βj||LH <1 folgt außerdem (4.94) für alle z ∈ C
mit |z| ≤ 1. Ferner gilt wegen ∑∞n=1 βj,n(vn ⊗ vn) für alle j, βj,n = −ηj,n für alle j, n mit
η0,n := 1 für alle n sowie wegen 1 >
∑q
j=1 ||βj||LH =
∑q
j=1 |ηj,n| für die in Lemma 4.43
definierten Matrizen Ak(z) für alle k ∈ N und z ∈ C mit |z| ≤ 1:
det(Ak(z)) =
k∏
m=1
q∑
jm=0
zjmηjm,m 6= 0. 
Schließlich leiten wir die Schätzer für die Operatoren pii in (4.96) für alle i her. Dabei
fordern wir aus beweistechnischen Gründen neben der Gültigkeit der Voraussetzungen
von Lemma 4.43, dass pii für alle i Element von SH ist und ∑∞i=1 ||pii||SH <∞ gilt. Un-
ter diesen und zusätzlichen Voraussetzungen lässt sich die orthogonale Projektion von
piL := (pi1 · · · piL) ∈ SH L,H aufJL,K := lin{ΦL,ij|i, j ≤ K}, d.h. ∐JL,KpiL, mit K,L ∈ N
und jede Komponente von ∐JL,KpiL konsistent schätzen, wobei (ΦL,ij)i,j∈N für die durch
die Eigenfunktionenfolge (cL,k)k∈N ⊆ H L von SL = C0;Z (L) und die Eigenfunktionenfolge
(ck)k∈N ⊆H von C0 = C0;Z induzierte ONB von SH L,H steht. Unter gewissen Glattheits-
annahmen der Operatoren piL für alle L werden wir im Anschluss ein Konsistenzresultat
für den Operator piLangeben, ohne ihn auf einen endlichdimensionalen Unterraum zu pro-
jizieren. Für den Nachweis dieser Konsistenzresultate benötigen wir das folgende Lemma,
welches als Yule-Walker-Gleichung mit einem Rest interpretiert werden kann.
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Lemma 4.45. Es gelten die Voraussetzungen von Lemma 4.43. Dann gilt für alle L ∈ N
mit piL := (pi1 · · · piL) :
SL,1 = piLSL +
∑
l>L
pilSL,1−l. (4.97)
Beweis. Per Definition des Tensorproduktoperators sowie der Operatoren SL,1,piL und
SL, wegen ZL+1 = νL+1 +
∑∞
l=1 pil(ZL+1−l) f.s. für alle L und den Überlegungen beim
Beweis der Sätze 4.27 und 4.34 gilt, wie behauptet:
SL,1 =
L∑
l=1
pil
(
E[ZL(L)⊗ZL+1−l]
)
+ E
[∑
l>L
pil(ZL(L)⊗ZL+1−l)
]
= piLSL +
∑
l>L
pilSL,1−l.
Dabei wurde vom Satz von der majorisierten Konvergenz Gebrauch gemacht, dessen Vor-
aussetzungen erfüllt sind, da per Definition von || · ||SHL,H , || · ||HL und (Zk(L))k, wegen
Stationarität von (Zk)k,E||Z0||2H < ∞,
∑∞
l=1 ||pil||LH < ∞ nach Lemma 4.43 und der
Cauchy-Schwarz’schen Ungleichung für alle L gilt:
∞∑
l=1
E
∣∣∣∣∣∣pil(ZL(L)⊗ZL+1−l)∣∣∣∣∣∣SHL,H ≤
√
LE||Z0||2H
∞∑
l=1
||pil||LH < ∞.
Weil piL := (pi1 · · · piL) eine Lösung von (4.97) für alle L ist und die Operatoren pi1, ..., piL
nicht in∑l>L pilSL,1−l enthalten sind, ist piL nach Satz 4.22 und Korollar 4.41 die eindeutige
Lösung von (4.97). Deshalb setzen wir wie im FARCH(p)-Modell mit p ∈ N
pˆiL,K := SˆL,1Sˆ†L
cˆL,K∐
cˆL,1
= SˆL,1SˆL(Sˆ2L + ϑNIH L)−1
cˆL,K∐
cˆL,1
(4.98)
als Schätzer für ∐JL,KpiL mit K,L,N ∈ N an, wobei (ϑN)N∈N ⊆ (0,∞) eine Nullfolge sei.
Im Folgenden geben wir ein Konsistenzresultat für die Schätzfehler der Schätzer für die
Operatoren pii mittels der i-ten Komponenten der Schätzer pˆiL,K an, wobei Lemma 2.16
(c) sicherstellt, dass die Schätzer pˆiL,K operatorwertige Komponenten haben.
Lemma 4.46. Es sei X = (Xk)k∈Z eine H -wertige FGARCH(p, q)-Zeitreihe für
p, q ∈ Nmit den Eigenschaften auf S.33 f., deren Parameter δ sowie α1, ..., αp, β1, ..., βq
die Annahme 4.8 und deren Zeitreihe ε = (εk)k∈Z aus Innovationen (4.2) sowie die An-
nahme 4.9 erfülle. Ferner seien die Voraussetzungen von Lemma 4.43 erfüllt und die
durchX induzierte FARMA(r, q)-ZeitreiheZ = (Zk)k∈Z mit r := max(p, q) besitze die
Darstellung (4.96), wobei die Folge der Operatoren (pii)i∈N ⊆SH in der invertierbaren
Darstellung von Z bzgl. der Norm || · ||SH absolutsummierbar sei. Ferner erfüllen die
Kovarianzoperatoren SL = C0;Z (L) von Z (r) = (Zk(L))k∈Z = (Zk, ...,Zk−L+1)k∈Z die
Annahme 4.18 für alle L ∈ N, (ΦL,ij)i,j∈N seien die durch die Eigenfunktionenfolgen
(cL,j)j∈N ⊆H L von SL sowie (cj)j∈N ⊆H von C0 =C0;Z induzierten ONBs von SH L,H
für alle L ∈ N und pˆiL,K = (pˆi(1)L,K · · · pˆi(L)L,K) seien die auf einer Stichprobe X1, ...,XN
vonX mit K,L,N ∈N basierenden Schätzer für piL = (pi1 · · · piL) aus (4.98) mit einer
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Nullfolge (ϑN)N∈N ⊆ (0,∞).
(a) Es sei (LN)N∈N ⊆ N eine Folge mit L = LN = Ξ(1, N 1/4), es sei K ∈ N, es
gelte ∑l>L ||pil||LH = O(L−1/2), ϑN = O(√L∑l>L||pil||LH ), ϑN = O(L2N−1/2) und
cL,K = Ω(1). Dann gilt für jedes i∈N :∣∣∣∣∣∣pˆi(i)L,K − [ ∐
JL,K
piL
](i)∣∣∣∣∣∣2SH = OP(L4N−1) + O
(
L
(∑
l>L
||pil||LH
)2 )
. (4.99)
(b) Nun sei (LN)N∈N ⊆ N eine Folge mit L = LN = Ξ(1, N), (KN)N∈N ⊆ N sei eine
Folge mit K = KN = Ξ(1, 3
√
L−1N), es gelte cL,K = Ω(
√
L3N−1) sowie ϑN =
O(c−2L,KK−β), die Tupel (piL, (ΦL,ij)i,j) erfüllen die Annahme 4.24 für ein von L
unabhängiges β > 0 für alle L und es gelte c−1L,K
√
KL3N−1 = O(K−(2β+1)) im
Fall ∑l>L ||pil||LH = O(c−1L,K√KL3N−1) bzw. L−2N(∑l>L ||pil||LH)4 = O(K1−2β)
im Fall c−1L,K
√
KL3N−1 = O(∑l>L ||pil||LH). Dann gilt für alle i∈N :
||pˆi(i)L,K − pii||2SH = OP(K−2β). (4.100)
Beweis. Die Methode bei der Schätzung der Operatoren in der invertierbaren Darstellung
der Zeitreihe stimmt mit der Methode bei der Schätzung der Operatoren im FAR(p)-
Modell in Satz 4.37 überein, wenn p durch eine geeignete Folge (LN)N mit L = LN →∞
ersetzt wird, wobei hier zusätzlich eingeht, dass der Operator SL sowie seine Eigenwerte
und Eigenfunktionen vom Stichprobenumfang N abhängen. Im Beweis beider Teile des
Satzes werden wir
cˆ−1L,K = OP(c−1L,K) (4.101)
nutzen, was wegen cL,K = OP(cˆL,K) gemäß Korollar 4.42 aufgrund von cL,K = Ω(
√
L3N−1)
erfüllt ist (dies wurde in (b) vorausgesetzt und folgt für feste K ∈ N in (a) aus den
Voraussetzungen cL,K = Ω(1) sowie L = o(N 1/4)). In Teil (a) werden wir außerdem
c−lL,K = O(1) (4.102)
für feste K, l ∈ N verwenden, was wegen cL,K = Ω(1) für jedes feste K erfüllt ist.
(a) Aus (4.97) und den Umformungen im Beweis von Satz 4.37 folgt für alle K,L,N :∣∣∣∣∣∣pˆiL,K −∐
JL,K
piL
∣∣∣∣∣∣2SHL,H
- ||SˆL,l − SL,l||2SHL,H
∣∣∣∣∣∣Sˆ†LcˆL,K∐
cˆL,1
∣∣∣∣∣∣2LHL + ||SL,1||2SHL,H
∣∣∣∣∣∣Sˆ†LcˆL,K∐
cˆL,1
− S†L
cL,K∐
cL,1
∣∣∣∣∣∣2LHL
+
∣∣∣∣∣∣SL,1S†LcL,K∐
cL,1
−∐
JL,K
piL
∣∣∣∣∣∣2SHL,H
- OP(L2N−1)
∣∣∣∣∣∣Sˆ†LcˆL,K∐
cˆL,1
∣∣∣∣∣∣2LHL + L ·
∣∣∣∣∣∣Sˆ†LcˆL,K∐
cˆL,1
− S†L
cL,K∐
cL,1
∣∣∣∣∣∣2LHL +
∣∣∣∣∣∣[∑
l>L
pilSL,1−l
]
S†L
cL,K∐
cL,1
∣∣∣∣∣∣2SHL,H
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+
∣∣∣∣∣∣ ∐
JcL,K
piLS
‡
L
cL,K∐
cL,1
∣∣∣∣∣∣2SHL,H +
∣∣∣∣∣∣ ∐
JL,K
piL
[
S‡L
cL,K∐
cL,1
− IH L
]∣∣∣∣∣∣2SHL,H
=: OP(L2N−1) · T1 + L · T2 + T3 + T4 + T5. (4.103)
Term T1 : Wegen (4.101) und (4.102) gilt wie bei der Herleitung von T1 in Satz 4.37:
∣∣∣∣∣∣Sˆ†LcˆL,K∐
cˆL,1
∣∣∣∣∣∣2LHL = OP(c−2L,K) = OP(1). (4.104)
Term T2 : Aus (4.84) bis (4.88) und den Überlegungen bei der Herleitung der Rate des
Terms T2 in Satz 4.37, (4.101) und (4.102) resultiert für feste K mit L = Ξ(1, N 1/3) :
∣∣∣∣∣∣Sˆ†LcˆL,K∐
cˆL,1
− S†L
cL,K∐
cL,1
∣∣∣∣∣∣2LHL = OP(c−4L,KL3N−1) + OP(c−4L,KKL3N−1) = OP(L3N−1). (4.105)
Term T3 : Aus der operatorwertigen Hölder-Ungleichung in Satz 2.14, der Gestalt der
Rate von T1, (4.83), (4.101) und (4.102) folgt
∣∣∣∣∣∣[∑
l>L
pilSL,1−l
]
S†L
cL,K∐
cL,1
∣∣∣∣∣∣2SHL,H ≤ c−2L,K
∣∣∣∣∣∣∑
l>L
pilSL,1−l
∣∣∣∣∣∣2SHL,H = O
(
L
(∑
l>L
||pil||LH
)2 )
. (4.106)
Term T4 : Da (cL,k)k eine ONB vonH L, (cl)l eine ONB vonH und (ΦL,ij)i,j eine ONB von
SHL,H mit ΦL,ij(cL,k) = δjkci für alle i, j, k, L ∈ N ist, gilt mit J cL,K := {ΦL,ij |i, j > K} für
alle K,L wie bei der Herleitung der Rate von T3 in Satz 4.37:
∣∣∣∣∣∣ ∐
JcL,K
piLS
‡
L
cL,K∐
cL,1
∣∣∣∣∣∣2SHL,H =
K∑
j=1
1N>K(j)
[
c2L,j
c2L,j + ϑN
]2 ∣∣∣∣∣∣ ∑
i>K
〈piL(cL,j), ci〉H ci
∣∣∣∣∣∣2
H
= 0. (4.107)
Term T5 : Wegen ||piL||2SHL,H=
∑L
l=1 ||pil||2SH für alle L nach Lemma 2.16 und aufgrund von
Quadratsummierbarkeit der Folge (||pil||SH)l gilt für jedes feste K (siehe Herleitung der
Rate von T4 in Satz 4.37):
∣∣∣∣∣∣ ∐
JL,K
piL
[
S‡L
cL,K∐
cL,1
− IH L
]∣∣∣∣∣∣2SHL,H - ϑ2N c−4L,K ||piL||2SHL,H = O(ϑ2N). (4.108)
Gelte ϑN = O(
√
L
∑
l>L||pil||LH ) und ϑN = O(L2N−1/2), so führt das Einsetzen der Raten
(4.104) bis (4.108) der Terme T1 bis T5 in (4.103) für feste K ∈ N, wie behauptet, zu∣∣∣∣∣∣pˆiL,K −∐
JL,K
piL
∣∣∣∣∣∣2SHL,H = OP(L4N−1) + O
(
L
(∑
l>L
||pil||LH
)2 )
,
wobei diese Konvergenzrate nur sinnvoll ist, wenn, wie gefordert, sowohl L = o(N 1/4) als
auch ∑l>L ||pil||LH = O(L−1/2) gilt.
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(b) Aus den in Teil (a) verwendeten Umformungen, wegen L= Ξ(1, N), K = Ξ(1, 3
√
L−1N),
cL,K = Ω(
√
L3N−1), (4.47), da (piL, (ΦL,ij)i,j) die Annahme 4.24 für alle L für ein β > 0
erfüllt, und Korollar 4.39, (4.86), (4.88) sowie (4.101), folgt im Fall ϑN = O(c−2L,KK−β) :
||pˆiL,K − piL ||2SHL,H -
∣∣∣∣∣∣pˆiL,K −∐
JL,K
piL
∣∣∣∣∣∣2SHL,H+
∣∣∣∣∣∣∐
JcL,K
piL
∣∣∣∣∣∣2SHL,H
= OP(c−4L,KKL4N−1) + O
(
L
(
c−1L,K
∑
l>L
||pil||LH
)2 )
+ O(K−2β).
Im Fall ∑l>L||pil||LH = O(c−1L,K√KL3N−1) gilt folglich wegen c−4L,KL4N−1 = O(K−(2β+1)):
||pˆiL,K − piL ||2SHL,H = OP(c
−4
L,KKL
4N−1) + O(K−2β) = OP(K−2β).
Im Fall c−1L,K
√
KL3N−1 = O(∑l>L ||pil||LH) gilt mit L−2N(∑l>L ||pil||LH)4 = O(K1−2β):
||pˆiL,K − piL ||2SHL,H = OP
(
L
(
c−1L,K
∑
l>L
||pil||LH
)2 )
+ O(K−2β)
= OP
(
K−1L−2N
(∑
l>L
||pil||LH
)4 )
+ O(K−2β)
= OP(K−2β),
wobei c−1L,K
√
KL3N−1 = O(∑l>L ||pil||LH) wegen c−1L,K√KL3N−1 = Ω(√K3LN−1) aufgrund
von cL,K = O(K−1L) und da (
∑
l>L||pil||LH)N eine Nullfolge ist, nur möglich ist, wenn, wie
gefordert, K = o( 3
√
L−1N) gilt.
Das folgende Beispiel verdeutlicht, dass für alle p, q ∈ N Konstellationen von Operatoren
im FGARCH(p, q)-Modell vorliegen können, sodass die Folge (pii)i aus Lemma 4.46 bzgl.
der Norm || · ||SH absolutsummierbar ist und (piL, (ΦL,ij)i,j) aus Teil (b) von Lemma 4.46
die Annahme 4.24 für alle L für ein β > 0 erfüllt.
Beispiel 4.47. Hier verwenden wir die Notationen aus Lemma 4.46. Für die Operatoren
im FGARCH(p, q)-Modell mit p, q gelte sowohl αi = 0LH = βj für alle i 6= p, j 6= q als
auch αp = βq =: γ ∈ SH , wobei γ =∑∞j=1 γ˜j(cj ⊗ cj) ein selbstadjungierter Operator mit
||γ||SH <1 und γ˜j =O(j−a) für ein a> 12 mit j→∞ sei. Ferner gelte für alle L∈N,m∈N≤L
und j ∈N : 〈c(m)L,i , cj〉H  qiL für ein qL∈(0, 1) mit i→∞. Dann gilt wegen (4.136):
pii =

0LH ,
αp,
0LH ,
βqpip,
0LH ,
βqpip+q,
...
i < p
i = p
p < i < p + q
i = p + q
p + q < i < p + 2q
i = p + 2q
...

=
{
γk,
0LH ,
i = p + (k−1)q für ein k ∈ N,
sonst,
(4.109)
und folglich gilt wegen ||γ||SH < 1:
∞∑
i=1
||pii||SH ≤
∞∑
k=1
||γ||kSH < ∞.
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Für L ∈ N<p erfüllt (piL, (ΦL,ij)i,j) die Annahme 4.24 für alle β > 0. Nun sei L ∈ N≥p, und
k ∈ N sei so gewählt, dass L ∈ [p + (k− 1)q, p + kq) gelte. Dann gilt wegen (4.109) und
ΦL,ij = cL,i⊗ cj für alle i, j zunächst
〈piL,ΦL,ij〉SHL,H =
〈 L∑
n=1
pin(c(n)L,i ), cj
〉
H
=
k∑
n=1
γ˜nj 〈c(p+(n−1)q)L,i , cj〉H .
Aus ∑∞i=1〈c(p+(n−1)q)L,i , cj〉2H =: d < ∞ für alle j und L,∑∞i=1 i2β〈c(p+(n−1)q)L,i , cj〉2H =: dβ < ∞
für alle j, L sowie β > 0 und γ˜2nj = O(j−a) für j → ∞ für alle n = 1, ..., k für ein a > 12
folgt für alle β ∈ (0, 2a− 1) und L ∈ N≥p mit L ∈ [p + (k− 1)q, p + kq):
∞∑
i,j=1
〈piL,ΦL,ij〉2SHL,H (1 + i
2β+ j2β) ≤ k2
k∑
n=1
∞∑
j=1
γ˜2nj (d+ dβ) + j2β γ˜2nj d < ∞,
womit (piL, (ΦL,ij)i,j) für L ∈ N≥p die Annahme 4.24 für gewisse β > 0 erfüllt. 
4.4.1.3 Operatorschätzung im linearen Prozess
Hier widmen wir uns der Schätzung des Operators ψi für alle i ∈ N in der Darstellung
Zk = νk +
∞∑
i=1
ψi(νk−i) (4.110)
f.s. für alle k, wobei Z = (Zk)k∈Z die durch die FGARCH(p, q)-Zeitreihe X = (Xk)k∈Z
induzierte FARMA(r, q)-Zeitreihe sei. Dabei gehen wir davon aus, dass die Voraussetzun-
gen von Lemma 4.43 erfüllt sind, wonach Z die Darstellung (4.110) als linearen Prozess
mit (ψi)i∈N ⊆ LH und ∑∞i=1 ||ψi||LH <∞ besitzt. Die Schätzer, die wir für die Operatoren
in (4.110) herleiten werden, basieren auf den Schätzern in der Darstellung der Operatoren
in der invertierbaren Darstellung, wobei für die quadratischen Schätzfehler dieser Schät-
zer für die zu schätzenden Größen bereits ein Konsistenzresultat vorliegt. Wir werden
jedoch sehen, dass das Resultat für die Schätzung der Operatoren in (4.110) nicht für die
Schätzung der Operatoren im FGARCH-Modell gebraucht wird.
Wegen Zk = νk +
∑∞
i=1 ψi(νk−i) f.s. und Zk = νk +
∑∞
j=1 pij(Zk−j) f.s. für alle k gilt
Zk = νk +
∞∑
i=1
pii
(
νk−i +
∞∑
j=1
ψj(νk−i−j)
)
= νk +
∞∑
i=1
[ i∑
j=1
pijψi−j
]
(νk−i) (4.111)
f.s. für alle k mit ψ0 := IH , womit
ψi =
i∑
j=1
pijψi−j (4.112)
für alle i ∈ N eine hinreichende Bedingung von (4.111) ist. Gemäß des folgenden Lemmas
ist diese Bedingung jedoch nicht notwendig.
Lemma 4.48. Es sei (B, || · ||B) ein separabler Banach-Raum, es sei (Xk)k∈N eine Folge
von B-wertigen Zufallsvariablen und es sei (Ak)k∈N ⊆ LB,B′ eine Folge von Operatoren.
Dann gilt ∑∞k=1 Ak(Xk) = 0B′ f.s., falls Xk ∈ Kern(Ak) f.s. für alle k ∈ N gilt.
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Beweis. P(∑∞k=1 Ak(Xk) = 0B′) < 1 impliziert P(Ak(Xk) = 0B′) < 1, bzw. äquivalent
dazu, P(Xk ∈ Kern(Ak)) < 1 für ein k ∈ N.
Bemerkung 4.49. Falls die Parameter der H -wertigen FGARCH(p, q)-ZeitreiheX mit
den Eigenschaften auf S.33 f. die Annahme 4.8 erfüllen und die H -wertige Zeitreihe (εk)k
aus Innovationen von X sowohl (4.2) als auch die Annahme 4.9 erfülle, so gilt ν0 ∈ U
f.s. für keinen abgeschlossenen Unterraum U ( H nach Lemma 4.11. Demzufolge gilt
Kern(ψi − ∑ij=1 pijψi−j) = H für alle i ∈ N, womit (4.112) nach Lemma 4.48 auch eine
notwendige Bedingung von (4.111) ist. 
Nun leiten wir die Schätzer für die Operatoren in (4.112) her. Da die Operatoren ψi für alle
i ∈ N wegen (4.112) ausschließlich von den Operatoren pi1, ..., pii abhängen, die sich nach
Lemma 4.46 konsistent schätzen lassen, ergibt sich das nachfolgende Konsistenzresultat
für die Operatoren in (4.112), wobei aus beweistechnischen Gründen auf eine Angabe
eines Resultats wie in Lemma 4.46 (a) verzichtet werden muss.
Korollar 4.50. Für p, q ∈ N sei X = (Xk)k∈Z eine H -wertige FGARCH(p, q)-Zeitreihe
mit den Eigenschaften auf S.33 f. und es gelten die Voraussetzungen von Lemma 4.43 und
Lemma 4.46 (b). Dann sind
ψˆ
(i)
L,K :=
i∑
j=1
pˆi
(j)
L,K ψˆ
(i−j)
L,K (4.113)
mit K,L ∈ N und ψˆ(0)L,K := IH für alle i ∈ N konsistente Schätzer für ψi mit
||ψˆ(i)L,K − ψi||2SH = OP(K−2β). (4.114)
Beweis.
Induktionsanfang : Für i = 1 gilt wegen ψ0 = IH = ψˆ
(0)
L,K für alle K,L ∈ N, den Identitä-
ten (4.112) sowie (4.113) und Lemma 4.46 (b), wie behauptet:
||ψˆ(1)L,K − ψ1||2SH = ||pˆi
(1)
L,K − pi1||2SH = OP(K−2β0).
Induktionsvoraussetzung : (4.114) gelte für l = 1, ..., i für ein beliebiges, aber festes i ∈ N.
Induktionsschluss (i→ i+ 1): Aus elementaren Umformungen, Lemma 4.1, Teil (b) von
Lemma 4.46 und der Induktionsvoraussetzung folgt
||ψˆ(i+1)L,K − ψi+1||2SH -
i+1∑
j=1
||pˆi(j)L,K ||2SH ||ψˆ
(i+1−j)
L,K − ψi+1−j||2SH + ||pˆi
(j)
L,K − pij||2SH ||ψi+1−j||2SH
=
i+1∑
j=1
OP(1) OP(K−2β0) + OP(K−2β0) = OP(K−2β0). 
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4.4.2 Operatorschätzung im FGARCH(1, 1)-Modell
Der Einfachheit halber leiten wir zunächst die Schätzer für die Operatoren im FGARCH(1, 1)-
Modell her. Dabei gilt wegen Zk−1 = νk−1 +
∑∞
i=1 ψi(νk−1−i)
Zk = νk + (α1 + β1)(Zk−1)− β1(νk−1) = νk + α1(νk−1) +
∞∑
i=2
(α1 + β1)ψi−1(νk−i)
f.s. für alle k, und wegen νk−1 = Zk−1 −∑∞i=1 pii(Zk−1−i) gilt
Zk = νk + (α1 + β1)(Zk−1)− β1(νk−1) = νk + α1(Zk−1) +
∞∑
i=2
β1pii−1(Zk−i)
f.s. für alle k. Unter der Annahme, dass die Parameter δ sowie α1, β1 der FGARCH(1, 1)-
Zeitreihe X die Annahme 4.8 erfüllen und die Zeitreihe (εk)k∈Z ⊆ H aus Innovationen
vonX (4.2) sowie die Annahme 4.9 erfüllt, gilt nach der Bemerkung 4.49 sowohl
ψi =
α1, i = 1,(α1 + β1)ψi−1, i > 1, (4.115)
als auch
pii =
α1, i = 1,β1pii−1, i > 1. (4.116)
Da die Operatoren pii für alle i ∈ N nach Lemma 4.46 konsistent geschätzt werden können,
lassen sich aus (4.116) nun Schätzer für α1 und β1 herleiten. Wie bereits bei der Opera-
torschätzung im linearen Prozess angedeutet, ist es nicht sinnvoll, Schätzer für α1 und β1,
ausgehend von der Darstellung (4.115), zu konstruieren, da ψi für i > 1 im Gegensatz zu
pii noch den zusätzlich zu schätzenden Operator α1 beinhaltet.
Der Operator α1 lässt sich mit geeigneter Wahl der Folgen K = KN , L = LN → ∞ und
(ϑN)N∈N ⊆ (0,∞) nach (4.116) sowie Lemma 4.46 konsistent schätzem mit
αˆ1;L,K := pˆi(1)L,K . (4.117)
Zur Schätzung von β1 ziehen wir die Gleichung pi2 = β1pi1 heran, wobei β1 wie bei der
Schätzung von α1 im FARCH(1)-Modell nicht notwendigerweise die eindeutige Lösung
von pi2 =β1pi1 und pi1 = α1 als kompakter Operator nicht invertierbar ist. Allerdings lassen
sich die beiden Probleme beheben, indem wir dichtes Bild von pi1 = α1 fordern (siehe
Satz 4.22) und die Tichonow-Regulariserte der Schätzer für pi1 verwenden, die auf einen
geeigneten Unterraum zu projizieren ist. Als Schätzer für β1 setzen wir demzufolge
βˆ1;L,K,M := pˆi(2)L,K (pˆi
(1)
L,K)†
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
= pˆi(2)L,K (pˆi
(1)
L,K)∗
(
pˆi
(1)
L,K (pˆi
(1)
L,K)∗ + θNIH
)−1 gˆ(1)M;L,K∐
gˆ
(1)
1;L,K
(4.118)
mit geeigneten Folgen (θN)N∈N⊆ (0,∞) sowie (KN)N∈N, (LN)N∈N, (MN)N∈N⊆N an, welche
zumindest θN → 0, K = KN → ∞, L = LN →∞,M = MN→∞ erfüllen. Dabei stehen
pˆi
(1)
L,K und pˆi
(2)
L,K mit einer geeigneten Folge (ϑN)N∈N ⊆ (0,∞) für die Schätzer aus (4.98),
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und (gˆ(1)j;L,K)j steht für die Eigenfunktionenfolge mit der zugehörenden o.B.d.A. monoton
fallenden Eigenwertfolge (gˆ(1)j;L,K)j von pˆi
(1)
L,K (pˆi
(1)
L,K)∗.
Bevor wir das Resultat für die Schätzung der beiden Operatoren im FGARCH(1,1)-Modell
angeben, zeigen wir, wie die Eigenwerte bzw. die Eigenfunktionen von pi1 geschätzt werden
können und wie sich die Folge geschätzter Eigenwerte unter bestimmten Voraussetzungen
asymptotisch verhält. Für die Eigenfunktionenfolge des selbstadjungierten, positiv semi-
definiten Operators pi1pi∗1 schreiben wir (gj;1)j∈N und für die zugehörige o.B.d.A. monoton
fallende Eigenwertfolge (gj;1)j∈N.
Für die Eigenwerte folgt aus (4.18), Lemma 4.1 und Lemma 4.46 für alle K,L ∈ N
sup
j∈N
(gˆ(1)j;L,K − gj;1)2 ≤
∣∣∣∣∣∣pˆi(1)L,K (pˆi(1)L,K)∗− pi1pi∗1 ∣∣∣∣∣∣2LH = OP(K−2β) (4.119)
und nach (4.21) gilt wegen gM ;1 = Ξ[K−β/2, 1) für M = MN →∞
gˆ
(1)
M;L,K = OP(gM ;1) und gM ;1 = OP(gˆ
(1)
M;L,K ). (4.120)
Nun kommen wir zur Schätzung der Eigenfunktionen von pi1pi∗1 . Hierzu fordern wir, dass
pi1pi
∗
1 die Annahme 4.18 erfüllt. Dabei ist anzumerken, dass pi1pi∗1 aufgrund der Vorausset-
zung, dass pi1 dichtes Bild besitzt, gemäß Definition und Eigenschaften 2.8 (f) bereits Teil
(a) der Annahme 4.18 erfüllt. Dann gilt nach Lemma 4.16∣∣∣∣∣∣(gˆ(1)j;L,K)′− gj;1∣∣∣∣∣∣H ≤ γ˜j ∣∣∣∣∣∣pˆi(1)L,K(pˆi(1)L,K)∗− pi1pi∗1 ∣∣∣∣∣∣LH (4.121)
für alle j, wobei γ˜1 := 2
√
2 γ1 und γ˜j := 2
√
2 max(γj, γj−1) für j > 1 wie in (4.29) mit
γj = γ(gj;1) := (gj;1 − gj+1;1)−1 für alle j gelte und wegen supj≤M γ˜j = supj≤M γj  g−1M ;1
gilt für jede Folge (MN)N ⊆ N mit M = MN →∞, (4.120) sowie (4.121) mit (gˆ(1)j;L,K)′ :=
sgn(〈gˆ(1)j;L,K , gj;1〉H ) gˆ(1)j;L,K für alle j,K, L :
sup
j≤M
∣∣∣∣∣∣(gˆ(1)j;L,K)′− gj;1∣∣∣∣∣∣2H = OP(g−2M ;1K−2β). (4.122)
Des Weiteren benötigen wir für diverse Umformungen wie bei der Herleitung der Konver-
genzraten der Schätzfehler der Schätzer für die Operatoren im FARCH(p)-Modell:
(gˆ(1)j;L,K)′′′ :=
[
1R 6=0
(
sgn(〈(gˆ(1)j;L,K)′′, gj;1〉H )
)
sgn(〈(gˆ(1)j;L,K)′′, gj;1〉H )
+ 1{0}
(
sgn(〈(gˆ(1)j;L,K)′′, gj;1〉H )
) ]
gˆ
(1)
j;L,K , (4.123)
wobei die Schätzer (gˆ(1)j;L,K)′′ für alle j,K, L,N ∈ N durch
(gˆ(1)j;L,K)′′ := gˆ
(1)
j;L,K +
∞∑
k=1
ζkhk
k2N
(4.124)
definiert seien. Dabei steht (hk)k∈N für eine ONB von H , und (ζk)k∈N steht für eine Folge
von u.i.v. Zufallsvariablen mit ζ1 ∼ N (0, 1), die stochastisch unabhängig von den Zufalls-
variablen ist, auf denen die Schätzer gˆ(1)j;L,K basieren. Außerdem, falls pi1pi∗1 die Annahme
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4.18 erfüllt und (MN)N mit M =MN = Ξ[1, N) so gewählt ist, dass für die Eigenwertfolge
(gj;1)j von pi1pi∗1 zumindest gM ;1 = ω(K−β) für M →∞ gelte, gilt nach Korollar 4.20:
sup
j≤M
∣∣∣∣∣∣(gˆ(1)j;L,K)′′′− gj;1∣∣∣∣∣∣2H = OP(g−2M ;1K−2β). (4.125)
Wir geben nun ein Konsistenzresultats für die Schätzung der beiden Operatoren im
FGARCH(1,1)-Modell getroffen und im Anschluss ein Beispiel für konkrete Raten an.
Satz 4.51. Es sei X = (Xk)k∈Z eine H -wertige FGARCH(1, 1)-Zeitreihe mit den
Eigenschaften auf S.33 f. und es gelten sowohl die eingangs von Lemma 4.46 als auch
die in Lemma 4.46 (b) erwähnten Notationen und Voraussetzungen für p = 1 = q.
Dann gilt für die Schätzer αˆ1;L,K aus (4.117) für α1 mit β > 0 aus Lemma 4.46
||αˆ1;L,K − α1||2SH = OP(K−2β). (4.126)
Ferner habe pi1 = α1 dichtes Bild, pi1pi∗1 erfülle die Annahme 4.18, (θN)N∈N ⊆ (0,∞)
sei eine Folge mit θN = O(K−β/2), (MN)N∈N ⊆N sei eine Folge mit g−1M;1Mβ = O(Kβ),
wobei (gj;1)j∈N die zur Eigenfunktionenfolge (gj;1)j∈N gehörende o.B.d.A. monoton fal-
lende Eigenwertfolge von pi1pi∗1 sei und das Tupel (β1, (φij;1)i,j∈N) erfülle die Annahme
4.24 für β > 0, wobei (φij;1)i,j die durch (gj;1)j induzierte ONB von SH sei. Dann gilt
für die Schätzer βˆ1;L,K,M aus (4.118) für β1:
||βˆ1;L,K,M − β1||2SH = OP(M−2β). (4.127)
Beweis. Unter den Voraussetzungen von Lemma 4.46 (b) gilt für die Schätzer αˆ1;L,K aus
(4.117) für α1 = pi1 nach (4.116) mit N →∞ wie behauptet (4.126). Ferner gilt wie im
Beweis von Satz 4.28 für alle K =KN , L= LN ,M =MN ∈N mit N ∈N wegen (4.47) mit
JM;1 := {φij;1 | 1 ≤ i, j ≤M}, Lemma 4.46 (b) und pi2 = β1pi1 :
||βˆ1;L,K,M − β1||2SH
-
∣∣∣∣∣∣βˆ1;L,K,M −∐
JM;1
β1
∣∣∣∣∣∣2SH +
∣∣∣∣∣∣ ∐
J cM;1
β1
∣∣∣∣∣∣2SH
- ||pˆi(2)L,K − pi2||2SH
∣∣∣∣∣∣∣∣(pˆi(1)L,K)†
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
∣∣∣∣∣∣∣∣2LH + ||pi2||2SH
∣∣∣∣∣∣∣∣(pˆi(1)L,K)†
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
− pi†1
gM;1∐
g1;1
∣∣∣∣∣∣∣∣2LH
+
∣∣∣∣∣∣∣∣ pi2pi†1 gM;1∐
g1;1
−∐
JM;1
β1
∣∣∣∣∣∣∣∣2SH + O(M−2β)
- OP(K−2β)
∣∣∣∣∣∣∣∣(pˆi(1)L,K)†
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
∣∣∣∣∣∣∣∣2LH +
∣∣∣∣∣∣∣∣(pˆi(1)L,K)†
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
− pi†1
gM;1∐
g1;1
∣∣∣∣∣∣∣∣2LH
+
∣∣∣∣∣∣∣∣ ∐
J cM;1
β1pi
‡
1
gM;1∐
g1;1
∣∣∣∣∣∣∣∣2SH +
∣∣∣∣∣∣∣∣ ∐
JM;1
β1
[
pi‡1
gM;1∐
g1;1
− IH
]∣∣∣∣∣∣∣∣2SH + O(M−2β)
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=: OP(K−2β) · T1 + T2 + T3 + T4 + O(M−2β). (4.128)
Term T1 : Per Definition von (pˆi(1)L,K)†, da Operatoren mit gleichen Eigenfunktionenfolgen
kommutieren und wegen (4.120), gilt (siehe Umformungen bei Term T2 in Satz 4.55):
∣∣∣∣∣∣∣∣(pˆi(1)L,K)†
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
∣∣∣∣∣∣∣∣2LH =
∣∣∣∣∣∣∣∣(pˆi(1)L,K (pˆi(1)L,K)∗ + θNIH )−2pˆi(1)L,K (pˆi(1)L,K)∗
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
∣∣∣∣∣∣∣∣LH
= sup
j≤M
gˆ
(1)
j;L,K
(gˆ(1)j;L,K + θN)2
= OP(g−1M;1). (4.129)
Term T2 : Aus den Überlegungen bei der Herleitung der Rate von T2 in Satz 4.28, aus
pi†1 = pi∗1 (pi1pi∗1 + θNIH )−1, (pˆi
(1)
L,K)† = (pˆi
(1)
L,K)∗(pˆi
(1)
L,K(pˆi
(1)
L,K)∗ + θNIH )−1, ||(pˆi(1)L,K)∗((gˆ(1)j;L,K)′′′)||2H =
〈pˆi(1)L,K(pˆi(1)L,K)∗((gˆ(1)j;L,K)′′′), (gˆ(1)j;L,K)′′′〉H = gˆ(1)j;L,K für alle j,K, L sowie aus (4.100), (4.119),
(4.120) und (4.125) folgt für alle K,L,M :
∣∣∣∣∣∣∣∣(pˆi(1)L,K)†
gˆ
(1)
M;L,K∐
gˆ
(1)
1;L,K
− pi†1
gM;1∐
g1;1
∣∣∣∣∣∣∣∣2LH
= sup
||h||H ≤1
∣∣∣∣∣∣∣∣ M∑
j=1
〈h, (gˆ(1)j;L,K)′′′〉H
gˆ
(1)
j;L,K + θN
(pˆi(1)L,K)∗((gˆ
(1)
j;L,K)′′′)− 〈h, gj;1〉Hgj;1 + θN pi
∗
1 (gj;1)
∣∣∣∣∣∣∣∣2
H
- sup
||h||H ≤1
M∑
j=1
∣∣∣∣ 〈h, (gˆ(1)j;L,K)′′′〉H
√
gˆ
(1)
j;L,K
gˆ
(1)
j;L,K + θN
− 〈h, gj;1〉H
√
gj;1
gj;1 + θN
∣∣∣∣2
+ sup
||h||H ≤1
∣∣∣∣ 〈h, gj;1〉Hgj;1 + θN
∣∣∣∣2(√gj;1 −
√
gˆ
(1)
j;L,K
)2
+ sup
j≤M
∣∣∣∣ 1gj;1 + θN
∣∣∣∣2( ∣∣∣∣∣∣(pˆi(1)L,K)∗∣∣∣∣∣∣2LH
∣∣∣∣∣∣(gˆ(1)j;L,K)′′′− gj;1∣∣∣∣∣∣2H + ∣∣∣∣∣∣(pˆi(1)L,K)∗− pi∗1 ∣∣∣∣∣∣2LH
)
- sup
j≤M
∣∣∣∣
√
gˆ
(1)
j;L,K
gˆ
(1)
j;L,K + θN
−
√
gj;1
gM;1 + θN
∣∣∣∣2 + Mg−1M;1 sup
j≤M
∣∣∣∣∣∣(gˆ(1)j;L,K)′′′− gj;1∣∣∣∣∣∣2H
+ sup
j≤M
∣∣∣∣ 1gj;1 + θN
∣∣∣∣2 |gj;1 − gˆ(1)j;L,K | + OP(g−4M;1K−2β) + OP(g−2M;1K−2β)
≤ sup
j≤M
(√
gˆ
(1)
j;L,K −
√
gj;1
)2(
g−2j;1 + (gˆ
(1)
j;L,K)−2
)
+ OP(g−3M;1MK−2β) + OP(g−2M;1K−β)
+ OP(g−4M;1K−2β) + OP(g−2M;1K−2β)
= OP(g−2M;1K−β) + OP(g−3M;1MK−2β) + OP(g−2M;1K−β) + OP(g−4M;1K−2β)
= OP(g−2M;1K−β). (4.130)
In die letzten beiden Schritte ist sowohl M = O(g−1M;1) eingegangen, was daraus folgt, dass
die Eigenwertfolge (gj;1)j des nach Satz 2.21 nuklearen Operators pi1pi∗1 absolutsummierbar
ist, als auch g−4M;1K−2β = O(g−2M;1K−β), was wegen g−2M;1K−β = o(1) gilt.
Term T3 : Wie bei der Herleitung der Rate von Term T3 in Satz 4.28 gilt für jedes M ∈N
per Definition der Norm || · ||SH , wegen pi‡1
∐gM;1
g1;1 (gj;1) = 1N≤M(j)
gj;1
gj;1+θN gj;1 und wegen
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∐
J cM;1
β1(gj;1) = 1N>M(j)
∑
i>M〈β1(gj;1), gi;1〉H gi;1 für alle j :∣∣∣∣∣∣∣∣ ∐
J cM;1
β1pi
‡
1
gM;1∐
g1;1
∣∣∣∣∣∣∣∣2SH =
M∑
j=1
1N>M(j)
[
gj;1
gj;1 + θN
]2 ∣∣∣∣∣∣ ∑
i>M
〈β1(gj;1), gi;1〉H gi;1
∣∣∣∣∣∣2
H
= 0. (4.131)
Term T4 : Analog zu den Überlegungen bei der Herleitung der Rate von T4 in Satz 4.28
und zu den Umformungen bei Term T3 erhalten wir mit M = MN →∞ :∣∣∣∣∣∣∣∣ ∐
JM;1
β1
[
pi‡1
gM;1∐
g1;1
− IH
]∣∣∣∣∣∣∣∣2SH ≤
M∑
i,j=1
[
θN
gj;1 + θN
]2
〈β1(gj;1), gi;1〉2H - θ2N g−2M;1 ||β1||2SH . (4.132)
Setzen wir (4.129) bis (4.132) schließlich in (4.128) ein, ergibt sich unter den Vorausset-
zungen θN = O(K−β/2) und g−1M;1Mβ = O(Kβ) insgesamt (4.127).
Beispiel 4.52. Es seien alle Voraussetzungen von Satz 4.51 erfüllt und es gelte ||α1||SH ≤ c
sowie ||β1||SH ≤ c für ein c ∈ [0, 1). Nun bestimmen wir das asymptotische Verhalten
der Folgen (KN)N , (LN)N ⊆ N sowie (ϑN)N ⊆ (0,∞) aus Lemma 4.46 (b) und der Folgen
(MN)N ⊆N sowie (θN)N ⊆ (0,∞) aus Satz 4.51 (siehe hierzu auch die Beispiele 4.31). Diese
Folgen müssen die in Lemma 4.46 bzw. Satz 4.51 erwähnten Voraussetzungen erfüllen und
so gewählt werden, dass (KN)N und (MN)N schnellstmöglichst wachsen. Hierzu verlangen
wir für die Folgen (KN)N , (LN)N sowie (cL,K)N aus Lemma 4.46 der Einfachheit halber
K =KN N K˜, L=LN N L˜ sowie cL,K N J˜ für gewisse K˜, L˜∈ (0, 1) mit J˜ = J˜(K˜, L˜) =
bL˜− aK˜ für feste a, b≥ 0. Dabei folgt aus cL,K = O(K−1L) sowie cL,K = Ω(
√
L3N−1): J˜ ∈
[12(3L˜ − 1), L˜ − K˜], womit sowohl 1 − 2aK˜ ≥ (3 − 2b)L˜ als auch (b − 1)L˜ ≤ (1 − a)K˜
gelten muss. Für die zur Eigenfunktionenfolge (gj;1)j gehörende o.B.d.A. monoton fallende
Eigenwertfolge (gj;1)j von pi1pi∗1 = α1α∗1 fordern wir außerdem gN ;1  N−d für ein festes
d > 1, und für die Folge (MN)N aus Satz 4.51 fordern wir (MN)N N M˜ für ein M˜ ∈ (0, 1).
Nun geben wir die Raten der Schätzfehler der Schätzer für α1 und β1 an, wobei zu-
nächst K˜ und L˜ zu bestimmen sind. K = Ξ(1, 3
√
L−1N) impliziert K˜ ∈ (0, 1−L˜3 ) und
aus c−1L,K
√
KL3N−1 N ( 12+a)K˜+( 32−b)L˜− 12 sowie aus den Überlegungen in Beispiel 4.47 folgt∑
l>L ||pil||SH ≤
∑
l>L c
l  cNL˜ = O(c−1L,K
√
KL3N−1). Außerdem führt ϑN = O(c−2L,KK−β)
zu ϑN = O(N−(2J˜+K˜β)), aus θN = O(K−β/2) folgt θN = O(N−βK˜/2) und aus g−1M;1Mβ 
N (β+d)M˜ = O(Kβ) folgt M˜ ≤ βK˜
β+d ∈ (0, 1). Für feste K˜ und L˜ erfüllen (ϑN)N , (θN)N und
(MN)N stets die geforderten Voraussetzungen, falls ϑN := N K˜(2a−β)−2bL˜ sowie θN := N−
βK˜
2
für alle N ∈N und M˜ := βK˜
β+d gelten, wobei M˜ bereits optimal gewählt ist. Nach Definiti-
on der Schätzer αˆ1;L,K,M sowie wegen α1 = pi1 ist für die Angabe einer konkreten oberen
Schranke für den quadratischen Schätzfehler des Schätzers für α1 nach Lemma 4.46 (b)
noch c−1L,K
√
KL3N−1 = O(K−2(β+1)) zu zeigen. Unter Einhaltung bisheriger Voraussetzun-
gen und per Definition genannter Folgen sind K˜, L˜ somit so zu wählen, dass gilt:(1
2 + a
)
K˜ +
(3
2 − b
)
L˜ − 12 ≤ −(2β + 1)K˜ ⇐⇒ K˜ ≤
1 + (2b− 3)L˜
3 + 2a+ 4β . (4.133)
L˜ ∈ (0, 1) ist nun so zu wählen, dass K˜ ∈ (0, 1), K˜ < 1−L˜3 sowie (4.133) gilt. Anschlie-
ßend kann K˜ ∈ (0, 1) größtmöglich gewählt werden. Bei der Wahl von L˜ und K˜ sind die
folgenden Fälle zu berücksichtigen.
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1.Fall : b ∈ [0, 1]. In diesem Fall gilt (4.133), K˜ < 1−L˜3 und K˜ ∈ (0, 1) genau dann, wenn
L˜∈ (0, 13−2b) gilt. Wegen K˜ ≤ 1+(2b−3)L˜3+2a+4β < 1−L˜3 für alle b∈ [0, 1] und L˜∈ (0, 13−2b) setzen wir
K˜ := 1+(2b−3)c3+2a+4β für möglichst kleine L˜ := c ∈ (0, 13−2b) an, wobei wegen 1− 2aK˜ ≥ (3− 2b)L˜
und (b − 1)L˜ ≤ (1 − a)K˜ per Definition von K˜, L˜ sowohl c ≤ 3+2a+4β
a+(3−2b)(3+2a+4β) als auch
[(3 + 2a + 4β)(b − 1)]c ≥ 1 − a gelten muss. Falls c diese Bedingungen für gegebene a, b
und β erfüllt, gilt nach Satz 4.51 (bzw. Lemma 4.46 (b))
||αˆ1;L,K − α1||2SH = OP
(
N −
2β[1+(2b−3)c]
3+2a+4β
)
(4.134)
und wegen M N βK˜β+d gilt:
||βˆ1;L,K − β1||2SH = OP
(
N −
2β2[1+(2b−3)c]
(β+d)(3+2a+4β)
)
. (4.135)
Gelte bspw. a= 52 , b=
1
2 , β = 2 sowie d= 3, so gilt mit c=
1
100
||αˆ1;L,K − α1||2SH = OP(N−
196
800 ) und ||βˆ1;L,K − β1||2SH = OP(N−
196
2000 ).
2.Fall : b ∈ (1, 32). Hier gilt (4.133), K˜ < 1−L˜3 und K˜ ∈ (0, 1) genau dann, wenn L˜ ∈ (0, 1)
gilt. Dabei setzen wir wieder K˜ := 1+(2b−3)c3+2a+4β für möglichst kleine L˜ := c ∈ (0, 1) an, da
(0, 1) 3 L˜ 7→ 1−L˜3 und (0, 1) 3 L˜ 7→ 1+(2b−3)L˜3+2a+4β aus (4.133) für b ∈ (1, 32) streng monoton
fallende Funktionen sind und K˜ ≤ 1+(2b−3)L˜3+2a+4β < 1−L˜3 für alle b∈ (1, 32) für hinreichend kleine
L˜ gilt. Falls c die Bedingungen im 1.Fall für gegebene a, b, β erfüllt, gilt nach Satz 4.51
(4.134) sowie (4.135) mit b∈ (1, 32) und für a= 52 , b= 54 , β = 2 sowie d= 3 mit c= 1100
||αˆ1;L,K − α1||2SH = OP(N−
199
800 ) und ||βˆ1;L,K − β1||2SH = OP(N−
199
2000 ).
3.Fall : b = 32 . Hier gilt (4.133), K˜ <
1−L˜
3 sowie K˜ ∈ (0, 1) für alle L˜ ≤ 2a+4β3+2a+4β und
2a+4β
3+2a+4β ∈ (0, 1). Für L˜ := c∈ (0, 2a+4β3+2a+4β ), falls c die Voraussetzungen im 1.Fall erfüllt, ist
K˜ := 13+2a+4β die optimale Wahl und Satz 4.51 führt wieder zu den Raten (4.134) sowie
(4.135) mit b= 32 . Für a=
5
2 , b=
3
2 , β = 2, d= 3 mit c=
1
100 gilt dann
||αˆ1;L,K − α1||2SH = OP(N−
200
800 ) und ||βˆ1;L,K − β1||2SH = OP(N−
200
2000 ).
4.Fall : b ∈ (32 , 74). Hier sind (4.133), K˜ < 1−L˜3 und K˜ ∈ (0, 1) genau dann erfüllt, wenn
L˜ ∈ (0, 1) gilt. Da die Funktionen (0, 1) 3 L˜ 7→ 1−L˜3 und (0, 1) 3 L˜ 7→ 1+(2b−3)L˜3+2a+4β aus (4.133)
für alle b > 32 einen Schnittpunkt in L˜ =
a+2β
3(b−1)+a+2β ∈ (0, 1) haben, setzen wir, wegen
K˜ < 1−L˜3 , folglich K˜ :=
1+(2b−3)c
3+2a+4β mit L˜ := c ∈ (0, a+2β3(b−1)+a+2β ) für möglichst großes c an,
das die Bedingungen aus dem 1.Fall erfüllt. Wegen b > 32 und da c ∈ (0, a+2β3(b−1)+a+2β ) gilt
(und möglichst groß sein soll), ist c ≤ 3+2a+4β
a+(3−2b)(3+2a+4β) nur für b ∈ (32 , 74) gültig, wobei a
für solche b im Vergleich zu β groß sein muss. Für alle c, die diese Bedingungen erfüllen,
führt Satz 4.51 auch im Fall b ∈ (32 , 74) zu den Raten (4.134) und (4.135). Gehen wir nun
bspw. von a= 4, b= 85 , β = 2, d= 3 aus, gilt
a+2β
3(b−1)+a+2β =
40
49 . Bspw. mit c=
3
4 gilt dann
||αˆ1;L,K − α1||2SH = OP(N−
230
800 ) und ||βˆ1;L,K − β1||2SH = OP(N−
230
2000 ).
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5.Fall : b≥ 74 . Die Vorgehensweise zur Herleitung von K˜ und L˜ wäre identisch mit 4.Fall.
Da aber die geforderte Bedingung an c dort für kein β ≥ 74 erfüllt ist, lassen sich hier keine
Raten für die Schätzfehler der Schätzer für die Operatoren α1 und β1 angeben. 
Bemerkung 4.53. Die Motivation, von der in Beispiel (4.52) formulierten Variable J˜ aus-
zugehen, rührt daher, dass (cL,K)K für festes L˜ die Eigenwertfolge von SL ist und (cL,K)L
für festes K gemäß (4.82) asymptotisch durch die Folge (LN)N nach oben beschränkt ist.
Ferner ist ein Nachweis für die Erfüllbarkeit von cL,K N J˜, und dafür, dass J˜ die genann-
te Gestalt besitzt, mit Hilfe der uns bislang vorliegenden Informationen nicht möglich.
Allerdings ist weder cL,K N J˜ noch die Gestalt von J˜ von vornherein ausgeschlossen. 
4.4.3 Operatorschätzung im FGARCH(p, q)-Modell mit
max(p, q) > 1
Für die Herleitung der Schätzer für die Operatoren einer FGARCH(p, q)-Zeitreihe mit
r := max(p, q) > 1 betrachten wir den Zusammenhang zwischen den Operatoren in der
Darstellung als linearem Prozess und in der Darstellung als invertierte Zeitreihe der durch
die FGARCH(p, q)-Zeitreihe X = (Xk)k induzierten FARMA(r, q)-Zeitreihe Z = (Zk)k
zu den Operatoren α1, ..., αp, β1, ..., βq. Wegen Zk−i=νk−i +
∑∞
j=1 ψj(νk−i−j) f.s. für alle k
mit ψ0 := IH und αi = 0LH = βj für alle i > p sowie j > q, gilt
Zk = νk +
r∑
i=1
(αi + βi)(Zk−i) −
q∑
i=1
βi(νk−i)
= νk +
r∑
i=1
∞∑
j=0
(αi + βi)ψj(νk−i−j) −
q∑
i=1
βi(νk−i)
= νk +
∞∑
i=1
[
αi +
i−1∑
j=1
(αj + βj)ψi−j
]
(νk−j)
f.s. für alle k. Fordern wir, dass die Parameter δ und α1, ..., αp, β1, ..., βq der FGARCH(p, q)-
Zeitreihe X die Annahme 4.8 und deren Zeitreihe (εk)k aus Innovationen die Annahme
4.9 erfüllen, führt die Argumentation in Bemerkung 4.49 zu
ψi =
α1, i = 1,αi + ∑min(i−1,r)j=1 (αj + βj)ψi−j, i > 1. (4.136)
Wegen νk = Zk −∑∞i=1 pii(Zk−i) gilt zudem
Zk = νk +
r∑
i=1
(αi + βi)(Zk−i) −
q∑
i=1
βi(νk−i)
⇐⇒
∞∑
i=1
pii(Zk−i) =
∞∑
i=1
[
αi +
i−1∑
j=1
βjpii−j
]
(Zk−i),
f.s. für alle k, woraus nach Bemerkung 4.49 folgt:
pii =
α1, i = 1,αi + ∑min(i−1,q)j=1 βjpii−j, i > 1. (4.137)
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Dabei verwenden wir für die Herleitung der Schätzer für die Operatoren im FGARCH(p, q)-
Modell mit r := max(p, q)> 1 ausschließlich (4.137), wobei wir analog zum FGARCH(1, 1)-
Modell auf (4.136) verzichten, da jedes ψi für i > 1 zusätzlich die zu schätzenden Opera-
toren α1, ..., αmin(i−1,q) beinhaltet. Aus (4.137) folgt wegen αi = 0LH für i > p
pip+q =
q∑
j=1
βjpip+q−j =
[
β1 β2 · · · βq
][
pip+q−1 pip+q−2 · · · pip
]T
=: β[q]pi[p,q].
Die Lösung β[q] dieser Gleichung ist nach Satz 4.22 genau dann eindeutig, wenn das Bild
von pi[p,q] ∈ SH ,H q dicht in H q liegt, was jedoch wegen H (H q unmöglich ist. Für die
Herleitung der Schätzer für β1, ..., βq mit piT[p+q,q] := [pip+2q−1 pip+2q−2 · · · pip+q] eignet sich
aber bspw. die Gleichung
piT[p+q,q] = β[q]

pip+2q−2 pip+2q−3 · · · pip+q−1
pip+2q−3 pip+2q−4 · · · pip+q−2
... ... · · · ...
pip+q−1 pip+q−2 · · · pip
 =: β[q]
∏
[p,q], (4.138)
wobei sich die Formulierung einer allgemein gültigen hinreichenden Bedingung für dich-
tes Bild von ∏[p,q] in H q schwierig gestaltet. Anhand des folgenden Beispiels wird al-
lerdings deutlich, dass zumindest für alle p, q ∈ N Operatoren α1, ..., αp, β1, ..., βq im
FGARCH(p, q)-Modell existieren, sodass das Bild von ∏[p,q] dicht liegt.
Beispiel 4.54. Es seien p, q∈N und für die Operatoren im FGARCH(p, q)-Modell gelte
αi = 0LH = βj für alle i, j mit i 6= p, j 6= q und αp = βq =: γ, wobei γ ∈ SH , γ 6= 0LH sowie
||γ||SH < 1 gelte und γ dichtes Bild habe. Dann gilt wegen (4.109) für alle p, q∈N :
∏
[p,q] =

0LH · · · 0LH γ2 0LH... ... ... ... ...
0LH
... ... ... ...
γ2
... ... ... 0LH
0LH · · · · · · 0LH γ

=⇒ ∏∗[p,q] =

0LH · · · 0LH (γ∗)2 0LH... ... ... ... ...
0LH
... ... ... ...
(γ∗)2 ... ... ... 0LH
0LH · · · · · · 0LH γ∗

Weil γ∗ und (γ∗)2 injektiv sind, ist die operatorwertige Matrix ∏∗[p,q] per Definition injektiv,
womit das Bild von ∏[p,q] dicht liegt. 
Für β[q] setzen wir analog zum FGARCH(1, 1)-Modell den folgenden Schätzer an:
βˆ[q;L,K,M ] := pˆiT[p+q,q;L,K]
∏ˆ†
[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
(4.139)
= pˆiT[p+q,q;L,K]
∏ˆ∗
[p,q;L,K]
(∏ˆ
[p,q;L,K]
∏ˆ∗
[p,q;L,K] + θNIH q
)−1 gˆ(p,q)M;L,K∐
gˆ
(p,q)
1;L,K
.
Dabei steht (MN)N∈N ⊆ N für eine Folge mit M = MN →∞, (θN)N∈N ⊆ (0,∞) steht für
eine Folge mit θN → 0,
pˆiT[p+q,q;L,K] :=
[
pˆi
(p+2q−1)
L,K pˆi
(p+2q−2)
L,K · · · pˆi(p+q)L,K
]
(4.140)
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ist der Schätzer für piT[p+q,q] = [pip+2q−1 pip+2q−2 · · · pip+q] und
∏ˆ
[p,q;L,K]
:=

pˆi
(p+2q−2)
L,K pˆi
(p+2q−3)
L,K · · · pˆi(p+q−1)L,K
pˆi
(p+2q−3)
L,K pˆi
(p+2q−4)
L,K · · · pˆi(p+q−2)L,K
... ... · · · ...
pˆi
(p+q−1)
L,K pˆi
(p+q−2)
L,K · · · pˆi(p)L,K
 (4.141)
steht für den Schätzer für ∏[p,q;L,K] mit pˆi(i)L,K aus (4.98) für alle i. Ferner steht (gˆ(p,q)j;L,K)j∈N
für die Eigenfunktionenfolge mit der zugehörenden o.B.d.A. monoton fallenden Eigen-
wertfolge (gˆ(p,q)j;L,K)j∈N von
∏ˆ
[p,q;L,K]
∏ˆ∗
[p,q;L,K] ∈ SH q für alle p, q, L,K ∈ N.
Aufgrund von (4.137) kommt außerdem
αˆi;L,K,M := pˆi(i)L,K −
min(i−1,q)∑
j=1
βˆ
(j)
[q;L,K,M ]pˆi
(i−j)
L,K (4.142)
als Schätzer für αi für alle i= 2, ..., pmit pˆi(1)L,K , ..., pˆi
(p)
L,K aus (4.98) in Frage, wobei βˆ
(j)
[q;L,K,M ]
die j-te Komponente mit j = 1, ..., q des Schätzers βˆ[q;L,K,M ] ist.
Bevor wir uns dem Konsistenzresultat für die Operatoren im FGARCH(p, q)-Modell wid-
men, analysieren wir die eben definierten Größen. Gemäß Lemma 2.16 handelt es sich bei
dem Vektor piT[p+q,q] und dem zugehörenden Schätzer pˆi
T
[p+q,q;L,K] aus (4.140) um Elemente
von SH q,H für alle p, q, K, L ∈ N mit
∣∣∣∣∣∣pˆiT[p+q,q;L,K] − piT[p+q,q] ∣∣∣∣∣∣2SH q,H =
q∑
i=1
||pˆi(p+2q−i)L,K − pip+2q−i ||2SH = OP(K−2β) (4.143)
für alle p, q ∈ N nach Lemma 4.46 (b). Ferner gilt per Definition der operatorwertigen
Matrizen ∏ˆ[p,q;L,K] wegen ∏ˆT[p,q;L,K] = ∏ˆ[p,q;L,K]
∏ˆ
[p,q;L,K]
∏ˆ∗
[p,q;L,K] =
( q∑
k=1
pˆi
(p+2q−(i+k))
L,K (pˆi
(p+2q−(j+k))
L,K )∗
)
i,j=1,...,q
für alle p, q, K, L ∈ N und analog dazu
∏
[p,q]
∏∗
[p,q] =
( q∑
k=1
pip+2q−(i+k)pi∗p+2q−(j+k)
)
i,j=1,...,q
für alle p, q∈N. Dabei gilt nach Lemma 4.46 (b) für alle p, q auch hier:∣∣∣∣∣∣∣∣ ∏ˆ[p,q;L,K] ∏ˆ∗[p,q;L,K] − ∏[p,q]∏∗[p,q]
∣∣∣∣∣∣∣∣2SH q
=
q∑
i,j=1
∣∣∣∣∣∣∣∣ q∑
k=1
pˆi
(p+2q−(i+k))
L,K (pˆi
(p+2q−(j+k))
L,K )∗ − pip+2q−(i+k)pi∗p+2q−(j+k)
∣∣∣∣∣∣∣∣2SH
-
q∑
i,j,k=1
( ∣∣∣∣∣∣pˆi(p+2q−(i+k))L,K ∣∣∣∣∣∣2SH
∣∣∣∣∣∣(pˆi(p+2q−(j+k))L,K )∗− pi∗p+2q−(j+k) ∣∣∣∣∣∣2SH
+
∣∣∣∣∣∣pˆi(p+2q−(i+k))L,K − pip+2q−(i+k) ∣∣∣∣∣∣2SH
∣∣∣∣∣∣pi∗p+2q−(j+k)∣∣∣∣∣∣2SH
)
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= OP(K−2β). (4.144)
Aus diesem Resultat und den Überlegungen bei der Herleitung des Schätzers für β1 im
FGARCH(1, 1)-Modell folgt für die zur Eigenfunktionenfolge (gj;p,q)j gehörende o.B.d.A.
monoton fallende Eigenwertfolge (gj;p,q)j von
∏
[p,q]
∏∗
[p,q] für alle p, q ∈ N:
sup
j∈N
(gˆ(p,q)j;L,K − gj;p,q)2 = O(K−2β) (4.145)
und im Fall gM;p,q = Ξ[K−β/2, 1) gilt für eine Folge (MN)N∈N⊆N mit M =MN →∞:
gˆ
(p,q)
M;L,K = OP(gM;p,q) sowie gM;p,q = OP(gˆ
(p,q)
M;L,K). (4.146)
Ferner, falls der Operator ∏[p,q]∏∗[p,q] die Annahme 4.18 erfüllt (Teil (a) ist bereits nach
Definition und Eigenschaften 2.8 (f) erfüllt), gilt (siehe (4.121) bis (4.125)):
sup
j≤M
∣∣∣∣∣∣(gˆ(p,q)j;L,K)′′′− gj;p,q ∣∣∣∣∣∣2H q = OP(g−2M;p,qK−2β) . (4.147)
Nun geben wir ein Resultat für die Schätzung der Operatoren im FGARCH(p, q)-Modell
mit r := max(p, q) > 1 an.
Satz 4.55. Es sei X = (Xk)k∈Z eine H -wertige FGARCH(p, q)-Zeitreihe mit r :=
max(p, q) > 1, die die Eigenschaften auf S.33 f. hat. Ferner gelten die eingangs von
Lemma 4.46 sowie die in Lemma 4.46 (b) genannten Notationen und Voraussetzungen.
Dann gilt für die Schätzer αˆ1;L,K aus (4.117) mit β > 0 aus Lemma 4.46:
||αˆ1;L,K − α1||2SH = OP(K−2β). (4.148)
Ferner liege das Bild von ∏[p,q] dicht in H q,∏[p,q]∏∗[p,q] erfülle die Annahme 4.18,
(θN)N∈N ⊆ (0,∞) sei eine Folge mit θN = O(K−β/2) und (MN)N∈N ⊆ N sei eine
Folge mit g−2M;p,qMβ = O(Kβ), wobei (gj;p,q)j∈N die zur Eigenfunktionenfolge (gj;p,q)j
gehörende o.B.d.A. monoton fallende Eigenwertfolge von ∏[p,q]∏∗[p,q] sei. Außerdem
erfülle (β[q], (φij;p,q)i,j∈N) die Annahme 4.24 für β > 0, wobei (φij;p,q)i,j die durch die
Eigenfunktionenfolgen (gj;p,q)j und (cj)j∈N von C0 = C0;Z induzierte ONB von SH q,H
sei. Dann gilt für alle Komponenten j = 1, ..., q von βˆ[q;L,K,M ] aus (4.139)∣∣∣∣∣∣βˆ(j)[q;L,K,M ] − βj ∣∣∣∣∣∣2SH = OP(M−2β), (4.149)
und für αˆi;L,K,M aus (4.142) gilt für alle i= 2, ..., p
||αˆi;L,K,M − αi ||2SH = OP(M−2β). (4.150)
Beweis. (4.148) wurde unter gleichen Voraussetzungen bereits in Satz 4.51 verifiziert.
Nun zeigen wir die Gültigkeit von (4.149) für alle j = 1, ..., q. Per Definition von βˆ[q;L,K,M ]
aus (4.139), wegen (4.138) sowie JM;p,q := {φij;p,q | 1 ≤ i, j ≤ M}, da (β[q], (φij;p,q)i,j)
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die Annahme 4.24 für β > 0 erfüllt, und wegen ∏ˆ†[p,q;L,K] = ∏ˆ∗[p,q;L,K](∏ˆ[p,q;L,K]∏ˆ∗[p,q;L,K] +
θNIH q)−1 gilt wie bei der Argumentation in den Beweisen der Sätze 4.37 und 4.51:∣∣∣∣∣∣βˆ[q;L,K,M ] − β[q] ∣∣∣∣∣∣2SH q,H
-
∣∣∣∣∣∣βˆ[q;L,K,M ] − ∐
JM;p,q
β[q]
∣∣∣∣∣∣2SH q,H +
∣∣∣∣∣∣ ∐
JcM;p,q
β[q]
∣∣∣∣∣∣2SH q,H
-
∣∣∣∣∣∣pˆiT[p+q,q;L,K] − piT[p+q,q] ∣∣∣∣∣∣2SH q,H
∣∣∣∣∣∣∣∣ ∏ˆ†[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
∣∣∣∣∣∣∣∣2LH q
+
∣∣∣∣∣∣piT[p+q,q] ∣∣∣∣∣∣2SH q,H
∣∣∣∣∣∣∣∣ ∏ˆ†[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
− ∏†[p,q]
gM;p,q∐
g1;p,q
∣∣∣∣∣∣∣∣2LH q
+
∣∣∣∣∣∣∣∣piT[p+q,q]∏†[p,q]
gM;p,q∐
g1;p,q
− ∐
JM;p,q
β[q]
∣∣∣∣∣∣∣∣2SH q,H + O(M−2β)
- OP(K−2β)
∣∣∣∣∣∣∣∣ ∏ˆ†[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
∣∣∣∣∣∣∣∣2LH q +
∣∣∣∣∣∣∣∣ ∏ˆ†[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
− ∏†[p,q]
gM;p,q∐
g1;p,q
∣∣∣∣∣∣∣∣2LH q
+
∣∣∣∣∣∣∣∣ ∐
JcM;p,q
β[q]
∏‡
[p,q]
gM;p,q∐
g1;p,q
∣∣∣∣∣∣∣∣2SH q,H +
∣∣∣∣∣∣∣∣ ∐
JM;p,q
β[q]
[ ∏‡
[p,q]
gM;p,q∐
g1;p,q
− IH q
]∣∣∣∣∣∣∣∣2SH q,H + O(M−2β)
=: OP(K−2β) · T1 + T2 + T3 + T4 + O(M−2β). (4.151)
Term T1 : Wegen (4.146) gilt wie bei der Herleitung der Rate des Terms T1 in Satz 4.51
für alle K,L,M :
∣∣∣∣∣∣∣∣ ∏ˆ†[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
∣∣∣∣∣∣∣∣2LH q =
∣∣∣∣∣∣∣∣ ( ∏ˆ[p,q;L,K] ∏ˆ∗[p,q;L,K] + θNIH q
)−2 ∏ˆ
[p,q;L,K]
∏ˆ∗
[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
∣∣∣∣∣∣∣∣LH q
= sup
j≤M
gˆ
(p,q)
j;L,K
(gˆ(p,q)j;L,K + θN)2
= OP(g−1M;p,q). (4.152)
Term T2 : Aus den Umformungen bei der Herleitung der Rate von T2 in Satz 4.51 und
aus (4.145), (4.146) sowie (4.147) folgt:
∣∣∣∣∣∣∣∣ ∏ˆ†[p,q;L,K]
gˆ
(p,q)
M;L,K∐
gˆ
(p,q)
1;L,K
− ∏†[p,q]
gM;p,q∐
g1;p,q
∣∣∣∣∣∣∣∣2LH q
- sup
j≤M
∣∣∣∣
√
gˆ
(p,q)
j;L,K
gˆ
(p,q)
j;L,K + θN
−
√
gj;p,q
gM;p,q + θN
∣∣∣∣2 + Mg−1M;p,q sup
j≤M
∣∣∣∣∣∣(gˆ(p,q)j;L,K)′′′− gj;p,q∣∣∣∣∣∣2H q
+ sup
j≤M
∣∣∣∣ 1gj;p,q + θN
∣∣∣∣2((√gj;p,q −
√
gˆ
(p,q)
j;L,K
)2
+
∣∣∣∣∣∣ ∏ˆ∗[p,q;L,K]∣∣∣∣∣∣2LH q
∣∣∣∣∣∣(gˆ(p,q)j;L,K)′′′− gj;p,q∣∣∣∣∣∣2H q
+
∣∣∣∣∣∣ ∏ˆ∗[p,q;L,K] − ∏∗[p,q] ∣∣∣∣∣∣2LH q
)
83
= OP(g−2M;p,qK−β) + OP(g−3M;p,qMK−2β) + OP(g−2M;p,qK−β) + OP(g−4M;p,qK−2β)
= OP(g−2M;p,qK−β), (4.153)
wobei im vorletzten Schritt ||∏ˆ∗[p,q;L,K]−∏∗[p,q] ||2LH q = O(K−2β) und ||∏ˆ∗[p,q;L,K]||LH q = OP(1)
verwendet wurden (siehe Herleitung von (4.144)).
Term T3 : Wegen
∐
JcM;p,q
β[q] =
∑
i,j>M 〈β[q], φij;p,q〉SH q,H φij;p,q, φij;p,q(gk;p,q) = δikgj;p,q für
alle i, j, k und wegen ∏‡[p,q]∐gM;p,qg1;p,q = 1N≤M(j) gj;p,qgj;p,q+θN gj;p,q für alle j,M gilt analog zu den
Umformungen bei Term T3 in Satz 4.37 für alle M :∣∣∣∣∣∣∣∣ ∐
JcM;p,q
β[q]
∏‡
[p,q]
gM;p,q∐
g1;p,q
∣∣∣∣∣∣∣∣2SH q,H=
M∑
j=1
1N>M(j)
[
gj;p,q
gj;p,q + θN
]2 ∣∣∣∣∣∣ ∑
i>M
〈β[q](gj;p,q), ci〉H ci
∣∣∣∣∣∣2
H
= 0.
(4.154)
Term T4 : Wie bei der Herleitung der Rate von T4 in Satz 4.51 gilt:
∣∣∣∣∣∣∣∣ ∐
JM;p,q
β[q]
[ ∏‡
[p,q]
gM;p,q∐
g1;p,q
− IH q
]∣∣∣∣∣∣∣∣2SH q,H ≤ θ2N g−2M;p,q ||β[q]||2SH q,H  θ2N g−2M;p,q. (4.155)
Setzen wir nun die Raten (4.152) bis (4.155) der Terme T1 bis T4 in (4.151) ein, führt dies
wegen θN = O(K−β/2) und g−1M;1Mβ = O(Kβ) zu∣∣∣∣∣∣βˆ[q;L,K,M ] − β[q] ∣∣∣∣∣∣2SH q,H = OP(g−1M;p,qK−2β) + OP(g−2M;p,qK−β) + θ2N g−2M;p,q + O(M−2β)
= OP(M−2β),
woraus, wie behauptet, (4.149) für alle j = 1, ..., q folgt.
Es bleibt schließlich noch (4.150) für jedes i = 2, ..., p nachzuweisen. Dies ist in der Tat
gültig, da per Definition der Schätzer αˆi;L,K,M aus (4.142), wegen (4.137), (4.100) sowie
(4.149) für j = 1, ..., q und g−1M;1Mβ = O(Kβ) für jedes i = 2, ..., p gilt:
||αˆi;L,K,M − αi ||2SH - ||pˆi
(i)
L,K − pii ||2SH +
min(i−1,q)∑
j=1
∣∣∣∣∣∣βˆ(j)[q;L,K,M ]pˆi(i−j)L,K − βjpii−j ∣∣∣∣∣∣2SH
- OP(K−2β) +
min(i−1,q)∑
j=1
(
||βˆ(j)[q;L,K,M ] ||2SH ||pˆi
(i−j)
L,K − pii−j ||2SH
+ ||βˆ(j)[q;L,K,M ]− βj ||2SH ||pii−j||2SH
)
= OP(M−2β).
Bemerkung 4.56. Auf eine explizite Angabe möglicher Raten in Satz 4.55 verzichten
wir, da sowohl die vorausgesetzten Raten für die in den Voraussetzungen genannten Folgen
als auch die Raten im Endresultat in Satz 4.55 mit denen von Satz 4.51 übereinstimmen,
wofür bereits das Beispiel 4.52 angegebenen wurde. 
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5 Simulation
In diesem Kapitel simulieren wir Realisationen von Innovationen undH -wertigen FARCH-
und FGARCH-Zeitreihen (in Abschnitt 5.1 eine FARCH(1)-, in 5.2 eine FARCH(2)-, in
5.3 ein FGARCH(1, 1)- und in 5.4 eine FGARCH(2, 1)-Zeitreihe). Um den Zusammenhang
der Simulationen dieser Zeitreihen zu verdeutlichen, werden wir im gesamten Kapitel von
δ = 1100 · 1
ausgehen (wie bei der Simulation in [3], S.10), und für die Operatoren in den FARCH-
und FGARCH-Zeitreihen ausschließlich die Integraloperatoren mit den folgenden Kernen
für alle s, t ∈ (0, 1) verwenden:
0.2 0.4 0.6 0.8 0.2
0.4
0.6
0.80
2
4
·10−2
s
t
c1(s, t) = 120(1− s)2t2
0.2 0.4 0.6 0.8 0.2
0.4
0.6
0.80
2
4
·10−2
s
t
c2(s, t) = 110 [(s− 12)2 + (t− 12)2]
0.2 0.4 0.6 0.8 0.2
0.4
0.6
0.80
1
2
·10−2
s
t
c3(s, t) = 1100(s
3 + t3)
Abbildung 5.1: Die Kerne c1, c2 bzw. c3 der Integraloperatoren C1, C2 bzw. C3.
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Die Operatoren C1, C2 und C3 mit den nichtnegativen, beschränkten Integralkernen c1, c2
und c3 sind Elemente von LH ,L4[0,1] und bilden von H≥0 nach H≥0 ab. Dabei gilt nach der
Cauchy-Schwarz’schen und der Jensen’schen Ungleichung:
||C1||4LH,L4[0,1] = sup||h||H ≤1
∫ 1
0
( ∫ 1
0
c1(s, t)h(s) ds
)4
dt
≤ sup
||h||H ≤1
∫ 1
0
( ∫ 1
0
c21(s, t) ds
)2
dt ||h||4H
≤
∫ 1
0
∫ 1
0
c41(s, t) ds dt ≈ 7,716 · 10−8; (5.1)
||C2||4LH,L4[0,1] ≤
∫ 1
0
∫ 1
0
c42(s, t) ds dt ≈ 3,294 · 10−7; (5.2)
||C3||4LH,L4[0,1] ≤
∫ 1
0
∫ 1
0
c43(s, t) ds dt ≈ 4,763 · 10−9. (5.3)
Außerdem gehen wir im gesamten Kapitel von den Innovationen
εk(t) :=
Zk +Bk(t)√
1 + t
(5.4)
f.s. für alle k ∈ Z und t ∈ [0, 1] aus, wobei Zk ∼ N (0, 1) für alle k gilt, Bk = (Bk(t))t∈[0,1]
Brown’sche Bewegungen (siehe [27], Kapitel 21) für alle k sind und die Zufallsvariablen
. . . , Z−1, B−1, Z0, B0, Z1, B1, . . . stochastisch unabhängig sind.
0.0 0.2 0.4 0.6 0.8 1.0
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2
0.0 0.2 0.4 0.6 0.8 1.0
−2
−1
0
1
2
0.0 0.2 0.4 0.6 0.8 1.0
−2
−1
0
1
2
0.0 0.2 0.4 0.6 0.8 1.0
−2
−1
0
1
2
Abbildung 5.2: Je drei simulierte Realisationen von ε1 (links oben), ε2 (rechts oben), ε3
(links unten) und ε4 (rechts unten) aus (5.4) für die Schrittweite 11000 .
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Des Weiteren handelt es sich bei (εk)k∈Z mit εk aus (5.4) für alle k um eine u.i.v., zen-
trierte Zeitreihe mit ε0(t) ∼ N (0, 1) für alle t. Folglich gilt sowohl E(ε20(t)) = 1 als auch
E(ε80(t)) = 105 für alle t. Ferner gilt nach dem Satz von Fubini
E||ε20 ||4L4[0,1] =
∫
E(ε80(t)) dt = 105. (5.5)
Von der Größe in (5.5) werden wir beim Nachweis von (3.13) für ein n ∈ N und ν = 2
in den Abschnitten 5.1 bis 5.4 Gebrauch machen. Dies ist die einzige noch zu beweisende
Voraussetzung für Satz 3.3, wobei dieser Satz sicherstellt, dass es eine stationäre Lösung
der FARCH- und FGARCH-Zeitreihen in den Abschnitten 5.1 bis 5.4 gibt.
Für die Simulation der Realisationen der FGARCH(p, q∗)-Zeitreihen mit p ∈ N, q∗ ∈ N∗
werden wir im gesamten Kapitel von Korollar 3.5 den Startwert ς˜ (p,q
∗)
0 = 0H s∗ verwenden.
Dabei gilt aufgrund von ς˜ (p,q
∗)
N := δ
(p,q∗)
N + Ψ
(p,q∗)
N (ς˜
(p,q∗)
N−1 ) für alle N ∈N
ς˜
(p,q∗)
N = δ
(p,q∗)
N +
N−1∑
k=1
Ψ(p,q
∗)
N Ψ
(p,q∗)
N−1 · · ·Ψ(p,q
∗)
k+1 (δ
(p,q∗)
k ), (5.6)
wobei die in δ(p,q
∗)
k enthaltene Innovation εk für alle k = 1, ..., N in der Simulation als
unabhängig von den eben dargestellen Innovationen ε1, ..., ε4 angesehen werden. Gemäß
Korollar 3.5 und aufgrund von Stationarität der Folgen (ς˜ (p,q
∗)
N )N für alle p, q∗ nach dem
Beweis von Satz 3.3, interpretieren wir die Komponenten von ς˜ (p,q
∗)
100 als Realisationen
der Komponenten X 20 , ...,X 21−p, σ20 , ..., σ21−q∗ von ς
(p,q∗)
0 . Des Weiteren erhalten wir durch
Einsetzen der Realisationen von X 20 , ...,X 21−p, σ20 , ..., σ21−q∗ in die beiden FGARCH(p, q∗)-
Gleichungen mit den bereits simulierten Realisationen ε1, ..., ε4 aus der Abbildung 5.2
wiederum Werte, die wir als Realisationen von X1, ...,X4 der FGARCH(p, q∗)-Zeitreihe
deuten. Diese Werte stimmen wegen δ = 1100 · 1, wegen der beiden FGARCH(p, q∗)-
Gleichungen und, da die Integraloperatoren C1, C2 und C3 verhältnismäßig kleine Ker-
ne haben, nahezu mit den mit dem Faktor 110 skalierten, simulierten Realisationen von
ε1, ..., ε4 überein. Aus diesem Grund werden wir im gesamten Kapitel die Differenzen
∆(p,q
∗)
k (t) := Xk(t)− 110εk(t) = εk(t)
(
σk(t)− 110
)
(5.7)
mit k = 1, ..., 4 und t ∈ [0, 1] illustrieren.
5.1 Eine FARCH(1)-Zeitreihe
In diesem Abschnitt gilt
α1 = C1.
Nach Definition von Ψ(1,0)1 aus (3.5), wegen (3.7), (5.1), (5.5) und wegen der Jensen’schen
Ungleichung gilt
ψ
(1,0)
1,2 := E||Ψ(1,0)1 ||2LH ≤ ||α1||2LH,L4[0,1]
√
E||ε21 ||4L4[0,1] ≈ 2,846 · 10−3 < 1.
womit eine stationäre FARCH(1)-Zeitreihe (Xk)k mit δ = 1100 · 1 und α1 = C1 existiert.
Für eine solche Zeitreihe stellen wir die Simulation einer Realisation von ς˜ (1,0)100 aus (5.6)
dar, die wir als Realisation von X 20 interpretieren.
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Abbildung 5.3: Simulation einer Realisation von X 20 der FARCH(1)-Zeitreihe mit δ =
1
100 · 1 und α1 = C1 für die Schrittweite 11000 .
Ausgehend von dieser und den je drei simulierten Realisationen von ε1, ..., ε4 in Abbildung
5.2 können wir je drei simulierte Realisationen von ∆(1,0)1 , ...,∆
(1,0)
4 aus (5.7) darstellen.
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Abbildung 5.4: Je drei simulierte Realisationen von ∆(1,0)1 (links oben), ∆
(1,0)
2 (rechts oben),
∆(1,0)3 (links unten) und ∆
(1,0)
4 (rechts unten) aus (5.7) der FARCH(1)-
Zeitreihe mit δ = 1100 · 1 und α1 = C1 für die Schrittweite 11000 .
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5.2 Eine FARCH(2)-Zeitreihe
In diesem Abschnitt gilt
α1 = C1 und α2 = C2.
Dabei gilt aufgrund von
Ψ(2,0)2 Ψ
(2,0)
1 =
[2α1 2α2
IH 0LH
][1α1 1α2
IH 0LH
]
=
[2α11α1 +2α2 2α11α21α1 1α2
]
und wegen (2.27), (3.7), (5.1), (5.2), (5.5) sowie weil 1 und 2 u.i.v. sind:
ψ
(2,0)
2,2 := E||Ψ(2,0)2 Ψ(2,0)1 ||2LH 2
≤ E||2α11α1 +2α2||2LH + E||2α11α2||2LH + E||1α1||4LH + E||1α2||4LH
≤ √105
(
2
[√
105||α1||4LH,L4[0,1]+ ||α2||
2
LH,L4[0,1]
]
+
√
105||α1||2LH,L4[0,1] ||α2||
2
LH,L4[0,1]
+ ||α1||2LH,L4[0,1]+ ||α2||
2
LH,L4[0,1]
)
≈ √105
(
2 · 5,747 · 10−4 + √105 · 1,594 · 10−7 + 2,778 · 10−4 + 5,739 · 10−4
)
≈ 2,052 · 10−2 < 1.
Demnach existiert eine stationäre Lösung der FARCH(2)-Zeitreihe mit den Parametern
δ = 1100 ·1, α1 = C1 und α2 = C2. Für diese FARCH(2)-Zeitreihe simulieren und skizzieren
wir nun Realisationen der beiden Komponenten ς˜ (2,0)100 aus (5.6).
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Abbildung 5.5: Simulierte Realisationen vonX 2−1 (links) undX 20 (rechts) der FARCH(2)-
Zeitreihe mit δ = 1100 · 1, α1 = C1 und α2 = C2 für die Schrittweite 11000 .
Mit Hilfe dieser simulierten Realisationen von X 20 sowie X 2−1 und der je drei simulierten
Realisationen von ε1, ..., ε4 in Abbildung 5.2 lassen sich auch je drei simulierte Realisatio-
nen der Differenzen ∆(2,0)1 , ...,∆
(2,0)
4 aus (5.7) aus (5.7) angeben.
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Abbildung 5.6: Je drei simulierte Realisationen von ∆(2,0)1 (links oben), ∆
(2,0)
2 (rechts oben),
∆(2,0)3 (links unten) und ∆
(3,0)
4 (rechts unten) aus (5.7) der FARCH(2)-
Zeitreihe mit δ = 1100 · 1, α1 = C1 und α2 = C2 für die Schrittweite 11000 .
5.3 Eine FGARCH(1,1)-Zeitreihe
In diesem Abschnitt betrachten wir eine FGARCH(1, 1)-Zeitreihe mit den Operatoren
α1 = C1 und β1 = C2.
Dabei gilt aufgrund von
Ψ(1,1)2 Ψ
(1,1)
1 =
[2α1 2β1
IH 0LH
][1α1 1β1
IH 0LH
]
=
[2α11α1 +2β1 2α11β11α1 1β1
]
analog zum vorherigen Abschnitt ψ(1,1)2,2 :=E||Ψ(1,1)2 Ψ(1,1)1 ||2LH 2 < 1, womit eine stationäre
Lösung der FGARCH(1, 1)-Zeitreihe mit δ = 1100 · 1, α1 = C1 und β1 = C1 existiert. Die
Komponenten einer simulierten Realisation von ς˜ (1,1)100 , die wir als simulierte Realisationen
X 20 und σ20 von ς
(1,1)
0 interpretieren, haben die folgende Gestalt.
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Abbildung 5.7: Simulierte Realisationen von X 20 (schwarz) und σ20 (gold) der
FGARCH(1, 1)-Zeitreihe mit δ = 1100 · 1, α1 = C1 und β1 = C2 für die
Schrittweite 11000 .
Diese simulierten Realisationen vonX 20 sowie σ20 und die je drei simulierten Realisationen
von ε1, ..., ε4 in Abbildung 5.2 verwenden wir nun für die Darstellung von drei simulierten
Realisationen der Differenzen ∆(1,1)1 , ...,∆
(1,1)
4 aus (5.7).
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Abbildung 5.8: Je drei simulierte Realisationen von ∆(1,1)1 (links oben), ∆
(1,1)
2 (rechts oben),
∆(1,1)3 (links unten) und ∆
(1,1)
4 (rechts unten) aus (5.7) der FGARCH(1, 1)-
Zeitreihe mit δ = 1100 · 1, α1 = C1 und β1 = C2 für die Schrittweite 11000 .
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5.4 Eine FARCH(2,1)-Zeitreihe
In diesem Abschnitt gehen wir von den folgenden Operatoren aus:
α1 = C1, α2 = C2, β1 = C3.
Zunächst gilt:
Ψ(2,1)3 Ψ
(2,1)
2 Ψ
(2,1)
1
=
3α1 3α2 3β1IH 0LH 0LH
0LH IH 0LH

2α1 2α2 2β1IH 0LH 0LH
0LH IH 0LH

1α1 1α2 1β1IH 0LH 0LH
0LH IH 0LH

=

3α12α11α1 +3α12α2
+3α21α1 +3β1 3α12α11α1 +3α22β1+3α21α2 3α12β11β1+3α21β12α11α1 +2α2 2α11α2 +2β1 2β11β11α1 1α2 1β1

und nach der Argumentation in Abschnitt 5.1 mit (5.1) bis (5.5) gilt dann:
ψ
(2,1)
3,2 := E||Ψ(2,1)3 Ψ(2,1)2 Ψ(2,1)1 ||2LH 3
≤ √105
(
4
[
105||α1||6LH,L4[0,1]+ 2
√
105||α1||2LH,L4[0,1] ||α2||
2
LH,L4[0,1]+ ||β1||
2
LH,L4[0,1]
]
+ 3
√
105
[√
105||α1||6LH,L4[0,1]+ ||α2||
2
LH,L4[0,1] ||β1||
2
LH,L4[0,1]+ ||α2||
2
LH,L4[0,1]
]
+ 2
√
105
[√
105||α1||2LH,L4[0,1] ||β1||
4
LH,L4[0,1]+ ||α2||
2
LH,L4[0,1] ||β1||
2
LH,L4[0,1]
]
+ 2
[√
105||α1||4LH,L4[0,1]+ ||α2||
2
LH,L4[0,1]
]
+ 2
[√
105||α1||2LH,L4[0,1] ||α2||
2
LH,L4[0,1]+ ||β1||
2
LH,L4[0,1]
]
+ ||β1||4LH,L4[0,1]+ ||α1||
2
LH,L4[0,1]+ ||α2||
2
LH,L4[0,1]+ ||β1||
2
LH,L4[0,1]
)
≈ √105
(
4 · 7,228 · 10−5 + 3√105 · 5,739 · 10−4 + 2√105 · 3,962 · 10−8
+ 2 · 5,747 · 10−4 + 2 · 7,064 · 10−5 + 4,736 · 10−9 + 2,778 · 10−4
+ 5,739 · 10−4 + 6,901 · 10−5
)
≈ 0,206 < 1.
Demnach existiert auch eine stationäre FGARCH(2, 1)-Zeitreihe mit den Parametern δ =
1
100 · 1, α1 = C1, α2 = C2 und β1 = C3. Für diese FGARCH(2, 1)-Zeitreihe illustrieren
wir nachfolgend die Komponenten einer simulierten Realisation von ς˜ (2,1)100 , die wir als
simulierte Realisationen X 20 ,X 2−1 und σ20 von ς
(2,1)
0 interpretieren.
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Abbildung 5.9: Simulierte Realisationen von X 2−1 (links), X 20 (rechts, schwarz) und σ20
(rechts, gold) der FGARCH(2, 1)-Zeitreihe mit δ = 1100 · 1, α1 = C1, α2 =
C2 und β1 = C3 für die Schrittweite 11000 .
Die simulierten Realisationen von X 20 ,X 2−1 sowie σ20 aus (5.9) und die je drei simulierten
Realisationen von ε1, ..., ε4 in Abbildung 5.2 nutzen wir nun für die Darstellung von drei
simulierten Realisationen der Differenzen ∆(2,1)1 , ...,∆
(2,1)
4 aus (5.7).
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Abbildung 5.10: Je drei simulierte Realisationen von ∆(2,1)1 (links oben), ∆
(2,1)
2 (rechts
oben), ∆(2,1)3 (links unten) und ∆
(2,1)
4 (rechts unten) aus (5.7) der
FGARCH(2, 1)-Zeitreihe mit δ = 1100 · 1, α1 = C1, α2 = C2 und β1 = C3
für die Schrittweite 11000 .
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6 Zusammenfassung und Ausblick
Zusammenfassung
In dieser Dissertation analysieren wir ARCH- und GARCH-Zeitreihen (Xk)k∈Z mit be-
liebigen Ordnungen und mit Werten in diversen Funktionenräumen über dem Intervall
[0, 1]. Wir geben hinreichende Bedingungen für Stationarität dieser funktionalen ARCH-
und GARCH-Zeitreihen an. Im Fokus steht dabei die Schätzung sowohl der Parameter
von H -wertigen FARCH(p)-Zeitreihen mit H :=L2[0, 1] und p∈N, d.h. von δ, α1, ..., αp
in der rechten der FARCH(p)-Gleichungen
Xk = εk  σk, σ2k = δ +
p∑
i=1
αi(X 2k−i)
mit k ∈Z, wobei (εk)k∈Z für eine H -wertige Zeitreihe und  für das punktweise Produkt
steht, als auch der Parameter von H -wertigen FGARCH(p, q)-Zeitreihen mit p, q ∈ N,
also von δ, α1, ..., αp, β1, ..., βq in der rechten der FGARCH(p, q)-Gleichungen
Xk = εk  σk, σ2k = δ +
p∑
i=1
αi(X 2k−i) +
q∑
j=1
βj(σ2k−j)
mit k ∈ Z. Die Ergebnisse dieser Arbeit beruhen auf den Ergebnissen der uns bekannten
Arbeiten zum FARCH- und FGARCH-Modell von Hörmann, Horváth und Reeder [22]
aus dem Jahr 2013 zu C[0, 1]- und H -wertigen FARCH(1)-Zeitreihen, von Aue, Horváth
und Pellatt [3] aus dem Jahr 2017 zu C[0, 1]- und H -wertigen FGARCH(1, 1)-Zeitreihen
und von Cerovecki, Francq, Hörmann und Zakoïan [11] aus dem Jahr 2019 zuH -wertigen
FGARCH(p, q)-Zeitreihen mit p, q∈N.
In Definition 3.1 geben wir eine formale Definition sowohl der FARCH(p)- als auch der
FGARCH(p, q)-Zeitreihen mit p, q∈N für Werte in einem Funktionenraum F ∈F mit F
in (3.1) an, d.h. mit Werten in Lp[0, 1]-Räumen mit p∈ [1,∞) und in Räumen mit Defini-
tionsbereich [0, 1], wobei diese Räume bzgl. ||·||∞ Banachräume und bzgl.  abgeschlossen
sind. In Satz 3.3 geben wir zwei Bedingungen an und weisen nach, dass sie hinreichend
für die Existenz stationärer Lösungen der FARCH(p)- und FGARCH(p, q)-Gleichungen
mit p, q ∈ N für alle F ∈ F sind und dass diese Lösungen sogar f.s. eindeutig, bzgl. (εk)k
kausal sowie ergodisch sind. Im Beweis von Satz 3.3 wird deutlich, dass die in Teil (a)
genannte Bedingung für den Lyapunov-Exponenten
γ(p,q
∗) < 0
schwächer ist als die Bedingung in Teil (b)
ψ (p,q
∗)
n,ν := E
∣∣∣∣∣∣Ψ(p,q∗)n Ψ(p,q∗)n−1 · · ·Ψ(p,q∗)1 ∣∣∣∣∣∣νL
F s
∗
< 1
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für ein n ∈ N und ein ν > 0. Diese Bedingung ist zwar restriktiver als die Bedingung
γ(p,q
∗) < 0, jedoch lässt sich mit ihr und mit etwas Rechenaufwand unmittelbar nach-
weisen, ob eine stationäre Lösung einer FARCH(p)- und einer FGARCH(p, q)-Zeitreihe
mit p, q ∈ N existiert (siehe Kapitel 5). Von der Bedingung aus Satz 3.3 (b) wird außer-
dem in Korollar 3.5 und in Lemma 3.6 Gebrauch gemacht. Insgesamt handelt es sich bei
Satz 3.3 um eine Verallgemeinerung unter einer schwächeren Bedingung der Theoreme
2.1 und 2.3 in [22], 2.1 und 2.2 in [3] und Theorem 1 in [11]. In Korollar 3.5 stellt sich
heraus, dass die Werte der FARCH(p)- und FGARCH(p, q)-Zeitreihen mit p, q ∈ N bei
Einsetzen eines beliebigen Startwertes und mehrfacher Anwendung der FARCH(p)- bzw.
FGARCH(p, q)-Gleichungen, mit einer geometrischen Abklingrate im Sinne von Konver-
genz im p-ten Mittel für bestimmte p > 0 approximieren lassen. Von diesem Korollar wird
bei der Simulation der Realisationen von FARCH(p)- und FGARCH(p, q)-Zeitreihen in
Kapitel 5 Gebrauch gemacht. Ferner zeigen wir in Lemma 3.6, dass für jede FARCH(p)-
bzw. FGARCH(p, q)-Zeitreihe (Xk)k mit p, q ∈ N und F ∈ F sowohl E||X 20 ||νF als auch
E||σ20 ||νF˙ mit F˙ aus (3.2) endlich, dass (X 2k )k geometrisch LνF -m-approximierbar und dass
(σ2k)k geometrisch LνF˙ -m-approximierbar ist (siehe Abschnitt 2.5.3). Dieses Lemma ist des-
halb so bedeutsam, weil bei der Schätzung der Operatoren von H -wertigen FARCH- und
FGARCH-Zeitreihen (Xk)k Satz 4.4 eingeht, in welchem die L4H -m-Approximierbarkeit
von (X 2k )k verlangt wird.
In Satz 4.26 formulieren wir ein Konsistenzresultat im Sinne stochastischer Konvergenz
der Schätzfehler des in (4.49) aufgestellten Schätzers δˆ für den Parameter δ der H -
wertigen FARCH(p)- bzw. FGARCH(p, q)-Zeitreihe mit p, q ∈ N, in welches die Schätz-
fehler der Schätzer für die Operatoren der jeweiligen FARCH(p)- bzw. FGARCH(p, q)-
Zeitreihe eingehen. Die asymptotische obere Schranke des Schätzfehlers des Schätzers δˆ
in (4.49) für δ stimmt für H -wertige FARCH(1)-Zeitreihen mit dem Resultat in [22],
Lemma 3.1, worauf die Beweisidee von Satz 4.26 beruht, überein. Bei der Schätzung der
Operatoren der FARCH- und FGARCH-Zeitreihen verwenden wir stets bestimme Yule-
Walker-Gleichungen und Tichonow-Regularisierte. In Satz 4.28 beweisen wir, dass unter
bestimmten Voraussetzungen für den Schätzer αˆ1 in (4.54) für
∐
JKα1, wobei
∐
JK der Pro-
jektionsoperator auf einen bestimmten UnterraumJK des Hilbert-Raums SH der Hilbert-
Schmidt-Operatoren von H nach H und α1 ∈ SH für den Operator einer H -wertigen
FARCH(1)-Zeitreihe steht, für jedes feste K ∈N∣∣∣∣∣∣ αˆ1 −∐
JK
α1
∣∣∣∣∣∣2SH = OP(N−1)
gilt. Diese Rate stimmt mit der Rate in [22], Theorem 3.1 überein. Die Argumente im
Beweis von Satz 4.28 können wir allerdings für die Schätzung von α1, ohne α1 auf einen
endlichdimensionalen Unterraum zu projizieren, für die Schätzung der Operatoren im
FARCH(p)-Modell mit p > 1 sowie für die Schätzung der Operatoren im FGARCH-
Modell nutzen. Ein Kernresultat dieser Dissertation ist Satz 4.30, in welchem wir auf
Grundlage von Satz 4.28 verifizieren, dass für den Schätzer αˆ1 in (4.54) für den Operator
α1 ∈ SH einer H -wertigen FARCH(1)-Zeitreihe mit einer geeigneten Folge (KN)N mit
K =KN →∞ unter Annahme 4.24 für β > 0
||αˆ1− α1||2SH = OP(K−2β)
gilt. Dieses Resultat ist neuartig (siehe [3], [11] und [22]). Satz 4.37 entspricht den Sätzen
4.28 und 4.30 für H -wertige FARCH(p)-Zeitreihen mit p > 1. Die Schwierigkeit im Fall
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p> 1 besteht darin, dass wir bei der Nutzung einer bestimmten Yule-Walker-Gleichung für
die Schätzung der Operatoren α1, ..., αp ∈ SH in den FARCH(p)-Gleichungen den Vektor
α= (α1 · · ·αp)betrachten und diesen als Element von SH p,H , also einem Hilbert-Schmidt-
Operator von H p nach H , interpretieren müssen. Damit liegt keine Selbstabbildung vor,
sodass bei Umformungen im Nachweis darauf zu achten ist, dass passende Elemente ver-
knüpft werden. Trotz dieser Schwierigkeit kommen wir in Satz 4.37 (a) für den Schätzer
αˆ in (4.73) für ∐Jp,Kα, wobei ∐Jp,K der Projektionsoperator auf einen bestimmten Unter-
raumJp,K des Hilbert-Raums SH p,H ist, für jedes feste K ∈N zum Ergebnis∣∣∣∣∣∣αˆ −∐
Jp,K
α
∣∣∣∣∣∣2SH p,H = OP(N−1).
Des Weiteren gilt in Satz 4.37 (b)
||αˆ− α||2SH p,H = OP(K−2β)
für eine geeignete Folge (KN)N mit K = KN →∞. Die Aussagen in beiden Teilen von
Satz 4.37 sind neuartig, da sich, soweit uns bekannt, mit dem FARCH(p)-Modell nicht
für p> 1 befasst wurde. Ein weiteres bedeutendes Resultat formulieren wir in Satz 4.51.
Dort erhalten wir für die Schätzer αˆ1;L,K in (4.117) und βˆ1;L,K,M in (4.118) der Operatoren
α1 ∈ SH bzw. β1 ∈ SH einer H -wertigen FGARCH(1, 1)-Zeitreihe
||αˆ1;L,K − α1||2SH = OP(K−2β) und ||βˆ1;L,K,M − β1||2SH = OP(M−2β)
mit β > 0 für geeignete Folgen (KN)N , (LN)N , (MN)N mit K = KN →∞, L = LN →∞,
M = MN →∞. Der Nachweis dieses Satzes ist sehr aufwändig, da wir eine Vielzahl di-
verser Voraussetzungen beachten und wir zuvor asymptotische obere Schranken für die
Schätzfehler der Schätzer für die Operatoren in einer bestimmten invertierten Darstellung
herleiten müssen (siehe Lemma 4.46). In [11], Proposition 3 werden die Parameter δ, α1, β1
einer FGARCH(1, 1)-Zeitreihe, ohne sie auf einen endlichdimensionalen Unterraum zu
projizieren, zwar im Sinne fast sicherer Konvergenz geschätzt, jedoch wird keine explizi-
te Rate angegeben. Schließlich geben wir in Satz 4.55, unter ähnlichen Voraussetzungen
wie in Satz 4.51, eine zentrale Aussage zur Schätzung aller Operatoren von H -wertigen
FGARCH(p, q)-Zeitreihen mit max(p, q)> 1 an, ohne die Operatoren auf einen endlichdi-
mensionalen Unterraum zu projizieren. Und zwar gilt für bestimmte β > 0 und geeignete
Folgen (KN)N , (LN)N , (MN)N mit K = KN → ∞, L = LN → ∞,M = MN → ∞ für den
Schätzer αˆ1;L,K in (4.117) für α1 der H -wertigen FGARCH(p, q)-Zeitreihe mit p, q> 1
||αˆ1;L,K − α1||2SH = OP(K−2β)
und für die Schätzer αˆi;L,K,M aus (4.142) für die Operatoren αi mit i = 2, ..., p sowie für
die j-te Komponente βˆ(j)[q;L,K,M ] der Schätzer βˆ[q;L,K,M ] in (4.139) für βj mit j = 1, ..., q der
H -wertigen FGARCH(p, q)-Zeitreihe mit p, q> 1 gilt∣∣∣∣∣∣βˆ(j)[q;L,K,M ] − βj ∣∣∣∣∣∣2SH = OP(M−2β) und ||αˆi;L,K,M − αi ||2SH = OP(M−2β).
Solch eine explizite asymptotische Schranke für die Schätzung der in den FGARCH(p, q)-
Zeitreihen enthaltenen Operatoren mit max(p, q)> 1, ohne sie auf einen endlichdimensio-
nalen Unterraum zu projizieren, ist neuartig (in [11], Theorem 2 werden die Parameter
im FGARCH(p, q)-Modell mit max(p, q) > 1 (mit einem Quasi-Maximum-Likelihood-
Schätzer) zwar im Sinne fast sicherer Konvergenz geschätzt, allerdings werden keine ex-
pliziten Raten angegeben und es wird eine Projektion auf einen endlichdimensionalen
Unterraum vorgenommen).
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Ausblick
Aus den Ideen und Ergebnissen dieser Arbeit kann eine Reihe zusätzlicher Fragestellungen
abgeleitet werden. Es sind grundsätzlich weitere Definitionen für die in Definition 3.1
genannten FARCH- und FGARCH-Gleichungen möglich (siehe bspw. [18], Kapitel 2).
Denkbar ist auch die Betrachtung von FARCH- und FGARCH-Zeitreihen mit Werten in
Funktionenräumen mit Definitionsbereich [0, 1]n für ein n> 1 oder [a1, b1]×· · ·×[an, bn] für
ein n∈N mit −∞< ai ≤ bi <∞ für alle i = 1, ..., n. Es stellt sich außerdem die Frage, ob
und wie sich das FARCH- und das FGARCH-Modell über Funktionenräume hinaus, also
in weitaus abstrakteren Banach- und Hilbert-Räumen, definieren lassen. Für das FARCH-
und das FGARCH-Modell wäre die Schätzung der Ordnung interessant (siehe Kokoszka
und Reimherr [30] für die Schätzung der Ordnung bei FAR-Zeitreihen). Von Interesse ist
außerdem die Schätzung der Parameter von FARCH- und FGARCH-Zeitreihen, die bspw.
Werte in C[0, 1] oder in anderen Räumen annehmen (siehe Ruiz-Medina und Liebana-
Álvaréz [37]). Schließlich stellt sich die Frage, welche asymptotischen unteren Schranken
die Schätzfehler für die Schätzer der Parameter in den FARCH- und FGARCH-Zeitreihen
besitzen und ob optimale Schätzer für die Parameter existieren.
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Abkürzungsverzeichnis
AR autoregressiv
ARCH autoregressive conditional heteroskedasticity
ARMA autoregressive moving average
f.a. fast alle
FAR funktionale AR
FARCH funktionale ARCH
FARMA funktionale ARMA
f.f.a. für fast alle
FGARCH funktionale GARCH
FMA funktionale MA
f.s. fast sicher
f.ü. fast überall
GARCH generalized autoregressive conditional heteroskedasticity
i.Z. in Zeichen
MA moving average
o.B.d.A. ohne Beschränkung der Allgemeinheit
ONB Orthonormalbasis
ONS Orthonormalsystem
u.i.v. unabhängig identisch verteilt
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Anhang
Nachfolgend geben wir den Quellcode in der Programmiersprache R für die Erzeugung
der Darstellungen in Kapitel 5 an. Diese Darstellungen lassen sich exakt reproduzieren,
da ihre Codierung vom R-Befehl „set.seed()“ Gebrauch macht.
Grundlegender Quellcode in Kapitel 5
Den folgenden Quellcode haben wir für die Simulation von Realisationen im gesamten
Kapitel 5 benötigt.
n <- 1000 # Anzahl der Zerlegungen des Intervalls [0 ,1].
Nu <- numeric(n) # Vektor aus n Nullen für die x-Achse in Plots.
N <- 100 # Anzahl für tildevarsigma ^{(p,q*)}_N aus (5.7).
# Simulation von zwölf Innovationen aus (5.5).
set.seed (10)
Z <- rnorm (12)
B <- matrix(nrow=n,ncol =12)
E <- matrix(nrow=n,ncol =12)
set.seed (20)
for(j in 1:12){
B[,j] <- c(0,cumsum(sqrt(1/n)*rnorm(n -1)))
for(i in 1:n){
E[i,j] <- (1/sqrt (1+(i-1)/n))*(Z[j]+B[i,j])
}
}
# Definition von N quadrierten Innovationen aus (5.5) für
# tildevarsigma ^{(p,q*)}_N aus (5.7).
set.seed (30)
Z_1 <- rnorm(N)
B_1 <- matrix(nrow=n,ncol=N)
E2_1 <- matrix(nrow=n,ncol=N)
set.seed (40)
for(j in 1:N){
B_1[,j] <- c(0,cumsum(sqrt(1/n)*rnorm(n-1)))
for(i in 1:n){
E2_1[i,j] <- ((1/sqrt (1+(i-1)/n))*(Z_1[j]+B_1[i,j]))^2
}
}
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# Definition der mit 1/n skalierten Integraloperatoren
# C_1, C_2 und C_3 mit den Kernen c_1, c_2 und c_3 als Matrizen
# für die Riemann ’sche Summe.
c1 <- function(s,t){(1/20)*(1-s)^2*t^2}
c2 <- function(s,t){(1/10)*((s-1/2)^2 + (t-1/2)^2)}
c3 <- function(s,t){(1/100)*(s^3 + t^3)}
C1_skal <- matrix(nrow=n,ncol=n)
C2_skal <- matrix(nrow=n,ncol=n)
C3_skal <- matrix(nrow=n,ncol=n)
for(i in 1:n){
for(j in 1:n){
C1_skal[i,j] <- (1/n)*c1((i-1)/n,(j-1)/n)
C2_skal[i,j] <- (1/n)*c2((i-1)/n,(j-1)/n)
C3_skal[i,j] <- (1/n)*c3((i-1)/n,(j-1)/n)
}
}
Plot der Innovationen in Kapitel 5
# Plot der Simulationen aus dem vorherigen Abschnitt , die wir
# als drei Realisationen der Innovationen epsilon_1, ..., epsilon _4
# interpretieren.
dev.new(width =6.25 , height =4.5)
par(mfrow=c(2,2),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq(0,1,length.out=n)
matplot(t,mgp=c(0,0.5,0), cbind(E[,1],E[,2],E[,3],Nu),type="l",
col=c("red","green","blue","grey"),lty=c(1,1,1,5),
ylim=c( -2.75 ,2.75) , xlab="",ylab="")
matplot(t,mgp=c(0,0.5,0), cbind(E[,4],E[,5],E[,6],Nu),type="l",
col=c("red","green","blue","grey"),lty=c(1,1,1,5),
ylim=c( -2.75 ,2.75) , xlab="",ylab="")
matplot(t,mgp=c(0,0.5,0), cbind(E[,7],E[,8],E[,9],Nu),type="l",
col=c("red","green","blue","grey"),lty=c(1,1,1,5),
ylim=c( -2.75 ,2.75) , xlab="",ylab="")
matplot(t,mgp=c(0,0.5,0), cbind(E[,10],E[,11],E[,12],Nu),type="l",
col=c("red","green","blue","grey"),lty=c(1,1,1,5),
ylim=c( -2.75 ,2.75) , xlab="",ylab="")
Die FARCH(1)-Zeitreihe in Abschnitt 5.1
# Simulation und Plot einer Realisation von X^2_0 der FARCH (1)-
# Zeitreihe.
tildevarsigma10_N <- numeric(n)
for(k in 1:(N-1)){
S_prov <- E2_1[,k]
for(l in (k+1):N){
S_prov <- E2_1[,l]*(C1_skal%*%S_prov)
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}
tildevarsigma10_N <- tildevarsigma10_N + S_prov
}
X2 _0_10 <- (1/100)*(E2_1[,N]+ tildevarsigma10_N) # siehe (5.9).
dev.new(width =3.25 , height =2.35)
par(mfrow=c(1,1),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq(0,1,length.out=n)
matplot(t,cbind(X2_0_10 ,Nu),type="l",col=c("black","grey"),
lty=c(1,5),ylim=c(0,0.07) , xlab="",ylab="")
# Simulation und Plot von je drei Realisationen der Differenzen
# von X_1, ..., X_4 der FARCH (1)- Zeitreihe zu den mit 1/10
# skalierten Innovationen epsilon_1, ..., epsilon _4.
X_1_10 <- matrix(nrow=n,ncol =3)
X_2_10 <- matrix(nrow=n,ncol =3)
X_3_10 <- matrix(nrow=n,ncol =3)
X_4_10 <- matrix(nrow=n,ncol =3)
Delta _1_10 <- matrix(nrow=n,ncol =3)
Delta _2_10 <- matrix(nrow=n,ncol =3)
Delta _3_10 <- matrix(nrow=n,ncol =3)
Delta _4_10 <- matrix(nrow=n,ncol =3)
for(j in 1:3){
X_1_10[ ,j] <- E[,j]*(sqrt(1/100+C1_skal%*%X2 _0_10))
X_2_10[ ,j] <- E[,j+3]*(sqrt(1/100+C1_skal%*%(X_1_10[ ,j])^2))
X_3_10[ ,j] <- E[,j+6]*(sqrt(1/100+C1_skal%*%(X_2_10[ ,j])^2))
X_4_10[ ,j] <- E[,j+9]*(sqrt(1/100+C1_skal%*%(X_3_10[ ,j])^2))
Delta _1_10[ ,j] <- X_1_10[ ,j] - (1/10)*E[,j]
Delta _2_10[ ,j] <- X_2_10[ ,j] - (1/10)*E[,j+3]
Delta _3_10[ ,j] <- X_3_10[ ,j] - (1/10)*E[,j+6]
Delta _4_10[ ,j] <- X_4_10[ ,j] - (1/10)*E[,j+9]
}
dev.new(width =6.25 , height =4.5)
par(mfrow=c(2,2),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq (0,1,length.out=n)
matplot(t,mgp=c(1.75 ,0.5 ,0) , cbind(Delta _1_10[ ,1] , Delta _1_10[ ,2] ,
Delta _1_10[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(1.75 ,0.5 ,0) , cbind(Delta _2_10[ ,1] , Delta _2_10[ ,2] ,
Delta _3_10[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(1.75 ,0.5 ,0) , cbind(Delta _3_10[ ,1] , Delta _3_10[ ,2] ,
Delta _3_10[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(1.75 ,0.5 ,0) , cbind(Delta _4_10[ ,1] , Delta _4_10[ ,2] ,
Delta _4_10[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
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Die FARCH(2)-Zeitreihe in Abschnitt 5.2
# Simulation und Plot der Realisationen von X^2_0 und X^2_{ -1}
# als Komponenten von varsigma ^{(2 ,0)}_0 der FARCH (2)- Zeitreihe.
tildevarsigma20_N <- numeric (2*n)
for(k in 1:(N-1)){
S_prov <- c(E2_1[,k],numeric(n))
for(l in (k+1):N){
S_prov <- c(E2_1[,l]*(C1_skal%*%S_prov [1:n])+
E2_1[,l]*(C2_skal%*%S_prov[(n+1):(2*n)]),
S_prov [1:n])
}
tildevarsigma20_N <- tildevarsigma20_N+S_prov
}
varsigma20 _0 <- (1/100)*(c(E2_1[,N],numeric(n))+ tildevarsigma20_N)
X2_0_20 <- varsigma20 _0[1:n]
X2_minus1 _20 <- varsigma20 _0[(n+1):(2*n)]
dev.new(width =6.25 , height =2.35)
par(mfrow=c(1,2),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq (0,1,length.out=n)
matplot(t,mgp = c(2,0.5,0), cbind(X2_minus1 _20,Nu),type="l",
col=c("black","grey"),lty=c(1,5),ylim=c(0,0.07) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(X2_0_20 ,Nu),type="l",col=c("black",
"grey"),lty=c(1,5),ylim=c(0,0.07) , xlab="",ylab="")
# Simulation und Plot von je drei Realisationen der Differenzen
# von X_1, ..., X_4 der FARCH (2)- Zeitreihe zu den mit 1/10
# skalierten Innovationen epsilon_1, ..., epsilon _4.
X_1_20 <- matrix(nrow=n,ncol =3)
X_2_20 <- matrix(nrow=n,ncol =3)
X_3_20 <- matrix(nrow=n,ncol =3)
X_4_20 <- matrix(nrow=n,ncol =3)
Delta _1_20 <- matrix(nrow=n,ncol =3)
Delta _2_20 <- matrix(nrow=n,ncol =3)
Delta _3_20 <- matrix(nrow=n,ncol =3)
Delta _4_20 <- matrix(nrow=n,ncol =3)
for(j in 1:3){
X_1_20[ ,j] <- 1/100+C1_skal%*%X2 _0_20+ C2_skal%*%X2_minus1 _20
X_1_20[ ,j] <- E[,j]*(sqrt(X_1_20[ ,j]))
X_2_20[ ,j] <- 1/100+C1_skal%*%((X_1_20[ ,j])^2)+
C2_skal%*%X2_0_20
X_2_20[ ,j] <- E[,j+3]*(sqrt(X_2_20[ ,j]))
X_3_20[ ,j] <- 1/100+C1_skal%*%((X_2_20[ ,j])^2)+
C2_skal%*%((X_1_20[ ,j])^2)
X_3_20[ ,j] <- E[,j+6]*(sqrt(X_3_20[ ,j]))
X_4_20[ ,j] <- 1/100+C1_skal%*%((X_3_20[ ,j])^2)+
C2_skal%*%((X_2_20[ ,j])^2)
X_4_20[ ,j] <- E[,j+9]*(sqrt(X_4_20[ ,j]))
Delta _1_20[ ,j] <- X_1_20[ ,j] - (1/10)*E[,j]
Delta _2_20[ ,j] <- X_2_20[ ,j] - (1/10)*E[,j+3]
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Delta _3_20[ ,j] <- X_3_20[ ,j] - (1/10)*E[,j+6]
Delta _4_20[ ,j] <- X_4_20[ ,j] - (1/10)*E[,j+9]
}
dev.new(width =6.25 , height =4.5)
par(mfrow=c(2,2),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq (0,1,length.out=n)
matplot(t,mgp=c(2,0.5,0), cbind(Delta _1_20[ ,1] , Delta _1_20[ ,2] ,
Delta _1_20[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _2_20[ ,1] , Delta _2_20[ ,2] ,
Delta _2_20[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _3_20[ ,1] , Delta _3_20[ ,2] ,
Delta _3_20[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _4_20[ ,1] , Delta _4_20[ ,2] ,
Delta _4_20[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
Die FGARCH(1,1)-Zeitreihe in Abschnitt 5.3
# Simulation und Plot der Realisationen von X^2_0 und sigma ^2_0 als
# Komponenten von varsigma ^{(1 ,1)}_0 der FGARCH (1,1)- Zeitreihe.
tildevarsigma11_N <- numeric (2*n)
for(k in 1:(N-1)){
S_prov <- c(E2_1[,k],numeric(n))
for(l in (k+1):N){
S_prov[(n+1):(2*n)] <- S_prov [1:n]
S_prov [1:n] <- E2_1[,l]*(C1_skal%*%S_prov [1:n])+
E2_1[,l]*(C2_skal%*%S_prov[(n+1):(2*n)])
}
tildevarsigma11_N <- tildevarsigma11_N+S_prov
}
varsigma11 _0 <- (1/100)*(c(E2_1[,N],numeric(n))+ tildevarsigma11_N)
X2_0_11 <- varsigma11 _0[1:n]
s2_0_11 <- varsigma11 _0[(n+1):(2*n)]
dev.new(width =3.25 , height =2.35)
par(mfrow=c(1,1),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq (0,1,length.out=n)
matplot(t,mgp=c(2,0.5,0), cbind(X2_0_11 ,s2_0_11 ,Nu),type="l",
col=c("black","lightgoldenrod4","grey"),lty=c(1,1,5),
ylim=c(0,0.07) , xlab="",ylab="")
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# Simulation und Plot von je drei Realisationen der Differenzen
# von X_1, ..., X_4 der FGARCH (1,1)- Zeitreihe zu den mit 1/10
# skalierten Innovationen epsilon_1, ..., epsilon _4.
X_1_11 <- matrix(nrow=n,ncol =3)
X_2_11 <- matrix(nrow=n,ncol =3)
X_3_11 <- matrix(nrow=n,ncol =3)
X_4_11 <- matrix(nrow=n,ncol =3)
s2 _1_11 <- matrix(nrow=n,ncol =3)
s2 _2_11 <- matrix(nrow=n,ncol =3)
s2 _3_11 <- matrix(nrow=n,ncol =3)
s2 _4_11 <- matrix(nrow=n,ncol =3)
Delta _1_11 <- matrix(nrow=n,ncol =3)
Delta _2_11 <- matrix(nrow=n,ncol =3)
Delta _3_11 <- matrix(nrow=n,ncol =3)
Delta _4_11 <- matrix(nrow=n,ncol =3)
for(j in 1:3){
s2_1_11[ ,j] <- 1/100+C1_skal%*%X2 _0_11+ C2_skal%*%s2 _0_11
X_1_11[ ,j] <- E[,j]*(sqrt(s2_1_11[ ,j]))
s2_2_11[ ,j] <- 1/100+C1_skal%*%((X_1_11[ ,j])^2)+
C2_skal%*%s2_1_11[ ,j]
X_2_11[ ,j] <- E[,j+3]*(sqrt(s2_2_11[ ,j]))
s2_3_11[ ,j] <- 1/100+C1_skal%*%((X_2_11[ ,j])^2)+
C2_skal%*%(s2_2_11[ ,j])
X_3_11[ ,j] <- E[,j+6]*(sqrt(s2_3_11[ ,j]))
s2_4_11[ ,j] <- 1/100+C1_skal%*%((X_3_11[ ,j])^2)+
C2_skal%*%(s2_3_11[ ,j])
X_4_11[ ,j] <- E[,j+9]*(sqrt(s2_3_11[ ,j]))
Delta _1_11[ ,j] <- X_1_11[ ,j] - (1/10)*E[,j]
Delta _2_11[ ,j] <- X_2_11[ ,j] - (1/10)*E[,j+3]
Delta _3_11[ ,j] <- X_3_11[ ,j] - (1/10)*E[,j+6]
Delta _4_11[ ,j] <- X_4_11[ ,j] - (1/10)*E[,j+9]
}
dev.new(width =6.25 , height =4.5)
par(mfrow=c(2,2),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq (0,1,length.out=n)
matplot(t,mgp=c(2,0.5,0), cbind(Delta _1_11[ ,1] , Delta _1_11[ ,2] ,
Delta _1_11[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _2_11[ ,1] , Delta _2_11[ ,2] ,
Delta _2_11[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _3_11[ ,1] , Delta _3_11[ ,2] ,
Delta _3_11[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _4_11[ ,1] , Delta _4_11[ ,2] ,
Delta _4_11[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
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Die FGARCH(2,1)-Zeitreihe in Abschnitt 5.4
# Simulation und Plot der Realisationen von X^2_0, X^2_{ -1} und
# sigma ^2_0 als Komponenten von varsigma ^{(2 ,1)}_0 der FGARCH (2,1)-
# Zeitreihe.
tildevarsigma21_N <- numeric (3*n)
for(k in 1:(N-1)){
S_prov <- c(E2_1[,k],numeric (2*n))
for(l in (k+1):N){
S_prov <- c(E2_1[,l]*(C1_skal%*%S_prov [1:n])+
E2_1[,l]*(C2_skal%*%S_prov[(n+1):(2*n)])+
E2_1[,l]*(C3_skal%*%S_prov [(2*n+1):(3*n)]),
S_prov [1:n],S_prov[(n+1):(2*n)])
}
tildevarsigma21_N <- tildevarsigma21_N+S_prov
}
varsigma21 _0 <- (1/100)*(c(E2_1[,N],numeric (2*n))+ tildevarsigma21_N)
X2 _0_21 <- varsigma21 _0[1:n]
X2_minus1 _21 <- varsigma21 _0[(n+1):(2*n)]
s2 _0_21 <- varsigma21 _0[(2*n+1):(3*n)]
dev.new(width =6.25 , height =2.35)
par(mfrow=c(1,2),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq (0,1,length.out=n)
matplot(t,mgp = c(2,0.5,0), cbind(X2_minus1 _21,Nu),type="l",
col=c("black","grey"),lty=c(1,5),ylim=c(0,0.07) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(X2_0_21 ,s2_0_21 ,Nu),type="l",
col=c("black","lightgoldenrod4","grey"),lty=c(1,1,5),
ylim=c(0,0.07) , xlab="",ylab="")
# Simulation und Plot von je drei Realisationen der Differenzen
# von X_1, ..., X_4 der FGARCH (2,1)- Zeitreihe zu den mit 1/10
# skalierten Innovationen epsilon_1, ..., epsilon _4.
X_1_21 <- matrix(nrow=n,ncol =3)
X_2_21 <- matrix(nrow=n,ncol =3)
X_3_21 <- matrix(nrow=n,ncol =3)
X_4_21 <- matrix(nrow=n,ncol =3)
s2_1_21 <- matrix(nrow=n,ncol =3)
s2_2_21 <- matrix(nrow=n,ncol =3)
s2_3_21 <- matrix(nrow=n,ncol =3)
s2_4_21 <- matrix(nrow=n,ncol =3)
Delta _1_21 <- matrix(nrow=n,ncol =3)
Delta _2_21 <- matrix(nrow=n,ncol =3)
Delta _3_21 <- matrix(nrow=n,ncol =3)
Delta _4_21 <- matrix(nrow=n,ncol =3)
for(j in 1:3){
s2_1_21[ ,j] <- 1/100+C1_skal%*%X2 _0_21+
C2_skal%*%X2_minus1 _21+
C3_skal%*%s2_0_21
X_1_21[ ,j] <- E[,j]*(sqrt(s2_1_21[ ,j]))
s2_2_21[ ,j] <- 1/100+C1_skal%*%((X_1_21[ ,j])^2)+
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C2_skal%*%X2 _0_21+
C3_skal%*%s2_1_21[ ,j]
X_2_21[ ,j] <- E[,j+3]*(sqrt(s2_2_21[ ,j]))
s2_3_21[ ,j] <- 1/100+C1_skal%*%((X_2_21[ ,j])^2)+
C2_skal%*%((X_1_21[ ,j])^2)+
C3_skal%*%s2_2_21[ ,j]
X_3_21[ ,j] <- E[,j+6]*(sqrt(s2_3_21[ ,j]))
s2_4_21[ ,j] <- 1/100+C1_skal%*%((X_3_21[ ,j])^2)+
C2_skal%*%((X_2_21[ ,j])^2)+
C3_skal%*%s2_3_21[ ,j]
X_4_21[ ,j] <- E[,j+9]*(sqrt(s2_4_21[ ,j]))
Delta _1_21[ ,j] <- X_1_21[ ,j] - (1/10)*E[,j]
Delta _2_21[ ,j] <- X_2_21[ ,j] - (1/10)*E[,j+3]
Delta _3_21[ ,j] <- X_3_21[ ,j] - (1/10)*E[,j+6]
Delta _4_21[ ,j] <- X_4_21[ ,j] - (1/10)*E[,j+9]
}
dev.new(width =6.25 , height =4.5)
par(mfrow=c(2,2),mar=c(2.5 ,2.5 ,0.5 ,0.5))
t <- seq (0,1,length.out=n)
matplot(t,mgp=c(2,0.5,0), cbind(Delta _1_21[ ,1] , Delta _1_21[ ,2] ,
Delta _1_21[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _2_21[ ,1] , Delta _2_21[ ,2] ,
Delta _2_21[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _3_21[ ,1] , Delta _3_21[ ,2] ,
Delta _3_21[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
matplot(t,mgp=c(2,0.5,0), cbind(Delta _4_21[ ,1] , Delta _4_21[ ,2] ,
Delta _4_21[ ,3] ,Nu),type="l",col=c("red","green","blue",
"grey"),lty=c(1,1,1,5),ylim=c( -0.005 ,0.005) , xlab="",
ylab="")
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