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1
Abstract
A vertex cut S of G is said to be a restricted vertex cut if NG(u) - S ,  for any vertex u of G. If G has a restricted
vertex cut, then the minimum cardinality of them called the restricted connectivity of G and we denote the restricted
connectivity of G by 0(G); this is a more refined index than the connectivity parameter (G). In this paper, we prove that
21 + 22   2   t1   t2  0(G1  G2)  1 + 1 + 22   2, where, for i = 1; 2, Gi is a maximally connected (Kti+1 + K2) -
free graph such that (Gi)  2, V(Gi)  2i   ti, and 1 + 2  2 + 1,where i = i(G) and i = i(G) for i = 1; 2.
1 Introduction
A graph is said to be connected if for any pair of vertices of it, there is a path which connects them. A set of vertices
S of a connected graph G is called a cutset of G if G   S is disconnected (Fig.1). The minimum cardinality of vertex cut
of G is called the connectivity of G. We denote the connectivity of G by (G). Some graphs are often used as a model
of a computer network, in this situation, the connectivity of a graph is a parameter of the fault tolerance of the computer
network.
Let G be a connected graph. A vertex cut S of G is said to be a super vertex cut if no isolated vertex is contained in G
  S (Fig.2). If G has a super vertex cut, then the minimum cardinality of them is called the super connectivity of G and
we denote the super connectivity of G by 1(G). If G has no super vertex cut, then we define 1(G) = 1. A vertex cut S
of G is said to be a restricted vertex cut if NG(u) - S ,  for any vertex u of G, where NG(u) stands for the neighborhood
of u in G (Fig.3). If G has a restricted vertex cut, then the minimum cardinality of them called the restricted connectivity
of G and we denote the restricted connectivity of G by 0(G). If G has no restricted vertex cut, then we define 0(G) = 1.
By definition, a restricted vertex cut of G is a super vertex cut of G. Hence we have (G)  1(G)  0(G).
Fig. 1: vertex cut((G) = 2) Fig. 2: super vertex cut(1(G) = 3) Fig. 3: restricted vertex cut (0(G) = 5)
We denote the complete graph on n vertices by Kn. For two graphs G and H, we denote the union of G and H by G [ H,
and we denote the union of m copies of G by mG. We denote the join of G and H by G + H. Then K1 + K2 ' K3.
For each vertex v 2 V(G), the number of edges which are incident to v is called the degree of v. We denote the degree of
v by degG(v). Let (G) and (G) denote the minimum degree of G and the maximum degree of G, respectively. It is clear
that  (G) (G). A graph G is called maximally connected if (G) = (G).
Let G and H be graphs. If a graph G has no graphs isomorphic to H, then G is said to be H - free. Note that H is not
necessary an induced subgraph of G.
The cartesian product of G1 and G2 is the graph with vertex set V(G1)  V(G2) and (x; y) adjacent to (x0; y0) if and only
if either (1) x = x0 and yy0 2 E(G2) or (2) xx0 2 E(G1) and y = y0. We denote the cartesian product of G1 and G2 by
G1  G2.
Tian and Meng showed the following.[1]
Theorem 1 For i = 1; 2 let ki be an integer such that ki  2 and let Gi be a ki - regular maximally connected graph. If G1
and G2 are triangle - free then
1(G1  G2) = 0(G1  G2) = 2k1 + 2k2   2
We showed the following Theorem 2 which is an extension of Theorem 1.
Theorem 2 For i = 1; 2 let ki be an integer such that ki  2 and let Gi be a ki - regular maximally connected graph. If Gi
is (Kti+1 + K2) - free for i = 1; 2 then
2k1 + 2k2   2   t1   t2  1(G1  G2)  0(G1  G2)  2k1 + 2k2   2
If we put t1 = t2 = 0 in Theorem 2, then we obtain Theorem 1. We show the following Theorem 3 which is an extension
of Theorem 2.
1
Theorem 3 For i = 1; 2 let Gi be a maximally connected graph and let i = (Gi) and i = (Gi). If Gi is (Kti+1 + K2) -
free, (Gi)  2, and jV(Gi)j  2i   ti for i = 1; 2, 1 + 2  2 + 1 then
21 + 22   2   t1   t2  1(G1  G2)  0(G1  G2)  1 + 1 + 22   2 (2(Gi)(Gi))
If i = i = ki in this Theorem 3 then Theorem 2 is obtained. In this paper, we give a proof of Theorem 3.
2 Preliminary
We call a super vertex cut a 1-cut and also we call a restricted vertex cut a 0-cut, respectively. Let NG(x) denote the
neighborhood of x in G and for S  V(G) let NG(S ) = Sx 2 S NG(x)   S .
Let G1 and G2 be graphs and let G = G1  G2. Let x 2 V(G1), and let S = f(x; y)j y 2 V(G2)g  V(G). Then we see G[S ]
is isomorphic to G2. We write G2x for G[S ], namely G2x is the subgraph of G induced by the set of vertices whose first
coordinate is the given vertex x 2 V(G1). Similarly, for a vertex y 2 V(G2), let G1y denote the subgraph of G induced by
the set of vertices whose second coordinate is y.
3 The proof of Theorem 3
Let Gi be a (Kti+1+K2) - free maximally connected graph for i = 1; 2. Moreover suppose (Gi)  2, and jV(Gi)j  2i   ti
for i = 1; 2. Let G = G1  G2 and assume 1 + 2  2 + 1.
First, we show that 0(G)  1 + 1 + 22   2. Let x be a vertex of G1 such that degG1 (x) = 1, and let y be a vertex of
G2 such that degG2 (y) = 2. Let x0 2 V(G1) such that xx0 2 E(G1). Let u = (x; y), v = (x0; y) 2 V(G), then we observe that
uv 2 E(G). Let S = NG(fu; vg), we show S is a restricted vertex cut of G.
Since 1; 2  2, we see that jV(G1)j,jV(G2)j  3. Hence neither V(G1)   fx; x0g nor V(G2)   fyg is empty, say x00 2 V(G1)   fx; x0g
and y0 2 V(G2)   fyg. Let (x00; y0) 2 V(G). Then we observe that (x00; y0) < S [ fu; vg which implies that S separates
(x00; y0) from fu; vg.
We show NG(w)   S ,  for any w 2 V(G). If w 2 fu; vg, then since uv 2 E(G) and S \ fu; vg = , we see that (NG(w)  
S ) \ fu; vg , . If w 2 S , then either u 2 NG(w) or v 2 NG(w), which implies (NG(w)   S ) , . Suppose V(G2x)   fug [ S , ,
say w = (x; y0) 2 V(G2x)   fug [ S . Then we observe that w0 2 (x0; y0) 2 V(G2x0 )   fvg [ S and w0 2 NG(w), which im-
plies (NG(w)   S ) , . Hence we may assure w 2 V(G)   (V(G2x) [ V(G2x0 )), say w = (x00; y0). Since x00 < fx; x00g, we
observe that jS \ V(G2x00 )j  1. On the other hand, since 2  2, we see that jNG2 (y0)j  2, which implies jNG(w) \ V(G2x00 )j  2.
We know that jNG(w) \ V(G2x00)j  2 and jS \ V(G2x00 )j  1, which implies NG(w)   S , .
Now it is shown that S is a restricted vertex cut. Hence
1(G)  0(G)  jS j = jNG(fu; vg)j
= jNG1y (u)j + jNG1y (v)j + jNG2x (u)j + jNG2x (v)j
 (1   1) + (1   1) + 2 + 2
= 1 + 1 + 22   2
Now it is shown that 0(G)  1 + 1 + 22   2.
Second, we show that 21 + 22   2   t1   t2  1(G). Suppose on the contrary that 1(G) < 21 + 22   2   t1   t2. We
denote S x = S \ V(G2x) and G02x = G2x   S x for each x 2 V(G1).
Claim 1 S x ,  for 8x 2 V(G1)
Suppose on the contrary that S x =  for 9x 2 V(G1y). Let C be the component of G   S containing V(G02x). Since S is a
vertex cut of G, there exists a vertex x0 which is not contained in S [ V(C). We show xx0 < E(G1y). If xx0 2 E(G1y) then
there is a perfect matching between V(G02x) and V(G02x0), which implies V(G02x0)  C contradicting the choice of x0. It is
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shown that xx0 < E(G1y).
Let H1 be a component of G02x0 . There are at least (G1) internally disjoint paths between x and x0 because V(G1y1 ) \ V(G1y2 ) = .
If jV(H1)j  22 then V(H1)  C, otherwise
1(G)  (G1)jV(H1)j
 1  22
> 21 + 22   2
which contradicts the assumption. Hence we may suppose jV(H1)j  22   1.
Suppose 2  jV(H1)j  22   1. Let uv 2 E(H1).
Since (G2) is ((Kt2+1 + K2)) - free, we have
jS x0 j  jNG2x0 (fu; vg)j   jNG2x0 (fu; vg) \ V(H1)j   jNG2x0 (u) \ NG2x0 (fvg) \ S x0 j
 22   jV(H1)j   t2
Hence we see that
1(G)  (G1)jV(H1)j + jS x0 j
 1jV(H1)j + 22   jV(H1)j   t2
= (1   1)jV(H1)j + 22   t2
 21 + 22   2   t2
which contradicts the assumption. Hence the remaining case is that jV(H1)j = 1. Suppose jV(H1)j = 1, say V(H1) = f(x; y)g.
Let H be the component of G01y containing (x0; y). Since S is a super vertex-cut, the component of C0 of G   S contain-
ing (x0; y) is not a singleton. Hence jV(H)j  2. In addition, jG02x \ V(H)j  1, otherwise it is similar to the case of
jV(H1)j  2.
If jV(H)j  21 then
1(G)  jV(H)j(G2)
 21  2
> 21 + 22   2
which contradicts the assumption. Hence jV(H)j  21   1.
Suppose 2  jV(H)j  21   1. Let uv 2 E(H).
Since G1 is ((Kt2+1 + K2)) - free, we have
jS yj  jNG1y (fu; vg)j   jNG1y (fu; vg) \ V(H)j   jNG1y (u) \ NG1y (v) \ S yj
 21   jV(H)j   t1
Hence we see that
1(G)  (G2)jV(H)j + jS yj
 2jV(H)j + 21   jV(H)j   t1
= (2   1)jV(H)j + 21   t1
 21 + 22   2   t1
which contradicts the assumption.
Now it is shown that S x ,  for 8x 2 V(G1), and proof of Claim 1 is completed. 2
Let r be the number of vertices x 2 V(G1) such that G2x   S x is disconnected. We consider 3 cases according to r.
Suppose r  2 and take two distinct vertices x1,x2 2 V(G1) such that both G2x1   S x1 and G2x2   S x2 are disconnected.
Then, since both S x1 and S x2 are cut sets of G2x1 and G2x2 , respectively, we see that jS x1 j,jS x2 j  (G2) = 2. By Claim 1, we
know that S x , 0 for any x 2 V(G1). Since S x , 0 for any x 2 V(G1) and jV(G1)j  21   t1, we have
X
x 2 V(G1)   fx1;x2g
jS xj  jV(G1)j 
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j fx1; x2g j  21   t1   2.
Since jS x1 j,jS x2 j  2 and
X
x 2 V(G1)   fx1;x2g
jS xj  21   t1   2, we have
1(G) = jS x1 j + jS x2 j +
X
x 2 V(G1)   fx1;x2g
jS xj
 22 + jV(G1)j   2
 21 + 22   2   t1
which contradicts the assumption. Hence we may assume that r = 0.
Suppose r = 0. 9 x1,9 x2 such that V(G02x1 )  C, V(G02x2 )  C0,x1x2 2 E(G1y),x1x2 < E(G1y S ). Since V(C) \ V(C0) = ,
jV(G02x1 )j  jS x2 j. Therefore jS x1 j + jS x2 j  jV(G2)j by jV(G02x1 )j + jS x1 j = jV(G2)j.
Since jS x1 j + jS x2 j  jV(G2)j and
X
x 2 V(G1)   fx1;x2g
jS xj  21   t1   2, we have
1(G) = jS x1 j + jS x2 j +
X
x 2 V(G1)   fx1;x2g
jS xj
 jV(G2)j + jV(G1)j   2
 21 + 22   2   t1   t2
which contradicts the assumption. Hence the remaining case is that r = 1.
Suppose r = 1. 9 x1 such that jS x1 j < (G2). Otherwise
jS xj  jV(G1)j(G2)
 (21   t1) 2
> 21 + 22   2   t1
which contradicts the assumption.
Assume G02x0 is disconnected in G   S .
If x1x0 < E(G1y) and V(G02x1 )  C then 9x2 such that V(G02x2 )  C0, x1x2 2 E(G1y), x1x2 < E(G1y   S ). Therefore, it is
similar to the case of r = 0.
Suppose x1x0 2 E(G1y) and V(G02x1 )  C. Let V(Hi) be a component of G02x0 such that 9H1  C0. Since V(C) \ V(C0) = ,
V(H1)  jCx1 j.
If jV(H1)j  2 then
1(G) = jS x0 j + jS x1 j +
X
x 2 V(G1)   fx1;x2g
jS xj
 22   jV(H1)j   t2 + jS x1 j + jV(G1)j   2
 21 + 22   2   t1   t2
which contradicts the assumption. Hence the remaining case is that jV(H1)j = 1.
Suppose jV(H1)j = 1. Since S is a super vertex cut, 9x2 such that V(H1) and V(G02x2 ) are connected by an edge contained
in E(G1y   S ). If V(G02x2 )  jS x1 j + 1 then
1(G) = jS x1 j + jS x2 j + jS x0 j +
X
x 2 V(G1)   fx1;x2;x0g
jS xj
 jS x1 j + 22   jV(G02x2 )j   t2 + 2 + jV(G1)j   3
 21 + 32   4   t1   t2
 21 + 22   2   t1   t2
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which contradicts the assumption. Hence the remaining case is that V(G02x2 )  jS x1 j + 2. If V(G02x2 )  jS x1 j + 2 then there
are at least jV(G02x2 )j   jS x1 j internally disjoint paths between V(G02x2 )  C0 and V(G02x1 )  C.
1(G) = jS x1 j + jS x2 j + 1(jV(G02x2 )j   jS x1 j)
 jS x1 j + jV(G2)j   jV(G02x2 )j + 1(jV(G02x2 )j   jS x1 j)
 21 + 22   2   t2
which contradicts the assumption. 2
In this case of the cartesian puroducts, though we can easily observe the case of 1(G) = 0(G), the existence of the case
of 1(G) < 0(G) is an open problem.
References
[1] Yingzhi Tians and Jixiang Meng ”Restricted connectivity for some interconnection networks”, preprint.
[2] Esfahanian A. and Hakimi S. ”On computing a conditional edge connectivity of a graph” Inform. Process. Lett.
27,195-199 (1988)
[3] Boesch F. ”Synthesys of reliable networks, a survey” IEEE Trans.Reliability 35, 240-246 (1986)
[4] Boesch F. and Tindell R. ”Circulants and their connectivities” J. Graph Theory 8, 487-499 (1984)
5
