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Abstract
Alternating nite automata (AFA) provide a natural and succinct way to denote regular lan-
guages. We introduce a bit-wise representation of reversed AFA (r-AFA) transition functions
and describe an ecient implementation method for r-AFA and their operations using this rep-
resentation. Experiments have shown that this implementation is much more ecient than, for
instance, the Grail DFA implementation in both space and time. c© 2000 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Regular languages and their representations, e.g., regular expressions and nite au-
tomata, have been used mainly for lexical analysis and string matching. However, in
recent years, the applications of regular languages have been increasingly widening.
For example, nite automata have been used in object-oriented modeling [11, 16], data
and image compression [1, 6, 7], and parallel processing [10].
In the applications such as object-oriented modeling, a critical problem in the use
of deterministic nite automata (DFA) is that the number of states is too large to im-
plement for many practical problems of a normal size. For example, the concatenation
of a 10-state DFA and a 30-state DFA may result in a minimal DFA of 10 billion
states [19]. This problem, which we call the size-explosion problem of DFA, has kept
many ideas from being realized in practice or only used for cases of a very limited
size.
In order to solve or to avoid the size-explosion problem, we will consider several
alternative forms of representations of regular languages.
∗ Corresponding author.
E-mail address: syu@csd.uwo.ca. (S. Yu)
0304-3975/00/$ - see front matter c© 2000 Elsevier Science B.V. All rights reserved.
PII: S0304 -3975(99)00020 -1
104 K. Salomaa et al. / Theoretical Computer Science 231 (2000) 103{111
It is known that an n-state nondeterministic nite automaton (NFA) is equivalent to
a minimal 2n-state DFA in the worst case. However, using NFA instead of DFA is not
a solution to the size-explosion problem because (1) the problem of minimizing NFA
state sets is PSPACE-complete [17, 12, 13], and the number of states of a minimal
NFA may not be much smaller than the number of states of the equivalent minimal
DFA (they can be equal in some cases); and (2) the deterministic implementation of
an NFA, e.g., using bit matrices, is very inecient in both space and time, and most of
the usual operations, e.g., intersection, are extremely awkward to implement for NFA,
losing any advantage over DFA.
Regular expressions are convenient to be used as a form of user interface. But this
form of representation of regular languages is inherently unsuitable to be used directly
as a control device. In many applications, regular expressions are normally read as
inputs and then transformed into certain forms of automata.
It has been shown that an n-state alternating nite automaton (AFA) is equivalent to
a 2n-state minimal NFA and a 22
n
-state minimal DFA in the worst case. But, alternation
is an even more general form of nondeterminism. Any implementation of AFA on real-
world computers, which are deterministic machines, will lose all the conciseness and
eciency of the AFA representation.
However, a nice feature of AFA is that they are backward deterministic, i.e., they
are deterministic if we consider them working on an input string from the rightmost
letter to the leftmost. It has been shown that a language L is accepted by an n-state
DFA if and only if the reversal of L, i.e., LR, is accepted by a log n-state AFA. So,
the use of r-AFA (reversed AFA) instead of DFA guarantees a logarithmic reduction
in the number of states. In addition, operations such as union, intersection, and com-
plementation for r-AFA are much simpler and more ecient to implement than the
corresponding DFA operations. All these factors make r-AFA an ideal candidate for
an ecient implementation of regular languages and their operations. A problem re-
maining is that the transition function of an r-AFA (or an AFA) can be very complex.
Expressed in the form of Boolean expressions, the size of the transition function of an
r-AFA, in the worst case, can be in the order of 2n, where n is the number of states.
However, our experiments have shown that the average size of a transition function
occurring in practice is much smaller than that. We conjecture, but have not formally
proved, that in the average case the size of the transition function of an r-AFA is
polynomial in the number of states of the r-AFA.
In this paper, we introduce an implementation method for r-AFA transition functions
using bit-vectors. We outline an algorithm for the transformation from a DFA to an
equivalent r-AFA. The algorithm minimizes the number of terms or minterms in the
Boolean expression representing the r-AFA transition functions in each of the major
steps. We also describe an algorithm for transforming an r-AFA to an equivalent DFA.
Union, intersection, and complementation operations on r-AFA are also described. Our
test results show that, indeed, the bit-wise r-AFA representation can be used for ecient
implementation of regular languages and their operations.
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2. Basic notations and denitions
The concept of alternating nite automata (AFA) was introduced in [3, 2] at the
same period of time under dierent names. A more detailed treatment of AFA op-
erations can be found in [8]. In this paper, we introduce h-AFA and r-AFA, which
are modied versions of AFA. An h-AFA is an s-AFA of [19] with a generalized
acceptance condition. An r-AFA is dened in this paper exactly as an h-AFA except
that it reads its input in reverse order. We use r-AFA for an ecient implementation
of regular languages and their operations.
An h-AFA A is a quintuple (Q;; g; h; F), where
 Q is the nite set of states,
  is the input alphabet,
 g :QBQ!B is the transition function, where B is the two-element Boolean
algebra, BQ refers to all the Boolean functions from Q to B,
 h :BQ!B is the accepting Boolean function,
 F Q is the set of nal states.
We use gq :BQ!B to denote that g is restricted to state q, i.e., gq(a; u)= g(q; a; u),
for a2; u2BQ; q2Q.
We also use gQ to denote the function from BQ to BQ that is obtained by
combining the functions gq; q2Q, i.e.,
gQ  (gq)q2Q:
We will write g instead of gQ whenever there is no confusion.
Let u2BQ. We use u(q) or uq; q2Q, to denote that u is restricted to q.
We extend the denition of g of an h-AFA to a function: Q BQ!B as
follows:
 g (q; ; u)= uq,
 g (q; aw; u)= g (q; a; g(w; u))
for all q2Q; a2; w2; u2BQ.
Similarly as above, the function gQ, or simply g, is extended to be a function
 BQ!BQ.
Given an h-AFA A=(Q;; g; h; F), for w2; w is accepted by A if and only if
h(g(w;f))= 1, where f is the characteristic vector of F , i.e., fq=1 i q2F .
An r-AFA A is an h-AFA such that for each w2; w is accepted by A if and
only if h(g(wR ; f))= 1, where f is the characteristic vector of F .
An example of an h-AFA is given below. Note that for each q2Q, we use q also
to denote the Boolean value associated with it.
Example 1. We dene an h-AFA A=(Q;; g; h; F) where Q= fq1; q2g; = fa; bg;
F = fq2g; h(q1; q2)= q1 ^ q2, and g is given by
State a b
q1 q1 _ q2 q1 ^ q2
q2 q1 ^ q2 q1 _ q2
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Note that we use q instead of :q for convenience.
The above table can be denoted by the following system of equations:
X1 = a  (X1 _X2) + b  (X1 ^X2);
X2 = a  (X1 ^X2) + b  (X1 _X2) + ;
where a variable Xi represents the state qi; i=1; 2, and  appearing in the second
equation species that q2 is a nal state.
Let w= aaab. Then w is accepted by A as follows:
h(g(aaab; f))
= h(g(a; g(aab; f)))
= h(g(a; g(a; g(ab; f))))
= h(g(a; g(a; g(a; g(b; f)))))
= h(g(a; g(a; g(a; g(b; (0; 1))))))
= h(g(a; g(a; g(a; (0; 1)))))
= h(g(a; g(a; (0; 0))))
= h(g(a; (1; 1)))
= h((1; 0))
= 1:
If we dene A as an r-AFA rather than an h-AFA, then wR = baaa is accepted
by A.
The following results can be proved similarly as in [3, 8, 19].
Theorem 1. If L is accepted by an n-state r-AFA; then L is accepted by a DFA with
at most 2n states.
Theorem 2. If L is accepted by an n-state complete DFA; then L is accepted by an
r-AFA with at most dlog ne states.
3. A bit-wise representation of r-AFA
The transition functions of h-AFA and r-AFA are denoted by Boolean functions. In
this section, we consider a bit-wise representation of Boolean functions, which is much
more convenient to implement than any symbolic representation of Boolean functions,
as well as more ecient in both space and time.
Given a set of independent Boolean variables
S = fx1; x2; : : : ; xng;
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and its dual set
S = fx1; x2; : : : ; xng;
we have the following denitions:
Denition 1. A term t dened on S [ S is a conjunction
t=y1 ^    ^yk ; 16k6n;
where yi 2 S [ S; yi 6=yj; yi 6=yj, for 16i<j6k, or t is a constant, i.e., t=1 or t=0.
The conjunction of y1; : : : ; yk is denoted also simply as y1   yk . A term t is called
a minterm if t=y1   yn where yi is either xi or xi; 16i6n.
Denition 2. A Boolean expression f is said to be in disjunctive normal form if
f=
W
i=1;:::; k ti, where ti; i=1; : : : ; k, is a term dened on S [ S.
Theorem 3. For every Boolean function f dened on S that can be expressed as
a single term; there exist two n-bit vectors  and  such that
f(u)= 1() (&u) " = 0 for all u2Bn;
where & is the bit-wise AND operator, " the bit-wise EXCLUSIVE-OR operator;
and 0 is the zero vector (0; : : : ; 0) in Bn.
Proof. First, we consider the cases where f is not a constant function. By the given
condition, f=yi1 ^    ^yik ; 16k6n, where yij is xij or xij ; ij 6= ij′ if j 6= j0. Let
=(1; : : : ; n) and =(1; : : : ; n), where
k =1 if and only if xk or xk appears in f;
k =1 if and only if xk appears in f;
for 16k6n.
Let us denote & u by t. Then
tk =1 if and only if uk =1 and (xk or xk appears in f)
i.e., ti= ui if variable xi or xi appears in f and ti=0 otherwise.
Let t0= t " . Then t0i = ti if xi appears in f and t0i = ti otherwise. So, (1) if neither
xi nor xi appears in f; t0i =0; (2) if xi appears in f, then t
0
i =0 i xi=1; (3) if xi
appears in f, then t0i =0 i xi=0.
Therefore, f(u)= 1 if and only if (&u) " = 0.
Now we consider the cases where f is a constant function. If f=1, we can choose
= 0; = 0. If f=0, we dene = 0; = 1.
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Each n-bit vector v=(v1; : : : ; vn); n632 (32-bit is the normal size of a word), can
be represented as an integer
Iv=
nP
i
vi2i−1:
We can also transform an integer Iv back to a 32-bit vector v in the usual way:
vi=(Iv&2i−1)=2i−1; 16i6n:
Note that since a language is accepted by an n-state DFA i it is accepted by a log n-
state r-AFA, a 32-state AFA is equivalent to a 232-state DFA, which is normally big
enough for any practical purpose.
A Boolean function, which is in disjunctive normal form, can be represented as a list
of terms, while each term is represented by two integers and a link (pointer).
For an r-AFA A=(Q;; g; h; F), where Q= fq1; : : : ; qng and = fa1; : : : ; amg, we
can represent g as a table of functions of size nm with (i; j) entry corresponding
to the function gqi(aj) :B
Q!B dened by [gqi(aj)](u)= gqi(aj; u), for qi 2Q; aj 2,
and u2BQ.
4. Transformation between DFA and r-AFA
In this section, we show how to transform an n-state DFA into an equivalent
log n-state r-AFA, and also show the transformation in the opposite direction. Let
A=(Q;; ; s; F) be a DFA. Assume that Q= fp1; : : : ; png. We construct an r-AFA
A0=(Q0; ; g; h; F 0) as follows:
Step 1. Find the minimal integer m such that n62m, i.e., m= dlog ne. Let d=2m−n.
Dene Q0= fq1; : : : ; qmg to be the state set of the target r-AFA.
Step 2. Let nf be the number of nal states of A, i.e., nf = jF j. Find the number n0f
such that nf6n0f6nf + d and n
0
f has the smallest number of 1’s in its binary form.
Assume that n0f has l; l6m, positions holding a 1 and i1; : : : ; il are those positions.
Then we dene the Boolean function h for A0:
h(q1; : : : ; qm)= q1    qi1−1qi1 _    _ q1    qil−1qil :
Denote by PF BQ′ the set fu2BQ′ j h(u)= 1g and by PN the set BQ′ − PF . Note
that the cardinality of PF is n0f.
Step 3. Sort PF and PN , respectively, in the ascending order of the number of 1’s in
each element. Sort F and Q − F , respectively, in the descending order of the number
of incoming transitions of each state. Dene a one-to-one mapping  :Q!BQ′ by
matching the ith element of the sorted F to the ith element of the sorted PF; 16i6nf,
and the jth element of the sorted Q − F to the jth element of the sorted PN ; 16j6
n− nf.
Step 4. Dene F 0= fqi j (s)qi =1g.
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Step 5. For each a2 and i; 16i6m, dene Sai = fp2Q j (((p; a)))qi =1g. We
also dene a mapping  from BQ
′
to Boolean terms by (u)=
V
q2Q′ t(uq), where
t(uq)= q if uq=1 t(uq)= q if uq=0. Then we dene g(qi; a; (q1; : : : ; qm))=
W
p2Sai 
((p)); qi 2Q0 and a2 if Sai 6= ;, and g(qi; a; (q1; : : : ; qm))= 0 otherwise.
Step 6. Simplify each Boolean function by a known algorithm, e.g., the Quine{
McCluskey two-level minimization algorithm [5].
If n=1, we can dene that the state set of the AFA is empty, and the accepting
function h is either constant 1 or constant 0 depending on whether the single state of
the DFA is nal or not.
We omit the proof of correctness for the algorithm, i.e., for that the resulting r-AFA
A0 is equivalent to the given DFA A.
It can be shown that the above algorithm achieves the following:
 It minimizes the number of terms in the Boolean function h when it is represented
in disjunctive normal form.
 Under the denition of h, it also minimizes the total number of minterms in g
represented in disjunctive normal form in Steps 3 and 5.
However, the algorithm does not necessarily minimize the total size of the resulting
r-AFA.
Example 2. Consider a DFA A=(Q;; ; s; F), where Q= f1; 2; 3g; = fa; bg; F =
f3g; s=1 and the transition relation  is dened by (1; a)= (3; a)= (3; b)= 3
and (1; b)= (2; a)= (2; b)= 2. Using the above algorithm we construct an r-AFA
A0=(Q0; ; g; h; F 0) as follows.
 Since jQj=3; m=2 and Q0= fq1; q2g. Also, d=22 − 3=1.
 The binary representations of 1 and 2 are, respectively, 01 and 10. Thus the accepting
function h is
h(q1; q2)= q1 ^ q2:
 Now PF = f2g and PN = f0; 1; 3g where the elements are listed in the order given
by the sorting of Step 3. Similarly F = f3g and Q − F = f2; 1g where the elements
are again listed in the order given by the sorting of Step 3.
 The mapping  is given by
(3)= 2; (2)= 0; (1)= 1:
Since (1)= 1 and the binary representation of 1 is 01, the set of nal states of A0
is F 0= fq1g.
 By constructing the sets Sxi ; x2fa; bg; i2f1; 2g, we obtain
Sa1 = ;; Sa2 = f1; 3g; Sb1 = ;; Sb2 = f3g:
The transition function g is then given by Table 1.
All the Boolean expressions are in minimal form, so we do not need to do any
simplication.
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Table 1
State a b
q1 0 0
q2 (q1 ^ q2)_ (q1 ^ q2) q1 ^ q2
The transformation from a given r-AFA to an equivalent DFA is straightforward.
We outline the algorithm in the following without giving a proof.
Let A=(QA; ; g; h; FA) be an r-AFA. We construct a DFA D=(QD; ; ; s; FD) in
the following. Each state in QD will be a Boolean vector belonging to BQA . NewQ will
be a temporary variable to store the new states of QD.
(i) Initially, we set s=f, where f is the characteristic vector of FA; QD= ;; FD= ;,
and NewQ= fsg.
(ii) While NewQ 6= ; do the following:
(a) Choose u2NewQ.
(b) QD=QD [fug.
(c) If h(u)= 1, then FD=FD [fug.
(d) For each a2, dene (u; a)= g(a; u), and
if g(a; u) 62QD, then NewQ=NewQ[fg(a; u)g.
(e) NewQ=NewQ − fug.
5. Operations on r-AFA
Finally, we consider the operations of union, intersection, and complementation of
regular languages represented by r-AFA’s.
For the complementation operation let A=(Q;; g; h; F) be an r-AFA. We construct
A0=(Q;; g; h0; F) such that L(A0)=L(A). This is done as follows:
1. The set of states, the nal states and the transition function of A0 are as in A.
2. The accepting function h0 of A0 is the logical negation of the function h. The function
h0 can be simplied by converting it to disjunctive normal form and then using the
method described in the previous section.
Let A(1) = (Q(1); ; g(1); h(1); F (1)) and A(2) = (Q(2); ; g(2); h(2); F (2)) be two r-AFA.
We assume that Q(1) \Q(2) = ;.
The union of L(A(1)) and L(A(2)) is accepted by the r-AFA A=(Q;; g; h; F) where
 Q=Q(1) [Q(2),
 gq(a; u)=
(
g(1)q (a; ujQ(1) ) if q2Q(1);
g(2)q (a; ujQ(2) ) if q2Q(2);
for q2Q; a2, and u2BQ, where ujP denotes that u is restricted to P;
 h= h(1) _ h(2),
 F =F (1) [F (2).
K. Salomaa et al. / Theoretical Computer Science 231 (2000) 103{111 111
When using the bit-wise representation the above construction requires some more
details. For instance, to obtain h we shift every digit in h(2) jQ(1)j bits to the left and
append the shifted version to the list of h(1).
The intersection operation is the same as above except that h= h(1) ^ h(2), where h(2)
is again viewed to be shifted jQ(1)j bits to the left.
The algorithms for the concatenation, reversal and star operations are more involved
and they will be considered in a forthcoming paper.
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