Let G be a triangulation of the sphere with vertex set V , such that the faces of the triangulation are properly coloured black and white. Motivated by applications in the theory of bitrades, Cavenagh and Wanless defined A W to be the abelian group generated by the set V , with relations r + c + s = 0 for all white triangles with vertices r, c and s. The group A B can be defined similarly, using black triangles.
Introduction
Let G be a triangulation of the sphere, where each triangle is coloured either black or white, and where no two triangles of the same colour share a common edge, i.e. G is a (properly) face 2-coloured triangulation. Let W be the set of white triangles, and let B be the set of black triangles. We assume that G is finite (indeed, all objects in this paper are finite unless indicated otherwise).
Heawood [15] showed that there is a (proper) vertex 3-colouring of G: see for example the proof of Theorem 4.11 in Wilson [18, Page 38] . Let R, C and S be the colour classes, so V = R ∪ C ∪ S in this colouring and every triangle contains exactly one vertex from each of R, C and S.
Define an abelian group A W using the set of white triangles as follows: A W is the abelian group with generating set V , subject to the relations {r + c + s = 0 : {r, c, s} ∈ W }. Define A B from the set of black triangles in G in a similar way: A B has the same generating set V as A W , but relations {r + c + s = 0 : {r, c, s} ∈ B}.
We prove the following theorem:
Theorem 1. For any triangulation G as above,
This establishes the truth of a well-known conjecture by Cavenagh and Wanless [6, Conjecture 1] ; see the 17th edition of the Kourovka Notebook [16, Problem 17.35] or the list of problems from the 21st British Combinatorial Conference [3, Problem 524, BCC22.21]. The motivation for this problem came from a conjecture on latin bitrades due to Cavenagh and Drápal [7] ; we provide more details in Section 2. (Incidentally, the origins of this problem in the theory of latin trades explains our choice of notation for the colour classes of our triangulation: the triangle {r, c, s} corresponds to an entry of symbol s in row r and column c of a partial latin square.)
Let G be the graph embedded in the sphere to form G and let V be the vertex set of G. For an edge e of G, we write ψ(e) for the set of its two end vertices. Every triangle is uniquely determined by its colour together with the set of three distinct incident vertices. Note that it is possible for there to be two triangles of different colours with the same associated triple of vertices; the simplest example is when we have two faces that are identified with opposite hemispheres, with a triangle on the equator between them, and Figure 1 gives a more complicated example. This example also shows that an edge is not necessarily determined by its end vertices (so G is not necessarily simple); moreover, the rotation at a vertex (in other words, the boundary of the union of all triangles containing a vertex) is not necessarily a simple cycle. Triangulations in which the rotation at every vertex is a simple cycle are sometimes known as piecewise-linear triangulations. Since all triangulations arising from latin bitrades are piecewise linear, our Theorem 1 is, in fact, a little more general than the application to latin bitrades needs. The structure of the rest of this paper is as follows. In Section 2, we discuss how our problem arises in the study of spherical latin bitrades. The results and terminology in this section are not needed to understand the main results of this paper, but motivate these results and are needed to understand some of our comments on possible future directions at the end of this paper. In Section 3, we prove a preliminary lemma on connected planar bipartite graphs. Theorem 1 is proved in Section 4. We establish more information about the structure of the group A W in Section 5, connecting this group with the theory of asymmetric Laplacians on directed graphs. In particular, we use this theory to provide examples of groups A W of maximal possible rank, and of exponential order. Finally, in Section 6, we give examples to show that Theorem 1 cannot hold for general surfaces, and comment on the form of A W and A B in this more general case. We also provide a selection of open problems in the area.
Background and motivation
Let G be a graph (not necessarily simple) with v vertices. If the edges of G can be partitioned into isomorphic copies of K 3 , then such a partition is called a partial triple system of order v; moreover if the maximum number of edges in G that have the same end points is λ, then the partial triple system is said to have index λ, we write PTS(v, λ).
Now consider a partial triple system, PTS(v, λ) say, that is vertex 3-colourable and let n be the size of the largest colour class. The system, together with a vertex 3-colouring, is called a partial transveral design of block size three and index λ; we write PTD λ (3, n). Moreover, if each pair of vertices from distinct colour classes occur in precisely λ triples (hence, v ≡ 0 (mod 3) and the graph G partitioned into copies of K 3 is the λ-fold complete tripartite graph λK v/3,v/3,v/3 ), then it is said to be a transveral design of block size three and index λ. Finally, if λ = 1 we say that the (partial) transversal design is called a (partial) latin square. The order of a partial latin square is the size of the largest colour class (in other words, n). See Part III of [8] for a survey of results on latin squares.
Let P be a partial latin square, of order n, with vertex colouring represented by a partition of the vertices into the sets R (the rows), C (the columns) and S (the symbols). Note that R, C and S are by definition pairwise disjoint. We can relabel the vertices in R (respectively, C and S) as r i (respectively, c j and s k ), indexed by a set of size |R| (respectively, |C| and |S|). Then any triple in P is of the form {r i , c j , s k }, and symbol k can be thought of as occurring in row i and column j of an n × n array. Thus a partial latin square has at most one occurence of each symbol in any row or column, and each cell of the array has at most one symbol assigned to it. (If we replace 'at most one' in the preceeding sentence with 'exactly one' we have a latin square.)
A latin bitrade is a pair (W, B) of nonempty partial latin squares such that for each triple {r i , c j , s k } ∈ W (respectively B) there exist unique r i ′ = r i , c j ′ = c j and s k ′ = s k such that
Each of W and B is called a latin trade, and we say that W is the mate of B (and vice versa). The size of the latin bitrade is |W | (or |B|). It is possible for some trade, W say, to occur in many distinct bitrades.
Although latin trades have been studied implicitly in many different papers (generally when considering the difference between or the intersection of two latin squares of the same order) the first explicit appearance of latin trades in the literature is in a paper by Drápal and Kepka [13] , where they are referred to as exchangeable partial groupoids. Subsequently to this they have been extensively studied (see [5] for a survey of results up until 2008).
In this paper we are motivated by the topological properties of latin trades. Let G be a 2-cell embedding of a graph G in a surface S. If every face of G is a 3-cycle, then we say that G is a triangulation of S. Now, consider a face 2-coloured triangulation of some surface, then each colour class corresponds to a partial triple system. The two partial triple systems W and B are said to be biembedded in the surface. If the triple systems are disjoint partial latin squares, then (W, B) forms a latin bitrade, and we say that there is a biembedding of the bitrade (W, B) into S. In particular when the biembedding is in the sphere we say that (W, B) is a spherical latin bitrade. We say that a latin bitrade is decomposable if there exist proper subsets
is an indecomposable latin bitrade of size t, then |R|+|C|+|S| ≤ t+2, with equality exactly when (W, B) is spherical. Thus the property of being spherical can be motivated purely combinatorially. In recent years biembeddings of bitrades have been extensively studied, see [9] , [4] , [10] , [11] and [6] .
Two partial latin squares are said to be isotopic if they are equal up to relabelling of their sets of rows, columns and symbols. A partial latin square P is said to embed in an abelian group A if there exist injective maps f 1 : R → A, f 2 : C → A and f 3 : S → A such that f 1 (r) + f 2 (c) = f 3 (s) for all {r, c, s} ∈ P . In other words, P embeds in an abelian group A if and only if it is isotopic to a partial latin subsquare P ′ of the multiplication table of A. (Of course, this definition can be easily generalised to nonabelian groups, indeed to general quasigroups.) Lemma 1. Let V = R ∪ C ∪ S, where the sets R, C and S are disjoint. A partial latin square P embeds in an abelian group A if and only if there exists a function f : V → A that is injective when restricted to each of R, C and S and is such that f (r) + f (c) + f (s) = 0 for all {r, c, s} ∈ P .
Proof. Using the notation in the definition of an embedding above, define f by
From now on, we refer to a function f satisfying the conditions in Lemma 1 as an embedding of P in A. If the image of f does not generate A, clearly P may be embedded in a subgroup of A. We say that an abelian group A is a minimal abelian representation for the partial latin square P if P embeds in A, and the image of f generates A for all embeddings f of P in A.
Note that the notion of an embedding of a partial transveral design P in an abelian group only makes sense when the design is in fact a partial latin square, since the definition of an embedding implies that a triple in P is determined uniquely by any two of its components.
In [7] Cavenagh and Drápal asked: "Can the individual trades in any biembedding of a latin bitrade be embedded into the operation table of an abelian group? If this is not true in general is it true for spherical latin bitrades?" This question for spherical latin bitrades was resolved positively by Canvenagh and Wanless in [6] (see also Drápal, Hämäläinen and Kala [12] ), who also gave examples of biembeddings of latin bitrades (W, B) into surfaces of higher genus such that W does not embed into any group. Their work motivated their conjecture that A W ∼ = A B for spherical latin bitrades (W, B), where A W and A B are as defined in the introduction. Note that the definition of the group A W makes sense for any partial transversal design W . However, the group A W is particularly relevant once we know that W is a partial latin square that embeds in some abelian group, because of the 'universal' property of A W for embeddings of W , given by the following theorem:
Theorem 2. Let W be a partial latin square, and suppose there exists an embedding f : V → A, where A is an abelian group. Then the natural map g : V → A W is an embedding of W in A W , and there is a homomorphism h :
Proof. Let F (V ) be the free abelian group on the set V . There is a unique homomorphism ζ : F (V ) → A such that ζ| V = f . The elements r + c + s for {r, c, s} ∈ W lie in the kernel of ζ, since f is an embedding of W into A. Hence ζ induces a homomorphism h : A W → A, and it is easy to see that f = hg. This implies that g is injective when restricted to R, C or S, and so g is an embedding, as required.
In particular, Theorem 2 shows that any minimal abelian representation of W is a quotient of A W . In fact, more is true. It is not hard to see that there is a homomorphism ν : A W → Z ⊕ Z such that ν(r) = (1, 0), ν(c) = (0, 1) and ν(s) = (−1, −1) for r ∈ R, c ∈ C and s ∈ S. Defining C W to be the kernel of ν, we see that A W ∼ = Z ⊕ Z ⊕ C W . Cavenagh and Wanless [6] show that C W is finite when (W, B) is a spherical bitrade. (They consider a group that is isomorphic to C W , which they call A * W .) We will reprove this result in Section 5. The following theorem is not stated explicitly by either Cavenagh and Wanless or Drápal et al, but can easily be proved from their work:
Theorem 3. Let W be a partial latin square that can be embedded in an abelian group. Define the group C W as above. Then any minimal abelian representation A of W is a quotient of C W .
Proof. Let f : V → A be an embedding of W in A, and let g : V → A W and h : A W → A be defined as in Theorem 2. Now f (V ) generates A, since A is a minimal abelian representation of W . Since h is a homomorphism and h(g(V )) = f (V ), we see that h is onto and so A ∼ = Q, where Q = A W /K for the subgroup K := ker h of A W . Without loss of generality, we may identify A with Q.
Let ν : Q → (Z ⊕ Z)/ν(K) be the homomorphism induced from the map ν defined above. Let r ′ ∈ R, c ′ ∈ C and s ′ ∈ S be fixed. Then
Then f ′ is an embedding of W in Q, and ν(f ′ (V )) = 0. But then f ′ (V ) ⊆ ker ν and so, since Q is a minimal abelian representation of W , we must have ker ν = Q. Thus ν is the all zero map, and so ν(K) = im ν. In particular, there exist k 1 , k 2 ∈ K such that ν(k 1 ) = (1, 0) and ν(k 2 ) = (0, 1). We have that
Connected bipartite planar graphs
This section proves a key lemma that we need for the proof of Theorem 1 in Section 4.
Let C and S be non-empty finite sets. Let Γ = (C ∪ S, E) be a connected bipartite planar graph on the classes C and S. Fix an embedding of Γ in the sphere. Suppose there are k faces R i in this embedding. (When we apply the material in this section, C and S will be two of the colour classes of the vertex 3-colouring of our triangulation referred to in the introduction. If we write the third colour class as R := {r 1 , r 2 , . . . , r k }, then R i will be the region corresponding to the union of those triangles, whether black or white, containing r i . So the boundary walk of R i is the rotation at r i .) For each face R i , let e i1 , e i2 , . . . , e iℓ i be the edges in the boundary of R i , taken clockwise. Let u ∈ C ∪ S. For a set X, we write F (X) for the free abelian group on the set X. For an edge z ∈ E with end-vertex set ψ(z) = {s, c}, we definez = s + c ∈ F (C ∪ S) andẼ = {z : z ∈ E}. This section proves the following lemma.
Lemma 2. Let Γ be a connected bipartite planar graph as above. Then F (C ∪ S) = u ⊕ Ẽ . We have that u ∼ = Z. Moreover, the natural map from F (E) to Ẽ induces the following isomorphism:
Proof. We claim that F (C ∪S) is generated by {u} ∪Ẽ. Let u ′ ∈ C ∪S \ {u}. Since Γ is connected, there is a path u ′ = u 0 , u 1 , . . . , u ℓ = u from u ′ to u in Γ, where z i ∈ E and ψ(z i ) := {u i , u i+1 } for all i. But then
So u ′ ∈ {u} ∪Ẽ for all u ′ ∈ C ∪ S, and our claim follows. Define a homomorphism φ : F (C ∪ S) → Z by φ(c) = 1 for all c ∈ C and φ(s) = −1 for all s ∈ S. Since Γ is bipartite with respect to the classes C and S, we have that φ(Ẽ) = 0. But φ(u) = ±1 = 0. Thus u ∼ = Z and
It remains to establish the last statement of the lemma. Let π : F (E) → Ẽ be the natural homomorphism, where π(x) =x for all x ∈ E. It suffices to show that
a e ia : i ∈ {1, 2, . . . , k} .
Clearly
aẽ ia = 0 (since the first and last vertex of the boundary agree, and since ℓ i is even as Γ is bipartite). Thus the right hand side of (1) is contained in the left hand side.
Let g ∈ ker π. We have that g = x∈E f (x)x for some function f : E → Z. The function f is an integral edge weighting of Γ. If we orient the edges of Γ from C to S, the condition that g ∈ ker π is equivalent to the condition that f lies in the integral flow space of Γ (the set of edge-weightings with zero net flow at each vertex). We claim that the integral flow space is generated by the set of simple cycles of Γ (flows in which all weights are ±1, and the set of edges with non-zero weights form a cycle). This is a standard result (see [2, Proposition 7.13] , for example), but for the reader's convenience we establish it here. Take a spanning tree S for Γ, and for each edge x ∈ Γ \ S, let C x be the unique simple cycle in S ∪ {x}, oriented so that x appears with weighting 1. Given a flow f , the flow f − x∈Γ\S f (x)C x is zero outside S, and so (since S contains no cycles) is identically zero. Thus the set of simple cycles of the form C x generate the flow space, as claimed.
Since Γ is planar, any simple cycle κ is the sum of the boundary flows of those faces lying inside κ. Thus the flows corresponding to boundaries of faces generate ker π. But the boundary of face R i is the element
a e ia , and so the lemma follows.
Proof of Theorem 1
Let G be a face 2-coloured finite triangulation of the sphere. Let W be the set of white triangles and B be the set of black triangles in this triangulation. As above, let V be the set of vertices of G, and write V = R ∪ C ∪ S where R, C and S are the colour classes of a 3-colouring of V .
Let R = {r 1 , r 2 , . . . , r k }. Define a k×k integer matrix T = (t ij ) as follows. For i = j, define t ij to be the number of edges e, where ψ(e) = {c, s}, such that {r j , c, s} ∈ W and {r i , c, s} ∈ B. Define t ii = − j =i t ij . Writing d i for the number of black triangles containing r i , note that d i + t ii is exactly the number of edges e, where ψ(e) = {c, s}, such that {r i , c, s} ∈ W ∩ B.
Define a second matrix T ′ = (t ′ ij ) in a similar way, but with the roles of black and white triangles reversed; so when i = j we define t ′ ij to be the number of edges e, where ψ(e) = {c, s}, such that {r j , c, s} ∈ B and {r i , c, s} ∈ W , and we define t
for the number of white triangles containing r i , we find that d
ii is the number of edges e, where ψ(e) = {c, s}, such that {r i , c, s} ∈ B ∩ W .
Clearly t ′ ij = t ji for i = j, and also
ii . Since the colour of the triangles containing r i alternates as we rotate about r i , we have that
ji for all i, j ∈ {1, 2, . . . , k} and so T ′ is the transpose of T . One consequence of this fact is that both the row and the column sums of T are all zero.
Define B W to be the abelian group generated by elements x 1 , x 2 , . . . , x k , with relations matrix T . So
t ij x j = 0 for i ∈ {1, 2, . . . , k} .
Similarly, define B B to have relations matrix T ′ :
Since the Smith Normal Form of a k × k matrix is the same as the Smith Normal Form of its transpose, B W ∼ = B B . So establishing the following lemma will suffice to prove Theorem 1:
Proof. We prove that A W ∼ = Z⊕B W . The proof that A B ∼ = Z⊕B B is exactly the same, with the roles of black and white triangles interchanged, so we will omit it. For each i ∈ {1, 2, . . . , k}, choose c i ∈ C and s i ∈ S so that {r i , c i , s i } ∈ W . We may use the relations r i + c i + s i = 0 to eliminate the generators r i from the presentation of A W . Each relation of the form r i + c + s = 0, where {r i , c, s} is a white triangle, becomes (c + s) − (c i + s i ) = 0, and so we have
where U is the set of relations of the form (c + s) − (c i + s i ) = 0 for each white triangle {r i , c, s}.
Define E to be the set of edges in the triangulation G whose endpoints both lie in C ∪ S. The edges E form a bipartite graph Γ on C ∪ S with vertex classes C and S. Since the edges of E form part of a triangulation of the sphere, Γ is planar. Moreover, Γ is connected. To see this, note that if two triangles ∆ 1 , ∆ 2 in G share an edge, then the edges of ∆ 1 and ∆ 2 that lie in E have at least one vertex in common. Since a sphere is connected, any two triangles are connected by a path consisting of edge-adjacent triangles. So given two edges e 1 and e 2 , where ψ(e 1 ) = {c, s} and ψ(e 2 ) = {c ′ , s ′ }, an edge-adjacent path from a triangle containing {c, s} to a triangle containing {c ′ , s ′ } induces a path from e 1 to e 2 entirely consisting of edges in E. Recall from Section 3 the notationx = c + s for an element in the free abelian group F (C∪S) corresponding to an edge x ∈ E, where ψ(x) := {c, s}. For i ∈ {1, 2, . . . , k}, let x i be an edge such that ψ(x i ) = {s i , c i } (where s i and c i were chosen above) adjacent to a white triangle {r i , s i , c i } ∈ W . Note that the relations in U are exactly those of the formx −x i = 0 where there is a white triangle containing r i and the edge x. Thus, in A W , everyx ∈Ẽ is equal tox i for some i. Let u ∈ C ∪ S. Since all the relations in U lie in Ẽ , Lemma 2 implies (in the notation there) that
where U ′ is a set of relations of the form x − x i = 0 for all x ∈ E contained in a white triangle involving r i . Recall that the boundary of region R i consists of the edges e i1 , e i2 , . . . , e iℓ i , in other words, the rotation at r i in G. Thus the edges in the boundary are all contained in either a black or a white triangle that is adjacent to r i , and the colour alternates as we travel round the boundary. We may choose to begin the boundary walk at an edge e i1 that is contained in a white triangle that is adjacent to r i .
Each relation of the form x−x i = 0 can be used to eliminate one generator x from our presentation of A W . Using all relations of this form, we can eliminate all generators other than x 1 , x 2 , . . . , x k from our presentation. We claim that each relation of the form
j e ij = 0 is transformed to the relation k j=1 t ij x j = 0 during this elimination process. To see this, note that the edges e ia where a is odd are exactly the edges of each of the d ′ i white triangles containing r i and so are replaced by x i . Each such edge appears with a negative sign in the relation, so a odd (−1) a e ia = −d ′ i x i . The remaining edges lie in black triangles containing r i , and so are replaced by various generators x ja where j a ∈ {1, 2, . . . , k}. When i = j, the definition of the integers t ij implies that exactly t ij of the edges are replaced by x j .
Moreover, we remarked when we defined the matrix T that the number of edges e, where ψ(e) = {c, s} with {r i , c, s} ∈ B ∩ W is exactly d i + t ii , where d i is the number of black triangles containing r i . These d i + t ii edges are replaced by x i , and so
. Thus our claim follows. This change of presentation, together with (2) implies that
and so the lemma is proved.
The order of the torsion subgroup
The matrix T has determinant zero, since the entries in each row (and each column) sum to zero. Thus B W is an infinite group. Cavenagh and Wanless show (in our notation) that B W ∼ = Z ⊕ C W , where C W is finite. There is an alternative proof of this fact via Tutte's Matrix Tree Theorem (see Tutte [17, Chapter VI]), which we now give; this alternative proof has the advantage that it relates the order of C W to the tree number of a certain directed graph D, which we now define.
Let D be a directed graph on vertices z 1 , z 2 , . . . , z k , where we add exactly t ij directed edges from z j to z i . So D is a directed multigraph with no loops. In terms of our triangulation G, the vertices of D correspond to the regions R i defined in Section 3, with a directed edge from z j to z i for every white triangle in R j that shares an edge with a black triangle in R i . In Tutte's terminology, −T is the Kirchoff matrix of the directed graph D with unit conductances. (This matrix is also known as the asymmetric Laplacian of D: see Biggs [1] .) Since the rows and columns of T all sum to zero, we see that the in-degree and out-degree of any vertex z i of D is zero; in other words, D is Eulerian.
We claim that D is strongly connected (in other words, for all ordered pairs of distinct vertices z j and z i there is an ordered path from z j to z i ). Let j be fixed, and let I ⊆ {1, 2, . . . , k} be defined by i ∈ I if and only if there is a directed path from z j to z i in D. Clearly j ∈ I, so I is non-empty. Let S := i∈I R i . Suppose, for a contradiction, that I = {1, 2, . . . , k}, so S is not the whole sphere. The border of S contains a non-trivial cycle consisting of edges whose end points lie in C ∪ S. Since the edges with endpoints in C ∪ S form a bipartite graph, this cycle has at least two edges. Each edge of the cycle is adjacent to a unique triangle inside S, and the colour of this triangle alternates as we move around the cycle. Thus there exists an edge e, where ψ(e) = {s, c}, on the border of S that is adjacent to a white triangle in S and a black triangle in R i ′ for some i ′ ∈ I. But then there is a directed edge in D from some z ∈ {z i : i ∈ I} to z i ′ , and so i ′ ∈ I. This contradiction shows that I = {1, 2, . . . , k} and so D is strongly connected as claimed.
Let z be a vertex of D. An arborescence diverging from z is a directed subtree of D containing z with all edges oriented away from z. Proof. Since the row sums of the matrix T defining B W are all zero, the map φ :
, we see that φ is onto and x k has infinite order. Thus
where C W = ker φ and x k ∼ = Z.
Let Q = B W / x k ∼ = C W , and define x i = x i + x i ∈ Q. Then Q is generated by x 1 , x 2 , . . . , x k−1 , subject to the relations matrix T obtained
Figure 2: A typical region R i , and tiling the sphere with these regions.
from the matrix T by removing its last row and column. We argued above that det T = (−1) k−1 d = 0, and so |C W | = |Q| = d, as required.
The structural insight provided by Theorem 4 enable us to construct examples of triangulations where the group A W is large: Theorem 5. Let G be the tiling of the sphere into k regions R 1 , R 2 , . . . , R k given in Figure 2 . (In this tiling, R 1 shares edges with R 2 and R k . We identify vertices and edges appropriately; so for example c k+1 = c 1 .) Then
where
Proof. Each region R i contains exactly four black triangles; two share an edge with a white triangle in R i+1 and two with white triangles in R i−1 (subscripts being taken cyclically). Thus the relations matrix T for B W is circulant, with all entries on its main diagonal being −4, bordered by two diagonals whose entries are all equal to 2 (and all other entries 0). The matrix T induces a directed graph D, as defined before the statement of Theorem 4. (The graph D is depicted in Figure 3 in the case when k = 6.) Now, D clearly has tree number k2 k . The first statement of the theorem now follows from Theorem 4, together with the fact that
Since B W is generated by x 1 , x 2 , . . . , x k , by definition, and since A W ∼ = Z⊕B W , we see that the rank of A W is at most k +1. So to prove the theorem, it suffices to show that the rank of A W is at least k + 1. In other words, we need to show that the rank of B W is at least k.
Note that all the entries of the matrix T are even, and so the relations given by the rows of T are all consequences of relations 2x i = 0 for i ∈ {1, 2, . . . , k}. So, if we write [2] B W := {x + x : x ∈ B W }, we see that
k . But this quotient group has rank k, and so the rank of B W is at least k, and the theorem follows.
We remark that there is no pair of disjoint edges {e 1 , e 2 } with ψ(e 1 ) = ψ(e 2 ) in the triangulation in Theorem 5; nor are there distinct triangles sharing the same three vertices. So the triangulation in this example gives rise to a latin bitrade.
In the triangulation in Theorem 5, there are t triangles of each colour, where t = 4k. So the order of the torsion subgroup C W of A W is exponential in t. Cavenagh and Wanless [6, Corollary 5] show that for any spherical latin bitrade with t triangles of each colour, |C W | < √ 2 3
The triangulation in Theorem 5 shows that an exponential upper bound on the order of the torsion subgroup of A W is the best that could be hoped for (though it is quite possible that the constant in the exponential could be improved further).
We remarked in the proof of Theorem 5 that the rank of A W is always bounded above by k + 1. So the rank of A W in Theorem 5 is maximal. Cavenagh and Wanless [6, Corollary 7] construct spherical latin bitrades where the rank of A W grows at least logarithmically in k. Indeed, these bitrades have the extra property that whenever either partial latin square embeds in an abelian group A, the torsion rank of A is bounded below by a logarithmic function of k. It would be interesting to know whether this logarithmic bound is close to being the best possible.
Finally, we remark that the construction in Theorem 5 can be easily generalised. Define a new triangulation, where each region R i consists of 2w black triangles, with w of these triangles sharing an edge with white triangles in R i+1 , and the remaining w triangles sharing an edge with triangles in R i−1 . (We tile the sphere with the regions R i in the same way as in Theorem 5.) It is easy to show that for this triangulation |C W | = kw k , and the group B W has a quotient isomorphic to (Z w ) k . In particular, this triangulation shows that there is nothing special about the prime 2 here: for any prime p, there are examples of triangulations such that the p-primary subgroups of C W have high rank.
Comments
This section is divided into two. The first subsection explores how far our results extend to triangulations of surfaces of higher genus. The second subsection states some questions and open problems regarding A W for face 2-colourable triangulations of the sphere.
Higher genus
This section gives some examples that explore the extent to which Theorem 1 and Theorem 4 can be generalised.
The techniques in our paper depend crucially on the fact that the vertices of our triangulation can be vertex 3-coloured. For triangulations of non-spherical surfaces, this is no longer true in general, and so 2-colourable triangulations no longer necessarilly correspond to a biembedding of a pair of PTD λ (3, n). Figure 4 gives three vertex non-3-colourable triangulations of the torus; these examples show that A W no longer always has free rank 2, and any straightforward generalisation of Theorem 4 is unlikely. Moreover, consider the (vertex non-3-colourable) nonorientable genus 3 triangulation on vertices {0, 1, 2, 3, 4, 5, 6, 7, 8} with white and black triangles given by: This example is due to Forbes, Grannell and Griggs [14] . This triangulation has A W ∼ = Z 3 ⊕ Z 6 and A B ∼ = Z 3 ⊕ Z 3 . Thus Theorem 1 cannot extend to this case. From Forbes et al, we can deduce that this triangulation is a counterexample with the smallest number of triangles if we restrict ourselves to having no pair of distinct edges {e 1 , e 2 } with ψ(e 1 ) = ψ(e 2 ) (in other words triangulations of simple graphs).
We now restrict ourselves to face 2-colourable triangulations that are also vertex 3-colourable. (Such triangulations give rise to biembeddings of PTD λ (3, n).) We note that the vertex colouring induces a consistent orientation on the faces of the triangulation, so the surfaces we consider are all orientable. Figure 5 gives an example of a vertex 3-colourable triangulation of the torus with A W ∼ = Z ⊕ Z ⊕ Z 6 and A B ∼ = Z ⊕ Z ⊕ Z 3 . This example is due to Cavenagh and Wanless [6, Example 5.1]. Thus A W ∼ = A B in this example, and so Theorem 1 does not hold in general for vertex 3-colourable surfaces of higher genus.
Nevertheless, the techniques of our paper do provide a weaker result in this more general setting. Let G be a vertex 3-coloured triangulation of some (orientable) surface, with faces 2-coloured black and white. Let R, C and S be the colour classes of the vertex 3-colouring. Define the groups A W , A B , B W and B B as before. Our analysis of the structure of B W and B B does not depend on the genus of the underlying surface (and so in particular, B W ∼ = B B ∼ = Z ⊕ C, where C is finite). Indeed, the only time we used the fact that the underlying surface is a sphere was in Lemma 2. For a graph Γ embedded in an orientable surface of arbitrary genus, the statement of this lemma is still true if we replace the final isomorphism by the statement that 
Some open problems
How large can the torsion subgroup C W of A W be? More precisely: Question 1. Let m t be the maximal order of C W , over all 2-face colourable triangulations of the sphere with t triangles of each colour. What is the value of lim sup t→∞ (m t ) 1/t ?
Theorem 5 and [6, Corollary 5] combine to show that this limit lies strictly between 1.189 and 1.818. In fact, the lower bound can be improved to 1.201 by using twelve rather than eight triangles in each region R i (see the final paragraph of the previous section, with w = 3). Question 1 asks whether this value can be determined precisely.
Both partial latin squares in a spherical latin bitrade (W, B) embed in the finite group C W , but there is no reason to suppose that C W is the group of minimal order with this property (though a minimal group must be isomorphic to a quotient of C W , by Theorem 3). Moreover, we believe that there should be examples of spherical latin bitrades (W, B) such that W and B both embed in some abelian group of rank smaller than C W . Example 5.2 in Cavenagh and Wanless [6] is a spherical latin bitrade (W, B) with C W ∼ = Z 2 ⊕ Z 6 (so has rank 2), where W embeds in Z 6 (of rank 1). But the smallest abelian group in which B embeds in this example is C W itself. Question 2. Is there a family of bitrades with the property that the minimum order of an abelian group in which both mates embed is exponential in the size of the bitrade? Question 3. Is there a family of bitrades where the minimal rank of an abelian group in which both mates embed is linear in the size of the bitrade?
It is clear that the order of an abelian group in which both mates embed is at least linear in the size of the bitrade; [6, Corollary 7] shows that the minimal rank of an abelian group in which both mates embed can be at least logarithmic in the size of the bitrade.
