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1 INTRODUCTION 
Any numerical method based on wavelets starts by projecting a function in a Hilbert 
space H, usually P{R), onto some subspace \4 of H. This projection produces a 
discretization error. 
Some methods then decompose 14 into subspaces Wk-i + H^/t-2 + • • • + + 
14-j by the fast wavelet transform, perform calculations in the decomposed space, and 
then reconstruct 14 by the inverse fast wavelet transform. If more approximations are 
performed during this process (for example, if small coefficients in Wk-j are neglected), 
the error increases. If no further approximations are performed, then calculating in Vl-
is equivalent to calculating in the subspaces of 14, except for negligible round-off error. 
In much of the past work in wavelets, either the original function was assumed to be 
in 14, or the transformation from H to 14 was ignored and the corresponding error was 
neglected. The emphasis was on fast computations by wavelet decomposition, at the cost 
of moderately large error. Examples are fast matrix multiplication and multiplication 
of two functions by Beylkin et al in [3, 5]. 
In our approach we are completely focused on estimating the error resulting from 
projecting a function from H onto a subspace 14 of W, and finding methods to minimize 
this error. Hence it suffices to work with a wavelet approximation at one level only. 
We estimate the pointwise difference between the original function in H and the 
projected function in 14-. Other estimates of this difference for the L''-norm and the 
Sobolev iif®-norm can be found in [16, 26]. 
Applications of wavelets to numerical analysis were introduced first, in [3]. Wavelet-
2 
Galerkin methods were introduced first in [11], Superconvergence of wavelet-Galerkin 
methods at the node points was proved in [10]. In [10] the basis functions for su­
perconvergence at node points are not a scaling function and its translates but linear 
combinations of a scaling function and its translates. This may cause non-compact sup­
port of basis functions which is often not desirable for computational purpose. In this 
thesis we develop an adaptable method for high accuracy wavelet-Galerkin methods at 
node points so that basis functions have compact support. 
We consider the Sturm-Liouville problem of the form 
Lu = w" -|- pw' -f- = / on [0,1] 
with periodic boundary conditions 
u(0) = u(l) and u'(0) = u'(l), 
where p, q and / are periodic real-valued functions with period 1. We assume that a 
unique solution exists. Like other authors, we restrict attention to the periodic problem 
to avoid the complications arising at the boundary. 
Our motivation comes from the observation in [14, 20] that the accuracy of the 
first order derivative operator in a wavelet basis is where M is the number of 
vanishing moments for wavelet V'- In general, any calculations based on wavelets with 
M vanishing moments have only accuracy 0{h^). However, this higher accuracy is lost 
when we descretize the rest of the equation by standard methods. We want to preserve 
the high accuracy for the solution of the given Sturm-Liouville problem. Therefore, we 
develop quadrature, pointwise reconstruction, and multiplication methods. 
In Chapter 2 we present notation, basic definitions, and some known results in wavelet 
theory. Quadrature formulas for wavelet coefficients of smooth functions from equally 
spaced point values with arbitrarily high accuracy are presented in Chapter 3. In Chapter 
4 wp present a method for reconstructing smooth functions from their wavelet coefficients 
3 
with arbitrarily high accuracy. We construct new basis functions for reconstruction and 
find the conditions for the smoothness of basis functions. 
In Chapter 5 we present the wavelet derivative matrix. We present a new proof for 
the accuracy of the first order derivative operator introduced in [14, 20]. We also derive 
the accuracy of the higher order derivative operators. Multiplication of functions in the 
wavelet bases using the methods derived in Chapters 3 and 4 is presented in Chapter 6. 
In the last Chapter we present high accuracy wavelet-Galerkin methods based on results 
presented in the previous Chapters. 
4 
Chapter 1 
Chapter 3 
Chapter 6 
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2 PRELIMINARIES 
2.1 Notation and Definitions 
Let N, Z, Q, R, and C be the sets of natural numbers, integers, rational numbers, 
real numbers, and complex numbers, respectively. 
We only consider real-valued functions for numerical purposes, however some of the 
following definitions make sense in complex numbers. 
Let L^(1R.) be the set of square integrable functions on R, that is. 
Let ( , ) be the standard real inner product of two functions in that is. 
The norm of / G I^(R) is defined by 
Two functions are orthogonal if their inner product is zero. 
Let P be the set of square summable real-valued sequences; that is 
= {x = (Xi)igz 1 ^ ixip < co}. 
with inner product 
OO 
6 
The norm of x G is defined b}^ 
\ \4P = j Y. 1^' 
\ 1/2 
2 1 
Let C^(5') be the set of p t imes continuously di f ferentiabie functions on a set S.  
The support of a function / is defined by 
supp / = {a:l/(a;)/0}. 
Here the over-line stands for the closure of the set. 
The characterist ic  function Xs{^)  of a set 5 is defined by 
1 if a: 6 S, 
0 otherwise. 
\ 
Let 
Xs(a:) = 
1 = 
0 otherwise, 
be the Kronecker delta function. 
A sequence {0j}j6Z in a Hilbert space W is a Riesz basis  if the following two conditions 
are satisfied: 
(i) the linear span of {<t>j}j^i is dense in H] and 
( i i )  there exist constants A and B with 0 < A < B < oo such that 
^ for all (c,) £ P  .  
jez 
A Riesz basis is an orthogonal basis  if the (j)j are mutually orthogonal. y4 = B = 1 if a 
Riesz basis is orthonormal. 
We only consider operators that are continuous linear maps from a Hilbert space Ti 
to itself. The operator T* is the adjoint of an operator T if 
i T f  n \  =  I  f  T*/,\ T CJ /  \ . l  1 ^  I •> 
I 
for all /, 5 G W. An operator T is sel f-adjoint  if T' = T. 
The kernel  of an operator T, denoted by ker T, is defined by 
ker T = {x G W I Tx = 0}, 
and the range of an operator T, denoted by range T, is defined by 
range T = {To: G | x € Ti]. 
An operator T is a project ion if = T. The condit ion number of an operator T is 
defined by k = ||T|| • ||T~^|j. A projection operator is orthogonal if its range is orthogonal 
to its kernel. 
The Hermitian of a matrix A = (a, j ) ,  denoted by A", is the transpose of component­
wise conjugate of A. Given an n x n matrix A = {uij)  the maximum column sum matrix 
norm is defined by 
n 
l|A|li = max Vjaijl, l<j<n ' 
"" i=l 
the spectral  norm is defined by 
||y4||2 = max {\/aia is an eigenvalue of y4*A}, 
and the maximum row sum matrix norm is defined by 
n 
HIloo = max Vlaol-l<i<n ' 
" " 
The Vandermonde matrix of size n x n is  defined by 
1 x' Xq a-'o • 
1 x\  xj  • 
• •  
1 x\  xl  • • •  xr '  
V 1 / 
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The determinant of an n x n Vandermonde matrix is 
[Xi — Xj)  
0<j<i<n—1 
(see [2]). 
Suppose is a sequence that converges to p and that e; — pi—p for each i  > 0. 
If positive constants c and n exist with 
\pi+i-p\  |ei+i|  hm -j 1— = hm —|— = c. 
i-co iPi  -  p\^ i-'co |e;|" 
then is said to converge of  order n, with asymptotic error constant c (or {pi}^o 
has convergence order n) .  
The degree of  accuracy of a quadrature formula is the positive integer n such that 
the error is zero for all polynomials of degree less than or equal to n, but not zero for 
some polynomial of degree n + 1-
The Fourier transform of a function / on R is defined by 
1 
m = nxy"dx.  
V J—00 
The Poisson summation formula is 
00 00 
m = E 
fc=--oo oo 
Without loss of generality, applications take place in the unit interval [0,1]. At level 
k, we define N = 2^, h = 2"^", and .rf = /i(r + z), ? = 0,1,..., iV — 1, where r is a shift. 
Every function in applications is periodic with period 1 and has the same function value 
at end points. 
2.2 Wavelet Theory 
Wavelets are usually constructed within the framework of multiresolution analysis, 
which was first introduced by Mallat ([19]). In this section, we review multiresolution 
analysis of L'^IR) riTicl prnpertips of Wrivclcts which will be used !9.ter. 
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2.2.1 Multiresolution Analysis 
A multiresolution analysis  (MRA) of L^(E) is a sequence of closed subspaces 
of I^(IR) with the following properties: 
( ? )  VkCVk+u 
("') Ues H is dense in L^{R) and fltez = {0}, 
[i l l )  J \x)eVk f{2x)EVk+u 
[iv] f{x)  e  Vo f{x -  j)  e  Vo for each j  G S, 
(v)  there exists a function <j){x)  G Vqi called the scaling function.  
such that {(j){x — i)}jgz forms a Riesz basis of Vo-
If the integer translates {<l){x — j )}jez of a scaling function ( f)  forms an orthogonal 
basis  of  Vo, then we call  6 an orthogonal scaling Junction.  
Let Wj denote the orthogonal complement of Vj in i.e., 
v,» =V,©H/, 
where © is a direct sum. The space L^(E) can then be represented as the direct sum 
L^R) = 0H',. 
A function ^{x)  is called a (mother)  wavelet  if the integer translates {4>{x — j )}j& form 
a Riesz basis for Wq. We assume that such a function il>{x) exists. As an example, if 
- Xio,i](2;), then 
I \/2 ifxG[0,|], 
tpix)  = < 
^ -y /2  if a; 6 [^,1], 
We denote the scaled translates of <p and ?/> by 
^' j{x)  = 2' / '<f>{2'x-j) ,  
(2.2)  
i j (x)  = 2' l^^{2'x-]) .  
Th en 
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• For fixed k G Z, the {0j}jez form a Riesz basis of 14, 
o For fixed fc e Z, the {V'j jjgs form a Riesz basis of 
• The {i'j}k,jez form a Riesz basis of L^(R). 
Thus, every function / 6 P{M.) can be written as 
00 
f (x)= Y.  (2-3) 
k, j=-oo 
Since (p{x)  G Vq C 14 and t l ){x)  G Wo C Vi, we must have recursion relat ions 
00 
(p{x)  = \/2 -i), 
j = —00 
2.4 
00  ^ ' 
^{x)  =  \ /2 9 j  -  j),  
j=-00 
for some sequences {hj}j^2-,  {9j}j& in l^-  The recursion relation coefficients satisfy 
00 00 
E = E = ^/2. (2.5) 
j=—CO j=;—CO 
These equations have several other names: the dilat ion equations,  the ref inement equa­
tions, and the two-scale difference equations. We will use the first notation. 
Orthogonal wavelets are usually constructed from a scaling function ( j)  in (2.1) such 
t h a t  i ) } j e z  f o r m  a n  o r t h o n o r m a l  b a s i s  o f  V q .  M a l l a t  h a s  s h o w n  t h a t  i f  { ( j ) { X — j ) } J ^ z  
is an orthonormal basis of VQ, then the function 
is an orthogonal wavelet ([19]). 
We assume that the basis functions are normalized, i.e., 
( f > { x ) d x = l .  (2.6) 
11 
Let Vk be the orthogonal projection from onto Vl-; that is, Vuf is the best 
Z/^(R) approximation to / G L^(iR) from Vk- Since {(l>j}jsz is an orthonormal basis of 
Vk, we obtain the orthogonal projector Vk from jL^(R) onto Vk as 
We call Vkf the wavelet  approximation or scaling function approximation to / at reso-
In [16] there are two different definitions for the wavelet approximation and the scaling 
approximation for the spaces or the Sobolev spaces For smooth functions they 
are the same. Since we are only interested in smooth functions, we use these terms 
interchangeably. 
Similarly, let Qk be the orthogonal projection from L^{R) onto Wk- We then have 
OO 
j --oo 
lution h = 2 and {. f i ' i ' ])  the wavelet  coeff icients .  
00 
(2.8) 
J=—OO 
We define a function H  by 
where i  -
so that 
M  = (2.9) 
H{^) is a 27r-periodic function, given in the form of Fourier series. 
2.2.2 Moments of (j) and V' 
The discrete moments of the scaling function ( j)  and the wavelet are defined by 
12 
where h j  and gj satisfy (2.5) and p  is any nonnegative integer. 
The continuous moments of the scahng function (p and the wavelet z/' are defined by 
Mp = / x ' ' ( j ){x)dx,  
(2.11) fOO ^ '  
M'p = I x^4^{x)dx,  
for any nonnegative integer p.  Since the scaling function is normalized as (2.6), Mn = 1. 
A recursive formula to calculate the continuous moments of (j) from the coefficients 
lij (used in calculating discrete moments mj) is 
1 (2-12) 
Mo — 1, 
(see [18, 25]). The continuous moments of 0 can be calculated by 
•A/'p = forp>0. (2.13) 
The continuous moments of a scaling function (j) have the property ([12, 25]) that if 6 
is an orthogonal scaling function with M >2 vanishing moments for the corresponding 
wavelet then 
M 2  =  M I .  ( 2 . 1 4 )  
We also define the shif ted continuous moments of ( j)  by 
Mi,j  = j  x'(f>{x -  j)dx = J  {x + jy(l){x)dx 
The identity 
(2.15) 
J 1=0 
= (2-16) 
follows easilv from the definition. 
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2.2.3 The Accuracy of Wavelet Approximation 
Let M be the number of vanishing moments for the wavelet tb,  
Afi - 0 for ? = 0,1,..., Af - 1 and A/ a / ^  0 .  
This is equivalent to the condition that (f) must have zeros of order Af + 1 at the points 
^ — 2kTT, k  G Z,  except  at  (^ =  0 where ^ 0.  This is  cal led the Strang-Fix condit ion 
([22]). 
The following are equivalent([24]): 
• The first M continuous moments of the wavelet V' are zero. 
• The polynomials 1, a;,..., can be written as linear combinations of ^(x) and 
i ts  t ranslates ( f){x — j ) .  
• Smooth functions can be approximated with error 0{h^) at resolution h = 2"''": 
I l / - n / | |  =  0{h'^) .  (2.17) 
14 
3 QUADRATURE FORMULAS FOR WAVELET 
COEFFICIENTS OF SMOOTH FUNCTIONS 
3.1 Introduction 
Let / be a smooth real-valued function defined on R. Let ^ be a scaling function with 
M vanishing moments for the corresponding wavelet Let j be an integer translate 
and h — 2~^^ where G Z is a level number. 
We would like to find a highlj' accurate numerical approximation for the wavelet 
coefficients of /, 
Applications for wavelet coefficients are: 
• wavelet approximations 
00 
j=-oo 
• solutions of differential equations using wavelet-Galerkin methods, and 
• wavelet series expansion of a multiplication of two functions. 
Now, by substitution, 
(3.1) 
15 
Consider the level k = 0 and the integer translate j  = 0. Consider © as a weight 
function with support [0,1/]. Finally, consider n point quadrature formulas of type 
/  f{x)( l){x]dx (3.2) 
!=0 
where .t, are specially chosen abscissae and Wi are undetermined weights. We can choose 
the number of abscissae n arbitrarily high to obtain the desired degree of accuracy. 
For any choices of distinct x,-, weights Wi can be found so that the formula (3.2) is 
exact for ail polynomials of degree up to n — 1 (See [2]). 
Examples of n point quadrature formulas are: 
• (Closed) Newton-Cotes formulas with weight function: choose 
X i  = is,  where 5 = I,/(n - 1); 
• Method considered by Sweldens/Piessens in [25]: choose 
X i  =  T  + is,  
where r is a shift, 5 is a power of 2, and s is chosen so that each Xi G [0, L],  and 
the Xi are spread out as much as possible; and 
• Our approach: choose 
X i  r + z ,  
where r is a shift, which coincides with Sweldens/Piessens if s = 1 in [25]. 
Hence we are allowed to choose some of the abscissae from outside of the [0, L] if n is 
sufficiently large. 
O u r  u l t i m a t e  p u r p o s e  i n  t h i s  C h a p t e r  i s  t o  a p p l y  n point quadrature formulas in 
Chapter  6.  There,  we require the abscissae to be of f ixed s tep size for  al l  n >2.  
The multiple point formulas in [25] are not appropriate because of the inconsistent 
distance between two adjacent abscissae for different n. Hence we derive new n point 
c t i .  U 1 V .  l i i u i a o  V V i L l i  l l A C U  D t c p  I t  [ i t  —  i  l O l  ^  =  U j  l U l  d i i  7 1  ^  Z .  
16 
3.2 Algorithm for Finding Weights w, and Abscissae Xj 
Consider first for the level A- = 0 and the integer translate j  = 0. \Ne follow a 
standard approach from numerical  analysis .  Given the shif t  r  and abscissae x,-  =  r  + i  
we try to find weights w,-, i = 0,1,..., n — 1 so that 
n—1 
f{x)( l)(x)dx = 'Y^Wif{xi)  ioT f (x)  = x^,p — 0,1, . . .  ,n  -  I.  (3.3) 
!=0 
This leads to a system of n linear equations for u'; 
Ti —1 
y ^ Wi{i + t)^ = Mp for p = 0,1,... ,71 — 1. (3.4) 
i=0 
This system of equations always has a solution (See [2]). 
For example, if T = 0, then 
Vw = 6, (3.5) 
where 
V = 
1 1 
0 1 
0 1^ 
1 
2 
92 
1 
n — 1 
( n - l ) 2  
yO 1"-' 2"-! ••• (n-l)"-i/ 
w = (W0,W1,IV2, . . .  
b  = (Mo:M\,M2t • •  iMn-l) '^•  
Note that the transpose matrix of V is the Vandermonde matrix with 0,1,..., — 1. 
n—1 
Since detV = JJi! ^  0 ([2]), there always exists w for any positive integer n.  
i=l 
The matrix V becomes ill-conditioned as n increases. See Table 3.1 for the condition 
numbers k(V). 
To overcome the ill-conditioning problem, the Chebyshev polynomials were consid­
ered in [.^0]. Instead of using the standard pulynuuiials f{^ ' )  — p — u, 1,... ,77 —  i  i n  
17 
Table 3.1 The condition numbers «:(V). 
n K{V)  n K{V)  
3 1.3912e+01 8 5.2938e+07 
4 1.5446e+02 9 2.043 /e-f09 
5 2.5929e+03 10 9.0078e+10 
6 5.76S9e+04 11 4.4628e+12 
7 1.5973e+06 12 2.4564e+14 
(3.3) and their continuous moments, they used the Chebyshev polynomials f { x )  — T .p{x ) .  
/> = 0,1,.... 71 — 1 in (3.3) and their continuous moments. The Chebyshev polynomial 
Tp{x) of degree of p is defined by 
To{x )  =  1, 
Ti i x )  = X,  
Tp[x )  =  2xTp- i {x ) -Tp-2{x ) ,  forp>2. 
We have not pursued this aspect very far, since the numerical problems only occur in the 
derivation of the weights, not in the application, and only for higher levels of accuracy. 
Now we consider an arbitrary level k  and an arbitrary integer translate j .  Consider 
n point quadrature formulas of type 
pco 'i"! 
/ f{^)<t>''j(3:)dxK (3.6) 
i=0 
where x^j and are the abscissae and weights, respectively. Then 
x°Q = Xi and w°q = Wi. 
Moreover, it follows from (3.1) that 
x l j  - h(x l f )  + j) = /i(r + i  +  j )  where h  = 2""''', (3.7) 
and we obtain 
wl, = lOi = w°^. (3.8) 
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3.3 Error Estimates 
Fix the number of abscissae n and the level k .  Let r be the shift. The error of n  
point quadrature formula for the monomial at resolution h = 2~^' (for the integer 
translate j — 0) is 
/CO 
x ' ' ( j )Q{x )  dx  — ^  WiXi ' '  
1=0 
poo 
= /  {hxY( j ) {x )  dx  -  ^  Wi{T  +  i y  
= /,P+(3/2) 
1=0 
n—1 
Mp -  Y^wi{T  + i y  
1=0 
Let 
n —1 
z=0 
Cpfr )  =  h  ' '  =  Mp-Y^  Wi{T  +  i . y .  
By (3.4), Cp = 0 = Cp, p = 0,1,..., n - 1. 
If / £ C", then, by using the Taylor expansion, 
for some ^ between j h  and xh  +  jh .  Now 
/
OO poo 
f i x ) ( ! ) ' - { x )dx  =  f {xh  + jh ) ( l ) {x )dx  
•00 J—OO 
1=0 
where 
IPn l  <  ^ | rnax | /<" ' (0 | | | ^  \ x f ' \ ( l>{x ) \dx \ .  
Also 
n-l n-1 
/;l/2 E 
i=0 i=0 
'n-1 
1=0 
y^^Wi{T  +  ? ) '  
1=0 
+ C>(/,"+(l/2))^ 
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The error of the n  point quadrature formula is then 
n-l 
E n i f )  • =  / f { x )(l) ^ - {x )dx  -
/=0 
n—1 
:=0 
n—1 
M l  -  + i )  
i -0  
= + (!?(/,"+(1/2)) 
/=0 
If / 6 we can take the Taylor series expansion one step further: 
/
OO 
!=0 
 ^ Z!!M/,n+(l/2)eJ^) + (9(/,n+(3/2))_ 
n! 
If the shift r is a zero of e„(r), it is a superconverg ing  sh i f t y  with error of for 
the quadrature formula based on x^ j  = h(T  + i  +  j ) .  
It is not obvious how to find the superconverging shift T with e„(r), since weights Wi 
are functions of T. SO we follow the method introduced in [25]. 
Let the level k  — Q and the integer translate j  =  0. The value of the superconverging 
shift r can be determined using the product polynomial This polynomial is defined 
as 
n-l n-l n  
[](a;) = j = J|(x - r - i) = ^p;(r)a:' 
1=0 1=0 1=0 
where p;(x) is a polynomial of degree n  — i .  Since the degree of accuracy is n ,  the 
quadrature formula gives the exact result for the product polynomial Hence 
/
CO "-1 n 
J | ( x ) (p (2 : )  J x  -  := q (T) .  
1=0 i=0 
The latter expression is a polynomial of degree n  in r. The existence of a root T is 
guaianteed for uuu n, but not for even n. If there is no root, an arbitrary value for r. 
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e.g. r = 0, must be chosen and one degree of accuracy is lost. With the superconverging 
shift r and weights Wi we obtain 
3.4 Numerical Examples 
3.4.1 Examples of the Shift r and Weights w, 
Let the level k  =  0  and the integer translate j  = 0. Given r = 0 we find weights Wi 
in terms of continuous moments. 
• For n  =  2  v i e  obtain 
(3.9) 
Wo =  I -Ml ,  
wi  = Ml-
• For n = 3 we obtain 
wi  =  2Mi  -  M- i  
• For n  = 4 we obtain 
6 6 
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We find the superconverging shift r and weights Wi. 
• For 7? = 1: 
Since no step size is involved in the one point formulas, the one point formulas are 
the same as those in [25]. Hence T = M\ and = 1. 
Note that the one point quadrature formula with the point xq •= was intro­
duced at first in [3]. 
If (p  is an orthogonal scaling function with M > 2  vanishing moments for the 
corresponding wavelet tp, then M2 = M\^ ([12, 25]). The one point quadrature 
formula f{Mi) for the wavelet coefficients of / has degree of accuracy 2 ([25]). 
• For n  =  2: 
The product function is 
JJ (2;) = {x  -  T ) ( X  -  T  —  1 }  =  X ^  -  ( 2 T  + L ) x  -f T ( T  + 1). 
The polynomial q(T) is 
9(T) = + {—2A4i + 1)T -j- (M.2 — M\) 
so that 
T = 2A^i - 1 ± x/r+i>i7^^4M 
If ^ is the Daubechies scaling function with one vanishing moment for the corre­
sponding wavelet then M\ - 1/2 and M2 - 1/3. The discriminant is then 
1 -f — 47^2 = 2/3 > 0 so that T = di\/6/6. The weights for the shift 
r = -v/6/6 can be found by solving 
/ 
1 1 
-\/6/6 1 - \/6/6 
/ Wq 
Uh 
( 
1 
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This yields 
/ \ / IVo  l-\/6/6 -1 
v^/6 1 
\ / \ 
1 
\ M , ^  
(3-\/6)/6 
(3 + ^ /6)/6 J 
which implies that 
Hence equation (3.9) is satisfied. The weights for the shift r = \/6/6 are Wo = 
(3 + \/6)/6 and wi = (3 — \/6)/6. 
If (j) is an orthogonal scaling function with M > 2 vanishing moments for the 
corresponding wavelet 4', then M2 — M\^ ([12, 25]). The discriminant is 1 + 
4A^I^ - 4A^2 == 1 > 0. Hence there always exist two distinct real T, and 
r = M \  or M \  -  1. 
The weights for the shift T  =  M \  can be found by solving 
/ , , \ / 1 1 
Ml  Mi  +  l  
1 ^ 
\^v 
This yields 
( \ ( 
Wo A^i + 1 -1 
-Ml 1 
/ \ (. \ 
\V 
which implies that 
T^WQ + (T + L)^U;] — MI^L + (ML + 1)^0 = MI^ — MI-
Hence equation (3.9) is satisfied. The weights for the shift r = Mi - 1 are = 0 
and lOi = 1. 
Since one of the weights, Wi, is zero for the shift r = Mi, two point quadrature 
formulas become one point quadrature formulas with degree of accuracy 2. This 
result !s the sdnie 3.s ths.t for one point cjus-drpt-tiire formuls.s. 
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Remark 3.1 Le t  0  be  an  or thogona l  s ca l ing  f unc t ion  w i th  M van i sh ing  momen t s  
fo r  t he  correspond ing  wave le t  ip.  I f  t he  two  po in t  quadra ture  f o rmulas  have  degree  
o f  accuracy  2 ,  t hen  M — I .  
Table 3.2 shows the shift r and weights Wi for some M,  where ® is a Daubechies 
scaling function with M vanishing moments for the corresponding wavelet ?/'• 
Table 3.2 The superconverging shift r and 
weights Wi for n. = 2. 
11  M  r  WQ W\  
2 1 -4.0825e-01 9.1752e-02 9.0825e-01 
4.0825e-01 9.0825e-01 9.1752e-02 
2 6.3397e-01 l.OOOOe+00 O.OOOOe+00 
-3.6603e-01 O.OOOOe+00 l.OOOOe+00 
3 8.1740e-01 l.OOOOe+00 O.OOOOe+00 
-L8260e-01 O.OOOOe+00 l.OOOOe+00 
4 1.0054e+00 l.OOOOe+00 O.OOOOe+00 
5.3932e-03 O.OOOOe+00 l.OOOOe+00 
5 1.1939e+00 l.OOOOe+00 O.OOOOe+00 
1.9391e-01 O.OOOOe+00 l.OOOOe+00 
• For n  = 3: 
The product function is 
1][(2;) = (.1: - T)(J: - T - L)(A: - T - 2) 
= - 3(T + l ) x ' ^  -  (3r^ + 6T + 2)A; - (R^ + 3r^ + 2r). 
The polynomial q{T) is 
G(T) - -T^ + 3(A^I - 1 ) T ^  +  (3X2 + -  2) T  + {M^  -  SM2 +  2Mi ) .  
Table 3.3 shows the shift r and weights Wi for some M,  where ( j )  i s  a .  Daubechies 
sca l ing  func t ion  wi th  M van i sh ing  momen t s  fo r  t he  co r r e spond ing  wave le t  i l ' -
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Table 3.3 The superconverging shift r and weights w; for ?? = 3. 
n  M T  W O  Wl  W 2  
3 1 -1.3660ef00 -1.6346e-02 1.6667e-01 8.4968e-01 
-5.0000e-01 4.1667e-G2 9.1667e-01 4.1667e-02 
3.6603e-01 8.4968e-01 1.6667e-01 -1.6346e-02 
2 -1.4229e+00 3.0074e-02 -1.1706e-01 1.0870e+00 
5.6518e-01 8.9917e-01 1..3286e-01 -3.2031e-02 
-2.4032e-01 7.0753e-02 9.8420e-01 -5.4951e-02 
3 -1.2296e+00 2.4593e-02 -9.6165e-02 1.0716e+00 
7.6264e-01 9.1936e-01 1.0651e-01 -2.5879e-02 
-8.0864e-02 5.6043e-02 9.8965e-0i -4.5693e-02 
4 -1.0452e+00 2.6555e-02 -1.0367e-01 1.0771e+00 
9.4570e-01 9.1224e-01 1.1582e-01 -2.8064e-02 
1.1564e-01 6.1200e-02 9.8785e-01 -4.9046e-02 
5 1.1265e+00 9.01106-01 1.3035e-01 -3.1450e-02 
-8.6208e-01 2.9562e-02 -1.1511e-01 1.0855e+00 
3.1734e-01 6.9337e-02 9.8476e-01 -5.4100e-02 
3.4.2 Examples of Error and Convergence Order 
We fix the shift r = 0 for all the examples in this section. 
Example 3.2 In order to compare our results to those in [25], we take cj) and / as in 
[2.5], i.e., let ^ be the Daubechies scaling function with M = 3 vanishing moments for 
the corresponding wavelet and f(x) = sin(a:;). Table 3.4 shows the weights for TI = 5 
and n = 10. As we can see from Table 3.4, Wi is always the biggest for any n, because 
Ml = 0.8174 Ri 1. 
Let Q„ be the n  point quadrature formula introduced in [25]. Table 3.5 shows the 
error of the n point quadrature formulas with r = 0 for n = 5 and n = 10, and the error 
of Qo and (5io which are in Table 2.1 of [25]. 
The absolute error of our formula for n = 5 is smaller than Qs for k > 2, but greater 
than  Qs  fo r  A:  <  1 .  The  abso lu t e  e r ro r  fo r  n  =  10  i s  g rea t e r  t han  Qio  fo r  2  <  k  <  b .  
This is because some of the abscissae fall outside of the support of for n = 10 and 
also because we use the shift r = 0. • 
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Table 3.4 Weights to,- for n = 5 and 
n = 10. 
weights n = 5 n = 10 
W O  9.0735e-02 7.1S52e-02 
W L  1.0230e+00 1.1499e+00 
W 2  -1.4013e-01 -5.2157e-01 
W 2  3.1030e-02 7.0958e-01 
W 4  -4.5979e-03 -7.9913e-01 
W 5  6.3929e-01 
W E  -3.5404e-01 
LU'T 1.2961e-01 
W G  -2.8267e-02 
W Q  2.7845e-03 
Table 3.5 Errors of the quadrature formulas for 
n = 5 and n = 10. 
k  n = 5 iQs) n = 10 ((5io) 
0 3.0239e-03 (2.15e-03) -
1 3.9833e-05 (4.40e-05) 4.4891e-07 (1.03e-08) 
2 2.6513e-07 (6.51e-07) 1.0228e-10 (l.lle-12) 
3 1.5325e-09 (9.38e-09) 9.7172e-14 (4.21e-15) 
4 8.5614e-12 (1.38e-10) 2.0747e-15 (9.99e-16) 
5 4.7431e-14 (2.09e-12) -
6 2.6173e-16 (3.19e-14) -
7 1.5179e-18 (l.lle-16) 
-
Example 3.3 Let ( j )  be the Daubechies scaling function with M vanishing moments for 
the corresponding wavelet Let f{x) — cos(27ra;). Then f{x + 1) = f{x). Fix level 
k  = 3 .  Le t  M =  2 .  We te s t  fo r  some  n .  Er ro r s  o f  quad ra tu re  fo rmulas  i n  no rms  P,  
and are in Table 3.6. As we expect, the errors become smaller as n increases. • 
Example 3.4 Let <!> be the Daubechies scaling function with M vanishing moments for 
the corresponding wavelet Let f{x) = cos(27rx). Then f{x + 1) = f[x). Fix n = 3. 
Let M = 2. We test for some k. Errors and convergence orders for quadrature formulas 
in  no rms  / \  P,  and  l ° °  a re  in  Tab le  3 .7 .  As  we  expec t ,  t he  conve rgence  o rde r s  fo r  n  
point quadrature formulas a.nnroa.rb n 4- (1/2) as k increases. • 
26 
Table 3.6 Errors of quadrature formulas with 
f ixed  l eve l  k .  
k  M n error 
/I P IOC 
3 2 1 1.1476e-01 1.2536e-01 1.7142e-01 
2 1.5528e-02 1.7056e-02 2.3508e -02 
3 3.3179e-03 3.7507e-03 5.2S12e-03 
4 1.6155e-03 1.7763e-03 2.4756e-03 
5 8.7432e-04 9.5906e-04 1.3125e-03 
6 4.7909e-04 5.3749e-04 7.6567e-04 
Table 3.7 Errors and convergence orders for quadrature formulas with fixed n  
n  M k  error convergence order 
/I P I '  P  ^00 
3 2 3 3.3179e-03 3.7507e-03 5.2812e-03 
4 3.0608e-04 3.4148e-04 4.8238e-04 3.4383 3.4573 3.4526 
5 2.7343e-05 3.0404e-05 4.2987e-05 3.4847 3.4894 3.4882 
6 2.4234e-06 2.6924e-06 3.8074e-06 3.4961 3.4973 3.4970 
3.5 Summary 
For the numerical calculation of the wavelet coefficients of /, 
/
OO 
•00 
we can choose a positive integer n  arbitrarily large to obtain the desired degree of 
accurac}'. We then use n point quadrature formulas of type 
/
OO "  — 1 
f { x )< l ) ' ' - { x )dx  Ri h^^^Y^Wi f {x l j ) .  (3.10) 
i=0 
We choose the abscissae 
in order to guarantee that the abscissae are equally spaced with fixed step size h  =  2"*^  
for all 7? >2. 
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The error of n  point quadrature formulas with the superconverging shift r is 
With all shifts T other than superconverging r the error is Hence we achieve 
the same degree of accuracy and convergence order as in [25] from our derivations for 
quadrature formulas. 
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4 POINTWISE RECONSTRUCTION OF SMOOTH 
FUNCTIONS FROM WAVELET COEFFICIENTS 
4.1 Introduction 
The primary emphasis of the past work in wavelets was on fast computations by 
wavelet decomposition between Vk and a decomposed space of Vk, and the transformation 
from Ti to Vk was typically ignored. In our approach we are completely focused on 
projecting a function from a Hilbert space H onto a subspace Vk of Ti and there is no 
further decomposition. Hence we work with a wavelet approximation at one level only. 
Let (j) be the scaling function of an orthogonal multiresolution approximation. The 
wavelet approximation of a function in a Hilbert space H onto the subspace Vk at the 
resolution h = 2~'' is the projection 
00 
'Pk f { ' : )=  (l-l) 
i=-oo 
where Vk is spanned by 
forjGZ. (4.2) 
In Chapter 3 we derived quadrature formulas to calculate the wavelet coefficients 
(/. (j)j) of a smooth function / to as high accuracy as desired. 
The accuracy of the wavelet approximation at the resolution h  = 2"''" is 
\ \ f ( x ) -Vk f {x ) \ \  =  0{h ' ' )  
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where M is the vanishing moments of the wavelet In some applications, such as 
wavelet-Galerkin methods, we may know the wavelet coefficients of a smooth solution 
function to high accuracy. Our motivation is to recover point values of / to comparable 
accuracy. 
We would like to improve the accuracy of the approximation by constructing new 
basis functions while keeping the wavelet coefficients. For any given scaling function (p 
and accuracy n, we construct basis function ^ with compact support so that for smooth 
function /, 
00 
j=-00 
where 0j is defined as in (4.2). 
4.2 Construction of Basis Functions 
Assume that for some function / and some orthogonal wavelet basis we know the 
projection Vkf onto H-
00 
n/(i) = Y ,  ("-I) 
j = -0O 
where 
How well can we recover the point values of / from this? 
Assume that has M vanishing moments. If / G ,  then for any point x  
\ \ f { x ) - v ,nx ) \ \  =  o{h ' ' ) ,  
where h  — 2~^ .  
There are more detailed results available about the convergence rate of V^f to / 
under various conditions of / and (f> (see for example [16, 26]), but they are all based on 
the original wavelet series (4.4). 
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We propose instead to use a different series 
CO 
Bt l i x )  =  Y ,  (4.5) 
j = -OC' 
where 
= (4.6) 
in analogy to (4.2). For any choice of ( f>  and for any n  G N, we will construct a basis 
function l3{x) with compact support so that for / G C", 
\ \ f { x ) -B , f { x ) \ \  =  0{h^ ) .  (4.7) 
For simplicity, the dependence of ^ on n and 4> is not usually expressed in the notation. 
If necessary, we will denote the basis function for a particular n as /?(x; n), and similarly 
for the dependence on other parameters. 
More generally, we want to find basis functions (3^^^ so that 
(4.8) 
where 
'  dx' ' '  
00 
BFS = E 
j=-oo 
{ jP^ f ^ {x )  - 2^ l ^ l3^ ' ' \ 2 ' ' x - j ) .  
To construct fix a scaling function 0, a level number A; G Z, and a positive integer 
n. Assume that we are given the wavelet coefficients fj,j = 0,1,..., n - 1. 
Following a standard approach in numerical analysis, we first attempt to find coeffi­
cients c'-(x), j = 0,1,... ,71 - 1, so that 
n — 1  
x ' '  =  ^ { x ' ' ,  (>) ' ' •  ( x ] ) cJ (x )  for p = 0,... ,n - 1. (4.9) 
J = 0  
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For f { x )  —  
/CO 
xn^^'^(i>{2^x - j)dx = 
•00 
Let us define two n  x  n  matrices H and M by 
Pi j -
H = h'" 
//!° 0 ••• 0 
0 ••• 0 
\ 
\ 0 0  • • •  h  
71 — 1 / 
and 
M = 
•^0,0 M q, \  
^1,0 A^l,! ^1,71-1 
y •A'^n—1,0 •A'in—1,1 • ' • l,n—1 j 
Equation (4.9) leads to a system of linear equations for Cj{x), j = 0,...,n — 1 
Ac  =  d ,  
where 
A  =  HM, 
c{x )  =  (c ! ^ {x ) ,4 {x ) , . . . , c i ^ ^ {x ) f ,  
d{x) = (l,.T,x^,.. 
We prove at the end of this section that the matrix A  is nonsingular. 
From 
c{x )  =  =  h- ' ' ^M- 'd{x /h ) ,  
we observe that each Cj( x )  is a polynomial of degree rz - 1 in ( x /h ) ,  and that 
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To put this approach into a wavelet-like setting, we select a unit interval I  =  [xo ,  . t o  +  
1) for some (as yet undetermined) point xq. Scaled and translated versions of I are 
denoted by 4,/ = [(XO + /)/I, (XQ + / + l)/^' 
We restrict the use of formula (4.9) to the interval h,o. Values of / on a translated 
interval hj are recovered by using the same coefficients on a translated set of scaling 
functions 
n —1 n—1-fl /(-) ~ E - •') = E - •'> S 
J=0 J=l  
We can write (4.13) in the desired form (4.5), (4.6) by defining 
c°_i(x + 7i-l) if X G [xo - + l,a;o - + 2), 
I  / I  1 Q •; y- t . i - j j  
/?(x) c?(x + l) if X G [xo - l,xo), (4.14) 
Co(2:) if X G [xo,Xo + 1), 
0 the others. 
Note that j3{x)  is a piecewise polynomial of degree n — 1. 
Formulas for reconstructing the derivatives of / can be obtained by an analogous 
construction. We use the notation for the basis function used to reconstruct values 
of the pth derivative, /'P' denotes the pth derivative of /. 
We again start by looking for coefficients (c^)* so that 
n—1 
j { p ]  ^ ^  fop = a:'',r = 0,l,...,n - 1 
J=0 
This leads to the matrix equation 
HMcM = dip), 
from which we easily obtain 
cW = /;~Pr(p). 
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and therefore 
y9W(r) = 
(c'p')°_i(2: + n - 1) if a- G [xo - n + l.xo - " + 2)-
(c'P')J(.T + 1) 
(c(P')°(x) 
if X G [xo - l,xo), 
if X e [xo,xo + 1), 
the others. 
(4.15) 
Tl] us 
^[p \x )  =  
in the sense of 13^^ being the pth derivative from the right of i.e., ignoring possible 
discontinuities at the knots (XQ + j), j € Z. is therefore a piecewise polynomial of 
deg ree  n  -  p -  I .  
Remark 4.1 We will discuss the choice of XQ below. At this point we would like to 
point out that it is not required to choose the same xq for ^ and If Xo and Xq' are 
chosen differently, 13^^ and will no longer be the same. 
Now we prove the existence of c(x) by showing that A is nonsingular. Since H is 
nonsingular, it is enough to show that M is nonsingular. Recall the matrix V which was 
introduced in Chapter 3. Note that the transpose matrix of V is the Vandermonde 
matrix with 0,1,..., n — 1. 
Theorem 4.2 The  ma t r i x  M i s  nons ingu lar ;  t ha t  i s ,  
n —1 
detM = detV = J]i! ^  0 (4.16) 
i=l 
Proof. We prove for level k = 0. It can be proved for other levels in the same 
manner. Since the determinant of a matrix does not change by adding a multiple of one 
row to another row, it suffices to prove that V can be obtained from M by repeatedly 
adding multiples of one row to another row. We prove this by induction. 
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Let s ,  and f i  be the zth row in M and V. respectively, for i  = 1.2 n .  Note that 
= 7"j. Assume we have shown that rows 1 through n  — 1 in M can be converted into 
the corresponding rows of V. We claim that for the nth row. 
h=l ^ ^ 
In fact, consider the { j  + l)st component of each side: 
(T  UC\  _  ^  ~  ^  V - t  W ^  Z'"  -  A  - t - l  A .  
k=Q ^ ^ A=1 ^ 
k=o ^ ^ ;=o ^ ^ 
= r '  
This completes the proof. The exact value of det V comes from [2]. • 
Therefore, the equation (4.10) has a unique solution for any choices of ©. n ,  and x .  
4.3 Error Estimates 
Fix a positive number n  and a point Xq. For x  £  I  =  [2:0,3:0 + 1), the pointwise 
reconstruction error for the monomial x^ at resolution h = 2° is 
00 
t p i x )  :=  x ' ' -  ^  {x^ , ( j>° (x ) ) c ° {c )  
Jzz — 00 
00 
= - E 
i=-oo 
By (4.10), Cp = 0 for p = 0,1, — n - 1. For p  >  n ,  e p { x )  is a polynomial of degree p .  
If / £ C". then for x G h.o 
f { ^ )  —  ^ ^ ^ — a : "  f o r  s o m e  i f  G  A n .  
^—' z: n! ' 
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and 
' n —1 
I! -
:=0 
n-l 
+ ( 1 / 2 )  
1=0 
where 
Since 
n \  
roo 
i/'"! ^ i? \  \  \oJ_^  \  • 
4(^01 < max |cy(t/)| for x G h.o-
•' yei •' 
we find that 
n —1 
E/Mw = E 
j=0 !=0 j=0 
The pointwise reconstruction error at the point x is 
E, (S ) ( x )  :=  f i x }  -  £  ffc^ (x )  
j=-oo 
2_/ ,1 
1=0 
n—1 
n—1 
J=0 
n-1 
{x /hy  -  Y ,M, , c ' ^ ( x /h )  
+ 0(/i") 
+ (?(/!") 
j=0 1=0 
i=0 
= C»(/!"). 
For .T G /FC,/, we obtain a corresponding result using Taylor series expansion around 
the  po in t  Ih .  
If / G we can take the Taylor series expansion one step further. For x  G 
00 
En[ f ) ( x )  : =  f ( x )  -  ^  / j ^ c ) - ( x )  
J = -CO (4.17; 
n: 
_  Un  ^  l l ^ l k \  I ^ n / i n+U l '  " "  ' ^nW-^ l  "  !  — !• I  - r  ^ [n  j .  
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If a  donotes a zero of inside /, the scaled and translated points h[a  +  j )  are 
superconvergence point, with local error of 
Differentiation commutes with all the operations leading to the error estimates (4.17). 
In  pa r t i cu l a r ,  i f  /  G C""  and  p  <  n ,  t hen  fo r  x  G h f i  
ri.U . , , /("He) n-p f 
= L ^ for some ^ e/,,o 
i! {n  — p) l  
7' ( ITP  ^ ^ 
t=0 
n—1 
11  dx  " 
1=0 
n-l 
* = ^ as before, I   ,  
i=0 
f IV  
(cW)^-(3;) = /r"—[4-(.r)] , 
which leads to an error estimate at x  G h , s  of 
n—1 
j=0 
f ( ^ ) { sh )  d"  
t=0 
Ih'eM^/h) - s)l + 0(/.»-'+•) 
Again, the order of convergence is one level higher at certain points. The potential 
superconvergence points are the zeros of and are in general different from a. 
4.4 Smoothness Properties of Basis Functions 
In this section we find conditions for smoothness of the basis function I3{x ) .  
Since smoothness is independent of scaling, it suffices to consider the level k  = 0, 
h = 2° = \. Hence .4 = M. For notational simplicity we write Cj instead of c° in this 
r ^4 1 n ^ . 
.•:5CC11UU. UK' l  p  IJC dil llllC^Cl y j  ^  p  I I '  
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Theorem 4.3 The  func t ion  XQ)  i s  con t inuous  everywhere  i f  i t  i s  con t inuous  a t  
one  o f  t he  endpo in t s  o f  i t s  suppor t ,  i . e . ,  i f  t he re  ex i s t s  xq G R such  tha t  (c„_i)'P'(.ro) = 0. 
Proof. We will write out the proof for p  =  0 .  The general proof is then obtained by 
differentiating everything, since differentiation commutes with all operators we use. 
Continuity of I3{x) means 
0 = co{xo + 1), 
cj{xo) = Cj+i(xo + l), for; =0,l,...,n-2 
c„_](xo) = 0. 
Without loss of generality, assume continuity at the left endpoint, i.e., Cn_i(a:o) = 0. 
Since M is nonsingular, it suffices to prove 
M 
/ 0 
co(a;o) 
\ / 
= M 
co(a;o + 1) 
ci(2;o + 1) 
\ 
y C„_2(.TO) y Y C„_i(xo + l) y 
The Hh entry on the right-hand side is (xq + 1)''" by (4.10). The k th  entry on the 
left-hand side is 
Ji -2  n—1 
^Mk,j+iCj{xo) = '^Mk,j+iCj{xo), since c„_i(.To) = 0 
j=0 j=0 
= E 
;=o 
2:0 
= (.To + 1)^ 
Hcncc the proof is compietcd. 
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Corollary 4.4 0(x )  G 6'''(R) i f  and  on ly  i f  t he re  ex i s t s  an xq G R such  tha t  (cn_ i  )'''(3'o) = 
0  f o r i  =  0 , 1 , . . . , p .  
For even n, c„_i is a polynomial of odd degree, so that there always e.xists a choice 
of .?:o which makes B{x] continuous. It is not obvious whether that is always possible for 
odd n, but we were able to find such XQ in all the examples we considered. 
The basis function ^(x) is a piecewise polynomial of degree n — 1. The highest 
possible regularity for IJ{X) is /? G However, in practice ^{X) is usually only in C°. 
Theorem 4.5 For  any  in t eger  0  <  p  <  n ,  i f  n + 1) = 0, t hen  
c f \ a - ,n  +  l )  =  c^ \a]n ) ,  j  =  0 ,1 , . . . n -1  (4.18) 
and  
n—1 
e j fV )  =  -  Z!  Mnjc f ia ;  n )  =  0. 
j=o 
(4.19) 
Proof. We will show the proof for p = 0 only: the proof for general p  proceeds along 
identical lines, with derivatives inserted all over the place. 
Under the assumption that C„((T; N + 1) = 0, it follows that 
\ 
A^O,n 
M 
•^71—1,71 
•^^n,0 * * * -^71,71 
\ / C O {a ;n  +  1) 
c„_i((7;n + 1) 
^ / .0 \ 
v 0 / 
^n-1 
(4,20) 
V 
Thus ,  
^  Co{a- ,n  +  l )  ^  
M 
_n—1 
(4.21) 
y Cn_i((j;n + 1) y \ '^ / 
which implies (4.18) by uniqueness of the the solution of (4.10). Equation (4.19) comes 
"Trrvrv^ Inci i(  A On\ i—i 
xivyiii Lnv. ill LJ 
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From Theorems 4.3 and 4.5 we can conclude that the starting points which make 
d(x;n + 1) continuous are the same as the potential superconvergence points a for 
l S {x \n] .  
4.5 Numerical Examples 
4.5.1 Examples of Basis Functions 
We consider level k  = 0. For notational simplicity we use Cj instead of Cj in this 
section. 
• For n = 2 
The matrix A  is 
A  =  
1 1 
Ml Ml +1 
and we obtain 
Co(a;) = l+jVli-a:, 
c i ( a ; )  =  - M i - \ - x .  
If Ci(a:o) — 0, then a;o = Mi- We always have a continuous ^[x)\ 
l - M i  +  x  if - 1 < X < 
I 3 { x )  -  <  I - \ - -  X  i i M i < x < M i  +  l ,  
0 otherwise. 
Note that we have the same ^{x) in all cases up to a constant shift. It is impossible 
for /3(,r) to be differentiable. See Figure 4.1 for examples of continuous ^(x) with 
va r ious  M.  
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n = 2, M = 1 with xO = 0.5 n = 2, M = 2 with xO = 0.6340 
n  
-0.5 
X 
-0.5 
X 
n = 2, M = 3 with x0 = 0.8174 
-0.5 
X 
Figure 4.1 Continuous ^{x )  for n  =  2  and M = 1,2,3, where ( j )  i s  a .  
Daubechies scaling function with M vanishing moments for 4 ' -
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0 For n  = 3 
The matrix A is 
We obtain 
Cn(.T) 
1 1 1 
M.\ A4i +1 -f 2 
M2 M.2 "I" '2M.I + 1 M.2 + + 4 
- M 2  { - 2 , - 2 M i ) x  
9 9 9 ' 
CI(.T) = -2yWi-2yWi' + X2 + (2 + 2>li)a--a:2 
.  .  Ml  +  2AAi^  — M2  (~1  ~  2A4 i )x  
C2 ix )  = + — + T-
First for continuous / 3 { x ) :  If C2(xo) = 0, then 
1 + 2X1 ± 
Xo 
For xo to be real, we require that the discriminant is nonnegative, 1 - 4Ali^ + 
4A^2 >0. Hence there exists a continuous if and only if 1-4JV1I^+4A<2 > 0. 
Second for continuously differentiable ^[x): We obtain 
4(2^) = - i ^ - M i + x ,  
c [ i x )  =  2  +  2 M i - 2 x ,  
4(2^) = - ] ^ - M i ^ x .  
For continuously differentiable /S(x), we require ^(jo) = 0 and we obtain 
1 
•'^0 — ^ + M l -
In order for this xq to be equal to the xq for continuity, we require 1 — 4Mi^ + 
4X2 = 0. Hence there exists a continuously differentiable /3(a-) if and only if 
1  - 4 M i ^  +  4 M 2 ^ 0 .  
Tt ic: 1 mnnc:QiKl#=» fr»r R ( n A  lUlChUl*^, 
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Example 4.6 Let ^ be a Daubechies scaling function whose corresponding wavelet 
function tl' has M vanishing moments. 
If M = 1, i.e., Haar case, then M\  = 1/2 and M2 — 1/3 ([8, 9]). We obtain 
1 — 4A^]^ + 4A^2 = 4/3. Hence there exists a continuous, but not differentiable 
d[x). We obtain Iq = 1 i i/\/3 for continuous /8(x). 
For M > 2, /vi2 = Mi ' ^  ([12, 25]). So 1 - 4yWi^ + iM2  = 1- Hence there exists 
a continuous, but not a differentiable ,B{x). We obtain = Mi or Mi + 1 for 
continuous /?(.T).See Figure 4.2 for examples of continuous I3{x) for various M and 
•To- • 
• For n = 4 
Since the expression for C;(.T) for i  =  0,1,2,3 is so complicated and long, we will 
not write them down here and give only the results. Note that Ci(a:) for z = 0,1,2,3 
is a polynomial of degree 3. So there exists an XQ G E such that C3(xo) = 0. Hence 
the re  a lways  ex i s t s  a  con t inuous  / 8 ( x ) .  
A  difficulty here is that MATHEMATICA or MAPLE do not give a nice and short 
expression for xq such that 03(0:0) = 0. So we check differentiability first. --
For continuously differentiable / 3 ( x ) ,  we obtain 
1 jV/O 
4(^) ~ (3 ^ •" Mi)x  + —. 
For j 3 {x )  G we require C3(a;o) = 0 and thus obtain 
a'o = 1 + M I i — M i ^  + A^2-
In order for XQ to be real, we require that the discriminant is nonnegative, 1 — 
'iMi'^ + SM2 > 0. Hence the condition 1 - ZMi^ + 3M2 > 0 is necessary for the 
/•.iVi ct" r'o rliffo-r/TiTrf 1 fQ  f  ' y<\  
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n = 3 ,M = 1 with xO= 1.5774 n = 3, M = 1 with xO = 0.4226 
- 2 - 1  0  1  
X 
n = 3, M = 2 with xO = 1.6340 
1.5r 
-0.5 
- 2 - 1 0 1 2  
x 
n = 3, M = 2 with xO = 0.6340 
Figure 4.2 Continuous f 3 {x )  for = 3 and M — 1,2, where ^ is a 
Daubechies scahng function with M vanishing moments for il>. 
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For twice continuous!}' difFerentiable /3(x), we obtain 
4 { x )  = (-1 -7Wi) + ,t. 
For we require C3(2;o) = 0 and thus obtain 
xq = 1 + M-i-
In order for this X Q  to be equal to the X Q  for differentiability, we require 1 — + 
'iM2 = 0. Hence the condition 1 — + 87^2 = 0 is necessary for the existence 
of twice continuously differentiable ^[x). 
In order to find a sufficient condition for twice continuously difFerentiable we 
solve 
C3(a;o) = 0 using 1 - + 3A^2 = 0. 
We obtain 
3^0 = 1 + '^1 + (^1 ~ 
where = -1. Hence there exists a twice continuously difFerentiable 0 { x )  if and 
only if 1 - + 3A^2 = 0 and M\ - M\^ + M3 — 0. 
Example 4.7 Let ^ be a Daubechies scaling function whose corresponding wavelet 
function if) has M vanishing moments. 
If M = 1, i.e., Haar case, then Mi = 1/2, M2 = 1/3 and M3 — 1/4 ([8, 9]). We 
obtain 1 - + 3M2 = 5/4 and Mi — Mi^ -\- Mz = 5/8. Hence there does not 
exist a twice continuously differentiable p[x). We obtain XQ = 3/2 or (3 ± \/5)/2 
for continuous l3{x), and XQ = 3/2 ± A/5/12 for difFerentiable d{x). Since there is 
n o  . T o  i n  c o m m o n ,  t h e r e  d o e s  n o t  e x i s t  a  c o n t i n u o u s l y  d i f F e r e n t i a b l e  l 3 { x ) .  
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For M  >  2, M i  = M i ^  ([12, 25]). We obtain 1 - 3 M i ^  + 3 M 2  = 1- Hence there 
does not exist a twice continuously differentiable It seems that there does 
not exist a continuously differentiable j d ( x ) .  We demonstrate this by showing that 
there does not exist XQ in common for continuous a:o and continuously difFerentiable 
.To for M = 2,..., 6 in Table 4.1. See Figure 4.3 and Figure 4.4 for examples of 
continuous I3(x) for various XQ. • 
We find the points x q  of continuous ^ [ x )  for various n and M. See Table 4.2 for 
the results. 
Table 4.1 For n = 4, rco for continuous or difFerentiable ^[x). 
M continuous X Q  differentiable a;o M continuous X Q  differentiable XQ 
1 2.61803399 2.14549722 4 2.94570157 2.58274348 
1.50000000 0.85450378 2.11563988 1.42804294 
0.38196601 0.95483819 
2 2.56517923 2.21132487 5 3.12645935 2.77125829 
1.75967883 1.05662433 2.31734500 1.61655775 
0.57706572 1.13791970 
3 2.76264477 2.39475144 6 3.30582728 2.95951059 
1.91913632 1.24005090 2.52043476 1.80481005 
0.77042242 1.32018921 
Table 4.2 xo for continuous ^{x). 
n M continuous X Q  n M continuous xo 
2 1 0.50000000000000 4 1 2.61803398874989 
2 0.63397459621556 1.50000000000000 
3 0.81740116781088 0.38196601125011 
3 1 1.57735026918963 2 2.56517923327319 
0.42264973081037 1.75967883349496 
2 1.63397459621556 0.57706572187853 
0.63397459621556 3 2.76264476553579 
3 1.81740116781088 1.91913631869313 
0.81740116781088 0.77042241920372 
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n = 4, M = 1 with xO = 2.6180 n = 4, M = 1 with xO = 1.5 
X 
n 
-0.5 
•2 0 2 4 
-0,5 
X 
n = 4, IVi = 1 with xO = 0.3820 
-0.5 
•2 0 2 4 
X 
Figure 4.3 Continuous /S(.T) for n = 4 and M = 1, where ( j ) \ s  a .  Daubechies 
scaling function with M vanishing moments for 0. 
47 
n = 4, M = 2 with xO = 2.5652 n = 4, M = 2 with xO = 1.7597 
-0.5 
X 
-0.5 
X 
n = 4,M = 2withx0 = 0.7577 
S" 
-0.5 
X 
Figure 4.4 Continuous I3{x) for n = 4 and M = 2, where ^ is a. Daubechies 
scaling function with M vanishing moments for ij;. 
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4.5.2 Examples of Error and Convergence Order 
Example 4.8 Let 
f i x )  =  
and (j) the Daubechies scaling function with M = 3 vanishing moments for the corre­
sponding wavelet I!K Consider the level k = 6. We compare the error f{x) - Vef{x) for 
wavelet approximation and the error Eif{x) for pointwise reconstruction with n = 5 in 
the interval [0,1 — /(.]. Figure 4.5 shows the error /(x) — V^fyx) (dashed) for wavelet 
approximation as in [25] and the error E^Jix) (solid) for pointwise reconstruction with 
n = 5. Figure 4.5 shows the error of pointwise reconstruction with n = 5 is smaller than 
the error of wavelet approximation, since the accuracy of the pointwise reconstruction 
is 0[h^) and the accuracy of the wavelet approximation is C(/i^) as k increases. 
Example 4.9 Let (j) be the Daubechies scaling function with one vanishing moments 
for the corresponding wavelet tp. Let f{x) — cos(27ra:) on [0,1]. 
We reconstruct / pointwise using basis function ^{x) which is not continuous in 
general. We compute errors and convergence orders in f, and norms for n = 2,3,4, 
M — 1 and levels k = 2,3,4,5. We choose point values with distance d = 2~® so that 
the function has 16 point values on each subinterval of length 2~^. 
We take the right limit value for ^ { x )  at points x, where ( i { x )  is not continuous. 
We test the function approximation only on [0,1 - c?]. From the numerical results in 
Table 4.3, we obtain that convergence orders approach n as the level number k increases 
which are the desired results. 
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Figure 4.5 The error f { x )  — V e f i x )  for wavelet approximation (dashed) and 
the error E^f{x) for pointwise reconstruction for n = 5 (solid). 
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Table 4.3 Errors and convergence orders for pointwise reconstruction. 
n  M  k  error convergence order 
P  l '  /I I '  Joo 
2 1 2 1.7075e-01 1.0098e-02 6.3662e-01 
3 4.8865e-02 2.8178e-03 1.9321e-01 1.8050 1.8415 1.7203 
4 1.2737e-02 7.3361e-04 5.0616e-02 1.9398 1.9415 1.9325 
5 3.2778e-03 1.9024e-04 1.2802e-02 1.9582 1.9472 1.9833 
3 1 2 1.6873e-01 9.4032e-03 6.9765e-01 
3 2.4847e-02 1.4360e-03 1.1156e-01 2.7636 2.7111 2.6447 
4 3.2754e-03 1.9233e-04 1.4832e-02 2.9233 2.9003 2.9110 
5 4.2617e-04 2.5416e-05 1.8828e-03 2.9422 2.9198 2.9778 
4 1 2 1.7330e-01 9.7345e-03 6.9765e-01 
3 1.3825e-02 8.1521e-04 6.6571e-02 3.6479 3.5779 3.3895 
4 9.3455e-04 5.6073e-05 4.6012e-03 3.8869 3.8618 3.8548 
5 6.1692e-05 3.7590e-06 2.9482e-04 3.9211 3.8989 3.9641 
4.6 Summary 
For situations where it is desired to recover point values of a function to high accuracy 
from its wavelet coefficients /j', we propose to replace the standard wavelet series 
00 
n/(x)= (4.22) 
j=z-oo 
by a corresponding series 
00 
(4.23) 
j=-oo 
or more generally 
00 
j=-oo 
The basis functions I3j{x) are piecewise polynomials of degree n - 1 with support 
[(.To - n + 1 + j)h,{xo + 1 + j)h] for some XQ. Theoretical estimates and numerical 
experiments indicate that the new series Bkf has accuracy at least as good as wavelet 
series for all functions if n > M. We can choose a positive integer n arbitrarily high to 
oht.ain the desired degree of accuracy for pointwise rcconstriiction 
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In addition, derivatives of / can be recovered by using the related series for 
which there is in general no counterpart using derivatives of scaling functions. 
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5 WAVELET DERIVATIVE MATRIX 
5.1 Introduction 
The original work for representing derivative operators in the wavelet bases was done 
by Beylkin in [4]. In this Chapter we present an alternative and easier derivation. 
The accuracy of the wavelet-based finite difference operator for the first order deriva­
tive was originally derived in [14, 20]. In this Chapter we give an alternative proof which 
is extensible to higher order derivatives. 
We construct the wavelet derivative matrix with the coefficients used in defining the 
wavelet-based finite difference operator for derivatives. 
5.2 The Representation of Derivative Operators in the Wavelet 
Bases 
5.2.1 The Representation of Operators in the Wavelet Bases 
Let V(c and Vi be two subspaces of L^(IR) with respective bases and 
Let Vk and Vi be orthogonal projections on the subspaces Vk and V/, respectively. 
Let T be a linear operator from 14 to V/. Then the image of (f)'- can be expressed as 
a linear combination of {(j>'^: 
The coefficient is the zth component of Tcf)'- in the basis and T = (<,j) is the 
nidtrix rcprcsGntdtion of T It } /T '^^  I -1 »->  ^ I AX { Y i  }  V/'i 
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for \4, then tij = (?)|). 
More generally, T  =  { t i j )  with i i j  - (/»•) represents ViTVk ,  where T : Z,^(R) 
L^(K). If {(j)'-] and {(f>\} are orthonormal bases for \4 and Vi, respectively, then 
ViTVk<t>] = 
i  i  
In particular, if T is the n"' order derivative operator, then 
f<^ ^ri 
= j 
and T  =  {U j )  represents Vk ^ Vk -
5.2.2 The Scaling Function Auto-Correlation 
Assume that the scaling function (j) satisfies the dilation equation 
( j } { x )  =  v / 2 ^  h j < i ) { 2 x - j )  
j  
and the h  coefficients in the dilation equation satisfy 
h j  = and = 0. 
J j 
Define the auto-correlation function r by 
/OO 
( p { y  - x ) ( p [ y ) d y .  (5.1) 
•00 
Note that r [ x )  is an even function. By substituting the dilation equation into (5.1), we 
obtain 
r { x )  = \/2 ^  a„r(2a: - n) 
n 
where 
1 
Gn y— ^ ^ hjhj^ji and G—n — 
V -  j  
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Note that if {(pi{x)]i^z is an orthonormal basis for Vo, then 
G2; = ^  h j h j ^ 2 i  —  
y/here S  is the Kronecker delta function. Since ^ = y /2  and ^( —l)"an = 0. r(.T) 
n n 
is another scaling function if ^ has compact support. 
If subscripts of h j  run from h  to k ,  then 6  has support in [/i,/2]- Let L  =  I 2  -  l i .  
T h e n  L  +  1  i s  t h e  n u m b e r  o f  c o e f f i c i e n t s  h j  a n d  L  i s  t h e  l e n g t h  o f  t h e  s u p p o r t  o f  6 .  
The subscripts of an run from —L to L. So r(x) has support in [—L,L]. The number 
of coefficients hj, L + 1, is related to the number of vanishing moments M. For the 
Daubechies wavelets, L + I = 2M. If additional conditions are imposed, then the 
relation might be different, but L + 1 is always even. 
To calculate point values of r(a:), we begin for x  £  Z .  For / G Z, we denote r { l )  by 
r/, i.e., 
/
OO 
(j>{x — I) (j){x) dx. 
•00 
The r; are called the connection coefficients. The fact that 
L 21+L 
Tl \/2 ^ ^ 0,fi'r2l—n — ^ \ 
n=-L m=2l-L 
leads to an eigenvalue problem of size 2 L  +  l  
r - A r ,  (5.2) 
where 
r = 
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In fact. 
A ^  V2  
a - L  
(l-L+2 a-L+l 0.-L 
ai ax, _ i  ai_2 
\ / 
Since all column sums of A are either \ / 2  a2k  = 1 or 02^+1 = 1, (I,!,-- - ,1) is 
a left eigenvector with eigenvalue 1. Hence, a right eigenvector r for eigenvalue 1 exists. 
If {4>i{^)}iez is orthonormal basis for VQ, then the eigenvector f for eigenvalue 1 is 
always (0, • • •, 0,1,0, • • •, 0)^. Because \/2G2; = 601 this implies that 
( A - I ) f =  \/2(0,---,a_2,ao,a2,---,0)^- (O,---, 0,1,0, •••,0)^ = 0. 
In this case, r(/) = ( f ) { x  —  l ) ^ { x )  d x  =  6 o t .  
Therefore, we normalize r; with 
^n = l. 
I 
If \/2a-L ^ 1, then r_i, = 0 and ri — Q also, since a_L = ai- This condition 
is usually satisfied, for example, if ^ is a Daubechies scaling function. In this case, it 
suff ices  to  solve  an  e igenvalue  problem of  s ize  2 L  — 1  
r = Ar, 
where 
A  — (\/2a2i-j)-L+l<i,2i-j<L-\ 
r  =  ( r _ i , + i , . . . , r L _ i  
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In fact. 
A n/2 
a_L+i a-z, 
O—L+3 O—L+2 fl-L+l 0—L 
ai CiL-l flL-2 «L-3 
\ C'L flL-1 / 
The values of r(x) at al! dj'adic points x  can be calculated from the dilation equation. 
This is identical to the procedure for finding point values of ^ ([9, 24]). 
Now we are ready to represent derivatives. 
5.2.3 The n" Order Derivative Operator in the Wavelet Bases 
Let T be the n"* order derivative operator. For any positive integer n, define the 
function r'"'(a;) by 
/
oo in 
(5.3) 
The relationship between the derivative of the scahng function auto-correlation and 
is 
For I 6 Z, 
—r(a:) = (-l)V"H-a:) = r<"'(x). 
dx^ 
/
c 
•<  
dp-
- l)-^<l>{x)dx. 
(5.4) 
(5.5) 
Recall the matrix representation of VkTVk in section 5.2.1, where Vk is the orthogonal 
projection on the subspace Vk of L^{R). We can express the entries tij of the matrix 
(") r>* ' . representation of VkTVk with rj 
/
CO , 
(5.6) 
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where h  =  2 By repeated integration by parts in (5.5), we obtain the odd and even 
properties for r{"'; 
-rj"' for odd n ,  
(n) t 
r )  tor even n. 
Now 
The fact that 
= \^J]an2"r("'(2a;-n). 
L 21+L 
n=—L m=2l—L 
leads to an eigenvalue problem 
= 2"Af<">, (5.8) 
where A  is the same matrix as in section 5.2.2 
A = [\p2.a2i-j)-L<i,2i-j<Li 
/ (^) M\T 
If A has an eigenvalue 2~", then the eigenvector exists. For a unique solution, we 
need the correct normalization. 
If {fl!)f(a;)}igz is orthonormal basis for 14, then we show 
= (5.9) 
I 
for n = 1 in section 5.3.1 and it can be shown for n > 2 similarly. Relation (5.9) is used 
to normalize the eigenvectors of A correctly. 
5.2.4 Examples 
The results in this section derived by our approach are exactly the same as the results 
d e r i v e d  b y  B e y l k i n  i n  [ 4 ] .  N o t e  t h a t  a j ' s  h e r e  a r e  n o t  t h e  s a m e  O j ' s  i n  [ 4 ] .  F o r  e a c h  j ,  
(ij here is l/2\/2 times the a, in [4]. 
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Example 5.1 Let 0 be the Daubechies scaling function with 2 vanishing moments for i\ 
The length of the support of (j)is L = i. uq - l/\/2, a±i = 9/16\/2, and a±3 = -l/16\/2. 
The matrix A of size 2X — 1 is 
/ n 1 \ 0 -1 
16 9 0 -1 
0 9 16 9 0 
- 1 0  9  1 6  
-1 0 
Eig en va lu e s  for A are 1,1/2,1/8,— We have the first and the third derivatives, but 
^1) 
\ 
not the second derivative. The values for r!"' are as follows: 
1 2 .  2  1  . 5 ,  
^ 12'3'°' 3'12^ 
r-<=) = (J,-1,0,1,-5)''. 
• 
Example 5.2 Let <f) be the Daubechies scaUng function with 3 vanishing moments for 
ip. The length of the support of ^ is i = 5. oq = 1/v^, a±i — 75/128\/2, a±3 = 
—25/256\/2, and a±5 = 3/256\/2. The matrix A of size 21/ — 1 is 
(  
A  =  1 
0 3 
0 -25 0 3 
256 150 0 -25 0 3 
0 150 256 150 0 -25 0 3 
0 -25 0 150 256 150 0 -25 0 
3 0 -25 0 150 256 150 0 
3 0 -25 0 150 256 
3 0 -25 0 
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Eigenvalues for A  are 1,1/2,1/4,1/8,1/16,1/32,.... We have from the first derivative 
up to the fifth derivative. Since 2~® is not an eigenvalue of A, there does not exist the 
6"' derivative. The values for r!"' are as follows: 
f(5) 
1 1 16 53 272 272 53 16 
J_ £ ^ ^ — J_ 
^'35'~105'105'~56'105' 105'35'560 
_L A n — — — 
~ 400' ~ 25' ~ 200' ~ 25' ' 25' 365' 25' 400 ^  
9 3 77 41 81 41 77 3 9 
160'10' 40'10' 16'10' 40'10'160 
A A ^ n 
^ ' I 3 ' ~ ^ ' l 3 '  ' ~ T 3 ' ^ ' ~ l 3 ' ~ ^ ^  •  
• 
5.3 The Accuracy of the Wavelet-Based Finite Difference Op­
erators for Derivatives 
Let ^ be a scaling function with M  vanishing moments for the corresponding wavelet 
i'. 
5.3.1 Finite Difference Operator for the First Order Derivative 
This section was originally derived in [14, 20]. Here we give an easier derivation 
which is also extensible to higher order derivatives. 
Recall that 
- OO 
"(fi =  ^ T .  
^ k=—oo 
and for / G Z 
/
OO ^ 
H y  -  ^) - ^ ' f > { y ) d y ,  
r j i )  r ( i ) ( / )  =  j  —  I ) — < i ) { x )  d x .  
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The following two lemmas provide preliminary results which are used in the proof of 
Lemma 5.5. 
Lemma 5.3 For any nonzero integer k and for m = 0,1,..., 2M — 1, 
(|^(27rA:)n('"'= 0. (5.10) 
Proof. Since i/' has M  vanishing moments, 
H^^'>{Tr) = 0, forp = 0,l,...,M-l. 
Since by (2.9) 
KO = (f), 
we find that for k  E .  Z  —  {0} and for p = 0,1,..., M — 1 
l^P\27rk) = 0. (5.11) 
Hence, for k  {0} and for m = 0,1,..., 2 M  —  1 
1=0 
(l^(27rfc)l2)("'' = J] . l^'\2Trk) ^('"-')(27rfc) = 0. 
Lemma 5.4 
— for m = 0 
= I ' (5.12) 
I 0 for m — 1,2,3, 
Proof. By the orthonormality of {(f>j}j^z, we obtain ([9]) 
^|fe + 2irt-)p = i. 
By differentiating both sides m  times and by setting ^ = 0, we obtain (5.12). • 
The following lemma provides a preliminary result which is used in the proof of 
• 
7 
i ilV-V-ZlV-lll »J. I . 
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Lemma 5.5 
fcez 
0 /or m = 0,2,3,2M, 
— 1 for m — 1. 
Proof. We first prove for m = 0,1,... ,2M — 1. Let ( f > ( x )  = (i)[—x). Then 
poo yoo ^ 
r < ^ ' ( x ) = /  < f > { y - x ) ( l > ' { y ) d y =  ^ { x  -  y ) ( f > ' { y )  d y  =  { ^ *  ( l ) ' ) [ x ) .  
»/—CO 
It then follows that 
r<i'(o = m  i m )  = m  
Let f ( x )  =  Then, by (5.14), 
y-v n'"' 
m = ^  :7n+l 
d(" ei<^(or 
Hence, 
E 
k^£j 
(1) = E/(') 
= /(27rfc), by Poisson summation formula 
d" 
kez 
fcez 
= 27cr-^^Y, 
dV ^=2'Kk 
k e z  
^ f m\ S d"^ ' ^ , 
d'^ 'V d"'-'^ ^ 
^=27r/: 
^=27r/: 
= 2ir i"+' E 2Tt(| J(2it)p)<'»l + m £(|?(2it)p)l m—1) 
l k &  fees 
Note that, by (5.10), 
J] 2;r/c(|^(27rAr)p)('") = 0, for 7n = 0,1,..., 2M - 1 
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and, by (5.12), 
for m = 1, 
(5.15) 
0 for m = 0,2,3, 
Hence, 
—, [ 0 for m = 0,2,3, ...,2M - 1, 
/tes 1 —1 for m = 1. 
For m  =  2 M :  Since and m is an even number, ^ = 0. • 
k& 
The coefficients act on the wavelet coefficients of /, by derivation. Following the 
approach in [14, 20], we first consider the r}^' as finite difference coefficients acting on 
point values of /. 
Definition 5.6 Let / be a real-valued differentiable function on R. Define the wavelet-
based finite difference operator df for the first order derivative of / by 
lez 
where h  = 2"''" and k  is a level number. 
The above definition is the same as saying that the representation of the first order 
derivative operator acts as a finite difference operator. 
Tiieorem 5.7 For f G 
f ' { x ) - d f i x )  =  0 { h ' ' ^ ) .  (5.17) 
Proof. 
' l e z  
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I 
h 
+ 
(J] ^ r')/(2^) - (J] + 
1 1 &  lei 
1 
l e i  
(2M + 1)! 
2M+1 
lez 
= i[/'(i)4 + 0((.'"+')] 
= /'(i) + 0((.™). 
• 
Now we would like to apply the difference operator to wavelet coefficients of a smooth 
function /. For any nonnegative integer p, level number A; G Z and translate j ^ Z, let 
the wavelet coefficients of pth derivative of / 
Next we show that the original interpretation of the r'^' has the same accuracy. 
Definition 5.8 Let / be a real-valued difFerentiable function on R. Define the wavelet-
based finite difference operator df for the wavelet coefficients {/')'• by 
/ez " /ez 
(5.18) 
where h  = 2 *•' and k  is a level number. 
Theorem 5.9 For f G 
2M-. (5.19) 
Proof. We prove for the integer translate j  =  0. For j 0 it can be proved similarly. 
{dfto 
lei 
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= TE Ji) h 
T 
la 
h ' P .  
fo + hlU'fo + —(/")o + 
+ 
i E ' i ^ ) f o + H Y , l r \ \ f X  +  
lei lei 
( 2 M ) \  
.^;2M^(l))(^(2M)) 
ie2 
(2A^ + 1)!^ 
h 
[ - h { f t  +  0 { h ' ' ' ^ ' ) ]  
• 
5.3.2 Finite Difference Operator for the n" Order Derivative 
Recall, for / G Z 
J") 
/
oo ,n 
(t){x) dx. 
Lemma 5.10 
•£k"rt 
,(n) 
fcez 
0 /or m = 0,... ,n - 1,n + 1,.., ,2M - 1 
[—l)"n! for m — n. 
Moreover, = 0 for odd n. 
kei 
Proof. Similar to the proof of Lemma 5.5. • 
Definition 5.11 Let / be a sufficiently smooth function. Define the wawe/e<-6aserf finite 
difference operator d^^\f of the n"" derivative / by 
(5.20) 
IG 
h  —  O  ^  a n r i  h  i c  a  n u m K c  
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Now we have the following generalization of Theorem 5.7. 
Theorem 5.12 For f E 
fi-){x)-S"^f{x) = 0{hn. (5.21) 
where 
[ 2M + 1 — n i f n i s  o d d ,  
p = = l  
j 2M — n if n is even. 
V 
Proof. The proofs for n > 2 are similar to the proof of Theorem 5.7. • 
Now for wavelet coefficients of a smooth function /. 
Definition 5.13 Let / be a sufficiently smooth function. Be^ne the wavelet-based finite 
difference operator d^"^f for the wavelet coefficients by 
(5.22) 
lei lei 
where h — 2"'*' and A; is a level number. 
Now we have the following generalization of Theorem 5.9. 
Theorem 5.14 For f G C^^''"'"^(R) 
(5.23) 
where { 2 M  + 1 — n i f n i s  o d d ,  . 2M — n if n is even. 
Proof. The proofs for n > 2 are similar to the proof of Theorem 5.9. • 
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5.4 The Wavelet Derivative Matrix 
Let (phesi scaling function and let L be the length of the support of (p. Fix a positive 
integer n and a level number k. Then h — We have calculated r{"' for I = —L..... I 
in section 5.2 which have been used for approximating the n"" derivative of a function. 
Recall that 
j {0''\x)<p'^{x)dx = 
and we approximate the derivative of { ( f ) ' j ) { x )  with 
1 rj"' -  I h ) .  
l=-L 
Because of the boundary complications, we are only considering periodized problems. 
Given A*', let us define an N x N matrix D'"' as a circulant matrix with N elements in 
the following order: ..., , 0, and with its diagonal elements Tq"', and then 
multiply by 
j^(n) ^ hll! frW] ^ (5.24) 
where the subscript of is interpreted modulo N. We call £)'"' the periodized (or 
periodic) wavelet derivative matrix for wavelet coefficients of functions of size N or 
simply the wavelet n"® derivative matrix for wavelet coefficients. 
We define periodized (or periodic) wavelet n"' derivative matrix for point values of 
functions of size N or simply the wavelet n"® derivative matrix for functions by 
(-!)"£)("). (5.25) 
We can apply the wavelet nth derivative matrix to wavelet coefficients of a smooth 
function as well as to a smooth function. As we proved in the previous section, the 
wavelet first derivative matrix for wavelet coefficients has the accuracy 0{h'^^^) 
when used as a finite difference matrix. The wavelet second derivative matrix for 
wavelet coefficients has the accuracy v/hcn used as a finite difference matrix. 
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Example 5.15 Let (p be the scaling function with 2 vanishing moments for the corre­
sponding wavelet and let N = 8. Then 
/ 
Di = 
12h  
0 8 -1 0 0 0 1 -8 
-8 0 8 -1 0 0 0 1 
1 -8 0 8 -1 0 0 0 
0 1 -8 0 8 -1 0 0 
0 0 1 -8 0 8 -1 0 
0 0 0 1 -8 0 8 -1 
-1 0 0 0 1 -8 0 8 
8 -1 0 0 0 1 -8 0 
\ 
5.5 Summary 
We give alternative derivations both for the computation of derivative operators in 
wavelet bases, and for accuracy estimates. This simplifies earlier work in [4] and extends 
earlier work in [14, 20]. 
We can apply our derivation as a finite difference operator not only to functions but 
also to wavelet coefficients of functions. 
We construct the wavelet derivative matrices D'"' and (—for wavelet coeffi­
cients and for functions, respectively with the coefficients used in defining the wavelet-
based finite difference operator for derivatives. 
For both D'"' and (—when used as finite difference matrices, the accuracy 
is 0{h^), where 
2M  -1-1 — n if n is odd, 
2M — n  if n is even. 
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6 MULTIPLICATION OF FUNCTIONS IN THE WAVELET 
BASES 
6.1 Introduction 
Let / and g be two real-valued smooth functions on K. We would like to calculate 
the product function u = fg m the wavelet bases. In order to calculate u we would like 
to find a highly accurate numerical approximation for the wavelet coefficients of u, 
Applications for finding the wavelet coefficients of the product function u are: 
e solutions of differential equations using wavelet-Galerkin methods, and 
• wavelet series expansion of a multiplication of two functions. 
Pointwise multiplication of functions in the wavelet bases was considered in [5, 15]. 
They decomposed Vk into Wk-i + Wk-2 H h Wk-j + Vk-j by fast wavelet transform, 
neglected small coefficients in Wk-j, and then reconstructed Vk by inverse fast wavelet 
transform. The emphasis was on fast computations by uncoupling the interactions be­
tween levels. 
As we mentioned in Chapter 1, we are completely focused on projecting onto a 
subspace Vk and there is no further decomposition. Hence it suffices to work with a 
wavelet series at one level onlj'. 
(6.1) 
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If two functions are known, then the product of those two functions is also known. 
Hence, we can find wavelet coefficients of the product function using the quadrature 
formulas derived in Chapter 3. Therefore, it is enough to consider the cases where one 
or two functions are given by wavelet coefBcients, not by point values. 
We present two methods for finding the wavelet coefficients of w. In the first method, 
we transform back and forth between point values and wavelet coefficients of a function 
with fixed step size. In the second method, we approximate known function(s) with 
wavelet series and evaluate integrals of triple products of scaling functions. 
Having determined the wavelet coefficients we can reconstruct the product func­
tion u with the wavelet approximations or the pointwise reconstruction methods derived 
in Chapter 4. The method depends upon the application. 
6.2 Using Transforms between Point Values and Wavelet Co­
efficients 
The idea for the first algorithm, described in this section, is that 
• we transform function(s) given by wavelet coefficients from wavelet coefficients to 
point values, 
• we multiply two functions pointwise (at the abscissae x'-j for quadrature formulas), 
and 
• we transform the product function from point values (at the abscissae xfj) to 
wavelet coefficients. 
Assume the scaling function (p is fixed. Let j be an integer translate and h = 2~^', 
where A: E Z is a level number. 
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Let p be the number of abscissae used to calculate the quadrature formulas for uj'. Let 
q and r be the accuracies of pointwise reconstruction formulas for / and respectively. 
Let n = min{p, ^ ,r}. 
6.2.1 One Function g is given by Wavelet Coefficients 
W'e first choose xfj = h{T + i + j) where h = 2"''", i.e., choose r. If ^ G C"', we 
reconstruct pointwise the function g with the method derived in Chapter 4; for x — 
r-1 
g { x )  ^ g ( x )  : =  
m=0 
where 
9^ ••= {9,€)-
Let 
u { x )  =  f ( x ) g { x ) .  
Recall that each c'^{x), m = 0,1,..., r — 1, is a polynomial of degree r — 1 on its support. 
Let be the support of c^{x). If / G C, then /c^ G C^{J^). We use the p point 
quadrature formulas derived in Chapter 3 for the wavelet coefficients (u, (j)j) of u\ 
p-i 
z=0 
We approximate the wavelet coefficients of the product function u with 
u] = • (6.2) 
1=0 \Tn=0 / 
6.2.2 Two Functions / and g are given by Wavelet Coefficients 
If / G C' and g £ C, we reconstruct pointwise the functions / and g with the 
m e t h o d  d e r i v e d  i n  C h a p t e r  4 :  f o r  x  =  x ' - j  
/ ( . r ) p ^ / ( , r ) : =  j ; / X - ( x ) ,  
1=0 
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r-l 
g { x ) K g { x )  : =  
Tn=0 
where 
f! •= 
9m := 
Let 
w(a;) := f{x)g{x). 
Recall that d f { x )  and c^(i) are polynomials of degree q  —  I  and r — 1, respectivelj'. 
Hence dfc^ € 0°°. We use the p point quadrature formulas derived in Chapter 3 for the 
wavelet coefficients (u, <j)j) of u: 
p - i  
{u, (i>fi K, u'i := h^!'^ Wiu{xlj). 
:=0 
We approximate the wavelet coefficients Uj of the product function u with 
«' = £>". (£ (E • (6-3) 
i=0 \i=0 / \m=0 / 
6.2.3 Error Estimates 
Let p be the number of abscissae for the quadrature formulas for u^. Let q and r 
be the accuracies of the pointwise reconstructions for / and g, respectively. We derive 
error estimates hv n = p = q = r. We first consider the case where one function g is 
given by the wavelet coefficients g^. 
If 5 £ we reconstruct the function g given by the wavelet coefficients gl^  with 
the method derived in Chapter 4. For x £ h,i 
(lh\ 
g { x )  =  g { x )  +  — — h "en{ { x / h )  -  I )  +  
where 
n—1 
g i ^ )  =  Y . g t ^ c l { x ) .  
m=0 
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e„{x) = a;" - ^  MnjC° ( x ) .  
j=-oo 
Recall from Chapter 3 that en(r) is h " times the error of the n point quadrature 
formulas for {x", <j)Q{x)), i.e., 
n—1 
en(~) = M n  -  W i i r  + 0"-
!=0 
Assume one of the abscissae x ^ j  £ Ik,i- Then xfj 6 Ik,i+i, i = 0,1,... ,n — 1. 
If f £ , then by applying the error estimates derived in Chapter 3 for the wavelet 
coefficients of the function fg — fg vfe obtain 
E„{u) := 
=  i i l g - f g U - )  
=  2  W i i f g  -  f g ) { x l ^ )  +  
i=0 
/jn+(l/2) 
n\ •' n\ 
L»=o 
Let cr be a zero of e„ inside I = [a;o,a;o + 1) and let r be a zero of the e„(T) for the 
level k = 0. If a = r, then the scaled and translated points /I(T + j) are superconverging 
shift, with error of 
There is no guarantee that the set of superconverging shifts is nonempty. If ^ is the 
Daubechies scaling function with M vanishing moments for the corresponding wasvelet 
0 and n = 2 or 3, then there is no a, which is a continuous JQ for n + 1, and the shift r 
for n such that (j = r for iW = 1,2,3. (See Table 3.2 and Table 4.2.) 
If r > n, then just r is the superconverging shift as in Chapter 3. 
Now we consider the case where two functions are given by their wavelet coefficients. 
Tf f a r'"+i 5>nrl r, a ,,r^ ( ] : U-- ii,_; ii  / ^ ^ Vw -I ' 'C 1 UV.U Lti\^ luiivnuiia J cLiiu y ^ivcii uy tiicii wavcict 
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coefficients with the method derived in Chapter 4. For x  G h ,i 
f i x )  =  / ( : , )  + +  
n\ 
n\ 
where 
Note that 
n—1 n—1 
1=0 Tn=0 
f g - f g ^  f i g  - g }  +  { f -  f ) g -
By applying the error estimates derived in Chapter 3 for the wavelet coefficients of the 
function fg — fg we obtain 
Eniu) 
{ { f g - f g ) , < l > j )  
z=0 
n—1 
- k'/' Wi (^f{g -~g) + if- f)g) {xD + /,n+(i/2)(/g !  gJ''\jh) 
i = 0  
+ C»(/l"+(3/2)^ 
'n—1 
E>»< (- i - i )  
i = 0  
f^n+(l/2) 
+ e u ( v )  
Let cr be a zero of inside 1 = [xo,a:o + 1) and let r be a zero of the e„(T) for the 
level k = Q. li a — r, then the scaled and translated points h(T + j) are superconverging 
shift, with error of 
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6.3 Using Integrals of Triple Products of Scaling Functions 
Some background for this section can be found in [6, 7]. The idea for the second 
algorithm is to approximate known function(s) with wavelet series and evaluate integrals 
of triple products of scaling functions. 
Let (p be the scaling function with M vanishing moments for the corresponding 
wavelet ip- Fix the number of abscissae n for the quadrature formulas for Uj so that 
?? > M. 
6.3.1 One Function g is given by Wavelet Coefficients 
We use the wavelet approximation for g with the wavelet coefficients gf of g\ 
i= —OO 
We use the n point quadrature formulas derived in Chapter 3 for the wavelet coeffi­
cients / |  of /  from the point values of /  at x\ - = h{T + i + j), i = 0,1,... ,n — 1: 
00 
g{x) « g{x) := ^ gUfix). 
i=0 
We then reconstruct / by wavelet series using approximated wavelet coefficients fj 
00 
f{x)?^f{x) := J] 
j=—oo 
Let 
u := fix)g{x). 
We approximate the wavelet coefficients of the product function u bj' 
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CC CO 
=  E  E  
jzz — OO / = —CO 
00 00 
9^-/2 
UU W AQO 
Z! Z] ~ i + - / + m) (fa 
_ )_ ._ J —oc> j=—oo l=—oo 
00 oc> 
j = —00 i= —00 
00 oo / n—1 \ 
=  E E  E  w,/(/i(r + 2 + j)) j 5fr(; - m, / - m), 
j= —00/= —00 \:=:0 / 
where 
/
OO 
(j){x)<l>{x -i)(j){x -  j)dx. (6.4) 
•00 
The theory to calculate r(z, j) is developed in [7]. Based on the theory developed in [7], 
the r(z,;) are calculated in [17]. 
6.3.2 Two Functions / and g are given by Wavelet Coefficients 
We use the wavelet approximation for / and g with the wavelet coefficients fj and 
g}', respectively; 
00 
f(x)  ^  f{x) := 
i=—00 
00 
g{x)^g{x) := gf(l)f{x). 
/= —00 
Let 
" := /(a;)5(a:)-
Finally, we approximate the wavelet coefficients u'^ of the product function u by 
00 00 
= E E f'gfrij-mj-m), 
j=—oo /=—oo 
where 
rcc 
/ ct>{x)(j){x — i)(j){x — j)dx. 
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6.3.3 Error Estimates 
Let (j) be the scaling function with M vanishing moments for the corresponding 
wavelet 4'- Let h = 2~*^, where is a level number. 
We first consider the case where one function g is given by the wavelet coefficients 
(/f. Note that 
g{x) = g[x)^-0{h^^), 
/j= = + 
f{x) = f{x) + 0{h''), 
Hence 
E{U) := UF -  UF = (G_G) 
Now we would like to calculate the error one step further. Let 
efc(/) f{x) -  Vkf{x). 
If / E then from [25] (we are using the first term of equation (3.5) in [25]) 
CO A I" 00 
«(/) = Z '^'(2'"^ -') + 0{h""). 2sMM\ 
s=0 t=-cc 
The error is 
pco poo 
E{U) = Y.FN <L>^<L>'[EK{G)DX+ Y .  9' 'F>';<L>'^EK(F)DX +  
. = -00 j=-00 
The first term of 
00 pco 
E f' / <i>'<t>'iek{9)dx 
is 
"" CO CO 
•M ' 
c=n »/-co 
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The first term of 
J = -CO 
E 9] / 
IS 
iM 
A f  °° /-OO 
E s l ' E s i ^ E  /  -
J = -00 5=0" (=-00 
0 
Hence the error of the wavelet coefficients uf of t/ is 
E{u) 
(x> f.f 00 
sr 
2 ^ M M \  
5=0 /=-oo 
00 -co 
^ CO 
roo 
+  J l s j  
i=-00 
X — t)dx + C'(/jM+(3/2))_ 
We can factor out from the integrations so that the h'^ term becomes in 
the above formula. 
If two functions are given by their wavelet coefficients, we obtain a corresponding 
error estimate by replacing Jj with fj, since 
J = -00 
The error estimates we derived here have the disadvantage that they are not practical. 
In order to improve the degree of accuracy for wavelet coefficients of u we follow this 
procedure: expand a known function / in a Taylor series, approximate polynomials of 
degree up to 2M - 2 with two wavelet series, and then evaluate integrals of quadruple 
products of scahng functions. The accuracy is still limited by 0{h?^~'^). This method 
might not be practical, because it involves evaluating integrals of quadruple products of 
scaling functions. 
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6.4 Numerical Examples 
6.4.1 Examples of Transform Methods 
Example 6.1 Let (}> be the Daubechies scaling function with M vanishing moments for 
the corresponding wavelet ip. Let f(x) - be known and let g{x) be given by the 
wavelet coefficients (We choose g'- so that g{x) = e^, i.e., g^ = We 
compute gj' so that the error of gj is less than l.Oe-12. Let n = p — q = r and j = 0. We 
try to compute the absolute errors — Uj\ for the wavelet coefficients of the product 
function u and the convergence orders for various M and n. Numerical results are in 
Table 6.1. Numerical results are the same as the theoretical results, i.e., the convergence 
orders approach n + (1/2) as the level number k increases. 
Table 6.1 Errors and convergence orders of Uj by transforms. 
con v. conv. 
M n i k order M n i k K - u - l  order 
2 3 0 4 L3460e-05 2 4 0 4 3.1854e-07 
5 L0654e-06 3.6592 5 1.2085e-08 4.7202 
6 8.9036e-08 3.5809 6 4.9357e-10 4.6138 
7 7.6506e-09 3.5407 7 2.09556-11 4.5579 
8 6.6671e-10 3.5204 8 9.0754e-13 4.5292 
9 5.8512e-ll 3.5102 9 3.9739e-14 4.5133 
3 3 0 4 4.3093e-05 3 4 0 4 2.6662e-06 
5 3.4518e-06 3.6420 5 1.0484e-07 4.6685 
6 2.9041e-07 3.5712 6 4.3703e-09 4.5843 
7 2.5043e-08 3.5356 7 1.8758e-10 4.5422 
8 2.1863e-09 3.5178 8 8.1695e-12 4.5211 
9 1.9205e-10 3.5089 9 3.5847e-13 4.5103 
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6.4.2 Examples of Integrals of Scaling Functions 
Example 6.2 Let S be the Daubechies scaling function with one vanishing moment for 
the corresponding wavelet ?/>. This is the Haar case = X[o,i](^)- Then 
yoo 1 if Z = 0 = j, 
r( z , i ) =  /  <p{x)(i)ix-i)(j){x -  j)dx ^ I 
1 0 otherwise. 
\ 
Hence 
i,' = '•-"V/s?. 
Let f{x) — be known and let g{x) be given by the wavelet coefficients gj. (We choose 
g'- so that g{x) = i.e., gj = (e^^, (t)'j{x).) We compute g^ so that the error of g^ is less 
than l.Oe-12. Let n be the accuracy of the pointwise reconstruction of / and j an integer 
translate. We try to compute the absolute errors - Uj | for the wavelet coefficients of 
the product function and the convergence orders for various n and j with fixed M = 1. 
Numerical results are in Table 6.2. Numerical results are the same as the theoretical 
results, i.e., convergence orders approach M + (1/2) as the level number k increases. 
Table 6.2 Errors and convergence orders of by integrals. 
conv. conv. 
M n j k \u)-u'^\ order M n j k |Uy - uf 1 order 
1 2 1 4 1.8282e-02 1 3 1 4 1.8378e-02 
5 5.9744e-03 1.6136 5 5.9899e-03 1.6173 
6 2.0310e-03 1.5566 6 2.0337e-03 1.5584 
7 7.0416e-04 1.5282 7 7.0462e-04 1.5292 
8 2.4654e-04 1.5141 8 2.4662e-04 1.5146 
9 8.6739e-05 1.5070 9 8.6753e-05 1.5073 
1 2 2 4 4.0178e-02 1 3 2 4 4.0279e-02 
5 1.2524e-02 1.6817 5 1.2540e-02 1.6835 
6 4.1585e-03 1.5905 6 4.1612e-03 1.5914 
7 1.4249e-03 1.5452 7 1.4254e-03 1.5456 
8 4.9597e-04 1.5226 8 4.9605e-04 1.5228 
9 1.7399e-04 1.5113 9 1.7400e-04 1.5114 
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6.5 Summary 
Our goal it to find a highly accurate numerical approximation for the wavelet coef­
ficients of the product function u — fg. 
The first algorithm is based on transforms between point values and wavelet coeffi­
cients: for smooth functions / and g we can achieve an arbitrarily high accuracy for the 
wavelet coefficients of the product function u by transforming back and forth between 
point values and wavelet coefficients. A positive integer n can be chosen to obtain the 
desired degree of accurac}'. 
The second algorithm is based on integrals of triple products of scaling functions: if 
we replace the known function f{x) by the wavelet series 
with numerically calculated wavelet coefficients /j"' and we replace g by the wavelet 
approximation of gr, then the degree of accuracy for the wavelet coefficients of u is 
M - 1. This method is not appropriate if we seek a higher degree of accuracy for the 
vvavelet coefficients of u than M — 1. It also requires a great deal of work to compute 
integrals of triple products of scaling functions. 
As a conclusion, we propose to use transform methods for multiplication of functions 
in the wavelet bases at a fixed level. 
CO 
81 
7 HIGH ACCURACY WAVELET-GALERKIN METHODS 
7.1 Introduction 
Consider tiie second-order ordinary differential equation (ODE) of the form 
Cu = u" + pu + qu = f on [0,1] (7.1) 
with periodic boundary conditions 
u(0) = u(l) and u'(0) = u'(l), (7.2) 
where p, q and / are periodic real-valued functions with period 1. 
In general, this equation will have a unique solution ([21]). We assume that this is 
the case. 
Among the numerical methods for solving the equation (7.1) are finite difference 
methods (FDM), finite element methods (FEM) and Fourier series methods. The error 
of finite difference methods is 0{h'^) if we replace derivatives with centered difference 
([1]). The error of finite element methods is 0{h?) if basis functions are hat functions 
([23]). 
We proved in Chapter 5 that if ?!> is a scaling function with M vanishing moments 
for the corresponding wavelet ip, then the wavelet second derivative matrix for wavelet 
coeificients has accuracy 
Our motivation for this paper is that we want to keep the accuracy 0(/i^^~^) for 
the solution of (7.1) and (7.2). For this purpose we showed in Chapters 3 and 4 that for 
smooth functions 
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• the degree of quadrature formulas can be arbitrarily high, and 
e the degree of pointwise reconstructions can be arbitrarily high. 
Now we will apply quadrature formulas and pointwise reconstructions to determine 
highly accurate wavelet coefficients of the wavelet-Galerkin solution, and then we will 
reconstruct the solution pointwise so that the solution of (7.1) has accuracy 
Since the standard wavelet-Galerkin solution is of the form 
OO 
u{x)= 
i= —00 
it has accuracy 0{h^). 
7.2 Transform Matrices 
Let be a scaling function with M vanishing moments for the corresponding wavelet 
i'. Let j e Z and h — 2"''", where G Z is a level number. Fix a positive integer n and 
level k and let N = 2''. We assume N > nhy choosing a large value for k. 
Let L be the length of the support of ip, M > 3 and iV > 2L — 1 to obtain the 
accuracy for the second order derivative matrix. If (j> is a, scaling function 
w i t h  M vanishing moments for the corresponding wavelet then L — 2M — 1 and we 
require N > 4M — 3 . 
Given a smooth function /, we define two circulant matrices which transform back 
and forth between point values and wavelet coefficients of /  with fixed step size h. 
Fix the shift r and let — h(T + z + j)- These points are used for both the 
q u a d r a t u r e  f o r m u l a s  a n d  t h e  p o i n t w i s e  r e c o n s t r u c t i o n  f o r m u l a s .  L e t  W o , w i , . . W n - i  b e  
the n weights for the quadrature formulas. Let us define a.n N x N circulant matrix S 
S3 
with iV elements ioq, lui,..., tOn-i and zeros. One example of S is 
^  Wo Wi W2 . . .  Wn-l 0  . . .  0  ^  
0 U>0 TWI ... Wn-2 Wn-l . . .  0  
^ 2^2 U'S • • • 0 0 ... Wo J 
S is a matrix in which the columns from the above example have been shifted. The ijth 
entry of S is 
Sij — or 0, where I = i — j + a (mod N] for some shift a. 
We call S the transform matrix from point values to wavelet coefficients of f. The 
convergence order of the matrix 5 is n + (1/2). 
Let Cq, c f , . . .  b e  t h e  n  c o e f f i c i e n t s  f o r  t h e  p o i n t w i s e  r e c o n s t r u c t i o n  d e r i v e d  i n  
C hapter 4. Let us define an N x N circulant matrix T with N elements Cq, Cj ,..., c^_j 
and zeros. One example of T is 
' 4 4 4  c L i  0  0  
0 4 c{ ... c;_! 4-, 0 
V cf C^" . . . 0 0 . . . C^' y 
r is a matrix in which the columns from the above example have been shifted. The y th 
entry of T is 
Tij = cf or 0, where I = i — j + a (mod N) for some shift a. 
We call T the transform matrix from wavelet coefficients to point values of f. The 
convergence order of the matrix T is n. 
Let P and Qhe NxN diagonal matrices with diagonal entries p{0),p{h),... ,p[l — h) 
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and q{0),q[h),. -  h), respectively; that is, 
^ p{Q) 0 0 
0 p(h) 0 
P = 0 0 p{2h) 
\ 0 0 0 ••• p{\-h) / 
and 
Q -
^ q(0) 0 0 
0 q{h) 0 
0 0 q{2h) 
V 0 0 0 (?(1 -  h) 
7.3 Modified Wavelet-Galerkin Methods 
Fix a positive integer n and level k and let N — 2''. 
Let 
N-l 
i{x) = ^  u-(l>i{x) 
i=Q 
(7.3) 
be the wavelet-Galerkin solution of the equation (7.1), where iij are yet to be determined. 
From the Galerkin formulation we obtain: 
Let 
{u'\(l>j) + {pu\4>-) + {qu,(j)^) = {fJ-) f o r i  =  0 , 1 , . . . , i V  -  1 .  ( 7 . 4 )  
where 
/•t _ / f J  J  -  \ . l  ^ Y j l -
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To obtain the desired accuracy of at least for terms and {qu^cj)'-) we 
use the transform methods derived in Chapter 6: we use the pointwise reconstruction 
formula 
N-l 
u{x) = 
1=0 
instead of (7.3), multiply two functions pointwise, and then use the quadrature formula. 
Note that if we use the triple integrals derived in Chapter 6, then the accuracy is 0{h^'']. 
The equation (7.4) leads to a system of N equations (for u^)\ 
+ SQTiL = /, 
where D'*' is the wavelet zth derivative matrix for wavelet coefficients for 2 = 1,2. Hence, 
S  =  ( D < ' ' +  +  5 Q r ) - ' / .  ( 7 . 5 )  
P and Q are diagonal matrices. The matrices S and T are band matrices with band 
width n. Therefore, the matrices SPT and SQT are also band matrices of band width 
2n — l. The wavelet derivative matrices and have band width 2Z/ — 1, where L 
is the length of the support of (j). (If n = 2M — 1 and L = 2M — 1, then 2n — l— AM — 5 
and 2JL — 1 = AM — 3.) The matrix SPTD^^^ is also band matrix with band width 
( 2 n - l )  +  ( 2 L - l ) - l .  
The accuracy of the wavelet-Galerkin solution u defined in (7.3) is 0[h'^). In order 
to improve the accuracy of the solution, we apply the method derived in Chapter 4. We 
use only the first n coefficients of u: 
n—1 
U{x):^Y.^]c]{x). (7.6) 
J=0 
We call U [ x )  the modified wavelet-Galerkin solution. We call this process - combining the 
wavelet-Galerkin method and the reconstruction U{x) - the modified wavelet-Galerkin 
methods. 
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If the operator C in ODE is self-adjoint, then the matrix of the system of linear 
equations derived in the finite difference method is symmetric. The matrix + 
SPTD^^^ -f SQT of the system of linear equations derived in the modified wavelet-
Galerkin method is not symmetric in general. 
In the following section we prove that the accuracy of the modified wavelet-Galerkin 
solution is 
7.4 Error Estimates of Modified Wavelet-Galerkin Methods 
Let ^ be a scaling function with M vanishing moments for the corresponding wavelet 
ih. Fix a level number k. Then h — 2~^. 
The following lemma provides a preliminary result which is used in proof of the 
Theorem 7.2. 
Lemma 7.1 
Proof. Let ^1(2;) and i»2(a;) be the approximations for u'{x) and u"{x) first by connection 
(7.7) 
coefficients rf' and rf', respectively, for the wavelet coefficients and then by pointwise 
reconstruction. That is, 
and 
Let 
n-1 
C i u { x )  -  V 2 { x )  +  p { x ) v i { x )  +  q { x )  ^  W j C j ( x ) .  
j = o  
Then 
C u i x ]  -  C i u l x )  =  
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and therefore 
\\Cu -  C,u\\i2 = C7(/;,™n{n,2M-2}^_ 
Hence, for j = 0,1,.... — 1, 
\ f j - { C i u , ( i ) ) ) \  = \{Cu,(i>]) -  {Ciu,(f)))\ 
=  \ { C u -  C . i u , ( i ) ] ) \  
< \\Cu -  Ciu\\i2 • \\4>]\\i2 
Let M = + SPTD^^^ + SQT and let {Mu)j be the jth component of Mu. Then 
We obtain 
11/- MSIU = ^  mM__ \u - (£,»,,sj)l = 
Since (7.1) has a unique solution, the operator £ has an inverse. The discretized operator 
M of operator £ has an inverse which implies that M~^ is bounded. Hence 
liw-w||oo = ||u-M-Vl|oo 
= \\M-\Mu-f)\\^ 
< IIM-MU • 11/- MulU 
_ 0^J^mln{n,2M-2}^ 
n—1 
Theorem 7.2 Let u be the true solution and let U[x) =  E  u^jC^-{x) be the modified 
j=0 
wavelet-Galerkin solution of {1.1). Then 
||U - U\\L 7 = C'(ftrnin{n,2A/-2}^^ 
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72 — 1 71 — 1 
Proof. Let Ui{x) = ^ {u{x),(l)' '-{x))c'-{x) = Then 
j=o ,=0 
< 
< 
U  -  U l \ \ i 2  +  l l ^ ' l  -  f / | | i , 2  
n-1 
- UiWL^ + ||^(Wj - Wj')c^"(2:)||i,2 
j=0 
- U i y  + ( ^max_^ lu) - ujij • ^ ||C5-(.T)||L2 
n—1 
U - UI \\L 2 + i|u - ullcc • ^||cj(a:)||i2 
j=0 
= 0(h") + C)(/i™n{''.2A/-2}^ 
• 
Therefore, if we choose a positive integer n so that n > 2M — 2, then the accuracy 
of the modified wavelet-Galerkin solution is 
7.5 Numerical Examples 
We compare 3 methods, modified wavelet-Galerkin, finite difference and Fourier series 
methods, in solving 
Cu = u" + pu' + qu = f on [0,1] 
with periodic boundary conditions 
u(0) = u(l) and w'(0) = u'(l). 
where p, q and / are periodic real-valued functions with period 1. 
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Example 7.3 We choose functions p, q and / as follows: 
p { x )  = 0, 
q { x )  = cos(27ra:), 
f ( x )  = —4?:^ cos(27ra;) + cos^(27ra;). 
(7.10) 
A particular solution is u { x )  = cos(27ra;). 
Example 7.4 We choose functions p, q and / as follows: 
p{x) = sin^(27ra'), 
q{x) — cos(27r2;), 
(7.11) 
and f { x )  is chosen so that u(2;) = y/2 + cos(27rx) is a particular solution. 
7.5.1 Modified Wavelet-Galerkin Methods 
Let (P be the Daubechies scaling function with M vanishing moments for the corre­
sponding wavelet ip. To obtain the accuracy for the modified wavelet-Galerkin 
methods, we require M > 3 and N = 2^ > AM — 3 (to obtain the accuracy 
for the second derivative). Thus we have a restriction on the level k that depends on 
M: we require > 4 for M = 3, etc. For computational simplicity we choose the shift 
r  =  0  f o r  t h e  n  p o i n t  q u a d r a t u r e  f o r m u l a s .  W e  t e s t  e x a m p l e  7 . 3  f o r  n  =  4 , 5  i f  M  =  3  
and for r? = 6 if M = 4. Since the accuracy of the modified wavelet-Galerkin solution 
is C(/!^^^~^), we expect the convergence orders to approach 2M - 2 as the level number 
k increases. We have the following numerical results for the modified wavelet-Galerkin 
solution of example 7.3 in Table 7.1 which are the desired theoretical results. Numerical 
results of example 7.4 in Table 7.2 are better than we expected, however the reason is 
not known at this point. 
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Table 7.1 Errors and convergence orders for solution of example 7.3 by the 
modified wavelet-Galerkin methods. 
n M k error convergence order 
I' P /°° P P 
4 3 4 5.6110e-01 5.6114e-01 5.7309e-01 
5 4.2593e-02 4.2596e-02 4.3526e-02 3.7196 3.7196 3.7188 
6 2.7905e-03 2.7907e-03 2.8511e-03 3.9320 3.9320 3.9323 
7 1.7646e-04 1.7647e-04 1.8013e-04 3.9831 3.9831 3.9845 
•5 3 4 3.0005e-01 3.0006e-01 3.0453e-01 
5 1.1465e-02 1.1465e-02 L1615e-02 4.7099 4.7100 4.7126 
6 5.8247e-04 5.8248e-04 5.8762e-04 4.2988 4.2989 4.3049 
7 3.4212e-05 3.4212e-05 3.4376e-05 4.0896 4.0896 4.0954 
6 4 4 4.3191e-02 4.3204e-02 4.6165e-02 
5 1.6255e-03 1.6257e-03 1.6692e-03 4.7318 4.7321 4.7896 
6 2.9677e-05 2.9680e-05 3.0458e-05 5.7754 5.7754 5.7761 
7 4.8092e-07 4.8096e-07 4.9306e-07 5.9474 5.9474 5.9489 
Table 7.2 Errors and convergence orders for solution of example 7.4 by the 
modified wavelet-Galerkin methods. 
n M k error convergence order 
P P loo P P 
4 3 4 1.0920e+00 1.0922e-t-00 1.1224e+00 
5 4.5731e-02 4.5746e-02 4.7076e-02 4.5776 4.5775 4.5755 
6 1.1478e-03 1.1488e-03 1.1880e-03 5.3162 5.3155 5.3084 
7 1.0460e-05 1.0657e-05 1.1815e-05 6.7779 6.7522 6.6518 
7.5.2 Finite Difference Methods 
In this section we test examples 7.3 and 7.4 using finite difference methods. In order 
to obtain the same accuracy 0{h'^) as the modified wavelet-Galerkin methods (the cases 
M = 3 and n > 4), we approximate the first and second derivatives by 5 point finite 
differences: 
f i x )  ~ ^ ^ { f { ^ - ' ^ h ) - 8 f { x - h )  +  S f { x  +  h ) - f { x  +  2 h ) } ,  
f i x )  ~  j ^ { - f { x - 2 h )  +  \ Q J { x - h ) - m { x )  +  m { x  +  h ) - f { x  +  2 h ) ] .  
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The matrices of the system of equations of examples 7.3 and 7.4 are both band matrices 
with the band width 5. Since the operator of example 7.3 is self-adjoint, the matrix of 
the system of equations of example 7.3 is symmetric. We have the following numerical 
results for the finite difference solution of examples 7.3 and 7.4 in Tables 7.3 and 7.4, 
respectively which are the desired theoretical results. 
The errors by the finite difference methods are smaller than those by the modified 
wavelet-Galerkin methods. 
Table 7.3 Errors and convergence orders for solution of example 
7.3 by the finite difference methods. 
k error convergence order 
/I P /I P loo 
4 1.0289e-02 1.0289e-02 1.0289e-02 
5 6.4974e-04 6.4974e-04 6.4974e-04 3.9851 3.9851 3.9851 
6 4.0714e-05 4.0714e-05 4.0714e-05 3.9963 3.9963 3.9963 
7 2.5463e-06 2.5463e-06 2.5463e-06 3.9991 3.9991 3.9991 
Table 7.4 Errors and convergence orders for solution of example 
7.4 by the finite difference methods. 
k error convergence order 
P P P P 
4 4.9921e-03 4.9929e-03 5.1710e-03 
5 3.1466e-04 3.1472e-04 3.2678e-04 3.9878 3.9877 3.9840 
6 1.9665e-05 1.9669e-05 2.0446e-05 4.0001 4.0001 3.9985 
7 1.2287e-06 1.2289e-06 1.2779e-06 4.0005 4.0004 4.0000 
7.5.3 Fouries Series Methods 
We associate to u a complex Fourier series 
N-l 
u { x )  
/=0 
with Fourier coefficients 
(7.12) 
(7.13) 
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We can approximate these coefficients by the discrete Fourier transform; 
1 
j=0 
where x j  = j j N  and w  — . Notice that w ' ^  — 1. From (7.14) we construct the 
Fourier transform matrix between point values and Fourier coefficients of u. Using the 
same technique as in Chapter 6, transforming back and forth between point values and 
Fourier coefficients, we find Fourier coefficients of product terms. Having determined 
the Fourier coefficients of u we reconstruct u using (7.12). 
For example 7.3 the Fourier series solution is exact for k = 1, that is, for N — 2. 
We have the following numerical results for the Fourier series solution of example 7.4 in 
Table 7.5. 
Table 7.5 Errors for solution of example 7.4 by the 
Fourier series methods. 
k N error 
P I' 
2 4 2.6669e-t-01 2.6674e+01 2.7376e-f01 
3 8 1.7791e-01 1.7794e-01 1.8265e-01 
4 16 6.1891e-06 6.1913e-06 6.4299e-06 
5 32 4.0562e-13 4.8860e-13 1.1218e-12 
7.5.4 Conclusion of Numerical Examples 
For the tested examples, the Fourier series methods might be the best choice for 
the numerical solutions. Finite difference methods are also somewhat better than the 
modified wavelet-Galerkin methods under the same convergence order. 
For larger, higher-dimensional problems, the modified wavelet-Galerkin methods may 
still be competitive. Our method leads to banded matrices (rather than full, like the 
Fourier method), which are better conditioned than their finite difference counterparts 
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7.6 Summary 
Consider the second-order ordinary differential equation of the form 
Cu = u" pu' qu = f on [0,1] 
w i t h  p e r i o d i c  b o u n d a r y  c o n d i t i o n s  
u(0) = u(l) and u'(0) = u'(l), 
where q and / are periodic real-valued functions with period 1. 
Let ^ be a scaling function with M vanishing moments for the corresponding wavelet 
tp. Assume M > 3 and N — 2'^ > AM — 3. Fix a positive integer n > 2M — 2. 
We discretize this equation by using the methods of Chapters 3 to 6: 
s for ii", we use the wavelet second derivative matrix in Chapter 5, 
• for pu\ we use the wavelet first derivative matrix in Chapter 5 for u', and then use 
the multiplication of p and u' in Chapter 6, 
• for qu, we use the multiplication of q and u in Chapter 6. 
We obtain the accuracy for the wavelet coefficients of the wavelet-Galerkin 
solution function. Having determined the wavelet coefficients of u, we reconstruct the 
solution function pointwise in order to obtain the accuracy for the modified 
wavelet-Galerkin solution. 
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