We introduce the dispersion models with a regression structure to extend the generalized linear models, the exponential family nonlinear models (Cordeiro and Paula, 1989 ) and the proper dispersion models (Jørgensen, 1997a) . We provide a matrix expression for the skewness of the maximum likelihood estimators of the regression parameters in dispersion models. The formula is suitable for computer implementation and can be applied for several important submodels discussed in the literature. Expressions for the skewness of the maximum likelihood estimators of the precision and dispersion parameters are also derived. In particular, our results extend previous formulas obtained by Cordeiro and Cordeiro (2001) and Cavalcanti et al. (2009) . A simulation study is perfomed to show the practice importance of our results.
Introduction
The assumption of symmetry plays a crucial role in many statistical procedures. The notion of skewness of a distribution is related to a symmetry property. The most commonly used measure of skewness is the standardized third cumulant defined by γ 1 = κ 3 /κ 3/2 2 , where κ r is the rth cumulant of the distribution. In fact, the classical tests of symmetry use the standardized third sample cumulant measure. A departure from the normal value of zero then indicates skewness. Intuitively, we think of a distribution as being skewed if it systematically deviates from symmetry by leaning to one side. Clearly, if the distribution is symmetrical, γ 1 vanishes and therefore its value will give some indication of the extent of departure from symmetry. However, there are asymmetrical distributions with as many zero-odd order central moments as desired, so the value of γ 1 must be interpreted with some caution. When γ 1 > 0 (γ 1 < 0), the distribution is positively (negatively) skewed and will have a longer (shorter) right tail and a shorter (longer) left tail.
The value of the index γ 1 has been suggested as a possible measure of non-normality of the distribution. We are concerned with the asymptotic skewness of the distribution of the maximum likelihood estimators (MLEs) in the class of dispersion models (DMs) (Jørgensen, 1997b) . This class of models represents a collection of probability density functions that contains as sub-models: the proper dispersion models (PDMs) (Jørgensen, 1997a) and the well-known one-parameter exponential families.
We assume that the random variables Y 1 , . . . , Y n are independent and each Y i has a probability density function (pdf) of the form π(y; µ i , φ) = exp{φt(y, µ i ) + a(φ, y)}, y ∈ R,
where t(·, ·) and a(·, ·) are known functions, φ > 0 and µ varies in an interval of the real line. If Y is continuous, π is assumed to be a density with respect to Lebesgue measure, while if Y is discrete, π is assumed to be a density with respect to counting measure. We call φ the precision parameter and σ 2 = φ −1 the dispersion parameter. Similarly, the parameter µ may generally be interpreted as a kind of location parameter not necessarily the mean of the distribution. In practice, certain simplifications may be desirable. Exponential dispersion models (EDMs) represent a special case of DMs for t(y, µ) = θy − b(θ), where µ = b ′ (θ). The PDMs are also a special case of (1) for a(φ, y) = d 1 (φ) + d 2 (y), where d 1 (·) and d 2 (·) are known functions.
We introduce a regression structure to (1) h(µ i ) = η i = f (x i ; β),
where x i = (x i1 , . . . , x im ) T is an m-vector of non-stochastic independent variables associated with the ith response, β = (β 1 , . . . , β p )
T is a p-vector of unknown parameters, h(·) is a known one-to-one twice continuously differentiable function, usually referred to as the link function, and f (·; ·) is a possibly nonlinear, twice continuously differentiable function with respect to β. The regression structure relates the covariates x i to the parameter of interest µ i . The n × p matrix of derivatives of η with respect to β, specified by X = X(β) = ∂η/∂β, is assumed to have rank p for all β. The DM defined by equations (1) and (2) is a general model that allows for parsimonious representation. We assume that the usual regularity conditions for maximum likelihood estimation and large sample inference hold; see Cox and Hinkley (1974, Chapter 9) .
From now on, the term "dispersion model" (denoted simply by DM) represents a regression model specified by (1) and (2) that allows for parsimonious representation. (2009b) studied asymptotic tail properties for some distributions belonging to the class of dispersion models.
The DMs extend the exponential family nonlinear models (EFNLMs) (Cordeiro and Paula, 1987) , since they contain many distributions that are not in the exponential family form, whereas the EFNLMs generalize the well-known generalized linear models (GLMs), since they allow a nonlinear regression structure. Paula (1992) Cordeiro and McCullagh (1991) and Paula (1992) .
The PDMs contain several important non-exponential models, for instance, the vonMises regression model for data distributed along the unit circle and the simplex model for data distributed in the standard unit interval (0, 1). A complete study of PDMs is presented by Jørgensen (1997b) .
Few attempts have been made to develop second-order asymptotic theory for DMs in order to have better likelihood inference procedures. An asymptotic formula of order n −1/2 for the skewness of the distribution ofβ in GLMs was derived by Cordeiro and Cordeiro (2001) . In this article, we provide asymptotic formulae for the third cumulants of the distributions of the MLEs of the regression parameters β, precision parameter φ and dispersion parameter σ 2 in DMs thus extending the results by Cordeiro and Cordeiro (2001) . The formulae are useful to define the skewness of these distributions corrected to order n −1/2 . The knowledge of the skewness can be used as a measure of departure of these distributions from normality. We consider asymptotic results for likelihood inference with respect to the vector β of parameters and scalars φ and σ 2 for large n. The rest of the paper is organized as follows. In Section 2, we apply the general formula for the third cumulant of the MLE given by Bowman and Shenton (1998) to obtain a simple expression for the skewness of the distribution of the MLEβ. Section 3 is devoted to the skewness of the distributions of the MLEsφ andσ 2 . In Section 4, we apply our main result to a number of important special models. In Section 5, we provide simulation results for the reciprocal gamma nonlinear model to investigate the skewness of the MLEs in DMs and to motivate the use of the proposed formula. Some concluding remarks are given in Section 6.
Skewness ofβ
In this section, we derive the skewness of the MLEs of the parameters β in DMs. Consider the observations y 1 , . . . , y n and let ℓ = ℓ(β, φ) be the total log-likelihood function for β and φ. We assume that the usual regularity conditions for maximum likelihood estimation and large sample inference hold (Cox and Hinkley, 1974, Chapter 9) . A simple calculation shows that E(∂ 2 ℓ/∂φ∂β) = 0, and then the parameters β and φ are globally orthogonal (Cox and Reid, 1987) . Letβ and φ be the MLEs of β and φ, respectively, and µ i = h −1 (η i ) be the inverse link function. Then, the unit deviance for the DM, given the data vector y, is defined by
The MLE of β can be calculated by minimizing the deviance D(y, µ) with respect to β. The maximum likelihood equations for β do not depend on the precision parameter φ and are given by X T t ′ (y, µ) = 0, where t ′ (y, µ) = ∂t(y, µ)/∂µ is an n × 1 vector. These nonlinear equations have the same form of the standard estimating equations for GLMs and can be solved by iterative methods. Alternatively, we can maximize directly minus the deviance −D(y, µ), for example, using some standard statistical software such as SAS or the GAMLSS package in R.
Given the estimateβ, the MLE of φ is obtained as the solution of the nonlinear equation
where a ′ (φ, y) = ∂a(φ, y)/∂φ. The MLEφ of the precision parameter is a function of the deviance of the model. The MLE of the dispersion parameter σ 2 isσ 2 =φ
From some regularity conditions, we have d 1 = 0 and
We shall use the following notation for the derivatives of the log likelihood function ℓ = ℓ(β, φ):
Note that κ r,s = −κ rs and that κ rs,t is the covariance of the first derivative of ℓ with respect to β t with the mixed second derivative with respect to β r and β s . All κ's refer to a total over the sample and are, in general, of order n. The total Fisher information matrix has elements κ r,s = −κ rs and let κ r,s be the corresponding elements of its inverse. The joint information ma-
The MLEs of β and φ are asymptotically independent due to their asymptotic normality and the block diagonal structure of the joint information matrix K γ .
We introduce the notation (r
} be the third cumulant of the MLEβ a of β a for a = 1, . . . , p. From the general expression for the multi-parameter n −2 third cumulants of the MLEs given by Bowman and Shenton (1998), we can write to order n −2
In equation (3), ′ denotes the summation over all p + 1 parameters β 1 , . . . , β p and φ. Let Σ be the summation over the observations. The key for obtaining a simple expression for κ 3 (β a ) in DMs is the invariance of the κ's under permutation of parameters β ′ s and the orthogonality between φ and β (Cox and Reid, 1987), i.e., E(−∂ 2 ℓ/∂β∂φ) = 0. After some calculation and using the notation of Cordeiro et al. (1994) , we obtain
where d ′ 2 is the first partial derivative of d 2 with respect to µ. Because of the orthogonality between φ and β, we have only to take into account in equation (3) the sum of terms involving the various combinations of the parameters β. Hence, the crucial quantity κ r,s,t + 3κ rst + 6κ rs,t for the n −2 third central moment ofβ a is given by
Inserting (4) in (3), inverting the order of the summation and rearranging, we obtain
Let φK β be the information matrix for β, where K β = X T W X. Also, let ρ T a and δ i be 1 × p and n × 1 vectors of zeros with one in the ath and ith components, respectively. Thus,
We define the matrices of order p × n:
where m ai is the (a, i)th element of the matrix M. Let κ 3 (β) = (κ 3 (β 1 ), . . . , κ 3 (β p )) T be the p × 1 vector of the n −2 third cumulants of theβ's. The third cumulant vector has a simple expression
where
. . , g n ) T , e = (e 1 , . . . , e n ) T and w = (w 1 , . . . , w n ) T are n × 1 vectors, whose elements were previously defined, M (3) = M ⊙ M ⊙ M, and ⊙ is the Hadamard (direct) product. Expression (5) is a function of the model matrix X, the matrices X i for i = 1, . . . , n, the first three derivatives of the function t(·, ·) with respect to µ and the unknown µ's. The third cumulant vector is easily computed since it involves only simple operations on matrices and vectors. The vector κ 3 (β) is weighted by the inverse of the square of the precision parameter. Equation (5) From the third cumulant vector (5) and the asymptotic covariance matrix Cov(β) = φ −1 ( X T W X) −1 ofβ, we can easily obtain the asymptotic skewness
3/2 of the distribution of the estimateβ a of the regression parameter β a for a = 1, . . . , p. Clearly, γ 1 (β a ) is of order n −1/2 and is weighted by the inverse of the square root of the precision parameter φ. Thus, the normal approximation for the distribution ofβ deteriorates when φ decreases, which is consistent with the small dispersion asymptotics phenomenon noted by Jørgensen (1987b) . The parameters φ and µ should be replaced by consistent estimatorsφ and µ to obtain a numerical value for γ 1 (β a ). We can use the estimate of the skewness γ 1 (β a ) as an indicator of departure from the normal distribution ofβ a .
By evaluating the skewness in (5), we can obtain an approximate Edgeworth expansion for the density function of the estimateβ a , whose leading terms are
where φ(x) is the standard normal density function and H 3 (x) = x 3 − 3x and H 6 (x) = x 6 −15x 4 +45x 2 −15 are Hermite polynomials, which should work better than the standard normal distribution. Let κ φ,φ = α (2) , κ φφ,φ = α 2,1 , κ φφφ = α 3,0 and κ φ,φ,φ = α (3) . Thus, the third cumulant of φ becomes
Skewness ofφ andσ
From equation (6) and the asymptotic variance Var(φ) = α (2) −1 , we obtain the asymptotic skewness ofφ as
We write (1) in terms of σ
where a * (σ 2 , y) = a(σ −2 , y). A straightforward calculation shows that σ 2 and µ are orthogonal parameters. Let α
We can obtain the cumulants κ σ 2 ,σ 2 = −2σ
we have
From equation (8), the asymptotic skewness of the distribution ofσ 2 is given by
Some Special models
Here, we examine some special cases of formulas (5), (6) and (8) . Some other special cases could be easily derived because of the advantage of the explicit matrix expression (5) which is easily implemented in statistical packages or in a computer algebra system such as Mathematica or Maple. Table 1 lists the most common link functions and the quantities required for the skewness of the MLEβ, where Φ(·) is the standard normal distribution function, φ(x) is the density of the standard normal distribution and φ ′ (x) is its first derivative. 
Generalized Linear Models
We calculate the skewness of the MLEβ. The function t(·, ·) has the form t(y, θ) = yθ − b(θ), where the mean value is µ = τ (θ) = b ′ (θ) and the variance function V = V (µ) is related to the mean by dτ 
T and by formula (5), we obtain
which is identical to the result by Cordeiro and Cordeiro (2001) . Table 2 lists the distributions in the exponential family and the quantities required for the skewness. We also calculate the skewness of the estimators of φ and σ 2 for two-parameter exponential family distributions with canonical parameters φ and φθ. We have a(φ, y) = φc(y) + a 1 (φ) + a 2 (y), where c(·) is a known function. We have α (2) = −na (6), we obtain
and the skewness becomes
These expressions agree with the results by Cordeiro and Cordeiro (2001) . We define ξ(σ 2 ) = a 1 (σ −2 ). From similar calculations, and using (8), the second-order third cumulant ofσ 2 can be expressed as
which yields Table 3 lists the skewness of the MLEs of the parameters φ and σ 2 . The function a 1 (φ) is equal to log √ φ, φ log(φ)−log Γ(φ) and log √ φ for the normal, gamma and inverse Gaussian distributions, respectively. Here, Γ(·) is the gammma function and ψ(·) is the digamma function. Distribution
Inver. Gaussian
Exponential Family Nonlinear Models
We derive the skewness of the MLEβ in EFNLMs. Under the parametrization t{y, τ
2 } and the model matrix is X. Thus, equation (5) reduces to 
Exponential Dispersion Models
The skewness of the MLEs in EDMs has not been investigated and equation (5) can be applied for several EDMs discussed in Jørgensen's (1997b) book, although the application of equation (8) is a much more difficult problem. For example, Jørgensen (1997b) discusses the Tweedie class of distributions with power variance function defined by V (µ) = µ δ . The cumulant generator function b δ (θ) for δ = 1, 2 is
and b 1 (θ) = exp(θ) and b 2 (θ) = − log(−θ). We recognize for δ = 0, 2 and 3, the cumulant generator corresponding to the normal, gamma and inverse Gaussian distributions, respectively. There exist continuous EDMs generated by extreme stable distributions with support R and positive stable distributions for δ ≤ 0 and δ ≥ 2, respectively, and compound Poisson distributions for 1 < δ < 2. Setting α = (δ − 2)/(δ − 1), the function a(φ, y) for these two classes of models can be obtained from Jørgensen (1997b). For δ < 0 (x ∈ R), we have a(φ, y) = − log (πy) + log
Our formulas do not depend on these complicated functions which are used only to estimate φ for computing the skewness of the MLEs of β.
We also would like to remark that there exists an exponential dispersion model with exponential variance function, V (µ) = e µ , for more details see the book of Jorgensen (1997b). Table 4 provides the basic quantities for the skewness in generalized hyperbolic secant (GHS), negative binomial distributions, as well as for the skewness in the Tweedie distributions with power and exponential variance functions. These special cases have not been discussed in the literature so far. The GHS distribution is defined by taking b(θ) = − log{cos(θ)}, whereas the term a(φ, y) in (1) is given by a(φ, y) = log 2 
Neg. Bin.
Proper Dispersion Models
For PDMs, equation (5) has no reduction, since the only difference between PDMs and DMs is the form of the function a(·, ·), which can be decomposed as a(φ, y) = a 1 (φ)+a 2 (y). We now give the second-order third cumulant ofφ andσ 2 . For PDMs, α (2) = −na
and α 2,1 = 0. Using (6), we have
Forσ
2 , we obtain
and
The form of a(φ, y) for this case is different of that one for the two-parameter exponential family models but the expressions for the third cumulant and skewness ofφ andσ 2 are identical.
We illustrate the idea on a particular example of PDM. We consider the von Mises regression model that is quite useful for modeling circular data (see, Mardia (1972) and Fisher (1993) ). Here, the density function is given by
where −π < y ≤ π, −π < µ ≤ π, φ > 0, and I v denotes the modified Bessel function of the first kind and order v (see Abramowitz and Stegun, 1970 , Eq. 9.6.1). The density (9) is symmetric around y = µ which is both the mode and the circular mean of the distribution. Here, φ is a precision parameter in the sense that when it increases, the density function (9) becomes more concentrated around µ. Clearly, the density fucntion (9) is a PDM, since t(y, µ) = cos(y − µ) and a 1 (φ) = log{I 0 (φ)}. We investigate the skewness of the estimaate of β. We have E{sin(Y − µ)} = 0 and
2 r(φ)} and we can obtain the inverse of the information matrix, and the matrices M and N.
2 )r(φ) and e = 0. Hence, formula (5) yields
If the link function is the identity function, i.e. η = µ, then w = r(φ) and f = g = e = 0. For a linear von Mises regression model with identity link function, κ 3 (β a ) = 0. For a nonlinear model, we obtain
First, for the skewness of the MLEs of φ and σ 2 , we have I ′ 0 (φ) = I 1 (φ) and I ′ 1 (φ) = I 0 (φ) − I 1 (φ)/φ (Abramowitz and Stegun, 1970; equations 9.6.26 and 9.6.27). Then, a ′′ 1 (φ) = r ′ (φ) and a ′′′ 1 (φ) = r ′′ (φ), where r(φ) = I 1 (φ)/I 0 (φ) as before. Hence, we obtain for the von Mises model
Now, some similar calculations yield
and then
. Table 5 lists the quantities required for several PDMs, whereas Table 6 gives the skewness of the MLEs of φ and σ 2 for some PDMs. 
Log-Gamma 
Rec. Inv. Gauss.
von-Mises
Rec. Gamma
Some Other Special Submodels
We investigate some special cases which were first studied by Cordeiro (1985) . If we take t(y, θ) = yµ − b(µ), (1) is a one parameter exponential family indexed by the canonical parameter µ. Now, we assume that t(y, µ) involves a known constant parameter c for all observations, say t(y, µ) = t(y, µ, c), and that φ = 1 and a(φ, y) = a(c, y). Several models can be defined in this framework: normal N(µ, c 2 µ 2 ), log-normal LN(µ, c 2 µ 2 ) and inverse Gaussian IG(µ, c 2 µ 2 ) distributions with mean µ and known constant coefficient of variation c and Weibull W (µ, c) distribution with mean µ and known constant shape parameter c. Here, the normal and inverse Gaussian distributions are not standard GLMs since we consider a different parametrization.
For these models, we have
, where k 2 and k 3 are known positive functions of c (see Table 7 ). The matrix W becomes W = diag{k 2 µ −2 (dµ/dη) 2 } and we can obtain the inverse of the information matrix and the matrices M and N. Further, 
Weibull (W (µ, c) ) c 2 c 2 (c + 3)
Simulation results
We present some simulation results for the finite-sample distributions of the skewness of the MLEs of β, φ and σ 2 . We use a reciprocal gamma model with square root link
where the true values of the parameters were taken as β 0 = 1/2, β 1 = 1, β 2 = 2 and φ = 4. The elements of the n × 3 matrix X are:
2,i . The explanatory variables x 1 and x 2 were generated from the uniform U(0, 1) and U(1, 2) distributions, respectively, for n = 20, 40 and 60. The values of x 1 and x 2 were held constant throughout the simulations. The number of Monte Carlo replications was set at 10, 000 and all simulations were performed using the statistical software R.
In each of the 10, 000 replications, we fitted the model and computed the MLEŝ β 0 ,β 1 ,β 2 , the fitted valuesμ 1 , . . . ,μ n ,φ andσ 2 . Then, we computed their estimated asymptotic skewnessγ 1 (β 0 ),γ 1 (β 1 ),γ 1 (β 2 ),γ 1 (φ) andγ 1 (σ 2 ), where each unknown value is replaced by its MLE, and their true asymptotic skewness γ 1 (β 0 ), γ 1 (β 1 ), γ 1 (β 2 ), γ 1 (φ) and γ 1 (σ 2 ). By true asymptotic skewness we mean the asymptotic skewness calculated by using the true values of the regression parameters. We then computed the sample skewnesŝ
, for a scalar α, and m r (α) = 10000 i=1 (α i − α) r and α = 1 10000 10000 i=1 α i . Table 8 gives the sample means of the estimated skewnessγ 1 (β 0 ),γ 1 (β 1 ) andγ 2 (β 2 ), the true skewness γ 1 (β 0 ), γ 1 (β 1 ) and γ 1 (β 2 ), and the sample skewnessĝ 3 (β 0 ),ĝ 3 (β 1 ) and g 3 (β 2 ). The figures in Table 8 show that the sample and analytical skewness decrease as the sample size increases, in agreement with the first-order asymptotic theory. We also note thatβ 0 andβ 1 are always negatively skewed, whereasβ 3 is always positively skewed. In most of the cases, the sample skewness larger, in absolute values, than the estimated asymptotic skewness. We note that the estimated and true asymptotic skewness are not far apart. We observe large differences between the sample skewness and the estimated asymptotic skewness for n = 20. The explanation for such behavior is that the expected value of m r is equal to the rth central moment of the population if we neglect terms of order n −1/2 . These terms, however, are not negligible for small sample sizes. Table 9 gives the sample mean of the estimated asymptotic skewnessγ 1 (φ) andγ 1 (σ 2 ) out of 10, 000 values, the true asymptotic skewness γ 1 (φ) and γ 1 (σ 2 ), and the sample skewness,ĝ 3 (φ) andĝ 3 (σ 2 ). Table 9 , it is clear that the asymptotic normality ofφ andσ 2 , often used in DMs is not achieved for small values of n. The results in this table suggest that there is a quite reasonable agreement between the analytical and the sample skewness. The estimated and true skewness are quite close even for small values of n.
Conclusion
In in this article, we introduce the dispersion models (DMs) with a regression systematic component to extend the well-known generalized linear models (GLMs), the exponential family nonlinear models (EFNLMs) (Cordeiro and Paula, 1989 ) and the class of proper dispersion models (PDMs) (Jørgensen, 1997a) . Several properties of distributions in the class of DMs are discussed in the excellent book of Jørgensen (1997b) . For the first time, we derive the second-order skewness of the MLEs of the regression parameters in DMs using formulae obtained by Bowman and Shenton (1998) .
We obtain an explicit matrix expression for the skewness of the maximum likelihood estimate (MLE) of the regression parameter vector β. We also derive the skewness of the MLEs of the precision and dispersion parameters. Our results generalize those obtained by Cordeiro and Cordeiro (2001) and Cavalcanti et al. (2009) , and also provide new results for some special submodels such as the exponential dispersion models and PDMs. In particular, we discuss results for the Von-Mises regression model. We perform a simulation study in a nonlinear reciprocal gamma model that indicates that the normal approximation usually employed with MLEs in DMs can be misleading in samples with small to moderate sizes.
