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RÉSUMÉ
Cet article présente le module de codage précédant la phase de reconnaissance des formes dans un système de détectioi
automatique d'objets.
Par calcul en un seul passage d'un nombre restreint de caractéristiques géométriques (moments d'ordre 0, 1 et 2), le systèm
modélise les formes analysées par des figures géométriques simples (rectangle, ellipse) .
Cette méthode fournit automatiquement un classement de tous les objets présents dans le champ et définit le codage d
niveau 0. Lorsque les objets comportent plusieurs points de ramification, leur forme est modélisée par plusieurs figure
élémentaires qui définiront des niveaux de codage supérieurs . La machine dispose d'une représentation plus ou moins fin
des objets à reconnaître
; le choix du niveau de représentation dépendant de l'application en cours . Toutes les étapes, calcu
des propriétés géométriques, identification des paramètres et construction d'une structure de modèle arborescente son
obtenues en un seul passage . Cette méthode est particulièrement adaptée aux cas où l'analyse de l'image est séquentiel)
(ligne à ligne) et évite une mémorisation globale de l'image
.
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SUMMAR Y
This paper describes the coding phase that precedes a pattern recognition in a system of automatical object detection
.
The shapes to be analysed are modelled by simple geometrical figures (rectangle, ellipse)
; this identification is made by a one
pass calculation of the smaller number of geometrical characteristics (moment order 0, 1 and 2)
.
This method gives automatically a classification of all the objects present in the field and defines the zero level of coding
. When
the objects contain points of ramification, their shape are modelled with several primary figures, a higher level of coding is then
defined
. This procedure leads to a more or less precise representation of the object to be recognized
; the choice of the level
representation depends on the current application
. All the steps, computation of geometrical properties, identification of parameters
and construction of an arborescent pattern of structure are obtained in one pass mode
. This method is particularly well suited
when the image analysis is sequential (Une by line) and avoids a storage of the total image
.
KEY WORDS
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1. Introduction
En détection automatique de défauts d'aspects, l'in-
formation essentielle attendue d'un système de vision
artificielle se réduit à une décision « binaire » du type
absence ou présence de défauts dans la scène d'ana-
lyse .
On recherche de façon analogue en robotique, la
présence de pièces et d'obstacles dans le champ de
travail d'un manipulateur . Le problème de détection
automatique suppose donc une reconnaissance de for-
mes particulières (défauts, pièces, obstacles) définies
selon l'application en cours .
Si la décision finale s'énonce assez simplement, les
étapes nécessaires à son obtention sont souvent com-
plexes; complexité liée à la morphologie des formes
recherchées et à la nature de l'environnement propre
au champ d'analyse .
En l'absence d'une méthode globale, les nombreux
travaux menés en reconnaissance de formes reposent
sur trois types d'approches sensiblement différentes,
à savoir
- Les méthodes corrélatives : la forme inconnue est
comparée à un ensemble de formes types afin d'effec-
tuer une opération de mise en correspondance (sous-
traction point à point, distance segment à segment,
corrélation, . . . ) . L'identification issue de la meilleure
correspondance est basée sur un critère d'optimalité .
L'inconvénient majeur de ces méthodes, bien que leur
aptitude à résoudre des cas complexes ait été démon-
trée, réside dans la nécessité de devoir prétraiter préa-
lablement les images, opérations coûteuses en temps
de calcul et souvent prohibitives en analyse de scènes
industrielles . Citons les travaux de McKee [1] définis-
sant un calcul de corrélation basé sur le codage de
Freeman, les travaux de Perkins [2] ou Dessimoz [3]
introduisant une représentation bidimensionnelle des
contours (abcisse curviligne mesurée sur le contour,
orientation de la tangente au contour) .
- Les méthodes syntaxiques : chaque forme est défi-
nie comme une succession de primitives dont les règles
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d'enchaînement constituent une grammaire. La phase
d'apprentissage consiste en une représentation arbo-
rescente des enchaînements types, l'identification est
effectuée par comparaison du chemin liant les primiti-
ves de la forme à identifier aux chemins types consti-
tuant l'arbre de recherche [4, 5] .
Surtout appliquées à la reconnaissance automatique
de caractères où elles se sont révélées efficaces [6, 7, 8],
ces méthodes n'ont pas rencontré en contrôle indus-
triel ou en robotique un vif succès de par la difficulté
à automatiser une phase de modélisation jugée trop
complexe.
- Les méthodes vectorielles : une forme inconnue F
est représentée dans l'espace d'observation par un
vecteur X dont les composantes sont des caractéristi-
ques particulières mesurées. La phase d'apprentissage
est un partitionnement de l'ensemble des vecteurs en
classes dont les représentants X1 , X2 , . . . , X„ définis-
sent des formes types F 1, F 2 , . . . , F„. La reconnais-
sance est obtenue par un test d'appartenance de X à
l'une des classes précédemment définies .
Dans cette approche, les techniques diffèrent par la
nature et le mode de calcul des caractéristiques d'une
part [9], par le choix des critères d'appartenance d'au-
tre part .
Les applications de ces techniques à des problèmes
industriels ont permis de recenser une multitude de
caractéristiques géométriques ou topologiques jugées
discriminantes [10], jusqu'à 22 caractéristiques pour
l'application [11] ; pour mieux répondre aux contrain-
tes de temps, quelques auteurs ont proposé des ver-
sions «câblées » du module « extracteur de caractéris-
tiques » [12] .
Parmi ces trois groupes de méthodes, nos travaux
s'intègrent dans celui des méthodes dites vectorielles .
Dans le système proposé, les principales étapes précé-
dant la phase de reconnaissance par analyse d'images
se schématisent par les modules suivants (fig . 1) .
Les modules « Acquisition », « Prétraitement » présen-
tés en détail dans la référence [13] sont brièvement
redéfinis au paragraphe suivant ; nous nous intéres-
sons dans cet article au module « Extraction de carac-










. 1 . - Système de vision artificielle .
téristiques » en présentant une méthode de codage en
temps réel et en un seul passage des formes à recon-
naître. Ces formes sont codées par un ensemble réduit
de paramètres . Le module comprend plusieurs
niveaux de codage programmables selon la finesse des
détails recherchés dans l'image.
2. Définition des images et prétraitement
La méthode de codage présentée est particulièrement
adaptée aux images numérisées séquentiellement
(ligne à ligne) par un capteur linéaire (type barrette
CCD) . Le système acquiert des lignes de 1728 pixels,
l'image 2 D est créée par défilement de la scène sous
le capteur, déplacement commandé par moteurs pas
à pas et asservi à la cadence d'analyse .
Pendant la phase d'acquisition, l'image subit un pré-
traitement optique (filtrage passe haut) qui accentue
les zones intéressantes (contours, défauts) et élimine
les zones homogènes en intensité (fond) . Ce prétraite-
ment temps réel procure au système une adaptativité
aux variations d'éclairement et réduit considérable-
ment la quantité d'information à traiter dans les pha-
ses ultérieures . Les lignes numérisées sont constituées
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seuil de binarisation est décrit dans [14] et [15];
un ensemble de points contigus à 1 définit un segment
(fig. 2) .
Un objet sera formé d'un ensemble de segments « 8-
connexes »; une recherche classique de connexité entre
segments [16] permet de construire pour chaque objet
de l'image la liste de tous les segments S i (xdi , L ., i')
qui le composent.
3. Codage niveau 0 par modèle elliptique
3 . 1. CALCUL DES CARACTÉRISTIQUES GÉOMÉTRIQUES
A la recherche de connexité entre segments définie au
paragraphe 2 s'ajoute pour chaque objet Ob k un cal-
cul ligne à ligne de six caractéristiques géométriques
- surface M ;
- moments statiques S . , Sy par rapport aux axes x,
y ;
- moments d'inertie S x2, S
y










S i ; n < i) à l'étape 1, si à l'étape (i+ 1)
un segment
Si+1 (xdi+1, Li+l, Yi+1)
répond au test de
connexité et appartient à l'objet courant Ob k, la mise
à jour des six caractéristiques est obtenue à partir des
relations
(3) Sy (i+l)=Sy (i)+
L2 1 [(Yi+1+l)2-Y2+1]
(4) Sx2 (i+1)=S
x 2 (i)+3[(xdi+1+Li+1) 3- xdi+1]
(5) Sy2(i+l)=Sy2(i)+ L3` 1 [(Yi+1+1)3-Yi+1]
(6) Sxy (i + 1) = Sxy (i)
+ 4 [(xdi+1+Li+1)2- xdi+1][(yi+1+
1 )
2- Yi+1]
le référentiel image (O, x, y) étant fixe pour tous les
segments S i. Le système réactualise ainsi en cours
d'analyse, l'état de chaque objet dans l'image ;
programmé sur processeur 68000 (Motorola), ce pre-
mier module de calcul est néanmoins réalisable en'
électronique cablée.
3 . 2. MODÈLE ELLIPTIQUE
Cette phase vise à modéliser l'objet par des paramè-
tres géométriques significatifs de sa forme (paramètres
dimensionnels) et ce à partir uniquement des six carac-
téristiques précédentes; l'objet est identifié à une
volume 4 - n° 1 - 1987
(1) M(i+l)=M(i)+Li+1
(2) Sx (i+ 1)=S,,(i)+2[(xdi+l+Li+1)
Z- xdi+1]
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ellipse dont la définition requiert une liste de cinq
paramètres. On détermine pour chaque objet
- sa position, coordonnées G, G y de l'ellipse dans
le plan image ;
- son orientation, rotation a des axes principaux
par rapport aux axes x, y ;
- ses dimensions, longueurs a, b des grand et petit
axes de l'ellipse.






Gy = S y/M .
Les paramètres (a, a, b) sont identifiés comme suit :
soit l'ellipse (fig. 3), les moments principaux par rap-







. 3. - Modèle elliptique
.
Les moments par rapport à x, y s'expriment sous la
forme
(10) I x =IX cos' oc +ly sin 2 a
=
64
(ab3 cos 2 a+a3 b sin e a)
(11) I y =Ixsin 2 a+IY COS2 ct
64 (ab' sin2 a + a3 b cos' a)
(12) 1,,Y=(10,-Iox) sin acos a
= 128
(a3
b-ab3) sin 2 a
Pour l'objet courant, on détermine par calcul les coef-
ficients A, B, C relatifs aux moments centrés par
rapports aux droites passant par le centre de gravité
soit




























L'identification de l'angle d'orientation a est obtenue
d'après (15) et (16) par
(18) a = 1 arctg - C	 +n-
2 A-B 2
l'indétermination est levée par un test supplémentaire
satisfaisant la condition
(19) sgn (sin 2 a) =sgn (- C)
en effet cos u >_ 0 d'après (17) et (A + B) > 0 d'après
(14) .
Les dimensions a, b du modèle sont identifiées par
les relations (20) et (21)
(20) a=	
A+B
tg 3 (u/2) + tg u/2
(21) b=
A+B




Cette modélisation de l'objet à une ellipse par égalisa-
tion des moments d'ordre 2 constitue un premier
niveau de codage.
A la figure 4, nous visualisons les modèles obtenus
pour différentes situations .
Dans le cas de l'objet 1 de direction diagonale par
rapport au sens de balayage, les dimensions du
modèle correspondent aux dimensions réelles de l'ob-
jet .
Le codage par modèle elliptique de pièces ou défauts
de forme non convexe, en fait d'éléments où les para-
mètres « longueur, largeur » peuvent être définis sans
ambiguïté, restitue fidèlement les dimensions incon-
nues des objets .
Cette méthode a été appliquée en analyse de scènes
industrielles au contrôle magnétoscopique, nous don-
nons sur la figure 5 un exemple où le système révèle
la présence de fissures rectilignes sur des pièces méca-
niques [17, 18, 19] .
Les autres exemples (fig. 4 b-c-d-e) présentent des
objets pour lesquels le codage au niveau 0 est moins
adapté. Pour les objets 2 et 3, un modèle de type
u = arcos

























Fïg . 4 . - Codage d'objets dans sous-image 10 x 5 .
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rectangle serait plus approprié; cette possibilité est
inclue dans le système, le modèle elliptique se transfor-
mant en modèle rectangulaire par simple définition
des coefficients A, B, C de la relation (13) sous la
forme
A = 12(S x2 - Sx/M)
(22) B=12(Sy2-Sy/M)
C = 24 (S xy - Sx Sy/M)
Le passage dans ce mode suppose de la part de
l'utilisateur une connaissance a priori du type d'objets
recherchés dans l'image . Le cas des objets 4 et 5 est
plus critique et met clairement en évidence les limites
du codage de niveau 0 inapte à modéliser de façon
précise des objets présentant un changement brusque
de concavité (fig. 4d) ou plusieurs ramifications
(fig . 4 e) .
Ce premier niveau de codage convient néanmoins à
la détection grossière de particularités dans une image,
aux applications où la structure de la forme ne consti-









Obi 0b2 0b3 0b4 0b5
Gx 3 .8 5 5 .1 4 4 .9
Gy 3 3 2 .3 2 .2 3 .6
a -39 .4 90 4 .6 22 .1 1 .2
a 8 5 .7 11 .2 6 .8 8 .3
b 1 .9 3 .2 4 .1 1 .7 3 .8





Fig. 6 . - Codage niveau 0 sous différentes orientations





tue pas un critère de discrimination essentiel . La figure
6 représente l'image digitalisée d'un objet (vis) pris
sous des orientations variables; au niveau 0, le système
décèle la présence dans le champ d'un objet de taille
et orientation données, en aucun cas une partie carac-
téristique de l'objet (tête de vis par exemple) est discri-
minée par rapport à l'ensemble de l'objet .
En fin d'analyse, le module de codage (fig . 7) fournit
au module de reconnaissance les listes des objets con-
nexes parcourus .
Par application de règles classiques de décision (mini-
misation de distance euclidienne entre formes apprises
et formes analysées), le système décide de l'apparte-
nance de la forme à l'une des classes références préala-
blement définies dans la phase d'apprentissage. Dans
la définition de l'objet prototype, deux modes d'ap-
prentissage sont possibles
- les objets sont présentés au système qui procède
au codage comme vu précédemment et mémorise les
paramètres dimensionnels dans un fichier « proto-
type » (apprentissage automatique) .
- les paramètres dimensionnels sont directement

























manuel), une connaissance des caractéristiques du
champ est alors nécessaire : si d, représente une mesure
de distance réelle niveau objet, la mesure équivalente






avec do, : distance objet-plan image; f, : focale de l'ob-
jectif; p : taille du pixel.
4. Codage multiniveaux
Il est clair que le codage au niveau 0 s'adresse aux
objets de structure rectiligne, forme simple facilement
transposable en figure géométrique simple de type
ellipse ou rectangle .
S'il s'agit de distinguer parmi les particularités détec-
tées au niveau 0 des objets de formes plus complexes,
présentant par exemple de multiples points de con-
nexité, une étape de codage supérieur s'impose.
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Obi 0b2 0b3
Gx 405 365 463
Gy 281 325 331
q 0 38 89 .8
e 131 .8 132 .6 131 .5
b 12 .5 13 12 .8
On se heurte alors au problème de la décomposition
	
0
d'un objet en éléments convexes, domaine où de nom-
breuses difficultés subsistent toujours ; aucune
méthode « un passage » n'est proposée à ce jour .
L'objectif de ce paragraphe est de présenter la voie
ouverte par une modélisation elliptique dans la résolu-
tion pratique d'un tel problème tout en soulignant les
limites et les contraintes apportées par la nature « un
passage » de l'algorithme.
Considérons l'exemple de la figure 8 (objet à trois
branches), le codage niveau 0 identifie l'objet à l'el-
lipse Obl possédant un centre de gravité et des
moments d'ordre 2 identiques .
De ce fait, les dimensions estimées a, b reflètent peu














Par un codage de niveau 1, on se propose de donner
au modèle de l'objet une structure arborescente en
décomposant l'ellipse principale en trois sous-ellipses
(fig.
9) .
Le niveau 0 informe de la présence d'un objet dans
le champ en donnant une première approximation de
sa taille (Ob3), le niveau 1 précise la forme « étoilée »
de l'objet et fournit une mesure plus fine de celui-ci
(Obl, Ob2, Ob4) .
4 . 1 . TECHNIQUE DE REPRÉSENTATION
L'arborescence constitue l'arbre généalogique de l'ob-

















. - Codage niveau 0.
Ob3	
niveau 0




Fig. 11 . - Objet à trois branches .
élément sont associés deux pointeurs, un vers le
« fils » le plus à gauche, un vers le « frère » le plus à
droite, soit pour l'exemple précédent (fig . 10) .
L'algorithme de construction, pour l'exemple précé-
dent, est le suivant (fig . 11) .
a. Détection à la ligne i d'un segment; création du
fichier Ob1 dont on rafraîchit les caractéristiques jus-
qu'à la ligne i' .
b. Détection à la ligne i' d'un segment non connexe ;
création du second fichier Ob2 .
c. Détection en i" d'un segment connexe à Obl et
Ob2;
- fermeture des fichiers Obl, Ob2 en indiquant leur
Ob I
Ob2
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Dans la sous-image (fig . 13), la fusion des deux bran-
ches à la ligne 4 crée deux niveaux de codage permet-





























Fig. 13 . - Exemple de codage .
4. 2 . PHASE D'APPRENTISSAGE, LIMITES DU CODAGE
Par rapport au codage mono-niveau, un inconvénient
de ce mode de codage résulte de la dépendance de
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appartenance au même objet (pointeur « frère ») ;
- fusion de Obl et Ob2 en Ob3 (création du codage
niveau 0) ;
- création du fichier Ob4 .
d. De la ligne i" à la fin, réajustement des fichiers
Ob3 et Ob4 .
Ce mode de codage rend possible, par simple analyse
des pointeurs, la comptabilisation du nombre de bran-
ches composant l'objet et l'extraction à un niveau
quelconque des caractéristiques géométriques de cha-
que branche . La construction de l'arbre est automati-




Obi Ob2 --- niveau I
Ob4	niveau 0
/ I \
Obi Ob2 Ob3 --- niveau 1
/ \
Ob5 Ob6 -- niveau 2
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l'orientation des objets par rapport à la direction de
balayage de la caméra .
En effet, un objet codé sur un nombre n de niveaux
dans une orientation donnée pourra être codé sur un
nombre m de niveaux supérieur ou inférieur à n dans
une orientation différente .
L'exemple de la figure 14 donne pour un même objet
(vis +écrou) un codage mono-niveau en position verti-
cale et bi-niveaux en position horizontale . Si la pré-
sence des quatres excroissances propres aux éléments
« tête de vis » et « écrou » est automatiquement détec-
tée lorsque l'orientation est perpendiculaire au sens
d'analyse, la détection demeure impossible pour une
orientation parallèle au sens d'analyse .
Cette contrainte suppose que le module d'apprentis-
sage dispose d'une gamme plus complète des diffé-
rents modèles des objets, on procédera par exemple
à la définition de l'objet prototype dans plusieurs
directions au détriment d'une occupation de l'espace
mémoire beaucoup plus importante .
Dans tous les cas, la procédure de reconnaissance
s'effectue en premier lieu au niveau 0 ; si un objet
prototype satisfait au critère de ressemblance, l'évolu-
tion à un niveau supérieur est subordonnée à un test
de distance entre les angles d'orientation
(24) d
(a°bjet, aprototype) < E a
0b2 Ob3 Ob4
7 .5 S 5
2 2 .6 4 .3
39 .7 0 0
5 7 .6 2 .9




O . . .Obl	Obl
1, ---- . . .0b2 33 00b4Ob5 Ob6
Fig. 14 . - Non-invariance du codage à la rotation .
La procédure est stoppée en cas de non-vérification
de (24) et le système spécifie le niveau d'arrêt .
En réglant le paramètre c a, l'utilisateur accroît la
finesse de reconnaissance tout en augmentant le risque
d'erreur si la gamme de fichiers « prototype » n'est
pas complétée .
4 . 3 . MESURE DU CHANGEMENT DE CONCAVITÉ
Après avoir spécifié dans le codage multiniveaux les
limites inhérentes à l'analyse « un passage » et la
redondance exigée en phase d'apprentissage, nous
décrivons dans ce parage aphe quelques voies ouvertes
dans la recherche d'une mesure de changement de
concavité et qui devraient apporter une solution aux
problèmes précédemment évoqués .
Si on analyse le problème d'invariance en rotation,
paradoxalement la méthode de codage multiniveaux
échoue dans le cas simple d'un objet à deux branches .
Considérons un même objet se présentant sous deux
orientations différentes (fig . 15 a, b) .
Un codage de niveau 1 devrait fournir dans les deux
cas un arbre unique (fig. 15 c) . Ce résultat est unique-
ment obtenu pour l'objet 15 a don la connexité des
deux branches apparaît après création des fichiers
(Obl, Ob2) . Pour l'objet 15 b, le codage n'évolue
jamais au niveau 1, le sens d'analyse ne pouvant auto-
matiquement détecter le changement de courbure à la
ligne i . Il s'agit dans ce cas de rechercher une informa-
tion sur d'éventuels changements de courbure sans
procéder à des retours arrière afin de conserver une






4 . 3 . 1 . Introduction du coefficient d'aplatissement
Les moments d'ordre 1 et 2 ne peuvent à eux seuls
refléter les particularités de la forme analysée, notam-
ment les dissymétries par rapport aux axes principaux
en cours d'analyse. En complétant le calcul par les
moments centrés d'ordre 3 et 4, notés respectivement
I x 3, 1,,4, on introduit deux grandeurs sans dimension
dites coefficients d'asymétrie et d'aplatissement







Le calcul de ces coefficients implique la détermination
ligne à ligne de deux caractéristiques supplémentaires,
en effet
(27) I x3=S x 3 - 3Sx Sx2+2Sz
(28) Ix4=Sx4-4 Sx3S x +6Sx2Sx-3Sx
la mise à jour à l'étape (i+ 1) des moments
centrés Sx 3, Sx4 est obtenue par les récurrences
(30)
(29) Sx 3 (i + 1) = S x 3 (i)
+[xf(~+l)]2-Cxa(2+l)l2
Fig . 15 . - Objet à deux branches .
Ob5
0b6










(30) Sx4 (i + 1) = S x4 (i)
+ xf (xf +l) (2xf +l) (3xf+3xf-1)
30
x d (xd +1) (2xd +1) (3x2+3x d -1)
30




En étudiant l'évolution des paramètres (25) et (26)
dans le cas de l'objet à deux branches, nous avons
pu constater expérimentalement leur aptitude à révéler
un changement de concavité lorsque la direction de




















Fig. 16. - Codage par mesure du coefficient y .
Dans les exemples (fig. 16), le test porte sur un chan-
gement de signe du coefficient y, soit sur la condition
Yi+i •Yi<0
Si (31) est vérifiée, le codage évolue au niveau 1 ; pour
les exemples ceci se traduit par la création des sous-
parties Ob2, Ob3 de l'objet . Dans cette approche, la
nature « un passage » de l'algorithme est conservée
au détriment d'un accroissement non négligeable du
Traitement du Signal
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nombre d'opérations ; la mise à jour des moments
d'ordre supérieur à 2 ajoutée au test conditionnel mul-
tiplient d'un facteur deux à trois le temps de traite-
ment dans l'obtention de l'objet codé .
4 . 3 . 2 . Introduction de la mesure de surface
La recherche d'une information « changement de
courbure », si la démarche précédente est exclue (con-
traintes de temps), peut être élaborée sur la mesure
de surface, voire sur une combinaison de cette mesure
et des moments d'ordre 1 et 2, donc sans introduction
de caractéristiques supplémentaires .
En cours d'analyse, la surface réelle M(i) de l'objet
est connue en permanence par la relation (1); par
comparaison de cette grandeur à la surface de l'ellipse
courante (32)
(32) S (i) --
ii a (i) b (i)
4
on mesure la mauvaise ellipticité de l'objet dès lors





Prenons volontairement un objet composé de la justa-
position de deux ellipses (fig. 17), la quantité e (i)
s'annule à l'emplacement de la courbure (i . e. optima-
lité du modèle elliptique dans un premier temps) pour
ne cesser de croître ensuite et atteindre un seuil de
30 % en fin d'analyse . Pour un objet non convexe
(fig. 18), la courbe est strictement décroissante .
Ce critère de type « intégral », en révélant une mise
en correspondance inadéquate de la forme au modèle,
permet d'établir un premier test de passage à un
niveau de codage supérieur . Pour l'objet de la
figure 19 (vis) le niveau 1 serait amorcé à la première
rupture de la courbe qui effectivement correspond à
la première « cassure » dans la géométrie de l'objet
(limite physique entre deux éléments distincts : tête
de vis et corps de vis) .
Notons que l'intégralité de la courbe des écarts est
représentée à titre indicatif; en effet, après rupture, la
courbe n'est plus à prendre en considération puisque
le système réévalue à chaque niveau une mesure de
l'écart s (i) à partir de la surface de l'ellipse courante
nouvellement créée .
Toutefois, même basé sur l'ellipse au niveau 0, l'écart
mesuré présente en général toutes les ruptures succes-
sives (cas de la deuxième rupture dans l'exemple de
la figure 19) .
En pratique, cette condition reposant sur un critère
« global » s'avère quoique nécessaire parfois insuffi-
sante
- un accroissement significatif de l'écart de surface
peut se produire trop tard, impossibilité dans ce cas
de retour arrière et le changement de courbure n'est
pas détecté au bon endroit ;
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Obl Ob2 Ob3
Gx 3 .6 2 .5 5
Gy 2 .9 2 4
a -31 .7 -39 .7 0
a 7 .3 5 5





Obt Ob2 Ob 3
Gx 4 .8 5 .6 4 .3
Gy 2 .8 1 .6 3 .7
a( 27 .6 21 -24
a 5 .1 4 .5 6









. 17. - Écarts de surface (objet convexe).










- l'écart peut être d'amplitude élevée momentané-
ment tout en amorçant une phase décroissante que
seules des techniques d'extrapolation ou de filtrage
prédictif pourraient déceler . Le codage évolue alors
inutilement au niveau supérieur .
Pour assurer une meilleure fiabilité au module de
codage, l'écart de surface se doit d'être couplé à un
critère de type « différentiel » ou « local » .
Sachant que la forme d'un objet peut en partie être
décrite, voire reconstituée à partir de l'information
« squelette », on est naturellement tenté d'analyser
l'évolution de la position des centres de gravités x 9 (i)
de chaque segment, ligne après ligne . Considérons la
mesure 8 (i) définie par
(34)
	





xg (i) = x d ,
+ 2
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Fig . 20
. - Objet convexe .














Fig . 22. - Vis .
et supposons que l'on tolère une variation locale de
Ex
pixels, l'algorithme serait le suivant : pour tout i
Si ô (i)
< Ex. alors niveau de codage bloqué .
Sinon
Si
E (i) > E % alors passage au niveau supérieur
Sinon niveau de codage bloqué.
Nous visualisons pour les objets des trois figures
précédentes, les courbes S(i) (fig . 20, 21, 22) ; on
remarquera la corrélation existante entre l'emplace-
ment des maximums de chaque courbe et les positions
de rupture données par les courbes d'écarts F(i) .
5. Conclusion
Ces travaux présentent une méthode de codage d'ob-
jets dans une image . L'originalité réside dans le carac-
tère modulaire du codage; en fonction de la finesse
requise dans l'extraction de formes particulières, l'uti-
lisateur règle le système au niveau adapté . Bien que
reposant sur un formalisme désormais classique en
analyse d'images, cette approche offre par rapport
aux méthodes existantes des possibilités d'implanta-
tion à moindre coût sur matériel standard sans
recours à la mémorisation complète de l'image .
Conçu initialement pour la reconnaissance en temps
réel d'objets rectilignes simples défilant sous un cap-
teur linéaire fixe, ce système est apte à résoudre des
cas plus complexes même si la généralisation d'une
telle méthode apporte encore des restrictions de taille
(problème d'invariance en rotation par exemple) qui
resserrent énormément le champ d'applications .
Manuscrit reçu le 9 juin 1986 .
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