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Abstrat. We prove some invariance principles for processes which
generalize FARIMA processes, when the innovations are in the domain
of attraction of a nonGaussian stable distribution. The limiting processes
are extensions of the fractional Le´vy processes. The technique used is
interesting in itself; it extends an older idea of splitting a sample into
a central part and an extreme one, analyzing each part with different
techniques, and then combining the results. This technique seems to have
the potential to be useful in other problems in the domain of nonGaussian
stable distributions.
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1. Introduction and main result. A different and as telling title
for this paper could have been ‘Gaussian theory in nonGaussian
domains of attractions’. Broadly speaking, we want to develop the
old idea that a slight truncation of n independent random variables in
the domain of attraction of a stable distribution results in a limiting
Gaussian behavior as n tends to infinity. This idea allows one to
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consider the bulk of the sample and the extreme values separately.
Both parts of the sample are amenable to different techniques and
can be combined to study functions of the whole sample. To our
knowledge, this idea has been used only for studying sums of random
variables in connection with the central limit theorem— see LePage,
Woodroofe and Zinn (1981), Cso¨rgo˝, Horva´th and Mason (1986), the
latter having inspired the technique developed in the current paper.
The present paper suggests that the scope of this technique can be
vastly and usefully extended. In a different direction, Chakrabarty
and Samorodnitsky (2010) extends some of the earlier univariate
results in studying the effect of a truncation on a multivariate mean
when the summands are in the domain of attraction of a multivariate
stable distribution.
While this overall idea is general enough to be potentially ap-
plicable to many situations, this paper focuses on its use to obtain
invariance principles for a class of processes which encompass some
nonstationary fractional autoregressive integrated moving average
(FARIMA) processes, when the innovations are in the domain of at-
traction of a nonGaussian stable distribution. In particular, we prove
that in a certain range of the parameters, these processes suitably
rescaled converge to fractional stable Le´vy processes. The usefulness
of such result stems in part from the important consequences of such
invariance principle in statistics, the ubiquity of FARIMA models in
time series analysis, and the current interest in modeling processes
with innovations having an infinite variance. In a somewhat differ-
ent flavor, our own interest in the topic arises from considerations
in queueing and risk theory, where the results of this paper are a
first step toward proving a heavy traffic approximation in the con-
text of FARIMA models. On a purely theoretical basis, the results
presented in this paper also shed light on an aspect of the sharpness
of the known convergence (Prokhorov, 1956) of the rescaled random
walk to a Le´vy stable process.
Since this paper is as much about the technique used as it is
about its application to FARIMA processes, it is noteworthy that
a technical difficulty that one faces when dealing with many linear
or more complicated processes is that most standard tools relying
on stationarity or a Markovian structure are not available. In the
domain of attraction of nonGaussian stable distributions, the point
process approach, as described in Resnick’s (1987, 2007) books, has
the potential to overcome some of the shortcomings of the more
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classical approaches. However, in the context of FARIMA processes,
our attempt to use the point process methodology failed, because,
as it is apparent in the proof of the convergence of the partial sum
process to a Le´vy stable one, that methodology requires a form of
maximal inequality to show that the bulk of the innovations can be
neglected — see e.g. step 5 in the proof of Theorem 7.1 in Resnick
(2007, §7.2.1). In contrast, the approach used in this paper does not
require a direct use of such inequality, and seems to have a wider
range of applicability, though, arguably, at the price of longer but
perhaps conceptually simpler arguments.
Assumptions, notation, and processes of interests. Through-
out this paper we consider a distribution function F on the real line.
We assume that
F is in the domain of attraction of a stable
distribution of index α less than 2. (1.1)
Whenever G is a cumulative distribution function, we write G for
1 − G. Assumption (1.1) implies that both tails of F are regularly
varying of index −α and that F is tail balanced, meaning the
following. Write M−1F for the distribution function of −X. Then
|X| has tail distribution F ∗ which coincides with F +M−1F on the
positive half-line when F is continuous. The tail balance condition
is that F ∼ pF ∗ and M−1F ∼ qF ∗ at infinity where p and q are
nonnegative numbers which add to 1.
To the distribution function F is associated the Le´vy measure ν
whose density with respect to the Lebesgue measure λ is
dν
dλ
(x) = pαx−α−11(0,∞)(x) + qα|x|−α−11(−∞,0)(x) .
This Le´vy measure gives rise to a Le´vy process L; this process is
determined by the requirements that
– its increments are independent,
– for any 0 6 s 6 t, the increment L(t) − L(s) has the same
distribution as L(t− s), and
– L(t) has a stable distribution determined by
EeiθL(t) = exp
(
t
∫ (
eiθx − 1− iθx1(−q1/α,p1/α)(x)
)
dν(x)
)
. (1.2)
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Note that if either p or q vanishes, the integrals involved are still
well defined.
Throughout this paper Id denotes the identity function on the
real line.
Introducing the process
L˜ =
{
L+ αα− 1(p− q − p1/α + q1/α)Id if α 6= 1,
L+ (p log p− q log q)Id if α = 1,
one can check that we have the more usual looking characteristic
function
EeiθL˜(t) = exp
(
t
∫ (
eiθx − 1− iθx1(−1,1)(x)
)
dν(x)
)
.
We refer to Bertoin (1996) for a general presentation of Le´vy
processes.
When α exceeds 1, the process L has a drift whenever p and q are
different. Defining the process
L0 =
{
L− αα− 1(p1/α − q1/α)Id if α 6= 1,
L− (p− q)Id log if α = 1,
(1.3)
one can check that, whenever it has a finite mean, L0 is centered.
Moreover, since L, and therefore L0, have independent increments,
comparison of the characteristic functions of L0(t) and L0(1) shows
that for all values of α in (0, 2), we have the scaling property
L0(t · ) d= t1/αL0( · ) (1.4)
for any nonnegative t.
Given a continuous function k on [ 0, 1 ], we define the stochastic
process
k ⋆ L˙(t) =
∫ t
0
k(t− s) dL(s) ;
this stochastic integral is well defined because |k|α is integrable on
[ 0, 1 ] — see e.g. Samorodnitsky and Taqqu, 1994, exercise 3.6.2.
Related and more general continuous time integral of Le´vy processes
have been studied by Marquardt (2006), Bender and Marquardt
(2008), and Magdziarz (2008).
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We write (Xi)i>1 for a sequence of independent random variables,
all having distribution function F .
Throughout this paper, (kn)n>1 is a sequence of piecewise linear
functions supported on [ 0, 1 ]; each function
kn is linearly interpolated between the points (i/n)06i6n . (1.5)
We write kn for the ca`dla`g function which coincides with kn on
(i/n)06i6n and is constant on the intervals [ i/n, (i + 1)/n). It
is convenient to view k and kn as defined on the whole real line
and vanishing outside [ 0, 1 ], even though this may introduce a
discontinuity at 0 or 1. To such sequence we associate the stochastic
process
Sn(t) =
∑
16i6nt
kn
(
t− i
n
)
Xi =
∑
16i6n
kn
(
t− i
n
)
Xi , (1.6)
defined for t nonnegative, as well as the piecewise constant one,
Sn(t) =
∑
16i6n
kn
(
t− i
n
)
Xi . (1.7)
Even though kn is a linear interpolation of kn, the process Sn is
not a linear interpolation of Sn in general; indeed, for any integer p
between 0 and n,
Sn
( p
n
−
)
=
∑
16i6p−1
kn
(p− i
n
)
Xi = Sn
( p
n
)
− kn(0)Xp .
For Sn to be continuous and indeed a linear interpolation of Sn, we
must have
kn(0) = 0 . (1.8)
We define the ca`gla`d quantile function
F←(u) = inf{x : F (x) > u } .
We then introduce the centerings
sn(t) =
∑
16i6n
kn
(
t− i
n
)∫ F←(1−1/n)
F←(1/n)
xdF (x)
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and
sn(t) =
∑
16i6n
kn
(
t− i
n
)∫ F←(1−1/n)
F←(1/n)
xdF (x) .
The theoretical aspect of this paper presents a technique to derive
functional limit theorems for the processes Sn−sn and Sn−sn under
various assumptions. The results are then specialized to FARIMA
processes.
For the processes Sn and Sn to have some chance to converge,
it is quite natural to assume that either the sequence (kn) or (kn)
converges to a limit k. The following assumption seems adequate for
some applications as well as for the theoretical developments,
(kn) converges uniformly to a continuous function k
on [ 0, 1 ]. (1.9)
For the distributions of the processes to be tight, we assume that
(kn) is uniformly Ho¨lderian in the following sense. Consider the
discrete modulus of continuity
ωkn,r(δ) = sup
06p6q6p+nδ6n
1
n
∑
16i6n
∣∣∣kn(q − i
n
)
− kn
(p− i
n
)∣∣∣r .
We will assume that there exists some positive c and ǫ as well as an
even positive integer r such that for any n large enough and for any
positive δ less than 1,
ωkn,r(δ) 6 cδ
1+ǫ . (1.10)
Note that ωkn,r = ωkn,r.
To prove the continuity of the limiting process, we need a contin-
uous analogue of ωkn,r, namely
ωk,r(δ) = sup
06s6t6s+δ61
∫ 1
0
∣∣k(t− u)− k(s− u)∣∣r du .
We assume that for some positive real number r and ǫ and any δ
positive less than 1,
ωk,r(δ) 6 cδ
1+ǫ . (1.11)
Main results. In order to state the main theoretical results of this
paper, we write C[ 0, 1 ] for the space of all continuous functions on
6
[ 0, 1 ] and D[ 0, 1 ] for the space of all ca`dla`g functions on [ 0, 1 ] —
see e.g. Billingsley (1968).
Our first result is an invariance principle for Sn when the sequence
(kn) converges in C[ 0, 1 ].
Theorem 1.1. Assume that (1.1), (1.5) and (1.8)–(1.11) hold.
Then, the distributions of the processes (Sn − sn)/F←∗ (1− 1/n) and
(Sn − sn)/F←∗ (1 − 1/n) converge to that of k ⋆ L˙, respectively in
C[ 0, 1 ] and D[ 0, 1 ], both equipped with the supremum metric.
For our application to FARIMA processes, assumption (1.8) is
violated. The following extension of Theorem 1.1 will be used.
Corollary 1.2. If
(
kn − kn(0)
)
1[0,1] satisfies the assumptions of
Theorem 1.1 and (1.9) holds for (kn) as well, then the distribution
of the processes (Sn− sn)/F←∗ (1− 1/n) and (Sn− sn)/F←∗ (1− 1/n)
converge to that of k ⋆ L˙ in D[ 0, 1 ] equipped with the Skorokhod
topology. The limiting process is continuous if and only if k(0) = 0,
and, in this case, the convergence holds in D[ 0, 1 ] equipped with the
topology of uniform convergence.
Remark. We see from Theorem 1.1 and its corollary, that if
kn(0) = 0 ultimately, then, for n large, we can view Sn in C[ 0, 1 ]; if
kn(0) does not vanish ultimately but only tends to 0, then Corollary
1.2 shows that we can view our processes in D[ 0, 1 ] and still use
the supremum metric and the limiting process is still continuous.
In contrast, if kn(0) converges to a nonzero limit, then the processes
must be viewed in D[ 0, 1 ] and one must use the Skorokhod topology.
Remark. If instead of using the centering
EX1[F←(1/n),F←(1−1/n)](X)
in sn we use
EX1[−F←
∗
(1−1/n),F←
∗
(1−1/n)](X)
then we should replace the process L by L˜ in Theorem 1.1. Our
normalization is the same as in Cso¨rgo˝, Horva`th and Mason (1986)
and appears more natural in the proofs, while the alternative cen-
tering makes the result more compatible with Resnick (2007) when
Theorem 1.1 is formally specialized to the partial sum process.
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In some situations of interest, the pointwise limit of (kn) vanishes
except perhaps at the origin, and, more strongly, (kn) converges
locally uniformly to 0 on (0, 1). This happens for instance when
there is a sequence (κi) converging to 0 such that
kn(i/n) = κi . (1.12)
In such instance, we assume that (κi) tends to 0 at least at a
polynomial rate, in the sense that∑
i>0
|κi|r <∞ for some positive r. (1.13)
In this case, our next result shows that the distribution of process
(Sn − sn)/F←∗ (1 − 1/n) cannot converge to that of a ca`dla`g one.
Instead, we need to use a weaker mode of convergence, identifying
the process with the point process of its trajectories, and using
convergence in distribution of random measures.
In the next theorem, we will use the following notation. We
write (Vi)i>1 and (V
′
i )i>1, for independent sequences of indepen-
dent random variables all having a uniform distribution on [ 0, 1 ].
We write (wi)i>1 and (w
′
i)i>1 for two independent sequences of in-
dependent random variables, independent of (Vi) and (V
′
i ), and hav-
ing an exponential distribution with unit mean. Finally we write
Wj = w1 + · · · + wj and W ′j = w′1 + · · · + w′j for the corresponding
partial sums. We consider the set M([ 0, 1 ] × R \ { 0 }) of all mea-
sures on [ 0, 1 ]×R \ { 0 }, this set being equipped with the topology
of vague convergence.
Theorem 1.3. Assume that (1.1), (1.12) and (1.13) hold. The
sequence of distributions of the point processes∑
16i6n
δ(
i/n, Sn−sn
F←
∗
(1−1/n)
(i/n)
) ,
converges weakly∗ to that of the point process∑
j>1
∑
i>0
δ
(Vj, p1/ακiW
−1/α
j
)
+ δ(V ′
j
,−q1/ακiW ′j
−1/α) .
While the form of the limiting process is similar to that obtained if
Sn were a stationary moving average (compare with, say, Proposition
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4.27 in Resnick, 1987), two essential differences are that Theorem 1.3
does not require the sequence (κi) to be summable but only to satisfy
(1.13), and that the centering sn is involved in the point process.
These distinctions are essential in some applications, such as the one
to FARIMA models which we will develop, and requires us to design
new theoretical arguments.
Organization of the paper. In the second section, we show that
if we slightly truncate the Xi’s in Sn, then it is possible to center
and rescale the process to obtain a limiting Gaussian process. In
the third section, we study the part of the process left off by the
truncation in the second section, namely that where the innovations
have large absolute values. We prove that the process based on the
large innovations converges to a convolution of k with a Le´vy stable
process. The combination of the second and third section yields
Theorem 1.1 and Corollary 1.2. In the fourth section we assume that
(1.12) holds. We prove that a point process based on the part of Sn
containing the largest Xi’s converges. Combined with the result of
section 2, this allows us to prove Theorem 1.3. In the fifth section,
we specialize our results to the so-called (g, F )-processes; this is the
natural setting to derive results which can be directly applied to
FARIMA processes in the sixth and last section.
Throughout the paper, we write c for a generic constant whose
value may change from occurrence to occurrence.
2. Gaussian theory in a nonGaussian domain. In this section
we show how a slight truncation of the random variables Xi results
in a limiting Gaussian behavior. It will appear that some of
our arguments break down outside the domain of attraction of a
nonGaussian stable law. Thus, in some sense, we are dealing with
the part of the Gaussian limiting theory which can be retained only
when it fails as a whole.
To truncate the random variables, we consider two deterministic
sequences of real numbers, (an) and (bn), with
lim
n→∞
an = −∞ and lim
n→∞
bn = +∞ . (2.1)
Since the belonging of F to a domain of attraction of a nonGaussian
stable distribution forces a tail balance condition, it is convenient to
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assume that either both sequences (an) and (bn) grow at the same
rate, or, for simplicity, that (bn) grows faster than (an), that is,
lim
n→∞
bn/(−an) is positive or infinite. (2.2)
Those sequences determine the truncated variables Xi1[an,bn](Xi),
whose means and variances are
µn = EXi1[an,bn](Xi) and σ
2
n = E
(
Xi1[an,bn](Xi)− µn
)2
.
This allows us to define the centered and standardized variables,
Zi,n =
Xi1[an,bn](Xi)− µn
σn
.
They give rise to the processes containing the middle part of the
innovations,
Mn(t) = n
−1/2
∑
16i6n
kn
(
t− i
n
)
Zi,n , 0 6 t 6 1 .
This process is continuous if and only if kn vanishes at the origin.
The main result of this section shows that a slight truncation of
the variables imposed by the divergence of
(
nF (bn)
)
and
(
nF (an)
)
to infinity at any rate, arbitrarily slow, results in normal limiting
behavior. This result holds under weaker conditions than those
stated in section 1. In particular, in this section, in order to obtain a
well defined limiting behavior, we will only assume, instead of (1.9),
that
(kn) converges to k in L
2[ 0, 1 ]. (2.3)
Recall that by (1.5) we assumed that kn is linearly interpolated
between the points (i/n)06i6n. We write
∆kn(i/n) = kn
( i+ 1
n
)
− kn
( i
n
)
for the jump of kn at (i+ 1)/n, or, equivalently here, up to a sign,
the variation of kn over the interval [ i/n, (i+1)/n ]. We assume that
the jumps are not too large in quadratic average, in the sense that
lim
n→∞
n−1
∑
06i<n
(
∆kn(i/n)
)2
= 0 . (2.4)
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It follows from Lemma 2.1.4 below that under (2.4), (2.3) is equiva-
lent to the convergence of (kn) to k in L
2[ 0, 1 ].
In the next theorem, we write W for a standard Wiener process
and we use the integrated process,
k ⋆ W˙ (t) =
∫
k(t− s) dW (s) .
This integral is well defined since k is supported on [ 0, 1 ] and belongs
to L2[ 0, 1 ].
Theorem 2.1. Assume that (1.1), (1.5), (1.10), (2.1)–(2.4) hold.
If limn→∞ nF (bn) = ∞, then the distribution of the process Mn,
viewed in C[ 0, 1 ] or D[ 0, 1 ] according to whether kn(0) vanishes or
not, converges to that of k ⋆ W˙ .
Since the limiting process k⋆W˙ is continuous, the conclusion of the
theorem is valid when D[ 0, 1 ] is equipped with either the Skorokhod
or the uniform topology.
The proof of Theorem 2.1 has the usual two steps, namely proving
that the finite dimensional distributions converge to the proper
limiting ones, and that the sequence of measures is tight. These
two steps are carried out in the next two subsections.
2.1. Proof of the finite dimensional convergence. Throughout
this subsection we assume without further notice that (1.1) holds.
This subsection has a similar spirit as parts of Chakrabarty and
Samorodnitsky (2010); however, we deal with weighted univariate
sums, while they focus on multivariate unweighted sums. Clearly
both approaches can be combined to yield results on multivariate
weighted sums.
Our first lemma gives an estimate for the mean and variance of
the truncated random variable Xi1[an,bn](Xi). Recall that α is less
than 2.
Lemma 2.1.1. If (2.1) and (2.2) hold, then µn = o(σn) and
σ2n ∼ cb2nF (bn) as n tends to infinity.
The proof shows that without (2.2), as n tends to infinity,
σ2n ∼
α
2− α
(
a2nF (an) + b
2
nF (bn)
)
.
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Proof. Karamata’s theorem (see e.g. Bingham, Goldie and Teugels,
1989, Theorem 1.6.4) implies that∫ b
0
x2 dF (x) ∼ α
2− αb
2F (b)
as b tends to infinity. Thus,
EX21[an,bn](x) ∼
α
2− α
(
a2nF (an) + b
2
nF (bn)
)
. (2.1.1)
Since α is less than 2, both a2nF (an) and b
2
nF (bn) tend to infinity
with n, so that both sides of (2.1.1) tend to infinity with n.
We now claim that, as n tends to infinity,
µ2n = o
(
b2nF (bn)
)
. (2.1.2)
We concentrate on the part of the proof dealing with the upper tail,
the lower tail being handled in the same way. If F has a finite
expectation, it is clear that (2.1.2) is true. If α is less than 1, (2.1.2)
holds since, as b tends to infinity,∫ b
0
xdF (x) ∼ α
1− αbF (b) = o
(
b
√
F (b)
)
.
If α is 1 and F has infinite expectation, then for any fixed ǫ and as
b tends to infinity, ∫ b
0
xdF (x) = O(bǫ) ,
and (2.1.2) still holds.
Combining (2.1.2) and (2.1.1) yields the estimates on µn and σ
2
n
given in the lemma.
Our next lemma is of independent interest. It is a Lindeberg-Feller
type result, obtained by applying the theorem it mimics. It is one
of those results we alluded to in the introduction, whose proof relies
explicitly on the distribution F being in the domain of attraction of
a nonGaussian stable law by using Lemma 2.1.1.
Lemma 2.1.2. Suppose that (2.1) and (2.2) hold. Let Ai,n,
1 6 i 6 n, n > 1, be a triangular array of constants, such that∑
16i6n
A2i,n = 1 . (2.1.3)
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Then,
∑
16i6n Ai,nZi,n has a limiting normal distribution if and only
if for any positive λ,
lim
n→∞
∑
16i6n
A2i,n1{ |Ai,n| > λ
√
F (bn) } = 0 . (2.1.4)
Proof. The Lindeberg-Feller theorem (see e.g. Loe`ve, 1960, §21.2)
for triangular arrays asserts that
∑
16i6n Ai,nZi,n has a normal
limiting distribution if and only if for any positive λ,
lim
n→∞
∑
16i6n
EA2i,nZ
2
i,n1{ |Ai,nZi,n| > λ } = 0 . (2.1.5)
Note that |Ai,nZi,n| exceeds λ if and only if
Xi1[an,bn](Xi) > µn + λ
σn
|Ai,n|
or
Xi1[an,bn](Xi) < µn − λ
σn
|Ai,n| .
Condition (2.1.3) forces the largest |Ai,n| to be at most 1. Therefore,
Lemma 2.1.1 implies that
min
16i6n
λσn/|Ai,n| ≫ |µn| (2.1.6)
as n tends to infinity. It follows that condition (2.1.5) is equivalent
to require that for any positive λ
lim
n→∞
∑
16i6n
A2i,nEZ
2
i,n1{ |Xi|1[an,bn](Xi) > λσn/|Ai,n| } = 0 .
(2.1.7)
If λσn/|Ai,n| is at least bn∨ (−an), then the corresponding indicator
function in (2.1.7) vanishes. If instead λσn/|Ai,n| is less than
bn ∨ (−an), then the inequality
|Xi|1[an,bn](Xi) > λσn/|Ai,n| (2.1.8)
implies
X2i 1[an,bn](Xi) > λ
σn
|Ai,n| |Xi|1[an,bn](Xi)≫ |µn| |Xi|1[an,bn](Xi) ,
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the last comparison coming from (2.1.6); this asymptotic domination
holds uniformly in i such that (2.1.8) holds. We also have, under the
same condition,
X2i 1[an,bn](Xi) > λ
2 σ
2
n
A2i,n
≫ µ2n .
Hence, whenever λσn/|Ai,n| 6 bn ∨ (−an) and (2.1.8) holds,
Z2i,n =
X2i 1[an,bn](Xi)− 2µnXi1[an,bn](Xi) + µ2n
σ2n
∼ X
2
i 1[an,bn](Xi)
σ2n
as n tends to infinity, uniformly in i at most n and such that
(2.1.8) holds. This implies that condition (2.1.7) is equivalent to
the requirement that for any positive λ,
lim
n→∞
∑
06i6n
A2i,n
σ2n
EX2i 1[an,bn](Xi)1
{ |Xi|1[an,bn](Xi) > σnλ/|Ai,n|}
1
{
σnλ < |Ai,n|
(
bn ∨ (−an)
)}
= 0 . (2.1.9)
Since Lemma 2.1.1 implies that EX2i 1[an,bn](Xi) ∼ σ2n and, using
(2.2), that σn/
(
bn ∨ (−an)
) ∼ c√F (bn), bounding
1
{ |Xi|1[an,bn](Xi) > σnλ/|Ai,n|}
by 1 shows that condition (2.1.9) is implied by (2.1.4).
Conversely, suppose that (2.1.4) fails. There exists a subsequence
(nk)k>1, a positive λ0 and a positive c such that
lim
k→∞
∑
16i6nk
A2i,nk1
{ |Ai,nk | > λ0
√
F (bnk)
}
> c .
Given Lemma 2.1.1, this implies that there exists λ1 — in fact, any
λ1 less than limn→∞ λ0bn
√
F (bn)/σn would do — such that
lim
k→∞
∑
16i6nk
A2i,nk1{ |Ai,nk |bnk > λ1σnk } > c . (2.1.10)
In particular, for k large enough, there exists some i such that the
indicator function involved in (2.1.10) does not vanish. In what
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follows, we consider such an i. Fix a positive λ less than λ1. For
such i, referring to the corresponding summand in (2.1.9),
1[ank ,bnk ]
(Xi) > 1[(λ/λ1)bnk ,bnk ](Xi) ,
so that
1
{
|Xi|1[ank ,bnk ](Xi) >
σnkλ
|Ai,nk |
}
> 1
{
|Xi|1[(λ/λ1)bnk ,bnk ](Xi) >
σnkλ
|Ai,nk |
}
> 1
{ λ
λ1
bnk1[(λ/λ1)bnk ,bnk ](Xi) >
σnkλ
|Ai,nk |
}
.
Thus, the corresponding summand in (2.1.9) is at least
A2i,nk
σ2nk
EX2i 1[(λ/λ1)bnk ,bnk ](Xi)1{σnkλ1 < |Ai,nk |bnk } . (2.1.11)
As in the proof of Lemma 2.1.1, Karamata’s theorem implies
EX2i 1[(λ/λ1)b,b](Xi) ∼ cb2F (b)
(
1−
( λ
λ1
)2−α)
as b tends to infinity. Thus, for k large enough, for any i such
that the indicator in (2.1.10) does not vanish, (2.1.11) is at least
a positive constant times A2i,nk1{σnkλ1 < |Ai,nk |bnk }. Combined
with (2.1.10), this implies that (2.1.9) does not hold for any λ small
enough; thus (2.1.5) does not hold either.
We will use the following measure theoretic lemma, where λ is the
Lebesgue measure on [ 0, 1 ]. We write |f |p for the Lp[ 0, 1 ]-norm of
a function f .
Lemma 2.1.3. Let (Kn)n>1 be a sequence of functions in L
2[ 0, 1 ]
which converges in L2[ 0, 1 ] to a function K. Then, for any sequence
(un)n>1 diverging to +∞,
lim
n→∞
∫
K2n1{ |Kn| > un } dλ = 0 .
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Proof. Under the assumption of the lemma, using the Cauchy-
Schwartz and triangle inequalities,
|K2n −K2|1 = |(Kn −K)(Kn +K)|1
6 |Kn −K|2|Kn +K|2
6 |Kn −K|2(|Kn −K|2 + 2|K|2) .
This implies that (K2n) converges to K
2 in L1[ 0, 1 ]. In particular
the sequence (K2n) is uniformly integrable, that is
lim
u→∞
sup
n>1
∫
K2n1{K2n > u } dλ = 0 ,
and the result follows.
The purpose of the next result is to show that under (2.4),
assumption (2.3) implies that (kn) converges to k in L
2[ 0, 1 ] as well,
and that some Riemann sums related to the covariance structure of
the processMn converge to the corresponding integral related to the
covariance of the process k ⋆ W˙ .
Lemma 2.1.4. Let (kn)n>1 be a sequence of functions linearly
interpolated between points i/n, 0 6 i 6 n. Assume that (2.3) and
(2.4) hold. Then, (kn) converges to k in L
2[ 0, 1 ] and for any s and
t in [ 0, 1 ],
lim
n→∞
1
n
∑
16i6n
kn
(
s− i
n
)
kn
(
t− i
n
)
=
∫ 1
0
k(s− u)k(t− u) du .
Proof. We write ⌈ · ⌉ for the smallest integer strictly larger than the
argument, while ⌊ · ⌋ denotes the largest integer at most equal to the
argument. Thus, ⌈ · ⌉ = ⌊ · ⌋ + 1, and, for instance, ⌈3⌉ = 4 while
⌊3⌋ = 3. Extending the notation used in condition (2.4), we define
∆kn(s) = kn
(⌈ns⌉
n
)
− kn
(⌊ns⌋
n
)
.
If s is in an interval [ i/n, (i + 1)/n), then ∆kn(s) is the size of the
jump of kn at (i+1)/n. We also introduce the fractional part of ns,
Fn(s) = ns− ⌊ns⌋ .
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Since kn is obtained by linear interpolation, we have
kn = kn + Fn∆kn .
Since the nonnegative function Fn is at most 1, the triangle
inequality yields
|kn − k|2 6 |kn − k|2 + |∆kn|2 .
Assumptions (2.3) and (2.4) respectively ensure that the first and
second summand in this upper bound tend to 0 as n tends to infinity.
This proves that kn converges to k in L
2[ 0, 1 ].
Our proof of the second assertion is unfortunately onerous. Con-
sider the bilinear form
〈f, g〉(s,t) = 1
n
∑
16i6n
f
(
t− i
n
)
g
(
s− i
n
)
,
and set |f |2(s) = 〈f, f〉(s,s). Using the bilinearity, the triangle and
Cauchy-Schwartz inequalities,
|〈kn, kn〉(s,t) − 〈kn, kn〉(s,t)|
=
∣∣〈kn − kn, kn − kn〉(s,t) + 〈kn − kn, kn〉(s,t) + 〈kn, kn − kn〉(s,t)∣∣
6 |kn−kn|(s)|kn−kn|(t)+ |kn−kn|(s)|kn|(t)+ |kn|(s)|kn−kn|(t) .
Since |Fn| 6 1, this upper bound is at most
|∆kn|(s)|∆kn|(t) + |∆kn|(s)|kn|(t) + |∆kn|(t)|kn|(s) .
Note that for any nonnegative s less than 1,
|∆kn|(s) =
( 1
n
∑
16i6n
∆kn
(
s− i
n
)2)1/2
6
( 1
n
∑
16i6n
∆kn
( i
n
)2)1/2
,
while
|kn|(s) =
( 1
n
∑
16i6n
kn
(⌊ns⌋ − i
n
)2)1/2
6 |kn|2 .
Hence, combining (2.3) and (2.4), we obtain that
lim
n→∞
〈kn, kn〉(s,t) − 〈kn, kn〉(s,t) = 0 . (2.1.12)
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Note that, writing 〈·, ·〉2 for the inner product in L2[ 0, 1 ],
〈kn, kn〉(s,t) =
〈
kn
(⌊ns⌋
n
− ·
)
, kn
(⌊nt⌋
n
− ·
)〉
2
.
Hence, to conclude the proof it suffices to show that for any s,
lim
n→∞
∣∣∣kn(⌊ns⌋
n
− ·
)
− kn(s− ·)
∣∣∣
2
= 0 (2.1.13)
and use (2.3) and (2.1.12). Thus, it suffices to show that
∫ 1
0
(
kn
(⌊ns⌋
n
− u
)
− kn(s− u)
)2
du
tends to 0 uniformly in s as n tends to infinity. This integral is
∫ 1
0
(
kn
(⌊⌊ns⌋ − nu⌋
n
)
− kn
(⌊n(s− u)⌋
n
))2
du . (2.1.14)
The equality
⌊n(s− u)⌋ − 1 = ⌊n(s− u)− 1⌋ 6 ⌊⌊ns⌋ − nu⌋ 6 ⌊n(s− u)⌋
shows that (2.1.14) is at most n−1
∑
16i6n∆kn(i/n)
2 and hence
tends to 0 as n tends to infinity under (2.4).
We can now prove that the finite dimensional distributions of the
processes (Mn)n>1 converge.
Proposition 2.1.5. Let (kn) be a sequence of functions which
satisfies (2.3) and (2.4). If limn→∞ nF (bn) = ∞, the finite dimen-
sional distributions of the processes Mn converge to that of k ⋆ W˙ .
Proof. We will use the Crame´r-Wold device. Let t1, . . . , tm be
in [ 0, 1 ] and let λ1, . . . , λm be some real numbers. Consider the
functions
Kn =
∑
16j6m
λjkn(tj − ·) .
and
K =
∑
16j6m
λjk(tj − ·) .
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We claim that the sequence (Kn)n>1 converges to K in L
2[ 0, 1 ].
Indeed, since both kn and k are supported in [ 0, 1 ],
|(kn − k)(t− ·)|22 =
∫ t
0
(kn − k)2(u) du 6 |kn − k|22 .
Combined with Lemma 2.1.4, this shows that kn(t− ·) converges to
k(t− ·) in L2[ 0, 1 ] under (2.3) and (2.4), and the claim follows from
the Banach space structure of L2[ 0, 1 ].
Consider the random variable
Tn = n
−1/2
∑
16i6n
Kn
( i
n
)
Zi,n .
Its variance is
n−1
∑
16i6n
K2n
( i
n
)
=
∑
16j1,j26m
λj1λj2
1
n
∑
16i6n
kn
(
tj1 −
i
n
)
kn
(
tj2 −
i
n
)
.
Applying Lemma 2.1.4, this variance converges to
∫ 1
0
K2(u) du =
Var(K ⋆ W˙ ).
To prove the asymptotic normality of Tn it then suffices to use
Lemma 2.1.2 with Ai,n = Kn(i/n)/
√
n — note that the sum of
the squares of Ai,n converges to
∫ 1
0
K2(u) du by Lemma 2.1.4, and
though it is not equal to 1, Lemma 2.1.2 still applies for λ is arbitrary
in that lemma. Condition (2.1.4) requires that
lim
n→∞
n−1
∑
16i6n
K2n(i/n)1
{ |Kn|(i/n) > λ√nF (bn)} = 0 . (2.1.15)
Since nF (bn) tends to infinity with n, (2.1.15) follows from Lemma
2.1.3 and the convergence of (Kn) in L
2[ 0, 1 ] and (2.4).
2.2. Proof of tightness. We will use Kolmogorov’s criterion (see
e.g. Stroock, 1994, Theorem 3.4.16) to prove the tightness. This
requires us to calculate higher order moments of the increments of
our processes, and our first lemma will be useful to do so. Recall
that (2.1) and (2.2) hold.
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Lemma 2.2.1. There exists some positive constants zk such that
for any integer k at least 2,
E|Z1,n|k ∼ zkF (bn)1−k/2 .
as n tends to infinity.
The value of zk can be made explicit but is irrelevant in what follows.
Proof. Lemma 2.1.1 and the tail balance condition show that
σ2n ∼ cb2nF (bn). Karamata’s theorem for Stieltjes integral (Bingham,
Goldie and Teugels, 1987, Theorem 1.6.4) implies EXk1[0,b](X) ∼
cbkF (b) as b tends to infinity. Using the binomial formula,
EZki,n1[0,bn](Xi) ∼ c
bknF (bn)
σkn
∼ cF (bn)1−k/2 .
Similarly, since (2.2) holds, EZki,n1[an,0] ∼ cF (bn)1−k/2, and the
result follows.
Our next lemma gives a simple bound for the moment of some key
increments of the process Mn in terms of the modulus of continuity
ωkn,r of kn as defined in (1.10).
Lemma 2.2.2. For any integer r there exists a constant cr such
that for any n large enough, for any integers 0 6 p 6 q 6 n,∣∣∣E(Mn( q
n
)
−Mn
( p
n
))r∣∣∣ 6 crωkn,r(q − pn
)
.
Note that how large n has to be for the inequality to hold depends
on r. Thus, this lemma does not imply that the moment generating
functions of the increments of Mn are uniformly (in n) bounded in
a neighborhood of the origin.
Proof. We introduce the notation
∆i = kn
(q − i
n
)
− kn
(p− i
n
)
.
We set T0 = 0 and for any positive integer m at most n, we define
Tm =
∑
16i6m
∆iZi,n .
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This ensures that Mn(q/n)−Mn(p/n) = n−1/2Tn. The proof of the
lemma is by a double induction. More precisely, defining
ωm,n,r =
1
n
∑
16i6m
|∆i|r ,
we will prove that for any integer r there exists a constant cr such
that whenever n is large enough, for any integer m at most n,
|E(n−1/2Tm)r| 6 crωm,n,r . (2.2.1)
Since ωkn,0 = 1, the conclusion of the lemma holds when r
vanishes. It also holds when r is 1 for Mn is centered. Similarly,
since Zi,n has unit variance,
E(n−1/2Tm)
2 = n−1
∑
16i6m
∆2i = ωm,n,2 ,
so that (2.2.1) holds for r = 2.
We now consider r to be at least 3. When m is 1, Lemma 2.2.1
implies, for any n large enough,
|E(n−1/2T1)r| 6 n−r/2|∆1|rE|Z1,n|r
6
|∆1|r
n
2zr
(
nF (bn)
)1−r/2
= ω1,n,r2zr
(
nF (bn)
)1−r/2
.
Since
(
nF (bn)
)1−r/2
tends to 0 as n tends to infinity, this proves
(2.2.1) when m is 1.
Let ρ be an integer at least 3. We now assume that (2.2.1) holds
for all r less than ρ. Then, since Zi,n is centered, the binomial
formula yields
E(n−1/2Tk+1)
ρ = E(n−1/2Tk)
ρ
+
∑
06j6ρ−2
(
ρ
j
)
E(n−1/2Tk)
j∆ρ−jk+1n
(j−ρ)/2EZρ−jk+1,n .
Using Lemma 2.2.1 and the induction hypothesis, for n large enough
and k between 1 and m− 1,
|E(n−1/2Tk+1)ρ| 6 |E(n−1/2Tk)ρ|
+
1
n
∑
06j6ρ−2
(
ρ
j
)
cjωk,n,j|∆k+1|ρ−j2zj
(
nF (bn)
)1−(ρ−j)/2
.
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Bounding cjzj by its maximum value over 0 6 j 6 ρ − 2, summing
these inequalities over k between 1 and m − 1, and using that
limn→∞
(
nF (bn)
)1−(ρ−j)/2
6 1 for any 0 6 j 6 ρ− 2, we obtain
|E(n−1/2Tm)ρ| 6 |E(n−1/2T1)ρ|
+ c
1
n
∑
16k6m−1
∑
06j6ρ−2
(
ρ
j
)
ωk,n,j|∆k+1|ρ−j .
Considering the inner summation in this upper bound, we have
∑
06j6ρ−2
(
ρ
j
)
ωk,n,j|∆k+1|ρ−j = 1
n
∑
16i6k
∑
06j6ρ−2
(
ρ
j
)
|∆i|j |∆k+1|ρ−j
6
1
n
∑
16i6k
(|∆i|+ |∆k+1|)ρ
6
2ρ
n
∑
16i6k
(|∆i|ρ + |∆k+1|ρ) .
Since k is between 1 and m − 1, this upper bound is at most
2ρ(ωm,n,ρ + |∆k+1|ρ) whenever n exceeds m − 1. Thus, since ρ is
at least 3,
|E(n−1/2Tm)ρ| 6 c |∆1|
ρ
n
+
c
n
2ρ
∑
16k6m−1
(ωm,n,ρ + |∆k+1|ρ)
6 c2ρ+1ωm,n,ρ ,
proving (2.2.1) when r is ρ and the lemma.
Combining Lemma 2.2.2 and assumption (1.10), we can bound
some moments of the increments of Mn.
Lemma 2.2.3. Under (1.10), there exists a positive integer r and
a positive ǫ such that for any 0 6 s 6 t 6 1,
E|Mn(t)−Mn(s)|r 6 c(t− s)1+ǫ .
Proof. We take r to be the even integer such that (1.10) holds. Let
p = ⌈ns⌉ and q = ⌊nt⌋. The identity
Mn
( p
n
)
−Mn(s) = (p− ns)
(
Mn
( p
n
)
−Mn
(p− 1
n
))
,
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Lemma 2.2.2 and assumption (1.10) imply
E
∣∣∣Mn( p
n
)
−Mn(s)
∣∣∣r 6 (p−ns)r c
n1+ǫ
= cnr−1−ǫ
( p
n
−s
)r
. (2.2.2)
Since 0 6 (p/n) − s 6 1/n, we have n 6 1/((p/n) − s). Since r is
at least 2, taking ǫ less than 1, we obtain that the right hand side of
(2.2.2) is at most c
(
(p/n)− s)1+ǫ.
Similarly, we have
E
∣∣∣Mn(t)−Mn( q
n
)∣∣∣r 6 c(t− q
n
)1+ǫ
.
Combined with Lemma 2.2.2, this yields, if p 6 q,
E|Mn(t)−Mn(s)|r 6 c
((
t− q
n
)1+ǫ
+
(q − p
n
)1+ǫ
+
( p
n
− s
)1+ǫ)
6 3c(t− s)1+ǫ ;
furthermore, if q < p then
E|Mn(t)−Mn(s)|r = (t− s)rE
∣∣∣Mn( p
n
)
−Mn
(p− 1
n
)∣∣∣r
6 |t− s|r c
n1+ǫ
.
Since n is at least 1, this upper bound is at most c|t−s|1+ǫ, provided
that r is at least 1 + ǫ.
Theorem 2.1 follows from Proposition 2.1.5, Lemma 2.2.3, and
Kolmogorov’s criterion (see Stroock, 1994, Theorem 3.4.16).
3. Le´vy stable limit and putting things together. In this
section, we study the part of the process Sn — see (1.7) — left
unanalyzed in the previous section, namely
t 7→
∑
16i6n
kn
(
t− i
n
)
Xi1(−∞,an)∪(bn∞)(Xi) . (3.1)
In the first subsection, we obtain the asymptotic behavior of (3.1)
under some suitable conditions. Combined with Theorem 2.1, this
will yield the limiting behavior of (1.7).
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3.1. Convoluted Le´vy stable limit. We consider the process
containing the upper tail of the sample,
T
+
n (t) =
1
F←(1− 1/n)
∑
16i6n
kn
(
t− i
n
)
Xi1(bn,∞)(Xi) .
Similarly, we define the process involving the lower tail of the sample,
T
−
n (t) =
1
F←(1/n)
∑
16i6n
kn
(
t− i
n
)
Xi1(−∞,an)(Xi) .
It is clear that the same analysis applies to T+n and T
−
n , simply
switching the lower- and upper-tail of the distribution.
The following result shows that whenever
(
nF (bn)
)
diverges
to infinity, the distribution of T+n properly centered and rescaled
converges.
We define
µ+n = EXi1(bn,F←(1−1/n))(Xi)
and
µ−n = EXi1(F←(1/n),an)(Xi)
as well as the centerings
T
+
n (t) =
1
F←(1− 1/n)
∑
16i6n
kn(t− i/n)µ+n .
and
T
−
n (t) =
1
F←(1/n)
∑
16i6n
kn(t− i/n)µ−n .
We write L+ for a Le´vy stable process with Le´vy measure
dν+
dλ
(x) = αx−α−11(0,∞)(x) ; (3.1.1)
the distribution of L+ is specified by the characteristic function
EeiθL
+(t) = exp
(
t
∫ (
eiθx − 1− iθx1(0,1)(x)
)
dν+(x)
)
.
Theorem 3.1.1. Assume that (1.1), (1.9), (1.10) hold and that
k(0) = 0. For any nonnegative sequence (bn) such that
(
nF (bn)
)
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diverges to infity, we can find a version T˜+n of T
+
n as well as a Le´vy
stable process L+ such that
lim
n→∞
|T˜+n − T+n − k ⋆ L˙+|[0,1] = 0
almost surely.
Remark. Without assuming (1.10), we will prove that there exists
a sequence (bn) with
(
nF (bn)
)
diverging to infinity such that the
conclusion holds. Having constructed one such sequence, we will see
in the next subsection that Theorem 2.1 — which requires (1.10) —
implies that the result is true for all sequences with
(
nF (bn)
)
diverging to infinity.
Remark. The nonnegativity of (bn) is in fact irrelevant and could
be replaced by the condition that
(
nF (bn)
)
diverges to infinity; this
amounts to keeping in T+n all the innovations but the most negative
ones.
The proof of a partial form of Theorem 3.1.1 makes up the
remainder of this subsection. We will construct the sequence (bn)
as quantiles of F . To do so we will first define a sequence (mn) of
positive real numbers, and set bn = F
←(1−mn/n). At an intuitive
level, the sequence (mn) gives the order of magnitude of the number
of extreme order statistics Xi,n which we will retain in our analysis.
To define the sequence (mn), recall that the uniform conver-
gence theorem for regularly varying functions (Bingham, Goldie and
Teugels, 1989, Theorem 1.2.1) asserts that the convergence defin-
ing regularly varying functions is in fact locally uniform. Our next
lemma shows that for a given regularly varying function, we can take
increasing compactas in the uniform convergence theorem.
Lemma 3.1.2. Let f be a regularly varying function of index β.
There exists a nondecreasing function m(·) which tends to infinity at
infinity and such that
lim
x→∞
m(x) sup
1/m(x)6λ6m(x)
∣∣∣f(λx)
f(x)
− λβ
∣∣∣ = 0 .
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Proof. For any positive integer n let
hn(x) = sup
y>x
sup
1/n6λ6n
∣∣∣f(λy)
f(y)
− λβ
∣∣∣ .
For any fixed n we have limx→∞ hn(x) = 0. We define an increasing
sequence (xn)n>0 by x0 = 1 and by induction
xn = inf{x : hn(x) 6 1/n2 and x > xn−1 + 1 } .
Since xn > xn−1 + 1, this sequence tends to infinity. We set
m(x) =
∑
n>1
n1(xn,xn+1](x) .
We see that if xn < x 6 xn+1, then m(x) = n and hn(x) 6 1/n
2.
If m(·) is a function which satisfies the conclusions of Lemma
3.1.2, then any function with a slower growth does as well. Thus,
given Lemma 3.1.2, we consider a divergent sequence (mn) growing
slowly enough so that
lim
n→∞
mn sup
1/mn6λ6mn
∣∣∣F←(1− λ/n)
F←(1− 1/n) − λ
−1/α
∣∣∣ = 0 . (3.1.2)
Karamata’s theorem implies that
lim
t→∞
1
tF (t)
∫ t
λt
xdF (x) = α
λ1−α − 1
α− 1
locally uniformly in λ — the limit should be read − log λ if α is 1,
and what follows should be read accordingly. Thus,
lim
n→∞
n
F←(1− 1/n)
∫ F←(1−1/n)
F←(1−λ/n)
xdF (x) = α
λ1−1/α − 1
α− 1 .
Hence, up to making (mn) growing to infinity at an even slower rate,
we can assume that
n
F←(1− 1/n)
∫ F←(1−1/n)
F←(1−mn/n)
xdF (x) = α
m
1−1/α
n − 1
α− 1 +o(1) . (3.1.3)
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Still making (mn) growing to infinity at an even slower rate if needed,
we can assume that
lim
n→∞
mn
√
log logn
n
= 0 . (3.1.4)
Furthermore, still making (mn) growing slower if needed, given (1.9),
we assume that
lim
n→∞
m1−1/αn |kn − k|[0,1] = 0 if α > 1 , (3.1.5)
lim
n→∞
logmn |kn − k|[0,1] = 0 if α = 1 . (3.1.6)
Consider the modulus of continuity of k,
ωk(δ) = sup
06s6t6s+δ61
|k(t)− k(s)| .
Since k is continuous on [ 0, 1 ], this modulus tends to 0 with δ.
Hence, possibly restricting its growth, we can assume that (mn)
satisfies
lim
n→∞
m1−1/αn ωk(n
−1/2 logn) = 0 if α > 1 , (3.1.7)
lim
n→∞
logmn ωk(n
−1/2 logn) = 0 if α = 1 . (3.1.8)
Finally, if a sequence (mn) satisfies (3.1.2)–(3.1.8), so is any
sequence diverging at a slower rate, and so is any other sequence
asymptotically equivalent to it. Thus, we can assume that 1−(mn/n)
is in the range of F for any n large enough. In this case, since the
quantile function is ca`gla`d, the inequality F←(1 − u) > F←(1 −
mn/n) is equivalent to u < mn/n (see e.g. Shorack and Wellner,
1986, §I.1, pp. 5–7). We take
bn = F
←(1−mn/n) .
Let τ = τn be the permutation defining the ‘anti-reversed-ranks’
of the innovations, that is, writing Xi,n for the i-th order statistic of
(X1, . . . ,Xn), we have Xτ(i) = Xn−i+1,n. We have
T
+
n (t) =
∑
16i6n
kn
(
t− i
n
) Xi
F←(1− 1/n)1(bn,∞)(Xi)
=
∑
16i6n
kn
(
t− τ(i)
n
) Xn−i+1,n
F←(1− 1/n)1(bn,∞)(Xn−i+1,n) .
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Recall that the distribution of τ is uniform on the set of permutations
of n elements, and, as a random variable taking values in the sym-
metric group, it is independent of the order statistics (Xi,n)16i6n.
Let (wi)i>1 be a sequence of independent exponential random
variables with mean 1. We set Wk = w1 + · · · + wk to be their
partial sum. The distributional equality
(Xn−i+1,n)16i6n
d
=
(
F←
(
1− Wi
Wn+1
))
16i6n
(3.1.9)
holds — see e.g. Shorack and Wellner (1986, Chapter 8, §2, Propo-
sition 1, p. 335).
Define
A0,n(t) =
∑
16i6n
kn
(
t− τ(i)
n
)F←(1−Wi/Wn+1)
F←(1− 1/n) 1
{ Wi
Wn+1
<
mn
n
}
.
We then have the distributional equality of processes,
T
+
n
d
= A0,n . (3.1.10)
Thus, studying the limiting distribution of T+n amounts to studying
that of A0,n. For this purpose, we will approximate this latter
process by a simpler one; this will be done through four successive
approximations.
First approximation. Define the process
A1,n(t) =
∑
16i6n
kn
(
t− τ(i)
n
)(
Wi
n
Wn+1
)−1/α
1
{ Wi
Wn+1
<
mn
n
}
.
Lemma 3.1.3. limn→∞ |A0,n −A1,n|[0,1] = 0 almost surely.
Proof. The strong law of large numbers ensures that almost surely
for n larger than some random integer,
1
mn
6
W1
2
6 W1
n
Wn+1
6 Wi
n
Wn+1
.
Thus, given (3.1.2), whenever Wi/Wn+1 6 mn/n and n is large
enough, we have∣∣∣F←(1−Wi/Wn+1)
F←(1− 1/n) −
(
Wi
n
Wn+1
)−1/α∣∣∣ = o(m−1n ) .
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Therefore, for any nonnegative t at most 1, and since (1.9) ensures
that (|kn|[0,1]) is a bounded sequence
|A0,n −A1,n|(t) 6
∑
16i6n
|kn|[0,1]o(m−1n )1
{ Wi
Wn+1
<
mn
n
}
= o(m−1n )♯
{
i > 1 :
Wi
Wn+1
6
mn
n
}
.
The strong law of large numbers implies that the above cardinality
is of order mn.
Second approximation. In the process A1,n, we would like to ap-
proximate the term (Win/Wn+1)
−1/α by W
−1/α
i . For this purpose,
let
A2,n(t) =
∑
16i6n
kn
(
t− τ(i)
n
)
W
−1/α
i 1
{ Wi
Wn+1
<
mn
n
}
.
Lemma 3.1.4. limn→∞ |A1,n −A2,n|[0,1] = 0 almost surely.
Proof. Taylor’s formula and the law of the iterated logarithm imply
∣∣∣( n
Wn+1
)−1/α
− 1
∣∣∣ = O(
√
log log n
n
)
almost surely as n tends to infinity. Therefore,
|A1,n − A2,n|[0,1]
6 |kn|[0,1]O
(√ log logn
n
) ∑
16i6n
W
−1/α
i 1{Wi 6 mnWn+1/n } .
By the strong law of large numbers, Wi ∼ i as i tends to
infinity. Since W
−1/α
i 6 W
−1/α
1 , the above upper bound is
O(n−1/2
√
log lognmn) regardless the value of α in (0, 2). Therefore,
it converges to 0 almost surely thanks to (3.1.4).
Third approximation. In the indicator function involved in A2,n, we
would like to replace the inequality Wi/Wn+1 6 mn/n by Wi 6 mn.
Define
A3,n(t) =
∑
16i6n
kn
(
t− τ(i)
n
)
W
−1/α
i 1{Wi 6 mn } .
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Lemma 3.1.5. limn→∞ |A2,n −A3,n|[0,1] = 0 almost surely.
Proof. The law of the iterated logarithm implies that |Wi − i| 6
2
√
i log log i whenever i is at least mn and n is large enough. In
particular, Wn+1/n = 1 + O(n
−1 log logn)1/2 almost surely as n
tends to infinity.
Comparing the expressions of A2,n and A3,n, we consider the
difference
1
{ Wi
Wn+1
<
mn
n
}
− 1{Wi 6 mn } . (3.1.11)
This is 1 if mn < Wi < mnWn+1/n and this is −1 if mnWn+1/n 6
Wi 6 mn. Then, the law of the iterated logarithm applied to Wn+1
and assumption (3.1.4) imply that for (3.1.11) to be 1, we must have
mn < Wi < mn + o(1) while for (3.1.11) to be −1, we must have
mn + o(1) < Wi < mn. The law of the iterated logarithm applied
to Wi then shows that for (3.1.11) not to vanish we should have
mn between i− 2
√
i log log i and i+ 2
√
i log log i. Such i is between
mn−3
√
mn log logmn andmn+3
√
mn log logmn whenever n is large
enough. Thus,
|A2,n −A3,n|(t) 6 |kn|[0,1]
∑
|i−mn|63
√
mn log logmn
W
−1/α
i
6 |kn|[0,1]m−1/αn
√
mn log logmnO(1)
almost surely as n tends to infinity. This upper bound tends to 0
since α is less than 2.
Fourth approximation. In the process A3,n, we would like to replace
kn by k and τ(i)/n by a uniform random variable. For this,
we introduce a sequence (Vi)i>1 of independent uniform random
variables on [ 0, 1 ], independent of all random variables introduced so
far. We writeGn for the empirical distribution function of (Vi)16i6n,
that is
Gn(x) = n
−1
∑
16i6n
1[0,x](Vi) .
The vector
(
nGn(Vi)
)
16i6n
is the vector of the ranks of the Vi,
1 6 i 6 n. It is uniformly distributed over the set of all permutations
of n elements. Therefore, without any loss of generality, we can
assume that (
τ(i)
)
16i6n
=
(
nGn(Vi)
)
16i6n
.
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For this version of τ ,
A3,n(t) =
∑
16i6n
kn
(
t−Gn(Vi)
)
W
−1/α
i 1{Wi 6 mn } .
Define
A4,n(t) =
∑
16i6n
k(t− Vi)W−1/αi 1{Wi 6 mn } .
Lemma 3.1.6. limn→∞ |A3,n −A4,n|[0,1] = 0 almost surely.
Proof. Finkelstein’s (1971) law of the iterated logarithm for the
empirical process ensures that |√n(Gn − Id)|[0,1] = O(log logn)1/2
almost surely. Therefore, since k vanishes at 0, almost surely as n
tends to infinity,
max
16i6n
∣∣k(· −Gn(Vi))− k(· − Vi)∣∣[0,1] 6 ωk(n−1/2 logn) . (3.1.12)
Using again the law of large numbers, we obtain that, almost surely
for n large enough, |A3,n − A4,n|[0,1] is at most
(|kn − k|[0,1] + ωk(n−1/2 logn)) ∑
16i62mn
W
−1/α
i .
The strong law of large numbers ensures that
∑
16i62mn
W
−1/α
i =


O(m
1−1/α
n ) if α > 1,
O(logmn) if α = 1,
O(1) otherwise,
and the result follows from conditions (3.1.5)–(3.1.8).
Remark. If k does not vanish at 0, the inequality (3.1.12) does
not hold; one needs replace k by k − k(0) and handle the part of
the process driven by k(0) separately. This does not introduce any
further difficulty because this part is a usual partial sum. However,
the uniform topology needs to be replaced by the Skorokhod (1956)
J1 one.
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Combining Lemmas 3.1.3–3.1.6, we see that, as n tends to infinity,
T
+
n
d
= A4,n + o(1) (3.1.13)
where the o(1) term is uniform on [ 0, 1 ] and almost sure.
We now introduce the processes
∆1,n(t) =
∑
16i6n
(W
−1/α
i − i−1/α)k(t− Vi)1{Wi 6 mn } ,
∆2,n(t) =
∑
16i6n
i−1/α
(
k(t− Vi)− Ek(t− Vi)
)
1{Wi 6 mn } .
Using the law of the iterated logarithm as in the proof of Lemma
3.1.5,
A4,n = ∆1,n +∆2,n +
∑
16i6n
i−1/αEk(· − Vi)1{Wi 6 mn } .
= ∆1,n +∆2,n +
∑
16i6mn
i−1/αEk(· − Vi) + o(1) , (3.1.14)
where the o(1) is uniform over [ 0, 1 ].
Not surprisingly, our next results show that, as n tends to infinity,
∆1,n and ∆2,n converge respectively to
∆1(t) =
∑
i>1
(W
−1/α
i − i−1/α)k(t− Vi) ,
∆2(t) =
∑
i>1
i−1/α
(
k(t− Vi)− Ek(t− Vi)
)
.
Lemma 3.1.7. The sequences of processes (∆1,n) and (∆2,n)
converge almost surely to respectively ∆1 and ∆2, and those limiting
processes are continuous.
Proof. Since mn = o(n) as n tends to infinity by (3.1.4), the strong
law of large numbers implies that almost surely for n large enough,
∆1,n(t) =
∑
i>1
(W
−1/α
i − i−1/α)k(t− Vi)1{Wi 6 mn }
and
∆2,n(t) =
∑
i>1
i−1/α
(
k(t− Vi)− Ek(t− Vi)
)
1{Wi 6 mn } .
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The strong law of large numbers and the law of the iterated logarithm
yield, uniformly on [ 0, 1 ],
lim
n→∞
∣∣∣∑
i>1
(W
−1/α
i − i−1/α)k(t− Vi)1{Wi > mn }
∣∣∣
6 2|k|[0,1] lim
n→∞
∑
i>1
√
i log log i
i1+(1/α)
1{ i > mn/2 } .
Since α < 2, this proves the convergence of ∆1,n to ∆1.
To prove the continuity of the limiting process ∆1, we have for
0 6 s 6 t 6 1,
|∆1(t)−∆1(s)| 6
∑
i>1
|W−1/αi − i−1/α|ωk(t− s)
and the series in this upper bound converges almost surely.
To prove the convergence of ∆2,n to ∆2 requires three steps.
Step 1. Convergence of the finite dimensional distributions. The
remainder∑
i>1
i−1/α
(
k(t− Vi)− Ek(t− Vi)
)
1{Wi > mn }
has variance at most c
∑
i>1 i
−2/αP{Wi > mn }. This variance
tends to 0 as n tends to infinity, and hence, the finite dimensional
distributions of (∆2,n) converge to those of ∆2.
Step 2. Tightness. Recall that the modulus of continuity ωk,r was
defined before (1.11). We first prove that for any integer r at least
2,
E|∆2,n(t)−∆2,n(s)|r 6 cωk,r(t− s) . (3.1.15)
We consider first the case r = 2. Since the summands in ∆2,n are
centered and independent given (Wi)i>1,
E
((
∆2,n(t)−∆2,n(s)
)2 ∣∣∣ (Wi)i>1)
=
∑
i>1
i−2/αVar
(
k(t− Vi)− k(s− Vi)
)
1{Wi 6 mn } .
Hence,
E
(
∆2,n(t)−∆2,n(s)
)2
6
∑
i>1
i−2/αE
(
k(t− Vi)− k(s− Vi)
)2
P{Wi 6 mn }
6 ωk,2(t− s)
∑
i>1
i−2/α .
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Assume now that r is an integer greater than 2. Given (Wi)i>1,
the summands in ∆2,n are independent and centered. Writing
Ai = k(t− Vi)− k(s− Vi)− E
(
k(t− Vi)− k(s− Vi)
)
,
the Marcinkiewicz-Zygmund inequality (see e.g. Chow and Teicher,
1988, §10.3, Theorem 2) implies
E
(|∆2,n(t)−∆2,n(s)|r ∣∣ (Wi)i>1)
6 cE
(∣∣∣∑
i>1
A2i i
−2/α
1{Wi 6 mn }
∣∣∣r/2 ∣∣∣ (Wi)i>1) . (3.1.16)
Since α is less than 2, the inequality α/r < 1 − α(r − 2)/(2r)
holds. Thus, one can find a θ between α/r and 1 − α(r − 2)/(2r).
Such a θ is clearly between 0 and 1 as well. Thus, writing i−2/α
as i−2θ/αi−2(1−θ)/α and using Ho¨lder’s inequality with conjugate
exponents r/2 and r/(r − 2), we have
∑
i>1
A2i i
−2/α
1{Wi 6 mn }
6
(∑
i>1
|Ai|ri−θr/α
)2/r(∑
i>1
i−2(1−θ)r/α(r−2)1{Wi 6 mn }
)(r−2)/r
.
Using this bound and taking expectation with respect to (Wi)i>1
in (3.1.16), we obtain that the expectation over (Wi)i>1 of the left
hand side of (3.1.16) is at most
cE
∑
i>1
|Ai|ri−θr/α
(∑
i>1
i−2(1−θ)r/α(r−2)
)(r−2)/2
;
our choice of θ ensures that both series in this upper bound are finite
for the exponents of i are both less than −1. Hence, the expectation
over (Wi)i>1 of the left hand side of (3.1.16) is at most cE|A1|r.
We have
E|Ai|r 6 2r
(
E|k(t− Vi)− k(s− Vi)|r
+
∣∣E(k(t− Vi)− k(s− Vi))∣∣r)
6 2r+1E|k(t− Vi)− k(s− Vi)|r .
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This proves (3.1.15).
Assumption (1.11) and Kolmogorov’s criterion (see e.g. Stroock,
1994, Theorem 3.4.16) then yield the convergence of ∆2,m to ∆2 in
distribution.
Step 3. The Ito-Nisio theorem (see e.g. Kwapien´ and Woyczyn´ski,
1992, §2.1) implies that this convergence in distribution is in fact an
almost sure one.
The continuity of ∆2 comes from assumption (1.11) and Kol-
mogorov’s criterion.
Combining (3.1.13), (3.1.14) and Lemma 3.1.7 we obtain that
T
+
n −
∑
16i6mn
i−1/αEk( · − Vi) d= ∆1 +∆2 + oP (1)
where the oP (1) term is uniform.
It remains to identify the limiting process as indeed an integral
with respect to a Le´vy stable process.
Note that
∆1 +∆2 =
∑
i>1
W
−1/α
i k(· − Vi)− i−1/αEk(· − Vi) .
We consider the random measure
N =
∑
i>1
δ
(Vi,W
−1/α
i
)
.
Exercise 5.4 in Resnick (2007, §5.7) shows that N is a Poisson
random measure. Its mean measure is given by
EN
(
[ 0, t ] × [x,∞)) = tE♯{ i : Wi 6 x−α }
= tx−α .
Consider the family of stochastic processes, for 0 < ǫ < 1,
L+ǫ (s) =
∫
[0,s]×(1,∞)
xdN(v, x) +
∫
[0,s]×(ǫ1/α,1]
xd
(
N − EN)(v, x) .
It follows from the Ito representation of Le´vy processes (see e.g.
Resnick, 2007, §5.5.1) that L+ = limǫ→0 L+ǫ exists almost surely
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and is a Le´vy stable process, and this convergence is in fact locally
uniform on the nonnegative real line (Ito, 1969, §1.7, Proposition 3).
We rewrite L+ǫ (s) as
∑
i>1
1[0,s](Vi)1[0,1/ǫ](Wi)W
−1/α
i −
∫
[0,s]×(ǫ1/α,1)
αx−α dv dx .
Agreeing to read (ǫ1/α−1 − 1)/(α − 1) as − log ǫ when α is 1, this
yields
dL+ǫ (s) =
∑
i>1
W
−1/α
i dδVi(s)1{Wi 6 1/ǫ } −
α
α− 1(ǫ
1/α−1 − 1) ds .
Therefore, whenever 0 6 t 6 1,
(k ⋆ L˙+ǫ )(t)
=
∫
k(t− s) dL+ǫ (s)
=
∑
i>1
k(t−Vi)W−1/αi 1{Wi 6 1/ǫ }−
α
α− 1(ǫ
1/α−1−1)
∫
k(t−s) ds .
Hence, we see that almost surely whenever n is large enough,
A4,n(t) = k ⋆ L˙
+
1/mn
(t)+
α
α− 1(m
1−1/α
n − 1)
∫
k(t− s) ds . (3.1.17)
In our next lemma, we show that the term added to k ⋆ L˙+1/mn to
obtain A4,n is essentially the centering T
+
n .
Lemma 3.1.8. For any α in (0, 2), we have
lim
n→∞
sup
06t61
∣∣∣T+n (t)− αα− 1(m1−1/αn − 1)
∫ 1
0
k(t− s) ds
∣∣∣ = 0 .
Proof. We give the proof when α 6= 1. With obvious changes, the
same proof applies when α is 1.
Using (3.1.3), the expectation involved in T+n satisfies
n
F←(1− 1/n)µ
+
n =
α
α− 1(m
1−1/α
n − 1) + o(1) . (3.1.18)
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The summation involved in T+n is
∑
16i6n kn(t− i/n). Since∣∣∣kn(t− i
n
)
− n
∫ i/n
(i−1)/n
kn(t− u) du
∣∣∣ 6 ωkn(1/n)
and ωkn 6 ωk + 2|kn − k|[0,1], we have
sup
06t61
∣∣∣ ∑
16i6n
kn
(
t− i
n
)
− n
∫ 1
0
k(t− u) du
∣∣∣
6 n
(
ωk(1/n) + 3|kn − k|[0,1]
)
. (3.1.19)
Combining (3.1.18) and (3.1.19), we obtain that, T+n (t) is equal to(∫ 1
0
k(t− u) du+O(ωk(1/n) + |kn − k|[0,1]))
×
( α
α− 1(m
1−1/α
n − 1) + o(1)
)
=
α
α− 1(m
1−1/α
n −1)
∫ 1
0
k(t−u) du+O(ωk(1/n)(m1−1/αn +1))
+ O
(
(m1−1/αn + 1)|kn − k|[0,1]
)
+ o(1) .
The result follows if α is less than 1, and follows from (3.1.5)–(3.1.6)
and (3.1.7)–(3.1.8) if α is at least 1.
It remains for us to show that L+ has the proper Le´vy measure
ν+ defined in (3.1.1).
Lemma 3.1.9. The following equality holds
Eexp
(
itL+(1)
)
= exp
(∫ ∞
0
(
eitx − 1− itx1(0,1)(x)
)
dν+(x)
)
.
Proof. Set
f(v, x) = x1[0,1]×[ǫ1/α,∞)(v, x) and g(v, x) = x1[0,1]×[ǫ1/α,1](v, x) .
We see that L+ǫ (1) =
∫
f dN − ∫ g dEN . Thus,
E exp
(
itL+ǫ (1)
)
= exp
(∫
eitf − 1 dEN − it
∫
g dEN
)
= exp
(∫ ∞
ǫ1/α
(eitx − 1)αx−α−1 − it
∫ 1
ǫ1/α
αx−α dx
)
.
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This characteristic function converges to the one given in the right
hand side of the equality stated in the lemma. Since the distribution
of L+ǫ converges to that of L
+ (see e.g. Resnick, 2007, §5.5.1), this
proves the lemma.
3.2. Putting things together. After completing the proof of
Theorem 3.1.1, we will combine Theorems 2.1 and 3.1.1 to prove
Theorem 1.1. Of essential importance will be the identity
Sn−sn = F←(1−1/n)(T+n −T+n )+F←(1/n)(T−n −T−n )+n1/2σnMn .
(3.2.1)
End of the proof of Theorem 3.1.1. In the previous subsection,
we proved that there exists a sequence (bn) such that
(
nF (bn)
)
tends to infinity and the conclusion of Theorem 3.1.1 holds. To
go from this existence statement to a universal one, we keep writing
(bn) for the specific sequence which we constructed, and we write
(cn) for a positive sequence such that
(
nF (cn)
)
tends to infinity.
We chose an so that both
(
bn/(−an)
)
and
(
cn/(−an)
)
diverge to
infinity, so that (2.2) holds. We write T+n [bn] for the process T
+
n
based on a truncation at (bn) and T
+
n [cn] when the truncation is
at cn. Similarly, we write T
+
n [bn] and T
+
n [cn] for the corresponding
expectations, as well as Mn[an, bn] and Mn[an, cn]. Subtracting
equality (3.2.1) evaluated with the sequences (an) and (cn) from
equality (3.2.1) evaluated with the sequences (an) and (bn), dividing
by F←(1− 1/n), we obtain
0 = T+n [bn]− T+n [bn]− (T+n [cn]− T+n [cn]) +
n1/2σn[an, bn]
F←(1− 1/n)Mn[an, bn]
− n
1/2σn[an, cn]
F←(1− 1/n)Mn[an, cn] . (3.2.2)
Since the function f = F←(1 − 1/Id)/√Id is regularly varying of
positive index (1/α)− (1/2), we have
n1/2σn[an, bn]
F←(1− 1/n) ∼ c
n1/2bn
√
F (bn)
F←(1− 1/n) ∼ c
f(n/mn)
f(n)
= o(1)
as n tends to infinity. Thus, Theorem 2.1 implies
n1/2σn[an, bn]
F←(1− 1/n) |Mn[an, bn]|[0,1] = oP (1) (3.2.3)
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as n tends to infinity, and similarly with cn substituted for bn. Thus,
equality (3.2.2) implies
T
+
n [bn]− T+n [bn] = T+n [cn]− T+n [cn] + oP (1)
where the oP (1) term is uniform in [ 0, 1 ], proving Theorem 3.1.1.
3.3. Proof of Theorem 1.1. Our proof of Theorem 1.1 requires
us to establish a joint convergence of (T−n − T−n ,T+n − T+n ).
The limiting behavior of T−n − T−n can be obtained from that
of T+n − T+n by replacing the distribution F by M−1F . This is
straightforward when F is continuous, but requires some care when
it is not; this is the purpose of the following lemma. When the
distribution function of Xi is F , we write T
+
n [an, F ] and Tn[bn, F ]
for what we wrote previously as T−n [an] and T
+
n [bn]. Similarly, we
write T+n [bn, F ], T
−
n [an, F ], µ
−
n [an, F ] and µ
+
n [bn, F ], thus adding the
underlying distribution function as a bracketted argument.
Lemma 3.3.1. If p and q do not vanish then
(T−n − T−n )[an, F ] d= (T+n − T+n )[−an,M−1F ]
(
1 + o(1)
)
+ o(1) ,
as n tends to infinity with the o(1) terms being deterministic and
uniform over [0, 1].
Proof. Considering T−n , we have
T
−
n [an, F ](t) =
−1
F←(1/n)
∑
16i6n
kn(t− i/n)(−Xi)1(−an,∞)(−Xi)
=
(M−1F )
←(1− 1/n)
−F←(1/n) T
+
n [−an,M−1F ](t) . (3.3.1)
In order to compare T−n [an, F ] and T
+
n [−an,M−1F ], we first need
to compare µ−n [an, F ] and µ
+
n [−an,M−1F ], and this requires some
discussion on (M−1F )
←(1 − 1/n) and F←(1/n). Note that since
(M−1F )(x) = F (−x−),
−(M−1F )←(1− s) = − inf{x : F (−x−) 6 s }
= sup{ y : F (y−) 6 s } .
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Thus, if a real number x is greater than −(M−1F )←(1 − s), then
F (x) > s. Given the definition of F←, this implies that x is at least
F←(s). Consequently, for any positive s less than 1,
−(M−1F )←(1− s) > F←(s) ,
and, furthermore, for any 1 > t > s > 1,
F←(t) > −(M−1F )←(1− s) . (3.3.2)
Both inequalities may be strict if F has a jump at −(M−1F )←(1−s).
Considering now µ−n and a random variable X having distribution
function F ,
µ−n [an, F ] = −E
(−X1(−an,−F←(1/n))(−X))
= −µ+n [−an,M−1F ]
− E(−X1[(M−1F )←(1−1/n),−F←(1/n))(−X))
= −µ+n [−an,M−1F ]
+ E
(
X1(F←(1/n),−(M−1F )←(1−1/n)](X)
)
.
Since F is regularly varying, (3.3.2) implies that for any positive
u < v < 1,∣∣EX1(F←(1/n),−(M−1F )←(1−1/n)](X)∣∣
6
∣∣EX1(F←(u/n),F←(v/n))(X)∣∣
∼ α |F
←(1/n)|
n
v1−1/α − u1−1/α
α − 1 ,
the last fraction being interpreted as log(v/u) if α is 1. Since u and
v are arbitrary close to 1,
EX1(F←(1/n),−(M−1F )←(1−1/n)](X) = o(F
←(1/n)/n)
as n tends to infinity. It follows that
µ−n [an, F ] = −µ+n [−an,M−1F ] + o
(F←(1/n)
n
)
.
Then, as n tends to infinity and uniformly in t in [ 0, 1 ],
T
−
n [an, F ](t) =
1
−F←(1/n)
∑
16i6n
(
kn(t− i/n)µ+n [−an,M−1F ]
+ o
(F←(1/n)
n
))
=
(M−1F )
←(1− 1/n)
−F←(1/n) T
+
n [−an,M−1F ] + o(1) .
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This, (3.3.1) and the asymptotic equivalence (M−1F )
←(1 − 1/n) ∼
−F←(1/n) yield the lemma.
Write T+n [bn, F ] and T
−
n [an, F ] when the distribution of the Xi is
F . Assume until further notice that both p and q do not vanish.
Lemma 3.3.1 and Theorem 3.1.1 imply that the distribution of
(T−n − T−n )[an, F ] converges to that of k ⋆ L˙+.
To obtain a joint limiting distribution for (T−n −T−n ,T+n −T+n ), still
assuming that q does not vanish, note that the limiting distribution
of T+n − T+n was obtained through the representation (3.1.9) of the
order statistics. This representation allowed us to approximate T+n
by a process based on ω1, . . . , ωi with i of order mn. Using the
same representation for T−n leads to a representation in terms of
ωn−i+1, . . . , ωn with i of order n. Since the partial sums ωn−i+1 +
ωn−i+2 + · · · + ωn−i+k, 1 6 k 6 mn are not amenable to the usual
strong law of large numbers or the law of the iterated logarithm, our
proof for T+n does not yields a joint limiting result for (T
−
n ,T
+
n ). The
following modified construction will do. Let (ω
(1)
i )i>1 and (ω
(2)
i )i>1
be two independent sequences of random variables having a standard
exponential distribution. SetW
(1)
i = ω
(1)
1 + · · ·+ω(1)i ; similarly W (2)i
is the i-th partial sum of the (ω
(2)
i ). We set W
(1)
0 and W
(2)
0 to be 0.
Define N = ⌊n/2⌋ and define
W
(3)
i =
{
W
(1)
i if i 6 N ,
W
(1)
N +W
(2)
n−N −W (2)n−i if N < i 6 n.
By construction, (W
(3)
i )16i6n and (Wi)16i6n involved in (3.1.9) have
the same distribution for each fixed n. Note that (W
(3)
i )16i6n and
(W
(3)
n − W (3)n−i+1)16i6n obey the strong law of large numbers and
the law of the iterated logarithm. Let ω be a standard exponential
random variable independent of all random variables introduced
to far. Substituting (W
(3)
i )16i6n for (Wi)16i6n and W
(3)
n + ω for
Wn+1 in (3.1.9), the proof of Theorem 3.1.1, and in particular
the representation of T+n with A4,n, shows that T
+
n and T
−
n are
asymptotically independent, and that we can find (an) and (bn) such
that (T−n −T−n ,T+n −T+n ) converges in distribution to (k⋆L˙+1 , k ⋆L˙+2 ),
where L+1 and L
+
2 are independent copies of L
+. The meaning of this
convergence is that we can find versions of those processes so that
convergence holds almost surely in uniform norm. Representation
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(3.2.1) and Theorem 2.1— see also (3.2.3) — imply
Sn − sn
F←∗ (1− 1/n)
=
F←(1− 1/n)
F←∗ (1− 1/n)
(T+n − T+n ) +
F←(1/n)
F←∗ (1− 1/n)
(T−n − T−n )
+oP (1) , (3.3.3)
where the oP (1) term is uniform over [ 0, 1 ]. Since
lim
n→∞
F←(1− 1/n)
F←∗ (1− 1/n)
= p1/α and lim
n→∞
F←(1/n)
F←∗ (1− 1/n)
= −q1/α ,
(3.3.4)
we obtain, using Theorem 3.1.1, that (Sn − sn)/F←∗ (1 − 1/n) con-
verges in distribution to p1/αk ⋆ L˙+2 − q1/αk ⋆ L˙+1 .
Let L− be a Le´vy process whose Le´vy measure ν− is given by
dν−
dλ
(x) = α|x|−α−11(−∞,0)(x) ;
specifically, the characteristic function of L−(1) is
EeiθL
−(1) = exp
(∫ (
eiθx − 1− iθx1(−1,0)(x)
)
dν−(x)
)
.
One can check that −L+ and L− have the same distribution,
simply by comparing their characteristic functions at 1. Therefore,
considering two independent processes L+ and L−, we have
p1/αk ⋆ L˙+2 − q1/αk ⋆ L+1 d= p1/αk ⋆ L˙+ + q1/αk ⋆ L˙− .
Since p1/αL+ + q1/αL− has the same distribution as the process L,
it follows that the limiting process may be interpreted as k ⋆ L˙. This
proves that, when q does not vanish, the process (Sn − sn)/F←∗ (1−
1/n) converges in distribution to k ⋆ L˙.
We assume now that q vanishes. Given (3.3.3), it suffices to prove
that there exists a sequence (an) diverging to infinity, such that (2.2)
holds and
lim
n→∞
∣∣∣ F←(1/n)
F←∗ (1− 1/n)
(T−n − T−n )
∣∣∣
[0,1]
= 0 (3.3.5)
in probability. Indeed, if such sequence exists, Theorem 2.1 implies
(3.3.3), and, combined with (3.3.5), Theorem 1.1 will follow.
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Since F←∗ (1−1/n) is regularly varying and F←(1/n)/F←∗ (1−1/n)
tends to 0 as n tends to infinity, we can find a sequence (mn)
diverging to infinity and such that for any positive M ,
lim
n→∞
mnF
←
(
1/(Mn)
)
/F←∗ (1− 1/n) = 0 . (3.3.6)
If a sequence (mn) satisfies (3.3.6), so does any sequence diverging
at a slower rate. Thus, we can assume that (mn) is such that
mn/n is in the range of F . We set an = F
←(mn/n). We can
then find a sequence (m′n) diverging to infinity such that, setting
bn = F
←(1 − m′n/n), condition (2.2) holds. With these choices of
(an) and (bn), we apply Theorems 2.1 and 3.1.1, so that, once we
will have proved (3.3.5), identity (3.3.3) yields Theorem 1.1 when q
vanishes.
For our choice of (an) we have
∣∣∣ F←(1/n)
F←∗ (1− 1/n)
T
−
n (t)
∣∣∣
[0,1]
6
|kn|[0,1]|X1,n|
F←∗ (1− 1/n)
♯{ i : Xi 6 an } . (3.3.7)
Let (Ui)i>1 be a sequence of independent random variables, all
uniformly distributed over [ 0, 1 ]. We write (Ui,n)16i6n for the order
statistics of (Ui)16i6n. Without loss of generality, we assume that
Xi = F
←(Ui).
Let ǫ be a positive real number. Since the distribution of nU1,n
converges to an exponential one, we can find a positive M such that
for any n large enough
P{U1,n 6 1/(nM) } 6 ǫ .
Writing Gn for the empirical distribution function of (Ui)16i6n and
Fn for that of (Xi)16i6n, we have, following Shorack and Wellner
(1986, Theorem 2, p.4, and Proposition 1, p.5),
♯{ i : Xi 6 an } = nFn(an) d= nGn
(
F (an)
)
= nGn(mn/n) .
Using Daniels’ linear bound (see e.g. Shorack and Wellner, 1986,
Theorem 2, p.345), Gn(mn/n) 6 Mmn/n with probability at least
1 − ǫ, provided M is large enough. Thus, with probability at least
1− 2ǫ, the right hand side of (3.3.7) is at most
|kn|[0,1]
∣∣F←(1/(nM))∣∣
F←∗ (1− 1/n)
Mmn .
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This tends to 0 under (3.3.6) and (1.9). This proves that the left
hand side of (3.3.7) tends to 0 in probability. Finally,
∣∣∣ F←(1/n)
F←∗ (1− 1/n)
T
−
n (t)
∣∣∣
[0,1]
6
n|k|[0,1]
F←∗ (1− 1/n)
E|Xi|1(F←(1/n),an)(Xi)
6 n|k|[0,1]F (an)|F
←(1/n)|
F←∗ (1− 1/n)
= |k|[0,1]mn|F
←(1/n)|
F←∗ (1− 1/n)
tends to 0 as n tends to infinity since (3.3.6) holds. This proves
(3.3.5) as well as the convergence in distribution of the process
(Sn−sn)/F←∗ (1−1/n) in Theorem 1.1, regardless whether q vanishes
or not.
It remains to prove that the distribution of the piecewise constant
process (Sn − sn)/F←∗ (1− 1/n) converges to the distribution k ⋆ L˙.
Since Sn − sn and Sn − sn coincide on the points (i/n)06i6n and
the latter process is a linear interpolation of the former one on those
points, we see that
|Sn − sn − (Sn − sn)|[0,1]
= max
06i6n
∣∣∣(Sn − sn)( i+ 1
n
)
− (Sn − sn)
( i
n
)∣∣∣
= max
06i6n
∣∣∣(Sn − sn)( i+ 1
n
)
− (Sn − sn)
( i
n
)∣∣∣ . (3.3.8)
Since the limiting process k ⋆ L˙ is continuous, (3.3.8) implies that
|Sn − sn − (Sn − sn)|[0,1]
F←∗ (1− 1/n)
= oP (1) (3.3.9)
as n tends to infinity. Thus the weak convergence of the distribution
of (Sn− sn)/F←∗ (1− 1/n) implies that of (Sn− sn)/F←∗ (1− 1/n) to
the same limit, and this proves Theorem 1.1.
3.4. Proof of Corollary 1.2. Considering Ai,n = 1/
√
n in Lemma
2.1.2, we see that (Zi,n/
√
n)16i6n obeys the Lindeberg condition.
Prokhorov’s theorem (1956, Theorem 3.1) implies the convergence
in distribution of the partial sum process t 7→ n−1/2∑16i6nt Zi,n
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to a Wiener process. In particular, this partial sum process is
stochastically bounded over [ 0, 1 ]. Then, (3.2.1) and (3.2.3) imply
Sn − sn = F←(1− 1/n)(T+n − T+n ) + F←(1/n)(T−n − T−n )
+ oP
(
F←∗ (1− 1/n)
)
as n tends to infinity, and the oP -term is uniform over [ 0, 1 ]. Define
L
+
n (t) =
1
F←(1− 1/n)
∑
16i6nt
Xi1(bn,∞)(Xi)
and the corresponding centering
L
+
n (t) =
⌊nt⌋µ+n
F←(1− 1/n) .
We write T+n (t) as the sum of kn(0)L
+
n (t) and
T0,n(t) =
1
F←(1− 1/n)
∑
16i6nt
(
kn
(
t− i
n
)
− kn(0)
)
Xi1(bn,∞)(Xi) .
We also define
T
+
0,n(t) =
1
F←(1− 1/n)
∑
16i6nt
(
kn
(
t− i
n
)
− kn(0)
)
µ+n .
The process L+n is not amenable to Theorem 3.1.1 because assump-
tion (1.10) fails if kn = 1[0,1], and therefore, the following proposition
requires a proof.
Proposition 3.4.1. The process (L+n −L+n ,T+0,n−T+0,n) converges
in distribution to
(
L+, (k− k(0)) ⋆ L˙+) in D[ 0, 1 ]×C[ 0, 1 ] endowed
with the product of the Skorokhod and uniform topologies.
To prove Proposition 3.4.1, we will use notations copied from
those of the proof of Theorem 3.1.1; in particular, we consider
the version of the innovations (Xi)16i6n given by (3.1.9). For the
corresponding version of T+0,n, the proof of Theorem 3.1.1 shows that
lim
n→∞
∣∣T+0,n − T+0,n − (k − k(0)) ⋆ L˙+∣∣[0,1] = 0
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in probability. Thus, to prove Proposition 3.4.1, we concentrate on
L
+
n .
With the same version of the innovations, considering kn = 1[0,1]
in the proof of Theorem 3.1.1, we see that
lim
n→∞
|L+n −A3,n|[0,1] = 0 (3.4.1)
in probability. Note that for t in [ 0, 1 ],
A3,n(t) =
∑
16i6n
1{Gn(Vi) 6 t }W−1/αi 1{Wi 6 mn } ,
while
A4,n(t) =
∑
16i6n
1{Vi 6 t }W−1/αi 1{Wi 6 mn } .
Recall that D[ 0, 1 ] equipped with the Skorokhod topology can be
metrized with the following distance (see Billingsley, 1968, §14): if f
and g are in D[ 0, 1 ], define their distance dSk(f, g) as the infimum of
all positive ǫ such that there exists a continuous and increasing map
λ from [ 0, 1 ] into itself such that |λ−Id|[0,1] 6 ǫ and |f−g◦λ|[0,1] 6 ǫ.
Lemma 3.4.2. The following limit holds in probability,
lim
n→∞
dSk
(
A3,n − L+n , A4,n − Idα
m1−1/αn − 1
α− 1
)
= 0 .
Proof. Consider the set
In = { i : 1 6 i 6 n ; Wi 6 mn }
and the event
Ωn = {max
i∈In
Gn(Vi) 6 1− 1/n } .
We claim that limn→∞ P(Ωn) = 1. Indeed, Ωn does not occur if
and only if maxi∈In Vi = max16i6n Vi. Since (Vi) and (Wi) are
independent,
P{max
i∈In
Vi = max
16i6n
Vi | In } = ♯In/n .
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The strong law of large number ensures that ♯In ∼ mn almost
surely as n tends to infinity. The claim follows from the dominated
convergence theorem applied to the sequence ♯In/n, upon noting
that this sequence is less than 1 and converges almost surely to 0.
Consider now a function λn such that λn(Vi) = Gn(Vi) whenever
i is in In. Since all the Vi are almost surely distinct, this function
is increasing on {Vi : i ∈ In }. We extend it to [ 0, 1 ] by defining
λ(0) = 0 and λ(1) = 1, and, furthermore, requiring that λn is linearly
interpolated between the points where we defined it so far, that is,
0, {Vi : i ∈ In } and 1. On Ωn the function λn is increasing.
We see that A3,n ◦ λn and A4,n are step functions whose jumps
are at the points (Vi)i∈In , and that they coincide on their jumps.
Hence, they are equal.
From (3.1.3) and, say, (3.1.4), we deduce that
L
+
n (t) =
⌊nt⌋
n
(
α
m
1−1/α
n − 1
α− 1 + o(1)
)
= tα
m
1−1/α
n − 1
α− 1 + o(1)
as n tends to infinity, and with the o(1)-term being uniform over
[ 0, 1 ]. Thus, we have
∣∣∣(A3,n − L+n ) ◦ λn − (A4,n − Idαm1−1/αn − 1α− 1
)∣∣∣
[0,1]
6 |L+n ◦ λn − L+n |[0,1] +
∣∣∣L+n − Idαm1−1/αn − 1α− 1
∣∣∣
[0,1]
6 c|λn − Id|[0,1](m1−1/αn ∨ 1) + o(1) .
Finkelstein’s (1971) theorem and (3.1.4) imply that this upper bound
tends to 0 almost surely as n tends to infinity. Since |λn − Id|[0,1]
tends to 0 almost surely as n tends to infinity, the lemma follows.
Proof of Proposition 3.4.1. Given (3.1.17), Lemma 3.4.2 asserts
lim
n→∞
dSk(A3,n − L+n , L+1/mn) = 0
in probability. Recall (Ito, 1969, Proposition 3, §1.7) that
lim
n→∞
|L+1/mn − L+|[0,1] = 0 (3.4.2)
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almost surely. In particular, dSk(L
+
1/mn
, L+) converges to 0 almost
surely as n tends to infinity.
Combining (3.4.1), Lemma 3.4.2 and (3.4.2), we obtain that
limn→∞ dSk(L
+
n − L+n , L+) = 0 in probability, and this proves
Proposition 3.4.1.
While addition of function in D[ 0, 1 ] endowed with the Skorokhod
topology is not continuous, one can check from the definition of
the distance dSk that if a sequence (fn) converges to some limit
f in the Skorokhod topology and a sequence (gn) converges to
a limit g uniformly, then (fn + gn) converges to f + g in the
Skorokhod topology. Then, it follows from Proposition 3.4.1 that,
for the particular representation (3.1.9) of the innovations, T+n − T+n
converges to
(
k − k(0)) ⋆ L˙+ + k(0)L+, that is, to k ⋆ L˙+, in the
Skorokhod topology. We then argue as in the proof of Theorem
3.1.1 to show that the undue restrictions on the growth of (mn) can
be removed, that T+n and T
−
n are asymptotically independent, and,
finally, that indeed the conclusion of Corollary 1.2 is valid.
4. Point process limit and putting things together. The
purpose of this section is to prove Theorem 1.3. Its structure is very
similar to that of the previous section and shows how the technique
of a separate consideration of a middle and two extreme parts can be
applied for the slightly different problem of proving the convergence
of the distributions of point processes.
4.1. Point process limit. In the context of Theorem 1.3, we
consider the weak∗ convergence of the distributions of the point
processes
∑
16i6n δ(i/n,(T+n−T+n )(i/n)). For notational convenience, it
is easier to think of the sequence κi as a function
κ(x) = κ⌊x⌋ .
The analogue of Theorem 3.1.1 is then the following.
Theorem 4.1.1. Assume that (1.1), (1.12) and (1.13) hold.
For any positive sequence (bn) such that limn→∞ nF (bn) = ∞, the
distribution of the point process∑
16i6n
δ(i/n,(T+n−T+n )(i/n))
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converges to that of
∑
j>1
∑
i>0 δ(Vj,κiW−1/αj )
.
The remainder of this subsection is devoted to the proof of this
theorem for a particular sequence (bn) which allows one not to use
the centering T+n . The extension to all proper sequences (bn) will be
done in the next subsection. The partial result is as follows.
Proposition 4.1.2. Under (1.1) and (1.12), there exists a
sequence (bn) such that limn→∞ nF (bn) = ∞ and the distribution
of the point process ∑
16i6n
δ(i/n,T+n (i/n))
converges to that of
∑
j>1
∑
i>0 δ(Vj,κiW−1/αj )
.
We now prove this partial result.
As in the proof of Theorem 3.1.1, we construct bn as a quantile
F←(1−mn/n) and impose restrictions on the growth of (mn). Our
first requirement is that (mn) satisfies (3.1.2). We strengthen (3.1.4)
into
lim
n→∞
mn logmn
n1/4
(log logn)1/4 = 0 . (4.1.1)
This implies limn→∞mn/n
1/4 = 0. Furthermore, since (κn) con-
verges to 0, so does the function
κ↓(x) = sup{ |κn| : n > x } .
We then require (mn) to diverge slowly enough so that
lim
n→∞
mnκ
↓
( n
m3n
)
= 0 . (4.1.2)
We agree that substituting kn for kn in a quantity Aj,n defined
in section 3.1 results in Aj,n.
Similarly to equality (3.1.10), we see that T+n has the same
distribution as A0,n. Substituting kn for kn in the definition of A3,n
in the proof of Theorem 3.1.1, let
A3,n(t) =
∑
16i6n
kn
(
t− τ(i)
n
)
W
−1/α
i 1{Wi 6 mn } .
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The proofs of Lemmas 3.1.3, 3.1.4, and 3.1.5, show that under (3.1.2)
and (3.1.4),
lim
n→∞
|A0,n −A3,n|[0,1] = 0
almost surely.
It is convenient to introduce an extra approximation,
A5,n(t) =
∑
16i6mn
kn
(
t− τ(i)
n
)
W
−1/α
i .
Lemma 4.1.3. limn→∞ |A3,n −A5,n|[0,1] = 0 almost surely.
Proof. Comparing the expressions for A3,n and A5,n, we consider
the difference
1{Wi 6 mn } − 1{ i 6 mn }
and argue as in the proof of Lemma 3.1.5.
As in the proof of Theorem 3.1.1, Gn denotes the empirical dis-
tribution function of n independent random variables (Vi)16i6n uni-
formly distributed over [ 0, 1 ] and independent from all the previous
random variables. We write τ(i) = nGn(Vi). Extending κ by setting
κ(i) = 0 if i is negative, we have
A5,n(t) =
∑
16i6mn
κ
(
n
(
t−Gn(Vi)
))
W
−1/α
i .
Let (Vi,mn)16i6mn be the order statistics for V1, . . . , Vmn . Let θ
be the permutation on { 1, 2, . . . ,mn } such that Vi,mn = Vθ(i). For
notational simplicity, define ν0,n = 0,
νi,n = nGn(Vi,mn) , 1 6 i 6 mn ,
and νmn+1,n = n+ 1. We see that
A5,n(i/n) =
∑
16j6mn
κ(i− νj,n)W−1/αθ(j) .
The intuition for what follows is that i − νj,n is either negative or
very large for all but one j, the one such that νj,n 6 i < νj+1,n.
So, except for one j, the term κ(i − νj,n) is small and should not
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contribute significantly to A5,n(i/n). To set up this approximation
by a single term, for any i = 1, 2, . . . , n, let j∗ = j∗(i) be such that
νj∗,n 6 i < νj∗+1,n .
Set
Bn(i) =
{
κ(i− νj∗,n)W−1/αθ(j∗) if i > ν1,n,
0 if i < ν1,n.
Since κ(·) vanishes on the negative half-line, we have
A5,n(i/n)− Bn(i) =
∑
16j<j∗
κ(i− νj,n)W−1/αθ(j) . (4.1.3)
To bound i− νj,n, from below, we will use the following result.
Lemma 4.1.4. Assume that (4.1.1) holds. Then,
(i) the distribution of n−1m2nmin06j6mn νj+1,n − νj,n converges to
a standard exponential one;
(ii) lim
n→∞
max
06j6mn
∣∣∣ νj+1,n − νj,n
n(Vj+1,mn − Vj,mn)
− 1
∣∣∣ = 0 in probability;
(iii) lim
n→∞
min
06j6mn
νj+1,n − νj,n = +∞ almost surely.
Proof. (i) The central limit theorem for the empirical process implies
νj+1,n − νj,n = n(Vj+1,mn − Vj,mn) +OP (
√
n) , (4.1.4)
the OP (1)-term being uniform in 0 6 j 6 mn. The result is then
a restatement of the asymptotic behavior of the smallest spacing
min06j6mn Vj+1,mn−Vj,mn (see Shorack and Wellner, 1986, chapter
21, §2, Theorem 1, p. 726).
(ii) Given (4.1.4), assertion (i) of the current lemma and the conver-
gence of the distribution of the normalized smallest spacing to an
exponential one,
∣∣∣ νj+1,n − νj,n
n(Vj+1,mn − Vj,mn)
− 1
∣∣∣ = OP(
√
n
nmin06j6mn(Vj+1,mn − Vj,mn)
)
= OP
(m2n√
n
)
.
The result follows from (4.1.1).
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(iii) Finkelstein’s (1971) law of the iterated logarithm implies
min
06j6mn
νj+1,n−νj,n = n min
06j6mn
(
Vj+1,mn−Vj,mn+O
( log logn
n
)1/2)
(4.1.5)
almost surely. Theorem 3.1 in Devroye (1982) implies
lim
n→∞
m2n log
2mn min
06j6mn
Vj+1,mn − Vj,mn = +∞
almost surely. Hence, using (4.1.1), the right hand side of (4.1.5) is
at least
n
( 1
m2n log
2mn
+O
( log log n
n
)1/2)
∼ n
m2n log
2mn
.
Under (4.1.1), this diverges to infinity.
Our next result shows that A5,n(i/n) is well approximated by
Bn(i) uniformly in i.
Lemma 4.1.5. limn→∞max16i6n |A5,n(i/n) − Bn(i)| = 0 in
probability.
Proof. Given (4.1.3) and that j∗ is at most mn,
|A5,n(i/n)−Bn(i)| 6
∑
16j<j∗
κ↓(νj∗,n − νj,n)W−1/αθ(j)
6 mnκ
↓
(
min
16j<j∗
(νj∗,n − νj,n)
)
W
−1/α
1 . (4.1.6)
Thus, given Lemma 4.1.4, for any positive ǫ we can find a positiveM
such that with probability at least 1− ǫ, the upper bound in (4.1.6)
is at most mnκ
↓(n/Mm2n)W
−1/α
1 . Assumption (4.1.2) implies that
this upper bound tends to 0 with n.
Our next lemma proves the convergence of the point process based
on Bn.
Lemma 4.1.6. The distribution of the point process∑
16i6n
δ(i/n,Bn(i))
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converges to that of
∑
j>1
∑
i>0
δ
(Vj,κiW
−1/α
j
)
.
Proof. Write Nn for the point process
∑
16i6n δ(i/n,Bn(i)), and let
f be a function with compact support in [ 0, 1 ]× (R \ { 0 }). Writing
f as f1[0,1]×(−∞,0) + f1[0,1]×(0,∞), there is no loss of generality in
what follows to assume that the support of f is a compact subset
of [ 0, 1 ] × (0,∞). Thus, this support lies in a strip [ 0, 1 ] × (ǫ,∞)
for some positive ǫ. The strong law of large numbers guarantees the
existence of a random integer j0 such that W
−1/α
j 6 ǫ/(2|κ|∞) for
any j at least j0. Since κ tends to 0 at infinity and the sequence
(W
−1/α
j ) is almost surely bounded, there exists a random i0 such
that the function κ is at most ǫ/(2maxj>1W
−1/α
j ) on [ i0,∞). Since
min16j6mn νj,n − νj−1,n tends to infinity almost surely, as shown in
Lemma 4.1.4.(iii), this implies that there exists a random n0 such
that for any n at least n0, for a point
(
i/n,Bn(i)
)
to be in the
support of f we must have i− νj∗,n 6 i0 and θ(j) 6 j0. Thus, for n
at least n0, and since Bn(i) vanishes for i < ν1,n,∑
16i6n
δ(i/n,Bn(i))f
=
∑
16j6mn
∑
νj,n6i<νj+1,n
f
(
i/n, κ(i− νj,n)W−1/αθ(j)
)
=
∑
16j6mn
1{ θ(j) 6 j0 }
∑
06i6i0
f
(νj,n + i
n
, κ(i)W
−1/α
θ(j)
)
. (4.1.7)
Since f is uniformly continuous and only j0 integers j are such that
θ(j) 6 j0, (4.1.7) implies
Nnf =
∑
16j6mn
1{ θ(j) 6 j0 }
∑
06i6i0
f
(νj,n
n
, κiW
−1/α
θ(j)
)
+ o(1)
almost surely. The set { θ(j) : 1 6 j 6 mn } covers { 1, . . . , j0 }
whenever mn exceeds j0. Moreover, by the Glivenko-Cantelli theo-
rem,
|n−1νj,n − Vθ(j)| = |n−1νj,n − Vj,mn | = o(1)
almost surely. Thus,
Nnf =
∑
16j6j0
∑
06i6i0
f(Vj, κiW
−1/α
j ) + o(1) . (4.1.8)
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Given how i0 and j0 were defined, this implies
Nnf =
∑
j>1
∑
i>0
f(Vj , κiW
−1/α
j ) + o(1)
almost surely. This proves a stronger result than stated in the
lemma.
We can now conclude the proof of Proposition 4.1.2. Since
A0,n and A0,n coincide on the points (i/n)16i6n, equality (3.1.10)
shows that, for each n, the tuple
(
T
+
n (i/n)
)
16i6n
has the same
distribution as
(
A0,n(i/n)
)
16i6n
. Lemmas 4.1.3 and 4.1.5 imply that
max16i6n |A0,n(i/n)−Bn(i)| tends to 0 in probability as n tends to
infinity. Then, it follows from (4.1.8) that∑
16i6n
δ(i/n,A0,n(i/n))f −Nnf = oP (1)
as n tends to infinity. Combined with Lemma 4.1.6, this implies
Proposition 4.1.2.
4.2. Putting things together. Combining Theorem 2.1 and
Proposition 4.1.2, we complete the proofs of Theorems 4.1.1.
Proof of Theorem 4.1.1. As in section 3.2, we write T+n [bn] and so
on for the process T+n based on a truncation (bn) constructed in the
previous section, which guarantees that the conclusion of Proposition
4.1.2 holds.
Our first lemma shows that the process Mn, properly rescaled,
can be ignored.
Lemma 4.2.1. limn→∞
√
nσn
F←∗ (1− 1/n) |Mn|[0,1] = 0 in probabil-
ity.
Proof. From the proof of Lemma 2.2.2, specifically inequality
(2.2.1), we deduce that for any 0 6 p 6 q 6 n,∣∣∣E(Mn( q
n
)
−Mn
( p
n
))r∣∣∣ 6 cr
n
∑
16i6n
∣∣∣kn(q − i
n
)
− kn
(p− i
n
)∣∣∣r
6
cr
n
∑
16i6n
|κq−i − κp−i|r
6 2r+1
cr
n
∑
16i6n
|κi|r .
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Hence, using (1.13), taking r even and large enough so that∑
i>1 |κi|r is finite, we obtain
E
∣∣∣Mn( q
n
)
−Mn
( p
n
)∣∣∣r 6 c
n
.
It then follows from Chebychef’s inequality that
P
{ ∣∣∣Mn( q
n
)
−Mn
( p
n
)∣∣∣ > t} 6 c
ntr
.
Thus, Bonferroni’s inequality implies
P
{
max
06q6n
∣∣∣Mn( q
n
)
−Mn(0)
∣∣∣ > t} 6 c
tr
.
SinceMn(0) = 0 and the processMn is linearly interpolated between
the points (i/n)06i6n, this implies that |Mn|[0,1] = OP (1) as n tends
to infinity. Since
√
nσn/F
←(1−1/n) tends to 0 as n tends to infinity,
the result follows.
Our next lemma shows that it is possible to ignore the centering.
Lemma 4.2.2. We can choose (bn) so that Proposition 4.1.2
holds and |T+n |[0,1] = o(1) as n tends to infinity.
Proof. We have
T
+
n (t) =
1
F←(1− 1/n)
∑
16i6n
κ(nt− i)µ+n
6 c
nµ+n
F←(1− 1/n)
1
n
∑
16i6n
|κ(i)| .
(4.2.1)
Since the sequence (κi) tends to 0 and nµ
+
n /F
←(1− 1/n) is the left
hand side of (3.1.3), the result follows from (3.1.3) by imposing (mn)
to grow slowly enough when α is at least 1.
Representation (3.2.1) and Lemma 4.2.1 imply
Sn − sn
F←∗ (1− 1/n)
= p1/α(T+n − T+n )− q1/α(T−n − T−n ) + oP
(
1) (4.2.2)
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where the oP term is uniform over [ 0, 1 ]. Subtracting this equality
with the truncations (an) and (bn) from the same equality with the
truncations (an) and (cn), we obtain∣∣T+n [cn]− T+n [cn]− (T+n [bn]− T+n [bn])∣∣[0,1] = oP (1)
as n tends to infinity. Thus, Lemma 4.2.2 yields
T
+
n [cn]− T+n [cn] = T+n [bn] + oP (1) .
Then, the same arguments as in the end of the proof of Propo-
sition 4.1.2 — see the proof of Lemma 4.1.6 and after — imply
that the distribution of
∑
16i6n δ(i/n,(T+n [cn]−T+n [cn])(i/n)) and that of∑
16i6n δ(i/n,T+n [bn](i/n)) have the same limit. This proves Theorem
4.1.1.
4.3. Proof of Theorem 1.3. The theorem follows from Lemma
4.2.1, (4.2.2) and Theorem 4.1.1, with the same arguments as at
the end of proof of Theorem 1.1 to show that the limiting behavior
of T−n can be deduced from that of T
+
n and that T
−
n and T
+
n are
asympotically independent.
5. Application to (g, F )-processes. A (g, F )-process is both an
extension and an abstraction of a FARIMA one. Beyond being more
general, the main motivation for introducing (g, F )-processes is that
they are better suited for calculations than FARIMA ones, because it
substitutes the asymptotics related to the gamma function involved
in the analysis of the coefficients of FARIMA processes by simpler
relations involving regularly varying functions. Such a process is
given by a function g, analytic on (−1, 1), and a distribution function
F , hence its name. It is defined as follows. Let (Xi)i>1 be a sequence
of independent random variables, equidistributed according to F .
We set Xi = 0 if i is nonpositive. Let B be the backward shift on
sequences, defined by BXi = Xi−1. The analytic function g has a
series representation g(x) =
∑
i>0 gix
i. A (g, F )-process is a discrete
time stochastic process (Sn)n>0 given by
Sn = g(B)Xn =
∑
06i<n
giXn−i =
∑
16i6n
gn−iXi .
Taking the function g to be 1/(1− Id) yields (Sn) to be the random
walk with increments (Xn). Taking g to be a rational function
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defined on the complex unit disk yields a causal ARIMA process.
Finally, FARIMA processes are obtained by taking g to be (1−Id)−d
times a rational function defined on the complex unit disk.
The usefulness of this class of processes in terms of calculation
comes from Karamata’s theorem for power series (Bingham, Goldie
and Teugels, 1989, Corollary 1.7.3), which allows us to relate the
asymptotic behavior of the coefficients (gn) to that of the function
g(1 − 1/Id). We first restate this result under the form given in
Lemma 5.1.1 in Barbe and McCormick (2008), which is tailored to
our analysis. For any positive real number x, we define the partial
sum of the coefficients,
g[0,x) =
∑
06i<x
gi
and set g[0,0) = 0.
Lemma 5.1. Assume that (gn) is ultimately monotone. Let γ be a
real number greater than −1. The sequence (gn) is regularly varying
of index γ − 1 if and only if the function g(1 − 1/Id) is regularly
varying of index γ at infinity. In this case, as n tends to infinity and
uniformly in x in any compact subset of the positive half-line,
(i) g⌊nx⌋ ∼
xγ−1
Γ(γ)
g(1− 1/n)
n
,
(ii) g[0,nx) ∼ x
γ
Γ(1 + γ)
g(1− 1/n).
We will need to assume in fact slightly more than the regular
variation involved in Lemma 5.1, namely that
(gn)n>0 is normalized regularly varying of index γ − 1;
this means (see e.g. Bingham, Goldie and Teugels, 1989, Theorem
1.9.8) that
gn+1
gn
= 1 +
γ − 1
n
(
1 + o(1)
)
(5.1)
as n tends to infinity, interpreted as gn+1/gn = 1+ o(1/n) when γ is
1. Equivalently, it means that the Karamata representation of the
sequence is, for n at least 1,
gn = Cn
γ−1 exp
( ∑
16i6n
δi/i
)
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where (δi) is a sequence converging to 0 (see Bingham, Goldie and
Teugels, 1989, §1.9).
Except when γ = 1, assumption (5.1) implies that (gn) is ulti-
mately monotone, and therefore, Lemma 5.1 applies.
We define the centering for our (g, F )-process,
cn,k = g[0,k)
∫ F←(1−1/n)
F←(1/n)
xdF (x) , k > 1 . (5.2)
Paralleling Theorem 1.1, we have the following.
Theorem 5.2. Assume that γ is greater than 1 and that (1.1) and
(5.1) hold. Let L be a Le´vy process satistfying (1.2). The distribution
of the process
t ∈ [ 0,∞) 7→ n(S⌊nt⌋ − cn,⌊nt⌋)
g[0,n)F←∗ (1− 1/n)
converges to that of the fractional Le´vy process
t ∈ [ 0,∞) 7→
∫ t
0
γ(t− s)γ−1 dL(s)
in D[ 0,∞) equipped with the topology of the uniform convergence on
compactas. The limiting process is continuous.
In contrast, when γ is less than 1, we have the following result.
It does not require (gn) to be a regularly varying sequence, but it
assumes that ∑
i>0
|gi|r <∞ for some positive r. (5.3)
Theorem 5.3. Assume that γ is less than 1 and that (1.1) and
(5.3) hold. Let
∑
i>1 δ(ti,xi) be a Poisson random measure with mean
intensity dλ⊗ dν. The distribution of the point process∑
i>1
δ(
i/n ,
Si−cn,i
F←
∗
(1−1/n)
)
converges to that of ∑
i>1
∑
j>0
δ(ti,gjxi) .
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If (gn) is regularly varying with index γ − 1, Theorems 5.2
and 5.3 leave open the case γ = 1. This case is more difficult
though not impossible to settle. First, if all the gi’s are equal,
the standard result on partial sum process applies. Second, if the
(gi) take distinct values, Avram and Taqqu’s (1992) results suggest
that one should consider convergence in the M1-topology. One can
reasonably conjecture that when γ = 1, if lim inf gn > 0 then the
convergence stated in Theorem 5.2 holds in the M1-topology, while
if limn→∞ gn = 0, then the conclusion of Theorem 5.3 remains.
In order to prove Theorems 5.2 and 5.3, we will use a scaling
argument. The following lemma is stated for convenience. Define
the function
h(M) =
{
α
α− 1(p1/α − q1/α)(1−M (1/α)−1) if α 6= 1,
(p− q) logM if α = 1.
Lemma 5.4. For any M greater than 1,
cnM,k − cn,k ∼ g[0,k)h(M)F
←
∗ (1− 1/n)
n
uniformly in nonnegative integers k and as n tends to infinity.
Proof.We prove the lemma when p does not vanish. The proof when
p vanishes follows by analogous arguments. The proof of Karamata’s
theorem shows that, as n tends to infinity,
∫ F←(1−1/nM)
F←(1−1/n)
xdF (x)
∼


α
α− 1(1−M (1/α)−1)
F←(1− 1/n)
n if α 6= 1,
logM
F←(1− 1/n)
n if α = 1.
We then use (3.3.4) to substitute p1/αF←∗ (1− 1/n) for F←(1− 1/n)
in this asymptotic equivalent.
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Similarly, and even if q vanishes, the same arguments shows that
∫ F←(1/n)
F←(1/nM)
xdF (x)
∼


−q1/α αα− 1(1−M (1/α)−1)
F←∗ (1− 1/n)
n if α 6= 1,
−q logMF
←
∗ (1− 1/n)
n if α = 1,
provided that, when q vanishes this asymptotic equivalence is un-
derstood as meaning that the left hand side is o
(
F←∗ (1− 1/n)/n
)
as
n tends to infinity. Given (5.2), this implies the lemma.
Proof of Theorem 5.3. To relate our (g, F )-processes to the
processes introduced in the first section, referring to (1.12), set
κi = gi if i is nonnegative, and κi = 0 otherwise. Then, considering
(1.7),
Sn(t) =
∑
16i6⌊nt⌋
κ⌊nt⌋−iXi
=
∑
06i<⌊nt⌋
giX⌊nt⌋−i
= S⌊nt⌋
for any t nonnegative. Thus,
sn(t) = g[0,nt)
∫ F←(1−1/n)
F←(1/n)
xdF (x) = cn,⌊nt⌋ .
Let M be a positive integer. Lemma 5.4 implies that
max
06i6nM
|cnM,i − cn,i|
F←∗ (1− 1/n)
6 c
g[0,nM)
n
.
Since γ is less than 1, this upper bound tends to 0 as n tends to
infinity.
Set
Rn(t) =
S⌊nt⌋ − cn,⌊nt⌋
F←∗ (1− 1/n)
.
The identity
Rn(i/n) =
F←∗ (1− 1/nM)
F←∗ (1− 1/n)
RnM (i/nM) +
cnM,i − cn,i
F←∗ (1− 1/n)
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and Lemma 5.4 then imply that, as n tends to infinity,
Rn(i/n) =M
1/αRnM (i/nM)
(
1 + o(1)
)
+ o(1) (5.4)
where the o(1)-terms are uniform in i between 0 and nM .
Theorem 1.3 with κi = gi yields that the distribution of the
random measure Nn =
∑
16i6n δ(i/n ,Rn(i/n)) converges to that of
∑
j>1
∑
i>0
δ
(Vj , p1/αgiW
−1/α
j
)
+ δ(V ′
j
,−q1/αgiW ′j
−1/α) . (5.5)
Exercise 5.4, p.163, in Resnick (2007) shows that
ΠM =
∑
j>1
δ
(VjM ,p1/αW
−1/α
j
M1/α)
+ δ(V ′
j
M ,−q1/αW ′
j
−1/αM1/α)
is a Poisson random measure with mean intensity (1[0,M ] dλ)⊗ dν.
Moreover, the random measure (5.5) is
∑
i>0
∫
δ(x,giy) dΠ1(x, y).
Combined with (5.4), this implies that for any integer M , the
distribution of the random measure
∑
16i6nM
δ(i/n,Rn(i/n))
=
∑
16i6nM
δ(
(i/nM)M,M1/αRnM (i/nM)(1+o(1))+o(1)
)
converges to that of
∑
i>0
∫
δ(xM,giyM1/α) dΠ1(x, y) =
∑
i>0
∫
δ(x,giy) dΠM (x, y) .
The result follows since M is arbitrary.
Proof of Theorem 5.2. Define kn(t) = ng⌊nt⌋/g[0,n) for t nonneg-
ative, and kn(t) = 0 for t negative. As in (1.5), the function kn is
defined as a linear interpolation of kn between the points (i/n)06i6n.
We have
nS⌊nt⌋
g[0,n)
=
∑
16i6nt
ng⌊nt⌋−i
g[0,n)
Xi =
∑
16i6n
kn(t− i/n)Xi ,
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and
sn(t) =
ng[0,nt)
g[0,n)
∫ F←(1−1/n)
F←(1/n)
xdF (x) =
ncn,⌊nt⌋
g[0,n)
.
Theorem 5.2 is then obtained by an application of Corollary 1.2.
Lemma 5.1 implies that the sequence (kn) converges to k =
γIdγ−1 locally uniformly in (0,∞). Since γ is greater than 1, this
convergence is in fact locally uniformly in [ 0,∞), showing that (1.9)
holds. We are left to check (1.11) and (1.10).
Checking (1.11). We take r = 2. Let 0 6 s 6 t 6 1 and set δ = t−s.
Define
φ(δ, s) = γ−2
∫ 1
0
(
k(t− u)− k(s− u))2 du
=
∫ t
0
(t− u)2(γ−1) du+
∫ s
0
(s− u)2(γ−1) du
− 2
∫ s
0
(t− u)γ−1(s− u)γ−1 du
=
(s+ δ)2γ−1 + s2γ−1
2γ − 1 − 2
∫ s
0
(δ + v)γ−1vγ−1 dv .
Since
∂φ
∂s
(δ, s) = (s+ δ)2(γ−1) + s2(γ−1) − 2(s+ δ)γ−1sγ−1
=
(
(s+ δ)γ−1 − sγ−1)2 ,
the function s 7→ φ(δ, s) is nondecreasing. Thus, if s is between 0
and 1− δ, this function is at most
φ(δ, 1− δ) = 1 + (1− δ)
2γ−1
2γ − 1 − 2
∫ 1−δ
0
(δ + v)γ−1vγ−1 dv . (5.6)
Note that
2
∫ 1−δ
0
v2γ−2 dv =
2
2γ − 1 − 2δ +O(δ
2) ,
and
2(γ − 1)δ
∫ 1−δ
0
v2γ−3 dv = δ +O(δ2) .
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Since
1 + (1− δ)2γ−1
2γ − 1 =
2
2γ − 1 − δ +O(δ
2) ,
equality (5.6) yields
φ(δ, 1−δ) = 2
∫ 1−δ
0
v2γ−2+(γ−1)δv2γ−3−(δ+v)γ−1vγ−1 dv+O(δ2)
as δ tends to 0. The change of variable v = wδ gives
φ(δ, 1 − δ) = 2δ2γ−1
∫ (1/δ)−1
0
w2γ−2 + (γ − 1)w2γ−3
−(1 + w)γ−1wγ−1 dw +O(δ2) .
The above integral is convergent at 0 since γ exceeds 1. The
integrand is
w2γ−2
(
1 +
γ − 1
w
−
(
1 +
1
w
)γ−1)
∼ − (γ − 1)(γ − 2)
2
w2(γ−2)
as w tends to infinity. Thus, we obtain
φ(δ, 1 − δ) =


O(δ2) if γ > 3/2,
O
(
δ2 log(1/δ)
)
if γ = 3/2,
O(δ2γ−1) if 1 < γ < 3/2
as δ tends to 0. This confirms (1.11) since γ > 1.
Checking (1.10). To evaluate the modulus of continuity ωkn of kn,
we first relate it to the increments of the sequence (gi). For this, for
any nonnegative integer r, define
Ωn(r) = max
06j6n−r
|gj+r − gj | .
Our next result relates the discrete modulus of continuity of kn to
Ωn and is stated for convenience.
Lemma 5.5. For any integer n and any nonnegative δ,
ωkn,r(δ) 6
( n
g[0,n)
Ωn(⌊nδ⌋)
)r
.
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Proof. This is immediate since
kn
(q − i
n
)
− kn
(p− i
n
)
=
n
g[0,n)
(gq−i − gp−i) .
We can now check the assumption of Lemma 2.2.3 when γ exceeds
2 and in some cases when γ = 2.
Lemma 5.6. If γ exceeds 2, or, more generaly, if (gn/n) is
asymptotically equivalent to a diverging nondecreasing sequence, then
there exists a constant c such that ωkn,r(δ) 6 cδ
r for all n large
enough.
Proof. For any positive r at most n, the inequality
|gj+r − gj | 6
∑
j6i<j+r
|gi+1 − gi|
implies Ωn(r) 6 rΩn(1). Since (gn/n) is ultimately bounded from
below by a positive constant, assumption (5.1) implies that Ωn(1)
is of order gn/n. Thus, using Lemma 5.1, there exists a constant c1
such that
n
g[0,n)
Ωn(⌊nδ⌋) 6 n
g[0,n)
⌊nδ⌋cgn
n
6 c1δ .
The result follows from Lemma 5.5.
In order to evaluate ωkn,r(δ) when gn/n is not ultimately bounded
from below by a positive number, we need the following extension
lemma.
Lemma 5.7. A sequence (cn)n>1 is normalized regularly varying
if and only if there exists a normalized regularly varying function c∗
such that cn = c
∗(n) ultimately.
Proof. Clearly the condition is sufficient. To prove that it is
necessary, consider the Karamata representation of (cn)n>1,
cn = n
ρC exp
( ∑
16i6n
δi
i
)
,
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where (δn) converges to 0. Define the function δ(u) = uδi+1/(i+ 1)
if i 6 u < i+ 1, i > 0. This ensures that
∑
16i6n
δi
i
=
∫ n
0
δ(u)
u
du .
The function δ(·) tends to 0 at infinity. The function
c∗(x) = xρC exp
(∫ x
0
δ(u)
u
du
)
is normalized regularly varying and, restricted to the integers, coin-
cides with the sequence (cn)n>1.
We now evaluate ωkn,r(δ) when γ is at most 2.
Lemma 5.8. Let γ be in (1, 2 ]. Let θ be any positive number
less than γ − 1. There exists a constant c such that for any n large
enough and any nonnegative integer r at most n,
n
g[0,n)
Ωn(r) 6 c
( r
n
)θ
.
In particular, there exists a constant c such that for any positive n
large enough,
ωkn,r(δ) 6 cδ
θr .
Proof. Lemma 5.5 shows that the second assertion follows from the
first one. So this lemma is really about the first assertion.
To prove it, recalling the definition of Ωn(r), we consider incre-
ments gi+r − gi in five different ranges of i and r which are illus-
trated below. We let i0 and r0 be two positive integers and M be a
(large) real number. The real number
θ is positive and less than γ − 1.
Case 1.
i1
r1
r
i
r = Mi
r = i/M
case 5
case 2case 4
case 3
case 1
We consider the range i > i1
and i/M 6 r 6 Mi. Since the se-
quence (gi) is regularly varying of in-
dex γ−1 under (5.1), the uniform con-
vergence theorem (Bingham, Goldie
and Teugels, 1989, Theorem 1.2.1) im-
plies that if i1 is chosen large enough,
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then for any i at least i1 and any λ in [ 1/M,M ],
|gi+⌊iλ⌋ − gi| 6 2gi
(
(λ+ 1)γ−1 − 1)
6 4gi(M + 1)
γ−1 . (5.7)
Thus, using Potter’s bounds (Bingham, Goldie and Teugels, 1989,
Theorem 1.5.6), since θ is less than γ − 1, provided that i1 is large
enough, (5.7) implies
|gi+⌊iλ⌋ − gi|
gn
6 4(M + 1)γ−1
( i
n
)θ
.
Writing r for ⌊iλ⌋, this yields, provided that i1 is chosen large enough
|gi+r − gi|
gn
6 8(M + 1)γ−1
1
λθ
( r
n
)θ
6 8(M + 1)θ+γ−1
( r
n
)θ
.
Case 2. We consider the range i 6 r/M and r > r1 and i > i1.
Since γ exceeds 1, assumption (5.1) implies that the sequence (gn)
is ultimately increasing. Thus, in the current range for i and r,
provided i1, r1 and M are large enough,
0 6 gi+r − gi 6 gi+r 6 2g⌊r((1/M)+1)⌋ .
Therefore, using Potter’s bounds, provided that r exceeds r1 and r1
is large enough,
0 6
gi+r − gi
gn
6 4
( 1
M
+ 1
)γ−1 gr
gn
6 8
( r
n
)θ
.
Case 3. We consider the range i > i1 and i > Mr. Combining
Lemma 5.7 and Proposition 5.2.2 in Barbe and McCormick (2009),
we see that ∣∣∣gi(1+r/i) − gir
i gi
− (γ − 1)
∣∣∣ 6 γ − 1
2
provided i1 and M are large enough. Thus,
|gi+r − gi| 6 3
2
(γ − 1)r
i
gi .
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Then, Potter’s bounds imply
|gi+r − gi|
gn
6 4(γ − 1)r
i
( i
n
)θ
6 4(γ − 1) r
n
( i
n
)θ−1
. (5.8)
Note that θ − 1 is nonpositive since γ is at most 2. Since i > Mr,
the inequality i/n > Mr/n holds, and therefore, (5.8) yields
|gi+r − gi|
gn
6 4(γ − 1) r
n
(Mr
n
)θ−1
= 4(γ − 1)Mθ−1
( r
n
)θ
.
Case 4. We consider the range i 6 i1 and r > r1. In this range,
povided r1 is large enough, since (gn) tends to infinity,
|gi+r − gi| 6 2gi+r 6 cgr .
Thus, using Potter’s bounds, provided r1 and n are large enough,
|gi+r − gi|
gn
6 c
gr
gn
6 2c
( r
n
)θ
.
Case 5. We now cover a region where both i and r remain bounded.
In this region, there exists a constant c such that
|gi+r − gi|
gn
6
c
gn
. (5.9)
Since θ is less than γ − 1, it follows from Proposition 1.3.6 in
Bingham, Goldie and Teugels (1989) that for n large enough, gn >
nθ. Thus, since r is bounded, (5.9) implies that for some constant c,
|gi+r − gi|
gn
6 c
( r
n
)θ
.
Combining all five cases, we proved that there exists a constant
c such that for all n large enough and all nonnegative integers r at
most n, the inequality Ωn(r)/gn 6 c(r/n)
θ holds. Then, the first
assertion of the lemma follows from Lemma 5.1.
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To conclude the proof of Theorem 5.2, define the fractional Le´vy
process
L(γ−1)(t) =
∫ t
0
γ(t− u)γ−1 dL(u) .
Taking r large enough, Lemmas 5.6 and 5.8 show that (1.10) holds.
Hence, Theorem 1.1 implies that the distribution of the process
t ∈ [ 0, 1 ] 7→ n(S⌊nt⌋ − cn,⌊nt⌋)
g[0,n)F←∗ (1− 1/n)
converges to that of t ∈ [ 0, 1 ] 7→ L(γ−1)(t) in D[ 0, 1 ] equipped with
the supremum norm. To extend this convergence in D[ 0, 1 ] to one
in D[ 0,∞), let M be a positive integer. For any t in [ 0,M ],
n(S⌊nt⌋ − cn,⌊nt⌋)
g[0,n)F←∗ (1− 1/n)
=
nM(S⌊nMt/M⌋ − cnM,⌊nMt/M⌋)
g[0,nM)F←∗ (1− 1/nM)
Mγ+(1/α)−1
(
1 + o(1)
)
+
n
g[0,n)F←∗ (1− 1/n)
(cnM,⌊nt/⌋ − cn,⌊nt⌋) . (5.10)
Hence, given (5.2) and Lemma 5.4, the distribution of the right hand
side of (5.10), as a process index by t converges to that of
L(γ−1)(t/M)Mγ+(1/α)−1 + tγh(M) . (5.11)
The remainder of the proof shows that this limiting process has the
same distribution as L(γ−1).
Referring to the process L0 introduced in (1.3), we see that the
fractional integral
L
(γ−1)
0 (t) =
∫ t
0
γ(t− x)γ−1 dL0(x)
satisfies, as function of t
L
(γ−1)
0 (λt) =
∫ λt
0
γ(λt− y)γ−1 dL0(y)
d
= λγ−1+(1/α)L
(γ−1)
0 (t) ; (5.12)
68
in other words, the process L
(γ−1)
0 (λ · ) has the same distribution as
λγ−1+(1/α)L
(γ−1)
0 . From the definition of L0 in (1.3), one can check
that
L(γ−1)(t) = L
(γ−1)
0 (t)
+


α
α− 1(p1/α − q1/α)tγ if α 6= 1,
(p− q)
∫ t
0
γ(t− x)γ−1(1 + log x) dx if α = 1. (5.13)
Consider now the case where α 6= 1. Equalities (5.12) and (5.13)
yield
L(γ−1)(t/M)
d
= (1/M)γ−1+1/αL
(γ−1)
0 (t) +
α
α− 1(p
1/α − q1/α)(t/M)γ
= (1/M)γ−1+1/α
(
L(γ−1)(t)− α
α − 1(p
1/α − q1/α)tγ)
+
α
α− 1(p
1/α − q1/α)(t/M)γ
= (1/M)γ−1+1/α
(
L(γ−1)(t)− tγh(M)) .
This proves that the process in (5.11) has the same distribution as
L(γ−1).
When α = 1, the same arguments show that the process
L(γ−1)(t/M) indexed by t has the same distribution as
(1/M)γL
(γ−1)
0 (t) + (p− q)
∫ t/M
0
γ
( t
M
− x
)γ−1
(1 + log x) dx
= (1/M)γ
(
L(γ−1)(t)− (p− q)
∫ t
0
γ(t− x)γ−1(1 + log x) dx
)
+
p− q
Mγ
∫ t
0
γ(t− y)γ−1(1 + log y − logM) dy
=
1
Mγ
L(γ−1)(t)−
( t
M
)γ
h(M) .
Again, this implies that the process in (5.11) has the same distribu-
tion as L(γ−1) and this proves Theorem 5.2.
6. Application to FARIMA processes. In this short section
we consider a traditional FARIMA model. It is defined by two
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polynomials, Θ and Φ, with Θ(1) 6= 0, the roots of Φ being outside
the complex unit disk, and a positive real number γ, setting
(1−B)γΦ(B)Sn = Θ(B)Xn .
Thus, this is a (g, F )-process with g = (1 − Id)−γΘ/Φ. In order
to apply the results of the previous section, it suffices to show that
the coefficients (gn) form a normalized regularly varying sequence of
nonvanishing index. This follows from the following slight refinement
of Property 2 in Akonom and Gourie´roux (1987).
Lemma 6.1. If γ is greater than 1, then the coefficients (gn)
associated to the function g = (1 − Id)−γΘ/Φ form a normalized
regularly varying sequence of index γ − 1. In particular gn ∼
nγ−1Θ(1)/Φ(1) as n tends to infinity.
As a consequence of the second assertion of Lemma 6.1, the sign
of gn ultimately coincides with that of Θ(1)/Φ(1).
Equipped with this result whose proof is deferred to the end of
this section, Theorems 5.2 and 5.3 readily apply.
In particular, we see that if γ is greater than 1, the process S⌊n·⌋
properly centered and rescaled converges to a fractional Le´vy stable
process. This result parallels Akonom and Gourie´roux’s (1987) who
prove that when γ > 1/2 and the innovations have a finite moment of
order max
(
2, 1/(γ−1/2)), then S⌊n · ⌋ properly normalized converges
to a fractional Brownian motion. In contrast, when the innovations
are in the domain of attraction of a nonGaussian stable distribution,
Theorem 5.3 shows that it is not possible to make the distributions
of the rescaled processes S⌊n·⌋ converge when γ is less than 1.
In a slightly different spirit, Theorem 5.3 and Lemma 6.1 im-
ply that when γ is less than 1, and ΘΦ(1) is positive say, the dis-
tribution of max06i6n(Si − si)/F←∗ (1 − 1/n) converges to that of
p1/αmaxi>0 giW
−1/α
1 . In particular, if the innovations are symmet-
ric,
lim
n→∞
P{ max
06i6n
Si < xF
←
∗ (1− 1/n) } = exp
(
−x−αmaxi>0 g
α
i
2
)
,
a result of interest for extreme value analysis. It is clear that, using
the result of this paper, this result can be considerably generalized
by studying the extremal process associated to the (g, F )-process
following the lines of Resnick (1987, chapter 4).
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In contrast, when γ is greater than 1, Theorem 5.2 and Lemma
5.1.ii show that, assuming still that the innovations are symmetric,
lim
n→∞
P
{
max
16i6n
Si < x
nγ−1
Γ(1 + γ)
Θ
Φ
(1)F←∗ (1− 1/n)
}
= P
{
sup
06t61
∫ t
0
γ(t− s)γ−1 dL(s) < x
}
.
Hence, while in the γ less than 1 case, the partial maxima of the
process grows like F←∗ (1− 1/n), it grows at a rate nγ−1 times faster
in the γ greater than 1 case.
In the special case where Φ and Θ are the constant polynomials
equal to 1, we rewrite the process as
(1− B)γ−1(1−B)Sn = Xn .
This corresponds to a random walk being differentiated γ− 1 times.
Theorem 5.2 and 5.3 show that the usual convergence result of the
random walk to a Le´vy stable process is, as one would expect, sharp:
any slight differentiation (γ < 1) prevents convergence of the process
in D[ 0, 1 ], while any slight integration (γ > 1) ensures convergence
in uniform norm.
Proof of Lemma 6.1. We will prove a more general result which
is of independent interest.
Lemma 6.2. Let m be a positive integer and let d be a real number
greater than 1. Let A be an analytic function on [−1, 1 ] having
expansion A(x) =
∑
i>0Aix
i and such that
∑
k>0
km|Ak| <∞ , (6.1)
and, as n tends to infinity,∑
k>n
|Ak| = o(nd−1−m) . (6.2)
Then the function g = (1 − Id)−dA has an expansion g(x) =∑
i>0 gix
i and there exists a polynomial Pm of degree m such that,
as n tends to infinity,
gn = n
d−1Pm(1/n) + o(n
d−1−m) ;
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in particular, P1(x) = A(1) + (d− 1)
(
(d/2)A(1)− A′(1))x.
Note that under (6.1),
∑
k>n
|Ak| 6
∑
k>n
(k
n
)m
|Ak| = o(n−m) (6.3)
as n tends to infinity. Thus, (6.2) is meaningful only when d is less
than 1.
Proof. Our proof is a refinement of that of Property 2 of Akonom
and Gourieroux (1987) who give only an asymptotic equivalent for
gn and an upper bound for the error term.
We will use the symbol ∼ between a function and a possibly
divergent series to indicate that the series is an asymptotic expansion
of the function; for instance, we write f(x) ∼ ∑ fnxn if for every
integer m,
f(x) =
∑
06n6m
fnx
n + o(xm)
as x tends to 0; the same symbol will be used with an analogous
meaning when dealing with an asymptotic expansion at infinity
instead of the origin — we refer to Olver (1974, §1.7) for the usage
of this symbol.
It is convenient to structure the proof into three steps.
Step 1. In this preliminary step, we recall some known result on the
expansion for the ratio of two gamma functions. Starting with the
identity
(1− x)−d =
∑
k>0
Γ(k + d)
Γ(k + 1)Γ(d)
xk ,
we also have
(1− x)−dA(x) =
∑
k>0
Γ(k + d)
Γ(k + 1)Γ(d)
xk
∑
k>0
Akx
k
and
gn =
∑
06k6n
Γ(k + d)
Γ(k + 1)Γ(d)
An−k .
The function q(t) = (et − 1)−d admits an expansion at 0,
q(t) ∼
∑
j>0
(−1)jqjtj−d ,
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with q0 = 1 and q1 = d/2. Setting Q0 = 1,
Qj = (d− 1)(d− 2) . . . (d− j)qj , j > 1 ,
and defining
hm(x) =
∑
06j6m
Qjx
d−1−j ,
formula 5.02 in Olver (1974, §4.5) provides the error bound
∣∣∣Γ(k + d)
Γ(k + 1)
− hm(k)
∣∣∣ = o(kd−1−m) (6.4)
as k tends to infinity. In particular, hm is the m+1 term expansion
of Γ(k + d)/Γ(k + 1) on the asymptotic scale (Idd−1−i)i>0. We see
that Q1 = d(d− 1)/2.
Step 2. In this step we will prove that, as n tends to infinity,
gn =
1
Γ(d)
∑
06k6n
hm(k)An−k + o(n
d−1−m) . (6.5)
Given the previous step, we have
Γ(d)
∣∣∣gn − 1
Γ(d)
∑
06k6n
hm(k)An−k
∣∣∣
6
∑
06k6n
∣∣∣Γ(k + d)
Γ(k + 1)
− hm(k)
∣∣∣|An−k| . (6.6)
The bound (6.4) ensures that for k larger than some k0, (6.6) is at
most
c
∑
06k6k0
|An−k|+ ǫ
∑
k06k6n
kd−1−m|An−k| . (6.7)
If d− 1−m is nonnegative, this is at most
ck0 max
n−k06i6n
|Ai|+ ǫnd−1−m
∑
06k6n−k0
(
1− k
n
)d−1−m
|Ak|
6 ck0 max
n−k06i6n
|Ai|+ ǫnd−1−m
∑
k>0
|Ak| .
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Thus, under assumption (6.1), this is at most 2ǫnd−1−m. If d−1−m
is negative, (6.7) is at most
ck0 max
n−k06i6n
|Ai|+ǫ
∑
k06k6n/2
|An−k|+ǫ
∑
n/26k6n
(n
2
)d−1−m
|An−k|
6 ck0 max
n−k06i6n
|Ai|+ ǫ
∑
k>n/2
|Ak|+ ǫ 2
m+1−d
nm+1−d
∑
k>0
|Ak| .
Using (6.2), this upper bound is at most cǫ
∑
k>0 |Ak|/nm+1−d.
Since ǫ is arbitrary, we see that in both cases, (6.7) is o(nd−1−m).
In other words, (6.5) holds.
Step 3. We now conclude the proof. For any positive ǫ we also have,
using (6.3),∣∣∣ ∑
06k6n(1−ǫ)
hm(k)An−k
∣∣∣ 6 O(1)hm(n) ∑
k>ǫn
|Ak|
= O(nd−1)
∑
k>ǫn
|Ak|
= o(nd−1−m) .
By Taylor’s formula, there exists θk,n between n−k and n such that
hm(n− k) =
∑
06p6m−1
(−1)p
p!
kph(p)m (n) +
(−1)m
m!
kmh(m)m (θn,k) .
We then have∑
06k6nǫ
hm(n− k)Ak =
∑
06p6m−1
(−1)p
p!
h(p)m (n)
∑
06k6nǫ
kpAk
+
(−1)m
m!
h(m)m (n)
∑
06k6nǫ
h
(m)
m (θk,n)
h
(m)
m (n)
kmAk , (6.8)
where, in this equality, it is agreed that if h
(m)
m vanishes identically,
then h
(m)
m (θk,n)/h
(m)
m (n) is to be read as 1.
Consider an arbitrary positive real number δ. Since h
(m)
m is reg-
ularly varying, the uniform convergence theorem (Bingham, Goldie
and Teugels, 1989, Theorem 1.2.1) implies that for ǫ small enough,
max
06k6nǫ
∣∣∣h(m)m (θk,n)
h
(m)
m (n)
− 1
∣∣∣ 6 δ .
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Thus, (6.8) yields
∣∣∣ ∑
06k6nǫ
hm(n− k)Ak −
∑
06p6m
(−1)p
p!
h(p)m (n)
∑
k>0
kpAk
∣∣∣
6
∑
06p6m
|h(p)m (n)|
p!
∑
k>ǫn
kp|Ak|+ |h
(m)
m (n)|
m!
δ
∑
06k6nǫ
km|Ak| . (6.9)
Using assumptions (6.1), (6.2), and since δ is arbitrary, we see that
(6.9) implies
∑
06k6nǫ
hm(n− k)Ak =
∑
06p6m
(−1)p
p!
h(p)m (n)
∑
k>0
kpAk + o
(
h(m)m (n)
)
.
(6.10)
Combined with (6.5), this yields the result. Referring to (6.10), we
see that ∑
p>0
(−1)p
p!
kph(p)m = e
−kDhm(n)
so that Pm coincides with Id
1−dΓ(d)−1
(
A(e−D)hm
)
(1/Id) modulo
the ideal generated by Idm+1.
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