Abstract -In order to improve surface electromyography (sEMG) based control of hand prosthesis, we applied Principal Component Analysis (PCA) for feature extraction. The sEMG data (downloaded from free NINAPRO database) were recorded during three grasping and 11 finger movements. We tested the accuracy of a simple piecewise quadratic classifier for two sets of features derived from PCA. Preliminary results from a group of healthy subjects suggest that the first two principal components aren't always sufficient for successful hand movement classification. The grasping movement classification error when using three features (22.7±10.7%) was smaller than the classification error for two features (33.4±12.5%) in all subjects.
I. INTRODUCTION HE surface electromyography (sEMG) signals have been used as input to self-powered hand prosthesis control systems for over 40 years [1] . In these systems, the sEMG signals are recorded on muscles of interest, and a subject is asked to voluntarily control the sEMG amplitude in a manner that enables effective prosthesis control. Main advantages of sEMG based prosthesis control are: noninvasive signal detection, a simple detection circuit, relatively bald signal generation, and simple adaptation to proportional control [1] . Over the past decades, the functionality requirements of the hand prosthesis have increased, leading to more complex sEMG control paradigms [1] . Novel algorithms led to increased acquisition, processing, and classification complexity, and are often followed by exhaustive training processes [2] . It has been shown that the process of learning how to control the prosthesis via sEMG signals might be durable and exhausting [2] . Moreover, the results in [3] hand prosthesis functionality has not been significantly improved over the past decades -even providing a proof that some of the novel devices performed worse than their predecessors from 1987. As a result of a relatively poor functionality (e.g. three degrees of freedom [2] ), up to 50% of the amputees do not use their prosthesis regularly [4] . In order to increase the performance of the sEMG based control of hand prosthesis, it is essential to improve the acquisition setup, sEMG signal preprocessing, feature extraction, and movement classification.
NINAPRO database was created with aim to provide the biorobotics community with a benchmarking tool for novel myoelectric hand prosthesis control methods. The main goal of this database is an improvement in sEMG based prosthesis control by free and online available test set of classification algorithms and control signals. This database is a result of NINAPRO project [5] and can be downloaded from NINAWEB -the web interface of the NINAPRO project [6] . Two versions of the database were presented, as well as the various techniques used for data preprocessing, feature extraction, and hand posture classification [2] , [7] - [8] . One of the techniques offered by NINAPRO project is the use of Principal Component Analysis (PCA) for feature extraction. This technique has been frequently used to extract the features from sEMG signals [9] [10] [11] .
PCA is a multivariate statistical procedure used to reduce the dimensionality of a multidimensional data set, while retaining as much as possible of the variation present in the transformed data set termed Principal Components (PCs) [12] . PCA is used for feature extraction from multichannel sEMG signals recorded for various hand postures and grasps in healthy subjects [2] . The results of NINAPRO project included the PCs feature classification by multiclass Least-Squares Support Vector Machine (LS-SVM) classifier with Radial Basis Function (RBF) kernel [2] .
In this paper, we analyze the data from the first version of the NINAPRO database and use PCA for feature extraction as in [2] . Our goal is to show that there is significant variability in percentage of variance accounted for each PC among different movements and subjects and that the proportion of variance accounted for the first two PCs (as in [2] ) isn't always sufficient for successful hand movement classification. We present the comparison of classification accuracy when using two different sets of features (two PCs vs. three PCs). For classification we use a quadratic classifier, since it is reasonably efficient and rather simple for implementation. Since the movement classification is a multiclass problem, we use a piecewise T quadratic classifier -a set of quadratic classifiers which gives increased flexibility [13] . The results presented here show that when the set of features comprised of the first three PCs, the classification error decreases compared to the set of features composed of the first two PCs, for three grasping and 11 finger movements in 27 healthy subjects.
II. METHODOLOGY
A. NINAPRO database Data analyzed in this paper are publicly available from the first version of NINAPRO database. sEMG and kinematic data gathered from 27 intact subjects while performing 52 hand movements, using 10 surface EMG electrodes and Cyberglove II dataglove were at disposal. Acquisition setup and experimental protocol are detailed in [2] , [14] .
In this paper, we considered two sets of movements from NINAPRO database -three grasping movements and 11 finger movements. Descriptions of the selected movements can be found in Table 1 . 
B. Signal preprocessing
We performed the sEMG signal preprocessing procedure as suggested in [2] . The first step of sEMG signal preprocessing is data synchronization by linearly interpolating all data to 100 Hz. Further preprocessing, shown in Fig. 1 , consists of three steps: 1) Filtering -sEMG signals are low-pass filtered using zero-phased 2 nd order Butterworth filter with cutoff frequency of 1 Hz. 2) Segmentation -Each repetition of a movement followed with the rest is divided in three equally sized segments. The samples contained in the central segment of both movement (posture) and rest (pause) are retained only.
3) Averaging -Samples from central segments are averaged. As a result, each movement for each subject contains 20 samples (i.e. one per movement and the following rest repetition). Finally, the data for individual subjects and movements are normalized, so that each sEMG signal has zero mean and unit standard deviation. This was a necessary step for application of Principal Component Analysis (PCA).
C. Principal Component Analysis
PCA is a statistical procedure used to reduce the dimensionality of a data set consisting of a large number of interrelated variables, while retaining as much as possible of the variation present in the data set [12] . PCA uses an orthogonal transformation to convert a set of observations of correlated variables into a new set of variables, the principal components (PCs), which are uncorrelated and ordered so that the first few retain most of the variation present in the original variables.
As suggested in [2] , we used PCA to extract features for the movement classification. The same processing technique provides visual information of the relation between different movements and sEMG signals. In order to give insights into the variability of the new data set, we calculated percentage of variance accounted for each PC as a ratio of the corresponding eigenvalue and the total variance. This additional analysis examines variability in percentage of variance explained by each PC among different movements and subjects, which is important information for further analysis (e.g. selection of hand movements that can be analyzed together using the same PCs, feature selection for classification, choice of number of electrodes used to record sEMG signals).
D. Classification
We designed a piecewise quadratic classifier for classification of selected movements. For each subject and each set of movements (grasping and finger movements), 10 repetitions of each movement and the following rest were classified using two sets of features -the first two PCs and the first three PCs. Classification error (percentage of misclassified repetitions of movements and the rest) was computed and averaged over all 27 subjects, for each set of movements and each set of features.
III. RESULTS Fig. 1 illustrates the preprocessing steps consisting of filtering, segmentation, and averaging. The first panel (a) shows the original sEMG signal -one repetition of the index finger flexion and the following rest for subject no. 1 and one out of 10 electrodes. The second panel (b) shows sEMG signal after filtering and segmentation. Gray shaded areas indicates the central segments. The third (c) panel shows the result of averaging over the central segment.
Percentage of variance accounted for each out of 10 principal components for the set of three grasping movements (Table 1 ) and one subject (no. 4) is shown in Fig. 2 . There are significant variations in percentage of variance explained by each PC among three different grasping movements for the same subject. For example, the first PC for the grasp no. 3 explains 88% of variance, while the first two PCs for grasp no. 2 explain 85% of variance and the first three PCs for grasp no. 1 explain 80% of variance. The result of hand movement classification using the first two principal components as features is illustrated in Fig. 3 for the set of grasping movements in one subject (no. 4), resulting with classification error of 20%. The result of hand movement classification for the same set of movements and the same subject as in Fig. 3 , but with the first three PCs used as features is in Fig. 4 . The classification error in this case is 10%. Fig. 5 demonstrates the classification error averaged over all 27 subjects when considering two sets of movements (three grasping movements and 11 finger movements, Table 1 ) and two sets of features (the first two PCs and the first three PCs). While the set of three grasping movements results in the classification error of 33.4±12.5% when using two features, this error decreases to 22.7±10.7% when using three features. In case of the set of 11 finger movements, the classification error is 65.4±7.0% when using the first two PCs, reducing to 53.3±7.7% when using the first three PCs. Therefore, the classification error averaged over all 27 subjects for both sets of hand movements diminished when using three features. The results of our analysis (not shown here) for each of 27 subjects and both sets of movements showed the same trend with classification error. (Table 1 ) when using two PCs (yellow) and three PCs (maroon). Graphs report the mean and the standard deviation over all 27 subjects.
IV. DISCUSSION AND CONCLUSIONS Hypotheses, that there is significant variability in percentage of variance explained by each PC among movements and subjects and that the proportion of variance explained by the first two PCs isn't always sufficient for successful hand movement classification, are confirmed in our analysis. We showed that a classification error is reduced when using the first three instead of the first two PCs of sEMG signals as features for hand movement classification. The selection of sEMG signal preprocessing technique, especially movement segmentation, largely affects final results of PCA and the classification. The suggested method of segmentation (dividing each repetition of movement in three segments and retaining only the central segment) is simple and mostly successful. However, there are repetitions of certain movements that are shifted from the center of the segment, have different amplitudes or characteristic shapes. This may occur due to electrode movements during signal recording, fatigue or subject's lack of focus. Classification error might be reduced by using one of muscle onset detection algorithms proposed in [15] . Low-pass filtering frequency affects the classification accuracy, so the optimization of the filtering frequency for each subject could lead to an improvement of the classification, as shown in [16] .
An improvement of the PCA algorithm might also lead to reduction of the classification error. A novel individual PCA tuning algorithm for use prior to pattern recognition classification of hand movements was introduced in [17] . The authors claim that this processing technique significantly reduced classification errors for both intactlimbed and amputee subjects.
Our analysis confirmed that the percentage of variance accounted for the third PC cannot be neglected for certain movements (such as grasp no. 1 in Fig. 2) . That is why one should have in mind the number of PCs for classification. On the other hand, an online implementation should also be taken into account when introducing larger number of PCs to selected classifier. Percentage of variance accounted for the last five PCs (PC6-PC10) is less than 5% for all subject/movement combinations, indicating that recordings might be performed by different sEMG setup (decreased number of sEMG channels). Future work should include more adequate hand movement recordings related to the number of sEMG channels in order to select the total number of sEMG electrodes and their placement.
It is important to emphasize that, when instead of two features three features are used, the classification error is decreased for each subject and both sets of movements. Due to simplicity of a quadratic classifier and the large number of movements, the classification error for the set of 11 finger movements is relatively large regardless of the number of PCs used for classification. Nevertheless, there is apparent decrease of the classification error when using the first three PCs (53.3±7.7%) compared to the first two PCs (65.4±7.0%). Further, this error is approximately twice as much as error obtained for the set of grasps in both analyzed cases. This result implies that simpler classification methods are more appropriate for grasping than for finger movements.
Considering the large number of subjects and movements in NINAPRO database, the fact that data from trans-radial amputees should be added to the database and the existence of significant overlapping areas between different movements, a more advanced methodology is required for successful classification. The solution applied in [18] shows that the success rate of hand movement classification is significantly high when using a cascadedstructured classifier.
