nn be a splitting. We investigate the spectral properties of the iteration matrix M -1 N by considering the relationships of the graphs of A, M, N, and M-1 N. We call a splitting an M-splitting if M is a nonsingular M-matrix and N;;. O. For an M-splitting of an irreducible Z-matrix A we prove that the circuit index of M-1 N is the greatest common divisor of certain sets of integers associated with the circuits of A. For M-splittings of a reducible singular M-matrix we show that the spectral radius of the iteration matrix is 1 and that its multiplicity and index are independent of the splitting. These results hold under somewhat weaker assumptions. and Berman and Plemmons [1, Chapters 6, 7] . In this paper we shall prove
l. INTRODUCTION
In [18] and [19] Varga introduced the definition of a regular splitting of a matrix A = M -N in order to unify and generalize classical procedures in the numerical solution of systems of linear equations and more recent corresponding theorems on matrices; see [19] and Ostrowski [9] for historical comments and Varga [20] for a subsequent survey. Many of these results are connected with M-matrices, which were defined by Ostrowski [8] . Recently attention has been paid to singular systems, particularly those associated with a singular M-matrix A; see Plemmons [10] , Meyer and Plemmons [4] , Neumann and Plemmons [5] , [6] , Buoni, Neumann and Varga [2] , Kaufman [3] , Rose [12] and Berman and Plemmons [1, Chapters 6, 7] . In this paper we shall prove "This research is supported in part by the National Science FOllildation lliIder grant MPS 80-26132. 58:407-424 (1984) 407 408 HANS SCHNEIDER some theoretical results on singular M-matrices which are motivated by recent questions raised in numerical analysis (see the end of this introduction). Arguments now recognized as graph-theoretic have been used in the theory of nonnegative matrices since its inception (see [17] for some comments). In this paper we aim to prove results on the spectral properties of the iteration matrix M-1N which depend on the graphs of M and N. We concentrate on singular M-matrices A (or more generally, on Z-matrices; see Section 2 for definitions) and on splittings we call M-splittings. Such splittings arise naturally, and many examples may be found in the literature. We also consider a type of splitting called graph compatible.
LINEAR ALGEBRA AND ITS APPLICATIONS
We now describe the results of our paper in greater detail. Our Section 2 is devoted to the study of the relationship of the colored graph of A (i.e. the graph of M colored red and the graph of N colored blue) and the graph of M-1 N. We show that the access relations in the two graphs almost coincide for an M-splitting of a Z-matrix; see Theorems 2.7 and 2.8.
For an M-splitting of an irreducible Z-matrix A, we show in Section 3 that the circuit index of the iteration matrix is determined by the numbers of blue and red arcs in the circuits of A in a simple manner; see Theorem 3.3. Theorem 3.5 generalizes Frobenius' result that the circuit index of an irreducible nonnegative matrix equals the number of eigenvalues on the spectral circle (e.g. [19, p. 38] or [1, 
p. 32]). Several corollaries follow.
In Section 4 we consider splittings of a reducible singular M-matrix. In the case of an M-splitting we show that the multiplicity and index of the eigenvalue 1 of the iteration matrix (its spectral radius) equals the multiplicity and index of the eigenvalue 0 of A; see Theorem 4.5. In the preceding Theorem 4.4 we prove somewhat less for weak regular graph compatible splittings. An important tool in this section is Rothblum's first index theorem for a nonnegative matrix [13] .
Four open questions are stated in Section 5. We also point out that our principal results hold under weaker assumptions and for matrices that need not be Z-matrices; see Table 1 .
Applications to the convergence of iterations will appear elsewhere. We now mention investigations by other mathematicians which motivated ours. There is the result by Neumann and Plemmons [5, Corollary 2] concerning the index of a regular splitting of an M-matrix with property c, a result which we have only partly generalized in our Theorem 4.5; see Open Question 5.2. We were also considerably motivated by their question [5, p. 273] concerning the relation of the circuit indices of A and M-1 N. Though the answer is negative, this question led us to an example which was published in [2] and to much of the theory contained in Section 3. We have also been influenced by the paper by Rose [12] , which contains graph-theoretic considerations similar in spirit to those of our more general ones and 409 whose main result leads to corollaries also proved here; see Sections 3 and 5. Last, but no means least, we acknowledge some remarks by R. Plemmons which drew our attention to the subjects under discussion.
ACCESS RELATIONS
A (directed) graph f is a pair (V, E) where E ~ V X V. Unless otherwise specified, the vertex set is V = {I, ... , n}, and in this case we identify f with the edge set E. A path from i to j of length k is a sequence a = (i o , ... , i k ) of vertices where io = i and i k = j such that ( 
of f. We consider the empty path 0 to be a path from i to i of length 0 for each vertex i. If there is a path from i to j in f, we may say that i has access to j in f. (In particular i has access to itself for all i E V .) The path is called
If fl and f2 are graphs, then the product graph flf2 is defined by (i, j) E flf2 if there is a k E V such that (i, k) E fl and (k, j) E f 2 . We write f2 = ff, f3 = f2f, etc. By a we d~note the diagonal graph a ={!i, i): i E V}. The reflexive-transitive closure f of a graph f is defined to be f = auf u f 2 U . . . . Thus (i, j) E r if and only if i has access to j in f. Suppose that f ~ fl ~ r (i.e., the arc set of f is contained in the arc set of fl' etc.). Then i has access to j in f if and only if i has access to j in fl'
If A E R nn, then the graph of A is defined to be f(A) = {(i, j): a i (1= o}. • 410
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An example in Section 3 shows that the inclusion (b) may be strict. (a) Let A, B be nonnegative, and let c E R be positive. Then [7] respectively. Graph compatible splittings and M-splittings have not been considered before as such, though in practice the regular splittings used most often are M-splittings. We define f(M, It follows and that every splitting of an irreducible matrix is graph compatible. Graph compatible splittings are easily described in terms of Frobenius normal forms; see Section 4, where such splittings will be applied.
Let A = M -N be a splitting of A E Rnn. To aid intuition, arcs of f(M) will be called red, those of feN) blue. We call the pair (f(M), feN»~ the colored graph of A. Note that arcs of f(M)nf(N) are both red and blue; they will be called red-blue. Arcs of f(N)\f(M) will be called pure blue.
We now make a simple but fundamental observation relating the graph of Conversely, suppose i has access to j in f(M, N) by means of an initial red path from i to k followed by a blue arc
, and so The following example shows we cannot omit "nonempty" in Theorem 2.7(b). Let
.. • A stronger fonn of Theorem 2.8 holds for irreducible A, as will be shown in Section 3.
THE CIRCUIT AND SPLITTING-CIRCUIT INDICES
If IX is a path in f(A), let la be the number of arcs in IX (the length of IX). If ' P a + 1, ... ,b a : a is a closed path in reM, N) }.
To prove (3.iv) note that the gcd involved equals 1 if Pa < b a for some circuit a and that any integer which divides b a for all circuits a must also divide b{1
for any closed path /3. •
In general, we cannot replace "closed path" by "circuit" in Lemma 3.2(a). 
it is enough to prove that c(M-IN) divides d(M, N). For this, it is enough to show that if y is a circuit of f(M, N) and
This is a consequence of (a).
• 
7(a), (i, j) is not an arc of r(M-IN), and (3.v) follows.
Now let i E V and j E W z , which is nonempty. By asswnption there is a k E V for which (k, j) is a blue arc. Since A is irreducible, there is a path from i to k in r(A)~ reM, N). Hence by Theorem 2.7(b), there is a nonempty path from i to j in reM-iN). It follows that there is an arc (i, k') in reM-iN) for some k' E V, and hence no row of Tis O. This proves (3.vi), since Tn = O. Also if both i, j E W z , then i and j have access to each other in reM-iN), which proves (3.vii).
• Lemma 3.4 implies that after a similarity transformation by a permutation
where every row of TI2 is nonzero and T22 is a square nonzero irreducible matrix of order IW 2 1, the nwnber of elements in In each of Corollaries 3.6-3.10 (to Theorem 3.3) below we asswne that A = M -N is a nontrivial M-splitting of an irreducible Z-matrix A. Theorem 3.5 may then be used to infer that p > 0 is the only eigenvalue on the spectral circle and that it is simple. Proof. Either Corollary 3.6 or 3.7 applies.
• COROLLARY 3.9. Suppose there is an arc
Proof. The arc (i, j) lies on a circuit of f1 ~ f(M, N). Either (i, j) is pure blue, in which case Corollary 3.6 applies, or (i, j) is red-blue and Corollary 3.7 applies.
• COROLLARY 
If M is irreducible then c(M-
Proof. By Corollary 3.9.
• For the R-splittings defined by him, Rose [5, Corollary 2] has proved a result similar to Corollary 3.B. Note also that condition (iv) in the definition of R-splitting implies that f( A) has a circuit with Pa = 1.
THE INDEX OF THE ITERATION MATRIX
Let A E IRnn. By mult;\,(A) we denote the algebraic multiplicity of A as an eigenvalue of A, viz. the number of factors (A -7") in det( 7"1 -A), where 7" is an indeterminate. As usual we define the index of A for A E IR nn by We require some graph-theoretic definitions, most of which are standard (or at any rate, reformulations of standard definitions); see [19, [13] .
A class of A is the vertex set of a strongly connected component of f( A).
It is well known that the classes of A may be ordered Vi"'" v. so that i E ~ has access to j E V h only if g ~ h. When ordered thus, we shall call (Vi' ... , v.) Proof. There exists x > 0 such that Ax> 0; see [8] , [1, p. Proof. Evidently B = M-1A is singular. We have Bx = M-1Ax ~ 0, and the result follows, from the preceding remarks.
• (Rothblurn has proved another index theorem for a nonnegative matrix in [14] .) Note that any splitting of a singular matrix is necessarily nontrivial. Table 1 we list the hypotheses for various results which may replace the asswnption that the splitting is an M-splitting. We write [CC] where CC is implied by another hypothesis, viz. irreducibility. As we pointed out in Lemma 2.4, only Z-matrices have M-splittings. However, it is easy to find an example of a matrix A which is not a Z-matrix and which has a splitting A = M -N satisfying WR, CE, and CC.
We acknowledge gratefully the examples due to M. Neumann and helpful remarks by R. J. Plemmons and D. J. Rose. 
