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Abstract
This dissertation focuses on the synchronization of multiple dynamical systems using contraction
theory, with applications to cooperative control of multi-agent systems and synchronization of inter-
connected dynamics such as tethered formation flight. Inspired by stable combinations of biological
systems, contraction nonlinear stability theory provides a systematic method to reduce arbitrarily
complex systems into simpler elements. One application of oscillation synchronization is a fully
decentralized nonlinear control law, which eliminates the need for any inter-satellite communica-
tions. We use contraction theory to prove that a nonlinear control law stabilizing a single-tethered
spacecraft can also stabilize arbitrarily large circular arrays of tethered spacecraft, as well as a three-
spacecraft inline configuration. The convergence result is global and exponential due to the nature
of contraction analysis. The proposed decentralized control strategy is further extended to robust
adaptive control in order to account for model uncertainties. Numerical simulations and experi-
mental results validate the exponential stability of the tethered formation arrays by implementing
a tracking control law derived from the reduced dynamics.
This thesis also presents a new synchronization framework that can be directly applied to co-
operative control of autonomous aerospace vehicles and oscillation synchronization in robotic ma-
nipulation and locomotion. We construct a dynamical network of multiple Lagrangian systems by
adding diffusive couplings to otherwise freely moving or flying vehicles. The proposed tracking
control law synchronizes an arbitrary number of robots into a common trajectory with global ex-
ponential convergence. The proposed control law is much simpler than earlier work in terms of
both the computational load and the required signals. Furthermore, in contrast with earlier work
which used simple double integrator models, the proposed method permits highly nonlinear sys-
tems and is further extended to adaptive synchronization, partial-joint coupling, and concurrent
synchronization.
Another contribution of the dissertation is a novel nonlinear control approach for underactuated
tethered formation flight spacecraft. This is motivated by a controllability analysis that indicates
that both array resizing and spin-up are fully controllable by the reaction wheels and the tether mo-
tor. This work reports the first propellant-free underactuated control results for tethered formation
flight. We also fulfill the potential of the proposed strategy by providing a new momentum dumping
method.
This dissertation work has evolved based on the research philosophy of balancing theoretical work
with practicality, aiming at physically intuitive algorithms that can be directly implemented in real
systems. In order to validate the effectiveness of the decentralized control and estimation framework,
a new suite of hardware has been designed and added to the SPHERES (Synchronize Position Hold
Engage and Reorient Experimental Satellite) testbed. Such recent improvements described in this
dissertation include a new tether reel mechanism, a force-torque sensor and an air-bearing carriage
with a reaction wheel. This thesis also introduces a novel relative attitude estimator, in which a
series of Kalman filters incorporate the gyro, force-torque sensor and ultrasound ranging measure-
ments. The closed-loop control experiments can be viewed at http://ssl.mit.edu/spheres/videos.html.
Thesis supervisor: David W. Miller
Title: Professor of Aeronautics and Astronautics
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Chapter 1
Introduction
Simplicity is the ultimate sophistication.
-Leonardo da Vinci
1.1 Preface
The dynamics of tethered satellite formation flight tend to be very complex mostly due to their
multidisciplinary nature and dimensionality. This dissertation seeks a systematic method of reducing
the complexity in designing nonlinear control of multi-agent systems. In particular, we show that
dynamical network systems like tethered formation flight or a swarm of robots can be synchronized
within a cluster to achieve the same goal. Once synchronized, they look and behave as a whole.
Simplicity is achieved without sacrificing efficiency.
Dissertation Keywords:
nonlinear control, tethered formation flight, space tethers, formation flying, nonlinear robust and
adaptive control, decentralized nonlinear control, relative estimation, nonlinear model reduction, non-
linear stability theory, Lagrangian dynamics, multi-body rigid dynamics, underactuated mechanical
systems, synchronization of dynamical systems, cooperative control, robotics, robot swarms, geomet-
ric control, backstepping, Kalman filtering, control experiments.
1.2 Motivation
NASA’s SPECS (Submillimeter Probe of the Evolution of Cosmic Structure) mission [77, 118, 61] is
proposed as a tethered formation flight interferometer that detects submillimeter-wavelength light
from the early universe. In this dissertation, the inherent complexity and cross-coupling of the
multi-vehicle dynamics is identified as one of the technological gaps to be bridged for the success of
the SPECS mission. To deal with such difficulties associated with the multi-vehicle dynamics, this
dissertation presents a new model reduction and decentralization strategy using synchronization.
Additionally, we leverage the synchronization strategy for tethered formation flight towards other
forms of dynamical networks such as multi-robot coordination and formation flying of aerospace
vehicles.
1.2.1 Formation Flying in Space: Stellar Interferometry
The quest for unprecedented image resolution in astronomy inevitably leads to a huge aperture,
since angular resolution is proportional to the wavelength divided by the telescope diameter (recall
the Rayleigh criterion: θr = 1.22λ/D where θr, λ, D denote the angular resolution in radians, the
wavelength of light, and the diameter of the aperture, respectively). The Hubble Space Telescope
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Figure 1-1: Motivation for Tethered Formation Flying. A Tethered Spacecraft Interferometer repre-
sents a good balance between a Separated Spacecraft Interferometer and a Structurally Connected
Interferometer.
(HST) is currently the largest spaceborne observatory having a diameter of 2.4 m. Most current
launch vehicles have fairing diameters between 3 and 5 meters, limiting the feasible size of a telescope
aperture. SPECS aims at an angular resolution similar to that of HST, about 50 milliarcseconds.
In the Far-Infrared/Submillimeter (FIR/SMM) wavelengths [123], this translates to a telescope di-
ameter requirement on the order of 1 kilometer [118]. Such a telescope could not be launched fully
deployed. In addition, the fabrication cost of a large monolithic aperture is prohibitively expensive
according to Meinel’s scaling laws of manufacturing costs [42]. To overcome these difficulties, stellar
interferometry is currently being developed for space applications by NASA. Through interferometry,
multiple apertures in a large formation combine light coherently to achieve a fine angular resolution
comparable to a filled aperture. The current stellar interferometry missions include NASA’s Terres-
trial Planet Finder (TPF) mission (top left in Figure 1-1), and the Stellar Interferometry Mission
(SIM) (top right, Figure 1-1).
1.2.2 Motivation for Tethered Formation Flight
The possible architectures of spaceborne interferometers include a Structurally Connected Interfer-
ometer (SCI), which allows for very limited baseline changes, and a Separated Spacecraft Interfer-
ometer (SSI) where the usage of propellant can be prohibitively expensive. A tethered spacecraft
interferometer (TSI) represents a good balance between SCI and SSI (see Figure 1-1). The SPECS
mission will use tethered formation flight to achieve its large baseline requirements. The kinds of
stellar objects that will be observed will contain information at many spatial frequencies, thus the
ability of interferometers to observe at multiple baselines will be key. Tethered formation flight
enables interferometric baseline changes with minimal fuel consumption; without tethers, a massive
amount of fuel would be required to power the thrusters to change the baseline, as in the SSI ar-
chitecture. In addition, multi-directional force measurements can be used to determine the relative
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(a) Pre-launch configura-
tion. Just released from
the mother spacecraft.
(b) Initial spin-up. (c) Tether deployment. (d) Operation at various
tether lengths.
Figure 1-2: Deployment and operational maneuvers of tethered formation flight spacecraft.
attitude (see the estimator design using a force-torque sensor in Chapter 7). The basic observational
strategy can be easily achieved by reeling out the tethers and rotating the array in the plane of
the tether. Compared to free-flying separated formation flight, tethered formation flight is a more
efficient way to both know their relative positions and to control the spacecraft.
Overview of the SPECS mission
The current architecture anticipated for SPECS calls for a two-aperture Michelson interferome-
ter [77]. The two 4-meter-diameter apertures and a beam combiner would be arranged in a line
connected by two tethers, with the combiner in the center (see Figure 1-1). The tethers could be
reeled in and out to achieve baselines between the two apertures of up to one kilometer. The tele-
scope will observe light in the range between 40 and 640 µm, using cryogenically cooled detectors.
By observing light at the FIR/SMM wavelengths, the SPECS mission aims to address questions
about the synthesis of the first heavy elements, the formation of galaxies through the merger of
smaller galaxies, and the dynamics of protostars and gaseous debris disks [77]. The proposed orbit
for the observatory is at the Earth-Sun Lagrangian L2 point, which offers numerous advantages. For
instance, this allows the tethered flight to be relatively undisturbed by gravity gradients avoiding
significant wobbling of a spinning array. In addition, the L2 point provides a relatively unobstructed
view of the sky and a lower thermal radiation background than a low-Earth orbit, which facilitates
cryo-cooling. The basic observation scenario is to reel the tethers out or in gradually while rotat-
ing the array in a plane perpendicular to the target being observed. According to initial studies,
each observation cycle performed in this way will take approximately twenty four hours to achieve
full UV plane coverage [118]. Figure 1-2 illustrates a potential mission scenario of the deployment
and retrieval operation. A completely docked, tethered-spacecraft array is released from a mother
spaceship (see Figure 1-2(a)). The docked spacecraft are initially at zero speed, and spun to reach
some target angular rate (see Figure 1-2(b)). Then, the tether is deployed at a pre-defined speed to
meet the UV coverage requirement (see Figure 1-2(c,d)). Once a tethered array spun by reaction
wheels reaches its maximum size, a momentum dumping method in Chapter 6 can be used to extend
the size beyond this limit or the tether is retrieved to fill smaller spatial UV frequencies. Such a
maneuver is experimentally validated in Section 7.5.4.
Several decisions are yet to be confirmed with respect to the SPECS architecture including the
number of apertures and their configuration [77, 118]. At the time of writing, the leading option is to
have two light collectors at the ends of a tether with a beam combiner in the middle (see Figure 1-1).
Another option is to have three light collectors at the vertices of an equilateral-triangle and to have
the beam combiner at some central location. Given an equilateral-triangular configuration, there is
the question of whether to use counterweights to avoid unwanted spin-up when the tether length
changes (e.g. the Tetra-Stat configuration [61]). The second open issue is the method of spacecraft
attitude actuation in order to control the spin rate of the array as well as relative motions of each
spacecraft. One proposal is to use electric thrusters [118]. This dissertation analyzes the potential
of actuation for in-plane (aperture pupil plane) rotation with only reaction wheels. This would
significantly save the mass required for fuel to control the rotation rate of the array. The third open
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issue is the observation strategy. Given the basic goal of spiraling out and reaching some given level
of UV plane coverage (i.e., more UV filling with smaller gaps in Modulation Transfer Function),
there are several available strategies: constant angular momentum, constant angular velocity, and
constant linear velocity operations. These observation strategies are detailed in Section 7.3.
1.2.3 Why Nonlinear Control?
Tethered formation flight spacecraft exhibit inherently coupled nonlinear dynamics. One simple
intuitive approach to stabilize highly nonlinear systems is to apply linearization approximation
around some nominal points, and schedule the linear control gains according to the slowly varying
parameters. This so-called gain-scheduling [165] appears attractive since it permits the use of a
wealth of mature linear control techniques to address nonlinear systems. However, only a local
stability result can be assured under the assumption that the nonlinear system varies slowly around
nominal points. In other words, linear control based on the linearization approximation is not
guaranteed to work with a nonlinear system undergoing large dynamic changes. Tethered formation
flying spacecraft are subject to large-angle maneuvers and are required to follow a desired trajectory
precisely to achieve coherent interferometric beam combination.
Furthermore, coming up with a satisfactory controller schedule can consume far more human
resources and efforts than a nonlinear control design. Even though classical linear methods such
as pole-zero analysis, root-locus, and bode plots are not applicable to nonlinear systems, a wealth
of nonlinear analysis and control design tools have been developed to justify the direct nonlinear
approach, which takes advantage of inherent nonlinear dynamics.
This dissertation utilizes contraction theory and nonlinear control methodologies to derive exact
global stability results for the nonlinear dynamics. Global stability, as opposed to local stability of
linear control, indicates that the system tends to a desired equilibrium or trajectory regardless of
initial conditions. Another motivation to justify the use of nonlinear control in lieu of a linear control
framework has do with high-performance tracking. Simple linear control cannot be expected to
handle the dynamic demands of efficiently following trajectories. Specifically, achieving exponential
convergence ensures more effective tracking performance than asymptotic convergence by linear
Proportional and Derivative (PD) control. In general, ensuring exponential stability for nonlinear
systems is made possible only through nonlinear control.
1.2.4 Rationale Behind Decentralized Control Architecture
As stated earlier, the inherent complexity due to the nonlinearity, dimensionality and cross-coupling
of tethered formation flight, is identified as one of the technological hurdles to be crossed for the
success of the future tether missions. In order to deal with such difficulties related with the multi-
body dynamics, we investigate the feasibility and practicality of decentralized control and estimation
algorithms for the tethered system eliminating the need for satellite communications. Decentralized
means that each control or estimation process must not involve exchange of information with adja-
cent satellites. Relative means that the measured quantity is formulated with respect to the local
frame of the individual satellite. The decentralized controller along with the decentralized estimator
will enable the simple independent control of each satellite by eliminating the need for exchang-
ing individual state information. This will significantly simplify both the control algorithm and
hardware implementation with a lesser degree of complication as well as eliminating a possibility of
performance degradation due to noisy and delayed communications.
Figure 1-3 compares decentralized control with centralized control (see also the discussion in
[63]). In the centralized architecture, the master satellite receives all the state information from the
subordinate satellites and then sends the control inputs back to them. This has an advantage in
that the subordinate cluster members do not require great computational capabilities for determining
actuation commands. The central architecture requires intensive communication, and is expected
to achieve the best performance if the communication links are perfect.
In reality, communication between members of a spacecraft formation may be limited for a variety
of reasons. For example, [13] states as follows. Various forms of interference, such as solar radiation
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Figure 1-3: Rationale behind the decentralized control architecture
or RF interference from a satellite’s thrusters, may cause errors in communication or prevent it
altogether. Communication between satellites may also be delayed if channels normally used for
such communication are being used for other purposes, such as exchange of command or scientific
data with a ground station. Also, communication may be delayed if the data to be transmitted is
temporarily unavailable. For example, if a satellite is thrusting it may not be able to acquire reliable
measurement data. Another fatal flaw of a centralized control system is the following: if the central
satellite malfunctions or stops operation, the whole formation could be lost resulting in a failure of
the entire mission.
A decentralized control approach overcomes such drawbacks. In a separated formation flying
architecture, a malfunctioning satellite can be replaced or discarded. The same logic can also be
applied to tethered formation flight even though the configuration should be changed after the loss
of one malfunctioning member. In addition, using decentralized control based on relative metrology
means that the amount of communication required between spacecraft is reduced or eliminated.
This reduced communication leads to reduced power and mass requirements for the overall system.
1.2.5 Motivation for Underactuated Tethered System
This dissertation also investigates the feasibility of controlling the array spin rate and relative atti-
tude without thrusters. There are several advantages to the proposed underactuated control strategy.
First, using reaction wheels instead of thrusters implies that power will be supplied via conversion
of solar energy instead of carrying expensive propellant. We still envision using thrusters for out-
of-plane motions (see Chapter 3), but the life span of the mission would be greatly increased by
using reaction wheels for controlling the array spin-rate. Second, the optics will risk less contami-
nation by exhaust from the thrusters. The main application of tethered formation flight is stellar
interferometry, and optics contamination should be avoided by all means.
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1.2.6 Criticality of Control Experiments
Any vision without implementation is irresponsible. This dissertation work has evolved based on
the author’s research philosophy: balancing theoretical excellence with practicality, aiming at phys-
ically intuitive algorithms that can be directly implemented in real systems. Miller [127] offers an
interesting analog. The majority of Nobel laureates in physics are experimentalists. Any theory that
could not be experimentally validated is rejected. The same principle should be applied to control
theory. In [127], the following key areas are identified where control experimentation is crucial in
the research and development cycle.
1. Demonstration and Validation: Demonstrating a research result on a physical system, in its
operational environment, often provides the only acceptable information to a person who needs
to make a go/no-go decision but who may not be fluent in the details of the technology.
2. Repeatability and Reliability : To develop the necessary heritage for critical applications, a
control technology must demonstrate reliable and repeatable behavior in its interactions with
other foreseeable subsystems. It must work more than once.
3. Determination of Simulation Accuracy : The results of control experiments can be compared
with simulations, thereby providing credibility in control system simulation techniques and
measuring the simulation accuracy.
4. Identification of Performance Limitations: Tests provide insights into, and prioritization of,
the various physical constraints that limit a control system’s performance.
5. Operational Drivers: Systems issues such as sensor-actuator resolution, saturation, nonlinear-
ity, power consumption, roll-off dynamics, degradation, drift, and mounting techniques are
most often constraints rather than design variables. Experiments uncover their inter-relations.
6. Investigation of New Physical Phenomena: New physical phenomena can be discovered and
modeled through observation of physical systems (e.g. thermal snap as a disturbance source
for a spacecraft)
In particular, the control engineer needs to address implementation and hardware issues such as
A/D, D/A conversion, sampling rate, sensor noise, and computational load, which cannot easily be
quantified in theory and simulation. Furthermore, developing a system testbed provides a critical
opportunity to investigate interactions and relations among subsystems. For example, designing a
space-based stellar interferometer, which requires tight tolerances on pointing and alignment for its
apertures, presents unique multidisciplinary challenges in the areas of structural dynamics, controls,
and active optics for multi-aperture phasing [42]. A control testbed provides an efficient means of
examining multidisciplinary issues.
1.3 Problem statement
Many significant technical challenges must be overcome before the formation flying interferometer
can be realized. For example, the tethered spacecraft architecture requires extensive technology
development for precise attitude and position maintenance of formation flying spacecraft. None of
these technologies are identified as insurmountable problems, but the largest area of technical risk
for the stellar interferometer is in the operation of the various elements as a complete system [12].
The problem statements for this dissertation can be broken into the following categories.
1. [PROB1] In this thesis, the inherent nonlinearity and dimensionality of the multi-vehicle
dynamics are identified as one of the technological bridges to be crossed for the success of the
future Tethered Spacecraft Interferometer (TSI) missions.
2. [PROB2] TSI also presents its own challenges. It is expected that vibratory motion, consisting
of compound pendulum modes of the satellite and tether vibration modes, will be observed,
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affecting coherent interferometric beam combination. In addition, instability occurs when the
tether retracts, which cannot be avoided due to the observation requirement (see the discussion
in Section 1.2.2).
3. [PROB3] Accomplishing the goal of spiraling out and reaching some given level of UV plane
coverage using traditional thrusters leads to prohibitively high propellant usage for the spin-up
and attitude control of tethered spacecraft.
4. [PROB4] Because no previous space science mission has used a tethered formation flight ar-
chitecture, many technological advances should be demonstrated. Control experimentation of
tethered formation flight spacecraft is indispensable to validate control/estimation algorithms,
to verify simulation results, and to capture un-modeled physical phenomena.
It should be noted that the control of tethered spacecraft will be responsible only for a fraction
of the required precision. As a rule of thumb, controlling the locations of the apertures to within
10 cm is sufficient while the fine staged optical control [103] maintains the Optical Path-length
Difference (OPD) between individual apertures within a tenth of the operating wavelength [42]. A
longer wavelength of the FIR/SMM range makes SPECS even more technologically feasible– compare
SPECS’s wavelength range of 40-640 µm to 10-17 µm of the TPF-Interferometer (TPF-I) mission.
1.4 Goal and Objectives
In response to the problem statements described above, this dissertation focuses on the issues of
nonlinear model reduction and decentralized control, on the actuation method, and on the demon-
stration of controlled tethered formation flight. In addition, the synchronization of multi-agent
systems is explored. The main objectives are presented as the following.
1. [OBJ1] Decentralized nonlinear control by model reduction:
develop decentralized control strategies that do not require centralized and absolute knowledge
of each spacecraft’s position and orientation. Relative metrology is utilized and each spacecraft
is controlled independently using only the information about relative distance and attitude
from the adjacent spacecraft. In particular, an emphasis is placed on nonlinear control, which
takes full advantage of nonlinear dynamics. This objective directly addresses [PROB1].
2. [OBJ2] Modeling of attitude dynamics facilitating control law development:
develop and illuminate the dynamics modeling, and analyze stability and controllability issues,
which facilitate the development of decentralized control and relative sensing. This objective
is associated with [PROB1] and [PROB2].
3. [OBJ3] Exploiting tether-coupling to derive a fuel-efficient attitude control strat-
egy:
demonstrate that an array of tethered spacecraft can be controlled with only reaction wheels
for actuating array spin rate and relative attitude between satellites. This objective presents
a solution to [PROB3].
4. [OBJ4] Development of a tethered satellite formation flight testbed:
experimentally implement and validate the proposed decentralized control and estimation
strategies. In addition, conduct closed-loop control experiments which permit the verifica-
tion of a system-level integration of the subsystems including actuators, sensors and control
algorithms. This objective directly responds to [PROB4] by providing an experimental re-
search platform.
5. [OBJ5] Unified treatment of synchronization for multiple dynamical networks:
leverage the synchronization strategy for tethered formation flight towards dynamical networks
consisting of highly nonlinear systems; establish a unified synchronization framework, which
can be utilized for cooperative control of multi-robot systems or formation flight aerospace
vehicles.
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Figure 1-4: Outline of the dissertation. Tethered Formation Flight and Synchronization represent
the two central themes of this dissertation.
The following section summarizes the unique contributions of this dissertation, which directly
accomplish the above objectives.
1.5 Research Approach and Contributions
The outline of the dissertation is illustrated in Figure 1-4. Dynamics and control of tethered for-
mation flight and synchronization of multi-agent systems represent the two central themes of this
thesis. Specifically, the following unique contributions are identified, and expanded in order of the
corresponding objectives from Section 1.4. Namely, nonlinear decentralized control using oscillation
synchronization (Chapter 4); modeling of relative attitude dynamics with focus on the compound
pendulum mode (Chapter 3); underactuated control of tethered formation flight (Chapter 6); ex-
perimental validation of tethered formation flying maneuvers, and development of a relative sensing
mechanism using a force-torque sensor (Chapter 7); and nonlinear tracking control framework for
synchronization of Lagrangian systems (Chapter 5).
1.5.1 Nonlinear Model Reduction and Decentralized Control by Synchro-
nization (OBJ1: Chapter 4)
Control of distributed and multi-agent mechanical systems such as formation flying spacecraft has
become a popular area of research, where distributed computation and decentralized control schemes,
as well as information flows between elements, are explored. In spite of the popularity of these
modular architectures, it is rare to find work on modular stability analysis for such systems exhibiting
coupled dynamics.
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Figure 1-5: Biological inspiration for synchronization control
This dissertation introduces a fully decentralized nonlinear control law for spinning tethered for-
mation flight spacecraft, based on exploiting geometric symmetries to reduce the original nonlinear
dynamics into simpler stable dynamics. Motivated by oscillation synchronization in biological sys-
tems, we use contraction theory to prove that a control law stabilizing a single-tethered spacecraft
can also stabilize arbitrarily large circular arrays of spacecraft, as well as a three inline configuration.
The proposed decentralized control strategy is also applied to robust sliding control and nonlinear
adaptive control to account for model uncertainties.
Biological and Physical Inspiration
In dealing with such coupled dynamics, an attempt is made to learn from distributed computation
in biological systems. Figure 1-5 shows synchronous fireflies flashing in perfect unison. The fireflies
found in the Great Smoky Mountains of Tennessee send out five to eight flashes in unison, stop for
a quarter of a minute, and then repeat. No matter when and where they start, they end up flashing
in sync by adjusting their internal clock in response to other fireflies’ flashing. In the context of
control theory, the convergence of synchronous fireflies is independent of initial conditions (global
stability), and the internal clock mechanism corresponds to diffusive coupling. In this dissertation,
contraction theory yielding exponential and global convergence is exploited. There is no apparent
leader in the synchronous fireflies, which is by far more a robust design than centralized control.
The motivation of synchronous fireflies also sheds light on the objective of cooperative control: by
flashing in synchrony, the males create a brighter light that has a better chance of getting the
female’s attention. Even though they are eventually in competition, they cooperate to accomplish
the common goal. Other examples abound. Any biological object, specifically the brain, is the
result of evolution, and evolution proceeds by accumulation and combination of stable intermediate
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states [176]. The heart’s pacemaker shown in Figure 1-5 is also a marvel of evolution, perhaps
the most impressive oscillator ever created: a cluster of about 10,000 cardiac pacemaker cells is
synchronized to set the pace [191].
This dissertation introduces reduction of the original dynamics by oscillation synchronization, as
observed in the Huygens’ clocks [191, 17] in Figure 1-5. The pendulum clocks in Figure 1-5 swung
with exactly the same frequency and 180 degrees out of phase, regardless of the initial conditions.
When the pendulums were perturbed, the anti-phase state was restored within half an hour and
persisted indefinitely. As Huygens surmised, the study in [17] shows that damping effects of the
pendulum platform favor anti-phase motion, since in-phase oscillations induce additional counter-
motion of the frame. And while the clock escapements can transfer energy into the in-phase mode, it
is never enough to overcome this frictional disadvantage [17]. Similarly, we pay particular attention
to oscillations of the compound pendulum mode of tethered satellite formation flight. In Chapter 4,
the center satellite of a three inline configuration in Figure 1-5 is shown to play a crucial role, similarly
to the common platform of the pendulum clock, in inducing stabilization and synchronization of the
satellites.
Modular Stability Analysis By Contraction Theory
In control theory, Popov’s passivity [178] was originally motivated by similar concerns. However,
combinations and accumulations of stable elements do not necessarily result in stable dynamics [176].
This dissertation uses contraction theory [176, 112, 202, 114] to analyze the nonlinear stability of
a decentralized control of tethered satellite formation flight (Chapter 4), and also to establish a
unified synchronization framework (Chapter 5). Contraction theory, introduced in Chapter 2, takes
a slightly different notion of stability– a system is stable in some region if initial conditions or
temporary disturbances are somehow forgotten [112]. Lyapunov’s linearization method indicates
that the local stability of the nonlinear system can be analyzed using its differential approximation.
What is new in contraction theory is that a differential stability analysis can be made exact, thereby
yielding global and exponential convergence results in nonlinear systems. Contraction theory
provides a systematic method to build arbitrarily complex nonlinear systems (e.g. a tethered for-
mation array) out of simpler elements (e.g. a single-tethered spacecraft). Combinations validated
by contraction theory, such as hierarchical combinations, parallel combinations, and synchronized
coupled oscillations, are explored to simplify the nonlinear dynamics of multiple dynamical systems.
Decentralized Nonlinear Control and Estimation
This dissertation proposes reduction of the original dynamics by oscillation synchronization. Our
approach to nonlinear model reduction is unique in the sense that we use oscillation synchronization
to simplify the coupled dynamics into the simplest form for which combined stability can be analyzed
systematically. The importance of this approach lies in the fact that we can employ a fully decentral-
ized control law (or estimation algorithm) from the reduced single-tether system to control a more
complex multiple-spacecraft array, reducing the complexity of both hardware and software. The
decentralized controller will enable simple independent control of each satellite without the need for
exchanging individual state information. This will significantly simplify both the control algorithm
and hardware implementation as well as eliminating the possibility of performance degradation due
to noisy and delayed communications.
1.5.2 Dynamics ModelingWith Focus on the Compound PendulumMode
(OBJ2: Chapter 3)
The dynamics modeling using the Euler-Lagrangian formulation is preferred throughout the entire
thesis due to its simplicity. For example, we show that the dynamics of a two-link manipulator
robot can be reduced to the dynamics of a single-tethered spinning satellite. This single-tethered
system is used to construct a more complex array consisting of multiple spacecraft. One benefit of
this simplified modeling is that it readily offers many engineering insights. For example, the positive
definite inertia matrix and symmetry play a critical role in the stability analysis and control synthesis
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in this dissertation. Such work cannot easily be conducted using the general N-body formulation of
multi-body tethered systems (e.g. [90, 144]).
We pay particular attention to control of oscillations of the compound pendulum mode of tethered
formation flight satellites. Previously, the instability of the tether retrieval was usually discussed
in the context of two spacecraft connected by a single tether [101]. The representative work on
tethered formation flight [55, 94, 26, 27, 132, 144] does not include the compound pendulum mode,
by assuming that the spacecraft can be regarded as a point mass with a long tether. However, it is
indispensable to examine this mode because of the instability occurring while retracting the tether
in spinning arrays.
Chapter 3 introduces the dynamics equations of planar motion of the tethered formation flying
spacecraft considered in the entire thesis. The rationale behind the reduced dynamics modeling on
the two-dimensional plane is that the symmetry of a spinning array can be exploited to decouple
the in-plane rotational motions (aperture pupil plane) from the out-of-plane motions. In particular,
the stability and controllability analyses, in conjunction with the compound pendulum modes of
the tethered arrays, constitute the main contributions of this chapter. In addition, the dynamics
modeling in this chapter facilitates nonlinear spatial decoupling of multiple-spacecraft coupled arrays;
the dynamics modeling in this thesis permits a relative and decentralized sensing mechanism for deep
space formation flight. In deep space, absolute attitude might be available via star-trackers but the
availability of absolute positions, like those provided by the Global Positioning System (GPS), is
very limited.
1.5.3 Underactuated Linear and Nonlinear Control (OBJ3: Chapter 6)
The previous chapters are based upon the assumption that the tethered system is fully actuated.
Motivated by the controllability analysis in Chapter 3, indicating that both array resizing and spin-
up are fully controllable by the reaction wheels and the tether motor, the aim of Chapter 6 is to
introduce some new nonlinear control techniques for spinning tethered arrays without thrusters. To
our knowledge, this work reports the first propellant-free underactuated control results for tethered
formation flying spacecraft, and fulfills the potential of the proposed strategy by providing a new
momentum dumping method for saturated wheels without relying on torque-generating thrusters.
For satellites in orbit, a pair of thrusters is conventionally used to dump the angular momentum of the
saturated momentum wheel. The proposed new method deals with the issue of maintaining the zero
compound pendulum mode and desired array spin-rate during the momentum dumping operation
without relying on torque-generating thrusters. Maintaining the zero compound pendulum mode
without diagonal thrusters poses a challenge since the reaction wheel, which directly controls the
pendulum mode, is decelerated continuously in one direction. In the proposed method, all relevant
degrees of freedom are stabilized using only the linear thruster and translational actuator on the
tether during the momentum dumping operation.
Such a tethered spacecraft array without thrusters is called an underactuated mechanical system
since it has fewer inputs than configuration variables. In contrast with linear systems in which an
underactuated control law can be synthesized easily, designing a nonlinear controller for nonlinear
underactuated systems poses a challenge, mainly due to lack of full state feedback linearizability.
We exploit gain-scheduling linear control (Section 6.3), partial feedback linearization (Section 6.4),
feedback linearization via momentum decoupling (Section 6.5), and backstepping (Section 6.6). We
shall consider only the case of the fixed tether length, focusing on the spin-up attitude control
problem on the assumption that the tether length is controllable separately.
1.5.4 Development of Tethered Formation Flying Testbed and Experi-
mental Validation (OBJ4: Chapter 7)
This dissertation elucidates the hardware experiments that were carried out to validate the effective-
ness of the decentralized nonlinear control framework introduced in Chapter 4 for spinning tethered
formation flying arrays. The experiments also evaluate the performance of the proposed decentral-
ized and relative estimator. Specifically, we are using the SPHERES (Synchronize Position Hold
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(a) Three triangular configuration (b) Three-inline configuration
Figure 1-6: Experiments using the SPHERES testbed at the NASA MSFC, September 2006.
Engage and Reorient Experimental Satellite) formation flight testbed to perform experiments in con-
trolling tethered spacecraft arrays. An operational mode representative of real-world spacecraft like
SPHERES permits the verification of a system-level integration of various subsystems. A new suite
of hardware has been designed and added to the SPHERES testbed to support tethered formation
flight. Such recent improvements to SPHERES include a new tether reel mechanism, a force-torque
sensor, and an air-bearing carriage with a reaction wheel. This dissertation also introduces a novel
decentralized estimator, in which a series of Extended Kalman filters incorporate the gyro, force-
torque sensor and ultrasound ranging measurements. To our knowledge, the experiments performed
at NASA MSFC (see Figure 1-6) are the first experimental validation of tethered satellite formation
flight using
• Nonlinear/linear decentralized control and estimation.
• Control of three-satellite-inline configuration.
• Development of force sensor-based attitude estimator using a series of Kalman filters.
• Reaction-wheel-only attitude control for all configurations (two-inline, three-inline, three-
triangular).
• Decentralized fault-tolerant adaptive control under sensor failures.
1.5.5 Extension of Synchronization to Robot Cooperative Control and
Formation Flying (OBJ5: Chapter 5)
The main application of this dissertation is tethered formation flight, which exhibits inherent non-
linear couplings between spacecraft due to the physical connections of the tethers. In particular,
Chapter 4 presents a novel decentralized control strategy, by oscillation synchronization, which elim-
inates the need for any inter-satellite communications. Beyond this, we extend a synchronization
framework to inherently physically uncoupled multi-agent systems (see Figure 1-7). In other words,
we construct a network of multiple dynamical systems by adding communication couplings to other-
wise freely moving or flying vehicles. It should be noted that the global exponential convergence of
contraction analysis plays a central role in treating the synchronization of multiple nonlinear dynam-
ics. An exponentially stabilizing nonlinear control law that can synchronize an arbitrary number of
robots into a common trajectory is introduced in Chapter 5. In this dissertation, synchronization
is defined as a complete match of all configuration variables of each dynamical systems such that
x1 = x2 = · · · = xp and p denotes the number of sub-systems in the network. The proposed con-
troller is much simpler than earlier work, such as the synchronization law in [164], in terms of both
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Figure 1-7: Examples of robot cooperative control. The arrows indicate the coupling control law.
the computational load and the required signals. In addition, the convergence result is stronger:
global and exponential.
The main contributions of Chapter 5 can be stated as follows. First, the proposed strategy is
developed for general nonlinear dynamics derived from the Lagrangian formulation whereas prior
work consensus problems on graphs are mainly restricted to simple linear dynamics [146]. As shall
be seen in Chapter 5, the proof of synchronization for linear systems is a lot simpler than that of
nonlinear systems. In addition, the proposed control laws are of a decentralized form requiring only
local velocity/position coupling feedback for global exponential convergence, thereby facilitating im-
plementation in real systems. As opposed to some previous work requiring all-to-all coupling [164],
this will significantly reduce communication burdens. The theory is generalized and extended to
multi-robot systems with partial joint coupling and uni-directional coupling. Since the main non-
linear stability tool is contraction analysis [112, 176, 202], we derive exact and global results with
exponential convergence. Discussions on time-delayed communications and external disturbances
are provided to emphasize the robust properties of the proposed control law.
1.6 Literature Review
Since Chapter 2 lays a foundation for the dynamics modeling, the main stability theorems (con-
traction analysis) and the nonlinear control techniques used in the entire thesis, such topics are not
expanded here. We refer the readers to Chapter 2 and the references therein for further details.
1.6.1 Dynamics of Spacecraft and Tethered Spacecraft
Three dimensional attitude control problems for a class of rigid spacecraft have gained considerable
attention, in particular, in the context of adaptive control [60, 177], rigid body dynamics [208, 207],
and geometric control theory [53, 24, 166]. Prior work on multiple free-flying spacecraft can be
found in [201, 104, 195, 126, 182] and the references therein. Of particular interest is work on
electromagnetic formation flight [2]. There are numerous technical papers on the dynamics of tethers
in space [14, 97, 96]. Some papers discuss the elasticity and vibration of tethers [97, 68]. A mass-
distributed tether is described by a system of partial differential equations [213]. Compared to the
early literature focused on the two-body dynamics for tether retrieval and momentum exchange
purposes (see the review paper [133]), recent research efforts investigate the dynamics of a three-
body inline configuration [26, 132] and a triangular configuration [55, 102, 94, 138, 144, 196, 160].
A counterweight can be added to produce a more-slowly varying angular speed (e.g. Tetra-Star
configuration [61]). A recent study [27] investigated the feasibility of spinning tethered formation
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flight of constant angular momentum for space-based interferometry applications in an Earth trailing,
heliocentric orbit. The general N-body formulation of multi-body tethered systems is found in [90].
The coupling of tether lateral vibration and satellite attitude motions is discussed in [18]. A nonlinear
control method is proposed to stabilize the librational motion of a tethered satellite [96]. The study
in [209] proposes utilizing the distributed Lorentz forces in an electromagnetic tether as a control
actuator for the tether motion. An active control of the transverse vibration of the tether using
impedance matching [128, 129, 130] is discussed in [68, 69]. Another impedance matching strategy
using an electromagnetic damper is being considered for SPECS [118]. In [211], the dynamics of
a wheel-spoke configuration, in the vicinity of the L2 Lagrangian point of the Earth-Sun system,
is examined. More literature can be found in a very recent review paper on non-electrodynamic
tethered satellite systems [101]. Some recent papers investigated dynamics and control of tethered
formation flying, particularly tailored towards the SPECS mission [156, 61, 77, 107, 118, 94].
This dissertation introduces reduction of the original dynamics by oscillation synchronization,
as observed in the Huygens’ pendulum clocks [191, 17]. The pendulum clocks in Figure 4-1 swung
with exactly the same frequency and 180 degrees out of phase, regardless of the initial conditions.
Similarly, we systematically attempt to synchronize oscillations of the compound pendulum mode
of tethered satellite formation flight. The representative work on tethered formation flight [94, 26,
27, 132, 144, 196] does not include this mode, by assuming that the spacecraft can be regarded as a
point mass with a longer tether. However, it is indispensable to examine this mode because of the
instability occurring while retracting the tether for spinning arrays.
1.6.2 Previous Experimental Work on Tethered Satellite Formation Flight
Several space missions have already been flown to verify Tethered Satellite Systems (TSS). These
important milestones include NASA and Italian Space Agency’s retrival of tether in space (TSS-1
in 1992, TSS-1R in 1996); NASA’s Small Expendable Deployer System (SEDS-1 in 1993, SEDS-2 in
1994); and the U.S. Naval Research Laboratory’s tether physics and survivability (TiPS in 1996).
Descriptions of these missions are found in [49]. The recent review paper [101] also introduces some
ground-based experimental results of the out-of-plane libration control scheme with the equivalent
tension control law with tether length and length rate as feedback [75], and active control of the
in-plane pendulum oscillations and tether bobbling of the TSS by boom rotation [15].
To our knowledge, there exist only three closed-loop control experiments on tethered formation
flight: work done by the Stanford University Aerospace Robotics Laboratory [210, 167, 95], the
three-spacecraft simulator by the Japanese group [138, 139], and the SPHERES testbed introduced
in this dissertation. A notable previous experiment using two-inline satellites is done by [210]. The
experimental hardware consists of two spacecraft modules that float on gas bearings on a granite
table. A potentiometer was employed to measure the relative angles between the spacecraft (see
Chapter 7 for the comparison with the force/torque sensor used in the present dissertation). A
recent paper also describes the tethered-satellites testbed with a triangular configuration [138]. The
satellites in [138] rely on a global metrology system using the CCD camera overlooking the array.
The Synchronized Position Hold Engage and Reorient Experimental Satellites (SPHERES) testbed,
presented in this dissertation, is the first satellite testbed fully exploiting the dynamics of tethered
satellites under various formation flight configurations including a two-inline, a three-inline and a
triangular configuration. It is also a fully 3-D operational satellite with sophisticated sensors and
actuators permitting replication of an operational mode representative of real world spacecraft. In
other words, it could control in 3-D.
1.6.3 Nonlinear Model Reduction
The model reduction theory for linear systems is very mature and rich (e.g. the balanced realization
model reduction algorithm [216, 217]). In contrast, a unified theory of model reduction for nonlinear
systems is relatively rare. Model reduction means a procedure to reduce control design for the original
system to control of a lower-order system with minimum loss of fidelity [145]. Popov’s passivity [178]
was originally motivated by similar concerns. The center manifold theorem [200, 172] offers a rigorous
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mathematical formulation to reduce the dimensionality of the nonlinear systems whose linearized
dynamics have zero eigenvalues. On the other hand, the singular perturbation theory [92] can
be viewed as an approximate model reduction method, which analyzes the responses of the two
different time scales separately. Nonlinear model reduction theory using controlled Lagrangians (or
Hamiltonians) is an area of intense research, especially in the sense of geometric control theory [37,
35]. The study in [33, 34] introduces kinematic reductions for mechanical systems and studies their
controllability properties. In [145], the kinetic symmetry is exploited as a means of reducing the
complexity of control of high-order underactuated mechanical systems.
We seek various forms of model reduction techniques in this thesis. For example, we exploit
spatial symmetry to decouple the attitude dynamics of the tethered array (see Section 3.2.1) and
also to reduce the coupled nonlinear dynamics of the tethered array to the singled-tethered spacecraft
(see Chapter 4). Spatial reduction of linear systems with input-output symmetry can be traced back
to the use of circulant matrices [131]. This dissertation’s approach to nonlinear model reduction is
unique in the sense that oscillation synchronization is used to simplify the coupled dynamics into
the simplest form that still permits combined stability to be analyzed systematically. The kinetic
symmetry is also exploited for control of underactuated tethered systems (see Chapter 6).
1.6.4 Networked Arrays and Coupled Dynamics
Networked arrays of coupled dynamics abound in biological systems. For example, the motion
control architecture in vertebrates involves combinations of simple motor primitives [20, 19, 91],
and synchronous fireflies [191] and animal gaits [48, 91] might shed some light on the stability of
coupled arrays. Some recent work on multi-agent robots [86], aircraft formation flight [173, 63],
and robotics [99], also deal with coupled oscillations. In control theory, Popov’s passivity [178]
was originally motivated by similar concerns. However, combinations and accumulations of stable
elements do not necessarily result in stable dynamics [176]. This dissertation uses contraction the-
ory [112, 176, 202, 114, 180] to analyze the nonlinear stability of a decentralized control of tethered
satellite formation flight. Contraction theory provides a systematic method to build arbitrarily
complex systems (e.g. a tethered formation array) out of simpler elements (e.g. a single-tethered
spacecraft). Combinations validated by contraction theory, such as hierarchical combinations and
synchronized coupled oscillations, are explored to simplify the nonlinear dynamics of multiple teth-
ered spacecraft.
1.6.5 Synchronization of Dynamical Systems
Distributed and decentralized synchronization phenomena are the subjects of intense research.
Group synchronization and cooperative control are topics that are currently receiving a lot of interest
in a variety of research communities, including biology [73, 70], artificial intelligence [7, 30] and neu-
roscience [54, 91], robotics [62, 164, 85], communications and sensor networks [146, 175], spacecraft
formation flight [45, 201, 195, 126, 182], ship replenishment [28] and formation control [84], automatic
control of multiple mobile robots [86, 111, 147] and distributed systems [8, 115]. Other potential
applications of synchronization include oscillation synchronization of robotic locomotion [85, 154],
and tele-manipulation of robots [143, 81, 4, 105, 40].
The consensus problems on graph [146] and the coordination of multi-agent systems [86, 111,
147, 148] are closely related with the synchronization problem. In particular, the use of graph
theory and Laplacian yielded many interesting results [106, 86, 111, 126, 146]. The main drawback
of the aforementioned work is that they mainly deal with very simple dynamic models such as
linear systems and single or double-integrator models with a constant inertia (mass) matrix. Hence,
much of earlier work on multi-agent coordination cannot be used for highly nonlinear systems (e.g.
helicopters, attitude dynamics of spacecraft, walking robots and manipulator robots). As shall be
seen in Chapter 5, the proof of the synchronization for network systems that possess a nonlinear
inertia matrix is much more involved and difficult. This dissertation focuses on such issues associated
with nonlinear dynamics.
One recent representative work on synchronization of multi-link robots with highly nonlinear
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dynamics is [164]. This study proposes a nonlinear tracking control law to synchronize multiple
robots to track a common desired trajectory. The following difficulties of [164] can be identified.
The number of variables to be estimated increases with the number of robots to be synchronized,
which imposes a significant communication burden. Thus, a method to eliminate the all-to-all
coupling is explored in Chapter 5. Finally, the feedback of estimated acceleration errors requires
unnecessary information and complexity. In another example, [193] studied the synchronization of
mechanical networks consisting of underactuated dynamics using the controlled Lagrangians.
Another notable approach to synchronization of robot networks is to exploit the passivity of the
input-output dynamics [105, 40]. Its property of robustness to time-delays is particularly attractive.
However, robot dynamics are passive only with velocity outputs unless composite variables are
employed. In addition, the mutual synchronization problem, which not only synchronizes the sub-
members but also enforces them to follow a stable desired trajectory, is not addressed. Another
recent work using the passive decomposition [104, 106] is interesting in the sense that it shares the
same philosophy of the mutual synchronization problem as in [164]. The passive decomposition
describes a strategy of decoupling into two dynamics: the same system representing the internal
group formation shape, and the locked system describing the total group maneuver. One drawback
of [104] is its dependency on a centralized control architecture; the decoupling is not generally ensured
under the decentralized control. Additionally, [106] only considers a linear double integrator model,
which can degenerate into a trivial problem. The approach introduced in this dissertation has a clear
advantage in its broad applications to a larger class of identical or nonidentical nonlinear systems.
The proposed approach is even able to deal with time-delays, non-passive input-output, and complex
coupling geometry including uni-directional coupling and partial degrees-of-freedom coupling, while
ensuring a simple decentralized coupling control law.
1.6.6 Control of Underactuated Mechanical Systems
Underactuated mechanical systems are characterized by fewer actuators than degrees of freedom
(DOF) or configuration variables, and encountered in a wide range of applications such as walking
robots [194, 206], aerospace vehicles [67, 145], and nonholonomic systems [22]. Control of underac-
tuated mechanical systems is an active area of research [22, 35, 145, 161]. In particular, Spong [187]
developed the partial feedback linearization technique for the swing up maneuver of the acrobot.
One drawback of the partial feedback linearization method is that it does not automatically guar-
antee stable zero dynamics after applying the change of control. The zero dynamics is defined to
be the internal dynamics of the system when the system output is kept at zero by the input [178].
By analogy with linear systems, a nonlinear system with the stable zero dynamics corresponds to
a minimum phase system. Olfati-Saber [145] developed cascade normal forms for underactuated
mechanical systems, based upon mechanical symmetry. Normal forms can be further classified into
triangular normal forms and nontriangular forms. Both strict-feedback and strict-feedforward sys-
tems are called ”triangular” by analogy with linear systems. In particular, a strict-feedback system
permits a systematic nonlinear control design called backstepping [100]. In addition, recent work
examines the sliding-mode control [205], intelligent control [31], and hybrid switching control [214]
for underactuated nonlinear systems. In the context of geometric control theory, two energy-based
methods can be considered for underactuated nonlinear systems. First, an oscillatory control based
on averaging [22, 35] can be developed, which requires a high-frequency control input. The sec-
ond geometric control approach is the method of controlled Lagrangians via the so-called matching
process [22]. In essence, the control design involves shaping the system’s total or kinetic energy
with the additional parameters and the matching process. One recent work also combines tech-
niques of potential shaping with those of kinetic shaping [23]. One drawback is that generic physical
damping makes the control-modified energy rate indefinite, thus invalidating the nonlinear stabil-
ity argument of the controlled Lagrangian method [212]. In some cases, a linear control law using
gain-scheduling can be designed. One merit of the linearization is that it permits the use of mature
and well-established linear control techniques to address nonlinear problems. However, stability can
be assured only locally and in a “slow-variation” setting [165]. In [124], an alternative method to
gain-scheduling is presented for control of nonlinear systems.
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Control of underactuated spacecraft has also been a popular subject. Of particular interest is
work by Tsiotras [197, 198, 199] showing that a nonsmooth time-invariant feedback control law can
be used to rotate an axis-symmetric rigid spacecraft to the zero equilibrium using only two control
torques.
Most aforementioned work is restricted to a single-body dynamics problem. In Chapter 6, the de-
centralized control strategy from Chapter 4 is extended to the underactuated control of multi-vehicle
tethered formation flying. To our knowledge, this work presents the first nonlinear underactuated
control results of tethered formation flying systems.
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Chapter 2
Challenges of Nonlinear Dynamics
and Control
2.1 Chapter Objective
This chapter elucidates some principal nonlinear dynamics analysis tools and control strategies used
in this dissertation as well as some new insightful examples. The theorems and definitions offered in
the present chapter will be frequently used in the entire thesis. In particular, contraction analysis is
introduced as our main nonlinear stability tool, and compared with the classical Lyapunov method.
This chapter is intended to make this thesis sufficiently self-contained. Readers are encouraged to
refer to the references cited in this chapter for further details.
2.2 Lagrangian Systems
This dissertation is devoted to the use of the Lagrangian formulation to derive most nonlinear
dynamics including tethered formation flying arrays. The aim of Section 2.2 is to present a unified
treatment of the underlying characteristics of the particular forms of Lagrangian systems offered in
this thesis. For example, the positive definite inertia matrix and symmetry of the nonlinear systems
play a central role in our stability analysis and control synthesis.
2.2.1 Euler-Lagrangian Equations
To derive nonlinear equations of motion for generalized coordinates, q ∈ Rn, a method employing
the Euler-Lagrangian equations of motion [22, 35, 188] is preferred throughout the thesis for its
simplicity in dealing with complex systems involving multiple dynamics. Another advantage of the
Lagrangian approach [146] is its invariance with respect to coordinate changes.
Let us define Q as a smooth (C∞) n-dimensional configuration manifold of a mechanical system
with generalized coordinates q ∈ Q. Its tangent bundle, TQ is the union of every tangent space TQq
on q. The cotangent bundle ofQ is defined as T ?Q. Let δq be the virtual displacement corresponding
to the variation of q. In the presence of external forces (e.g. control action by actuators or external
disturbances), the Lagrange-D’Alembert principle indicates that
δ
∫ b
a
L(q, q˙)dt+
∫ b
a
F (δq)dt = 0 (2.1)
where a Lagrangian L : TQ→ R is defined as
L(q, q˙) = K(q, q˙)− V (q) = 1
2
q˙TM(q)q˙− V (q) (2.2)
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Notice that the potential energy, V (q) : Q→ R is independent of q˙ whereas the kinetic energy can
often be represented in a quadratic form, K = 12 q˙
TM(q)q˙.
From (2.1), the following Euler-Lagrange equations of motion for a mechanical system with a
configuration manifold Q can be derived:
d
dt
∂L(q, q˙)
∂q˙
− ∂L(q, q˙)
∂q
= F (2.3)
where F : R× TQ → T ?Q is an m-dimensional generalized force or torque vector (F ∈ Rm) acting
on the system. The dependency on time (t ∈ R) usually originates from a time-varying desired
trajectory. Otherwise, a map of F is defined by TQ → T ?Q. If m = n with q ∈ Rn, the system
is a fully actuated system. However, if m < n, the system is an underactuated mechanical system,
which is extensively treated in Chapter 6.
Sometimes, it is convenient to introduce dissipative nonconservative forces such as mechanical
friction and aerodynamic drag:
d
dt
∂L(q, q˙)
∂q˙
− ∂L(q, q˙)
∂q
= F+B(q, q˙) (2.4)
where B(q, q˙) denotes a generalized nonconservative force or torque vector.
Sometimes, when some subsystems are quasi-continuous, this dissipation force term depends only
on the rate such that the quadratic Rayleigh dissipation function can be defined as follows:
D = 1
2
n∑
r=1
n∑
s=1
drsq˙r q˙s = q˙TDq˙ (2.5)
where D is generally symmetric positive definite.
Then, B(q, q˙) in (2.4) is obtained by
B(q, q˙) = −∂D
∂q˙
(2.6)
For example, one of the dissipation forces considered in this thesis is a friction term of the air-
bearing carriages, which is characterized as a viscous damping force. Such friction forces have been
considered in the experiments using the SPHERES testbed in Chapter 7.
2.2.2 Lagrangian on Riemannian Manifolds
The representation of the kinetic energy in a quadratic form in (2.2) warrants a further discussion.
Recalling
K(q, q˙) =
1
2
q˙TM(q)q˙, (2.7)
we can construct a mass/inertia matrix, M(q) ∈ Rn×n from the kinetic energy, K(q, q˙). In a
large class of nonlinear systems, the matrix M(q) is symmetric positive definite, which permits the
following definition from geometric control theory [1, 22, 35].
Definition 2.1 Riemannian Manifolds
A differentiable manifold with a positive definite symmetric quadratic form 〈·, ·〉 on every tangent
space TQq of the configuration variable, q is called a Riemannian manifold. The quadratic form
〈·, ·〉 is often called a Riemannian metric.
As shall be seen later, this Riemannian metric and its matrix representation, M(q) constructed
from the kinetic energy of a nonlinear mechanical system, play a central role in the nonlinear control
design and stability analysis offered in this thesis. Plugging (2.2) into (2.3), Euler-Lagrange equations
on a Riemannian manifold are obtained:
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M(q)q¨+ q˙TΓ(q, q˙)q˙+ g(q) = F (2.8)
where g(q) contains a gravity term of a rigid body such that ∂V(q)∂q = g(q), and the elements of the
Γ matrix are Christoffel symbols [188, 178]:
Γijk =
1
2
(
∂Mij
∂qk
+
∂Mik
∂qj
− ∂Mjk
∂qi
)
(2.9)
The quadratic term q˙TΓ(q, q˙)q˙ can be classified into two different types. The terms involving
qiqj with i 6= j represent the Coriolis force (torque) whereas the other terms involving qi2 correspond
to the centrifugal force (torque). It should be emphasized that the definition in (2.9) is one of many
possible choices of Γ from the Euler-Lagrangian equations in (2.3). To show the reason behind this
choice, we proceed to illustrate the significance of the relationship between the Riemannian metric
and Christoffel symbols. Let us represent an equivalent form to (2.8):
M(q)q¨+C(q, q˙)q˙+ g(q) = F (2.10)
where the C matrix is defined as
cij =
1
2
n∑
k=1
∂Mij
∂qk
q˙k +
1
2
n∑
k=1
(
∂Mik
∂qj
− ∂Mjk
∂qi
)
q˙k (2.11)
Then, it is straightforward to show that (M˙− 2C) is skew-symmetric [178] resulting in xT (M˙−
2C)x = 0 for arbitrary x ∈ Rn. This skew-symmetric property can be viewed as a matrix expression
of energy conservation [178], which is explained in the context of the passivity formalism in Section
2.2.7. In addition, since M(q) is symmetric, one can find that
M˙(q) = C(q, q˙)T +C(q, q˙). (2.12)
The property in (2.12) is widely exploited for stability analysis and control synthesis in the remainder
of this dissertation. Furthermore, one can derive the Euler-Lagrangian equations in (2.10) using
M˙ = CT +C without solving (2.11) to derive the C matrix.
We make extensive use of (2.10) in this thesis as our primary nonlinear differential equations of
a mechanical system.
2.2.3 Symmetry
When the subsystems in a coupled dynamical system are assumed to be identical, the overall system
exhibits symmetries. We take an example of multiple spacecraft connected by equally spaced tethers
(See Chapters 3 and 4). This kind of system has a geometrical symmetry, where the coordinates are
invariant under angle rotational transformations such as y = Rx.
In this section, we pay attention to a different notion of symmetry, so-called mechanical symmetry,
which makes a connection with the conservation laws. Most mechanical systems, despite being non-
symmetric in geometry, possess some symmetry properties. In the context of geometric control
theory, mechanical symmetries lead to to reduction of the model complexity [37, 145]. We start with
the definition of mechanical symmetry.
Definition 2.2 Symmetry in Mechanics
The Lagrangian L(q, q˙) = K(q, q˙) − V (q) is symmetric with respect to the configuration variable
qi if and only if
∂L(q, q˙)
∂qi
= 0 (2.13)
where qi is the i-th (i ∈ {1, . . . , n}) configuration variable in the vector q.
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Definition 2.2 states that the system is symmetric when its Lagrangian is invariant under the
group action of qi.
We define the i-th generalized momentum, pi as
pi =
∂L(q, q˙)
∂q˙i
(2.14)
Then, the unforced Euler-Lagrange equation from (2.3) reduces to
d
dt
pi − ∂L
∂qi
= 0 (2.15)
Consequently, symmetry of a Lagrangian system, ∂L∂qi = 0, leads to
d
dtpi = 0. In other words, the
i-th generalized momentum is conserved, when the system is symmetric with respect to qi. Most
mechanical systems possess a relaxed form of symmetry as follows.
Definition 2.3 Kinetic Symmetry
A Lagrangian system is kinetically symmetric with respect to a joint variable vector, q if
∂K
∂qi
= 0. (2.16)
The kinetic symmetry leads to symmetry in mechanics in Definition 2.2 in the absence of a
potential field, i.e. V (q) = 0, which in turn corresponds to the conservation of the momentum of an
unforced system.
Note that the two-link manipulator robot in Figure 2-1 is kinetic symmetric with respect to
the first joint angle θ1, thereby resulting in an inertia matrix independent of θ1. This independent
variable is often called an external variable [145] or cyclic [22]. A dependent variable (θ2) of a
two-link manipulator is called a shape variable. Reduction theory for controlled Lagrangian and
controlled Hamiltonian systems with symmetry is an active area of research [37]. For example, a
nonlinear control design using a control Lagrangian makes extensive use of the conservation law
derived by symmetry. In another example, Olfati-Saber [145] developed cascade normal forms for
underactuated mechanical systems, based upon the mechanical symmetry introduced in this section.
A similar approach is introduced to control an underactuated spinning tethered array in Chapter 6.
2.2.4 Legendre Transformation and Hamiltonian
The generalized momentum p is defined as
p =
∂L
∂q˙
=M(q)q˙ (2.17)
This coordinate transformation is referred to as the Legendre transformation [145, 22].
We can re-write (2.10) using the Legendre transformation in (2.17):
q˙ =M−1(q)p
p˙ = C
(
q,M−1(q)p
)T
M−1(q)p− g(q) + F
(2.18)
where we used M˙ = C + CT from the skew-symmetric property of M˙ − 2C. The second-order
differential equation in (2.10) is now in the first-order differential form, which has an advantage in
contraction analysis, as shall be seen in the subsequent sections.
We can easily verify that (2.18) corresponds to Hamilton’s equations by introducing the Hamil-
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tonian, H(q,p):
H(q,p) = q˙Tp− L(q, q˙) = 1
2
pTM−1(q)p+ V (q)
q˙ =
∂H(q,p)
∂p
,
p˙ = −∂H(q,p)
∂q
+ F
(2.19)
Since the kinetic energy, K can be written as
K =
1
2
q˙TM(q)q˙ =
1
2
pTM−1(q)p, (2.20)
the Hamiltonian represents the total energy of the system, i.e. H = K + V , as opposed to the
Lagrangian, L = K − V .
In this dissertation, we will often encounter the closed loop dynamics of the following form:
M(q)s˙+C(q, q˙)s+Ks = u(t) (2.21)
where s(t) is the composite variable [178], often introduced in the sliding control literature such that
s = q˙− q˙d +Λ(q− qd) (2.22)
where qd represents the desired reference trajectory.
For the system in (2.21), we can employ the following transformation by redefining p:
p =M(q)s (2.23)
Hence, (2.21) reduces to the following first-order canonical form:
q˙ = −Λq+M−1(q)p+ (q˙d +Λqd)
p˙ =
[
C
(
q,M−1(q)p
)T −K]M−1(q)p+ u(t) (2.24)
A nice thing about the equations, (2.18) and (2.24), is that the external control input vector, F
is intact via the transformation, thereby facilitating the control design and controllability analysis.
2.2.5 Zero Riemann Curvature and Flat Mechanical Systems
If the inertia matrix, M(q) can be factored as N(q)TN(q), we can derive a transformation that
significantly simplifies the robot dynamics. Such a transformation is called a linearizing point trans-
formation [10] and all point transformations are also canonical transformations [186]. In the absence
of the potential term V (or canceled by a feedforward term), suppose the inertia matrix M(q) can
be factored into
M(q) = NT (q)N(q) (2.25)
where N(q) is integrable.
Also consider a canonical transformation by Q(p,q) and P (p,q) by which a system preserves
the Hamiltonian structure of the system in (2.18).
dQ =
∂Q
∂q
dq = N(q)dq (2.26)
P = N(q)q˙ (2.27)
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This transformation yields the following Hamiltonian
H =
1
2
q˙TM(q)q˙ =
1
2
q˙TNT (q)N(q)q˙ =
1
2
PTP (2.28)
which is independent of Q.
This simplification leads to the following double integrator system
Q˙ = P
P = N(q)−TF
(2.29)
This significantly simplifies the computation of a controller compared to the original feedback
linearization (computed torque) control law since it only requires a computation of N(q). Then, a
natural question arises as to the existence of such a decomposition in (2.25). It turns out that there
is a sufficient and necessary condition to the existence which relates a Riemannian manifold with a
Euclidean manifold.
Theorem 2.2.1 A linearizing point transformation exists if and only if all elements of the Riemann
curvature tensor, Rijkl are identically zero. (See [186] and [10] for the exact definition of Rijkl).
Such a Riemannian manifold is called a “locally flat” manifold.
One trivial example of a “zero Riemann curvature tensor” is a system with a constant inertia
matrix, thereby eliminating the Christoffel symbols in (2.9) automatically. This in turn makes
C(q, q˙) vanish as well.
Definition 2.4 Flat Mechanical System [145]
Mechanical systems with a constant inertia matrix M are called Flat Mechanical Systems.
This definition of flatness should not be confused with another notion of flatness of a mechanical
system– “differential flatness.” [146, 136, 159] Roughly speaking, a control system is differentially
flat if we can find a set of outputs equal in number to the inputs such that all states and inputs can
be determined from these outputs without integration. One can inevitably infer that this differential
flatness is particularly useful for motion planning. There are many examples of differentially flat
mechanical systems including fully actuated nonlinear systems with feedback linearizability.
2.2.6 Nonholonomic Systems and Underactuated Dynamics
Consider a mechanical system of q ∈ Rn, subject to the following p constraint equations, linear in
the velocity field:
n∑
k=1
ajk(qi)q˙k = 0, j = 1, . . . , p. Equivalently, A(q)q˙ = 0 (2.30)
where A(q) ∈ Rp×n and p < n.
Definition 2.5 Nonholonomic Constraints [22]
The constraints in (2.30) are holonomic or integrable if there is a real-valued vector function
h(q) ∈ Rp such that the constraint can be written as h(q) =constant, or in differentiated form,
(∂hi∂qi q˙i = 0). Thus the configuration of the system is actually constrained to be on a submanifold
of the configuration manifold. We can then write Lagrange’s equations using coordinates on this
submanifold and thus get a system of equations with fewer variables.
If no such function h exists, the constraints are said to be nonintegrable or nonholonomic.
For example, the length constraint on a pendulum is a holonomic constraint. We actually use a
holonomic constraint of a tether in Chapter 3 to reduce a tethered system to fewer relative variables.
On the other hand, a constraint of rolling without slipping is nonholonomic. In addition, constraints
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that are independent of time are called scleronomic, whereas rheonomic indicates constraints
depending on time.
Using the Lagrange-d’Alembert principle given in (2.1) together with the nonholonomic velocity
constraints of the form in (2.30), we can derive the following equations of motion:
M(q)q¨+C(q, q˙)q˙+ g(q) = A(q)Tλ+ F
A(q)q˙ = 0
(2.31)
where λ ∈ Rp is a vector of Lagrange multipliers. Notice that we now have 2n first-order differential
equations and m constraint equations for 2n+m variables (q, q˙, λ).
The above constraints are first-order nonholonomic constraints. In this dissertation, we shall
focus on the second-order nonholonomic constraints arising from underactuated control inputs.
Definition 2.6 Underactuated Mechanical Systems
A Lagrangian system in (2.10), which has a fewer number of inputs (F ∈ Rm) than the number of
degrees-of-freedom, n (q ∈ Rn) such that m < n, is called an Underactuated Lagrangian system.
Hence, we can derive a second-order nonholonomic constraint from the unactuated coordinates. For
example, if the first coordinate variable q1 out of q =
(
q1 q2 · · · qn
)T is not actuated, the
following acceleration constraint equation is obtained:
m11(q)q¨1 +m12(q)q¨2 + · · ·+m1n(q)q¨n + h1(q, q˙) = 0, (2.32)
which is not integrable.
Control of underactuated mechanical systems is an active area of research [22, 35, 145, 187].
In this dissertation, we introduce some underactuated control strategies for the spinning tethered
formation flying problem in Chapter 6.
2.2.7 Passivity
A passive system is one where the energy output of the system is not greater than the energy injected
into the system from external sources. Hence, the passivity property makes an essential connection
with the energy conservation law. Before we introduce Lyapunov functions to generalize the notion
of energy in a dynamical system, particulary in the context of stability theory, we briefly characterize
a passive mechanical system in this section.
Consider a control affine, smooth nonlinear system with an output y ∈ Rm,
x˙(t) = f(x(t), t) + g(x(t), t)u (2.33)
y = h(x)
where x ∈ Rn, u ∈ Rm, and f ,g and h are continuous in t and smooth in x with f(0, t) = 0 and
h(0, t) = 0 for all t ≥ 0.
Definition 2.7 Passivity
The nonlinear system in (2.33) is said to be passive if there exists a C1 storage function V (x, t) ≥ 0,
V (0, t) = 0,∀t ≥ 0 and a function S(x) ≥ 0 such that for ∀t ≥ t0 ≥ 0
V (x(t), t)− V (x(t0), t0) =
∫ t
t0
uT (s)y(s)ds−
∫ t
t0
S(x(s))ds (2.34)
The system in (2.33) is strictly passive for S(x) > 0 and lossless for S(x) = 0.
Notice that the external power input term is written as uTy. We can easily show that a com-
bination of two passive systems is passive, which leads to the “additive” property of Lyapunov
functions [178].
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(a) Joint angles are measured counterclockwise. (b) Configuration manifold of two-link manipulator.
Figure 2-1: Two-link manipulator robot
Let us take an example of a mechanical system such as a robotic manipulator in (2.10):
M(q)q¨+C(q, q˙)q˙+ g(q) = τ (2.35)
In the presence of external gravity torques g(q), the energy conservation law can be written as
q˙T (τ − g(q)) = 1
2
d
dt
(q˙TM(q)q˙) (2.36)
which implies that the mapping τ − g → q˙ is passive. By expanding the right-hand side, we can
prove that q˙T (M˙− 2C)q˙. In conclusion, a robot’s dynamics are passive only with a velocity vector
q˙ unless a composite variable structure [178] is employed.
Passivity is a subject of intense research, with applications to robotics [178], spacecraft con-
trol [60], and more recently, teleoperation [105] and network synchronization [40].
2.3 Examples of Nonlinear Dynamics
The following nonlinear dynamics are encountered in this dissertation, either as a basic set of dynam-
ics which establishes a more complex system, or as a subsystem comprising a multi-agent network.
2.3.1 Two-Link Manipulator
A two-link planar robot manipulator in Figure 2-1 has been selected as a representative example in
nonlinear control theory and the robotics research communities. This example has also formed a
basic dynamics model for a spinning single-tethered spacecraft in Chapter 3.
This system has two degrees-of-freedom and the configuration manifold Q = S1 × S1 is specified
by q = (θ1, θ2)T . It is well known that its configuration space is identified to a torus consisting of
the union of two circles (S1 × S1) as shown in Figure 2-1(b).
The moment of inertia about the center of mass of each manipulator is given as I1 and I2. The
lengths of each manipulator are `1 and `2 while `c1 and `c2 denote the distance from the previous
joint to the center of mass of the next link. Also, m1 and m2 denote the mass of each manipulator
link, respectively. The gravitational pull is acting uniformly in the vertical direction.
We find the following Euler-Lagrangian equations of motion by constructing the kinetic energy
42
Figure 2-2: Compass gait
K = 12 q˙
TM(q)q˙:
M(q)q¨+C(q, q˙)q˙+ g(q) = τ. (2.37)
where the inertial matrix is defined as
M(q) =[
I1 + I2 +m1`c12 +m2(`12 + `c22 + 2`1`c2 cos θ2) I2 +m2(`c22 + `1`c2 cos θ2)
I2 +m2(`c22 + `1`c2 cos θ2) I2 +m2`c22
]
.
(2.38)
From (2.11) or (2.12), the C matrix is obtained as
C(q, q˙) =
[
hθ˙2 h(θ˙1 + θ˙2)
−hθ˙1 0
]
(2.39)
where h = −m2`1`c2 sin θ2.
The potential term is obtained as
g1(q) =
∂V
∂θ1
= (m1`c1 +m2`1)g cos θ1 +m2`c2g cos (θ1 + θ2) (2.40)
g2(q) =
∂V
∂θ2
= m2`c2g cos (θ1 + θ2) (2.41)
We can also derive equations of motion when θ2 is not a joint variable but defined with respect
to the horizontal axis. This will simplify the dynamics by eliminating the corresponding Coriolis
force terms. In such a case, the inertia matrix is given as
M(q) =
(
I1 +m1`c12 +m2`12 m2`1`c2 cos (θ2 − θ1)
m2`1`c2 cos (θ2 − θ1) I2 +m2`c22
)
. (2.42)
The C matrix and the gravity terms can be similarly obtained. Such generalized coordinates are
employed in a three-spacecraft inline configuration of a spinning tethered array in Chapters 3 and
4, which not only simplify the equations of motion but also make a model reduction technique in
Chapter 4 more intuitive.
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Figure 2-3: Spherical pendulum
2.3.2 Walking Robot: Compass-Gait
Considerable effort is being made to understand the physics of biological and human locomotion,
with an aim to build more robust and energy efficient [194] walking robots [157, 206, 189].
A compass gait in Figure 2-2 is a simple but representative dynamic model of bipedal walking,
first reported in [71]:
M(q) =
[
mb2 −m`b cos(θst − θsw)
−m`b cos(θst − θsw) (mh +m)`2 +ma2
]
(2.43)
where q = (θsw, θst)T and ` = a+ b.
C(q, q˙) =
[
0 m`b sin(θst − θsw)θ˙st
m`b sin(θst − θsw)θ˙sw 0
]
(2.44)
and
g(q) =
(
mbg sin θsw
−(mh`+ma+m`)g sin θst
)
. (2.45)
The compass gait consists of two legs with point feet: the swinging leg (θsw) and the stance
leg (θst). On heelstrike, an inelastic collision occurs under which angular momentum is conserved.
Immediately after the collision, the model switches its swing and stance legs, and forms the limit
cycle. One potential application of the compass gait dynamics is extending the synchronization
strategy in this dissertation to the coupled linkages and joints of walking robots. It is assumed
that synchronization between coupled dynamical systems provides a powerful adaptive mechanism
to receive, encode, and store external events into a system’s internal dynamics [154].
2.3.3 Spherical Pendulum
As shall be seen in Chapter 3, we derive the planar rotational dynamics of tethered formation flight,
based on the compound pendulum motion of the rigid body. A spherical pendulum, which has two
degrees of rotational freedom, is considered in Figure 2-3.
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Figure 2-4: Two-link manipulator on a moving cart. Rotational angles are measured clockwise.
The Lagrangian is
L =
1
2
m
(
`2θ˙2 + `2 sin2 θφ˙2
)
+mg` cos θ. (2.46)
The Euler-Lagrange equations give
M(q)q¨+C(q, q˙)q˙+ g(q) = τ (2.47)
where
M(q) =
[
m`2 0
0 m`2 sin2 θ
]
C(q, q˙) =
[
0 −m`2 sin θ cos θφ˙
m`2 sin θ cos θφ˙ m`2 sin θ cos θθ˙
]
(2.48)
g(q) =
(
mg` sin θ
0
)
, q =
(
θ
φ
)
It should be noted that the above Euler-Lagrangian formulation is much simpler than the Newton-
Euler formulation of the spherical pendulum problem introduced in [207].
2.3.4 Robotic Arm on a Cart
We can envision a mobile robot equipped with robotic manipulators for special applications such as
a robotic arm on a spacecraft for EVA tasks and a mobile humanoid robot platform for eliminating
human involvement in the hazardous situations. Such robotic research platforms actually exist–
e.g., the Stanford Assistant Mobile Manipulator (SAMM) [93] and NASA’s astronaut robot a.k.a.
robonaut [3]. Figure 2-4 depicts such an example of mobile manipulators. This is actually a two
degree-of-freedom manipulator moving on a cart and often called a double inverted pendulum on a
cart. Like its simpler counterpart- a cart-pole system [22], much attention has been recently devoted
to this more complex inverted pendulum system [215, 25].
For simplicity, the two joint variables are defined with respect to the inertial vertical frames. All
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the physical parameters are the same as those of a two-link robot in Section 2.3.1. In addition, the
mass of the moving cart isM and its translation coordinate is defined as s. From the kinetic energy,
we can find the following inertia matrix for q = (s, θ1, θ2)T :
M(q) =
 M +m1 +m2 (m1`c1 +m2`1) cos θ1 m2`c2 cos θ2(m1`c1 +m2`1) cos θ1 I1 +m1`c12 +m2`12 m2`1`c2 cos(θ1 − θ2)
m2`c2 cos θ2 m2`1`c2 cos(θ1 − θ2) I2 +m2`c22
 . (2.49)
We can recognize that the sub-matrix formed by rows (2,3) and columns (2,3) is the same as the
inertia matrix of the two-link manipulator in (2.42).
It is straightforward to calculate the C matrix as
C(q, q˙) =
0 −(m1`c1 +m2`1) sin θ1θ˙1 −m2`c2 sin θ2θ˙20 0 m2`1`c2 sin(θ1 − θ2)θ˙2
0 −m2`1`c2 sin(θ1 − θ2)θ˙1 0
 (2.50)
The gravity term g(q) = ∂V∂q is given as
g(q) =
 0−(m1`c1 +m2`1)g sin θ1
−m2`c2g sin θ2
 (2.51)
The above dynamic model is used in Chapter 5 to construct an example network comprised of
highly nonlinear systems.
2.3.5 Attitude Dynamics of Rigid Spacecraft
Three dimensional attitude control problems for a class of rigid spacecraft have gained considerable
attention, in particular, in the context of adaptive control [60, 177], rigid body dynamics [208, 207],
and geometric control theory [53, 24, 166]. Following [177], we show in this section that we can
establish a Lagrangian dynamics form in (2.10) from the rotational attitude dynamics.
Using the Euler rotational equations of motion, the following equation describes the angular
velocity vector ~ω of the spacecraft in its body axes in Figure 2-5.
H~˙ω = p× ~ω + τ (2.52)
where p is the total spacecraft angular momentum in its body frame.
The inertia matrix H is symmetric positive definite and can be decomposed into
H = Hs/c −Hwheel (2.53)
where all are expressed in the body frame.
The attitude of the spacecraft has the following relation:
x˙ = J(x)~ω (2.54)
where x and J(x) can be either the Euler angle representation (x = γ) or the representation using
Gibbs parameters (x = ξ).
In the classical Euler angle representation, the attitude of the spacecraft is described using the
successive angular clockwise rotations of roll (φ), pitch (θ), and yaw (ψ). In this case, Equation
(2.54) becomes [53]
γ˙ = R(γ)~ω (2.55)
where R(γ) =
1 sinφ tan θ cosφ tan θ0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ
 for −pi/2 < θ < pi/2.
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Figure 2-5: Rigid spacecraft attitude representation. Picture courtesy: NASA JPL/Caltech
One drawback of the Euler angular representation is its singularity. To avoid this singularity
problem, it is often preferred to use quaternions to represent an angular orientation between two
different coordinate frames:
q1 = e1 sin
θ
2
, q2 = e2 sin
θ
2
, q3 = e3 sin
θ
2
, q4 = cos
θ
2
(2.56)
where e = (e1, e2, e3)T is the Euler axis of rotation expressed in the body frame (see Figure 2-5)
and θ is the rotation angle about e.
Gibbs parameters (or commonly referred to as Rodrigues parameters) can be defined from quater-
nions as follows.
ξ =
ξ1ξ2
ξ3
 =
q1/q4q2/q4
q3/q4
 = e tan θ
2
(2.57)
In this case, Equation (2.54) becomes [208, 177]
ξ˙ = Z(ξ)~ω (2.58)
where
Z(ξ) =
1
2
(
I+ ξξT + S(ξ)
)
=
1
2
 1 + ξ12 ξ1ξ2 − ξ3 ξ1ξ3 + ξ2ξ2ξ1 + ξ3 1 + ξ22 ξ2ξ3 − ξ1
ξ3ξ1 − ξ2 ξ3ξ2 + ξ1 1 + ξ32
 , (2.59)
and the skew-symmetric matrix function, S(x) is defined as
S(x) =
 0 −x3 x2x3 0 −x1
−x2 x1 0
 (2.60)
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We can also express the angular momentum in the body axes (p in (2.52)) as a function of ξ:
p = P(ξ)pI (2.61)
where pI is the inertial angular momentum and is constant by the conservation of angular momen-
tum. In addition,
P(ξ) = 2(1 + ξT ξ)−1
[
I+ ξξT − S(ξ)]− I (2.62)
By combining (2.52) and (2.54), the following equations of motion are obtained with respect to
x:
M(x)x¨+C(x, x˙)x˙ = F (2.63)
where
τ = JT (x)F
M(x) = J−T (x)H(x)J−1(x)
C(x, x˙) = −J−THJ−1J˙J−1 − J−TS(p)J−1.
In essence, we established a Lagrangian formulation for the attitude dynamics of rigid spacecraft.
This allows us to apply a wealth of control laws that were originally developed for robot dynamics to
spacecraft. As discussed in (2.12), the most important feature of (2.63) is to have a skew-symmetric
M˙− 2C due to energy conservation. Indeed, we can verify that
M˙− 2C = dJ
−T
dt
HJ−1 − J−THdJ
−1
dt
+ 2J−TS(p)J−1 (2.64)
Note that x in (2.63) represents the inertial coordinates.
2.4 Previous Work on Nonlinear Stability
This section is intended to be a brief introduction to Lyapunov stability theorems for the purpose
of comparison with our main stability tool, contraction theory in Section 2.5. A wealth of literature
exists for the further treatment of Lyapunov methods (see Khalil [92], Sastry [172], Slotine [178],
Vidyasagar [200]).
2.4.1 Lyapunov-Based Method
Consider a smooth autonomous nonlinear system of x ∈ Rn
x˙ = f(x) (2.65)
In the sense of Lyapunov, the system in (2.65) is stable if the system trajectory can be kept arbitrarily
close to the origin. A stronger form of stability is defined as asymptotically stable where the
states that started from some initial conditions actually converge to the equilibrium points. If
the convergence rate is determined by an exponential function, then the system is exponentially
stable. When the domain of attraction is all the configuration space in Rn, the system is globally
stable.
One easy way of checking the local stability of an equilibrium point x? of (2.65) is to check the
eigenvalues of the Jacobian of (2.65).
Theorem 2.4.1 Lyapunov Indirect Method
Consider the Jacobian
A =
∂f
∂x
at x?. (2.66)
If A is Hurwitz (not Hurwitz) then the equilibrium point x? is asymptotically stable (unstable). If A
is marginally stable, then no conclusion of the stability can be drawn.
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A fundamental approach of the Lyapunov function is to find a scalar representation of the energy
contained in a system. Hence, if one can find that the associated Lyapunov function is decreasing
over time, then one can inevitably conclude that the system is stable.
Theorem 2.4.2 Lyapunov Direct Method
Let V (x) : Rn → R+ be a continuously differentiable positive scalar function such that the following
is true in the neighborhood of an equilibrium point
V˙ =
∂V
∂x
f(x) < 0 (2.67)
Then, the system is locally asymptotically stable. If V (x) is radially unbounded such that V → ∞
as ‖x‖ → ∞, then the equilibrium is globally asymptotically stable.
Such a function, V is called a Lyapunov function.
If we replace the inequality condition with “≤”, the equilibrium is just stable without asymptotic
convergence. In practice, this inequality condition is a stringent requirement for most mechanical
systems. For a time-invariant nonlinear system, LaSalle’s invariant lemma is exploited to derive
asymptotic convergence with a negative semi-definite rate of V .
Theorem 2.4.3 LaSalle’s Invariant Set Theorem [178]
Consider an autonomous system in (2.65). Assume that the region Ωl defined by V (x) < l is
bounded, and V˙ (x) ≤ 0 on Ωl. Let R be the set of all points within Ωl where V˙ (x) = 0, and M be
the largest invariant set in R. Then, every solution x(t) originating in Ωl tends to M as t→∞.
This invariant set theorem can be conveniently used for a system with a negative semi-definite V˙ to
prove its asymptotic stability, however this is restricted to a time-invariant (autonomous) system.
A more generalized theory on stability of nonautonomous systems is introduced in the subsequent
section.
2.4.2 Extension of Lyapunov Function to Time-Varying Systems
Consider a smooth nonlinear time-varying system
x˙(t) = f(x(t), t) (2.68)
where x(t) ∈ Rn, and f : Rn × R+ → Rn
The Lyapunov’s direct method in Theorem 2.4.2 still holds for a nonautonomous system in
2.68, with the additional condition that V is decrescent [178]. This condition means that V (x, t) is
upper-bounded by a time-invariant positive definite function.
In order to weaken the inequality requirement for asymptotic stability, the following lemma can
be used:
Theorem 2.4.4 Barbalat’s Lemma
If the differentiable function, V (t) tends to a finite limit as t→∞, and if V˙ (t) is uniformly contin-
uous, then
lim
t→∞ V˙ (t) = 0 (2.69)
Note that the uniform continuity of V˙ (t) is sufficiently met if V¨ (t) exists and is bounded.
The Lyapunov theorem along with Barbalat’s lemma leads to the following powerful theorem:
Theorem 2.4.5 LaSalle-Yoshizawa [100]
Let x = 0 be an equilibrium point of (2.68) and suppose f is locally Lipschitz in x uniformly in t.
Let V : Rn × R+ → R+ be a continuously differentiable function such that
V˙ =
∂V
∂t
+
∂V
∂x
f(x, t) ≤ −W (x) ≤ 0 (2.70)
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γ1(‖x‖) ≤ V (x, t) ≤ γ2(‖x‖) (2.71)
∀t ≥ 0, ∀x ∈ Rn, where γ1 and γ2 are strictly increasing class K functions and W is a continuous
function. Then, all solutions of (2.68) are globally uniformly bounded and satisfy
lim
t→∞W (x(t)) = 0 (2.72)
In addition, if W (x) is positive definite, then the equilibrium x = 0 is globally uniformly asymptoti-
cally stable.
Often times, the asymptotic convergence of W (x(t)) and V˙ to zero is sufficient to prove the
convergence of tracking errors even though the system per se might not be asymptotically stable.
2.4.3 Exponential Stability [178, 92]
In linear systems, asymptotic stability automatically means global exponential convergence. For a
time-varying nonlinear system such as (2.68), some additional conditions are required:
Theorem 2.4.6 Exponential Stability
Let x = 0 be an equilibrium point of (2.68) and suppose f is locally Lipschitz in x uniformly in t.
Let V : Rn × R+ → R+ be a continuously differentiable function such that
c1‖x‖2 ≤ V (x, t) ≤ c2‖x‖2 (2.73)
V˙ =
∂V
∂t
+
∂V
∂x
f(x, t) ≤ −c3‖x‖2 (2.74)
‖∂V
∂x
‖ ≤ c4‖x‖ (2.75)
where c1, c2, c3, and c4 are strictly positive and ∀t ≥ 0.
Then, the equilibrium x = 0 is exponentially stable. If the above conditions hold globally, then it
is globally exponentially stable.
Exponential convergence offers numerous advantages. For instance, it provides a stronger form
of stability, resulting in more efficient performance than the asymptotic convergence of PD control,
particularly for tracking demanding trajectories. In addition, exponential stability is robust with
respect to a class of perturbations [92], as seen in perturbation theories.
In the next section, we introduce contraction theory, which can be efficiently used to prove global
exponential stability of nonlinear systems.
2.5 Nonlinear Stability by Contraction Analysis
Contraction analysis is introduced herein as our main nonlinear stability tool for the entire thesis.
Contraction theory provides a systematic method to build arbitrarily complex systems (e.g. a
tethered formation array) out of simpler elements (e.g. a single-tethered spacecraft). We also
exploit contraction and partial contraction theory [202] to prove the stability of multiple coupled
nonlinear dynamics.
Lyapunov’s linearization method indicates that the local stability of the nonlinear system can be
analyzed using its differential approximation. What is new in contraction theory is that a differential
stability analysis can be made exact, thereby yielding global and exponential convergence
results in nonlinear systems. A brief review of the results from [112, 176, 202] along with the
author’s own intepretation is presented in this section. Readers are referred to these references
for detailed descriptions and proofs on the following theorems. Note that contraction theory is a
generalization of the classical Krasovskii’s theorem [178], and that approaches closely related to
contraction, although not based on differential analysis, can be traced back to [78, 56] and even to
[109]. A recent work by Rantzer [158] also independently derived a similar result on the use of the
monotonicity of singulary weighted volumes.
50
Figure 2-6: Contraction of a volume
Before we move onto the details, the key advantages of contraction analysis are summarized as
below.
• Contraction theory is a differential-based analysis. Therefore, it is much easier to combine
multiple systems.
• Contraction theory is more generalized. For instance, all examples and theorems in [158] are for
autonomous systems whereas contraction theory can be easily applied to general time-varying
systems including systems with time-varying desired trajectories.
• Convergence of contraction theory is stronger: exponential and global. Asymptotic conver-
gence of a PD controller is not enough for tracking demanding time-varying reference inputs
of nonlinear systems.
• The proof is intuitive and much simpler. This truly sets contraction analysis aside from other
methodologies. For example, one can recall the proof of global and time-varying version of
Krasovskii’s theorem.
• Contraction theory also permits a non-constant metric and a pure differential coordinate
change, which is not explicit in [158]. This generalization of the metric (generalized Jaco-
bian, not just dfdx ) is one of the differences with other methodologies.
2.5.1 Fundamentals
Contraction theory takes a slightly different notion of stability - a system is stable in some region
if initial conditions or temporary disturbances are somehow forgotten [112]. Suppose that one
can construct a virtual volume out of the given dynamics. Rather than finding a decreasing scalar
function by the Lyapunov method, a contracting volume indicates the system is contracting, thereby
stable, as illustrated in Figure 2-6. How can we quantify the contraction rate of the virtual volume
constructed from the dynamical system? By computing contraction of two neighboring trajectories
in the flow field.
Consider a smooth nonlinear system
x˙(t) = f(x(t),u(x, t), t) (2.76)
where x(t) ∈ Rn, and f : Rn × Rm × R+ → Rn. A virtual displacement, δx is defined as an
infinitesimal displacement at a fixed time– a common supposition in the calculus of variations.
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Figure 2-7: Exponential convergence to a single trajectory
Theorem 2.5.1 For the system in (2.76), if there exists a uniformly positive definite metric,
M(x, t) = Θ(x, t)TΘ(x, t) (2.77)
where Θ is some smooth coordinate transformation of the virtual displacement, δz = Θδx, such that
the associated generalized Jacobian F is uniformly negative definite, i.e., ∃λ > 0 such that
F =
(
Θ˙(x, t) +Θ(x, t)
∂f
∂x
)
Θ(x, t)−1 ≤ −λI, (2.78)
then all system trajectories converge globally to a single trajectory exponentially fast regardless of
the initial conditions, with a global exponential convergence rate of the largest eigenvalues of the
symmetric part of F.
Such a system is said to be contracting.
Proof The proof is given in [112]. Briefly, the dynamics of δz = Θδx are computed as
d
dt
δz = Θ˙δx+Θδx˙ = Fδz (2.79)
Hence, the rate of change of squared length, which quantifies the contraction rate of the volume, is
represented as
d
dt
(δzT δz) = 2δzT
d
dt
δz = 2δzTFδz (2.80)
In the context of fluid dynamics, we can recall Gauss’ divergence theorem [121]. Indeed, the diver-
gence of the virtual length vector field, div( ddtδz) is the trace of F [112].
Exponential convergence to a single trajectory, regardless of the initial conditions, is graphically
illustrated in Figure 2-7. No matter where the initial states start in the configuration manifold, they
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Figure 2-8: Lorenz attractor
converge into a single trajectory with global and exponential convergence. This convergence result
epitomizes the significance of contraction analysis.
Corollary 2.5.2 Equivalently, the system is contracting if ∃λ > 0 such that
M˙+
(
∂f
∂x
)T
M+M
∂f
∂x
≤ −2λM (2.81)
Proof We can easily find
d
dt
(
δxTMδx
)
= δxT
(
M˙+ (
∂f
∂x
)TM+M
∂f
∂x
)
δx (2.82)
Hence, we can conclude that the condition in (2.81) leads to exponential convergence of δx to zero.
Corollary 2.5.2 is extensively used in the entire thesis, in particular in Chapters 4 and 5. The
symmetric and positive definite Riemann metric [22, 35], from the Lagrangian representation of
dynamical systems, facilitates the use of such a metric in contraction analysis.
It can also be shown that for a contracting autonomous system, of the form x˙ = f(x,u(x)), all
trajectories converge to an equilibrium point exponentially fast. In essence, contraction analysis
implies that stability of nonlinear systems can be analyzed more simply by checking the negative
definiteness of a proper matrix, rather than finding some implicit motion integral as in Lyapunov
theory.
Example Chaotic synchronization [176]
Much attention has been devoted to synchronization in chaotic systems. A central characateristic
of a chaotic system like the Lorenz Attractor [117] in Figure 2-8 is that its long-term behavior is often
impossible to predict but its short-term behavior is relatively easy to anticipate, so its immediate
propagation can be controlled. In particular, Pecora et al. [151] reported that this phenomenon
can be used for communications by means of chaotic synchronization. Recently, Argyris [5, 6]
implemented the fist long-distance demonstration of chaotic synchronization using a pair of laser
diodes, amplifiers, a mirror and more than 120 kilometers of underground fiber.
Consider the Lorenz system
x˙ = σ (y − x)
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y˙ = ρ x − y − x z
z˙ = − β z + x y
with strictly positive constants σ, ρ, β, and, as in [151], a reduced-order identity observer for this
system based on an available measurement of the variable x,
˙ˆy = ρ x − yˆ − x zˆ
˙ˆz = − β zˆ + x yˆ
The symmetric part of the observer’s Jacobian is − diag(1, β), and thus the observer is con-
tracting with an identity metric. Since by construction (yˆ, zˆ) = (y, z) is a particular solution,
the estimated state converges exponentially to the actual state. This can also be described as an
active-passive decomposition [150].
2.5.2 Contraction of Combined and Coupled Systems
The following theorems are used to derive stability and synchronization of coupled dynamics systems.
Theorem 2.5.3 parallel combination
Consider two time-varying nonlinear systems, contracting in the same metric function which does
not explicitly depend on time such that M(x) = Θ(x)TΘ(x) and Θ˙ = ∂Θ∂x x˙:
x˙ = fi(x, t) i = 1, 2 (2.83)
Then, any positive superposition with αi > 0
x˙ = α1f1(x, t) + α2f2(x, t) (2.84)
is contracting in the same metric. By recursion, this parallel combination can be extended to any
number of systems.
Proof Since the original dynamics are contracting with a time-independent metric, the generalized
Jacobian, F in (2.78) becomes
F =
(
Θ˙(x) +Θ(x)
∂fi
∂x
)
Θ(x)−1 =
(
∂Θ(x)
∂x
fi +Θ(x)
∂fi
∂x
)
Θ(x)−1 (2.85)
Since the individual systems are contracting,
d
dt
(δzT δz) = δzT
(
∂Θ
∂x
fi +Θ
∂fi
∂x
)
Θ−1δz ≤ −2λiδzT δz, i = 1, 2 (2.86)
Hence, the δz dynamics of the combined system result in
d
dt
(δzT δz) = δzT
(
∂Θ
∂x
(α1f1 + α2f2) +Θ(α1
∂f1
∂x
+ α2
∂f2
∂x
)
)
Θ−1δz
= α1δzT
(
∂Θ
∂x
f1 +Θ
∂f1
∂x
)
Θ−1δz+ α2δzT
(
∂Θ
∂x
f2 +Θ
∂f2
∂x
)
Θ−1δz (2.87)
≤ −2(α1λ1 + α2λ2)δzT δz
This parallel combination is extremely important if the system possesses a certain geometrical
symmetry. For example, the M and C matrices from the Lagrangian equation might satisfy M2 =
Mφ1 +Mφ2 and C2 = Cφ1 +Cφ2 . This property is extensively exploited in Chapter 4.
Theorem 2.5.4 Hierarchical combination [180, 176]
Consider two contracting systems, of possibly different dimensions and metrics, and connect them
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in series, leading to a smooth virtual dynamics of the form
d
dt
(
δz1
δz2
)
=
(
F11 0
F21 F22
)(
δz1
δz2
)
(2.88)
Then the combined system is contracting if F21 is bounded.
Proof Intuitively, since δz1 tends to zero, δz2 tends to zero as well for a bounded F21. By using a
smooth transformation Θ:
Θ =
(
I 0
0 I
)
(2.89)
Then, the new transformed Jacobian matrix is given as
ΘFΘ−1 =
(
F11 0
F21 F22
)
, (2.90)
which is negative definite for a sufficiently small  > 0.
Composite variables, s = q˙−q˙d+Λ(q−qd) are an excellent example of a hierarchical combination.
Its usage for nonlinear tracking control and robust sliding control shall be discussed in the subsequent
sections.
Another interesting combination that occurs in the nonlinear control synthesis is feedback com-
bination.
Theorem 2.5.5 Feedback combination [202]
The overall dynamics of the generalized virtual displacements might be represented as
d
dt
(
δz1
δz2
)
= F
(
δz1
δz2
)
=
(
F1 GT
G F2
)(
δz1
δz2
)
(2.91)
where F1 and F2 are symmetric negative definite matrices.
In order to prove contraction of the combined system, one needs to check if F is negative definite.
From the standard linear algebra [82], F is uniformly negative definite if and only if
F2 < GTF1−1G (2.92)
A sufficient condition for the above inequality can be given as
λ(F1)λ(F2) > σ2(G) (2.93)
where λ(·) is the contraction rate, which is the absolute value of the largest eigenvalue (least negative)
of the contracting system. σ(·) denotes the largest singular value.
It should be noted that the overall contraction rate is no greater than the individual contraction
rate of F1 and F2 by the eigenvalue interlacing theorem [82]. Indeed, one can find the explicit lower
bound of the contraction rate as [176]
λ(F) =
λ(F1) + λ(F2)
2
−
√(
λ(F1)− λ(F2)
2
)2
+ σ2(G) (2.94)
2.5.3 Partial Contraction and Synchronization
Theorem 2.5.6 Partial contraction [202]
Consider a nonlinear system of the form x˙ = f(x,x, t) and assume that the auxiliary system
y˙ = f(y,x, t) is contracting with respect to y. If a particular solution of the auxiliary y-system
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verifies a specific smooth property, then all trajectories of the original x-system verify this property
exponentially. The original system is said to be partially contracting.
Proof If a particular solution of the auxiliary contracting system of y given as y˙ = f(y,x, t),
verifies a smooth specific property, then all trajectories of the original x˙ = f(x,x, t) system verify
this property exponentially. y = x is another solution of the auxiliary system. Consequently, x
verifies this property exponentially fast.
This partial contraction theory can be regarded as a further generalization of contraction theory
in Theorem 2.5.1. This theorem is particularly useful to derive synchronization with an input
symmetry.
Theorem 2.5.7 Synchronization [202]
Consider two coupled systems. If the dynamics equations satisfy
x˙1 − f(x1, t) = x˙2 − f(x2, t) (2.95)
where the function f(x, t) is contracting in an input-independent metric, then x1 and x2 will converge
to each other exponentially, regardless of the initial conditions. Mathematically, stable concurrent
synchronization corresponds to convergence to a flow-invariant linear subspace of the global state
space[152].
Proof Let us define the common input, g(x1,x2, t), enforcing the equality of two dynamics equations
such that
x˙1 − f(x1, t) = g(x1,x2, t)
x˙2 − f(x2, t) = g(x1,x2, t)
(2.96)
Construct a virtual system of y:
y˙ − f(y, t) = g(x1,x2, t) (2.97)
which has two particular solutions, x1 and x2.
If the virtual system is contracting, all solutions of y converge to each other exponentially. As a
result, x1 tends to x2 exponentially fast.
Notice that the original dynamics per se, with the input g(x1,x2, t) might not be contracting.
Nevertheless, the system is partially contracting, thereby achieving synchronization.
Based upon the results from Theorems 2.5.6 and 2.5.7, the following examples are illustrated in
the subsequent sections to shed some light on potential applications of synchronization to nonlinear
control.
2.5.4 High-Order Contraction Theory
This thesis presents a new theorem that can be conveniently used to prove contraction of a second-
order nonlinear system. Consider the following second-order time-varying nonlinear differential
equation
x¨+ a1(x)x˙+ a2(x, t) = u(t) (2.98)
where a1(x) is a smooth function of x, and a2(x, t) is a smooth function of x and t.
Proving contraction of (2.98) is difficult, since the original contraction analysis is originally stated
for first-order systems. Finding some smooth coordinate transformation of the virtual displacement,
δz = Θδx, is key such that the generalized Jacobian F associated with the augmented system of
(x, x˙)T is uniformly negative definite. In general, finding such a transformation, Θ is not trivial.
Even without the use of contraction theory, proving exponential and global stability of a general
time-varying nonlinear second-order system can be a very difficult problem.
We present the main theorem of this section, which provides a sufficient condition for contraction
of (2.98)
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Theorem 2.5.8 The nonlinear system in (2.98) is contracting (all solutions converge to a single
trajectory exponentially fast from any initial conditions), if
a1(x) > 0, ∀x (2.99)
and if
∂a2(x, t)
∂x
> 0,
d
dt
(
∂a2(x, t)
∂x
)
> 0 ∀t (2.100)
Proof The virtual displacement equation of (2.98) is
δx¨+ a1(x)δx˙+
[
a˙1 +
∂a2(x, t)
∂x
]
δx = 0 (2.101)
Equation (2.101) can be written as a first-order differential equation by defining the vector state
x = (x, x˙)T :
δx˙ =
∂f
∂x
δx (2.102)
d
dt
(
δx
δx˙
)
=
[
0 1
− (a˙1 + ∂a2∂x ) −a1
](
δx
δx˙
)
Let us take the following transformation matrix
Θ(x, t) =
(
1 0
a1/
√
∂a2
∂x 1/
√
∂a2
∂x
)
(2.103)
It is straightforward to calculate the associated Jacobian as
F =
(
Θ˙(x, t) +Θ(x, t)
∂f
∂x
)
Θ(x, t)−1 (2.104)
=
−a1(x) √∂a2∂x
−
√
∂a2
∂x − ddt
(
∂a2
∂x
)
/
(
2∂a2∂x
)

From the contraction theory, (2.98) is contracting if the symmetric part of F is uniformly negative
definite, which corresponds to the conditions in Theorem 2.5.8 .
We illustrate the use of this theorem in a few examples.
Example Driven damped Van der Pol oscillator
Consider the following second-order system
x¨+ (β + αx2)x˙+ ω2x = u(t) (2.105)
The first condition in Theorem 2.5.8 holds if a1(x) = (β + αx2) > 0 uniformly (i.e. α and β
are strictly positive). Also, note that ∂a2∂x = ω
2. This is a semi-contracting system. Indeed, the
generalized Jacobian in (2.104) yields the same F as in [202].
Example Extension
Suppose that ω in (2.105) is now time-varying such that
x¨+ a1(x)x˙+K1eK2tx = u(t) (2.106)
where a1(x) > 0, K1 > 0, and K2 > 0.
The above dynamics is contracting since ddt
(
∂a2(x,t)
∂x
)
= K1K2eK2t > 0.
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2.5.5 Tracking Control of Robots and Aerospace Vehicles
The dynamics of a robot are given from (2.10)
M(q)q¨+C(q, q˙)q˙+ g(q) = τ (2.107)
One may consider the following tracking control law [178, 181] to follow the desired trajectory qd(t)
τ =M(q)q¨r +C(q, q˙)q˙r + g(q)−K(q˙− q˙r) (2.108)
where q˙r = q˙d −Λq˜ = q˙d −Λ(q− qd).
We can then introduce the dynamics of y such as
τ =M(q)y˙ +C(q, q˙)y + g(q)−K(q˙− y) (2.109)
This virtual dynamics has two particular solutions, q˙ and q˙r since both solutions satisfy (2.110).
The virtual displacement equation becomes
M(q)δy˙ +C(q, q˙)δy +Kδy = 0 (2.110)
It is straightforward to find that K > 0 needs to hold true for exponential convergence to the desired
trajectory. The skew-symmetry of (M˙− 2C) results in the following differential length analysis
d
dt
(δyTM(q)δy) = 2δyTM(q)δy˙ + δyTM˙(q)δy
= −2δyT
(
C(q, q˙)δy +Kδy
)
+ δyTM˙(q)δy (2.111)
= −2δyTKδy
which indicates that the y-system is contracting with K > 0. This implies exponential convergence
of q˙ to q˙r. This in turn indicates exponential convergence of q to qd since
q˙− q˙r = q˙− q˙d +Λ(q− qd) = 0 (2.112)
is contracting with Λ > 0.
This is a hierarchical combination due to reduction of the system order via introduction of the
composite variable, s in (2.22). Recalling Theorem 2.5.4, contraction with the proposed tracking
control law in (2.108) can be proven using the following hierarchical virtual system of y1 and y2:
[
M(q) 0
0 I
](
y˙1
y˙2
)
+
[
C(q, q˙) +K 0
−I Λ
](
y1
y2
)
=
(
0
0
)
(2.113)
It is straightforward to verify that (2.113) has two particular solutions:(
y1 = s
y2 = q− qd
)
,
(
y1 = 0
y2 = 0
)
(2.114)
Similarly, the differential length analysis with respect to the uniformly positive definite metric,[
M(q) 0
0 αI
]
, ∃α > 0 (2.115)
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yields
d
dt
(
δy1
δy2
)T [M(q) 0
0 αI
](
δy1
δy2
)
=
(
δy1
δy2
)T [
M˙(q) 0
0 0
](
δy1
δy2
)
+ 2
(
δy1
δy2
)T [M(q) 0
0 αI
](
δy˙1
δy˙2
)
(2.116)
=
(
δy1
δy2
)T [
M˙(q) 0
0 0
](
δy1
δy2
)
+ 2
(
δy1
δy2
)T [−C(q, q˙)−K 0
αI −αΛ
](
δy1
δy2
)
=
(
δy1
δy2
)T [−2K 0
2αI −2αΛ
](
δy1
δy2
)
Let us define the matrix B as
B =
[−2K 0
2αI −2αΛ
]
(2.117)
The symmetric part of B is
Bs =
1
2
(B+BT ) =
[−2K αI
αI −2αΛ
]
(2.118)
According to Theorem 2.5.1, (2.113) is contracting if the symmetric matrix Bs is uniformly negative
definite. It is straightforward to show that Bs is negative definite if and only if
αI < 4KΛ, equivalently, α < 4λmin(KΛ)
and K > 0, Λ > 0
(2.119)
Accordingly, all solutions of (2.113) converge to each exponentially fast, resulting in synchronization
of q with qd.
Note that the tracking control law in (2.108) is extensively used in Chapter 4 and Chapter 5.
It was first introduced by Li and Slotine [179] for the new adaptive control law. Compared to the
feedback linearized control law (computed torque control), the equation in (2.108) does not cancel
the robot dynamics, but it still guarantees exponential tracking convergence at the same rate as an
exact cancelation of the feedback linearized control (see the discussion in [178]).
2.5.6 Tracking Control of Hamiltonian
We show an equivalent result from the previous section, using the first order canonical form obtained
by the transformation, p =M(q)s in Section 2.2.4.
The closed-loop system with the tracking control law in (2.108) is obtained as
M(q)s˙+C(q, q˙)s+Ks = 0 (2.120)
where s is defined in (2.22).
Equation (2.120) reduces to the following first-order canonical form:
p˙ =
[
C
(
q,M−1(q)p
)T −K]M−1(q)p
q˙ = −Λq+M−1(q)p+ (q˙d +Λqd)
(2.121)
Consider a virtual system, having y1 = p,y2 = q and y1 = 0,y2 = qd as its particular solutions:
y˙1 =
[
C
(
q,M−1(q)p
)T −K]M−1(q)y1
y˙2 = −Λy2 +M−1(q)y1 + (q˙d +Λqd)
(2.122)
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which is also a hierarchical combination.
This virtual system can be easily shown to be contracting. Similarly to the previous section, the
virtual length analysis with respect to the metric, M−1(q) > 0 yields
d
dt
(δy1TM−1(q)δy1) = 2δy1TM−1(q)δy˙1 + y1TM−1(q)(−M˙(q))M−1(q)δy1
= δy1TM−1(q)
(
C+CT − 2K
)
M−1(q)δy1 − δy1TM−1(q)M˙(q)M−1(q)δy1
= −2δy1TM−1(q)KM−1(q)δy1 (2.123)
where we used
d
dt
M−1(q) = −M−1(q)M˙(q)M−1(q) (2.124)
This shows that y1 is contracting with K > 0, which in turn corresponds to contraction of y2
due to the hierarchy. Therefore, all solutions of y1 and y2 tend to each other resulting in q→ qd.
2.6 Review of Nonlinear Control Methods
We briefly review the nonlinear control techniques used in this dissertation. Specifically, we are
more focused on achieving guaranteed stability of the nonlinear decentralized control strategy and
synchronization of dynamics networks designed from the established nonlinear control techniques,
rather than developing completely new control techniques. It is emphasized again that combinations
and accumulations of stable dynamics have no reason to be stable– further analysis is required, which
is the focus of this dissertation.
2.6.1 Linear Optimal Control
One simple intuitive approach to stabilize highly nonlinear systems is to apply linearization approx-
imation around equilibrium points. One advantage of such linearization is that it permits the use
of mature and well-established linear control techniques to address nonlinear problems. In addition,
controllability analysis is much more straightforward. However, stability can be assured only locally
and in a “slow-variation” setting [165]. In other words, only nonlinear control techniques can ensure
global and exponential convergence of nonlinear systems. As introduced in Section 2.5, contraction
analysis is explored to analyze the nonlinear stability of the proposed control architectures in the re-
mainder of this thesis. Nonetheless, linearization allows us to apply numerous mature linear control
techniques, which can be an alternative means to nonlinear control in some cases. Linear Quadratic
Regulator (LQR) and Linear Quadratic Gaussian (LQG) controllers are classical optimal control
methodologies [29, 64, 216, 217, 72]. As in most state-feedback control laws, the LQR control often
involves a full-state feedback, which sometimes poses a challenge. The LQG control overcomes such
a difficulty by combining a steady-state Kalman filter [32, 52, 64]. In this dissertation, the use of
LQR control with a time-varying optimal Kalman filter is preferred (see Chapter 7). Nowadays,
another optimal control methodology is enjoying popularity in a wide variety of applications. Model
Predictive Control (MPC) or Receding Horizontal Control (RHC) [86, 162] computes each control
action by solving an optimal control problem on-line based on the current estimated state of the
plant. The MPC scheme is a natural choice to deal with input and state constraints and dynamic
environments.
2.6.2 Feedback Linearization and Inverse Dynamics
The most popular technique for stabilization of fully actuated systems involves transforming a system
to a linear system via a change of coordinates as well as a transformation of control input. The key
idea in feedback linearization is straightforward. By canceling the nonlinear effects in the original
dynamics by a feedforward control law, we can enforce the transformed dynamics to appear linear.
Such linearization facilitates a design of an exponentially stabilizing control law. Compared to
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asymptotic convergence of a linear PD control, exponential convergence via this exact feedback
linearization offers superior tracking performance. For example, for the robot dynamics given in
(2.10), the following controller
F =M(q)(q¨d − 2Λ ˙˜q−Λ2 ˙˜q) +C(q, q˙)q˙+ g(q) (2.125)
exponentially stabilizes the tracking errors.
In Section 6.2.1, two explicit conditions are given for input-state feedback linearizability: the
condition corresponding to a controllability test and the condition for involutivity [178, 92]. In
the context of biological inspiration, a human neural control system always consists of sensory
feedback control plus feedforward anticipatory control. Therefore, the exact canceling dynamics
(e.g. C(q, q˙)q˙ + g(q) in the above control law) can be interpreted as feedforward anticipatory
action. In this dissertation, an alternative form of a nonlinear tracking controller is extensively
used, which was introduced in Section 2.5.5.
F =M(q)q¨r +C(q, q˙)q˙r + g(q)−K(q˙− q˙r) (2.126)
where q˙r = q˙d −Λq˜ = q˙d −Λ(q− qd).
In the limiting case, both controls can be shown to be equivalent, even though the control in
Section 2.5.5 avoids canceling the C(q, q˙)q˙ term. For underactuated mechanical systems, full-state
feedback linearization is not generally permitted. Instead, partial feedback linearization [187] can
be applied with respect to a reduced set of variables (see the discussions in Chapter 6).
2.6.3 Control Lyapunov Function
The Control Lyapunov Function (CLF) is essentially a nonlinear control design that extends the
Lyapunov’s second (direct) method in Theorem 2.4.2 to a nonlinear system with the control input
u. The method of using CLFs for nonlinear control lays a theoretical foundation for a large class
of nonlinear control methodologies such as backstepping and Lyapunov redesign. In essence, first
proposed by Sontag [184, 185], CLF refers to a closed-loop Lyapunov function using the control
input u to ensure that the rate of a positive scalar function V is negative definite:
V˙ =
∂V
∂x
[f(x) + g(x)u] < 0 (2.127)
In general, finding such a CLF is difficult. It can be shown that the existence of a CLF is equivalent
to global asymptotic stabilizability [100].
2.6.4 Backstepping Design
Feedback linearization in Section 2.6.2 often leads to cancellations of useful nonlinearities. The
recursive control design method called Backstepping [100] interlaces CLFs with the design of feedback
control. One main advantage of backstepping lies in the fact that it avoids cancellations of useful
nonlinearities. Moreover, the design flexibility of backstepping allows for additional nonlinear terms
as a means of improving transient performance. In addition, its robust properties can easily be
discussed along with a straightforward extension to adaptive backstepping [100]. Chapter 6 presents
a backstepping nonlinear control design for the underactuated single tethered system, based upon
the strict-feedback cascade normal form obtained by a particular nonlinear change of coordinates.
The backstepping method is limited by the required triangular structure. Both strict-feedback and
strict-feedforward systems are called “triangular” by analogy with linear systems. For example,
in some incarnations of backstepping, the triangular structure arises from an assumption that the
system is feedback linearizable [35].
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2.6.5 Robust Nonlinear Control
The challenge of nonlinear control design is much more aggravated in the presence of uncertainties.
The sliding control [178] is one popular nonlinear control methodology dealing with unstructured
but bounded uncertainties such as disturbances and modeling imperfections. For structured uncer-
tainties, it is preferred to use adaptive control in the next section. The following sliding controller
can be defined for a system (2.10)
τ = Mˆq¨r + Cˆq˙r + gˆ −Ksgn(s) (2.128)
where K is a positive diagonal matrix, and selected to be larger than the bounded uncertainty. Also,
sgn(·) denotes a signum function. In Chapter 4, a decentralized sliding controller is introduced. The
stability analysis, in conjunction with the modular nature of tethered spacecraft arrays, is presented.
Another robust control approach is Lyapunov redesign [92]. This method uses a Lyapunov
function of a nominal system to design an additional control component that makes the design
robust to matched uncertainties.
2.6.6 Adaptive Nonlinear Control
Robust control and adaptive control are two different approaches to the problem of inherent uncer-
tainty in the nonlinear system: robust control attempts to design a fixed parameter controller that
successfully performs in the presence of the worst-case errors in the model, while adaptive control
dynamically adjusts its parameters to compensate for the initial model uncertainty or very slowly
varying parameters. Hence, adaptive control [178, 169, 140, 141] is a natural choice when only para-
metric uncertainty exits. However, adaptive controllers do not have long term memory and hence
do not ”remember” the optimal control parameters corresponding to different configurations of the
plant [140].
In this dissertation, the nonlinear adaptive controller was designed such that it can overcome
model uncertainties including: tether length change, mass and inertia changes due to lack of precise
modeling and inherent mass change due to thruster firing (see Section 4.4.2). The proposed nonlinear
adaptive controller was able to adjust its control output by adapting to the reasonably slow tether
length changes as well. More importantly, through its online tuning it was able to efficiently adapt
to the rough and irregular surface of the NASA MSFC flat-floor (see the addition of the friction
coefficients in the adaptive scheme in Chapter 7).
We consider the following adaptive control law for a Lagrangian system from (2.10):
F = Yaˆ−Ks = Mˆ(q)q¨r + Cˆ(q, q˙)q˙r + gˆ(q)−Ks (2.129)
where s denotes the composite variable s = q˙− q˙r.
The asymptotic convergence of the tracking error and parameter estimates can be proven using
contraction analysis. Consider the closed-loop system with the parameter estimates update law
˙ˆa = −ΓYT s: [
M(q) 0
0 Γ−1
](
s˙
˙˜a
)
+
[
C(q, q˙) +K −Y
YT 0
](
s
a˜
)
=
(
0
0
)
(2.130)
where aˆ denotes an estimate, and a˜ denotes an error of the estimate such that a˜ = aˆ− a, while a is
a constant vector of the true parameter values.
As shall be seen in Section 4.4.2, the above system has a positive semi-definite generalized
Jacobian with K > 0, thereby resulting in a semi-contracting system [112, 113]. Using Barbalat’s
lemma, the asymptotic convergence of s and a˜ can be proven. It should be noted that the open loop
dynamics of a multi-link robot are only passive for F− g and the joint velocity q˙. To the contrary,
the above adaptation law modifies the closed-loop dynamics such that the mapping YT s → a˜ is
passive.
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2.7 Concluding Remarks
This chapter has reviewed some principal nonlinear dynamics tools and control strategies used in the
entire dissertation. In particular, we presented a unified treatment of the underlying characteristics
of the particular forms of Lagrangians systems. For example, the nonlinear dynamics, with the
positive definite inertia matrix, lead to a simplified stability result using contraction analysis. Our
main nonlinear stability tool, contraction theory, provides a systematic method to reduce arbitrarily
complex systems into simpler elements in the context of nonlinear control. It should be noted that
combinations and accumulations of stable elements do not necessarily result in stable dynamics–
further analysis is required, which is the focus of this dissertation.
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Chapter 3
Dynamics of Tethered Formation
Flight for NASA’s SPECS Mission
3.1 Chapter Objective
The aim of the present chapter is to introduce the dynamics equations of planar motion of the
tethered formation flying spacecraft considered in the entire thesis. The rationale behind the reduced
dynamics modeling is that the symmetry of a spinning array can be exploited to decouple the in-
plane rotational motions (aperture pupil plane) from the out-of-plane motions. In particular, the
stability and controllability analyses, in conjunction with the compound pendulum modes of the
tethered array, constitute the main contributions of this chapter.
This chapter is organized as follows: modeling of a single-tethered spacecraft that possesses
an ideal tether is presented in Section 3.3 along with the key modeling assumptions. The same
approach is extended to two-spacecraft systems in Section 3.4, and to arbitrarily large circular
arrays of tethered spacecraft in Section 3.5. Section 3.6 expands the modeling of a three inline
configuration. The dynamic models with flexible tethers are discussed in Section 3.7. This chapter
also introduces modeling methods and control strategies for tethers with distributed mass in Section
3.8.
3.2 Reduction of 3D Dynamics to Planar Motion
This section briefly justifies our approach, which focuses on the spinning planar motions, by showing
that the three-dimensional attitude dynamics of tethered formation flight can be decoupled into in-
plane motions and out-of-plane motions.
3.2.1 Three-Dimensional Attitude Dynamics
Recall that the equations of the angular velocity vector ~ω of a spacecraft in its body axes in (2.52)
is:
H~˙ω +H~ω × ~ω = τ, (3.1)
which can be simplified assuming the body axes are along the principal axes of inertia of the rigid
body. Figure 3-1 shows a three-spacecraft tethered array in the inline configuration. The simplified
equations of the three identical spacecraft array at the center of mass of the spacecraft formation
become: J1 0 00 J2 0
0 0 J3
ω˙1ω˙2
ω˙3
+
 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
J1 0 00 J2 0
0 0 J3
ω1ω2
ω3
 =
τ1τ2
τ3
 (3.2)
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A
Figure 3-1: Decoupling of the in-plane rotational motions from the out-of-plane motions justifies
our approach to reduce a 3-D attitude dynamics to a 2-D case.
where Ji with i = 1, 2, 3 is the moment of inertia of the tethered spacecraft array in Figure 3-1.
This implies that J1 = Is/c,1+2(Is/c,1+m`2) for the vertical axis (axis 1), where Is/c,1 denotes the
moment of inertia of an individual spacecraft in the body frame, and ` is the radius of the array.
For the second axis, J2 is similarly defined as J2 = 3Is/c,2 + 2m`2.
For simplicity, let us assume that all relative angles between spacecraft are small (i.e., perfectly
aligned). The first axis is perpendicular to the plane of rotation, defined by the second and third
axes. Rotations about the second axis would characterize out-of-plane motions whereas the third
axis lies along the tethers. If the individual spacecraft are axisymmetric, such that Is/c,1 = Is/c,2,
then the spacecraft array is also axisymmetric about the tether line (axis 3), resulting in
J1 = J2 = J = 3Is/c,1 + 2m`2 = 3Is/c,2 + 2m`2 (3.3)
Hence, (3.2) reduces to
Jω˙1 − (J − J3)ω3ω2 = τ1
Jω˙2 − (J − J3)ω3ω1 = τ2 (3.4)
J3ω˙3 = τ3
which indicates that the dynamics of a torsional rate ω3 is completely decoupled from the other
axes.
We can implement a simple control law τ3 to regulate ω3 and ω˙3 to zero at all times. This further
reduces the dynamics to
Jω˙1 = τ1
Jω˙2 = τ2 (3.5)
which in turn corresponds to decoupling of the in-plane rotational dynamics (axis 1) from the out-
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of-plane motions (axis 2).
Note that a similar reduction can be carried out for arbitrarily large circular arrays of tethered
spacecraft. As a result, out-of-plane motions can be separately controlled by out-of-plane thruster
firings without affecting the rotational dynamics of the array. This result agrees with the previous
result [101] in the sense that out-of-plane libration motion of the tethered array is generally small
and has less effect on the rotational motion than the in-plane motion. In the remainder of this
chapter, we develop nonlinear equations of motion on this two-dimensional rotational plane (see
Figure 3-1).
3.3 Single-Tethered System with Ideal Tether
The equations of motion of the single-tethered system shown in Figure 3-2 are presented here. A
single-tethered system in this dissertation refers to a single-tethered spacecraft rotating with respect
to some inertial frame. As shall be seen in the remainder of the thesis, the key motivation behind
this modeling is to construct the dynamic model of a complex multiple tethered spacecraft system
out of a simpler element- a single-tethered spacecraft model.
3.3.1 Importance of Compound Pendulum Mode
We pay particular attention to control of oscillations of the compound pendulum mode of tethered
formation flight satellites. The representative work on tethered formation flight [94, 26, 27, 132, 144]
does not include this mode, by assuming that the spacecraft can be regarded as a point mass with a
long tether. However, it is indispensable to examine this mode because of the instability occurring
while retracting the tether for spinning arrays. In other words, it is shown in Section 3.3.8 that the
system goes unstable when the tether motor reels in ( ˙` < 0).
The stability and controllability analyses, in conjunction with the compound pendulum modes
of the tethered arrays, constitute the main contribution of this chapter. In addition, the dynamic
modeling in this chapter facilitates the nonlinear spatial decoupling of multiple-spacecraft arrays;
a decentralized control can be designed from the simple single-tether dynamics. The dynamics
modeling also permits a relative and decentralized sensing mechanism for deep space formation
flight.
3.3.2 Assumptions
1. The tether is assumed to be ideal– i.e., massless and inextensible.
Hence, neither longitudinal nor transverse vibrations of the tether are allowed until otherwise
noted in Sections 3.7 and 3.8. The zero mass assumption can be realized by rather strong thin
material like Kevlar [14] to avoid a detrimental phenomenon such as the coupling between
in-plane and out-plane oscillations of a more massive tether and the spacecraft attitude [18].
At this point, the tether of SPECS consists of four tether lines, each with an oblate flattened
cross section [118]. It is estimated that the total mass of the 1-km-long ribbon tether will be
less than 30 kg.
2. The array is assumed to always rotate at a certain angular rate.
As a result, the tether is taut and straight at all times. A nonzero angular rotation [102] is
a realistic assumption since tethered interferometers will attempt to provide a complete u-v
coverage [42] by rotation.
3. For simplicity, the tether reels in and out only at constant speed.
The speed of the tether motor can be easily pre-defined in the control code and does not
constitute one of the system states. This tether velocity control has been successfully validated
with the SPHERES testbed, as shown in Chapter 7.
4. The gravity term V (q) is neglected under the assumption that a tethered formation array
such as SPECS will operate in a very weak gravity field - e.g. the second Lagrangian point
67
Figure 3-2: Free-body diagram of a revolving tether problem
L2 of the Earth-Sun system. The operation of tethered formation arrays in any kind of Earth
orbit is not plausible due to expensive fuel consumption and unsatisfactory photon yield [94].
Operating at L2 also offers other advantages. For instance, this allows the tethered flight
to be relatively undisturbed by gravity gradients avoiding significant wobbling of a spinning
array. In addition, the L2 point provides a relatively unobstructed view of the sky and a
lower thermal radiation background than low-Earth orbit, which facilitates cryo-cooling. More
importantly, the thermal environment is less variable with the Sun remaining fixed with respect
to the spacecraft. The L2 point is unstable on a time scale of approximately 23 days, which
requires satellites parked at these positions to undergo regular course and attitude corrections.
Control-wise, any additional un-modeled gravity is regarded as a low-frequency disturbance to
the system.
5. The out-of-plane motion is eliminated because it can simply be decoupled from the in-plane
dynamics (see Section 3.2.1). The out-of-plane is directly controllable by out-of-plane thruster
firings. The out-of-plane libration motion of the tethered spacecraft is generally small and has
less effect on the in-plane motion because the velocity it produces is orthogonal to the in-plane
rotation velocity.
3.3.3 Newton-Euler Formulation
Figure 3-2 shows a single satellite revolving about the center of the fixed inertial axes X-Y. The
body-fixed axes, x-y are chosen such that the y direction always coincides with the direction of
increasing θ while the x direction is aligned with the tether. The notation T is the tension force in
the tether, F is the force due to thruster firing, and u is the torque exerted on the CM by a Reaction
Wheel Assembly (RWA).
The velocity and acceleration terms are expressed in the small x-y rotating frame with the corre-
sponding unit directional vectors: ex and ey.
The velocity of the CM of the spacecraft is characterized as
vB = [ ˙`− r sinφ(θ˙ + φ˙)]ex + [r cosφ(θ˙ + φ˙) + `θ˙]ey (3.6)
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The relationship between the absolute and relative acceleration is obtained by differentiating the
relative velocity equation to get
aB = aA + θ¨ez × rB/A + θ˙ez × (θ˙ez × rB/A) + 2θ˙ez × vB/A + aB/A (3.7)
where A denotes the tether attachment point in Figure 3-2 (origin of the body axes).
Since the satellite is rotating in the x-y frame that is revolving around the center of the fixed
inertial X-Y frame, we are observing the coriolis term (2θ˙ez × vB/A) as well as the centrifugal
acceleration (θ˙ez × (θ˙ez × rB/A)).
Each term in (3.7) is computed as
aA = (−lθ˙2 + ¨`)ex+ (`θ¨ + 2 ˙`θ˙)ey
θ¨ez × rB/A = −r sinφθ¨ex + r cosφθ¨ey
θ˙ez × (θ˙ez × rB/A) = −r cosφθ˙2ex − r sinφθ˙2ey (3.8)
2θ˙ez × vB/A = −2r cosφθ˙φ˙ex − 2r sinφθ˙φ˙ey
aB/A = (−rφ¨ sinφ− rφ˙2 cosφ)ex + (rφ¨ cosφ− rφ˙2 sinφ)ey
Let us assume for now that the tether length is fixed. This means that aA = (−`θ˙2+ ¨`)ex+(`θ¨+
2 ˙`θ˙)ey is reduced to aA = (−`θ˙2)ex + (`θ¨)ey.
Then, (3.7) becomes
aB = ex[−`θ˙2 − r sinφθ¨ − r cosφθ˙2 − 2r cosφθ˙φ˙− rφ¨ sinφ− rφ˙2 cosφ] (3.9)
+ey[(`+ r cosφ)θ¨ − r sinφθ˙2 − 2r sinφθ˙φ˙+ rφ¨ cosφ− rφ˙2 sinφ]
The equations of the tethered system are derived using (3.9):∑
Fex = −Fx − T = −F sinφ− T = max∑
Fey = Fy = F cosφ = may (3.10)∑
MG = −Tr sinφ+ u = IG(θ¨ + φ¨)
whereMG is the moment around CM and IG denotes the moment of inertia around CM. In addition,
ax and ay are the x and y acceleration components of (3.9), respectively.
Eliminating T results in the following differential equation:
[M(φ)]
(
θ¨
φ¨
)
+
[
C(φ, θ˙, φ˙)
]
=
(
F cosφ
Fr + u
)
(3.11)
where
[M(φ)] =
[
m`+mr cosφ mr cosφ
IG +mr2 +mr` cosφ IG +mr2
]
(3.12)[
C(φ, θ˙, φ˙)
]
=
[ −2mr sinφθ˙φ˙−mr sinφθ˙2 −mr sinφφ˙2
mr` sinφθ˙2
]
=
[ −mr sinφ(θ˙ + φ˙)2
mr` sinφθ˙2
]
When the tether motor reels in or out at a constant speed ( ˙` =constant), the force term in (3.11)
becomes: (
F
u
)
⇒
(
F − 2m ˙`θ˙
u
)
(3.13)
which can be used to investigate the effect of ˙`.
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3.3.4 Euler-Lagrangian Formulation
The equations of motion with a constant tether length ( ˙` = 0), can be derived by exploiting the
Euler-Lagrange equations in (2.3):
M1(φ)
(
θ¨
φ¨
)
+C1(φ, θ˙, φ˙)
(
θ˙
φ˙
)
=
(
τθ
τφ
)
(3.14)
where
M1(φ) =
[
m11(φ) m12(φ)
m12(φ) m22
]
=
[
Ir +m`2 + 2mr` cosφ Ir +mr` cosφ
Ir +mr` cosφ Ir
]
,
C1(φ, θ˙, φ˙) =
[
c11(φ, φ˙) c12(φ, θ˙, φ˙)
c21(φ, θ˙) c22
]
=
[−mr` sinφφ˙ −mr` sinφ(θ˙ + φ˙)
+mr` sinφθ˙ 0
] (3.15)
In the equations above, r, `, and IG denote the satellite’s radius, tether length, and moment
of inertia. Note that Ir is the moment of inertia about the tether attachment point A such that
Ir = IG + mr2. Additionally, τθ and τφ denote a resultant torque about each angle ,θ and φ
respectively, exerted by the control actuators (F and u).
Note that we can derive the same equation from the two-link manipulator dynamics in Section
2.3.1, by assuming the mass and moment of inertia of the first link are zero and gravity is absent.
Compared to (3.11), Equation (3.14) has a simpler form of C(φ, θ˙, φ˙), and the inertia matrix,M1(φ)
is now symmetric.
It can be shown that Equations (3.11) and (3.14) are essentially the same since the first row of
(3.11) times ` plus the second row of (3.11) is equal to the first row of (3.14). Hence, the external
force and torque terms can be matched as follows:(
τθ
τφ
)
=
[
r + ` cosφ 1
r 1
](
F
u
)
(3.16)
where F is the linear force due to thruster firing, and u is the torque exerted on the CM of the
satellite.
For the purpose of feedback control, the corresponding force and torque can be calculated from the
inverse of (3.16): (
F
u
)
=
1
cosφ
[
1 −1
−r r + ` cosφ
](
τθ
τφ
)
(3.17)
Now, as opposed to (3.14), let us assume that the tether reels in and out at constant speed
such that ˙`=constant. We can exploit the relationship in (3.13) or reduce the full-order differential
equation of (θ, φ, `) in (3.63), using ˙` = 0, ¨` = 0 Then, the governing equations of motion on the
array rotational plane (aperture pupil plane) become
M1(φ)
(
θ¨
φ¨
)
+C1(φ, θ˙, φ˙)
(
θ˙
φ˙
)
+
(
2m(r cosφ+ `)θ˙ ˙`
2mr cosφθ˙ ˙`
)
=
(
τθ
τφ
)
(3.18)
where M1(φ) and C1(φ, θ˙, φ˙) are defined in (3.14).
It should be noted that we use the following particular definition of the C1 matrix [178] in both
(3.14) and (3.18):
cij =
1
2
n∑
k=1
∂Mij
∂qk
q˙k +
1
2
n∑
k=1
(
∂Mik
∂qj
− ∂Mjk
∂qi
)
q˙k (3.19)
This implies that that (M˙1 − 2C1) is skew-symmetric.
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3.3.5 Nonlinear Phase Portrait and Relative Equilibria
In this section, we study graphically the nonlinear trajectories of (3.11) by plotting a phase portrait
(also commonly called a phase plane). By looking at a phase portrait, stability and trajectory
information from various initial conditions (φ(0), φ˙(0)) are obtained. As shall be seen in the linearized
model (Section 3.3.6) as well, the nonzero rotational rate, θ˙, adds a potential term to the dynamics,
even in the absence of gravity. This artificial potential energy induced by array rotation makes the
system controllable and stable [43]. This is especially true for large classes of underactuated systems
(e.g. tethered systems with F = 0), which are neither controllable in the absence of potential energy
nor fully feedback linearizable [145].
We can multiply (3.14) by the inverse of the inertia matrix, M to get the equation for φ¨. We
assume that the system rotates at a constant angular velocity (θ˙ = ω). Then, the homogeneous
equation of φ results in the following second-order differential equation:
d
dt
(
φ
φ˙
)
=
(
φ˙
− r sinφ
`(IG+mr2(sin2 φˆ))
[
(Ir +mr` cosφ)(θ˙ + φ˙)2 +mr`θ˙2 cosφ+m`2θ˙2
]) (3.20)
Figure 3-3(a) shows a phase portrait of the nonlinear compound pendulum motion when the
single tethered satellite revolves around the center of the inertial frame at a constant angular speed
(θ˙ = ω). The following physical parameters are used: IG=0.0213 kgm2, m=4.5 kg; r=0.125 m;
ω=0.3 rad/s; and `=0.5 m. It correctly predicts a pendulum libration mode. When φ˙ is small
enough, it oscillates in a closed circle or ellipse, which is a periodic orbit of the libration motion.
However, a larger φ˙ results in the rotation of φ greater than 180 degrees. In reality, it will hit the
tether when φ crosses pi rad. Since ω is positive (counterclockwise) rotation, the maximum allowable
value of φ˙, in order to remain in a closed orbit, is greater when φ˙ is positive (see Figure 3-3(a)).
To investigate the effect of different tether lengths and angular rotation speeds, several phase
plots are constructed. Figure 3-3(b) shows a phase portrait with an increased angular velocity
(ω=1.0 rad/s). We can see the region of a periodic orbit has been greatly expanded. A circular orbit
becomes more elliptical toward the vertical φ˙ axis. A similar trend is observed when we increase the
tether length `, in Figures 3-3 (c) and (d).
There exist three equilibrium points in those phase portraits. Only φ = 0, φ˙ = 0 is a stable
equilibrium. Along with the nominal array rotational rate, ω, the equilibria of (3.20) define the
relative [35] equilibria of the spinning tethered array. Relative equilibria are commonly found in
spinning rigid bodies with symmetries. For the case of the three-dimensional free rigid body, the
body is in relative equilibrium if and only if its angular velocity and angular momentum align, that
is, if the body rotates about one of its principal axes [79].
3.3.6 Linearization and Pendulum Mode Frequency
We linearize (3.14) about the relative equilibrium point with θ˙ = ω, φ = 0, and φ˙ = 0 where ω
denotes a nominal angular rate. Each term can be linearized as follows:
mrl sin (φ)θ˙2 ≈ mrlω2φ, mrl sin (φ)φ˙2 ≈ 0, mrl sin (φ)θ˙φ˙ ≈ 0, cosφ ≈ 1 (3.21)
The linearized equation of the motion is[
IG +m(r + `)2 IG +mr(r + `)
IG +mr(r + `) IG +mr2
](
θ¨
φ¨
)
+
[
0 0
0 mr`ω2
](
θ
φ
)
=
(
τθ
τφ
)
(3.22)
Similarly, we can linearize (3.11), and transformation between the two system equations is easily
performed using (3.16).
It is observed that the nonzero rotational rate, ω adds a potential term to the dynamics even
though there is no gravitational term in the model. This nonzero artificial potential energy, induced
by the centripetal force associated with array rotation, plays a crucial role in making the system
controllable and stable. This is especially true for underactuated systems with F = 0.
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(a) ω=0.3 rad/s and `=0.5 m (b) ω=1.0 rad/s and `=0.5 m
(c) ω=0.3 rad/s and `=2.0 m (d) ω=1.0 rad/s and `=2.0 m
Figure 3-3: Phase portrait of (3.20). The dots indicate the relative equilibria. Units in rad (φ) and
rad/s (φ˙).
A nice property about this linearized equation (3.22) is that we can decouple the equation for φ
from that for θ. The first equation is merely the dynamics of a rigid body mode for θ.
Since the linearized inertia matrix M1 is invertible, we multiply both sides of (3.22) by the inverse
of the M1 matrix and use the linearized relationship of (3.16):
(
θ¨
φ¨
)
+
 0 − rω2
(
IG+mr(r+`)
)
`IG
0
rω2
(
IG+m(r+`)
2
)
`IG
( θ
φ
)
=
[ 1
m` − rIG`
− 1m` r+`IG`
](
F
u
)
(3.23)
The second-order nonlinear equation of motion of φ from the second line of (3.23) becomes:
φ¨+ ωφ2φ = − 1
m`
F +
r + `
IG`
u (3.24)
where ωφ is the frequency of the pendular libration mode:
ωφ =
√
r(IG +m(r + `)2)
`IG
ω =
√
r(Ir +m`(2r + `))
`IG
ω [rad/s] (3.25)
Figures 3-4 (a) and (b) plot ωφ as a function of ` and ω. Overall, the faster the array spins, the
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Figure 3-4: Contour plots of the pendulum mode frequency.
higher the pendulum mode frequency becomes. The tether length ` also increases the pendulum
mode frequency past the minimum point (e.g., see the contour line of ωφ=0.3 rad/s in Figure 3-4(b)).
3.3.7 Controllability Test
The linearized system for a single-tethered spacecraft, rotating at a constant rate θ˙ = ω, is derived
from (3.23) in state-space form (~˙x = A~x+B~u) as
d
dt

θ
φ
θ˙
φ˙
 =

0 0 1 0
0 0 0 1
0
rω2
(
IG+mr(r+`)
)
`IG
0 0
0 − rω
2
(
IG+m(r+`)
2
)
`IG
0 0


θ
φ
θ˙
φ˙
+

0 0
0 0
1
m` − rIG`
− 1m` r+`IG`
( Fu
)
(3.26)
where the first matrix of the righthand side is the 4× 4 system matrix A and the second is the 4× 2
input matrix B. Note that θ is easily eliminated by removing the first column and the first row of
the A matrix, thereby reducing the dimension to three.
We can check if the system is really controllable around the nominal points by computing the
controllability matrix:
C = [ B AB A2B A3B ] =

0 0 1m` − rIG`
0 0 − 1m` r+`IG`
1
m` − rIG` 0 0
− 1m` r+`IG` 0 0
 (3.27)
This matrix has full rank (n = 4). Hence, the system is fully controllable with u and F . In fact,
all the states (θ,φ,θ˙,φ˙) are still controllable when only the torque generating actuator u is available
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Figure 3-5: Condition number of the controllability matrix for the tethered SPHERE.
(e.g. RWA). The controllability matrix using the second column of B matrix in (3.26) becomes
C = [ B2 AB2 A2B2 A3B2 ] (3.28)
=

0 − rIG` 0
r(r+`)ω2
(
IG+mr(r+`)
)
`2IG2
0 r+`IG` 0 −
r(r+`)ω2
(
IG+m(r+`)
2
)
l2IG2
− rIG` 0
r(r+`)ω2
(
IG+mr(r+`)
)
`2IG2
0
r+l
IG`
0 − r(r+`)ω
2
(
IG+m(r+`)
2
)
`2IG2
0

This is also a full rank (n = 4) matrix for any nonzero ω and tether length, `. If its linear ap-
proximations in a closed connected region U are all controllable, then, under some mild smoothness
assumptions, the nonlinear system can be driven from any point in U to any point in U [178]. Its
implication to the control of tethered systems is significant: the tethered satellite systems are able
to spin up and re-size the array without the use of propellant when operating around the relative
equilibrium of a nominal array angular rate, θ˙ = ω. The underactuated controllers, introduced in
Chapter 6, take advantage of this observation. It should be noted that the controllability matrix
C tends to a singular matrix as the tether length ` tends to infinity. For example, Figure 3-5 plots
the condition number of the controllability matrix using the physical parameters of the SPHERES
testbed (see Chapter 7). This result implies that the underactuated system using only torque input
becomes less controllable as the tether length increases.
3.3.8 Effect of Varying Tether Length
In the previous sections, the length of the tether is assumed to be invariant ( ˙` = 0). The dynamics
of the varying tether length with a constant motor reel-in/out speed ( ˙` =constant), is investigated
in this section.
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Figure 3-6: Poles of φ with -0.5m/s < ˙` < 0.5m/s, `=1m, ω=0.3rad/s.
Similar to Section 3.3.6, we linearize (3.18) for an array rotational rate, θ˙ = ω as follows:
(
θ¨
φ¨
)
+
[
2 ˙`` 0
−2 ˙`` 0
](
θ˙
φ˙
)
+
 0 − rω2
(
IG+mr(r+`)
)
`IG
0
rω2
(
IG+m(r+`)
2
)
`IG
( θ
φ
)
=
[ 1
m` − rIG`
− 1m` r+`IG`
](
F
u
)
(3.29)
Hence, the following linearized equation (3.26) is obtained:
d
dt

θ
φ
θ˙
φ˙
 =

0 0 1 0
0 0 0 1
0
rω2
(
IG+mr(r+`)
)
`IG
−2 ˙`` 0
0 − rω
2
(
IG+m(r+`)
2
)
`IG
2 ˙`` 0


θ
φ
θ˙
φ˙
+

0 0
0 0
1
m` − rIG`
− 1m` r+`IG`
( Fu
)
(3.30)
Instead of showing the analytic solutions of the eigenvalues of (3.30) with zero F and u, a real-
imaginary axis plot is presented as shown in Figure 3-6. It is noted that the system is stable when
the motor reels out. In other words, a positive tether speed ( ˙` > 0) results in damping of both θ˙
and pendulum motion of φ. However, we will see unstable states for a negative tether speed ( ˙` < 0).
In essence, we need a stabilizing controller (F ,u) for the system with the tether length decreasing.
It should be noted that the deployment operation ( ˙` > 0) may also lead to system instability in the
presence of orbital dynamics (gravity). For example, Kumar [101] found that the critical minimum
value of spin rate in a gravity field is found to be 0.58 times the orbital rate. This indicates that the
array spin rate should be fast enough to overcome the gravity effect in the deployment operation.
Nonetheless, the retrieval motion is always unstable regardless of gravity.
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(a) Synchrony (b) Asynchrony
Figure 3-7: Free-body diagram of two tethered satellites.
Instability Proof by Lyapunov Function
The above linearization presents a conclusive result which is sufficient to determine the stability of
the nonlinear tethered-array dynamics. However, we can also intuitively determine the nonlinear
stability by inspecting the nonlinear dynamics in (3.18) and invoking the Lyapunov stability theorem.
The instability of θ˙ with ˙` < 0 is easily interpreted by the conservation of angular momentum.
In other words, as the size of the array decreases, the angular rate of the array rotation increases.
The term that is multiplied by θ˙ ˙` in (3.18) can be interpreted as the Coriolis torque in a rotating
object, which exerts a force sideways, thereby exciting the pendulum mode and making the system
unstable. Hence, ˙` < 0 adds negative damping, driving the system unstable. This can be proven by
the instability theorem [178] which can be derived by the Lyapunov direct method in Chapter 2.
Consider the following positive Lyapunov function from (3.18),
V = q˙TM1(q)q˙ with q =
(
θ
φ
)
(3.31)
The rate of change of V for an unforced system can be found utilizing the skew symmetry of M˙1−C1:
V˙ = q˙T
(−2m(r cosφ+ `) ˙` 0
−2mr cosφ ˙` 0
)
q˙ (3.32)
which is positive definite around a sufficiently small φ˙ ≈ 0 and a nonzero θ˙ = ω since
V˙ = 2m(r cosφ+ `)(− ˙`)ω2 > 0 (3.33)
for ˙` < 0. Hence, the system goes unstable with V˙ > 0.
3.4 Two-Spacecraft Dynamics
The dynamics of two tethered satellites in the plane of rotation, shown in Figure 3-7, are derived
using the Euler-Lagrangian equations. While the absolute position of the origin of the X-Y axes
might translate in the 2-D plane, we will focus on the relative dynamics. Note that the origin
coincides with the CM of the array when φ angles are in synchrony (in phase), as seen in Figure
3-7(a), and the CM of the array is controlled by a separate controller. The positive direction of both
φ angles is defined as counterclockwise. The assumption that all spacecraft have identical size, mass
76
and inertia properties allows us to develop the following equations of motion:
d
dt
∂L(q, q˙)
∂q˙
− ∂L(q, q˙)
∂q
= τ (3.34)
where the kinetic energy K is equal to the Lagrangian L in the absence of the potential energy V ,
and is defined as
K =
1
2
m
(
[r sinφ1(θ˙ + φ˙1)]2 + [r cosφ1(θ˙ + φ˙1) + `θ˙]2
)
(3.35)
+
1
2
m
(
[r sinφ1(θ˙ + φ˙2)]2 + [r cosφ2(θ˙ + φ˙2) + `θ˙]2
)
+
1
2
IG(θ˙ + φ˙1)2 +
1
2
IG(θ˙ + φ˙2)2.
The equations of motion become
M2(φ1, φ2)
 θ¨φ¨1
φ¨2
+C2(φ1, φ2, θ˙, φ˙1, φ˙2)
 θ˙φ˙1
φ˙2
 =
τθ,1 + τθ,2τφ,1
τφ,2
 (3.36)
where
M2 =
2Ir + 2m`2 + 2mr` cosφ1 + 2mr` cosφ2 Ir +mr` cosφ1 Ir +mr` cosφ2Ir +mr` cosφ1 Ir 0
Ir +mr` cosφ2 0 Ir
 ,
C2(φ1, φ2, θ˙, φ˙1, φ˙2) =
c11(φ1, φ˙1) + c11(φ2, φ˙2) c12(φ1, θ˙, φ˙1) c12(φ2, θ˙, φ˙2)c21(φ1, θ˙) c22 0
c21(φ2, θ˙) 0 c22
 ,
(
τθ,i
τφ,i
)
=
[
r + ` cosφi 1
r 1
](
Fi
ui
)
for i = 1, 2
(3.37)
Also, cij is given in (3.14). Note that Ir is again defined as Ir = IG +mr2.
Similar to the single-tethered system, the following dynamics account for the Coriolis force due to
the varying tether length ( ˙`=constant).
M2(φ1, φ2)
 θ¨φ¨1
φ¨2
+C2(φ1, φ2, θ˙, φ˙1, φ˙2)
 θ˙φ˙1
φ˙2

+
2m(r cosφ1 + r cosφ2 + 2`)θ˙ ˙`2mr cosφ1θ˙ ˙`
2mr cosφ2θ˙ ˙`
 =
τθ,1 + τθ,2τφ,1
τφ,2

(3.38)
Since, ` is defined as the length of the tether from the origin to the spacecraft attachment point,
the total tether length is now 2` and ˙` is half the rate of change of the total tether length. The array
angular rate θ˙ is assumed to be the same for both satellites. This is especially true when the tether
is in tension. Furthermore, the mass and inertia properties are assumed to be roughly the same.
These geometric symmetry properties are pervasive in stellar interferometers where sub-telescopes
must be identical for interferometric beam combining. This Lagrangian system is also kinetically
symmetric with respect to θ since ∂K∂θ = 0. In fact, the kinetic symmetry leads to the symmetry
in mechanics [35] in the absence of a potential field, i.e. ∂L∂θ = 0, which in turn corresponds to the
conservation of the momentum (∂L
∂θ˙
=constant) for an unforced system. Note that both the single and
two spacecraft systems are symmetric in mechanics with respect to θ, thereby resulting in an inertia
matrix that is independent of θ. This independent variable is often called an external variable [145].
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Linearization and Controllability Analysis
We can also linearize the two-body dynamics in (3.36) with respect to the relative equilibrium,
θ˙ = ω, φ1 = 0, φ˙1 = 0, φ2 = 0, and φ˙2 = 0:
θ˙
φ˙1
φ˙2
θ¨
φ¨1
φ¨2

=

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 r(Ir+mr`)ω
2
2IG`
r(Ir+mr`)ω
2
2IG`
0 0 0
0 − r((Ir+mr`)
2+2IGm`
2)ω2
2IGIr`
− r(Ir+mr`)2ω22IGIr` 0 0 0
0 − r(Ir+mr`)2ω22IGIr` −
r((Ir+mr`)2+2IGm`2)ω2
2IGIr`
0 0 0


θ
φ1
φ2
θ˙
φ˙1
φ˙2

+

0 0
0 0
0 0
− r2IG` − r2IG`
1
2
(
r+`
IG`
+ 1Ir
)
r(Ir+mr`)
2IG`Ir
r(Ir+mr`)
2IG`Ir
1
2
(
r+`
IG`
+ 1Ir
)

(
u1
u2
)
(3.39)
where only torque actuation (u1, u2) is shown.
It can also be shown that the controllability matrix yields a full rank of six, justifying the
underactuated control approach that uses only reaction wheels. This result can also be extended to
the case of ˙`=constant.
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Figure 3-8: Triangular Configuration. The φ angles are measured between the attachment of the
pseudo-tether and the CM of each spacecraft.
3.5 Triangular Array and Multiple Circular Arrays
The equations of motion of a three-spacecraft triangular configuration are derived in this section.
Three imaginary pseudo-tethers [138], connecting each satellite to the CM of the array, are assumed
to exist, replacing the three actual tether lines (see Figure 3-8). When the tethers are taut and
straight in a rotating array, a small φ (angle of the compound pendulum mode) is approximated as
a perturbed angle that the satellites make with respect to the corresponding pseudo-tether. Here, `
is defined as the length of the pseudo-tether; the actual tether length is then L =
√
3(` + r) − 2r.
The original six degrees of freedom (φ and θ for each satellite) are reduced to four with addition of
two rheonomic constraints,
L13 =
√
(x1a − x3b)2 + (y1a − y3b)2
L12 =
√
(x1b − x2a)2 + (y1b − y2a)2
(3.40)
where
xia = ` cos θi + 2r sin 15◦ cos (θi − 75◦ + φi)
yia = ` sin θi + 2r sin 15◦ sin (θi − 75◦ + φi) (3.41)
xjb = ` cos θj + 2r sin 15◦ cos (θj + 75◦ + φj)
yjb = ` sin θj + 2r sin 15◦ sin (θj + 75◦ + φj)
for each i and j. In addition, xia and xjb are x-coordinates of the tether attachment points, and
yia and yjb are similarly defined. The equations of motion of a three-spacecraft triangular array,
approximated by the pseudo-tethers, are given as
M3(q)

θ¨
φ¨1
φ¨2
φ¨3
+C3

θ˙
φ˙1
φ˙2
φ˙3
+

2m(
∑n
k=1 r cosφk + `)θ˙ ˙`
2mr cosφ1θ˙ ˙`
2mr cosφ2θ˙ ˙`
2mr cosφ3θ˙ ˙`
 =

∑n=3
k=1 τθ,k
τφ,1
τφ,2
τφ,3
 (3.42)
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where
M3 =

∑n=3
k=1 m11(φk) m12(φ1) m12(φ2) m12(φ3)
m12(φ1) m22 0 0
m12(φ2) 0 m22 0
m12(φ3) 0 0 m22
 , (3.43)
C3 =

∑n=3
k=1 c11(φk, φ˙k) c12(φ1, θ˙, φ˙1) c12(φ2, θ˙, φ˙2) c12(φn, θ˙, φ˙n)
c21(φ1, θ˙) c22 0 0
c21(φ2, θ˙) 0 c22 0
c21(φ3, θ˙) 0 0 c22

When linearized, the system has four eigenvalues, two of which are anti-synchrony modes. Eigen-
values for the triangular array (n = 3) are
0,
√
r(Ir +m`(2r + `))
lIG
ω ,
√
mr`
Ir
ω,
√
mr`
Ir
ω (3.44)
.
We can generalize (3.42) for a spinning array consisting of an arbitrary number of spacecraft
whose circumferential spacing is uniform:
Mn(q)

θ¨
φ¨1
φ¨2
...
φ¨n
+Cn

θ˙
φ˙1
φ˙2
...
φ˙n
+

2m(
∑n
k=1 r cosφk + `)θ˙ ˙`
2mr cosφ1θ˙ ˙`
2mr cosφ2θ˙ ˙`
...
2mr cosφnθ˙ ˙`
 =

∑n
k=1 τθ,k
τφ,1
τφ,2
...
τφ,n
 (3.45)
where
Mn =

∑n
k=1m11(φk) m12(φ1) m12(φ2) . . . m12(φn)
m12(φ1) m22 0 . . . 0
m12(φ2) 0 m22 . . . 0
... 0 0
. . . 0
m12(φn) 0 0 0 m22
 , (3.46)
Cn =

∑n
k=1 c11(φk, φ˙k) c12(φ1, θ˙, φ˙1) c12(φ2, θ˙, φ˙2) . . . c12(φn, θ˙, φ˙n)
c21(φ1, θ˙) c22 0 . . . 0
c21(φ2, θ˙) 0 c22 . . . 0
... 0 0
. . . 0
c21(φn, θ˙) 0 0 0 c22

Equation (3.45) originally represents the dynamics of arbitrarily large star arrays (hub-spoke con-
figurations) with the radius ` as shown in the second row of Figure 3-9. Hence, the same controller
designed from the single-tethered system will stabilize a star network. This method can be extended
to an arbitrarily large circular array of tethered spacecraft if the dynamics equation can be repre-
sented as the form in (3.45). This is automatically true for n = 3. However, we need more constraints
for (3.45) to approximate a circular array of n ≥ 4 since the lengths of the pseudo-tethers (`) or
diagonal distances can be different. For spinning tethered arrays, thruster firings in the radial direc-
tion can control the diagonal distances to keep the pseudo tether length ` the same. In the absence
of such control, we can add more diagonal tethers, as seen in the hexagonal array in Figure 3-9. The
circular geometry, in a non-hub-spoke connectivity, is not the minimum energy (maximum inertia)
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Figure 3-9: Reduction of circular and star arrays of tethered spacecraft into multiple single-tethered
systems
geometry. The number of additional tethers required for an array with n spacecraft is
3n(= DOF)− n(= number of tethers)− 2(CM x,y)
−(n+ 1)(= No. of variables)
= n− 3
(3.47)
As shall be seen in Chapter 4, under the reasonable assumption of the taut and equal-length pseudo-
tether, a controller designed from a single-tethered system will synchronize both array spin rate and
oscillations of each spacecraft, thereby reducing the original dynamics to those of a single-tethered
spacecraft, as seen in Figure 3-9.
3.6 Three Inline Configuration
The equations of motion of the three-spacecraft inline configuration in Figure 3-10 are developed
using the Euler-Lagrange equations of motion. We show herein that the definition of the generalized
coordinates, θ1 and θ2, largely affects the complexity of the dynamic equations. We first begin
with the more complex form. One might define θ1 and θ2 with respect to ψ as relative angles (see
Figure 3-10). For simplicity, we assume the tether length is fixed. We can later add the fully coupled
dynamics of the tether `, as discussed in Section 3.7. Alternatively, ` dynamics can be eliminated
by assuming ˙` is constant (the tether is changing its length at a constant speed) as in the previous
sections.
Since we assume that the gravity term is negligible, the Lagrangian is defined as
L(q, q˙) = K(q, q˙)− V (q) = K(q, q˙) = 1
2
q˙TM(q)q˙ (3.48)
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Figure 3-10: Free-body diagram with θ1 and θ2 defined as relative angles
where q = (ψ θ1 φ1 θ2 φ2)T and K is defined as the summation of the kinetic energy of the
three spacecraft:
K(q, q˙) = K1 +K2 +
1
2
IGψ˙
2 (3.49)
with
K1 =
1
2
IG(ψ˙ + θ˙1 + φ˙1)2 +
1
2
m
(
rψ˙ + ` cos θ1(θ˙1 + ψ˙) + r cos (θ1 + φ1)(θ˙1 + ψ˙ + φ˙1)
)2
+
1
2
m
(
−` sin θ1(θ˙1 + ψ˙)− r sin (θ1 + ψ1)(θ˙1 + ψ˙ + φ˙1)
)2
(3.50)
K2 =
1
2
IG(ψ˙ + θ˙2 + φ˙2)2 +
1
2
m
(
rψ˙ + ` cos θ2(θ˙2 + ψ˙) + r cos (θ2 + φ2)(θ˙2 + ψ˙ + φ˙2)
)2
+
1
2
m
(
−` sin θ2(θ˙2 + ψ˙)− r sin (θ2 + ψ2)(θ˙2 + ψ˙ + φ˙2)
)2
.
Alternatively, using the inertia matrix, L = K is represented as
K(q, q˙) =
1
2

ψ˙
θ˙1
φ˙1
θ˙2
φ˙2

T 
M11 M12 M13 M14 M15
M12
M13
M1(φ1)
0 0
0 0
M14
M15
0 0
0 0 M1(φ2)


ψ˙
θ˙1
φ˙1
θ˙2
φ˙2
 (3.51)
where the 2× 2 matrix, M1(φ1), is from the single-tethered dynamics in Figure 3-2 and (3.14):
M1(φ) =
[
m11(φ) m12(φ)
m12(φ) m22
]
=
[
Ir +m`2 + 2mr` cosφ Ir +mr` cosφ
Ir +mr` cosφ Ir
]
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In addition,
M11 = 3IG + 2m`2 + 4mr2 + 2mr`(cos θ1 + cos θ2 + cosφ1 + cosφ2)
+ 2mr2 (cos (θ1 + φ1) + cos (θ2 + φ2)) ,
M12 = IG +m`2 +mr2 +mr2 cos (θ1 + φ1) +mr`(cos θ1 + 2 cosφ1),
M13 = IG +mr2 +mr` cosφ1 +mr2 cos (θ1 + φ1),
M14 = IG +m`2 +mr2 + 2mr` cosφ2 +mr` cos θ2 +mr2 cos (θ2 + φ2),
M15 = IG +mr2 +mr` cosφ2 +mr2 cos (θ2 + φ2)
Ir = IG +mr2.
Using the Euler-Lagrange equations, we can find that
d
dt
∂L(q, q˙)
∂q˙
− ∂L(q, q˙)
∂q
= τ (3.52)
which results in the following equations of motion.
M11 M12 M13 M14 M15
M12
M13
M1(φ1)
0 0
0 0
M14
M15
0 0
0 0 M1(φ2)


ψ¨
θ¨1
φ¨1
θ¨2
φ¨2
+

C11 C12 C13 C14 C15
C21
C31
C1(φ1, θ˙1, φ˙1)
0 0
0 0
C41
C51
0 0
0 0 C1(φ2, θ˙2, φ˙2)


ψ˙
θ˙1
φ˙1
θ˙2
φ˙2
 =

τψ
τθ1
τφ1
τθ2
τφ2

(3.53)
where C1(φ, θ, φ˙) is from the single-tethered dynamics in Figure 3-2 and (3.14):
C1(φ, θ˙, φ˙) =
[
c11(φ, φ˙) c12(φ, θ˙, φ˙)
c21(φ, θ˙) c22
]
=
[−mr` sinφφ˙ −mr` sinφ(θ˙ + φ˙)
+mr` sinφθ˙ 0
]
. (3.54)
Recalling M˙(q) = C(q, q˙)+C(q, q˙)T due to the symmetry ofM(q) and skew-symmetry ofM(q)−
2C(q, q˙), we can easily calculate Cij such that
M˙11 = 2C11, M˙12 = C12+C21, M˙13 = C13+C31, M˙14 = C14+C41, and M˙15 = C15+C51. (3.55)
We show that these equations can be greatly simplified by a different coordinate definition of
θ, e.g., θ defined with respect to the rotating frame of the center spacecraft (θ → θ + ψ) as shown
in Figure 3-11. Moreover, this definition of the generalized coordinates enables decoupling of the
dynamics of the outlying spacecraft from the center spacecraft. As shall be seen in Chapter 4,
the dynamics of the three-spacecraft inline configuration in Figure 3-11 can be decoupled into two
independent dynamics of the single-tethered system with the tether length ` and the rotational
dynamics of the center spacecraft.
The equations of motion of the inline array dynamics in Figure 3-11 are developed using the
Euler-Lagrange equations of motion. The Lagrangian L = K in the absence of the potential energy
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Figure 3-11: Three-spacecraft array θ1 and θ2 defined from the center reference frame
is defined as
K(q, q˙) =
1
2

ψ˙
θ˙1
φ˙1
θ˙2
φ˙2

T 
M11 M12 M13 M14 M15
M12
M13
M1(φ1)
0 0
0 0
M14
M15
0 0
0 0 M1(φ2)


ψ˙
θ˙1
φ˙1
θ˙2
φ˙2
 (3.56)
where the 2× 2 matrix, M1(φ1) is from the single-tethered dynamics in Figure 3-2 and (3.14):
M1(φ) =
[
m11(φ) m12(φ)
m12(φ) m22
]
=
[
Ir +m`2 + 2mr` cosφ Ir +mr` cosφ
Ir +mr` cosφ Ir
]
.
In addition, notice that the other terms are much simpler:
M11 = IG + 2mr2
M12 = mr` cos (θ1 − ψ) +mr2 cos (θ1 + φ1 − ψ)
M13 = mr2 cos (θ1 + φ1 − ψ) (3.57)
M14 = mr` cos (θ2 − ψ) +mr2 cos (θ2 + φ2 − ψ)
M15 = mr2 cos (θ2 + φ2 − ψ)
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The equations of motion are given as
M11 M12 M13 M14 M15
M12
M13
M1(φ1)
0 0
0 0
M14
M15
0 0
0 0 M1(φ2)


ψ¨
θ¨1
φ¨1
θ¨2
φ¨2
+

0 C12 C13 C14 C15
C21
C31
C1(φ1, θ˙1, φ˙1)
0 0
0 0
C41
C51
0 0
0 0 C1(φ2, θ˙2, φ˙2)


ψ˙
θ˙1
φ˙1
θ˙2
φ˙2
 =

u0
τθ,1
τφ,1
τθ,2
τφ,2

(3.58)
where the 2 × 2 matrices, M1(φ1) and C1(φ, θ, φ˙) are from the single-tethered dynamics in Figure
3-2 and (3.14)
M1(φ) =
[
m11(φ) m12(φ)
m12(φ) m22
]
=
[
Ir +m`2 + 2mr` cosφ Ir +mr` cosφ
Ir +mr` cosφ Ir
]
C1(φ, θ˙, φ˙) =
[
c11(φ, φ˙) c12(φ, θ˙, φ˙)
c21(φ, θ˙) c22
]
=
[−mr` sinφφ˙ −mr` sinφ(θ˙ + φ˙)
+mr` sinφθ˙ 0
]
(3.59)(
τθ,i
τφ,i
)
=
[
r + ` cosφi 1
r 1
](
Fi
ui
)
for i = 1, 2.
In addition,
C12 = −mr` sin (θ1 − ψ)θ˙1 −mr2 sin (θ1 + φ1 − ψ)(θ˙1 + φ˙1)
C13 = −mr2 sin (θ1 + φ1 − ψ)(θ˙1 + φ˙1)
C14 = −mr` sin (θ2 − ψ)θ˙2 −mr2 sin (θ2 + φ2 − ψ)(θ˙2 + φ˙2)
C15 = −mr2 sin (θ2 + φ2 − ψ)(θ˙2 + φ˙2) (3.60)
C21 = mr` sin (θ1 − ψ)ψ˙ +mr2 sin (θ1 + φ1 − ψ)ψ˙
C31 = mr2 sin (θ1 + φ1 − ψ)ψ˙
C41 = mr` sin (θ2 − ψ)ψ˙ +mr2 sin (θ2 + φ2 − ψ)ψ˙
C51 = mr2 sin (θ2 + φ2 − ψ)ψ˙
Note that the equations in (3.58) are simpler than those with a different coordinate definition
of θ in (3.53). This is because θ now captures more complex behaviors than just the relative angles
between the center spacecraft and the tether. It is straightforward to show that the two equations
are identical by setting θ1 = ψ − θ1 and θ2 = ψ − θ2 in (3.58).
Using (3.58), a nonlinear decentralized control strategy is presented in Chapter 4. As will be
shown, a controller designed from the single-tethered dynamics in (3.18) can stabilize the coupled
dynamics of the three inline configuration as long as the center spacecraft is also stabilized by a
simple rotation control law. This validates a fully decentralized control scheme without any inter-
spacecraft communications (see the discussion in Chapter 4).
Equation (3.58) can also be linearized about a nominal rotational rate, ψ˙, θ˙1, θ˙2 ≈ ω while
other relative angles and their rates are sufficiently close to zero such that θ1 − ψ, θ2 − ψ ≈ 0 and
φ1, φ˙1, φ2, φ˙2 ≈ 0:
[M]q¨+ [K]q = (τ) (3.61)
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Figure 3-12: Three inline configuration’s mode shapes and natural frequencies. The rigid body mode
is not shown.
where
[M] =

IG + 2mr2 mr(`+ r) mr2 mr(`+ r) mr2
mr(`+ r) IG +m(`+ r)2 IG +mr(`+ r) 0 0
mr2 IG +mr(`+ r) IG +mr2 0 0
mr(`+ r) 0 0 IG +m(`+ r)2 IG +mr(`+ r)
mr2 0 0 IG +mr(`+ r) IG +mr2

[K] =

2mr(`+ r)ω2 −mr(`+ r)ω2 −mr2ω2 −mr(`+ r)ω2 −mr2ω2
−mr(`+ r)ω2 mr(`+ r)ω2 mr2ω2 0 0
−mr2ω2 mr2ω2 mr(`+ r)ω2 0 0
−mr(`+ r)ω2 0 0 mr(`+ r)ω2 mr2ω2
−mr2ω2 0 0 mr2ω2 mr(`+ r)ω2
 (3.62)
(τ) =

u0
(r + `)F1 + u1
rF1 + u1
(r + `)F2 + u2
rF2 + u2
 , and q =

ψ
θ1
φ1
θ2
φ2

Using the linearized equations, we can calculate the natural frequencies and mode shapes of
the three inline configuration with the rigid tether. Figure 3-12 shows the mode shapes of four
compound pendulum modes and their natural frequencies (y-axis) as a function of the tether length
for a three-satellite inline array rotating with m = 4kg, IG = 0.0213kgm2, and ω = 0.3rad/s. It has
also one rigid body rotation mode.
Figure 3-13 depicts a bode plot of the ψ angle perturbed by a torque (uo) on the center space-
craft. It is indispensable to investigate potential interactions of other vibratory motions with those
pendulum modes, by examining such a frequency domain plot. In particular, the interactions be-
tween the compound pendulum mode and the tether vibrations would be detrimental and should be
avoided by all means.
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Figure 3-13: Bode plot of the linear system for the input uo to the output ψ, based on the linearized
three-inline dynamics. A small amount of damping has been added to each joint angle.
3.7 Flexible Tethers
The equations of motion of a single-tethered system with a flexible tether (Figure 3-14) are presented
in this section. The tether is now assumed to be extensible along its length.
3.7.1 Dynamics Modeling
The tether is assumed to be massless. Therefore, no transverse vibrations of tether (violin mode) are
allowed. The difference from the previous model in Section 3.3 is that the tether is now extensible
along its length, as depicted Figure 3-14. For simplification, this flexible tether can be regarded as
a rigid tether connected in series with an elastic spring. Using the Euler-Lagrange equations, the
following equations of motion in the rotational plane (a plane normal to the aperture line-of-sight)
are developed:
M1(φ)
θ¨φ¨
¨`
+C1(φ, θ˙, φ˙)
θ˙φ˙
˙`
+
 00
c ˙` + k∆`
 =
r + ` cosφ 1 0r 1 0
0 0 1
Fu
P
 (3.63)
where
M1(φ) =
Ir +m`2 + 2mr` cosφ Ir +mr` cosφ −mr sinφIr +mr` cosφ Ir −mr sinφ
−mr sinφ −mr sinφ m

C1(φ, θ˙, φ˙, ˙`) =
−mr` sinφφ˙+m(r cosφ+ `) ˙` −mr` sinφ(θ˙ + φ˙) m(r cosφ+ `)θ˙+mr` sinφθ˙ +mr cosφ ˙` 0 mr cosφθ˙
−m(r cosφ+ `)θ˙ −mr cosφφ˙ −mr cosφ(θ˙ + φ˙) 0
 (3.64)
In the equations above, r, `, and IG denote the satellite’s radius, tether length, and moment of
inertia. Again, Ir is the moment of inertia about the tether attachment point (Ir = IG+mr2). The
tether has both elasticity and damping modeled as a spring k and a dashpot c. Also, F is the linear
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(a) Single tethered system (b) Two spacecraft systems with two possible pendulum
oscillations
Figure 3-14: Free-body diagram of single and two spacecraft systems with a flexible tether
force due to thruster firing, and u is the torque exerted on the CM of the satellite, and P is the
linear force actuated by both the low-bandwidth tether motor and the high-bandwidth translational
actuator.
Note that this system reduces to the rigid-tether single-spacecraft system introduced in Section 3.3 if
we assume that tether is not flexible and ` varies only at constant speed (¨`= 0), thereby eliminating
the third equation in (3.63).
This system has a rigid body mode for θ and an undamped natural frequency for the compound
pendulum mode of
ωφ =
√
r(Ir +m`(2r + `))
`IG
ω [rad/s] (3.65)
when it is linearized about nominal velocities θ˙ = ω, ˙` = v and φ˙, φ = 0. It can be shown that the
system goes unstable when the tether motor reels in by checking the eigenvalues of the following
linear system,
d
dt

θ
φ
`
θ˙
φ˙
˙`
 =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0
rω2
(
Ir+mr`
)
`IG
0 −2 v` 0 −2ω`
0 − rω
2
(
Ir+m`(2r+`)
)
`IG
0 2 v` 0 2
ω
`
0 0 −k∆`m` 2(r + `)ω 2rω − cm


θ
φ
`
θ˙
φ˙
˙`

+

0 0 0
0 0 0
0 0 0
1
m` − rIG` 0
− 1m` r+`IG` 0
0 0 1m

Fu
P

(3.66)
In other words, a positive reel-out speed ( ˙` > 0) results in damping of both θ˙ and the pendulum
motion of φ whereas we will see unstable dynamics for a negative reel-in speed ( ˙` < 0). Hence, it is
indispensable to investigate this mode even for a large baseline length. It is also easy to verify that
the system attitude states (θ˙, φ, φ˙), with a nonzero ω, are fully controllable even when only using u.
In addition, ` is directly controllable by P . Consequently, the system in (3.66) is fully controllable
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by u and P (without the need for F ):
[
B23 AB23 A
2B23 · · ·
]
=

0 0 − rIG` 0 2rvIG`2 − 2ω`m
0 0 `+rIG` 0 − 2rvIG`2 2ω`m
0 0 0 1m 0 0
− rIG` 0 2rvIG`2 − 2ω`m
r(`mr(`+r)2ω2+IG(−4v2+`(`+r)ω2))
IG2`3
4vω
l2m
`+r
IG`
0 − 2rvIG`2 2ω`m −
r(`m(`+r)3ω2+IG(−4v2+`(`+r)ω2))
IG2`3
− 4vω`2m
0 1m 0 0
4rvω
IG`
− 4ω2m

(3.67)
has a full rank of six. Note that
B23 =

0 0
0 0
0 0
− rIG` 0
r+`
IG`
0
0 1m
 , (3.68)
which corresponds to the control B matrix for u and P . This controllability analysis justifies our
control approach to control the tethered array without using thrusters.
The nonzero rotational rate, ω, adds an artificial potential term to the dynamics. This nonzero
artificial potential energy induced by the centrifugal force associated with array rotation, plays a
crucial role in making the system controllable and stable. The equilibrium relationship between a
perturbed tether length (∆`) and ω can easily be found as
ω =
√
k∆`
2m(r + `)
(3.69)
which can be used to determine the required strength of the tether.
3.8 Transverse Vibration of a Tether with Distributed Mass
This section briefly reviews the modeling of the transverse vibration of a tether which has non-
negligible mass.
3.8.1 Dynamics Modeling
Consider the spinning single-tethered system shown in Figure 3-15(a). We make the following
assumptions: the material of the tether follows Hooke’s Law; the angle inclination of the displaced
string with respect to the horizontal axis (x in Figure 3-15(a)) is small; and the tether vibrates only
in the transverse direction as a result of the wave disturbance. Newton’s second law in the vertical
direction yields:[
T (x) +
∂T (x)
∂x
dx
] [
∂y(x, t)
∂x
+
∂2y(x, t)
∂x2
]
− T (x)∂y(x, t)
∂x
+ f(x, t)dx = ρ(x)dx
∂2y(x, t)
∂t2
(3.70)
where T (x) is the tension along the tether length x; ρ(x) is the linear density of the tether; and y(x, t)
denotes the transverse deflection. In addition, f(x, t) is the external distributed force. Ignoring the
second order terms results in
∂
∂x
[
T (x)
∂y(x, t)
∂x
]
+ f(x, t) = ρ(x)
∂2y(x, t)
∂t2
(3.71)
If the tension T (x), and the density ρ(x) are constant, and f(x, t) is zero, (3.71) reduces to the
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(a) Continuous model of a massive tether (b) Discretized model of a massive tether
Figure 3-15: Modeling of the transverse vibration
well-known wave equation:
∂2y(x, t)
∂x2
=
1
c2
∂2y(x, t)
∂t2
=
ρ
T
∂2y(x, t)
∂t2
(3.72)
The above partial differential equation can be solved using two boundary conditions at x = 0 and
x = `. The study in [18] derived the exact analytical solution of the natural frequencies of the tether
vibration under this configuration.
tanλ =
3ρ`n2(`+ r)
T 2λ
[
(IG +mr2)Tλ2/ρ`2 − 3mn2r(`+ r)
]
IGλ2/ρ`2 − r (3.73)
where ρ is the linear density of the tether, and r, `, and IG denote the satellite’s radius, tether
length, and moment of inertia. Also, n is the rotational velocity, which can be the nominal spinning
rate of the array (ω) in order to be consistent with this thesis.
The non-dimensional frequency, λ is solved from the above equation and is a function of ω
λ2 =
ρ`2
T
ω2 (3.74)
The above equations are used to examine the coupling between tether string vibrations and the
compound pendulum modes of a tethered satellite. Alternatively, we can discretize the tether as a
lumped mass model consisting of N divided masses, and develop the equations of motion for N plus
two (θ and φ) variables (see Figure 3-15). Special care should be practiced in the tether retrieval
and deployment problem, since the number of the tether elements varies over time.
3.8.2 Impedance Matching Control
The mass of the tether is not negligible in this section. Especially in the case of the maximum
tether deployment, up to 1 km, a violin mode (transverse vibration of the tether) is expected as
discussed earlier. Its interaction with other oscillatory modes, such as the compound pendulum
modes, would be detrimental. In order to actively control this violin mode, we investigate an
impedance matching [128, 129, 130] control technique with a sliding tether boundary condition and
a re-actuated transverse force shown in Figure 3-16(a). Tether vibration is fundamentally governed
by the wave behavior of a string under tension, as given in (3.72). For each tether, motion can be
decomposed into incoming (wi) and outgoing propagating waves (wo) resulting in y = wi + wo. A
90
(a) Impedance matched tether termination. Courtesy:
Prof. David W. Miller
(b) Electromagnetic rotation damper on the tether at-
tachment point [118]
Figure 3-16: Two methods of stabilizing the tether transverse vibration
transformation between physical and wave states in the tether can be derived as(
y
∂y
∂x
)
=
[
1 1
ik −ik
](
wi
wo
)
(3.75)
The free-body diagram in Figure (3-16)(a) yields the force relation at the tether attachment
point,
m
∂2y
∂t2
= T
∂y
∂x
− F. (3.76)
The boundary Ordinary Differential Equation (ODE), when transformed to wave coordinates
with the wave number k, gives the following input-output condition.
F =
[
mω2 T
] [ 1 1
ik −ik
](
wi
wo
)
(3.77)
which can be rewritten as
wo = −mω
2 + ikT
mω2 − ikT wi +
1
mω2 − ikT F (3.78)
where the first term is the scattering (refection) coefficient and the second term is the product of
the wave generation coefficient and force actuator.
Setting the outgoing wave to zero gives the force in terms of the incoming wave resulting in
F = (mω2 + ikT )wi (3.79)
Transforming back to the physical coordinates gives the feedback law as the following,
F =
iω
co
Ty −mco(iω)∂y
∂x
=
T
co
∂y
∂t
−mco(iω) ∂
2y
∂x∂t
(3.80)
where
co =
√
T
ρA
(3.81)
An alternative way of damping the tether transverse motions is to utilize a mass-spring-dashpot sys-
tem mounted at each tether attachment point to the spacecraft (see Figure 3-16(b)). Currently, the
SPECS mission is equipped with electromagnetic devices in which the rotational stiffness and damp-
ing can be adjusted [118]. The transfer of energy carried by the waves from the tether to the passive
damper is maximized when the tether wave impedance is matched to the damper impedance [130].
An impedance matching damping coefficient, depending on the wave propagation velocity, can be
developed similar to (3.80). We are currently investigating the coupling motions [18] of this tether
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violin mode with the spacecraft’s attitude motion, in particular, the compound pendulum mode
(φ, φ˙) in Figure 3-2. Even though the current SPHERES testbed is not equipped with this kind
of impedance matching actuator, future work will investigate the effectiveness of such a controller.
The essential measurement of the tether slope ∂y∂x can be realized by using a force-torque sensor,
described in Chapter 7.
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Chapter 4
Nonlinear Model Reduction and
Decentralized Control by
Synchronization
4.1 Chapter Objective
This chapter describes a fully decentralized nonlinear control law for spinning tethered formation
flight, based on exploiting geometric symmetries to reduce the original nonlinear dynamics into sim-
pler stable dynamics. In dealing with such coupled dynamics, an attempt is made to learn from
distributed computation in biological systems. Figure 4-1 shows a picture of a human running by
synchronizing oscillations of his leg joints; a three-spacecraft tethered formation can also be viewed
as a multiple-joint system. Motivated by oscillation synchronization in biological systems, we use
contraction theory to prove that a control law stabilizing a single-tethered spacecraft can also sta-
bilize arbitrarily large circular arrays of spacecraft, as well as a three inline configuration. The
convergence result is global and exponential. The decentralized control strategy is also extended to
robust adaptive control in order to account for model uncertainties. In particular, the convenience
of the differential analysis in combining multiple contracting systems is demonstrated. Numerical
simulations and experimental results in Chapter 7, using the SPHERES testbed, validate the ex-
ponential stability of the tethered formation arrays by implementing a tracking control law derived
from the reduced dynamics. The nonlinear stability of the decentralized control architecture in
Section 4.3.2 constitutes the main contribution of this chapter.
The organization of this chapter is as follows: Modeling of single and double spacecraft systems
is reviewed in Section 4.2. The stability of the decentralized control law is proven in the local and
global convergence sense in Section 4.3. The results are extended to multiple-spacecraft arrays in
Section 4.5. Simulation results are detailed in Section 4.6. It should be noted that the nonlinear
decentralized control methodology introduced in the present chapter is experimentally validated in
Chapter 7. We refer the readers to Chapter 1 for the motivation behind the proposed approach as
well as related previous work on nonlinear model reduction.
4.2 Dynamics Modeling and Contraction Theory
We show herein that the dynamics of the two-spacecraft tethered system in Figure 3-7 is the super-
position of two independent single-tethered systems. The main nonlinear stability tool, contraction
analysis, exploits this observation to derive a decentralized control law.
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Figure 4-1: Synchronization of motions: human locomotion (bottom left), three tethered spacecraft
(top), and Huygens’s pendulum clock [17] (bottom right)
4.2.1 Reduction of Two Spacecraft Dynamics
In Chapter 3, the dynamics of two tethered satellites in the plane of rotation, shown in Figure 3-7,
were derived using the Lagrangian equations (see (3.38)). It can be inferred by inspecting (3.38)
that the first row of the equation contains the only term that couples φ1 and φ2, which is the sum
of the first rows of two independent single-tethered systems of the form in (3.18):
M1(φ1)
(
θ¨
φ¨1
)
+C1(φ1, θ˙, φ˙1)
(
θ˙
φ˙1
)
+
(
2m(r cosφ1 + `)θ˙ ˙`
2mr cosφ1θ˙ ˙`
)
=
(
τθ,1
τφ,1
)
= τ1 (4.1)
M1(φ2)
(
θ¨
φ¨2
)
+C1(φ2, θ˙, φ˙2)
(
θ˙
φ˙2
)
+
(
2m(r cosφ2 + `)θ˙ ˙`
2mr cosφ2θ˙ ˙`
)
=
(
τθ,2
τφ,2
)
= τ2 (4.2)
where M1(φ), C1(φ, θ˙, φ˙) are given in (3.18).
It is easily verified that (3.38) reduces to Eqs. (4.1-4.2) if φ1 and φ2 can somehow be driven
to oscillate in synchrony. In other words, we can decouple the dynamics of the first satellite from
the other resulting in the same equation as (3.18) if the controller u1 and u2 make φ1 and φ2 con-
verge towards each other exponentially fast. This important finding leads to the following definition.
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Definition 4.1: Decentralized Control Law
Assume that for a two-spacecraft tethered system, some control function u is decentralized, in the
sense that it does not require state information from the other satellite, and that
τ1 = u(φ1, θ˙, φ˙1) and τ2 = u(φ2, θ˙, φ˙2) where u is the same control function
Assume further that the strictly stabilizing control laws, τ1 and τ2, designed based on the single
tethered systems in (4.1) and (4.2) respectively, also strictly stabilize the combined system in (3.38).
Then a decentralized control law, τi = u(φi, θ˙, φ˙i), i=1,2 can be designed from a single-tethered
system given in Eqs. (4.1-4.2) in lieu of the two body dynamics in (3.38). In addition, this control
law u makes φ1 and φ2 converge to each other.
This decentralized control law will significantly simplify both the control algorithm and satellite
hardware with few complications in terms of dimensionality and no communication burden. Basi-
cally, the fixed center of the rotation for a single-tethered system will be replaced with the center
of the tether of the two satellites (see Figure 3-7). Subsequent sections demonstrate the existence
of such controller as defined in Definition 4.1 in two ways: locally through a linear diagonalizing
transformation (Section 4.3.1) and globally by contraction theory (Section 4.3.2).
4.3 Stability of a Decentralized Control Law
4.3.1 Diagonalization of Linearized System
The two-spacecraft equation (3.38) with the tether length fixed ( ˙` = 0) can also be linearized about
θ˙ = ω, and φ˙, φ = 0 with F1 = 0, F2 = 0 (torque actuation only):
2Ir + 2m`(2r + `) Ir +mr` Ir +mr`Ir +mr` Ir 0
Ir +mr` 0 Ir
 θ¨φ¨1
φ¨2

+
0 0 00 mr`ω2 0
0 0 mr`ω2
 θφ1
φ2
 =
u1 + u2u1
u2

(4.3)
It is observed that the nonzero rotation rate, ω, adds an artificial potential term to the dynamics even
though there is no gravitational force in the model. As stated in Chapter 3, this nonzero artificial
potential energy induced by the centripetal force of array rotation, plays a crucial role in making the
system controllable and stable [43]. This is especially true for large classes of underactuated systems
(e.g. tethered systems with F = 0), which are neither controllable in the absence of potential energy
nor fully feedback linearizable [145].
The natural frequencies of this LTI system are computed as
 ωθωφ
ωo
 =

0√
r(Ir+m`(2r+`))
lIG
ω√
mr`
Ir
ω
 (4.4)
Note that ωφ is the same compound pendulum mode frequency as in the single spacecraft case, and
ωθ represents the same rigid body mode of θ and θ˙ as in the single-tethered system, whereas ωo is
the natural frequency of the anti-synchronization (out-of-phase) mode depicted in Figure 3-7. It can
be shown that ωo is always smaller than ωφ.
We can diagonalize the system in (4.3) using normalized eigenvectors [43]. Then, with a linear
decentralized control law of the form:
ui = −K1φi −K2θ˙ −K3φ˙i i=1,2 (4.5)
95
Equation (4.3) becomes
[V ]T [M ] [V ]
 z¨1z¨2
z¨3
+ [V ]T [K] [V ]
= [V ]T
 0 K1 K10 K1 0
0 0 K1
 [V ]
 z1z2
z3
+ [V ]T
 2K2 K3 K3K2 K3 0
K2 0 K3
 [V ]
 z˙1z˙2
z˙3
 (4.6)
where constant matrices [M ] and [K] are from (4.3), and [V ] denotes a matrix of normalized eigen-
vectors sorted in the same order as (4.4):
[V ] =

1√
2IG+2m(r+`)2
− IG+m(r+`)√
2IG`2m
√
IG+m(r+`)2
0
0
√
IG+m(r+`)2√
2IG`2m
− 1√
2IG+2mr2
0
√
IG+m(r+`)2√
2IG`2m
1√
2IG+2mr2
 (4.7)
Since [V ]T [M ] [V ] = I3×3 and [V ]
T [K] [V ] = diag(0, ωφ2, ωo2), Equation (4.6) becomes:
z¨1 = s1z˙1 + s2z˙2 + p1z2
z¨2 + ωφ2z2 = s3z˙1 + s4z˙2 + p2z2
z¨3 +
K3
Ir
z˙3 + (ωo2 +
K1
Ir
)z3 = 0
(4.8)
where
s1 =
−K2
Ir +m`(2r + `)
, s2 =
IG(K2 −K3) +m(r + `)(rK2 −K3(r + `))√
IG`2m(Ir +m`(2r + `))
, (4.9)
s3 =
m`(r + `)√
IG`2m
s1, s4 = (r + `)
√
m
IG
s2, p1 =
−K1√
IG`2m
, p2 =
−K1(r + `)
IG`
By inspecting the eigenvectors given in (4.7), it is clear that z1 represents θ and z2 is the dynamics
of the synchronized compound pendulum mode (φ1 + φ2) in Figure 3-7 with the same natural
frequency ωφ as in the single-tethered case. The additional mode is the compound pendulum mode
associated with anti-synchrony, which is z3 ∝ φ1 − φ2.
Likewise, diagonalizing the linearized single spacecraft system in (3.18) yields the same nor-
malized equations of motion for z1 and z2 in (4.8). Thus, the stabilizing controller ui from the
single-tethered system will stabilize θ and the synchronized compound pendulum mode z2. Now
satisfying Definition 4.1 comes down to finding conditions in which the anti-synchronized mode
z3 is stabilized.
The global stability condition of K1 and K3 for the linear z3 dynamics in (4.8) can be found as
K3 > 0 and ωo2 +K1/Ir > 0.
Similarly, it can be shown that any controller satisfying rK2 < (r + `)K3, K1 > 0, and K2 > 0
can stabilize z1 and z2. Note that K3 > 0 and ωo2 +K1/Ir > 0 are automatically satisfied by this
condition, thereby stabilizing the coupled two-body system in (4.3). This proves the existence of
controller as defined in Definition 4.1.
This result is graphically illustrated in Figure 4-2. Since (r+ `)/r = (0.125m+1m)/0.125m = 9,
the system is strictly stable until K2 reaches 9K3 = 1.8 as shown in Figure 4-2(a). It is also shown
that the anti-synchrony mode (mode z3) is independent of K2. Moreover, the poles of the controlled
single tethered system are the poles of modes z1 and z2 in (4.8).
Theorem 4.3.1 Effect of nonzero speed of the tether ( ˙` 6= 0)
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(a) K1=0.1,K2 is changing from 0 to 1.8, and K3=0.2. (b) K1 is changing from 0 to 1.5, K2=0.2, and K3=0.2.
Figure 4-2: Poles of two tethered spacecraft and single spacecraft ( ˙` = 0) with linear control.
When the tether motors reel in or out, ˙` is a nonzero term. It can be shown that ˙` does not affect the
anti-synchronizing mode z3; therefore a controller stabilizing a single-tethered system with a constant
˙` 6= 0, can be used to stabilize a two-spacecraft system.
4.3.2 Nonlinear Model Reduction by Contraction Theory
This section constitutes the main contribution of the present chapter. The stability of the anti-
synchronizing compound pendulum mode z3 in (4.8) can be verified more easily using contraction
theory, specifically Theorems 2.5.4 and 2.5.7. From the second and third row of (4.3),
(Ir +mr`)θ¨ + Irφ¨1 +mr`ω2φ1 = −K1φ1 −K3φ˙1 −K2θ˙
(Ir +mr`)θ¨ + Irφ¨2 +mr`ω2φ2 = −K1φ2 −K3φ˙2 −K2θ˙ (4.10)
Subtracting the first line from the second in (4.10) results in:
Irφ¨1 +mr`ω2φ1 +K1φ1 +K3φ˙1 = Irφ¨2 +mr`ω2φ2 +K1φ2 +K3φ˙2
According to Theorem 2.5.7, if the z3 dynamics in (4.8) are exponentially stable, then φ1 converges
to φ2 exponentially fast. Then, the stability of the original system depends on the stability of the
reduced single-tethered system. Furthermore, (Ir + mr`)θ¨ can be regarded as an auxiliary input
to the partially contracting dynamics of z3. Therefore, stable closed-loop single-tethered dynamics
guarantees that the z3 dynamics are stable.
The previous analysis is limited to the linear Proportional and Derivative (PD) controller given
in (4.5). This is a local stability result based on the linearized dynamics. On the other hand,
contraction theory exploits a differential analysis to derive a global stability result for the nonlinear
dynamics. In addition, the simple PD control cannot be expected to handle the demands of efficiently
tracking dynamic trajectories [178]. Thus, an exponentially stable nonlinear controller is proposed,
and contraction analysis is used to check whether the combination of exponentially stable single-
tethered systems leads to exponential stability.
Consider a single-tethered system in (4.1) with the tether length fixed ( ˙` = 0),
M1(q1)q¨1 +C1(q1, q˙1)q˙1 = τ1 (4.11)
where M1, C1, and τ1 are given in (3.18). In addition, q1 is defined as
(
θ φ1
)T .
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The following tracking control law is proposed in Section 2.5.5:
τ1 =M1(q1)q¨1r +C1(q1, q˙1)q˙1r −K(q˙1 − q˙1r) (4.12)
The reference velocity vector, q˙1r is given by shifting the desired velocity q˙1d with the position
error:
q˙1r = q˙1d −Λq˜1 = q˙1d −Λ(q1 − q1d) (4.13)
where Λ is a symmetric positive definite matrix.
From (4.11) and (4.12), consider the following virtual system,
M1(q1)y˙ +C1(q1, q˙1)y −K(q˙1 − y) = τ1 (4.14)
where q˙1 and q˙1r are two particular solutions of these virtual dynamics, which is obvious by sub-
stituting for y.
For system (4.14), we select the inertia matrix M1(q1) as a metric in (2.77), which is uniformly
positive definite. Then, the squared length of the corresponding δz can be written as δzT δz =
δyTM1(q1)δy, and its derivative can be computed directly from (4.14),
d
dt
(δyTM1(q1)δy) = 2 δyTM1(q1)δy˙+ δyTM˙1(q1)δy
= − 2 δyT (C1(q1, q˙1)δy+Kδy) + δyTM˙1(q1)δy = − 2 δyTKδy
(4.15)
where we used the skew symmetric property, yT (M˙1 − 2C1)y = 0.
The virtual system of y is shown to be contracting with a uniformly positive definite K with respect
to θ and φ1 using contraction analysis, introduced in Chapter 2. Then, the two particular solutions,
q˙1 and q˙1r converge to each other exponentially fast using Theorem 2.5.7.
Equation (4.13) implies that q1 → q1d exponentially fast according to the hierarchical combi-
nation of contracting systems (Theorem 2.5.4)
˙˜q1 = (q˙1 − q˙1r)−Λq˜1 (4.16)
One choice of K is
K =
[
k11 k12
k12 k22
]
where k11 > 0 and k22 − k12
2
k11
> 0 (4.17)
Similarly, we can construct an exponentially stabilizing tracking controller for the second spacecraft
with q2 =
(
θ φ2
)T .
τ2 =M1(q2)q¨2r +C1(q2, q˙2)q˙2r −K(q˙2 − q˙2r) (4.18)
This controller can be shown to exponentially stabilize the second spacecraft dynamics in (4.2) with
the same K as in (4.17).
Let us now check whether these controllers from the single-tethered systems can exponentially
stabilize the two-spacecraft tethered system in (3.38). For the first spacecraft given in (4.11), we
augment the states, θ, φ with an auxiliary coordinate φ2 such that
Mφ1(q)q¨+Cφ1(q, q˙)q˙ = τa (4.19)
τa =Mφ1(q)q¨r +Cφ1(q, q˙)q˙r −KD1(q˙− q˙r) (4.20)
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where
Mφ1 =
m11(φ) m12(φ) 0m12(φ) m22 0
0 0 0

φ=φ1
, Cφ1 =
c11(φ, φ˙) c12(φ, θ˙, φ˙) 0c21(φ, θ˙) c22 0
0 0 0

(
φ=φ1
φ˙=φ˙1
)
,
τa =
τθ,1τφ,1
0
 , KD1 =
k11 k12 0k12 k22 0
0 0 0
 , and q =
 θφ1
φ2
 .
Equation (4.19) is the equation of motion of θ and φ1; φ2 is added just as a dummy variable to
facilitate the proof in this section.
Similarly, we can augment the dynamics equations of the second spacecraft as
Mφ2(q)q¨+Cφ2(q, q˙)q˙ = τb (4.21)
τb =Mφ2(q)q¨r +Cφ2(q, q˙)q˙r −KD2(q˙− q˙r) (4.22)
where
Mφ2 =
m11(φ) 0 m12(φ)0 0 0
m12(φ) 0 m22

φ=φ2
, Cφ2 =
c11(φ, φ˙) 0 c12(φ, θ˙, φ˙)0 0 0
c21(φ, θ˙) 0 c22

(
φ=φ2
φ˙=φ˙2
)
,
τb =
τθ,20
τφ,2
 , and KD2 =
k11 0 k120 0 0
k12 0 k22
 .
Since τ in (3.38) is the sum of two tracking control laws individually designed from the single-
tethered systems, τ = τa+τb in (4.20) and (4.22), the virtual dynamics of the two spacecraft system
becomes,
M2(q)y˙ +C2(q, q˙)y − (KD1 +KD2)(q˙− y) = τ, (4.23)
which still has two particular solutions, q˙ and q˙r. The symmetry property discussed in Section 4.2.1
enforces M2 =Mφ1 +Mφ2 and C2 = Cφ1 +Cφ2 .
The same squared-length analysis used earlier, now with respect to the uniformly positive definite
metric M2(q), results in
d
dt
(δyTM2(q)δy) = − 2 δyT (KD1 +KD2)δy
This system is contracting, since
KD1 +KD2 =
2k11 k12 k12k12 k22 0
k12 0 k22
 (4.24)
is uniformly positive definite. This proves the existence of such controller as defined in Definition
4.1 for exponentially stabilizing nonlinear controllers. The global convergence of contraction analysis
strengthens the local convergence result of the linear approximation of the previous section.
4.4 Application to Nonlinear Robust Adaptive Control
The proposed decentralized technique is shown to be more powerful and practical by addressing its
robustness properties. This section shows that the spatial symmetry of a tethered array yields the
same stability result for the decentralized robust sliding control, decentralized adaptive control, and
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the combination of both techniques.
4.4.1 Decentralized Robust Sliding Control
We show herein that the main result in the previous section can easily be extended to construction
of nonlinear robust sliding controllers [178] to account for tether slack dynamics and modeling
uncertainties, including lack of modeling of external disturbances. In particular, slackness of the
tether affects the inertia matrix M and specifically the C matrix, removing the coupling terms
because the energy transfer along the tether line is instantaneously disrupted. It can be shown
that a sliding controller designed from the single-tethered system will exponentially stabilize the
combined system using the previous analysis and the triangle inequality.
In order to proceed to prove the combined stability of a decentralized sliding control, let us
consider again the augmented dynamics of the individual spacecraft for the two-spacecraft array:
Mφ1(q)q¨+Cφ1(q, q˙)q˙ = τa
Mφ2(q)q¨+Cφ2(q, q˙)q˙ = τb (4.25)
where the superposition of the two dynamics results in the two-spacecraft dynamics in (3.38) such
that M2 =Mφ1 +Mφ2 , C2 = Cφ1 +Cφ2 , τ = τa + τb, and q =
 θφ1
φ2
.
We can define the sliding mode control law [178] for the individual single-tethered spacecraft in
(4.25)
τa = Mˆφ1 q¨r + Cˆφ1 q˙r −K(1)sgn(s)
τb = Mˆφ2 q¨r + Cˆφ2 q˙r −K(2)sgn(s)
(4.26)
where Mˆ, and Cˆ denote the estimated models from (3.18):
Mˆφ1 =
mˆ11(φ) mˆ12(φ) 0mˆ12(φ) mˆ22 0
0 0 0

φ=φ1
, Cˆφ1 =
c11(φ, φ˙) c12(φ, θ˙, φ˙) 0c21(φ, θ˙) c22 0
0 0 0

(
φ=φ1
φ˙=φ˙1
)
,
Mˆφ2 =
mˆ11(φ) 0 mˆ12(φ)0 0 0
mˆ12(φ) 0 mˆ22

φ=φ2
, Cˆφ2 =
c11(φ, φ˙) 0 c12(φ, θ˙, φ˙)0 0 0
c21(φ, θ˙) 0 c22

(
φ=φ2
φ˙=φ˙2
)
.
In addition,
K(1) =
k1 0 00 k2 0
0 0 0
 and K(2) =
k1 0 00 0 0
0 0 k2
 (4.27)
are constructed from the positive diagonal matrix[
k1 0
0 k2
]
(4.28)
It can be shown that these controllers can achieve robust performance in the presence of modelling
imperfections for a two-spacecraft system in (3.38). Choosing the components ki of the vector
K(1),K(2) such that
k
(1)
i ≥
∣∣∣[M˜φ1 q¨r + C˜φ1 q˙r]i∣∣∣+ ηi = ∣∣∣[M˜1(q1)q¨1r + C˜1(q1, q˙1)q˙1r]i∣∣∣+ ηi
k
(2)
i ≥
∣∣∣[M˜φ2 q¨r + C˜φ2 q˙r]i∣∣∣+ ηi = ∣∣∣[M˜1(q2)q¨2r + C˜1(q2, q˙2)q˙2r]i∣∣∣+ ηi (4.29)
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(with ηi > 0) will ensure the sliding condition,
d
2dt
sTM1s < −
n∑
i=1
ηi|si| (4.30)
is satisfied for each spacecraft. This sliding controller, based upon the single-tethered dynamics, will
also exponentially stabilize the coupled two-spacecraft system since
k
(1)
i ≥
∣∣∣[M˜φ1 q¨r + C˜φ1 q˙r]i∣∣∣+ ηi, and k(2)i ≥ ∣∣∣[M˜φ2 q¨r + C˜φ2 q˙r]i∣∣∣+ ηi −→
k
(1)
i + k
(2)
i ≥
∣∣∣[M˜φ1 q¨r + C˜φ1 q˙r]i∣∣∣+ ∣∣∣[M˜φ2 q¨r + C˜φ2 q˙r]i∣∣∣+ 2ηi
≥
∣∣∣[M˜2q¨r + C˜2q˙r]i∣∣∣+ 2ηi > 0
(4.31)
where we used the triangle inequality, |x| + |y| ≥ |x + y|, and M˜, C˜ denote modeling errors, i.e.
M˜ = Mˆ−M and C˜ = Cˆ−C.
This ensures that the sliding condition
d
2dt
sTM2(q)s < −
n∑
i=1
2ηi|si| (4.32)
is satisfied for the two-spacecraft tethered array. To mitigate the high-frequency chattering of the
proposed sliding control law, we can replace the sgn(s) function with the saturation function sat(s/φ).
This concludes the proof of the stability of the decentralized sliding control law.
4.4.2 Decentralized Adaptive Control
In this section, the decentralized adaptive control designed from the single-tethered system is shown
to asymptotically stabilize the coupled two-spacecraft tethered array. Previously, Narendra [142]
and a few others reported work on decentralized adaptive control. Nonetheless, the decentralized
nonlinear adaptive control in this section offers a fresh and unique perspective of modular stability
using contraction analysis. In particular, the convenience of the differential analysis in combin-
ing multiple contracting systems is clearly demonstrated. Furthermore, this work reports the first
application of adaptive control to tethered formation flying spacecraft.
Before we proceed to the proof for the coupled spacecraft array, let us first prove the asymptotic
stability of the adaptive control law for each decoupled spacecraft using contraction analysis. As
in the previous section, (ˆ·) denotes an estimate, and (˜·) denotes an error of the estimate such that
(˜·) = (ˆ·) − (·). Consider the following adaptive control [178] for the single-tethered spacecraft in
(4.11) with q1 =
(
θ φ1
)T :
τ1 = Y1aˆ−Ks1 = Mˆ1(q1)q¨1r + Cˆ1(q1, q˙1)q˙1r −Ks1 (4.33)
where s1 denotes the composite variable s1 = q˙1 − q˙1r, and the parameter estimate aˆ is updated
by the correlation integral:
˙ˆa1 = −ΓY1T s1 (4.34)
with a symmetric positive definite matrix Γ, and Y1 = Y(q1, q˙1, q˙1r, q¨1r). The function Y is
derived from the linear relationship with the unknown parameters a:
Y =
[
θ¨r φ¨r 2 cosφθ¨r + cosφφ¨r − sinφφ˙θ˙r − sinφ(φ˙+ θ˙)φ˙r
0 θ¨r + φ¨ sinφθ˙θ˙r
]
(4.35)
In addition, there are three unknown physical parameters that the above adaptive control updates
in real-time: IG, m, and `. The unknown true values are represented by a constant vector, a such
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that
a =
a1a2
a3
 =
IG +mr2 +m`2IG +mr2
mr`
 . (4.36)
The asymptotic convergence of the tracking error and parameter estimates can be proven using
contraction analysis. Consider the closed-loop system using (4.33) with the parameter estimate
update law ˙ˆa1 = −ΓY1T s1:[
M1(q1) 0
0 Γ−1
](
s˙1
˙˜a1
)
+
[
C1(q1, q˙1) +K −Y1
Y1T 0
](
s1
a˜1
)
=
(
0
0
)
(4.37)
where we used ˙˜a1 = ˙ˆa1.
Consider the virtual system of y1 and y2[
M1(q1) 0
0 Γ−1
](
y˙1
y˙2
)
+
[
C1(q1, q˙1) +K −Y1
Y1T 0
](
y1
y2
)
=
(
0
0
)
(4.38)
which has two particular solutions:
(
y1 = s1
y2 = a˜1
)
and
(
y1 = 0
y2 = 0
)
.
The squared-length analysis using the positive definite metric[
M1(q1) 0
0 Γ−1
]
(4.39)
yields
V˙ =
d
dt
(
δy1
δy2
)T [M1(q1) 0
0 Γ−1
](
δy1
δy2
)
= −2
(
δy1
δy2
)T [ K −Y1
Y1T 0
](
δy1
δy2
)
(4.40)
where the symmetric part of the generalized Jacobian[−2K 0
0 0
]
(4.41)
is negative semi-definite with K > 0. Hence, the system is semi-contracting [112, 113].
The rate of the virtual length (V˙ ) is uniformly continuous since bounded δy˙1 and δy˙2 from
(4.38) lead to bounded V¨ . Due to V˙ ≤ 0, the use of Barbalat’s lemma (see Theorem 2.4.4) verifies
that V˙ → 0 as t → ∞. This implies that δy1 and δy2 tends to zero asymptotically. Therefore,
all solutions of (4.37) tend to each other yielding s1 → 0 and aˆ1 → a. This concludes the proof
showing that the adaptive controller tracks the desired trajectory asymptotically while the error of
the parameter estimate tends to zero as well.
The objective of this section is to show that such a nonlinear adaptive controller, independently
implemented in each spacecraft in the decentralized fashion, can stabilize a tethered coupled array,
thereby extending the main result of this chapter. Similar to the previous section, let us consider
again the augmented dynamics of the individual spacecraft for the two-spacecraft array:
Mφ1(q)q¨+Cφ1(q, q˙)q˙ = τa
Mφ2(q)q¨+Cφ2(q, q˙)q˙ = τb (4.42)
where q =
(
θ φ1 φ2
)T , and s = q˙− q˙r.
Then, the decentralized adaptive control law for each spacecraft is given as
τa = Yaaˆ1 −KD1s = Mˆφ1 q¨r + Cˆφ1 q˙r −KD1s
τb = Ybaˆ2 −KD2s = Mˆφ2 q¨r + Cˆφ2 q˙r −KD2s
(4.43)
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where the matrices KD1 and KD2 are defined in Equations (4.19) and (4.21). In addition, the
augmented Ya and Yb are defined as
Ya =
θ¨r φ¨r 2 cosφθ¨r + cosφφ¨r − sinφφ˙θ˙r − sinφ(φ˙+ θ˙)φ˙r0 θ¨r + φ¨ sinφθ˙θ˙r
0 0 0

(
φ=φ1
φ˙=φ˙1
)
Yb =
θ¨r φ¨r 2 cosφθ¨r + cosφφ¨r − sinφφ˙θ˙r − sinφ(φ˙+ θ˙)φ˙r0 0 0
0 θ¨r + φ¨ sinφθ˙θ˙r

(
φ=φ2
φ˙=φ˙2
)
.
(4.44)
The parameter estimates aˆ1 and aˆ2 are updated according to the correlation integrals
˙ˆa1 = −ΓYaT s
˙ˆa2 = −ΓYbT s
(4.45)
Since the a vector is linear with the Y matrix, we can easily verify that Ya +Yb = Y2s such
that
Y2sa =M2(q)q¨r +C2(q, q˙)q˙r (4.46)
In addition, the symmetry property discussed in Section 4.2.1 enforces M2 = Mφ1 +Mφ2 , C2 =
Cφ1 +Cφ2 , and τ = τa + τb.
The closed-loop system for the two-spacecraft system in (3.38) verifiesM2(q) 0 00 Γ−1 0
0 0 Γ−1
 s˙˙˜a1
˙˜a2
+
C2(q, q˙) +KD1 +KD2 −Ya −YbYaT 0 0
YbT 0 0
 sa˜1
a˜2
 =
00
0
 (4.47)
which can be shown to be semi-contracting similar to (4.37). Therefore, applying Barbalat’s lemma
results in asymptotic convergence of
(
s a˜1 a˜2
)T to zero. This result ensures that the decentralized
adaptive control law globally and asymptotically stabilizes the two-spacecraft tethered array.
4.4.3 Decentralized Robust Adaptive Control
Combining the robust sliding control and the adaptive control introduced above, we can derive a
robust adaptive control law as follows:
τ1 = Y1aˆ1 −Ksat(s1/φ) = Mˆ1(q1)q¨1r + Cˆ1(q1, q˙1)q˙1r −Ksat(s1/φ)
τ2 = Y2aˆ2 −Ksat(s2/φ) = Mˆ1(q2)q¨2r + Cˆ1(q2, q˙2)q˙2r −Ksat(s2/φ)
(4.48)
where Y1 = Y(q1, q˙1, q˙1r, q¨1r) and Y2 = Y(q2, q˙2, q˙2r, q¨2r). Also, we show that a saturation
function sat(·) can be used in lieu of a signum function in order to avoid chattering.
The parameter estimates aˆ1 and aˆ2 are updated according to the same correlation integrals
˙ˆa1 = −ΓYT1 s1
˙ˆa2 = −ΓYT2 s2
(4.49)
This adaptive decentralized control law yields bounded tracking errors with asymptotic conver-
gence for bounded disturbances. The proof is straightforward combining the results in the previous
sections.
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4.5 Multiple Tether Arrays
This section extends the previous result for decentralized control for two-spacecraft systems to an
arbitrary number of circularly connected arrays, including a triangular configuration and a three-
spacecraft inline configuration.
4.5.1 Spinning Triangular Array and Multiple Circular Arrays
Motivated by successful decoupling of the two-spacecraft case, three imaginary pseudo-tethers [138]
connecting each satellite to the CM of the array are assumed to exist, replacing the three actual
tether lines (see Figure 4-3). The equations of motion for a three-spacecraft triangular array are
given in (3.42) while the equations for an arbitrarily large circular array of tethered spacecraft are
given in (3.45).
It is straightforward to show that a stabilizing controller for a single-tethered spacecraft will
stabilize a three-spacecraft triangular array using the same methods as described in Section 4.3. For
example, we can construct an exponentially stabilizing controller from (4.12) by introducing dummy
variables to each individual spacecraft of a three-spacecraft triangular array:
Mφ1(q)q¨+Cφ1(q, q˙)q˙ = τa
τa =Mφ1(q)q¨r +Cφ1(q, q˙)q˙r −KD1(q˙− q˙r)
Mφ2(q)q¨+Cφ2(q, q˙)q˙ = τb
τb =Mφ2(q)q¨r +Cφ2(q, q˙)q˙r −KD2(q˙− q˙r)
Mφ3(q)q¨+Cφ3(q, q˙)q˙ = τc
τc =Mφ3(q)q¨r +Cφ3(q, q˙)q˙r −KD3(q˙− q˙r)
(4.50)
where
Mφ1 =

m11(φ1) m12(φ1) 0 0
m12(φ1) m22 0 0
0 0 0 0
0 0 0 0
, Cφ1 =

c11(φ1, φ˙1) c12(φ1, θ˙, φ˙1) 0 0
c21(φ1, θ˙) c22 0 0
0 0 0 0
0 0 0 0

Mφ2 =

m11(φ2) 0 m12(φ2) 0
0 0 0 0
m12(φ2) 0 m22 0
0 0 0 0
, Cφ2 =

c11(φ2, φ˙2) 0 c12(φ2, θ˙, φ˙2) 0
0 0 0 0
c21(φ2, θ˙) 0 c22 0
0 0 0 0
,
Mφ3 =

m11(φ3) 0 0 m12(φ3)
0 0 0 0
0 0 0 0
m12(φ3) 0 0 m22
, Cφ3 =

c11(φ3, φ˙3) 0 0 c12(φ3, θ˙, φ˙3)
0 0 0 0
0 0 0 0
c21(φ3, θ˙) 0 0 c22
.
In addition,
τa =

τθ,1
τφ,1
0
0
 , KD1 =

k11 k12 0 0
k12 k22 0 0
0 0 0 0
0 0 0 0
 , τb =

τθ,2
0
τφ,2
0
 , KD2 =

k11 0 k12 0
0 0 0 0
k12 0 k22 0
0 0 0 0
 ,
τc =

τθ,3
0
0
τφ,3
 , KD3 =

k11 0 0 k12
0 0 0 0
0 0 0 0
k12 0 0 k22
 , q =

θ
φ1
φ2
φ3

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where k11 and k12 meet the condition in (4.17). The symmetry property discussed earlier leads to
M3 =Mφ1 +Mφ2 +Mφ3 and C3 = Cφ1 +Cφ2 +Cφ3 .
We can easily find that the combined gain matrix,
KD1 +KD2 +KD3 =

3k11 k12 k12 k12
k12 k22 0 0
k12 0 k22 0
k12 0 0 k22
 (4.51)
is uniformly positive definite, which in turn leads to contraction of the combined system.
In summary, under the reasonable assumption of the taut and equal-length pseudo-tether, a con-
troller designed from a single-tethered system will synchronize both array spin rate and oscillations
of each spacecraft, thereby reducing the original dynamics to those of a single-tethered spacecraft,
as seen in Figure 4-3. The result in this section was predicted in Ref. [202], in the sense that for
a star network with an arbitrary number of satellites, the minimum coupling strength to guarantee
synchronization is independent of the number of satellites.
4.5.2 Three Inline Array
Similarly, the dynamics of the three-spacecraft inline configuration in Figure 4-4 can be decoupled
into two independent dynamics of the single-tethered system with the tether length ` and rotational
dynamics of the center spacecraft. The equations of motion of the inline array dynamics have been
presented in Section 3.6. Equation (3.58), where θ is defined from the fixed center inertial frame,
is simpler than (3.53) with a different coordinate definition of θ, e.g., θ defined with respect to the
rotating frame of the center spacecraft (θ → θ + ψ), as discussed in Section 3.6. Moreover, this
definition of coordinates enables decoupling of the dynamics of the outlying spacecraft from the
center spacecraft, as seen in the figure.
The dynamics of the spacecraft at the tips of the array are
(
M12
M13
)
ψ¨ +
(
C21
C31
)
ψ˙ +M1(φ1)
(
θ¨1
φ¨1
)
+C1(φ1, θ˙1, φ˙1)
(
θ˙1
φ˙1
)
=
(
τθ,1
τφ,1
)
(
M14
M15
)
ψ¨ +
(
C41
C51
)
ψ˙ +M1(φ2)
(
θ¨2
φ¨2
)
+C1(φ2, θ˙2, φ˙2)
(
θ˙2
φ˙2
)
=
(
τθ,2
τφ,2
) (4.52)
This is a hierarchical combination, as introduced in Theorem 2.5.4 since the dynamics reduce to
those of the single-tethered system when the dynamics of ψ vanish. It is easy to implement an
exponentially stabilizing controller for ψ, in particular with measurement of tether tensions [43].
Then, the dynamics of the center spacecraft and its feedback linearized control law are given as
IGψ¨ = T1r sin (θ1 − ψ) + T2r sin (θ2 − ψ) + u0 (4.53)
where T1 and T2 are the tension measurements. Also, note that the bearing angles (θ1 − ψ, θ2 − ψ)
are easily measured by the force-sensor-based measurement system presented in Chapter 7. Then,
its feedback linearized controller is given as
u0 = IGψ¨d −K(ψ˙ − ψ˙d)− T1r sin (θ1 − ψ)− T2r sin (θ2 − ψ) (4.54)
which exponentially stabilizes ψ˙ with K > 0.
Therefore, as long as ψ¨ → 0, ψ ≈ θi, and φi → 0 (or ψ¨, ψ˙ → 0), the same controller stabilizing
the single-tethered system in the previous sections will also stabilize the combined system. Equation
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(a) With control of the pseudo-tether lengths
(b) With diagonal-tether constraints
Figure 4-3: Reduction of circular and star tethered arrays into multiple single-tethered systems
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(a) Three inline configuration with a hierarchical combination
(b) Decoupled into two independent single-tethered systems and a center spacecraft
Figure 4-4: Three-spacecraft array decoupled into three sub-systems.
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(4.52) then satisfies the following,
M1(φ1)
(
θ¨1
φ¨1
)
+C1(φ1, θ˙1, φ˙1)
(
θ˙1
φ˙1
)
− τ1 =M1(φ2)
(
θ¨2
φ¨2
)
+C1(φ2, θ˙2, φ˙2)
(
θ˙2
φ˙2
)
− τ2 (4.55)
According to the synchronization theorem (Theorem 2.5.7), θ1 and φ1 exponentially converge to
θ2 and φ2, respectively, as long as the decentralized controllers, τ1 and τ2, make each single-tethered
system contracting. In other words, contraction analysis shows that implementing a control law
based upon the single-tethered dynamics ensures the stability of the rotation rate and the relative
motions in an inline three-spacecraft array. The exact proof of the synchronization of the compound
pendulum modes can be given, similar to the method in Chapter 5.
4.6 Simulations
A few representative simulation results are presented in order to verify the proposed decentralized
nonlinear control approach.
4.6.1 Spin-Up Maneuver of Three Inline Spacecraft
The control law introduced in (4.12) is used to spin up the two spacecraft at the tip of the inline
three-spacecraft array in Figure 4-4 while a simple control law, u0 = K(ω − ψ˙) spins the center
spacecraft. The desired spin rates, θ˙1d, θ˙2d, ψ˙d, are ω=0.3 rad/s with no motion of the compound
pendulum mode. The initial rotation rates (θ˙10, θ˙20, ψ˙0), are 0.2, 0.22, 0.2 rad/s with the following
compound pendulum mode initial conditions, φ1, φ˙1, φ2, φ˙2 = 0. The radius of SPHERES, r is 0.125
m, the tether length, ` is 1 m, the mass of a SPHERES satellite with the air-bearing carriage is 8.6
kg, and the moment of inertia, I is 0.074 kgm2. Figure 4-5 shows that a controller from the single
spacecraft dynamics successfully performs a spin-up of the array to the desired rate. During the
spin-up maneuver, Figure 4-5(b) indicates that the compound pendulum modes of the two outlying
spacecraft remained close to zero while synchronizing with each other.
4.6.2 Simulation Results for Decentralized Nonlinear Adaptive Control
In this section, the tracking performance of the decentralized nonlinear adaptive control law intro-
duced in Section 4.4.2 is simulated to stabilize a two-spacecraft coupled array. The objective of the
control is to spin up the interferometric array to the target angular rate ω, while minimizing the
compound pendulum mode. Then, the desired trajectory is defined as follows:
θ˙d = (ω − θ˙0)(1− e−τt) + θ˙0, θ¨d = (ω − θ˙0)τe−τt, (4.56)
φ¨d = 0, φ˙d = 0, φd = 0. (4.57)
where θ˙0= 0.1 rad/s, ω= 0.2 rad/s. The initial conditions are defined as θ˙0=0.1 rad/s, φ0= −0.1
rad, and φ˙0= 0.1 rad/s for the first spacecraft, and φ0= −0.1 rad, and φ˙0= 0.05 rad/s for the second
spacecraft. The physical parameters used in the simulations are selected from the actual values
of the SPHERES testbed on the new air-bearing carriage described in Chapter 7. The radius of
SPHERES, r is 0.15 m, the mass of SPHERES with the air-bearing carriage, m is 20.346 kg, and
the moment of inertia, I is 0.178 kgm2. The tether length ` is either 0.5 m or 1 m.
Recalling the decentralized adaptive control in (4.33), the tracking gain K is selected such that
the tracking of θ˙d is weighted more heavily than the minimization of the compound pendulum mode:
K =
[
5 0
0 1
]
(4.58)
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(a) Array angular rate
(b) Compound pendulum mode
Figure 4-5: Spin-up control of three-inline configuration
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(a) Tracking performance
(b) Control input and parameter estimates
Figure 4-6: Spin-up control of two-spacecraft array using the decentralized adaptive control
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and Λ = I. In addition, the vector of parameter estimate update uses
Γ =
0.3 0 00 0.5 0
0 0 1
 (4.59)
and the initial condition aˆ(0) = 0.
The simulation results are presented in Figure 4-6. Without the need for inter-satellite commu-
nications, the decentralized adaptive control law successfully performs tracking without any a-priori
knowledge of the physical parameters. Figure 4-6(b) shows that the parameter estimates tend to the
steady-state values. As typical of adaptive control, the decentralized approach in this section does
not necessarily estimate the unknown parameters exactly, but simply generates values that allow
the desired task to be achieved [178]. Figure 4-6(a) also depicts the synchronization of φ1 and φ2
while they tend to zero simultaneously.
4.7 Conclusion
We introduced a decentralized control technique by reducing the original dynamics to simpler sta-
ble closed-loop dynamics exploiting oscillation synchronization. Contraction theory proves that a
decentralized control law can be designed based on a single-tethered system in lieu of the coupled
dynamics of multiple spacecraft, reducing the computation and communication burdens. Further-
more, the stability of the combined system is global and exponential. The technique is extended to
the three-spacecraft inline configuration and the triangular configuration, both of which are being
studied for NASA’s SPECS mission. The proposed decentralized control strategy is further extended
to robust adaptive control to account for model uncertainties. Results of numerical simulations show
the effectiveness of the proposed control strategy.
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Chapter 5
Cooperative Robot Control and
Synchronization of Multiple
Lagrangian Systems
5.1 Chapter Objective
The main application of this dissertation has been tethered formation flight, which exhibits inherent
nonlinear couplings between spacecraft due to the physical connections of the tethers. In particular,
Chapter 4 presented a novel decentralized control strategy, by oscillation synchronization, which
eliminates the need for any inter-satellite communications. In this chapter, we extend a synchro-
nization framework to inherently physically uncoupled multi-agent systems. The main contributions
of this chapter have been stated in Section 1.5.5.
5.2 Introduction
In this dissertation, synchronization is defined as a complete match of all configuration variables of
each dynamical system such that x1 = x2 = · · · = xp and p denotes the number of sub-systems in the
network. While such a definition directly concerns the attitude tracking problem, this chapter further
addresses synchronization of biased variables with application to the position coordination problem.
In the latter case, synchronization corresponds to y1 = y2 = · · · = yp where yi, 1 ≤ i ≤ p connotes a
vector of biased variables constructed from the configuration vector xi such that xi(t) = yi(t)+bi(t)
and the separation vector bi(t) is independent of the dynamics.
The objective of this chapter is to introduce a unified synchronization framework that can be
directly applied to cooperative control of multi-robot systems or formation flying aerospace vehicles
to achieve a common goal. For example, a large swarm of robots can first synchronize their attitudes
and positions to form a certain formation pattern, then track the common trajectory to accomplish
the given mission (see Figure 5-1(a)). In production processes, such as manufacturing and automo-
tive applications, where high flexibility, manipulability, and maneuverability cannot be achieved by
a single system [164], there has been widespread interest in cooperative schemes for multiple robot
manipulators (Figure 5-1(b)). A stellar formation flight interferometer is another example where pre-
cision control of relative spacecraft motions is indispensable (Figure 5-1(c)). The proposed synchro-
nization tracking control law can be implemented for such purposes, thereby achieving more efficient
and robust performance through local interactions. Other potential applications include oscillation
synchronization of robotic locomotion [85, 154], and tele-manipulation of robots [143, 81, 4, 105, 40].
Another benefit of synchronization is its implication for model reduction. The exponential syn-
chronization of multiple nonlinear dynamics allows us to reduce the dimensionality of the stability
analysis of a large network. The model reduction aspect of synchronization, also introduced for spa-
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(a) Dynamic network of robots (b) Robot cooperation, courtesy: KAIST RSlab,
http://rslab.kaist.ac.kr
(c) NASA formation flying interferometer TPF, courtesy:
NASA, http://planetquest.jpl.nasa.gov
(d) Formation flying UAVs
Figure 5-1: Possible applications of synchronization of multiple agents.
tially inter-connected systems in Chapter 4, is further generalized and strengthened in this chapter.
This implies that once the network is proven to synchronize, we can regard a network as a single
synchronized set of dynamics, which simplifies any additional stability analysis.
The main contributions of this chapter can be stated as follows.
• In contrast with prior work on consensus and flocking problems using graphs, the proposed
strategy primarily deals with dynamical networks consisting of highly nonlinear time-varying
dynamics. Proving stability of nonlinear dynamic network systems is a much more difficult
problem.
• The proposed control laws are of a decentralized form requiring only local velocity/position
coupling feedback for global exponential convergence, thereby facilitating implementation in
real systems. As opposed to some previous work requiring all-to-all coupling [164], this will
significantly reduce communication burdens.
• The theory is generalized and extended to multi-robot systems with non-identical dynamics,
partial joint coupling, uni-directional coupling, and adaptive control.
• Since the main nonlinear stability tool is contraction analysis [112, 176, 202], we derive exact
and global results with exponential convergence.
• Time-delayed communications and robustness properties are also discussed.
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5.2.1 Organization
In Section 1.6.5, prior work on the multi-agent synchronization has been discussed and compared
with the approach proposed in this chapter. The organization of this chapter is as follows: modeling
of robots based on the Lagrangian formulation is described in Section 5.3. Section 5.4 summarizes
the main theorems of this chapter; the new tracking control law, which synchronizes each robot to
track the same desired trajectory, is proposed. While the tracking stability is proven in Section
5.4.2, the proof of exponential synchronization is more involved and treated separately in Section
5.5. The remainder of the chapter further highlights the unique contributions of this chapter. A
few examples of dynamics networks are given in Section 5.6, validating the effectiveness of the pro-
posed synchronization framework. The same section also introduces the partial joint couplings and
uni-directional couplings. Additionally, the properties of robustness to transmission delays and dis-
turbances are discussed in Section 5.7. An adaptive control version of the proposed synchronization
strategy is presented in Section 5.8. The main idea of this chapter is extended to networks with
Proportional-Derivative (PD) coupling in Section 5.9. Section 5.10 offers a potential application of
the proposed scheme to the concurrent synchronization and leader-follower problem.
5.3 Modeling of Multi-Robot Network
An exponentially stabilizing nonlinear control law that can synchronize an arbitrary number of robots
to track a common trajectory is introduced in this chapter. The proposed controller is much simpler
than earlier work, such as the synchronization law in [164], in terms both of the computational load
and the required signals. The equations of motion for a robot with multiple joints (qi ∈ Rn) can be
derived by exploiting the Euler-Lagrange equations:
M1(q1)q¨1 +C1(q1, q˙1)q˙1 + g1(q1) = τ1
M2(q2)q¨2 +C2(q2, q˙2)q˙2 + g2(q2) = τ2
· · · (5.1)
Mi(qi)q¨i +Ci(qi, q˙i)q˙i + gi(qi) = τi
· · ·
Mp(qp)q¨p +Cp(qp, q˙p)q˙p + gp(qp) = τp
where i, (1 ≤ i ≤ p) denotes the index of robots or dynamical systems comprising a network, and p
is the total number of the individual elements. Also, gi(qi) = ∂Vqi , and, τi is a generalized force or
torque acting on the i-th robot.
Note that we define Ci(qi, q˙i) such that (M˙i − 2Ci) is skew-symmetric. It is emphasized that
this property plays a central role in the stability analysis of this chapter.
The following key assumptions are used throughout this chapter. The robot system in (5.1) is fully
actuated. In other words, the number of control inputs is equal to the dimension of their configuration
manifold (= n). The mass-inertia matrix M is assumed to be uniformly positive definite, for all
positions q in the robot workspace [178]. Such an inertia matrix is called a Riemannian metric (see
the discussion in Chapter 2). Furthermore, the matrix is bounded– i.e. ∃α, β > 0 such that
αI ≤M(q) ≤ βI, and 1
β
I ≤M−1(q) ≤ 1
α
I (5.2)
The C matrix in (5.1) can be decomposed as follows [51, 164]:
C(q, q˙) =

q˙TC1(q)
q˙TC2(q)
· · ·
q˙TCn(q)
 , and ‖Cj(q)‖ ≤ cmax (5.3)
where Cj(q) ∈ Rn×n with j = 1, 2, · · · , n is a symmetric matrix and cmax > 0.
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The inequality in (5.3) also implies
‖C(q, q˙)‖ ≤ Cmax‖q˙‖, Cmax > 0 (5.4)
5.4 A New Approach to Synchronization Tracking Control
We consider the synchronization of multiple robots following a common time-varying trajectory. A
tracking controller introduced in this section achieves not only global and exponential synchroniza-
tion of the configuration variables, but also global exponential convergence to the desired trajectory.
5.4.1 Proposed Synchronization Control Strategy
We introduce a simple alternative control law for the mutual synchronization problem of multiple
robots, as seen in [164]. The following tracking control law with two-way-ring symmetry is proposed
for the i-th robot in the network consisting of p identical robots:
τi =M(qi)q¨ir +C(qi, q˙i)q˙ir + g(qi) (5.5)
−K1(q˙i − q˙ir) +K2(q˙i−1 − q˙i−1,r) +K2(q˙i+1 − q˙i+1,r)
where a positive-definite matrix K1 ∈ Rn×n is a feedback gain for the i-th robot, and another
positive-definite matrix K2 ∈ Rn×n is a coupling gain with the adjacent members (i− 1 and i+ 1).
The above control law can also be applied to a network consisting of p non-identical robots, as shall
be seen in Section 5.6.1 (see Figure 5-2 for network structures permitted here) The reference velocity
vector, q˙ir is given by shifting the common desired velocity q˙d with the position error:
q˙ir = q˙d −Λq˜i = q˙d −Λ(qi − qd) (5.6)
where Λ is a positive diagonal matrix.
In contrast with [164], the proposed control law requires only the coupling feedback of the most
adjacent robots (i − 1 and i + 1) for exponential convergence (see Figure 5-2). Note that the last
(p-th) robot is connected with the first robot to form a ring network as suggested in [202]. Moreover,
estimates of q¨ are no longer required.
The closed-loop dynamics using (5.1) and (5.5) become
M(qi)s˙i +C(qi, q˙i)si +K1si −K2si−1 −K2si+1 = 0 (5.7)
where si denotes the composite variable si = q˙i − q˙ir.
This system is equivalent to
M(qi)s˙i +C(qi, q˙i)si +K1si −K2(si−1 + si+1) +K2
p∑
j=1
sj = K2
p∑
j=1
sj (5.8)
Hence, the closed-loop dynamics of each robot have the same excitation input u(t) = K2
∑p
j=1 sj ,
which facilitates the use of contraction analysis.
Let us define the following p× p square matrices:
[LpA,B] =

A B 0 0 · · · B
B A B 0 · · · 0
...
. . . . . . . . .
...
0 B A B 0
B · · · 0 0 B A

p×p
, [UpA] =

A A · · · A
A A · · · A
...
...
. . .
...
A A · · · A

p×p
(5.9)
By the definition of the controller in (5.5), [LpA,B] has only three nonzero matrix elements in each
row (i.e., A,B,B).
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(b) non-identical robots
Figure 5-2: Multi-agent networks of identical or nonidentical robots using local couplings. They are
on balanced bi-directional graphs.
Then, we can write the closed-loop dynamics in (5.8) in a block matrix form
[M]x˙+ [C]x+
(
[LpK1,−K2 ] + [U
p
K2
]
)
x = [UpK2 ]x (5.10)
where
[M] =
M(q1) · · · 0... . . . ...
0 · · · M(qp)
 , [C] =
C(q1, q˙1) · · · 0... . . . ...
0 · · · C(qp, q˙p)
 , x =
s1...
sp
 (5.11)
Note that [LpK1,−K2 ] can be viewed as the weighted Laplacian of the network in the context of
graph theory. In other words, [LpK1,−K2 ] indicates the connectivity with adjacent systems as well as
the strength of the coupling by K2. Note that there are only three nonzero elements in each row of
the matrix, which implies that there exist diffusive couplings only between adjacent members. The
network graphs illustrated in Figure 5-2 are balanced due to bi-directional coupling [146]. However,
it should be noted that the matrix [LpK1,−K2 ] is different from the standard Laplacian found in [146].
By definition, every row sum of the Laplacian matrix is zero. Hence, the Laplacian matrix always
has a zero eigenvalue corresponding to a right eigenvector, 1 = (1, 1, · · · , 1)T [146]. In contrast, a
strictly positive definite [LpK1,−K2 ] is required for exponential convergence for the proposed control
law in this chapter. In other words, unless otherwise noted, [LpK1,−K2 ] is assumed to have no zero
eigenvalue.
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Figure 5-3: A network of three identical (left) and non-identical (right) robots
The closed-loop dynamics using (5.1) and (5.5) for three identical robots (p = 3) become
M(q1)s˙1 +C(q1, q˙1)s1 + (K1 +K2)s1 = u(t)
M(q2)s˙2 +C(q2, q˙2)s2 + (K1 +K2)s2 = u(t)
M(q3)s˙3 +C(q3, q˙3)s3 + (K1 +K2)s3 = u(t)
u(t) = K2(s1 + s2 + s3)
(5.12)
which is equivalent to
[M]x˙+ [C]x+
(
[L3K1,−K2 ] + [U
3
K2 ]
)
x = [U3K2 ]x (5.13)
where
[M] =
M(q1) 0 00 M(q2) 0
0 0 M(q3)
 , [C] =
C(q1, q˙1) 0 00 C(q2, q˙2) 0
0 0 C(q3, q˙3)
 ,
[L3K1,−K2 ] =
+K1 −K2 −K2−K2 +K1 −K2
−K2 −K2 +K1
 , [U3K2 ] =
K2 K2 K2K2 K2 K2
K2 K2 K2
 (5.14)
and x =
(
s1 s2 s3
)T . Notice that [L3K1,−K2 ] is positive definite with K1 − 2K2 > 0.
In the case of a robot network consisting of four robots (p = 4), the block matrix [L4K1,−K2 ]
becomes
[L4K1,−K2 ] =

+K1 −K2 0 −K2
−K2 +K1 −K2 0
0 −K2 +K1 −K2
−K2 0 −K2 +K1
 (5.15)
which is also positive definite with K1 − 2K2 > 0. For a two-robot network, it is straightforward to
verify
[L2K1,−K2 ] =
[
+K1 −K2
−K2 +K1
]
(5.16)
requiring the condition K1 −K2 > 0 for positive definite [L2K1,−K2 ].
We are well poised to introduce the main theorems of the present chapter. The following condition
should be true for exponential convergence to the common desired trajectory qd.
Theorem 5.4.1 Global Exponential Convergence to the Desired Trajectory
If [LpK1,−K2 ] is positive definite, then every member of the network follows the desired trajectory qd
exponentially fast regardless of initial conditions.
[LpK1,−K2 ] > 0
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In other words, if K1 − 2K2 > 0, then qi, (i = 1, 2, · · · , p, p ≥ 3) converges to qd with global and
exponential convergence. For two-robot systems (p = 2), K1 −K2 > 0 needs to be true instead.
It is straightforward to prove this theorem by checking the positive-definiteness of [LpK1,−K2 ] in the
closed-loop equations (5.10). The elaborate proof is expanded in Section 5.4.2.
The next question to be addressed is how to guarantee the synchronization of the individual
dynamics.
Theorem 5.4.2 Synchronization of Multiple Robots
Suppose the conditions in Theorem 5.4.1 are true, thus the individual dynamics are exponentially
tracking the common desired trajectory. A swarm of p robots synchronize exponentially from any
initial conditions if ∃ diagonal matrices K1 > 0, K2 > 0 such that
[LpK1,−K2 ] + [U
p
K2
] > 0
In addition, Λ is a positive diagonal matrix defining a stable composite variable si = ˙˜qi +Λq˜i.
This theorem corresponds to synchronization with stable tracking. The proof is expanded in Section
5.5 by separating the two different time scales of the closed-loop dynamics. As shall be seen in
Section 5.6.1, multiple dynamics need not be identical to achieve stable synchronization.
It is useful to note that the above condition corresponds to K1 + K2 > 0 for two-robot and
three-robot networks (p = 2, 3). A four-robot network (p = 4) would require K1 + 2K2 > 0. We
can also construct a network of multiple robots that can synchronize even with unstable tracking.
In this case, the follow lemma can be used.
Lemma 5.4.3 Synchronization of Identical Robots with Unstable Tracking
Suppose the conditions in Theorem 5.4.1 are not true, thus the individual systems are exponentially
unstable or indifferent. Nevertheless, a swarm of p identical robots synchronize exponentially fast
from any initial conditions if ∃ diagonal matrices K1 > 0, K2 such that
[LpK1,−K2 ] + [U
p
K2
] > 0
In this case, Λ should be sufficiently large such that ‖Λ‖  ‖K1−K2‖σ(M(q)) for p = 2 or ‖Λ‖  ‖K1−2K2‖σ(M(q))
for p ≥ 3, where σ(·) denotes the smallest singular value. In contrast with Theorem 5.4.2, the
individual dynamics must be identical in the unstable tracking case.
This lemma describes the synchronization with unstable tracking (K1 − K2 < 0) or indifferent
dynamics (K1 −K2 = 0) for p = 2; unstable (K1 − 2K2 < 0) or indifferent (K1 − 2K2 = 0) for
p ≥ 3. The proof is more involved than Theorem 5.4.2 since the synchronized system becomes
unstable while individual members synchronize. Section 5.5 provides a unified treatment of both
stable tracking (Theorem 5.4.2) and unstable tracking (Lemma 5.4.3). As opposed to stable tracking,
the synchronization with unstable tracking requires identical dynamics.
Note that we can render the system synchronized first, then follow the common trajectory by
tuning the gains properly. For an example of a two-robot network, K2 > 0 ensures that the two
robots synchronize faster than they follow the common desired trajectory, since K1+K2 > K1−K2
for ∀ K2 > 0. This indicates that there exist two different time-scales in the closed-loop systems
constructed with the proposed controllers. For two-robot systems, the convergence of exponential
tracking is proportional to K1−K2 whereas the synchronization has a convergence rate of K1+K2.
This multi-time-scale behavior will be exploited in the subsequent sections.
Let us first consider the condition of exponentially stable tracking.
5.4.2 Proof of Exponential Tracking
We present the proof of Theorem 5.4.1 in this section. Consider the closed-loop systems given in
(5.10)
[M]x˙+ [C]x+
(
[LpK1,−K2 ] + [U
p
K2
]
)
x = [UpK2 ]x (5.17)
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We can cancel out the [UpK2 ] matrix term to obtain
[M]x˙+ [C]x+ [LpK1,−K2 ]x = 0 (5.18)
This equation corresponds to a conventional tracking problem, as shown in the examples in Chapter
2. Hence, we can show that x tends to zero exponentially with [LpK1,−K2 ] > 0.
For example, consider the virtual system of y obtained by replacing x with y in (5.18).
[M]y˙ + [C]y + [LpK1,−K2 ]y = 0 (5.19)
This virtual system has two particular solutions: x = (s1, · · · , sp)T and 0.
The squared-length analysis yields
d
dt
(
δyT [M]δy
)
= 2δyT [M]δy˙ + δyT [M˙]δy
= −2δyT ([C]δy + [LpK1,−K2 ]δy)+ δyT [M˙]δy (5.20)
= −2δyT [LpK1,−K2 ]δy
where we used the skew-symmetric property of [M˙]− 2[C].
Accordingly, [LpK1,−K2 ] > 0 will make the system contracting, thus all solutions of y converge to a
single trajectory exponentially fast. This in turn indicates that the composite variable of each robot
tends to zero exponentially (s→ 0). By the definition of si = q˙− q˙d +Λ(qi − qd), the exponential
convergence of qi to the common reference trajectory qd is proven. The positive-definiteness of
[LpK1,−K2 ] corresponds to K1 −K2 > 0 for two-robot systems (p = 2). For a network consisting
of more than two robots (p ≥ 3), it can be shown that K1 − 2K2 is a sufficient condition of the
positive-definiteness of [LpK1,−K2 ] given K1 > 0,K2 > 0.
5.5 Proof of Exponential Synchronization
We prove Theorem 5.4.2 and Lemma 5.4.3 for the exponential synchronization of multiple nonlinear
dynamics in this section. First, we demonstrate the difficulties inherent in proving the synchroniza-
tion of highly nonlinear systems in Section 5.5.1. We then focus on the two-robot synchronization
problem in Section 5.5.3. The main result is generalized for an arbitrary number of robots in Section
5.5.4.
5.5.1 Challenges Associated with Nonlinear Inertia Matrix
The difficulties associated with nonlinear time-varying inertia matrices can be easily demonstrated
with the following two-robot example. The closed-loop dynamics of two identical robots from (5.8)
becomes
M(q1)s˙1 +C(q1, q˙1)s1 + (K1 +K2)s1 = u(t)
M(q2)s˙2 +C(q2, q˙2)s2 + (K1 +K2)s2 = u(t)
u(t) = K2(s1 + s2)
(5.21)
which is equivalent to
[M2]{s˙}+ [C2]{s}+ [K]{s} = [U2K2 ]{s} (5.22)
where
[M2] =
[
M(q1) 0
0 M(q2)
]
, [C2] =
[
C(q1, q˙1) 0
0 C(q2, q˙2)
]
,
[K] = [H2K1,−K2 ] + [U
2
K2 ] =
[
K1 +K2 0
0 K1 +K2
]
, [U2K2 ] =
[
K2 K2
K2 K2
]
, {s} =
(
s1
s2
) (5.23)
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Note that s1 and s2 are the composite variables defined in (5.7):
s1 = q˙1 − q˙1r = q˙1 +Λq1 − (q˙d +Λqd)
s2 = q˙2 − q˙2r = q˙2 +Λq2 − (q˙d +Λqd)
(5.24)
Direct application of synchronization (Theorem 2.5.7) appears elusive because the original dy-
namics in (5.1) with the control law (5.5) is in general not contracting. Since (5.1) is a second-order
differential equation, this can also be viewed as a high-order contraction problem [116]. If we trans-
form the dynamics into a first-order canonical form, we have to prove that they are contracting in
the same metric while preserving the input symmetry [152]. For example, multiplying (5.21) by
M−1 breaks the input symmetry: i.e., M−1(q1)u(t) 6= M−1(q2)u(t). In essence, M(q1) 6= M(q2)
makes this problem intractable in general.
Instead, suppose thatM(q) remains constant, thereby making C(q, q˙) zero. Then, we can easily
prove s1 and s2 tend to each other from
Ms˙1 + (K1 +K2)s1 = K2(s1 + s2)
Ms˙2 + (K1 +K2)s2 = K2(s1 + s2)
(5.25)
Since the virtual system with the common input u(t) = K2(s1 + s2)
My˙ + (K1 +K2)y = u(t) (5.26)
is contracting with K1 + K2 > 0. Hence, its particular solutions s1 and s2 tend to each other
exponentially fast according to the synchronization theorem 2.5.7. Without loss of generality, this
result can easily be extended to arbitrarily large networks. The synchronization of a large network
with a constant metric is already discussed in [202] using contraction analysis.
We now turn to a much more difficult problem focused on the synchronization of two robots with
non-constant nonlinear metrics (M(q1) 6=M(q2)).
5.5.2 Existence of Flow-Invariant Submanifold
We define and prove the existence of a flow-invariant manifold for any system given in (5.21),
regardless of [K], prior to finding the condition of [K] for exponential synchronization. Let us start
with the definition of flow-invariant manifold.
Consider a flow-invariant differentiable submanifold of the configuration space,
Mq =
{
(q1; q˙1;q2; q˙2)|
[
I −I](q1
q2
)
= 0,
[
I −I](q˙1
q˙2
)
= 0
}
(5.27)
Note that Mq ia a flow-invariant submanifold for the closed-loop system (5.21). This follows from
the fact that the initial condition, q1(t0) = q2(t0), q˙1(t0) = q˙2(t0) for an arbitrary t0 ∈ R+ yields
q¨1(·) = q¨2(·), which implies that any trajectory starting in Mq remains in Mq. The flow-invariant
manifold, Mq corresponds to the synchronization of the two dynamical systems.
5.5.3 Contraction with Two Time-Scales
For simplicity, we focus on the proof of a two-robot network (p = 2) until we generalize the proof in
Section 5.5.4. As shown earlier, the convergence rate of exponential tracking to the desired trajectory
is proportional to K1 −K2 whereas the synchronization counterpart has the faster convergence of
K1 +K2.
K1 +K2 > K1 −K2, ∀ K2 > 0 (5.28)
This multi timescale behavior is graphically illustrated in Figure 5-4. The figure1 depicts that s1
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S1=S2
S1=S2=0
synchronization
tracking
Figure 5-4: Multiple timescales of synchronization (faster) and tracking (slower). The dashed line
indicates the desired trajectory. Arrows indicate increasing time.
and s2 synchronize first, then they converge to the desired trajectory while staying together. This
observation motivates separation of the two different time scales, namely K1 +K2 and K1 −K2.
Recall the closed-loop dynamics of the two-robot network,
M(q1)s˙1 +C(q1, q˙1)s1 + (K1 +K2)s1 = u(t)
M(q2)s˙2 +C(q2, q˙2)s2 + (K1 +K2)s2 = u(t)
u(t) = K2(s1 + s2)
(5.29)
Consider two linearly transformed variables sp and sm such that(
sp
sm
)
=
[
I I
I −I
](
s1
s2
)
and
(
s1
s2
)
=
[
1
2I
1
2I
1
2I − 12I
](
sp
sm
)
(5.30)
We take the sum and difference between the two equations in (5.29) to obtain
M(q1)s˙1 +M(q2)s˙2 +C(q1, q˙1)s1 +C(q2, q˙2)s2 + (K1 −K2)(s1 + s2) = 0
M(q1)s˙1 −M(q2)s˙2 +C(q1, q˙1)s1 −C(q2, q˙2)s2 + (K1 +K2)(s1 − s2) = 0
(5.31)
Substituting sp and sm for s1 and s2 into (5.31) results in[
M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
](
s˙p
s˙m
)
+
[
C1+C2
2
C1−C2
2
C1−C2
2
C1+C2
2
](
sp
sm
)
+
[
K1 −K2 0
0 K1 +K2
](
sp
sm
)
=
(
0
0
)
(5.32)
where we simplified the notations as follows: M1 = M(q1), M2 = M(q2), C1 = C(q1, q˙1), and
C2 = C(q2, q˙2). Intuitively, for sufficiently small M1 −M2, the above equation indicates that sp
has the convergence rate proportional to λ(K1 −K2) whereas sm has λ(K1 +K2).
Consider the virtual system of y1 and y2:[
M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
](
y˙1
y˙2
)
+
[
C1+C2
2
C1−C2
2
C1−C2
2
C1+C2
2
](
y1
y2
)
+
[
K1 −K2 0
0 K1 +K2
](
y1
y2
)
=
(
0
0
)
(5.33)
that has the following two particular solutions:(
y1 = sp
y2 = sm
)
,
(
y1 = 0
y2 = 0
)
(5.34)
1The picture is slightly exaggerated because s1 and s2 appear overlapped when they synchronize. Strictly speaking,
their difference is decreasing exponentially to zero but they will never be the same unless time tends to infinity.
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For K2 > 0 and K1 −K2 > 0, which also lead to K1 +K2 > K1 −K2, we can show that the above
virtual system is contracting. We take the symmetric block matrix[
M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
]
(5.35)
as our contraction metric. This metric is uniformly positive definite since a diagonal transformation
using its orthonormal eigenvectors
V =
[
1√
2
I 1√
2
I
1√
2
I − 1√
2
I
]
(5.36)
results in [
M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
]
= V
[
M(q1) 0
0 M(q2)
]
VT (5.37)
Note that the block diagonal matrix [
M(q1) 0
0 M(q2)
]
(5.38)
is positive definite since ∀q ∈ Rn,M(q) > 0. This leads to the positive definiteness of[
M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
]
(5.39)
(see [190]). The usage of such a transformation is generalized for an arbitrarily large network in
Section 5.5.4.
Performing the squared-length analysis with respect to this metric yields
d
dt
(
δy1
δy2
)T [M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
](
δy1
δy2
)
(5.40)
= 2
(
δy1
δy2
)T [M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
](
δy˙1
δy˙2
)
+
(
δy1
δy2
)T [M˙1+M˙2
2
M˙1−M˙2
2
M˙1−M˙2
2
M˙1+M˙2
2
](
δy1
δy2
)
= −2
(
δy1
δy2
)T ([C1+C2
2
C1−C2
2
C1−C2
2
C1+C2
2
]
+
[
K1 −K2 0
0 K1 +K2
]
+
[
M˙1+M˙2
2
M˙1−M˙2
2
M˙1−M˙2
2
M˙1+M˙2
2
])(
δy1
δy2
)
= −2
(
δy1
δy2
)T [K1 −K2 0
0 K1 +K2
](
δy1
δy2
)
where we used the skew-symmetric property of M˙− 2C.
We can recall the stability analysis of the trajectory tracking, depending on the sign ofK1−K2 in
Section 5.4.2. In the following, three possible cases are classified by the sign ofK1−K2, and discussed
respectively. Namely, stable tracking with K1 −K2 > 0; indifferent tracking with K1 −K2 = 0;
unstable tracking with K1 −K2 < 0.
Case I: K1 −K2 > 0
If K1 +K2 > K1 −K2 > 0, the rate of the virtual length in (5.40) is uniformly negative definite:
d
dt
(
δy1
δy2
)T [M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
](
δy1
δy2
)
= −2
(
δy1
δy2
)T [K1 −K2 0
0 K1 +K2
](
δy1
δy2
)
< 0
(5.41)
for nonzero δy1, δy2.
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Consequently, the combined virtual system in (5.33) is contracting. In other words, δy1, δy2 → 0
exponentially fast. This in turn implies all solutions of y1 and y2 tend to the single trajectory. As a
result, sp = s1 + s2 and sm = s1 − s2 tend to zero exponentially. It is straightforward to show that
sm → 0 also hierarchically makes q1 tend to q2 exponentially.
From the definition of the composite variables in (5.24), we can find the following contracting
dynamics,
(q˙1 − q˙2) +Λ(q1 − q2) = sm (5.42)
Note that y˙ +Λy = 0 is contracting with Λ > 0. Consequently, Λ > 0 and sm → 0 make q1 → q2
exponentially fast. This also implies that the diagonal terms of the metric, M(q1)−M(q2)2 tend to
zero exponentially, thereby eliminating the coupling of the inertia term.[
M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
]
−→
[
M(q1)+M(q2)
2 0
0 M(q1)+M(q2)2
]
(5.43)
Once the inertia matrix is sufficiently close to the diagonal matrix in (5.43), the squared-length
analysis in (5.40) reduces to
d
dt
δyT1
[
M(q1) +M(q2)
2
]
δy1 = −2δy1T [K1 −K2] δy1 (5.44)
d
dt
δy2T
[
M(q1) +M(q2)
2
]
δy2 = −2δy2T [K1 +K2] δy2
This in turn implies that the convergence rate of tracking, (δy1) is proportional to K1 −K2 while
the synchronization, (δy2) occurs at a faster convergence rate, K1 +K2. This completes the proof
of Theorem 5.4.2.
Case II: K1 −K2 = 0
We can also consider a case with K1 −K2 = 0, which fails the exponential stability condition in
Theorem 5.4.1. The combined virtual system per se is then semi-contracting [112, 113] since the
squared-length analysis in (5.40) yields the negative semi-definite matrix:
d
dt
(
δy1
δy2
)T [M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
](
δy1
δy2
)
=
(
δy1
δy2
)T [0 0
0 −2(K1 +K2)
](
δy1
δy2
)
≤ 0
(5.45)
While δy1, representing the tracking dynamics, remains in a finite ball due to K1 −K2 = 0, δy2
tends to zero exponentially due to −2(K1+K2) < 0. This result can be proven as follows. The rate
V˙ is uniformly continuous since a bounded δy˙2 from (5.33) leads to a bounded V¨ from
V¨ = −4δyT2 (K1 +K2)δy˙2. (5.46)
Due to V˙ ≤ 0, the use of Barbalat’s lemma [178] verifies that V˙ → 0 as t → ∞. This implies that
δy2 tends to zero asymptotically fast.
We introduce the third virtual variable y3 to verify a hierarchical combination of sm and q1−q2,
stated in (5.42):
δy˙3 +Λδy3 = δy2 (5.47)
where y3 has two particular solutions: y3 = q1 − q2 when y2 = s1 − s2, and y3 = 0 when y2 = 0.
Since δy2 → 0 asymptotically by Barbalat’s lemma, δy3 tends to zero with a positive Λ > 0.
Consequently, δy3 → 0 indicates q1 → q2. This will eventually decouple the metric matrix with
Λ > 0, as seen in (5.43), sinceM(q1)−M(q2) tends to zero simultaneously as q1 → q2. As a result,
when M(q1)−M(q2) is sufficiently close to zero, the convergence of δy2 → 0 turns exponential.
We can conclude that q1 and q2 synchronize even with K1−K2 = 0. Furthermore, using (5.32),
we can prove synchronization in the presence of tracking instability (K1 −K2 < 0) with sufficiently
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small ‖K1−K2‖ by decoupling the unstable dynamics from the stable synchronization dynamics as
follows.
Case III: K1 −K2 < 0
Consider a case when the individual tracking system is unstable with K1 − K2 < 0. This case
warrants further discussion. In essence, we will show herein that the synchronization can occur fast
enough to overcome the tracking instability. In the context of singular perturbation theory [92], the
fast dynamics of synchronization represent transient boundary layer dynamics while the tracking
dynamics represents slow dynamics.
For the sake of simplicity, the gain matrices are assumed to be diagonal such that K1 = k1I and
K2 = k2I where k1, k2 ∈ R+, and I is the n×n identity matrix. In order to freeze the slow dynamics
of tracking, relative to the fast dynamics, we let 1|k1−k2| be the time unit.
We introduce the new time variable tr = |k1 − k2|t such that
ds
dt
= |k1 − k2| ds
dtr
. (5.48)
Notice that we consider the absolute value of k1− k2 since it can be negative. Then, (5.32) becomes[
M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
]( dsp
dtr
dsm
dtr
)
+
[
C1+C2
2|k1−k2|
C1−C2
2|k1−k2|
C1−C2
2|k1−k2|
C1+C2
2|k1−k2|
](
sp
sm
)
(5.49)
+
[
sgn(k1 − k2)I 0
0 k1+k2|k1−k2|I
](
sp
sm
)
=
(
0
0
)
where we simplified the notations as follows: Mi =M(qi) and Ci = C(qi, q˙i) for i=1,2. In addition,
sgn(x) indicates the signum function such that
sgn(x) =
 1, x > 00, x = 0
−1, x < 0
 (5.50)
Equation (5.49) can be further transformed into a standard singular perturbation model by
multiplying  = |k1−k2|k1+k2 and assuming K1 −K2 < 0.

[
M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
]( dsp
dtr
dsm
dtr
)
+
[
C1+C2
2k1+2k2
C1−C2
2k1+2k2
C1−C2
2k1+2k2
C1+C2
2k1+2k2
](
sp
sm
)
+
[−I 0
0 I
](
sp
sm
)
=
(
0
0
)
(5.51)
If  tends to zero, then dsmdtr tends to infinity even for a very small t whereas the change in sp is
relatively small. The same reasoning can be used to prove why the system synchronizes even when
the combined system becomes unstable with K1 −K2 < 0.
We can develop the squared-length analysis with respect to the new time variable tr,
d
dtr
(
δy1
δy2
)T [M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
](
δy1
δy2
)
= 2
(
δy1
δy2
)T [I 0
0 − 1 I
](
δy1
δy2
)
(5.52)
where we used dM(q)dtr =
1
(k1+k2)
(
C(q, q˙)T +C(q, q˙)
)
.
This implies the contraction of sm → 0 while δy1 (thus, sp) is relatively frozen with small , regardless
of the sign of k1 − k2. It follows from (5.42) that sm → 0 implies q1 → q2. Since   1, we can
expect that the convergence to the flow invariant manifold, Mq exponentially decouples the metric
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matrix such that[
M(q1)+M(q2)
2
M(q1)−M(q2)
2
M(q1)−M(q2)
2
M(q1)+M(q2)
2
]
−→
[
M(q1)+M(q2)
2 0
0 M(q1)+M(q2)2
]
(5.53)
In the case of stable tracking (Case I), Λ = 0 still leads to the synchronization of the velocities.
In contrast, Λ cannot be zero for Case III. This is because the off-diagonal terms of the augmented
mass matrix should vanish exponentially as q1 → q2, in order to prevent the unstable tracking
dynamics from affecting the stable synchronization dynamics.
Then, a natural question arises as to how small Λ can be, given  = |k1−k2|k1+k2 . Conversely, one might
ask how large  can be relative to Λ in order to make the system synchronize in spite of the unstable
tracking due to k1 − k2 < 0.
Perform the following virtual squared-length analysis for δy2 (thus, sm) using (5.51)
d
dt
δyT2
(
M1 +M2
2
)
δy2 = −2δyT2 (K1 +K2)δy2 − 2δyT2
(
M1 −M2
2
δy˙1 +
C1 −C2
2
δy1
)
≤ −2kδyT2 δy2 + 2‖δy2‖ (‖M12‖‖δy˙1‖+ ‖C12‖‖δy1‖)
≤ −2kδyT2 δy2 + 2‖δy2‖ (m12a+ c12) ‖δy1‖‖δy3‖ (5.54)
where k = k1 + k2 and a is some bounded constant such that ‖δy˙1‖ ≤ a‖δy1‖. Additionally, using
the inequalities bounding the M and C matrices, given in (5.2) and (5.3), we can verify that
‖M12‖ =
∥∥∥∥M(q1)−M(q2)2
∥∥∥∥ ≤ m12‖δy3‖
‖C12‖ =
∥∥∥∥C(q1, q˙1)−C(q2, q˙2)2
∥∥∥∥ ≤ c12‖δy3‖
where m12 and c12 are some positive constants.
From (5.47), one can find that the solution of ‖δy1‖‖δy3‖ is bounded by
‖δy3‖‖δy1‖ ≤ e−Λ(t−t0)‖δy1(t)‖‖δy3(t0)‖+
∫ t
t0
e−Λ(t−τ)‖δy1(t)‖‖δy2(τ)‖dτ (5.55)
By comparing the convergence rate of unstable δy1 and stable δy3, the following condition should
hold in order to make (‖δy1‖‖δy3‖) tend to zero exponentially,
‖Λ‖  |k1 − k2|
σ(M(q))
(5.56)
where σ(·) denotes the smallest singular value. For a general p-robot network with p ≥ 3, k1 − k2 is
replaced by k1 − 2k2. Under such conditions, ‖δy1‖‖δy3‖ tends to zero exponentially even with the
unstable tracking gain (k1 − k2 < 0 for p = 2 or k1 − 2k2 < 0 for p ≥ 3), thereby making δy2 tend
to zero exponentially. Note that δy2 in turn implies q1 → q2 exponentially fast.
In conclusion, we proved Theorem 5.4.2 and Lemma 5.4.3 indicating that the synchronization
occurs at a faster rate than the trajectory tracking. The gains can be selected such that the individual
members of the network synchronize even if they are individually unstable (see the simulation results
in Section 5.6.2).
5.5.4 Generalization
The substitution of sp and sm, and the manipulation of the close-loop dynamics, actually represent
the transformation using the eigenvectors of [LpK1,−K2 ].
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Recall the closed-loop dynamics given in (5.10)
[M]x˙+ [C]x+ [LpK1,−K2 ]x = 0 (5.57)
Since [LpK1,−K2 ] is a real symmetric matrix, we can perform the spectral decomposition, as in spectral
graph theory [41],
[LpK1,−K2 ] = VDV
T
VT [LpK1,−K2 ]V = D
(5.58)
where D is a block diagonal matrix and VTV = VVT = I. Symmetry of a matrix gives rise to real
eigenvalues and perpendicular eigenvectors [190].
Pre-multiplying (5.57) by VT and setting x = VVTx result in(
VT [M]V
)
VT x˙+
(
VT [C]V
)
VTx+
(
VT [LpK1,−K2 ]V
)
VTx = 0 (5.59)
By setting VTx = z, (5.59) becomes(
VT [M]V
)
z˙+
(
VT [C]V
)
z+Dz = 0 (5.60)
Then, we can develop the squared-length analysis similar to the previous section. Notice that(
VT [M]V
)
is always symmetric and positive definite since [M] is symmetric positive definite. For
the case of a two-agent network, we can easily verify that
VT [M]V =
[
M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
]
, D =
[
K1 −K2 0
0 K1 +K2
]
, V =
[
1√
2
I 1√
2
I
1√
2
I − 1√
2
I
]
. (5.61)
This produces the same results as the transformation in Section 5.5.3.
We can extend the method in this section to arbitrarily large networks. For example, a network
of three robots has the following V whose columns are orthonormal eigenvectors of [Lp=3K1,−K2 ]:
V =
−
1√
3
I − 2√
6
I 0
− 1√
3
I 1√
6
I − 1√
2
I
− 1√
3
I 1√
6
I 1√
2
I
 (5.62)
which is a unitary matrix such that VTV = VVT = I.
The new transformed inertia matrix, VT [M]V is written as
1
3M1 +
1
3M2 +
1
3M3
√
2
3 M1 − 13√2M2 − 13√2M3 1√6M2 − 1√6M3√
2
3 M1 − 13√2M2 − 13√2M3 23M1 + 16M2 + 16M3 − 12√3M2 + 12√3M3
1√
6
M2 − 1√6M3 − 12√3M2 + 12√3M3 12M2 + 12M3
 (5.63)
where M1 =M(q1), M2 =M(q2), and M3 =M(q3).
This matrix is symmetric and positive definite. Also notice that its off-diagonal terms vanish as
q1 → q2,q2 → q3:
VT [M]V −→
M(q) 0 00 M(q) 0
0 0 M(q)
 (5.64)
where q = q1 = q2 = q3.
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The diagonal matrix D is also computed asK1 − 2K2 0 00 K1 +K2 0
0 0 K1 +K2
 (5.65)
For a four-robot network p = 4, D is given as
K1 − 2K2 0 0 0
0 K1 + 2K2 0 0
0 0 K1 0
0 0 0 K1
 (5.66)
5.5.5 A Perspective on Model Reduction by Synchronization
It is emphasized that the exponential synchronization of multiple nonlinear dynamics allows us
to reduce the dimensionality of the stability analysis of a large network. As noted earlier, the
convergence rate (K1+K2) is faster than the tracking rate (K1−K2). Assuming that the dynamics
are synchronized, the augmented dynamics in (5.18) reduces to
M(q)s˙+C(q, q˙)s+ (K1 −K2)s = 0 (5.67)
where q = q1 = · · · = qp.
This implies that once the network is proven to synchronize, we can regard a network as a single set
of synchronized dynamics, which simplifies any additional stability analysis.
5.6 Extensions and Examples
Let us examine the effectiveness of the proposed control law in a variety of nonlinear dynamics
networks.
5.6.1 Synchronization of Non-Identical Robots
Notice that the proposed tracking and synchronization control law in (5.5) can easily be applied to
a network consisting of heterogenous robots in (5.1), if the stable tracking condition in Theorem
5.4.2 is true:
τi =Mi(qi)q¨ir +Ci(qi, q˙i)q˙ir + gi(qi)
−K1(q˙i − q˙ir) +K2(q˙i−1 − q˙i−1,r) +K2(q˙i+1 − q˙i+1,r)
(5.68)
where Mi, Ci, and gi(qi) represent the i-th robot dynamics, which can be different from robot to
robot. Each robot has the same number of configuration variables (qi ∈ Rn).
For example, the M1, M2, C1, and C2 notations used in the previous sections can be interpreted
as M1 = M1(q1) and M2 = M2(q2) with M1(·) 6= M2(·) (the same for the C matrices). Hence,
the assumption of non-identical dynamics does not alter the proof of exponential tracking in Section
5.4.2 and stable synchronization in Section 5.5. However, the synchronization with unstable tracking
(Lemma 5.4.3) is no longer true for the case of non-identical robots since q1 = q2 does not cancel
M1 −M2 in the metric matrix [
M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
]
. (5.69)
The above discussion is summarized in the following lemma.
Lemma 5.6.1 Synchronization of Multiple Non-Identical Robots
If [LpK1,−K2 ] is positive definite, then every member of the network follows the desired trajectory qd
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(a) Two identical two-link robots (b) Two different two-link robots
Figure 5-5: Examples of cooperative control. The arrows indicate the coupling control law
exponentially fast.
[LpK1,−K2 ] > 0 (5.70)
In addition, a swarm of p non-identical robots synchronize exponentially from any initial conditions
if ∃ diagonal matrices K1 > 0, K2 > 0 such that
[LpK1,−K2 ] + [U
p
K2
] > 0
where the closed-loop dynamics in (5.10) can be rewritten to account for the non-identical dynamics
of each robot.
[M]x˙+ [C]x+
(
[LpK1,−K2 ] + [U
p
K2
]
)
x = [UpK2 ]x (5.71)
where
[M] =
M1(q1) · · · 0... . . . ...
0 · · · Mp(qp)
 , [C] =
C1(q1, q˙1) · · · 0... . . . ...
0 · · · Cp(qp, q˙p)
 , x =
s1...
sp
 . (5.72)
5.6.2 Cooperative Control of Robot Manipulators
The proposed control law in (5.5) is simulated for two identical two-link robots shown in Figure
5-5(a). The physical parameters of the robot are taken from the page 396 of [178] (see Table 5.1).
In order to compare with the performance of the controller for a network consisting of non-identical
robots, consider the two different robots in Figure 5-5(b). The first robot has the same physical
parameters as in Figure 5-5(a), and the second robot’s parameters are given in Table 5.1.
Table 5.1: Physical parameters of the robots shown in Figures 5-5.
Physical Parameters m1 `1 me I1 `c1 Ie `ce
Robots in Fig. 5-5(a) 1 kg 1 m 2 kg 0.12 kgm2 0.5 m 0.25 kgm2 0.6 m
Left robot in Fig. 5-5(b) 2 kg 1.2 m 2.5 kg 0.25 kgm2 0.6 m 0.4 kgm2 0.7 m
Right robot in Fig. 5-5(b) 2 kg 1.2 m 2.5 kg 0.25 kgm2 0.6 m 0.4 kgm2 0.7 m
The simulation result is presented in Figure 5-6. The control gains are defined as K1 = 5I,
K2 = 1.5I, and Λ = 5I. The desired trajectory is qd =
(
0.3(1− cos 2pit)
0.5(1− e−t)
)
. The lower joints
are initially at 0.3 rad with 1 rad/s (first robot) and 1.0 rad at rest (second robot). The upper
joint of the first robot is initially at 0.4 rad. The rest of the initial conditions are zero. The same
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initial conditions are used for both the robots in Figures 5-5 (a) and (b). The synchronization gain
of s1 and s2 corresponds to K1 + K2 = 6.5I, which is larger than the tracking convergence gain
K1−K2 = 3.5I. As a result, we can see in Figure 5-6 that the first and second robots exponentially
synchronize first. Then, they exponentially converge together to the desired trajectory.
Let us now investigate the synchronization under the instability condition. For example, the control
gains are re-defined as K1 = 5I, K2 = 5.3I, and Λ = I. Now the tracking gain, K1 −K2 = −0.3I
is negative, thus instability occurs. Figures 5-7 shows the simulation result with the instability. For
the network with two identical robots, both robots synchronize exponentially fast even though the
synchronized trajectory becomes unstable. In contrast, the exponential synchronization of the two
different robots is no longer guaranteed in the presence of tracking instability, as seen in Figure
5-7(b).
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(b) Non-identical robots
Figure 5-6: Synchronization of two robots with stable tracking
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Figure 5-7: Synchronization of two robots with unstable tracking
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(a) A network of four Packbot robots (picture courtesy:
iRobot)
(b) Modeling of the Packbot as a manipulator robot on
a cart in Section 2.3.4
Figure 5-8: Synchronization of a four-robot network. The arrows indicate the coupling control law.
5.6.3 Tracking Synchronization of Four Robots
Even though the local coupling structure of the proposed control law in (5.5) has been emphasized,
the difference from all-to-all coupling is not evident in a network consisting of less than four members
(p ≤ 3). To illustrate the effectiveness of the proposed scheme for a dynamical network consisting
of highly nonlinear systems with p ≥ 4, a network of four identical 3-DOF robots is considered here
(see Figure 5-8). Each joint is assumed to be frictionless, and the dynamics modeling of the 3DOF
robot is based upon the double inverted pendulum robot on a cart. The equations of motion are
given in Section 2.3.4.
The physical parameters of each robot are given in Table 5.2.
Table 5.2: Physical parameters of the robots shown in Figures 5-8.
Physical Parameters M m1 `1 I1 `c1 m2 I2 `c2
Values 4 kg 1 kg 1 m 0.12 kgm2 0.5 m 2 kg 0.25 kgm2 0.6 m
The initial conditions are defined as in Table 5.3.
Table 5.3: Physical parameters of the robots shown in Figures 5-8.
Variable [unit] s [m] s˙ [m/s] θ1 [rad] θ˙1 [rad/s] θ2 [rad] θ˙2 [rad/s]
Robot 1 -0.5 1 0.3 0 -0.3 0
Robot 2 -0.2 -0.5 1 0 0 0
Robot 3 0.4 1 -0.7 0.4 2 0
Robot 4 -0.3 0 -0.5 0 1.2 0.5
The simulation result is presented in Figure 5-9. The four identical robots, initially at the
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conditions in Table 5.3, are driven to synchronize as well as to track the following desired trajectory:
sd = 0.2t, s˙d = 0.2, s¨d = 0
θ1 = cos(0.02pit), θ˙1 = − sin(0.02pit)(0.02pi), θ¨1 = − cos(0.02pit)(0.02pi)2 (5.73)
θ2 =
pi
4
(1− cos(0.08pit)), θ˙2 = pi4 sin(0.08pit)(0.08pi), θ¨2 =
pi
4
cos(0.08pit)(0.08pi)2
Note that this simulation fully considers the nonlinear rotational dynamics of the robots, as opposed
to some earlier work on multi-agent coordination [146, 147].
Figure 5-10 represents a time history plot of Figure 5-9. For the control gains in the control
law (5.5), we used K1 = I, K2 = 0.4I, and Λ = I. According to Theorems 5.4.1 and 5.4.2, the
corresponding tracking gain K1 − 2K2 = 0.2 is smaller than the corresponding synchronization
gain K1 + 2K2. Figure 5-10 shows that the system states synchronize exponentially fast and the
synchronized states converge to the desired trajectory together.
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Figure 5-9: Simulation results of the four-robot network
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5.6.4 Synchronization of Multiple Formation Flying Spacecraft
Figure 5-11: Synchronization of a free-flying, uncoupled network of two spacecraft
Formation flight of spacecraft has be an subject of intense research [201, 104]. In this section,
the synchronization strategy in this chapter is applied to formation flight attitude control of free
flying vehicles. Note that this kind of free flying system is inherently uncoupled, as opposed to
tethered formation flight array studied in this thesis. Figure 5-11 shows a simulation result where
two spacecraft synchronize their positions and attitude exponentially fast from arbitrary initial
conditions. We can add bias to maintain the separation between the spacecraft. In this case,
the synchronized position is defined as x1(t) = x2(t) + b(t) with b(t) is the displacement vector
representing a desired baseline length.
5.6.5 Synchronization with Uni-Directional Coupling
It is straightforward to extend the two-way coupling introduced in this section to one-way coupling
(uni-directional coupling) control laws introduced in [202]. For example, Figure 5-12 depicts a
dynamical system network with one-way coupling. The control law can be given for a two-agent
system as
τ1 =M(q1)q¨1r +C(q1, q˙1)q˙1r + g(q1)
τ2 =M(q2)q¨2r +C(q2, q˙2)q˙2r + g(q2)−K(q˙2 − q˙2r) +K(q˙1 − q˙1r) (5.74)
This can easily be converted to two closed-loop dynamics driven by the same input u(t) = Ks1.
Therefore, the similar analysis as in Section 5.5 leads to the proof of the following theorem:
Theorem 5.6.2 One-way, Uni-Directional Coupling Law
136
15
4 3
4
2121
2
3
Figure 5-12: One-way (uni-directional) coupling of identical robots
Figure 5-13: Two identical two-link robots with only one-joint coupling. The arrows indicate the
coupling control law
If K in (5.74) is uniformly positive definite, then such a one-way coupling law in (5.74) synchronizes
the individual dynamics of a two-robot network exponentially fast.
Note that directional couplings yield unbalanced Laplacians.
5.6.6 Synchronization with Partial Degrees-of-Freedom Coupling
We now consider multiple dynamics with partially coupled joints (or partially coupled variables).
As shown in Figure 5-13, we can assume that only the lower joint is coupled in a two-robot system
having two joint variables–q =
(
x1 x2
)T :
τ1 =M(q1)q¨1r +C(q1, q˙1)q˙1r + g(q1)−K1s1 +K2
( ˙˜x1
0
)
q2
+K2Λ
(
x˜1
0
)
q2
τ2 =M(q2)q¨2r +C(q2, q˙2)q˙2r + g(q2)−K1s2 +K2
( ˙˜x1
0
)
q1
+K2Λ
(
x˜1
0
)
q1
(5.75)
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Nevertheless, Theorems 5.4.1 and 5.4.2 are true with diagonal matrices, K1, K2 and Λ, which
can be verified by writing the closed-loop system as in (5.21):
M(q1)s˙1 +C(q1, q˙1)s1 + (K1 +K2
[
1 0
0 0
]
)s1 = u(t)
M(q2)s˙2 +C(q2, q˙2)s2 + (K1 +K2
[
1 0
0 0
]
)s2 = u(t)
u(t) = K2
[
1 0
0 0
]
(s1 + s2)
(5.76)
It is straightforward to prove that Theorems 5.4.1 and 5.4.2 still hold. This is because
(K1 +K2
[
1 0
0 0
]
) and (K1 −K2
[
1 0
0 0
]
) (5.77)
are still uniformly positive definite, enabling exponential synchronization and exponential conver-
gence to the desired trajectory, respectively. Hence, we did not break any assumptions in the proof
of Theorem 5.4.2. Figure 5-14 shows exponential synchronization of two identical robots with the
partial coupling law above. All simulation parameters are the same as in Figure 5-6.
Figure 5-14: Synchronization of two identical robots with partial joint coupling
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Figure 5-15: Synchronization of two identical robots with transmission delays
5.7 Effects of Transmission Delays and External Disturbances
Now let us discuss the robustness properties of the proposed synchronization framework.
5.7.1 Synchronization with Time Delays
Wang and Slotine [203] showed that contraction properties are conserved in time-delayed diffusion-
like couplings. We show herein that the same principle can be applied to all the previous discussions
in this chapter. In particular, the proposed synchronization coupling control law in (5.5) is proven
to synchronize multiple robots as well as to track the common trajectory, regardless of time delays
in the communication.
Figure 5-15 shows two two-link manipulators transmitting their state information to each other
via time-delayed transmission channels. While T12 is a positive constant denoting the time delay
in the communication from the first robot to the second robot, T21 denotes the delay from the
second robot to the first robot. Similar to [203, 114], we can modify our original Lagrangian systems
consisting of two identical robots in (5.21) as follows
M(q1)s˙1 +C(q1, q˙1)s1 + (K1 −K2)s1 +G21τ21 = 0
M(q2)s˙2 +C(q2, q˙2)s2 + (K1 −K2)s2 +G12τ12 = 0
(5.78)
where G21 and G12 are constant matrices (Rn×n).
The communication between the two dynamics occurs by transmitting intermediate ”wave” variables,
defined as [203]
u21 = GT21s1 + k21τ21 v12 = G
T
21s1
u12 = GT12s2 + k12τ12 v21 = G
T
12s2
(5.79)
where k21 and k12 are strictly positive constants. Time delays of T21 and T12 result in
u12(t) = v12(t− T12) u21(t) = v21(t− T21) (5.80)
Notice that the original dynamics without any communication delays are contracting since K1−
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K2 > 0. Expanding (5.78), using the above relationships on the wave variables, yields
M(q1)s˙1 +C(q1, q˙1)s1 + (K1 −K2)s1 − 1
k21
G21
(
GT12s2(t− T21) +GT21s1(t)
)
= 0
M(q2)s˙2 +C(q2, q˙2)s2 + (K1 −K2)s2 − 1
k12
G12
(
GT21s1(t− T12) +GT12s2(t)
)
= 0
(5.81)
We can verify that (5.81) becomes equivalent to the original two-robot dynamics in (5.21) by setting
k12 = k21 = 1 and G12 = G12 =
√
K2. Note that
√
K2 is the Cholesky decomposition of the
positive-definite symmetric matrix, K2.
The resultant equations reflecting the time-delayed transmissions become
M(q1)s˙1 +C(q1, q˙1)s1 +K1s1 −K2s2(t− T21) = 0
M(q2)s˙2 +C(q2, q˙2)s2 +K1s2 −K2s1(t− T12) = 0
(5.82)
which can be shown to be asymptotically contracting using the following differential length similar
to [203]:
V =
1
2
δsT1M(q1)δs1 +
1
2
δsT2M(q2)δs2 +
1
2
V1,2 (5.83)
where
V1,2 =
∫ t
t−T12
δvT12δv12d+
∫ t
t−T21
δvT21δv21d−
∫ 0
−T12
δvT12δv12d−
∫ 0
−T21
δvT21δv21d
In conclusion, the robot network systems, individually contracting (exponentially converging)
and interacting through time-delayed diffusion-like coupling in (5.81) are asymptotically contracting
regardless of the values of the time delays. This in turn implies that individual robots still synchronize
and follow the common trajectory asymptotically regardless of the time delays. We have exactly
matched the analysis in [203] to allow the derivation of a time-delayed version of the proposed
tracking control law in this chapter. This shows that the proposed control law and its closed-loop
system in (5.10) possess some robustness properties with respect to time delays.
5.7.2 Effect of Bounded Disturbances
Due to exponential tracking convergence of the proposed scheme, the property of robustness to
bounded deterministic disturbances can easily be determined. For example, consider the closed-loop
system in (5.18), which is now subject to a vanishing perturbation [92] such that g(t,x = 0) = 0:
[M]x˙+ [C]x+ [LpK1,−K2 ]x = g(t,x) (5.84)
The perturbation term g(t,x) vanishes at the equilibrium manifold x = 0. Let us further assume
that it satisfies the linear growth bound such that
‖g(t,x)‖ ≤ γ‖x‖, ∀t > 0. (5.85)
where γ is a positive constant.
The squared-length analysis yields
d
dt
(
δxT [M]δx
)
= 2δxT [M]δx˙+ δxT [M˙]δx
= 2δxT
(−[C]δx− [LpK1,−K2 ]δx+ δg(t,x))+ δxT [M˙]δx (5.86)
≤ −2δxT [LpK1,−K2 ]δx+ 2γδxT δx
where we used the skew-symmetric property of [M˙]− 2[C].
Hence, the closed-loop system in (5.84) is contracting in the presence of the bounded disturbance
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if ‖[LpK1,−K2 ]‖ > γ. This condition corresponds to ‖K1−K2‖ > γ for two-robot systems. As a result,
the tracking gain also determines how robust the closed-loop system is with respect to a bounded
disturbance. For a nonvanishing perturbation such that ‖g(t,x)‖ ≤ γ‖‖x‖ + δ, the comparison
method [92] can straightforwardly be developed to derive a bound on the solution. It should be
emphasized that the exponential stability of the closed-loop system facilitates such a perturbation
analysis, which highlights another benefit of contraction analysis. In contrast, the proof of robustness
with asymptotic convergence is more involved [92].
5.8 Adaptive Synchronization
Consider the following adaptive control law, which has the same local coupling structure as the
proposed control law in (5.5):
τi = Yiaˆi −K1si +K2si−1 +K2si+1 = Mˆiq¨ir + Cˆiq˙ir + gˆi(qi)−K1si +K2si−1 +K2si+1 (5.87)
where si denotes the composite variable for the i-th robot such that si = q˙i − q˙ir.
The parameter estimate aˆi for the i-th member is updated by the correlation integral:
˙ˆai = −ΓYTi si (5.88)
where Γ is a symmetric positive definite matrix. Hence, the closed-loop system for a network
consisting of two non-identical robots can be written as[
M1(q1) 0
0 Γ−1
](
s˙1
˙˜a1
)
+
[
C1(q1, q˙1) +K1 +K2 −Y1
YT1 0
](
s1
a˜1
)
=
(
u(t)
0
)
(5.89)[
M2(q2) 0
0 Γ−1
](
s˙2
˙˜a2
)
+
[
C2(q2, q˙2) +K1 +K2 −Y2
YT2 0
](
s2
a˜2
)
=
(
u(t)
0
)
where u(t) = K2(s1 + s2). Additionally, a˜ denotes an error of the estimate such that a˜ = aˆ − a.
Note that a is a constant vector of the true parameter values, resulting in ˙˜ai = ˙ˆai.
Similar to Section 5.5.4, applying the spectral transformation using
V =

1√
2
I 1√
2
I 0 0
1√
2
I − 1√
2
I 0 0
0 0 I 0
0 0 0 I
 (5.90)
to the system, defined by the vector x =
(
s1 s2 a1 a2
)T , leads to the following generalized
Jacobian matrix
J = −

K1 −K2 0 − 1√2Y1 − 1√2Y2
0 K1 +K2 − 1√2Y1 1√2Y2
1√
2
Y1 1√2Y1 0 0
1√
2
Y2 − 1√2Y2 0 0
 (5.91)
whose symmetric part indicates the system is semi-contracting with K1−K2 > 0 and K1+K2 > 0.
Using Barbalat’s lemma (see Section 5.5, Case II), it is straightforward to show that s1 and s2 tend
to each other asymptotically while the parameter estimates a1 and a2 synchronize as well. This
result implies that the adaptive synchronization law in (5.87) not only synchronizes the states of
multiple dynamics in the network, but also makes the estimated physical parameters tend to each
other in the presence of model uncertainties. Due to the asymptotic convergence of the adaptive
control law in (5.87), the convergence result is now asymptotic instead of exponential.
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5.9 PD Synchronization of Robots
One may consider the following PD coupling control law for two identical robots from (5.1) with
p = 2,
τ1 = −K1(q˙1 +Λq˜1) +K2(q˙2 +Λq˜2)
τ2 = −K1(q˙2 +Λq˜2) +K2(q˙1 +Λq˜1)
(5.92)
where q˜i = qi − qd and the bounded reference position qd has zero velocity such that ˙˜qi = q˙i.
For simplicity, the gravity term in (5.1) is assumed to be zero or canceled by a feed-forward control
law. Then, the closed-loop dynamics satisfy
M(q1)q¨1 +C(q1, q˙1)q˙1 + (K1 +K2)q˙1 + (K1 +K2)Λq˜1 = u(t)
M(q2)q¨2 +C(q2, q˙2)q˙2 + (K1 +K2)q˙2 + (K1 +K2)Λq˜2 = u(t)
u(t) = K2(q˙1 + q˙2) +K2Λ(q˜1 + q˜2)
(5.93)
where u(t) is the common excitation input.
Similar to Section 5.5.3, we can perform a spectral decomposition:(
VT [M]V
)
VT x¨+
(
VT [C]V
)
VT x˙
+
(
VT [LpK1,−K2 ]V
)
VT x˙+
(
VT [LpK1Λ,−K2Λ]V
)
VT x˜ = 0
(5.94)
which can be represented as[
M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
](
q¨p
q¨m
)
+
[
C1+C2
2
C1−C2
2
C1−C2
2
C1+C2
2
](
q˙p
q˙m
)
+
[
K1 −K2 0
0 K1 +K2
](
q˙p
q˙m
)
+
[
(K1 −K2)Λ 0
0 (K1 +K2)Λ
](
q˜p
qm
)
=
(
0
0
) (5.95)
where
M1 =M(q1), M2 =M(q2), C1 = C(q1, q˙1), C2 = C(q2, q˙2)
VTx =
(
qp
qm
)
=
1√
2
(
q1 + q2
q1 − q2
)
, q˜p =
1√
2
(q˜1 + q˜2).
(5.96)
Using the following Lyapunov function, it is straightforward to show that this PD coupling
control law drives the system to the desired rest state qd globally and asymptotically while tending
to the synchronized flow-invariant manifold, Mq in (5.27).
V =
1
2
(
q˙p
q˙m
)T [M1+M2
2
M1−M2
2
M1−M2
2
M1+M2
2
](
q˙p
q˙m
)
+
1
2
(
q˜p
qm
)T [(K1 −K2)Λ 0
0 (K1 +K2)Λ
](
q˜p
qm
)
(5.97)
The rate of V can be computed as
dV
dt
= −
(
q˙p
q˙m
)T [K1 −K2 0
0 K1 +K2
](
q˙p
q˙m
)
≤ 0 (5.98)
which implies that V˙ is negative semi-definite with K1 +K2 > 0 and K1 −K2 > 0.
By invoking LaSalle’s invariant set theorem in Chapter 2, we can conclude that q˙p, q˜p, q˙m, and
qm tend to zero with global and asymptotic convergence. This implies that q1 and q2 will follow
qd while q1 and q2 synchronize asymptotically.
Theorem 5.9.1 PD Synchronization of Two Identical Robots
Two identical robots synchronize asymptotically and globally with the PD coupling law in (5.92) if ∃
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Figure 5-16: Concurrent synchronization between two different groups. The desired trajectory
inputs are denoted by the dashed-lines whereas the solid lines indicate mutual diffusive couplings.
The independent leader sends the same desired trajectory input to the first network group.
K2 > 0 such that
K1 +K2 > 0 Λ > 0
In addition, K1 −K2 > 0 is required for asymptotic stability of the PD control.
5.9.1 Velocity Coupling, Λ = 0
Note that if Λ = 0, the PD coupling control law in (5.92) reduces to
τ1 = −K1q˙1 +K2q˙2
τ2 = −K1q˙2 +K2q˙1
(5.99)
This velocity coupling control can also be derived from the exponential tracking control law in (5.5)
by setting qd = 0, q˙d = 0 and Λ = 0. Therefore, the proof of Theorem 5.9.1 with Λ = 0 is the
same as Section 5.5.3 whereas the convergence rate is now exponential compared to the asymptotic
convergence of the PD control. On the other hand, we can find that positions do not synchronize
in the absence of the gravity term even though the velocities synchronize exponentially fast.
5.10 Concurrent Synchronization
In [152], concurrent synchronization is defined as a regime where the ensemble of dynamical elements
is divided into multiple groups of fully synchronized elements, but elements from different groups are
not necessarily synchronized and can exhibit entirely different dynamics. Mathematically, it can be
shown that such a regime corresponds to a flow invariant linear subspace of the global state space.
In the context of the synchronization of multiple Lagrangian dynamics, discussed in this chapter,
we are interested in the concurrent synchronization of different aggregates of multiple identical or
nonidentical dynamics. As discussed in the previous sections, we pay particular attention to the fact
that there exist two different time scales of the proposed synchronization tracking control law. In
the case of a two-robot network, one rate is associated with the trajectory tracking (K1−2K2) while
the other represents the convergence rate of the synchronization (K1 +K2). This in turn implies
that there are two different inputs to the system, namely, the desired common trajectory qd(t) and
the diffusive couplings with the adjacent members.
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Accordingly, we exploit a desired trajectory qd(t) to create multiple combinations of different
dynamics groups. For instance, Figure 5-16 represents the concurrent synchronization of two different
dynamical networks. The first network, consisting of four different robots, has the diffusive coupling
structure proposed by the tracking control law in (5.5). The independent leader sends a desired
trajectory command qd to the first network. With an appropriate selection of gains, each dynamics
in the first network synchronize while exponentially following the leader. Therefore, the proposed
scheme can be interpreted in the context of the leader-follower problem ([86, 108, 204]).
The second network consists of three non-identical dynamics, also different from those of the
first group. Each element receives a different desired trajectory input from the adjacent element of
the first network. However, once the first network is synchronized, the second network also ends up
receiving the same desired trajectory to follow while they interact to synchronize exponentially fast.
Accordingly, we can achieve concurrent synchronization between two different network groups. This
can be extended to arbitrarily large groups of synchronized dynamics by appropriately assigning the
desired trajectory inputs and the diffusive couplings. Note that the number of agents in one layer
can be different from that of another layer as seen in Figure 5-16.
5.11 Conclusions
This chapter has presented the new synchronization tracking control law that can be directly applied
to cooperative control of multi-agent systems and oscillation synchronization in robotic manipula-
tion and locomotion. The proposed decentralized control law, which requires only local coupling
feedback for global exponential convergence, eliminates both the all-to-all coupling and the feedback
of the acceleration terms, thereby reducing communication burdens and complexity. Furthermore, in
contrast with prior work which used simple single or double integrator models, the proposed method
permits highly nonlinear systems. Providing exact nonlinear stability results constitutes one of the
main contributions of this chapter; global and exponential stability of the closed-loop system has
been derived by using contraction theory. Contraction analysis, overcoming a local result of Ly-
punov’s indirect method, yields global results based on differential stability analysis. It has been
emphasized that there exist two different time-scales in the closed-loop systems: the faster conver-
gence rate represents the transient boundary layer dynamics of synchronization while the slower rate
determines how fast the synchronized systems track the common reference trajectory. Exponential
synchronization with a faster convergence rate enables reduction of multiple dynamics into a sim-
pler form thereby simplifying the stability analysis. As opposed to the stable tracking case, where
non-identical dynamics are permitted, the synchronization that leads to instability requires identical
dynamics. It should be noted that the tracking convergence rate also determines the robustness of
the closed-loop system with respect to a bounded disturbance.
Simulation results show the effectiveness of the proposed control strategy. The proposed bi-
directional coupling has also been generalized to permit partial-joint coupling and uni-directional
coupling. Further extensions to PD coupling, time-delayed communications, adaptive synchroniza-
tion, and concurrent synchronization exemplify the benefit of the differential stability analysis based
on contraction theory. For future work, we are interested in extending the proposed method to
dynamical networks on unbalanced or open graphs. Since this chapter is based on the assump-
tion of fully actuated dynamics, it would be useful to consider multi-agent systems consisting of
underactuated mechanical systems.
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Chapter 6
Nonlinear Control of
Underactuated Tethered Systems
6.1 Chapter Objective
The previous chapters were based on the assumption that the spinning tethered system is fully
actuated (both F and u are available). Motivated by the controllability analysis in Chapter 3, which
indicates that both array resizing and spin-up are fully controllable by the reaction wheels (u) and the
tether motor, the aim of the present chapter is to introduce some new nonlinear control techniques
for spinning tethered arrays without thrusters (F = 0). To our knowledge, this work reports the
first propellant-free underactuated control results for tethered formation flying spacecraft. This
chapter also fulfills the potential of the proposed strategy by providing a new momentum dumping
method without torque-generating thrusters; the compound pendulum mode and array spin rate are
stabilized using only the linear thruster and translational actuator on the tether during the operation
of momentum dumping.
Such a tethered system without thrusters is underactuated since it has fewer inputs than con-
figuration variables. In contrast with linear systems, in which an underactuated control law can
be synthesized easily, designing a nonlinear controller for nonlinear underactuated systems poses a
challenge, mainly due to the lack of full state feedback linearizability. The outline of this chapter is
as follows: First, we briefly review the key aspects of underactuated mechanical systems in Section
6.2. We exploit gain-scheduling LQR control (Section 6.3), partial feedback linearization (Section
6.4), feedback linearization via momentum decoupling (Section 6.5), and backstepping (Section 6.6).
Simulation results presented in Section 6.8 support our conclusion that the nonlinear approach is
much more efficient in the tracking problem than the linear LQR control. Last, Section 6.9 presents
a new momentum dumping strategy. We shall consider only the case of the fixed tether length, focus-
ing on the spin-up attitude control problem on the assumption that the tether length is controllable
separately.
6.2 Fundamentals of Underactuated Systems
We have proven in Chapter 4 that a fully decentralized control law designed from a single-tethered
spacecraft can also stabilize arbitrarily large circular arrays of spacecraft, as well as a three inline
configuration. Consequently, we first focus on control of an underactuated single-tethered system
(see Figure 6-1(c)), and then discuss decentralization and decoupling in Section 6.7.
Underactuated mechanical systems are characterized by fewer actuators than degrees of freedom
(DOF) or configuration variables, and encountered in a wide range of applications such as walking
robots [194, 206], aerospace vehicles [67, 145], and nonholonomic systems [22]. Popular two-DOF
examples include the acrobot (Figure 6-1(a)) and the pendubot (Figure 6-1(b)), where the control
input is available only to one joint variable. In contrast, the single-tethered system shown in Figure
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Figure 6-1: Three representative cases of underactuated two-link mechanical systems
6-1(c) is underactuated via input coupling. This chapter also serves the purpose of proposing the
single-tethered system as another underactuated control benchmark problem. We also attempt to
make a connection between the single-tethered system, which is a fundamental building block for
constructing multi-spacecraft arrays, and a two-link planar robot, which has been a representative
example in nonlinear control theory.
Recalling (3.14), the equations of motion for the single-tethered system under the torque actuator
only (u 6= 0, F = 0) becomes
M1(φ)
(
θ¨
φ¨
)
+C1(φ, θ˙, φ˙)
(
θ˙
φ˙
)
=
(
τθ
τφ
)
=
(
1
1
)
u (6.1)
where M1(φ) and C1(φ, θ˙, φ˙) are given in (3.14). Note that we can derive the above equation from
the two-link robot manipulator dynamics, by assuming that the mass and moment of inertial of the
first link are zero and gravity is absent.
Equation (6.1) clearly shows that the single input u enters both the configuration variables θ
and φ, as opposed to the acrobot τ =
(
0 u
)T and the pendubot τ = (u 0)T . Even though
all three cases in Figure 6-1 are derived from the two-link manipulator robot, there exists another
fundamental difference. The effect of gravity is ignored in the tethered system (see the modeling
assumptions in Chapter 3). In particular, underactuated mechanical systems such as the acrobot
are in general not controllable in the absence of the gravity. However, the artificial gravity, induced
by the centripetal force associated with array rotation, plays a crucial role in making the tethered
system controllable and stable (see the discussion in Chapter 3).
Most prior work, which has been reviewed in Section 1.6.6, is restricted to a single-body dy-
namics problem. In this chapter, the decentralized control strategy from Chapter 4 is extended to
the underactuated control of multi-vehicle tethered formation flying. To our knowledge, this work
presents the first linear and nonlinear control results for underactuated tethered formation flight
systems.
6.2.1 Challenges of Nonlinear Underactuated Systems
As mentioned earlier, an underactuated mechanical system is not, in principle, exactly input-state
feedback linearizable. Its lack of feedback linearizability, along with its complex nonholonomic be-
havior, characterizes the difficult nonlinear control problem. It has been shown in [135] that the
acrobot is not feedback linearizable with static state feedback and nonlinear coordinate transfor-
mation. In this section, we derive a similar result for the single tethered system given in (6.1) and
Figure 6-1(c).
Theorem 6.2.1 Input-State Linearization [178, 200]
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Given a nonlinear system, affine in the control input u,
x˙ = f(x) + g(x)u (6.2)
The system is input-state linearizable in an open set U such that a nonlinear feedback control law
u = α(x)v + β(x) and a diffeomorphism z = φ(x), transform (6.2) to the resultant linear dynamics
z˙ = Az+ bv (6.3)
if and only if
1. dim span{g, adfg, · · · , adn−1f g}(x) = n, ∀x ∈ U in Rn– i.e., the vector fields are linearly
independent.
2. span{g, adfg, · · · , adn−2f g} is an involutive distribution on U
where adifg is the iterated Lie bracket [f, · · · , [f, g] · · · ].
The first condition corresponds to a controllability test and agrees with the linear controllability
analysis about the relative equilibria in Chapter 3. The more subtle second condition, derived by
Frobenius’ theorem, warrants further discussion. To meet the involutivity condition, the following
vector fields
[g, adfg] [g, ad2fg] [adfg, ad
2
fg] (6.4)
must lie in the distribution ∆ = span{g, adfg, ad2fg}. It can be verified via Mathematica (see
Appendix C.1) that the matrix constructed by one of the above vector fields and ∆ has full rank of
four. This in turn implies that they do not lie in the distribution ∆ (all vectors are independent).
As a result, similar to the acrobot, the underactuated single-tethered system fails the involutivity
test, and hence is not input-state feedback linearizable.
Nevertheless, there might exist an output function to render input-output feedback linearizability.
Finding such an output function is not trivial and the associated zero dynamics should be stable.
This is one of the reasons that designing an efficient control law of a large class of underactuated
systems is generally an open problem. In Section 6.5, we introduce a nonlinear diffeomorphism
that permits model reduction and simple feedback linearization about the transformed state vector,
inspired by the following normal forms [145].
6.2.2 Normal Forms for Underactuated Systems
Olfati-Saber [145] developed cascade normal forms for underactuated mechanical systems, based
on the mechanical symmetry introduced in Chapter 2. Normal forms can be further classified
into triangular normal forms and nontriangular forms. Both strict-feedback and strict-feedforward
systems are called ”triangular” by analogy with linear systems. In particular, a strict-feedback
system permits a systematic nonlinear control design called backstepping.
Definition Strict feedback form
A nonlinear system in strict feedback form has the following triangular structure
z˙ = f(z, ξ1)
ξ˙1 = ξ2
. . . (6.5)
ξ˙m = u
Let us consider the dynamics similar to the acrobot such that the input is applied only to the
shape variable q2:
m11(q2)q¨1 +m12(q2)q¨2 + h1(q1, q2, q˙1, q˙2) = 0 (6.6)
m21(q2)q¨1 +m22(q2)q¨2 + h2(q1, q2, q˙1, q˙2) = τ
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where the dynamics are kinetic symmetric with respect to q2 such that mij(q) = mij(q2).
Similar to the partial linearization, there exists an invertible change of control input τ = α(q)u +
β(q, q˙), which transforms the dynamics into
q˙1 = p1
p˙1 = −m−111 (q2)h1(q1, q2, p1, p2)−m−111 (q2)m12(q2)u (6.7)
q˙2 = p2
p˙2 = u
Since the linearization was performed on the actuated variable q2, such a change of control is called
collocated partial feedback linearization. Ref. [145] introduces a diffeomorphism transforming the
above equation into a strict-feedback form:
z˙1 = m−111 (ξ1)z2
z˙2 = g(z1, ξ1) (6.8)
ξ˙1 = ξ2
ξ˙2 = u
where g(·, ·) is the gravity term. Unfortunately, the single-tethered system shown in Figure 6-1(c)
does not permit the same strict-feedback form due to its input coupling and the lack of such a
gravity function. Nevertheless, in Section 6.5, we show that the same transformation yields a useful
coordinate transformation permitting feedback linearization and backstepping control design for the
reduced variables z1 and z2.
We can also show that the pendubot in Figure 6-1(b) can be transformed into a cascade nonlinear
system in nontriangular quadratic normal form by a similar transformation:
z˙1 = m−121 (ξ1)z2
z˙2 = g(z1, ξ1) + (z2, ξ2)pi(ξ1)(z2, ξ2)T (6.9)
ξ˙1 = ξ2
ξ˙2 = u
Stabilization of a nontriangular form, addressed in [145], is in general much more difficult than that
of a triangular form. For example, backstepping or forwarding [145] is not applicable. Even though
the single-tethered dynamics in Figure 6-1 can be transformed into a non-triangular form, such a
method is not pursued in this dissertation due to the challenge associated with a nontriangular
form. Instead, we apply feedback linearization and backstepping to the reduced system by using
a transformation similar to (6.8), in addition to gain-scheduling linear control and partial feedback
linearization.
6.3 Gain-Scheduled LQR Approach
The main focus of the present chapter is on nonlinear control of the underactuated tethered system.
For comparison purposes, we introduce a gain-scheduling linear control technique in this section.
Even though we embraced this linear control technique in the actual implementation in Chapter
7, for simplicity, this section argues that the linearization-based control would only provide a local
stability result, as opposed to global convergence of the nonlinear control strategies in the subsequent
sections.
Again, the controllability analysis in Chapter 3 states that the spinning underactuated tethered
system is fully controllable around the relative equilibrium manifold (θ˙ = ω, φ = 0, and φ˙ = 0). This
indicates that the configuration variable φ is not subject to a large angle rotation as seen in a swing-
up maneuver of the acrbot [187], but rather has to be stabilized at the equilibrium φ = 0, φ˙ = 0
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Figure 6-2: LQR gains scheduled for a range of θ˙ and `
at all times. Thanks to this requirement, we can expect that the linear LQR control can perform
reasonably well around the equilibrium point.
Recalling that the linearized equations in (3.26) are fully controllable using only the torque input
u, we can construct a linear feedback control law u = K(φ, θ˙, φ˙), based upon the following linearized
equations of motion:
d
dt
φθ˙
φ˙
 =

0 0 1
rω2
(
Ir+mr`
)
`IG
0 0
− rω
2
(
Ir+m`(2r+`)
)
`IG
0 0

φθ˙
φ˙
+
 0− rIG`
r+`
IG`
u (6.10)
where we intentionally left out the state θ since it is merely a rigid body rotation mode.
We assume that all the states (φ, θ˙, φ˙) are available by the Kalman filter, which is presented in
Chapter 7.
Then, we can design a Linear Quadratic Regulator (LQR) controller, which minimizes the following
cost function,
J =
∫ ∞
0
[
xTQx+ uTRu
]
dt. (6.11)
The LQR controller specifically addresses the issue of achieving a balance between good system
response and minimizing the control effort required. The LQR control possesses very good stability
margins (Phase Margin of ± 60 degrees and Gain Margin of infinity).
Since the A matrix in (6.10) is a function of θ˙ and the tether length `, the optimal LQR gains
are computed for a range of angular rates and tether lengths. A continuous function is then fit to
these discrete gains. As a result, the gain-scheduled LQR gain is a continuous function of θ˙ and
tether length `, as depicted in Figure 6-2:
u = −K1(θ˙, `)φ−K2(θ˙ − θ˙d)−K3(θ˙, `)φ˙ (6.12)
where K2 turns out to be independent of θ˙ and `.
Such a gain-scheduled LQR controller has been successfully implemented in the SPHERES
testbed (see Chapter 7). This gain-scheduling approach has been a popular subject of research
as alternative form of nonlinear control, as indicated in a recent survey paper [165]. One merit of
the linearization is that it permits the use of mature and well-established linear control techniques to
address nonlinear problems. However, stability can be assured only locally and in a “slow-variation”
setting [165]. In [124], an alternative method to gain-scheduling is presented for control of nonlinear
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systems. In the subsequent sections, we present several nonlinear control techniques, yielding global
stability results.
6.4 Partial Feedback Linearization
The present section describes a nonlinear control law obtained by applying partial feedback lin-
earization. The stability of the zero dynamics is also treated using contraction analysis introduced
in Section 2.5.
6.4.1 Collocated Linearization
The partial feedback linearization technique [187, 145] is applied to (3.11), which is obtained by
canceling the input-coupling of (6.1):[
m11(φ) m12(φ)
m21(φ) m22(φ)
](
θ¨
φ¨
)
+
(
h1(φ, θ˙, φ˙)
h2(φ, θ˙)
)
=
(
0
u
)
(6.13)
where mij and hi are defined in (3.11), and different from those defined in (3.14).
Even though the inertial matrix is no longer symmetric (m12 6= m21), Equation (6.13) has
eliminated the input coupling, thereby facilitating collocated or noncollocated partial feedback lin-
earization. Equation (6.13) is physically meaningful, since it can be directly derived by the Newton-
Euler formulation, as seen in Section 3.3. Note that the first equation (unactuated part) of (6.13)
corresponds to the second-order nonholonomic constraint. This system can be partially feedback
linearized for φ.
Multiplying the first equation by m−111 (φ), and then inserting the resulting equation for θ¨ into
the second equation yield
θ¨ = −m−111 (φ)m12(φ)φ¨−m−111 (φ)h1
φ¨ = v
u = α(φ)v + β(φ, θ˙, φ˙) (6.14)
α(φ) = m22 −m21(φ)m−111 (φ)m12(φ)
β(φ, θ˙, φ˙) = h2 −m21(φ)m−111 (φ)h1
where v is now a new control input to the linearized φ dynamics. In addition, α(φ) and β(φ, θ˙, φ˙)
define an invertible change of control between u and v.
Since φ is the actuated variable, it is called collocated partial feedback linearization [187]. Then, we
can design the following controller v to asymptotically stabilize φ dynamics:
v = −Dφ˙−K(φ− e) (6.15)
e = tan−1(A(θ˙d − θ˙))
where D,K, and A are all positive constants and θ˙d denotes the desired angular rate of the tethered
array. Also note that we chose such a definition of e, instead of e = A(θ˙d − θ˙), to avoid saturation
by accommodating a large value of (θ˙d − θ˙).
Assuming e˙ and e¨ are sufficiently close to zero, (6.15) makes φ tend to e asymptotically (φ→ e):
φ¨+Dφ˙+K(φ− e) = 0 (6.16)
The rationale behind this choice of v is to balance between the tracking error θ˙d−θ˙ and the compound
pendulum mode φ by transferring energy between them, similar to [187].
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6.4.2 Analysis of Zero-Dynamics
The zero dynamics are defined to be the internal dynamics of the system when the system output is
kept at zero by the input [178]. By analogy with linear systems, a nonlinear system with stable zero
dynamics corresponds to a minimum phase system. To investigate the zero dynamics of θ under this
control input v in (6.15), the θ dynamics in (6.14) are expanded as:
θ¨ = −m−111 (φ)m12(φ)φ¨−m−111 (φ)h1
= −m−111 (φ)(m12(φ)v + h1) (6.17)
=
mr sinφ(θ˙ + φ˙)2 +mr cosφ(Dφ˙+K(φ− e))
m(`+ r cosφ)
If φ→ e and φ˙→ 0, the zero dynamics of θ become
θ¨ = − rθ˙
2
`+ r cos [tan−1(A(θ˙ − θ˙d))]
sin[tan−1(A(θ˙ − θ˙d))] (6.18)
If ` > r, which is a reasonable assumption, then m11 = m(` + r cos e) > 0. In addition, if a
reference array angular rate is a constant step input (θ¨d = 0, θ˙d 6= 0), (6.18) reduces to
d
dt
(θ˙ − θ˙d) + L(t) sin[tan−1(A(θ˙ − θ˙d))] = 0 (6.19)
where
L(t) =
rθ˙2
`+ r cos [tan−1(A(θ˙ − θ˙d))]
> 0 (6.20)
for nonzero θ˙.
Let us prove exponential stability of (6.19) by applying the partial contraction theory (see Section
2.5). The virtual y-system
y˙ + L(t) sin[tan−1(Ay)] = 0 (6.21)
has two particular solutions, namely, (θ˙ − θ˙d) and 0. This y-system is contracting (see Chapter 2)
since its associated Jacobian
−L(t) cos [tan−1(Ay)] 1
(Ay)2 + 1
A (6.22)
is negative definite since L(t) > 0, A > 0, and −pi2 < tan−1(·) < pi2 . Hence, all solutions of y tend to
each other, which implies θ˙ tends to θ˙d exponentially.
From (6.15) and (6.16), the convergence of e → 0 also implies φ → 0, which concludes the
stability analysis of the proposed underactuated control law in (6.15). Its corresponding u is then
defined by the relation between u and v shown in (6.14).
6.5 Momentum Decoupling and Feedback Linearization of
Reduced Models
Even though exact feedback linearization is not possible for the underactuated tethered system, as
discussed in Section 6.2.1, we show herein that there exists a diffeomorphism such that feedback
linearization is made possible with respect to the relative equilibria of a spinning tethered system.
We recall the dynamics of the underactuated single-tethered system with the fixed tether length
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from (6.1):
d
dt
∂L
∂θ˙
− ∂L
∂θ
= m11θ¨ +m12φ¨+ c11θ˙ + c12φ˙ = u
d
dt
∂L
∂φ˙
− ∂L
∂φ
= m21θ¨ +m22φ¨+ c21θ˙ + c22φ˙ = u (6.23)
Following [145], consider the nonlinear diffeomorphism applying the change of coordinates such that
z1 = θ + γ(φ)
z2 = m11(φ)θ˙ +m12(φ)φ˙ (6.24)
where
γ =
∫ φ
0
m12(s)
m11(s)
ds =
∫ φ
0
Ir +mr` cos(s)
Ir +m`2 + 2mr` cos(s)
ds. (6.25)
As discussed in Section 2.2.3, the kinetic symmetry with respect to θ in the absence of a gravi-
tational effect leads to symmetry in mechanics such that
∂K
∂θ
=
∂L
∂θ
= 0 (6.26)
since the corresponding Lagrangian L is independent of θ.
Note that z2 is essentially the first generalized angular momentum (see Section 2.2.3) such that
z2 =
∂L
∂θ˙
, z˙2 =
d
dt
∂L
∂θ˙
=
∂L
∂θ
+ u = u (6.27)
In addition,
z˙1 = θ˙ +
m12(φ)
m11(φ)
φ˙ =
m11(φ)θ˙ +m12(φ)φ˙
m11(φ)
=
z2
m11(φ)
(6.28)
Incorporating Equations (6.28) and (6.27), we obtain the following equations of z1 and z2:
z˙1 = m−111 (φ)z2 (6.29)
z˙2 = u
where m11(φ) = Ir +m`2 + 2mr` cosφ. Note that m11(φ) > 0, ∀φ since Ir = IG +mr2.
A closer examination of the definition of z1 and z2 given in (6.24) reveals that z1 corresponds
to the superposition of two angular variables, θ and φ, whereas z2 is the generalized momentum
conjugate to θ.
By differentiating z˙1,
z¨1 =
[
∂m−111 (φ)
∂φ
φ˙z2
]
+m−111 (φ)z˙2
=
2mr` sinφ
(Ir +m`2 + 2mr` cosφ)2
φ˙z2 +m−111 (φ)u (6.30)
= v
The following definition of the new control input v guarantees exponential convergence of z1 to
z1d:
v = z¨1d −D(z˙1 − z˙1d)−K(z1 − z1d) (6.31)
where the control gains K and D are positive constants.
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Figure 6-3: Plot of γ(φ) using `=(0.3m, 0.6m, 0.9m) and the physical parameters Section 7.5.2
For φd = 0 and φ˙d = 0, the reference z˙1d and z¨1d can be defined as
z˙1d = m−111 (φ)z2d = m
−1
11 (φ)
(
m11(φ)θ˙d +m12(φ)φ˙d
)
= θ˙d, z¨1d = θ¨d (6.32)
For the error (z1 − z1d), we are mainly concerned with the array angular rate θ˙ of the spinning
tethered array rather than the angle θ. So we consider only the γ(φ) term from the definition of z1
such that
z1 − z1d ≈ γ(φ)− γ(φd) = γ(φ) (6.33)
where γ(φ) is analytically obtained from the integral in (6.24) using Mathematica:
γ(φ) =
∫ φ
0
m12(s)
m11(s)
ds =
∫ φ
0
Ir +mr` cos(s)
Ir +m`2 + 2mr` cos(s)
ds (6.34)
=
φ
2
+
m`2 − Ir√−(m`2 + Ir)2 + 4m2r2`2 tanh−1
(
Ir +m`(`− 2r)√−(m`2 + Ir)2 + 4m2r2`2 tan φ2
)
Figure 6-3 plots the function γ(φ) in (6.34), which is a monotonic function of φ within a small
range of the compound pendulum mode angle φ. From (6.30), the original torque input u can be
computed:
u = m11(φ)v − 2mr` sinφ
m11(φ)
φ˙z2 (6.35)
where the new control input v is defined in (6.31).
As discussed in Section 6.2.1, the original nonlinear system in (6.1) is not fully feedback lin-
earizable with respect to its states, θ, θ˙, φ, φ˙. Nonetheless, the nonlinear control law in (6.35) using
feedback linearization is made possible with respect to the reduced variables, z1 and z2. The simu-
lation results in Section 6.8 show that the control law in (6.35) is particularly efficient for tracking
the desired trajectory of θ˙d while the desired φd and φ˙d are set to zero.
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6.6 Tracking Control by Backstepping and Contraction Anal-
ysis
Feedback linearization often results in cancellations of useful nonlinearities. To the contrary, back-
stepping design is more flexible and does not force the designed system to appear linear. This implies
that backstepping can avoid cancellations of useful nonlinearities and often allow for additional non-
linear terms in order to improve transient performance [100]. We present a backstepping nonlinear
control design of the single tethered system, based upon the strict-feedback cascade normal form
introduced in the previous section.
6.6.1 Review of Integrator Backstepping [100]
We augment a nonlinear system in (6.2) with an integrator
x˙ = f(x) + g(x)ξ
ξ˙ = u (6.36)
and suppose that the original dynamics in (6.2) has a stabilizing control function u = α(x) such
that
∂V (x)
∂x
[f(x) + g(x)α(x)] ≤ −W (x) ≤ 0 (6.37)
whereW (x) : Rn → R is positive semidefinite. Then, via LaSalle-Yoshizawa theorem, limt→∞W (x(t)) =
0 is guaranteed. Furthermore, ifW (x) is negative definite, x = 0 is the global asymptotic equilibrium
of the original dynamics in (6.2).
Now we can design a stabilizing control ξ˙ = u for the full system in (6.36) via backstepping.
Based on [100], either of the following is true:
(1) if W (x) is positive definite, then
Va(x, ξ) = V (x) +
1
2
[ξ − α(x)]2 (6.38)
is a Control Lyapunov Function (CLF) for the full system (6.36). In other words, there exists a
feedback control u = αa(x, ξ) that renders x = 0, ξ = 0 the globally asymptotically stable (GAS)
equilibrium of (6.36).
One such control is
u = −c(ξ − α(x)) + ∂α(x)
∂x
[f(x) + g(x)ξ]− ∂V (x)
∂x
g(x), c > 0. (6.39)
(2) If W (x) is only positive semidefinite, then there exists a feedback control that renders Va ≤
−Wa(x, ξ) ≤ 0, such that Wa(x, ξ) > 0 whenever W (x) > 0 or ξ 6= α(x). This ensures global
boundedness and convergence of
(
x(t) ξ(t)
)T to the largest invariant set Ma contained in the set,
W (x) = 0, ξ = α(x).
Significant design flexibility is allowed in the backstepping procedure by the choice of the stabi-
lizing function α(x). In other words, a careful choice of α(x) avoids cancellations of useful nonlin-
earities, and allows for additional nonlinear terms to improve transient performance.
6.6.2 Nonlinear Control by Backstepping
Recalling the reduced dynamics of z1 and z2 from (6.29),
z˙1 = m−111 (φ)z2 (6.40)
z˙2 = u
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where
z1 = θ +
∫ φ
0
m12(s)
m11(s)
ds
z2 = m11(φ)θ˙ +m12(φ)φ˙ (6.41)
The above strict-feedback system regards the variable φ as an exogenous variable, thereby allowing
for backstepping. Let us define the stabilizing function α(z1) = −c1z1, c1 > 0 such that the dynamics
z˙1 = m−111 (φ)α (6.42)
is asymptotically stable with V = 12z1
2. We define the error function e such that
e = z2 − α(z1) = z2 + c1z1 (6.43)
and its time derivative is
e˙ = z˙2 + c1z˙1 = u+ c1m−111 (φ)(e− c1z1). (6.44)
Suppose that a CLF for z1 and z2 is Va = 12z1
2 + 12e
2. Its time derivative should be bounded by
the positive definite function W (x) for asymptotic stability.
V˙a = z1z˙1 + ee˙ = z1m−111 (φ)(e− c1z1) + e[u+ c1m−111 (φ)(e− c1z1)]
= −c1m−111 (φ)z12 + e[u+ c1m−111 (φ)e+ (1− c12)m−111 (φ)z1] (6.45)
The following u renders V˙a = −c1m−111 (φ)z12 − c2e2 < 0 with c2 > 0:
u = −c2e− c1m−111 (φ)e+ (c12 − 1)m−111 (φ)z1
= −[c2c1 +m−111 (φ)]z1 − [c2 +m−111 (φ)c1]z2 (6.46)
The closed-loop system in the (z1, e) coordinates results in(
z˙1
e˙
)
=
[−c1m−111 (φ) m−111 (φ)
−m−111 (φ) −c2
](
z1
e
)
(6.47)
where c1 and c2 are positive constants.
The above equation shows an interesting property. The system matrix is uniformly (independent of
time) negative definite due to the skew-symmetric off-diagonal terms and the positive m11(φ) term.
Possessing such a negative-definite system matrix is an important characteristic of backstepping
design (see [100]). It is emphasized that a similar discussion automatically leads to contraction
analysis introduced in Section 2.5. The resulting equation for (z1, e) in (6.47) is contracting due to
its uniformly negative definite Jacobian, hence (0, 0) is an exponentially stable equilibrium of (z1, e).
Since we are more interested in tracking control of the underactuated system, the following tracking
control law is suggested based upon (6.46) and (6.47):
u = −[c2c1 +m−111 (φ)]z1 − [c2 +m−111 (φ)c1](z2 − z2d) + z˙2d (6.48)
where z2d = m11(φ)θ˙d and z˙2d = m11(φ)θ¨d due to φd = 0, φ˙d = 0. Since we focus on the angular rate
θ˙, z1d is defined such that z1 − z1d = z1 and z˙1d = m−111 (φ)z2d. Additionally, we set ed = z2d + c1z1d
and e˙d = z˙2d + c1z˙1d. Then, the control law in (6.48) leads to the closed-loop system of the virtual
variables y1 and y2, which has(
y1
y2
)
=
(
z1 − z1d
e− ed
)
, and
(
y1
y2
)
=
(
0
0
)
(6.49)
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Figure 6-4: Two-spacecraft tethered system with a reaction wheel, depicted on the rotation plane.
The φ1 and φ2 angles indicate the compound pendulum modes.
as particular solutions. Its virtual displacement equation results in(
δy˙1
δy˙2
)
=
[−c1m−111 (φ) m−111 (φ)
−m−111 (φ) −c2
](
δy1
δy2
)
. (6.50)
This is contracting since the symmetric part of its Jacobian matrix[−c1m−111 (φ) 0
0 −c2
]
(6.51)
is uniformly negative definite (Theorem 2.5.1, Chapter 2). Hence all solutions of y1 and y2 tend to
each other, resulting in θ˙ → θ˙d and φ, φ˙ → 0 from the definition of z1, z2 and e. Furthermore, the
contraction rate of z1 is proportional to c1 whereas c2 independently determines the contraction rate
of e. This indicates that we can properly tune the gains c1 and c2 for desired tracking performance
of z1 and z2, respectively. In order to maintain the same convergence rate for z2 over various tether
lengths, we can set c2 → c2m−111 (φ).
6.7 Decentralized Control For Multi-Vehicle Systems
Following the model reduction technique introduced in Chapter 4, we show herein that a fully
decentralized control law designed from the underactuated single-tethered system can stabilize a
multi-vehicle tethered array. The decentralized controller will enable simple independent control
of each satellite by eliminating the need for exchanging individual state information. This will
significantly simplify both the control algorithm and hardware implementation, as well as eliminate
any possibility of performance degradation due to noisy and delayed communications.
Consider a two-spacecraft array with only torque input (u1, u2), as illustrated in Figure 6-4:
M2(φ1, φ2)
 θ¨φ¨1
φ¨2
+C2(φ1, φ2, θ˙, φ˙1, φ˙2)
 θ˙φ˙1
φ˙2
 =
u1 + u2u1
u2
 (6.52)
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where M2(φ1, φ2) and C2(φ1, φ2, θ˙, φ˙1, φ˙2) can also be derived by the parallel combination of the
two independent single tethered dynamics (see Chapter 4).
In Chapter 4, it is shown that a linear decentralized control in (6.12)
u1 = −K1φ1 −K2(θ˙ − θ˙d)−K3φ˙1 (6.53)
u2 = −K1φ2 −K2(θ˙ − θ˙d)−K3φ˙2
stabilizes the linearized tethered two-spacecraft dynamics of (6.52) if rK2 < (r+`)K3, K1 > 0, K2 >
0. Furthermore, it is proven that such a decentralized control synchronizes the compound pendulum
oscillation, φ1 and φ2. Hence, we can expect that the decentralized nonlinear control techniques
introduced in this section possess the same stability property for a multi-vehicle underactuated
system if the behavior of the closed-loop systems is sufficiently close to the linearized dynamics. In
the case of spinning tethered arrays, this is particularly true for a regulatory control in which a
desired trajectory is time-invariant.
We can proceed to prove the stability of the nonlinear decentralized control law introduced in
Section 6.5. The proof entails showing that such a decentralized control law can de facto synchronize
the two compound pendulum mode angles– φ1 and φ2 for the two-spacecraft system. Recall that
the second and third rows of (6.52) are the independent dynamics for φ1 and φ2, respectively:
(Ir +mr` cosφ1)θ¨ + Irφ¨1 +mr`θ˙2 sinφ1 = u1
(Ir +mr` cosφ2)θ¨ + Irφ¨2 +mr`θ˙2 sinφ2 = u2
(6.54)
where the decentralized control law ui, i = 1, 2 from (6.35) can be written as
ui = m11(φi)[θ¨d −D(θ˙ − θ˙d)]−Dm12(φi)φ˙i −Km11(φi)γ(φi)− 2mr` sinφi
m11(φi)
φ˙iz2(φi) (6.55)
Since the φ angle is stabilized (φ → 0), assume that φ and φ˙ are sufficiently small such that
m11(φ) ≈ m11(0), cosφ ≈ 1, and sinφφ˙ ≈ 0. Then, the closed-loop dynamics in (6.54) can be
simplified as
Irφ¨1 +Dm12(φ1)φ˙1 +Km11(φ1)γ(φ1) +mr`θ˙2 sinφ1 = g(t)
Irφ¨2 +Dm12(φ2)φ˙2 +Km11(φ2)γ(φ2) +mr`θ˙2 sinφ2 = g(t)
(6.56)
where the common excitation input is defined as
g(t) = −(Ir +mr`)θ¨ +m11(0)[θ¨d −D(θ˙ − θ˙d)] (6.57)
Also, note that m11(φ) > 0 ∀φ and m12(φ) > 0 for |φ| < pi2 .
Consider the virtual dynamics of y that has φ1 and φ2 as its particular solutions:
Iry¨ +Dm12(y)y˙ +Km11(y)γ(y) +mr`θ˙2 sin y = g(t) (6.58)
The above dynamics is contracting (δy → 0) with D > 0 and K > 0 in the region |φ| < pi2 , indicating
that any solutions of y converge to each other. This in turn implies that φ1 tends to φ2 exponentially
fast. Once φ1 → φ2, it is straightforward to show that the equation of motion for two-spacecraft
in (6.52) reduces to the superposition of the reduced variables z1 and z2 for each spacecraft. As
a result, a decentralized control law designed form the single-tethered dynamics not only stabilizes
the coupled two-spacecraft dynamics, but also synchronizes the compound pendulum mode angles
φ1 and φ2. Following the discussion in Chapter 4, the above result can be extended to a triangular
configuration and a three-inline configuration. In particular, due to the hierarchical combination,
the dynamics of a three-inline configuration reduce to those of the single-tethered system if the
center spacecraft becomes exponentially stabilized. In other words, the above result shows that
implementing an underactuated control law based on the single-tethered dynamics in Figure 6-1
ensures the stability of the rotation rate and the relative motions in an inline three-spacecraft array
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(see the discussion in Chapter 4).
6.8 Simulation Results
In this section, we compare the tracking performance of the two nonlinear underactuated control
laws, introduced in Sections 6.5 and 6.6, with that of the linear LQR control. In addition, we
validate the effectiveness of a decentralized nonlinear underactuated control law for a two-spacecraft
configuration as well as a three-spacecraft inline configuration, thereby further extending the theory
in Chapter 4 to underactuated tethered systems.
6.8.1 Comparison with LQR Control
We illustrate that the nonlinear control approach is superior to the linear control in tracking a
time-varying trajectory. For each simulation, the desired angular rate of the array θ˙d is given as
θ˙d = 0.25 + 0.02e−τt(1− cos (2pift)) (6.59)
θ¨d = 0.02e−τt[2pif(sin (2pift))− τ(1− cos (2pift))]
where f=0.01, τ=0.02. The control law is also required to minimize the compound pendulum modes
such that φd, φ˙d = 0 while trying to follow θ˙d.
The initial conditions are defined as θ˙0=0.25 rad/s, φ0 = 0.1 rad, and φ˙0 = −0.05 rad/s. The
physical parameters used in the simulations are selected from the actual values of the SPHERES
testbed on the new air-bearing carriage described in Chapter 7. The radius of SPHERES, r is 0.15
m, the mass of SPHERES with the air-bearing carriage, m is 20.346 kg, and the moment of inertia
I is 0.178 kgm2. The tether length ` is either 0.5 m or 1 m.
Figure 6-5 shows the performance of the nonlinear tracking control using the feedback lineariza-
tion of the reduced variables in (6.35). The gains are defined as K = 1 and D = 2. The nonlinear
control is denoted by NLFL and compared with the LQR control. For the LQR control, the Q
weighting matrix is diag(
[
1 5 1
]
) and the nominal angular rate of θ˙ = ω=0.25 rad/s are used.
The simulation clearly indicates that the nonlinear control is superior to the LQR control in terms
of tracking error. Both control approaches turn out to be equally efficient in minimizing the com-
pound pendulum mode (φ, φ˙). As the tether length ` increases from 0.5 m (Figure 6-5(a)) to 1.0 m
(Figure 6-5(b)), the tracking performance for the LQR control degrades even though the change in
the tether length was taken into account in computing the optimal LQR gains. This degradation in
the performance of the LQR control has to do with the fact that the underactuated tethered system
becomes less controllable as the tether length increases (see Chapter 3). In contrast, the nonlinear
control achieves the same level of performance regardless of the tether length variation. In addition,
cumbersome gain-scheduling is not required for the nonlinear control approach.
Likewise, Figure 6-6 represents the performance of the nonlinear tracking control law derived by
the backstepping design approach in (6.48). The gains used for this simulation are c1 = 4 and c2 = 2.
The figures clearly indicate that the nonlinear control approach using backstepping demonstrates
more efficient tracking performance than the LQR control, whose performance deteriorates as the
tether length increases.
6.8.2 Two-Spacecraft System
We simulate the proposed decentralized underactuated control law in (6.35) and (6.55) for the two-
spacecraft tethered system shown in Figure 6-4. The desired trajectory θ˙d is defined as in the previous
section. Since the total tether length in (6.52) is 2`, `=1 m is used. All other physical parameters of
the SPHERES satellite remain the same as the previous section, including the control gains (K = 1
and D = 2). The initial conditions are defined as θ˙(0)=0.25 rad/s, ψ˙(0)=0.25 rad/s, φ1(0) = 0.1 rad,
φ˙1(0) = 0 rad/s, φ2(0) = −0.1 rad, and φ˙2(0) = 0 rad/s. As illustrated in Figure 6-7, the control
law works efficiently to follow the trajectory θ˙d while minimizing the compound pendulum mode
(φ1 and φ2). It should be stressed that the control law makes both the compound pendulum modes
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angles synchronize exponentially (i.e., φ1 → φ2) due to the discussion in Section 6.7. We can easily
find why the state responses of the two-spacecraft system are similar to those of the single-tethered
system in the previous section. Once the two individual spacecraft are synchronized, they behave
as one unified closed-loop dynamics of the single-tethered system.
6.8.3 Three-Spacecraft Inline Configuration
Following the discussion in Section 6.7, we also investigate if the proposed method of designing a
nonlinear underactuated control law from the decoupled single-tethered dynamics can be applied
to the three inline configuration introduced in Chapters 3 and 4. Figure 6-8 shows a simulation
result obtained by the same underactuated control law in (6.55) for the two outlying spacecraft in
the linear three-spacecraft tethered array. For the center-spacecraft, a simple linear control law,
u0 = −0.228(ψ˙ − θ˙d), is used for a spin-up operation. The nonlinear control gains are K = 0.5 and
D = 2 while the only nonzero initial conditions are given as ψ˙ = 0 and φ1 = 0.05 rad. During the
spin-up maneuver of ψ˙ from 0.25 to 0.27 rad/s, the compound pendulum modes φ1 and φ2 get excited
due to the coupling motions of the underactuated dynamics. Eventually, the compound pendulum
modes φ1 and φ2 oscillate in sync as they tend to zero (see the discussions in Chapter 4 and Section
6.7). In conclusion, the proposed underactuated control law, independently implemented in each
spacecraft in a decentralized fashion, also ensures the stability of the closed loop system.
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(a) tether length=0.5 m
(b) tether length=1.0 m
Figure 6-5: Nonlinear tracking control using the feedback linearization of the reduced variable
(NLFL) in Section 6.5 and the LQR control
160
(a) tether length=0.5 m
(b) tether length=1.0 m
Figure 6-6: Nonlinear tracking control using backstepping (NLBS) in Section 6.6 and the LQR
control
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Figure 6-7: Simulation result of a decentralize control for Figure 6-4
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Figure 6-8: Simulation result of a decentralize control for a three-inline configuration
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Figure 6-9: Two-spacecraft tethered system equipped with a high-bandwidth linear actuator on the
tether (P ), a reaction wheel (u), and a tangential thruster (F , not shown) in each spacecraft.
6.9 NewMomentum Dumping Method for SaturatedWheels
If the linear velocity or angular velocity of each spacecraft is held constant, the increase of the
tether length and external disturbance torque inevitably lead to the saturation of the wheel speed.
For satellites in orbit, a pair of thrusters is conventionally used to dump the angular momentum
of the saturated momentum wheel. This section focuses on the issue associated with managing the
saturated angular momentum once a tethered array spun by reaction wheels reaches its maximum
size. A new technique that can be used to extend the array beyond this size is proposed. The pro-
posed method maintains the desired array spin-rate and zero compound pendulum mode during the
momentum dumping operation. Maintaining the zero compound pendulum mode without diagonal
thrusters poses a challenge since the reaction wheel, which directly controls the pendulum mode, is
decelerated continuously in one direction.
Let us now assume that the tethered formation flight spacecraft shown in Figure 6-9 are equipped
with only a reaction wheel (u), a tangential force thruster (F ), and a high-bandwidth translational
actuator on the tether (P ) in each spacecraft. The direction of F is perpendicular to the line
between the tether attachment point and the CM of the spacecraft. It is shown in Chapter 3 that a
planar rotating array of tethered spacecraft can control all relevant degrees of freedom using only one
reaction wheel (u) in each spacecraft. Due to the Coriolis force exerted on the spacecraft, a radial
motion of the tether can exert torque with respect to the compound pendulum mode φ in Figure
6-9. Oscillatory motions of the tether from the force P can then be used as a means of controlling
the pendulum mode. From (3.66), the dynamics of φ is coupled with ˙` as
φ¨+
rω2
(
Ir +m`(2r + `)
)
`IG
φ˙ = 2
v
`
θ˙ + 2
ω
`
˙`− 1
m`
F +
r + `
IG`
u (6.60)
where v is the nominal tether speed, which is zero here.
Since ˙` is mainly driven by the force P , we can control the compound pendulum mode φ by
exerting the force P on the tether. Such an actuation method can be employed to dump the angular
momentum stored on the reaction wheels. While constantly decelerating the wheel speed, the linear
force P on the tether can be exerted in an oscillatory fashion to minimize the associated compound
pendulum mode, while the linear thruster F maintains a constant array angular rate. In other
words, it is straightforward to show that the system shown in Figure 6-9 is fully controllable by F
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and P when u is not available (see Chapter 3). Hence, the momentum dumping method provides
an alternative method for stabilizing the compound pendulum mode during momentum dumping
operations.
A simulation of such a momentum dumping operation is presented in Figure 6-10. The torque
from the reaction wheel (u) is set as u = −0.01 (Nm) such that the wheel speed can constantly
be decelerated to zero. The tangential force thruster (F ) and the translational actuator on the
tether (P ) exert the control forces in order to maintain the same angular rate θ˙ and zero compound
pendulum mode (φ, φ˙ = 0):
F = −10φ− 10φ˙− 10(θ˙ − θ˙d)
u = −0.01 (6.61)
P = −10φ− 10φ˙− 10(θ˙ − θ˙d)− 40(`− `d)− 40 ˙`
The top plot of Figure 6-10(a) shows the change in the angular momentum of the reaction
wheel due to the constant deceleration u = −0.01 (Nm) while the control forces F and P effectively
maintain the control states at the reference points (bottom plot). Figure 6-10(b) shows that the usage
of the linear thruster (F ) to maintain the array angular rate is relatively small. In contrast, large P
is required to stabilize the compound pendulum mode in the absence of the RWA torque u. Small
oscillations of both the control states and the tether length are acceptable since no interferometric
observation is scheduled during the momentum dumping operation.
6.10 Conclusions
This chapter proposed a new approach for controlling the array spin rate and relative attitude
without thrusters by exploiting the coupled dynamics. Such a tethered system without thrusters
is underactuated since it has fewer inputs than configuration variables. This work reports the
first propellant-free underactuated control results for tethered formation flying spacecraft. Such
an underactuated control approach is particularly beneficial to stellar interferometers due to the
increased mission life span and reduced optical contamination by exhaust from the thrusters. This
chapter further illustrated the potential of the proposed underactuated strategy by providing a new
momentum dumping method that does not use torque-generating thrusters.
In contrast with linear systems in which an underactuated control law can be synthesized easily,
designing a nonlinear controller for nonlinear underactuated systems is a difficult control problem,
mainly due to the lack of full state feedback linearizability. In this chapter, we derived several nonlin-
ear control laws for spinning tethered systems: partial feedback linearization, feedback linearization
via momentum decoupling, and backstepping. Our simulation results indicate that the nonlinear
control methods are much more efficient in tracking time-varying trajectories than LQR control.
For future work, developing a robust nonlinear underactuated control method that deals with model
uncertainties and sensor noise would be an interesting and challenging research topic. Even though
the modeling on the two-dimensional rotational plane is justified by the decoupling presented in
Chapter 3, it would also be useful to extend such an underactuated control strategy to three-
dimensional attitude dynamics. In particular, precessing the array rotation might also be achievable
using underactuated tethered systems.
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Figure 6-10: Momentum dumping operation with stabilization
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Chapter 7
Testbed Development and
Experimental Validation
7.1 Chapter Objective
This chapter describes the SPHERES tethered formation flying spacecraft testbed and its experi-
mental validation of the proposed decentralized control strategy from the previous chapters. While
a considerable portion of this chapter is devoted to the hardware and software modification of the
existing SPHERES system, this chapter also focuses on multi-sensor data fusion with Kalman filter-
ing, avionics design and motor controller design to support tethered formation flying experiments.
It concludes with representative experimental results obtained at the NASA Marshall Space Flight
Center (MSFC) flat floor facility on December, 2004 and September, 2006.
7.2 Tethered-SPHERES Testbed
The MIT Space Systems Laboratory (MIT-SSL) developed the multiple nano-satellite testbed called
SPHERES (Synchronized Position Hold Engage and Reorient Experimental Satellites) to advance
metrology, control, and autonomy technologies for use in formation flight and autonomous docking,
rendezvous and reconfiguration algorithms (see Figure 7-1).
In order to support tethered formation flying experiments with the SPHERES testbed, a new
suite of hardware has been designed and added. The aim of the present section is to describe such
recent improvements to the SPHERES, including a new tether reel mechanism, a force-torque sensor
to measure bearing angle, and an air-bearing carriage with a reaction wheel.
7.2.1 Overview of SPHERES Satellite
The SPHERES testbed was developed as part of the ongoing research initiatives of the MIT-SSL
that utilize the space environment provided by the International Space Station (ISS) to validate
dynamics and control algorithms of distributed spacecraft control, estimation, and autonomy. A
good overview of SPHERES can also be found in [98] and [168]. At the time of writing, several
SPHERES nano-satellites were launched to the ISS for control experiments in a three-dimensional
environment. Motivated by the successful experimental results in this thesis, tethered formation
flying experiments on ISS are currently being pursued. The micro-gravity facility in ISS provides
six degrees-of-freedom (DOF) for each satellite to fully test control and estimation algorithms for
NASA’s future stellar interferometer missions such as TPF [11] and SPECS [107]. In the mean time,
we verify our control algorithms in the 2-dimensional flat floor facilities at MIT and NASA MSFC.
The three main operational environments of the SPHERES testbed are presented in Figure 7-1. The
top two pictures show the zero-gravity 6 DOF environment on ISS (top left) and NASA’s KC-135
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(a) Formation flying experiments on ISS (b) Formation flying experiments onboard KC-135 flight
(c) Three triangular configuration on MSFC flat floor (d) Three inline configuration on MSFC flat floor
Figure 7-1: Three operational environments of SPHERES. ISS (a), KC 135 reduced-gravity flight
(b), NASA MSFC flat floor (c,d)
reduced gravity aircraft (top right). The bottom pictures depict SPHERES sitting on the air-bearing
carriages at the MSFC flat floor, which provides three DOF: yaw rotation and x,y translations.
The individual self-contained satellites have the ability to maneuver in up to six degrees of
freedom (DOF) (three rotations and three translations), to communicate with each other and with
the laptop control station, and to identify their position and attitude with respect to each other and
to the experiment global reference frame. Figure 7-2(a) shows a SPHERES satellite. The diameter
of a single SPHERES satellite is 0.25 m, and the mass of a SPHERES satellite, including a full
gas tank, is 4.5 kg. The satellites are propelled by a cold-gas thruster system which uses carbon
dioxide as propellant. The CO2 propellant is stored in liquid form at 860 psig; a regulator reduces
the pressure to 35 psig. Twelve thrusters are positioned to provide full controllability in all six
degrees of freedom, enabling both torque and translation control. Each thruster assembly, exerting
a maximum of 0.12N of force, consists of a solenoid-actuated micro-valve with machined nozzles.
The SPHERES satellite is capable of exerting 0.24 N of force and 0.012 Nm of torque using thrusters.
The reaction wheel assembly (RWA) has been added to each air-bearing carriage to provide sufficient
torque up to 0.207 Nm. These physical characteristics of a SPHERES satellite are summarized in
Table 7.1.
The original SPHERES metrology system, using the ultrasound time-of-flight and rate gyro-
scopes, provides metrology information to the satellites in real-time. Since no global metrology
system like GPS is actually available in deep space missions, the tethered SPHERES system utilizes
a relative metrology system using the four ultrasound receivers (24 in total per each SPHERES
satellite) on the line-of-sight face and the on-board beacon of the adjacent SPHERES satellite (see
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(a) Important external features of SPHERES (b) A diagram of the global metrology system [80]
Figure 7-2: SPHERES nano-satellites
Figures 7-2 and 7-3). The relative metrology system is a pseudo-GPS ranging system that uses
ultrasonic time-of-flight measurements from the target on-board beacon to the ultrasound (U/S)
microphones distributed on the surface of each satellite. These time-of-flight measurements are
converted to ranges and are then used to derive relative attitude and rate (φ, φ˙) with respect to
the reference frame using a series of Extended Kalman Filters (EKF). An additional Kalman filter,
incorporating the gyroscope measurement, estimates all the states (compound pendulum mode and
array rotation rate) needed for each satellite. A flow of measurement data is illustrated in Figure 7-3.
Each estimation algorithm is decentralized in the sense that it uses the single-tethered dynamics in
(3.18).
A Texas Instruments C6701 Digital Signal Processor provides the onboard computational capa-
bility. The ability of the C6701 to provide up to 1.0 GFLOPS allows for significant processing power
to prevent it from being the limiting factor in the performance of the system. A FLASH memory size
of 224 KB allows software re-configuration of the full operating system, making sure that multiple
control algorithms are supported while the system is in the ISS or during the flat floor test.
The power system utilized onboard the ISS consists of packs of AA alkaline batteries while
NiMH rechargeable packs are used on the ground facility. Each battery pack measures 12 volts and
two battery packs provide each satellite with approximately two hours of operation; once a pack is
consumed, it can be easily replaced. Each SPHERES satellite uses two separate frequency channels
for communications, operating at 57.6 kbps each. One channel is used for satellite-to-satellite (STS)
Table 7.1: SPHERES Properties
Properties SPHERES Satellite With RWA Air-Carriage
Diameter 0.25 m 0.25 m
Mass 3.87 kg 15.856 kg
Number of CO2 Tanks 1 4
Mass with Full Tanks 4.5 kg 20.346 kg
Moment of Inertia 0.0213 kgm2 0.178 kgm2
Max Linear Force Actuation 0.24 N 0.24 N
Max Torque Actuation 0.012 Nm (Thrusters) 0.207 Nm (RWA)
Power 15 W 30 W
Battery Life 1.5 Hr 1.5 Hr
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Figure 7-3: A SPHERES satellite on the new air-bearing carriage with a reaction wheel and its
block diagram of signal and data transfer. A schematic of the FPGA board is expanded in Figure
7-8 and the motor control loop is detailed in Figure 7-11.
communications; the other channel enables satellite-to-laptop (STL) communications. Both channels
are bi-directional; however, the communication hardware is half-duplex, meaning that only one unit
can transmit at a time.
Each SPHERES satellite comes with an expansion port that provides a connectivity to the
auxiliary hardware (see Figure 7-3). The expansion port interface provides the power (± 5V, ± 15V
and GND) and a series of data communication lines for data transfer (three analog inputs with a
range of 5V, serial communication, etc). A tether deployment and retraction mechanism with tether
force-torque sensors has been added to this expansion port to support the tethered formation tests,
which is detailed in the subsequent sections.
7.2.2 Flight Quality Tether Reel with Force-Torque Sensor
The SPHERES satellite, with a prototype version of the tether reel with a force-torque sensor,
is mounted on an air-bearing carriage equipped with a reaction wheel in Figure 7-3. Due to the
increased overall weight of the system, we converted a single-puck system back to a three-puck
system. The air-bearing carriages require 3 CO2 tanks, which allow for continuous operations of
up to 30 minutes. The tether reel mechanism attaches to the SPHERES satellite via the expansion
port, allowing for data and power transmission from the satellite. The prototype tether reel includes
a motor and spool assembly to reel the tether in and out as well as a force/torque (F/T) sensor and
ultrasound sensor to measure relative position and bearing of the neighboring satellite. A new flight
tether reel is being developed for experiments in the ISS.
Figure 7-4 is a CAD rendering of the new ISS-flight tether reel developed by the MIT-SSL and
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Figure 7-4: Space flight version of tether reel mechanism, courtesy: Payload Systems
Payload Systems Incorporated (PSI). The new version is designed to hold ten meters of tether. Some
of the key design advantages of the new tether reel include an arm that moves along a shaft to ensure
that the tether is evenly applied to the spool, as it reels in, and prevent loss of tension. This tether
spindle and guide are depicted in Figure 7-5.
The spindle and tether guide maintain tension in the tether at all times. Rubber grommets
provide friction so the the tether has to be pulled on to the spool and pulled off of the spool. The
spindle is threaded to move the guide approximately one tether width per revolution of the spool.
Three different kinds of electronic sensor systems are embedded in the tether reel mechanism.
First, a 6-DOF force-torque (F/T) sensor measures tether tension and bearing angles. Second, the
ultrasound beacon emits ultrasonic signal to adjacent SPHERES for range and relative attitude
measurements. Third, the new flight version of the tether reel will be equipped with a tether motor
encoder to directly measure the tether length. Such a motor encoder is not present in the prototype
version shown in Figure 7-3.
The previous generation of the tethered-SPHERES system could not measure tensile forces of
the tether or slackness. One possible solution is to implement a strain gauge as in the case of another
tethered spacecraft testbed [138]. One big drawback of such a system is that it only allows for force
measurements in one direction. Consequently, a 6-DOF force-torque (F/T) sensor (commonly called
as load cell) is selected for the SPHERES system. The selected load-cell, ATI Nano-17, can measure
forces and torques in all three dimensions, and its compact size (diamter=0.669 in and height=0.571
in) allows it to fit into the small tether-reel (see Figure 7-6). It has a range up to 17 N for the z
direction along the tether and 12N for the x and y directions. The resolution is 1/160 N.
A F/T sensor will be used to measure the bearing angle, φ that the tether makes with respect
to the satellite in the horizontal plane. The new F/T sensor-based system simply compares two
force outputs (Fx and Fy) to calculate the bearing angle φ– see Figure 7-13(b). The details of the
metrology system are expanded in Section 7.4.5.
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Figure 7-5: Exploded view of the tether guide, courtesy Payload Systems Incorporated.
Figure 7-6: Exploded view of the reel head, courtesy Payload Systems Incorporated.
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Figure 7-7: FPGA avionics board and its key components with a tether reel mechanism removed
(left), A side view of the SPHERES Expansion port face (right). The FPGA board sits between the
tether reel mechanism and the expansion port.
7.2.3 Tether Data Interface Module using FPGA
This section describes the functional details of the FPGA avionics board. As illustrated in Figure
7-7, the FPGA avionics board is sandwiched between the expansion port and the aluminum plate
holding the tether reel mechanism. In essence, the FPGA avionics board is responsible for all sensor
data and motor command transfers between the SPHERES satellite and its tether reel mechanism.
Figure 7-8 illustrates a flow of signals among different components of the FPGA. There are two
F/T sensor connectors since the center SPHERES satellite, in a three-spacecraft inline configuration,
has two tether attachment points. Table 7.2 lists the specifications of the selected FPGA IC chips.
The raw voltage outputs (6 channels) from the F/T sensors are sent to the FPGA avionics board
via a DB9 pin connector. The F/T sensor consists of six high-quality silicon strain gauges. An
excitation voltage of +5V is supplied into the strain gauges while the low excitation voltage is
tied to the ground (GND). In order to maximize the operating range of the F/T sensor, the raw
F/T signals are amplified by a factor of 23.727. The anti-aliasing low-pass filters, with a cutoff-
frequency at 29.693 Hz, were implemented to reduce high frequency noise sent to the 12-bit 12-
channel DAC chip. The field programmable gate array (FPGA) then receives an array of converted
digital signals from the F/T measurement and passes it to the SPHERES main memory via the
SPHERES expansion port. The selected FPGA, Spartan-3 is a semiconductor device containing
programmable logic components and programmable interconnects. The FPGA is also responsible
for generating all sampling clock signals for both the DAC and ADC. The FPGA logic is programmed
in VHDL programming language and uploaded to the FPGA Flash ROM (Xilinx XCF02S).
We decided to make extensive use of the serial port (RX and TX) on the SPHERES expansion
port for the communications between the FPGA and the SPHERES main computer. This means
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Figure 7-8: Schematic of FPGA avionics board showing a flow of signals between different compo-
nents. The gray blocks indicate the external hardware connected to the FPGA board. The power
lines from the expansion port are omitted. The RWA controller contains a DAC smoothing filter
Table 7.2: Key components of the FPGA board and F/T Sensor
Type Selection Performance
F/T Sensor ATI Nano-17 max force 12-17 N, res. 1/160N
FPGA Xilinx Spartan-3 200,000-gate, 12 18K-bit RAMs
Inst. Amp Max4194 with R=2.2 kΩ, Gain =23.727
Anti-Aliasing Filter R=5.36 kΩ, C=1.0 µF cutoff freq=29.7 Hz
ADC (F/T input) Max1294 12 bit, 6 channels, Input: 0-5V
DAC (RWA control) BB DAC813 12 bit, Output: ±10V
Tether Motor Control LB1836M bipolar stepper-motor driver
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that the speed command of the reaction wheel is transferred as a character string:
D[M ][L][Dir][Spd]D[M ][L][Dir][Spd]D[M ][L][Dir][Spd] . . . (7.1)
whereD denotes the start of one sample string, which includes: a 12-bit reaction wheel speed, divided
into a 6-bit Most-Significant-Byte (MSB) string-[M ] and a 6-bit Least-Significant-Byte (LSB)-[L]
string; tether motor direction ([Dir]); and tether motor speed ([Spd]).
Then, the FPGA directly communicates with the 12-bit DAC to send a wheel speed command
with a range of ±10V to the motor controller (see Section 7.3). Note that this external motor con-
troller contains a smoothing filter to reduce the high-frequency noise induced by the D/A conversion.
On the other hand, the signal-conditioned F/T measurements are sent to the SPHERES satellite
as the following character string:
A[M ]1[L]1[M ]2[L]2[M ]3[L]3[M ]4[L]4[M ]5[L]5[M ]6[L]6B[M ]1[L]1[M ]2[L]2 . . . (7.2)
where A and B indicate the start of the first and second F/T sensor, respectively while [M ] and [L]
denote the MSB and LSB bytes for each channel (6 channels per F/T sensor).
One string sample of the F/T measurement amounts to 26 Bytes, or 208 bits. This indicates
that the serial communication with a baud rate of 115.2 kbps can reach a maximum sampling rate
of 553 Hz.
The following 3 × 6 sensitivity matrix is provided by the F/T sensor manufacturer to compute
the exact forces in the F/T sensor platform:
FxFy
Fz
 =
−0.047 −0.32 0.187 10.636 0.398 −10.157−0.746 −11.966 −0.073 5.862 −0.155 6.178
11.273 0.534 11.375 0.044 11.143 0.278


Ch1
Ch2
Ch3
Ch4
Ch5
Ch6
 (7.3)
where Ch1, Ch2, . . . , Ch6 denote the 6 channel outputs from the Force-Torque sensor.
Once those forces are computed in the SPHERES main control loop, a series of EKFs estimate
all relevant states by mixing the F/T output with high-bandwidth gyro measurement, as illustrated
in Figure 7-3. We elaborate on the estimation techniques in Section 7.4.
One additional function of the FPGA is to generate 750-Hz Pulse-Width-Modulation (PWM)
signals to run a tether motor attached to the FPGA board. The following summarizes some key
FPGA codes handling all the functions described in this section.
• Britney Tether.vhd: this main VHDL code defines the inputs and outputs, and calls the
following subroutines.
• Clocker.vhd: generates multiple clock signals from the 50-MHz master clock, including sam-
pling rates for ADC, DAC, and serial communications.
• ADController.vhd: provides data and interrupt codes for ADC interfacing.
• motor control.vhd: modulates the duty of 750Hz PWM to change the speed.
• uart tx.vhd,uart rx.vhd: handles the serial communication codes.
7.3 Reaction Wheel Air-Carriage
Figure 7-9 shows an air carriage with a reaction wheel embedded in its base. The reaction wheel is
used to spin up the array of two or three satellites while the tether motor reels out the tether.
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Figure 7-9: RWA motor controller and reaction wheel mounted on the air-carriage
7.3.1 Sizing the Wheel Using Observation Strategies from SPECS
Several decisions are not yet confirmed with respect to the NASA SPECS architecture, including
the number of apertures and their configuration. Another open issue is the observation strategy.
Given the basic goal of spiraling out and reaching some given level of UV plane coverage [42] (i.e.
more UV filling with smaller gaps in the Modulation Transfer Function– MTF), there are several
available strategies.
First, the array could rotate at constant angular momentum. In this case, an initial torque input
starts the rotation, then the angular rate decreases as the array reels out. This strategy reduces
thruster fuel consumption by exploiting the conservation of angular momentum. However, this
would lead to extremely high values of uncontrolled array rotation when the collectors are reeled
in (recall the instability in Chapter 3). A counterweight can be added to produce a more-slowly
varying angular speed (e.g. Tetra-Star configuration [61]). A recent study [27] investigated the fea-
sibility of constant angular momentum spinning tethered formations for space-based interferometry
applications in an Earth trailing, heliocentric orbit.
Second, the array can be spun with constant thrust. This provides approximately constant
angular rate [118]. It yields the most desirable UV plane coverage (see the more filled UV plane in
Figure 7-10(a)), but the usage of propellant can be excessive. In this case, the ratio of the initial
(Hi) and final angular momentum (Hi) is
Ho
Hi
=
m`o
2ω
m`i
2ω
=
`o
2
`i
2 (7.4)
where `i and `o denote the radius of the initial and final array, respectively.
Third, the array could rotate at constant linear velocity. This is useful for maintaining the same
Signal to Noise Ratio (SNR) per baseline measurement since this mode ensures that the UV-point
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(a) constant angular rate mode
(b) constant linear velocity mode
Figure 7-10: Comparison of UV plots with the same initial velocities
blur is constant throughout the imaging process. The constant linear velocity mode is proposed
by the MIT study as a good compromise between economical thrust usage of the constant angular
momentum mode and more effective UV plane coverage of the constant angular rate mode. Figure
7-10 compares the UV plot of the constant linear velocity mode with that of the constant angular
rate mode. The ratio of angular momentum, for the constant linear velocity mode, is calculated as
Ho
Hi
=
m`o(`oω0)
m`i(`iωi)
=
`o
`i
(7.5)
since v=`oωo = `iωi=constant.
Therefore, we can reduce the angular momentum that needs to be exchanged with the reaction wheel
assembly by a factor of `o/`i by running in the constant linear velocity mode.
During the process of sizing the reaction wheel, various scenarios were considered to spin up the
array to various baseline lengths on either a flat floor or in the International Space Station.
For example, the radius of the wheel is determined from the moment of inertia Iw and the maximum
wheel speed ωm:
Iw =
ρpi
2
(
r4diskhdisk + (r
4
cup − r4disk)hcup
)
Hw = Iwωm = Ho −Hi (7.6)
where ρ is the density of the wheel material, and r and h denote the radius and height of the cup
(annulus disk) design.
In addition, the wheel angular momentum Hw is the difference between the initial momentum with
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Figure 7-11: Schematic of the control loop of the RWA servo
` = 0 and the final momentum, operating at constant linear velocity such that
Hi = (IG +mr2)ω
Ho = (IG +m(r + `)2)
rω
r + `
(7.7)
The current momentum wheel has an angular momentum capacity of 15 Nms with the max
torque rated at 0.318 Nm. The max speed is 3000 rpm.
7.3.2 Local Control of Reaction Wheel Motor
The main SPHERES code controls the reaction wheel speed, using an internal velocity control loop
of the external motor controller. The PID gains and feed forward gains of this internal motor
control loop have been carefully tuned to follow the desired velocity command from the SPHERES
satellite. The desired torque from the selected attitude control law is integrated at 100 Hz in the
main SPHERES control loop to output the desired wheel speed. The gains of the local motor
controller were determined through both theoretical and empirical tests. The motor controllers are
now configured using these settings such that the RWA motor responds robustly to the velocity
command from the SPHERES DSP in the presence of friction and disturbance.
We performed the physical system identification of the motor dynamics as follows. The dynamics
of the motor spinning at θ˙m is obtained as
Iwθ¨m + bθ˙m = u = Ktia (7.8)
where Iw denotes the combined inertia of the reaction wheel and motor rotor, b is the friction
coefficient, ia is the applied torque, and Kt denotes the motor torque constant. The location of the
torque input u is shown in Figure 7-11.
The electrical loop is identified as:
La
dia
dt
+Raia = va −Keθ˙m (7.9)
where Keθ˙m is the back emf voltage expressed in terms of the wheel rotational velocity θ˙m.
In reality, it is often possible to ignore the inductance La since the electric response is much faster
than the rotor rotation [65]. In addition, we need to consider the existence of Coulomb friction and
stiction for the case when θ˙m = 0, along with the braking torque. By combining (7.8) and (7.9),
with the additional external torque terms taken into account, the motor dynamics with the torque
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Table 7.3: Physical and electrical parameters of the reaction wheel motor
Parameters Selection
Iw (Wheel Inertia) 0.0473 kgm2
Kt (Motor Torque Constant) 0.046 Nm/A
Ke (Back Emf Constant) 0.0048 V/rpm
Ra (Resistance of Armature Coil) 0.46 Ω
La (Inductance of Armature Coil) 0.64 mH
b (Velocity Friction Coefficient) 1.35 ×10−2 Nm/(rad/s)
µc (Coulomb Friction Torque) 0.0106 Nm
input u = Ktia is obtained as
Iwθ¨m +
(
b+
KtKe
Ra
)
θ˙m =
Kt
Ra
va + Tc + Tb (7.10)
where the Coulomb friction term Tc is
Tc =
(−µcsgn(θ˙) ‖u‖ > µc
u ‖u‖ ≤ µc
)
. (7.11)
The braking torque is the result of the power electronics driving the motor coil. When the torque
and the current command have opposite signs, the motor acts as a generator. Due to the back-emf,
a significant voltage appears at the driving circuit port. This generated current must be dissipated
to protect the motor circuitry. The braking torque is defined as [89]
Tb =
(−sgn(ic)kb‖θ˙‖ if (θ˙ic) < 0
0 if (θ˙ic) ≥ 0
)
(7.12)
where ic is the internal reference current command.
Based upon this physical system identification of the motor servo loop in (7.10), the unknown
parameters, such as the Coulomb friction µc and the velocity damping coefficient b, have been found
by experiment. Most electrical parameters are given by the manufacturer. Table 7.3 lists all the
parameters necessary to simulate the motor control loop.
Like most modern servo drives, we employed a modified PID control logic for controlling the
torque and velocity of the reaction wheel. We selected a 24 VDC, 100 watt, brushless servo motor
from Applied Motion Products (NEMA17 N0100-103A), whose torque capacity and maximum speed
are rated as 0.318Nm and 3000rpm, respectively. The motor has a quadrature encoder that has a
resolution of 8000 lines per revolution. The BLuDC4 servo controller from Applied Motion Products
is responsible for all the data and power transfers among the motor, the encoder and the external
24-volt battery pack. The desired wheel velocity is sent at a frequency of 100Hz from the FPGA
avionics board in Figure 7-8 into the analog input (± 10V) port of the motor servo drive. This servo
controller is equipped with the digital PID controller and low-pass filters. The PID loop compares
the intended motor position to the actual motor position as reported by the encoder at a frequency of
4 kHz. The difference is called encoder count error, and the PID loop acts on this error in three ways:
the Proportional term, the Integral term and the Derivative. The servo controller adds a number
of extra gain terms to enable greater control authority. These gain terms are velocity feedback
and feedforward, and acceleration feedback and feedforward. In particular, a direct feedback of the
motor velocity is used to provide greater damping for the larger load of the reaction wheel. The
final control torque input to the motor is given by
u = Kt
[
KPUn +KI
∑
k
Uk +KD(Un − Un−1) +Kv(θ˙m,d − θ˙m) +KFF θ˙m,d
]
(7.13)
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(a) Experimental result of a step velocity input. Wheel
velocity (red) and internal motor current (blue).
(b) Matlab-Simulink simulation with the same controller
Figure 7-12: Performance of the reaction wheel motor controller
while KP , KI , and KD denote the proportional, integral and derivative gains for the encoder error
counts and Kv is the velocity feedback. Also, Un connotes an encoder output. In addition, KFF is
the feed-forward gain, and Kt denotes the torque constant of the motor in (7.8).
Note that there is a low pass filter attenuating the high-frequency noise of u, which results from the
derivative control and velocity damping (see Figure 7-11).
Each control gain is carefully selected to meet the desired closed-loop characteristics. The final
gains are KP = 800, KI = 1, KD = 2000, KFF = 0 and Kv = 10000 while the PID output
filter has a cutoff frequency at 60Hz. Those gains yield a gain margin of 520 and phase margin of
85 degrees. Figure 7-12 compares the experimental data with the Simulink simulation when the
wheel was instantaneously driven by a 20-rpm step command. Both the experimental data and the
simulation achieve a rise time of around 1.5 seconds.
7.4 Relative Sensing and Decentralized Estimation
Any state feedback control algorithm requires that all states be strictly available for feedback. The
role of the decentralized and relative estimator is to provide state estimates (tether length, and all the
states including the bearing angle φ) independently of the satellites. Two different relative metrology
systems in Figure 7-13 have been developed. We illustrate and compare those two metrology systems
as well as the design of their Kalman filters in this section.
7.4.1 Rationale for Decentralized Relative Sensing
The effort to develop a robust and reliable metrology system for tethered formation flying SPHERES,
concentrates on the following principal system requirement.
• The metrology system should be decentralized and relative
Decentralized means that each measurement or estimation process should not involve an exchange
of information with the adjacent satellites. Relative means that measured quantity is formulated
with respect to the local frame of an individual SPHERES satellite.
The decentralized estimation, along with the decentralized controller, enables simple independent
control of each satellite without the need for inter-satellite communications. This will significantly
simplify both the control algorithm and hardware implementation. The decentralized scheme is
realized by the decoupling technique discussed in Chapter 4.
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(a) Schematic of U/S system for measuring bearing angle
(φ) and tether length (`)
(b) Schematic of bearing angle measurement (φ) using
Force-Torque (F/T) sensor outputs
Figure 7-13: Two different methods for measuring bearing angle
Table 7.4: Functional Requirements
Measured Variables Range Resolution Bandwidth
Pendulum Mode Angle (φ) 120 deg 0.5 deg 100 Hz
tether length (l) 5 m 1 mm 100 Hz
tether tension (T ) 10 N 0.0087 N 100 Hz
In deep space, absolute attitude might be available via star-trackers but the availability of ab-
solute positions, like those provided by the Global Positioning System (GPS), is very limited. Note
that all degrees of freedom defined in Chapter 3 are relative states (e.g. bearing angle, φ).
7.4.2 Functional Requirements
The functional requirements for a dynamic measurement system are mainly determined by resolution,
range or field-of-view (FOV), and bandwidth. (see Table 7.4). For a pendulum mode angle (bearing
angle) determination, a range of more than 120 degrees is desired. In addition, a resolution of 0.5
degrees is required and this is easily achievable using a 12 bit ADC. Other requirements are mainly
driven by the maximum deployment size of the tethered array (5m) and physical parameters of the
SPHERES testbed. Note that the tether length can also be accurately measured by reading the
motor encoder output.
7.4.3 Previous Method using Ultrasonic Metrology System
This section describes the previous version of the relative state estimator based upon the SPHERES
built-in ultrasound (U/S) metrology system. This approach had been used for the earlier experi-
ments [43, 45], until this system was updated by adding a Force-Torque (F/T) sensor.
Each SPHERES satellite is equipped with an ultrasonic beacon located on its docking face. An
additional on-board beacon is also mounted on the expansion port face where the tether mechanism
package is attached (See Figure 7-3).
There are two extended Kalman filters combined in series to estimate relative states. The first
extended Kalman filter estimates the x, y, z coordinates of the beacon on a second SPHERE in the
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body frame of the first SPHERE, as depicted in Figure 7-13(a). The measurement process is similar
to using the time delay between seeing the lightening and hearing the thunder clap to calculate how
far you are away from a thunderstorm.
The estimation process occurs as follows. When the leader SPHERE requests a state update,
it emits an infrared flash which is received by all the surrounding SPHERES. This is a time-
synchronization step. All the SPHERES then start to listen for an U/S ping through their 24
U/S receivers located on the six faces. The beacons emit an US ping in sequence (20 milliseconds
apart) to avoid interference. The pings are then received by each SPHERE and an array of time-of-
flight data is sent to the computer. Since the range measurement is nonlinear, as seen in (7.14), an
extended Kalman filter is employed to estimate the range in terms of x, y, and z coordinate values.
Once the U/S relative system estimates the location of the target beacon in its body-frame, the
tether length ` and the bearing pendulum mode angle φ are computed from the geometry shown in
Figure 7-13(a):
` =
√
(x− r)2 + y2 + z2 (7.14)
φ = arcsin (y/`)
The tether length is used in realtime for both the tether-motor control and the estimator. The direct
φmeasurement is used in the second Kalman filter, along with the high-frequency gyro measurement,
to estimate θ˙ and φ˙. (see Figure 7-3).
The complementary extended Kalman filter makes use of the nonlinear equation developed in Chap-
ter 3 in order to estimate φ, θ˙, and φ˙. It is formulated as follows.
Propagation
The estimated states are propagated over a time period ∆t using the exact nonlinear equation of
the singled-tethered system:
d
dt
 φˆˆ˙θ
ˆ˙
φ
 = − 1
`Inew

−`Inew ˆ˙φ
−r sin φˆ[Ir(ˆ˙θ + ˆ˙φ)2 +mr` ˆ˙θ
2
cos φˆ]
r sin φˆ[Ir(
ˆ˙
θ + ˆ˙φ)2 +mr` ˆ˙θ
2
cos φˆ+m`2 ˙ˆθ
2
+mr`( ˙ˆθ + ˙ˆφ)2 cos φˆ]

+
1
`Inew
 0−r cos φˆ
`+ r cos φˆ
u
(7.15)
where Ir = IG +mr2 and Inew = IG +mr2(sin φˆ)2.
We also propagate the covariance matrix using
P˙ = A(xˆ)P + PA(xˆ)′ +Q (7.16)
where A is a linearized matrix from Eq. (6.10):
A(xˆ) =

0 0 1
r
ˆ˙
θ
2(
IG+mr(r+`)
)
`IG
0 0
− r
ˆ˙
θ
2(
IG+m(r+`)
2
)
`IG
0 0
 (7.17)
In addition, P is the error covariance matrix and Q is the covariance matrix of the process noise.
Measurement Update
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Table 7.5: Three approaches for measuring pendulum mode angle. AA filter denotes anti-aliasing
filter.
Method Range Resolution Bandwidth directions
Requirement 120 deg 0.5 deg 100 Hz three axes
U/S system < 51 deg 2-3 deg 10 Hz three axes
Potentiometer 90 deg by ADC N/A one axis
Force-Torque sensor 180 deg 0.1 deg AA filter three axes
The following standard Kalman filter equations are used for measurement update:
xˆ+k = xˆ
−
k + Lk(yk − Cx−k )
Lk = P−k C
′[CP−k C
′ +Rk]−1 (7.18)
P+k = (I − LkC)P−k (I − LkC)′ + LRkL′
where Lk denotes the optimal Kalman gain and Rk is the discrete covariance matrix of the sensor
noise (v ∼ N(0, Rk)). It is noted that the Joseph form of the covariance measurement update is
used to maintain the symmetric property. In addition, the measurement equation can be written as
yk =
[
gyro measurement
φ from U/S beacon
]
= Cxˆk + v =
[
0 1 1
1 0 0
]φˆˆ˙θ
ˆ˙
φ
+ v. (7.19)
Note that the measurement updates can be divided into two measurement types: gyro update
(= φ˙ + θ˙) and φ update from the U/S system. We can easily verify that the system (C in (7.19)
and A in (7.17)), is fully observable. Furthermore, the system is also fully observable only with the
gyro measurements, if the rotational rate is not zero (ˆ˙θ 6= 0). Let us define the gyro measurement
by C1 =
(
0 1 1
)
. Then, the observability matrix C1C1A(xˆ)
C1A
2(xˆ)
 (7.20)
has a full rank of 3. Due to unreliable ultrasonic φ measurements, discussed in the next section,
we often used only gyro measurements defined by C1 =
(
0 1 1
)
in the Kalman filter formulation.
The drawback of such an approach is that the estimator tends to diverge more frequently since it
requires that A(xˆ) in (7.17) have a nonzero θ˙. Hence, a tethered array was initially spun up prior
to turning on the estimator.
7.4.4 Problems with the Ultrasonic Measurement System
There are several reasons why a force-torque sensor is employed to measure the bearing angle,
thereby replacing the ultrasound-based system.
1. The current U/S system theoretically has a three millimeter resolution in range. In reality,
the best resolution it can achieve is one centimeter. This results in merely a few degrees of
resolution in bearing angle for a 20 cm tether length.
2. The U/S system does not work well in close proximity due to the cone angle (± 30 degrees) of
U/S beacon. Experiments also reveal that measurements within 15 cm tend to be inaccurate.
3. The U/S system has a limitation in bandwidth. To avoid confusion, each SPHERES satellite
needs to identify the signal from a specific beacon number, separated by a time gap of 20 ms.
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Figure 7-14: New bearing angle φ metrology system using a Force-Torque sensor (φ in the negative
direction).
For a three-SPHERE array, we can only run this U/S metrology system at frequencies up to
10 Hz while avoiding the interference with thrusters.
Undesirable spikes also occur occasionally, affecting the performance of the measurement system.
Those spikes are generated from the environmental noise and the reflectivity of the surrounding
walls. Also note that neither tether tension nor slackness can be measured by the U/S system.
Table 7.5 compares three different methodologies for measuring the compound pendulum mode
angle φ. A potentiometer, which was used in another tethered testbed [210], is also capable of
measuring the bearing angle. However its measurement is limited to a two dimensional plane, and
lacks a tension measurement.
In conclusion, the upgraded measurement system with a force-torque sensor should resolve all
the issues identified in this section.
7.4.5 New Bearing Angle Measurement Method
The new bearing angle measurement system using a force-torque (F/T) sensor was devised to resolve
all the issues identified in the previous section. A brief description of its estimator design is presented.
As shown in Figure 7-14, the tether coming from the motor spool is bent 90 degrees on the horizontal
plane, and goes toward the other adjacent SPHERES. Forces are exerted on the F/T sensor through
a frictionless ring.
In order to show that this setup can also measure the out-of-plane angle (φz) in Figure 7-15(a),
a general 3-dimensional case is considered first. From the free-body diagram of this setup (Figure
7-15), we can determine the tension and bearing angles using the following equations:
Σx (x forces on the F/T sensor) : Fx = T cosφz cosφ
Σy (y forces on the F/T sensor) : Fy = T cosφz sinφ (7.21)
Σz (z forces on the F/T sensor) : Fz = T sinφz + T
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(a) 3-D setup (b) 2-D setup
Figure 7-15: Forces on the F/T sensor of the tether reel, where the z axis indicates the vertical
direction to the tether spool in Figure 7-14
where T denotes the tension in the tether.
Then, we can solve for T , φ (planar pendulum mode angle) and φz (vertical angle):
T =
Fx
2 + Fy2 + Fz2
2Fz
, φ = tan−1
Fy
Fx
, φz = sin−1
Fz
2 − Fx2 − Fy2
Fx
2 + Fy2 + Fz2
(7.22)
where T is the tether tension, which remains the same at all locations in the tether for the case of
inextensible and massless tethers. Fx, Fy and Fz denote force measurements of the F/T sensor in
the x, y, z directions, respectively.
For the experiments on the flat floor facility, presented in this dissertation, only planar motions
characterized by φ are considered, as illustrated in Figures 7-15(b) and 7-13. We use the relationship
φ = tan−1
Fy
Fx
= sin−1
Fy
Fx
2 + Fy2
(7.23)
and the sensitivity matrix in (7.3) to compute φ from raw six channel F/T sensor outputs. Then,
the φ measurement is incorporated in the Kalman filter to distinguish φ˙ from the combined angular
rate (θ˙ + φ˙) measured by the gyroscope. The algorithm formulation of the implemented Kalman
filter is as follows.
Propagation
The estimator dynamics equation subject to the process noise (w ∼ N(0, Q)) is given as:
d
dt
x = A0x+ w (7.24)
where the state vector x is defined as
(
φ θ˙ φ˙
)T
and
A0 =
0 0 10 0 0
0 0 0
 (7.25)
The measurement equation incorporating both the gyro measurement and the φ angle measurement
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from the F/T sensor results in
y =
[
gyro measurement
φ from F/T sensor
]
= Cx+ v =
[
0 1 1
1 0 0
]φθ˙
φ˙
+ v. (7.26)
It is easily verified that the system is fully observable since CCA0
CA0
2
→
0 1 11 0 0
0 0 1
 (7.27)
has full rank.
The covariance matrix P is propagated by Euler integration:
P˙ = A0P + PA0′ +Q (7.28)
where P is the error covariance matrix and Q is the covariance matrix of the process noise. Each
update is performed whenever a new set of measurements is available. A F/T sensor measurement
is updated at the rate of 30Hz while a new gyro measurement, filtered by a separate Kalman filter,
is available at 20 Hz.
Measurement Update
The Kalman gain Lk and error covariance matrix Pk are updated at each measurement:
xˆ+k = xˆ
−
k + Lk(yk − Cx−k )
Lk = P−k C
′[CP−k C
′ +Rk]−1 (7.29)
P+k = (I − LkC)P−k (I − LkC)′ + LRkL′
In order to achieve efficient performance of the Kalman filter, the noise parameters, v ∼ N(0, R)
and w ∼ N(0, Q), must be properly estimated and tuned. By interpreting the frequency domain
characteristics of the filter, we can find that the ratio Q/R largely determines a balance between
the faster convergence of the estimator (larger Q/R), and less susceptibility to noise (smaller Q/R).
The discrete covariance matrix of the sensor noise is found by Rk = R/∆t. For example, the noise
covariance (R) of the gyroscope in continuous time is 0.0025 deg2/s. By accounting for process
noise w, the system can more readily deal with any deviations and ensure that the Kalman fil-
ter converges. We selected Q as diag
(
0 0.01 0.04
)
in order to sufficiently smooth out the noisy
measurements, without compromising the filter performance. Future work in updating the current
tethered-SPHERES testbed should be directed at tuning such parameters to improve the perfor-
mance of the estimator. In the subsequent sections, we present experimental results that relied on
the state estimator described in this section.
7.5 Experimental Results
The closed-loop experimental results are discussed in this section. We concentrate on examining the
effectiveness of the decentralized control strategy introduced in Chapter 4 while validating the new
relative metrology using a force-torque sensor.
7.5.1 Objective of Experimental Validation
As discussed in Section 1.2.6, many compelling reasons can be offered to articulate the importance of
control experimentation. In the research and development cycle, control experiments can be used to
improve the reliability, accuracy, repeatability and comprehensiveness of the dynamics modeling and
controller. Furthermore, implementation issues and system-level integration of various subsystems
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(a) Free-body diagram of a spinning singled-tethered
SPHERES
(b) Experimental setup
Figure 7-16: A spinning single-tethered SPHERES
can directly be addressed by developing an operational mode representative of real world spacecraft.
More specifically, the aim of the control experiments for this dissertation can be stated as follows.
• to experimentally demonstrate the effectiveness of the decentralized nonlinear control frame-
work introduced in Chapter 4 for spinning tethered formation flying arrays
• to investigate the feasibility and practicality of the proposed decentralized and relative esti-
mator using a force-torque sensor and a gyroscope.
Even though we can still improve the overall performance by further tuning the control and
estimator parameters, all tests described in this chapter show the effectiveness of the proposed
decentralized strategy even in the presence of harsh disturbances (significant and irregular surface
friction of the MSFC flat floor). Therefore, we can expect that the control techniques proposed in
this dissertation will perform more efficiently in an ISS flight, which has a more realistic (zero-G)
and much less dissipative environment.
7.5.2 Validation of Dynamics Modeling and Estimator
In this section, we briefly examine the accuracy of the nonlinear dynamics, and the efficiency of the
proposed estimation strategy.
Dynamics Update With Physical Dissipation
A slightly modified form of the nonlinear equations of motion for the rotating single-tethered
SPHERE in Figure 7-16 is presented:
M1(φ)
(
θ¨
φ¨
)
+C1(φ, θ˙, φ˙)
(
θ˙
φ˙
)
+
[
k1 0
0 k2
](
θ˙
φ˙
)
=
(
τθ
τφ
)
(7.30)
where
M1(φ) =
[
Ir +m`2 + 2mr` cosφ Ir +mr` cosφ
Ir +mr` cosφ Ir
]
,
C1(φ, θ˙, φ˙) =
[−mr` sinφφ˙ −mr` sinφ(θ˙ + φ˙)
+mr` sinφθ˙ 0
]
,
(
τθ
τφ
)
=
[
r + ` cosφ 1
r 1
](
F
u
)
, (7.31)
Ir = IG +mr2
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Note that we have added a viscous friction term with the diagonal matrix of k1 and k2, in order to
account for the non-negligible friction between the flat floor and the air-bearing carriages. As shall
be seen in the following discussion, the dynamics models such as (7.30), with the addition of the
surface friction terms, correctly represent the real experimental setup.
Model Update
Figure 7-17: Free-rotation of single-tethered system. Experiment and Simulation
In order to evaluate the accuracy of dynamics modeling in this dissertation, the estimated system
states are collected from a single SPHERES satellite, rotating freely (F = 0, u = 0) around a
stationary post on the MIT glass table (see Figure 7-16(b)). It should be emphasized again that
this single-tethered system becomes a basis model of the decentralized nonlinear control strategy for
multi-vehicle tethered formation flying arrays, as described in Chapter 4.
Figure 7-17 compares the experimental data of a free rotation with the simulation prediction
using Matlab-Simulink. The tether length (`) used for the experiment is 0.25 m, and the overall
mass (m) of the SPHERE satellite with the air-carriage is 20.35kg, as shown in Table 7.1. The radius
of the SPHERE, r shown in Figure 7-16(a), needed to be amended since the tether attachment point
is actually sticking off the SPHERES face by the depth of the tether reel, as shown in Figures 7-16(b)
and 7-14. The correct r measures 0.15 m in length. The moment of inertia about CM, which was
originally estimated by a three-string pendulum test and computation from the CAD model, was
adjusted to account for the translation in the tether attachment point, resulting in IG=0.178 kgm2.
By setting up the same initial conditions for the system states, namely φ, θ˙ and φ˙, we can expect
to see the simulation match the experimental data sufficiently well. This is not true in general,
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(a) Three triangular configuration (b) Three-inline configuration
Figure 7-18: Test configurations at NASA MSFC, September 2006. The two-body formation is
shown in Figure 7-22.
without physical dissipation taken into account. Due to the nature of the viscous friction of the
airflow between the air-pucks and the flat floor, a simple velocity damping model is added as shown
in (7.30). The friction coefficients k1 and k2 were carefully determined to match the experimental
data by comparing the slopes of exponential decay. For this particular test, k1 is found to be 0.004,
and k2 is 0.001. On the MSFC flat floor, k1 and k2 were once found to be 0.02 and 0.008, respectively.
Even though these numbers depend to a large extent on the air pressure of the air-bearing pucks
and the surface quality, the MSFC floor has friction coefficients larger than those of the MIT glass
floor by a factor of five or more. The frequency obtained by (3.25) correctly predicted the actual
oscillation frequency obtained from the gyro measurements. In essence, the simulation based upon
the dynamics modeling matches the experimental data reasonably well, with the addition of the
viscous friction model.
7.5.3 Overview of Control Experiments
We accomplished all necessary tests successfully at NASA MSFC during September 25-29, 2006,
testing all configurations currently under investigation for SPECS (see Figure 7-18). Despite some
hardware problems, we were able to successfully validate the effectiveness of our decentralized control
and estimation algorithms.
One hardware problem that surfaced was critical. We discovered that the tether reel mechanism,
when mounted on the expansion port, blocks transmission of the infrared (IR) signal from the
master SPHERES satellite. This did not allow the master satellite to synchronize the ultrasound
(US) metrology system. Therefore, no accurate measurement of the tether length ` was available.
Note that no tether-motor encoder like the one in the new flight reel in Section 7.2.2, existed in
the prototype version. However, we designed the two main attitude controllers as fault-tolerant
systems with an intention to simulate sensor failures. As a result, we were able to demonstrate
the efficacy of such a fault-tolerant control strategy under the circumstances with ”actual” sensor
failures: blocked IR signal and unavailability of `. We also successfully performed all of our tests
using this decentralization technique. In particular, we were able to increase the control bandwidth
and reliability dramatically by eliminating the need for any inter-satellite communication.
The tested configurations included:
• Fully decentralized control and estimation for two-satellite, three-satellite-inline, and three-
satellite-triangular (see Figure 7-19) configurations using both gain-scheduled LQR control
(only using the reaction wheel) and nonlinear adaptive control, adapting to the model uncer-
tainties like surface friction and tether length changes.
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(a) t=34 sec (b) t=43 sec (c) t=52 sec (d) t=64 sec
(e) t=70 sec (f) t=80 sec (g) t=88 sec (h) t=96 sec
Figure 7-19: Control of three-triangular array
• Large diameter (4.6 m) three-satellite-inline with the nonlinear adaptive control.
• Two and three-SPHERE spin-up from zero initial conditions and deployment maneuvers start-
ing completely docked.
To our knowledge, the experiments performed at NASA MSFC are the first experimental vali-
dation of tethered formation flight using
• Nonlinear/linear decentralized control and estimation.
• Control of a three-satellite-inline configuration.
• Development of a force sensor based attitude estimator.
• Reaction-wheel-only underactuated attitude control for all configurations.
• Decentralized fault-tolerant adaptive control under sensor failures.
In conclusion, the experimental results indicate that the proposed decentralized control strategy
can be implemented in future tethered systems like SPECS, thereby reducing the complexity of
hardware and software of the attitude control system significantly. We present some closed-loop
experimental results in the subsequent sections.
7.5.4 Decentralized Gain-Scheduled LQR Control
Our approach to reduce the complexity of controlling multiple spacecraft connected by tethers is
decentralization by oscillation synchronization. We successfully performed all of our tests using
this decentralization technique. In this manner, we were able to dramatically increase the control
bandwidth and reliability by eliminating the need for inter-satellite communications.
Figures 7-20 and 7-21 show the experimental data of a spin-up and deployment maneuver on the
NASA MSFC flat floor, using two tethered SPHERES controlled using decentralized control laws.
Still pictures from the video of the same test are presented in Figure 7-22. Such a maneuver emulates
a possible mission scenario in which a completely docked, tethered-spacecraft array is deployed from
a mother spacecraft. All the data was transmitted to the laptop computer at the frequency of 10 Hz
in realtime via the wireless RF communication. It should also be noted that all the state estimates
are delivered from the Kalman filter, which incorporates both the F/T sensor measurements and
the angular rates from the gyroscope, described in Section 7.4.5. The controller implemented in this
test was a decentralized gain-scheduled LQR controller running at 100 Hz. The scheduled LQR gain
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Figure 7-20: State estimates and commands from SPHERE #1 during spin-up and deployment of
the two-satellite tethered formation using gain-scheduled LQR
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Figure 7-21: State estimates and commands from SPHERE #2 during spin-up and deployment of
the two-satellite tethered formation using gain-scheduled LQR
(a) t=50 sec (b) t=58 sec (c) t=67 sec (d) t=78 sec
(e) t=85 sec (f) t=95 sec (g) t=110 sec (h) t=130 sec
Figure 7-22: Two-SPHERES spin-up maneuver
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is a continuous function of θ˙ but a discrete function of `. This controller is significant in its own
right, since it validates the feasibility of the minimal fuel control approach by controlling all the
relevant degrees of freedom, including the array spin rate, using only the reaction wheels (see the
underactuated control approaches in Chapter 6).
The top plot of Figures 7-20 and 7-21 shows the actual array angular rate (θ˙) as it is commanded
to follow a desired trajectory (θ˙ref ). For SPHERE #1, the RMS of the error between θ˙ and θ˙ref
after the initial spin-up (t≥44.8 sec) is 0.04 rad/s, ignoring the transient period (t=75-86 sec),
which occurred due to the abrupt movement of the tether motor at 75 seconds. Such an undesirable
response arises due to two problems: the initial stiction of the tether motor and the occasional
tangling of the tether on the motor spool. These issues will be resolved in the new flight version
described in Section 7.2.2. Nevertheless, the tracking error remained effectively well within ± 0.03
rad/s (1.7 deg/s) at the steady-state. During the period of t=100-112 sec, both the satellites were
spinning on a particularly rough portion of the floor, thereby degrading the tracking performance.
While tracking the desired trajectory, the controller minimizes the compound pendulum motions
(φ, φ˙), shown in the middle plot of each figure. The φ and φ˙ before 75 sec should be discarded since
the two SPHERES were docked, thereby preventing compound pendulum motion. The estimated
tether length (`) in the bottom plot indicates that the two SPHERES were completely docked when
they started from rest (θ˙ = 0) at 34 seconds. The estimated tether length was computed off-line
from the On/Off time-history of the tether motor, since range measurements from the U/S system
were not available in realtime due to the blocked IR transmission.
The RMS errors of the compound pendulum mode, ignoring the rough period (t=75-86 sec) are
found to be smaller than 0.03 rad/s (1.7 deg/s). In particular, the bearing angle φ˙ for SPHERE
#1 remained within ± 0.03 rad/s (1.7 deg/s) for 91% of the time span while the φ measurement
failed for some unknown reason. The particular LQR controller implemented in this test had a zero
φ gain, thereby minimizing the effect of such a sensor failure. For SPHERE #2, φ remained within
the bound of ± 0.03 rad for 90% of time, while φ˙ remained within ± 0.03 rad/s for 91.3% of time.
The experimental results of the decentralized LQR control are further analyzed in the next section.
7.5.5 Further Analyses
Even though the above results show the controller effectively tracking a desired trajectory under
various conditions, the harsh surface friction and its irregularity depending on location, makes it
difficult to identify the sources that degrade the control performance. As a result, the following
control experimental results collected from the MIT glass table are presented for further analysis.
Figure 7-23 describes a single-SPHERE control experiment using the gain-scheduled LQR con-
troller. The test starts with the SPHERE freely rotating around a stationary post (see Figure 7-
16(b)). The control torque is turned on at t=85 sec. The figure shows a successful regulation of the
angular rate θ˙ to the target rate of 0.3 rad/s, while minimizing the compound pendulum mode, φ
and φ˙. More specifically, the RMS errors of φ and φ˙ at the steady state (t=100-180 sec.) are 0.0175
rad and 0.009 rad/s, respectively. We can also state that the φ˙ error remained within ± 0.015 rad/s
for 91% of the time, which resulted in more than 25dB of attenuation of the compound pendulum
oscillation. The tracking error between the target angular rate 0.3 rad/s and θ˙ has a RMS error
of 0.0055 rad/s. In essence, the performance of the LQR control on the glass table is much more
efficient, compared to the results obtained at the NASA MSFC flat floor shown in Figures 7-20 and
7-21. We can attribute this difference to the higher surface friction of the NASA MSFC flat floor.
7.5.6 Decentralized Nonlinear Control
A nonlinear control approach based on Input-State Feedback Linearization [178] is employed when
the system is fully actuated (i.e. both thruster force F and torque u are available as control inputs).
This computed torque controller is given as:
τ1 =M1(q)(q¨d − 2Λ ˙˜q−Λ2 ˙˜q) +C1(q, q˙)q˙ (7.32)
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Figure 7-23: Gain-Scheduled LQR control on the MIT glass table
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Figure 7-24: nonlinear controller with varying tether length in a two-body array, 1st SPHERES
which is equal to the controller in (4.12) with K = M1Λ and q˙ → q˙r. Likewise, the controller for
the second spacecraft can be similarly defined.
If the objective of the control is to spin up the interferometric array to the target angular rate
ω, while minimizing the compound pendulum mode, the desired trajectory is defined as
θ˙d = (ω − θ˙0)(1− e−τt) + θ˙0, θ¨d = (ω − θ˙0)τe−τt, (7.33)
φ¨d = 0, φ˙d = 0, φd = 0. (7.34)
This will lead to an exponentially stable closed-loop set of dynamics, ¨˜q+ 2Λ ˙˜q+Λ2 ˙˜q = 0.
Figure 7-24 and 7-25 show the experimental data when this nonlinear controller is implemented
on a two-body formation (see Figure 7-22). The lowest plot in both figures represents the tether
length measured directly using the ultrasound ranging system. It is observed that the compound
pendulum mode (φ, φ˙) gets excited when the tether reels in, as predicted in Section 3.3.8. Note that
the effect of varying the tether length, or the speed, ˙` was not considered in the nonlinear model.
So better performance is achievable by taking into account the motor speed ˙`.
Note that this nonlinear control result from a two-body formation was performed with the previ-
ous generation of the hardware. Therefore, neither the reaction wheel actuator nor the F/T-sensor
estimator were available. With the addition of the reaction wheel, the overall weight of the system
increased three-fold. During the experiments at NASA MSFC with the new hardware, finding the
friction coefficients by oﬄine analyses turned out to be cumbersome and time-consuming. More
importantly, the friction coefficients significantly varied depending on location, air-carriage pressure
and so on. Therefore, we focused on the nonlinear adaptive control, which not only adapts to the
changes of physical parameters such as ` but also the friction coefficients.
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Figure 7-25: Nonlinear controller with varying tether length in a two-body array, 2nd SPHERES
7.5.7 Decentralized Nonlinear Adaptive Control
The nonlinear adaptive controller was designed such that it can overcome model uncertainties in-
cluding: tether length change, floor surface friction, mass and inertia changes due to lack of precise
modeling, and inherent mass change due to thruster firing. The proposed nonlinear adaptive con-
troller was able to adjust its control output by adapting to the reasonably slow tether length changes.
More importantly, through its online tuning, it was able to efficiently adapt to the rough and irreg-
ular surface of the NASA MSFC flat-floor. This controller used both thruster and reaction wheel
control.
The nonlinear adaptive control adapted to all mass, inertial, and friction changes online and
was particularly successful for the fully actuated control using both thrusters and reaction wheels.
The friction of the floor did not have to be found a priori; for our 2004 MSFC experiments, finding
the correct friction coefficients off-line was time-consuming but indispensable in achieving effective
performance.
Recall the decentralized nonlinear adaptive controller for a circularly connected array:
τi = Yiaˆ−Ksi = Mˆ1q¨ir + Cˆ1q˙ir −Ksi (7.35)
where s denotes the composite variable si = q˙i − q˙ir with qi =
(
θ φi
)T .
In addition to three unknown physical parameters (IG, m, and `), the above adaptive control adapts
to the slow changes of the surface friction coefficients, k1 and k2 from (7.30), in real-time. The
unknown parameters are represented by a vector, a such that
a =

a1
a2
a3
a4
a5
 =

IG +mr2 +m`2
IG +mr2
mr`
k1
k2
 (7.36)
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We update the parameter estimates aˆ, according to the following correlation integrals
˙ˆai = −ΓYTi si (7.37)
For each spacecraft, the new Y matrix is defined as
Y =
[
θ¨r φ¨r 2 cosφθ¨r + cosφφ¨r − sinφφ˙θ˙r − sinφ(φ˙+ θ˙)φ˙r θ˙r 0
0 θ¨r + φ¨ sinφθ˙θ˙r 0 φ˙r
]
(7.38)
As discussed in Chapter 4, it is straightforward to show that the decentralized adaptive control
law globally and asymptotically stabilizes the tethered spacecraft array. For example, Figure 7-26
shows an experimental result using this adaptive control law. At t = 40 sec, the controller is turned
on, and the states asymptotically converge without any a-priori information about the physical
parameters (`,m, and IG).
Figure 7-26: Experimental result using the adaptive control on the single-tethered system
7.6 Conclusions
This chapter has described the hardware development and experiments that were carried out to
demonstrate the effectiveness of the proposed dynamics modeling, nonlinear decentralized control,
and relative sensing. It should be noted that considerable effort has been concentrated on the devel-
opment of the new tethered formation flying testbed using the SPHERES nano-satellites. The newly
developed hardware includes a reaction-wheel air-carriage that provides substantially more torque
than the thrusters of SPHERES. In particular, the new relative sensing mechanism using a 6DOF
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force-torque sensor and gyroscope is devised and validated in the closed-loop control experiments.
Our approach to control multiple spacecraft connected by tethers seeks a systematic way of reducing
the complexity by oscillation synchronization. We successfully performed all of our tests using this
decentralization technique. In this manner, we were able to dramatically increase the control band-
width and reliability by eliminating the need for any inter-SPHERES communication. The tested
configurations include two-satellite, three-satellite-inline and three-satellite-triangular arrays. While
the reaction-wheel-only LQR control law validated the new method that enabled propellant-free
attitude control, the decentralized nonlinear adaptive control could overcome model uncertainties
such as tether length and surface friction changes. Video clips of the control experiments described
in this chapter can be downloaded at http://ssl.mit.edu/spheres/videos.html.
198
Chapter 8
Conclusions and Recommendations
This chapter provides a brief summary of the thesis. The major contributions in the five areas are
highlighted. Recommendations for further work are also made in the areas of control theory and
hardware development.
8.1 Thesis Summary and Contributions
NASA’s SPECS (Submillimeter Probe of the Evolution of Cosmic Structure) mission [77, 118, 61] is
proposed as a tethered formation flight interferometer that detects submillimeter-wavelength light
from the early universe. This dissertation identifies the inherent nonlinearity, complexity and cross-
coupling of the multi-vehicle dynamics as several of the key technological gaps that need to be
bridged for the success of the future tethered spacecraft missions like SPECS. To deal with such
difficulties, this dissertation presents a new model reduction and decentralization strategy using
synchronization. Additionally, we leverage the synchronization strategy for tethered formation flight
for the benefit of other forms of dynamical networks such as multi-robot coordination and formation
flying of aerospace vehicles.
Nonlinear Stability Analysis and Control by Contraction Theory
Chapter 2 illuminates some principal analysis tools and control strategies for highly nonlinear dy-
namics. The dynamics modeling using the Euler-Lagrangian formulation is preferred throughout the
entire thesis due to its simplicity. For example, we show that the dynamics of a two-link manipulator
robot can be reduced to the dynamics of a single-tethered spinning satellite. Also, the positive defi-
nite inertia matrix and symmetry of the nonlinear systems play a central role in our stability analysis
and control synthesis. This dissertation uses contraction theory [176, 112, 202, 114], which uses a
slightly different notion of stability- a system is stable in some region if initial conditions or tempo-
rary disturbances are somehow forgotten [112]. Lyapunov’s linearization method indicates that the
local stability of the nonlinear system can be analyzed using its differential approximation. What is
new in contraction theory is that a differential stability analysis can be made exact, thereby yielding
global and exponential convergence results in nonlinear systems. Dynamic combinations validated
by contraction theory, such as hierarchical combinations, parallel combinations, and synchronized
coupled oscillations, are explored to simplify the nonlinear dynamics of multiple dynamical systems.
Dynamic Modeling with Focus on the Compound Pendulum Mode and Spatial Decou-
pling
Chapter 3 introduces the dynamics equations of planar motion of the tethered formation flying
spacecraft considered in the thesis. We pay particular attention to control of oscillations of the
compound pendulum mode inherent in tethered formation flight satellites. Previously, the instability
of the tether retrieval is usually discussed in the context of two point masses connected by a single
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tether [101]. The representative work on tethered formation flight [55, 94, 26, 27, 132, 144] does not
include this mode, by assuming that the spacecraft can be regarded as a point mass with a long
tether. However, it is indispensable to examine this mode because of the instability occurring while
retracting the tether for spinning arrays. The rationale behind the reduced dynamics modeling on
the two-dimensional plane is that the symmetry of a spinning array can be exploited to decouple
the rotational in-plane motions (aperture pupil plane) from the out-of-plane motions. In particular,
the stability and controllability analyses, in conjunction with the compound pendulum modes of the
tethered arrays, constitute the main contributions of Chapter 3. In addition, the dynamics modeling
in Chapter 3 facilitates nonlinear spatial decoupling of multiple-spacecraft coupled arrays.
Decentralized Nonlinear Control by Oscillation Synchronization
In Chapter 4, we introduce a decentralized control technique by reducing the original dynamics to
simpler stable closed-loop dynamics by exploiting oscillation synchronization. Contraction theory
proves that a decentralized control law can be designed based on a single-tethered system in lieu of
the coupled dynamics of multiple spacecraft, reducing the computation and communication burdens.
Furthermore, the nonlinear stability of the combined system is global and exponential. The tech-
nique is extended to a three-spacecraft inline configuration and a triangular configuration, both of
which are being studied for NASA’s SPECS mission. The proposed decentralized control strategy is
further extended to robust adaptive control to account for model uncertainties. Results of numerical
simulations and experiments using the SPHERES testbed show the effectiveness of the proposed
control strategy.
New Synchronization Tracking Control Law for Network Systems with Highly Nonlin-
ear Dynamics
Chapter 5 proves global exponential convergence of the new synchronization tracking control law that
can easily be applied to cooperative control of multi-agent systems and oscillation synchronization in
robotic manipulation and locomotion. The proposed control law requires only local coupling feedback
for global exponential convergence. By avoiding all-to-all coupling, communication burdens and
complexity can be reduced. It should be emphasized that exponential stability of the synchronization
of multiple robots is studied using contraction theory. Contraction analysis, overcoming a local
result of Lypunov’s indirect method, yields global results based on differential stability analysis.
Exponential synchronization enables reduction of multiple dynamics into a simpler form thereby
simplifying the stability analysis. Simulation results show the effectiveness of the proposed control
strategy. The proposed bi-directional coupling is also generalized to permit partial-joint coupling
and uni-directional coupling. Further extensions to PD coupling, time-delayed communications,
adaptive synchronization and concurrent synchronization are also presented.
Exploiting Tether-Coupling to Derive Propellant-Free Attitude Control Strategies
Chapter 6 investigates the feasibility of controlling the array spin rate and relative attitude without
thrusters. To our knowledge, this work reports the first propellant-free underactuated control results
for tethered formation flying spacecraft. This chapter also fulfills the potential of the proposed
strategy by providing a new momentum dumping method without torque-generating thrusters. Such
a tethered system without thrusters is underactuated since it has fewer inputs than configuration
variables. In contrast with linear systems, in which an underactuated control law can be synthesized
easily, designing a nonlinear controller for nonlinear underactuated systems poses a challenge, mainly
due to lack of full state feedback linearizability. We exploit gain-scheduling linear control, partial
feedback linearization, feedback linearization via momentum decoupling, and backstepping. The
simulation results indicate that the nonlinear control techniques demonstrate more efficient tracking
performance than the LQR control, whose performance deteriorates as the tether length increases.
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Experimental Validation of Tethered Formation Flight and Development of Relative
Metrology System using Force-Torque Sensor
Chapter 7 describes the hardware development and experiments that were carried out to demon-
strate the accuracy and effectiveness of the dynamics modeling, nonlinear decentralized control,
and relative sensing that are introduced in this thesis. It should be emphasized that a great deal
of effort has been concentrated on the development of the new tethered formation flying testbed
using the SPHERES nano-satellites. The newly developed hardware includes a reaction-wheel air-
carriage which provides substantially more torque than the thrusters of SPHERES. In particular,
the new relative sensing mechanism, using a 6-DOF force-torque sensor and gyroscope, is devised
and validated in the closed-loop control experiments. Our approach to control multiple spacecraft
connected by tethers seeks a systematic way of reducing the complexity by oscillation synchroniza-
tion. In particular, we validated experimentally that the decentralized linear and nonlinear control
laws, designed from the single-tethered system, can also stabilize two-satellite, three-satellite-inline,
and three-satellite triangular arrays. We successfully performed all of our tests using this decentral-
ization technique. In this manner, we were able to dramatically increase the control bandwidth and
reliability by eliminating the need for any inter-SPHERES communication.
Summary of Contributions
The five unique contributions of this dissertation are summarized below.
• Developed a decentralized nonlinear control technique by reducing the original dynamics into
simpler stable dynamics by exploiting oscillation synchronization.
• Presented the dynamic models for the attitude dynamics of tethered formation flight, which
focuses on the compound pendulum mode and spatial decoupling of multiple spacecraft.
• Exploited the coupled-dynamics to develop propellant-free attitude control laws. This work
reports the first underactuated control results for tethered formation flight.
• Established a new synchronization framework for dynamic networks consisting of highly non-
linear dynamics. The proposed scheme is much simpler than earlier work in terms of both the
computational load and the required signals while yielding global and exponential convergence.
• Developed the tethered satellite formation flight testbed for control experimentation. A new
relative attitude metrology system that incorporates the gyro, force-torque sensor, and ultra-
sound ranging measurements has also been devised and validated experimentally.
8.2 Recommended Future Work
Recommendations for future work can be broken into two categories.
8.2.1 Further Theoretical Work
For the tethered formation flight problem, recommended future work mainly lies with the issue of
increasing the fidelity of the dynamic models. The following work can be suggested:
• We can fully take into account the tether vibrations (transverse and longitudinal) in developing
decentralized nonlinear control methodologies. Examining the effectiveness of the decentralized
control laws under such tether vibrations would provide more conclusive results.
• The investigation of the influence of unmodeled disturbances, such as weak gravity variations
at the L2 point can easily be performed. This dissertation provides a possible solution to a
variety of disturbances and uncertainties. However, further modeling efforts are required to
examine the efficiency of the robust adaptive control strategy that copes with parametric and
non-parametric uncertainties.
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• We can also extend the nonlinear underactuated control approach in Chapter 6 to variable-
length tethers. In addition, since the attitude dynamic modeling has been confined to the
2D rotational plane, taking into account the three-dimensional attitude dynamics of tethered
formation flight would pose a challenging underactuated control problem. In particular, the
pointing and retargeting maneuver using the precession associated with the array rotation
would provide an interesting research topic.
Additional theoretical work can be conducted in the following areas:
• Synchronization of underactuated mechanical systems:
The synchronization framework in Chapter 5 is based upon the assumption that the nonlinear
dynamical models are fully actuated. Hence, one immediate extension of the work is to develop
a synchronization framework which can be applied to underactuated mechanical systems, which
have fewer actuators than configuration variables.
• Even though robustness properties of nonlinear control with respect to bounded determinis-
tic disturbances are well understood, examining the performance of nonlinear control in the
presence of unbounded stochastic disturbances largely remains to be an open problem. In
[58], stabilization of stochastic nonlinear systems is discussed. Similar work can be performed
with focus on the attitude dynamics of tethered formation flight, which encompasses both the
nonlinear rigid dynamics and the flexible vibration of the tether.
• The resulting closed-loop system with a negative-definite Jacobian matrix is one of the impor-
tant aspects of backstepping design (see Chapter 6 and [100]). It should be noted that a similar
discussion automatically leads to contraction analysis introduced in Section 2.5. Establishing
a systematic connection between contraction analysis and backstepping is an interesting area
of future work.
8.2.2 Suggested Improvements for Tethered SPHERES
• The significant and irregular surface friction of the MSFC flat floor was particularly problem-
atic. Conducting additional experiments on a new MIT SSL flat floor is essential since the new
facility will provide a larger operational area than the MIT glass table. Moreover, the surface
friction will be significantly lower than that of the MSFC flat floor.
• During the experiment conducted for this dissertation, maintaining a constant tether speed
was a difficult task due to the low reliability of the tether motor, and tangling of the tether on
the spool. A new flight tether reel in Figure 7-4 is expected to solve such problems by using
a high precision motor and a sophisticated reel mechanism. In addition, the encoder of the
tether motor will be able to measure the tether length more accurately.
• The control techniques proposed in this dissertation are expected to perform more efficiently
in the International Space Station (ISS), which has a more realistic (zero-G) yet much less
dissipative environment. During the process of sizing the reaction wheel, various scenarios
were considered to spin up the array to various baseline lengths either on a flat floor or in
ISS. It was concluded for this dissertation work that the most logical way to progress with
the reaction wheel design was to build and test a system that only functions on the flat floor.
The follow-up work can be performed to equip the SPHERES testbed with a 3-DOF reaction
wheel assembly for ISS flight experiments.
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Appendix A
Analytical Solution of Torsional
Vibrations of Tapered Tether
The analytical exact solutions for the natural frequencies and mode shapes of clamped-free torsional
rods with linearly varying circular cross-sections are obtained and proven to agree with the numerical
predictions by the finite element method. The difference between the natural frequencies of a uniform
rod and a tapered rod is pronounced in the low modes but decreases as the mode number increases.
A.1 Introduction
Figure 1 shows a clamped circular shaft with the varying diameter, D(x) = D0(2 − a xL ). If the
tapering slope, a equals zero, the rod becomes a rod with the uniform diameter of 2D0. This brief
note presents the analytical solutions for nonzero tapering slopes, obtained while the author took
a graduate-level structural dynamics class at MIT. It is noted that the exact formulas for torsional
shafts with varying cross-sections are not found in the well-known books [21, 153, 163]. Blevin
[21] discusses only linearly tapered cantilever beams for bending with the numerical plots [120]
without explicit formulation. Pilkey [153] also suggests to use the displacement method or transfer
matrix procedure for torsional bars with variable section properties. The stress at any section is
given with sufficient accuracy by the formulas for uniform bars [163], but the natural frequencies
can become significantly different as will be shown here. More recently, Chen [38] shows that the
natural vibration frequency of a torsion cylinder with varying cross section and an adhesive mass
can be obtained from the zeros of a target function, which is found numerically from the governing
ordinary differential equation. One objective of this appendix is to present an analytical solution
to structural dynamics courses by complementing the existing formulas for uniform sections. It also
provides an exact closed-form solution to verify approximate methods such as the Finite Element
Method (FEM).
A.2 Solution By Numerical Method
The easiest approach is the displacement method based on the principle of complementary virtual
work. Given a clamped end condition, the influence coefficients can be calculated from:
Unit Torque, T at xj = GJ(x)
∂θ
∂x
= 1 (A.1)
or
∂θ
∂x
=
1
GJ(x)
(A.2)
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Figure A-1: Linearly Tapered Torsional Rod Clamped at One End
where G is the shear modulus of the elasticity with J(x) denoting the polar mass moment of inertial
per unit length.
By the geometry from Figure 1, J(x) is calculated as follows:
J(x) =
1
32
piD(x)4 =
piD0
4
32
[
2− a x
L
]4
(A.3)
where 0 < a < 2 for nonnegative diameters.
Integrating Eq. (A.2) after inserting Eq. (A.3) yields:
θ(x) =
∫ x
0
1
G pi32
[
D0(2− a xL )
]4 dx+A (A.4)
or in a form of the influential coefficients:
Cij =
32
piGD0
4
∫ xi
0
1(
2− a ξL
)4 dξ +A for xi ≤ xj (A.5)
where A is the constant of integration.
Solving the integral, Eq. (A.5) can be reduced to:
Cij =
32
piGD0
4
[−L
24a
+
L4
3a(2L− axi)3
]
for xi ≤ xj (A.6)
Note that we removed A from Eq. (A.5) using the clamped boundary condition- θ(xi = 0) = A = 0.
If the rod is discretized into N equal lengths of ∆x, the inertia can be lumped as follows:
Ii =
1
8
miDi
2 =
piρ∆xD04
32
[
2− axi
L
]
i = 1, 2, . . . , N − 1 (A.7)
From Eq. (A.6) and (A.7), the natural frequencies and their corresponding modal shapes can be
determined as a conventional FEM problem.
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A.3 Exact Analytical Solution
A.3.1 General Solution of Differential Equation
This section elaborates on an analytical method obtaining the transcendental equation of the natural
frequencies and the corresponding mode shapes. The governing partial differential equation of a free
torsional beam is given by:
∂
∂x
[
GJ(x)
∂θ
∂x
(x, t)
]
= I0(x)
∂2θ
∂t2
(x, t) (A.8)
where I0(x) is the polar mass moment of inertia per unit length with J(x) denoting the polar moment
of inertia of the cross section defined in Eq. (A.3).
By the geometry of the torsional rod in Figure 1, I0(x) can be obtained as:
I0(x) =
1
2
m(x)
(
D(x)
2
)2
=
ρpiD0
4
32
(
2− a x
L
)4
(A.9)
where ρ is the density of the rod [kg/m3] and m(x) is the mass per unit length [kg/m2].
Under the assumption of synchronous motions, the exact solution of Eq. (A.8) is separable in
the spatial variable, x and time, t resulting in θ(x, t) = Θ(x)T (t). Substituting ∂
2θ
∂t2 = −ω2Θ(x)T (t)
and Eq. (A.3), (A.9) gives
G
piD0
4
32
(
2− a x
L
)4 d2Θ(x)
dx2
+G
piD0
4
8
(
− a
L
)(
2− a x
L
)3 dΘ(x)
dx
=
ρpiD0
4
32
(
2− a x
L
)4
(−ω2Θ(x))
(A.10)
or
GJ(x)
d2Θ(x)
dx2
−GJ(x) 4a
2L− ax
dΘ(x)
dx
= ρJ(x)(−ω2Θ(x)) (A.11)
Since J(x) 6= 0, dividing Eq. (A.11) by GJ(x) in Eq. (A.3) and yields
d2Θ
dx2
− 4a
2L− ax
dΘ
dx
+
ρω2
G
Θ = 0 (A.12)
In order to solve Eq. (A.12), the following new variables are introduced:
β2 =
ρω2
G
(A.13)
and
x¯ = β
(
2
L
a
− x
)
=
√
ρ
G
ω
(
2
L
a
− x
)
(A.14)
which is always positive.
Equation (A.10) then becomes a more simplified form by inserting Eq. (A.13) and (A.14):
β2
d2Θ
dx¯2
+ 4
β2
x¯
dΘ
dx¯
+ β2Θ = 0 (A.15)
x¯
d2Θ
dx¯2
+ 4
β2
x¯
dΘ
dx¯
+ x¯Θ = 0 (A.16)
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where the chain rule is applied to the first and second order differentiation as follows:
dΘ
x
=
dΘ
x¯
dx¯
dx
= −β dΘ
x¯
,
d2Θ
x2
=
d
x¯
(
dΘ
dx
)
dx¯
dx
= β2
d2Θ
x¯2
(A.17)
It can be shown that y = xnJn(x) is the particular solution of the following form of second-order
differential equation for x > 0 [218]:
x
d2y
dx2
+ (1− 2n)dy
dx
+ xy = 0 (A.18)
where Jn(x) is a Bessel function of the first kind of order n.
Similarly, y = x−nJn(x) satisfies the following equation for x > 0:
x
d2y
dx2
+ (1 + 2n)
dy
dx
+ xy = 0 (A.19)
By comparing Eq. (A.18) and (A.19) with Eq. (A.16), we can set n = − 32 and n = 32 to obtain a
solution of Eq. (A.16):
Θ(x) = C1x¯−
3
2 J− 32 (x¯) + C2x¯
− 32 J 3
2
(x¯) (A.20)
or
Θ(x) =
[
βk
(
2
L
a
− x
)]− 32 [
C1J− 32
(
βk(2
L
a
− x))+ C2J 3
2
(
βk(2
L
a
− x))] (A.21)
Note that x¯ is always positive for D(x) > 0. We are now poised to apply the boundary conditions
thereby reducing Eq. (A.20) to the eigenfunctions (mode shapes) of a particular system.
A.3.2 Eigenvalues by Boundary Value Problem
The coefficients C1 and C2 in Eq. (A.20) are then determined by the boundary conditions. A
clamped end at x = 0 gives a rise to zero rotation at x = 0 and zero torque at the end, x = L:
Θ(x = 0) = Θ(x¯ = 2β
L
a
) = 0 (A.22)
dΘ
dx
(x = L) = −β dΘ
dx¯
(x¯ = β(2/a− 1)L) = 0⇒ dΘ
dx¯
(x¯ = β(2/a− 1)L) = 0 (A.23)
The first boundary condition yields
C1J− 32 (2βL) + C2J 32 (2βL) = 0 (A.24)
Evaluation of the second boundary condition from Eq. (A.23) involves differentiation of Bessel
functions [218] as follows:
d
dx
[xvJv(x)] = xvJv−1(x)⇒ d
dx¯
[x¯−
3
2 J− 32 (x¯)] = x¯
− 32 J− 52 (x¯)
d
dx
[x−vJv(x)] = −x−vJv+1(x)⇒ d
dx¯
[x¯−
3
2 J− 32 (x¯)] = −x¯
− 32 J 5
2
(x¯)
(A.25)
Accordingly, the second boundary condition yields
C1J− 52
(
(
2
a
− 1)βL)− C2J 5
2
(
(
2
a
− 1)βL) = 0 (A.26)
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Table A.1: Comparison of the natural frequencies
Natural Frequencies [Hz] 1st 2nd 3rd 4th 5th
Constant cross-section (a=0) 2580 7750 12920 18090 23260
FEM Method (a=1) 4160 8540 13400 18090 23420
Analytical Method (a=1) 4156 8542 13424 18455 23544
By combining Eq. (A.24) and (A.26), we can set up a matrix equation as the following:[
J− 32 (2βL) J 32 (2βL)
J− 52
(
( 2a − 1)βL
) −J 5
2
(
( 2a − 1)βL
) ]{ C1
C2
}
=
{
0
0
}
(A.27)
The determinant of the 2x2 matrix in Eq. (A.27) should be zero to obtain a nontrivial solution.
It results in the transcendental equation of the natural frequencies of the torsional shaft as the
following:
J− 32 (2βL)J 52
(
(
2
a
− 1)βL)+ J 3
2
(2βL)J− 52
(
(
2
a
− 1)βL) = 0 (A.28)
Its solutions are an infinite set of eigenvalues βkL and a numerical method is employed to find
multiple eigenvalues satisfying Eq. (A.28). Thereafter, the natural frequencies can be obtained using
Eq. (A.13):
ωk =
√
G
ρ
βk k = 1, 2, . . . (A.29)
The mode shapes or the eigenfunctions of the tapered torsional rod with a clamped end can be
obtained by Eqn (A.24). By finding the relationship between C1 and C2,
C2 = −
J− 32 (2βL)
J 3
2
(2βL)
C1 (A.30)
Inserting Eq. (A.30) into Eq. (A.2) leads to the following mode shape formula for the k-th mode:
Θk(x) = Ck
[
βk
(
2
L
a
− x
)]− 32 [
J− 32
(
βk(2
L
a
− x))− J− 32 (2βkL)
J 3
2
(2βkL)
J 3
2
(
βk(2
L
a
− x))] (A.31)
where βk is the k-th solution of the transcendental equation (A.28).
A.4 Numerical Validation and Conclusion
The first five natural freqencies for a linearly tapered aluminum rod with the tapering slope of a = 1
are compared with a constant cross-section, a = 0. We used the following properties: D0 = 1 cm;
L = 30 cm; Young’s modulus, Ealuminum=70 GPa; the density, ρaluminum = 2800 kgm−3; poisson
ratio, νaluminum = 0.3.
As shown in Table A.1, the natural frequencies obtained by Eq. (A.28) agree with those by the
FEM. The first mode of a linearly varying torsional rod is higher than that of a uniform section.
This is because little material was removed at the root area where most of the strain energy of the
first mode is, while the inertia load was reduced towards the tip where most of the kinetic energy
of the first mode is stored. This argument on the strain and kinetic energies becomes less true
as the mode number is increased. This explains why the natural frequencies of the higher modes
are closed to that of the rod with a uniform cross-section. The first four mode shapes from Eq.
(A.31) plotted in Figure A-2 clearly exhibit a distinction from the simple sine function mode shapes-
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Figure A-2: First Four Mode Shapes of a=1
sin
(
1
2 (2k − 1)pi xL
)
for a uniform section.
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Appendix B
Orbital Dynamics of Tethered
Array
We briefly review the orbital dynamics of a tethered spacecraft array in this section. Note that we
later neglect the gravity term assuming that a tethered array operates in a weak gravity field. In
order to obtain the equations of motion of the CM of multiple (n) spacecraft, we derive the kinetic
energy K and potential energy V based on [132]:
K =
1
2
R˙C · R˙C
n∑
i=1
mi + R˙C ·
n∑
i=1
mir˙i +
1
2
n∑
i=1
mir˙i · r˙i (B.1)
where the R˙C is the position vector of the array center of mass C with respect to the center of the
Earth, while ri is the position vector of the i-th spacecraft to C.
Since r˙i is defined from the array center C:
n∑
i=1
mixi = 0,
n∑
i=1
miyi = 0 (B.2)
where the x-axis is aligned with the local vertical, the y-axis is in the direction of orbital motion,
while the z-axis is along the orbit normal. Since the motion is confined to the plane of the center of
mass, the z coordinates of the individual spacecraft are always zero.
Then, K is simplified using r˙i = (x˙i − Ωyi)i+ (y˙i +Ωxi)j:
K =
1
2
mΩ2Rc2 +
1
2
n∑
i=1
mi
(
(x˙2i + y˙
2
i ) + 2(xiy˙i − x˙iyi) + Ω2(x2i + y2i )
)
(B.3)
where Rc = ‖R˙C‖ and Ω is the orbital angular velocity.
The potential energy of the system is obtained as
V = −
n∑
i=1
GMemi
‖R˙C + ri‖
(B.4)
which can be rewritten by expanding the equation in a binomial series and exploiting (B.2) as
V = −GMem
Rc
+
GMem
2Rc3
n∑
i=1
mi(x2i + y
2
i − 3x2i ) (B.5)
Hence, the equations of motion can be developed using the Euler-Lagrangian equations. Note
that the position vectors are subject to two types of constraint equations: the x and y constraint
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equations in (B.2) and the constraints from the fixed tether length. We exploit such constraint
equations to derive relative equations of motion in Section 3.5.
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Appendix C
Mathematica Codes
C.1 Involutivity Test for Section 6.2.1
M = {{a1 + 2 ∗ a3 ∗ Cos[x2], a2 + a3 ∗ Cos[x2]}, {a2 + a3 ∗ Cos[x2], a2}}
{{a1 + 2a3Cos[x2], a2 + a3Cos[x2]}, {a2 + a3Cos[x2], a2}}
B = {−2 ∗ a3 ∗ Sin[x2] ∗ x3 ∗ x4− a3 ∗ Sin[x2] ∗ x4∧2, a3 ∗ Sin[x2] ∗ x3∧2}
{−2a3x3x4Sin[x2]− a3x42Sin[x2], a3x32Sin[x2]}
invMB = Simplify[Inverse[M ].B]
{ a3(a2(x3+x4)2+a3x32Cos[x2])Sin[x2]a2(−a1+a2)+a32Cos[x2]2 ,
− 2a3(a1x32+a2x4(2x3+x4)+a3(2x32+2x3x4+x42)Cos[x2])Sin[x2]−2a1a2+2a22+a32+a32Cos[2x2] }
x = {x1, x2, x3, x4}
{x1, x2, x3, x4}
f = {x3, x4,−Part[invMB, 1],−Part[invMB, 2]};MatrixForm[f ]
x3
x4
− a3(a2(x3+x4)2+a3x32Cos[x2])Sin[x2]a2(−a1+a2)+a32Cos[x2]2
2a3(a1x32+a2x4(2x3+x4)+a3(2x32+2x3x4+x42)Cos[x2])Sin[x2]
−2a1a2+2a22+a32+a32Cos[2x2]

invG = Simplify[Inverse[M ].{1, 1}]
{ a3Cos[x2]a2(−a1+a2)+a32Cos[x2]2 , −a1+a2−a3Cos[x2]a2(−a1+a2)+a32Cos[x2]2 }
g = {0, 0,Part[invG, 1],Part[invG, 2]};MatrixForm[g]
0
0
a3Cos[x2]
a2(−a1+a2)+a32Cos[x2]2
−a1+a2−a3Cos[x2]
a2(−a1+a2)+a32Cos[x2]2

LieBracket[f List, g List, x List]:=
Module[{i},Transpose[Table[D[g, x[[i]]], {i,Length[x]}]].f−
Transpose[Table[D[f, x[[i]]], {i,Length[x]}]].g]
adfg = LieBracket[f, g, x];
adf2g = LieBracket[f, adfg, x];
d1 = LieBracket[g, adfg, x];
d2 = LieBracket[g, adf2g, x];
d3 = LieBracket[adfg, adf2g, x];
Delta = AppendColumns[{g}, {adfg}, {adf2g}];MatrixForm[Delta];
MatrixRank[AppendColumns[{d1}, {g}, {adfg}, {adf2g}]]
4
MatrixRank[AppendColumns[{d2}, {g}, {adfg}, {adf2g}]]
4
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MatrixRank[AppendColumns[{d3}, {g}, {adfg}, {adf2g}]]
4
C.2 Controllability Test
C.2.1 Controllability Test for a Single Tethered Spacecraft
A={{0, 0, 0, 1, 0, 0}, {0, 0, 0, 0, 1, 0}, {0, 0, 0, 0, 0, 1},
{0, r(Ig+mr(l+r))ω2Igl , 0,− 2vl , 0,− 2ωl }, {0,− r(Ig+m(l+r)
2)ω2
Igl , 0,
2v
l , 0,
2ω
l }, {0, 0, 0, 2(l + r)ω, 2rω, 0}}
A//MatrixForm
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 r(Ig+mr(l+r))ω
2
Igl 0 − 2vl 0 − 2ωl
0 − r(Ig+m(l+r)2)ω2Igl 0 2vl 0 2ωl
0 0 0 2(l + r)ω 2rω 0

B = Table[0, {6}, {2}];
B[[Range[4, 6],Range[1, 2]]] = MG
{{− r2Igl ,− r2Igl}, { 12 ( l+rIgl + 1Ig+mr2 ), r(Ig+mr(l+r))2Igl(Ig+mr2) }, { r(Ig+mr(l+r))2Igl(Ig+mr2) , 12 ( l+rIgl + 1Ig+mr2 )}}
B//MatrixForm
0 0
0 0
0 0
− r2Igl − r2Igl
1
2 (
l+r
Igl +
1
Ig+mr2 )
r(Ig+mr(l+r))
2Igl(Ig+mr2)
r(Ig+mr(l+r))
2Igl(Ig+mr2)
1
2 (
l+r
Igl +
1
Ig+mr2 )

B =

0 0
0 0
0 0
− rIgl 0
l+r
Igl 0
0 1m

{{0, 0}, {0, 0}, {0, 0}, {− rIgl , 0}, { l+rIgl , 0}, {0, 1m}}
MatrixRank[A] 4
Con = {{0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}}
{{0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}}
Con[[Range[1, 6],Range[1, 2]]] = B
{{0, 0}, {0, 0}, {0, 0}, {− rIgl , 0}, { l+rIgl , 0}, {0, 1m}}
Con[[Range[1, 6],Range[3, 4]]] = Simplify[A.B]
{{− rIgl , 0}, { l+rIgl , 0}, {0, 1m}, { 2rvIgl2 ,− 2ωlm}, {− 2rvIgl2 , 2ωlm}, {0, 0}}
Con[[Range[1, 6],Range[5, 6]]] = Simplify[A.A.B];
Con//MatrixForm
0 0 − rIgl 0 2rvIgl2 − 2ωlm
0 0 l+rIgl 0 − 2rvIgl2 2ωlm
0 0 0 1m 0 0
− rIgl 0 2rvIgl2 − 2ωlm r(lmr(l+r)
2ω2+Ig(−4v2+l(l+r)ω2))
Ig2l3
4vω
l2m
l+r
Igl 0 − 2rvIgl2 2ωlm − r(lm(l+r)
3ω2+Ig(−4v2+l(l+r)ω2))
Ig2l3
− 4vωl2m
0 1m 0 0
4rvω
Igl − 4ω
2
m

MatrixRank[Con]
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6C.2.2 Controllability Test for a Two-Spacecraft Array
M =
 2Ig + 2m(l + r)2 Ig +mr(l + r) Ig +mr(l + r)Ig +mr(l + r) Ig +mr2 0
Ig +mr(l + r) 0 Ig +mr2

{{2Ig+2m(l+r)2, Ig+mr(l+r), Ig+mr(l+r)}, {Ig+mr(l+r), Ig+mr2, 0}, {Ig+mr(l+r), 0, Ig+mr2}}
K =
 0 0 00 mrlω2 0
0 0 mrlω2

{{0, 0, 0}, {0, lmrω2, 0}, {0, 0, lmrω2}}
B =
 1 11 0
0 1
)
{{1, 1}, {1, 0}, {0, 1}}
MK = FullSimplify[−Inverse[M ].K];
MK//MatrixForm
(
0 r(Ig+mr(l+r))ω
2
2Igl
r(Ig+mr(l+r))ω2
2Igl
0 − r(Ig2+m2r2(l+r)2+2Igm(l2+lr+r2))ω22Igl(Ig+mr2) − r(Ig+mr(l+r))
2ω2
2Igl(Ig+mr2)
0 − r(Ig+mr(l+r))2ω22Igl(Ig+mr2) − r(Ig
2+m2r2(l+r)2+2Igm(l2+lr+r2))ω2
2Igl(Ig+mr2)
)
MG = FullSimplify[Inverse[M ].B];
MG//MatrixForm −
r
2Igl − r2Igl
1
2 (
l+r
Igl +
1
Ig+mr2 )
r(Ig+mr(l+r))
2Igl(Ig+mr2)
r(Ig+mr(l+r))
2Igl(Ig+mr2)
1
2 (
l+r
Igl +
1
Ig+mr2 )

A = Table[0, {6}, {6}];
{{0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}, {0, 0, 0, 0, 0, 0}}
A[[Range[1, 3],Range[4, 6]]] = IdentityMatrix[3];
A[[Range[4, 6],Range[1, 3]]] = MK;
A//MatrixForm
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 r(Ig+mr(l+r))ω
2
2Igl
r(Ig+mr(l+r))ω2
2Igl 0 0 0
0 − r(Ig2+m2r2(l+r)2+2Igm(l2+lr+r2))ω22Igl(Ig+mr2) − r(Ig+mr(l+r))
2ω2
2Igl(Ig+mr2) 0 0 0
0 − r(Ig+mr(l+r))2ω22Igl(Ig+mr2) − r(Ig
2+m2r2(l+r)2+2Igm(l2+lr+r2))ω2
2Igl(Ig+mr2) 0 0 0

B = Table[0, {6}, {2}];
B[[Range[4, 6],Range[1, 2]]] = MG
{{− r2Igl ,− r2Igl}, { 12 ( l+rIgl + 1Ig+mr2 ), r(Ig+mr(l+r))2Igl(Ig+mr2) }, { r(Ig+mr(l+r))2Igl(Ig+mr2) , 12 ( l+rIgl + 1Ig+mr2 )}}
B//MatrixForm
0 0
0 0
0 0
− r2Igl − r2Igl
1
2 (
l+r
Igl +
1
Ig+mr2 )
r(Ig+mr(l+r))
2Igl(Ig+mr2)
r(Ig+mr(l+r))
2Igl(Ig+mr2)
1
2 (
l+r
Igl +
1
Ig+mr2 )

Con[[Range[1, 6],Range[1, 2]]] = Simplify[B]
{{0, 0}, {0, 0}, {0, 0}, {− r2Igl ,− r2Igl}, { 12 ( l+rIgl + 1Ig+mr2 ), r(Ig+mr(l+r))2Igl(Ig+mr2) }, { r(Ig+mr(l+r))2Igl(Ig+mr2) , 12 ( l+rIgl + 1Ig+mr2 )}}
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Con[[Range[1, 6],Range[3, 4]]] = Simplify[A.B]
{{− r2Igl ,− r2Igl}, { 12 ( l+rIgl + 1Ig+mr2 ), r(Ig+mr(l+r))2Igl(Ig+mr2) }, { r(Ig+mr(l+r))2Igl(Ig+mr2) , 12 ( l+rIgl + 1Ig+mr2 )}, {0, 0}, {0, 0}, {0, 0}}
Con[[Range[1, 6],Range[5, 6]]] = Simplify[A.A.B]
{{0, 0}, {0, 0}, {0, 0}, { r(l+r)(Ig+mr(l+r))ω2
2Ig2l2
, r(l+r)(Ig+mr(l+r))ω
2
2Ig2l2
},
{− r(Ig3(l+r)+m3r4(l+r)3+Ig2m(2l3+3l2r+5lr2+3r3)+Igm2r2(2l3+6l2r+7lr2+3r3))ω2
2Ig2l2(Ig+mr2)2
,
− r(Ig3(l+r)+m3r4(l+r)3+Ig2mr(3l2+5lr+3r2)+Igm2r2(2l3+6l2r+7lr2+3r3))ω2
2Ig2l2(Ig+mr2)2
},
{− r(Ig3(l+r)+m3r4(l+r)3+Ig2mr(3l2+5lr+3r2)+Igm2r2(2l3+6l2r+7lr2+3r3))ω2
2Ig2l2(Ig+mr2)2
,
− r(Ig3(l+r)+m3r4(l+r)3+Ig2m(2l3+3l2r+5lr2+3r3)+Igm2r2(2l3+6l2r+7lr2+3r3))ω2
2Ig2l2(Ig+mr2)2
}}
Con[[Range[1, 6],Range[7, 8]]] = Simplify[A.A.A.B];
Con[[Range[1, 6],Range[9, 10]]] = Simplify[A.A.A.A.B];
Con[[Range[1, 6],Range[11, 12]]] = Simplify[A.A.A.A.A.B];
MatrixRank[Con]
6
C.3 Diagonalization Transformation in Chapter 4
M =
 2Ig + 2m(l + r)2 Ig +mr(l + r) Ig +mr(l + r)Ig +mr(l + r) Ig +mr2 0
Ig +mr(l + r) 0 Ig +mr2

{{2Ig+2m(l+r)2, Ig+mr(l+r), Ig+mr(l+r)}, {Ig+mr(l+r), Ig+mr2, 0}, {Ig+mr(l+r), 0, Ig+mr2}}
K =
 0 0 00 mrlω2 0
0 0 mrlω2

{{0, 0, 0}, {0, lmrω2, 0}, {0, 0, lmrω2}}
B =
 1 11 0
0 1

{{1, 1}, {1, 0}, {0, 1}}
FullSimplify[Inverse[M ].K//MatrixForm]
0 − r(Ig+mr(l+r))ω22Igl − r(Ig+mr(l+r))ω
2
2Igl
0 r(Ig
2+m2r2(l+r)2+2Igm(l2+lr+r2))ω2
2Igl(Ig+mr2)
r(Ig+mr(l+r))2ω2
2Igl(Ig+mr2)
0 r(Ig+mr(l+r))
2ω2
2Igl(Ig+mr2)
r(Ig2+m2r2(l+r)2+2Igm(l2+lr+r2))ω2
2Igl(Ig+mr2)

FullSimplify[Eigenvalues[Inverse[M ].K]]
{0, lmrω2Ig+mr2 , r(Ig+m(l+r)
2)ω2
Igl }
{V1,V2,V3} = Eigenvectors[Inverse[M ].K]
{{1, 0, 0}, {0,−1, 1}, {− Ig+lmr+mr2Ig+l2m+2lmr+mr2 , 1, 1}}
V1 = V1/Sqrt[V1.M.V1];V2 = V2/Sqrt[(V2.M.V2)]; V3 = V3/Sqrt[V3.M.V3];
V1 = FullSimplify[V1]; V2 = FullSimplify[V2]; V3 = FullSimplify[V3];
V = Transpose[{V1,V2,V3}];V //MatrixForm
1√
2Ig+2m(l+r)2
0 −
(Ig+mr(l+r))
r
Igl2m
Ig+m(l+r)2√
2Igl2m
0 − 1√
2Ig+2mr2
1
√
2
r
Igl2m
Ig+m(l+r)2
0 1√
2Ig+2mr2
1
√
2
r
Igl2m
Ig+m(l+r)2

Simplify[Transpose[V ].M.V ]
{{1, 0, 0}, {0, 1, 0}, {0, 0, 1}}
Simplify[Transpose[V ].K.V ]
{{0, 0, 0}, {0, lmrω2Ig+mr2 , 0}, {0, 0, r(Ig+m(l+r)
2)ω2
Igl }}
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P =
 0 K1 K10 K1 0
0 0 K1
 ;Q =
 2 ∗K2 K3 K3K2 K3 0
K2 0 K3
 ;
{ 1√
2Ig+2m(l+r)2
, 0, 0}
VQV = FullSimplify[Transpose[V ].Q.V ]; VQV//MatrixForm
K2
Ig+m(l+r)2 0
Ig(−K2+K3)+m(l+r)(−K2r+K3(l+r))r
Igl2m
Ig+m(l+r)2
(Ig+m(l+r)2)3/2
0 K3Ig+mr2 0
K2lm(l+r)r
Igl2m
Ig+m(l+r)2
(Ig+m(l+r)2)3/2
0 (l+r)(Ig(−K2+K3)+m(l+r)(−K2r+K3(l+r)))Igl(Ig+m(l+r)2)


K2
Ig+m(l+r)2 0
Ig(−K2+K3)+m(l+r)(−K2r+K3(l+r))r
Igl2m
Ig+m(l+r)2
(Ig+m(l+r)2)3/2
0 K3Ig+mr2 0
K2lm(l+r)r
Igl2m
Ig+m(l+r)2
(Ig+m(l+r)2)3/2
0 (l+r)(Ig(−K2+K3)+m(l+r)(−K2r+K3(l+r)))Igl(Ig+m(l+r)2)

qs = Simplify[(VQV[[3, 1]] + VQV[[1, 3]])/2]
Ig(−K2+K3)+m(l+r)(K2(l−r)+K3(l+r))
2
r
Igl2m
Ig+m(l+r)2
(Ig+m(l+r)2)3/2
FullSimplify[qs∧2−VQV[[1, 1]] ∗VQV[[3, 3]]]
(K2−K3)2
4Igl2m
{{ K2Ig+m(l+r)2 , 0, Ig(−K2+K3)+m(l+r)(−K2r+K3(l+r))r Igl2m
Ig+m(l+r)2
(Ig+m(l+r)2)3/2
},
{0, K3Ig+mr2 , 0}, { K2lm(l+r)r Igl2m
Ig+m(l+r)2
(Ig+m(l+r)2)3/2
, 0, (l+r)(Ig(−K2+K3)+m(l+r)(−K2r+K3(l+r)))Igl(Ig+m(l+r)2) }}[3, 3]
G = FullSimplify[Transpose[V ].P.V ];G//MatrixForm
0 0 K1r
Igl2m
Ig+m(l+r)2
√
Ig+m(l+r)2
0 K1Ig+mr2 0
0 0 K1(l+r)Igl

Transpose[G].G
{{0, 0, 0}, {0, K12(Ig+mr2)2 , 0}, {0, 0, K1
2
Igl2m +
K12(l+r)2
Ig2l2
}}
Simplify[Inverse[

1√
2Ig+2m(l+r)2
0 −
(Ig+mr(l+r))
r
Igl2m
Ig+m(l+r)2√
2Igl2m
0 − 1√
2Ig+2mr2
1
√
2
r
Igl2m
Ig+m(l+r)2
0 1√
2Ig+2mr2
1
√
2
r
Igl2m
Ig+m(l+r)2
]]//MatrixForm

√
2Ig + 2m(l + r)2 Ig+mr(l+r)√
2
√
Ig+m(l+r)2
Ig+mr(l+r)√
2
√
Ig+m(l+r)2
0 − 12
√
2Ig + 2mr2
√
Ig+mr2√
2
0
r
Igl2m
Ig+m(l+r)2√
2
r
Igl2m
Ig+m(l+r)2√
2

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