I. INTRODUCTION
Similarity involves the assessment of intrinsic common characteristics between two or more concepts. A characteristic is intrinsic to an object when it defines the nature of the object itself and cannot be separated from it. In information systems in particular, similarity relates to the assessment of likeness in an analyzed date set in order to quantify these similarities in the interval [0, 1] . As a result, it is possible to order and prioritize them or extract invariants. Generally, the similarity evaluation involves three types of data processing, namely classification, identification, and characterization (Bisson 2000) . Classification aims to structure data in a heterogeneous group according to similarity, while identification endeavors to recognize the class to which an unknown object is likely to belong. Finally, the characterization process allows the explicit representation of information that is common to a set of data.
Semantic similarity measures are referenced to the similarity measure based on human judgment. In pervasive computing, semantic similarity measures were implemented as a mechanism to properly adapt the applications and services between the user and environment. Semantic similarities measures in a pervasive computing system (PCS) are thus applied in order to select the modules of a context-aware application that are appropriate to the user's current context, to choose the best advertised service by matching the user's query to the available service description and classifying the selected services according to relevance, and finally, to identify the current context by comparing information collected from the environment with a set of predefined situations.
a. Dynamic adaptation of services in pervasive computing
In pervasive computing, the adaptation of services is a dynamic process wherein services are offered reactively to a user in response to a change in context or proactively by predicting a change in context and reacting accordingly (Germán 2010) . Several definitions are proposed in the literature, although the most generic is given by Efstratiou (2004) who generalizes the concept of adaptation for mobile equipment and context-aware applications in a PCS by assuming that an application or system is adaptive when it changes its behavior in response to a change in context (this change occurs in either the context or equipment resources). Zouari (2011) recently defined the dynamic adaptation of a context-aware application according to its ability to change its behavior during the execution phase in line with fluctuations in the environment or changes in user requirements.
Another approach has been adopted in other studies, such as that used by Simonin and Carbonell (2007) , which categorizes the dynamic adaptation of services according to the purpose of adaptation, thus distinguishing two types of adaptation: adaptation to the user profile and to the environment. This approach requires the user context and environment to be sources of information for an appropriate adaptation of services. The following works, however, are more comprehensive in terms of services. For example, Nicklas et al. (2008) categorize the adaptation of context-aware applications into four classes: 1) the selection of information and services; 2) the presentation of information and services; 3) the automatic execution of a service for a user; 4) the marking of context with information for later retrieval. Benazzouz (2012) classifies the adaptation into three classes, notably the personalization, recommendation, and reconfiguration of services. According to this classification, the personalization of services is linked directly to the user's preferences, deriving its contextual information from the user environment (e.g., ambient temperature, geographical location). Recommendation is a particular form of personalization that draws from user-stored preferences (history) to recommend the most adequate services. Finally, reconfiguration takes into account the system environment (e.g., releasing memory space for an application). Note that reconfiguration does not consider the user's environment.
In what follows, Section 2 of this survey discusses the concept of semantic similarity in general.
Section 3 introduces the various applications of semantic similarities measures in the field of ubiquitous computing; semantic similarity measures are discussed between contexts, for the recommendation of services, in context-aware applications, and for the service discovery.
II. NOTION OF SEMANTIC SIMILARITY a. Introduction
In pervasive computing, where the notion of context plays a very important role, the semantic similarity measure is a tool to evaluate the resemblance between instances of a context. It allows services to be chosen and classified according to their relevance to a given query, and a user's profile and preferences to be compared to those of other users in order to recommend similar services. Finally, semantic similarity aims to evaluate the similarity between application components in order to propose the most relevant one in a current context. Harispe et al. (2013) classify semantic similarity measures according to the type of elements to be compared (i.e., words, sentences, paragraphs, and documents, concepts or groups of concepts, semantically related instances) and the semantic proxies used to extract the required semantics from the measure. In terms of the latter, the semantic proxies are of two types (Mihalcea et al. 2006 ): corpus-based proxies in which the similarity between two concepts is determined based on the information extracted from a large corpora, and knowledge-based proxies in which the similarity between two concepts is evaluated using information derived from the semantic networks (e.g., ontologies, WordNet). 
This is known as the distance or dissimilarity.
b.ii Similarity
Definition: Semantic similarity measures are mathematical tools used to quantitatively or qualitatively estimate the robustness of semantic relations between units of language, concepts, or instances of concepts through a numeric or symbolic description obtained from a semantic support, such as a text or knowledge representation supporting its meaning or describing its nature (Harispe et al. 2013 ).
The function s that defines semantic similarity must have the following properties:
For a set of concepts in a domain X, the function s: X×X→ℝ + is called "similarity" in X, if
The transformations most frequently used to obtain the distance or dissimilarity d from similarity s bounded by 1 are as follows (Michel and Deza 2007):
c. Semantic similarity measures applied to ontologies
With the advent of the internet and need for information and knowledge sharing on a semantic level, the use of ontologies has become necessary, and as a result, they have considerably developed. The advantages in adopting ontologies as a tool for knowledge representation in a PCS are summarized by Viterbo et al. (2008) as follows:
(1) Ontologies are semantically richer than taxonomies or object-orientated models.
(2) Knowledge is described through accurate representations. Third, in the context layer, the external factor of the measure is considered, namely the context in which the ontology develops. Note that the semantic similarity measures between concepts made through the comparison of their common characteristics are also an integral part of the data layer.
For example, the concept jaguar (car) and jaguar (animal) are syntactically similar, but very different when described according to their characteristics: vehicle or wheels versus animal or feline. For this reason, the data layer is divided into syntactic and semantic similarities. Edge counting measures were first introduced by Rada et al. (1989) . These apply to ontologies with relations between concepts of the taxonomic type (is-a). The basic idea of these measures is the fewer number of edges between two concepts, the more similar they are. The semantic similarity between two concepts, C1 and C2, in this case is given as:
Wu and Palmer (1994) considered the depth of the ontology in the measure, because the more specific two concepts are (in the lower ontological levels), the more similar they will be, and vice versa. This measure is given as:
Where 1 is the number of (is-a) edges between the concept C1 and the least common subsumer (LCS) of (C1,C2), 2 is the number of (is-a) edges between the concept C2 and the LCS of (C1,C2), and is the number of edges (is-a) between the LCS and ontology root.
Several other measures were subsequently introduced by Leacock and Chodorow (1998) Semantic similarity measures based on the informational content of the common notion underlying two concepts were first introduced by Resnik (1995) . The informational content of a concept is its probability of occurring in a corpus such as WordNet: the higher the occurrence of the concept, the less the informational content. The informational content is given as: are ∅( 2) | ∅( 1). The semantic similarity between C1 and C2 is thus given as:
Where F reflects the important characteristics of C1 and C2, and , , are the weighting parameters. Note that the characteristics depend on the context of their definition.
The determination of the weighting parameters represents the major disadvantage of this type of semantic similarity measure. 
Informational content-based measures (corpus-based)
Resnik ( The definition of context according to Petit (2005) along with the majority of researchers is based on the four following axes:
(1) There is no context without context: the concept of context must be defined in terms of a purpose. For example, the aim may be to adapt the interactive capabilities of a system dynamically.
(2) Context is an information space that serves the interpretation: context capture is not an end in itself, but captured data must serve an objective. knowledge (e.g., time, location) to be used in a decision problem, which is latent and cannot be used without an emergent objective; 2) the context as the product of the emergent objective or intention that uses a large part of contextual knowledge.
In 1994, Schilit and Adams categorized context according to six areas. The first three relate to the human factor: user information (e.g., clothes, biophysical conditions), social environment (e.g., proximity to other people), and user tasks (e.g., active user tasks). The other three areas concern the physical environment: location, infrastructure (e.g., resources, communication), and physical conditions (e.g., noise, brightness, weather conditions).
The definition of Dey et al. (2001) is the most cited: "context is any information that can be used to characterize the situation of an entity. An entity is a person, or object that is considered relevant to the interaction between a user and an application, including the user and the application themselves" (p. 5). This definition is evidently similar to Schilit's because context is defined as a set of information collected from the user environment (person), physical environment (physical object), or system environment, with the objective of collection being the characterization of these environments.
Given the preceding definitions, we may say that context is definitely a set of information characterizing an environment, whether the user, physical, or system environment, and that the collection of this information must serve for an objective.
a.i Impact of context Keßler (2007) defines context relative to the similarity measure in the following terms: "A similarity measurement's context is any information that helps to specify the similarity of two entities more precisely concerning the current situation. This information must be represented in the same way as the knowledge base under consideration, and it must be capturable at maintainable cost" (p. 4). This definition gives rise to the following questions regarding the choice of contextual information to be included in the similarity measure between two concepts:
(1) Impact: does the chosen contextual information improve the accuracy of the semantic similarity?
(2) Representation: can this contextual information be represented in the knowledge base?
(3) Acquisition: can this contextual information be acquired at a reasonable cost?
Formally, for a contextual information c n of a context C to be considered in a calculation of semantic similarity between contexts, its impact should be calculated by measuring the semantic similarity that includes and excludes this information. The impact must be greater than a minimum threshold :
Where = { | ( ) > } is the final context including all relevant contextual information.
Most semantic similarity measures are between concepts without taking account of the context of the measure, which sometimes leads to implausible results. "Tablet" and "smart phone" are two similar concepts in terms of "information processing," but completely different in terms of "telephony." The limiting factor according to Janowicz (2008) in the collection of contextual information does not concern how much information can be collected, but rather whether this information can be incorporated into the similarity measure (e.g., through weights) and whether it plays a significant role (i.e., an impact on the result of the similarity measurement).
In pervasive computing, the introduction of context has improved existing semantic similarity measures by introducing weights to the characteristics and semantic links. Furthermore, it has facilitated the application of semantic similarity measures in the calculation of contextual similarities between situations, contexts, concepts, or instances of concepts.
a.ii Semantic similarity between contexts
In a PCS, the services provided to a user relate to the user context (environmental, system-based).
The identification of context is thus an essential task. The question that arises is therefore, "What services must an intelligent device in a PCS provide to a user when the current context is 
Semantic similarities between contexts in a PCS are thus based on the collection of one or several elements of contextual data that are relevant to one or several services. The description and semantic relations of these services are described in an ontological form, thus allowing the application of known semantic similarity measures.
b. Recommendation of services in a PCS
In a PCS, the recommendation of services must consider the context as well as the user's preferences ( Figure 3 ). The context and user preferences can be used to limit the number of recommended services or rank them according to their relevance to the user (Van Setten et al.
2004), while the contextual information can also serve to reduce the issue of limited data (Liu et al. 2010 ).
Formally, if is a set of users, S a set of products (services) to be recommended (e.g., books, movies), and u the utility function represented by the rating of how much a user c has appreciated the service s, then the measure of the relevancy of a product or service s ∈ S to the user c ∈ C is u: C × S → R, where R is a bounded set of integers or reals. For each user c ∈ C, we want to select the product or service s ′ ∈ S that maximizes the utility function, where ∀ c ∈ C, s ′ c = arg max s∈S u(c, s).
The most popular types of service recommendations found in the literature are the following: 
Where x, y are two users rating the same services, S xy is the set of services rated by users x and y, (r x,s , r y,s ) are the ratings of service s by the users x and y, and ( r x , r y ) are the average ratings of x and y. A similar approach is adopted by Chang and Song (2012) , where the spatio-temporal similarity of the user's service ratings is evaluated by the Pearson correlation coefficient (Table 2 , Section c). The assumption is that two users are more similar when they choose the same co-located services at the same time. Furthermore, Li et al. (2008) assumed that the more two users have a common location history, the more they share common interests and preferences. The proposed similarity is thus a hierarchical-graph-based similarity measurement (HGSM).
The above approaches are a set of assumptions based on the spatio-temporal context in a user's history. In the best cases, this choice can be used as the final step to evaluate and choose between two or more selected services. where the semantic similarity measures are calculated between attributes of the same type (e.g., food, occupation) and each attribute is described by a more specific taxonomy that facilitates the calculation of similarity. As a result, a developer can design a richer application for a number of similar users. Rel t (x, y, i) * is the relevancy of ratings for a product i between two contextual variables x and y (of the same type) and is equivalent to their semantic similarity. , , is the rating of a user u for a product i in a context x.
( , ) * * , are the co-located services accessed by users x and y, , and , respectively denote users x and y accessing service s, and T x and T y respectively denote the mean value of time wehn users x and y access service s.
c. Semantic similarity measures and applications
In a PCS, applications must be sensitive to their execution context, which can be any element that influences the behavior of the application (Capra et al. 2001 ). To provide the functionalities expected by the user along with the desired quality, applications must therefore be able to reason about changes in context and reconfigure their behavior to meet well-defined objectives WordNet as the ontology to find the synonym of a DTD expressed in XML. The subsumption relation in a common ontology (Bandara et al. 2007 ) is the tool used for measuring the semantic similarity between the symbolic attributes of the query and the available services. The semantics of each attribute of the query and services, as described by an ontology with "is-a" and "part-of" relations, is shared by all nodes of the PCS (Kang et al. 2007 ). The semantic similarity measure between attributes is thus given as follows:
Where l is the shortest path between the concepts c 1 and c 2 , h is the level of LCS in the ontology, and α≥0 and β≥0 are two scaling parameters for the contribution of l and h.
Finally, a graphical approach based on Tversky's semantic similarity measure is introduced in Ganter and Stumme (2002) , where a service is more relevant if it has more contextual attributes (user preferences) in common with the query R. These ontology-based measures always depend on the structure of the ontology, which may change from one designer to another, and as a result, they are not always consistent. 
Where l i , l j are the edge labels and C E i , C E j are the edge extremities.
The contextual information (attribute-value) described by Broens et al. (2004) is the final phase in the matching process between a query R and service description S in order to classify the results of the previous phases. The process of matching is achieved by step-by-step filtering.
During each step, a property of the service (service type, input, output, contextual attribute, etc.)
that is present in the query but not present in service is used to eliminate the services not relevant to the query. 
IV. CONCLUSION
In this article, a survey of the semantic similarity measures applied in the field of pervasive computing was presented. The works related to the application of semantic similarity measures between contexts/situations, service recommendations, applications, and service discovery.
Semantic similarity measures in the field of pervasive computing mainly relate to the notion of context and its representation. The most common representations of context are through ontologies given the qualities that they provide (possibility of reasoning, sharing, and reusing through digital media, etc.) despite their high costs. This representation allows the application of various measures of semantic similarity based on the structure of the ontology and the characteristics of the concepts. In most applications, context is represented by the spatio-temporal information of the user as well as his preferences and interests (recommendation and discovery of services), which is used as a service classification factor according to relevance. Pearson's correlation coefficient is the most frequent semantic similarity measure in the area of the service recommendations using the technique of collaborative filtering, which can be modified to include the contextual information.
