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A new method of multiplexing the speckle patterns needed in multicomponent digital shearography
systems is presented. Frequency-division multiplexing (FDM) of the measurement channels is achieved
by recording speckle patterns from objects illuminated by intensity-modulated sources. Each source is
modulated at a discrete frequency, which is less than half of the camera frame rate, and a bank of images
of the modulated speckle patterns is captured. This allows for pixel-by-pixel Fourier-based extraction of
the individual speckle patterns from peaks in the power spectra. The approach is demonstrated with a
two-component in-plane shearography instrument. © 2013 Optical Society of America
OCIS codes: 110.4155, 120.3940, 120.6165, 120.4290.
1. Introduction
Shearography [1] is a noncontact full-field optical in-
terferometric technique that allows the measure-
ment of the gradients of displacement on surfaces
subjected to loading. This is a property that lends
itself well to the measurement of surface strain. It
is an interferometric contactless technology that
can be used to reveal gradients of deformation across
an object’s surface in applications ranging from
large field-of-view examinations of vibrational modes
across aircraft panels [2] to quantitative measure-
ments of strain on microscopic microelectro-
mechanical systems (MEMS) devices [3]. A speckle
interferogram is obtained by illumination of an ob-
ject’s surface with a laser. As long as the surface is
“rough” on the scale of the wavelength of light, a
speckle pattern is produced. The speckle pattern is
imaged using an image-shearing device, which is dis-
cussed further below, resulting in an interferometric
speckle pattern that is sensitive to the surface displa-
cement gradient. Processing the phase changes
induced in interferograms taken before and after
loading the surface produces a result that can be re-
lated to surface strain. A system consisting of a single
illumination and viewing direction results in a
speckle interferogram that, in general, contains con-
tributions from the in-plane and out-of-plane surface
displacement gradient components. The relative pro-
portions of these are dictated by the orientation of
the sensitivity vector, which is defined as the bisector
of the observation and illumination axes. A number
of techniques have been developed to enable separa-
tion of the in-plane and out-of-plane components,
with the general requirement that a minimum of
either three illumination directions viewed by a sin-
gle detector array, or a single illumination direction
viewed by three detector arrays, is required to obtain
the full, three-dimensional surface strain field [4,5].
More recently it has been shown that a fourth mea-
surement channel can result in lower errors in the
recovered strain components [6]. A number of techni-
ques to multiplex the three, or more, measurement
channels have been reported.
Time-division-multiplexed (TDM) systems that
capture the speckle patterns from each channel
sequentially, at different points in time relative to
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each other, using a single imaging sensor, have been
investigated [5]. Alternatively, by spatial multiplex-
ing (SM), the images can be captured in parallel
using multiple observation directions and a single
illumination source. This can be done in principle
using multiple image-shearing interferometers [7],
which makes use of the full spatial resolution of each
of the imaging sensors. Alternatively, coherent ima-
ging fiber bundles [8] can port multiple views to a
single interferometer, although this technique suf-
fers from a loss of image resolution as the views
are imaged to subregions of the sensor. SM requires
good pixel registration between images in order to
reduce errors [9]. Parallel image capture can also
be achieved using multiple illumination directions
and a single interferometer exploiting polarization-
division multiplexing (PDM) [10] or wavelength-
division multiplexing (WDM) [11]. In these, the
channels are separated by use of polarization- or
wavelength-selective optics and directed onto image
sensors, again utilizing the full spatial resolution of
the sensor.
In this paper, a novel configuration for multiplex-
ing the measurement channels exploiting frequency-
division multiplexing (FDM) is described. This
allows for the simultaneous capture of speckle
patterns from each measurement channel on a single
imaging sensor without loss of spatial resolution.
The theory of quantitative shearography is summar-
ized, and the application of FDM to shearography
is described. Finally, the results of experimentally
applying FDM to a two-component shearography
system are presented and discussed.
2. Theory of Quantitative Shearography
A single-channel shearography system, shown in
Fig. 1(a), consists of a single laser source that is used
to illuminate the surface of an object being tested, an
Fig. 1. (Color online) (a) Representation of a single-channel shearography system and the imaging optics of the shearographic camera
(SC, dotted rectangle) [12]. (b) Three-channel system using multiple illumination directions, i^, around a single SC to vary the sensitivity
[13]. (c) Three-channel system using multiple observation directions, o^, formed of multiple cameras around a single laser [7].
(d) Two-channel in-plane system with two lasers arranged at equal angles around the observation axis [4].
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image-shearing device, and an image sensor,
collectively referred to as a shearographic camera
(SC). Speckle patterns resulting from illumination
of the object’s surface before and after loading are im-
aged onto the sensor and are processed to reveal the
phase change due to the deformation gradients, Δϕs,
imposed on the scattered wavefront. The phase
change is described in Eq. (1) and shows that the
phase is related to the applied image shear, δs, which
can be in either the horizontal (∂s  ∂x) or the
vertical (∂s  ∂y) direction. The orthogonal surface
displacement gradients in the shear direction are
denoted as ∂u∕∂s, ∂v∕∂s, and ∂w∕∂s, and the
sensitivity unit-vector components are denoted as
kx, ky, and kz, and the wavelength as λ:
Δϕs 
2πδs
λ

kx
∂u
∂s
 ky
∂v
∂s
 kz
∂w
∂s

; (1)
Therefore, a phase map retrieved from a single
channel generally contains contributions from the
two in-plane and one out-of-plane displacement gra-
dient terms. From measurements undertaken using
a single-channel system, these orthogonal terms are
inseparable and so the phase map is generally useful
for obtaining only a qualitative indication of the pre-
sence and locations of defects within an object, as in-
dicated by a local change in the phase map, and this
is the application for which shearography is most
used [1].
Quantitative measurements of surface strain re-
quire the use of at least three measurement chan-
nels, each sensitive to a different combination of
the components of the surface displacement gradient
[14]. In quantitative shearography, the detectable
strain components are obtained through processing
phase maps from each measurement channel. Infor-
mation obtained from multiple phase measurements
allows the surface displacement gradient terms to be
separated and therefore allows for quantitative
measurement of the surface strain components.
Using a system of multiple illumination or obser-
vation directions, similar to the two configurations
shown in Figs. 1(b) and 1(c), it is possible to obtain
quantitative measurement of the three-dimensional
surface strain. The channels can be placed arbitra-
rily to obtain the result using a matrix transform
[13], but errors may be improved through a more
considered placement of the channels [1,15].
An alternative configuration that can be used to
obtain out-of-plane and one in-plane component is
shown in Fig. 1(d). Addition and subtraction of phase
maps, obtained from two channels positioned under
conditions of symmetrical channel placement in a
plane defined by the observation and illumination
vectors [4], yields the out-of-plane ∂w∕∂s and in-
plane ∂u∕∂s displacement gradient components.
For this configuration ∂w∕∂s and ∂u∕∂s can be found
using
∂u
∂s
 λ
4πδskx
Δϕ1 −Δϕ2; (2)
∂w
∂s
 λ
4πδskz
Δϕ1 Δϕ2; (3)
Therefore, in order to obtain quantitative
measurements of surface strain, more than one
phase must be measured using one of the various
multiplexing schemes discussed above.
3. Frequency-Division Multiplexing
FDM allows the simultaneous capture of data from
each of the channels on a single imaging sensor at
full spatial resolution with a common image shear.
The technique uses multiple intensity-modulated
laser beams and a single shearing interferometer
to provide multiple measurement channels. The
resulting speckle patterns are therefore received
simultaneously at the imaging sensor, and their
evolution over time is captured in a sequence of
images over a number of modulation cycles. The time
series of a given pixel, It, will vary in intensity
over time as a function of all of the modulation
frequencies present:
It  I1t  I2t … Int  C; (4)
where Int is themodulation signal of channel n, and
C is the background intensity.
To demultiplex the channels, the power spectrum
is calculated via the discrete Fourier transform
(DFT) on a pixel-by-pixel basis. The peaks corre-
sponding to the different channel modulation
frequencies are separated using window functions,
and the intensity is evaluated. The root-mean-
squared (RMS) intensity, IRMS, of a channel’s signal
can be calculated in the frequency domain using
Parseval’s theorem:
IRMS  σIn 
P jIntj2
N
s

P jF fIntgj2
N2
s
; (5)
where FfIntg is the windowed DFT spectrum for
the signal, Int, and N is the number of samples.
As the DC component of the signal is removed when
windowing in the frequency domain, the RMS is
equivalent to the standard deviation of the signal,
σIn . Hence, the peak-to-peak intensity, Ipp, of the
modulating signal can be found by dividing the
extracted RMS intensity by the RMS intensity of
the normalized waveform, σcal:
Ipp 
σIn
σcal
; (6)
This is repeated for each channel present and the
values placed into separate image arrays. These
images can then be considered equivalent to speckle
patterns captured with only a single illumination
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channel present at any one time. The technique is
summarized in Fig. 2, which illustrates the steps
of the demultiplexing process.
It should be noted that it is not always necessary to
calculate the peak-to-peak amplitudes. Instead, the
sum of the windowed power spectrum can be used
to speed demultiplexing by omitting steps from the
RMS calculation, shown at step (d) part (ii) in Fig. 2.
However, the intensity, INL, obtained by this method
is scaled nonlinearly, which could be a problem when
used with some phase-stepping algorithms [16].
Another point to note is that the modulation frequen-
cies should be chosen so that they meet the Nyquist
condition and have resolvable peaks in the power
spectrum.
4. Experimental Development
Development of the processing algorithm was
conducted in the open-source Python programming
language [17] using the Python Toolkit environment
[18], with the NumPy and SciPy [19] modules. A
bespoke shared library was then written in C using
the FFTW3 library [20] in order to increase memory
efficiency and the speed of the DFT-based analysis.
This was capable of demultiplexing the channels
on the order of seconds using a single core of a
desktop PC running at 2.86 GHz. Typical data sets
captured consist of large, three-dimensional arrays
of signals with sizes that can approach 1 Gbytes dur-
ing processing.
The first step in demonstrating the multiplexing
technique was to show that images could be recon-
structed and separated from an image bank. An ex-
periment was configured using a high-speed camera
(Baumer HXC-13) with a 144 × 150 pixel subregion
selected on the sensor, allowing a frame rate of
11,000 fps. Images were recorded using a field of view
of approximately 41 mm2. The expanded beams from
two laser sources (a 532 nm Coherent DPSS 532-300
at 300 mW and a Photop DPGL-3020 532 nm DPSS
module at 20 mW) were incident on a screen. The
beam in each channel was transmitted through a
spatial modulator to generate distinct static inten-
sity patterns, these being a calibration target slide
and a coiled spring. These patterns were imposed
to act as a visual aid to confirm that the algorithm
performed as expected.
The outputs from the lasers were intensity modu-
lated in time by placing a beam chopper in each beam
path to produce square-wave intensity modulations
at rates of 1000 and 1500 Hz in the respective chan-
nels. An image time series of 1024 modulated images
was captured, as processing time was not an issue at
this stage. After capturing the time series, two single
frames were captured with only a single illumination
channel present so the demultiplexed result could be
assessed against the conventional approach. The
time-series images were processed using the techni-
que described above to demultiplex the images from
the two channels.
The results from this can be seen in Fig. 3, which
shows the single-frame captured images [(a) and (b)]
above their demultiplexed counterparts [(c) and (d)].
It can be seen that the images are reconstructed with
good fidelity. Also shown are the demultiplexed
images when the less computationally intensive
method of calculating intensity from the power spec-
trum is used [(e) and (f)], omitting the scaling process
to approach an RMS intensity. These images show
clearly that the nonlinear method introduces a more
rapid dropoff from high to low intensity in the demul-
tiplexed images, as compared to the single-frame
captures. If processing time is an issue (for exam-
plem if attempting to process in real time), then
these images may be used with a temporal phase-
stepping algorithm that is insensitive to nonlineari-
ties [16]. As the time gain was only a fraction of a
second, the RMS scaled version of the calculation
was adopted for use in postprocessing.
Similar to the above, demultiplexed images can be
reconstructed using illumination channels originat-
ing from a common laser source, and at a range of
camera frame rates and modulation frequencies
(provided the Nyquist condition is met).
Fig. 2. (Color online) Steps to demultiplex images from an image
time series. The example shown is for two-channel demultiplexing.
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As the demultiplexing technique effectively filters
the power spectrum, the camera noise spectrum will
also be filtered, so that the noise remaining in the
demultiplexed images is reduced compared with that
in a single frame measurement. The camera used in
this work (Baumer HXC-13) is a CMOS image sen-
sor; therefore each pixel will have its own noise char-
acteristics described by a mean, μi; j, and standard
deviation, σi; j, where i and j are the pixel array
indices. To examine the camera’s noise characteris-
tics under the conditions of the experimental
demonstration of FDM shearography in this paper,
a lens cap was placed over the camera sensor and
an image time series of 256 frames was captured
at a frame rate of 430 fps. From this, two images were
demultiplexed using windows centred at 140 and
175 Hz, each of width 10 Hz. The image time series
was also averaged along the time axis to produce an
image of the average intensity at each pixel over the
capture period. This time-averaged image was ana-
lyzed so as to investigate whether the demultiplexing
method produced improved noise characteristics
over simply taking the mean of a time series. The le-
vel of the camera noise present in the demultiplexed
and the time-averaged images was compared to that
of single-frame measurements, equivalent to TDM,
one captured at the same time as each time series.
The whole procedure was repeated 100 times, giving
a set of demultiplexed images from which the means,
μi; j, and standard deviations, σi; j, could be deter-
mined at each pixel site over time. The values for
the pixels were then averaged across the frame,
and the results are presented in Table 1.
Overall, the demultiplexing method was shown to
reduce the mean noise floor of the camera compared
to both the single-frame and the time-averaged
images by a factor of 14. The consistency of the mea-
surements, shown by the average standard deviation
of all the pixels, obtained by demultiplexing, was also
greatly improved compared to the single-frame TDM
approach, showing an improvement of a factor of 20.
In comparison to performing a time averaging of
the same number of frames, the demultiplexed data
standard deviation was less. However, while the
FDM technique showed an improvement in the level
of the noise floor, the signal-to-noise ratio was half
that obtained by time averaging, due to the 50% duty
cycle of the modulation signal used to multiplex the
channels. While this may seem to place FDM at a dis-
advantage relative to the simpler time-averaging ap-
proach, it is worth noting that time averaging is only
possible on a single channel, whereas the FDM ap-
proach allows the capture of multiple images simul-
taneously in a single time series of the same length.
For the same total capture period, T, FDM can cap-
ture n channels with noise averaging over the whole
image time-series capture period (equal to T), while
time averaging would only be able to capture in the
space of T∕n per channel, greatly reducing the ben-
efits of averaging. This could be of concern when
measuring a dynamically evolving system.
A further source of error is the cross talk between
measurement channels. This was measured for the
situation in which the multiplexed speckle patterns
were produced by illuminating a surface with two
expanded beams split from a common laser source
(Coherent DPSS 532–300). The intensities of the
beams were modulated by placing mechanical chop-
pers in the beam paths, resulting in modulation fre-
quencies of 140 and 175 Hz. As before, the camera
(Baumer HXC-13) was set to capture the image time
series consisting of 256 frames at a frame rate of
430 fps. The surface was illuminated by a single mod-
ulating channel, each in turn, and a speckle-pattern
time series was captured for each. From each time
series two speckle patterns were demultiplexed.
Fig. 3. (a) and (b) Directly captured images of patterns produced
from sources in separate channels across a field of view of approxi-
mately 4 cm2. (c) and (d) Demultiplexed images of the same
patterns that had been multiplexed together by chopping the
beams at 1 kHz and 1.5 kHz, respectively, and captured in an im-
age time series of 1024 frames at 11,000 fps. Images in (e) and (f)
show the same patterns demultiplexed using the nonlinear meth-
od where intensity is the sum of the squares of the windowed
power spectrum. Note the nonlinear intensity response produced
by that method in the demultiplexed images increases more shar-
ply toward the bright regions. Each image is scaled to the highest
intensity in the frame.
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The first was extracted at the illuminating channel’s
modulation frequency and was used as a measure of
the signal for that channel (Isource). The second
speckle pattern was extracted at the frequency
corresponding to the modulation frequency used
for the second illuminating channel, were it present.
This contained information consisting of cross talk
from the illuminating channel and contributions
from the camera noise (Icross). The ratio of the mean
intensities in Icross to Isource can be used as a measure
of the cross talk. Overall, cross talk was measured to
be an order of magnitude higher than the camera
noise floor, with the cross talk between channels, de-
fined as the ratio of power leaked over the power re-
maining in the originating channel, measured to be
1.5% and 2.0% from channels one and two, respec-
tively. This compares favorably with PDM schemes,
where a cross talk of 20% has been reported [10]. Pos-
sible causes of cross talk are mixing of higher-order
harmonics or overlap of peaks from different images.
5. Application to In-Plane Shearography
A two-component, in-plane shearography system
was configured to demonstrate the use of FDM in
a practical shearography system. The experimental
configuration is shown in Fig. 4. Two illumination
channels were created by splitting equally the output
from the laser (Coherent DPSS 532–300), operating
with an output power of 200 mW, into two illumina-
tion beams that had the same polarization state. The
beams were expanded to illuminate the test object’s
surface and arranged to illuminate it from equal but
opposite angles in the x–z plane.
This provided sensitivity vectors, k1 and k2, of
equal magnitude and allowed the separation of the
in-plane and out-of-plane components of surface dis-
placement gradient, as per Eqs. (2) and (3). The illu-
mination intensity on the object surface was adjusted
by varying the divergence of the transmitted beams
from each channel through selection of appropriate
lenses to ensure that the camera did not saturate
when both channels were incident on the surface,
and also to ensure that both illumination channels
had similar intensity to each other. Distinct periodic
intensity modulations were applied to the two chan-
nels by placement of beam choppers near the focus of
the microscope objective lenses used in expanding
the beams. These square-wave modulations should
theoretically produce a comb of frequencies in the
power spectrum, which consists of a peak at the
fundamental modulation rate and then peaks of
successively decreasing height at every odd harmo-
nic. However, in practice, power was also found to
have leaked into the even harmonics. It was possible
to avoid the emergence of harmonic peaks by
modulating at frequencies with higher harmonics
that lay beyond the Nyquist frequency. Modulation
frequencies were selected to avoid the fundamental
component from one modulation frequency overlap-
ping with harmonic content from the other modula-
tion frequency, and to allow a high number of
modulation cycles to be sampled while still fulfilling
the Nyquist condition. Thus they were set at 140 and
175 Hz for channels 1 and 2, respectively, as shown
in Fig. 5.
A Michelson interferometer was used to provide a
lateral image shear of 3 mm, applied along the y-axis
by tilting the mirror of one arm of the interferometer.
The mirror of the other arm was mounted on a piezo
actuator to provide longitudinal translation of the
mirror, allowing use of temporal phase stepping
[16]. A telephoto imaging lens arrangement was po-
sitioned between the camera (Baumer HXC-13) and
the interferometer to image the surface of the object.
The object was positioned 0.75 m from the front ele-
ment of the lens. The camera was configured to use a
subregion of 600 × 600 pixels and a framerate of
430 fps at 8 bit depth, which allowed the capture
Table 1. Noise Characteristics of an Average Pixel Calculated over 100 Measurements for Single-Frame,
Time Averaged, and Demultiplexed Techniquesa
Single-Frame Time Averaged (256 Frames) Demultiplexed (f  140 Hz) Demultiplexed (f  175 Hz)
TPB hμi; ji(counts) 0.43 0.43 0.03 0.03
TPSD hμi; ji(counts) 0.134 0.010 0.007 0.007
aTPB is the typical pixel background level, calculated as the mean background of all pixels i, j. TPSD is the typical standard deviation of
an image pixel between measurements, calculated as the mean standard deviation.
Fig. 4. (Color online) In-plane shearography configuration with
beam choppers to facilitate the frequency-division multiplexing
of the two channels. Angles θ were 45°, making k1  22.5°
and k2  −22.5° from the observation vector. Inset: notched-plate
test object as viewed by the system; a 40 mm2 area was viewed
around the fixed end of the notch. Loading involves compressing
the two distal ends together, as shown, using a screw.
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of 256 frames in the image time series while ensuring
that there were sufficient signal levels in each frame.
The test object used was a compression-loaded
notch in an opaque Perspex block that produced
predominantly in-plane deformations, suitable to
produce responses detectable with the two-
component in-plane shearography system. Loading
was achieved using a screw on the end of the notch
that was turned and pulled the ends together.
The five-frame temporal phase-stepping algo-
rithm shown in Eq. (7) [21] was used to evaluate
the phase:
ϕ  tan−1

2I2  I4
2I3 − I5 − I1

; (7)
This was selected due to its tolerance toward many
systematic detector errors [16]. The experimental
procedure was to capture five time series, one at each
of the five phase steps, apply a load to the object, and
then capture another five phase-stepped time series.
An additional image was captured before each phase-
step time series to obtain time-division multiplexed
(TDM) data. Doing so allowed for the direct compar-
ison of the performances of TDM and FDM ap-
proaches under the same loading conditions.
To process the modulated data, the time series
were processed as described above. The peaks in
the power spectrum at the fundamental frequencies
were selected using bandpass filters centred on the
fundamental frequencies with a width of 10 Hz to en-
sure capture of the entire peak. The reconstructed
speckle patterns were then converted to a phase
map for the loaded state via the phase-stepping algo-
rithm, filtered with five passes of a sine-cosine filter
[22], and unwrapped using the “iso-phase unwrap-
ping” algorithm [23]. Maps of the change of phase be-
tween the reference and loaded states were then
calculated, which can be described in the form of
Eqs. (8) and (9) for the two channels of an in-plane
shearography system:
Δϕ1 
2πδy
λ

kx
∂u
∂y
 kz
∂w
∂y

; (8)
Δϕ2 
2πδy
λ

−kx
∂u
∂y
 kz
∂w
∂y

; (9)
The values in these two-phase change maps were
then processed by subtraction to reveal the in-plane
Fig. 5. (Color online) Mean power spectrum of an image bank
containing two peaks corresponding to the frequencies of the mod-
ulation applied to the two channels. The truncated peak at 0 Hz,
corresponding to the background light, reached an intensity of
11,500 AU. The shaded regions show the extent of the two window
functions used in discriminating channels during demultiplexing.
The peaks had different heights due to a difference in intensities
between the two illuminating beams.
Fig. 6. (Color online) In-plane (top) and out-of-plane (bottom) dis-
placement gradient components of a 41 mm by 41 mm area around
a compression-loaded notch in a Perspex plate. The left column
shows results obtained using TDM, and the right column shows
those obtained using FDM. The dashed lines indicate the location
of the line plots in Fig. 7.
Fig. 7. (Color online) Vertical profile taken from the displacement
gradient maps shown in Fig. 6, near the apex of the notch. The left
plot shows the profiles for the in-plane component, and the right
plot is the same for the out-of-plane component.
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strain distribution [Eq. (2)], and by summing to
reveal the out-of-plane strain distribution [Eq. (3)].
The time-division multiplexed images were
processed by passing them directly to the phase-
stepping algorithm, and from there following the
same processing steps as used for obtaining
the two displacement gradient components with the
FDM data.
The in-plane and out-of-plane displacement gradi-
ent components on the notch plate are shown in Fig. 6
for both TDM and FDM. The strain maps for both
in-plane and out-of-plane strains are qualitatively
similar for the TDM and FDM cases, and a quanti-
tative comparison showed that the FDM results
agreed to within 1.5% of the TDM method across
the field of view. An example vertical cross section
of the data shown in Fig. 6 has been plotted in Fig. 7,
showing the components of strain from beside the
notch region. Both components of strain and both
multiplexing techniques represented in Fig. 6 are
plotted, and show the agreement between the TDM
and FDM results.
The results demonstrated that the FDM technique
can be applied successfully to a multicomponent
shearography system and that the results are
comparable to the established TDM technique.
6. Conclusions
The development of a new method to multiplex the
channels in a shearography system onto a single
camera for simultaneous capture has been pre-
sented. The FDM method allows multiplexing of
the channels using the full image sensor resolution
simultaneously for each channel, with low cross talk
between channels and inherent noise suppression.
The relative advantages of the FDM technique
over other multiplexing techniques are summarized
in Table 2. Measurements undertaken using the
FDM technique have been shown to be comparable
to the established TDM technique, agreeing to within
1.5%. Cross talk between the multiplexed speckle
images was shown to be less than 2% of the power
in the originating channel, and camera noise at the
demultiplexing frequencies was reduced by a factor
in excess of an order of magnitude compared to that
of a single frame.
It is expected that the multiplexing capacity can be
increased to allow for the multiplexing of additional
channels, and for multiplexing orthogonal shear
directions. This would allow for the simultaneous
capture of all of the required information necessary
to calculate complete surface strain.
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