Abstract-Functional connectivity (FC), defined as the statistical dependency between distinct brain regions, has been an important tool in understanding cognitive brain processes. Most of the current works in FC have focused on the assumption of temporally stationary networks. However, recent empirical work indicates that FC is dynamic due to cognitive functions. Goal: The purpose of this paper is to understand the dynamics of FC for understanding the formation and dissolution of networks of the brain. Method: In this paper, we introduce a two-step approach to characterize the dynamics of functional connectivity networks (FCNs) by first identifying change points at which the network connectivity across subjects shows significant changes and then summarizing the FCNs between consecutive change points. The proposed approach is based on a tensor representation of FCNs across time and subjects yielding a four-mode tensor. The change points are identified using a subspace distance measure on low-rank approximations to the tensor at each time point 
Time and frequency dependent phase of the signal from the ith channel. P LV (i,j ) (t, ω) Phase locking value between the ith and jth channels at time t and frequency ω. G (i,j ) (t) Connectivity value between channels i and j at time t.
G(t)
Three-way tensor at time t corresponding to the connectivity across nodes and subjects. X Tensor. X i 1 ,i 2 ,i 3 i 1 , i 2 , i 3 th element of the tensor. U (i) ith component matrix corresponding to the left singular vectors of the tensor unfolded along the ith mode.
I. INTRODUCTION

E
MPIRICAL studies from electromagnetic recordings and neuroimaging suggest that human cognition arises from transient synchronization between distant and specific neural populations [1] - [3] . The interactions between these functionally distinct neurocognitive networks, also known as functional connectivity (FC), have been studied in detail through neuronal time series recorded from different sensors, e.g., electroencephalogram (EEG) [4] , or from brain voxels, e.g., functional magnetic resonance imaging (fMRI) [5] , [6] . Recently, methods from complex network theory have been used to describe the topological structure and attributes of functional connectivity networks (FCNs) [7] , [8] , where nodes correspond to distinct brain regions and edges to pairwise associations (or functional connectivity) between them [9] . Approaches built upon the assumption of stationarity of FC have produced a wealth of literature expanding our knowledge of large-scale brain networks. However, recent studies have shown that the functional connectivity in brain networks may exhibit dynamic changes within short time scales due to task demands, learning, and anesthesia [10] - [14] . Moreover, there is growing evidence suggesting that the emergence of a unified neural process is controlled by the continuous formation and destruction of functional connectivity over multiple time scales [15] , [16] .
Recent work in cognitive neuroscience, for example, now suggests the presence of two broad functional brain networks that directly reflect primary systems underlying goal-directed behavior: Incentive salience and cognitive control. The incentive salience network's primary function is to scan the environment for the anticipation of reward and detection of potential danger, and centrally involves the anterior cingulate cortex, amygdala, and the major dopaminergic structures of the brain [17] - [19] . The salience network is functionally integrated with other brain structures that collectively constitute the cognitive control network, notably the lateral prefrontal cortex (LPFC), orbitofrontal prefrontal cortex (PFC), and inferior frontal gyrus [19] - [21] . After receiving input from the salience network, the control network becomes active to guide responses, often modifying prepotent behavior [22] , [23] . This guidance entails the use of mental representations of potential future outcomes including weighting the potential positive and negative outcomes of different response options [23] . Error processing studied using the error-related negativity (ERN) is understood to involve both salience and control processing, and will be the focus of an initial application of the proposed approach.
Early dynamic network measures focused on time-varying analysis of FC graphs and characterizing network dynamics [24] - [26] . Fallani et al. [27] introduced time-varying graph analysis in the context of a simple motor task and reported temporally persistent edges. Valencia et al. showed the changes in small-worldness of the FCNs across time [28] . Dimitriadis et al. [29] developed an approach for time-varying analysis of graph theoretic indices including network efficiency and small world parameter. Similarly, Chiang et al. [30] used the hidden Markov model (HMM) to track the dynamic structure of graph theoretical network measures and to quantify the relative temporal stationarity of brain network topology. Bassett et al. [31] showed the dynamic nature of the functional connectivity network's modular structure.
In recent years, two complementary approaches to dynamic functional connectivity (dFC) tracking have been proposed. The first class of approaches are based on clustering the FCNs across time and subjects assuming that the network is in one particular state at each time point and the states fluctuate across time. For example, Allen et al. [32] proposed a data-driven approach based on k-means clustering to identify "FC-states" from resting state fMRI. Similar clustering-based approaches were adopted by Dimitriadis et al. [33] , [34] , Jamal et al. [35] for EEG studies and by Ou et al. [36] for resting state fMRI. Jamal et al. [35] , [37] - [39] used k-means clustering on time-frequency dependent phase difference data to obtain "synchrostates" whereas Dimitriadis et al. replaced k-means by the Neural Gas algorithm to obtain a codebook that facilitates the description of "FCμstate"s [34] . Ou et al., on the other hand, employ hierarchical clustering to determine the network states from vectorized connectivity matrices and then use HMM to model the dynamics [36] . Similarly, in [40] fluctuations related to spatial components, obtained through independent vector analysis over time, are investigated through clustering and Markov modeling. In another study [41] , resting state EEG FC networks were grouped into coherent states through cross-correlation analysis and evolutionary clustering of FC edge time series. Although clustering approaches provide a potentially powerful method for determining the spontaneous changes in resting state FC, they assume a distinct network state at each time point instead of a network state that is both contiguous in time and made up of multiple building blocks [42] . In the second class of approaches, Leonardi et al. [43] propose a principal component analysis (PCA)-based approach to reveal characteristic fluctuations of whole-brain FC, where the eigenconnectivities that account for the most variation in the collection of dynamic FCNs across time and subjects are denoted as network states.
The retained eigenconnectivities are treated as building blocks of dynamic FC and the subject-specific time-dependent weights that describe the contribution of each eigenconnectivity is obtained through orthogonal projection. Similarly, in [44] a PCAbased approach is used to reconstruct the principal resting-state network dynamics from EEG data. The multivariate data describing time-frequency interdependencies between electrodes is analyzed through PCA to obtain low-dimensional orthogonal subspace of resting-state network dynamics. Similarly in [45] , we introduced a PCA-based approach for tracking dFC in taskbased EEG based on average dFC across subjects. In [42] , two approaches to network state identification, i.e., clustering and PCA, have been compared for dynamic connectivity analysis of resting-state and task-based fMRI. It was shown that resting state dFC was better described by multiple FC patterns that overlap, whereas task-based dFC was better represented by sparse separated FC patterns.
While tracking the dynamic nature of FC, the existing techniques mostly assume that the timing of the various states is known, that at each time point the brain is at a discrete state, or that the current state is a weighted sum of FC-states [42] . Although these assumptions are valid for resting-state FC studies, in the case of task-based studies the FC-states are assumed to be quasi-stationary over a time interval [41] , [46] . Therefore, an important extension to current approaches would be to introduce methods that can detect the time points where significant changes to network organization occur. To address this issue, Bassett et al. [31] explored the dynamic organizational changes of graphs during learning using predefined data windows spanning multiple temporal scales. Cribben et al. [47] took a different approach and considered a data-driven technique for partitioning the time course into intervals based on the underlying FC patterns. This technique, called dynamic connectivity regression, detects temporal change points in FC and estimates a connectivity graph for each time interval between pairs of change points. However, this approach relies on a greedy partitioning scheme for determining the change points and the corresponding FC states.
In this paper, we propose a two step approach to track whole brain dynamic connectivity during an event related potential (ERP) recording. As all subjects perform the same task and respond to the same stimulus, we assume that a relatively similar network structure exists for all subjects, and our analysis is tuned to first identify the change points in time where significant changes to the network structure occur across all subjects. We quantify these changes through a low-rank tensor approximation to the FCNs constructed across subjects and subspace distance metrics. Once the change points are detected, the network state for the time intervals between change points is assumed to be stationary and common across subjects, and summarized through tensor-matrix projections across subjects and time. The key contributions of the proposed work are threefold. First, unlike most of the current work, we determine time intervals during which the FCN has a common quasi-stationary pattern across time and subjects. Second, most of the current work reduces the high-dimensionality of the FCNs by vectorizing the connectivity matrices into long vectors before identifying the network states. This approach may lose some important relationships between the nodes and does not preserve the topological structure of the network. In the proposed work, we address this problem by keeping the network structure of FCNs intact by using tensor representations. Through tensor representation, we can capture the variability common to all subjects across time. Finally, the proposed approach is flexible for extensions to higher order representations such as time-and frequency-dependent network states across time.
II. BACKGROUND
A. Tensor Subspace Analysis
Linear data models such as PCA [48] and Independent Component Analysis [49] are widely used for the decomposition of matrices. Depending on the criteria, different types of basis vectors are extracted and appropriate lower dimensional features are obtained through projection. Multiway data analysis extends these linear methods to capture multilinear structures and underlying correlations in higher order datasets, also known as tensors. Several tensor decomposition methods such as canonical decomposition, a.k.a parallel factor analysis (PARAFAC), and Tucker decomposition have been proposed [50] - [52] .
Let X ∈ R m 1 ×m 2 ×m 3 be a three-way tensor, where m i is the dimension along the ith mode, and x i 1 ,i 2 ,i 3 denotes the (i 1 , i 2 , i 3 )th element of the tensor X . The n-rank of the tensor X is the column rank of unfolding the tensor along its nth mode [53] . A subtensor is defined by fixing the indices along one or more modes. For instance, when an index of a three-way tensor is fixed in one mode, the resulting matrix is called a slice.
The Tucker decomposition is a higher order generalization of singular value decomposition (SVD) for tensors [50] . The full Tucker decomposition of the three-way tensor X can be expressed as follows:
where C ∈ R n 1 ×n 2 ×n 3 is the core tensor, where n i ≤ m i and E ∈ R m 1 ×m 2 ×m 3 is the residual error, which represents the part of data which is not described by the structural part. × k is the product of a tensor and a matrix along mode-k.
, and U (3) ∈ R m 3 ×n 3 are the matrix of the left singular vectors of the tensor unfolded along the ith mode, called component matrices. Therefore, the kth singular vector along mode i, u (i) k is the kth column of the component matrix U (i) . Various algorithms such as alternating least squares (ALS) [54] , Simultaneous matrix diagonalizations [55] , Simultaneous generalized Schur decomposition [56] , etc., have been proposed to calculate these models. The most popular method for computing Tucker decomposition is the ALS method. The algorithm we use in this paper is called higher-order orthogonal iteration (HOOI), which is the extension of ALS for n-way tensors [52] .
While the Tucker decomposition cannot determine the component matrices uniquely like PARAFAC, its component matrices are orthogonal. The orthogonality property of the Tucker decomposition makes it an appropriate decomposition for lower dimensional subspace projection and the core array represents the interaction between factors from different modes [50] . The tensor X ∈ R m 1 ×m 2 ×m 3 can be projected to a lower dimensional tensor Y ∈ R r 1 ×r 2 ×r 3 using the projection matrices [57] , as:
where † is the matrix transpose operator, and the projection matrixŨ (i) is formed by taking the first r i columns of U (i) , where r i ≤ n i .
B. Time-Varying Network Construction
After recording the EEG data, they are preprocessed by the spherical spline current source density (CSD) waveforms to sharpen ERP scalp topographies and reduce volume conduction [58] . CSD performs spatial filtering of each channel taking into account its immediate neighbors. CSD reflects the local regional activity around that channel rather than activity in anatomically specified (parcellated) brain regions. The CSD has fewer assumptions than many inverse transforms, attenuates volume conduction, and represents independent sources near the cortical surface [59] . Then, the functional connectivity brain networks are constructed from the filtered multichannel EEG data where the nodes correspond to the different channels, reflecting the activity around that channel, and the edges to the connectivity between these regions.
In this paper, we quantify the connectivity using a recently introduced phase synchrony measure based on reduced interference distribution (RID)-Rihaczek distribution [60] . The first step in quantifying phase synchrony is to estimate the time and frequency-dependent phase Φ i (t, ω) of a signal s i , arg
and
2 )e j θu du is the ambiguity function of the signal s i . The phase synchrony between channels i and j at time t and frequency ω is computed using phase locking value (PLV):
where L is the number of trials in the ERP measurements and Φ
| is the phase difference between the two channels for the kth trial. The single-trial phase differences, represented by complex numbers, are averaged across trials. The absolute value of this complex average yields the magnitude value that defines the PLV. A PLV of 0 indicates completely uniform random phase angle differences across trials, whereas PLV of 1 indicates completely consistent phase angle differences across trials. This measure quantifies the extent to which oscillation phases are similar across different electrodes at each time-frequency point.
Once the pairwise synchrony values are computed at each time and frequency point, we can construct a time-varying connectivity graph {G(t); ∀t ∈ {t = 1, 2, . . . , T }} with
where
represents the connectivity strength between the nodes i and j within the frequency band of interest, [ω a , ω b ], and Ω is the number of frequency bins in that band. G s (t) is the adjacency matrix at time step t for the sth subject, where G s,(i,j ) (t) ∀i, j ∈ {1, 2, . . . , N} indicates the strength of the connection between nodes i and j. It is assumed that all subjects perform the same task at the same time, so the collection of S subjects at time t forms a three-way tensor
III. CHANGE-POINT DETECTION
Assume that the sequence G(t) contains τ + 1 functional connectivity states [32] , [41] , [61] , with change points located at {t 1 , t 2 , . . . , t τ }, where the location and the number of change points are not known a priori. In order to detect the boundaries of functional connectivity states t k , where k ∈ {1, 2, . . . , τ} stands for the kth change point, we calculate the distance between the lower dimensional subspaces that best approximate the connectivity graphs along the three modes of G(t) for t = 1, 2, . . . , T . This approach is motivated by the fact that the most real data lie in a low-dimensional subpace or a union of subspaces [62] .
In order to find the change points which are consistent among all subjects, we use a bootstrapping approach as follows [63] .S subjects are chosen randomly without replacement [see Fig. 1(b) ]. In order to find the optimal low-rank of the the tensor G(t) ∈ R N ×N ×S , (n(t),n(t),ŝ(t)), the tensor is fully decomposed for the selected subjects [see Fig. 1(c) ]. Using the convex hill algorithm, the optimal low-rank is calculated from the fully decomposed tensor [see Fig. 1(d) ]. The convex hull algorithm evaluates the goodness of fit between the original tensor and its low-rank approximation for different combinations of ranks and selects the optimal value numerically [64] . Since the adjacency matrix G s (t) is symmetric, the first and second modes are forced to have the same rankn(t) [65] , [66] .
Given the ranks of the tensor along each mode (n(t),n(t),ŝ(t)), we used HOOI to compute a low-rank approximation of G(t), denoted byĜ(t), with rank (n(t),n(t),ŝ(t)) [52] . The three-way tensorĜ(t) at time step t is decomposed using Tucker decomposition as follows:
is the core tensor, and
are the matrix of the left singular vectors. The bases
j (t); j ∈ {1, 2, . . . ,n(t)}, and u (3) k (t), k ∈ {1, 2, . . . ,ŝ(t)} span the lower dimensional subspaces. Note that U (1) (t) = U (2) (t) in the case of symmetric connectivity and we will use this equality in the equations that follow to simplify the representation.
Once U (1) (t) ∀t ∈ {1, 2, . . . , T } are determined, the distance between subspaces of the first mode of G(t), ∀t ∈ {1, 2, . . . , T } need to be calculated as we are interested in detecting the changes along the connectivity mode. The subspace distance is calculated between consecutive time points using U (1) (t). Since subspaces of the first mode of G(t) and G(t + 1) may be of different dimensionsn(t) andn(t + 1), ordinary subspace distance measures such as Euclidean distance cannot be used. Thus, we quantify the subspace distance using the Grassmann distance [67] between (G(t), G(t + 1)) ∀t ∈ {1, 2, . . . , T − 1} along the first mode, as follows:
where r = min (n(t),n(t + 1)) and θ k U (1) (t), U (1) (t + 1) is the kth principal angle between subspaces of the first mode of G(t) and G(t + 1) (see Appendix A for more details) [67] .
In order to decide whether d(t) is a change point, the subspace distance d(t) needs to be converted into a binary value v(t) through thresholding, as follows:
where the threshold is selected as μ + 2σ since that corresponds to the 95% significance level based on the observation that the distances are distributed as Gaussian. This process is repeated B times for different random samplings across the subject mode in order to find change points which are consistent among all different random samplings. Thus, the binary time series v(t) across B samplings are summed up. The final set of change points are determined as the time points when this sum is at a local maxima. Fig. 1 illustrates the steps of change-point detection algorithm.
IV. FUNCTIONAL CONNECTIVITY STATE SUMMARIZATION
After identifying the time boundaries of the functional connectivity states, the goal is to summarize the functional connectivity patterns across time and subjects within the time interval to derive the state connectome. Previously, this was commonly addressed by averaging the edges over the time interval [41] , [68] . This method has the drawback of emphasizing all of the edges equally and resulting in very dense network representations. Fig. 1 . Flowchart of the change-point detection algorithm described in Section III, (a) original FC tensors formed across all subjects at each time point, (b) random subset of subjects is selected for bootstrapping, (c) full Tucker decomposition of FC tensors corresponding to the selected subjects is performed to determine the best low-rank approximation along each mode, (d) low-rank approximation of FC tensors using convex hull approximation, (e) Tucker decomposition of the low-rank approximation obtained from (d), (f) subspace distance calculation between consecutive time steps using the basis elements (columns of) U 1 , (g) subspace distances thresholding, and (h) change point detection.
The functional connectivity states are assumed to be quasistationary, which means that the corresponding connectivity patterns do not change significantly within the network states. Therefore, the entire network state can be represented by a single adjacency matrix demonstrating the most significant interactions among various brain regions.
A. Functional Connectivity Summarization
1) Subject Summarization:
Since all subjects perform the same task at the same time, we assume that the connectivity networks across subjects are consistent for a given time interval.
Given the time interval (t k , t k +1 ), all three-way tensors G(t) in this time interval are individually fully decomposed using Tucker decomposition as follows:
where C(t) is the core tensor, and
for l = 1 and 2, and
2 are the singular values along the first, second, and third mode, respectively.
We define
, which leads to an alternative expression of Tucker decomposition as G(t) = ζ(t) × 3 U (3) (t). Due to the orthogonality of U (1) (t), we can conclude from
2 [69] . Thus, the subtensor
where γ(t) ∈ R N ×N is the factor that captures most of the energy of the activation patterns across subjects at time t. Similarly, ζ i 3 =2 (t) captures the second largest amount of energy across all subjects at time t [69] , [70] . The subtensor γ(t) is the common functional connectivity pattern across all subjects at the time step t.
2) Time Summarization: After the connectivity information across all subjects is summarized and represented by a single adjacency matrix, the network state γ(t) ∀t ∈ {t k , t k + 1, . . . , t k +1 } needs to be summarized across time mode within the detected functional connectivity state boundaries in order to derive the state connectome.
First, we construct a three-way tensor Γ ∈ R N ×N ×(t k + 1 −t k +1) from the set of matrices γ(t) ∈ R N ×N , where the third mode is time. The tensor Γ is fully decomposed using Tucker decomposition as follows:
The subtensor η =ζ i 3 =1 =
t,1 Γ i 3 =t , where η ∈ R N ×N , captures the largest amount of energy across all time steps. Thus, it can be used as the common functional connectivity state across all subjects and time steps within the time interval (t k , t k +1 ).
B. Significance Testing
The subtensor η represents the summarization of functional connectivity across subjects and time within the time interval (t k , t k +1 ). In order to characterize the FC within a state more concisely, we need to determine the significant edges of η. Thus, a hypothesis testing on η obtained for each time interval is required in order to identify the significant edges. Since the histogram of the edge values in η appear to be bell shape and symmetric, we assume a Gaussian distribution for the edge values in η (see Fig. 7 ). This assumption can be validated using Kolmogorov-Smirnov test [71] , [72] , where the null hypothesis is that the edge values in η are drawn from a Gaussian distribution family. A z-test can then be used on the edges of η to determine the most significant edges. Fig. 2 shows an overview of the proposed summarization algorithm.
C. Computational Complexity
The computational complexity of the change point detection algorithm depends mostly on the complexity of HOOI since HOOI requires the decomposition of the tensor with various ranks in order to find the optimal low-rank. Let us assume that HOOI decomposes the tensor with I different sets of ranks. The complexity of each decomposition depends on the selected rank. The full-rank decomposition has the highest computational complexity, which is equal to O(( 
V. EXPERIMENTAL RESULTS
In this section, the results of the proposed method both on simulated networks and EEG FCNs are provided to evaluate the performance of the proposed method.
A. Simulated Network
In this section, we generate a simulated dynamic network that resembles the data structure of our EEG FCNs to evaluate the effectiveness of the proposed approach. A tensor corresponding to a dynamic network with N = 64 nodes, S = 32 subjects, and T = 128 time steps is generated. The change points are fixed at t 1 = 41 and t 2 = 81.
Within the time interval [1, 40] , all graphs at each time point and across all subjects are generated with a two cluster structure. The first cluster consists of nodes (1 − 48), while nodes (49 − 64) belong to the second cluster. Intracluster edges have higher mean edge value and lower variance compared to intercluster edges. The weights of the intracluster edges are selected randomly from N (0.2, 0.01) while the weights of the intercluster edges are chosen randomly from N (0.1, 0.02). Out of 1128 edges within the first cluster, 500 significant edges are selected randomly using R-MAT algorithm [75] . In order for the selected edges to be significantly important, the weights are selected from N (μ, 0.01), where μ ∈ (0.2, 0.6) and added to the intracluster edge values. Similarly, 50 out of 120 edges from the second cluster are chosen randomly using R-MAT algorithm, and their weights are determined by adding random values from N (μ, 0.01) with the same μ value to the intracluster edges.
For the time interval [41, 80] , nodes (1 − 16) at each time step and for all the subjects belong to the first cluster while nodes (17 − 64) belong to the second cluster. The weights of all the intracluster edges are selected randomly from N (0.2, 0.01) while the weights of the intercluster edges are generated from N (0.1, 0.02). A total of 50 significant edges within the first cluster and 500 significant edges within the second cluster are selected randomly using R-MAT algorithm. The weights of the significant edges for all subjects at each time step are formed by selecting random values from the distribution N (μ, 0.01), where μ ∈ (0.2, 0.6), and adding them to the intracluster edges. Graphs for all subjects at each time step within the time interval [81, 128] are generated similar to the graphs within the time interval [1, 40] .
To evaluate the performance of the proposed algorithm under different conditions, five experiments with μ values in the range (0.2, 0.6) are run. Each experiment is repeated 400 times. The signal to noise ratio (SNR) is calculated for different values of μ, where signal power is defined as the total power of the significant edges (N (μ, 0.01)), and the noise power is defined as the total power of inter and intracluster edges. Let n s,(i,j ) (t) be the background connectivity strength of subject s between nodes i and j at time t, and n s,(i,j ) (t) + f s,(i,j ) (t) be the connectivity of the subject s between nodes i and j at time t, where f s,(i,j ) (t) ∼ N (μ, 0.01). Then, SNR is defined as follows: where S is the total number of subjects, T is the total number of time steps, and N is the number nodes.
1) Functional Connectivity State Detection:
The change point detection algorithm is run on all 400 simulations of this dynamic network model. The binary vectors v(t) across 400 simulations are averaged for each μ. The peaks of the average subspace distance for each μ indicate the change points as seen in Fig. 3. 2) Functional Connectivity State Representation: Each of the three time intervals that was detected by the subspace distance measure were summarized individually across 400 simulations. z-test with a p-value of 0.95 is performed on the summarized graphs. Since the weights of the edges are not recovered during summarization, there is no ground-truth to compare η to. Therefore, we compare only the location of the detected significant edges within each time interval, and calculate the probability of type I (false positive) and II (false negative) errors averaged across each experimental condition, (μ, σ), i.e., different SNRs. The probability of type I refers to the number of those significant edges which are not detected to the total number of significant edges. The probability of type II is the number of detected edges which belong to the background to the total number of normal edges. Table I summarizes the results for each SNR value. It can be seen that as SNR increases, i.e., the strength of the significant edges, the probability of both type I and II errors decreases as expected since the significant edges are easier to detect with large values of SNR. In practice, most FCNs are expected to have a SNR in the range of 0 dB and as such will result in Type I and II errors below 10%.
B. EEG Data
The proposed framework is applied to a set of EEG data containing the ERN. The ERN is a brain potential response that occurs following performance errors in a speeded reaction time task usually 25-75 ms after the response [76] .
EEG data from 62-channels was collected in accordance with the 10/20 system on a Neuroscan Synamps2 system (Neuroscan, Inc.) at a sampling rate of 128 Hz. This study included 91 undergraduate students (34 male) from the University of Minnesota). Full methodological details of the recording are available in a previous paper [76] . The task was a common speeded-response letter (H/S) flanker, where error response-locked trials from each subject were utilized.
Previous works [77] , [78] indicate that there is an increased phase synchrony associated with ERN for the theta frequency band ((4, 7) Hz) and ERN time window ((25, 75) [78] . Moreover, this increased synchrony is observed between the electrodes corresponding to the LPFC and medial prefrontal cortex.
The time-varying connectivity matrices in this study are constructed by computing the pairwise PLV over an average of 24 trials between 62 channels in the theta frequency band for all time (2 s corresponding to 256 time samples) and all subjects using (4), resulting in G(t) ∈ R 62×62×91 for the error response. 1) Functional Connectivity Change Point Detection: We selectedS = 40 subjects out of 91 subjects randomly without replacement to calculate the subspace distance between consecutive time points and detect change points. This procedure is repeated 106 times. This process takes about 38 s to be completed. Fig. 4(b) shows the number of change points at each time point across 106 random samplings. By choosing the peaks of this time series, change points are detected to be at {−859, −656, −180, −39, 55, 281, 469, 664} ms. Right before ERN time interval, (−39, 55) ms, the functional connectivity network is not stable due to the differences in response time across subjects. This leads to the observation of multiple peaks right before the 0 time point which we do not consider as valid change points.
In order to show the effectiveness of tensor-based methods compared to the traditional matrix-based methods, the upper triangle part of G s (t), s ∈ {1, 2, . . . , S} is vectorized and concatenated across subjects to form a matrix. This process is repeated for all time steps so that T subject-connectivity matrices of size 1953 × 91 are obtained similar to [43] . SVD is performed on the matrices at each time step similar to the tensor approach without subject sampling. An optimal rank at each time point is determined using the convex hull algorithm. Given the rank at each time, the Grassmann distance between consecutive time steps is computed. Fig. 5 shows the Grassman distance between consecutive time steps based on SVD decomposition of the vectorized adjacency matrices, and based on the tensor projection method. 2 In the graph corresponding to SVD method, a few change points are obvious, among them, the one close to zero corresponds to the beginning of ERN. However, other change points such as the end of ERN are not detectable. Although the scales of SVD and tensor-based methods are different, it can be seen that the tensor decomposition is more sensitive to the changes in the network structure with more apparent change points before and after the response. Both methods yield similar peaks around ERN which verifies the accuracy of the proposed tensor-based method.
2) Functional Connectivity State Representation [see Fig. 4(c) ]: Once change points are determined, tensor projection along subject and time modes for all nine time intervals are performed to obtain the FC-states (η 1 , η 2 , . . . , η 9 ) . In order to detect the significant edges within each interval, the upper triangular part of η i is converted to a vector with (η 1 , η 2 , . . . , η 9 ) , respectively. The implementation of the summarization algorithm is fast, for example, it takes approximately 6 s to find the summarization of ERN time interval. Fig. 7 shows the histogram of η 5 corresponding to ERN time interval and the fitted Gaussian distribution. Kolmogorov-Smirnov test is used to measure the goodness-of-fit for the assumed Gaussian distributions. Kolmogorov-Smirnov test with α = 0.01 does not reject the null hypothesis that the edges follow a Gaussian distribution.
The summarized functional connectivities (η 1 , η 2 , . . . , η 9 ) are normalized with respect to the estimated means and variances. z-test with α = 0.05 is performed to determine the signifi- cant edges within the nine time intervals. Fig. 4(c) shows the significant edges for four time intervals (−180, −39), (−39, 55), (55, 281) , and (281, 469) ms.
Similar to the previous section, the result of the tensor projection method is compared with the result of SVD-based method. However, since the change points obtained from the SVD approach are not exactly the same as the change points from the tensor approach, the summarized networks would correspond to different time intervals and the comparison would not be fair. Therefore, the ERN time interval obtained from the tensorbased method is used for comparison purposes. For the SVD approach, the matrices constructed by vectorizing and stacking the FC matrices of subjects at each time step are projected onto their first singular vectors to summarize the subject information. The resulting vectors at each time step are concatenated across time to form a new matrix. The new matrix is projected onto its first singular vector to summarize the whole information across time and subject. The two-sided top 5% of edges are shown in Fig. 6 (a) and (b) for SVD and tensor-based methods, respectively. Substantial previous research, including several reports from our group, supports connections between medial and LPFC area (especially right-frontal). This pattern of connections is apparent for the tensor-based approach Fig. 6(b) , with significant connections centered on electrodes F6, F4. For the SVD-based approach presented in Fig. 6(a) , on the other hand, the pattern is inconsistent with previous reporting about activity during the ERN. Most obviously, connections for the SVD are dominated by a substantially left-lateralized pattern of fronto-central connections.
3) Discussion: As apparent in Fig. 4(b) , the (−39, 55) ms time window corresponds most directly to the ERN, while the two periods after are associated with post-ERN activity, including the Pe, which is a positive deflection of the waveform following the ERN also known as the error-related positivity. Pe is basically the same as the P300 wave associated with conscious sensations. The corresponding connectivity state tensor topographic maps presented in Fig. 4(c) contain the most significant edges of η with p = 0.95. Importantly, because polarity is arbitrary for the connectivity state obtained through tensor projection, the significant tails of the distributions indicate inversely related network subparts. That is, for a given observed network state, the two tails index regions of relative increased versus decreased or inhibited connectivity during that state. As will be described next, two of the states appear to have meaningful activity only on one side. The observed pattern of significant functional connectivities are consistent with observed and hypothesized activity associated with the ERN.
First, in Fig. 4 (c-2) (−39, 55) ms, increased connectivity is observed in medial-frontal regions, consistent with widely observed ERN amplitude measures. The engagement of lateralfrontal regions as hypothesized and consistent with previous works [45] , [77] , [79] , is also apparent. Connections are largest among medial and lateral frontal regions in the (−39, 55) ms network state relative to the other network states, consistent with engagement of these regions during the ERN. Interestingly, while some left-lateralized parietal regions are functionally connected to the frontal regions during the ERN window, a larger central and right lateralized parietal cluster is deactivated during increase in frontal activity. This is consistent with a functional state dominated by frontal and lateral-frontal regions. Next, the pattern for the network state prior to the ERN window [see Fig. 4(c.1) ] contains a similar structure, with a difference being that, relative to the ERN window, the density of connections among frontal regions is decreased while connections among parietal regions are increased. This is consistent with the idea that the frontal networks are in the process of becoming functionally integrated leading up to the ERN, where this type of functional integration is maximal. Finally, for the remaining two windows [see Fig. 4(c-3) and (c-4)] only one tail represents a densely connected state of functional connectivity (where the edges from the other tail are more distributed and disconnected, inconsistent with an integrated functional network and potentially spurious). Relative to Fig. 4 (c-4.) (55, 281) ms, the main connectivity state is parietally centered, with more sparse connections to frontal regions. This is consistent with a period of dissipation of frontal functional networks that were maximal during the ERN. In Fig. 4(c-4) (281, 463) ms the primary network state continues this shift toward parietal regions. Broadly, the network states identified before, during, and after the ERN are consistent with the hypothesized ERN-related network dynamics, focused on the formation of transient frontal networks during error processing.
VI. CONCLUSION
In this paper, we introduced a two-step approach to dFC network identification and characterization. The proposed method is based on the tensor representation of dFCNs. First, a framework for detecting change points at which the network connectivity patterns show consistent change across subjects is introduced through low-rank approximations to the tensors and computation of subspace distance between these low-rank approximations. Next, the network states corresponding to the different time intervals are extracted through tensor projection across subject and time modes. This approach is similar to PCA and extracting eigenvectors with significant energy. Finally, the proposed method is evaluated on EEG data collected during a study of cognitive control. The network states identified before, during, and after the ERN are consistent with hypothesized ERN-related network dynamics, focused on the formation of transient frontal networks during error processing followed by parietal networks.
The proposed approach offers several improvements over existing approaches. First, the proposed approach does not assume a discrete state model across time and extracts quasi-stationary network states similar to EEG microstates [80] . Second, by using the tensor representation of FCNs the topological structure of the networks are preserved and flexibility for identifying network states across different variables such as frequency and stimulus type is introduced. Finally, it is shown that the proposed method is more sensitive to detecting change points and providing a more succinct summarization compared to matrix-based approaches such as SVD.
Future work will focus on several extensions. First, multiple tensor-matrix projections across subject and time modes will be considered and an optimal combination of these network states will be determined. This will allow each network state to have multiple components with different weights. Second, the network states from error and correct responses will be compared to better identify the role of control and salience networks.
APPENDIX A PRINCIPAL ANGLE
Let U (1) (t) = [u n (t) (t)] and U (1) (t +
