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ENHANCED A-INFINITY OBSTRUCTION THEORY
FERNANDO MURO
Abstract. We extend the Bousfield–Kan spectral sequence for the compu-
tation of the homotopy groups of the space of minimal A-infinity algebra
structures on a graded projective module. We use the new part to define
obstructions to the extension of truncated minimal A-infinity algebra struc-
tures. We also consider the Bousfield–Kan spectral sequence for the moduli
space of A-infinity algebras. We compute up to the E2 terms and differentials
d2 of these spectral sequences in terms of Hochschild cohomology.
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Introduction
An A-infinity algebra (X, d,m2,m3, . . . ,mn, . . . ) over a field is a cochain complex
of vector spaces (X, d) equipped with a sequence of morphisms of graded vector
spaces
mn : X⊗
n
· · · ⊗X −→ X,
of degree 2 − n satisfying certain equations. Differential graded algebras are A-
infinity algebras with 0 = m3 = m4 = · · · = mn = · · · (m2 is the product). An
A-infinity algebra is minimal if the differential of the underlying complex vanishes
d = 0. Any differential graded algebraA is quasi-isomorphic to a minimal A-infinity
structure on its cohomology (H∗X, 0,m2,m3, . . . ,mn, . . . ) where m2 is the induced
product in H∗X . Therefore, if we aim at understanding the differential graded
algebras with fixed cohomology graded algebra A = (H∗X,m2) we should consider
the minimal A-infinity structures on it.
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In order to investigate such structures, there are well known obstruction theories
which decide when a truncated minimal A-infinity structure (X, 0,m2, . . . ,mk),
also called Ak-structure, can be extended to an Ak+1-structure, see for instance
[LH03, Ch. B]. In the way we have posed the problem, obstructions are Hochschild
cochains. They live in a Hochschild complex, which is usually huge, and must
vanish as cochains, not just in cohomology. Hence, they are of little interest. If
we allow for the modification of the last piece of the Ak-structure, mk, then the
obstruction lies in the Hochschild cohomology of the graded algebra A = (X,m2),
more precisely in
HHk+1,2−k(A).
The first degree in Hochschild cohomology HHp,q(A) is the Hochschild degree and
the second degree is the internal degree coming from the grading of A. The first
possibly non-trivial obstruction occurs when k = 4. In that case m3 represents a
Hochschild cohomology class
{m3} ∈ HH
3,−1(A),
that we call universal Massey product [Kad82, BKS04], and the obstruction is the
Gerstenhaber square
Sq({m3}) ∈ HH
5,−2(A),
which in characteristic 6= 2 is simply given by the Lie bracket
Sq({m3}) =
1
2
[{m3}, {m3}].
If the Hochschild cohomology of A vanishes in total degree 3 then all Ak-
structures extend to A-infinity structures, since recipients of obstructions vanish.
However this happens very seldom, and obstructions are rather complicated to
compute when they live in a non-trivial vector space.
In this paper, given a minimal Ak-algebra (X, 0,m2, . . . ,mk), we define the first
⌊k+12 ⌋ pages of a spectral sequence E
st
r , that we therefore call truncated, which is
concentrated in (most of) the right half plane, and an obstruction living in Ek−1,k−2r
to the existence of an Ak+1-extension after possibly perturbing mk−r+2, . . . ,mk. A
similar approach has already been developed by Angeltveit [Ang08, Theorem 3.11]
for ring spectra, using a different spectral sequence. For k ≥ 3, the second page of
our spectral sequence is
Est2 = HH
s+2,−t(A)
for s > 0 and t ∈ Z, and the obstruction for r = 2 is the classical one (for r = 1 we
obtain the uninteresting Hochschild cochains). Hence, the more perturbations we
allow, the bigger are the chances of getting a trivial obstruction. Even the recipient
is more likely to be trivial! We also prove as a main result that, for k ≥ 5, the
differential of the second page in the previous range is given by the Gerstenhaber
bracket with the universal Massey product
d2 = ±[{m3},−].
In particular, if we know the algebraic structure of the Hochschild cohomology
we can directly compute most of the third page Est3 . Note that the differen-
tial ±[{m3},−] indeed squares to zero since k ≥ 5, therefore the obstruction
Sq({m3}) = 0 vanishes, and by standard identities in a Gerstengaber algebra
d22 = [{m3}, [{m3},−]] = [Sq({m3}),−].
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Figure 1. Range of definition of the Bousfield–Kan fringed spec-
tral sequence of a tower of fibrations.
This obstruction theory will be applied in a forthcoming paper to determine
which of the non-standard finite 1-Calabi-Yau triangulated categories, classified
by Amiot in [Ami07], have enhancements, and to compute the homotopy groups
of the space of enhancements when they exist. This calculations are lengthy and
we therefore prefer not to include them here. We will actually show that any
possible enhancement of a locally finite triangulated category over a field [Kra12]
is completely determined by its universal Massey product.
The truncated spectral sequence, far from being a mere artifact to contain ob-
structions, has the following homotopical meaning. The space of DG-algebra struc-
tures on a given complex X = (X, d) is weakly equivalent to the space of A∞-
structures, which is the mapping space
Map(A∞, E(X))
in the model category dgOp of differential graded (non-symmetric) operads, see
[Mur11, Theorem 1.1] or [Lyu11, Proposition 1.8], from the A-infinity operad A∞
to the endomorphism operad E(X) of X . Vertices in this space are honest A-infinity
structures on X and two of them lie in the same component if and only if there is
an A∞-map them whose linear part is the identity in cohomology (in particular an
A-infinity quasi-isomorphism), see [Mur16, Corollary 2.3] or [Fre09]. The previous
mapping space is the homotopy limit of a tower of fibrations
· · · → Map(An+1, E(X)) −→ Map(An, E(X))→ · · ·
whose layers are the spaces of An-algebra structures, n ≥ 2.
A base point in Map(A∞, E(X)), i.e. an A∞-structure on X , induces base points
the in tower by restriction. The Bousfield–Kan fringed spectral sequence [BK72,
Ch. IX, §4] of such a tower of based fibrations is a spectral sequence concentrated
in the upper half of the bisection of the first quadrant t ≥ s ≥ 0 (Fig. 1). It
is somewhat anomalous since, despite it mostly consists of abelian groups Estr ,
t − s ≥ 2, the terms are just groups for t − s = 1, and plain pointed sets for
t − s = 0. Moreover, the terms of the angle bisector (known as fringed line) Essr
are not given by the homology of differentials dr−1.
For our particular tower of fibrations, we extend the Bousfield–Kan fringed spec-
tral sequence to most of the right half plane (Fig. 2). More precisely, we extend
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2r−3r−2
s
t
Figure 2. Range of definition of the extended spectral sequence
(r = 5). We have vector spaces in the blue region and abelian
groups in the red region, except in the red dots, which are pointed
sets. We depict a jumping differential.
the page Er to the half plane s ≥ 2r− 3. There are homogenoeus definitions of the
terms Estr in the red and blue regions which coincide in the overlap. They are not
defined in the white region. The blue region consists of vector spaces. Moreover,
we show that the groups Es,s+1r are abelian for all s ≥ 0 and we endow the terms
Essr with an abelian group structure for s ≥ r − 1.
Differentials
dr : E
st
r −→ E
s+r,t+r−1
r ,
which are abelian group or vector space homomorphisms, are defined except for
t = s < r. This includes the Bousfield–Kan differentials in the red region, all
possible differentials in the blue region, as well as some differentials departing from
the fringed line which jump over the white region (Fig. 2). The term Estr+1 is the
homology of dr whenever the incoming and outgoing differentials are defined (the
incoming differential is taken to be 0→ Estr if t > s < r). This covers most of the
terms, it just excludes the pointed sets Essr+1, s < r, and the vector spaces E
st
r+1,
2r−1 ≤ s < 3r−3, t−s < −1, below the fringed line, even below the line t−s = −1
where obstructions live (Fig. 3).
The limit terms Est∞ are only defined for t ≥ s ≥ 0 since the vertical blue
line moves to the right as r increases, hence they are just Bousfield–Kan’s. This
does not diminish the relevance of our extension since its extra structure facilitates
computations. Convergence issues were satisfactorily treated by Bousfield and Kan
[BK72, Ch. IX, §5], the term Est∞ contributes to πt−sMap(A∞, E(X)). We here
describe these homotopy groups in terms of the Hochschild cohomology of the base
A-infinity algebra.
We fully calculate the second page of the extended spectral sequence, terms
and differentials, which is essentially given by Hochschild cohomology and by the
Gerstenhaber bracket with the universal Massey product of a minimal model, as
indicated above. In particular, the terms Est2 and the differential d2 only depend on
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Figure 3. Terms in page r + 1 defined as the homology of dr are
depicted in darker red and blue (r = 5).
the underlying A3- and A5-algebra structures, respectively. We show more generally
that the page Estr and the differential dr only depend on the underlying A2r−1- and
A2r+1-structures. This observation leads to the construction of the aforementioned
truncated spectral sequence.
We construct the extended spectral sequence from the following simple obser-
vation: the inclusion Ar ⊂ Ar+s is a principal cofibration. More precisely, it is
possible to construct the DG-operad Ar+s directly from Ar for 0 ≤ s ≤ r via a
cofiber sequence
LAmΣ
−1Bm,r,s −→ Ar ֌ Ar+s
where, on the left, we have the DG-operad under Am defined by the desuspension
of a certain Am-module Bm,r,s, s ≤ m ≤ r, (linear in the sense of [BJT97], or
inifinitesimal Am-bimodule in the terminology of [MV09]). We think this should
be a general phenomenon, available for the minimal resolution of any quadratic
Koszul operad, even symmetric, but we have chosen to concentrate efforts in this
particular case.
Bousfield [Bou89] also defined an extension of the fringed spectral sequence when
the tower of fibrations comes from a cosimplicial space, and obstructions therein.
We explored the possibility of using Bousfield’s theory in this paper, but it was
uncertain whether it was possible at all, and even if it were possible our approach
seemed to be more suitable for computations. Our extension goes further beyond
Bousfield’s. We believe this is just due to the particular features of the model
category of DG-operads. In fact, we conjecture that it is possible to obtain versions
of our results in the category of operads of spaces, and that Bousfield’s range
of extension is optimal in that case. We also think that Bousfield’s extension
could be conceptually explained from the results recently obtained by Mathew and
Stojanoska [MS16] on the homotopy fibers of the bonding maps of the tower of
fibrations of a cosimplicial space.
Angeltveit’s previously mentioned spectral sequence [Ang08] is of a different
nature. It is not related to the homotopy groups of Map(A∞, E(X)), but to the
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topological Hochschild cohomology of an A-infinity ring spectrum, so it is a spectral
sequence of abelian groups defined on the whole right half plane.
Finally, we also consider the Bousfield–Kan spectral sequence of the following
tower, closely related to the former,
· · · → |wAlgAn+1 | −→ |wAlgAn | → · · · .
Here, for any DG-operad O, AlgO is the model category of O-algebras, n ≥ 1,
wAlgO is the full subcategory of weak equivalences (quasi-isomorphisms), and
|wAlgO | is its geometric realization (nerve), which is also known as the topolog-
ical moduli space of O-algebras. The bonding maps are induced by the forgetful
functors AlgAn+1 → AlgAn . These spaces may have a proper class of connected
components, unless we work with universes, but each of them is always homo-
topically small, i.e. weakly equivalent to an honest space. In particular homotopy
groups are well defined. Angeltveit also considered this spectral sequence for for
ring spectra [Ang11]. He related its first two pages to the spectral sequence for the
computation of topological Hochschild homology, where he placed obstructions.
The homotopy limit of this tower of fibrations is |wAlgA∞ | [Mur14, Corollary
4.10]. In particular, an A-infinity algebra B defines a base point in the tower and in
its homotopy limit. We prove that the E2 terms of the associated spectral sequence
are
Est2 =


HHs+1,1−t(H∗B), s > 0;
Der1−t(H∗B), s = 0, t > 1;
Aut(H∗B), (s, t) = (0, 1);{
iso. classes of graded
vector spaces
}
, (s, t) = (0, 0).
Here Dern(H∗B) denotes the degree n derivations of the graded algebra H∗B and
Aut(H∗B) is its automorphism group. Note that E012 is in general a non-abelian
group, and E002 is a set pointed at H
∗B. We also compute the differential d2 where
defined. In particular we show that, for s ≥ 2 and t ∈ Z and for s = 1 and t ≥ 3,
it is given by the Gerstenhaber bracket with the universal Massey product of a
minimal model d2 = ±[{m3},−], as above. This spectral sequence is related to the
homotopy groups of |wAlgA∞ | based at B.
We work all the time over an arbitrary commutative ground ring k. We have
restricted to fields in the introduction in order to avoid projectivity hypotheses
ensuring the existence of minimal models. Although the introduction has been
completely written with cohomological degrees, it would be complicated to restrict
to just chain or cochain complexes in the body of the paper. Hochschild cohomology
has of course a cohomological grading, while the operadA∞ is naturally homological
since it arises as the cellular chain complex of associahedra. We use mostly, but not
exclusively, chain complexes, i.e. complexes X with differentials of degree −1, and
we indicate the degree of a homogeneous component of a graded k-module in the
subscript Xn. The degree of a homogeneous element x will be denoted by |x|. We
sometimes change to cohomological degrees by reversing signsXn = X−n. This also
changes the sign of the degree of differentials. All operads will be non-symmetric.
Graded means Z-graded.
The paper consists of seven sections, excluding this introduction. The first two
sections contain mostly background on operads, their modules, and Hochschild
cohomology. In particular we fix all necessary sign conventions. The third section
studies the A-infinity operad and its cellular filtration. In the next two sections
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we construct the extended (truncated) spectral sequence of a tower of fibrations
under appropriate assumptions. This is applied in the sixth section to the tower of
mapping spaces. In the final section we consider the tower of moduli spaces.
1. Algebraic background on operads and Hochschild cohomology
In this section we review the algebraic structure of graded and DG-operads
and their modules, including underlying brace and Lie algebra structures, and also
Gerstenhaber algebra structures in the presence of a multiplication. Most of this
is known but we have been unable to find a reference which gets all signs straight.
Many papers either deal with the ungraded case in an explicit way, or with the
graded case in a rather abstract manner, but we need everything graded and explicit
for our later computations. In addition we deal with the non-linear Gerstehaber
square operation as part of the structure, not just in an ad hoc way. This operation
is usually avoided, as it cannot be encoded in the action of an operad, or subsumed
into the Lie bracket by working over fields of characteristic 0.
A graded operad or DG-operad O is a sequence of graded modules or chain
complexes {O(n)}n≥0, where O(n) is called the arity n component, equipped with
operadic compositions,
◦i : O(p)⊗O(q) −→ O(p+ q − 1), 1 ≤ i ≤ p, q ≥ 0,
and an identity element id = idO ∈ O(1) satisfying
x ◦i (y ◦j z) = (x ◦i y) ◦i+j−1 z;
(x ◦i y) ◦j z = (−1)
|y||z|(x ◦j z) ◦i+n−1 y, j < i, z ∈ O(n);
id ◦1 x = x = x ◦i id.
In the DG-case, operadic compositions being chain maps translates in the operadic
Leibniz rule,
d(x ◦i y) = d(x) ◦i y + (−1)
|x|x ◦i d(y),
which implies d(id) = 0. The differential of O is sometimes denoted by dO in order
to avoid confusion. Plainly graded algebraic structures will often be regarded as
differential graded structures endowed with the trivial differential.
Given a graded or DG-operad O, a graded or DG-O-module M in the sense of
[Mar96, Definition 1.4] is a sequence of graded modules {M(n)}n≥0 equipped with
compositions,
◦i : M(p)⊗O(q) −→M(p+q−1), ◦i : O(p)⊗M(q) −→M(p+q−1), 1 ≤ i ≤ p, q ≥ 0,
satisfying the same laws as operads when one of the variables is in M and the
rest in O. This is the same as a linear O-module [BJT97, Definition 2.13] or an
infinitesimal O-bimodule [MV09, §3.1]. Any graded operad is a module over itself
and restriction of scalars along graded operad maps is defined in the obvious way.
The category of O-modules is graded abelian.
A sequence of graded sets can be regarded as a set S equipped with a map
S → N × Z : x 7→ (arity of x, |x|), where |x| is the degree of x. We denote by
F(S) the free graded operad on S, and by 〈S〉O the free graded O-module on S,
which satisfy the obvious universal properties. Actually, 〈S〉O ⊂ O ∐ F(S) is the
sub-O-module generated by S.
In order to simplify formulas, we will later use the following algebraic structures
which underly operads.
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A graded or DG-brace algebra is a graded module or chain complex B equipped
with maps called braces, n ≥ 1,
B⊗(n+1) −→ B,
x0 ⊗ x1 ⊗ · · · ⊗ xn 7→ x0{x1, . . . , xn},
satisfying the brace relation,
x{y1, . . . , yp}{z1, . . . , zq} =
∑
0≤i1≤j1≤···≤ip≤jp≤q
(−1)ǫx{z1, . . . , zi1 , y1{zi1+1, . . . , zj1}, . . .
. . . , yp{zip+1, . . . , zjp}, zjp+1, . . . , zq}.
The sign is simply determined by the Koszul sign rule, ǫ =
∑p
k=1
∑ik
l=1 |yk||zl|. In
the DG-case, the fact that braces are chain maps is equivalent to the brace Leibniz
rule,
d(x0{x1, . . . , xn}) = d(x0){x1, . . . , xn}+
n∑
i=1
(−1)
i−1∑
j=0
|xi|
x0{x1, . . . , d(xi), . . . , xn}.
A graded or DG-brace B-module M is similarly defined in terms of braces, allowing
one xi ∈ M (and the rest in B). The outcome should also be in M . In the brace
relation for brace B-modules we allow one out x, the yi’s, and the zj’s to be in M .
Any graded or DG-brace algebra B has an underlying graded or DG-Lie algebra
structure with Lie bracket defined by
[x, y] = x{y} − (−1)|x||y|y{x}.
For |x| odd, or for all x if 2 = 0 ∈ k, the following equation holds,
(1.1) [x{x}, y] = [x, [x, y]].
The same formula defines a graded or DG-Lie B-module structure on any graded
or DG-brace B-module M , and the last equation holds for x ∈ B and y ∈M .
If O is a graded or DG-operad, then ⊕n≥0O(n) is a graded or DG-brace algebra
with the following structure, xi ∈ O(ji), 0 ≤ i ≤ n,
x0{x1, . . . , xn} =
∑
1≤i1<i2<···<in≤j0
(· · · ((x0 ◦i1 x1) ◦i2+j1−1 x2) · · · ) ◦in+j1+···+jn−1−(n−1) xn.
Note that
(1.2) x0{x1, . . . , xn} = 0, n > j0,
since the previous summation is empty in this case. Observe also that
O(j0)d0 ⊗ · · · ⊗ O(jn)dn −→ O(j0 + · · ·+ jn − n)d0+···+dn ,
x0 ⊗ x1 ⊗ · · · ⊗ xn 7→ x0{x1, . . . , xn},
i.e. braces in ⊕n≥0O(n) are degree-homogeneous, as required in any brace algebra,
but if we regard the arity as another degree, then it has degree −n with respect
to it. Concerning signs in the brace relation, arity does not play any role. As a
consequence, the induced Lie bracket satisfies
[−,−] : O(p)d ⊗O(q)e −→ O(p+ q − 1)d+e,
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and [x, y] = 0 if x, y ∈ O(0). The brace algebra structure on
⊕
n≥0O(n) extends to∏
n≥0O(n), completing with respect to the arity filtration. IfM is a graded or DG-
O-module, the previous formula also endows
⊕
n≥0M(n) and
∏
n≥0M(n) with a
graded or DG-brace module structures over
⊕
n≥0O(n) or
∏
n≥0O(n), respectively.
A degree −1 multiplication on a graded operad O is an element m2 ∈ O(2)−1
satisfying m2{m2} = 0. By (1.1),
[m2,−] : O(n)d −→ O(n+ 1)d−1
is a differential in ⊕n≥0O(n). Moreover, by the Jacobi identity ⊕n≥0O(n) equipped
with this differential is actually a DG-Lie algebra. It is not however a DG-brace al-
gebra. Actually the failure in being a DG-brace algebra yields relations in homology
between the Lie bracket and the additional operation we now define.
The cup product
⌣ : O(p)d ⊗O(q)e −→ O(p+ q)d+e−1
in ⊕n≥0O(n), defined by
x ⌣ y = (−1)|x|m2{x, y},
is associative since, by the brace relation,
0 = m2{m2}{x, y, z} = m2{m2{x, y}, z}+ (−1)
|x|m2{x,m2{y, z}}.
The rest of terms appearing in the brace relation vanish by (1.2), since m2 has arity
2. This product yields a differential graded algebra structure on ⊕n≥0O(n) if we
shift degrees by −1. The Leibniz rule
[m2, x ⌣ y] = [m2, x]⌣ y + (−1)
|x|−1x ⌣ [m2, y](1.3)
follows straightforwardly from the brace relation and from the identitym2{m2} = 0.
The homology of ⊕n≥0O(n) is therefore a graded Lie algebra, and also a graded
associative algebra with respect to the degree shifted by −1. The associative algebra
structure is actually commutative in the graded sense,
x ⌣ y = (−1)(|x|−1)(|y|−1)y ⌣ x.
This holds since, at the level of chains, the brace relation yields
(1.4)
x ⌣ y − (−1)(|x|−1)(|y|−1)y ⌣ x
= −(−1)|x|([m2, x{y}]− [m2, x]{y} − (−1)
|x|x{[m2, y]}).
Both algebraic structures in the homology of ⊕n≥0O(n) are related by the fol-
lowing derivation equation
[x, y ⌣ z] = [x, y] ⌣ z + (−1)|x|(|y|−1)y ⌣ [x, z].
This follows from the fact that, on chains, the brace relation gives rise to
[x, y ⌣ z]− [x, y] ⌣ z − (−1)|x|(|y|−1)y ⌣ [x, z]
= (−1)|x|+|y|([m2, x{y, z}]− [m2, x]{y, z}
−(−1)|x|x{[m2, y], z} − (−1)
|x|+|y|x{y, [m2, z]}).
For d odd, or for all d if 2 = 0 ∈ k, the brace squaring quadratic operation
Sq: O(n)d −→ O(2n− 1)2d, Sq(x) = x{x},
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passes to homology, where it is called Gerstenhaber square. This can be checked by
using (1.4) and (1.3). Even at the level of chains, it satisfies
Sq(x+ y) = Sq(x) + Sq(y) + [x, y],
[Sq(x), y] = [x, [x, y]].
Here we use (1.1) for the second equation. Note that the Gerstenhaber square
vanishes in arity 0 by (1.2). The relation between the Gerstenhaber sequare and
the cup product is given by the following formula in homology, which holds if |x|
and |y| are odd, or if 2 = 0 ∈ k,
Sq(x ⌣ y) = Sq(x) ⌣ y2 + x ⌣ [x, y]⌣ y + x2 ⌣ Sq(y).
This formula is a consequence of the following equation at the level of chains,
Sq(x ⌣ y)− Sq(x) ⌣ y2 − x ⌣ [x, y] ⌣ y − x2 ⌣ Sq(y)
= [m2, x ⌣ (y{x, y})] + x ⌣ (y{[m2, x], y})− x ⌣ (y{x, [m2, y]})
+[m2, (x{x, y})⌣ y] + (x{[m2, x], y})⌣ y − (x{x, [m2, y]})⌣ y
+[m2, (x{x})⌣ (y{y})] + (x{[m2, x]}) ⌣ (y{y})− (x{x}) ⌣ (y{[m2, y]})
−[m2, x ⌣ y]{x, y}.
The most prominent example of operad with degree −1 multiplication is the
endomorphism operad of the suspension of a graded associative algebra. Recall
that the endomorphism operad E(X) of a chain complex X is given by
E(X)(n) = Hom(X⊗n, X),
where Hom stands for the internal morphism object in the category of chain com-
plexes. The composition product ◦i is given by the composition of multilinear maps
at the ith slot and the operadic identity is the identity map. The interval I is the
chain complex with underlying free graded module generated by i0, i1, and σ of
degrees |i0| = |i1| = 0 and |σ| = 1 and differential d(σ) = i0− i1. The cylinder of X
is IX = I⊗X . It comes equipped with inclusions i0, i1 : X → IX and a projection
p : IX → X defined by pi0 = 1 = pi1 and pσ = 0. The cone CX is IX/i1X and
the suspension ΣX is CX/i0X . These constructions are homotopically meaningful
when X is cofibrant. If A is a graded associative algebra, the shifted multiplication
m2 : ΣA⊗ ΣA −→ ΣA
is the map defined by
m2(σx ⊗ σy) = (−1)
|x|+1σ(x · y).
This map m2 ∈ E(ΣA)(2)−1 is a degree −1 multiplication for E(ΣA). In fact,
the equation m2{m2} = 0 is equivalent to the associativity of the graded algebra
structure.
The Hochschild complex Cp,q(A) of A is the (N×Z)-graded complex (Hochschild
degree, internal degree) given by the endomorphism operad with the following al-
ternative grading
Cp,q(A) = E(ΣA)(p)−p−q+1.
Note that the differential has bidegree (1, 0), hence the total complex is of cohomo-
logical type. The Hochschild cohomology
HHp,q(A)
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endowed with the cup product is a graded commutative algebra with respect to the
total degree,
⌣ : HHp,q(A)⊗HHs,t(A) −→ HHp+s,q+t(A),
and a graded Lie algebra for the total degree shifted by −1,
[−,−] : HHp,q(A)⊗HHs,t(A) −→ HHp+s−1,q+t(A).
The Gerstenhaber square is defined in even total degree, or everywhere if 2 = 0 ∈ k,
Sq: HHp,q(A) −→ HH2p−1,2q(A).
Note that both the Lie bracket and the Gerstenhaber square vanish on Hochschild
degree 0 for obvious reasons. Summing up, if we denote the total degree of
x ∈ HHp,q(A) by |x| = p + q, then the following equations hold in Hochschild
cohomology,
(x ⌣ y) ⌣ z = x ⌣ (y ⌣ z),
x ⌣ y = (−1)|x||y|y ⌣ x,
[x, y] = −(−1)(|x|−1)(|y|−1)[y, x],
[x, x] = 0, |x| odd,
[x, [y, z]] = [[x, y], z] + (−1)(|x|−1)(|y|−1)[y, [x, z]],
[x, [x, x]] = 0, |x| even,
[x, y ⌣ z] = [x, y]⌣ z + (−1)(|x|−1)|y|y ⌣ [x, z],
Sq(x+ y) = Sq(x) + Sq(y) + [x, y], |x|, |y| even or 2 = 0 ∈ k,
Sq(x ⌣ y) = Sq(x) ⌣ y2 + x ⌣ [x, y]⌣ y + x2 ⌣ Sq(y), idem,
[Sq(x), y] = [x, [x, y]], |x| even or 2 = 0 ∈ k.
Other sources use operads O with degree 0 multiplication and the endomor-
phism operad E(A) of an associative algebra A, rather than its suspension. The
great disadvantage of that approach is that it is necessary to introduce com-
plicated signs in order to consider the appropriate brace algebra structure on
⊕n≥0O(n). Nevertheless, both approaches are equivalent via the operadic suspen-
sion Λ: dgOp→ dgOp, which is an automorphism of the category of DG-operads
satisfying ΛE(X) ∼= E(ΣX) and preserving all the homotopical structure that we
review in the following section, compare [Mur16, Definition 2.4 and Remark 2.5].
2. Homotopy theory of DG-operads and their modules
Let O be a DG-operad. The category O -Mod of DG-O-modules behaves pretty
much as the category of modules over a DG-algebra. It can be endowed with an
abelian stable model structure transferred from the projective model structure on
chain complexes. Weak equivalences are quasi-isomorphisms and fibrations are sur-
jections, in particular all objects are fibrant. Indeed, there is a monadic adjunction
between O -Mod and the category of sequences of chain complexes,
ChN ⇄ O -Mod
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where the right adjoint is the obvious forgetful functor and the left adjoint is
{X(n)}n≥0 7→
{ ⊕
1≤i≤p
q,r1,...,rq≥0
p−1+r1+···+rq=n
O(p) ⊗X(q)⊗O(r1)⊗ · · · ⊗ O(rq)
}
n≥0
,
and [SS00, Lemma 2.3] applies. This left adjoint takes free graded modules to free
graded O-modules.
A map of DG-O-modulesM → N is cellular if, on underlying gradedO-modules,
it is the inclusion of the first factor of a coproduct N =M⊕〈S〉O where the second
factor is free on a sequence of graded sets S endowed with a continuous increasing
filtration {Sβ}β≤α, α an ordinal, such that d(Sβ+1) ⊂M⊕〈Sβ〉O for all β < α. We
also say that M is cellular relative to N or relatively cellular if M is understood.
Cofibrations are retracts of cellular maps.
The tensor product of a chain complex X and a DG-O-module M is X ⊗M =
{X ⊗M(n)}n≥0 with O-action defined as follows, x ∈ X , y ∈M , z ∈ O,
(x⊗ y) ◦i z = x⊗ (y ◦i z), z ◦i (x ◦i y) = (−1)
|x||z|x⊗ (z ◦i y).
This endows O -Mod with the structure of a Ch-model category in the sense of
[Hov99, Definition 4.2.18]. In particular, the cylinder, cone, and suspension con-
structions extend to O -Mod, and they are homotopically meaningful on cofibrant
objects. Moreover, mapping spaces MapO -Mod(M,N) in O -Mod are the infinite
loop spaces of the Hk-module spectra associated to the corresponding Hom chain
complexes HomO -Mod(M,N) [Shi07], defined by the following adjunction property,
Ch(X,HomO -Mod(M,N)) ∼= O -Mod(X ⊗M,N).
We also endow the category dgOp of DG-operads with the model structure trans-
ferred from the projective model structure on chain complexes. This model struc-
ture exists by [Lyu11, Mur11] (the homotopy theory of operads goes back to [BM03]
in the more general symmetric setting, where restrictive assumptions in arity zero
are needed). Cofibrations in dgOp are the retracts of cellular maps. A map O → P
is cellular if, on underlying graded operads, it is the inclusion of the first factor
of a coproduct P = O ∐ F(S) where the second factor is free on a sequence of
graded sets S endowed with a continuous increasing filtration {Sβ}β≤α such that
d(Sβ+1) ⊂ O ∐ F(Sβ) for all β < α. We also consider the category O ↓ dgOp
of DG-operads under a fixed DG-operad O and the category O ↓ dgOp ↓ O of
DG-operads over and under O, whose objects are DG-operads equipped with an
inclusion O → P and a retraction P → O, also called based objects. These cate-
gories inherit a model structure from dgOp. The trivial map in O ↓ dgOp from a
based object is the composite P → O → Q.
Any cellular DG-operad P relative to O has a relative cylinder IOP with under-
lying graded operad
IOP = O ∐F(i0S ∐ σS ∐ i1S).
Here i0S and i1S are plain copies of S. The differential on these generators is
determined by the fact that the obvious relative inclusion maps i0, i1 : P → IOP
are DG-maps. The sequence of graded sets σS is a copy of S with degrees shifted
by +1. Here the differential has a complicated recursive formula [Mur16], unlike in
the chain complex case, see the following section for some examples. The projection
map IOP → P sends i0S and i1S to S and collapses σS to zero. These cylinders
are small and homotopically meaningful, but they are not known to be functorial.
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The relative torus TO is the quotient of the cylinder defined by identifying i0S =
S = i1S. It is an object in P ↓ dgOp ↓ P via the maps induced by the inclusions
and the projection of the cylinder. (We did not explicitly consider the torus of a
chain complex or DG-O-module M above because it is isomorphic to M ⊕ ΣM .)
Tori are useful to compute loop spaces of mapping spaces since we have natural
weak equivalences
ΩMapO↓dgOp(P ,U) ≃MapP↓dgOp(TOP ,U).
If P is based, the relative cone COP is defined by identifying the generators i1S of
IOP with their images under i1S = S ⊂ P → O. The relative suspension ΣOP is
obtained by doing this also for i0S.
The forgetful functor UO from DG-operads under O to DG-O-modules has a left
adjoint LO by the adjoit functor theorem. They form a Quillen pair
(2.1) O -Mod
LO
⇄
UO
O ↓ dgOp .
The left adjoint sends 〈S〉O to O ∐ F(S) and the unit in this case is the inclusion
of the sub-O-module 〈S〉O ⊂ O∐F(S) generated by S. In particular LO preserves
cellular objects and the formula for the differential on free generators. Objects in
the image of LO are naturally based since O -Mod has a zero object. The functor
LO also preserves cylinders, cones, and suspensions of cellular objects.
If O is the initial DG-operad, relative notions are refered to as absolute, or simply
omitting the word relative, and O is then dropped from notation.
3. A decomposition of the A-infinity operad
Unlike in the introduction, rather than working with the A-infinity DG-operad
and its truncations we work with their operadic suspensions [Mur16, Definition 2.4
and Remark 2.5], but we keep the same notation so as not to overload the paper.
Definition 3.1. The cellular DG-operad A∞ is, as a graded operad,
A∞ = F(µ2, µ3, . . . , µn, . . . ),
with
arity of µn = n, |µn| = −1, n ≥ 2.
The differential is defined by the following equation in the graded brace algebra∏
n≥1A∞(n) ∋ µ = (0, µ2, µ3, . . . , µn, . . . ),
d(µ) = µ{µ}.
Equivalently, if n ≥ 2,
d(µn) =
∑
p+q=n+1
p,q≥2
µp{µq} =
∑
p+q=n+1
2≤p<q
[µp, µq]
+ µn+1
2
{µn+1
2
} if n is odd.
For m ≥ 1, Am ⊂ A∞ is the sub-DG-operad with underlying graded operad
Am = F(µ2, . . . , µm).
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It is well known that A∞ is a DG-operad. Neverthess, in order to warm up,
we give a direct argument. It is clear that there is a unique degree −1 self-map
d = dA∞ of A∞ satisfying the operadic Leibniz rule and defined as above. It is a
differential since, by the brace relation,
d2(µ) = d(µ{µ})
= d(µ){µ} − µ{d(µ)}
= µ{µ}{µ} − µ{µ{µ}}
= µ{µ, µ}+ µ{µ{µ}}+ (−1)|µ|
2
µ{µ, µ} − µ{µ{µ}}
= 0.
Clearly, A∞ is cellular taking Sn = {µ2, . . . , µn}, n < ω, and S = Sω =
⋃
n<ω Sn.
Definition 3.2. The DG-A∞-module B∞,1,∞ is, as a graded object,
B∞,1,∞ = 〈µ¯2, µ¯3, . . . , µ¯n, . . . 〉A∞ ,
where
arity of µ¯n = n, |µ¯n| = −1, n ≥ 2.
The differential is defined by the following equation in the graded brace
∏
n≥1A∞(n)-
module
∏
n≥1 B∞,1,∞(n) ∋ µ¯ = (0, µ¯2, µ¯3, . . . , µ¯n, . . . ),
dB∞,1,∞(µ¯) = [µ, µ¯].
Equivalently, if n ≥ 2,
dB∞,1,∞(µ¯n) =
∑
p+q=n+1
p,q≥2
[µp, µ¯q].
For r ≥ 1, we define B∞,1,r ⊂ B∞,1,∞ as sub-DG-A∞-module with underlying
graded sub-A∞-module
B∞,1,r = 〈µ¯2, . . . , µ¯r〉A∞ .
The graded A∞-module underlying the quotient B∞,r,∞ = B∞,1,∞/B∞,1,r is
B∞,r,∞ = 〈µ¯r+1, µ¯r+2, . . . , µ¯n, . . . 〉A∞
and its differential is given by the following formula, n > r,
dB∞,r,∞(µ¯n) =
∑
p+q=n+1
p≥2
q>r
[µp, µ¯q].
For m ≥ s ≥ 0 we consider the sub-DG-Am-module Bm,r,s ⊂ B∞,r,∞ with underly-
ing graded sub-Am-module
Bm,r,s = 〈µ¯r+1, . . . , µ¯r+s〉Am .
The DG-A∞-module B∞,1,∞ is well defined. Indeed, there is a unique degree
−1 endomorphism d = dB∞,1,∞ of B∞,1,∞ satisfying the operadic Leibniz rule and
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defined as above. Moreover, it is a differential since,
d2(µ¯) = d([µ, µ¯])
= [d(µ), µ¯] + (−1)|µ|[µ, d(µ¯)]
= [µ{µ}, µ¯]− [µ, [µ, µ¯]]
= 0.
Here we use (1.1) and that |µ| is odd. We should remark that Bm,r,s is indeed a
sub-Am-module of B∞,r,∞ since, for r < n ≤ r + s, the index p in the summation
defining dB∞,r,∞(µ¯n) satisfies
(3.3) p = n+ 1− q < r + s+ 1− r = s+ 1 ≤ m+ 1,
i.e. p ≤ m. Note also that all these operadic modules are cellular.
Proposition 3.4. For r ≥ 1 and 0 ≤ s ≤ m ≤ r there is a homotopy cofiber
sequence in Am ↓ dgOp
LAmΣ
−1Bm,r,s
fm,r,s
// Ar //
incl.
// Ar+s
where, for r < n ≤ r + s,
fm,r,s(σ
−1µ¯n) =
∑
p+q=n+1
2≤p,q≤r
µp{µq} =
∑
p+q=n+1
2≤p<q≤r
[µp, µq]
+ µn+1
2
{µn+1
2
} if n is odd.
Proof. This means that the third object in the sequence is the mapping cone of the
first arrow. It follows from the fact that, since s ≤ r, then for r < n ≤ r + s the
differential of µn ∈ Ar+s decomposes in two summands,
d(µn) =
∑
p+q=n+1
2≤p,q≤r
µp{µq}+
∑
p+q=n+1
p≥2
q>r
[µp, µq],
where the first one lies completely in Ar and, in the second one, r < q ≤ r+ s and
p ≤ m, see (3.3). 
A similar argument proves the following proposition.
Proposition 3.5. For r ≥ 1, s, t ≥ 0 and m ≥ s + t, there is a homotopy cofiber
sequence in Am -Mod
Σ−1Bm,r+s,t
gm,r,s,t
// Bm,r,s //
incl.
// Bm,r,s+t
where, for r + s < n ≤ r + s+ t,
gm,r,s,t(σ
−1µ¯n) =
∑
p+q=n+1
p≥2
r<q≤r+s
[µp, µ¯q].
The following result is a straightforward computation.
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Proposition 3.6. Given r ≥ 1, s, t ≥ 0, and s + t ≤ m ≤ r, there is a staircase
diagram in Am ↓ dgOp
Ar //
incl.
// Ar+s //
incl.
// Ar+s+t
LAmΣ
−1Bm,r,s+t
fm,r,s+t
OO
proj.
// // LAmΣ
−1Bm,r+s,t
fm,r+s,t
OO
LAmΣ
−1Bm,r,s
OO
incl.
OO
fm,r,s
77

H
where the ‘triangle’ on the left commutes and the square commutes up to the chain
homotopy of DG-Am-modules H : Σ
−1Bm,r,s+t → UAmAr+s defined by
H(µ¯n) =
{
µn, r < n ≤ r + s,
0, r + s < n ≤ r + s+ t.
A relative cylinder of a map f : P → Q in O ↓ dgOp is a map IOf : IOP → IOQ
compatible with f via the inclusions and the projections of the cylinders. A relative
torus of f is a map TOf : TOP ∪PQ → TOQ in Q ↓ dgOp ↓ Q induced by a relative
cylinder of f .
The differential of the absolute cylinder IA∞ on shifted generators is
d(σµn) = i0µn − i1µn −
∑
p+q=n+1
σµp{i1µq}+
∑
1≤v≤u
t1+···+tv=n+v−u
i0µu{σµt1 , . . . , σµtv}.
This follows from [Mur16, Theorem 2.2]. This also computes the differential in
IAr ⊂ IA∞, 2 ≤ n ≤ r. We obtain relative cylinders IAmAr, m ≤ r, by collapsing
IAm ⊂ IAr along the projection map IAm → Am. Hence, the formula for d(σµn),
m < n ≤ r, in IAmAr is as above, but identifying i0µw = i1µw = µw and σµw = 0
for w ≤ m.
Proposition 3.7. For r ≥ 1 and 0 ≤ s ≤ m ≤ r there is a unique relative cylinder
in Am ↓ dgOp
IAmfm,r,s : LAmIΣ
−1Bm,r,s −→ IAmAr
satisfying the following formula for r < n ≤ r + s,
(IAmfm,r,s)(µ¯n) = −
∑
p+q=n+1
2≤p,q≤r
σµp{i1µq}+
∑
1≤v≤u≤r
t1+···+tv=n+v−u
t1,...,tv≤r
i0µu{σµt1 , . . . , σµtv}.
This cylinder fits in the following homotopy cofiber sequence in Am ↓ dgOp,
LAmIΣ
−1Bm,r,s
IAmfm,r,s
// IAmAr //
incl.
// IAmAr+s.
Proof. The cylinder map IAmfm,r,s is well defined, and moreover its mapping cone
is IAmAr+s, since, in IAmAr+s, for r < n ≤ r+s, the differential of σµn decomposes
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as
d(σµn) = i0µn − i1µn −
∑
p+q=n+1
p>r
σµp{µq}+
∑
1≤u
t1=n+1−u
t1>r
µu{σµt1}
−
∑
p+q=n+1
2≤p,q≤r
σµp{i1µq}+
∑
1≤v≤u≤r
t1+···+tv=n+v−u
t1,...,tv≤r
i0µu{σµt1 , . . . , σµtv},
and
−
∑
p+q=n+1
p>r
σµp{µq}+
∑
1≤u
t1=n+1−u
t1>r
µu{σµt1} =
∑
p+q=n+1
p≥2
q>r
[µp, σµq].
The decomposition follows from the fact that if q > r then p ≤ s ≤ m, see (3.3), so
σµp = 0 and i1µp = µp, and vice versa. Moreover, if u > r then
ti ≤ n+ v − u− (t1 + · · ·+ ti−1 + ti+1 + · · ·+ tv) < r + s+ v − r− (v − 1) = s+ 1,
hence ti ≤ m and σµti = 0. Moreover, if ti > r for some i then,
u = n+ v − (t1 + · · ·+ tn)
< r + s+ v − (r + v − 1)
= s+ 1,
therefore u ≤ m and i0µu = µu. Furthermore, if ti > r and there exists some other
j 6= i between 1 and v then
tj = n+ v − u− (t1 + · · ·+ tj−1 + tj+1 + · · ·+ ti + · · ·+ tv)
< r + s+ v − 1− (r + v − 2)
= s+ 1,
hence tj ≤ m and σµtj = 0. 
The differential of the absolute torus TA∞ on shifted generators is
d(σµn) = −
∑
p+q=n+1
σµp{µq}+
∑
1≤v≤u
t1+···+tv=n+v−u
µu{σµt1 , . . . , σµtv}.(3.8)
This follows from the computation of IA∞ recalled above. Following previous con-
ventions, if we write σµ = (0, σµ2, . . . , σµn, . . . ) in the brace algebra
∏
n≥1 TA∞(n),
the differential of TA∞ is determined by the fact that this is an operad under A∞
and
d(σµ) = −σµ{µ}+
∑
n≥1
µ{σµ, n. . ., σµ}.
The infinite sum is coordinate-wise finite since there are no nontrivial elements of
arity 0.
Formula (3.8) also computes the differential in the absolute and relative tori
TAr ⊂ TA∞ and TAmAr, in the latter making σµw = 0 for w ≤ m.
Corollary 3.9. For r ≥ 1 and 0 ≤ s ≤ m ≤ r there is a unique relative torus in
Ar ↓ dgOp
TAmfm,r,s : LArBr,r,s −→ TAmAr
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satisfying the following formula for r < n ≤ r + s,
(TAmfm,r,s)(µ¯n) = −
∑
p+q=n+1
2≤p,q≤r
σµp{µq}+
∑
1≤v≤u≤r
t1+···+tv=n+v−u
t1,...,tv≤r
µu{σµt1 , . . . , σµtv}.
This torus fits in the following homotopy cofiber sequence in Ar+s ↓ dgOp,
LAr+sBr+s,r,s
TAmfm,r,s∪ArAr+s
// TAmAr ∪Ar Ar+s //
incl.
// TAmAr+s.
Corollary 3.10. For 0 ≤ m ≤ r ≤ 2m + 1, we have an identification in Ar ↓
dgOp ↓ Ar,
TAmAr = LArΣBr,m,r−m,
identifying σµn ∈ TAmAr with σµ¯n ∈ LArΣBr,m,r−m, m < n ≤ r. Moreover, for
0 ≤ s ≤ m ≤ r and r + s ≤ 2m+ 1,
TAmfm,r,s = LArΣgr,m,r−m,s.
Proof. The first part follows from the fact that in (3.8), in the second summation,
only the summands with v = 1 survive. If we had two non-trivial σµti then both
would have ti > m and the summand would have arity ≥ 2m+ 2, but the arity is
n ≤ r ≤ 2m+ 1.
Similarly, under the constraints of the second part, the second summation in
the formula for (TAmfm,r,s)(µ¯n) in Corollary 3.9 cannot contain summands with
v ≥ 2. Indeed, we must have ti > m for σµti to be non-trivial, and if we have
two of these then the arity of the summand would be ≥ 2m + 2, but the arity is
n ≤ r + s ≤ 2m+ 1. 
We will show later, not without some effort, that the suspension of these identi-
fications hold true under weaker constraints.
We now introduce DG-operads that will be relative cylinders of TA∞, TAr, and
TAmAr.
Definition 3.11. Let us denote by i0, i1 : TA∞ → TA∞ ∪A∞ TA∞ the inclusions
of the two factors of the coproduct. We define the cellular DG-operad I∞ under
TA∞ ∪A∞ TA∞ as follows. As a graded operad,
I∞ = TA∞ ∪A∞ TA∞ ∐F(σ
2µ2, σ
2µ3, . . . , σ
2µn, . . . )
with
arity of σ2µn = n, |σ
2µn| = 1, n ≥ 2.
The differential in I∞ is defined by the following equation in the brace algebra∏
n≥1 I∞(n) ∋ σ
2µ = (0, σ2µ2, σ
2µ3, . . . , σ
2µn, . . . ),
d(σ2µ) = i0σµ− i1σµ+ σ
2µ{µ}+
∑
p,q≥0
µ{i0σµ,
p. . ., i0σµ, σ
2µ, i1σµ,
q. . ., i1σµ}.
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We check below that the differential squares to 0, so this DG-operad is well defined.
The previous formula translates as
d(σ2µn) = i0σµn − i1σµn +
∑
p+q=n+1
σ2µp{µq}
+
∑
p,q≥0
u≥p+q+1∑
sj+v+
∑
tj=n+p+q+1−u
µu{i0σµs1 , . . . , i0σµsp , σ
2µv, i1σµt1 , . . . , i1σµtq}.
The DG-operad I∞ under TA∞ ∪A∞ TA∞ comes equipped with cylinder-like in-
clusions and projection under A∞,
TA∞ ∪A∞ TA∞ //
(i0,i1)
// I∞
p
// // TA∞
where p is defined by pi0 = 1 = pi1 and p(σ
2µ) = 0.
For r ≥ 0, we define Ir ⊂ I∞ as the sub-DG-operad under TAr ∪Ar TAr with
underlying graded operad
Ir = TAr ∪Ar TAr ∐ F(σ
2µ2, . . . , σ
2µr).
The cylinder-like structure maps restrict to this sub-DG-operad,
TAr ∪Ar TAr //
(i0,i1)
// Ir
p
// // TAr .
Form ≤ r, Im ⊂ Ir and the DG-operad Ir,m is obtained from Ir by taking push-
out along Im → TAm → Am. This means making i0σµw = i1σµw = σ
2µw = 0 for
w ≤ m. The cylinder-like maps pass to the quotient,
TAmAr ∪Ar TAmAr //
(i0,i1)
// Ir,m
p
// // TAmAr.
Lemma 3.12. The DG-operads I∞, Ir, and Ir,m, 1 ≤ m ≤ r, are well defined.
Proof. It suffices to prove that the following instance of the differential of the first
operad squares to zero:
d2(σ2µ) = i0d(σµ)− i1d(σµ) + d(σ
2µ){µ} − σ2µ{d(µ)}
+
∑
p,q≥0
d(µ){i0σµ, p. . ., i0σµ, σ
2µ, i1σµ, q. . ., i1σµ}
−
∑
p,q≥0
1≤j≤p
µ{i0σµ,
j−1. . . , i0d(σµ),
p−j. . . , i0σµ, σ
2µ, i1σµ,
q. . ., i1σµ}
−
∑
p,q≥0
µ{i0σµ,
p. . ., i0σµ, d(σ
2µ), i1σµ,
q. . ., i1σµ}
+
∑
p,q≥0
1≤j≤q
µ{i0σµ, p. . ., i0σµ, σ
2µ, i1σµ, j−1. . . , i1d(σµ), q−j. . . , i1σµ}
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= − i0σµ{µ}+
∑
n≥1
µ{i0σµ, n. . ., i0σµ}+ i1σµ{µ} −
∑
n≥1
µ{i1σµ, n. . ., i1σµ}
+ i0σµ{µ} − i1σµ{µ}+ σ
2µ{µ}{µ}
+
∑
p,q≥0
µ{i0σµ, p. . ., i0σµ, σ
2µ, i1σµ, q. . ., i1σµ}{µ} − σ
2µ{µ{µ}}
+
∑
p,q≥0
µ{µ}{i0σµ, p. . ., i0σµ, σ
2µ, i1σµ, q. . ., i1σµ}
+
∑
p,q≥0
1≤j≤p
µ{i0σµ,
j−1. . . , i0σµ{µ},
p−j. . . , i0σµ, σ
2µ, i1σµ,
q. . ., i1σµ}
−
∑
p,q≥0
1≤j≤p
n≥1
µ{i0σµ,
j−1. . . , µ{i0σµ, n. . ., i0σµ},
p−j. . . , i0σµ, σ
2µ, i1σµ,
q. . ., i1σµ}
−
∑
p,q≥0
µ{i0σµ,
p. . ., i0σµ, i0σµ, i1σµ,
q. . ., i1σµ}
+
∑
p,q≥0
µ{i0σµ, p. . ., i0σµ, i1σµ, i1σµ, q. . ., i1σµ}
−
∑
p,q≥0
µ{i0σµ, p. . ., i0σµ, σ
2µ{µ}, i1σµ, q. . ., i1σµ}
−
∑
p,q,r,s≥0
µ{i0σµ,
p. . ., µ{i0σµ, r. . ., i0σµ, σ
2µ, i1σµ, s. . ., i1σµ},
q. . ., i1σµ}
−
∑
p,q≥0
1≤j≤q
µ{i0σµ, p. . ., i0σµ, σ
2µ, i1σµ, j−1. . . , i1σµ{µ}, q−j. . . , i1σµ}
+
∑
p,q≥0
1≤j≤q
n≥1
µ{i0σµ, p. . ., i0σµ, σ
2µ, i1σµ, j−1. . . , µ{i1σµ, n. . ., i1σµ}, q−j. . . , i1σµ}
= 0.
The last step follows straightforwardly from the brace relation and cancellation of
summands. 
Proposition 3.13. For r ≥ 1 and 0 ≤ s ≤ m ≤ r there is a morphism in Ar ↓
dgOp
IArTAmfm,r,s : LArIBr,r,s −→ Ir,m
compatible with TAmfm,r,s in Corollary 3.9 via the inclusions i0, i1 and the projec-
tions p, and satisfying the following formula for r < n ≤ r + s,
(IArTAmfm,r,s)(σµ¯n) =
∑
p+q=n+1
p,q≤r
σ2µp{µq}
+
∑
p,q≥0
u≥p+q+1∑
sj+v+
∑
tj=n+p+q+1−u
sj ,v,tj≤r
µu{i0σµs1 , . . . , i0σµsp , σ
2µv, i1σµt1 , . . . , i1σµtq}.
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This map fits in the following homotopy cofiber sequence in Ar+s ↓ dgOp,
LAr+sIBr+s,r,s
IArTAmfm,r,s∪ArAr+s
// Ir,m ∪Ar Ar+s //
incl.
// Ir+s,m.
Proof. This follows, as in previous cases, e.g. Proposition 3.7, from the fact that,
given s < n ≤ r, in the formula for d(σ2µn) in Definition 3.11, if q > r then p ≤ m
so σ2µp = 0, if v > r then sj , tj ≤ m if any of them exists, so i0σµsj = 0 = i1σµtj ,
and if some tj > r or sj > r then v ≤ m so σ
2µv = 0. These inequalities can be
checked as above. 
Corollary 3.14. For 1 ≤ m ≤ r we have identifications in A∞ ↓ dgOp and
Ar ↓ dgOp, respectively,
I∞ = IA∞TA∞, Ir,m = IArTAmAr,
with the structure maps in Definition 3.11, and IArTAmfm,r,s is a cylinder map.
Proof. For fixed m ≥ 1, the second identification follows by induction on r ≥ m.
Indeed, the result is obvious for r = m since both DG-operads are initial in Ar ↓
dgOp. Then we apply induction and use Corollary 3.9 and the fact that the mapping
cone of a cylinder is the cylinder of the mapping cone. The map IArTAmfm,r,s is
a cylinder by the previous proposition, as long as its target is a cylinder. The first
identification is the colimit in r of the second one for m = 1. 
Corollary 3.15. For 1 ≤ m ≤ r we have identifications in A∞ ↓ dgOp ↓ A∞ and
Ar ↓ dgOp ↓ Ar, respectively,
ΣA∞TA∞ = LA∞Σ
2B∞,1,∞, ΣArTAmAr = LArΣ
2Br,m,r−m,
identifying σ2µn on the left with σ
2µ¯n on the right. Morever, for 0 ≤ s ≤ m ≤ r,
ΣArTAmfm,r,s = LArΣ
2gr,m,r−m,s.
This follows from the fact that ΣA∞ and ΣAr consist of making all i0σµn =
i1σµn = 0.
4. The extended spectral sequence of certain towers
In this section we extend the Bousfield–Kan spectral sequence of a tower of
fibrations [BK72]
· · · → Xn+1 → Xn → · · · → X0
with certain extra structure. We should remark that Bousfield did something sim-
ilar [Bou89] in case the tower comes from a cosimplicial space. We believe both
extensions coincide in the overlap. Ours is in general larger and more adapted to
our particular situation.
The spectral sequence is related to the homotopy groups of the (homotopy) limit
limnXn. More precisely, E
st
∞ contributes to πt−s limnXn (convergence issues were
satisfactorily settled in [BK72]). The natural map
π0limnXn −→ limnπ0Xn
is surjective. Any base point in limnXn induces compatible base points in the
tower. The fiber of the previous map containing the component of that base point
is in bijection with
lim1nπ1Xn.
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Assume from now on that the tower is based. For r ≥ m we denote the (homo-
topy) fiber of Xr → Xm by Xr,m. We always understand that Xm = ∗ for m < 0,
in particular Xr,m = Xr for m < 0. Given r ≥ 1 and t ≥ s ≥ 0, the term E
st
r of
the Bousfield–Kan spectral sequence is the homology of
(4.1)
Ker[πt−s+1Xs−1 → πt−s+1Xs−r]→ πt−sXs,s−1 →
πt−sXs
Im[πt−sXs+r−1 → πt−sXs]
,
or the quotient of the action of the group on the left on the pointed kernel of the
arrow on the right. These terms are abelian groups for t− s ≥ 2, plain groups for
t− s = 1, and pointed sets for t− s = 0. The differential
dr : E
st
r −→ E
s+r,t+r−1
r
is defined for t > s ≥ 0 by chasing
(4.2) πt−sXs,s−1 → πt−sXs ← πt−sXs+r−1 → πt−s−1Xs+r,s+r−1.
All these morphisms are induced by bonding maps and homotopy fiber sequences.
For t− s ≥ 1, Estr+1 is the homology of dr.
For m ≤ r and s ≥ 0, the square
(4.3) Xr+s,m //

Xr+s

Xr,m // Xr
is a homotopy pull-back. Hence we have a homotopy fiber sequence
(4.4) Xr+s,r −→ Xr+s,m −→ Xr,m.
Using appropriate instances of the previous homotopy pull-back we see that, for
r ≥ 1 and t > s ≥ 0, Estr is the homology of
(4.5) πt−s+1Xs−1,s−r −→ πt−sXs,s−1 −→ πt−s−1Xs+r−1,s.
These arrows are connecting homomorphisms. Moreover, for r ≥ 1 and t ≥ s ≥ 0,
Estr is the cokernel or the quotient of the action of the source on the target in
(4.6) πt−s+1Xs−1,s−r −→ Im[πt−sXs+r−1,s−1 → πt−sXs,s−1].
Furthermore, dr : E
st
r → E
s+r,t+r−1
r is always given by chasing
(4.7) πt−sXs,s−1 ←− πt−sXs+r−1,s−1 −→ πt−s−1Xs+r,s+r−1.
For 0 ≤ s = t ≤ r − 1,
(4.8) Essr = Ker[π0Xs → π0Xs−1] ∩ Im[π0Xs+r−1 → π0Xs].
We now list our standing assumptions.
Assumptions 4.9. There are Hk-module spectra Fr,s, r ∈ Z, s ≥ 0, with Fr,0 ≃ ∗
for all r ∈ Z and Fr,s ≃ ∗ if r + s < 0, such that:
4.9.1 For s ≥ 0 and s−2 ≤ m ≤ r we have (compatible) homotopy fiber sequences
Xr+s,m −→ Xr,m −→ Ω
∞−1Fr,s
where the first map is the map in (4.3) and (4.4). For s = 0, 1 we can
drop the lower bound on m. For s ≥ 0 and s − 2 ≤ r, we obtain a weak
equivalence
Xr+s,r ≃ Ω
∞Fr,s.
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The lower bound on r is again superfluous if s = 0, 1.
4.9.2 We have homotopy fiber sequences of Hk-module spectra, r ∈ Z, s, t ≥ 0,
Fr+s,t −→ Fr,s+t −→ Fr,s,
where the first (resp. second) arrow is the identity for s = 0 (resp. t = 0).
Observe that the first arrow is a weak equivalence Fr+s,t ≃ Fr,s+t whenever
r + s < 0.
4.9.3 For s, t ≥ 0 and s + t − 2 ≤ m ≤ r, the following diagram involving four
of the previous homotopy fiber sequences is commutative up to (coherent)
homotopy
Xr+s+t,m // Xr+s,m //

Xr,m

Ω∞−1Fr+s,t // Ω
∞−1Fr,s+t

Ω∞−1Fr,s
For s, t ≥ 0 and s+ t− 2 ≤ r we deduce that the homotopy fiber sequence
Xr+s+t,r −→ Xr+s,r −→ Ω
∞−1Fr+s,t
from (4.9.1) can be obtained by taking Ω∞ in the following translation of
the homotopy fiber sequence in (4.9.2),
Fr,s+t −→ Fr,s −→ Ω
−1Fr+s,t.
4.9.4 For any r ∈ Z and s, t, u ≥ 0 we have a commutative diagram containing
four of the previous homotopy fiber sequences of Hk-module spectra
Fr+s+t,u // Fr+s,t+u //

Fr,s+t+u

Fr+s,t // Fr,s+t

Fr,s
4.9.5 For m ≤ r ≤ 2m+ 3, a weak equivalence
ΩXr,m ≃ Ω
∞+1Fm,r−m
is given. Moreover, if m ≤ r, s ≥ 0, and r + s ≤ 2m + 3, then the loop
space of the homotopy fiber sequence
(A) Xr+s,r −→ Xr+s,m −→ Xr,m
in (4.4) identifies with Ω∞+1 of the homotopy fiber sequence
(B) Fr,s −→ Fm,r+s−m −→ Fm,r−m
in (4.9.2) via the previous weak equivalences. Furthermore, if in addition
s− 2 ≤ m ≤ r, then the loop space of the homotopy fiber sequence
(C) Xr+s,m −→ Xr,m −→ Ω
∞−1Fr,s
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in (4.9.1) is Ω∞+1 of the following translation of the previous homotopy
fiber sequence of Hk-module spectra,
(D) Fm,r+s−m −→ Fm,r−m −→ Ω
−1Fr,s,
via the previous weak equivalences. In particular, the loop space of the
weak equivalence in (4.9.1) is the weak equivalence here. For s = 0, 1 we
can drop the lower bound on m.
4.9.6 For m ≤ r, a weak equivalence
Ω2Xr,m ≃ Ω
∞+2Fm,r−m
is given. This weak equivalence is the loop space of the weak equivalence
in (4.9.5) whenever it is defined. Moreover, for m ≤ r and s ≥ 0 the
double loop space of (A) is Ω∞+2 of the homotopy fiber sequence (B) via
the previous weak equivalences. Furthermore, if s ≥ 0 and s− 2 ≤ m ≤ r,
then the double loop space of (C) is Ω∞+2 of (D) via the previous weak
equivalences. Again, for s = 0, 1 we can drop the lower bound on m.
Remark 4.10. Assumption 4.9.1 shows that the terms Es,s+1r , s ≥ 0, r ≥ 1, which in
general are just plain groups, are abelian groups in our case since they are defined
as the homology at π1Xs,s−1 ∼= π1Fs−1,1 which is a k-module.
Definition 4.11. Under our standing assumptions, we extend the Bousfield–Kan
spectral sequence by defining Estr for r ≥ 1, s ≥ 2r− 3, and t ∈ Z as the homology
of the following k-module morphisms,
(4.12) πt−s+1Fs−r,r−1 −→ πt−sFs−1,1 −→ πt−s−1Fs,r−1.
Here both maps are connecting morphism induced by the homotopy fiber sequences
of Hk-module spectra in Assumption 4.9.2. Moreover, in the following five cases,
(a) s ≥ 2r − 3, t ∈ Z;
(b) t− s ≥ 2;
(c) t > s ≥ r − 1;
(d) t ≥ s ≥ r.
we define
dr : E
st
r −→ E
s+r,t+r−1
r
by chasing the following k-module morphisms,
(4.13) πt−sFs−1,1 ←− πt−sFs−1,r −→ πt−s−1Fs+r−1,1.
Again, both maps are defined by the homotopy fiber sequences of Hk-module spec-
tra in (4.9.2).
Proposition 4.14. The extension of the Bousfield–Kan terms is well defined. Both
definitions coincide on the overlap. Moreover, the homology of (4.12) also computes
Estr for t− s ≥ 2 and for t− s ≥ 1 and s ≥ r − 2.
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Proof. The arrows (4.12) compose to 0 by the following instance of (4.9.4)
Fs,r−1 // Fs−1,r //

Fs−r,2r−1

Fs−1,1 // Fs−r,r

Fs−r,r−1
which is defined for r − 1 ≥ 0. Hence the new definition of Estr makes sense.
Let us check coincidence on the indicated ranges. We use the formula for Estr in
(4.6), r ≥ 1, t ≥ s ≥ 0.
The kernel of the second arrow in (4.12) is the same as the image of the morphism
πt−sXs+r−1,s−1 → πt−sXs,s−1 in the following three cases.
For t ≥ s ≥ r − 1 ≥ 0 by the last part of (4.9.3) since
(E) Xs+r−1,s−1 −→ Xs,s−1 −→ Ω
∞−1Fs,r−1
is Ω∞ of
(F) Fs−1,r −→ Fs−1,1 −→ Ω
−1Fs,r−1
for r − 2 ≤ s− 1.
For t > s ≥ r − 2 and r ≥ 1 by (4.9.5), since the loop space of (E) is Ω∞+1 of
(F) when r − 1 ≥ 0, s+ r − 1 ≤ 2(s− 1) + 3, and r − 3 ≤ s− 1.
For t − s ≥ 2 and any s ≥ 0 and r ≥ 1 by (4.9.6), since then the double loop
space of
Xs+r−1,s −→ Xs+r−1,s−1 −→ Xs,s−1
is Ω∞+2 of
Fs,r−1 −→ Fs−1,r −→ Fs−1,1.
The morphism πt−s+1Xs−1,s−r → πt−sXs,s−1 coincides with the first arrow in
(4.12) in the following two cases.
For t ≥ s ≥ 2r − 3 and r ≥ 1 by (4.9.5), since the loop space of
Xs,s−r −→ Xs−1,s−r −→ Ω
∞−1Fs−1,1
is Ω∞+1 of
Fs−r,r −→ Fs−r,r−1 −→ Ω
−1Fs−1,1
when s ≤ 2(s− r) + 3 and s− r ≤ s− 1.
For t > s ≥ 0 and r ≥ 1 by (4.9.6), since the double loop space of the former
homotopy fiber sequence is Ω∞+2 of the latter. 
Remark 4.15. This proposition endows the terms Estr with a k-module structure
for s ≥ 2r−3, t > s ≥ r−2, and t−s ≥ 2. This region is depicted in blue in Fig. 4.
We have actually proved the following proposition too, which yields a mixed
definition, between (4.5) and (4.12), for some terms of the spectral sequence.
Proposition 4.16. For t ≥ s ≥ r − 1 ≥ 0, the Bousfield–Kan term Essr can be
computed as the homology of
πt−s+1Xs−1,s−r −→ πt−sXs,s−1 = πt−sFs−1,1 −→ πt−s−1Fs,r−1.
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r−1
2r−3r−2
s
t
Figure 4. This depicts the page Estr of the extended spectral
sequence for r = 5. The blue part consists of k-modules and it
contains the extension. The red dots are the only pointed sets
without further structure. The green region is defined according
to Proposition 4.16 and it consists of abelian groups, as the terms
in the line t− s = 1, see Remark 4.10.
Remark 4.17. For s ≥ r − 1 ≥ 0, this proposition endows the pointed set Essr with
an abelian group structure, see the green half-line in Fig. 4.
Proposition 4.18. The new dr in Definition 4.11 is well defined and coincides with
Bousfield–Kan’s in the overlap. The extended dr squares to zero and its homology
is Estr+1 whenever the incoming and outgoing differentials are defined at E
st
r (for
0 ≤ s < r and t > s we set the incoming differential to be 0→ Estr ).
Proof. The zig-zag (4.13) can be chased by the following instance of (4.9.2),
Fs,r−1 −→ Fs−1,r −→ Fs−1,1.
Moreover, this also proves that the middle term of (4.13) surjects onto the repre-
sentatives of elements in Estr , since in all cases the source of the newly defined dr
is given by Definition 4.11 or Proposition 4.16.
We now check that chasing a representative of an element in Estr yields a well-
defined element in Es+r,t+r−1r independent of the representative. In cases (a)–(c)
the source and target of dr are in the range given by Definition 4.11, see Proposition
4.14, and we can use the following diagram containing several instances of (4.9.4),
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which is defined for r ≥ 1,
(G) Fs+r,r−1 // Fs+r−1,r //

Fs,2r−1 //

Fs−1,2r

Fs+r−1,1 // Fs,r //

Fs−1,r+1

// Fs−r,2r

Fs,r−1 // Fs−1,r

// Fs−r,2r−1

Fs−1,1 // Fs−r,r

Fs−r,r−1
In case (d), the target of dr is given by Definition 4.11 but the source is defined by
Proposition 4.16, so we use the following diagram instead
Ω∞Fs+r,r−1 // Ω
∞Fs+r−1,r //

Ω∞Fs,2r−1 //

Ω∞Fs−1,2r

Ω∞Fs+r−1,1 // Ω
∞Fs,r //

Ω∞Fs−1,r+1

// Xs+r

Ω∞Fs,r−1 // Ω
∞Fs−1,r

// Xs+r−1

Ω∞Fs−1,1 // Xs

Xs−1
This diagram is built from (4.9.1), (4.9.3), and (4.9.4). It is defined for s ≥ r ≥ 1.
Moreover, this diagram also shows that the new definition of dr coincides with
Bousfield–Kan’s in t > s ≥ r. Let us check agreement in the rest of the overlap.
For t > s ≥ r − 1, the second arrows in (4.7) and (4.13) coincide because the loop
space of
Xs+r,s−1 −→ Xs+r−1,s−1 −→ Ω
∞−1Fs+r−1,1
is Ω∞+1 of
Fs−1,r+1 −→ Fs−1,r −→ Ω
−1Fs+r−1,1
by (4.9.5) since s + r ≤ 2(s − 1) + 3. Moreover, they coincide for any t − s ≥ 2
since then the double loop space of the former is Ω∞+2 of the latter by (4.9.6). For
t > s ≥ r− 2, the first arrows in (4.7) and (4.13) coincide because the loop space of
Xs+r−1,s −→ Xs+r−1,s−1 −→ Xs,s−1
is Ω∞+1 of
Fs,r−1 −→ Fs−1,r −→ Fs−1,1
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by (4.9.5) since s+ r − 1 ≤ 2(s− 1) + 3. Moreover, they coincide for any t− s ≥ 2
since then the double loop space of the former is Ω∞+2 of the latter again by (4.9.6).
Now we are fully done with agreement in the overlap.
We now compute the image and the kernel of a dr : E
st
r → E
s+r,t+r−1
r defined
as in Definition 4.11. By the comment in the first paragraph, the image consists of
the elements in Es+r,t+r−1r with a representative in the image of
πt−sFs−1,r −→ πt−s−1Fs+r−1,1.
The kernel consists of those elements in Estr whose representatives can be chased
along the following diagram
πt−sFs−1,1 ←− πt−sFs−1,r −→ πt−s−1Fs+r−1,1 ←− πt−sFs,r−1.
By the instance of (4.9.4) on the left of (G), those are precisely the elements with
representatives in the kernel of
πt−sFs−1,1 −→ πt−s−1Fs,r .
When both differentials in the composite d2r are given as in Definition 4.11, the
middle term is also given by the formula therein, even in page r + 1. The formula
for this middle term and the previous kernel and image computations show that,
in this case, d2r = 0 and the homology is the corresponding term in page r + 1.
It only remains to check that d2r = 0, yielding the appropriate homology, in case
the incoming differential is purely Bousfield–Kan’s and the outgoing differential is
given by Definition 4.11. In this case the middle term of the composite d2r can be
computed as in Proposition 4.16, even in page r + 1. Hence the claim follows as
above, from the previous computation of the kernel of the outgoing differential and
the known image of the Bousfiel–Kan differential.
The final remark on terms whose incoming differential would come from the left
half-plane pertains to the Bousfield–Kan part, so there is nothing else to check. 
Remark 4.19. The differential dr is a k-module morphism in cases (a)–(c) of Defi-
nition 4.11.
Remark 4.20. By Assumption 4.9.6,
Ω2 lim
n
Xn = Ω
∞+2 lim
n
F−1,n+1
and moreover Ω2 of the tower of spaces {Xn}n≥0 is Ω
∞+2 of the tower of Hk-
module spectra {F−1,n+1}n≥0. Therefore πt−s limnXn has a k-module structure
for t− s ≥ 2 and the spectral sequence is a spectral sequence of k-modules in this
range
5. The truncated spectral sequence
In the previous section, given a tower of fibrations
· · · → Xn+1 → Xn → · · · → X0
with additional structure we have extended the Bousdield–Kan spectral sequence
for the computation of the homotopy groups of limnXn. For certain towers of
interest it is not even clear whether limnXn is non-empty. Equivalently, we do
not know whether we can choose compatible base points for all Xn’s. In order to
deal with this problem, we show that the spectral sequence can be defined up to
Er provided we have base points up to X2r+1. Moreover, we show that the terms
ENHANCED A-INFINITY OBSTRUCTION THEORY 29
r−1
2r−3r−2
s
t
r
Figure 5. We have defined dr on all terms, except for the r − 1
red dots and the green dot. The red dots are plain pointed sets and
the only green dot is an abelian group in page Er which becomes a
pointed set in Er+1. There are r − 3 differentials which cross over
the white undefined area, linking a green term in the fringed line
to a blue term. We have depicted the first one.
of this truncated spectral sequence contain obstructions to lifting the base point
upwards. This was also done by Bousfield in [Bou89] in case the tower comes from
a cosimplicial space.
We assume that we have a base point xk ∈ Xk for a fixed k ≥ 0 which induces
compatible base points in the previous Xn, n ≤ k. Moreover, Assumptions 4.9 are
satisfied with the following restrictions. The spectra Fr,s are defined for r ≥ −1
and 0 ≤ s ≤ k+2 and each assumption must hold provided the following respective
additional constraints are satisfied:
Assumption Constraints
4.9.1 m ≤ k
4.9.2 s+ t− 2 ≤ k
4.9.3 m ≤ k
4.9.4 s+ t+ u− 2 ≤ k
4.9.5 r + s ≤ k
4.9.6 r + s ≤ k
We should remark that the weak equivalence Xr+s,r ≃ Ω
∞Fr,s derived in Assump-
tion 4.9.1 now only holds for r+s ≤ k, since it depends on the choice of a base point
inXr+s. Similarly, the weak equivalence of homotopy fiber sequences in (4.9.3) only
holds for r + s+ t ≤ k.
Definition 5.1. For 1 ≤ r ≤ k+32 , we define E
st
r in the following cases as indicated,
see Fig. 6:
(a) If t ≥ s ≥ 0 and s ≤ k − r + 1, then Estr is defined as the homology of
(4.1) or equivalently the cokernel 4.6, or even as the homology of (4.5) if in
addition t > s.
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(b) If t ≥ s ≥ r − 1 and s ≤ k then the abelian group Estr is the homology of
the sequence in Proposition 4.16.
(c) If s ≥ 2r − 3 and t ∈ Z, the abelian group Estr is the homology of (4.12).
We also define it in this way for t− s ≥ 2 and for t− s ≥ 1 and s ≥ r − 2.
Remark 5.2. In (a) we require s ≤ k − r + 1 since the homotopy groups of Xs+r−1
appear in (4.1). Therefore Xs+r−1 must be based, so we need s+ r − 1 ≤ k. This
constraint also ensures that s ≤ k, hence Xs,s−1 ≃ Ω
∞Fs−1,1 and E
st
r is indeed an
abelian group for t = s+ 1 too.
Similarly, in (b) we must have s ≤ k because we need a base point for Xs for
the sequence in Proposition 4.16 to be defined.
The bound r ≤ k+32 comes from the fact that, for the definition of E
st
r in case
(c), we must ensure that the arrows in (4.12) compose to 0. Looking at the first
diagram in the proof of Proposition 4.14, we see that we need Assumption 4.9.4 for
s+ t+ u = 2r − 1, so we must require (2r − 1)− 2 ≤ k.
The terms defined according to (c) are k-modules and those defined by (b) are
abelian groups.
It seems reasonable that differentials in the truncated spectral sequence are only
defined up to one page before the terms.
Definition 5.3. For 1 ≤ r ≤ k+12 , the abelian group homomorphism
dr : E
st
r −→ E
s+r,t+r−1
r
is defined for the following values of s and t by chasing the indicated diagram:
(1) For t > s ≥ 0 and s ≤ k − r + 1, the diagram is obtained from (4.2), or
equivalently from (4.7), by replacing the last arrow with πt−s of the map
Xs+r−1 → Ω
∞−1Fs+r−1,1 or Xs+r−1,s−1 → Ω
∞−1Fs+r−1,1 in Assumption
4.9.1, respectively.
(2) In the four cases (a)–(d) of Definition 4.11 the diagram is (4.13).
The constraint r ≤ k+12 comes from the fact that the equation d
2
r = 0 holds
under the same conditions under which Er+1 is defined.
One can check as in Section 4 that all definitions are consistent and the homology
of dr is Er+1 in the indicated range. Moreover, the differentials are k-module
morphisms for t− s ≥ 2, t > s ≥ r − 1, and t ≥ s ≥ 2r − 3.
It is also worth to note that our truncated spectral sequence coincides with the
spectral sequence of the following essentially constant pointed tower
· · · = Xk → · · · → X0 → X−1 = ∗
for s ≤ k− r+1 (red region). The former injects in the latter for k− r+1 < s ≤ k
(green region minus red region). The latter vanishes for s ≥ k + 1 (blue region
minus green and red regions).
We now define obstructions in the truncated spectral sequence to lifting points
along bonding maps.
Proposition 5.4. Given x ∈ Xk, k ≥ 0, and
k−1
2 ≤ l ≤ k, the image of x along
the map Xk → Ω
∞−1Fk,1 in Assumption 4.9.1 represents an element in E
k+1,k
k+1−l
which vanishes if and only if there exists y ∈ Xk+1 such that the image of y along
the bonding map Xk+1 → Xl coincides with the image of x along Xk → Xl.
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Figure 6. Regions (a), (b), and (c) in Definition 5.1 are depicted
in red, green, and blue, respectively. The red dots denote plain
pointed sets, the rest consists of abelian groups. The red and green
regions always have the same width. The with of the overlap of
the red and the green regions is one unit smaller than the overlap
of the green and the blue regions. These pictures, for r = 4 and
k = 11, 7, 5, respectively, show all possible overlap configurations.
The last case only happens for k odd and r = k+32 , and the vertical
white band has always width 1. In particular all terms in and over
the fringed line are always defined.
Proof. We take x = xk ∈ Xk as the base point for the definition of the truncated
spectral sequence. The term Ek+1,kk+1−l lies right below the fringed line, not in the
range of definition of the Bousfield–Kan spectral sequence. It is in the blue region
of Fig. 6, more precisely it is given by Definition 5.1 (c) since k + 1 − l ≥ 1 and
k + 1 ≥ 2(k + 1− l)− 3.
In order to see that the image of x represents an element in Ek+1,kk+1−l it suffices to
check that the map defined on π0 by the composite
Xk −→ Ω
∞−1Fk,1 −→ Ω
∞−2Fk+1,k−l
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takes x to 0. The following instance of (4.9.3), which is defined for k−1−l ≤ m ≤ k,
X2k+1−l,m // Xk+1,m //

Xk,m

Ω∞−1Fk+1,k−l // Ω
∞−1Fk,k+1−l

Ω∞−1Fk,1
proves it, since x lies in Xk,m for all m ≤ k (we base Xm at the image of x along
the bonding map Xk → Xm).
We can consider yet another instance of Assumption 4.9.3, which is defined for
(k + 1− l)− 2 ≤ m ≤ l, in particular for m = l,
Xk+1,m // Xk,m //

Xl,m

Ω∞−1Fk,1 // Ω
∞−1Fl,k+1−l

Ω∞−1Fl,k−l
to prove the obstruction property (the claims about the existence of y). 
Remark 5.5. On the one hand, it seems convenient to keep l big since in that case
Xk is closer to Xl. On the other hand, the smaller l is, the bigger chances the
obstruction has to vanish, since it lives in a later page of the spectral sequence.
The farthest obstruction lives in Ek+1,k
⌊ k+3
2
⌋
. Any obstruction in a previous page Er,
r < ⌊k+32 ⌋, is a cycle for dr and its homology class is the obstruction in Er+1.
6. The tower of mapping spaces
Let O be a DG-operad. The two previous sections can be applied to the tower
of fibrations with
Xn = MapdgOp(An+2,O),
whose (homotopy) limit is
lim
n
MapdgOp(An,O) = MapdgOp(A∞,O).
Given a base point here, the spectra in Assumptions 4.9 are
Fr,s = HomAm -Mod(Bm,r+2,s, UAmO),
or rather the Hk-module spectra associated to these chain complexes. Here s ≤
m ≤ r + 2. This definition is independent of the choice of m since for m ≤ n
within this range, Bn,r+2,s is the extension of scalars of Bm,r+2,s along Am → An.
Each assumption holds by the comments or results from Section 3 indicated in the
following table, taking mapping spaces/spectra and using the Quillen pair (2.1),
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Assumption Results
4.9.1 Proposition 3.4
4.9.2 Bm,r+2,s+t/Bm,r+2,s = Bm,r+s+2,t
4.9.3 Proposition 3.6
4.9.4 Bm,r+2,s ⊂ Bm,r+2,s+t ⊂ Bm,r+2,s+t+u
4.9.5 Corollary 3.10
4.9.6 Corollary 3.15
The same applies when we just have a base point in Xk = MapdgOp(Ak+2,O),
under the extra constraints in Section 5.
We are going to compute differentials, mostly given by Definition 4.11. For this,
we will need the following observation, which follows directly from Proposition 3.5.
Lemma 6.1. For this section’s tower, the second map in (4.13), r ≤ m ≤ s+ 1,
πt−sHomAm -Mod(Bm,s+1,r, UAmO)→πt−s−1 HomAm -Mod(Bm,s+r+1,1, UAmO)
= πt−sHomAm -Mod(Σ
−1Bm,s+r+1,1, UAmO)
is induced by gm,s+1,r,1 : Σ
−1Bm,s+r+1,1 → Bm,s+1,r.
We now concentrate in the case O = E(X), the endomorphism operad of a chain
complex X with trivial differential, X = H∗X . In many situations, e.g. if k is a
field or if X has projective homology, even if the differential is nontrivial X contains
H∗X as a strong deformation retract. Such a strong deformation retraction gives
rise to a quasi-isomorphism E(H∗X)→ E(X). Therefore the results in this section
still apply, since the tower in this section is natural and homotopy invariant in the
target operad O. We choose a base point in MapdgOp(A∞, E(X)), corresponding to
a minimal A∞-algebra structure B on Σ
−1X defined by the images mn : X
⊗n → X
of the generators µn along the base pointA∞ → E(X). This base point induces base
points in the whole tower (minimal An-structures). We denote by A the homology
graded algebra of B, i.e. the chain complex Σ−1X endowed with the associative
k-algebra structure with shifted multiplication m2.
Proposition 6.2. The E1-terms of our extended spectral sequence for the compu-
tation of the homotopy groups of MapdgOp(A∞, E(X)) are the Hochschild chains,
Est1 = C
s+2,−t(A), s ≥ 0, t ∈ Z.
Moreover, the first page differential d1 : E
st
1 → E
s+1,t
1 is, up to sign, the Hochschild
differential, more precisely, in the whole right half plane
d1 = (−1)
t−s[m2,−].
Proof. In page r = 1 all terms, which are defined in the whole right half-plane, are
given by Definition 4.11. Hence
Est1 = πt−sFs−1,1.
Since Bm,s+1,1 is free on a generator µ¯s+2 of arity s+2 and degree −1, Fs−1,1 is the
k-module spectrum associated to the following chain complex of k-modules with
trivial differential,
ΣE(X)(s+ 2) = Cs+2,−∗−s(A).
The spectral sequence differential d1, when defined, is also given by Definition
4.11. The first map in (4.13) is the identity for r = 1, hence d1 is fully defined
by the second one. By Lemma 6.1 it is induced by gm,s+1,r,1, which is defined by
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σ−1µ¯s+r+2 7→ [µ2, µ¯s+r+1]. Hence we are done. (The sign (−1)
t−s comes from the
definition of the (t− s)-fold suspension of an Am-module.) 
Denote by
Zp,q(A)
the modules of cocycles in the Hochschild complex.
Corollary 6.3. For s > 0, the E2-terms of this section’s extended spectral sequence
are
Est2 = HH
s+2,−t(A)
for s ≥ 1 and t ∈ Z and
E0t2 = Z
2,−t(A)
for t > s = 0.
The remaining E2-term is the following.
Proposition 6.4. The pointed set E002 is the set of graded associative algebra
structures on Σ−1X and the base point is A.
Proof. By (4.8), E002 is the set of (minimal) A2-algebra structures on Σ
−1X which
extend to an A3-algebra. An A2-algebra structure is the same as a binary (shifted)
multiplication m2. Since d(µ3) = µ2{µ2} and X has trivial differential, the A2-
algebra structure can be extended to an A3-structure if and only if 0 = m2{m2},
which is equivalent to associativity. 
This does not contradict Proposition 6.2 since E002 is not defined by the homology
of d1, see Proposition 4.18.
The ternary map m3 of the base minimal A∞-structure on Σ
−1X , which is a
Hochschild cochain m3 ∈ C
3,−1(A), is actually a cocycle. This follows from mini-
mality, since, in A∞, d(µ4) = [µ2, µ3], hence in E(X), which has trivial differential,
0 = [m2,m3]. Its Hochschild cohomology class, called universal Massey product,
will be denoted by
{m3} ∈ HH
3,−1(A).
Theorem 6.5. The second page differential d2 : E
st
2 → E
r+2,t+1
2 of this section’s
extended spectral sequence is, for s ≥ 1 and t ∈ Z,
d2 = (−1)
t−s[{m3},−] : HH
s+2,−t(A) −→ HHs+4,−t−1(A);
for s = 0 and t > 1,
d2 : Z
2,−t(A) // // HH2,−t(A)
(−1)t[{m3},−]
// HH4,−t−1(A);
and for s = 0 and t = 1,
d2 : Z
2,−1(A) // // HH2,−1(A)
x 7→ −x⌣x−[{m3},x]
// HH4,−2(A).
Proof. We start with the first two cases, where d2 is given by Definition 4.11. An
element in x ∈ Est2 is (represented by) a Hochschild cocycle in C
s+2,−t(A), which is
the same as a map of Am-modules Σ
t−sBm,s+1,1 → E(X) (the cocyle is the image of
the generator σt−sµ¯s+2 of the source). By the cocycle condition, this map extends
to Σt−sBm,s+1,2 → E(X), defined trivially on the top generator σ
t−sµ¯s+3. By
Lemma 6.1, the element d2(x) is represented by the composition of this extension
and the (t − s)-fold suspension of gm,s+1,2,1 : Σ
−1Bm,s+3,1 → Bm,s+1,2, which is
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defined by σ−1µ¯s+4 7→ [µ2, µ¯s+3] + [µ3, µ¯s+2]. Since the extension was trivial on
σt−sµ¯s+3, we deduce the claim. (The sign (−1)
t−s, as in the proof of Proposition
6.2, comes from the (t− s)-fold suspension.)
In the remaining case, d2 : E
01
2 → E
22
2 is defined by chasing
π1 Map(A2, E(X))← π1Map(A3, E(X))→ π1Map(LΣ
−1B1,3,1, E(X)),
where Map = MapdgOp. These arrows are induced by the inclusion A2 ⊂ A3
and the map f1,3,1 : LΣ
−1B1,3,1 → A3, respectively. We can replace π1 with
π0Ω. Loop spaces of mapping spaces can be computed by taking tori in the
sources. Hence, by Corollary 3.10, we can also chase the diagram obtained by
taking π0MapA3↓dgOp(−, E(X)) on
LA3ΣB3,1,1 ⊂ LA3ΣB3,1,2
Tf1,3,1
←− LA3B3,3,1.
We start as above with a Hochschild cocycle x ∈ E012 = C
2,−1(A), which is the
same as an operad map LA3ΣB3,1,1 → E(X) (x is the image of the generator σµ¯2).
We extend it to LA3ΣB3,1,2 → E(X), defining it trivially on the top generator σµ¯3,
and we precompose with Tf1,3,1, which is given by µ¯4 7→ −[µ2, σµ¯3] − [µ3, σµ¯2] −
µ2{σµ¯2, σµ¯2}, see Corollary 3.9. We derive as above that d2(x) is represented by
−[m3, x]−m2{x, x} (recall that m2{x, x} = x ⌣ x). 
Remark 6.6. Concerning the loss of k-module structures as r increases, it is worth
to notice that d2 : E
01
2 → E
22
2 , computed in Theorem 6.5, is only an abelian group
morphism between k-modules since the map x 7→ −x ⌣ x− [{m3}, x] is not k-linear
because of the first summand (unless 2 is invertible in k, since 2 · x ⌣ x = 0).
The previous computations of the first pages of the spectral sequence also hold
for the truncated spectral sequence when defined.
We now consider the obstructions in Proposition 5.4 for this section’s tower of
mapping spaces and low values of k and l, (k, l) = (0, 0), (1, 0), (1, 1), (2, 1). For
(k, l) = (0, 0) the obstruction is the Hochschild cochain m2{m2}, reflecting the
well known fact that an A2-structure can be extended to an (always minimal) A3-
structure if and only if the binary multiplication is associative. For (k, l) = (1, 0) the
obstruction is always trivial: an A3-algebra has an associative binary multiplication
which can always be extended to an A4-algebra structure (indeed to an A∞-algebra
structure, taking mn = 0 for all n ≥ 3). For (k, l) = (1, 1) the obstruction is
[m2,m3], meaning that an A3-algebra structure can be extended to an A4-structure
whenever m3 is a Hochschild cocycle (in that case taking m4 = 0). The following
result computes the first possibly non-trivial obstruction beyond the first page of
the spectral sequence, obtained for (k, l) = (2, 1). It can be computed from the
Gerstenhaber squaring operation and the universal Massey product.
Proposition 6.7. Given an A4-algebra (Σ
−1X,m2,m3,m4), the obstruction to the
existence of an A5-algebra with underlying A3-algebra (Σ
−1X,m2,m3) is
Sq({m3}) ∈ E
3,2
2 = HH
5,−2(A).
Proof. The A4-structure is classified by a map A4 → E(X) and the obstruction is
represented by its precomposition with f3,4,1, defined by σ
−1µ¯5 7→ [µ2, µ4]+µ3{µ3}.
Hence the page E1 obstruction (for (k, l) = (2, 2)) is d1(m4) +m3{m3} ∈ E
3,2
1 =
C5,−2(A) and the obstruction in E3,22 = HH
5,−2(A), which is its cohomology class,
is Sq({m3}), represented by m3{m3}, since d1(m4) is a coboundary. 
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We conclude this section with an identification of the homotopy groups of the
homotopy limit of our tower of fibrations.
Definition 6.8. LetB be an A-infinity algebra structure on a chain complex Σ−1X ,
defined by maps mn : X
⊗n → X , n ≥ 2. The Hochschild complex C∗(B) [KS09] is
the brace algebra
∏
n≥0 E(X)(n) with the following cohomological grading
Cn(B) =
∏
p≥0
E(X)(p)1−n =
∏
p≥0
Hom(X⊗p, X)1−n.
The differential d of X and the operations mn define an element
m = (0, d,m2, . . . ,mn, . . . ) ∈ C
2(B)
and the Hochschild differential is
[m,−].
The Hochschild cohomology of B, denoted by HH∗(B), is the cohomology of this
complex.
The Hochschild complex admits a decreasing filtration C∗≥m(B) ⊂ C
∗(B), given
by taking the product over p ≥ m, whose cohomology will be denoted byHH∗≥m(B).
Recall from [LH03] the definition of A-infinity maps and A-infinity homotopies
between them. An A-infinity map f : B → B′ between A-infinity algebras is a
sequence of maps of graded k-modules fn : B
⊗n → B′, n ≥ 1, satisfying certain
equations, and similarly A-infinity homotopies. The map f1 : B → B
′ is called
the linear part. A-infinity maps can be composed, giving rise to a category, and
A-infinity homotopies define a natural equivalence relation therein.
Proposition 6.9. Given a base point in MapdgOp(A∞, E(X)), which is an A-
infinity algebra structure B on the chain complex Σ−1X, the homotopy groups of
this mapping space are
π0MapdgOp(A∞, E(X)) = A-infinity algebra structures on Σ
−1X
modulo A-infinity maps with identity linear part,
π1MapdgOp(A∞, E(X)) = A-infinity self-maps of B with identity linear part
modulo A-infinity homotopies with identity linear part,
πnMapdgOp(A∞, E(X)) = HH
2−n
≥2 (B), n ≥ 2.
The group structure on the fundamental group is given by composition of A-infinity
maps.
Proof. A vertex in MapdgOp(A∞, E(X)) is an A-infinity algebra structure on Σ
−1X .
Two of them lie in the same component if and only if the can be linked by a
homotopy H : IA∞ → E(X) in dgOp. By the computation of IA∞ in [Mur16]
recalled above, this is the same as an A-infinity map with identity linear part
between the A-infinity algebra structures defined by the restrictions Hi0 and Hi1.
An element in the fundamental group is represented by a map TA∞ → E(X) in
A∞ ↓ dgOp. By the computation of this operad in Section 3, this is the same as an
A-infinity map f : B → B with identity linear part. Moreover, two such A-infinity
maps f, g : B → B represent the same element in the fundamental group if and only
if they are linked by a homotopy H : IA∞TA∞ → E(X) in A∞ ↓ dgOp. By the
computation of the relative cylinder IA∞TA∞ in Corollary 3.14, this is the same
as an A-infinity homotopy H : f ≃ g with identity linear part.
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Using the computation of the suspension of the torus ΣA∞TA∞ in Corollary
3.15,
Ω2MapdgOp(A∞, E(X)) = MapA∞ -Mod(Σ
2B∞,1,∞, E(X)).
As explained in Section 2, this is the infinite loop space of the Hk-module spectrum
associated to the chain complex of k-modules
HomA∞ -Mod(Σ
2B∞,1,∞, E(X))∗ = C
−∗
≥2 (B).
For this equality we use the A∞-bimodule structure of B∞,1,∞ in Definition 3.2,
which is generated by elements µ¯n of degree −1 and arity n ≥ 2. This computes
the higher homotopy groups of the mapping space. 
7. The tower of moduli spaces
In this section we study the tower of moduli spaces of An-algebras
· · · → |wAlgAn+1 | −→ |wAlgAn | → · · · → |wAlgA1 |
considered in the introduction. It does not exactly fit in the axioms of Sections 4
and 5 but it is closely related to the tower in the previous section. Its (homotopy)
limit is the moduli space of A-infinity algebras,
lim
n
|wAlgAn | ≃ |wAlgA∞ |.
We fix a base point here, which is an A-infinity algebra B. We fix a minimal one
built over a projective graded k-module Σ−1X , we denote by A its homology graded
algebra, i.e. Σ−1X with shifted multiplicationm2, and its universal Massey product
by
{m3} ∈ HH
3,−1(A).
The tower is based by the truncations of B.
An A1-algebra is a plain chain complex since A1 is the initial operad. Hence
|wAlgA1 | = |wCh |, where Ch is the usual model category of chain complexes.
By [Mur14, Theorem 4.6] (which goes back to [Rez96, Theorem 1.1.5]) we have
a map of towers
· · · // Map(An+1, E(X)) //

Map(An, E(X)) //

· · · // Map(A2, E(X)) //

∗
X

· · · // |wAlgAn+1 |
// |wAlgAn |
// · · · // |wAlgA2 |
// |wCh |
where Map stands for MapdgOp and all squares a homotopy pull-backs. This defines
a shifted map of Bousfield–Kan spectral sequences from the previous section’s spec-
tral sequence (not extended), that we here denote by E˜str , to this section’s spectral
sequence Estr ,
E˜str −→ E
s+1,t+1
r ,
which is an isomorphism for s ≥ r − 1 ≥ 0 and an epimorphism for 0 ≤ s < r − 1.
Proposition 7.1. This section’s spectral sequence Estr , r ≥ 1, t ≥ s ≥ 0, can be
extended to s ≥ 2r − 2 and t ∈ Z in a unique way such that the previous shifted
map of spectral sequences E˜str −→ E
s+1,t+1
r extends to the new part and is still an
isomorphism for s ≥ r− 1 ≥ 0. The extended differential dr squares to zero and its
homology is Estr+1 whenever the incoming and outgoing differentials are defined at
Estr (for 0 ≤ s < r and t > s we set the incoming differential to be 0→ E
st
r ).
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Proof. There is no ambiguity in the definition of new terms of Estr since the exten-
sion is defined in the range where the spectral sequence map is an isomorphism.
Concerning differentials, we only have to check that, for s ≥ r+1, the homology of
Es−r,s−r+1r
dr−→ Es,sr
dr−→ Es+r,s+r−1r
is Es,sr+1. Here, the first differential is Bousfield–Kan’s and the second one lays in the
extension. They compose to zero because the spectral sequence map is at least a
surjection on the first terms and always a bijection on the two other ones. Moreover,
this still holds on the corresponding terms of page r + 1, hence the homology is
indeed Es,sr+1. 
Proposition 7.2. The fist page of the Bousfield–Kan spectral sequence of this sec-
tion’s based tower is
Est1 =


Cs+1,1−t(A), s > 0 or t > 1;
Aut(X), (s, t) = (0, 1);{
quasi-iso. classes
of complexes
}
, (s, t) = (0, 0).
Here Aut(X) is the automorphism group of the graded k-module X. For s > 0 or
t > 1, the differential d1 : E
st
1 → E
s+1,t
1 is the k-module morphism
d1 = (−1)
t−s[m2,−].
For (s, t) = (0, 1) it is the pointed map
d1(g) = gm2(g
−1 ⊗ g−1)−m2.
Proof. Below we use mapping spaces in Ch, that we simply denote by Map(Y, Z).
For cofibrant complexes, this mapping space is the Dold–Kan correspondent of
the non-negative truncation t≥0Hom(Y, Z) of the inner Hom(Y, Z) in Ch (it ac-
tually suffices that Y is cofibrant). Composition in these mapping spaces corre-
sponds to the well-known inner composition in Ch by the multiplicative properties
of the Dold–Kan equivalence [May67](the Eilenberg–Zilber and Alexander–Whitney
maps). The homotopy automorphism group of a cofibrant complex Y is the group-
like full simplicial submonoid Auth(Y ) ⊂ Map(Y, Y ) spanned by the weak self-
equivalences. Since X has trivial differential, any quasi-automorphism is an honest
automorphism, so Auth(X) is a simplicial group.
By definition E0t1 = πt(|wCh |, X), in particular the formula for E
00
1 follows.
The connected component of X in |wCh | is BAuth(X), the classifying space of
Auth(X). Therefore, for t > 0,
πt(|wCh |, X) = πt(BAut
h(X)) = πt−1(Aut
h(X), 1X),
where 1X is the identity in X . The group π0(Aut
h(X), 1X) = Aut(X) is the plain
automorphism group of the graded module X , since it is equipped with the trivial
differential. Moreover, since Auth(X) ⊂ Map(X,X) is a full simplicial subset, for
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t > 1 we have
πt−1(Aut
h(X), 1X) = πt−1(Map(X,X), 1X)
∼= πt−1(Map(X,X), 0)
= Ht−1Hom(X,X)
= Hom(X,X)t−1
= C1,1−t(A).
The isomorphism is induced by the simplicial k-module automorphism of Map(X,X)
taking the identity to the trivial map, given dimension-wise by subtracting the cor-
responding degeneracy sn0 (1X) of the identity.
The differential d1 : E
0t
1 → E
1t
1 , t > 0, is the connecting homomorphism
(7.3) πt(|wCh |, X) −→ πt−1(Map(A2, E(X)), (X,m2))
of the homotopy fiber sequence (the first homotopy pull-back square above),
MapdgOp(A2, E(X)) −→ |wAlgA2 | −→ |wCh |,
i.e. it is obtained by taking πt−1 on the induced map
Auth(X) −→ MapdgOp(A2, E(X)) ≃ Map(Σ
−1X ⊗X,X).
Here we use that Auth(X) is the loop space of |wCh | at X . The weak equivalence
is given by the fact that A2 is freely generated by an element µ2 of arity 2 and
degree −1. The previous map is defined by the conjugation left action of Auth(X)
on Map(Σ−1X ⊗ X,X). More precisely, it is the action at the base point m2σ.
In order to compute the homotopy groups of the target, we proceed as with the
source, changing the base point by the simplicial k-module automorphism defined
by subtracting m2σ (and its degeneracies), t ≥ 1,
πt−1(Map(Σ
−1X ⊗X,X),m2σ) ∼= πt−1(Map(Σ
−1X ⊗X,X), 0)
= Ht−1Hom(Σ
−1X ⊗X,X)
= Hom(Σ−1X ⊗X,X)t−1
= Hom(X ⊗X,X)t−2
= C2,1−t(A).
Hence, for t = 1 and s = 0, the differential is clearly as described in the state-
ment. For t > 1, an element in πt−1(Aut
h(X), 1X) is represented by a simplex
g = st−10 (1X)+x ∈ Aut
h(X)t−1, where x ∈ Hom(X,X)t−1 is a cycle, and a tedious
but straightforward computation shows that the conjugate is
gst−10 (m2σ)Σ
−1(g−1 ⊗ g−1) = st−10 (m2σ) + (−1)
t[m2, x].
This proves the formula for d1 in the remaining cases, i.e. for t > 1 and s = 0. 
Corollary 7.4. The second page of the Bousfield–Kan spectral sequence of this
section’s tower satisfies
Est2 =


HHs+1,1−t(A), s > 0, t ≥ 2;
Z1,1−t(A), s = 0, t > 1;
Aut(A), (s, t) = (0, 1);{
quasi-iso. classes
of complexes
}
, (s, t) = (0, 0).
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Here Aut(A) is the automorphism group of the graded algebra A.
Proof. The only term which does not follow directly is E002 . The set E
00
r , t ≥ 0, is by
definition the image of π0|wAlgAr+1 | → π0|wCh | = E
00
1 . Hence E
00
r = E
00
1 since
any chain complex can be endowed with the trivial Ar+1-algebra structure. 
We now compute the differential of the second page.
Proposition 7.5. The differential d2 : E
st
2 → E
s+2,t+1
2 of the Bousfield–Kan spec-
tral sequence of the tower in this section is, for t > s > 0 and (s, t) 6= (1, 2) and for
s ≥ 2 and t ∈ Z, the k-module morphism
d2 = (−1)
t−s[{m3},−].
For s = 0 and t > 1 it is the k-module morphism
d2 : Z
1,1−t(A) // // HH1,1−t(A)
(−1)t[{m3},−]
// HH3,−t(A).
For (s, t) = (1, 2) it is given by the abelian group morphism
d2(x) = −[{m3}, x]− x ⌣ x.
For (s, t) = (0, 1) it is the pointed map
d2(g) = g · {m3} − {m3}.
Here we use the left conjugation action of Aut(A) on Hochschild cohomology, defined
by functoriality.
Proof. This is a continuation of the argument in the proof of Proposition 7.2. It
suffices to check the cases t > s = 0. By (4.7), the differential d2 : E
0,t
2 → E
2,t+1
2 is
defined by chasing the following diagram
πt(|wCh |, X)←− πt(|wAlgA2 |, (X,m2)) −→ πt−1 MapA2↓dgOp(A3, E(X)).
The morphism on the left can also be obtained by taking πt−1 on the loops, which
is the map
AuthA2(X,m2) −→ Aut
h(X)
between the homotopy automorphisms of (X,m2) and X induced by the forgetful
functor from A2-algebras to chain complexes. Moreover, the morphism on the right
of the zig-zag identifies with πt−1 of the map
AuthA2(X,m2) −→ MapA2↓dgOp(A3, E(X)) ≃Map(Σ
−1X⊗3, X)
induced by the conjugation left action of the source at m3σ, the base point of the
target. The weak equivalence comes from the fact that A3 is obtained from A2
by adjoining a generator µ3 of arity 3 and degree −1. The conjugation left action
obviously factors through the previous forgetful map. Summing up, d2 for t > s = 0
is induced by πt−1 of the map
Auth(X) −→ Map(Σ−1X⊗3, X)
given by the left conjugation action of the source at m3σ. We now easily derive the
formulas in the statement as in the proof of Proposition 7.2. 
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Note that, for (s, t) = (0, 1), d2 is not a group morphism, despite of being a map
from a group to a k-module. In fact, the k-module structure on the target of that
second differential is a specific ‘anomaly’ of our particular situation, in general it
is only a pointed set since it is over the fringed line. The kernel E013 of that d2 is
nevertheless a subgroup, formed by the automorphisms of A fixing the universal
Massey product.
Remark 7.6. By [Mur14, Theorem 4.6] (after [Rez96, Theorem 1.1.5]) we have a
homotopy fiber sequence
Map(A∞, E(X)) −→ |wAlgA∞ | −→ |wCh |.
We have seen in the proof of Proposition 6.9 that the double loop space of the map-
ping space based at an A-infinity algebra structure B on Σ−1X is the infinity loop
space of the Hk-module spectrum associated to the chain complex C−∗≥2 (B). The
double loop space of |wCh | based at X corresponds in the same way to the infinity
loop space of the chain complex Hom(X,X)1+∗, compare the proof of Proposition
7.2. We believe that the double loop space of |wAlgA∞ | based at B corresponds
to the infinity loop space of C−∗≥1 (B) and the double loop space of the previous
homotopy fiber sequence corresponds to the infinity loop space of the obvious short
exact sequence of complexes
C−∗≥2 (B) →֒ C
−∗
≥1 (B)։ Hom(X,X)1+∗,
see Definition 6.8. This seems to be consistent with [Toe¨07, Corollary 1.6] and
[TV08, Corollary 2.3.3.7]. Moreover, this would endow the higher homotopy groups
πn|wAlgA∞ |, n ≥ 2, with a k-module structure, that we claim to be compatible
with this section’s spectral sequence k-module structure in the region t − s ≥ 2.
We have not been able to prove it in general but we can prove it after taking loop
spaces once more.
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