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Nudging is an important data assimilation technique where partial field measurements are used
to control the evolution of a dynamical system and/or to reconstruct the entire phase-space config-
uration of the supplied flow. Here, we apply it to the toughest problem in fluid dynamics: three
dimensional homogeneous and isotropic turbulence. By doing numerical experiments we perform
a systematic assessment of how well the technique reconstructs large- and small-scales features of
the flow with respect to the quantity and the quality/type of data supplied to it. The types of
data used are: (i) field values on a fixed number of spatial locations (Eulerian nudging), (ii) Fourier
coefficients of the fields on a fixed range of wavenumbers (Fourier nudging), or (iii) field values along
a set of moving probes inside the flow (Lagrangian nudging). We present state-of-the-art quanti-
tative measurements of the scale-by-scale transition to synchronization and a detailed discussion of
the probability distribution function of the reconstruction error, by comparing the nudged field and
the truth point-by-point. Furthermore, we show that for more complex flow configurations, like the
case of anisotropic rotating turbulence, the presence of cyclonic and anticyclonic structures leads
to unexpectedly better performances of the algorithm. We discuss potential further applications of
nudging to a series of applied flow configurations, including the problem of field-reconstruction in
thermal Rayleigh-Be´nard convection and in magnetohydrodynamics (MHD), and to the determina-
tion of optimal parametrisation for small-scale turbulent modeling. Our study fixes the standard
requirements for future applications of nudging to complex turbulent flows.
I. INTRODUCTION
Turbulence is the chaotic, non-linear, and multiscale
motion observed in fluids. From astro- and geo-physical
flows to engineering ones, it is a problem that surrounds
us all [1, 2]. Thus, observing, measuring, reconstructing,
and then predicting the evolution of turbulent flows are
highly important tasks with direct consequences to our
day to day lives. A paradigmatic example is given by the
problem of state estimation in geo-sciences, of particular
importance to numerical weather prediction (NWP) [3].
The chaotic and multiscale nature of turbulence makes
these tasks very difficult, as any small error in the initial
conditions will make predictions diverge from the truth
and as it is not easy to access all active modes in a fluid
flow. This is particularly troublesome when one consid-
ers that in a turbulent flow the number of active de-
grees of freedom (dof) grows with the Reynolds number
as #dof ∝ Re9/4, with Re = UL/ν, given in terms of
the typical rms velocity U , the energy containing scale
L and the fluid viscosity, ν. Data assimilation (DA) is
the family of mathematical protocols used to reconstruct
the initial state of a dynamical system, out of a series of
previous partial measurements, in order to ensure that
any future predictions will be as faithful as possible to
what the actual physical reality will be, and has proven
to be of key importance in the development of modern
NWP [4–6].
Given the problem of trying to reconstruct the whole
flow configuration out of some partial data, one may ask
FIG. 1. Diagram outlining the nudging algorithm. In our nu-
merical experiments the reference data comes from a well con-
trolled direct numerical simulation, and the process of mea-
suring is summarized by the filtering operation I.
two crucial questions. The first one is about the quan-
tity of information that one needs to collect in order to
achieve a certain degree of reconstruction. The second
one concerns how the quality, or type, of information af-
fects the level of reconstruction that can be attained.
The two main tools used in DA are based on either
variational or ensemble-averaged approaches. Variational
methods, best exemplified by the 4D-Var technique [7–9],
rely on minimizing the distance between a simulated sys-
tem’s trajectory with the available data. In order to do
this, the statistics of the errors are assumed to be Gaus-
sian. Ensemble approaches work by performing Kalman
filtering operations [10–12] on the probability distribu-
tions of different realizations of the state to be recon-
structed. Similarly to the variational approaches, they
also assume the statistics to be Gaussian. Both tech-
niques have proven useful in NWP and have also been
applied to mildly turbulent channel flows [13–15], but
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FIG. 2. First row: visualizations of (left) reference fields uref , (middle) filtered/nudging fields Iuref , and (right)
nudged/reconstructed fields u for Eulerian nudging. The parameters are αtη = 0.40, τ/tη = 25, φ = 0.05. Second row
the same of above but for Lagrangian nudging. The parameters are αtη = 0.40, τ/tη = 25, φ = 0.03.
they have never been put to these in fully-developed tur-
bulence, where the small-scale velocity statistics is inter-
mittent with fat and non-Gaussian tails, and the system
is strongly out of equilibrium. This constitutes a big
hurdle to overcome also for NWP, as new technological
developments in computational and measuring tools al-
low weather forecast centers to reach resolutions where
three-dimensional turbulent convection becomes impor-
tant [16, 17], signaling we are entering an era where non-
linear DA schemes have to be put to use. One possible
scheme is Particle Filtering [18], which works like the
Kalman filter based approaches but without employing
the Gaussianity assumption. This scheme has already
been put to test in two-dimensional barotropic flows [19]
and weather models [20], showing better results than lin-
ear DA schemes, but still presenting non-trivial obstacles
when scaling to high-dimensional systems.
In this paper, we propose to use nudging [21–23], a fully
unbiased approach, to numerically study the problem of
assimilating data into a turbulent flow which is charac-
terized by a high (infinite) dimensional phase-space with
strong non-Gaussian and intermittent multi-scale fluctu-
ations [2, 24]. Nudging has an old and prestigious past in
DA history [21, 22]. It consists of applying a penalty term
to the right hand side of the evolution equations that
tries to minimize the distance between the evolved flow
and the observations (see Fig. 1 for a sketch). In a way,
nudging can be viewed as the application of a Newton re-
laxation feedback to fluid flows. In the context of NWP,
different formulations of nudging have been used to study
the state estimation problem using finite dimensional dy-
namical systems and weather models [21, 25–27], and for
boundary condition matching [28–30]. In the context
of turbulence, for the cases of two-dimensional Navier-
Stokes Equation [31–34], the three-dimensional Navier-
Stokes α model [35], and Rayleigh-Bernard convection
[36, 37], it has been rigorously proven that given a suffi-
cient amount of input data a nudged field will eventually
synchronize with its nudging field. Indeed, both DA [38]
and nudging can be framed as a synchronization problem,
see [39] for an application similar to Fourier nudging for
turbulence.
Before moving on, we should note that in the current
data-driven age, parameter reconstruction is another key
problem for accurate flow prediction, modelling, and con-
trol. Here the goal is to recover, out of some given data,
the form and/or the parameters of the underlying PDEs
(or ODEs) that generated such data. Modern methods
include (but are not restricted to) symbolic regression
coupled with sparsity methods [40, 41], physics informed
neural networks [42, 43], statistical inference [44], and
minimum ignorance approaches [45]. Recently, we have
shown that nudging can be used to infer parameters and
physics even for the case of three dimensional fully devel-
oped turbulence, both isotropic and under rotation [23].
Another related problem is the one of equation-free mod-
3FIG. 3. (a) Evolution of the total energy for the reference field and for two nudged fields with different volume fraction, before
and close to full synchronization, φ = 0.05, 0.23. Log-log plots of (b) the energy spectra for the reference field (the truth), uref),
the nudging partial data, Iuref and the nudged/reconstructed field on the whole volume u. We also plot the spectrum of the
error field, u∆. with φ = 0.05 and (c) for φ = 0.23. Grey regions mark the two typical wavenumbers kl and kr (see text).
Notice the transition to full synchronization for panel (c) where the spectrum of the error field, u∆, is negligible at all scales.
elling, where recent advances haven been made in high
dimensional systems by using reservoir computing tech-
niques [46, 47], and in turbulent flows by using artificial
neural networks [48]. All these problems point to the
pressing need of developing data-driven techniques that
can be scaled to non-linear and high-dimensional prob-
lems such as turbulence.
Our novel goal is to present nudging as a tool to probe
for the key degrees of freedom of a flow and understand
where and what we need to measure to ensure a certain
level of reconstruction. We tackle problems such as if it
is better to (i) place the probes in a regular equispaced
way, (ii) follow measurements in a Lagrangian domain,
along floating probes, or (iii) perform first a Fourier con-
volution to spread the information on the whole config-
uration space. Furthermore, we will also study nudging
in the presence of inverse energy cascade [60] with the
formation of highly coherent cyclonic/anticyclonic struc-
tures in rotating turbulence. These are the questions we
will answer here, and that have not been addressed be-
fore. Many others will follow, that we leave for future
research: What about bounded flows [49, 50]? Is it bet-
ter to place the probes close to the wall or in the bulk?
What about multi-field equations as in Rayleigh-Be´nard
[51, 52] or MHD [53, 54]? Can we control temperature
by measuring velocity in convection? or velocity by mea-
suring the magnetic field in MHD? All these questions
have applied and fundamental importance.
The paper is organized as follows: in Sec. II we out-
line the how the nudging protocol works, in part II A we
write down the equations, in II B we give details on the
numerical implementations of the technique and of the
simulations performed, and in II C we explain the differ-
ent quantities we will use to measure the performance of
nudging. We will then present the results of nudging in
configuration space in III A, of nudging in Fourier space
in III B, and of nudging under the presence or large scale
structures in III C. Finally, we present our conclusions in
IV.
II. METHODS
A. Nudging the Navier-Stokes equations
Our application of Nudging is based on the following
protocol. Suppose we have some measurements of a ref-
erence field data, uref , available only on certain regions
of space (or for certain Fourier modes) and with a cer-
tain cadence in time, τ . And suppose we know that the
field evolution is described by the three dimensional in-
compressible Navier-Stokes equations (NSE) with unit
density:

∂turef + uref ·∇uref = −∇pref + ν∇2uref + fref ,
∇ · uref = 0,
+boundary conditions,
(1)
where fref is a forcing mechanism and ν the viscosity.
The aim is to reconstruct the whole space-time evolution
of uref by evolving a numerical simulation for another
incompressible velocity field u, which we call the nudged
field, where the distance from the input data uref − u
enters as a penalty term:

∂tu+ u ·∇u = −∇p+ ν∇2u− αI(u− uref),
∇ · u = 0
+boundary conditions,
(2)
where α is the amplitude of the nudging term, and I is a
filtering operator which projects u−uref onto the regions
of space (or the Fourier scales) in which the reference data
is known. We refer to Iuref as the nudging field. If the
cadence, τ , at which the observations are available does
not coincide with the time step used to evolve the nudged
system, one then has to define a reference field uτref time
interpolated between the two consecutive measurements.
There are two very important aspects to be noted here.
4First, nudging can in principle be formulated for any dy-
namical system or PDE, as for example done by [55, 56],
i.e. its formulation does not depend on the application
to the NSE. Second, the term fref can be quite general,
it does not have to be just a simple mechanical injection
mechanism, it could also depend on uref for example.
The filter operator I can take many forms too. The first
one that we address here is based on local measurements
of the velocity field:
Iu(x, t) =
Np∑
i=1
∫
u(x, t)δ(x−Xi(t))dV, (3)
where Xi(t) are the positions of the Np probes where the
input data are measured, and that can be fixed in space
(Eulerian case) or moving with the flow (Lagrangian
case). Our implementation of (3) will actually act on
small volumes and will be referred to as “configuration
space nudging” (more on this in Sec. II B). The second
family of nudging protocols that we study here is based
on a Fourier filtering:
Iu(x, t) =
∑
k∈A
uˆ(k, t) exp (ik · x), (4)
where uˆ(k) are the Fourier coefficients of the field u, and
A is a given sub-set of the Fourier space where we suppose
to know the evolution of the reference field coefficients,
uˆref(k). While in principle the set A can be arbitrary, in
this work we will always use a low-pass filter:
A : {|k| < kn}, (5)
i.e. we will nudge a band of large-scale modes in the
flow. Simulations performed using this filter will be re-
ferred to as “spectral nudging”. It is very important to
notice that we are playing the reconstruction game in
a fair way, without assuming to know anything about
the external forcing mechanisms that has generated the
reference field in (1). This is the minimal set-up if we
want to be realistic (in most applications even the bound-
ary conditions are not fully under control and certainly
not the space-time configuration of the external stirring
force). This set-up will prevent us from reaching any ex-
act synchronization of the two fields because uref = u
is not a solution of (2) anymore, but it allow to speak
about a real-life problem. The absence of a forcing stir-
ring term in (2) also implies that without nudging the
reconstructed flow would decay to zero monotonically, as
we inject energy only by the information coming from
the I(u− uref) term.
B. Numerical protocols
In our study, the reference true data uref is generated
by numerically solving the Navier-Stokes equations (1),
FIG. 4. (a): Values of the velocity correlations δE (filled
symbols) and the vorticity correlations δZ (empty symbols).
(b) Values of the energy error E∆/Eref (filled symbols) and
the enstrophy errors Z∆/Zref (empty symbols). All values are
plotted at changing volume fraction φ for different values of
the nudging amplitude α. Solid line in panel (a) represents
the linear scaling expected for no effects of nudging (see text).
The dashed red vertical lines mark the value φc = 0.2 as the
typical estimate for transition to maximum synchronization
in these sets-up. Here and in all figures error bars are always
plotted, when they are not visible it means that they are
smaller than the symbol size.
instead of using experimental measurements or field ob-
servations. The obvious advantage is that we can bench-
mark the reconstruction capabilities of nudging in a fully
quantitative way, as we have access to the truth in every
point in space and at every scale. Two different reference
sets were produced, at medium and high Reynolds num-
ber (see Table I where all the details of the numerical
methods used to solve (1) and (2) are given). In the rest
of the paper, all values are made dimensionless by fixing
the kinetic energy, the size of the box, and the viscosity.
The exact protocol adopted is the following. Starting
from rest, we evolve (1) until the system reaches a sta-
5FIG. 5. Histograms of the point-by-point reconstructing er-
ror |u∆| measured in the whole volume (top), only inside the
nudging regions (bottom) and only outside (inset). The ver-
tical dashed line represent 〈|uref |〉.
FIG. 6. Values of the velocity correlations δE (filled symbols),
and the vorticity correlations δZ (empty symbols) as a func-
tion of the volume fraction φ for different nudging protocols.
Type Eref Re ν tL tη kη N
3
RUN1 1.20 3900 0.0025 4.06 0.0042 78 2563
RUN2 1.27 25000 0.0004 3.94 0.00062 317 10243
TABLE I. Parameters used for the different reference simu-
lations experiments. All the respective nudged simulations
had the same parameters. The code uses a two step Adams
Bashfort scheme for the time integration, and the “2/3 rule”
for dealiasing. The values listed are the total kinetic energy
E = 1/2〈|uref |〉2, the Reynolds number Re = L(2E)1/2/ν,
the viscosity ν, the eddy turnover time tL = L/(2E)
1/2,
the Kolmogorov timescale tη = νL/(2E)
3/2, the Kolmogorov
wavenumber kη = (ν
3L/(2E)3/2)−1/4, and the number of grid
points N3. The largest scale of the flow L is equal to 2pi in
all simulations. In both cases fref is a randomly-generated,
quenched in time, isotropic field with support on wavenum-
bers with amplitudes k ∈ [1, 2] whose Fourier coefficients are
given by fˆref(k) = f0k
−7/2eiθk , where θk are random in [0, 2pi)
and f0 = 0.02.
tionary state (marking this moment as t = 0). Then
we run for 10 turn over times (marking the final mo-
ment t = T ), saving the fields at high frequency. We
then solve (2) in the interval t ∈ [0, T ], using as initial
condition Iuref(x, t = 0) and inputting the linearly in-
terpolated field uτref into the nudging term. This is done
for different values of α and τ , and for the different fil-
ters I (Configuration Eulerian/Lagrangian or Fourier).
The implementation of the point measurement based fil-
ter, (3), is a bit delicate. As we do not have any other
injection mechanism in (2), nudging only in points (i.e.
one grid point) makes it difficult to inject enough energy
in order to maintain a stationary simulation with com-
parable Re. For this reason we actually nudge in small
spheres of radius r = 1.25η centered around points Xi.
For the Eulerian set-up, these points were always placed
on a uniform equispaced three dimensional grid covering
the whole simulation box, so the only controlling param-
eter is the total number of probes Np. The number we
use to characterize each grid is the volume fraction:
φ = Np
(4/3)pir3
L3
, (6)
which is the ratio between the nudged and the total vol-
umes. There are two useful wavenumbers that can be
defined:
kl =
2piN
1/3
p
L
, kr =
2pi
r
. (7)
where kl is associated with the minimum distance be-
tween probes and kr with the probe size. For the La-
grangian set-up, the protocol is similar with the only dif-
ference that the probe positions will move in time follow-
ing the equation of a fluid tracer:
X˙i(t) = uref(Xi(t), t). (8)
6FIG. 7. (a) Energy spectra for the nudged/reconstructed, u, the reference, uref and the error, u∆ fields. The grey area indicates
the nudged scales, k < kn. (b) Point-by-point error between the phases of the nudged/reconstructed field and the reference one
in the kz = 0 Fourier plane. (c) The same of panel (b) but for the normalized amplitudes of the z component. The red circle
defines kn
In Fig. 2 we give a first qualitative anticipation of
both protocols, showing a 3D rendering of the reference
field, of the probe distributions (nudging stations) and of
the reconstructed flow for both Eulerian and Lagrangian
nudging at high Reynolds. As a third variation, we will
also explore nudging with spherical probes (placed on
an Eulerian grid) where the velocity is fixed to have the
same value of the one assumed in the center, making the
filtered field Iuref piece-wise constant and mimicking the
results from a localized reference field measurement. We
refer to this scheme as “solid” nudging.
C. Quantification of errors and correlations
We start by defining the difference between the two
fields (error field) at every space-time point:
u∆(x, t) = u(x, t)− uref(x, t). (9)
Then, in order to quantify the nudging performances for
turbulent DA at both large and small-scales we define the
relative errors in the point-to-point energy and enstrophy
reconstruction, based on the time-averaged L2 norm:
E∆
Eref
=
〈|u∆|2〉
〈|uref |2〉 ,
Z∆
Zref
=
〈|ω∆|2〉
〈|ωref |2〉 , (10)
where ω = ∇ × u is the vorticity field and the av-
erage is defined as the mean on the whole volume,
V , and on the whole experiment duration, T : 〈•〉 =
1/(T V )
∫ T
0
dt
∫
V
dx (•). We sometimes look at the tem-
poral variations too, in those cases we explicitly remark
that what we are showing depends on time. So, for ex-
ample, the time evolution of the energy of a nudge sim-
ulation will be referred to as E(t).
In order to have a scale-by-scale control of the degree
of synchronization we introduce the energy spectrum of
the difference between the nudged and the reference field,
given by
E∆(k, t) =
1
2
∑
k≤|k|<k+1
|uˆ∆(k, t)|2. (11)
The two most informative measures of the success of
reconstruction at large/small scales are based on veloc-
ity/vorticity field correlations
δE =
〈u · uref〉
〈|u|〉〈|uref |〉 , δZ =
〈ω · ωref〉
〈|ω|〉〈|ωref |〉 . (12)
Both quantities, will give a good account of how much the
nudged fields is close to the reference one independently
of the absolute values of each field (see later). Evidently,
we have:
− 1 ≤ δE , δZ ≤ 1. (13)
Finally, it will be instructive to look also at the prob-
ability distribution function (PDF) of the point-wise er-
ror, |u∆(x, t)| in order to understand specific issues con-
nected to worst-case scenarios and/or whether there are
spatial and/or topological structures that are better re-
constructed. The latter point might not be so relevant for
isotropic turbulence but it is a key issue in non-isotropic
conditions, like in the presence of boundaries or large
scale shear, as often happens in nature or in applied tur-
bulent realizations.
III. RESULTS
A. Nudging in configuration space
We start by studying the case of nudging in config-
uration space, where the penalty term acts in confined
regions in space. From Fig. 2 we qualitatively see that
7FIG. 8. Values of the velocity correlations δE (filled sym-
bols), and the vorticity correlations δZ (empty symbols) as a
function of the maximum nudged wavenumber, kn, for differ-
ent values of the nudging amplitude, α, and the interpolation
time, τ . In (a) τ/tη = 12, in (b) αtη = 0.084.
the nudged flows (right panels) develop large-scale struc-
tures very close to the reference fields (left), even though
nudging only acts locally. In this section we will focus on
the effects of varying the nudging amplitude α and the
nudged volume fraction φ. In all simulations, the tem-
poral interpolation τ/tη = 25 and only data from RUN1
were used (see Table I). We will study the response at
varying the time-interpolation cadence, τ , in Sec. III B.
In Fig. 3a we show the evolution of the total energy
for two nudged simulations, with φ = 0.05 and φ = 0.23.
Both have αtη = 0.42. The evolution of the total refer-
ence energy is also shown. As explained above, the initial
condition of the nudged simulations is given by filtered
reference at t = 0, so they would look just like the middle
panel in Fig. 2. It takes about one eddy turn over time
for the nudged simulations to reach the stationary state,
FIG. 9. Values of the velocity correlations, δE (filled sym-
bols), and the vorticity correlations, δZ (empty symbols), as
a function of the maximum nudged wavenumber, kn (spectral
case), or the mean nudged wavelength, kl (Eulerian case).
and to synchronize with the reference evolution, as seen
in Fig. 3a. The evolution of the energy shows some very
interesting features. First, the energy of the nudged field
is always smaller than that of the reference field. Sec-
ond, nudging a higher volume fraction does indeed inject
more energy and make the nudged system resemble the
reference one more closely. It is important to remember
that aside from the nudging term, no energy is being in-
jected in the simulations as there is no external forcing
mechanism present in (2). Third –and probably most
striking–, the nudged simulations is always able to follow
the dynamical fluctuations of the reference field even in
the presence of an appreciable amplitude mismatch. The
latter, is the indication that we can have good statisti-
cal correlations among the two fields without complete
synchronization. This will be put in more quantitative
terms below.
In Figs. 3b and 3c we compare the instantaneous en-
ergy spectra of (i) the total reference field, uref ; (ii) the
filtered reference field used for nudging, Iuref ; (iii) the
resulting nudged field, u and the one which quantify the
synchronization error (11) for two different nudging vol-
ume fractions φ = 0.05 and φ = 0.23, respectively. First,
let us notice that the spectrum of Iuref is mainly concen-
trated at small scales (large wavenumbers), with peaks in
correspondence of the minimum distance between probes,
kl, and of the probe size, kr, indicating that we are not
supplying a large amount of information concerning the
global large-scale motion (small wavenumbers). Despite
of this, the scale-by-scale synchronization error, E∆(k, t),
is smaller at large scales (small wavenumbers) than at
small scales (large wavenumbers). Furthermore, in the
case with φ = 0.23 (panel c) the errors remain small
across all scales, indicating a very good global reconstruc-
tion and a transition to full synchronization already for
8FIG. 10. (a) Values of the velocity correlations δE (filled sym-
bols), and the vorticity correlations δZ (empty symbols) as a
function of the maximum nudged wavenumber kn for differ-
ent values of the nudging amplitude α and the interpolation
time τ . Red dashed line marks the kc ∼ 0.2kη value where
transition-to-synchronization is obtained (b) Energy spectra
of the reference simulation RUN2 (round markers) and spec-
tra of the difference field u∆ at different kn (triangular mark-
ers). The value of kn/kη for each nudged simulation is anno-
tated with arrows. Inset: non-linear and viscous contributions
to the energy fluxes for the reference simulation RUN2.
such relatively small volume fraction.
In Fig. 4 we show, for 3 different values of α, the
correlations δE and δZ , given by (12) and the normal-
ized errors E∆/Eref , Z∆/Zref given by (10) as a func-
tion of φ. Good correlations and small relative errors
in both the velocity and vorticity fields can be achieved
with small nudged volume fractions. As one can see
from the panel (a), already at φ ∼ 0.2 and for a nudg-
ing coefficient strong enough (αtη ∼ 0.5) we can recon-
struct both total energy and total enstrophy with an ac-
curacy close to 90%. As expected, δE converges faster
than δZ , as it is determined by the large scales. For
very small volume fractions, φ  0.1, the error is large,
E∆/Eref = Z∆/Zref = 1, as the nudging field is almost
equal to zero due to the fact that very little energy is
injected into the system. As more energy is injected,
φ ∼ 0.05 the relative error in the enstrophy increase
at the beginning while the one in the energy always de-
creases. This is because the velocity field can generate
correlations more easily, while the vorticity field does not,
so for φ 0.1 one gets:
Z∆
Zref
=
〈|ω − ωref |2〉
〈|ωref |2〉 ≈
〈|ω|2〉+ |〈ωref |2〉
〈|ωref |2〉 ≈ 2,
where we have used that 〈ω ·ωref〉 ≈ 0 and that 〈|ω|2〉 ≈
〈|ωref |2〉. By comparing the behaviour for the three dif-
ferent values of tηα one sees that by increasing α the
transition to synchronization becomes sharper and little
improvement is obtained as soon as α is of the same or-
der of the highest frequency in the turbulent flow, ∼ 1/tη.
The key parameter that drives the transition to synchro-
nization is the volume fraction, and we can estimate the
saturation to maximum achievable reconstruction for
φc ∼ 0.2
. In Fig. 4 we also plot the naive expectation obtained
by supposing that nudging works only where we supply
the information and gives fully uncorrelated results oth-
erwise. In this case, the correlation coefficients would
just scale as the volume fraction, φ (solid line in Fig. 4a).
In Fig. 5 we show the PDF for the point-by-point error,
|u∆| = |u−uref |, with the statistics taken over the whole
volume (top panel), only inside the nudged regions (bot-
tom panel), and only outside the nudged regions (inset),
for different values of αtη and with φ = 0.05. In accor-
dance with Fig. 2, the errors inside the nudged regions
are usually quite small, especially if compared with the
mean 〈|uref |〉, denoted by the dashed vertical line in each
figure. The statistics outside the nudged regions domi-
nate the statistics over the whole volume, as the volume
fraction is small. Increasing α pushes the mean and the
mode of the errors closer to zero, without producing any
fat tails in the distribution.
Finally, in Fig. 6 we compare the three different ways
of performing nudging in configuration space described
in Sec. II A, Eulerian nudging, Solid nudging, and La-
grangian nudging, by looking δE and δZ as function of
the nudging volume fraction. In all three cases αtη = 0.40
and τ/tη = 25. As one can see from δE , the velocity field
gets well reconstructed by all schemes. On the other
hand, δZ indicates that vorticity reconstruction does not
work well for the ”solid” schemes, as one could have ex-
pected because of the lack of small-scales information
for this case. Surprisingly, also Lagrangian nudging per-
forms slightly worse. One possible explanation is that
the movement of the probes does not leave enough time
for the flow synchronization at each point. One possible
way to fix this problem could be to implement delayed-
coordinates nudging, where the past history of the data
9Reference data Nudging field Nudged simulation
Measure Nudge
FIG. 11. Visualizations of the local energy field of (a) a reference simulation uref , (b) a filtered field Iuref , (c) and a nudged
simulation u of a rotating turbulent flow for φ = 0.15, αtη = 0.3, and τ/tη = 33. The reference simulation has Eref = 1.3,
ν = 0.002, N3 = 2563, L = 2pi, tL = 3.89, tη = 0.003, Re = 5000, and Ro = 0.06. The forcing, fref , is a randomly-generated,
quenched in time, isotropic field with support on wavenumbers with amplitudes k ∈ [1, 2] whose Fourier coefficients are given
by fˆref(k) = f0k
−7/2eiθk , where θk are random in [0, 2pi) and f0 = 0.005.
is also used at each instant to guide the reconstruction,
as was proposed for much simpler dynamical systems in
[27] and never applied to turbulence up to now.
B. Nudging in Fourier space
We now turn to characterize how nudging in Fourier
space works. We analyze the effects of varying the nudg-
ing amplitude α, the interpolation time τ and the max-
imum nudged wavenumber kn in (5). To get a first
glimpse of spectral nudging, we show in Fig. 7a the in-
stantaneous energy spectrum for the full reference field,
uref , that of the corresponding nudged/reconstructed
field, u, and the scale-by-scale synchronization error,
E∆(k, t), for a simulation with αtη = 0.042, τ/tη = 25,
and kn/kη = 0.13. The grey region indicate the nudged
window k ∈ [0 : kn]. Nudging is able to synchronize the
nudged scales correctly as seen by the fact that E∆(k, t)
is very small for k < kn, and also in Figs. 7b and 7c,
where the synchronization error for an instantaneous re-
alization of Fourier phases and amplitudes are shown,
respectively. The red circle in Figs. 7b and 7c denotes
the maximum nudged wavenumber kn. Concerning the
transition to synchronization we study now what happens
at changing kn. Figure 8 shows the equivalent of Fig. 4
but for Fourier nudging, i.e. δE and δZ , as a function
of kn/kη for different values of α while keeping τ fixed
(panel a), and for different values of τ while keeping α
fixed (panel b). Velocity field correlations start at high
values, already for small kn, as the smallest wavenumbers
contain most of the energy, but vorticity field correlations
require a larger amount of modes to be nudged in order
to build up. At around
kn = kc ≈ 0.2kη,
both δE and δZ show perfect synchronization being both
equal to one.
By looking at Fig. 7a, one recognize that k/kη = 0.2
is around the end of the inertial range, indicating that
one has to nudge everything but the viscous modes in or-
der to reach the transition-to-synchronization limit. A
similar result was found by [39], where, at difference
from here, synchronization was studied by imposing the
nudged modes to be equal to the reference ones (some-
thing similar to α → ∞) and by supplying also the
exact external forcing field. It is important to remark
that the #dof necessary to control for full synchroniza-
tion, kc ∼ 0.2kη implies that the number of modes being
nudged is still much smaller compared to the total num-
ber of dof, around 1% actually, as the system is three
dimensional. From Fig. 8 we also see that similar to the
case of nudging in configuration space, increasing α has a
positive effect. As expected, decreasing τ has a negative
effect. The smaller the scales that we nudge, the more
sensitive they become to the choice of τ . This is because
each Fourier mode has a characteristic correlation time,
given the sweeping time τs(k) ∼ 1/(
√
2Ek) [57–59], that
becomes shorter the higher the wavenumber. So if the
correlation time of a particular mode becomes shorter
than the interpolation time τ , the interpolation starts
to introduce unwanted errors. In Figure 9 we show the
value of δE and δZ for Fourier nudging as a function of
kn/kη and for configurations space nudging as a function
of kl/kη. The functional behaviour is very similar, in-
dicating that both Fourier and configuration degrees of
freedoms play a similar role in driving the chaotic evo-
lution of isotropic turbulence. In other words, there are
not preferred leading variables that drive the global and
local flow configuration. The situation can be obviously
very different, whenever the flow is driven by boundary
effects as in channel turbulence, external fields, as for
convection and MHD or influenced by the global set-up
as for rotation (see Sec. III C).
The effect of increasing the Reynolds number is stud-
ied in Fig. 10a, where we compare velocity and vorticity
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FIG. 12. Values of the velocity correlations δE , and the
vorticity correlations δZ (empty symbols) as a function of
the volume fraction φ for homogeneous and isotropic turbu-
lence (HIT) or under rotation. The HIT simulations have
αtη = 0.42 and τ/tη = 25, and the rotating turbulnce ones
have αtη = 0.3, and τ/tη = 33.
correlations for RUN1 and RUN2 (see Table I) as a func-
tion of kn/kη. The fact that these two scans collapse
on top of each other when plotting against kn/kη shows
that kη is the determining scale here. This can be un-
derstood better when looking at the energy spectra and
flux. Figure 10b shows the energy spectra when nudg-
ing at different kn for the high Reynolds case. We see
that when correlations are high, the spectra of the dif-
ferences stays small for non-nudged wavenumbers. The
inset of the figure shows the non-linear, Π(k), and dis-
sipative, ΠD(k) contributions to the energy flux [60] for
the reference simulation (RUN2). The value of kn/kη for
which synchronization is achieved is the same value at
which the dissipation flux and the energy flux become
equivalent, but it is smaller than that at which dissipa-
tion completely dominates. This certifies that one has
to nudge all the scales dominated by inertial effects in
order to have a complete synchronization of the nudged
flow with respect to the reference data. It is important
to note that the Reynolds number of RUN2 is quite high,
specially compared to the standard simulations done in
other studies of Data Assimilation.
C. Nudging under the presence of large scale
structures
Finally, we show the results of nudging a system where
large scale structures are present. As we mentioned in
Sec. III A, it is reasonable to expect that different systems
can show different sensitivity to a given nudging scheme.
Homogeneous and isotropic turbulence can be considered
the worst case scenario as it lacks large scale coherent
structures. In order to show that nudging can indeed be
more efficient in the presence of some coherency into the
system, we applied it to a rotating turbulent flow. Ro-
tating turbulence is known for generating large columnar
vortices with a strong translational symmetry in the di-
rection parallel to the rotation axis [1, 61–63]. It is known
that nudging can reconstruct the inverse cascade present
in rotating flows [23], although this was shown only for
spectral nudging. Equations (1) and (2) were modified
by adding a Coriolis term of the form −2Ωzˆ × u, with
Ω being the rotation frequency (see caption of Fig. 11
for more details on the simulations)). Figure 11 shows
a visualization of horizontal slices of the energy of the
full reference field, of the filtered/nudging field, and of
the nudged/reconstructed field with applications of the
protocol on the configuration domain. The aforemen-
tioned large scale structures are quite easy to spot, and
it is evident how nudging works better in this scenario.
Figure 12 compares the value of δE and δZ for one of
the previous cases with nudging homogeneous isotropic
turbulence and one case of nudging rotating turbulence.
When the flow is under rotation, nudging is able to syn-
chronize both the velocity and vorticity fields to the refer-
ence data at much lower volume fractions. This indicates
that nudging can be a very powerful tool in problems
that have large scale structures but are still nonlinear
and chaotic.
IV. CONCLUSIONS
We have presented the first systematic application of
nudging to three dimensional homogeneous and isotropic
turbulence for big-data assimilation (high Reynolds num-
ber regime). We have investigated the transition to full
or scale-by-scale synchronization at changing the quantity
and the quality (type) of information used. In particular,
we have implemented nudging with measurements of (i)
field values on a fixed number of spatial locations (Eule-
rian case), (ii) Fourier coefficients of the fields on a fixed
range of wavenumbers (Fourier case), or (iii) field values
along a set of moving probes inside the flow (Lagrangian
case). Concerning the quantity of information we have
shown that full synchronization is achieved as soon as
the #dof supplied by the nudging field covers a range
of scales that is about one quarter of the dissipative Kol-
mogorov wavenumber (i.e. the largest wavenumber where
non-linear inertial degrees-of-freedom are still active), co-
inciding with the scale at where inertial and viscous fluxes
match each other. We have tested this at both moderate
and high Reynolds numbers, where kη ∼ k0Re3/4, and
k0 is the energy containing scale. Similarly for nudg-
ing in configuration space, the critical volume fraction
to reach synchronization is φc ∼ 0.2. We found that
nudging in Fourier space improves data reconstruction,
although paying the price that is more difficult to apply
in realistic field-data applications. Concerning the qual-
ity of information we found that inputting Lagrangian
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data tends to deteriorate the ability to reconstruct but
opens a much more flexible tools for environmental ap-
plications. It is also important to note that the fields be
reconstruct have many points (in the order of 107), so
even at high volume fractions, applying a smooth three
dimensional interpolation scheme in order to try to re-
construct the fields could be prohibtely expensive. Fi-
nally, we applied nudging to a turbulent rotating flow,
we showed that despite the dynamics being richer with a
split forward and backward energy cascade [1, 2, 60], the
presence of large scale coherent structures helps nudging
to reconstruct the reference flow at lower volume frac-
tions than in the isotropic case, an important fact for
many potential applications.
It is important to remark that our implementation of
nudging is different from the usual one, because we do
not supply information about the external forcing mech-
anisms in the nudge/reconstructed field evolution. This
is done on purpose, to broaden its applicability to realis-
tic conditions that are often encountered in the labs or in
the open fields. Furthermore, the application of nudging
to big-data goes well beyond the data-assimilation scope,
as it can be seen as an unbiased equation-informed tool
for classification of complex fields [23] and/or as a tool
to highlight hierarchy of correlations inside fluid turbu-
lent applications, thanks to the mapping from input to
output data mediated by the equations of motion. For
example, it is tempting to imagine that nudging could
be used in thermal Rayleigh-Be´nard convection and in
MHD to understand the casual correlation between tem-
perature or magnetic fields with the velocity field and in
bounded flows to disentangle the relative importance of
near-wall regions wrt to bulk for driving the scale and
location dependent turbulent fluctuations. Work in this
direction will be reported elsewhere.
ACKNOWLEDGMENTS
The authors acknowledge partial funding from the Eu-
ropean Research Council under the European Commu-
nity’s Seventh Framework Program, ERC Grant Agree-
ment No. 339032. The authors acknowledge help from
Michele Buzzicotti with the Lagrangian simulations. We
acknowledge Francesco Borra, Massimo Cencini, Nathan
Glatt-Holtz, Cecilia Freire Mondaini, Angelo Vulpiani,
Mengze Wang, and Tamer Zaki for useful discussions.
[1] P. A. Davidson, Turbulence in Rotating, Stratified and
Electrically Conducting Fluids (Cambridge University
Press, 2013).
[2] S. B. Pope, Turbulent Flows (Cambridge University
Press, 2000).
[3] Eugenia Kalnay, Atmospheric Modeling, Data Assimi-
lation and Predictability (Cambridge University Press,
2003).
[4] Bannister R. N., “A review of operational methods of
variational and ensemble–variational data assimilation,”
Quarterly Journal of the Royal Meteorological Society
143, 607–633 (2016).
[5] Alberto Carrassi, Marc Bocquet, Laurent Bertino, and
Geir Evensen, “Data assimilation in the geosciences: An
overview of methods, issues, and perspectives,” 9, e535
(2018).
[6] Peter Bauer, Alan Thorpe, and Gilbert Brunet, “The
quiet revolution of numerical weather prediction,” 525,
47–55 (2015).
[7] Olivier Talagrand and Philippe Courtier, “Variational as-
similation of meteorological observations with the adjoint
vorticity equation. i: Theory,” 113, 1311–1328 (1987).
[8] S. K. Park and D. Zˇupanski, “Four-dimensional varia-
tional data assimilation for mesoscale and storm-scale
applications,” Meteorology and Atmospheric Physics 82,
173–208 (2003).
[9] F. Rawlins, S. P. Ballard, K. J. Bovis, A. M. Clayton,
D. Li, G. W. Inverarity, A. C. Lorenc, and T. J. Payne,
“The met office global four-dimensional variational data
assimilation scheme,” Quarterly Journal of the Royal Me-
teorological Society 133, 347–362 (2007).
[10] Geir Evensen, “Sequential data assimilation with a non-
linear quasi-geostrophic model using monte carlo meth-
ods to forecast error statistics,” 99, 10143–10162 (1994).
[11] Geir Evensen, Data Assimilation: The Ensemble Kalman
Filter (Springer Science & Business Media, 2006).
[12] P. L. Houtekamer and Fuqing Zhang, “Review of the en-
semble kalman filter for atmospheric data assimilation,”
144, 4489–4532 (2016).
[13] Thomas R. Bewley and Bartosz Protas, “Skin friction
and pressure: the “footprints” of turbulence,” Physica
D: Nonlinear Phenomena 196, 28–44 (2004).
[14] Takao Suzuki, “Reduced-order Kalman-filtered hybrid
simulation combining particle tracking velocimetry and
direct numerical simulation,” Journal of Fluid Mechan-
ics 709, 249–288 (2012).
[15] Takao Suzuki and Yosuke Hasegawa, “Estimation of tur-
bulent channel flow at Reτ = 100 based on the wall mea-
surement using a simple sequential approach,” Journal of
Fluid Mechanics 830, 760–796 (2017).
[16] David Leutwyler, Oliver Fuhrer, Xavier Lapillonne,
Daniel Lthi, and Christoph Schr, “Towards european-
scale convection-resolving climate simulations with
GPUs: a study with COSMO 4.19,” 9, 3393–3412
(2016).
[17] Jun-Ichi Yano, Micha Z. Ziemiaski, Mike Cullen, Piet
Termonia, Jeanette Onvlee, Lisa Bengtsson, Alberto Car-
rassi, Richard Davy, Anna Deluca, Suzanne L. Gray,
Vctor Homar, Martin Khler, Simon Krichak, Silas
Michaelides, Vaughan T. J. Phillips, Pedro M. M. Soares,
and Andrzej A. Wyszogrodzki, “Scientific Challenges of
Convective-Scale Numerical Weather Prediction,” Bul-
letin of the American Meteorological Society 99, 699–710
(2018).
[18] N.J. Gordon, D.J. Salmond, and A.F.M. Smith, “Novel
approach to nonlinear/non-gaussian bayesian state esti-
12
mation,” 140, 107 (1993).
[19] Peter Jan van Leeuwen and Melanie Ades, “Efficient fully
nonlinear data assimilation for geophysical fluid dynam-
ics,” 55, 16–27 (2013).
[20] Jonathan Poterjoy, Ryan A. Sobash, and Jeffrey L.
Anderson, “Convective-scale data assimilation for the
weather research and forecasting model using the local
particle filter,” 145, 1897–1918 (2017).
[21] James E. Hoke and Richard A. Anthes, “The initializa-
tion of numerical models by a dynamic-initialization tech-
nique,” 104, 1551–1556 (1976).
[22] S. Lakshmivarahan and John M. Lewis, “Nudging meth-
ods: A critical overview,” in Data Assimilation for At-
mospheric, Oceanic and Hydrologic Applications (Vol. II)
(Springer, Berlin, Heidelberg, 2013) pp. 27–57.
[23] Patricio Clark Di Leoni, Andrea Mazzino, and Luca
Biferale, “Inferring flow parameters and turbulent con-
figuration with physics-informed data assimilation and
spectral nudging,” 3, 104604 (2018).
[24] U. Frisch, Turbulence: the legacy of A.N. Kolmogorov
(Cambridge University Press, 1995).
[25] Didier Auroux and J. Blum, “A nudging-based data as-
similation method: the back and forth nudging (BFN)
algorithm,” 15, 305–319 (2008).
[26] Hailiang Du and Leonard A. Smith, “Pseudo-orbit data
assimilation. part i: The perfect model scenario,” 71,
469–482 (2013).
[27] D. Pazo´, A. Carrassi, and J. M. Lpez, “Data assimilation
by delay-coordinate nudging,” 142, 1290–1299 (2016).
[28] Hans von Storch, Heike Langenberg, and Frauke Feser,
“A Spectral Nudging Technique for Dynamical Down-
scaling Purposes,” Monthly Weather Review 128, 3664–
3673 (2000).
[29] Kim M. Waldron, Jan Paegle, and John D. Horel, “Sen-
sitivity of a Spectrally Filtered and Nudged Limited-Area
Model to Outer Model Options,” Monthly Weather Re-
view 124, 529–547 (1996).
[30] Gonzalo Miguez-Macho, Georgiy L. Stenchikov, and
Alan Robock, “Spectral nudging to eliminate the effects
of domain position and geometry in regional climate
model simulations,” Journal of Geophysical Research:
Atmospheres 109, D13104 (2004).
[31] Aseel Farhat, Evelyn Lunasin, and Edriss S. Titi,
“Abridged Continuous Data Assimilation for the 2d
NavierStokes Equations Utilizing Measurements of Only
One Component of the Velocity Field,” Journal of Math-
ematical Fluid Mechanics 18, 1–23 (2016).
[32] Masakazu Gesho, Eric Olson, and Edriss S. Titi,
“A Computational Study of a Data Assimilation Al-
gorithm for the Two-dimensional Navier-Stokes Equa-
tions,” Communications in Computational Physics 19,
1094–1110 (2016).
[33] C. Foias, C. Mondaini, and E. Titi, “A discrete
data assimilation scheme for the solutions of the two-
dimensional navier–stokes equations and their statistics,”
15, 2109–2142 (2016).
[34] Animikh Biswas, Ciprian Foias, Cecilia F. Mondaini, and
Edriss S. Titi, “Downscaling data assimilation algorithm
with applications to statistical solutions of the navier-
stokes equations,” (2017), 1711.04067.
[35] Dbora A. F. Albanez, Nussenzveig Lopes, Helena J,
and Edriss S. Titi, “Continuous data assimilation for
the three-dimensional NavierStokes-α model,” Asymp-
totic Analysis 97, 139–164 (2016).
[36] Aseel Farhat, Hans Johnston, Michael S. Jolly,
and Edriss S. Titi, “Assimilation of nearly turbu-
lent Rayleigh-Be´nard flow through vorticity or local
circulation measurements: a computational study,”
arXiv:1709.02417 [physics] (2017), arXiv: 1709.02417.
[37] A. Farhat, N. E. Glatt-Holtz, V. R. Martinez, S. A. Mc-
Quarrie, and J. P. Whitehead, “Data assimilation in
large-prandtl rayleigh-be´nard convection from thermal
measurements,” (2019), 1903.01508.
[38] Alberto Carrassi, Michael Ghil, Anna Trevisan, and
Francesco Uboldi, “Data assimilation as a nonlinear dy-
namical systems problem: Stability and convergence of
the prediction-assimilation system,” 18, 023112 (2008).
[39] Cristian C. Lalescu, Charles Meneveau, and Gregory L.
Eyink, “Synchronization of chaos in fully developed tur-
bulence,” Physical Review Letters 110, 084102 (2013).
[40] Steven L. Brunton, Joshua L. Proctor, and J. Nathan
Kutz, “Discovering governing equations from data by
sparse identification of nonlinear dynamical systems,”
Proceedings of the National Academy of Sciences 113,
3932–3937 (2016).
[41] Samuel H. Rudy, Steven L. Brunton, Joshua L. Proc-
tor, and J. Nathan Kutz, “Data-driven discovery of par-
tial differential equations,” Science Advances 3, e1602614
(2017).
[42] Maziar Raissi, Paris Perdikaris, and George Em Karni-
adakis, “Physics informed deep learning (part i): Data-
driven solutions of nonlinear partial differential equa-
tions,” (2017), 1711.10561.
[43] Maziar Raissi, Paris Perdikaris, and George Em Karni-
adakis, “Physics informed deep learning (part II): Data-
driven discovery of nonlinear partial differential equa-
tions,” (2017), 1711.10566.
[44] Igor Cialenco and Nathan Glatt-Holtz, “Parameter es-
timation for the stochastically perturbed navier-stokes
equations,” 121, 701–724 (2011), 1006.1952.
[45] Hailiang Du and Leonard A. Smith, “Parameter estima-
tion through ignorance,” 86, 016213 (2012).
[46] Jaideep Pathak, Brian Hunt, Michelle Girvan, Zhixin
Lu, and Edward Ott, “Model-free prediction of large
spatiotemporally chaotic systems from data: A reser-
voir computing approach,” Physical Review Letters 120,
024102 (2018).
[47] Kengo Nakai and Yoshitaka Saiki, “Machine-learning
prediction of fluid variables from data using reser-
voir computing,” arXiv:1805.09917 [nlin, physics:physics,
stat] (2018), 1805.09917.
[48] Arvind Mohan, Don Daniel, Michael Chertkov, and
Daniel Livescu, “Compressed convolutional LSTM: An
efficient deep learning framework to model high fidelity
3d turbulence,” (2019), 1903.00033.
[49] John Kim, Parviz Moin, and Robert Moser, “Turbu-
lence statistics in fully developed channel flow at low
Reynolds number,” Journal of Fluid Mechanics 177, 133–
166 (1987).
[50] Jinyul Hwang, Jin Lee, Hyung Jin Sung, and Tamer A.
Zaki, “Innerouter interactions of large-scale structures in
turbulent channel flow,” Journal of Fluid Mechanics 790,
128–157 (2016).
[51] S. Fauve and A. Libchaber, “Rayleigh-Benard Exper-
iment in a Low Prandtl Number Fluid, Mercury,” in
Chaos and Order in Nature, Springer Series in Syner-
getics, edited by Hermann Haken (Springer Berlin Hei-
delberg, 1981) pp. 25–35.
13
[52] Guenter Ahlers, Siegfried Grossmann, and Detlef Lohse,
“Heat transfer and large scale dynamics in turbu-
lent Rayleigh-B\’enard convection,” Reviews of Modern
Physics 81, 503–537 (2009).
[53] J. Lorat, A. Pouquet, and U. Frisch, “Fully developed
MHD turbulence near critical magnetic Reynolds num-
ber,” Journal of Fluid Mechanics 104, 419–443 (1981).
[54] Alexandros Alexakis, Pablo D. Mininni, and Annick
Pouquet, “Shell-to-shell energy transfer in magnetohy-
drodynamics. I. Steady state turbulence,” Physical Re-
view E 72, 046301 (2005).
[55] Abderrahim Azouani and Edriss S. Titi, “Feedback Con-
trol of Nonlinear Dissipative Systems by Finite Deter-
mining Parameters - A Reaction-diffusion Paradigm,”
arXiv:1301.6992 [nlin] (2013), arXiv: 1301.6992.
[56] Abderrahim Azouani, Eric Olson, and Edriss S. Titi,
“Continuous Data Assimilation Using General Inter-
polant Observables,” Journal of Nonlinear Science 24,
277–304 (2014).
[57] Shiyi Chen and Robert H. Kraichnan, “Sweeping decorre-
lation in isotropic turbulence,” Physics of Fluids A: Fluid
Dynamics 1, 2019 (1989).
[58] P. Clark di Leoni, P. J. Cobelli, P. D. Mininni,
P. Dmitruk, and W. H. Matthaeus, “Quantification of
the strength of inertial waves in a rotating turbulent
flow,” Physics of Fluids (1994-present) 26, 035106 (2014).
[59] P. Clark Clark di Leoni, P. J. Cobelli, and P. D. Mininni,
“The spatio-temporal spectrum of turbulent flows,” The
European Physical Journal E 38, 1–10 (2015).
[60] A. Alexakis and L. Biferale, “Cascades and transitions
in turbulent flows,” Physics Reports Cascades and tran-
sitions in turbulent flows, 767-769, 1–101 (2018).
[61] Amrik Sen, Pablo D. Mininni, Duane Rosenberg, and
Annick Pouquet, “Anisotropy and nonuniversality in
scaling laws of the large-scale energy spectrum in rotating
turbulence,” Physical Review E 86, 036319 (2012).
[62] Antoine Campagne, Basile Gallet, Frdric Moisy, and
Pierre-Philippe Cortet, “Disentangling inertial waves
from eddy turbulence in a forced rotating-turbulence ex-
periment,” Physical Review E 91, 043016 (2015).
[63] L. Biferale, F. Bonaccorso, I.M. Mazzitelli, M.A.T. van
Hinsberg, A.S. Lanotte, S. Musacchio, P. Perlekar, and
F. Toschi, “Coherent structures and extreme events in
rotating multiphase turbulent flows,” Physical Review X
6, 041036 (2016).
