Abstract. This paper investigates the network coding resource minimization problem in the context of dynamic network environment. As a combination of multiagent systems and evolutionary algorithm, multiagent evolutionary algorithm (MAEA) is adapted for the above NP-hard problem. Simulation results demonstrate that the proposed MAEA outperforms a number of state-of-the-art evolutionary algorithms with respect to the solution quality.
Introduction
As an advanced communication paradigm, network coding has testified that the theoretical max-flow can always be achieved [1] . However, it is known that performing coding operations may cause heavy computational resource consumption due to the complicated mathematical functions involved. Hence, it is of vital importance to minimize the number of coding operations, which is called the network coding resource minimization (NCRM) problem. Numerous research attention has been dedicated to the above problem, including genetic algorithm (GA) [2] , quantum-inspired evolutionary algorithm (QEA) [3] and population based incremental learning (PBIL) [4] . All the work above assumes that the network environment is static so the problem fitness landscape is unchangeable. Nevertheless, the real-world network environment is often dynamic. For instance, network topology might change frequently because of network failures and/or network element leaving/joining. Therefore, it is essential to always keep the number of coding operations minimized in a dynamic network environment. However, to the best of our knowledge, this topic has received little research attention.
Proposed by Liu et al, multiagent evolutionary algorithm integrates multiagent systems and evolutionary algorithm [5] . MAEA has been reported to outperform a number of existing algorithms in terms of global optimization and convergence when applied for large scale deceptive and hierarchical problems. With these properties, agents can respond quickly to environmental changes, hence making MAEAone of idea candidates for dynamic optimization problems.
In this paper, we adapt MAEA for the NCRM problem with dynamic network environment. With specially devised agent behavior, the proposed algorithm can locate the moving optima rapidly in an ever-changing network environment. Simulation results show that the proposed MAEA is better than a number of existing evolutionary algorithms regarding the best solution obtained.
Problem Formulation
We denote a communication network at time τ by a directed graph G(τ)=(Vτ,Eτ), where Vτ and Eτ is the set of nodes and links, respectively. Suppose each link e∈Eτ has a unit capacity. In a single-source NCM scenario, data information is delivered at date rate R (an integer) from a source node s∈Vτ to a number of receivers Tτ= {t1,…,td},tk∈Vτ, k=1,…,d. A merging node is a non-receiver intermediate node with multiple incoming links in the original network. Coding operations only occur at merging nodes. Compared to the number of coding nodes, the amount of coding links is more accurate to estimate the computational overhead of coding operations. So, this paper estimates the network coding resource consumption by number of coding links. More details can be found in [2] .
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We call a subgraph in G(τ)as a network coding based multicast (NCM) subgraph, if there are R link-disjoint paths 1 { ( , , ),..., ( , , )} In this paper, we define the dynamic NCRM problem as to minimize the number of coding links, shown as follows. Minimize：
Constraint (2) defines that the achievable data rate from s to each receiver is not smaller thanR. Constraint (3) indicates that no common link is shared by different paths with the same destination.
The Proposed Algorithm
Brief introduction of MAEA. This section first simply describes agents in MAEA. Then, the behavior of agents is introduced, includingthe competition and self-learning behaviors [5] . 1) Agent: Let represents an agent which is encoded by a binary vector 12 = ( , ,..., ).
n a a a a (4) The energy of ais set to its associated fitness value, i.e.Energy(a) = f (a). Agentaaims to increase its energy at its best. Since the dynamic NCRM problem concerned in the paper is a minimization problem, the purpose of a is redefined as to decrease its energy as much as possible.
In MAEA, every agent live in a toroidal lattice like environment, which is referred to as agent lattice and denoted by L, where L= Lsize×Lsizeand Lsize is an integer. For an arbitrary agent, it is fixed on a lattice point and it interacts only with its neighbors. Let Li ,j represent the agent at point (i, j), i, j = 1, …,Lsize. Let the neighbors of Li ,j denoted byLk ,l , is determined by a parameter, namely, perception range  , as below (5), (6) .
2) Competition Behavior: In this paper, the perception range  is fixed to 1. Thus, each agent owns eight neighbors. ForLi ,j , its energy is first compared with the energies of its neighbors. If Li ,j 's energy is the lowest, Li ,j survives in the current generation; otherwise, the lattice point of Li ,j will be replaced by the child of the neighbor with the lowest energy in the neighborhood of Li ,j . More details can be found in [5] . 3) Self-Learning Behavior: Since we have a minimization problem, we devise this behavior as to reduce the energy of each agent as much as possible. Nevertheless, due to the limitation of resources in the environment, an agent is allowed to get a self-learning opportunity only if it is associated with the smallest energy in the neighborhood. This paper is based on a self-learning strategy with iteratively partial reversing [5] , where 10 elements are randomly selected from the original learning table to form a new sub-table. With the new sub-table, the self-learning behavior is performed, which helps decrease the consumed computational overhead. Overall Procedure. The proposed algorithm is based on binary link state (BLS) representation, which has been widely adopted for NCRM problems [2] .
For agent evaluation, we first check if agentais feasible. If it results into a feasible NCM subgraph, the fitness value of ais set to the number of coding links in the NCM subgraph; otherwise,itis set to a sufficiently large value.
We hereafter call the proposed algorithm as MAEA for network coding and denote it by NC-MAEA. The overall procedure of NC-MAEA is exhibited in Fig.1 . Fig.1 The procedure of NC-MAEA
Performance Evaluation
In this section, we first introduce all test instances and then compare NC-MAEA with a number of existing evolutionary algorithms in terms of the optimization performance. Test Instances. We use ten test instances for performance comparison, including six fixed networks and four randomly generated networks. All instances are shown in Table 1 . Table 1 Test Instances and Their Parameters   Network  Nodes  Links  Receivers  Rate  Optima  3-copy  25  36  4  2  0  7-copy  57  84  8  2  0  15-copy  121  180  16  2  0  3-hybrid  24  34  4  2  1  7-hybrid  55  80  8  2  2  15-hybrid  118  174  16  2  3  Rnd-1  20  37  5  3  0  Rnd-2  30  69  6  3  0  Rnd-3  40  78  9  3  0  Rnd-4  50  101  8  3  0 The dynamic problem generator in [7] is used to generate ten dynamic optimization problems. The network environment changes every 50 generations and for each instance there are 5 changes. Therefore, the predefined number of generations is set to 300. The size of agent lattice (Lsize) for NC-MAEA is set to 5.So, the population size for each algorithm is set to 25. Algorithms stop ifa predefined number of generations is evaluated. Overall Performance Comparison. We compare the following six algorithms. 1) GA: genetic algorithm with BLS encoding [2] .
2) QEA: quantum-inspired evolutionary algorithm [3] .
3) PBIL: traditional population based incremental learning [4] . 4) PBILr: population based incremental learning with restart scheme [7] . 5) UMDA: univariate marginal distribution algorithm [6] . 6) NC-MAEA: the proposed algorithm in the paper. For performance comparison, each algorithm is run 20 times. For each single run, the best fitness values obtained from each stationary period are averaged, which is called the average best fitness value (ABFV). Thus, after 20 runs, we obtain20 ABF values for each algorithm. Their mean value (MEAN) and standard deviation (SD) are utilized to show the optimization performance.The experimental results areshown in Table 2 , with respect to the mean value and standard deviation of ABFV. Obviously, NC-MAEA is better than the other algorithms. 
Conclusion
This paper studies the network coding resources minimization problem in a dynamic network environment and provides a multiagent evolutionary algorithm to address it. The performance evaluation clearly demonstrates the superiority of the proposed algorithm over a number of existing evolutionary algorithms with respect to the solution quality.
