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SUMMARY
To date, the collection of comprehensive household travel data has been a challenge
for most metropolitan planning organizations (MPOs) and state departments of trans-
portation (DOTs) due mainly to high costs. Urban population growth, the expansion
of metropolitan regions, and the general unwillingness of the public to complete surveys
conflict with limited public funds. The purpose of this research is to leverage targeted
marketing data, sometimes referred to as consumer data or just simply marketing data, for
travel demand modeling applications. This research reveals a first step in exploring the use
of targeted marketing data for representing population characteristics of a region.
Four studies were completed: an aggregate validation, a household-level validation for
hard-to-reach population groups, an airport passenger model, and a residential location
choice model. The two validation studies of this work suggest that targeted marketing
data are similar to U.S. Census data at small geographic levels for basic demographic and
socioeconomic information. The studies also suggest that the existing coverage errors are
at least similar, if not lower than, the levels of those in household travel surveys used
today to build travel demand models. The two application studies of this work highlight
the benefits of the targeted marketing data over traditional household travel surveys and
U.S. Census data particularly well, including the additional behavioral information available
at the household-level and the very large sample sizes.
These results suggest that the combination of targeted marketing data with other third-
party and non-traditional data could be particularly powerful. It offers tremendous oppor-
tunities to enhance, or even transform, existing travel demand modeling systems and data
collection practices. Inexpensive, up-to-date, and detailed data would allow researchers and
decision-makers alike to better understand travel behavior and to be more equipped to make




1.1 Background and Motivation
To date, the collection of comprehensive household travel data has been a challenge for
most metropolitan planning organizations (MPOs) and state departments of transporta-
tion (DOTs). The primary limiting factor is the high cost of survey-based data collection
compared to most other planning functions. Even the best household travel surveys con-
ducted today, including GPS-enabled surveys, face declining sample sizes and response rates.
Researchers and practitioners continually make improvements [15, 16], but ultimately bud-
gets have limited these steps. In 2011, the MPO of the Atlanta region conducted a survey
that cost $2 million and represented just 0.5% of the region’s households with only a 5.9%
response rate [12, 13]. Likewise, from 2010-2012 California’s DOT completed a state-wide
survey that cost just over $10 million, representing only 0.4% of the households with a
response rate of 2.0% [1, 14].1 Typically, these surveys will not be collected for at least
another ten years. Even the minimal costs associated with surveys for the smallest MPOs
will tend to exceed the annual budget of the MPO for all planning purposes, which often
results in the decision to not collect data at all [5].
Urban population growth, the expansion of metropolitan areas, and the general un-
willingness of the public to complete surveys conflict with limited public funds. Despite
these factors, the data from episodic household travel surveys are still used to build large
portions of traditional travel demand models, which are used to identify transportation
infrastructure and policy projects that achieve important regional goals. Correspondingly,
a majority of federal, state, regional, and local transportation funding decisions are based
on inadequate, and often outdated data.
1Response rates lower than about 90% are likely to produce severe nonresponse biases, and results are
considered to be seriously flawed [5].
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Even more, transportation planners have become attuned to the sensitivity of urban
models, particularly with activity-based models [4, 10, 11]. The validity and reliability of
the demographic and socioeconomic inputs of these models are important [2], particularly
when analyzing the model outputs at a disaggregate level of detail. Further, legislation in
MAP-21 could lead to the need for more detailed travel demand modeling outputs, causing
them to be scrutinized more and more closely. Many MPOs and DOTs find it difficult to
pay for the up-to-date, detailed, and disaggregate data required to build the travel demand
models that are desired by federal decision-makers today [3]. Accordingly, the question
naturally arises as to whether more accurate and up-to-date travel demand models using
non-traditional data can be developed.
Meanwhile, we are living in a computer-driven world that is inundated with data. Third-
party data are inexpensive, prolific, and information-rich. They offer tremendous opportu-
nities to discover new information. Even more, those data collected by third-parties offer
huge cost savings over traditional survey-based data collection, which could potentially fulfill
the wide-reaching need for affordable, representative household data. Targeted marketing
data, which make up one type of third-party data available today, provide a detailed and
current picture of the nation’s population. These data are typically used commercially for
advertising purposes to specific markets, tracking relevant information like home addresses,
demographics, socioeconomics, housing type and ownership, vehicle ownership, occupation,
lifestyle classification, behavioral preferences, and hobbies. There is an opportunity to
leverage these sociodemographic data for travel demand modeling applications. Because
the data are current, detailed, and relatively inexpensive, there is the potential to keep
regional travel demand models in sync with population trends, movements, and patterns,
allowing transportation planning and research questions to be explored with models that
are able to capture finer levels of detail.
2
1.2 Research Objectives
Most transportation planners will point to two main concerns with using third-party tar-
geted marketing data in travel demand modeling: (1) the level of accuracy and representa-
tiveness of the data are unknown, and (2) targeted marketing firms use propriety algorithms
to populate many of the variables, and therefore the integrity of the data is difficult to verify.
Without knowing the method by which the data are obtained, imputed, and cleaned, does
the data still provide value? To address these concerns and related questions, this work is
organized into two main research objectives.
The first main research objective is to validate targeted marketing data by studying
its representativeness of the population. This objective is studied at two different levels:
an aggregate level and a household-level. The data are compared to U.S. Census data
and a recent household travel survey for several different variables often used in travel
demand modeling at the Census block group or tract level, depending on the variable.
This aggregate study determines how the sample sizes, coverage rates, and coverage errors
compare to the other datasets. At the household-level, the accuracy of the data is examined
for several selected neighborhoods dominated by populations that are historically difficult
to reach or have very low survey response rates.2 Historically hard-to-reach populations in
transportation related surveying include lower income households, large families, and zero-
vehicle households. By comparing self-reported socioeconomic information to that recorded
in targeted marketing data, a measure of accuracy for the targeted marketing data can be
estimated.
The second main research objective is to test the usability and effectiveness of targeted
marketing data. This objective is explored with two simple applications related to travel
demand modeling. One of the applications determines if it is feasible to use targeted market-
ing data to model the location of non-airport trips-ends throughout a region for home-based
airport trips. It also tests if lifestyle clustering variables from targeted marketing firms are
2The neighborhoods were selected for a stated preference transit study. The IRB approved survey allowed
us to directly link the targeted marketing data to the survey data house by house. We could not identify
another recent data source in the Atlanta region that was linkable at the household-level for this comparison.
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useful for predicting travel behavior. This particular application is a part of the airport
passenger model of the Atlanta Regional Commission’s four-step travel demand model. It is
a sub-model that could clearly and simply be separated from the rest of the model for direct
comparison. Notably, the Atlanta region was the first to incorporate a separate airport trip
model into their four-step travel demand model due to the fact that more airport-related
trips are made in this region than in most other regions. Another application further tests
the prediction accuracy of lifestyle clustering variables, and it also determines if targeted
marketing data in combination with other third-party data can be used to effectively model
residential location choices, which significantly affect travel decisions.
1.3 Major Contributions
This work makes four major contributions. Most importantly, this work provides direc-
tional evidence that targeted marketing data improves model fit significantly, indicting that
targeted marketing data is worth further consideration. The large sample size and the ad-
ditional behavioral preference information available at the household-level make the data
highly predictive of both short-term travel decisions, like trips to the airport, and long-term
travel decisions, like residential location decisions. In the case of the airport distribution
model, the adjusted R-squared value increased from 0.2773 to 0.4635 with the addition of
lifestyle clustering variables to the base model that represents the model currently used by
the Atlanta Regional Commission. This amounted to an increase of 67.1% of explanatory
power by the model. In the case of the residential location choice model, the large sample
size of the targeted marketing data allowed for a robust model to be specified, which was
demonstrated through Monte Carlo experiments. The parameter estimates associated with
the lifestyle clustering variables were also more significant than any of the other variables
when considering their combined effect.
By improving the predictive ability of parts of a travel demand model, transportation
planners such as those from MPOs and DOTs are able to more effectively identify and
fund transportation infrastructure and policy investments that achieve important regional
goals like economic growth and pollution reduction at the federal, state, regional, and local
4
levels. The impact of investment and policy decisions made with travel demand models
include decreasing congestion on a specific corridor to economic growth of a whole region,
improving road safety, and attainment of the Environmental Protection Agency’s (EPA) air
quality standards.
Furthermore, if the sociodemographic information available in targeted marketing data
at the household-level is used, a travel demand model can be built with smaller, more
detailed traffic analysis zones. For example, the research undertaken in this dissertation
led the Atlanta Regional Commission to purchase targeted marketing income data for use
in their activity based model this past year. Due to the fact that Census income data was
not available at a low enough level of geographic aggregation for their new model, the more
dissaggregate targeted marketing income data proved very useful. The data’s low cost make
it very viable as a supplemental data source.
A second major contribution is with respect to sample sizes. Monte Carlo simulations
are run for the residential location choice model, varying the number of households and the
number of random alternatives included in the model. Results demonstrate the importance
of larger sample sizes by visualizing the variability of model estimates when using smaller
samples. Household travel surveys typically represent less than 1.0% of the population
with around 2,500 to 10,000 households depending on the size of the region. Because of
the prohibitively high cost of household travel surveys, larger sample sizes are no longer
feasible. Targeted marketing data therefore provide an affordable alternative for obtaining
adequate sample sizes in cases where detailed demographic and socioeconomic information
are needed in modeling.
A third major contribution relates to the representativeness of the targeted marketing
data at an aggregate level. Results show that TM data are similar to U.S. Census data at the
aggregate level, particularly for age, gender, household income, and the presence of children.
The largest discrepancies are associated with educational attainment and ethnicity, which is
likely due to the fact that these variables are imputed more than other variables. However,
these discrepancies are comparable to those observed in the household travel survey. This
suggests that the techniques currently used for correcting biases in survey-based data could
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be applied in a similar way to the targeted marketing data to produce unbiased data at an
aggregate level.
A final major contribution showed that in the worst-case scenario targeted marketing
data match self-reported data for hard-to-reach populations at rates ranging from 17.4% to
94.5% depending on the variable. The self-reported data show that incorrect household-level
data randomly occur across all populations in relation to age, gender, household income,
number of adults in the household, and housing tenure. It does not randomly occur across
ethnicity or marital status groups. This indicates that particular sampling adjustments and
weighting will need to be utilized to correct the data for hard-to-reach groups particularly
when using the data at the household-level.
1.4 Research Context
Targeted marketing data lack real trip information (origin, destination, and route choice of
trips). This lack of trip data makes the use of targeted marketing data limited in a travel
demand modeling context. The data must still be used in combination with some other
source of trip information, whether that be a household travel survey, a specialized survey
like the airport intercept survey used in the first application tested in this work, or other
emerging GPS or cell phone data sources in the future.
However, a wide range of applications do exist for which the targeted marketing data
alone are particularly suited. Most straightforwardly, the inexpensive household-level data
offer modelers the ability to work at lower levels of geographic aggregation than is possible
with demographic data from the U.S. Census. For example, the Atlanta Regional Commis-
sion recently purchased targeted marketing income data for use in the ongoing development
of the region’s activity based model, as previous stated. Secondly, the targeted marketing
data provide a unique opportunity to look at research questions related to travel behavior
and travel demand modeling that cannot be answered with data traditionally used in the
transportation field. The behavioral and preference data available in targeted marketing
data are strong predictors of how individuals make choices, both long- and short-term.
Many questions that are very relevant to transportation modelers can be examined in new
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ways using this data (e.g., vehicle ownership, residential location choice, long-distance travel
tendencies, mobility and other ailments, etc.).
Due to the promising results of the work in this dissertation, future research will look
for ways to incorporate trip-making behavior with targeted marketing data. If this is
successful, a combination of targeted marketing data with other data could potentially
replace traditional household travel surveys altogether. In the meantime though, targeted
marketing data are viable as supplemental data due to their extremely low cost and the
vast amount of information available.
1.5 Dissertation Structure
Each of the following chapters of this work is in journal format. Each chapter begins with
an abstract. This is followed by background and motivation for the particular research in
that chapter, a discussion of the methodologies used, and a conclusion that summarizes the
main findings, including suggestions for future research. Additionally, each chapter has a
separate list of referenced literature.
Chapters 2 and 3 include the work related to validation. Chapter 2 completes the
aggregate comparison of targeted marketing data to U.S. Census data and a household
travel survey. The comparison is conducted with frequency distributions for eleven different
variables that are relevant to travel demand modeling. This chapter was accepted for poster
presentation at the 2014 Annual Meeting of the Transportation Research Board. It will be
published in the Transportation Research Record [7]. Chapter 3 reports on the pairwise
household-level comparison between targeted marketing data and self-reported survey data
for primarily hard-to-reach population groups. This disaggregate comparison also reports
on the randomness of the incorrect data. This chapter was accepted for poster presentation
at the 2014 Annual Meeting of the Transportation Research Board. It will be published in
the conference proceedings [9].
Chapters 4 and 5 include the work related to applications. Chapter 4 describes the
results from using targeted marketing data with the associated lifestyle clusters in an airport
passenger model. This chapter was published in Transportation Research Record as a part of
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the Airport Cooperative Research Program’s Graduate Research Award Program on Public-
Sector Aviation Issues [6]. Chapter 5 investigates the use of targeted marketing data in a
basic residential location choice model. It also tests model variability with varying numbers
of observations and alternatives included in the model using Monte Carlo simulations. This
chapter will be submitted for publication consideration [8]. The final chapter summarizes
the results and suggested future research from Chapters 2 through 5.
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2.1 Abstract
This research investigates how targeted marketing (TM) data can be used as a source
for up-to-date demographic and socioeconomic information. TM data provide several ad-
vantages over U.S. Census data, including the ability to incorporate additional behavioral
information through lifestyle variables and conduct longitudinal studies at a low cost. We
describe TM data and compare an Atlanta, Georgia sample to Census data. In parallel, we
also compare the most recent household travel survey conducted by the Atlanta Regional
Commission to Census data using both weighted and unweighted survey data. Results show
that the distributions of sociodemographic variables are similar, particularly for age, gen-
der, household income, and the presence of children. The largest discrepancies between the
TM and Census data are associated with educational attainment and ethnicity; however,
these discrepancies were comparable to those observed in the household travel survey.
2.2 Introduction
In recent years, there has been increasing interest in using non-traditional data sources for
travel demand modeling applications. The interest is motivated in part by the explosion
of large, third-party data sources. These big datasets, which range from mobile phone sig-
nal traces and global positioning system (GPS) data to transit smart card or credit card
spending patterns, collectively provide detailed spatial and temporal data about individ-
uals’ behaviors and mobility patterns, often in real-time. The data provide metropolitan
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planning organizations (MPOs) the opportunity to collect detailed and up-to-date informa-
tion about its residents, non-residents, and commercial users, often at a fraction of the cost
of traditional household travel surveys and commercial vehicle surveys.
Today, many MPOs spend millions of dollars on episodic household travel surveys.
In 2011, the Atlanta Regional Commission (ARC) conducted a travel survey of 10,278
households (representing 0.5% of the population in the 20-county Atlanta region) at a
cost of $2 million, or approximately $200 per completed survey [20]. This survey had
a final response rate of only 5.93% [19]. From 2010-2012, the California Department of
Transportation (Caltrans) completed a travel survey of 42,431 households at a cost of just
over $10 million, or approximately $235 per completed survey with a final response rate
of 2.0% [4, 21]. These types of household surveys currently form the backbone of travel
demand modeling systems. As stated by the ARC, the purpose of its household travel
survey is to “improve the ARC travel demand forecasts, in both its aggregate four-step
trip-based model and its disaggregate activity-based model” [19]. Similarly, Caltrans notes
that its California Household Travel Survey (CHTS) will be “used for the statewide model
and regional travel models [and that the] CHTS data will be used to develop and calibrate
regional travel demand models to forecast the 2015, 2020, 2035, and 2040 greenhouse gas
emissions (GHG) and enable Senate Bill 375 and Senate Bill 391 implementation” [5].
Given that travel demand models are used to evaluate a wide range of transportation
policies, the question naturally arises as to whether we can develop more accurate and up-
to-date travel demand forecasting models using non-traditional data, either as a supplement
to or eventual replacement for household travel surveys. However, before third-party data
can be integrated into transportation applications, the accuracy and representativeness of
these data need to be evaluated.
In this paper, we investigate the representativeness of targeted marketing (TM) data
by comparing it to U.S. Census data for several different commonly used variables in travel
demand modeling. In parallel, we compare a household travel survey (HHTS) to Census
data. We also provide examples of how TM data can be linked with other types of trans-
portation data. The remainder of this paper is presented in several sections. First, the
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TM data are described and the benefits and limitations of using these data for transporta-
tion applications are discussed. Next, the coverage and representativeness of the TM data
are assessed through comparisons between it and the 2011 ARC weighted and unweighted
HHTS to Census data. The next sections provide a review of applications that have used
TM data; some of these examples provide insights into how privacy and confidentiality con-
cerns can be addressed by researchers when combining TM and transportation data. The
paper concludes with a discussion of the results in the context of current practice.
2.3 What is Targeted Marketing Data?
In 2011, the New York Times published an article about a man who discovered his daughter
was pregnant when Target mailed coupons relating to maternity clothing and nursery fur-
niture to their home. How did Target know that the daughter was pregnant before others
in her household? Target assigns customers a unique ID to track their purchasing behavior
over time. The firm also appends TM data to each customer. The TM data include “de-
mographic information like your age, whether you are married and have kids, which part of
town you live in, how long it takes you to drive to the store, your estimated salary, whether
you’ve moved recently, what credit cards you carry in your wallet, and what websites you
visit” [7]. From the combination of purchasing behavior and demographic data, Target can
reliably model customer behavior. And in this case, Target was able to predict pregnancy
before a father could.
The New York Times article sheds light on how firms use TM data to customize mar-
keting campaigns to potential customers. There are several large firms in the U.S. that
compile TM databases for this particular purpose. One of these firms, Epsilon, maintains a
database of 250 million individuals aged 18 years and older. Epsilon compiles information
for each individual using public data (e.g., birth certificates, property records, change of
address forms), credit card transaction data, credit reporting data, email or internet mar-
keting data, and other sources. Information about an individual’s interests can be gleaned
from the credit card transactions and marketing emails. For example, pet owners will sign
up for promotional emails from one or more pet stores and travel aficionados will purchase
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multiple domestic and/or international air tickets over the course of a year. A description of
the types of data that is typically collected and sold by TM firms can be found in Epsilon’s
Consumer Guide to Direct Marketing [9]. The information that is most applicable to travel
demand modeling applications includes the following:
1. household demographics (e.g., number of adults and number of children in the house-
hold, family composition, household income),
2. individual demographics (e.g., age, gender, marital status, education, occupation),
3. housing and property data (e.g., owner/renter status, length of residence, dwelling
type, home market value, property lot size, living area square footage, home sale
date),
4. aggregated automotive data (e.g., average number of cars, trucks, recreation vehicles,
and motorcycles in ZIP+4 area), and
5. lifestyle clustering (i.e., systems for classifying households nationwide).
TM databases, such as the one maintained by Epsilon, contain the majority of household
and individual demographic fields that are used in travel demand forecasting models. It is
important to point out that Epsilon does not currently have employment data. It could be
possible to predict employment using a variety of strategies, some of which include tracking
changes in the household income over time or observing work trips with other third-party
data.
2.4 Advantages of Using TM Data
TM data provide several advantages over U.S. Census data. They are described below.
TM data are available at a more disaggregated level than most Census data The conven-
tional approach to synthesize populations, which was developed by Beckman et al. [2],
involves integrating aggregate data from one source with disaggregate data from another.
The aggregate data are typically drawn from Decennial Census data, usually in the form
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of one-, two-, or multi-way cross-tabulations. The disaggregate data, on the other hand,
usually come from the ACS Public Use Microdata Sample (PUMS), which is the only pub-
licly available untabulated Census data about individuals and households. PUMS data are
reported at their most detailed level in Public Use Microdata Areas (PUMAs), which each
contain about 100,000 residents. The PUMS files contain only about 5% of the housing units
and 5% of the population in group quarters in the U.S. [27]. The method developed by
Beckman and colleagues for synthesizing populations uses the disaggregate data as “seeds”
to create individual records that are collectively consistent with the cross-tabulations pro-
vided by the aggregate data [11]. TM data provide disaggregate microdata like the ACS
PUMS, but the data are available for a majority of the U.S. population with full addresses.
Thus, the TM data can be used to generate more robust and location-specific synthetic
populations.
TM data are regularly updated One of the key limitations of existing travel demand models
is that they are based on episodic household travel surveys and Decennial Census data,
which are usually updated once every ten years. The ACS data are available yearly, which
provides a benefit over the Decennial Census and HHTS in terms of timeliness, but these
data are released at least 9 months after collection. For example, the 2012 ACS 1-year
estimates were not available until September 19, 2013 [26]. Multiyear estimates take even
longer. In contrast, TM data are updated regularly. Monthly or quarterly updates of house-
hold income, residential moves, spending patterns, births and deaths, and lifestyle clusters
could be particularly valuable in analyzing how economic or political shocks impact the
transportation industry, or how a particular change in infrastructure affected an area.
TM data are considerably less expensive than traditional data As noted earlier, the cost
of obtaining a completed travel survey for one household in Atlanta was approximately
$200. In contrast, the cost to obtain TM data for one household is approximately five cents
(although the actual cost will vary as a function of which variables and how many records
are purchased). To put this in perspective, a 10% sample of households in Atlanta could
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be purchased for approximately $25,000. Even if this purchase occurred annually, the non-
discounted cost of using TM data over a 10-year period would be 12.5% of the cost of a
decennial household travel survey. The TM data would also represent a 10% sample of the
households in Atlanta, compared to the current household survey that represents 0.5% of
the households. A portion of the cost difference could be used to fund other non-traditional
data collection. For example, data that gives information about trip-making behavior could
be purchased.
TM data are a national database TM data are similar to the Decennial Census in that,
in theory, TM data contain information about all households in the U.S. The fact that the
database is national presents a unique opportunity for comparison studies across different
areas in the U.S. without having to control for differences in data collection methods.
TM data contain more information than Census data TM firms have access to behavioral
information like where households shop and what TV channels they order. They develop
proprietary algorithms using this vast amount of data to segment customers into different
clusters. Numerous inputs are used to create these segmentation variables, including de-
mographic data, financial data, survey data, transaction data, behavioral and attitudinal
data, and trigger data. Trigger data refers to life events (such as the birth of a child) that
might cause an individual to move into a different lifestyle cluster.
An example of one of the lifestyle segmentations maintained by Epsilon is called Niches
2.0, which contains 26 cleverly-named clusters ranging from the young and wealthy “Al-
ready Affluent” to the least prosperous “Zero Mobility.” As an example, Epsilon describes
the “Easy Street” cluster as follows: “The households in this Niche are typically older, white
collar and educated. They have grown children, possibly still living with them. All of the
households within this Niche own their homes and have lived at the same address for 7 years
or more. On average, their homes are worth about $250,000. They are more likely than the
general population to have a pool and to own a vacation home.” These lifestyle clusters, as
well as the individual behavioral variables used to classify them, provide an opportunity to
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incorporate behavioral preferences and attitudes that are consistently available nationwide
directly into travel demand models.
TM data can be used in longitudinal studies TM data are associated with individuals. Over
time, many characteristics associated with individuals change: they marry, have children,
get divorced, change residences, engage in new hobbies, etc. TM data can be used to
examine the impacts of these, and other longitudinal changes, on travel behavior. Further,
these types of longitudinal studies can be conducted at a national scale and at a substantially
lower cost than traditional longitudinal studies. Issues associated with attrition are also
expected to be less than those experienced with traditional longitudinal studies.
2.5 Disadvantages of Using TM Data
Before deciding to use TM data as a supplement to or an eventual replacement for HHTSs
or certain types of U.S. Census data, there are several risk factors to consider.
Some TM fields are based on proprietary algorithms TM firms have propriety algorithms
that they use to impute missing data or to create variables like lifestyle clusters. To remain
competitive, many TM firms have developed proprietary algorithms to more accurately
predict household income and lifestyle variables. Although the U.S. Census Bureau also
imputes missing data with similar algorithms that are not readily available either, we cannot
assume that a TM firms’ imputation methods are as robust as those used by the U.S. Census
Bureau. In our experience though, TM firms are continually seeking to improve their
prediction models and are responsive to their clients’ needs. For example, over the past
two years, the TM firm we worked with made substantial improvements to the models it
uses to predict the number of children in the household based on feedback from its clients
(including us) that this was an important field.
Although the exact algorithms the TM firms use to populate these fields are not known,
high-level details can often be shared with researchers. For example, the TM firm populates
its household income variable with a model that is recalculated at least quarterly, and its
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underlying algorithm is rebuilt every few years. Approximately 25% of the income data are
obtained via credit applications and other self-reporting sources. Income for the remaining
records is imputed using an algorithm that considers household data such as age, home
ownership, home value, presence of children in the household, occupation, and education.
In addition, it should be noted that TM firms likely use Census data as a part of their
algorithms.
Without knowledge of the exact algorithms, researchers can test whether the results
of the algorithms create a biased sample or whether updated algorithms result in different
predictions. Changes in algorithms can produce incomparable data from one year to the
next, but this type of problem is not specific to TM data. For example, since the 2010
Decennial Census the classifications of ethnicity have changed and therefore have made
comparisons through time difficult. Nonetheless, researchers and practitioners should be
aware that using TM data as a primary source for demographic data may require more fre-
quent model calibrations, particularly when the TM firm updates its proprietary algorithms.
TM firms may go out of business or decide not to provide the data in the future Marketing is
a well-established and thriving industry. In 2010, spending on advertising was estimated at
$142.5 billion in the U.S. and $467 billion worldwide [8]. Multiple firms produce TM data,
and actively compete to sell this data for use in direct marketing campaigns. Competition
among TM firms bodes well for the travel demand modeling community, as it will keep TM
data costs low. The presence of multiple TM firms, and their strong linkage to the marketing
industry, also reduces the risk of relying on a data source that may be here today, but gone
tomorrow. Although it may be tempting to estimate travel demand models that leverage the
rich attitudinal and preference variables available through transactional purchase histories,
researchers and practitioners need to assess the probability that these same fields will be
available in the future. Developing models that rely on standard sociodemographic variables
along with marketing variables such as the lifestyle segments (rather than highly-detailed
variables) will reduce the risk that the data will not be available in the future.
In addition, third-party data providers may be impacted by future legislations that aim
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to protect privacy. Although targeted marketing data has been sold for many decades,
initiatives are underway that may make it possible for individuals to update and correct
their information or to opt out [1, 10].
TM data are not perfectly representative of the U.S. population TM firms attempt to
compile a database of all adults 18 years and older in the U.S. with a credit history. We
expect that the TM database will not be completely representative of the U.S. population,
and will underrepresent homeless, immigrants, and other special populations. A priori, we
would also expect that the TM database would underrepresent individuals who have little to
no credit histories, such as young adults and low income households. As with any dataset,
selection bias should be expected. Researchers and practitioners should be aware that these
biases may exist and should account for these biases in their models.
2.6 Assessing the Representativeness of TM Data
Before using TM data in travel demand models, it is important to assess whether the
individuals and households contained in the TM data are representative of the population.
In this section, we compare the distributions of 11 variables obtained from a January 2013
TM dataset to those reported in two sets of U.S. Census Bureau data: the 2010 Decennial
Census and the 2007-2011 American Community Survey (ACS) 5-year estimates. Note that
this was the most up-to-date ACS data available at the time of analysis. The 2008-2012
ACS 5-year estimates were not released until December 17, 2013 [26]. This study only
compared data from one TM firm, but future research will extend the analysis to multiple
TM firms.
The Decennial Census and ACS estimates each have associated measurements of error,
which should be considered when interpreting this comparison. The Decennial Census’
level of accuracy is estimated using the Census Coverage Measurement (CCM) survey, a
post-enumeration survey that re-surveys a random sample of Census blocks throughout
the country. The ACS’s level of accuracy is reported within the tabulations themselves as
margins of error. Future research will aim to quantify the effect of these inaccuracies as
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related to TM data, but the scope of this study limits the comparisons to the estimates
alone.
Given we expect to find some differences between the TM and Census data, in parallel
we compare the ARC’s 2011 HHTS to the same Census data. We compare the weighted and
unweighted HHTS data. The weighted sample of ARC’s HHTS incorporates two corrections
into one weight: (1) an adjustment for the stratified sampling, and (2) a “raking” adjustment
that aligns the sample to population statistics from 2008-2010 ACS 3-year estimates and
the 2010 Decennial Census [19].
2.6.1 Variables
We purchased frequency distributions for 2,230 Census block groups for the 11 variables
shown in Tables 1 and 2 from Epsilon. This represents all but two of the block groups in the
13-county metropolitan Atlanta region. One of the two block groups has a zero population
according to the Census, and the TM firm inadvertently omitted the other.
TM and Census data use different categories for several of the individual and household
variables. For the variables shown in Table 1, we were able to create categories that were
directly comparable between the two datasets. For some variables, such as age, the TM data
provided more refined categories whereas for other variables, such as income, the Census
data provided more refined categories. The categories and associated mappings between
the TM and Census data are shown in Table 1. For age, we created groups using multiples
of 5 between 18 and 85 (i.e., 18-19, 20-24, 25-29, 30-34, ..., 85+). We used the block group
as the unit of analysis when possible. However, because the Census data only provide the
distribution of some variables at the tract level, we aggregated the TM data to tract level
for these instances. These variables are noted in the right-hand column of Table 1.
There were two variables for which we could not create categories that could be directly
compared. These variables, representing household size and length of residence, are shown
in Table 2. We purchased TM data for household size as two separate tables: one for the
number of adults in the household, and a second for the number of children in the house-
hold. Because the data was aggregated at the block group level, we could not meaningfully
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Table 1: Variables that are Comparable between TM and Census Data
Variable
TM Census Census Aggregation





















High school HS degree, GED
Some college Some college, no degree
College Associates or Bachelors
Graduate school Graduate or professional
Ethnicity










Female Female Table P12 Block



















Married Now married Table B12002
Tract
Single Never married, widow, divorced 2007-11 ACS 5-yr
Presence of
Children
Yes Owner/renter w/ kids Table H19 Block
GroupNo Owner/renter w/o kids 2010 Decennial
Tenure
Definite/probable owner Owned w/,w/o mortgage Table H4 Block
GroupDefinite/probable renter Renter occupied 2010 Decennial
a Includes Jewish, Middle Eastern, Native American, and Oceanic.
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Table 2: Variables that are Not Directly Comparable between TM and Census Data
Variable
TM Census Census Aggregation
Categories Categories Table Level
Num Adults 1,2,3,4,5+ n/a n/a n/a













7-12 months Moved in 2005 or later (0-6 yrs)
1-2 years Moved in 2000-2004 (7-11 yrs)
3-5 years Moved in 1990-1999 (12-21 yrs)
6-10 years Moved in 1980-1989 (22-31 yrs)
11-15 years Moved in 1970-1979 (32-41 yrs)
16-20 years Moved in 1969 or earlier (42+ yrs)
20+ years
combine these two tables into a single one representing the total household size because
after the aggregation we could no longer determine which households had children along
with the adults. Furthermore, individual tables for the number of children and the number
of adults are not provided as separate Census tables. For completeness, the distributions
of the number of adults, number of children, and household size are shown in Figure 1. In
future studies, this discrepancy can be avoided by purchasing the total household size from
the TM data.
The other variable that is not directly comparable is length of residence. As shown in
Table 2, the time scales used to represent the length of residence are quite different between
the TM data and Census data. The TM data focuses on short-term movements, classifying
any length of residence higher than 20 years into one group, whereas the ACS data provide
more refined categories for residences beyond 20 years. Additionally, the cutoff years for
the middle categories lag by one between the two data sets, which makes the comparison
even more difficult. Based on a comparison of the distributions of the lengths of residences
shown in Figure 2, we anticipate that the TM categories would be helpful for planning and
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Figure 2: Length of residence.
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2.6.2 Sample Size and Coverage Rate
We compared the data in both magnitude (meaning the overall sample size and coverage
rate) and distribution (meaning the underrepresentation or overrepresentation of particular
populations through coverage error). This section focuses on describing the methodology
and results associated with the overall sample sizes and coverage rates. The coverage error
associated with the frequency distribution of each variable is discussed in the next section.
2.6.2.1 Methodology
To understand how the total population of the TM data compares with Census estimates
and the HHTS, the sample sizes and coverage rates are obtained for the study region. The
sample size is defined as the raw number of records (either persons or households) in the
data, and the coverage rate is defined as the sample size over the total estimate of persons or
households by the Decennial Census, expressed as a percentage. These definitions conform
to those of the U.S. Census Bureau [24, 25]. Additionally, the percent of complete records
over the 11 variables is obtained. A “complete record” is defined as a person or household
with non-missing data for every one of the 11 variables used in this analysis.
2.6.2.2 Results
Table 3 displays the overall sample size and coverage rates of each of the data sources.
Note that all of the datasets were at least partially imputed at different points during data
collection and processing so the percent of complete records is somewhat arbitrary. Missing
HHTS data are imputed when they can be logically determined from other provided data
[19]. Missing TM data are imputed for some variables using proprietary algorithms. Missing
data in the ACS and Decennial Census are fully imputed [6, 23].
The coverage rate provided over the study area by the TM data is 87.5% at the individual
level and 105.7% at the household level. A part of the household-level discrepancy could
be due to the 3-year time difference between the TM data and Decennial Census data with
new housing units being constructed during this time lapse. However, under this same
argument the population grew as well, which would affect the individual-level coverage rate
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Table 3: Total Sample Size and Coverage Rate of Data Sources
As Compared to the Decennial Census for 13-County Atlanta,
Georgia
Sample Coverage Complete
Data Source Size Rate Records Year
Persons
TM 2,926,229 87.5% —a 2013
HHTS 17,297 0.5% 95.9% 2011
HHTS weighted 16,576 0.5% 95.8% 2011
ACS (surveyed over 1 yr) 50,152b 1.5%b 94.2%c 2011
ACS 5-yr estimates 3,303,330 98.8% —d 2007-11
Decennial Census 3,343,453 100.0% 87.3%d,e 2010
Households
TM 1,777,795 105.7% 92.6%f 2013
HHTS 8,971 0.5% 89.5% 2011
HHTS weighted 8,957 0.5% 89.7% 2011
ACS (surveyed over 1 yr) 25,224b 1.5%b 94.8%c 2011
ACS 5-yr estimates 1,639,172 97.5% —d 2007-11
Decennial Census 1,681,614 100.0% —d 2010
a Cannot be estimated from the data purchased for this study.
b In Georgia for 2011, 48,893 housing units responded to the ACS. Accord-
ing to the 2010 Decennial Census, there were 3,281,737 housing units
in the state. Therefore, the coverage rate for the 13-county region is
estimated as 1.5%. Sample size is estimated from the coverage rate.
c Estimated from national allocation rates [23].
d All missing data are imputed using logical or modeling imputation meth-
ods by the U.S. Census Bureau for final data products [6].
e Estimated from national data completeness statistic for person-level items
[22].
f Estimated from a separate TM data purchase based on household-level
data [14].
we calculated. It is more likely that the household-level discrepancy is due to the fact that
the TM firm might not interpret individuals who indeed live together to be in the same
household. Overall though, the coverage rate of the TM data is extensive, particularly if we
consider it a sample whose underrepresented and overrepresented persons might be adjusted
for with statistical weighting. Future research will examine the coverage rate by density or




A difference of percents measure is used to study the coverage error over variable categories.
Coverage error, which includes both undercoverage and overcoverage, is defined as “the
error in an estimate that results from (1) failure to include all units belonging to the defined
population or failure to include specified units in the conduct of the survey (undercoverage),
and (2) inclusion of some units erroneously either because of a defective frame or because
of inclusion of unspecified units or inclusion of specified units more than once in the actual
survey (overcoverage)” [12]. The difference of percents is used to compare the TM data
to Census data and to compare ARC’s HHTS data to Census data. The difference, di, is
calculated for each category of each variable for every geographic area (either the block
group or tract level, depending on the variable and data source). Note that the HHTS
comparisons are all done at the tract level due to the geography of the traffic analysis zones










where X is the frequency count (number of households or individuals) of category i in the
TM or HHTS data, and Y is the equivalent for the Census data.
2.6.3.2 Results
The boxplots shown in Figures 3 and 4 depict six summary statistics (minimum, first
quartile, median, mean, third quartile, and maximum) associated with the difference of
percents, di, over geographic areas (block groups or tracts) for each variable category. The
TM data, unweighted HHTS, and weighted HHTS as compared to Census data can be
examined next to one another. The summary statistics are also listed in Tables 4 and 5.
Overall, the results show that the distributions of demographic and socioeconomic vari-
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Figure 4: Boxplots displaying the distribution of di across data sources when compared to
Census data.
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income, and the presence of children. The largest discrepancies are associated with edu-
cational attainment and ethnicity. However, these discrepancies were comparable to those
observed in the HHTS. The TM data contain fewer individuals under the age of 40, fewer
low income households, and fewer households with children. The data are consistent with
our expectations. Because the TM data are primarily derived from financial transactions,
credit reporting data, and internet data, we expect those who have more access to credit
or have longer credit histories to be better represented in the data. For all of the variables,
however, the median differences observed at the block group or census tract levels are all
within 12.5 percent, with the largest differences arising in housing type (tenure).
Due to the smaller sample sizes associated with the HHTS survey, the range of error
of di is higher for the HHTS comparisons than the TM comparison in all cases except
for educational attainment. Similar to the TM findings, the HHTS also contains fewer
individuals under the age of 40, fewer low income households, and fewer households with
children. Interestingly, the underrepresentation of renters and overrepresentation of Whites
in both the TM and HHTS survey are almost identical. That is, the TM and HHTS survey
both underrepresent renters and overrepresent Whites to a very similar degree.
The weighted HHTS data as compared to the unweighted HHTS data matches Census
data somewhat more closely. Because the sample size of the HHTS was so small, the
weighting has little effect on the overall distribution of di. However, if a similar weighting
technique was adopted for the TM data, the biases present in the TM data have the potential
to be reduced. Future research will investigate this hypothesis. Overall, we find that the
distributions of demographic and socioeconomic variables that are commonly used in travel
demand modeling applications are similar between the TM and HHTS survey.
2.7 Applications of TM Data
To illustrate how TM data can be combined with other data, we provide examples of re-
search we have published or are working on that use TM data.














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































the number of home-based airport trips to Hartsfield-Jackson Atlanta International Airport
[13]. The model that used lifestyle clusters predicted the average number of air passenger
trips better than the traditional models that used income to emulate ARC’s existing airport
passenger models. In this example, TM data was used in combination with airport survey
data, rather than Census income data with the survey data.
Residential location choice We have also been using lifestyle variables to predict residential
location choices. The lifestyle segments are working particularly well in this context, in part
because they are able to capture individuals’ preferences to live near others like themselves
and away from those most unlike themselves [14]. In this application, TM data are being
used in combination with Census data and other third-party data (namely, mobile phone
data). We show that a HHTS is not needed to model residential location choice.
Emissions failure model In this study, TM data were linked at the household level to
the Atlanta inspection and maintenance (I/M) emissions test database maintained by the
Georgia Department of Motor Vehicles using Institutional Review Board (IRB) protocols
for confidentiality. The linked database was used to investigate how household demograph-
ics and vehicle characteristics are associated with emissions failures [3].
Influence of built environment characteristics on vehicle ownership In this study, we explore
the role of historical exposure to built environment characteristics on vehicle ownership. By
using address histories, we examine how prior built environment characteristics associated
with where people previously lived influence vehicle ownership [18].
Willingness to pay for proximity to public transit In this study, household demographics
and home prices from TM data are used to compare different methodologies for incorporat-
ing spatial correlation; these models are used to estimate homeowners’ willingness to pay
for proximity to public transportation infrastructure. Household demographics, which are
normally simulated from tabulated Census data, are available directly for each homeowner
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in TM data [17].
Amending stated preference surveys In this study, researchers used the TM data to ob-
tain names and addresses for individuals who lived within a specific area. These names
and addresses were used to conduct a stated preference survey for a transit application.
The survey provided one of the first opportunities to compare the accuracy of fields in the
TM data at the household level (e.g., accuracy of names, addresses, gender, HH income,
etc.). The study, which focused on low-income neighborhoods, can be extended in future
research to a representative population. In future studies, supplementing stated preference
or revealed preference data with TM data could provide additional information that is not
traditionally available by surveying [16].
These examples highlight how TM data have been used to study travel behavior. These are
just a few examples of many possibilities that illustrate the potential of using third-party
data for travel demand modeling studies. In addition, all of these studies were able to
strike a balance between two often conflicting objectives. The first is the need to collect
detailed information about an individual’s travel patterns and associate it with the individ-
ual’s sociodemographic characteristics. The second is the need to protect the individual’s
confidentiality. In our experience, finding the balance is not an insurmountable challenge,
but often requires some clever solutions. Early discussions with IRB representatives can
help facilitate a quicker resolution to finding solutions that ensure individuals’ identities are
protected and are confidential.
2.8 Conclusions
Many researchers have been exploring ways to use non-traditional data sources to un-
derstand travel behavior. In this paper, we described how TM data can be a source of
demographic and socioeconomic data. Our analysis suggests that TM data are similar to
Census data, and is no more biased than the household travel surveys used today to build
travel demand forecasting models. However, TM data have lifestyle and other behavioral
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information that are not available in Census data or traditional HHTS. The inclusion of
lifestyle and other behavioral information, combined with the ability to track individuals
over time, provide the opportunity to examine many new research questions. Furthermore,
for the great majority of MPOs that continue to maintain aggregate four-step travel de-
mand models, which utilize simple medians or means, the TM data would perform as well as
household travel survey data with a much larger sample size for sociodemographic informa-
tion. For individual- or household-level data used with more detailed or advanced modeling,
TM data could be weighted using traditional methods similar to HHTSs to correct for the
underrepresented or overrepresented populations.
Looking ahead, the combination of targeted marketing data with other third-party and
non-traditional data could be particularly powerful. Data from communication technologies
offer the potential for researchers to better understand how instant information through the
internet and our mobile phones influences (and can potentially be used to modify) travel be-
haviors. Movement and pattern data from mobile phone signaling and GPS providers offers
the potential to provide real-time travel information to MPOs as well as accurate pictures
of travel in the past. Combinations of these types of data offer tremendous opportunities to
enhance, or even transform, existing travel demand modeling systems and data collection
practices. Inexpensive, up-to-date, and detailed data available at regular intervals as often
as every month or quarter would allow researchers to better study particular economic, cli-
mate, or political shocks in addition to transportation infrastructure changes. Such detailed
information and sensitive modeling capabilities will be highly desirable in light of the new
performance requirements in MAP-21 that will transform the federal surface transportation
program to be more focused on performance outcomes.
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CHAPTER III
HOUSEHOLD-LEVEL VALIDATION FOR HARD-TO-REACH
GROUPS
J. D. Kressner, M. F. Carragher, and K. E. Watkins. “A Household-Level Pairwise
Comparison of Targeted Marketing Data and Self-Reported Survey Data.” In Proceedings
of the 2014 Annual Meeting of the Transportation Research Board, 2014
3.1 Abstract
This research conducts a validation test of targeted marketing data by comparing it at
the household-level to self-reported survey data. The pairwise comparison was limited
to the following demographic and socioeconomic variables: age, educational attainment,
ethnicity, gender, household income, marital status, number of adults, number of children
in the household, and tenure. The self-reported data were collected with a mailed stated
preference (SP) survey regarding transit ridership in four neighborhoods of Atlanta that
consist of many hard-to-reach and hidden populations. A rate of accuracy was calculated
using a percent of correct matches between the two datasets for each variable. Chi-squared
tests where also completed using both the targeted marketing and survey data. The findings
suggest that targeted marketing data match self-reported data for neighborhoods of hard-
to-reach or hidden populations at rates ranging from 17.4% to 94.5% depending on the
variable. The self-reported data show that incorrect targeted marketing data randomly
occur across all populations in relation to age, gender, household income, number of adults
in the household, and tenure. It does not randomly occur across ethnicity or marital status
groups. Educational attainment and the number of children in the household were not
testable with regards to randomness across groups. Further research should be conducted
to quantify the accuracy of targeted marketing data at the household-level for population
groups that are more easily surveyed or documented.
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3.2 Introduction
The survey-based data collection methods that became industry standard many years ago
are still the standard today despite the rapid growth of new data types. Many advancement
have been made regarding how surveys are collected, but even the most advanced household
travel surveys conducted today still face declining response rates and smaller samples sizes
each year. For example, the Atlanta Regional Commission 2011 Regional Travel Survey
had a final response rate of 5.93% with a sample size of 0.5% [15]. Likewise, the California
Department of Transportation (Caltrans) 2010-2012 Household Travel Survey had a final
response rate of 2.0% with a sample size of 0.4% [1]. Additionally these surveys are collected
infrequently, usually about every ten years. Urban population growth, the expansion of
metropolitan areas, and the general unwillingness of the public to complete surveys conflict
with our limited public funds, which has unfortunately resulted in a decline in the overall
coverage of household travel surveys.
The Census Transportation Planning Package (CTPP) has also seen a decline in quality
due to a combination of the following: (a) the relevant commute questions that are used to
build Journey to Work matrices migrated from the late long form of the Decennial Census
to the American Community Survey (ACS), and (b) the U.S. Census Disclosure Review
Board (DRB) enacted minimum data dissemination requirements starting with CTPP 2000
[3]. Despite these facts, we still use the data from episodic household travel surveys and
the CTPP for large portions of our travel demand models. Researchers and practitioners
continually make improvements, particularly with the household travel survey [17], but
ultimately budgets have limited these steps.
Even more, transportation planners have become attuned to the sensitivity of urban
models, particularly with activity based models [5, 13, 14]. The validity and reliability of
the demographic and socioeconomic inputs of these models are important [2], particularly
when analyzing the model outputs disaggregately. And because the levels of demand placed
by legislations on the abilities of travel demand models continue to rise, the detailed model
outputs are scrutinized more and more closely. Many MPOs and other transportation
planners or researchers find it difficult to pay for the current, detailed, and disaggregated
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data that is required to build the kinds of urban models that are desired [7].
Meanwhile, we are living in a computer-driven world that is inundated with data. Third-
party data are inexpensive, prolific, and information-rich. In a future scenario where house-
hold travel surveys no longer exist and the funding for the American Community Survey
is cut [9, 16], third-party data could be our most promising source of up-to-date data. In
particular, targeted marketing data could provide the demographic and socioeconomic data
inputs for many travel demand and other urban modeling applications [10]. It could also
append rich information to stated preference (SP) and revealed preference (RP) surveys.
Third-party data has largely been avoided in transportation modeling to date for a few
reasons, the biggest of which seems to be the concern over the quality of the data. In
order to address this concern, third-party data must be put through several validation tests
that could identify inaccuracies or biases. This study offers one validation test, compar-
ing targeted marketing data pairwise at the household-level to self-reported survey data
for population groups that are typically undercounted, hidden, or hard-to-reach. The re-
mainder of this paper is presented as follows: (1) a review of validation techniques used in
transportation planning, (2) a description of the data used in this study, (3) a discussion
of the methodology and results, and (4) concluding remarks with suggestions for future
research.
3.3 Review of Validation Techniques
In 2007, the Transportation Research Board (TRB) Special Report 288 Metropolitan Travel
Forecasting: Current Practice and Future Direction pointed out that model validation tech-
niques are insufficiently emphasized and receive little effort when compared to other parts of
the modeling process [6]. A subsequent report concluded that since input data drive urban
models, quality control for the input data should be a part of model validation [2]. However,
little direction is given on how to actually assess the validity of input data. Instead, it points
out that currently the only consistent measure offered to decision-makers and the general
public regarding model accuracy is in reference to the reliability of its travel forecasts in
the base year rather than its ability to represent the population it aims to model. This
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measure requires that the highway and transit model assignment results be compared with
observed traffic volumes and transit boardings. Usually percent error calculations, defined




Equation 2 is not directly applicable to validation tests of input demographic and socioe-
conomic data because these data are generally categorical.
The Online Travel Survey Manual compiled by the TRB Travel Survey Methods Com-
mittee (ABJ40) has limited suggestions for validating survey data as well. It suggests
that for surveys involving phone interviews, a small number of respondents should be re-
contacted to verify that they provide the same answers they did previously. For mail surveys,
it is suggested that the survey ask respondents for telephone numbers so that they can be
contacted again [18]. The manual also suggests validating the survey data with external
sources such as U.S. Census Bureau data. However, it also specifies that U.S. Census Bu-
reau data should be used to expand survey results to match the population using sampling
weights and raking adjustments. By default this practice mirrors any trends present in
the census data and therefore would render validation steps futile, providing a false sense
of security. This discrepancy is acknowledged by MPOs, citing that validation steps are
hampered by a dearth of independent data sources [6].
In this study, a unique opportunity exists that makes comparing categorical data be-
tween two completely independent data sources possible. The targeted marketing data are
comparable house by house to respondents’ self-reported data. Accordingly, a modified
measure of accuracy is created that mimics Equation 2. This is discussed further in the
methodology section.
3.4 Data
Two types of data are used in this study: targeted marketing data and self-reported survey
data. The first dataset was obtained from a targeted marketing firm in April 2012. This
dataset provided the sampling frame for the subsequent transit-related stated preference
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(SP) survey, which was conducted from August to December 2012. The SP survey was
conducted for two reasons: (1) to collect SP data on the perception and ridership impact of
multi-modal transit mapping, and (2) to collect demographic and socioeconomic data for
comparison against targeted marketing data. The former will be discussed in more detail
in a forthcoming paper [4], whereas the latter is the focus of this paper. The researchers
selected four neighborhoods within Atlanta to draw a sample from for the SP survey based
on their proximity to bus routes that are included in the survey’s multi-modal transit map.
The neighborhoods are Pomona Park, Pine Lake, East Lake, and residents along Memorial
Drive, which in total make up 11 U.S. Census block groups.
In general, the neighborhoods selected are not a representative sample of the Atlanta
region. Rather, they primarily house hard-to-reach and hidden populations, such as those
living in poverty, highly transient individuals or families, and undocumented persons. An
analysis of data from the 2011 American Community Survey 5-year estimates showed that
these areas have a lower mean annual household income ($43,336, with an average of 30.3%
imputed records) than the city of Atlanta ($80,685, with 29.3% imputed) and the surround-
ing metropolitan area ($77,954, with 29.6% imputed). Additionally, 28.1% of the residents
in the sampled areas are living in poverty. For comparison, 23.2% of Atlanta and 13.5%
of the metro area live in poverty. The neighborhoods also have predominantly Black or
African American populations (84.5% on average; city 54.1%, metro area 32.2%), a high
percentage of zero car households (23.0% on average; city 17.8%, metro area 6.1%), and less
people living in the same house that they did one year ago (72.4% on average; city 75.9%,
metro area 82.3%).
3.4.1 Targeted Marketing Data
The researchers purchased data for 100% of the households in the 11 census block groups
from a targeted marketing firm in April 2012. The dataset included 6,554 households.
The percent of missing data for the variables used in this study are as follows: age 25.1%,
educational attainment 0.3%, ethnicity 0.0%, gender 6.9%, household income 0.0%, marital
status 0.0%, number of adults 0.0%, number of children 77.7%, and tenure 0.0%. The
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number of missing records for the age and number of children variables are particularly
higher than the other variables.
It should be noted that this particular targeted marketing data purchase cannot easily be
compared to U.S. Census data because the Census geographies that the targeted marketing
firm used as selection criteria were not yet updated to the 2010 boundaries at the time
of the data purchase in 2012. In the four neighborhoods sampled, the census geography
boundaries changed significantly between 2000 and 2010, and therefore any comparisons
would need to be done with the 2000 data, making an unacceptable time difference of 12
years.
3.4.2 Self-Reported Survey Data
Out of the 6,554 households in the targeted marketing dataset, 2,000 households were
randomly selected for the SP survey. The survey was conducted in three rounds. The first
mailing was sent out in August 2012. This mailed letter included an online username and
password asking that participants complete the survey online. In September, a reminder
postcard was mailed out. Lastly, a paper version of the survey was mailed in November.
The demographic and socioeconomic questions included in the SP survey were formu-
lated so that they are directly comparable to the data purchased from the targeted mar-
keting firm. For example, the ethnicity categories provided in the SP survey matched those
of the targeted marketing firm’s categories exactly. Additionally, in the cases where too
many categories were available in the targeted marketing data, they were aggregated so
that the data was still comparable. For example, the income groups listed on the SP survey
were “Less than $30,000,” “$30,000-$49,999,” “$50,000-$74,999,” “$75,000-$99,999,” and
“$100,000 or higher,” which shared break points with the income categories available in the
targeted marketing data.
3.4.2.1 Completed Surveys
There were 116 participants that completed at least one of the demographic or socioeco-
nomic questions, or 5.8% out of the original 2,000 mailed. For comparison, the 2011 ARC
travel survey had a final response rate of 5.93%, and the 2010-2012 Caltrans survey had a
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2.0% response rate as mentioned previously [1, 15]. The percent of missing data in the SP
survey are as follows: age 12.1%, educational attainment 0.9%, ethnicity 3.4%, gender 0.0%,
household income 5.2%, marital status 2.6%, number of adults 1.7%, number of children
0.9%, and tenure 1.7%.
Figure 5 shows the geographic distribution of the surveys that were completed versus
those that were not completed. All of the mailings represented in this map were successfully
delivered to the addressed household. Out of the 2, 000 households in the sample, 64 of them
were unable to be geocoded. These are absent from the maps. Only three of these 64 were
completed surveys. There does not appear to be a significant geographic bias in survey
respondents, who are shown in dark grey. However, there are quite a few instances where
one building had a higher than expected rate of uncompleted surveys. These can be seen
in the Pomona Park and Memorial Drive neighborhoods with the large blue circles that do
not have correspondingly large dark grey circles.
The chi-squared tests using the targeted marketing data showed that there was a dif-
ference between those who filled out the survey and those who did not in income level
only (p=0.0002). Households in the highest income group ($100,000+) responded to the
survey more often than expected, and households in the lowest income group ($0-$29,999)
responded less often than expected. The middle income groups responded as expected.
The other variables’ chi-squared tests produced the following non-significant results: age
(p=0.1244, simulated), educational attainment (p=0.9549), ethnicity (p=0.6960), gender
(p=1.0000), marital status (p=0.1830), number of adults (p=0.0548), number of children
(p=0.4188, simulated), and tenure (p=0.1373).
3.4.2.2 Returned Mailings
It is important to point out that for 602 households out of the 2, 000 in the sample (30.1%),
at least one of the mailings out of the three rounds were returned to the researchers. The
mailings were addressed to the name provided by the targeted marketing firm in hopes
that having a specific name rather than “current resident” would improve the rate at which
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Completed Survey   Uncompleted Survey
Figure 5: Locations of the completed versus uncompleted surveys for each neighborhood.
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Table 6: Returned Mailings
Error Code Frequency
Incorrect Name
Not deliverable as addressed, unable to forward 246
Attempted, addressee not known, unable to forward 182
Moved, address known 108
Unable to forward or forward time expired 14
Total 550
Incorrect Address or Vacant
Vacant 27
No such street or number 13
Insufficient address 11
No mail receptacle 1
Total 52
mailing if the addressee conflicted with information in their address and mail forwarding
databases. In the sampled neighborhoods, an average of 27.6% of individuals moved within
the past year alone according to the American Community Survey 5-year estimates (as
stated previously), which makes it difficult for current address information to be maintained
by targeted marketing firms. For primarily this reason, a high number of returned mailings
occurred. Table 6 summarizes the mailing error codes. Note that 550 of these mailing error
codes (91.4%) were valid addresses with other residents living in the household [19].
The researchers suggest that if future studies plan to use targeted marketing data, any
mailings should be addressed to the name provided by the targeted marketing firm followed
by “or current resident” in a subsequent line to avoid unnecessary returned mailings. If
this approach is used, it would be advisable to ask at the beginning of a survey if someone
currently lives in the household by the provided name and then, as a dependent question,
if that person is the individual filling out the survey.
Figure 6 shows the locations of the returned mailings for each neighborhood. There
are 14, of the 64 addresses that could not be geocoded (21.9%), missing from the maps.
It is apparent from these maps that the number of returned mailings was very high for
the Memorial Drive neighborhood. For East Lake, and possibly Pomona Park and Pine
Lake, the returned mailings look geographically random when accounting for high density
buildings. For example, in the upper right corner of the Pomona Park map, large dark grey
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Figure 6: Locations of the returned versus delivered mailings for each neighborhood.
(buildings with high rates of successfully delivered mailings).
Chi-squared tests were run for each of the variables using the targeted marketing data
to see if there was a difference between those whose mail was returned and those whose
was successfully delivered. The results were significant for age (p=6.4e-11). There were
more returned mailings than expected in the two lowest age groups (30 or under and 31-
40). The opposite was true for the three highest age groups (61-70, 71-80, and 81 or over).
This indicates that the targeted marketing firms have a harder time keeping a current
address for younger households since younger individuals tend to move more often than older
households. Correspondingly, the results for tenure were significant (p=2.2e-16), where a lot
more mailings were returned for renters than expected. The reverse was true for owners. A
related result could be seen in marital status (p=6.3e-15), where less mailings were returned
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for married households than expected, and income (p=2.2e-16). There were more returned
mailings than expected for the two lowest income ($0-$29,999 and $30,000-$49,999) and less
than expected for the three higher income groups ($50,000-$74,999, $75,000-$99,999, and
$100,000). Age, income, marital status, and tenure are all correlated.
Interestingly, the “traditional” households with two adults also received less returned
mailings than expected. It is presumed that a majority of these households include a cou-
ple, whereas the one adult households, i.e. the single individuals, received more returned
mailings than expected (p=0.0005, simulated). The results were also significant for ethnic-
ity (p=0.0116) when comparing African American/Black, Caucasian/White, and all Other
groups (these were combined due to small cell sizes). In this case, there were less returned
mailings than expected for the Caucasian/White group.
The other variables’ chi-squared tests produced the following non-significant results:
gender (p=0.2717) and number of children (p=0.8373). The results were significant for
educational attainment (p=2.2e-08), but only when testing the “High school completed”
and “Some college” categories as the remaining were empty, which makes it unreliable.
This is discussed in more detail in a following section.
3.5 Methodology and Results
3.5.1 Percent Correct
The self-reported data from the 116 completed SP surveys were compared pairwise to the
corresponding households in the targeted marketing data at the household level. A simple
ifelse statement is used to check the self-reported answer against the targeted marketing
data for each variable house by house. If the data match, the record is labeled “Correct.”
Conversely, if they do not match, the record is labeled “Incorrect.” If either or both of the
households have missing data, the record is labeled “Missing.” The results are summarized
in pie charts in Figure 7 for each variable. The measure of accuracy that the researchers
used, Equation 3, is shown in the middle of each pie chart.
Correct Records
Correct Records + Incorrect Records
× 100% (3)
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Note that the missing records were removed from the calculation.
As an additional note, the researchers would like to point out that it is not possible
to know with certainty whether the targeted marketing data was incorrect or whether the
self-reported data was incorrectly answered, either intentionally or unintentionally. The
assumption is made that the self-reported data is always correct. However, self-reported
data are sometimes answered hastily and with privacy concerns at the forefront. Even more,
for many households, some basic demographic and socioeconomic questions are difficult to
answer within the parameters of a survey.
Gender, tenure, and age matched at 94.5%, 87.7%, and 82.3% respectively. Gender is
likely the easiest of the variables tested to infer, so this makes sense. It is also relatively
easy to understand the tenure of the household based on the type of housing that the
current address is listed as. Furthermore, targeted marketing firms use data from credit
reporting agencies that know definitively if an individual has or had a mortgage. Lastly,
the age of individuals is usually obtained from credit reporting agencies, and so it again
is relatively accurate. Note that a portion of the incorrect matches could be due to the
fact that the “head of household” was subjectively defined by both respondents and the
targeted marketing firm. Ages were obtained for up to five individuals in each household
in the targeted marketing data, but a comparison was only done against Person 1. The
respondents’ opinion of who the head of household was could have been one of the individuals
listed as Person 2-5.
Marital status and ethnicity matched at 69.0% and 63.4% respectively, which is fair,
but the rate of matching for the remaining variables is seemingly too low (educational
attainment, household income, number of adults, and number of children in the household).
When examined more closely though, even the low accuracy of these variables does not
render them useless. Because of the low cost of purchasing targeted marketing data, there
is a lot of data. The number of households with correct data, which can be estimated from
the results in Figure 7, is still orders of magnitude greater than the number of households
from which survey data was collected through the extended survey effort. This fact is true





















Figure 7: Results of the comparison between the targeted marketing and self-reported
survey data. The percentage is calculated as the number of correct matches over the total
number of records compared (excluding the missing records) for each variable.
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populations.
To illustrate this point clearly, the household income variable will be used as an example.
Excluding the missing records, 34.5% of the targeted marketing data’s income records would
be correct. That means that for the four neighborhoods in this study, 34.5% of the 6554
records are correct, or 2264 households in these neighborhoods. Compared to the 110
income records received from the SP survey, this number is much higher (1958% increase).
The percent increase in sample size for the remaining variables is as follows: age (3530%),
educational attainment (888%), ethnicity (3609%), gender (4872%), marital status (3903%),
number of adults in the household (2724%), number of children in the household (217%),
and tenure (4942%).
For a lower cost in both money and time, it is estimated that accurate data was pur-
chased for a much larger sample of the population than could likely be attained with a
survey, whether online, mailed, or door-to-door. If it can be determined for which house-
holds the data are correct, incorrect, or missing, the biases could be statistically corrected
with weighting and imputation techniques. The problem, albeit a difficult one, is then to
figure out for which portion of the population in each variable the data are correct and for
which it is not. Is it randomly correct over the entire population, or is it more correct for
certain income, age, or ethnicity groups than others?
3.5.2 Chi-squared Tests of Independence
To answer the question of randomness in incorrect data, the researchers examine the self-
reported data more closely. Chi-squared tests of independence are used to find any existing
relationships between the variables and data accuracy. In the cases where the population
in each cell is too small (about <5), the test’s p-value is computed using a Monte Carlo
significance test procedure with 2, 000 replicates [8]. Both educational attainment and the
number of children in the household were not tested. The educational attainment variable
was imputed in such a way as to make many of the cells empty. Also, the variable regarding
number of children in the household is largely missing, which makes an inquiry into its
relationship with data accuracy futile.
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Age (p=0.1609, simulated), gender (p=1.0000, simulated), income (p=0.2004, simu-
lated), number of adults (p=0.4769, simulated), and tenure (p=0.2104, simulated) each fails
to reject the null hypothesis, which assumes there is no relationship between the variable
and data accuracy. It is particularly interesting that the data did not show a relationship
between income groups and whether the record matched between the two data sets. Because
household income is an important variable used in transportation modeling, understanding
this variable’s behavior in the targeted marketing data is imperative. It was expected that
there would be an association because of the low rate of matching responses combined with
the characteristically poorer neighborhoods surveyed. The failure to discover a relationship
may be due to the small sample size of the survey. Table 7 shows the observed data and the
p-value using Monte Carlo simulations. Although the null hypothesis could not be rejected,
it appears that the only two income groups that had more incorrect matches than correct
matches were the lowest and highest groups. With a larger sample, this tendency may prove
to be statistically significant.
Both ethnicity (p=0.0005) and marital status (p=0.0000) did in fact reject the null hy-
pothesis, asserting that there is a relationship or association with data accuracy. There are
more households than expected whose targeted marketing and self-reported data matched
for the African American/Black category. The reverse is true for the Caucasian/White
category. The researchers hypothesize that the missing ethnicity data are at least partially
modeled by the targeted marketing firm with Census data, and therefore it was estimated
that most individuals living in these neighborhoods are African American/Black. This could
have resulted in an association between ethnicity and data accuracy. On the other hand,
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the association between marital status and the rate of matching responses is unlikely. There
is a higher than expected occurrence of single individuals whose data matched and married
individuals whose data did not. This could potentially indicate that the targeted marketing
data assumes one is single until data are collected otherwise. According to this logic, the
married individuals whose data did not match could have been married more recently.
3.6 Conclusions and Future Research
This study concludes that the rate of accuracy between the targeted marketing and self-
reported data for neighborhoods with hard-to-reach and hidden populations is relatively
high for age, gender, and tenure (ranging from 82.3% to 94.5%), but for educational at-
tainment, ethnicity, household income, marital status, number of adults, and number of
children in the household, it ranges from 17.4% to 69.0% (see Figure 7). Despite this, the
estimated number of correct records obtained in the targeted marketing data for the four
neighborhoods still surpasses the number of records obtained from the SP survey by a large
amount. The self-reported data also show that incorrect targeted marketing data randomly
occur across all populations in relation to age, gender, household income, number of adults
in the household, and tenure. It does not randomly occur across ethnicity or marital status
groups. Educational attainment and the number of children in the household were not
testable with regards to randomness across groups. Future research should further test for
which groups targeted marketing data are inaccurate, and it could additionally test the
effectiveness of methods for predicting inaccuracies.
The present study examined the survey responses of a small sample of individuals (116
out of 6554 households, 1.8%) from just four targeted neighborhoods that included high
rates of hard-to-reach and hidden populations (11 Census block groups out of 2232 for the
13 county planning region, 0.5%). The researchers seized the opportunity to look at this
particular group of people, assuming it would be the worse case scenario regarding accuracy
in the targeted marketing data. A separate study by the authors compares tabulated
targeted marketing data with current Census data and a recent household travel survey
for the entire 13-county region [11]. In general, the results show that targeted marketing
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data closely represent Census data when comparing basic demographic and socioeconomic
variables at an aggregate level. The median differences observed at the block group or tract
levels are all within 12.5 percent, with the largest differences arising in tenure. From these
results, we can hypothesize that targeted marketing data are more accurate for those not
classified as hard-to-reach or undercounted groups. Future research should investigate the
improvement of accuracy for these population groups.
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4.1 Abstract
This research investigated the influence of demographic and socioeconomic factors on air
travel demand by using a unique data set purchased from a credit reporting agency. Linear
regression models based on lifestyle segmentation variables were used to predict air pas-
senger trips for Hartsfield-Jackson International Airport in Atlanta, Georgia. The study
focused on predicting trips that originated from or terminated at residences in Atlanta’s
13-county metropolitan area. The lifestyle regression models were compared with regression
models based on income, because the latter were similar to the regression models currently
used by the Atlanta Regional Commission to predict home-based airport passenger trips.
The results provide directional evidence for using lifestyle clusters over income groups in
predicting airport passenger trips. The evidence suggests that alternative data sources with
adequate information for lifestyle segmentation can improve airport passenger models. The
discussion points out the need for air passenger surveys to collect information about the
number of annual air trips a surveyed individual takes.
4.2 Introduction
Two general types of model users and developers are interested in the demographics and so-
cioeconomics of airport travelers: airport planners and metropolitan planning organizations.
Whereas airport planners are generally interested in understanding passenger characteristics
for planning and forecasting needs of the airport infrastructure and capacity, metropolitan
planning organizations are primarily interested in air passenger characteristics to allocate
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geographically and plan for the trips to their region’s airports.
The Atlanta Regional Commission (ARC), which is the metropolitan planning organi-
zation for Atlanta, Georgia, maintains the region’s travel demand model. This model is
unique in that it estimates trips for Hartsfield-Jackson Atlanta International Airport in an
airport passenger model [23]. Airport trips are not normally estimated in metropolitan
travel demand models because the frequency of air travel from a household is so small that
most home travel surveys, which are the primary data source in travel demand models, do
not observe more than two or three air passenger trips. However, in many metropolitan
areas, airports can generate a large proportion of trips during certain times of the day and
days of the week.
To develop an airport passenger model that captures the large volume of trips being
generated by Hartsfield-Jackson, ARC used databases available from the airport planning
department and government agencies. These databases are commonly used for other avi-
ation forecasting models. However, as noted in an ACRP problem statement, forecasting
models based on these databases are limited because they use “very aggregate measures of
demographic or economic factors, such as total population, gross domestic product ... or
per-capita disposable income ... as the principal, and often only, independent demographic
or socioeconomic variables” [4]. Motivated by these data needs, this research explores an
alternative data source available through a credit-reporting agency that can provide dis-
aggregate demographic and socioeconomic information about air passengers, including a
lifestyle segmentation system.
4.3 Literature Review
4.3.1 Demographics in Air Travel
4.3.1.1 General Models
Four major forecasting methods are considered in airport activity forecasting: market share
forecasting, econometric (regression) modeling, time series modeling, and simulation mod-
eling [22]. Each of these forecasting methods can potentially use demographic and so-
cioeconomic information to account for passenger characteristics in a variety of modeling
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applications (e.g., choice models, no-show-rate models, and food sales predictions in the
airport). Airport planning groups and metropolitan planning organizations conduct air
passenger surveys for many of these forecasting needs, sometimes annually, but often de-
tailed demographic and socioeconomic information is not collected with these surveys and
the models suffer accordingly.
4.3.1.2 Atlanta’s Airport Passenger Model
The ARC airport passenger model accomplished two main tasks: the distribution and mode
choice of the air passenger trips to metropolitan Atlanta. ARC estimated the number of
daily air trips and geographically allocated them using three data sources: the total number
of enplanements at the airport as reported by the Federal Aviation Administration (FAA),
an air passenger survey conducted at Hartsfield-Jackson Atlanta International Airport in
2000, and the 2000 decennial census [23].
Figure 8 summarizes ARC’s air passenger distribution model. Several characteristics
of the model are relevant in the context of this study. First, the number of airport trips
was broken down by resident status, type of air trip, and non-airport trip end categories.
Second, non-airport trip ends from the air passenger survey were allocated to traffic analysis
zone (TAZ) linear regression models. The regression models associated with the home-based
trip ends were based on the total number of households in each income group as reported
in the 2000 decennial census. These regression models were constrained to ensure that trip
rates increased with income. The regression models associated with the “other” trip end are
based on total employment in the TAZ. ARC notes that the distribution portion of the air
passenger model shown in Figure 8 did not offer a high degree of prediction accuracy, even
after applying geographic indicators with related factors to the central business district,
outlying counties, and an “other” category.
4.3.2 Life Cycle and Lifestyle Segmentation Literature
The terms “life cycle” and “lifestyle” appear in the literature frequently. Although these
terms are sometimes used interchangeably, they refer to different concepts. In scientific
studies involving a life process from birth to death, the term life cycle is used, where each
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Figure 8: ARC airport passenger model.
Y = total daily air passengers per traffic analysis zone.
X = number of households in the income group as 1999 dollars; where Xl = low ($0 to $19,999), Xml = medium low
($20,000 to $49,999), Xmh = medium high ($50,000 to $99,999), Xh = high ($100,000 and over).
E = total employment.
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step in the life cycle is called a life stage. In general, models that account for demographic
characteristics and socioeconomic factors are characterizing the life cycle. In contrast,
models that incorporate taste variations beyond simple demographic and socioeconomic
factors—for example, by including attitudinal, behavioral, and habitual information—are
characterizing the lifestyle. A detailed discussion of these terms and an extensive literature
review as well as earlier research are available elsewhere [9, 18, 19].
In practice, the distinction between life cycles and lifestyles is not easily decipherable.
For example, one study created a “life cycle” segmentation scheme using variables that
distinguished young and old households, the presence of children, and blue-collar versus
white-collar occupations [2]. Another study created a “lifestyle” segmentation scheme us-
ing similar variables to describe the household structure (age of the head of household,
presence of children and their age groups, number of adults, and household size), labor
force participation (household income, employment status of the male and female heads of
household, proportion of white-collar male employees, and variables explaining the propor-
tion of income made by both the male and female), and leisure activities [20]. The leisure
activities, as described by the authors, included variables such as education levels rather
than actual behavioral data. The difference between the two studies, therefore, rests more
on the level of detail rather than on the inclusion of behavioral and attitudinal data.
Table 8 summarizes a representative sample of studies that formulated (and in some
cases utilized) a life cycle or lifestyle segmentation system. The marketing literature has
had a strong interest in life cycle and lifestyle segmentation as early as the 1960s when it
was borrowed from the field of sociology [24]. Since then, many researchers have formulated
different models. A conceptual and empirical comparison of life cycle models in marketing
is presented elsewhere [21]. The transportation community started applying lifestyle and
life cycle segmentation concepts in the early 1980s. For example, in 1983 lifestyle and
life cycle segmentations were tested against income segmentation for both shopping trip
mode choice and destination choice models [20]. The choice models segmented by lifestyles
predicted better than the pooled alternative and better than both the life cycle and income
segmented models. To the authors’ knowledge, a lifestyle segmentation system has not yet
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been applied in air travel demand modeling.
4.4 Data
Two data sets are used in this study. The first data set, obtained from a credit-reporting
agency, contains a rich set of individual-level demographic and socioeconomic information
including lifestyle variables. The second dataset, obtained from an air passenger survey
conducted at Hartsfield-Jackson Atlanta International Airport, provides information on the
originating and terminating ZIP codes for a sample of resident and nonresident air travelers
at the airport. This section describes each data set and known sources of bias as these
limitations are important in interpreting the results.
4.4.1 Credit-Reporting Data
U.S. credit-reporting agencies collect information for individuals aged 18 years and older
who have a credit history. Unlike census data, credit-reporting data are updated frequently,
often on a monthly or quarterly basis. A wide range of data sources is used to populate the
credit-reporting database. These sources provide information related to finances (monthly
credit card transactions, current mortgage balances, credit scores), socioeconomic and de-
mographic characteristics (number and ages of adults and children in the household, house-
hold income, ethnicity, educational level, occupation, home owner or renter, dwelling type,
length of time in current residence), and lifestyle preferences and hobbies (interest in travel,
fishing, fine arts). The latter lifestyle preferences are obtained from a variety of sources,
including product registration forms and specialty credit cards.
The credit-reporting data for this study represent a 10% sample of Atlanta residents
(ages 18 years and older) in the 13-county Atlanta metropolitan area, or about 500,000
households. The credit-reporting data reflect characteristics of the Atlanta metropolitan
area as of January 2011. Income and lifestyle clusters were the key variables used in the
study.
Demographic and socioeconomic variables such as income and age are updated regularly
by the credit-reporting agency, and this information may provide a forecasting advantage
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426,648 26 Proprietary Airport passenger
allocation model
a n/a = not applicable.
b PECAS = Production Exchange Consumption Allocation System.
c PECAS is a spatial economic model system.
d All households in this set were headed by married couples.
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over the decennial census, the data source most often used in current air passenger mod-
els. Although the exact algorithm the credit-reporting agency uses to populate household
income is proprietary, the credit-reporting agency shared some details. Specifically, its in-
come model is recalculated at least quarterly, and its underlying algorithm is rebuilt every
few years. Approximately 25% of the income data are obtained from credit applications.
Income for the remaining records is imputed using an algorithm that considers data such as
age, home ownership, home value, presence of children in the household, occupation, and
education.
The credit-reporting agency also uses a confidential algorithm to create lifestyle segmen-
tation variables. Numerous inputs are used to create these segmentation variables, including
demographic data, financial data, survey data, transaction data, behavioral and attitudinal
data, and trigger data. Trigger data refers to life events (such as the birth of a child) that
might cause an individual to move into a different lifestyle cluster. The algorithm segments
households into 26 clusters. Each cluster represents a unique lifestyle. A summary table of
the 26 clusters based on the U.S. population as of January 2011 is presented in Table 9.
The segmentation model considers consumers’ air travel preferences (although the num-
ber of annual air trips is not directly observed). The travel information primarily comes
from stated preference surveys that ask specific questions related to air travel. For example,
one question might read, “Does any member of your household belong to a frequent flyer
program?” Individuals who consistently express an interest in air travel across multiple
data sources are more likely to appear in the clusters noted in Table 9 that are associated
with travel in general or domestic travel, foreign travel, and business travel specifically.
This study is based on 426,648 households. Only observations that contained complete
information on household income, age of the head of household, and household lifestyle
cluster were included in the analysis. Tables 10 and 11 show the frequency of lifestyle
clusters by the income and age categories. Income is used to determine which clusters a
household may belong to. For example, a household making $125,000 or more will not
appear in clusters 10 to 26. Age is more uniformly distributed across the clusters, although
some of the clusters such as “Already Affluent” and “Nice and Easy Grandparents” show
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Table 9: Summary of Credit-Reporting Lifestyle Clustersa










General Domestic Foreign Business
1 Already Affluent 0.3 166 29 x – – –
2 Big Spender Parents 1.2 162 43 x – – –
3 Chic Society 3.7 167 49 x – – –
4 Diamonds-to-Go 5.7 123 48 x – – –
5 Easy Street 0.4 161 64 x – – –
6 Feather-the-Nest 0.4 163 31 x – – –
7 Go-go Families 0.1 166 43 – – – –
8 Home Hoppers 2.4 125 40 – – – –
9 IRA Spenders 5.1 91 67 – – – –
10 Just Sailing Along 7.7 68 31 x – x –
11 Kiddie Kastles 11.9 73 43 – – – –
12 Loose Change 5.3 71 43 – – – –
13 Mid-Life Munchkins 6.1 71 55 x – – x
14 Nice & Easy Grandparents 6.9 68 68 – – – –
15 Oodles of Offspring 2.1 36 28 x x – –
16 Parks, Parts, & Prayers 2.7 31 38 – – – –
17 Quiet Homebodies 9.2 55 43 – – – –
18 Rocky Road 5.3 40 44 – – – –
19 Still Going Strong 1.5 32 63 – – – –
20 Totebaggers 1.4 26 28 x – x –
21 Under-the-Car 1.4 28 37 – – – –
22 Very Spartan 7.2 26 37 – – – –
23 Working Hard 1.8 25 42 – – – –
24 X-tra Needy 2.0 25 66 – – – –
25 Young-at-Heart 3.4 26 70 – – – –
26 Zero Mobility 4.7 25 71 – – – –
a Statistics are from the entire U.S. population (not the data used in this research). Table was adapted from one
provided by the credit-reporting agency.
b HH = household.
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distributions skewed towards particular age ranges.
To determine potential biases in the credit-reporting data, age, income, and vehicle
ownership characteristics were compared to census data. In general, the credit-reporting
data used for this study underrepresent lower-income households, households that do not
own a vehicle, and households that rent. These biases are not necessarily a reflection of the
credit-reporting database in general but rather reflect the sampling frame the research team
used for confidentially linking the credit-reporting data to the Georgia Department of Motor
Vehicle’s auto ownership database and the Metropolitan Atlanta Rapid Transit Authority’s
paratransit database. Of the 500,000 records sent to the credit-reporting company, 458,852
records were matched based on the individual’s current address. A large portion of the
unmatched addresses included those with apartment numbers and those with limited or no
credit history. However, in the context of this study, the sampling bias may have minimal
impact on the results because people who frequently make air trips tend to be mid- to
high-income individuals who have mature credit reports.
4.4.2 Airport Passenger Survey Data
The secondary data used in this research are from a departing passenger survey conducted
by Hartsfield Planning Collaborative at Hartsfield-Jackson Atlanta International Airport
for a peak week in July 2009. The survey collected information for 12,075 departing indi-
viduals, of whom 5,037 were originating passengers and 7,038 were connecting passengers.
The survey was a random stratified single-stage cluster sample. The passengers chosen to
participate were identified by randomly selecting flights over a two-week survey period from
four mutually exclusive sample groups of flights (hub airline domestic departures, other
airline domestic departures, hub airline international departure, and other airline interna-
tional departure). Each passenger on the selected flights was considered an elementary unit
of a cluster (i.e., the flight) and was asked to complete a questionnaire. About 63% of the
passengers on the surveyed flights completed a questionnaire [8].
The airport planning department provided 2,456 records of the originating passengers, or






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 11: Frequency of Lifestyle Clusters Versus Head of Household Age
Age (years)
Cluster 18-29 30-39 40-49 50-59 60-69 70-79 80-89 90+
Already Affluent 206 568 1 3 1 0 0 0
Big Spender Parents 4 628 2,250 1,044 12 2 1 0
Chic Society 67 1,308 3,296 3,204 2,794 1,007 231 46
Diamonds-to-Go 13 5,396 17,279 14,016 4,430 857 98 27
Easy Street 2 11 19 633 580 115 15 4
Feather-the-Nest 184 671 1 28 23 3 1 0
Go-go Families 1 41 61 30 0 0 0 0
Home Hoppers 983 3,020 905 691 434 169 75 31
IRA Spenders 2 38 105 5,863 11,465 6,448 1,859 336
Just Sailing Along 4,608 6,107 989 408 19 9 6 5
Kiddie Kastles 899 13,994 32,069 15,905 184 89 22 9
Loose Change 518 3,621 6,628 3,155 68 43 16 5
Mid-Life Munchkins 2,013 3,612 220 12,389 15,038 5,367 662 107
Nice & Easy Grandparents 4 52 108 4,506 5,898 2,661 892 279
Oodles of Offspring 2,276 2,520 24 20 8 3 1 0
Parks, Parts, & Prayers 1,358 2,533 2,412 953 13 6 6 0
Quiet Homebodies 376 6,607 13,934 7,381 1,102 351 57 24
Rocky Road 19 2,398 4,661 2,446 298 121 65 13
Still Going Strong 2 199 416 1,889 2,664 1,386 203 40
Totebaggers 1,061 1,015 26 18 11 7 5 1
Under-the-Car 788 1,772 1,893 1,290 37 22 14 2
Very Spartan 1,609 3,911 4,913 2,093 48 32 11 0
Working Hard 477 771 659 847 688 245 48 12
X-tra Needy 11 330 700 2,005 2,003 944 339 115
Young-at-Heart 2 21 36 2,585 4,575 3,752 1,389 263
Zero Mobility 2 24 33 1,918 2,938 1,762 800 219
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trips from private residences and 1,599 of those had corresponding ZIP code information.
Trips from places of business or hotels were excluded because the credit-reporting data
provide household information, not workplace information. This study focuses on predict-
ing home-based trips in the 13-county metropolitan area defined as those trips that have
their non-airport trip end at a private residence. The number of surveys with their non-
airport trip end at a private residence represents 72.3% of trips in the peak week survey
[8], and therefore the model covers a significant portion of airport passenger trips without
considering workplace-based trips to the airport.
Because the catchment area of Hartsfield-Jackson is larger than the 13-county metropoli-
tan area in the credit-reporting data, the ZIP codes that fall within the 13-county needed
to be identified. ZIP code and county boundaries do not necessary coincide. QGIS, an open
source geographic information system [16], was used to calculate each ZIP codes centroid.
A total of 143 ZIP codes whose centroids fell within any of the 13 counties were retained
in the sample. The total sample from the air passenger survey data used in this analysis,
then, was 1,131 cases within the 13-county metropolitan area.
4.5 Methodology
The objective of this study was to compare a least-squares regression model based on the
functional form used in the existing ARC airport passenger model with one that uses lifestyle
segmentation variables. However, limitations associated with the credit-reporting and air
travel survey databases posed two key methodological challenges. The first challenge was
in defining an appropriate trip rate from the air passenger survey that could be linked to
the credit-reporting data at the ZIP code level. The second challenge was identifying and
eliminating outliers. This section describes the least-squares regression models in general
and how these two methodological challenges were addressed.
As noted in the literature on traditional demographic models in air travel [22], a simple
linear model is one of the models used most often. This takes the following form:
Y = α+ βX + ε (4)
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where Y is the dependent variable, X is a matrix of independent variables, α is a constant,
β is a matrix of the coefficients describing how a change in each X affects Y , and ε is a
random error term with mean zero.
4.5.1 Independent Variables
The credit-reporting and air passenger survey data were linked at the ZIP code level. The
credit-reporting data were used to create the independent variables, and the air passen-
ger survey was used to create the dependent variable. The first set of regression models
replicated the independent variables used in the existing ARC airport passenger model,
which was based solely on income group populations in each TAZ from the census data. To
make the replicated models most similar, the same income groups were formulated with the
credit-reporting data and summarized at the ZIP code level. In contrast to the ARC model,
the income group populations were standardized by the total population in each ZIP code.






where NH(30308) is the number of households with an income greater than $100,000 in
ZIP code 30308 and T(30308) is the total number of households in ZIP code 30308 in the
crediting-reporting data.
The second set of regression models, the lifestyle models, used the lifestyle variables.





where N1(30308) is the number of households in the “Already Affluent” cluster in ZIP




The dependent variable is a measure of the average number of air trips at the ZIP code
level. It was necessary to create an average pseudo trip rate for each ZIP code because
the air passenger survey did not collect information about individuals’ annual air travel
rates. The average pseudo trip rate, y, was calculated by summing the number of surveyed
individuals according to the home ZIP code and dividing by the total number of households





where S(30308) is the number of survey respondents in the air passenger data with home ZIP
code 30308 and T(30308) is the total number of households in ZIP code 30308 in the credit-
reporting data. Although the survey asked individuals if they were traveling together, that
information was not provided to the researchers. Thus, the pseudo trip measure used in
this analysis does not control for multiple responses from a given party. The number of
survey respondents per ZIP code ranged between 0 and 33 with a median of 6.5 and mean of
about 8. Because the number of survey respondents in each ZIP code was small compared
with the sample in the credit-reporting data, the trip ratio was multiplied by 1,000, which
makes the model results easier to interpret. This assumption, although likely biased in an
immeasurable way, should be viewed as a proxy measure for the number of air trips per
household for each ZIP code. The ARC model’s dependent variable had two differences: it
was not standardized by population and the survey numbers were projected up to match
the total number of enplanements as reported by the FAA. The authors chose not to do
the latter step because it did not provide any added benefit for comparing the models. The
dependent variable is referred to simply as average trips per household for the remainder of
the paper. For each ZIP code:
y(ZIP ) = α+ βixi(ZIP ) (8)
where i indexes the independent variables included in a given model (e.g., xH or x1).
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4.5.3 Outliers
The free software environment for statistical computing and graphics called R was used to
analyze the data and models [17]. Several successive outlier tests using the package car [7]
indicated a large number of outliers in the data. Both sets of regression models (the ones
based on income groups and those based on lifestyle clusters) presented the same severe
outliers. These outliers resulted from the average trips per household by ZIP code, which
had a distribution that was largely skewed to the right. These outliers could be due to
the errors associated with the large difference in sample sizes between the credit-reporting
data and the air passenger survey. Furthermore, there were obvious errors in a few of the
ZIP codes where the number of surveys conducted in the air passenger data was high with
no existing residential population and therefore no cases in the credit-reporting data. For
example, the airport ZIP code was reported as the home ZIP code seven times in the air
passenger survey but was not present in the credit-reporting data because no residences are
associated with that ZIP code. To remove these and similar survey coding errors, nine ZIP
codes that had an average trip frequency measure greater than ten trips per household were
removed, leaving 134 ZIP codes in the data.
4.5.4 Model Selection
To compare different model specifications, the adjusted R-squared statistic was used as
the primary reported measure of fit. However, additional diagnostics were examined to
ensure that a linear regression model was appropriate. Some of these included plots of
residuals versus fitted values (which were regularly distributed about zero), the normal Q-Q
plots (which produced an approximate straight line), and the standardized residuals versus
leverage plots (which showed that all of the points fell within a reasonable Cook’s distance
of one). A normal Q-Q plot is a graphical method for comparing the normal probability
distribution with a given set of data—in this case, the standardized residuals—by plotting
their quantiles against each other. The linearity of points on this type of plot suggests that
the residuals are normally distributed. Cook’s distance is a measure of the effect of a given
observation on the regression result. There are different opinions about what cutoff values
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of Cook’s distance indicate an outlier. For a standardized residuals versus leverage plot,
distances larger than one suggest the presence of a possible outlier or a poor model. Refer
to Neter et al. [15] for further descriptions of Q-Q plots and Cook’s distance.
Two traditional models based on income groups and numerous models based on the
lifestyle clusters were estimated. The leaps package [13] in R was used to select the optimal
group of lifestyle clusters to retain in models that were built parsimoniously. Specifically,
the regsubsets command associated with the leaps package was used to identify the subset
of clusters that provided the best adjusted R-squared value. To clarify, the command allows
the user to specify the maximum number of desired variables in the model, and then the
regsubsets routine determines which of the available variables maximizes the adjusted R-
squared value for each valid model size. By iteratively estimating the best subsets returned
by the regsubsets routine for each model size, two preferred models were selected: one
containing three clusters and another containing five clusters.
4.6 Results
Table 19 presents the results for four regression models. Models 1 and 2 are the traditional
models that use income to emulate the ARC’s airport passenger model, and Models 3 and 4
use lifestyle clusters. Because of the data limitations discussed previously (particularly the
small number of observations available from the air passenger survey), the results should be
interpreted as directional evidence, not as absolute trip frequency predictions. In general,
the lifestyle clusters predict the average number of air passenger trips better than income
groups.
Model 1, which only includes the percent of high-income households in the ZIP code,
has the lowest adjusted R-squared value. Model 2 includes three of the income groups.
Although both the medium-high and medium-low income in Model 2 are not statistically
significant at the 95% confidence level, the model fit does improve slightly. The counter-
initiative results of the β estimates in Model 2 reflect the same nuances captured in the
ARC’s air passenger model; ARC constrained the β estimates shown in Figure 8 to ensure
























































































































































































































































































































































































































































































































































































Table 13: Qualitative Description of Selected Clusters
Cluster Demographic Profile Interests
Chic Society Few kids, high home ownership and val-
ues, high education, mail responsive
Stocks/bonds, apparel, charities, fitness,
cultural events, antiques, fashion, travel,
multiple credit cards
Diamonds-to-Go Home owners, high home values, kids,
white collar, mail responsive
Home furnishings, stocks, computers,
gourmet cooking, gardening, travel, mul-
tiple credit cards
Just Sailing Along No children, renters, white collar, stu-
dents, short length of residence
Camping equipment, electronics, wines,
gourmet food, new technology, outdoor
activities, travel abroad
Totebaggers Young, single adults, no children, high
mobility, students, sales/service
New technology, personal computers,
electronics, fitness, many sports, cul-
tural events, travel abroad
Kiddie Kastles Homeowners, children in household,
white collar, college graduates, mail re-
sponsive
Computers, video cameras, kids items,
fitness, outdoor activities, automotive
work, multiple credit cards
Nice & Easy Grandparents Empty nesters, homeowners, long
lengths of residence, retired or white
collar, high education
Tools, audio equipment, stocks,
fundraising, gardening, golf, crafts,
civic and bible activities, grandchildren
Table is adapted from one provided by the credit-reporting agency.
was left unconstrained to demonstrate its true fit. Model 1 was included as an alternative
traditional model that intuitively makes sense without constraints.
Models 3 and 4 both have one cluster from the set of non-travel clusters and multiple
clusters from the set of travel clusters as defined in Table 9. These clusters are described
qualitatively in Table 13. In each of the models, the variables associated with the non-
travel clusters (i.e., “Kiddie Kastles” and “Nice and Easy Grandparents”) have negative
β estimates, and the variables associated with the travel clusters (i.e., “Chic Society,”
“Diamonds-to-Go,” “Just Sailing Along,” and “Totebaggers”) have positive β estimates.
Each of the lifestyle clusters is significant at the 99% confidence level. Models 3 and 4 have
significantly higher adjusted R-squared values than Models 1 and 2.
To interpret the limits of Models 3 and 4, Figure 9 and Tables 14 and 15 are shown.
Figure 9 shows a boxplot for each of the lifestyle cluster variables used in Models 3 and
4. A boxplot is a graphic representation of the five-number summary of numerical data:
minimum value, lower quartile, median, upper quartile, and maximum value. The shaded
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Figure 9: Boxplots showing range of values for each lifestyle cluster in Models 3 and 4.
to the 75th percentile). The middle line marks the median. The whiskers, shown as a dotted
line, go from the minimum to the maximum value. If the distance from the minimum value
to the first quartile or from the maximum value to the third quartile is more than one and
a half times the interquartile range, then the values are considered outliers and are denoted
by a circle. The boxplots for each of the lifestyle cluster variables show that the scope of
Models 3 and 4 include percentages up to about 35% for the lifestyle cluster composition in
each ZIP code. In other words, the model can only predict with accuracy an average trip
rate for ZIP codes that have 35% or less of their population in a particular lifestyle cluster.
Tables 14 and 15 present observed and hypothetical cases ordered by their fitted Y -
values, Ŷ , for Models 3 and 4, respectively. The observed cases, which are denoted by a
real ZIP code listed in Tables 14 and 15, show the actual percent compositions for each of
the lifestyle clusters and Ŷ . These cases were selected from the 134 observed ZIP codes
because their Ŷ values are closest to the minimum, median, mean, and maximum values of
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Table 14: Real and Hypothetical Cases for Model 3
Ordered by Fitted Values of Pseudo Trip Rate
ZIP Code Case Type X4 X10 X11 Ŷ
1.63 + 0.14X4 + 0.08X10 − 0.06X11 = Ŷ
30238 Real 2.4 0.5 24.0 0.7 (Min)
– Min 0 0 0 1.6 –
30019 Real 13.2 2.7 31.1 2.0 (Median)
– Median 8.0 2.8 12.0 2.3 –
– Mean 9.2 4.9 14.3 2.5 –
30066 Real 13.3 2.7 22.1 2.5 (Mean)
30327 Real 31.7 3.5 1.8 6.4 (Max)
– Maxa 31.7 37.6 35.9 7.1 –
Italics denote hypothetical cases, which are based on the summary
statistics of each lifestyle cluster; min = minimum; max = maxi-
mum.
a This hypothetical case, where each of the cluster percentages is its
maximum value, is technically outside the scope of the model and
is also impossible because the percentages add up to more than
100. It is still helpful though because it shows that even in this
case, the predicted pseudo trip rate is reasonable compared with
the minimum observed case (ZIP code 30238).
Table 15: Real and Hypothetical Cases for Model 4 Ordered by
Fitted Values of Pseudo Trip Rate
ZIP Code Case Type X3 X4 X10 X20 X14 Ŷ
0.91 + 0.09X3 + 0.13X4 + 0.09X10 + 0.18X20 − 0.17X14 = Ŷ
30069 Real/Min 0 0 0 0 0 0.9 (Min)
– Median 1.1 8.0 2.8 0.8 3.8 1.8 –
30168 Real 0.1 4.2 1.3 3.8 1.3 2.1 (Median)
– Mean 2.6 9.2 4.9 2.0 3.8 2.5 –
30033 Real 4.0 12.2 6.5 2.7 8.8 2.5 (Mean)
30327 Real 29.2 31.7 3.5 0.2 2.2 7.6 (Max)
– Maxa 29.3 31.7 37.6 15.8 9.5 12.2 –
Italics denote hypothetical cases, which are based on the summary statistics of
each lifestyle cluster; min = minimum; max = maximum.
a This hypothetical case, where each of the cluster percentages is its maximum value,
is technically outside the scope of the model and is impossible because the per-
centages add up to more than 100. It is still helpful though because it shows that
even in this case, the predicted pseudo trip rate is reasonable compared with the
minimum observed case (ZIP code 30069).
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Ŷ . The hypothetical cases, shown in italics, are derived from the summary statistics for each
lifestyle cluster used in the model—that is, the minimum, median, mean, and maximum of
each of the independent variables.
For Model 3, the maximum Ŷ is about 6.5 trips per household and the minimum is
about 1 (Table 14). For Model 4, the maximum Ŷ is about 7.5 and the minimum is also
about 1 (Table 15). Both models have medians and means falling between 2 and 2.5 trips,
which is reasonable. Given the hypothetical case where all the variables are their maximum
percentage values (which is not technically possible because they add up to more than
100%), the Ŷ values for each of these hypothetical cases remain at a reasonable 7 and 12
trips, respectively. These values demonstrate that the two regression models are predicting
reasonably in addition to having significantly improved adjusted R-squared values.
4.7 Future Research
There are many opportunities to improve aviation forecasting models by incorporating
richer demographic and socioeconomic information, particularly lifestyle segmentation in-
formation. It would be interesting to repeat this study with an airport passenger survey
that included the total number of annual air trips taken by the survey respondents as well
as the residential and work street addresses. This approach would help overcome a key
methodological challenges encountered in this study, namely, the need to create an average
pseudo trip rate at a high level of geographic aggregation. A more accurate measure of trip
rates calculated for smaller geographic areas, such as TAZs or block groups, could also help
uncover idiosyncrasies that exist across TAZs but when aggregated do not appear at the
ZIP level. The work street addresses would be helpful in separately predicting those trips
to the airport that are made directly from work.
It would also be interesting to repeat this study for different metropolitan areas to see
if the estimated models are transferrable to other regions. The credit-reporting database is
unique in that it maintains consistent definitions of clusters across the United States. This
factor is important because one of the main arguments against using lifestyle variables is
that they are dependent on the data used and therefore are not transferable to different
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regions when the data source changes. This type of analysis would contribute to the lifestyle
literature in general because it would look at the transferability of the lifestyle clusters across
the U.S. in addition to the transferability of the models specified in this study.
To use the lifestyle cluster models for forecasting future trips to the airport specifically,
a model would need to be developed to predict changes in lifestyle percent compositions for
a desired geographic aggregation level (e.g., ZIP code, TAZ). Forecasting could be accom-
plished by tracking, through the credit-reporting database, how individuals change lifestyle
clusters over time.
4.8 Conclusions and Policy Implications
This study provides evidence that non-traditional data sources can be used in air travel
forecasting applications. Regression models based on lifestyle clusters from a non-traditional
data source exhibited much higher adjusted R-squared values than did regression models
based on income. These results suggest that alternative data sources—namely, those that
provide information about consumer preferences and attitudes revealed through lifestyle
segmentation—can improve the forecasting accuracy of airport passenger models.
Non-traditional data sources may have other advantages. For example, the credit-
reporting data used in this study can be obtained at a lower cost than some traditional
sources, such as two-day travel surveys. Further, the credit-reporting data are updated
more frequently than air passenger and census data. Monthly or quarterly updates of house-
hold income, employment status, credit balances, and lifecycle clusters could be valuable in
analyzing how a particular economic or political shock could impact the aviation industry
[4]. With the recent instability of the economy, it has become increasingly important to
examine the impact of these types of shocks.
The data used in this study, particularly the lifestyle variables, are often purchased by
firms that want to target a customer segment (e.g., by offering promotions for particular
products or services). It would be interesting to see if a similar approach could be used to
market existing or new airport services. For example, it may be possible to increase the
number of trips to the airport taken using Metropolitan Atlanta Rapid Transit Authority
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by identifying environmentally conscious air travelers through the lifestyle variables and
sending them information on park-and-ride lots and train schedules for stations near their
residences.
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CHAPTER V
RESIDENTIAL LOCATION CHOICE MODEL
J. D. Kressner and L. A. Garrow. “Leveraging targeted marketing data in travel demand
modeling: An application in residential location choice modeling.”. Georgia Institute of
Technology. Working paper, 2014
5.1 Abstract
The purpose of this research is to test that non-traditional data sources, specifically third-
party targeted marketing data and mobile phone data, can be used as a supplement to
or potential replacement for traditional household travel surveys. The scope of this paper
is limited to testing with a simplified multinomial logit (MNL) residential location choice
model. Three models were estimated: (1) a base-line model using variables commonly found
in residential location choice models; (2) a model that adds a unique measure, derived from
the targeted marketing data, of a household’s tendency to choose locations with households
similar to their own; and (3) a model that adds an analogous measure of a household’s
tendency to choose locations that are without households most opposite to their own. The
sensitivity of the third model to the sample size and the number of random alternatives
included in the model estimation is tested using Monte Carlo simulations. The model results
indicate that residential location choice models can be estimated using non-traditional data
sources, and in fact, model fit is better due to the availability of more variables than those
currently included in household travel surveys. The Monte Carlo experiment indicates
that parameter estimates are quite sensitive to household sample size. With sample sizes
commonly used in the literature (N=500-1,000), it was shown that the standard deviation of
parameter estimates was relatively high when compared to the “true” parameter estimates,
often producing parameter estimates with incorrect signs. The large sample sizes and
additional variables available with targeted marketing and mobile phone data offer several
cost and modeling benefits over traditional surveys for residential location modeling.
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5.2 Introduction
Residential location choice modeling has a rich history. Urban and transportation planners
recognized early on that residential location decisions determine how households connect
to the urban environment, thereby helping to shape transportation infrastructure, land-use
policies, and urban form. In practice, residential location choice models are often a part of
an integrated model of land-use and transportation. Some examples include PECAS [16],
UrbanSim [45], DELTA [8], and METROPILUS [36]. Residential location choice modeling
has always presented methodological challenges to researchers. Some of these challenges
include handling the large number of residential choices available through different sampling
strategies [14, 26, 27, 38], addressing price endogeneity [13] and other endogenous long-term
and short-term choices like work location and vehicle ownership that influence the residential
location decision [9, 18, 35, 37, 47], accounting for self-selection effects (see [30] for a review
of recent approaches), and incorporating spatial correlation across choice alternatives and
decision-makers [4, 39]. Researchers continue to advance and refine methods for addressing
these methodological challenges.
A fact that is often overlooked, though, is that to successfully estimate and implement
these advanced models, larger and more detailed estimation samples are needed. However,
in an era of decreasing budgets, infrequent collection of household travel surveys, and de-
clining survey response rates, it is often difficult for researchers to obtain sample sizes that
would allow them to specify robust models. Additionally, nonresponse and sampling biases
of household travels surveys are generally worsening. For example, a large portion of our
household travel surveys, including the most recent National Household Travel Survey [10],
draw samples entirely from the set of households with fixed landline telephones. Yet, the
International Telecommunication Union (ITU) [19] reports that only 44.0 fixed phone sub-
scriptions existed per 100 inhabitants nationally in 2012, which includes subscriptions for
businesses. For comparison, 98.2 mobile phone subscriptions existed per 100 inhabitants in
2012, which according to the Pew Research Center translates to mobile phone ownership
by 91% of all adults in the U.S. [20, 34].
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Issues related to the declining quality of household travel surveys and their impact on in-
frastructure and policy decisions have been extensively discussed within the transportation
community [40, 41, 44, 48]. Multiple advancements have been proposed including GPS-
based surveys to improve trip reporting and location accuracy, advanced computer-assisted
telephone interviewing (CATI) programming to ease respondent burden and increase re-
sponse rates, and more detailed residence and workplace tabulations at the traffic analysis
zone (TAZ) level from the Census Transportation Planning Package (CTPP) to improve the
expansion of survey results to a region. However, none of these suggestions address the root
of the problem: interview-based surveys. The proposed solutions continue to suffer from
the high cost and difficult recruitment process of surveys. In this paper, we consider an
approach to obtaining passively-collected data. We explore the use of targeted marketing
data, sometimes also referred to simply as marketing or consumer data. Targeted market-
ing data are collected by independent companies who make their detailed demographic and
socioeconomic information at the household- and person-level available for purchase.
In this work, we estimate a simple residential location choice model using targeted
marketing, mobile phone, and U.S. Census data. The model is subsequently expanded to
include additional variables particular to the targeted marketing data. Lastly, we test the
sensitivity of the model to the size of the number of sampled households and the number
of sampled alternatives included in the model estimation using Monte Carlo simulations.
5.3 Data
Residential location choice models typically model location decisions as a function of neigh-
borhood attributes (such as number of housing units), accessibility variables (such as travel
time to work), and interactions among household and alternative characteristics. We use
three types of data: (1) targeted marketing data for household characteristics and neighbor-
hood attributes, (2) mobile phone data for neighborhood attributes, and (3) U.S. Census
data for accessibility variables and neighborhood attributes. Table 16 summarizes the data
source for each variable included in the specification. We use a specification that is simi-
lar to one used in another study [47], but due to differences in available information some
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Table 16: Data Source for Each Variable in the Model Specification
Variable Source
Neighborhood Attributes
log(Average Income) Targeted marketing data
log(Population Density) 2010 Decennial Census
log(Number of Housing Units) 2010 Decennial Census
Accessibility Variables
Avg Commute Time x log(Employment Density) ACSa x Mobile phone data
Interactions of Household and Alternative Characteristics
Household Size x Avg Household Size Targeted marketing data x 2010 Decennial Census
Household Income x Avg CMVb Targeted marketing data
Lifestyle Similarity Measure Targeted marketing data
Lifestyle Dissimilarity Measure Targeted marketing data
a ACS = American Community Survey 5-year estimates 2006-2010
b CMV = current market value
substitutions are made.
5.3.1 Targeted Marketing Data
Targeted marketing firms compile information about individuals and households from a
variety of sources such as public records, credit reports, credit card transactions, email
lists, and internet behavior. They aim to include all individuals aged 18 years or older.
The targeted marketing firms sell these data to companies wanting to customize marketing
campaigns to potential customers. Coincidentally, these data contain the majority of house-
hold and individual demographic and socioeconomic fields that are used in travel demand
forecasting applications. Targeted marketing data have been used in several prior studies
relevant to travel demand modeling [7, 22, 23, 25].
We use household-specific information including household income and household size
from the targeted marketing data in this study. We also use the data to calculate alternative
characteristics including the average income and the average current marketing value of
housing. Additionally, we use a lifestyle clustering system from the targeted marketing
data, which is described in more detail in the next section.
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5.3.1.1 Lifestyle Clustering
The targeted marketing data contain information about individuals’ behavioral preferences
and attitudes that is captured in a “lifestyle segmentation” variable. Lifestyle clusters are
commonly used in targeted marketing applications as a way to identify individuals who
are more likely to be interested in particular products. These lifestyle clusters incorporate
information about household income, ages of individuals in the household, the types of
products the household typically purchases, and changes in household structure (such as
the birth of a child).
For this study, we use a segmenting system developed by the targeted marketing firm
that classifies households into 26 clusters, each representing a unique lifestyle. The cleverly-
named clusters range from the young and wealthy “Already Affluent” to the least prosperous
“Zero Mobility.” As an example, the “Easy Street” cluster is described like this: “The
households in this niche are typically older, white collar and educated. They have grown
children, possibly still living with them. All of the households within this niche own their
homes and have lived at the same address for 7 years or more. On average, their homes
are worth about $250,000. They are more likely than the general population to have a pool
and to own a vacation home.” These lifestyle clusters, as well as the individual behavioral
variables used to classify them, provide an opportunity to incorporate behavioral preferences
and attitudes that are consistently available nation-wide directly into travel demand models.
Several researchers have noted that similar households tend to cluster in homogeneous
neighborhoods [2, 3, 11, 21], and that social networks influence work and residence location
[3, 15, 42, 43]. Using the lifestyle cluster segmentation system of the targeted marketing
data, we develop two variables to measure this tendency of households to choose to live
near similar households and to live away from dissimilar households. We collapse the 26
household clusters in the lifestyle segmentation system into two variables, a similarity mea-
sure and a dissimilarity measure. The similarity measure is a standardized measure of the
number of households in each choice alternative that share the same lifestyle cluster as the
household making the residential location choice. The standardization accounts for differ-
ences in the alternatives’ population sizes and differences in the relative sizes between each
84
cluster. Conversely, the dissimilarity measure is a standardized measure of the number of
households in each alternative that are classified into the lifestyle cluster that is least cor-
related with that of the household making the choice. Technical details are in an appendix
(see Section 5.8).
5.3.2 Mobile Phone Data
There are two major types of mobile phone data: (1) wireless signaling data and (2) global
positioning system (GPS) data. In the case of wireless signaling data, location and time
points are stored for all mobile phones not only when a phone call, text message, or email is
sent or received, but also through a continual tracking process that allows service providers
to more quickly connect phone calls. They do this by triangulating signals from cell towers,
which is a process that creates less accurate location data than GPS data. The key benefit,
though, is that data are collected for the whole population of mobile phone users regardless
of the phones’ specific capabilities or what applications are enabled. Additionally, location
accuracy for places frequently visited like residence and workplace can be improved through
repeat observations of a single phone over time. Cellular service providers and companies
such as AirSage collect wireless signaling data; whereas travel time data providers like
Google Maps, Inrix, and Waze primarily collect GPS data.
We use wireless signaling data in this study to calculate employment density for each
location choice in the set of alternatives. For the 13-county Atlanta region, we obtained a
home-work matrix at the grid cell level using latitude and longitude measurements. Each
grid cell measures about 0.69 miles by 0.69 miles, or one-half of a square mile. We aggre-
gated these grid cell counts by alternative and calculate the employment density at this
level. We compared the latter variable with a traditional employment density variable from
the metropolitan planning organization and determined no statistical difference in the sig-
nificance of the variable or in model fit when substituting one for the other in the choice
model.
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Table 17: Mean Difference Be-












5.3.3 U.S. Census Data
The U.S. Census data come from both the 2010 Decennial Census and the 2006-2010 Amer-
ican Community Survey (ACS) 5-year estimates. We use the 2010 Decennial Census to
calculate the following neighborhood attributes: population density, the total number of
housing units, and the average household size. We use the ACS data to estimate the aver-
age reported driving commute time for each alternative.
5.3.4 Representativeness of the Data
The final dataset contains 419,713 households, constituting a 25.0% sample of the 13-county
metropolitan Atlanta region as compared to the 2010 Decennial Census, and 797 alterna-
tives, which are delineated by U.S. Census tracts in the region. The targeted marketing
data reflect characteristics of the Atlanta metropolitan area as of January 2011 and are
fairly representative of the region. We show the mean difference between U.S. Census data
and the targeted marketing data when comparing income groups at the tract level in Table
17. Additionally, we know from Kressner and Garrow [23] that the targeted marketing data
do overrepresent homeowners, Whites, and individuals with at least some college education,
but no more severely than the household travel survey does for the same region.
Although the sample is not fully representative of the population, it is still able to un-
cover relationships among variables in choice situations and quantify the effect of sample
size on the sensitivity of choice models [1, 12]. It is not able to estimate the true share of
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various homeowners or renters in the population. In particular, when the model is multi-
nomial logit (MNL), Manski and Lerman [28] showed that the MNL parameter estimates
obtained from a stratified sample will be consistent and unbiased relative to the MNL es-
timates obtained from a simple random sample under certain conditions. Thus, we do not
expect that the model estimates will be impacted by the biases in our targeted marketing
sample.
5.4 Methodology
In this study, we implement a multinomial logit (MNL) model. The utility V for household
i in choosing alternative j from choice set J is a linear-in-parameters function of xij , Vij =
xijβ+ε. If ε is assumed to be distributed independently and identically Gumbel (or extreme






where β is a parameter vector and Xij is a vector of variables for individual i and alternative
j. The MNL model, although simple and elegant, requires the independence of irrelevant
alternatives (IIA) property, which necessitates that eliminating an unchosen alternative will
not affect the selection of the chosen alternative as the best option. The IIA property can
be behaviorally unrealistic in many choice situations, particularly in a residential choice
situation were spatial alternatives close to each other will likely have common unobserved
spatial elements. A common specification for capturing such spatial correlation is to allow
contiguous alternatives to be correlated [5]. In residential location choice models, the use
of the MNL model is clearly not appropriate.
However, by invoking the IIA property, McFadden [29] showed that a random sample of
alternatives without replacement including the chosen alternative, can be used to estimate
an MNL model. Due to the high number of alternatives in spatial choice situations, the
sampling of alternatives is appealing so that computation times are reduced. The MNL
model’s elegance and resulting ability to sample alternatives within the MNL framework
has led to its continued use in the literature and its use here. Nerella and Bhat [31]
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recommend that at a minimum one-eighth of the full choice set be used in the sampling of
alternatives. Following this suggestion, we use a random sample of 100 alternatives in the
base estimation. The following section describes how we proceed to test the sensitivity of
this base model estimation to the number of random alternatives included in the estimation
as well as the number of observations.
5.4.1 Sensitivity of Model Estimation
Nerella and Bhat [31] showed with the use of simulated data that parameter estimates can
be effectively recovered with one-eighth of the full choice set. Because the data we use in the
study provides a very large sample size, we have an opportunity to examine the sensitivity
of the model estimation in a similar way. However, in addition to examining the effect of
sample size of alternatives, we also examine the effect of the sample size of observations
using real data.
Table 18 summarizes the sample size of observations used in recent literature for residen-
tial location choice modeling. All of the models estimated with more than 1,000 households
shown in Table 18 come from three data sources: a National Household Travel Survey
(NHTS) for the San Francisco Bay Area; the San Francisco Bay Area travel survey of 2000;
or a Puget Sound Regional Council (PSRC) panel or activity survey for the Seattle, Wash-
ington region. To our knowledge, researchers generally build residential location choice
models with small sample sizes in the range of 500 to 5,000 households.
In our study, both the number of observations and the number of alternatives in the
estimation are systematically varied. The number of observations vary from 500 households
to the full set of 419,713 households, and the number of sampled alternatives vary from
10 tracts to the full set of 797 tracts. For each combination of number of households and
number of tracts, 10 random samples are drawn from the full set of households and tracts
using a Monte Carlo method. The lower end of the scale of number of observations simulates
the smaller sample sizes in recent literature. In total, we obtain parameter estimates and
model statistics for 460 different datasets.
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Table 18: Sample Sizes in Recent Residential Location Choice Literature
Publication Sample Size, N
Year (Households)
Olaru, Smith, and Taplin [32] 2011 508
Ibeas, Cordera, DellOlio, and Coppola [18] 2013 534
Rashidi, Mohammadian, and Koppelman [37] 2011 615
Sener, Pendyala, and Bhat [39] 2011 702
Rashidi, Auld, and Mohammadian [38] 2012 741
Paleti, Bhat, and Pendyala [33] 2014 1,480a
Waddell, Bhat, Eluru, Wang, and Pendyala [47] 2007 1,823
Bhat, Paleti, Pendyala, Lorenzini, and Konduri [6] 2014 3,335
Lee and Waddell [26] 2010 4,739
Eluru, Bhat, Pendyala, and Konduri [9] 2010 5,082
Pinjari, Pendyala, Bhat, and Waddell [35] 2011 5,147
This study 419,713
a This model was estimated on employed individuals rather than households.
5.4.2 Model Assessment
As a measure of model fit, we use McFadden’s likelihood ratio index, ρ, with respect to
constants, defined as:
ρ = 1− LL(β̂)
LL(0)
(10)
where LL(β̂) is the value of the log-likelihood function at the estimated parameters and
LL(0) is its value when all the parameters are set equal to zero.
We utilize both the nested and non-nested log-likelihood ratio tests. The test statistic
for the nested test is −2(LL(β̂H)−LL(β̂)), where H indicates the model that is constrained
or restricted according to the null hypothesis. If this test statistic exceeds the critical value
of chi-squared with the appropriate degrees of freedom, the null hypothesis is rejected. In
the case where a model cannot be written as a restricted version of the other that it is being





− 2 (ρ̄L − ρ̄S)× LL(0) + (KL −KS)
)1/2]
(11)
where Φ is the standard normal cumulative distribution function, ρ̄L and ρ̄S are the larger
and smaller ρ̄ values, respectively; and KL and KS are the number of parameters in the
89
model with the larger and smaller ρ̄, respectively. McFadden’s adjusted ρ, denoted ρ̄, is
defined as:
ρ̄ = 1− LL(β̂)−K
LL(0)
(12)
where K is the number of parameters used in the model. If the value is less than the desired
significance level, the null hypothesis is rejected.
5.5 Results
We present the results in two sections. First, we present the results for the basic MNL
model specified in this study. Second, we present the results of the Monte Carlo experiment
on the data, discussing the sensitivity of the model estimation to sample size of observations
and number of sampled alternatives.
5.5.1 Basic MNL Model
Table 19 presents the results for three residential location choice models. Model 1 provides
the simplest specification, and Models 2 and 3 add the similarity and dissimilarity measures.
The signs and significance of estimated parameters in these specifications are generally
consistent with prior expectations. For the neighborhood attributes, population density is
negative but not hugely significant, and the number of housing units is strongly positive.
The sign on the neighborhood attribute of average income is negative due to the inclu-
sion of the interaction of household income and average current market value. When this
interaction is removed from the model, the sign on average income becomes positive.
For the accessibility variable, the estimated parameter is negative. In a traditional
residential location choice model, the actual workplace is known for each household, and
researchers calculate the commute time as a travel time between the known work location
and the alternative. The commute variable in this case is much more influential in predicting
a location choice because of this household specific information. In our case, we use the
interaction of average commute time reported in the ACS for each Census tract and the


























































































































































































































































































































































































































































































































































































































































































































































































suburban commute times and densities, which is why we anticipate that the significance is
low.
The effect of the interaction of household size with the neighborhoods’ average household
size and the interaction of household income with the neighborhoods’ average current market
value are strongly positive in Model 1, with their effects lessening in Models 2 and 3. These
interactions capture the tendency for clustering within neighborhoods by household size and
income in Model 1. With the inclusion of the lifestyle similarity and dissimilarity measures
in Models 2 and 3, we more directly account for this tendency.
To expand on this, a nested log-likelihood ratio test between Models 1 and 2 (with
one degree of freedom) rejects the null hypothesis that the two models are equal at a
99.9% confidence level (-190,460 > (χ2 = 10.8, df=1, 99.9%)), indicating that the similarity
measure significantly improves the model fit. The similarity measure has a t-statistic of
471.90, which surpasses the significance of both the number of housing units available (t-stat
= 282.51) and the interaction of household income with the neighborhoods’ average current
market value (t-stat = 78.73) in Model 1. The parameter estimate is positive, correctly
reflecting that having a high occurrence of similar households in a choice alternative is a
desirable attribute.
Furthermore, the dissimilarity measure added in Model 3 is negative and significant,
indicting that having a high occurrence of dissimilar households in a choice location is an
undesirable attribute. This measure impacts the choice of location less than the similarity
measure. By including the dissimilarity measure, the significance is ultimately split be-
tween the similarity and dissimilarity measures, but the model fit still improves. A nested
log-likelihood ratio test between Models 2 and 3 rejects the null hypothesis that they are
equal at a 99.9% confidence level (18,636 > (χ2 = 10.8, df=1, 99.9%)). The significant
relative increases in ρ of Models 2 and 3 over Model 1 and the high significance of the vari-
ables themselves demonstrates that the lifestyle variables help in understanding residential
location behavior.
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5.5.2 Monte Carlo Experiment
We use Model 3 from Table 19 in the Monte Carlo experiment to test the variance of
model estimation due to sample sizes of the random alternatives included in the estimate
as well as the number of observations. For each combination of sample sizes, we compile
ten different datasets, estimate the model specification from Model 3, and summarize the
results. Tables 34, 30, and 36 present representative results for the Monte Carlo simulations
for the parameter estimates. In Tables 34 and 30, the variables with the largest variation
in the standard deviation of the estimates across all of the runs is summarized; whereas in
Table 36, the variable with the smallest variation is summarized. The full set of simulation
results can be found in Appendices A and B. Additionally, Table 23 summarizes how ρ
varies across the models, and Table 24 summarizes the computation times across the model
estimations.
In general, as the number of observations increase, the standard deviation of the param-
eter estimates decreases, as expected. Importantly, the effect of the number of observations
on the variability of the estimates is significantly greater than the effect of the number of
sampled alternatives. In Table 34, the parameter estimates for the interaction of household
size and average household size for each alternative are summarized for the experiment.
The top left quadrant shows the mean of all the model runs by sample sizes of observa-
tions and alternatives. The lower left quadrant shows the standard deviations, the upper
right quadrant shows the minimum, and the lower right quadrant shows the maximum of
all the runs. Let us assume from the mean of the 419,713 model runs that the “true”
parameter estimate is near 0.73. Relative to this mean, the standard deviations seen in the
smaller household sample sizes (which match those generally seen in recent literature) were
high. Increasing the number of sampled alternatives did not consistently lower the standard
deviation. However, increasing the number of sampled households did, and we saw large
decreases in standard deviations with these larger household samples.
Similarly, the average income shown in Table 30 had such a high standard deviation
relative to its “true” value that for the smaller household sample sizes, we saw the sign on
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 24: Computation Time (Mins)
Alts
Obs 10 50 100 200 400 797
Mean
500 0.00 0.01 0.03 0.07 0.18 0.59
1,000 0.00 0.02 0.05 0.12 0.35 1.22
2,500 0.01 0.06 0.13 0.32 0.98 3.26
5,000 0.02 0.10 0.25 0.66 1.98 6.65
10,000 0.03 0.21 0.49 1.30 3.94 13.26
50,000 0.17 1.07 2.54 6.91 20.72 379.17
100,000 0.33 2.23 5.23 13.76 — —
200,000 0.72 4.44 10.50 — — —
419,713 1.51 9.46 194.50 — — —
Standard Deviation
500 0.03 0.05 0.07 0.18 0.42 0.94
1,000 0.06 0.05 0.09 0.22 0.70 2.05
2,500 0.19 0.11 0.35 0.74 0.40 6.17
5,000 0.35 0.24 0.40 0.39 1.02 2.19
10,000 0.53 0.47 0.43 2.62 2.13 5.17
50,000 1.40 1.17 2.68 5.16 10.40 1875.90
100,000 4.13 3.17 3.68 12.38 — —
200,000 6.99 4.39 9.24 — — —
419,713 9.08 6.76 1981.81 — — —
— = Due to limitations of the random access memory
(RAM) on the computer used for estimation, these models
were not estimated.
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households, it is likely that the parameter estimate will have the opposite sign of the true
value. In this case, the estimate no longer contributed a disutility and actually contributed
a positive utility.
In the case of the last example shown in Table 36, the results were the same but less
severely. The standard deviation was relatively consistent across the number of sampled
alternatives, and decreased as the number of sampled households increased. The full set of
797 alternatives with a sample of 500 households still produced a relatively high standard
deviation (0.030) as compared to the estimates from 10 alternatives and the full set of
719,713 households (0.001).
Lastly, the estimates appear to stabilize around 50,000 or 100,000 observations in this
particular study, but this determination is dependent on the tolerance of the particular
application and likely the specification. The increase in computation time for estimating
the model with 100,000 households rather than 500 (with 100 sample alternatives) only
increases by an average of 5.2 minutes.
5.6 Conclusions
This study contributes to the literature in several ways. First, it is among the initial few
studies in the field of transportation that utilizes targeted marketing data in transportation
planning applications. We expect that the integration of targeted marketing data with
other types of data will allow researchers to investigate questions related to travel behavior
that are not currently possible with traditional household travel surveys.
Second, this study demonstrates that targeted marketing data can provide new behav-
ioral insights through a large number of variables that significantly improve our under-
standing of residential location behavior. This study, supported by results from our other
application in travel demand modeling [22], suggests that the new data might improve
understanding of many travel behaviors researchers model in transportation planning.
Third, this study emphasizes the importance of large sample sizes in specifying robust
models. The effect of sample size on model variance is so large that discussions relating to
the number of alternatives to sample is almost peripheral. Targeted marketing data provide
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the opportunity to obtain large sample sizes of detailed household-level data with coverage
rates at an estimated 87.5% as compared to 2010 Decennial Census data at low costs [23].1
Compared to traditional household travel surveys with sample sizes in the range of 1% or
less, inexpensive targeted marketing data is worth exploring further.
Future research needs to address the limitations of targeted marketing data. The use
of targeted marketing data and combinations of it with other traditional or third-party
data will be relatively straightforward for some applications, such as the one examined in
this work, but will be more challenging for others. Many modeling applications require
more information than is available in targeted marketing data. Most obviously, targeted
marketing data lacks real trip-making behavior. Future research must identify techniques
for overcoming the lack of trip-making behavior— such as building populations that com-
bine the sociodemographic information available in targeted marketing data with observed
trip patterns available through traditional household travel surveys and/or GPS and other
tracking devices.
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5.8 Appendix
5.8.1 Calculation of Similarity Measure
To measure the tendency of households to move towards those that are most like them, a
“similarity measure,” is created. The following procedure explains each step in the calcu-
lation of the measure. Table 25 shows simplified household-level data, which will be used
as an example to demonstrate the calculation. Ten households, four geographies, and three
1We define a coverage rate as the sample size over the total estimate of persons or households by the
Decennial Census, expressed at a percentage. This definition conforms to that of the [46]. For clarity, a
coverage rate of 87.5% means that 87.5% of people in the Decennial Census are present in the targeted
marketing data.
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Table 25: Simplified Household-













clusters are given in this simplified example. In actuality, 419,713 households, 797 Census
tracts, and 26 lifestyle clusters are used.
1. A cross tabulation of geography by cluster is calculated (Table 26a).
2. The cross tabulation is standardized in two steps.
a. Each element is divided by its row sum to control for differences in area and
population between geographies (Table 26b).





where µj is the mean of column j and σj is its standard deviation. This controls
for differences in the number of households classified into each cluster (Table







This table is subsequently used when populating the alternative-specific similarity variable.
For a given household classified in cluster X, a z -score for cluster X is obtained from the
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Table 26: Example Calculation of Double-Standardized Cross Tabulation
Cluster
Geography 1 2 3
A 0 1 0
B 1 2 0
C 0 3 1
D 1 1 0
(a) Step 1
Cluster
Geography 1 2 3
A 0.00 1.00 0.00
B 0.33 0.67 0.00
C 0.00 0.75 0.25
D 0.50 0.50 0.00
(b) Step 2a
Cluster
Geography 1 2 3
A -0.83 1.30 -0.50
B 0.50 -0.30 -0.50
C -0.83 0.10 1.50
D 1.17 -1.10 -0.50
(c) Step 2b
table for each geography in their choice set. The results can be seen in Table 28 for the
example.
5.8.2 Calculation of Dissimilarity Measure
To measure the tendency of households to choose residential neighborhoods with a small
number of households that are unlike their own, a “dissimilarity measure” is created. Just
like the similarity measure, this variable collapses the 26 households clusters into one vari-
able. This measure uses the same standardized table calculated in Section 5.8.1 (Table
26c). However, rather than taking the z -score for the lifestyle cluster of the household un-
der consideration, the z -score is taken for the lifestyle cluster that is least-correlated with
their lifestyle cluster. The following procedure demonstrates the process for finding the
least-correlated cluster, or most dissimilar, for the example scenario.
1. A correlation matrix of the clusters is calculated (Table 27a).
2. The least-correlated cluster is selected for each cluster. This is equivalent to the
smallest number in each row of the matrix from Step 1 (Table 27b).
Table 27c shows the related table for the 26 lifestyle clusters in the targeted marketing data.
This table correlates with the example data in Table 27b. Table 28 shows the dissimilarity
variable for the example. For a given household classified in cluster X, the most dissimilar
cluster is identified, cluster Y. A z -score for cluster Y is obtained from the table for each
geography in their choice set.
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Table 27: Most Dissimilar Clusters
Cluster
Cluster 1 2 3
1 1.00 -0.87 -0.56
2 -0.87 1.00 0.07










Already Affluent Mid-Life Munchkins
Big Spender Parents Rocky Road
Chic Society Very Spartan
Diamonds-to-Go Very Spartan
Easy Street Rocky Road
Feathering-the-Nest Very Spartan
Go-Go Families Quiet Homebodies
Home Hoppers Mid-Life Munchkins
IRA Spenders Very Spartan
Just Sailing Along Mid-Life Munchkins
Kiddie Kastles Rocky Road
Loose Change Still Going Strong
Mid-Life Munchkins Rocky Road
Most
Cluster Dissimilar
Nice & Easy Grandparents Very Spartan
Oodles of Offspring Diamonds-to-Go
Parks, Parts, & Prayers Diamonds-to-Go
Quiet Homebodies Totebaggers
Rocky Road Kiddie Kastles








(c) Step 2 for lifestyle clusters in targeted marketing data
Table 28: “Similarity Measure” and “Dissimilarity Measure” for Example Calculation
Similarity Measure Dissimilarity Measure
by Geography by Geography
Household Cluster A B C D Dissimilar A B C D
01 2 1.30 -0.30 0.10 -1.10 1 -0.83 0.50 -0.83 1.17
02 1 -0.83 0.50 -0.83 1.17 2 1.30 -0.30 0.10 -1.10
03 2 1.30 -0.30 0.10 -1.10 1 -0.83 0.50 -0.83 1.17
04 2 1.30 -0.30 0.10 -1.10 1 -0.83 0.50 -0.83 1.17
05 2 1.30 -0.30 0.10 -1.10 1 -0.83 0.50 -0.83 1.17
06 2 1.30 -0.30 0.10 -1.10 1 -0.83 0.50 -0.83 1.17
07 2 1.30 -0.30 0.10 -1.10 1 -0.83 0.50 -0.83 1.17
08 3 -0.50 -0.50 1.50 -0.50 1 -0.83 0.50 -0.83 1.17
09 1 -0.83 0.50 -0.83 1.17 2 1.30 -0.30 0.10 -1.10
10 2 1.30 -0.30 0.10 -1.10 1 -0.83 0.50 -0.83 1.17
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A weighted average dissimilarity variable, which takes into account the z -score for a
subset of the least-correlated clusters, was also tested. The use of one to five of the most
dissimilar clusters was tested. The resulting five models were not statistically different
from one another. A non-nested log-likelihood ratio test between the model with a single-
cluster dissimilarity measure and the model with a five-cluster weighted average dissimilarity
measure, which was the model with the largest log-likelihood at convergence value, failed to
reject the null hypothesis that they were equal (4.4 > (Φ=3.1, 99.9%)). Therefore, it was
determined that adding additional dissimilar clusters to the calculation of the dissimilarity
variable did not improve the model fit enough to outweigh the additional computation time.
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This work accomplished two main research objectives: to validate targeted marketing data
by studying its representativeness of population characteristics and to test the usability and
effectiveness of targeted marketing data in travel demand modeling applications. Chapters
2 and 3 focused on the first objective and Chapters 4 and 5 focused on the second objective.
Chapter 2 completed an aggregate comparison of targeted marketing data to U.S. Census
data and a household travel survey. Chapter 3 reported on the pairwise household-level
comparison between targeted marketing data and self-reported survey data for a popula-
tion group that is historically hard-to-reach. Chapter 4 investigated the use of targeted
marketing data, with the associated lifestyle clusters, in an airport passenger model. Chap-
ter 5 investigated the use of targeted marketing data in a basic residential location choice
model. It also tested model sensitivity with varying numbers of observations and alterna-
tives included in the model using Monte Carlo simulations. This chapter summarizes the
major findings of each of these studies and outlines directions for future research.
6.2 Major Conclusions and Future Research
6.2.1 Aggregate Validation
The results from this study showed that the distributions of demographic and socioeconomic
variables are similar between targeted marketing and U.S. Census data, particularly for
age, gender, household income, and the presence of children. The largest discrepancies
are associated with educational attainment and ethnicity, which are variables rarely used
in traditional transportation planning applications. The higher discrepancies for those
in the middle categories of educational attainment as compared to those at the far ends
suggests that these discrepancies are associated with imputation rates, and moreover that
the imputation methods do not rely primarily on Census data. The targeted marketing
108
data do contain fewer individuals under the age of 40, fewer low income households, and
fewer households with children than U.S. Census data, but these discrepancies are small.
For all of the variables, the median differences observed at the block group or tract levels
are all within 12.5%, with the largest differences arising in housing type (tenure).
Due largely to the smaller sample sizes of the household travel survey, the deviation
of differences over the small aggregation areas is higher for the household travel survey
comparison than the mirroring targeted marketing data comparison in all cases except for
educational attainment. Similar to the targeted marketing data findings, the household
travel survey data also contain fewer individuals under the age of 40, fewer low-income
households, and fewer households with children than the U.S. Census data. Interestingly,
the targeted marketing and household travel survey data both underrepresent renters and
overrepresent Whites to a very similar degree.
The weighted household travel survey data matches Census data somewhat more closely
than the unweighted household travel survey data. Because the sample size of the household
travel survey was so small, the weighting has little effect on the overall distribution of
the differences. However, if a similar weighting technique was adopted for the targeted
marketing data, the biases present in the targeted marketing data could be significantly
reduced. Future research should investigate this hypothesis.
Overall, the distributions of demographic and socioeconomic variables that are com-
monly used in travel demand modeling applications are similar between the targeted mar-
keting data and the household travel survey. Furthermore, for the great majority of MPOs
that continue to maintain aggregate four-step travel demand models (which utilize simple
medians or means), the targeted marketing data should perform as well as household travel
survey data with a significantly larger sample size (0.5% versus an estimated 87.5%).
6.2.2 Household-Level Validation for Hard-to-Reach Groups
This study provided a unique opportunity to look at the worst-case scenario of data accuracy
with targeted marketing data by surveying primarily low income, minority neighborhoods
and comparing the self-reported sociodemographic information to the targeted marketing
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data. It showed that the rate of accuracy between targeted marketing and self-reported data
for neighborhoods with hard-to-reach population groups is relatively high for age, gender,
and tenure (ranging from 82.3% to 94.5%), but for educational attainment, ethnicity, house-
hold income, marital status, number of adults, and number of children in the household,
it ranges from 17.4% to 69.0%. The self-reported data also showed that incorrect targeted
marketing data randomly occur across all populations in relation to age, gender, household
income, number of adults in the household, and tenure. It does not randomly occur across
ethnicity or marital status groups. Educational attainment and the number of children in
the household were not testable with regards to randomness across groups.
Household-level targeted marketing data was purchased at a low cost for 6,554 house-
holds, which was 100% of the households that the targeted marketing firm had data for
in the selected neighborhoods. Due to the high costs of surveying, a random sample of
only 2,000 of these households could be contacted. Only 5.8% of these 2,000 households
responded (n=116). Because the number of respondents to the survey was particularly
low, the results from this study may not be representative of the actual accuracy rate for
hard-to-reach population groups. Additionally, it is estimated that the self-reported survey
data had a significant nonresponse bias (as is the case for any survey with response rates
lower than about 90%). This fact emphasizes the difficulty associated with survey-based
data collection today.
In future research, a household-level comparison should be conducted for a random
sample of households rather than for neighborhoods with hard-to-reach populations. A
valuable study would repeat the analysis of Chapter 3 for a larger stratified sample over
income and area type (e.g., central business district, urban residential, urban commercial,
suburban residential, suburban commercial, exurban, rural).
6.2.3 Airport Passenger Model
Regression models predict the number of home-based trips to the airport from each traffic
analysis zone throughout the Atlanta region. Those models based on lifestyle clusters from
the targeted marketing data exhibited much higher adjusted R-squared values than did
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regression models based solely on income, which is what the current air passenger model
for the Atlanta region uses. With the addition of just five of the 26 lifestyle clusters, the R-
squared value increased by 67% from 0.2773 to 0.4635. Ultimately, this simple application
demonstrated the predictive power of the behavioral and consumer preferences available in
the targeted marketing data.
Future research should consider other ways to utilize targeted marketing data to model
air passenger trips to and from the airport. The simple regression model used in this
application aimed to replicate current practice, but it is anticipated that by using other
additional information available for purchase from a targeted marketing firm, an even better
model fit could be achieved. Obviously other future research could investigate different trip
types as well, including for example educational trips or trips related to special events like
professional sports.
6.2.4 Residential Location Choice Model
In this study, discrete choice multinomial logit (MNL) models predict residential location
choice behavior for the Atlanta region. This study demonstrated that targeted marketing
data can provide new behavioral insights through the large number of variables available.
By adding just the lifestyle similarity and dissimilarity measures, the model fit improved
dramatically and the significance of these particular variables surpassed any others in the
model. This study also emphasized the importance of large sample sizes in specifying
robust models through a Monte Carlo experiment. The effect of population sample size on
model variance is so large that research focused on determining optimal sample sizes for the
number of alternatives becomes obsolete. Simply stated, increasing the number of sampled
households in a residential choice model improves consistency in model parameter estimates
much faster than increasing the number of alternatives in the sample. This highlights one
of the key advantages targeted marketing data provides over traditional surveys— larger,
less expensive datasets with new analysis variables that are powerful predictors of travel
behaviors.
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In future research, residential location choice models that incorporate recent method-
ological advancements such as endogeneity and spatial correlation should be tested. A
valuable study would measure if the effect of the additional variables in targeted marketing
data changes with more advanced models. It would also measure if the effect on model
variability changes due to household sample size and the number of sampled alternatives
with more advanced models.
6.3 Research Limitations
Targeted marketing data most notably lack trip information. For this reason, the use of
the data will be relatively straightforward for some applications, such as the ones examined
in this work, but will be more challenging for others. Most parts of a full travel demand
model require more information than is available in targeted marketing data. Accordingly,
this research only reveals a first step in exploring the use of targeted marketing data for
representing population characteristics of a region within a travel demand modeling context.
Future research must identify techniques for overcoming the lack of trip-making behavior if
targeted marketing data will ever be able to fully replace the traditional household travel
survey.
6.4 Concluding Thoughts
The validation studies of this work suggest that targeted marketing data are similar to
U.S. Census data at small geographic levels for basic demographic and socioeconomic in-
formation. The studies also suggest that the existing coverage errors are at least similar, if
not lower than, the levels of those in the household travel surveys used today to build travel
demand models. However, targeted marketing data have the additional benefit of being
very inexpensive with coverage rates of about 87.5%. And for each of the individuals in the
targeted marketing data, lifestyle and other behavioral information that are not available
in Census data or traditional household travel surveys are readily available. The inclusion
of lifestyle and other behavioral information, combined with the ability to easily track indi-
viduals over time, provide the opportunity to examine many new research questions. The
application studies in this work highlighted these benefits particularly well, including the
112
additional behavioral information of the lifestyle clusters and the large sample sizes.
Looking ahead, the combination of targeted marketing data with other third-party and
non-traditional data could be particularly powerful. It offers tremendous opportunities to
enhance, or even transform, existing travel demand modeling systems and data collection
practices. Inexpensive, up-to-date, and detailed data available at regular intervals as often
as every month or quarter would allow researchers to better study the travel behavior
effects of particular economic, climate, or political shocks in addition to transportation
infrastructure changes. Particularly with the advent of new performance requirements in
MAP-21 that will transform the federal surface transportation program to be more focused
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MONTE CARLO EXPERIMENT ON RESIDENTIAL LOCATION
CHOICE MODEL: SUMMARY OF RESULTS BY VARIABLE
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