Abstract-A general theoretical procedure is presented to remove known probe position errors when planar near-field data are transformed to the far field. We represent the measured data as a Taylor series, whose terms contain the error function and the ideal spectrum of the antenna. This representation is then assumed to be an actual near field existing on an error free regularly spaced two dimensional scan plane. Then by inverting the Taylor series, we obtain the ideal spectrum in terms of the measured data and the position errors. The solution is given by an infinite series of an error operator acting on data containing errors of measurement. This error operator is the Taylor series without the zeroth-order term. The nth order approximation to the ideal near field of the antenna can be explicitly constructed by inspection of the structure of the error operator. Since we have an infinite series of a differential operator, the question of convergence is addressed. Computer simulations using periodic error functions show that we are dealing with a convergent series, and the error correction technique is seen to be highly successful. This is demonstrated for a triple periodic error function. The root mean square (rms) values of the far fields as functions of the radius in k space are calculated and compared for the error-free, error-contaminated and error-corrected far fields. Appropriate graphical representation of the error fields, the error-contaminated and error-free fields are presented to enhance understanding of the results.
I. INTRODUCTION
N PLANAR near-field scanning a probe antenna scans the I field radiated by the antenna-under-test in a plane that is located a distance z0 away from the test antenna. Ideally, measurements are made on a regularly spaced grid along the x and y directions, and at a fixed distance of separation z,, between the antennas along the z-direction. Naturally, the ideal measurement grid can only be approximated in practice; that is, position errors in all the coordinate directions are inevitable. Errors in z position have the most significant effect on the far field when the main beam is along the z axis [l] , [2] . In general, position errors in the direction of the main beam introduce phase errors proportional to k k , whereas displacements in the orthogonal directions introduce errors that are proportional to 1 / 1, where 1 is the characteristic scale of the near field of the antenna [l] , [2] . Usually 1 % A. Consequently, first-order correction of phase errors in Manuscript received September 11, 1989; revised May 11, 1990 . The authors are with the National Institute of Standards and Technology, U.S. Department of Commerce, 325 Broadway, Boulder, near-field data is the most significant step we can take to improve accuracy of far-field features, such as gain, sidelobe levels, cross polarization, boresight direction and position of nulls. For example, at 60 GHz the data spacing is 2.5 mm, and the maximum position error on the NIST near-field range is approximately 0.2 mm, (which can be reduced to 0.025 111111, if the range is carefully realigned). To first order, such a position error represents a phase error of k6z = 0.4?r/ I A I , which, at 60 GHz, is = 14.4" when the position error is in the main beam direction. Since the near field is a superposition of an infinite number of plane waves, the actual phase error at any point could be significantly different from the main beam contribution. We would like to correct such phase errors in the near field completely. To achieve very high accuracies in the far field, second-or higher order phase and amplitude corrections might be necessary.
In an earlier study a vector projection technique was used to solve the exact integral representation of the error-contaminated near field iteratively [3] , and recently a first-order iterative scheme has been employed [4] to correct near-field phase errors due to probe position errors using logarithmic derivatives. In addition a method that seeks a function that minimizes the residuals between the error-contaminated and the error-free near fields has been proposed [5] . In this study we develop a theoretical procedure that can be used to remove known probe position errors from near field data to an arbitrary accuracy. Both near-field amplitude and phase errors are corrected. First, we review briefly the basic nearfield to far-field transformation formalism, and formulate the error correction problem mathematically. The solution then follows simply by inverting the operator equation that defines the error-contaminated near field in terms of the ideal near field and the known probe position error function. We obtain the solution in the form of an infinite series, which converges to the real solution if the norm of the error operator satisfies a general condition for convergence (see below). This condition assures us that for any particular near field agreement between the corrected and error-free fields can be considered the consequence of a general result and is not merely fortuitous. Computer simulations are used to demonstrate the excellent results obtained with this technique, as well as to demonstrate convergence of the error corrected fields to the true solution.
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II. ANALYTICAL ERROR EXPRESSIONS
The field radiated by an antenna can be described as the superposition of an infinite number of plane waves whose --t wavenynbers k = 2-T /> are con5tant [6]. We can write that where F' = 1/(1 -F/Fp), Fr and r, are reflect@ coefficients for the load and probe, respectively, T,,(K) are the transmission coefficients of the antenna under test, a, is the amplitude of the incident wave produced by the generator at the antenna terminals, z is the distance of the near-field scan plane situated in front of the9tenna defining z = 0, and the transverse position vector P = ( x l , x2). Equation (1) assumes that multiple reflections are negligible; the presence of multiple reflections in a real measurement range is minimized by judiciously choosing the position of the plane of measurement and the size and design of the probe.
Since (1) is a Fourier transform, the quantity
can be immediately written in terms of the near field. Thus,
where 3 = (P, x,).
Since the z dependence of the near-field quantity bb in ( Similarly, the partial derivatives with respect to xi for j = 1 , 2 are given by If these expressions can be evaluated, then first-order corrections can be introduced into the data. We assume that the probe's position is known accurately and is given by ? + A?(?), (7) where ? is the position of the probe on an ideal near-field range, where measurements are made on a regularly spaced ( x l , x,) grid, and S?(?) is the deviation in the probe's position from the ideal grid. In this study we assume that S?(?) is a known function. In practice, this function is measured at each grid point using a laser positioning system on the near-field range.
A thorough discussion of the effects of displacement errors on the far-field pattern has been presented in [2]. Some of the basic considerations relevant to the current subject are included here. The near-field quantity bh( ? + S?( ?)) is measured at the locations given by (7). However, this function is assumed to be defined on the regular grid 2 when the spectrum is obtained numerically using Fourier techniques.
We can write the Taylor expansion at ?, which is a zeroth-order correction for probe displacement errors in the near field. This plane-wave model correction technique has been applied to real data for some time now [8]. To evaluate (10) more exactly, we would need to know K along the path of integration, or at least at the end points of the path, since K E a 4 / a x j is an exact differential. By the mean value theorem, the integral in (10) can be written as Z j A x j , where .Fj is some value of K~ in the interval of integration. Thus, the accuracy of bb(?) will depend on the accuracy with which .Fj is specified. This error correction procedure does not correct the amplitude errors, and corrects the phase errors only in an average sense.
For higher order corrections [7] we need to develop a more fundamental procedure. Our starting point is (8). The unknown derivatives on the right side of (8) can be approximated by the derivatives of the measured data. On closer examination one discovers that additional terms must be included to carry out the analysis correctly. We can differentiate (8) with respect to XI, 1 = 1 , 2 , 3 , so that Equation (13) can be differentiated again, which immediately yields Continuing the differentiation process one can conclude that the derivatives of the measured (error-contaminated) near field and the derivatives of the ideal near field are equal to first order in S?( 2) for all higher order derivatives, too. The calculation of the correction term that would make (14) exact is somewhat cumbersome, and the complexity increases for higher order terms. Fortunately, one can write the general solution by rewriting (8) as
where T is the differential operator where summation on repeated indices is understood. As can be seen T is essentially the Taylor series operator without the zeroth-order term, and Tbo(j?) is the error in the near field due to inaccuracies in the probe's position. Equation (15) can be inverted to yield the ideal near field in terms of the error-contaminated near field and the known function 6?( 2). 
+ T T -TTT +TTTT----) b b ( ? + S ? ( ? ) ) . (18)
We assume here that the above series converges when all powers of T are included. In practice, we would like a rapidly convergent series. Using (18) we can write the relationship between error-free and error-contaminated near fields in a straightforward manner. By inspection, the approximation to third order in S?(?) is bb(?) = (1 -t , -t, -t , + t , t l +tit, + t 2 t 1 -t l
t l t l ) b b ( ? + S?(?)). (19)
Here, ti is the ith order term in (16). Note that TTTT and higher order terms in (18) do not contribute to a third-order expansion, and that all the differential operators ti act on the error-contaminated near field (or measurements). Since T is a linear operator the question of convergence is answered by examining the norm of T [9]. In general, the norm of a linear operator P is given by
In our study, f represents the set of possible near fields, and P = T(eSx), where T is the error operator with e6x as a parameter space. A theorem in the theory of successive approximations states that the necessary and sufficient condition of convergence of the series in (18) is that the norm of the kth term of the series, where k is arbitrary, be less than 1. Thus, if 1) TkII c 1 , for some k , (21) then series (18) converges. Thus, we need to show that (21) is satisfied for all near fields for a range of e6x. This will not be done here.
III. COMPUTER SIMULATIONS
To study the effects of probe errors using computer simulations an error-free data set is assumed in a plane of measurement, denoted by zo, from which an error-free spectrum is obtained using standard Fourier transform techniques. Using the direct sum approach an error-contaminated near field can be obtained from the error-free spectrum at an arbitrary set of near-field points determined by some error function zo + Sz(x, y). The error-contaminated near-field data yield an error contaminated far-field pattern, which can be compared to the original error-free spectrum. The same technique can be used to introduce displacement errors in the xy plane, which can be studied similarly. There is, however, a computational problem with the above procedure. This direct sum approach, i.e., where the error-contaminated near field is constructed by transforming an error-free far field to the near field point-by-point, is very time consuming. The practicable approach is to use a very high-order Taylor series, as defined in (8), to construct the error-contaminated near field. The derivatives in (8) are calculated according to expressions (4)-(6) using FFT's, and the infinite series in (8) is terminated at a predetermined level of convergence. We found that derivatives to twelfth-order were needed to produce convergence to the ninth significant digit. This, however, will probably vary from near field to near field. The ratio of minutes required to create an exact error-contaminated near field using the direct sum method and an approximate errorcontaminated near field using the Taylor series method to the stated accuracy is on the order of 600 for a 160 x 160 complex array. Once the error-contaminated near field is obtained, the correction procedure stated in (19) can be carried out. Note that the derivatives required in (19) are the derivatives of the error-contaminated data (measurements) defined on a regular grid, which can be obtained using fast Fourier transforms as defined in (4)-(6). We have thoroughly tested the error correction techniques outlined theoretically in the previous section. The near field studied was obtained from a microstrip square array antenna made up of 32 x 32 microstrip patches radiating at 3.3 GHz; the physical size of the antenna is 72.7 x 73.7 cm2. The near field was measured at zo = 35 cm, using a point spacing of A x = A y = 4.0 cm. An amplitude plot in decibels of this near field appears in Fig. 1 . For the purposes of our study this near field is assumed to be error-free. The displacement error function used to introduce errors is presented in Fig. 2 . It is a triple periodic function that will introduce significant , and therefore, we can state that the error-corrected near field is a good approximation of the error-free near field. This step is important when we apply the error-correction procedure to error-contaminated real data, where direct comparison with error-free data is not possible. The error-corrected near field was computed from the error-contaminated near field using the expansion in (19) to second order. The complex ratio of the error-contaminated near field to the error-free near field is shown in Fig. 3 . Both the amplitude ratio and the phase difference are plotted. We note that the character of the triple periodic error displacement function is easily visible in the phase difference plot in Fig. 3(b) . This is simply because z-displacement errors mainly introduce near-field phase errors proportional to the magnitude of the displacement [I], [2]. The complex ratio of the error-corrected near field to the error-free near field is presented in Fig. 4 . Significant improvements in both ampli- amplitude ratio plot increases in magnitude for the error corrected case. This is probably due to the fact that a second-order correction is inadequate for an error as large as 0.2 X at the center. However, the corrected amplitude does become smoother, and, as will be seen below, improvements in the far fields are substantial. Centercuts of amplitudes of the original error-free near fields are shown in Fig. 5 . Centercuts of the ratio fields are shown in Fig. 6 . In Fig. 6(a) we plotted the amplitudes of the complex ratios of the error-contaminated to error-free near fields and of the error-corrected to error-free near fields. In Fig. 6 (b) the corresponding phases are plotted. The improvements in the near-field phases are striking, as the majority of the differences are close to zero. The smoothing of the amplitude errors, with good improvements in amplitude in regions of small errors is evident in Fig. 6(a) , as well as the smoothing in regions of large errors with rapid variations. To study convergence as a function of A , we present similar plots for A = 0.1 X in Fig. 9 . The correction is seen to be significantly better at the center, where the largest errors have been introduced, showing convergence to correct values.
In Fig. 7 center cuts of the error-free far field are shown. In Fig. 8 the amplitude and phase of the complex ratios of the error-contaminated to the error-free far fields and of the error-corrected and error-free far fields are shown. In all cases the results are striking. The error-corrected graphs approach the ideal straight line that would be plotted at the zero levels. The occasional large deviations can be traced to the vicinity of nulls where neither the amplitude ratios nor phase differences are well defined. Again, the lack of convergence to a straight line can be traced to the extremely large errors introduced and to the large residual errors in the near field after correction. However, as Fig. 10 shows, when A = 0.02 X (which introduce realistic errors even at 60 GHz) then the correction succeeds extremely well. Thus, convergence to the correct values is a strong function of the error amplitude.
As an additional measure of the success of the error correction procedure we have also considered the total power propagated in the far field within a region bounded by the radii ki and k normalized by the power propagated in the 
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where k j is the starting radius in k-space of the region in question, k is the wavenumber of the radiation, which is also the outer edge of the visible region, f ( k j ) is the value of the far field at kj, and f , is the on-axis far field. Note that because (23) is a ratio, the constant area elements normally present in power expressions have cancelled. In Table I agree with the error-free values to the third decimal place, whereas the error contaminated values are significantly different.
IV. CONCLUSIONS AND SUGGESTIONS FOR FURTHER STUDY We have developed a theoretical procedure which, in principle, can correct for probe position errors present in the near-field data. Computer simulations show that the theory is essentially correct, as errors in the far field caused by a periodic displacement function with a maximum amplitude of 0.2 h were successfully reduced by the procedure suggested in the theory. It should be noted that an error in the position of the probe of such magnitude at 3.3 GHz is very large in a near field range. A more realistic error amplitude would be smaller by a factor of 10, at least. Our results suggest that the effect of such small but realistic errors can be removed completely by our procedure. Hence, the method developed here seems to be robust. The theoretical strength of the procedure is that the correction can be carried out to any order of approximation in a well-defined manner. Consequently the error-free field can be recovered to an arbitrary level of accuracy, provided that the position error function is known. Because of current technological interest, the method should be tested at higher frequencies, where probe position accuracy is more crucial. This will be accomplished sometime in the future, as we do not currently have suitable data at higher frequencies. 
