Background-Flow cytometry data sets from clinical trials generate very large data sets and are usually highly standardized, focusing on endpoints that are well-defined a-priori. Staining variability of individual makers is not uncommon and complicates manual gating, requiring the analyst to adapt gates for each sample, which is unwieldy for large data sets. It can lead to unreliable measurements, especially if a template-gating approach is used without further correction to the gates. Here, we present a computational framework for normalizing the fluorescence intensity of multiple markers in specific cell populations across samples, that is suitable for high-throughput processing of large, clinical trials data sets.
gating with manual adjustment of gates to account for sample-to-sample variability. In the HVTN data set, we show that local normalization mitigates false positive vaccine response calls in an intracellular cytokine staining assay. In both data sets local normalization performs better than global normalization.
Introduction
Flow cytometry studies in clinical trials often generate large quantities of data. However, these studies are usually focused on specific, pre-defined cell sub-populations and endpoints. Consequently, a manual gating approach to data analysis is often tedious, repetitive, and time-consuming. However, these same qualities make the data well-suited to some form of automated analysis (1) (2) (3) . The maturity of automated gating approaches for flow cytometry data has recently been demonstrated (3) . Unfortunately, these fully automated algorithms are not entirely suitable for application in a clinical setting, where standardization and interpretability of cell subsets is important. Flow assays (which includes the data analysis process) in a clinical setting often need to be qualified to provide some guarantees of accuracy (4) . Unless an assay is well standardized and well controlled, the gating will be difficult to fully automate due to technical and biological variation that manifests as changes in the position, separation, and density of cell populations from sample-to-sample. This can negatively impact the robustness of fully automated (i.e., high-dimensional) gating methods that need to match cell populations across samples after gating.
This variability can be caused by sub-optimal antibodies and fluorescence marker combinations, instrument variability over time, changes in reagent lots, poor sample handling, or any other number of variables. In general it is an effect that is difficult to perfectly control and is often an unavoidable nuisance in flow cytometry studies of significant size. Here, we refer to these effects in general as sample-to-sample variation in observed staining intensity. These effects preclude not only fully automated anaysis, but also simpler, less computationally intensive approaches to speed up data analysis such as template gating, where a single set of gates can be copied and reused across samples (5) .
Consequently, variability across samples complicates the data analysis process. Regardless of the approach, the analyst must manually verify and adjusted the gates for each sample in order to ensure that sub-populations of interest are correctly gated. This consequence is an increased workload for the data analyst and an increased chance to introduce errors into the downstream analysis through misplaced gates.
There are few tools to mitigate these problems. An algorithm for flow cytometry data normalization based on the ideas behind image warping was recently introduced (6, 7). The algorithm works with the 1-dimensional marginal densities of the channels, identifies regions of significant curvature (i.e., peaks), and applies techniques from functional data analysis to match and align the peaks via a non-linear transformation. A shortcoming of this approach is that it operates on the marginal (i.e., independent of the gating scheme) distributions of the fluorescence intensities of each channel. Normalization is global, applied to all cells in a channel and ignores the gating structure used to define distinct cell subsets of interest. Consequently, the algorithm can fail to correctly normalize cell populations appearing lower in the gating hierarchy since, marginally, their distributions are masked by other cells. This effect can be significant even if the data are pre-gated to remove debris. Other technical issues are related to the implementation, which is limited to working with data in memory and restricts the maximum size of data sets that can be effectively processed. While it is natural to combine data normalization with template gating and normalize a data set to a specific, accurately gated target sample, the current implementation aligns features to their average position across samples. This implies that data need to be regated after normalization.
Here we describe extensions to the fdaNorm normalization algorithm that address these limitations, and make the application flow data normalization more practical, robust, and applicable to large, real-world data sets (7) . Most importantly, we address the issue of robustness by making normalization local rather than global (i.e., we apply normalization to specific gates) by integrating it into the gating procedure. Secondly, we extended the implementation to allow normalization to a template sample thus facilitating the use of template gates, and finally, we enabled the algorithm to work with large, real-world data sets by implementing support for disk-based storage of data via Network Common Data Form (NetCDF) files (8) . These improvements enable the use of template gates to rapidly analyze large studies where many samples need to be gated in an identical manner, even in the presence of substantial sample-to-sample variability. We demonstrate the effectiveness of this improved algorithm on two real-world clinical trials data sets, and contrast it with both manual gating and global normalization.
Material and methods

Data sets
We analyzed two data sets for this study. The first is a B-cell phenotyping data set from the (ITN) examining the abundances of different B-cell phenotypes in healthy subjects. The data set consisted of 33 FCS files with a total size of 11Gb. The data were stained with a panel of 12 antibody-fluorochrome conjugates and acquired on a LSRII flow cytometer (BD Bioscience). The data were exported in a FCS 3.0 format and had a bin resolution of 262,144 (2 18 ). Our normalization algorithm was applied to three channels, CD3, CD19, CD27, and Mito Tracker Green FM (MTG), (defining 6 gates, B-cells, unstimulated memory, stimulated memory, naive and transitional, and double-negative, as well as MTG +), which exhibited variability across subjects. We compared the variability and bias of cell subpopulations defined using template gates, template gates with local normalization and template gates with global normalization, against manual gates that were carefully adjusted by hand. For this data set, global normalization was applied to the same channels as local normalization, but the data was pre-gated data to the level of the lymphocyte cell subset as recommended in the original publication (7) . The data set is available on flowrepository.org under ID FR-FCM-ZZ7P.
The second data set is a flow cytometry data set from a clinical trial conducted within the HVTN. The data set is a subset of a 10-color ICS (intracellular cytokine staining) data set from a phase-I HIV vaccine trial (HVTN080) (9) . We refer readers to that publication for further details on the study. Technical details on instrument settings for data collection and the ICS assay used by the HVTN are relevant for both the 10-color and 12-color panels used by the HVTN (10) . We examined data from 48 healthy individuals assayed at day 0 (visit code 2) and at 40 days post-vaccination (visit code 5). We focused on three antigen challenge pools (one GAG and two POL peptide pools), for a total of 470 FCS files 13.2 GB in size. This data was gated using manually curated template gates for all but one channel, <APC-A>-Perforin, which exhibited substantial sample-to-sample variability in staining intensity and was thus ignored. We examined the effect of normalization on the variability of cell population statistics based on the <APC-A>-Perforin gate, as well as the effect on subsequent positivity calls utilizing those cell subsets. We also compared our approach to global normalization, which was applied to pre-gated data on the lymphocyte subset. The data set is available on flowrepository.org under ID FR-FCM-ZZ7U.
Evaluation of the B-cell Phenotyping Data
We evaluated the B-cell phenotyping data set by looking at the bias in the extracted population statistics relative to manual gating. For each FCS file, we computed the difference between the extracted population proportion (relative to the parent population) from manual gating and from template gating without normalization, with local normalization, and with global normalization. A desirable outcome is to have low bias and low variability relative to the manual gates.
Evaluation and Positivity Calls in the ICS Data
In the ICS data, we could not look at the bias for the Perforin gate because this gate was ignored in the original data set and was never manually adjusted to account for the variability in the data. However, we chose instead to look at the effect of normalization on positivity calls utilizing the normalized and unnormalized cell subset. Positivity calls were made for each subject within each combination of cytokine × stimulation using a one-sided Fisher's exact test on the positive cell counts in negative controls and paired, stimulated samples (11) . Positive responders were identified as observations with q-values below the 1% FDR (false discovery rate) threshold. Multiplicity was adjusted globally (over all subjects, cytokines, and stimulations).
Extensions to the Normalization Algorithm
We have extended the normalization algorithm of Hahne et. al. as described below, in order to make normalization more robust when applied to small cell subsets (6, 7).
Integration with manual gating-
We have extended the normalization routine to integrate with manual gates that can be imported from external tools (i.e. FlowJo > 9.6.3, TreeStar, Ashland, OR) using our flowWorkspace (v 3.8.0) BioConductor package. The routine utilizes the structure of the gating hierarchy to alternately perform normalization and gating on each subpopulation in the data. This refinement moves away from global normalization and allows local normalization (conditional on cell subset and channel of interest) of specific channels for specific cell sub-populations in gates that are adversely affected by sample-to-sample variability.
Normalization against a
Reference-A further extension allows the normalization routine to use a reference or template sample to define a target distribution to which other samples should be normalized. This can be an FCS file that has been carefully and accurately gated before normalization is applied to the data. This sample provides both a set of template gates and a set of reference distributions for cell sub-populations at each gate that are used to as a target distribution for peak matching and alignment. After normalization, the template gates are copied over to the normalized data.
Handling large data sets-
We have integrated our normalization algorithm into the flowStats BioConductor package which makes use of the flowWorkspace and ncdfFlow infrastructure to handle large flow data sets with minimal memory overhead by leveraging the disk-based NetCDF scientific data format and allowing for high-throughput data processing. This infrastructure has been previously described (12) .
Normalization Algorithm
Our normalization algorithm builds upon the density-based, per-channel normalization approach (fdaNorm from the flowStats BioConductor Package) (7) . Briefly, that approach estimates the density for each channel and each sample to be normalized, locates major peaks for each sample, then matches the peaks across samples and aligns them using techniques from functional data analysis. This peak identification and registration step is global, in the sense that it is performed once per FCS file per channel on the ungated data, but does not take into account the structure of the gating hierarchy. Consequently, overlapping subpopulations in the data have the potential to confound the peak matching step in some instances. Indeed, the authors mention this problem in their publication and suggest preliminary gating of debris as a potential solution, however, they do not provide a mechanism to do so in practice (7) . None the less, we have undertaken this latter approach in our comparison.
2.5.1
Local normalization-Here, we make use of an available gating hierarchy for the data to target normalization to local regions of the gating hierarchy (specific cell subsets and channels) as needed. We use the gating hierarchy of manual gates, together with a predefined reference sample as a template. The user specifies which cell-subpopulations and which channels within the gating hierarchy should be normalized during the gating process. The algorithm then performs the step-wise, hierarchical gating of each cell subpopulation in the gating scheme on each sample. When the algorithm reaches a cell subpopulation in the gating hierarchy that requires normalization, it applies the normalization routine to the parent population and uses the distribution of the reference sample as a target to identify, match, and align peaks in the other samples as originally described (7) . By performing this landmark identification and registration locally, the distributions of cells within each channel are more comparable across samples, since cells upstream in the gating hierarchy are not masking the location of the cell subsets of interest. This local approach makes the normalization algorithm more robust. After normalization, the algorithm applies the template gates from the reference sample to the normalized cell subpopulation, recomputes the cell subset membership, and continues the gating process.
Assumptions and
Caveats-The normalization approach described here is based on assumptions and has limitations that must be clearly understood. The basic assumption is that the data to be normalized was properly acquired and compensated. The normalization algorithm cannot correct for poor quality data. Rather it can correct for day-to-day variation in MFI due to less than optimal assay standardization, or other sources of technical variation that manifest as MFI variability, where the cell populations are none the less properly stained and resolved. These are the types of issues that arise in the data sets analyzed here. Normalization is meant to standardize the data, making it amenable to high-throughput analysis via template gating or automated gating approaches.
Results
We applied our local normalization algorithm to the ICS and B-cell phenotyping data sets described in section 2, comparing it with global normalization and template gating without normalization.
Template and Manual Gating of Datasets
The ICS data was gated using template gates with minor manual adjustments for all but the <APC-A>-Perforin channel, which was deemed too variable to be usable in the original analysis of the data. In contrast, the B-cell phenotyping data was gated using manual gates with careful adjustments to account for sample-to-sample variability. A representative sample from the ICS data set showing the complete gating scheme is shown in Figure 1 , and the gating scheme for the B-cell is shown in Supplementary Figure 1 .
Examination of the ICS data revealed that the <APC-A> Perforin channel exhibited substantial variability in the MFI of Perforin-negative cells across samples, while other channels did not, as shown in Figure 2 A. The variability in MFI was decreased after local normalization of the CD4 and CD8 T-cell parent populations (Figure 2 B) . Similarly, for the B-cell phenotyping data, the Red-A, Violet-C, Violet-A, and Blue-F channels exhibited substantial variability across subjects (Figure 2 D) and were normalized to a reference sample (M+T panel 750008-F02.fcs) using our local normalization algorithm applied at the CD19 parent population level resulting in decreased variation across subjects postnormalization for those markers (Figure 2 C) . The decrease in variability of MFI makes the data more amenable to template gating.
Local Normalization Improves Accuracy of Template Gating
The effect of local normalization on the proportion of perforin positive T-cells can be observed by examining the pairwise dotplots of Perforin gates. Representative samples are shown in Figure 3 A-D. Before normalization, the template Perforin+ gate captures perforin negative T-cells in both the CD4+ and CD8+ subsets (Figure 3 A,B) for some samples, but not for the reference sample. After normalization to the reference sample, the Perforin+ template gates are correctly placed for both subsets of T-cells (Figure 3 C-D).
Normalization Reduces Variability and Bias of Template Gated Cell Population Statistics
Perforin is a constitutively expressed, CD8-T-cell specific protein that is not significantly expressed on CD4 Tcells (13) . Local normalization reduced the variability of the measured proportion of CD4+ and CD8+ Perforin+ T-cells, as shown in Figure 4 A. This is particularly evident for the CD4+ T-cells, where Perforin is not expected to show significant expression. In contrast to local normalization, global normalization (Figure 4 B) inflates the observed number of CD4 positive, Perforin positive T-cells. The poor performance of global normalization is caused by differences in the placement of CD4 and CD8 perforin template gates, which requires conditioning on the cell population for accurate peak alignment.
In the B-cell phenotyping data set we compared cell population statistics template-gated, locally normalized, and globally normalized data against manually gated data (with local adjustments), evaluating the bias and variability. Boxplots of these statistics are shown in Supplementary Figure 2 A. Local normalization with template gating shows a clear improvement over both global normalization and template gating alone, particularly for the MTG gate. This effect is even more evident when examining paired differences between manual gating and the competing methods (Figure 4 C) , where local normalization with template gating is the only approach that exhibits both low variability and low bias relative to manual gating. These results demonstrate that local, gate-specific normalization combined with a template gating approach can be used effectively to account for sample-to-sample variability in a manner analogous to careful manual gating.
Normalizaton Reduces False Positives in ICS Assay Positivity Calls
Although low variability is a desirable quality, we can also evaluate more objective criteria for the ICS data set. Here, we compared positivity calls (see section 2) for CD4+ and CD8+ T-cell subsets coexpressing Perforin with other cytokines (IL2, IFN-γ or TNF-α), for each antigen stimulation at two timepoints (visit 2, day 0, pre-vaccination, and visit 5, day 40, 2 weeks post-vaccination). Positive responses were called at a q-value of 1% (14) from Fisher's exact test, adjusted across all subjects. Because global normalization exhibited poor template gating, we did not evaluate it further for positivity calls.
The difference in the proportion of positive cells between stimulated and unstimulated samples, conditional on normalization, stimulation, cytokine, T-cell subset, and timepoint is shown in Table 1 and Supplementary Figure 3 . We do not expect to observe substantial positivity in the CD4+ T-cell subset, nor do we expect to observe positivity on day 0 (before vaccination). For the unnormalized data, there are a total of 20 false positive response calls, 18 in the CD4+ subset at day 40, and 2 in the CD8+ subset at day 0. After normalization, these positive calls are eliminated. The number of positive response calls observed before normalization on day 40 in the CD8+ subset is reduced (from 14 pre-normalization to 9 post-normalization) ( Supplementary Figure 3) . However, the lower overall false-postive rate gives us higher confidence in these remaining calls.
To verify that the samples called positive in the CD4+ T-cell subset prior to normalization are indeed false positives, we examined the gating of these samples before and after normalization. The comparative gates for two potential false positives in the POL-1-PTEG stimulation are shown in Figure 5 . The gates of the raw data clearly include cells that are negative for perforin, while the gates of the normalized data include only perforin positive cells, indicating that the responder calls before normalization are false positive.
Integration into LabKey
We have integrated the normalization pipeline into the LabKey tool (LabKey Software, Seattle, WA), thus making it accessible to a wider array of potential users who may lack the expertise to implement a normalization pipeline in R and BioConductor (15, 16) . Users can select gates and channels for normalization from within the LabKey flow cytometry module import pipeline.
Discussion
We have developed an improved flow cytometry data normalization algorithm and pipeline capable of handling the large data sets commonly encountered in vaccine clinical trials. The algorithm and pipeline are implemented in R and make use of the BioConductor infrastructure packages available for processing large volumes of flow cytometry data (ncdfFlow) as well as the flowWorkspace package for importing manual gates into the R framework. By making manual gates and large data sets available to the normalization algorithm, we have been able to improve its performance and pracitcal applicability as demonstrated on two flow data sets from clinical trials. Neither the global nor local normalization approaches could have been applied to the data sets in this study without the NetCDF support built into the infrastructure (8) .
Our normalization algorithm makes use of the manual gating hierarchy to perform local normalization of cell subsets within specific gates, rather than globally as previously described. Performing normalization locally makes the peak identification and alignment steps more robust by eliminating multiple peaks from overlapping cell subsets higher in the hierarchy.
A further benefit of our approach is an improved workflow which allows an analyist to carefully gate only a single sample. This sample can then be used as a reference for normalization algorithm and acts as a source of template gates for the remaining samples in the data set. We demonstrated this approach on the B-cell phenotyping data set and showed that local normalization is unbiased and has low variability when compared against manual gating. In contrast, global normalization and template gating without normalization exhibited biased population statistics with larger variability.
Although our approach decreases staining variability across samples for specific channels and cell subsets, the cell subpopulation statistics extracted from template gating also have decreased variability indicating that the algorithm is performing as expected. This is critically important for downstream analysis where increased variation can decrease statistical power. However, care is warranted when normalizing data to ensure basic assumptions are met, namely that the MFI distribution of the cell subset to normalize is relatively consistent across samples (i.e. that, apart from shifts in the MFI, a bimodal distribution does not become trimodal in some samples), otherwise peak matching may still be error-prone. To account for such (potentially biological) effects, the algorithm can be applied separately to subsets of the data (e.g. by treatment condition). In ICS assays, where the increased production of antigen-specific T-cell subsets is measured in response to antigen stimulation (17) , careful gating is critical since cell subsets can be rare, and small changes in cell counts can lead to significant differences cell proportions. We have shown that our local, gatespecific normalization approach is able to decrease the bias in template gating of Perforin-positive T-cell populations, producing meaningful and measurable reductions in the number of false positive assays across multiple T-cell subsets and time points. Specifically, the absence of detectable response in the CD4 T-cell subset after normalization is consistent with the CD8-specificity of Perforin expression, and the loss of responses at the pre-vaccination timepoints after normalization is consistent with the expected lack of antigen-specificity prior to vaccination. Finally, while the number of postvaccination CD8 responses decreased after normalization, the increased specificity of the assay overall gave higher confidence to those responses. The lost responses were confirmed as false positives by examining dot-plots of the raw data, which demonstrated the presence of Perforin-negative cells within the Perforin+ gates. Importantly, we note that if the MFI of a cell population (after gating) is of primary interest in an assay, then this normalization approach is likely not suitable to correct for technical artifacts.
Finally, the framework presented here could be used to support an automated, hierarchical, gating pipeline. Such an approach could be extremely useful to support efforts such as the Human Immune Phenotyping Consortium (HIPC) Lyplate flow data standardization effort currently underway (18) . We are exploring such extensions as ongoing work.
Our algorithm has been implemented in the updated flowStats package (version 1.19.9) available at https://github.com/RGLab/flowStats, and is integrated with the LabKey tool.
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Refer to Web version on PubMed Central for supplementary material. Gating scheme for an FCS file from the ICS data set. In this example, cells are stimulated with POL-1-PTEG peptide pool. Problematic gating of the Perforin channel for both CD4 and CD8 subsets is clearly visible. Variability in the staining intensity of channels in the ICS and B-cell phenotyping data sets. In the ICS data, the <APC-A> Perforin channel is compared to <Pacific Blue-A> CD57, before and after normalization. A random sampling of 12 FCS files showing the variability in staining on the <APC-A> channel A) before and B) after normalization, contrasted against the staining of <Pacific Blue-A>which does not exhibit staining variability. The density is shown for the CD4+ cell subpopulation, right before the Perforin+ gate is applied. In the B-cell phenotyping data, the density of different channels in the C) locally normalized, and the D) raw data is shown. Variability across subjects is evident for the Red-A, Violet-C, Violet-A, and Blue-F channels, and their variability is reduced across subjects after normalization. Comparison of global and local normalization approaches for the ICS data and B-cell phenotyping data. A) The proportion of Perforin positive CD4 and CD8-positive T-cells before and after local and global normalization. Local normalization leads to accurate gating of the CD4 and CD8 Perforin positive T-cells, while global normalization inflates the number of CD4 and CD8 Perforin positive T-cells. Variability is expected to decrease within stimulation groups and T-cell subsets for this data set upon accurate gating. B) Paired differences between manually gated and normalized, globally normalized, or template gated cell populations in the B-cell phenotyping data. Dotted gray line at zero is a guide to the eye. Differences closer to zero are better because they imply less bias. Narrower boxes imply greater precision. Response rates for different Perforin+ cytokine+ (double-positive) T-cell subset combinations in the HVTN ICS data set before and after normalization.
No response is observed for Gag at the day 0 or day 40 time points after normalization. 
