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We derive an expression for the reduced density matrices of ideal Bose and Fermi gases in the
canonical ensemble, which corresponds to the Bloch–De Dominicis (or Wick’s) theorem in the grand
canonical ensemble for normal-ordered products of operators. Using this expression, we study one-
and two-body correlations of homogeneous ideal gases with N particles. The pair distribution func-
tion g(2)(r) of fermions clearly exhibits antibunching with g(2)(0) = 0 due to the Pauli exclusion
principle at all temperatures, whereas that of normal bosons shows bunching with g(2)(0) ≈ 2,
corresponding to the Hanbury Brown–Twiss effect. For bosons below the Bose–Einstein condensa-
tion temperature T0, an off-diagonal long-range order develops in the one-particle density matrix to
reach g(1)(r) = 1 at T = 0, and the pair correlation starts to decrease towards g(2)(r) ≈ 1 at T = 0.
The results for N → ∞ are seen to converge to those of the grand canonical ensemble obtained by
assuming the average 〈ψˆ(r)〉 of the field operator ψˆ(r) below T0. This fact justifies the introduction
of the “anomalous” average 〈ψˆ(r)〉 6= 0 below T0 in the grand canonical ensemble as a mathematical
means of removing unphysical particle-number fluctuations to reproduce the canonical results in the
thermodynamic limit.
I. INTRODUCTION
Systems of identical particles exhibit unique correla-
tions even without interactions, which originate solely
from permutation symmetry.1 They manifest themselves
in the pair distribution function g(2)(r), i.e., the rela-
tive probability of finding a pair of particles separated
by distance r. Specifically, normal ideal bosons show en-
hancement from g(2)(∞) = 1 to g(2)(0) = 2, signaling
an effective attraction between particles, whereas that of
equal-spin fermions is reduced to g(2)(0) = 0 as predicted
by the Pauli exclusion principle. The two distinct corre-
lations are also measurable as bunching and antibunch-
ing effects in the experimental detection of particles, as
first observed by Hanbury Brown and Twiss with photons
back in 1956.2,3 Furthermore, g(2)(0) below the Bose–
Einstein condensation (BEC) temperature T0 should ex-
hibit a conspicuous reduction1,4–7 that may be used to
monitor the development of coherence in condensates.8
More generally, much attention has been focused on
the n-body correlations g(n)(r) of quantum gases both
experimentally2,9–18 and theoretically3–8,19–22 over many
decades. Among them, the one-body correlation g(1)(r)
was used by Penrose19 and by Penrose and Onsager20 to
define BEC by g(1)(∞) > 0, i.e., the expectation called
the off-diagonal long-range order by Yang.21
However, there is a fundamental issue on the theo-
retical side that almost all the calculations have been
performed in the grand canonical ensemble,3–6 which is
known to suffer from unphysically huge particle-number
fluctuations below T0.
23–29 Ad hoc approximations have
been introduced to remove them, such as the introduc-
tion of the “anomalous” average 〈ψˆ(r)〉 of the field op-
erator ψˆ(r), which is apparently incompatible with the
particle-number conservation.1,4–6 A calculation within
the canonical ensemble was performed in this context,
but with an approximation by discarding several terms.7
Hence, it is desirable to calculate one- and two-body
correlations completely within the canonical ensemble,
observe the approach to the thermodynamic limit, and
check the validity of the approximations adopted in the
grand canonical calculations. We carry out such a calcu-
lation using a new formula for the reduced density matri-
ces in the canonical ensemble, which is the equivalent of
the Bloch–De Dominicis (or Wick’s) theorem in the grand
canonical ensemble1,30–32 for normal-ordered products of
operators. Thus, the formula may also be used in per-
turbative calculations with respect to interactions in the
canonical ensemble, such as self-consistent Hartree-Fock
calculations at finite temperatures with a fixed number
of particles.
In Sect. II we derive an analytic expression for the re-
duced density matrices of ideal gases in the canonical en-
semble. Section III presents numerical results on the one-
and two-body correlation functions of homogeneous Bose
and Fermi gases in the canonical ensemble for different
particle numbers at several temperatures in comparison
with those of the grand canonical ensemble. Conclud-
ing remarks are given in Sect. IV. The Appendix proves
that a superposition of the obtained formula for the re-
duced density matrices in terms of the particle number
reproduces the Bloch–De Dominicis theorem in the grand
canonical ensemble for normal-ordered products of oper-
ators.
II. FORMULA FOR REDUCED DENSITY
MATRICES
A. Definitions and main results
We consider a canonical ensemble of N identical par-
ticles with spin s described by Hamiltonian Hˆ . The re-
duced n-particle density matrix (n = 1, 2, · · · , N) is de-
2fined by1
ρ
(n)
N (ξ1, · · · , ξn; ξ′1, · · · , ξ′n)
≡ 1
ZN
Tr e−βHˆψˆ†(ξ′1) · · · ψˆ†(ξ′n)ψˆ(ξn) · · · ψˆ(ξ1). (1)
Here ZN is the partition function with Z0 ≡ 1 by defini-
tion, Tr denotes the trace, β ≡ 1/kBT with kB and T the
Boltzmann constant and temperature, respectively, and
ψˆ(ξ) is the field operator of bosons or fermions with ξ ≡
(r, α) denoting space (r) and spin (α = s, s− 1, · · · ,−s)
coordinates.
The purpose of this section is to prove that Eq. (1) for
non-interacting systems is expressible as
ρ
(n)
N (ξ1, · · · , ξn; ξ′1, · · · , ξ′n)
=
1
ZN
N∑
m=n
σm−nZN−m
m∑
ℓ1=1
· · ·
m∑
ℓn=1
δℓ1+···+ℓn,m
×
∑
Pˆn
σPn
n∏
j=1
φℓj (ξj , ξ
′
pj ). (2)
Here σ = 1 and −1 for bosons and fermions, Pˆn denotes
a permutation with n elements,1
Pˆn ≡
(
1 2 · · · n
p1 p2 · · · pn
)
, (3)
σPn = 1 and σ for even and odd permutations, re-
spectively, and φℓ(ξ, ξ
′) is defined in terms of the one-
particle eigenvalues εq and orthonormal eigenfunctions
ϕq(ξ) = 〈ξ|q〉 as
φℓ(ξ, ξ
′) ≡
∑
q
e−ℓβεq〈ξ|q〉〈q|ξ′〉, (4)
where q distinguishes one-particle eigenstates.
Let us write Eq. (2) for n = 1, 2 explicitly for later
purposes:
ρ
(1)
N (ξ1, ξ
′
1) =
1
ZN
N∑
m=1
σm−1ZN−mφm(ξ1, ξ
′
1), (5a)
ρ
(2)
N (ξ1, ξ2; ξ
′
1, ξ
′
2)
=
1
ZN
N∑
m=2
σmZN−m
m−1∑
ℓ=1
[
φℓ(ξ1, ξ
′
1)φm−ℓ(ξ2, ξ
′
2)
+ σφℓ(ξ1, ξ
′
2)φm−ℓ(ξ2, ξ
′
1)
]
. (5b)
Note that ρ
(2)
N is not expressible concisely in terms of ρ
(1)
N ,
unlike the case of the grand canonical ensemble.
Two comments on Eq. (2) are in order. First, Eq. (5a)
enables us to reproduce the following recurrence relation
for the partition function:33
ZN =
1
N
N∑
m=1
σm−1ZN−mSm, Sm ≡
∑
q
e−mβεq , (6)
by setting ξ′1 = ξ1, subsequently integrating over ξ1, and
using the sum rule:1∫
ρ
(1)
N (ξ1, ξ1)dξ1 = N, (7)
where the integration over ξ1 involves summation over
α1 = s, s−1, · · · ,−s and integration over r1. Second, Eq.
(2) corresponds to the Bloch–De Dominicis (or Wick’s)
theorem in the grand canonical ensemble for normal-
ordered products of operators.1,30–32 Indeed, multiplying
Eq. (2) by ZNe
βµN , with µ the chemical potential, and
summing over N , we obtain the n-particle density matrix
ρ
(n)
G in the grand canonical ensemble as
ρ
(n)
G (ξ1, · · · , ξn; ξ′1, · · · , ξ′n) =
∑
Pˆn
σPn
n∏
j=1
〈ψˆ†(ξ′j)ψˆ(ξpj )〉,
(8)
where 〈Aˆ〉≡Z−1G Tre−β(Hˆ−µNˆ)Aˆ with ZG≡Tre−β(Hˆ−µNˆ)
the grand partition function; see the Appendix for details
of the derivation. This is exactly the Wick decomposition
for the average 〈ψˆ†(ξ′1) · · · ψˆ†(ξ′n)ψˆ(ξn) · · · ψˆ(ξ1)〉 without
the expectation 〈ψ(ξ)〉, expressed solely in terms of the
one-particle density matrix ρ
(1)
G (ξ1, ξ
′
1) = 〈ψˆ†(ξ′1)ψˆ(ξ1)〉.
B. Preliminaries for proof
To prove Eq. (2), we expand the field operators as
ψˆ(ξ) =
∑
q
〈ξ|q〉cˆq , ψˆ†(ξ) =
∑
q
cˆ†q〈q|ξ〉. (9)
Our Hamiltonian is given explicitly in terms of cˆq, cˆ
†
q,
and εq as
1
Hˆ =
∑
q
εq cˆ
†
q cˆq, (10)
and the eigenstates of Hˆ are expressible as
|ν〉 ≡ |nq1nq2 · · ·nqM 〉 =
(cˆ†q1)
nq1√
nq1 !
· · · (cˆ
†
qM )
nqM√
nqM !
|0〉, (11)
where nqj = 1, 2, 3, · · · (nqj = 1) for bosons (fermions) in
the canonical ensemble with nq1 + nq2 + · · ·+ nqM = N .
The corresponding eigenvalues are given by
Eν =
M∑
j=1
nqjεqj . (12)
The partition function of ideal gases can be written in
two different forms as
ZN =
∑
ν
e−βEν
=
∑
q1,··· ,qN
wN (q1, · · · , qN )e−β(εq1+···+εqN ). (13)
3The first sum is over all possible distinct sets of occupa-
tion numbers, whereas the second one can be performed
independently over each qj (j = 1, 2, · · · , N) by using a
factor that obeys the following recurrence relation:34
wN (q1, · · · , qN )
=
1
N
wN−1(q1, · · · , qN−1)

1 + σ N−1∑
j=1
δqjqN

 , (14)
with w1(q1) = 1. Note that 1/wN for σ = 1 is the number
of ways of arranging the set (q1, · · · , qN ), which may con-
tain identical states. On the other hand, wN for σ = −1
has the effect of removing multiple occupancies from any
one-particle state. In both cases, we can express wN for
every distinct permutation of the state
ν = ( q1, · · · , q1︸ ︷︷ ︸
n1
, q2, · · · , q2︸ ︷︷ ︸
n2
, · · · · · · , qM , · · · , qM︸ ︷︷ ︸
nM
) (15a)
as
wN (ν) =
n1! · · ·nM !
N !
, (15b)
with n1 = · · · = nM = 1 and M = N for fermions.
C. Proof of Eq. (2)
We prove Eq. (2) by induction. First, the case for
n = N is shown to hold by using the orthonormal
eigenfunctions1 Φν(ξ1, · · · , ξN ) ≡ 〈ξ1 · · · ξN |nq1 · · ·nqM 〉
as
ρ
(N)
N (ξ1, · · · , ξN ; ξ′1, · · · , ξ′N )
≡ N !
ZN
∑
ν
e−βEνΦν(ξ1, · · · , ξN )Φ∗ν(ξ′1, · · · , ξ′N )
=
N !
ZN
∑
ν
e−βEν
∑
Pˆ ′
N
PˆN
σP
′
N+PN
N !n1! · · ·nM !
N∏
j=1
〈ξj |qp′
j
〉〈qpj |ξ′j〉
← multiply the contribution of Pˆ ′N = 1 by N !
=
1
ZN
∑
ν
e−βEν
N !
n1! · · ·nM !
∑
PˆN
σPN
N∏
j=1
〈ξj |qj〉〈qpj |ξ′j〉
← the same transformation as Eq. (13)
using Eq. (15)
=
1
ZN
∑
q1,··· ,qN
e−β(εq1+···+εqN )
∑
PˆN
σPN
N∏
j=1
〈ξj |qj〉〈qpj |ξ′j〉
=
1
ZN
∑
PˆN
σPN
N∏
j=1
∑
qj
e−βεqj 〈ξj |qj〉〈qj |ξ′pj 〉
=
1
ZN
∑
PˆN
σPN
N∏
j=1
φ1(ξj , ξ
′
pj ). (16)
The last expression is identical to Eq. (2) for n = N .
Now, suppose that Eq. (2) holds true for a certain n.
Then ρ
(n−1)
N (ξ1, · · · , ξn−1; ξ′1, · · · , ξ′n−1) can be obtained
by setting ξ′n = ξn in Eq. (2) and integrating over ξn as
follows:1
ρ
(n−1)
N (ξ1, · · · , ξn−1; ξ′1, · · · , ξ′n−1)
≡ 1
N−n+1
∫
dξn ρ
(n)
N (ξ1, · · · , ξn−1, ξn; ξ′1, · · · , ξ′n−1, ξn)
=
N∑
m=n
σm−nZN−m
(N − n+ 1)ZN
m∑
ℓ1=1
· · ·
m∑
ℓn=1
δℓ1+···+ℓn,m
∑
Pˆn
σPn
×
n−1∏
j=1
∑
qj
e−ℓjβεqj 〈ξj |qj〉〈qpj |ξ′j〉
∑
qn
δqnqpn e
−ℓnβεqn .
(17a)
Let us consider the cases with pn = n and those with
pn ≤ n − 1 separately in treating the last sum. Permu-
tations for pn = n are expressible as
Pˆn =
(
1 · · · n− 1 n
p1 · · · pn−1 n
)
=
(
n
n
)
Pˆn−1,
whereas those for pn = i ≤ n− 1 can be transformed as1
Pˆn =
(
1 · · · n− 1 n
p1 · · · pn−1 i
)
=
(
i n
n i
)
Pˆ ′n−1,
where Pˆ ′n−1 is some permutation with n − 1 elements.
This fact enables us to replace the sum over Pˆn in Eq.
(17a) by that over Pˆn−1 with the introduction of factors
1 and σ for pn = n and pn ≤ n − 1, respectively. We
thereby obtain
ρ
(n−1)
N (ξ1, · · · , ξn−1; ξ′1, · · · , ξ′n−1)
=
N∑
m=n
σm−nZN−m
(N−n+1)ZN
m∑
ℓ1=1
· · ·
m∑
ℓn=1
δℓ1+···+ℓn,m
∑
Pˆn−1
σPn−1
×
n−1∏
j=1
∑
qj
e−ℓjβεqj 〈ξj |qj〉〈qj |ξ′pj 〉
×
(
Sℓn + σ
n−1∑
i=1
e−ℓnβεqi
)
. (17b)
The first contribution in the round bracket can be trans-
formed further by using m′ ≡ m− ℓn as follows:
N∑
m=n
σm−nZN−m
m∑
ℓn=1
δℓ1+···+ℓn,mSℓn
=
N∑
m′=n−1
N−m′∑
ℓn=1
σm
′+ℓn−nZN−m′−ℓnSℓnδℓ1+···+ℓn−1,m′
=
N∑
m′=n−1
σm
′−n+1(N −m′)ZN−m′δℓ1+···+ℓn−1,m′ ,
4where we used Eq. (6). For the second contribution in
the round brackets of Eq. (17a), the sums over (li, ln) can
be transformed with a change of variables ℓ′i ≡ ℓi+ ℓn as
m∑
ℓi=1
m∑
ℓn=1
e−(ℓi+ℓn)βεqi δℓ1+···+ℓn,m
=
m∑
ℓ′
i
=2
ℓ′i−1∑
ℓn=1
e−ℓ
′
iβεqi δℓ1+···+ℓ′i+···+ℓn−1,m (ℓ
′
i → ℓi)
=
m∑
ℓi=2
(ℓi − 1)e−ℓiβεqi δℓ1+···+ℓn−1,m
=
m∑
ℓi=1
(ℓi − 1)e−ℓiβεqi δℓ1+···+ℓn−1,m.
The subsequent summation of ℓi − 1 over i = 1, · · · , n−
1 with the constraint δℓ1+···+ℓn−1,m yields m − (n − 1).
Substituting the above two results into Eq. (17b), we
obtain
ρ
(n−1)
N (ξ1, · · · , ξn−1; ξ′1, · · · , ξ′n−1)
=
N∑
m=n−1
σn−1+mZN−m
(N − n+ 1)ZN [(N −m) + (m− n+ 1)]
×
m∑
ℓ1=1
· · ·
m∑
ℓn−1=1
δℓ1+···+ℓn−1,m
∑
Pˆn−1
σPn−1
×
n−1∏
j=1
φℓj (ξj , ξ
′
pj ), (17c)
which is exactly Eq. (2) with the replacement n→ n− 1.
This completes our proof of Eq. (2).
III. CORRELATION FUNCTIONS OF
HOMOGENEOUS SYSTEMS
A. Correlation functions
We study one- and two-body correlations of homoge-
neous ideal gases in the canonical ensemble based on Eq.
(5). Specifically, we consider identical particles with mass
m in a box of volume V = L3 with periodic boundary
conditions. One-particle eigenstates are distinguished in
terms of the wave vector k = (2πnx/L, 2πny/L, 2πnz/L)
by q = (k, α), whose eigenvalues and eigenfunctions are
given by
εk =
h¯2k2
2m
, ϕkα(ξ1) =
1√
V
eik·r1δαα1 . (18)
Equation (4) can be written as
φℓ(ξ1, ξ2) =
δα1α2
V
∑
k
e−ℓβεk+ik·(r1−r2)
≡ δα1α2fℓ(r1 − r2). (19)
Note that φℓ(ξ, ξ) = fℓ(0) = Sℓ/(2s+1)V as can be seen
from Eq. (6). Thus, the diagonal element φℓ(ξ, ξ) does
not depend on ξ at all for homogeneous systems. Let
us introduce one- and two-body correlation functions of
homogeneous systems as
g(1)α1α2(|r1 − r2|) ≡
(2s+ 1)V
N
ρ
(1)
N (ξ1, ξ2), (20a)
g(2)α1α2(|r1 − r2|) ≡
[
(2s+ 1)V
N
]2
ρ
(2)
N (ξ1, ξ2; ξ1, ξ2).
(20b)
Equation (20b) is also called the pair distribution func-
tion. We set ξ2 = ξ1 in Eq. (20a), integrate the resulting
expression over ξ1 = (r1, α1), and use Eq. (7). We then
find that ∑
α1
g(1)α1α1(0) = 2s+ 1.
We also integrate Eq. (20b) over (ξ1, ξ2) and use the first
relation of Eq. (17a) for n = 1, 2. We thereby obtain
N
(2s+ 1)2V
∑
α1α2
∫
d3r
[
1− g(2)α1α2(r)
]
= 1.
Noting that (i) g
(n)
α1α1(r) does not depend on α1 in the ab-
sence of magnetic fields and (ii) g
(2)
α1α2(r) = 1 for α1 6= α2,
we can express the above results in terms of the diagonal
element g(n)(r) ≡ g(n)αα (r) as
g(1)(0) = 1, (21a)
N
(2s+ 1)V
∫
d3r
[
1− g(2)(r)
]
= 1. (21b)
We will compare the functions in Eq. (20) with the
following ones in the grand canonical ensemble:1
g(1G)α1α2(r) ≡
N0
N
+ δα1α2ℓ(kQ|r1 − r2|), (22a)
g(2G)α1α2(r) = 1+δα1α2σ
{
[ℓ(kQr)]
2 + 2
N0
N
ℓ(kQr)
}
, (22b)
which are applicable to both bosons (σ = 1) and fermions
(σ = −1, N0 = 0) and obtained for bosons below T0 by
assuming the anomalous average 〈ψˆ(ξ)〉. Here N0 is the
number of condensed particles, which becomes finite for
bosons below T0 and is given by N0 = N [1− (T/T0)2/3],1
kQ is defined together with TQ by
kQ ≡ π
L
(
N
2s+ 1
)1/3
, TQ ≡
h¯2k2Q
2mkB
, (23)
and ℓ(x) denotes
ℓ(x) ≡ π
4
∫ ∞
0
1
e(ǫ˜−µ˜)/T˜ − σ
sin(ǫ˜1/2x)
x
dǫ˜, (24)
5with µ˜ ≡ µ/kBTQ and T˜ ≡ T/TQ. Note that N in the
grand canonical ensemble denotes 〈N〉. The BEC tem-
perature T0 for bosons and the Fermi temperature TF for
fermions are given in terms of TQ by
1
T0 = 0.671TQ, TF = 1.54TQ. (25)
For the sum rules in the grand canonical ensemble, Eq.
(22a) also satisfies Eq. (21a), whereas Eq. (22b) obeys
〈N〉
(2s+ 1)V
∫
d3r
[
1− g(2G)(r)
]
= 1− 〈N
2〉 − 〈N〉2
〈N〉 ,
(26)
where 〈· · · 〉 denotes the grand canonical average; Eq. (26)
can be shown similarly as Eq. (21b). One of our main
interests is how g(2G)(r) is different from g(2)(r) bringing
about the additional (fluctuation) term in Eq. (26).
B. Numerical procedures
Equation (20) can be evaluated numerically from Eqs.
(5) and (6). The key quantity here is the function fℓ(r)
defined in Eq. (19). It is expressible as
fℓ(r) =
1
L3
∏
λ=x,y,z
∞∑
nλ=−∞
exp
[
−4ℓn
2
λ
τ
+ 2inλρλ
]
,
(27a)
with τ≡ [N/(2s+1)]2/3T/TQ and ρ≡ [(2s+1)/N ]1/3kQr.
Thus, fℓ is periodic in ρλ with period π. Using the Pois-
son summation formula, we can also transform Eq. (27a)
into
fℓ(r)
=
1
L3
(πτ
4ℓ
)3/2 ∏
λ=x,y,z
∞∑
nλ=−∞
exp
[
−π
2τ
4ℓ
(
nλ − ρλ
π
)2]
.
(27b)
Since it depends only on r ≡ |r|, we can obtain fℓ(r)
by choosing r along the x-axis, for example. Equations
(27a) and (27b) were found to give good convergence in
the summation over nλ for τ/4ℓ <∼ 0.5 and τ/4ℓ >∼ 0.5,
respectively. Round-off errors that may accumulate sig-
nificantly in evaluating Eqs. (5) and (6) were removed by
high-precision calculations with Mathematica. We con-
firmed that the sum rule in Eq. (21) is satisfied for each
of our numerical calculations for N = 50, 100, 1000.
C. Numerical results
We now present numerical results on g(n)(r) ≡ g(n)αα (r)
for n = 1, 2. Figures 1 and 2 show the one- and two-
body correlation functions of fermions with s = 1/2, re-
spectively, in the canonical ensemble at T/TQ = 0.5, 2.0
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FIG. 1: (Color online) One-body correlation function g(1)(r)
of fermions with s = 1/2 in the canonical ensemble at T/TQ =
0.5, 2.0 for N = 50, 100, 1000 in comparison with those in the
grand canonical ensemble (solid lines).
 0
 0.2
 0.4
 0.6
 0.8
 1
 0  1  2  3  4  5
FIG. 2: (Color online) Pair distribution function g(2)(r) of
fermions with s = 1/2 in the canonical ensemble at T/TQ =
0.5, 2.0 for N = 50, 100, 1000 in comparison with those in the
grand canonical ensemble (solid lines).
for N = 50, 100, 1000. They are compared with Eq. (22)
for the grand canonical ensemble. We observe excellent
agreement between the two ensembles for fermions. The
reduction of g(2)(r) near the origin is due to the Pauli
exclusion principle and referred to as Fermi hole, whose
size is seen to decrease as the temperature is raised owing
to the increase in the average kinetic energy per parti-
cle. Tiny discrepancies between the two ensembles are
seen in g(2)(r) for kQr >∼ 1.5, which reduce in magnitude
as N increases. They are responsible for the difference
between the sum rules, Eqs. (21b) and (26). In other
words, the fluctuation term on the right-hand side of Eq.
(26) does not affect the short-range behavior of the pair
distribution function of fermions.
We turn our attention to bosons with s = 0. Figure 3
shows the radial dependence of the one-body correlation
function g(1)(r) at T/T0 = 2.0, 1.0, 0.5 in the canonical
ensemble for N = 50, 100, 1000 in comparison with Eq.
(22) for the grand canonical ensemble. We also observe
little dependence of the correlations on N at T/T0 = 2.0
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FIG. 3: (Color online) One-body correlation function g(1)(r)
of bosons with s = 0 in the canonical ensemble at T/T0 =
0.5, 1, 2.0 for N = 50, 100, 1000 in comparison with those in
the grand canonical ensemble (solid lines).
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FIG. 4: (Color online) Temperature dependence of the one-
body correlation at rc = (L/2, L/2, L/2) for bosons with
s = 0 in the canonical ensemble for N = 50, 100, 1000 in
comparison with g(1G)(∞) given by Eq. (22a) in the grand
canonical ensemble (solid line).
without condensation, whereas the dependence becomes
stronger below T0 as the condensation develops. To
see the development of the off-diagonal long-range order
monitored by g(1)(∞),19–21 we also calculated g(1)(r) at
rc = (L/2, L/2, L/2), i.e., at the center of the box, which
is the furtherest point from the origin, as a function of
temperature. Figure 4 shows the temperature depen-
dence of the one-body correlation function in the canon-
ical ensemble for N = 50, 100, 1000 in comparison with
g(1G)(∞) = N0/N in the grand canonical ensemble given
by Eq. (22a). We observe that g(1)(rc), which monitors
the relative number of condensed particles, has a fairly
large N dependence and slowly approaches g(1G)(∞) in
the grand canonical ensemble.
Figure 5 shows the pair distribution function of bosons
with s = 0 at T/T0 = 2.0, 1.0, 0.5 (from top to bottom)
in the canonical ensemble with N = 50, 100, 1000. For
comparison, we also plot Eq. (22b) for the grand canon-
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FIG. 5: (Color online) Pair distribution function g(2)(r) of
bosons in the canonical ensemble for N = 50, 100, 1000 at (a)
T/T0 = 2, (b) T/T0 = 1, (c) T/T0 = 0.5 in comparison with
that in the grand canonical ensemble (solid lines).
ical ensemble. We observe a substantial N dependence
in the two-body correlation, especially for T ≪ T0. Nev-
ertheless, convergence to the grand canonical results as
N → ∞ are seen clearly. The bunching of g(2)(0) = 2
above T0 compared with g
(2)(∞) = 1 is due to the effec-
tive attraction between bosons, which is seen to decrease
below T0. Figure 6 shows the temperature dependence of
g(2)(0) in the canonical ensemble with N = 50, 100, 1000
in comparison with g(2G)(0) given by Eq. (22b) for the
grand canonical ensemble. We observe steep decreases
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FIG. 6: (Color online) Temperature dependence of g(2)(0) for
bosons in the canonical ensemble for N = 50, 100, 1000 in
comparison with that in the grand canonical ensemble (solid
line).
of g(2)(0) from g(2)(0) ≈ 2 above T0 towards g(2)(0) = 1
at T = 0 as the condensation develops. Moreover, the
reduction starts even from above T0 for smaller values of
N .
IV. CONCLUDING REMARKS
We obtained an analytic expression for the reduced
density matrices of quantum ideal gases in the canonical
ensemble as Eq. (2). The formula indicates that we can
also perform the Wick-decomposition-like procedure in
the canonical ensemble. Hence, it can be used to study n-
body correlations of ideal gases in the canonical ensemble
and also to carry out perturbative calculations in the
canonical ensemble.
The formula was subsequently used to clarify one- and
two-body correlations of homogeneous Bose and Fermi
gases. They were also compared with those in the grand
canonical ensemble, which were derived for condensed
bosons by assuming the anomalous average 〈ψˆ(r)〉 6= 0
below the BEC temperature T0. We confirmed that
the correlations in the canonical ensemble approach
those in the grand canonical ensemble as the particle
number N increases towards ∞; the approach is fast for
fermions, whereas it becomes slower for bosons as the
temperature is lowered through T0. This fact justifies
the procedure of introducing the anomalous average
〈ψˆ(r)〉 6= 0 below the BEC temperature T0 for bosons in
the grand canonical ensemble as a mathematical means
of removing the unphysical particle-number fluctuations
from the grand canonical ensemble.
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Appendix A: Derivation of Eq. (8)
Let us multiply Eq. (2) by ZNe
βµN , perform a summa-
tion over N = 0, 1, · · · ,∞, and transform the right-hand
side as follows:
∞∑
N=0
ZNe
βµNρ
(n)
N (ξ1, · · · , ξn; ξ′1, · · · , ξ′n)
=
∞∑
N=0
N∑
m=n
eβµ(N−m)ZN−mσ
m−n
×
m∑
ℓ1=1
· · ·
m∑
ℓn=1
δℓ1+···+ℓn,m
∑
Pˆn
σPn
n∏
j=1
φℓj (ξj , ξ
′
pj )e
βµℓj
=
∞∑
N=0
N−n∑
k=0
eβµkZkσ
N−k−n
N−k∑
ℓ1=1
· · ·
N−k∑
ℓn=1
δℓ1+···+ℓn,N−k
×
∑
Pˆn
σPn
n∏
j=1
φℓj (ξpj , ξ
′
j)e
βµℓj
=
∞∑
k=0
eβµkZk
∑
Pˆn
σPn
n∏
j=1
∞∑
ℓj=1
σℓj−1φℓj (ξpj , ξ
′
j)e
βµℓj
=ZG
∑
Pˆn
σPn
n∏
j=1
∑
qj
∞∑
ℓj=1
σℓj−1e−β(εqj−µ)ℓjϕqj (ξpj )
× ϕ∗qj (ξ′j)
=ZG
∑
Pˆn
σPn
n∏
j=1
∑
qj
1
eβ(εqj−µ) − σ
ϕqj (ξpj )ϕ
∗
qj (ξ
′
j)
=ZG
∑
Pˆn
σPn
n∏
j=1
〈ψˆ†(ξ′j)ψˆ(ξpj )〉. (A1)
The first line above is ZGρ
(n)
G (ξ1, · · · , ξn; ξ′1, · · · , ξ′n) by
definition. We thereby obtain Eq. (8).
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