Abstract. Fixed or stationary points of multivalued maps are seen to exist in the presence of various entropy functions for the map. Generalizations of the BanachPicard and Caristi fixed point theorems are presented.
1. Introduction. Let £ be a complete metric space and let F(E) denote the set of nonempty subsets of E. Let A : E -> F(E) be a given multivalued map on E. Regarding £ as a set of "states", we may consider the discrete dynamical system defined by A, which associates to any state x the set of states A(x) which can be reached in one time period. Examples of such systems are supplied by control theory where, given a map f.E'XU^E where U is a set of "controls", one sets
A(x) = {f(x, u)\u G U).
We will address ourselves to the problem of existence of fixed points x G A(x) (which may be interpreted as rest-points of the system), and the existence of stationary points {xm} = A(x^) (end-points of the system). In the framework of control theory, x is a fixed point if 3u G U such that x = f(x, ¿7), and x^ is a stationary point if Vm G U, x+ = f(xt, u).
We present only basic results which have intrinsic interest. Moreover, these results may be categorized in terms of which of the various concepts of "entropy" (or "strong Liapunov functions") we assume for A.
These kinds of results may be useful for computational methods of solutions to optimization problems (see E. Polac [7] and W. Zangwill [11] for instance) and in system theory (see J. Willems [10] for instance).
2. Weakly dissipative systems. In this paper, we assume once and for all that E is a complete metric space. We begin by defining what is meant by a weak dissipative system. Definition 2.1. A function tp: E -» R+ is called a weak entropy of A if
A map A : E -> F(E) is said to be weakly dissipative if there exists a weak entropy of^.
Note that we use the concept of entropy with a sign opposite to the one used by physicists. We also need the following. Definition 2.3. A sequence {xn}n>0 of the elements in E is called a trajectory starting at x if x0 = x and x"+x E A(xn), n > 0. We denote the set of all such trajectories by 9"L4, x).
The following theorem is a typical application of "entropy". Theorem 2.4. Any weakly dissipative closed map A: E -» F(E) has a fixed point; furthermore, for any x0 E E, there exists a trajectory starting at x0 and converging to a fixed point.
Proof. Let \p be a weak entropy of A. Given any xEfwe may use (2.2) to construct {xm} E *5(A, x) such that
Since the sequence \¡/(x") is nonincreasing and bounded from below {*"} is a Cauchy sequence. Let x = lim x". Since xn+x E A(xn) we have that (x, x) is in the closure of the graph of A and hence, by hypothesis, in the graph itself. Therefore x £ A(x).
We are also able to give a partial characterization of those A which admit a weak entropy, hence are weakly dissipative. Combining (2.10) and (2.11) we have, for k > k0,
And finally, since 8 is arbitrary,
Hence, \p is a weak entropy for A. Note that since ip < ^O' Proposition 2.6 implies that i/> = \¡/0. Theorems 2.4 and 2.7 imply the extension of the Banach-Picard fixed point theorem to multivalued maps. Definition 2.15. We say that A is Lipschitz with constant X > 0 if
Theorem 2.16. Let A be Lipschitz with constant 1 > X > 0, and with compact images. Then it is weakly dissipative; hence it has a fixed point when E is complete.
Proof. Since a Lipschitz multivalued map is upper semicontinuous, it suffices to check i^o < +00. Let x G E. Since A has compact images we may select a trajectory {xn} such that d(x", xn+x) = d(xn, A(xn)). Because A is Lipschitz we have that OO 00 t0(x) < 2 d(xn,xn+x) < S Xnd(x0,xx) < +00. n=0 n=0
3. Example: weak entropies of (1 -S)_1. We give another example of a class of weakly dissipative dynamical systems that play an important role: (3.1) let E be a convex compact subset of a Banach space U, and (3.2) let S: E -> F(U) be an upper semicontinuous map with nonempty closed convex values.
The dynamical system we consider associates with any state xn solutions xn+, to
This dynamical system is the "implicit finite difference scheme" of the continuous dynamical system dx/dt G S(x(t)). If we set A = (I -S)~x: E^^(U), (3.3) may be written as xn+x G A(xn). We have to supplement conditions implying that A maps E to itself and that a given function <p: E -» R+ is a weak entropy. We assume that (3.4) <p: E -> R+ is convex and continuous on a neighborhood of R.
So it has nonempty convex compact subdifferential 3oe(x) c U* defined by 3<p(x) = {PE t/*|<p(x) -tp(y) <(p,xv>, v e U} (3.5) (see, for instance, R. T. Rockafellar [8] We recall that the normal cone to E at x is defined by
and that the tangent cone to E at x is defined by
Theorem 3.9. Let us assume that assumptions (3.1), (3.2) and (3.4) hold. If
Vx G E, S(x) n TE(x) n R^(x) * 0; (3.10)
then A = (1 -S)~x maps E to itself and tp is a weak entropy. Hence, for any x0 E E, there exists a trajectory {xn} of (3.3) starting at x0 and converging to a "critical point" x E E of S (i.e., satisfying 0 G S(x)). We shall deduce the proof from the following Ky Fan inequality. Theorem 3.12(Ky Fan [6] ). Let E be a convex compact subset and let f:
is lower semicontinuous, (iii)Vy EE,f(y,y)< 0.
Then there exists x E E satisfying sup{/(x,y)\y E E) < 0 (for an elementary proof, see J. P. Aubin [1, Chapter 1, §5]).
Proof. For proving that A maps E to itself and that <p is a weak entropy, we have to show that when x0 G E is given, there exists x G E satisfying x-XrjGS^x) and ||x-x0|| < rjp(x0) -<p(x). (3.13)
We denote by a(S(x),p) = sup{</>, v)\v G S(x)} the support function of the closed convex set S(x). We note that the separation theorem implies that x -x0 G S(x) if and only if (p,x -x0> < a(S(x),p) for all/? G U*. We also note that ||x -x0|| -<p(x0) + <p(x) = sup||?|U_,«<?, x -x0> -cp(x0) + cp(x)).
Let us assume that property (3.13) is false: i.e., that for all x E X, either ||-x: -x0|| -<p(x0) + <p(x) > 0 or x -v0 £ S(x).
In other words, we can write E-U Vqu U Vp Now, since \\q\\ < A, we deduce from (3.16) thatp G \(3<p(x) + Bm + NE(x)). By (3.10), there exists tJ G S(x) n TE(x) n (3<p(x) + B)~. Thus (3.17) implies that
i.e., a contradiction of (3.15). So, A maps E to itself and is weakly dissipative. Since S is closed, A is also closed. Then Theorem 2.4 implies that for any x0 G E, there exists a trajectory (x") of (3.3) that converges to a fixed point x of A, which is a critical point of S. 4. Dissipative systems. As the theory of weakly dissipative systems allows one to conclude that fixed points exist, so the theory of dissipative systems gives stationary points (A(x) = {x}). We briefly discuss some aspects of that theory. LA({xn}) is called the limit set of the trajectory.
The relevant information about these maps is contained in the following proposition (A need not be dissipative). The next theorem is the main technical result of this section.
Theorem 4.9. Let A be dissipative with entropy (¡p. Then for any x G E there exists {xn} G <$(A, x) converging to some x G E and such that LA({xn}) = {3c}.
Before proving 4.9, we list some applications, the first of which follows at once from 4.8(d) and 4.9.
Theorem 4.10. Let A be dissipative and let either A be lower semicontinuous or HA be closed, then A has a stationary point.
We also have the following generalization of Caristi's theorem (Caristi [3] or Siegel [9] ). As a final application we can prove the following theorem of Ekeland [5] . 
