The Repeated Two-Sample Rank (RTR) Procedure:  A Nonparametric Multivariate Individuals Control Chart by Fricker, Ronald D. Jr. & Chang, Joseph T.
Calhoun: The NPS Institutional Archive
Faculty and Researcher Publications Faculty and Researcher Publications
2009-07-10
The Repeated Two-Sample Rank (RTR)
Procedure:  A Nonparametric
Multivariate Individuals Control Chart
Fricker, Ronald D., Jr.
http://hdl.handle.net/10945/43290
The Repeated Two-Sample Rank (RTR) Procedure:
A Nonparametric Multivariate Individuals Control Chart













The Repeated Two-sample Rank (RTR) procedure transforms univariate and multivariate data into
univariate statistics from which out-of-control conditions are detected using nonparametric rank tests.
Designed for the ever more complicated and data-rich settings arising in industry today, where simple
parametric assumptions often do not apply, the RTR procedure can detect very general distributional
changes. In comparisons to standard parametric procedures, the RTR procedure’s general applicability
necessarily entails some sacrifice in detection speed for certain specific changes. However, for other
types of changes, and in the presence of multimodal or complicated distributions, the RTR procedure
demonstrates better performance overall.
KEYWORDS: Statistical process control, quality control, kernel density estimation, Kolmogorov-Smirnov
statistic, biosurveillance.
1 Introduction
Quick detection of a change in a probability distribution is the fundamental problem of statistical process
control. The problem arises in any monitoring situation, and lies at the foundation of the theory and practice
of quality control. The simplest and best understood version of the problem specifies a one-parameter family
of univariate distributions—the most studied family being the normal distribution with unknown mean—and
aims to detect a change in the parameter from one value to another as quickly as possible after the change
occurs. A number of popular and successful procedures have been developed for this sort of problem, and
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a substantial body of theoretical and experimental research has accumulated. Our interest is in extending
this line of investigation to the ever more complicated and data-rich settings in industry, where multivariate
data is increasingly abundant and simple parametric assumptions often do not apply.
For example, one might be trying to predict motor failure by monitoring a number of features of a power
spectrum. Here the data is multivariate, typically with complicated distributions that make simple para-
metric models manifestly inappropriate. Also, particularly in the earlier stages of investigation, although
one hopes that imminent failure of a motor will be preceded by some detectable change in the distribution
of the data, often the precise nature of that distributional change is poorly understood and so we do not
know what sort of change we are looking for. Thus, we would like a procedure that applies to multivariate
distributions, whose effectiveness is not predicated on the specification of a parametric family, and that
can detect very general kinds of changes in a distribution. In fact, the goal is to develop a procedure that
has some power to detect any change in distribution — from any in-control distribution to any different
out-of-control distribution.
In this paper we present such a procedure, which we call the Repeated Two-sample Rank (RTR) procedure.
More generally, the RTR procedure is a unifying framework under which new SPC procedures can be designed
for multivariate processes. The RTR procedure using kernel density estimation that we propose and examine
here is shown to perform well in comparison with existing parametric procedures drawn from the literature,
and it is computationally tractable in high dimensions. We also show how some of the best current procedures
can fail to detect certain simple distributional changes that are detected by the RTR procedure. Conceptual
considerations as well as simulation results show that the RTR procedure is capable of detecting very general
changes in distribution.
1.1 Related Literature
The classical approaches to control charting have been parametric and univariate. These include the She-
whart control chart (Shewhart 1931), the cumulative sum (CUSUM) control chart of Page (1954) and Lorden
(1971), the Bayesian procedure of Shiryayev (1963, 1973) and Roberts (1966), and the exponentially weighted
moving average (EWMA) control chart of Roberts (1959).
Multivariate control chart research has centered around detecting individual changes in either the normal
mean vector or in the covariance matrix. In terms of multivariate CUSUM methods, for example, see
Pignatiello and Runger (1990), Crosier (1988), Healy (1987), and Alt (1985). Lowry, Woodall, Champ
and Rigdon (1992) proposed a multivariate EWMA procedure. Most of these methods assume that the
covariance matrix is known or can be well estimated. Other control charts deal with multivariate data by
applying a number of individual univariate control charts, one to each marginal distribution; see Woodall
and Ncube (1985), for example. The field of chemometrics has developed SPC methods using principal
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components analysis; see for example MacGregor (1996) or Nomikos and MacGregor (1995). These methods
are parametric in that they assume the transformed variables from principal components are normally
distributed.
The literature on nonparametric control charts is less extensive and it has been limited almost exclusively to
the univariate case. See, for example, Chakraborti and van de Wiel (2008), Chakraborti, van der Laan, and
van de Wiel (2004), Chakraborti, van der Laan, and Bakir (2001), Janacek and Miekle (1997), Gordon and
Pollak (1995), Hackl and Ledolter (1991), McDonald (1990), Park and Reynolds (1987), Bhattacharya and
Frierson (1981), Bakir and Reynolds (1979), and Bhattacharyya and Johnson (1968). All of these procedures
apply only to the univariate case in which a natural ordering exists under which one may rank observations.
Very little work has been done on multivariate nonparametric control charts. As Chakraborti, van der
Laan, and Bakir (2001, p. 305) said, “Despite the evidence recommending their use, development and
implementation of nonparametric control charts has been rather slow in industrial process control.” And
Stoumbos, Reynolds, Ryan, and Woodall (2000, p. 996) said, “Nonparametric multivariate control charts
have been studied only very recently and much more research is needed.”
Multivariate nonparametric control charts proposed in the literature include Hayter and Tsui (1994), though
their control chart does not account for the covariance structure of the data. Based on the concept of data
depth Liu (1995, 1990) proposed three multivariate control charts. The use of data depth was subsequently
studied in Stoumbos and Jones (2000) and Stoumbos, Jones, Woodall, and Reynolds (2001), both of which
concluded that “The SD [simplicial depth] chart appears to have limited potential for practical applications
that require individual observations (n = 1) due to the large reference-sample size requirements...” Most
recently, Qiu and Hawkins (2003, 2001) proposed a rank-based multivariate CUSUM procedure for detecting
shifts in a mean vector for non-Gaussian distributions.
1.2 Organization of the Paper
In Section 2 we describe the Repeated Two-sample Rank procedure, discuss our motivation for its design,
define its asymptotically distribution-free property, and present an approximation useful for setting its control
limit. In Section 3 we describe the control charts against which we compare the performance of the RTR
procedure, with a particular focus on how we implemented them in the comparisons, and then present the
results of the simulation comparisons. In Section 4 we apply the RTR procedure to three real-world problems
– detecting electric motor failure, monitoring a circuit board production line, and disease surveillance – and
in Section 5 we conclude with a discussion and some thoughts on future research. In the appendix we prove
that the RTR Procedure is asymptotically distribution-free.
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2 The RTR Procedure
2.1 Description
Consider a sequence of observations Xi ∈ IRd from a process where the goal is to detect quickly when the
process goes “out of control.” Assume X1, . . . , Xν−1 are independent and identically distributed (iid) with
in-control density f0 and Xν , Xν+1, . . . are iid with out-of-control density f1. The change point ν, when the
process switches from in-control to out-of-control, and the densities f0 and f1 are unknown.
Assume that a training sample of data Y1, . . . , YN is available. The process is assumed to have been in
control throughout the training sample, so that the training observations are distributed according to f0.
The training sample is followed by new dataX1, X2, . . ., whose density may change from f0 to another density
at some unknown time. For notational convenience, define Xi = YN+i for −N < i ≤ 0. Also consider a
window of the w most recent data points Xn−w+1, . . . , Xn which will be used to decide whether or not the
process is still in control at time n.
The RTR procedure uses a kernel estimate fˆn formed from the training sample data and the window of new













where kh(x,X) = h−dk[(x − X)/h]. The density estimate fˆn is evaluated at each training point and each
data point in the window, obtaining the values
fˆn(X1−N ), . . . , fˆn(X0), fˆn(Xmax{1,n−w+1}), . . . , fˆn(Xn). (2)
If the process is still in control at time n, so that X1−N , . . . , X0, Xmax{1,n−w+1}, . . . , Xn are iid then, via a
small generalization of Theorem 11.2.3 of Randles and Wolfe (1979, p. 356), the estimated density heights
(2) are exchangeable, so that all rankings of them are equally likely. The idea of the RTR procedure is to
perform a hypothesis test on the ranks at each time n, and to signal at the first time the test rejects the
hypothesis that the ranks of the estimated density heights fˆn(Xmax{1,n−w+1}), . . . , fˆn(Xn) are uniformly
distributed among the ranks of fˆn(X1−N ), . . . , fˆn(X0).
It might seem somewhat peculiar to include the window data in the kernel density estimate. Different
variations are possible. For example, we have experimented with using only the training data to estimate
f0. This tends to give quicker detection in low dimensions and slower detection in higher dimensions. An
advantage in using (1) is the exchangeability property, which is lost if we use only the training data in
estimating f0. This issue is discussed further in section 2.3.
The hypothesis test used here is the Kolmogorov-Smirnov test. Let Jˆn denote the empirical distribution
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The Kolmogorov-Smirnov statistic at time n is
Sn = max
z
|Jˆn(z)− HˆN (z)|. (5)
Given a control limit c, the procedure stops and signals at the first time τ that Sn is greater than or equal
to c: τ = inf{n : Sn ≥ c}.
A false alarm occurs if τ < ν; that is, the procedure stops before the change occurs. The control limit is
selected so that under the hypothesis that a change never occurs (i.e. “ν = ∞”), the expected value of τ ,
IE∞(τ), is at least some pre-specified reasonably large value. In the quality control literature, IE∞(τ) is often
referred to as the in-control average run length (ARL) or ARL0. The conditional expected time to detect a
shift to some f1, denoted IE(τ |τ ≥ ν), is often referred to as the out-of-control average run length or ARL1.
In summary, the RTR procedure proceeds as follows.
1. Choose a training sample size N and a window size w, where N À w. Fix a kernel function k and
bandwidth h. Set a control limit c to achieve a desired ARL0.
2. Collect a training sample Y1, . . . , YN of data points from the in-control distribution F0, and initialize
n to 0.
3. Increment n and get the next observation Xn, so that the window of data points is Xn−w+1, . . . , Xn,
where Xi = YN+i for n < w and i ≤ 0.
4. Calculate the estimated density heights fˆn(X1−N ), . . . , fˆn(X0), fˆn(Xn−w+1), . . . , fˆn(Xn) for the train-
ing sample and for the window of data using (1).
5. Calculate the Kolmogorov-Smirnov statistic Sn from Jˆn and HˆN according to (5).
• If Sn ≥ c, stop and signal.
• If Sn < c, increment n, go to step 3 and repeat.
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Average Run Length
f1 Shewhart EWMA CUSUM RTR
Cauchy 204.5 (0.2) 205.9 (0.7) 204.7 (0.6) 205.8 (3.4)
Cauchy + 1 204.2 (0.2) 191.0 (0.6) 156.1 (0.4) 61.8 (1.0)
Cauchy + 2 202.8 (0.2) 175.5 (0.6) 98.1 (0.2) 20.6 (0.1)
Cauchy + 3 201.7 (0.2) 159.7 (0.5) 68.3 (0.1) 15.1 (0.1)
Table 1: ARL (s.e.) for the Shewhart, EWMA, CUSUM, and RTR procedures, where f0 is a Cauchy
distribution with median zero.
2.2 Ideas Behind the Methodology
An example of a problem that is difficult for the Shewhart procedure is detecting a shift in the Cauchy
translation family. The difficulty occurs because the information about a median shift is not contained in
the tails of the distributions; in fact, likelihood ratios in the Cauchy family tend to 1 in the extreme tails.
However, the Cauchy problem is not intrinsically difficult. There is substantial information that may be
exploited by, roughly speaking, looking at the location of the region of high density; this shifts noticeably
when the median changes.
For example, consider a process of independent Cauchy random variables that starts out with median 0 and
then eventually shifts to have median 3. Defining f0 to be a Cauchy density with median 0, there will be a
substantial change in the distribution of the density heights f0(X) before and after the change: before the
change, many observations have a rather high density height, and after the change, the density heights tend
to be lower.
In other examples the density heights may change in other ways; for example, in a change from N(0, 1) to
N(0, 0.1), the observations tend to have higher density heights after the change than before it. In general,
for a wide variety of distributional changes, there will be some sort of noticeable difference in the distribution
of f0 density heights before and after the change. This is the idea used by the RTR procedure.
To illustrate, consider Table 1 which compares the ARL performance of three well-known control chart
procedures – the Shewhart, EWMA, and CUSUM – and the RTR in detecting translational shifts in a
Cauchy distribution. The Shewhart chart is virtually powerless to detect these changes. A two-sided CUSUM
procedure designed to detect a shift from f0 = N(0, 1) to f1 = N(±2, 1) and the EWMA also have difficulty
detecting the shifts. In comparison, the RTR procedure does considerably better.
Now, while we use density heights as a way to transform d-dimensional data points into one-dimensional
statistics, so that we can monitor this statistic as a way to detect changes in the multivariate distribution
of the data, this begs the questions of how to choose a useful one-dimensional statistic. After all, the
exchangeability property applies to a general class of functions. That is, one might ask, why monitor
estimated density heights?
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To answer this question, consider a procedure that applies the transformation g : IRd → IR to the obser-
vations; we monitor the values g(X1), g(X2), . . .. For a function g to be a useful choice for change-point
detection, we would hope that if the density of X changes from f0 to f1, say, then the distribution of g(X)
changes also. An example of a dubious choice of g would be g(x1, . . . , xd) = x1; that is, g picks out the first
component of each data point. This choice would be powerless to detect any translation of the distribution
of X by a vector of the form (0, ξ2, . . . , ξd). More generally, any change leaving the marginal distribution of
the first component unchanged would be undetectable.
In fact, for quite arbitrary choices of g : IRd → IR, d > 1, there exist changes composed simply of translations
and dilations that are increasingly difficult to detect. For example, letting g : IRd → IR be a smooth function,
suppose two distinct points x, y ∈ IRd satisfy g(x) = g(y) with the gradients ∇g(x) and ∇g(y) nonzero, and
let a := |∇g(y)|/|∇g(x)|. Take X uniformly distributed on a small ball of radius r centered about x. Then,
defining Y = a(X − x) + y, for sufficiently small r, the total variation distance between the distribution of
g(Y ) and g(X) is arbitrarily small. On the other hand, for sufficiently small r, the distributions of Y and X
themselves are as different as they could possibly be: they are supported by disjoint balls in IRd, so that the
total variation distance between them is 1. In fact, defining the Kullback-Leibler distance D(f1‖f0) from the
density f1 to the density f0 by D(f1‖f0) =
∫
f1(y) log[f1(y)/f0(y)] dy, the Kullback-Leibler distance from
the density of Y to the density of X is infinite.
Thus, given a pre-specified choice of g, one can find a density f and a simple translation and dilation of the
form Y = aX + v such that (1) if X has density f , then g(X) and g(Y ) are arbitrarily close in distribution
and (2) the distributions of X and Y themselves are not at all similar. This is cause for concern—one cannot
detect certain very simple transformations that change the distribution dramatically.
However, if we knew the probability density f0 of the random vector X, we could detect such translations
and dilations. In fact, letting f1 denote the density of Y = aX + v, that is, f1(y) = a−1f0[a−1(y − v)], a
change of variables gives
E[log f0(X)]− E[log f0(Y )] =
∫
f0(x) log f0(x) dx−
∫
f0(x) log f0(ax+ v) dx (6)
= log(a) +
∫
f1(y) log f1(y) dy −
∫
f1(y) log f0(y) dy
= log(a) +D(f1‖f0)
≥ D(f1‖f0).
So, if a transformation of the form Y = aX + v results in a change of density that is large in terms of
Kullback-Leibler distance, then that transformation is easily detectable, since E[log f0(Y )] will be much less
than E[log f0(X)]. Thus, in fact one can detect the change simply by monitoring the expected value of g(X),
for the special choice g = log f0.
Although translations and dilations may be detected by monitoring the one-dimensional quantityE[log f0(X)],
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for more complicated changes, monitoring of such one-dimensional summaries of the distribution of f0(X)
is not sufficient. This motivates the idea of monitoring the whole distribution of f0(X). For very general
changes in density from f0 to f1, the distribution of f0(X) when X ∼ f1 will be different from the distri-
bution of f0(X) when X ∼ f0. In fact, the only changes in density that are not detectable in this way are
special, rather artificial, changes in which the density f1 is obtained from f0 by redistributing the probability
within the level sets of the density f0—that is, f1 must satisfy∫
{x:f0(x)≥z}
[f1(x)− f0(x)] dx = 0
for all z > 0. An example of this situation is obtained by taking Z ∼ N(0, 1) and defining and f0 and f1 to
be the densities of Z and |Z|, respectively.
One might say we are reducing a multidimensional problem to a one-dimensional problem through the trans-
formation to density heights. In a sense, however, we are converting the given multidimensional problem
into another multidimensional problem, namely, the problem of monitoring the distribution of a univariate
quantity—such a distribution is itself a multidimensional object. The benefit comes because good non-
parametric methods of monitoring univariate distributions are available, whereas the original problem of
monitoring the given multidimensional quantity may be difficult. The problem conversion loses little infor-
mation, in the sense that very general changes are detectable.
Here is another way to conceptualize what we are doing. A straightforward idea for monitoring a density
f on IRd would be to partition the space IRd into a number of subsets, and monitor the fraction of the
observations that fall in each of those subsets, stopping the process if those fractions deviate enough from
their expected values under f . On the other hand, any pre-specified subdivision of IRd would be very bad
for certain simple changes—for example, we could have difficulty if each of the subsets had probability near
0 or 1 under f . One would want the partition mainly to be dividing up the region on which f places the
bulk of its mass, rather than having all of the mass of f within one of the subsets and the remaining subsets
partitioning up a set of probability 0. In effect, our procedures use the data and the resulting estimate of the
density f to give a useful partition of the space: a partition according to the values of the estimated density.
2.3 Asymptotic Distribution Freeness
In order to implement the RTR procedure the user must be able to set a control limit that gives a desired in-
control average run length. A useful property of the RTR procedure is that it is asymptotically distribution
free. That is, for large training sample sizes, the control limit that gives a particular in-control ARL is
asymptotically independent of f0. More precisely, this property may be formulated as follows.
Definition. Given . . . , X−2, X−1, X0, X1, X2, . . . iid according to F on IRd. Let FN,n denote the
sigma field generated by (X1−N , X2−N , . . . , X0, X1, . . . , Xn) for N > 0 and n ≥ 0. For each N ,
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let τN be a stopping time with respect to {FN,n : n ≥ 0}, that is, {τN = n} ∈ FN,n for all n ≥ 0.
The sequence {τN} is asymptotically distribution free if, as N →∞, IE(τN | FN,0) converges with
probability 1 to a limit that does not depend on d or F .
Theorem. The RTR procedure with a Gaussian kernel function k is asymptotically distribution
free.
A proof of the theorem is given in the Appendix. The theorem can be generalized; for example the Gaussian
assumption on the kernel is unnecessarily restrictive, but was included to simplify the statement.
Note that the asymptotic distribution freeness property says that the control limit for a desired average
time to false alarm is insensitive to both the number of dimensions in the data and f0. The practical
relevance of this asymptotic property will be empirically demonstrated below, where, up to the accuracy of
our simulations, we were able to use the control limit c = 0.1975 to achieve the same ARL0 for all cases we
examined, which included a wide variety of in-control distributions over a broad range of dimensions.
2.4 Setting RTR Parameters
Implementing the RTR procedure requires setting various parameters. In particular, one must choose a
training sample size N , a new data sample size w, a kernel distribution, a bandwidth h, and a control limit
c. Setting the size of N and w is a subjective judgement based on the availability of data, the rate of data
collection, and how far back in time the data is still appropriate for use. In general, more training data is
better as long as the data are not so old that they no longer reflect the in-control distribution F0.
The window size acts like a smoothing parameter. Choosing a value of w that is too small results in
vulnerability to noise, and an excessively large value introduces too much inertia into the procedure. Either
may make quick detection of a change difficult. Hence, it is important to set w sufficiently large so that
there are enough observations to reasonably estimate the distribution, but not so many that a distributional
change would be masked by a preponderance of window observations from the in-control distribution.
In addition, note that the choice of window size puts a lower bound on the speed of detection. For exam-
ple, using the Kolmogorov-Smirnov statistic, as we do here, it is easy to see that even with an extremely
large change in distribution, the procedure will not have an ARL of less than about c × w out-of-control
observations. Thus, for c = 0.1975 and w = 50, the ARL is bounded below by about 10.





















This approximation was derived using the Poisson clumping heuristic of Aldous (1989); see Fricker (1997)
for details. In terms of the choice of kernel distribution, we evaluated various alternatives and found that the
choice of kernel distribution made little difference in the performance of the RTR procedure. The intuition
behind this result is that fˆn in the RTR procedure is not so much a density estimate per se as it is a function
based on the underlying distribution from which to judge distributional changes. Hence, in the simulation
comparisons in Section 3, we will simply use a standard univariate or multivariate normal distribution.
Finally, the choice of bandwidth h ∈ IRd can be based on the kernel density estimation literature. For







where σi is the standard deviation in dimension i, i = 1, . . . , d, and m is the number of observations. For the
RTR procedure one option is to set m = N + w, which has the effect of slightly oversmoothing the density
estimate early on when n < w, but which seems to have little effect on performance.
In view of the crucial importance of bandwidth selection in conventional problems of density estimation,
one might anticipate that the RTR procedure would to be sensitive to bandwidth choice. Similarly, in view
of the exponentially large sample sizes required to estimate a density in high dimensions, one might expect
the RTR procedure to be ineffective in high dimensions. In fact, the procedure is remarkably robust with
respect to bandwidth choice and effective in high dimensions. One reason for this is that the RTR procedure
does not require an accurate density estimate in order to work well . Thus, the well known difficulties of
estimating densities in high dimensions do not incapacitate the RTR procedure.
Returning to the discussion in Section 2.2, although there is some motivation behind the idea of monitoring
the in-control density values {f(Xn)}, we could have chosen to monitor {g(Xn)} for any real-valued function
g. For example, using a large bandwidth approximates choosing g to be f convolved with a normal distribu-
tion with large variance. This usually does reasonably well. In the limit as the bandwidth approaches 0, the
procedure effectively ranks the data points on the basis of distance to the nearest neighbor, which in fact is
also not so bad.
3 Comparisons
In order to demonstrate the performance of the RTR procedure, we compared it via simulation to various
well-known parametric control charts: the Shewhart, CUSUM, and EWMA procedures in the univariate
case; in the multivariate case, Hotelling’s T 2 and multivariate EWMA and CUSUM procedures. Before we
present the results of the comparisons, we first describe how we set the parameters of the RTR procedure,
and then we describe the comparison procedures and how we implemented them.
For the RTR procedure wtih N = 400 and w = 50, the threshold value of c = 0.1975 was chosen using (7)
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to achieve an in-control average run length of approximately 200 (the approximation gives ARL0 = 204.7).
To estimate the actual value of ARL0, we then ran an extended simulation where, for N = 400, w = 50, and
c = 0.1975, we obtained ARL0 = 193.2 (s.e. = 0.65). As mentioned previously, the standard normal kernel
was used in the simulations after preliminary work with other kernels did not show any significant difference.
Finally, we found that changing the bandwidth also had little effect on either in-control or out-of-control
ARLs, so we arbitrarily set h = 1.
3.1 Comparison Procedures
3.1.1 Shewhart and T 2 Control Charts
The Shewhart control chart (Shewhart 1931), really a general methodology, is the perhaps best known of all
univariate statistical process control methods and is widely applied in industry. One variant, the X¯ chart,
compares the absolute value of a standardized sample mean, | (X¯n− µˆ)/σˆX¯ |, to some control limit c. If the
statistic exceeds the control limit then a signal is generated. If it does not, then another sample is drawn
and the process is repeated.
In practice, two Shewhart control charts are often run simultaneously to monitor both the mean and the
variability of a process using an X¯ chart and either an R or S chart. More complicated versions of the X¯
chart also exist which are designed to be more sensitive to small shifts in the mean using runs rules. See
Montgomery (2004) for an introduction to the design and application of Shewhart charts.
In our simulations, we first standardized the observations using a training set of N = 400 observations taken
when the process was in-control, where N was chosen to be consistent with the size of the training set in the
RTR procedure. That is, for a training set comprised of y1, . . . , y400, we first calculated Zn = (Xn − y¯)/s,
n = 1, 2, . . ., with y¯ and s estimated in the usual way.
We then monitored the process via the simultaneous application of two Shewhart charts as follows. For a
pre-specified ARL0 we selected control limits c1, c2 and c3 so that P (|Z¯| ≥ c1) = α and P (s2Z ≤ c2) =
P (s2Z ≥ c3) = α/2, where Z¯ and s2Z were both calculated on sequential samples of size m. That is, we
applied X¯ and S charts simultaneously, with both charts having equal probabilities of false signal.
In the simulations, we set m = 5, and to achieve an ARL0 = m/2α = 193.2 we used c1 = 1.115, c2 = 0.059,
and c3 = 3.57, whose values were determined through simulation. A signal was generated at time τ = inf{n :
|Z¯n| ≥ c1 or s2Z ≤ c2 or s2Z ≥ c3}, n = 5, 10, 15, . . ..
Hotelling’s T 2 procedure (Hotelling 1947) is the multivariate generalization of the Shewhart control chart,
testing whether the most recent observation falls outside of a probability ellipse. For observations Xn ∈ IRd,
n = 1, 2, . . ., the T 2 control chart computes T 2n = (Xn − µˆ)′Σˆ−1(Xn − µˆ), where µˆ is the estimated mean
vector and Σˆ−1 is the inverse of the estimated variance-covariance matrix. The control chart stops at time
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τ = inf{n : T 2n ≥ c} for some pre-specified control limit c.
The T 2 procedure requires that the variance-covariance matrix is known or can be well estimated. Further-
more, when run on individual observations, as we did here, it also assumes that the in-control distribution is
normal. As with the X¯ chart, a training set of N = 400 observations was used to estimate the mean vector
and the variance-covariance matrix.
3.1.2 CUSUM and Crosier’s Multivariate CUSUM Control Charts
The CUSUM is a sequential hypothesis test for a change from a known in-control density f0 to a known
alternative density f1. The procedure monitors the statistic Wn, which satisfies the recursion Wn =





The control chart stops and concludes that Xn ∼ f1 at time τ = inf{n : Wn ≥ c} for some pre-specified
control limit c which achieves a desired ARL0.
As with the Shewhart and T 2 control charts, we used a training sample of N = 400 in-control observations to
standardize the observations: Zn = (Xn− y¯)/s, n = 1, 2, . . .. We then applied four CUSUMs simultaneously,
two to monitor for shifts in the mean and two to monitor for shifts in the variance, as follows.
To monitor for an increase in mean, assuming f0 ∼ N(0, 1) and f1 ∼ N(δ, 1), the CUSUM recursion is
W+n = max(0,W
+
n−1 + Zn − δ/2). Similarly, to monitor for a decrease in mean, assuming f0 ∼ N(0, 1) and
f1 ∼ N(−δ, 1), the CUSUM recursion is W−n = min(0,W−n−1 + Zn + δ/2). In both recursions we set δ = 2,
by which we specified that a 2σ change in the mean was important to detect quickly.
To monitor an increase in process variability, following Hawkins and Olwell (1998, p. 67), we used the













n + δ/2). As recommended
by Hawkins and Olwell, we used the same value for δ in these CUSUMs, δ = 2, as in the CUSUMs for the
mean.
In the simulations, a signal was generated at time
τ = inf{n :W+n ≥ c1 or W−n ≤ −c1 or V +n ≥ c2 or V −n ≤ −c2},
n = 1, 2, 3, . . .. To achieve an ARL0 = 193.2, we used c1 = 4.78 and c2 = 4.58, whose values were determined
through simulation, so that the probability of false signal was equal between all four CUSUMs.
12
The abbreviation MCUSUM, for multivariate CUSUM, is used here to refer to the procedure proposed by
Crosier (1988) which for Xn ∈ IRd at each time n = 1, 2, . . . calculates the CUSUM-like recursion,
Sn =
{
0, if Cn ≤ δ
(Sn−1 +Xn − µ)(1− δ/Cn), if Cn > δ,
where δ > 0 is a statistical distance, µ is the mean vector of f0, and
Cn = {(Sn−1 +Xn − µ)′Σ−1(Sn−1 +Xn − µ)}1/2.




and where Σ−1 is the inverse of the variance-covariance matrix of the Xns.
In the simulations, as before, we estimated µ and Σ using a training sample of N = 400 in-control observa-
tions. The choice of δ = 0.5 was somewhat arbitrary since, unlike the δ in the univariate CUSUM which has
a clear interpretation, namely it is the smallest mean shift that is to be detected quickly, the δ in Crosier’s
MCUSUM is a multiplicative “shrinkage factor” for which there is no literature or research to guide one in
the trade-offs that must result from various choices of δ. Preliminary simulations seemed to indicate that
δ = 0.5 worked well; however, we did not undertake an extensive study to determine how to optimally choose
δ.
The literature contains a number of MCUSUM procedures. In fact, the Crosier procedure described above
is one of a number of other multivariate CUSUM-like algorithms he proposed, but Crosier generally pre-
ferred the above procedure after extensive simulation comparisons. Pignatiello and Runger (1990) proposed
other multivariate CUSUM-like algorithms but found that they performed similar to Crosier’s. Healy (1987)
derived a sequential likelihood ratio test to detect a shift in a mean vector of a multivariate normal distri-
bution. However, while Healy’s procedure is more effective when the change is to the precise mean vector to
be detected, it is less effective than Crosier’s for detecting other types of shifts, including mean shifts that
were close to but not precisely the specified mean vector.
3.1.3 EWMA and Multivariate EWMA Control Charts
The exponentially weighted moving average (EWMA) procedure of Roberts (1959) calculates
En = (1− λ)En−1 + λXn,
where 0 < λ ≤ 1 is a smoothing parameter: smaller values of λ put more emphasis on past observations,
while large values put more emphasis on recent observations. At the extreme of λ = 1 the EWMA reduces
to the Shewhart chart. The chart starts at E0 = 0 and a signal is generated at time τ = inf{n : En ≥ c},
n = 1, 2, 3, . . ..
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In our univariate simulations, we set λ = 0.2 and, to achieve an ARL0 = 193.2, we set c = 0.8747. As with
the other charts, we monitored the standardized observations: Zn = (Xn − y¯)/s, n = 1, 2, . . .. Unlike the
Shewhart and CUSUM charts, however, we only used a single EWMA chart to monitor the mean.
Lowry, Woodall, Champ and Rigdon (1992) introduced the multivariate exponentially weighted moving
average (MEWMA) as a generalization of the univariate EWMA. As with the MCUSUM, denote the mean
for Xn ∈ IRd as µ and let Σ be the covariance matrix. The MEWMA calculates
Sn = (1− λ)Sn−1 + λ(Xn − µ),
where as before 0 < λ ≤ 1 is the smoothing parameter, which we set to λ = 0.2, and S0 is the zero vector.














The MEWMA signals the first time τ = inf{n : En ≥ c}.
Stoumbos and Sullivan (2002) demonstrate that the MEWMA can be robust to certain types of non-normality
and provide control limits under the assumption that the covariance matrix is known. However, Jones (2002)
shows that the performance of the MEWMA is affected when the covariance matrix must be estimated. In
our simulations, we evaluate the performance of the MEWMA when the covariance matrix is estimated using
a sample of N = 400 observations drawn from the the in-control distribution.
3.2 Comparison Results
The simulations were conducted in Mathematica 5.0. For each in-control distribution, preliminary simula-
tions were first run to find the control limit or limits for each control chart to achieve an ARL0 = 193.2. For
the univariate methods, the values for c were given in Sections 3.1.1, 3.1.2, and 3.1.3; for the multivariate
methods, see Table 2, where the thresholds are for various d-dimensional standard normal in-control distri-
butions. Then a sufficient number of runs were made under a series out-of-control distributions so that the
resulting curve of ARLs versus the distribution parameter being varied was smooth (generally, 2,000-4,000
runs) or the standard errors in the tabularized results were sufficiently small.
The ARLs were estimated as follows. For each run, a training sample was first generated according to f0,
followed by a sequence of observations X1, X2. . . ., where the change point was fixed at time ν = 1, the first
14
Threshold (c)
d T 2 MCUSUM MEWMA RTR
2 10.610 5.550 1.0392 0.1975
5 17.044 9.868 1.3476 0.1975
10 26.164 16.120 1.6870 0.1975
15 34.700 22.217 1.9470 0.1975
20 43.040 28.300 2.1831 0.1975
25 51.420 34.370 2.3808 0.1975
100 201.130 122.200 4.7142 0.1975
Table 2: Thresholds c for the various multivariate methods necessary to achieve
ARL0 = 193.2 (with standard errors of approximately 0.65) for d-dimensional in-
control distribution Nd(0, I).
observation after the training sample. Evaluating the speed of detection by fixing the change point at ν = 1
is a standard simplification of the real-world problem. Then, for a given parameter value, the stopping times
of the runs were recorded and averaged to estimate each out-of-control ARL.
3.2.1 One Dimension
Figure 1 shows the results for a univariate in-control distribution f0 = N(0, 1) that experiences a mean shift
to various alternative distributions f1 = N(δ, 1), |δ| ≥ 0. As Figure 1 shows, at δ = 0 the ARL0s were set
equally for all four control charts. Here we see that the EWMA has the shortest ARL1s, followed by the
CUSUM, then Shewhart, and then the RTR. This ordering is not unexpected since both the CUSUM and
Shewhart curves each represent the performance of a set of control charts (as described in Sections 3.1.1-
3.1.3), and hence they are simultaneously looking for both a mean shift and a variance shift. As a result,
the EWMA, which is only looking for a mean shift, is more efficient when such a shift occurs. Similarly, the
RTR is looking for many different types of shifts for any type of distribution, and hence the RTR procedure
is even less efficient in this scenario than the other three methods which are specifically designed for normal
distributions.
Figure 2 demonstrates how the methods perform for a shift in variance with f0 = N(0, 1) and f1 = N(0, σ2),
for 0 < σ2 ≤ 3.1. For σ2 > 1 we see that all the methods have similar performance, with all three
parametric control charts having smaller ARL1s compared to the RTR procedure. However, we also see
that the EWMA has an increasingly difficult time detecting the shift to f1 for σ2 < 1. On the other hand,
the Shewhart, CUSUM, and RTR procedures are all capable of detecting decreases in the variance, though
even the Shewhart and CUSUM charts show out-of-control ARLs greater than the in-control ARL for some
out-of-control conditions.
Figure 3 illustrates the performance of the control charts when the distribution shifts from f0 = N(0, 1) to









































Figure 1: Comparison of ARLs for shift from f0 = N(0, 1) to f1 = N(δ, 1) for
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Figure 3: Comparison of shift from f0 = N(0, 1) to a bimodal distribution denoted
f1 = I × N(µ, σ2) + (I − 1) × N(µ, σ2), where I is a random indicator function:
IP(I = 1) = IP(I = 0) = 1/2 and Table 3 lists the parameter values associated with
each “Distribution #” on the x-axis.
Distribution #
Parameter 0 1 2 3 4 5 6 7 8 9 10
µ 0 0.435 0.600 0.715 0.800 0.866 0.917 0.954 0.980 0.995 1
σ2 1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1 ∼ 0












































Figure 4: ARLs for a mean shift from an in-control standard bivariate normal
distribution, f0 = N2(0, I), to an out-of-control bivariate normal distribution where
the mean vector µ ∈ IR2 has shifted by a distance δ: f1 = N2(µ, I), ||µ|| = δ,
0 ≤ δ ≤ 2.
modes. Using the parameters in Table 3, we express the out-of-control distribution as
f1 = I ×N(µ, σ2) + (I − 1)×N(µ, σ2),
where I is a random indicator function: IP(I = 1) = IP(I = 0) = 1/2. Clearly as µ → 1 in Table 3, the
distribution becomes increasingly and obviously different from a standard normal. However, the values in
Table 3 were chosen such that the first two moments of f1 are very close to the first two moments of f0 and
what Figure 3 shows is that the Shewhart, CUSUM, and EWMA control charts all have significant difficulty
detecting this type of shift. While the Shewhart eventually is able to detect the change, in the sense that
ARL1 < ARL0 eventually, all three parametric control charts exhibit out-of-control ARLs greater than the
in-control ARL for some or all of the out-of-control distributions.
3.2.2 Two Dimensions
Figures 4 and 5 compare the performance of the RTR procedure to Hotelling’s T 2 and the MCUSUM and
MEWMA control charts described in Section 3.1.1-3.1.3. Figure 4 shows a mean vector shift mean from
an in-control standard bivariate normal distribution, f0 = N2(0, I), to an out-of-control bivariate normal
distribution where the mean vector µ ∈ IR2 has shifted by a distance δ: f1 = N2(µ, I), ||µ|| = δ. Here the
notation I denotes the identity matrix. As in the univariate case, we see that the RTR procedure is the
slowest to detect the mean shift, though relatively similar to the performance of Hotelling’s T 2 chart, and
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Figure 5: ARLs for a variance shift from f0 = N2(0, I) to f1 = N2(0, σ2I), 0 < σ2 ≤
3.1.
for a variance shift from f0 = N2(0, I) to f1 = N2(0, σ2I) all three parametric procedures are increasingly
unable to detect decreases in the variance.
3.2.3 Higher Dimensions
We performed a number of experiments in higher dimensions with the RTR procedure. To produce one
rather complicated distribution in five dimensions, we randomly choose 10 mean vectors according to a
N5(0, 2I) distribution and then centered a multivariate exponential distribution at each one. The multivariate
exponentials were simulated by moving an exponentially distributed (with mean 1) distance in a random
direction from the center of the distribution. Figure 6 shows a plot of one realization from this process.
Figure 7 shows the performance of the RTR procedure when only one of the 10 multivariate exponential
centers was shifted by an amount “shift” in a random direction. Even under mild shifts the RTR control
detects the change quite well. For other simulations (not shown) in which the mixture distribution was
created from a menagerie of uniform, normal, Cauchy, and exponentials, the procedure worked equally well.
Tables 4 and 5 look at some simple but illustrative examples in even higher dimensions. Here, as in prior
simulations, we set N = 400, w = 50, c = 0.1975, and h = 1.0 for the RTR procedure. In Table 4
the in-control distribution is the standard multivariate normal distribution in d dimensions, Nd(0, I), for
d = 5, 10, 15, 20, 25. The out-of-control distribution was created by shifting the mean by 3 in a random









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6: Two-dimensional marginals of a distribution in five dimensions. The
distribution is a mixture of 10 multivariate exponentials centered at vectors chosen















Figure 7: ARL1 for the RTR procedure in 5 dimensions, where f0 is a mixture of
10 multivariate exponential distributions. “Shift” specifies the magnitude of the
translation that was applied in a random direction to one of the centers. The
whiskers show plus and minus two standard errors around the estimated ARL.
20
ARL1 (s.e.)
d T 2 MCUSUM MEWMA RTR
5 19.5 (0.4) 6.3 (0.1) 5.7 (0.1) 24.7 (0.8)
10 32.3 (0.6) 9.9 (0.1) 7.1 (0.1) 32.4 (0.9)
15 43.4 (0.8) 13.6 (0.1) 8.4 (0.1) 42.5 (0.9)
20 51.7 (1.0) 17.2 (0.1) 9.1 (0.1) 50.2 (1.3)
25 59.5 (0.6) 21.0 (0.1) 9.9 (0.2) 57.9 (1.3)
Table 4: ARL1 (s.e.) for the multivariate procedures for a shift of 3 of the d-
dimensional in-control distribution Nd(0, I).
In Table 5 the in-control distribution is the standard multivariate normal distribution N25(0, I) in 25 dimen-
sions, and we examine the effect of translational shifts δ of various magnitudes in a random direction. As
before, the RTR procedure uses N = 400, w = 50, c = 0.1975, and h = 1.0. Here we see that even in 25
dimensions the RTR procedure compares quite favorably to the T 2. Of course, as pointed out in Section
2.4, the RTR’s use of ranks and our conservatively large window size choice of 50 put a lower bound on the
ARL that prevents a very quick response to very large shifts.
While these simulations are hardly exhaustive of all possibilities, they demonstrate that the RTR procedure
does not suffer from computational difficulties as the number of dimensions increase. They also show that,
while one would expect the required number of training points to increase significantly as the dimensionality
increases, in fact a modest training sample size of 400 is adequate for examples that range from 5 to 25
dimensions. Thus, the RTR procedure is effective and computationally feasible in high dimensions.
4 Three Illustrative Applications: Electric Motor Monitoring, Cir-
cuit Board Manufacturing, and Disease Surveillance
4.1 Monitoring Electric Motors
To illustrate the application of the RTR procedure, we first return to the problem that motivated its devel-
opment: predicting the failure of an electric motor. For this problem we have data collected by a commercial
electric motor manufacturer consisting of 1,283 spectral frequency measurements from a motor operating in
its normal (“good”) state and 1,340 observations when it was operating in each of three “bad” states: Bad
State #1 was a hole in the outer bearing race, Bad State #2 was an unbalanced motor, and Bad State #3
was a broken rotor bar. The data we received were the power levels for 319 indexed features corresponding
to specific frequencies (unknown to us) within an observation. These were grouped by the manufacturer
into a training sample of 800 observations, 483 additional good observations, and three sets of 1,340 bad
observations. Figure 8 plots the features for one good observation and one bad observation (from Bad Set
#1), both randomly chosen.
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ARL1 (s.e.)
δ T 2 MCUSUM MEWMA RTR
0 185.3 (1.1) 185.0 (0.9) 185.2 (0.9) 185.0 (3.3)
1 117.8 (0.8) 35.8 (0.3) 30.4 (0.6) 144.4 (2.4)
2 82.0 (0.6) 25.1 (0.2) 14.6 (0.3) 89.9 (1.6)
3 57.2 (0.6) 20.9 (0.1) 10.0 (0.1) 57.9 (1.3)
4 41.0 (0.4) 17.6 (0.1) 8.0 (0.1) 41.7 (1.0)
5 31.7 (0.3) 15.9 (0.1) 6.5 (0.1) 33.5 (1.0)
6 24.1 (0.2) 14.8 (0.1) 5.7 (0.1) 26.8 (1.0)
7 18.9 (0.2) 13.6 (0.1) 5.1 (0.1) 25.1 (1.0)
8 15.0 (0.2) 12.7 (0.1) 4.9 (0.1) 21.8 (0.8)
9 12.3 (0.1) 11.9 (0.1) 4.6 (0.1) 21.6 (0.9)
10 10.1 (0.1) 11.4 (0.1) 4.1 (0.1) 19.1 (0.7)
20 2.8 (<0.1) 8.1 (<0.1) 3.0 (<0.1) 13.0 (0.4)
40 1.1 (<0.1) 5.8 (<0.1) 2.1 (<0.1) 10.6 (0.3)
100 1.0 (<0.1) 4.0 (<0.1) 1.7 (<0.1) 9.9 (0.3)
Table 5: ARL1 (s.e.) for the multivariate procedures for a shift in a random direction
of the 25-dimension in-control distribution N25(0, I).
Figure 8: Comparison of the features for one good observation and
one bad observation.
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Figure 9: A control chart for the motor data in which at time 500 the motor went
from in-control to out-of-control.
The immediate goal of this illustration is to detect each of the bad states, but the overall goal of the
manufacturer is to detect when a motor is “going bad,” the idea of which encompasses more possibilities
than the three states of data we were given. This problem is complicated because the manufacturer cannot
explicitly characterize all the possible ways of going bad, much less specify their associated changes in
distribution. Furthermore, each motor has a unique set of spectra that characterizes its “good” state,
meaning that each motor’s in-control distribution is different. Thus any approach that requires a priori
in-control and out-of-control distributional assumptions or assumes the specification of a particular type of
change to detect is not suitable.
We applied the RTR procedure to the standardized principal components of the training set, with new
observations rotated and standardized the same way as the training set. Figure 9 displays a control chart
created by plotting the RTR procedure’s Kolmogorov-Smirnov statistic over time, where we simulated the
motor going bad by drawing observations randomly and with replacement from the 483 good observations
until time 500 and then switched to drawing them randomly from the data for Bad State #1. Here we set
N = 800, w = 50 and h = 1. The horizontal line indicates the control limit of c = 0.2, which should give an
in-control ARL of approximately 261, which is likely too low for this problem. Alternatively, a control limit
set at c = 0.3 should give an in-control ARL of just under 16,000 with only a small loss in detection speed.
The RTR procedure used to generate Figure 9 was based on only the first standardized principal component.
Not shown here, additional simulations showed that increasing the number of principle component dimensions
used by the RTR procedure improved detection speed. Also not shown here, the RTR procedure could just
as effectively detect Bad States #2 and #3. Note that the first 100 principal components are needed to
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capture 90% of the variation in the data, so that it is natural to require a procedure that is capable of using
many dimensions simultaneously. Also, the standardized principal components were very non-normal, so
that multivariate techniques dependent on normality assumptions were not applicable.
4.2 Manufacturing Circuit Boards
The second example concerns an operation that manufactures electronic circuit boards. The goal is to
monitor the production line, which conducts a 100% inspection of the completed product using automatic
testing machines. The data consists of 5,170 sequentially manufactured circuit boards measured on 44
different quality characteristics by one of six testing machines. Each testing machine is slightly different
in calibration and temperament. Thus, machine variability must be taken into account in the monitoring
scheme. Furthermore, in addition to monitoring the production line, the manufacturer also wants to monitor
the testing machines themselves.
Of the 44 measurements, 24 are continuous and 20 are attribute. This analysis only uses the 24 continuous
measures as the other 20 attribute variables are not particularly informative. Each observation is annotated
with the testing machine used, the date and time the board was tested and whether it passed or failed.
From the data the sequence of circuit boards coming off the production line and their assignment to testing
machines can be completely reconstructed. Also available are the specification limits for each of the 24
continuous measures.
In order to monitor each testing machine we implemented separate RTR procedures for each tester. Training
samples for each machine were created by taking the first 300 good observations for that tester from the
stream of data. Doing this for all six testers leaves 3,053 observations to serve as new data.
Six different charts are required so that we could monitor each machine. Individually each chart monitors
a machine’s performance and, when plotted together, the set of charts monitors the entire production line.
The idea is that if only one machine goes out of control (say one testing machine goes out of calibration)
then only its chart should show an out-of-control condition. However, if the production line goes out of
control (say a bad part is introduced) then multiple charts should show an out-of-control condition.
Of course, with six charts in simultaneous use, the frequency of false signals will be greater than for just one
chart. Thus we set the control limits at c = 0.3, which corresponds to an in-control ARL of approximately
7,000. In addition, the dimensionality of the data was reduced using principal components; the window size
was set at 50, the bandwidth at 10, and the first 10 principal components were used.
Figure 10 shows the resulting charts. Note the time axis is “product time;” each time increment represents
one circuit board exiting one testing machine. Thus, on average, each chart’s statistic changes about every
six time units. These charts show that only testers 79 and 80 (top right and bottom left) were in-control
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Figure 10: RTR control charts for each circuit board testing machine. Only testers 79 and 80 show
evidence of being in-control throughout the entire period.
throughout this production run. The other four charts show evidence of the other testers being out-of-control
at times.
It is important to note that this is a retrospective exercise in which the charts were not used to control
the process. If they had been in use at the time of production then as a chart indicated an out-of-control
condition a determination of cause would have been made. Consider tester 77 (top left chart), for example: it
shows in-control performance until approximately time 1,300. At this time, with an out-of-control condition
indicated an effort to find the cause of the change would have been initiated.
4.3 Disease Surveillance
The third example is disease surveillance, now often referred to as biosurveillance. The purpose of biosurveil-
lance is to detect unusual patterns (generally increases) in the incidence of disease or, in the case of syndromic
surveillance, unusual patterns in leading indicators of disease. These patterns may be clusters, much like
we might think about the emergence of a cluster of cancer, but they may also be other patterns reflecting
some other type of increase in disease incidence. Biosurveillance systems simultaneously monitor multiple
streams of multivariate data, such as counts of individuals presenting to numerous hospital emergency rooms
classified by various syndromes (see Fricker, 2008, and Fricker and Rolka, 2006).
In Fricker and Chang (2008), we demonstrated the application of the RTR procedure using simulated spatio-
25
temporal biosurveillance data. For this problem d = 2, corresponding to the latitudinal and longitudinal
location of sick individuals, and the goal was to monitor the spatial distribution of disease, which would likely
be very complicated and not lend itself to a simple parametric distributional characterization. The goal is to
detect outbreaks, manifested as some unspecified change in the background disease incidence distribution,
as quickly as possible.
For this application, to allow for gradual changes in the background disease incidence distribution over time,
the RTR procedure was modified so that the historical data was based on a moving window of N data
points. That is, while Section 2.1 described the historical sample as a fixed set of data, it need not be so.
In particular, in biosurveillance settings in which the background disease incidence may slowly change over
time (say with an annual seasonal cycle, or as the population of an area slowly changes), it may be preferable
to use a moving window for the historical sample. The idea is that, in biosurveillance, we are monitoring for
abrupt departures from recent patterns and, unlike in traditional quality control settings, this background
disease incidence distribution is unlikely to be stationary and cannot be controlled.
Via simulation, we showed that the RTR was effective at detecting many types of changes in disease incidence.
Furthermore, because the RTR procedure is designed to incorporate the information from each individual
observation as it sequentially arrives into a biosurveillance system, the procedure has the potential to provide
more timely signals than those methods that require aggregated data. In addition, via the use of kernel
density estimation, the RTR eliminates the issues faced by other methods that are based on artificial spatial
boundaries (e.g., zip codes).
A particular strength of the RTR procedure for this problem is that the in-control and out-of-control dis-
tributions do not need to be specified. This is important because, while an outbreak or attack is expected
to manifest itself as some sort of increase in the counts, the distribution of the non-outbreak data, its
parametrization, and how the increase would be characterized in terms of changes in the distributional
parameters are all ill-defined at best. See Fricker and Chang (2008) for more detail.
5 Discussion and Conclusions
This paper has developed the Repeated Two-sample Rank procedure and compared its performance against
various parametric control chart alternatives. The RTR procedure was motivated by the ever more com-
plicated and data-rich settings in industry, where the proliferation of inexpensive computing power and
sensor miniaturization has resulted in increasingly abundant multivariate data for which simple parametric
assumptions often do not apply. The three examples we discussed in Section 4 — predicting motor failure,
monitoring circuit board manufacturing, and disease surveillance — all have these characteristics .
As shown here, when the parametric control charts’ assumptions are met then the RTR procedure tends to
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have longer out-of-control ARLs, but the signalling delay is consistent with what one would expect in such a
comparison. On the other hand, when the parametric assumptions are violated, or when the out-of-control
distribution differs from that for which the parametric chart was designed to detect, the parametric charts
can have a very difficult time detecting the out-of-control condition, while the RTR has no such difficulty.
Not shown here, we have also compared the RTR procedure under other non-normal and more complicated
distributions, as well as to nonparametric alternatives such as Liu’s simplicial depth chart. For unimodal
distributions the RTR procedure and the simplicial depth chart were found to perform similarly. In the
presence of multimodal or complicated distributions the RTR procedure demonstrated better performance
overall.
Note that, in all the simulations we have conducted, the RTR procedure has never displayed an out-of-control
ARL greater than the associated in-control ARL. However, as shown in Section 3.2, it is relatively easy to
generate out-of-control distributions for which other methods do suffer this fate. Said another way, in those
cases in which an alternative outperforms the RTR procedure, the RTR procedure is simply slower to detect,
but the RTR chart does not fail to detect the out-of-control shift as the alternatives may.
In developing the RTR procedure, what we had in mind was a procedure that has some power to detect any
change in distribution — from any in-control distribution to any different out-of-control distribution. Our
goal was a relatively generic method that provides some measure of performance in a very wide variety of
settings. However, the pursuit of generality necessarily entails some sacrifice of speed in detecting certain
specific changes. For example, for a one-parameter family of distributions, a two-sided procedure provides
the ability to detect more general changes than a one-sided procedure, at the cost of some speed on the
alternatives for which the one-sided procedure is designed. The complications are compounded in multipa-
rameter and nonparametric settings, in which an ideal “all-sided” procedure must cope with the bewildering
variety of distributional changes that might potentially be of interest.
Key ideas underlying the RTR procedures include: (1) transforming multidimensional data to one-dimensional
quantities that can be ranked, (2) allowing the transformation to depend on the data (e.g. a kernel den-
sity estimate), and (3) monitoring the distribution of the one-dimensional quantities through nonparametric
statistics (e.g. Kolmogorov-Smirnov) that are capable of detecting general changes.
Some argue that applying multiple univariate charts simultaneously is sufficient. However, we have gener-
ated specific examples of significantly different joint distributions that could not be detected by monitoring
their marginal distributions. Others might argue that dimension reduction techniques, such as principal
components, are sufficient. But, if a dimension reduction method reduces the problem to a smaller—but
still multidimensional—problem, the question remains: what procedure to use at that point? The RTR
procedure is a natural tool to be used in conjunction with dimension reduction methods. It is particularly
suited for situations when assumptions of normality do not apply, as with methods that look for non-normal
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projections.
Application of the RTR procedure was illustrated with three real-world problems. These problems in-
volved multidimensional, multimodal distributions, and their out-of-control distributions could not be well
specified—conditions that would inhibit or exclude the application of other SPC procedures. Yet the RTR
procedure was easily applied. Furthermore, the RTR procedure was shown to work well in concert with
principal components applied to the data as a dimension reduction methodology.
With more detailed and accurate knowledge about the in-control and out-of-control distributions of interest,
one might do better with less general procedures that take advantage of that knowledge. The RTR procedure
is designed for more complicated situations in which one does not have such knowledge. One might be
collecting large amounts of data, but have no clear idea of what to do with it; in particular, there may be
good reason to doubt the appropriateness of applying one of the standard parametric procedures. Yet the
practitioner still wants to do something . The pleasant finding here is that the very general-purpose method
we consider here works reasonably well even on standard problems.
Many variations of the RTR procedure are possible. In this paper, we used density height calculated from
a kernel density estimate as the univariate statistic. In work not shown here, we have compared this
formulation against variants using data depth and Euclidean distance to nearest neighbor statistics and
found kernel density estimation to be preferable based on performance and calculation considerations. We
have also compared the use of the Kolmogorov-Smirnov nonparametric test to the chi-squared test. We
found the two perform similarly, and our preference for the Kolmogorov-Smirnov test is based on not having
to specify the “bins.”
Future methodological research includes studying the trade-off between window size w and speed of detection,
improving the ARL approximation of (7), and specifying the necessary conditions under which the estimated
density in (1) is sufficient for an effective procedure.
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To show that the RTR procedure is asymptotically distribution free, we start with the fact that for a Gaussian
kernel k and observations Xi ∼ F , the kernel density estimates converge uniformly with probability 1.
Lemma 1 Define gN to be the kernel density estimate based on iid observations X1, . . . , XN with bounded




|gN (x)− g(x)| a.s.→ 0 as N →∞.
This is example 38 in chapter II of Pollard (1984). The restriction to a normal kernel is just for concreteness;
uniform convergence holds for much more general kernels.
Next, we show that the RTR procedure statistic Sn defined in (5) converges almost surely to an equivalent
statistic for a procedure based on a training sample of infinite size. In order to do this, we first need to
define some functions. Let H(z) := IP{g(X) ≤ z}, with X ∼ F, so that if IP{g(Xi) = x} = 0 for all x,







I{Ui ≤ x} − x
∣∣∣. (10)
Now, consider the statistic used by the RTR procedure
SNn = sup
x
∣∣∣Jˆn(x)− HˆN (x)∣∣∣, for n = 1, 2, . . . , (11)
where here we use the superscript N to emphasize the finite training sample size, and where Jˆn is defined















a.s.→ S∞n as N →∞.
Proof: Consider the inequality∣∣∣|Jˆn(x)− HˆN (x)| − |Jˆn(x)−H(x)|∣∣∣ ≤ ∣∣∣HˆN (x)−H(x)∣∣∣ .
Observe that H is uniformly continuous, since it is a continuous distribution function, and define ξN :=
supx |fˆn(x)− g(x)| and ηN := sup|x−y|<ξN |H(x)−H(y)|. Then for all x
HˆN (x)−H(x) ≤ HN (x+ ξN )−H(x)
≤ HN (x+ ξN )−H(x+ ξN ) + ηN .
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Similarly, for all x,
HˆN (x)−H(x) ≥ HN (x− ξN )−H(x)
≥ HN (x− ξN )−H(x− ξN )− ηN .
These two inequalities imply
sup
x
|HˆN (x)−H(x)| ≤ sup
x
|HN (x)−H(x)|+ ηN .
But ηN
a.s.→ 0 as a result of Lemma 1 and the uniform continuity of H, and supx |HN (x)−H(x)| a.s.→ 0 by the
Glivenko-Cantelli Theorem. Also, the same reasoning with Jˆn(x) in the role of HˆN and Jn(x) in the role of
HN gives the inequality ∣∣∣|Jˆn(x)−H(x)| − |Jn(x)−H(x)|∣∣∣ ≤ ηN ,









|Jˆn(x)− HˆN (x)| a.s→ sup
x
|Jn(x)−H(x)|. (13)


























{Ui ≤ z} − z
∣∣∣∣∣ ∆= S∞n . ¤
The last equality follows from a transformation of variables, the continuity of H, and the definition of
Ui. The almost sure equality results from the fact that H is a continuous distribution function. That is,
IP[g(X) ∈ {y : H(y) = H(x)}] = 0, which implies that IP[g(X) > x,H(g(X)) ≤ H(x)] = 0, which in turn
implies that {g(Xi) ≤ x} = {H[g(Xi)] ≤ H(x)} almost surely.
The assumption IP{g(Xi) = x} = 0 for all x was made for the convenience of the proof. This requirement says
that the density function g cannot have any “flat spots.” This does not seem like a particularly restrictive
assumption. The next theorem shows that since the RTR procedure statistics converge, the stopping times
also converge.
Theorem 2 Assume the conditions of Theorem 1 and define the stopping times ν∞ = inf{n : S∞n ≥ c} and
νN = inf{n : SNn ≥ c}. Then νN a.s.→ ν∞ as N →∞.
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Proof: Consider the sequence S∞1 , S
∞
2 , . . . with stopping time ν∞. It is easy to see by a geometric trials
argument that the stopping time ν∞ is finite with probability 1. We must have S∞n < c for n = 1, . . . , ν∞−1
and S∞ν∞ ≥ c. By Theorem 1, for almost all ω, SNn (ω)→ S∞n (ω) for all n. For S∞ν∞ > c it is clear that νN
a.s.→
ν∞. The only other possibility is S∞ν∞ = c, but the Kolmogorov-Smirnov statistic, supx
∑n
n−w+1 |{Ui ≤
x} − x|, has a continuous distribution, so IP(S∞ν∞ = c) = 0. ¤
Finally, uniform integrability is the key to showing that the RTR procedure is asymptotically distribution
free. The following lemma states the conditional form that will be required.
Lemma 2 Let {Zn} be a nonnegative sequence with Zn a.s.→ Z. Suppose that conditional on a sigma field F
the Zn are uniformly integrable; that is, supn IE
(
ZnI{Zn > M}
∣∣∣F) a.s.→ 0 as M →∞. Then IE(Zn | F) a.s.→
IE(Z | F).
See Chow and Teicher (1988, p. 211) for a proof. A sufficient condition for uniform integrability is that, for
some ² > 0, supn IE
(
|Zn|1+²
∣∣∣F) is finite with probability 1.
Theorem 3 Under the conditions of Theorem 1, IE(νN | FN,0) a.s.→ IE(ν∞). Thus, the RTR procedure as
defined in (1) with Gaussian kernel k is asymptotically distribution free.
Proof: Define a new procedure, similar to the RTR procedure in (1), but using non-overlapping windows.
That is, define the conditional stopping time γN := inf{m : SNmw ≥ c | FN,0}, m = 1.2.3. . . .. Then
conditional on F∞,0, γN has a geometric distribution with success probability
pN := IP{SNmw ≥ c | F∞,0} = IP{SNmw ≥ c | FN,0}.
Thus,





∣∣∣F∞,0) = 2− pN
p2N
.




∣∣∣F∞,0) is finite. Thus, conditional on F∞,0, it follows that {γN} is uniformly integrable and
since νN ≤ γN , so is {νN}. Therefore, by Lemma 2,
IE (νN | FN,0) = IE (νN | F∞,0) a.s.→ IE (ν∞ | F∞,0) = IE (ν∞) . ¤
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