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The relationship between air pollution and hospital admissions for specific 
diseases have been investigated in recent years. Zeger's approach, also called 
Serially Corrleated Error model, is the most widely accepted technique to analyze 
count data. It introduces a latent variable to capture the serial correlation and 
overdispersion. However, this approach does not work when the multicollinearity 
exists among pollutants. A modificiation of the Generalized,Estimating Equation 
(GEE) with ridge parameter is helpful to treat the problem of multicollinearity. 
The bootstrap method is used to compute the variance and determine the ridge 
parameter. The bootstrap choice of ridge parameter with smallest mean squared 
error of prediction is proposed. The advantages of this method include its less � 
subjective nature, ease of implementation and robustness. Simulation study is 
carried out to study the robustness of Zeger's algorithm under different time series 
structure of the latent variable. Also, the properties and behaviour of the new 
algorithm will be examined under various levels of multicollinearity. An example 
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In recent years, the study of the relationships between human health and 
ambient levels of air pollutants is advocated. Positive associations have been 
investigated in cities such as London (Ministry of Health of Great Britain 1954), 
New York (Thurston et al. 1992) and Toronto (Thurston et al., 1994). 
Indeed, a regression approach with time-series errors have been used to ex-
plore the short term effects of air pollution on daily mortality. It can control the 
potential confounding effects of time, daily temperature and relative humidity. 
Moreover, time-series analysis for the study of air pollution and health is exten-
sively applied (Schwartz et al., 1996; Katsouynni et al., 1996). Some methods 
have been developed in the United States and Europe. 
Multiple regression models were used in the past analysis. We first take the 
logarithm on the total daily mortality as the dependent variable and the explana-
1 
tory variables are mean temperature, mean relative humidity as well as indicator 
variables for year, season, day of week and holidays. Then, the pollutants are 
considered separately in each model since the correlation among pollutants are 
high. The significant result is assessed by an appropriate F-test. However, the 
use of ordinary least square regression models on daily times series likely results 
in serially correlated errors. This violates the assumption of independent errors, 
and leads to a downward bias in the estimated standard deviation of regression 
coefficients. Another method called generalized estimating equation is used. 
rf 
As the data are collected in time, the counts may be serial correlated. Re-
gression models for serially correlated count data have been considered by Zeger 
(1988) and Burnett et al (1992, 1993). Besides, Zeger's approach is useful to ana-
% 
lyze the count data which have overdispersion and autocorrelation. This methods 
can handle the relationship between air pollutant and health outcomes. In our 
case, the health outcomes are daily number of hospital admission from specific 
causes (respiratory and circulatory) from 1994 to 1995. Daily ambient concen-
trations of four air pollutants from seven air monitoring stations of the Environ-
mental Protection Department are used as the primary independent variables. 
Meteorological variables and time trends are also included into the model as co-
variates. 
There are four types of pollutants that draw our attention : nitrogen dioxide, 
sulphur dioxide, respirable particulates and ozone. The collection of this data 
fulfills the quality criteria set by APHEA (Short term effects of air pollution 
2 
on health: a Europe approach using epidemiological time series data) protocol. 
Respirable particulates (either total suspended particles (TSP) or particles with 
aerodynamic diameter smaller than a certain cut off, for example, black smoke) 
are reported to be associated with all causes mortality and respiratory mortality 
in recent study from USA (Pope et al., 1995) and UK (Anderson et al., 1996). 
A recent London study (Anderson et al., 1996) found that while, nitrogen 
dioxide was associated with all causes mortality and circulatory diseases, but a 
M 
negative effect was observed for respiratory diseases. Also, a significant positive 
ff 
effect on sulphur dioxide and all causes of diseases discovered in the warm season 
period. However, the actual disease burden attributable to air pollution exposure 
in Hong Kong is not known exactly. Thus, we would like to better understand 
% 
the relation in Hong Kong's cases. 
In Hong Kong, we have found that sulphur dioxide, RSP concentrations are 
associated with excess risks for symptoms of cough, phlegm and wheeze and also 
bronchial hyper-responsiveness in primary school children (Hedley et al., 1993; 
Peters et al., 1996; Tam et al., 1994). However, ozone showed a strong association 
with daily mortality in London study (Anderson et al., 1996) and the effects of 
ozone and black smoke were independent of the effects of other pollutants. 
As the correlations between individual air pollutants are high, a high degree 
of collinearity occurs and a single pollutant model is constructed. First, we 
build a core model that includes the time trend (daily, weekly and seasonal) and 
3 
meteorological variables (temperature and humidity), then add each pollutant in 
the model and the significant level of each pollutant can be calculated by the 
relative risk. Thus, the effect of each pollutants can be determined in Hong Kong 
given the time trend and meteorological variables. 
However, when multicollinearity exists, Zeger's approach may not be useful. 
The estimated coefficients will be deflated and the standard deviation of the esti-
mate becomes large. To deal with this situation, modified generalized estimating 
1» 
equation may provide a better estimate of parameter coefficient. For this method, 
we introduce a ridge parameter to shift the parameter estimate and the result 
is better than Zeger's method when the multicollinearity is serious. Also, we 
will use the bootstrap method to estimate the standard deviation and choose the 
% 
ridge parameter. 
In Chapter 2，Poisson regression is introduced to capture relationship be-
tween the hospital admission and pollutants. Generalized Estimating Equation 
approach can deal with the problem of overdispersion and autocorrelation. Also, 
ridge parameter is used when multicollinearity occurs. The performance of each 
model is demonstrated by simulation study in Chapter 3. In Chapter 4, the 
proposed model will be applied to a real data set and comparison between var-
ious models is given. In Chapter 5’ we will interpret the model in details and 





In this chapter, we first introduce Poisson Regression for solving the hospi-
tal admission data and then use the Generalized Estimating Equation (GEE) 
、 
to obtain the estimate of parameters. Also, if the problem of multicollinearity 
arises, a modified generalized estimating equation (MGEE) with ridge parameter 
is derived to alleviate the situation. After that, the corresponding variance of the 
new estimate will be found by using bootstrap method. Meanwhile, the choice of 
ridge parameter in bootstrap sample can be determined by using mean squared 
error of prediction. 
2.1 Poisson Regression 
The rationale for using Poisson regression is based on the assumption that 
events are generated by a Poisson process. For the hospital admission data, on a 
given day, only a small proportion of the population is admitted to hospital and 
5 
large number of admissions is relatively rare. 
Given that the Poisson assumption holds, it follows that the observed events 
are independent random variables, y , with a probability distribution given by 
equation (2.1.1) and a parameter /x. 
P r (y = y) = f{y) = — ( 二 ) ( 吧 y = 0,1，2’. •. (2.1.1) 
w-
Then the joint probability function for independently Poisson-distributed ran-
dom variables, F , is given by , 
L = n —(—f@ (2.1.2) 
i=l yi. 
and the log-likelihood function is � 
N ‘ 
LL = Y,y^ log(fii) — fM - log(y,!). (2.1.3) 
i=i 
The Poisson regression model assumes that /i varies with predictor variables 
X], X2, . . . ,Xn- A more commonly used formulation is a loglinear relationship 
between |j,i and the covariates : 
h g ( f M ) = i Z X A (2.1.4) 
i=i 
where Xi is a 1 x p vector of fixed explanatory variable and (5 is the corresponding 
p X 1 vector of unknown parameters. 
If we have the likelihood function in equation (2.1.2) and the first and second 
6 
moments exist, the first-order condition is 
f > , - e x p ( 4 5 ) ) : r , = O (2.1.5) 
i=i 
and by using ML theory /3 is asymptotically normal with mean P and variance 
given by 
/ N �-1 
Var(/3) - Y.exp{x[p)xix'A . (2.1.6) 
Vi-i / 
The ML estimate of Poisson regression models is easily obtained by equation 
(2.1.5). Many computer packages are available to perform Poisson regression or 
we can write programs in a matrix language such as SAS's Interactive Matrix 
Language (SAS Institute 1985). The SAS procedures, PROC LOGISTIC and 
PROC GEMMOD, can provide the ML estimates by means of iterative weighted 
、 
least squares for likelihood function. 
If the data are Poisson distributed, Poisson regression is more efficient than 
least squares method. However, there are problems related to Poisson regression. 
For example, the constant rate of each time interval is not possible in real situ-
ation. Also, the problem of overdispersion and autocorrelation exist in Poisson 
regression. 
2.2 Overdispersion and Autocorrelation 
For Poisson random variable, the value of mean and variance are the same 
i.e. E{yt) = Var(yt) = /x^ . However, in our case, we observe that the variance of 
the event count data is greater than the mean, that means, Var(^t) > E{yt). It 
7 
leads to overdispersion. Moreover, autocorrelation also exists in the count data. 
Both of them can affect the estimate of the parameters. Indeed, contagion and 
heterogeneity are the main source to cause overdispersion and autocorrelation. 
Barron (1992) discussed other sources in detail. 
To see whether the overdispersion and autocorrelation exist or not, we can 
use the following test statistics. In order to test the hypothesis of white noise or 
no serial correlation, we consider the Box and Pierce (1970) and the Ljung and 
I* 
Box (1978) test statistics 
产 
QBP = ^Ep? 
i=l 
QLB = m ^ 2 ) t ^ 
口1 、 
where pi is the estimated autocorrelation at lag i. These test statistics are useful 
in detecting autocorrelation in the residuals from regression, after the inclusion 
of lagged variable. 
If we want to test the overdispersion, under the null hypothesis of a Poisson 
distribution, the following test statistics can be used : 
T E i m - M ' - y ^ 
—(2Ef=iA?)"2 
which was originally proposed by Cox (1983). Dean and Lawless (1989) gave a 
related approximation 
8 
T _EL{iy^-M'-y^ + f^^^M 
「 （ 2 Z r � ) " 2 
where ha is the ith diagonal element of H = A^/^X(X'AX)-^X'A^/^ and A = 
diag(/xi,... ,/iiN)- Both T and Ta statistics are one-sided and asymptotically 
distributed as a N(0,1) variate. 
If we detects these deviation from our assumptions, Poisson regression may 
not be efficient to capture the true relationship between count data and the covari-
ates. To address this problem, an iterative method called Generalized Estimating 
Equation (GEE), which is an extension of the Poisson regression, can be used. 
、 
2.3 Generalized Estimating Equation 
Consider the classical regression models 
叫 = E ( Y i ) = |hXn + ... + PpX,, = X[0 (2.3.1) 
Parameter estimate can be found by minimizing the LS function ( Y - X / 3 ) ' ( Y -
X/3). The LS estimate of /3 is the solution to the first derivative of the LS function 
set to zero. i.e. ‘ 
X'(Y M) = 0 
and using the fact fj, = X/3. However, this model has limitations. For count 
data, /j, is strictly non-negative but the range of X/3 is unrestricted. Therefore, 
we introduce the Generalized Estimating Equation (GEE) (Dunlop 1994) with 
9 
link function g(|j,) = X^ , where g(.) is a monotone differentiable link function. 
This can be used to model a multiplicative relationship between the mean and 
the covariates. In our case, g{|j.) == log(^0 = X'/3. Therefore, the estimate of 0 is 
a solution to the estimating equations 
V{f3) = B ' V - ' ( Y - f j . ) = 0 (2.3.2) 




, dpi • • • d0p 
B = AX = ^ = i • • • ： . 
dm. 9m. 
\ dfh … d P p 
To solve the overdispersion and autocorrelation problem, serially correlated � 
error model (Zeger 1988) is used. Zeger (1988) applied this method to monthly 
U.S. data on polio cases; Campell (1994) applied this model to daily U.K. data 
on sudden infant death syndrome cases and the role of temperature. Moreover, 
Brannas and Jonhansson (1994) have further studied Zeger model. 
For the Zeger model, he first introduced a latent component into the rela-
tionship between /x^  and the covariates in equation (2.1.4). By conditioning oii a 
latent process, et, suppose yt is a sequence of independent Poisson counts with 
mean and variance : 
Mt = ^{yt\et) = var(^|et) = exp(x[[3)et = _t (2.3.3) 
which makes jj^  a random variable. 
10 
Further suppose St is an unobserved stationary process with E{et) = 1 and 
cov{et,et+T) = (j2pe�T�. Then the marginal moments of yt are 
E(yt) = E(E(yt|st)) 
=E(exp(xi/3)et) 
= e x p ( 4 5 ) E f e ) 
= I M 
Var(yt) = E[Var(i/t|eO]+Var[E(yt|et))" 
产 
=E[E{yt \et))]+Var[exp(x[P)£t , 
二 exp(o^") + exp(x;/^)^Var(e^) 
二 fit + cr^? � 
= " t ( l + aVt) ‘ 
E{yt) 二 fH, Var(yO = ^^(1 + a ^ O (2.3.4) 
"办丁) = corr(^, yt^r) 二 [{i + ( y w - � / { f ; ) ( � T ) - � } ] " 2 (2.3.5) 
The latent process St introduces both overdispersion and the autocorrelation 
into yt. By equation (2.3.5), we can see that the degree of overdispersion relative 
to a Poisson variable depends on 叫.The greater the |M, the larger the overdis-
persion. Indeed, the autocorrelation in yt must be less than or equal to that in 
£t. Thus, the degree of autocorrelation in yt relative to et decreases when |M and 
cr^  decrease. 
11 
In the next step, we consider estimation of the regression parameters /3, given 
consistent estimates of the covariance parameters by using Zeger's method. 
2.4 Zeger's Method 
Based on equation (2.3.2), we can find the /? and solve the overdispersion 
problem. However, the standard estimator does not take into account the problem 
of autocorrelation. That is, it specifies a diagonal variance matrix, V, in equation 
1» 
(2.3.2). With independent data, V is diagonal. With time series data, V will 
f^ 
include off-diagonal terms which depends on nuisance parameters Q = (cr^ , p^). 
Then, Zeger (1988) proposed a general estimator. To simplify notation, equation 
(2.3.1) can be rewritten as following ： 
> 
_ = ^ = ^ v - i ( y - " ) (2-4.1) 
_ = q = — ¥ v - i ¥ (2 4 2) 
哪)d0" d(3 df3 ( ) 
where Q{f3) and Q(P) are the first and second derivatives of log quasi-likelihood 
function with respect to /3. -
Given this specification, how can we obtain estimates of f3, a^ and pl Zeger 
(1988) suggested an approach to estimate f3 that is similar to quasi-likelihood for 
the case in which the off-diagonal elements of V are nonzero. In matrix form we 
can write V = Var(Y) = A + cr^AR^A, where 
12 
/ \ 
/ii 0 . . . 0 
0 /i2 •. • 0 
A -
‘ • . • 
• . • . 
� 0 0 . . • |J,N > 
and 
( \ 
1 Pe{l) Pe{2) . . . Pe{N - 1) 
|t 
P.(1) 1 P.(1) ... Pe{N-2) 
Re = 
• • • . • 
• • . . . 
• • . • . 
^ Pe{N - 1) Pe{N - 2) p,(N - 3) . . . 1 > 
、 
Notice that V depends on R^ as well as on f3 and o^ and, therefore, the off-
diagonal elements of V are nonzero. In addition, Zeger showed that the estimator 
of /3 obtained by using this specification o f V i n equation (2.3.2) is asymptotically 
normally distributed with zero mean and variance-covariance matrix given by : 
V . = lim { ^ W ^ / N ] 1 (2 4 3) 
“ N ^ o o [ d f ] d p " ) (丄斗.*^) 
Though estimates of j3 can be obtained using iterative weighted least squares, 
calculation of V^ is difficult because it requires the inversion of an N x N matrix. 
To simplify computation, Zeger (1988) modified the above method by using a 
finite autoregressive process of a given order instead of the general autocorrela-
tion scheme. Here, we describe the second-order autoregressive (AR(2)) process. 
13 
Generalization of the estimator to high-order processes is straightforward. For 
AR(2) process, we approximate the actual autocorrelation matrix, R^, by a band 
diagonal matrix R(a) , corresponding to an autoregressive process. First, we let 
D = diag(/xt + cT^ t^)- Then V is approximated by V a = D^R(a)D^, where 
R(o;) is the autocorrelation matrix for a stationary autoregressive process with a 
p X 1 vector of parameters. Also the inverse of V a is much easier to be calculated 
than the inverse of V, since R - i ( a ) = L'L and V f is given by 
!• 
V^i ^ D-i/2L'LD-i/2 (2.4.4) 
where L is a matrix which applies the autoregressive filter, i.e. the element ofLy 
are � 
Vt - OLiVt-i - . •. - apVt-p {t > p) 
where Oi“i = l,...,p is obtained by Yule-Walker equation. Thus, when the 
process is AR(2), L is an (N - 1) x N matrix of the form 
/ \ 
-c^2 - a i 1 0 . . . 0 
0 - « 2 -^1. 1 ... 0 
T 
I . ‘ • • • 
J^  一 • • • . . . 
• • • ‘ . . 
0 0 0 - « 2 - a i 1 
^ 0 0 0 0 一�2 - a i > 
Now we focus on the iterative method to obtain the estimate of f3. Then in 
14 
the ( j+l) th iteration the iterative least squares is of the form : 
严 1 ) = 产 + { - 0 (沪 ) } - 1 « (沪 )） 
= f V v - ^ V ' f ^ V - z l 
\d(3 df3) [df3 乙) 
=(B'V-iB)—�(B'V-iZ) 
where B = AX =器，Z =(器丫/^⑴ + (Y — " ) and A is estimated from 沪.)’ 
t» 
the jth estimate of (3. 
产 
If we replace K"^ by V^^ , using equation (2.4.4) and let C = LD—i^B, then 
the iterative weighted least-squares procedure now has the form 
% 
3(_7+i) = (C 'C)- iC ' (LD-^Z) . (2.4.5) 
Given the above estimation procedure, P is found by alternatively solving 
equation (2.3.5) for 沪+丨）given 妒)，then using the updated 沪 + ” to find §(州） 
until convergence. By using this iterative method, the vector of residuals was 
weighted by an estimate of the inverse of the covariance matrix and the weighted 
residuals were filtered with an autoregressive filter. 
The variance-covariance matrix of this estimator is given by Zeger (1988): 
Var(^) = I - % I - ' (2.4.6) 
15 
where 
Io = J i ^ ( B ' V f B / i V ) ； I, = ^im (B'V^iVV^iB/7V) (2.4.7) 
The primary difference between equation (2.4.3) and (2.4.6) is that the matrix, 
VR, in the estimating equation is not the actual covariance matrix. This leads to 
a more complicated form for the asymptotic variance of /3^. However, equation 
(2.4.6) allows easier computation than equation (2.4.3). 
II 
The nuisance parameters o^ and p can be estimated by method of moments 
by Zeger (1988): 




_=&-2 E {yt-M(yt-r-|^t-r)/ E 隨-丁 (2.4.9) 
t=T+l t=T+\ 
For the starting values of 卢，we must suitably select in order to reduce the 
number of iterations until convergence. A good procedure is to run the Poisson 
regression once to obtain the parameter estimate and use this value as the staring 
value of the Zeger's algorithm. Using this method, the number of iterations 
becomes less when compared with the other starting values. 
From the above definition of variance, variance is not constrained to be pos-
itive, and it is found during iteration that it occasionally becomes negative. If 
this happens, the variance estimate is replaced by 
T . ( y t - M y ( n - 1 ) (2.4.10) 
16 
However, all the final moment estimator for the variance came out positive. 
A Fortran program was written to implement these methods. The program, 
contained in Numerical Algorithms Group(1988), calculated the estimates of the 
autoregressive model from the autocorrelation function and inverse these matri-
ces. The parameters of the autoregression were estimated or re-estimated before 
each round of iteration to estimate the regression coefficients, and the two-stage 
process iterates until the parameter estimates converge. 
it 
Despite the occurrence of negative variance, the pe(r) is not constrained to the 
interval (-1，1) in the algorithm. To tackle this problem, we simply estimate the 
£t by using equation (2.3.3), divide observed events Yt by the mean of observed 
events iM to obtain an estimate Ut and then take logarithm to calculate the cor-
% 
responding Pearson correlation coefficient. This can ensure that the estimated p 
lies between (-1,1) and does not affect the performance of the iterated algorithm. 
Besides, Zeger's approach uses the autoregressive filter to approximate the 
time series data. If the data have the autoregressive characteristic, the efficiency 
to estimate the regression coefficient could be high. Then, how about the other 
time series data such as moving average MA(q) or moving average and autoregres-
sive ARMA(p,q)? Can Zeger's approach still obtain the same or better efficiency 
in treating other time series data? For the above question, we will conduct a 
simulation study to illustrate how the performance of Zeger's approach is. 
Another frequently raised problem in time series data is multicollinearity. This 
17 
problem commonly occurs since some time pattern may depend on the other time 
structure or some pollutants depend on the others, so we will discuss how to solve 
or minimize this problem in next section. 
2.5 Multicollinearity 
When the predictors are related to each other, regression modeling can be 
very confusing. Estimated effects can change magnitude or even sign, depending 
II 
on the other predictors in the model. If multicollinearity occurs in the Poisson 
f^ 
regression, it will affect the estimate and the variances of predictions, even though 
the Zeger's approach is used. A constraint, thus, used to modify the iterative-
weighted least squares method, is put on the log-likelihood function. As a result, 
、 
a ridge parameter is introduced so that the performance of the iteration can be 
controlled. 
2.5.1 The Modified Generalized Estimating Equation 
When the covariates of the data are highly correlated, unstable parameter 
estimates occur in multiple regression. For count data, though we can use GEE 
approach to estimate the value of parameters, the inaccuracy of estimate and 
variance cannot be solved. We suggest that the introduction of ridge estimator 
can improve the result to some extent. 
Duffy and Santer (1989) considered the maximization of the log-likelihood 
18 
function with a penalty on the norm of 0 : 
Q � / ? ) = Q ( / ? ) — A | _ 2 (2.5.1) 
where Q(P) is the unrestricted log-likelihood function and \\P\\ = (E/^j)^, the 
norm of the parameter vector (3. It can be seen that A controls the amount of 
shrinkage of the norm of (5. When A = 0 the solution will be the ordinary MLE, 
whereas if A ~^ oo, all |3j tend to 0. 
Under this constraint, the first and second derivative of tlie new log-likelihood 
产 
function is : 
0 '(/3) = Q(/3) — 2Xf3 (2.5.2) 
Q\P) = Q(f3) — 2AI (2.5.3) 
% 
where Q(/3) and Q(f3) are given in (2.4.1) and (2.4.2). 
Using the equations (2.5.2) and (2.5.3) to make an approximation of j3 
严 ) = 沪 ) + { 書 ) ) } - 1 書 ) ） 
= 沪 ) + { B ' V # + 2 入 1 广 [ B � V ( y - M) - 2入沪)} 
= { B ' V # B + 2Al}—i {(B'V^^B + 2 A l )沪)+ B ' V g ( y - � - 2 A ^ ) } 
= { B ' V ^ ^ B + 2Al}—i { ( B ' V g B ) 沪 ) + B ' V g ( y — ^ ) } 
= { B ' V ^ ' B + 2 A I p ( B ' V y ) { B # ) + (y _ ^ ) } 
= { B ' V ^ i B + 2Al}"' (B'V^^Z) 
19 
Similarly, using (2.4.4) to approximate V ^ \ gives a closed form solution of /3 
沪刊 = { ( C ' C ) + 2AI}-i C' (LD-^Z) . (2.5.4) 
We can see that equation (2.5.4) is similar to equation (2.4.5) except for an 
additional term, 2AI, which is used to shift the estimated parameters towards 
zero if the ridge parameter A is positive. A good choice of the ridge parameter 
is desired to obtain better estimates of the regression coefficients. A suitable 
1» 
value of the ridge parameter can be chosen by using ridge trace or other methods 
r 
proposed in literature (Marx et al., 1992; Cessie et al., 1992; Marvin et al., 1998). 
Unfortunately, the variance-covariance matrices derived by Zeger cannot be 
、 
used since we have to take into account the bias of estimate in our new method. 
Therefore, Jackknife and Bootstrapping method may be possible methods to 
obtain more insight into the variability of f3. However, Jackknife method has 
some limitation in our situation because if we delete each datum from original 
data set each time, the time series structure will be lost. Then, bootstrapping 
is adopted to estimate the corresponding variance-covariance matrices. In next 
section, the general idea and procedure ofbootstrapping will be discussed in great 
detail. 
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2.6 Bootstrapping method 
The general idea of bootstrap method can be summarized as follows. Suppose 
that we have data Y = (>1,... ’丫凡)and P is a statistical model under which 
the data are obtained. Let ^ ( Y , P) be a random variable, and suppose that 
we want to estimate the model P with data Y. Let Y* be a bootstrap data set 
generated from the estimated model P. The conditional distribution of ^ ( Y , P) 
given Y is then the bootstrap estimator of the distribution of i?Ar(Y，P). Using 
a diagram, Efron and Tibshirani (1986) summarized this process as follows : 
P ~ ^ Y = ^ P 一 Y* 
\ ^(Y,P) / \ Rjv(Y,P) / � 
For regression model, suppose that the data Yi,...，Y^ are independent and 
Yi = {Vh K)^i = 1,...，N where the Xi are p-vectors and x' is the transpose of x. 
For nonrandom Xi, yi = x[P + £,；, where 0 is a p-vector of unknown parameters, 
and £i , . . .,eN are i.i.d. from an unknown distribution F^ with 0 mean. In this 
case, P can be identified as (/?, F^). Suppose that /3 is estimated by the /3. Then 
Fe can be estimated by the empirical distribution F^ which puts point mass N : � 
to ii — 7V-i Ef=i i j , i = 1 , . . . ’ N�where ii =队—x\B is the i-th residual. P is 
now estimated by P = 0, F^). 
To generate bootstrap data YJ, • . . , X � � w e first generate i.i.d. data e J , . . . , e*N 
from F, and then define y* = x[P+e^ Y* = (y^ x'^,i = 1 , . . . , N. This bootstrap 
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method is called bootstrapping residuals. However, for our model yt = x[p + 
[ t , t = 1 , . . . N, we cannot directly apply this method since the errors now are 
related and can be modeled as a time series such as the ARMA(p,q). Thus, we 
can rewrite the model into 
yt = x[P + 77^ , t^ l , . . . ,A^ (2.5.1) 
where (3 is a vector of regression parameters, Xt is a vector of deterministic ex-
i> 
planatory variables, and {”t� t = 0，士1,土2,...} is an ARMA(p,q) series with 
mean 0. And {yt, t = 0, 士1, ± 2 , . . . } itself is a time series. Thus, how can we use 
the idea of bootstrapping in our situation ？ 
X 
Assuming that the time series structure as AR(1) process, i.e. 
m = c^ + Ht-i + at, t = 0’ ±1, ±2，. •. (2.5.2) 
where a is the mean of the time series,小 is the AR(1) parameter and at is the 
white noise with i.i.d. 7V(0,a^). 
Since the error " , s are dependent, we cannot directly apply the bootstrap 
method but we may apply the techniques described in Shao and Tu (1995, chapter 
9). If the errors follow the model (2.5.2), then at can be estimated by : 
八 
at = f)t - 0 ^ - 1 - a, t = l,...,N (2.5.3) 
where a is estimate of a by using OLS method in equation (2.5.2). 
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Then, we can generate bootstrap data a；,..., a^ from the empirical distribu-
tion equation (2.4.7) putting mass N'^ to at - a, t = 1 , . . . ’ N, d = N'^ Z^] a .^ 
Define r/* = ^i + a 
T]； = d + ¢7)1, + al t = 2 , . . . , N. (2.5.4) 
Therefore, the bootstrap data can be created by 
y； = x[(3 + ry；, t = l,...,N " (2.5.5) 
产 
The bootstrap process is run B = 200 times, giving 200 bootstrap samples. 
Each of these gives a bootstrap replication P* by using the modified iterative 
algorithm. Then, the bootstrap standard error for 0 can be obtained. � 
2.7 The Bootstrap Choice of the Ridge Param-
eter 
Nacy and Sangit (1986) suggested a method to choose the ridge parameter. It 
can combine with the idea of the bootstrapping and cross-validation to arrive at 
an optimal choice of the ridge parameter, A, based on the minimum mean squared 
error of prediction (MSEP). For every bootstrap sample, the ridge estimates of 
the parameter vector are computed for a selected set of value of A. The predicted 
response value for the unchosen population values are computed and used to find 
the MSEP for the unchosen values. This process is repeated a large number of 
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times and the MSEP's for each bootstrap sample are averaged to obtain an MSEP 
for each value of A. The value of A with the minimum MSEP is the bootstrap 
optimal choice for the ridge parameter. A measure of uncertainty is also provided 
for such a choice of A by the computed standard error of prediction. 
More specifically, a population of N observations on p independent variables 
and one dependent variable is available. A bootstrap random sample of size n is 
chosen with replacement from empirical white noise distribution of autoregressive 
I* 
process. For this bootstrap sample, the ridge estimates of the parameter vector 
ff 
are computed for each of a selected set of A values. Suppose that S values of A are 
used for each bootstrap sample. The unchosen observations are predicted from 
the estimates obtained. Let the prediction vector for the unchosen be V K j M , 
where the subscript Kj indicates the number of unchosen observations where the 
j.th sample was selected and the subscript on A represents the sth value of A used. 
Let Yi^ . be the vector of the actual values of the response variable for this 
unchosen set. The MSEP for the jth bootstrap sample with A 二 A$ will be 
M S E P ^ h ~ X J - Y K , ) ; ^ K M s ) - y ^ � s = l , 2 , . . . , & (2.7.1) 
The foregoing procedure is repeated to produce B bootstrap samples, and final 
measures of prediction errors and spread are computed. A final average MSEP, 
for each value of A used, is obtained as follows : 
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财 哪 = 工 ( 了 ^ ) 胸 ， s = i , 2 , . . . , S 岡 
^j=l ^3 
The bootstrap choice of the ridge parameter will be A*, where 
MSEP{X*) = minarg{MSEP(Xs), s = 1’ 2’. •.，S} (2.7.3) 
We compute the mean of MSEP over all bootstrap samples for each selected 
value of A in order to make a comparison among different values of A. For the 
产 
selected A, the variance of the corresponding estimate over the bootstrap are 
computed. Thus, by using this method, the optimal value of A can be chosen 
and the variance of the estimate are obtained. The general performance of this 
、 
method will be shown at simulation study. 
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Chapter 3 
The Robustness of Zeger's 
i> 
Approach to the Specification of 
T]t - Simulation Study 
3.1 Introduction 
In the first part of this chapter, the performance of the Zeger's iterative method 
under different time series structures with and without multicollinearity are ex-
amined. Then, we consider the accuracy and the performance of the modified 
algorithm in treating multicollinearity problem. After that, the bootstrap method 
is used to estimate the corresponding variance. Finally, the bootstrap choice of 
ridge parameter will be found by using minimum average mean squared error 
prediction criterion. 
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3.2 Zeger's Algorithm with Various Time Series 
Data 
We focus our attention on the Zeger's iterative method in various time series 
structures. Some authors only compared its performance using AR(1) process 
with other method. However, other time series patterns have seldom been in-
vestigated in detail. We want to study how powerful is the Zeger method in 
various time series patterns. Thus, a simulation study is designed to illustrate 
the behavior of this algorithm under different time series patterns. 
3.2.1 Data without Multicollinearity 
At the beginning, we examine the data without multicollinearity for explana-
tory variables under different time series structures of the latent variable. In this 
simulation, Autoregressive AR(p) model, Moving Average MA(q) model and Au-
toregressive Moving Average ARMA(p,q) model are chosen. These models are 
popular and easily suit for most real life situations. Also, These models have the 
stationary characteristic that meets the need of Zeger's algorithm. 





where Xot is a constant value of 1.0’ X ^ is a normally distributed random variable 
with mean 0 and variance 1; X2t is also normally distributed, but with both mean 
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and variance 1. Then, we set the initial value of j3 as follows : /¾ = 4.5’ (5i = 1.0, 
(h = 0.5, (\t ^ 148.4). 
Since yt is generated from the Poisson distribution with parameter Ut where 
^t = Xt£t, the latent variable, et is generated from time series model with the 
relationship r]t = log£f, for example, for the AR(1) process : 
Vt = a + ^r]t-\ + at (3.2.2) 
where a is a constant and at is a white noise process with mean' 0 and variance 
^a- To maintain the stationary condition, the mean and variance of r] are given 
by 
_ = 0 ¾ 
V 4 ) - 為 . ‘ 
Following the restriction E(e^) = 1, we have 
Efe) = E(exp(r/,)) = exp(E&) + Var(r/,)/2) - 1. 
2 
Thus, we can choose a = - ^ ¾ to control the stationary condition. For the 
other time series model, the conditions of E(yt) and Var(rjt) are similar. 
In our simulation study, we consider three different sample sizes, say N = 100 
(small), N - 400’ (medium) and N = 1000 (large). When we generate a time 
series data, we cut the first 1000 observations to remove transition effect. That 
means, for sample size equal to 100, we use the time series observations from 1001 
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to 1100. The generated data for size 100，400 and 1000 are related because all 
samples start at observation 1001 up to the desired sample size. 
Given the data set, we use various autoregressive filter AR(p), p 二 1, 2，3, to 
estimate the regression parameter. The results of different time series data with 
different sample sizes are shown from Table 1 to Table 7. 
Table 1 : True model AR(1) with different filters 
True Parameters : A) = 4.5, /¾ = 1.0, /¾ = 0.5 
M 
Sample , Various filters 
size AR(1) AR(2) AR(3) 
Beta Pi SD pj SD ft SD 
Po 4.427 (0.159) 4.472 (0.228) 4.431 (0.146) 
100 A 1.037 (0.035) 1.013 (0.037) 1.006 (0.045) � 
/¾ 0.504 (0.030) 0.526 (0.031)_ 0.525 (0.037) 
Po 4.444 (0.093) 4.396 (0.123) 4.421 (0.112) 
400 01 1.003 (0.028) 1.023 (0.027) 1.026 (0.031) 
/¾ 0.496 (0.029) 0.504 (0.029) 0.514 (0.033) 
A) 4.403 (0.061) 4.296 (0.169) 4.390 (0.062) 
1000 ft 0.996 (0.020) 1.005 (0.022) 1.010 (0.021) 
h 0.502 (0.020) 0.502 (0.023) 0.502 (0.022) 
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Table 4 : True model ARMA(1,1) with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta 在 SD /¾ SD /¾ SD 
Po 4.508 (0.115) 4.520 (0.068) 4.512 (0.061) 
100 Pi 1.012 (0.048) 1.024 (0.035) 1.024 (0.038) 
/¾ 0.522 (0.042) 0.516 (0.031) 0.523 (0.032) 
Po 4.559 (0.063) 4.552 (0.048) 4.556 (0.043) 
400 A 1.009 (0.027) 1.012 (0.025) 1.004 (0.025) 
/¾ 0.476 (0.028) 0.478 (0.026) 0.479 (0.026) 
产 
Po 4.502 (0.036) 4.502 (0.032) 4.509 (0.028) 
1000 A 0.996 (0.018) 0.996 (0.017) 0.986 (0.017) 
ft 0.508 (0.018) 0.508 (0.017) 0.503 (0.017) 
X 
Table 3 : True model AR(3) with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta /¾ SD /¾ SD ft SD 
A) 4.421 (0.103) 4.426 (0.069) 4.420 (0.086) 
100 A 1.018 (0.044) 1.027 (0.031) 1.028 (0.035) 
(h 0.533 (0.040) 0.526 (0.033) 0.534 (0.034) 
Po 4.476 (0.061) 4.475 (0.055) 4.474 (0.060) • 
400 Pi 1.009 (0.030) 1.012 (0.031) 1.014 (0.031) 
/¾ 0.481 (0.032) 0.480 (0.032) 0.481 (0.032) 
Po 4.446 (0.035) 4.446 (0.036) 4.446 (0.035) 
1000 A 0.979 (0.017) 0.978 (0.018) 0.979 (0.018) 
p2 0.494 (0.017) 0.493 (0.018) 0.494 (0.018) 
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From Table 1 to Table 3, we study the general performance of autoregressive 
model. When the sample size is small (N = 100), if we can choose the correct 
autoregressive filter, the estimated parameter value is close to true value and 
its standard deviation is smaller than or equal to other with misspecified filter. 
In other words, if we cannot choose the right filter, though the corresponding 
estimate is not change too much , the standard deviation will become larger. 
Moreover, we can observe that when the sample size increases, the value of 
estimated parameter becomes closer to the true value and the standard deviation 
r 
of estimate becomes smaller and smaller even though the filter may not be correct. 
This implies that Zeger's iterative algorithm is good in large sample size. 
In Table 4, we examine the ARMA(1,1) time series data. When we compare � 
the result with AR(1) model, the estimated value in ARMA(1,1) model is closer 
to true value than that in AR(1) model. Moreover, the standard deviation of the 
estimated parameter in ARMA(1,1) model is also a little bit smaller than that in 
AR(1) model. This implies, the addition of Moving Average series can improve 
the estimated value and standard deviation in Zeger's algorithm. 
From Table 5 to Table 7, we examine the MA(q) model, the performance of • 
the parameter estimated is nearly the same with the AR(1) series. The larger 
the sample size, the smaller the standard deviation under the same filter. 
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Table 4 : True model ARMA(1,1) with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta Pi SD ft SD /¾ SD 
A) 4.451 (0.076) 4.439 (0.081) 4.432 (0.069) 
100 (5i 1.052 (0.045) 1.040 (0.047) 1.046 (0.043) 
/¾ 0.517 (0.039) 0.534 (0.040) 0.541 (0.037) 
Po 4.482 (0.033) 4.480 (0.051) 4.466 (0.058) 
400 Pi 0.987 (0.030) 0.995 (0.030) 1.005 (0.028) 
02 0.494 (0.032) 0.495 (0.031) 0.496 (0.030) 
产 
A) 4.452 (0.029) 4.456 (0.034) 4.455 (0.033) 
1000 A 0.989 (0.017) 0.987 (0.016) 0.990 (0.015) 
/¾ 0.502 (0.017) 0.501 (0.017) 0.503 (0.018) 
、 
Table 5 : True model MA(1) with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta A SD /¾ SD 在 SD 
A) 4.489 (0.061) 4.479 (0.072) 4.452 (0.054) 
100 Pi 1.051 (0.049) 1.062 (0.035) 1.084 (0.044) 
(32 0.492 (0.043) 0.501 (0.043) 0.523 (0.043) 
Po 4.497 (0.033) 4.501 (0.030) 4.503 (0.029) . 
400 ft 0.995 (0.027) 0.994 (0.025) 0.997 (0.026) 
(h 0.489 (0.028) 0.485 (0.025) 0.482 (0.027) 
A) 4.499 (0.024) 4.501 (0.025) 4.499 (0.022) 
1000 (5i 0.987 (0.017) 0.987 (0.017) 0.988 (0.017) 
02 0.494 (0.018) 0.494 (0.017) 0.495 (0.018) 
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Table 4 : True model ARMA(1,1) with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta ft SD ft SD ft SD 
Po 4.643 (0.095) 4.637 (0.079) 4.615 (0.067) 
100 A 0.993 (0.063) 0.986 (0.059) 1.025 (0.048) 
/¾ 0.404 (0.066) 0.411 (0.061) 0.426 (0.052) 
/¾ 4.512 (0.034) 4.519 (0.016) 4.522 (0.025) 
400 Pi 0.996 (0.028) 1.008 (0.021) 1.007 (0.024) 
/¾ 0.475 (0.029) 0.466 (0.019) 0.463 (0.024) 
Po 4.525 (0.025) 4.521 (0.022) 4.521 (0.021) 
1000 Pi 0.973 (0.018) 0.979 (0.016) 0.980 (0.017) 
P2 0.478 (0.019) 0.481 (0.017) 0.481 (0.017) 
Table 7 : True model MA(3) with different filter � 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta ft SD 辰 SD ft SD 
A) 4.478 (0.091) 4.481 (0.104) 4.479 (0.093) 
100 Pi 0.945 (0.068) 0.940 (0.061) 0.941 (0.069) 
/¾ 0.537 (0.064) 0.538 (0.065) 0.541 (0.065) 
A) 4.525 (0.033) 4.531 (0.021) 4.479 (0.025) 
400 A 1.009 (0.028) 1.015 (0.023) 1.015 (0.024) . 
p2 0.461 (0.028) 0.456 (0.022) 0.455 (0.024) 
Po 4.516 (0.026) 4.513 (0.024) 4.512 (0.022) 
1000 Pi 0.980 (0.019) 0.983 (0.017) 0.986 (0.018) 
02 0.484 (0.019) 0.487 (0.018) 0.488 (0.018) 
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3.2.2 Data with Multicollinearity 
Next, we consider different time series data with collinearity problem. For 
those simulations with no multicollinearity, the X matrix is left unchanged. For 
the other two categories, a single collinearity is introduced by replacing the last 
variable value, x2t, by a linear combination of the other variable values as follows: 
X2t = 1.0 + Xxt + k X ([/(0,1) - 0.5), (3.2.3) 
where U(0,1) is another independently generated Uniform (0,1) random variates. 
II 
The corresponding value of k in equation (3.2.3) can vary. It is used to measure 
产 
the degree of collinearity when we consider the correlation between Xu and X2t : 
广 ( V V � Cov[XxuX2i) 
C0rr{xlt,x2t) = - 7 = = = = = = = 
^ v a r ( x u ) v a r ( x 2 0 
% 
_ Cov{Xu, 1.0 + Xu + k X ([/(0,1) - 0.5)) 
- ^ V a r ( X u ) V a r ( 1 . 0 + X^ + k x ([/(0,1) - 0.5)) 
二 Var(Xu) 
一 V^Var(Xi,) (Var(Xu) + k^Var(U(0,1))) 
— 1 
—^1 + kyi2 
= n ^ 
_ V 12 + k^  . 
The condition number is used to measure the degree of multicollinearity, 
/AmaxV,2 Condition number 二 max j 
\ ^min / 
where Amax and Amin are the largest eigenvalue and the smallest eigenvalue of the 
34 
matrix X'X respectively. In our simulation study, we first choose k = 0.3 where 
the condition number is about 22. The results are shown in Table 8 to Table 14. 
Table 8 : True model AR(1) has collinearity with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta /¾ SD A SD A SD 
(3o 4.406 (0.565) 4.098 (0.679) 4.031 (0.646) 
100 A 1.030 (0.542) 0.711 (0.656) 0.615 (0.632) 
ft 0.511 (0.548) 0.802 (0.656) 0.890 (0.631) 
It 
A) 4.351 (0.285) 4.164 (0.268) 3.910 (0.362) 
400 Pi 0.933 (0.273) 0.790 (0.242) 0.524 (0.329) 
ft 0.580 (0.273) 0.751 (0.242) 1.025 (0.329) 
Po 4.420 (0.446) 4.397 (0.445) 4.353 (0.445) � 
1000 A 1.011 (0.439) 0.994 (0.437) 0.959 (0.437) 
P2 0.483 (0.440) 0.505 (0.438) 0.546 (0.438) 
From Table 8 to Table 10, the estimated value is far from the true value 
when the sample size increases. Moreover, there is no trend on the standard 
deviation even though the sample size gets larger. When we compare the data 
without multicollinearity, the standard deviation is bigger. This implies that 
Zeger's iterative method cannot handle multicollinearity problem when the latent 
variable has autoregressive characteristic. The problem of multicollinearity also 
inflates the standard deviation. 
35 
Table 11 : True model ARMA(1,1) has collinearity with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta ft SD ft SD ft SD 
/¾ 4.292 (0.728) 4.339 (0.707) 4.206 (0.522) 
100 fh 0.750 (0.706) 0.798 (0.686) 0.682 (0.513) 
/¾ 0.741 (0.713) 0.694 (0.692) 0.825 (0.513) 
Po 4.664 (0.226) 4.659 (0.146) 4.632 (0.362) 
400 A 1.193 (0.220) 1.194 (0.146) 0.994 (0.329) 
ft 0.350 (0.220) 0.348 (0.146) 0.:^37 (0.329) 
Po 4.338 (0.265) 4.335 (0.266) 4.413 (0.260) 
1000 ft 0.819 (0.262) 0.816 (0.262) 0.884 (0.257) 
ft 0.675 (0.262) 0.678 (0.263) 0.602 (0.258) 
Table 10 : True model AR(3) has collinearity with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta ft SD /¾ SD ft SD 
Po 4.347 (0.733) 4.385 (0.727) 4.333 (0.686) 
100 A 0.807 (0.714) 0.852 (0.707) 0.8003(0.673) 
ft 0.645 (0.720) 0.603 (0.714) 0.657 (0.676) 
A) 4.545 (0.370) 4.548 (0.377) 4.528 (0.362) 
400 A 1.111 (0.371) 1.115 (0.378) 1.109 (0.360) ‘ 
/¾ 0.400 (0.370) 0.397 (0.378) 0.414 (0.361) 
Po 4.482 (0.320) 4.487 (0.326) 4.488 (0.325) 
1000 ft 1.024 (0.316) 1.028 (0.321) 1.029 (0.321) 
02 0.459 (0.316) 0.454 (0.323) 0.453 (0.321) 
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Table 11 : True model ARMA(1,1) has collinearity with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta ft SD A SD A SD 
Po 4.637 (0.489) 4.483 (0.510) 4.241 (0.355) 
100 Pi 1.172 (0.475) 1.004 (0.497) 0.802 (0.350) 
/¾ 0.360 (0.479) 0.518 (0.500) 0.754 (0.350) 
A) 4.433 (0.331) 4.445 (0.312) 4.425 (0.289) 
400 fh 0.972 (0.331) 0.993 (0.312) 1.016 (0.285) 
h 0.545 (0.332) 0.521 (0.312) 0.516 (0.287) 
A) 4.412 (0.232) 4.422 (0.228) 4.409 (0.222) 
1000 ft 0.945 (0.229) 0.951 (0.225) 0.940 (0.219) 
ft 0.544 (0.229) 0.536 (0.225) 0.550 (0.219) 
However, when we use the correct autoregressive filter, the estimated value 
will be close to the true value if we compare the result with the misspecified filter 
and the corresponding standard deviation is smaller. If we compare the result 
with no multicollinearity data, the estimated value under correct filter is worse 
than data without multicollinearity. Also, the standard deviation is bigger. 
For the ARMA(1,1) model, when the sample size becomes larger, the standard 
deviation of estimated value decreases slowly. However, the standard deviation of 
estimated value in multicollinearity data is larger than that of no multicollinearity 
data about 10 times. 
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Table 11 : True model ARMA(1,1) has collinearity with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta /¾ SD A SD A SD 
A) 5.264 (1.152) 5.238 (1.164) 5.092 (0.998) 
100 A 1.728 (1.148) 1.719 (1.163) 1.581 (0.997) 
(32 -0.239 (1.144) -0.215 (1.165) -0.069 (0.995) 
Po 4.548 (0.320) 4.582 (0.264) 5.092 (0.270) 
400 Pi 1.031 (0.320) 1.068 (0.262) 1.074 (0.270) 
/¾ 0.452 (0.322) 0.418 (0.266) 0.,412 (0.272) 
Po 4.540 (0.167)' 4.547 (0.156) 4.544 (0.156) 
1000 Pi 1.027 (0.166) 1.033 (0.154) 1.035 (0.155) 
p2 0.458 (0.166) 0.452 (0.154) 0.454 (0.155) 
% 
For the MA(1) model, when sample size is small, the estimated value is closer 
to the true value if the order of the autoregressive filter is high. Moreover, the 
standard deviation of the estimate is extremely large. This implies that the 
Zeger's approach cannot handle the small data set well when the latent variable 
has Moving Average characteristic. 
When the sample size becomes large, the algorithm still works but the stan-
dard deviation of estimated value remains high. Thus, we can see that Zeger's 
approach cannot handle the problem of multicollinearity. 
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Table 11 : True model ARMA(1,1) has collinearity with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta ft SD /¾ SD ft SD 
A) 5.691 (1.183) 5.551 (1.195) 5.321 (0.996) 
100 /5i 2.194 (1.175) 2.013 (1.185) 1.868 (0.997) 
/¾ -0.670 (1.165) -0.492 (1.177) -0.310 (0.996) 
po 4.590 (0.329) 4.637 (0.187) 4.632 (0.236) 
400 ft 1.110 (0.329) 1.167 (0.188) 1.161 (0.236) 
/¾ 0.389 (0.331) 0.341 (0.189) 0,347 (0.237) 
Po 4.685 (0.185r 4.625 (0.168) 4.631 (0.163) 
1000 A 1.174 (0.184) 1.122 (0.166) 1.134 (0.161) 
02 0.312 (0.184) 0.371 (0.166) 0.364 (0.161) 
Table 14 : True model MA(3) has collinearity with different filters 
Sample Various filters 
size AR(1) AR(2) AR(3) 
Beta ft SD ft SD ft SD 
Po 4.260 (0.643) 4.271 (0.645) 4.211 (0.604) 
100 ft 0.718 (0.631) 0.725 (0.638) 0.678 (0.592) 
/¾ 0.747 (0.633) 0.739 (0.638) 0.798 (0.596) 
A) 4.824 (0.334) 4.933 (0.215) 4.904 (0.231) 
400 ft 1.315 (0.335) 1.434 (0.215) 1.405 (0.231) 
02 0.167 (0.336) 0.058 (0.217) 0.088 (0.233) 
A) 4.792 (0.195) 4.751 (0.184) 4.733 (0.170) 
1000 A 1.277 (0.194) 1.245 (0.182) 1.233 (0.169) 
/¾ 0.209 (0.194) 0.248 (0.183) 0.266 (0.169) 
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3.3 Modified Generalized Estimating Equation 
Approach 
In this section, we would like to test the performance of the modified estimating 
equation with ridge parameter. Consider the latent variable generated by AR(1) 
series. We choose the following values of k in equation (3.2.3) : 0.05, 0.1 and 
0.3. When the value of k becomes smaller, the level of multicollinearity becomes 
larger. 
II 
In Table 15，we show the estimated parameter by using Zeger algorithm under 
different levels of multicollinearity. The corresponding standard deviation and 
the condition number are given. When k gets smaller, the parameter estimate is 
more far away from the true value and its standard deviation becomes large. That � 
means the multicollinearity problem does not only inflate the standard deviation 
but also affects the parameter estimate. 
In Table 16, ridge parameter ranged from 0.01 to 0.1 is introduced. When 
k = 0.1 and 0.3, we can choose the ridge parameter to obtain an approximate 
value which is close to the true value when sample size is equal to 100 and 1000. 
When k = 0.05, we only choose an approximate value at sample size equal to 1000.-
When the sample size is equal to 400’ we cannot find any good ridge parameter to 
obtain the approximately value. Indeed, we can find the approximate parameter 
estimate and its standard deviation by bootstrapping. Thus, in next section, we 
use the bootstrap sample to obtain its standard deviation. 
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Table 15 : Estimate by Zeger's algorithm under various level of multicollinearity 
Sample /?i /¾ fh Condition 
k size Number 
100 4.23 (0.468) 1.19 (0.509) 0.35 (0.454) 22.08 
0.3 400 3.89 (0.327) 0.49 (0.337) 0.97 (0.322) 23.82 
1000 4.41 (0.300) 1.01 (0.295) 0.48 (0.288) 23.31 
100 5.41 (1.569) 2.40 (1.941) -0.83 (1.498) 66.43 
0.1 400 3.18 (0.946) -0.20 (1.038) 1.66 (0.978) 71.62 
1000 4.61 (0.840) 1.21 (0.887) 0.29 (0.850) 70.24 
100 2.89 (2.935) -0.21 (3.750) 1.73 (2.620) 133.39 
0.05 400 1.55 (1.656) -1.83 (1.936) 3.31 (1.732) 142.11 
1000 4.51 (1.557) 1.10 (1.861) 0.37 (.1.769) 140.69 
f< 
Table 16 : Estimate under various levels of multicollinearity 
Sample k = 0.3 k = 0.1 k 二 0.05 
size A ft 02 A /?i th ft /3i 02 ft 
、 
0.01 4.21 1.17 0.37 5.10 2.10 -0.53 2.79 -0.31 1.83 
0.03 4.16 1.13 0.41 4.66 1.66 -0:10 2.70 -0.39 1.91 
100 0.05 4.12 1.10 0.45 4.34 1.35 0.23 2.66 -0.42 1.94 
0.08 4.06 1.05 0.49 4.01 1.02 0.55 2.63 -0.44 1.97 
0.1 4.02 1.01 0.53 3.85 0.86 0.71 2.61 -0.46 1.98 
0.01 3.88 0.49 0.97 3.17 -0.23 1.69 1.76 -1.61 3.10 
0.03 3.86 0.47 0.99 3.13 -0.26 1.72 1.98 -1.38 2.86 
400 0.05 3.85 0.46 1.00 3.09 -0.29 1.75 2.12 -1.24 2.72 
0.08 3.83 0.44 1.02 3.05 -0.33 1.79 2.26 -1.10 2.58 
0.1 3.81 0.43 1.03 3.03 -0.35 1.81 2.32 -1.04 2.51 
0.005 4.41 1.01 0.48 4.58 1.18 0.32 4.36 0.96 0.52 ‘ 
0.01 4.40 1.01 0.49 4.54 1.14 0.36 4.24 0.83 0.65 
0.03 4.39 0.99 0.51 4.41 1.01 0.49 3.90 0.49 0.99 
1000 0.05 4.37 0.97 0.53 4.29 0.89 0.60 3.68 0.27 1.21 
0.08 4.35 0.95 0.55 4.14 0.75 0.75 3.47 0.06 1.42 
0.1 4.33 0.94 0.56 4.06 0.66 0.83 3.38 -0.03 1.51 
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3.4 The choice of ridge parameter in bootstrap 
Based on the procedure described in Section 2.6, bootstrap samples with size 
200 are drawn for each A ranged from 0.01 to 0.1. From Tables 17 to 19, the 
result of bootstrap estimate and standard deviation are given. When A becomes 
greater, the bootstrap standard deviation becomes smaller. Moreover, the boot-
strap estimate is closer to the true value than that only using ridge parameter. 
Thus, the final step is the choice of ridge parameter by using Mean Squared Error 
Prediction (MSEP). .. 
ff 
Table 17 : Bootstrap estimate and standard deviation 
Sample k = 0.3 
size A /?! s.d. /¾ s.d. ft s.d. 
0.01 3.90 (0.670) 1.07 (0.648) 0.59 (0.652) � 
0.03 3.83 (0.655) 1.02 (0.631) 0.64 (0.635) 
100 0.05 3.78 (0.642) 0.97 (0.616) ‘ 0.69 (0.621) 
0.08 3.72 (0.625) 0.91 (0.596) 0.76 (0.601) 
0.1 3.67 (0.615) 0.87 (0.584) 0.80 (0.589) 
0.01 4.32 (0.405) 1.13 (0.413) 0.53 (0.409) 
0.03 4.30 (0.403) 1.11 (0.411) 0.55 (0.407) 
400 0.05 4.28 (0.401) 1.09 (0.409) 0.57 (0.405) 
0.08 4.25 (0.398) 1.06 (0.406) 0.59 (0.403) 
0.1 4.23 (0.397) 1.05 (0.404) 0.61 (0.401) 
0.01 4.39 (0.229) 1.15 (0.225) 0.51 (0.226) 
0.03 4.38 (0.228) 1.13 (0.224) 0.52 (0.225) . 
1000 0.05 4.37 (0.288) 1.12 (0.223) 0.53 (0.225) 
0.08 4.36 (0.228) 1.11 (0.223) 0.55 (0.225) 
0.1 4.35 (0.228) 1.10 (0.223) 0.56 (0.225) 
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Table 18 : Bootstrap estimate and standard deviation 
Sample k = 0.1 
size A Pi s.d. /¾ s.d. /¾ s.d. 
0.01 3.48 (1.964) 0.63 (1.972) 1.04 (1.984) 
0.03 3.19 (1.547) 0.33 (1.549) 1.34 (1.561) 
100 0.05 3.06 (1.284) 0.21 (1.285) 1.46 (1.296) 
0.08 2.94 (1.032) 0.09 (1.277) 1.58 (1.041) 
0.1 2.88 (0.916) 0.03 (0.913) 1.63 (0.923) 
0.01 4.16 (1.179) 0.96 (1.178) 0.71 (1.176) 
0.03 4.06 (1.160) 0.85 (1.165) 0.80 (1.161) 
400 0.05 3.98 (1.087) 0.78 (1.096) 0.88 (1.092) 
0.08 3.86 (0.948) 0.66 (0.950) 0.99 (0.949) 
0.1 3.85 (0.944) 0.65 (0.940) 1.01 (0.940) 
0.01 4.21 (0.753)- 0.98 (0.687) 0.66 (0.685) 
0.03 4.16 (0.677) 0.91 (0.667) 0.74 (0.668) 
1000 0.05 4.09 (0.655) 0.84 (0.645) 0.81 (0.648) 
0.08 4.04 (0.645) 0.81 (0.636) 0.85 (0.646) 
0.1 4.01 (0.639) 0.77 (0.629) 0.88 (0.630) 
Table 19 : Bootstrap estimate and standard deviation � 
Sample k = 0.05 “ 
size A pi s.d. /¾ s.d. /¾ s.d. 
0.01 3.90 (0.670) 1.07 (0.648) 0.59 (0.652) 
0.03 3.83 (0.655) 1.02 (0.631) 0.64 (0.635) 
100 0.05 3.78 (0.642) 0.97 (0.616) 0.69 (0.621) 
0.08 3.72 (0.625) 0.91 (0.596) 0.76 (0.601) 
0.1 3.67 (0.615) 0.87 (0.584) 0.80 (0.589) 
0.01 4.32 (0.405) 1.13 (0.413) 0.53 (0.409) 
0.03 4.30 (0.403) 1.11 (0.411) 0.55 (0.407) 
400 0.05 4.28 (0.401) 1.09 (0.409) 0.57 (0.405) • 
0.08 4.25 (0.398) 1.06 (0.406) 0.59 (0.403) 
0.1 4.23 (0.397) 1.05 (0.404) 0.61 (0.401) 
0.01 4.39 (0.229) 1.15 (0.225) 0.51 (0.226) 
0.03 4.38 (0.228) 1.13 (0.224) 0.52 (0.225) 
1000 0.05 4.37 (0.288) 1.12 (0.223) 0.53 (0.225) 
0.08 4.36 (0.228) 1.11 (0.223) 0.55 (0.225) 
0.1 4.35 (0.228) 1.10 (0.223) 0.56 (0.225) 
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We only consider the small sample size. Table 20 shows the mean squared 
error prediction (MSEP) among various A's. From Section 2.7, the better choice 
of ridge parameter is the one that minimizes MSEP. Therefore, the bold value in 
Table 20 is a suitable choice. 
Table 20 : Average Mean Square Error Prediction for various A 
Sample k = 0.3 k = 0.1 k = 0.05 
size A MSEP MSEP MSEP 
0.01 61022.57 64104.69 63662.30 
0.03 63402.00 60194.46 ,58143.58 
100 0.05 63785.46 62070.07 55775.43 
0.08 67586.09 61816.27 57051.13 
0.1 67954.25 67694.77 58124.55 
Table 21 : Comparison between Zeger and MSEP 
Sample Size = 100 
k Approach ft s.d. /¾ s.d. 一 ft s.d. 
0.3 Zeger 4.23 (0.468) 1.19 (0.509) 0.35 (0.454) 
MSEP 3.91 (0.670) 1.07 (0.648) 0.59 (0.652) 
0.1 Zeger 5.41 (1.569) 2.40 (1.941) -0.83 (1.498) 
MSEP 3.91 (1.547) 0.33 (1.549) 1.34 (1.561) 
0.05 Zeger 2.89 (2.935) -0.21 (3.750) 1.73 (2.620) 
MSEP 3.78 (0.642) 0.97 (0.616) 0.69 (0.621) 
When we compare the result with the Zeger's estimate given at Table 21, the 
estimate obtained from MSEP is closer to the true value than that of Zeger's 
estimate. Moreover, when we consider the standard deviation, though the stan-
dard deviation of Zeger's method is smaller at k = 0.3，the standard deviation in 
MSEP is smaller than that of Zeger's method when k = 0.1 and 0.05. This means 
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that when the level of multicollinearity gets larger, the MSEP method is better 










In this chapter, we aim to study how hospital admissions due to respiratory and 
circulatory diseases from 1994 to 1995 relate to daily air pollutant concentrations 
after the removal of the effects of meteorological factors, seasonal patterns and 
、 
time trends. In addition, an appropriate statistical model which characterizes 
significant associations between air quality and hospital admission parameters is 
developed. Then, comparison between Poisson Regression and Modified Gener-
alized Estimating Equation will be shown. 
4.1 Data structure 
We concentrate on various data sets in Hong Kong, including admissions data 
from hospital, air pollutant concentration and meteorological data, for the period 
between 1994 and 1995. Our study is parallel to some reports in Hong Kong 
(Wong et al., 1997; Hedley et a l , 1998). The data sources in this study is 
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discussed in details as follows. 
For the hospital admission data, we selected 12 hospitals which had an acci-
dent and emergency department under the Hospital Authority. Also all hospitals 
should have a computerized system for inputing and retrieval of patient data. 
Thus, private hospitals and hospitals without Accident and Emergency (A/E) 
Department were excluded from the study. In general, patients admitted for 
acute respiratory and circulatory symptoms would normally present at A/E de-
partment. Moreover, the contribution of private hospitals to the total number of 
hospital beds in Hong Kong was quite small (less than 10 percent), and it could 
be safely assumed that their contribution to the total number of admissions for 
acute respiratory and circulatory diseases was relatively small. 
% 
For air quality data, the exposure time series data were daily measures of 
the following air pollutants : sulphur dioxide, nitrogen dioxide, ozone and res-
pirable suspended particulates (RSP, measured by Tapered Element Oscillating 
Microbalance - TEOM). The database of these data are stored in CD-ROM that 
was made available by the Air Services Group of the Environment Protection 
Department with hourly data from all monitoring stations in Hong Kong. Data 
collected at various stations, including urban, industrial and new development,' 
represent 'population background exposure' levels of ambient air pollution. Data 
from Mong Kok station were collected at street level and were therefore excluded. 
For meteorological data, daily means of temperature and relative humidity 
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were obtained from the Environment Protection Department which derived the 
data from the Observatory. Mean temperature and humidity were confounding 
variables as they vary with time and have been shown to be correlated with both 
air quality and health outcome variables (Schwartz et al., 1996). Appropriate 
adjustments were made for their effects in the statistical modeling. 
Table 4.1 : Summary Description of Air quality parameters 
Parameter Measurement Units Measurement Method 
Nitrogen Dioxide 24-hr (NO2) micrograms/ •• gas-phase 
“ cubic metre 
Sulphur Dioxide 24-hr {SO2) micrograms/ pulsed fluorescence 
cubic metre 
Respirable Suspended micrograms/ tapered element � 
Particulates 24-hr (TEOM) cubic metre oscillating 
microbalance 
Ozone 9:00am - 5:00pm (O3) micrograms/ Ultraviolet 
cubic metre absorption 
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4.2 Model Building 
In general, the statistical modeling follows the guidelines recommended by the 
APHEA protocol, which establishes that hospital admissions data are generally 
best represented by a Poisson distribution. However, it always violates the Pois-
son assumption that mean and variance are equal. As a result, the admissions 
data are usually overdispersed and positively auto-correlated. 
For the Poisson regression model, A varies with predictor variable 
ii 
logA = A) + /^Xi + . . .+/?„X„ 
where Xi , . . •, X„ are the predictors of daily admissions and ft . •. f5n are the 
regression coefficients for these predictors. The relative risk of the 2th predictor 
% 
is given by exp(ft). This value explains how the «th predictor affects A when 
other predictors keep constant. 
To address the problem of overdispersion and serial correlation, a number of 
methods have been reported in the literature. Branna and Johnanson (1994) 
extended the Poisson regression by correcting the covariance matrix. The signifi-
cance ofthe predictors was then assessed by the chi-square test using the corrected 
estimates of the variances, allowing valid inferences to be made from the regres-
sion coefficient. However, when applying this method in this study, we found 
that the deviance remained quite large despite using different transformations 
of the independent variables specified in the APHEA protocol. Williams (1982) 
proposed a method for correcting overdispersion by multiplying the variance by 
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an estimate of the dispersion parameter. 
Instead of using Williams method, Generalized Estimating Equation (GEE) 
approach is advocated. The procedure is mentioned in Chapter 2. In this method, 
the vector of residuals is weighted by an estimate of the inverse of the covariance 
matrix, and the weighted residuals is filtered with an autoregressive filter. 
Before using the Zeger's iterative method to estimate the desired parameters, 
we follow the guidelines recommended by APHEA protocol to build up the sta-
!• 
tistical model. It caters for the use of aggregated time series data on air quality 
f^ 
and health outcomes that were not originally collected for the purpose of epi-
demiological investigation. Also, within a standardized framework, it allows the 
specific methods to be adapted to suit local data. Finally, it allows the results to 
be compared to other epidemiological time series studies within a meta-analysis 
framework (Briggs et al., 1996). 
The following covariates is fitted to each model to obtain the core model before 
adding in the pollutant concentration variable. The APHEA guidelines specify 
that the core model should include variables that account for the following : long 
term trends (time trend), medium term variations (season, using sine and cosine 
terms to control for seasonal and other cyclical patterns), short term system-
atic (day of week, holidays, day after holiday) and short term, less systematic 
(meteorological) variations. Meanwhile, time lags for temperature and humidity, 
and the interaction between temperature and relative humidity are found to be 
50 
insignificant when a stepwise multiple linear regression procedure is used. They 
are excluded from the core model on this basis. The details are shown in Table 
4.2. 
Table 4.2 : List of variables that are added to the core model 
Variable Symbol Explanation 
t (day) Daily trend 
t^  (t2) Daily curvature 
Year (yr) Year (1994, 1995) 
cos(2yrt/365) (CS1) Seasonality : cosine curve - 1 cycle 
cos(47Tt/365) (CS2) 2 cycles •• 
cos(67Tt/365) (CS3) ^ 3 cycles 
cos(87Tt/365) (CS4) 4 cycles 
cos(127rV365) (CS5) 6 cycles 
sin(27Tt/365) (S1) Sine curve - 1 cycles 
sin(47rt/365) (S2) 2 cycles 
sin(67rt/365) (S3) 3 cycles 
sin(87T^/365) (S4) 4 cycles . 
sin(127r^/365) (S5) 6 cycles 
Monday (II) Sunday (reference) vs Monday 
Tuesday (12) vs Tuesday 
Wednesday (13) vs Wednesday 
Thursday (14) vs Thursday 
Friday (15) vs Friday 
Saturday (16) vs Saturday 
Holidayl (H1) Holiday effect . 
Holiday2 (H2) After holiday effect 
Temperature (Temp) Average temperature of the day 
Humidity (Hum) Average humidity of the day 
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After a core model is fitted, each pollutant concentration is included into the 
model without lag effect and with cumulative lag effect for up to three previous 
days (mean of cumulative concentration as an independent variable) for all air 
pollutants except ozone with cumulative lag effect up to five days. In Table 
4.3, the correlations among the pollutant concentration are given. We can see 
that TEOM is highly positively correlated to NO2 and O3, so the degree of 




Table 4.3 : Correlations among variables 
NO2 SO2 RSP O3 
NO2 1.000 0.392 0.800 0.540 
% 
SO2 0.392 1.000 0.215 -0.105 
RSP 0.800 0.215 1.000 0.596 
O3 0.540 -0.105 0.596 1.000 
In order to obtain an indicator of the proportion of variations in the health 
outcome explained, number of admissions was transformed by taking logarithm 
and multiple regression was then applied. The value of R^ was used for variation 
explained by the core model without pollutant. The following three models are 
fitted : Respiratory, Circulatory and Total(Respiratory + Circulatory). Tables 
4.4 to 4.6 show the core model without pollutant and the corresponding value of 
R\ 
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Table 4.4 : Parameter estimates and Odds ratio of variables in Poisson regression 
core model where hospital admission due to respiratory diseases 
Multiple R-Square = 0.5728 
Parameter Standard Wald Standardized Odd 
Variable DF Estimate Error x^ P > X^  Estimate Ratio 
Intercept 1 -11.1191 0.0485 52520.9361 0.0001 . . 
t 1 0.00114 0.000121 88.0658 0.0001 0.131504 1.001 
亡2 1 -4.44E-7 8.649E-8 26.3502 0.0001 -0.038904 1.000 
Year 1 -0.0899 0.0363 6.1343 0.0133 -0.024795 0.914 
CS1 1 0.00988 0.0107 0.8541 0.3554 0.003837 1.010 
CS2 1 -0.0308 0.00464 44.2103 0.0001 -0.011985 0.970 
CS3 1 -0.0310 0.00464 44.2692 0.0001 -0.012046 0.969 
CS4 1 0.00644 0.00460 1.9575 0.1616 0.002502 1.006 
CS5 1 -0.0102 0.00458 4.9605 0.0259 -0.003962 0.990 
51 1 0.1707 0.0134 163.4355 0.0001 0.066775 1.186 
52 1 0.0574 0.00774 54.9469 0.0001 0.022437 1.059 
53 1 -0.0315 0.00590 28.5251 0.0001 -0.012330 0.969 
54 1 0.0136 0.00533 6.5080 0.0107 0.005319 1.014 
55 1 0.0420 0.00498 70.9549 0.0001 0.016414 1.043 
11 1 0.1438 0.0119 146.0872 0.0001 0.027686 1.155 � 
12 1 0.0697 0.0121 33.0951 0.0001 0.013411 1.072 
13 1 0.0932 0.0121 59.8298__ 0.0001 0.017947 1.098 
14 1 0.0373 0.0122 9.3554 0.0022 0.007203 1.038 
15 1 0.00295 0.0123 0.0577 0.8102 0.000570 1.003 
16 1 0.0104 0.0122 0.7193 0.3964 0.002008 1.010 
H1 1 -0.0327 0.0152 4.6216 0.0316 -0.014899 0.968 
H2 1 0.0423 0.0211 4.0082 0.0453 0.003526 1.043 
Temp 1 0.00530 0.00167 10.1101 0.0015 0.014899 1.005 
Hum 1 -0.00079 0.000374 4.4756 0.0344 -0.004738 0.999 
Caption of variables : 
t time trend 
Year Indicator for year effect 
CS1 - CS5 cosine term for seasonality 
S1 - S5 sine term for seasonality 
11 - 16 Indicators for day of the week 
H1 Indicator for the day of holiday 
H2 Indicator for the day after a holiday 
Temp Average temperature of the day 
Hum Average humidity of the day 
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Table 4.5 : Parameter estimates and Odds ratio of variables in Poisson regression 
core model where hospital admission due to circulatory diseases 
Multiple R-Square = 0.6620 
Parameter Standard Wald Standardized Odd 
Variable DF Estimate Error 义 p > x^ Estimate Ratio 
Intercept 1 -11.4884 0.0552 43291.6895 0.0001 . 
t 1 0.000382 0.000136 7.9310 0.0049 0.044088 1.000 
亡2 1 -3.61E-7 9.68E-8 13.9089 0.0002 -0.031634 1.000 
Year 1 0.0836 0.0408 4.1902 0.0407 0.023036 1.087 
CS1 1 0.1061 0.0122 76.0318 0.0001 0.041224 1.112 
CS2 1 0.000438 0.00534 0.0067 0.9347 0.000170 1.000 
CS3 1 -0.0198 0.00533 13.7921 0.0002 -0.007688 0.980 
CS4 1 -0.00378 0.00529 0.5113 0.4746 -0.001471 0.996 
CS5 1 0.00438 0.00527 0.6897 0.4063 0.001702 1.004 
51 1 0.0615 0:0151 16.5501 0.0001 0.024043 1.063 
52 1 0.0206 0.00882 5.4812 0.0192 0.008077 1.021 
53 1 -0.0356 0.00676 27.7319 0.0001 -0.013921 0.965 
54 1 -0.0240 0.00614 15.2246 0.0001 -0.009369 0.976 
55 1 -0.00363 0.00575 0.3991 0.5276 -0.001421 0.996 
11 1 0.3699 0.0142 674.1282 0.0001 0.071205 1 . 4 4 8 � 
12 1 0.2828 0.0145 381.2404 0.0001 0.054438 1 . 3 2 7 � 
13 1 0.3390 0.0143 561.4563 0.0001 0.065249 1.404 
14 1 0.2610 0.0145 323.7336" 0.0001 0.050437 1.298 
15 1 0.2276 0.0146 242.1046 0.0001 0.043985 1.256 
16 1 0.0319 0.0153 4.3361 0.0373 0.006167 1.032 
H1 1 -0.2736 0.0194 198.7825 0.0001 -0.033621 0.761 
H2 1 0.0574 0.0238 5.8348 0.0157 0.004788 1.059 
Temp 1 0.00813 0.00192 17.9539 0.0001 0.022875 1.008 
Hrnn 1 -0.00024 0.000431 0.3175 0.5731 -0.001456 1.000 
Caption of variables : 
t time trend 
Year Indicator for year effect 
CS1 - CS5 cosine term for seasonality 
S1 - S5 sine term for seasonality 
11 - 16 Indicators for day of the week 
H1 Indicator for the day of holiday 
H2 Indicator for the day after a holiday 
Temp Average temperature of the day 
Hum Average humidity of the day 
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Table 4.6 : Parameter estimates and Odds ratio of variables in Poisson regression 
core model where hospital admission due to respiratory and circulatory diseases 
Multiple R-Square = 0.6731 
Parameter Standard Wald Standardized Odd 
Variable DF Estimate Error 义 p > x^ Estimate Ratio 
Intercept 1 -10.5910 0.0364 84516.0120 0.0001 . . 
t 1 0.000809 0.00009 79.9935 0.0001 0.093342 1.001 
力2 1 -4.12E-7 6.448E-8 40.7739 0.0001 -0.036082 1.000 
Year 1 -0.0126 0.0271 0.2164 0.6418 -0.003477 0.987 
CS1 1 0.0520 0.00803 41.8888 0.0001 0.020188 1.053 
CS2 1 -0.0171 0.00350 23.8377 0.0001 -0.006640 0.983 
CS3 1 -0.0260 0.00351 54.9821 0.0001 -0.010100 0.974 
CS4 1 -0.00226 0.00347 0.4254 0.5143 0.000880 1.002 
CS5 1 -0.00408 0.00346 1.3905 0.2383 -0.001584 0.996 
51 1 0.1233 0.01000 151.9802 0.0001 0.048220 1.131 
52 1 0.0412 0.00581 50.1896 0.0001 0.016109 1.042 
53 1 -0.0340 0.00444 58.6575 0.0001 -0.013309 0.967 
54 1 -0.00266 0.00402 0.4383 0.5080 0.001042 0.997 
55 1 0.0223 0.00377 35.2011 0.0001 0.008736 1.023 
11 1 0.2375 0.00912 678.2402 0.0001 0.045719 1 . 2 6 8 � 
12 1 0.1578 0.00928 289.2336 0.0001 0.030372 1.171 
13 1 0.1959 0.00920 453.5869 0.0001 0.037716 1.216 
14 1 0.1301 0.00931 195.0744 0.0001 0.025143 1.139 
15 1 0.0963 0.00939 105.2407 0.001 0.018613 1.101 
16 1 0.0189 0.00957 3.9159 0.0478 0.003659 1.019 
H1 1 -0.1299 0.0120 117.9514 0.0001 -0.015956 0.878 
H2 1 0.0493 0.0158 9.7603 0.0018 0.004113 1.051 
Temp 1 0.00659 0.00126 27.4362 0.0001 0.018535 1.007 
Hum 1 -0.00055 0.000282 3.7925 0.0515 -0.003295 0.999 
Caption of variables : 
t time trend 
Year Indicator for year effect 
CS1 - CS5 cosine term for seasonality 
S1 - S5 sine term for seasonality 
11 - 16 Indicators for day of the week 
H1 Indicator for the day of holiday 
H2 Indicator for the day after a holiday 
Temp Average temperature of the day 
Hum Average humidity of the day 
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Owing to the high correlation coefficient between individual pollutants, the 
single pollutant model was used to determine the effect of each individual pollu-
tant on hospital admissions. That means, each air pollutant is separately entered 
into the 'core model' to obtain its respective partial regression coemcient. The 
best model of each single pollutant model is chosen by using Akaiki Information 
Criteria (AIC) methods. Lower value of the AIC indicates a better fitting model. 
Interaction effect was checked for each pollutant (in its original scale) with 
other pollutants by first dichotomizing the other pollutants using the median 
and multiplying each of them to obtain the interaction term, and then fitting 
the interaction term into the fitted model. By comparing the p-value of each 
interaction component, no interaction effect is needed to be added to the models. 
In the choice of pollutant parameters, the 'best' lag or cumulative lags which 
had been selected in the single pollutant models were used in the construction 
of the multiple pollutants models. Ridge regression model with all significant 
interacting pollutants was fitted. The results were then compared with those 
using original model. It shows the effectiveness of ridge regression under the 
existence of multicollinearity. 
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4.3 Single Pollutant Model 
Using the single pollutant model, parameters of individual pollutants (lag day 
0 - 3，cumulative lag from day 0 to day 3 for yVO2, <SO2, RSP and up to day 5 for 
O3) were fitted into a logistic (Poisson) regression model. Then, the estimated 
coefficient in the best single pollutant model is used as the starting value in 
Zeger's algorithm. By choosing this starting value, the number of iterations is 
usually small and the algorithm is efficient. 
1« 
For choosing the best single pollutant model, we can investiage the time series 
pattern of the corresponding residuals in order to specify the order of autoregres-
sive filter used in Zeger's algorithm. To examine which order is the best, we 
perform a time series analysis using SAS and using the Minimum Information � 
Criterion, which gives a value to each autoregressive-order. The best order can 
be chosen by selecting the smallest value among various time series order. In Ta-
ble 4.7, we provide table value of the Nitrogen Dioxide under Respiratory diseases 
and other tables will be given in the Appendix. 
Table 4.7 : Minimum Information Criterion for NO2 










From table 4.7’ we can find that the minimum table value is 5.351808 and the 
corresponding order is 5. Moreover, we need to maintain the stationary condition, 
figures 4.8 and 4.9 show the autocorrelation and partial correlation of residual 
on AR(5) model. From the figures, we can conclude that the series satisfy the 
stationary condition. Thus, we choose AR(5) filter for the Zeger's algorithm. 
Figure 4.8 : acf of AR(5) time series 
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Figure 4.9 : pcf of AR(5) time series 
PACF Of Residuals fo「N〇2 in AR(5) series 
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The relative risk (RR) of hospital admissions for respiratory diseases, circu-
latory diseases and total (respiratory diseases + circulatory diseases) associated 
with every 100 ugm-3 increase in the level of air pollutants are shown in Table 
4.10. The comparison between Poisson method and Zeger method are shown. 
Also, the autoregressive filter used in Zeger method is given. 
59 
Table 4.10 : Relative Risks and 95 percent C.I. for 100 ugm-3 increase 
in the levels of air pollutants for total hospital admission, 
respiratory and circulatory diseases(1994-1995). 
(i) Respiratory 
Pollutants Lag Poisson regression Zeger Approach Filter 
NO2 0-3 1.35 (1.25 - 1.46) 1.34 (1.22 - 1.48) AR(5) 
SO2 0 1.14 (1.05 - 1.24) 1.14 (1.01 - 1.29) AR(5) 
RSP 0-3 1.29 (1.22 - 1.38) 1.24 (1.15 - 1.35) AR(4) 
O3 0-3 1.36 (1.26 - 1.46) 1.34 (1.22 - 1.48)., AR(4) 
产 
(ii) Circulatory 
Pollutants Lag Poisson regression Zeger Approach Filter 
NO2 0-1 1.15 (L09 - 1.21) 1.15 (1.07 - 1.24) AR(1) 
% 
SO2 0-1 1.17 (1.08 - 1.28) 1.21 (1.08 - 1.36) AR(1) 
RSP 0-1 1.07 (1.02 - 1.12) 1.08 (1.00 - 1.15) AR(1) 
O3 0-5 1.14 (1.06 - 1.22) 1.11 (1.01 - 1.22) AR(1) 
(iii) Respiratory + Circulatory 
Pollutants Lag Poisson regression Zeger Approach Filter 
• 2 0-3 1.26 (1.21 - 1.32) 1.19 (1.10 - 1.28) AR(3) 
SO2 0 1.14 (1.09 - 1.20) 1.13 (1.05 - 1.20) AR(3) 
RSP 0-3 1.20 (1.15 - 1.23) 1.13 (1.05 - 1.21) AR(2) 
O3 0-5 1.25 (1.20 - 1.30) 1.21 (1.13 - 1.30) AR(3) 
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For total admissions (respiratory and circulatory diseases), RR was highest for 
O3 lag 0-5 (1.21), followed closely by NO2 lag 0-3 (1.19). RR for SO2 lag 0 and 
for RSP lag 0-3 was the same (1.13). For respiratory diseases, RR was highest 
and almost identical for O3 lag 0-3 and NO2 lag 0-3 (both at 1.34), followed by 
RSP lag 0-3 (at 1.24) and SO2 lag 0 (at 1.14). For circulatory diseases, RR 
was lower for O3 and NO2 (at 1.11 and 1.15 respectively), but only marginally 
significant for RSP (at 1.08) and RR for SO2 was higher when compared with 
the original Poisson method (at 1.21). 
It 
Table 4.11 : CompWison between various method 
Respiratory diseases 
Pollutants Lag Poisson Zeger MGEE 
、 
NO2 0-3 1.35 (1.25 - 1.46) 1.34 (1.22 - 1.48) 1.37 (1.21 - 1.56) 
SO2 0 1.14 (1.05 - 1.24) 1.14 (1.01 -' 1.29) 1.14 (1.00 - 1.31) 
RSP 0-3 1.29 (1.22 - 1.38) 1.24 (1.15 - 1.35) 1.29 (1.20 - 1.40) 
O3 0-3 1.36 (1.26 - 1.46) 1.34 (1.22 - 1.48) 1.35 (1.21 - 1.50) 
Circulatory diseases 
Pollutants Lag Poisson Zeger MGEE 
• 2 0-1 1.15 (1.09 - 1.21) 1.15 (1.07 - 1.24) 1.14 (1.05 - 1.2¾-
SO2 0-1 1.17 (1.08 - 1.28) 1.21 (1.08 - 1.36) 1.17 (1.04 - 1.34) 
RSP 0-1 1.07 (1.02 - 1.12) 1.08 (1.00 - 1.15) 1.07 (1.00 - 1.15) 
O3 0-5 1.14 (1.06 - 1.22) 1.11 (1.01 - 1.22) 1.14 (1.03 - 1.24) 
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Total (Respiratory + Circulatory diseases) 
Pollutants Lag Poisson Zeger MGEE 
NO2 0-3 1.26 (1.21 - 1.32) 1.19 (1.10 - 1.28) 1.26 (1.14 - 1.39) 
SO2 0 1.14 (1.09 - 1.20) 1.13 (1.05 - 1.20) 1.14 (1.07 - 1.22) 
RSP 0-3 1.20 (1.15 - 1.23) 1.13 (1.05 - 1.21) 1.19 (1.09 - 1.29) 
O3 0-5 1.25 (1.20 - 1.30) 1.21 (1.13 - 1.30) 1.25 (1.14 - 1.37) 
In Table 4.11, we consider the circulatory diseases and show the result of 
modified estimating equation by using bootstrap choice of ridge parameter. The 
!• 
estimate is nearly the same with the estimate of the Poisson regression. However, 
r 
the standard deviation is little bit larger than that in the Poisson method. When 
the estimate is compared with that in the Zeger's method, it is obvious that the 
standard deviation in MGEE is almost the same but the parameter estimate does 
% 
not inflate too much. The reason may be the degree of multicollinearity since the 
condition number in all cases are around 19 to 20, which is not the serious case. 
In conclusion, the new algorithm can shift more close to the true parameter when 
the multicollinearity exists. 
4.4 Multiple Pollutant Model 
For total (respiratory and circulatory) admissions, pollutants with significant 
effect include were SO2 lag 0-3 (1.10) and O3 lag 0-3 (1.16). For respiratory 
admissions, only O3 was statistical significant among pollutants and RR for this 
pollutant was lag 0-3 (1.22). For circulatory admissions, we could not find any 
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pollutants "worth" being included but for the original Poisson model, NO2 and 
O3 were statistical significant. All the results are shown in Table 4.12. 
Table 4.12 : Relative Risks and 95 percent C.I. for 100 ugm-3 increase 
in the levels of air pollutants for total hospital admission, 
respiratory and circulatory diseases (1994-1995). 
(i) Respiratory 
Pollutants Lag Poisson regression Zeger Approach Filter 
• 2 0-3 1.02 (0.93 - 1.12) 1.07 (0.92 - 1.24) .. AR(5) 
SO2 0 1.06 (1.00 - 1.14) 1.05 (0.94 - 1.17) AR(5) 
RSP 0-3 1.17 (1.08 - 1.25) 1.12 (0.99 - 1.27) AR(5) 
O3 0-3 1.23 (1.16 - 1.32) 1.22 (1.08 - 1.37) AR(5) 
(ii) Circulatory � 
Pollutants Lag Poisson regression Zeger Approach Filter 
iVO2 0-1 1.10 (1.01 - 1.21) 1.13 (0.98 - 1.31) AR(1) 
SO2 0-1 1.10 (0.99 - 1.23) 1.09 (0.97 - 1.22) AR(1) 
RSP 0-1 0.96 (0.90 - 1.03) 0.97 (0.88 - 1.06) AR(1) 
O3 0-5 1.11 (1.02 - 1.20) 1.08 (0.97 - 1.20) AR(1) 
(iii) Respiratory + Circulatory 
Pollutants Lag Poisson regression Zeger Approach Filter 
斷 0-3 1.06 (0.99 - 1.14) 1.04 (0.93 - 1.16) AR(3) 
SO2 0 1.09 (1.03 - 1.14) 1.10 (1.03 - 1.18) AR(3) 
RSP 0-3 1.07 (1.01 - 1.13) 1.04 (0.95 - 1.13) AR(3) 






In Chapter 3, we study the robustness of Zeger's method to latent variable 
with various time series structure. From the study, the following findings are 
obtained. First of all, when the data are without multicollinearity, Zeger's method 
* 
can handle the data with autocorrelation and overdispersion well. Moreover, 
the parameter estimated is close to the true value and the standard deviation 
decreases when the sample size becomes larger. 
However, the selection of proper order in autoregressive filter is also a main 
concern in our study. When the sample size is small, it seems to be very im-
portant. If we can find the right order, the estimated parameter does not only 
get close to the true value but the standard deviation also becomes smaller. For 
example, when the true time series structure is AR(1), if the choice of filter order 
is 2 or 3 in small sample size (N=100), the standard deviation of the estimate 
is larger than that of the right order. When the sample size becomes larger, 
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these properties become less important. The estimated parameter and standard 
deviation are nearly the same with other. Therefore, we can use a lower order 
autoregressive filter to estimate the parameter and standard deviation when the 
sample size is sufficiently large such as sample size = 1000. 
When the latent variable has autoregressive moving average ARMA(p,q) char-
acteristic, Zeger's method can still be applicable but the estimated parameter is 
not close to the true value and the standard deviation of the estimate becomes 
large when sample size is small. For large sample size, the performance is the 
“ 
same as that of autoregressive AR(p) characteristic. 
We are very interested in how Zeger's method performs when the latent vari-
able follows moving average MA(q) model. From the study, there is an interest-
、 
ing result when the sample size is small. The estimated parameter gets close to 
the true value and the standard deviation becomes small simultaneously when 
a higher order autoregressive filter applies. This phenomenon can be seen from 
MA(1) and MA(2) models. For the medium and large sample size, the estimated 
parameter and the standard deviation are nearly the same by using different 
autoregressive filter. 
In conclusion, Zeger's method performs well in medium (N=400) and large 
(N=1000) sample size. We can use a lower order instead of a right order to 
estimate the parameter and standard deviation no matter what the type of time 
series structure is. However, when the sample size is small, we need to pay 
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more attention in order selection before applying Zeger's method to obtain a 
better parameter estimate and standard deviation in autoregressive AR(p) or 
autoregressive and moving average ARMA(p,q) series. In moving average MA(q) 
series, we can use the high order AR(p) model to obtain the parameter estimate 
and standard deviation. 
When we examine the data with multicollinearity, the most obvious problem 
is the great change in parameter estimate and the inflation of the standard de-
viation. Zeger's method cannot handle this problem in all time series structure. 
1» 
However, when the latent variable has moving average MA(q) characteristics, the 
standard deviation becomes small when the sample size gets large. Thus, an in-
troduction of the modified generalized estimating equation with ridge parameter 
can solve this problem. � 
In the second part of the study, the focus is placed on the addition of ridge 
parameter. Under different level of multicollinearity, various ridge parameter is 
examined in order to find out a better estimate. When the level of multicollinear-
ity is heavy, the estimate obtained by Zeger's method varies greatly in small and 
medium sample. Nevertheless, by a suitable choice of ridge parameter, the esti-
mate will shift toward the true value in small and medium sample size. Far the 
large sample size, there is no difference between Zeger and our method to obtain 
the estimate. 
By using bootstrap method, we can find the corresponding standard deviation 
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with various ridge parameters. Moreover, we apply the idea of cross-validation 
and use the minimum squared error prediction criterion to select the suitable value 
of ridge parameter. Under this criterion, the selected ridge parameter gives better 
estimate and smaller standard deviation comparing with the Zeger's method, 
especially in heavy multicollinearity condition. 
In Chapter 4, we apply the models to the hospital admission data. We first 
detect the existence of time series structure and use the right filter to obtain the 
estimated parameter. However, the standard deviation is a little bit larger when 
ii 
we compare with the original Poisson regression. Moreover, we detect the level 
of multicollinearity and find that the problem is not serious. After using the new 
method in single pollutant models, the estimate is close to the original estimate 
by Poisson regression but the standard deviation is still bigger. � 
Indeed, the data set is just only for two years. It seems to be not informative 
enough to make good prediction from this model. For studies in other countries, 
the period is longer. Thus, if the data set have two or more years, the estimated 
results may be better and more robustness. In addition, the selection of time lag 
effect of air pollution is also a problem. Some smoothing function would be rec-
ommended to model the non-linear relationship between the hospital admiscions 
and covariates. 
Despite the bootstrap method to obtain the standard deviation, other meth-
ods that related to time series structure can be applied. This area can be further 
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studied. Moreover, the methodology in APHEA protocol is still under develop-
ment in other parts of the world. We can review the process and find out the 





Minimum Information Criterion for Pollutants in Respiratory Diseases. 
Minimum Table Value 
Lags NO2 SO2 RSP O3 
AR(1) 5.386607 5.413425 5.382497 5.384395 
AR(2) 5.373178 5.392458 5.373314 5.374539 
AR(3) 5.367739 5.386222 5.373165 5.373825 
AR(4) 5.356093 5.377301 5.368008 5.364752 
AR(5) 5.351808 5.374757 5.368810 5.368753 
AR(6) 5.358939 5.381983 5.377243 5.377653 
AR(7) 5.367691 5.390326 5.385929 5.384710 
AR(8) 5.376635 5.398949 5.394911 5.392385 
• 星 I , % 
Minimum Information Criterion for Pollutants in Circulatory Diseases. 
Minimum Table Value 
Lags NO2 SO2 RSP O3 
AR(1) 4.856000 4.870629 4.84964 4.868896 
AR(2) 4.871708 4.877776 4.857935 4.876985 
AR(3) 4.879458 4.884294 4.865952 4.883757 • 
AR(4) 4.879458 4.891329 4.873623 4.890477 
AR(5) 4.886929 4.899138 4.881076 4.897498 
AR(6) 4.894813 4.906413 4.889029 4.904871 
AR(7) 4.903368 4.915258 4.897425 4.913793 
AR(8) 4.909323 4.920638 4.903646 4.919785 
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Minimum Information Criterion for Pollutants in Total(Respiratory + 
Circulatory) Diseases. 
Minimum Table Value 
Lags NO2 SO2 RSP Q3 
AR(1) 5.984992 6.006505 5.991354 5.988376 
AR(2) 5.986338 6.002010 5.990814 5.987491 
AR(3) 5.984211 5.998807 5.990958 5.982534 
AR(4) 5.984624 5.999303 5.993014 5.984055 
AR(5) 5.990979 6.005975 6.001313 5.991016 
AR(6) 5.997253 6.011407 6.009463 5.997521 
AR(7) 6.005808 6:020298 6.018422 6.005885 
AR(8) 6.010385 6.022564 6.022855 6.011958 
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Model : Respiratory Diseases 
PACF and ACF of SO2 
PACF of Residuals fo「S02 in AR(5) series 
(with 95% confidence limits for the partial autocorrelations) 
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Model : Respiratory Diseases 
PACF and ACF of RSP 
PACF of Residuals for RSP in AR(4) series 
(with 95% confidence limits for the partial autocorrelations) 
1.0 -
0 .8 — 
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Model : Respiratory Diseases 
PACF and ACF of O3 
PACF Of Residuals fo「o3 in AR(4) series 
(with 95% confidence limits for the partial autocorrelations) 
1.0 -
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