Abstract-We present a new piggybacking framework for designing distributed storage codes that are efficient in the amount of data read and downloaded during node-repair. We illustrate the power of this framework by constructing explicit codes that attain the smallest amount of data to be read and downloaded for repair among all existing solutions for three important settings: (a) codes meeting the constraints of being maximum distance separable (MDS), high-rate, and having a small number of substripes, (b) binary MDS codes for all parameters where binary MDS codes exist, and (c) MDS codes with the smallest repairlocality. In addition, we show how to use this framework to enable efficient repair of parity nodes in existing codes that are constructed to address the repair of only the systematic nodes. The basic idea behind this framework is to take multiple stripes of existing codes and add carefully designed functions of the data of one stripe to other stripes. Typical savings in the amount of data read and downloaded during repair are 25% to 50% depending on the choice of the system parameters.
I. INTRODUCTION Distributed storage systems are increasingly employing erasure codes for introducing redundancy, since erasure codes provide much better storage efficiency and reliability as compared to replication. Adding redundancy is essential to combating frequent node failures witnessed by these systems in their day-to-day operation [1] . Upon failure of a node, it is replaced by a new node, and this new node must obtain the data that was stored in the failed node by downloading data from the remaining nodes. Two primary metrics that determine the efficiency of repair are the amount of data read at the remaining nodes and the amount downloaded from them.
The most commonly employed codes in distributed storage systems are Reed-Solomon (RS) codes. These codes require large amounts of data to be read and downloaded during repair, and are hence highly wasteful of system resources. For instance, [1] presents measurements from Facebook's warehouse cluster that stores tens of petabytes of RS-encoded data, showing that the repair of RS-encoded data contributes a median of 180 terabytes of cross-rack traffic per day.
Let n denote the number of (storage) nodes. The data to be stored across these nodes is termed the message. A maximum distance separable (MDS) code (e.g., the RS code) is associated to another parameter k: an (n, k) MDS code guarantees that the message can be recovered from any k of the n nodes and requires a storage of 1 k of the size of the message at every node. We denote the number of parity nodes by r = (n − k). The rate of a code is defined as the ratio of the size of the message to the total size of the encoded data.
An independent instance of a code is termed a stripe: as the message. The number of substripes of a (vector or array) code is defined as the length of the vector of symbols that a node stores in a single stripe of the code. For example, the number of substripes of the code in Fig. 1a is 1. The code in Fig. 1b (details of which will be discussed later) depicts one stripe of a code with two substripes: the two columns together constitute a single stripe since they are not identical encodings.
Under the codes and repair algorithms typically employed in distributed storage systems, each node stores only a fraction 1 k of the message, but the repair of a node requires the entire message to be read and downloaded.
In this paper, we present a new piggybacking framework for the design of repair-efficient storage codes. In a nutshell, this framework considers multiple stripes of an existing code, and performs piggybacking on it, i.e., adds (carefully designed) Node 1 Node 2 Node 3 Node 4 Node 5 Node 6
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Step Fig. 2 : A code for efficient repair of parity nodes constructed using the piggybacking framework. It uses two stripes of the code of Fig. 1c and a piggyback is added from the first stripe to the second stripe.
functions of the data of one stripe to the other. We design these functions with the goal of reducing the amount of read and download performed during repairs. Piggybacking preserves many of the properties of the underlying code, such as the minimum distance and the field of operation.
The piggybacking framework offers a rich design space for constructing codes for various settings. We illustrate the power of this framework by providing the following four classes of explicit code constructions.
(Class 1) A class of codes meeting the constraints of being MDS, high-rate, and having a small number of substripes, with the smallest known average amount of data read and downloaded for repair: The cost of many current day datacenters is dominated by the cost of the storage capacity [1] . In these storage-limited systems, it is critical to minimize the storage overhead incurred in achieving the desired level of reliability. In light of this, it is important for the erasure code employed to be MDS and have high-rate (typically 2/3). In addition, for suitability of implementation in these systems, it is desirable for the code to have a small number of substripes. There has recently been considerable work [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] on the design of distributed storage codes that require a smaller amount of data to be read and downloaded during repair. However, most of these constructions do not meet the aforementioned requirements because they are either non-MDS [11] [12] [13] [14] or low-rate [2] , [7] or need the number of substripes to be exponential in the system parameters [3] [4] [5] [6] . To the best of our knowledge, the only explicit codes that meet the stated requirements are the Rotated-RS [8] codes and the (repair-optimized) EVENODD [9] and RDP [10] codes. Rotated-RS codes exist only for r ∈ {2, 3} and k ≤ 36, and the (repair-optimized) EVENODD and RDP codes exist only for r = 2. Using the piggybacking framework, we construct a class of codes that are MDS, high-rate, have a small number of substripes, and require the least amount of data read and downloaded for repair among all other known codes in this setting. Furthermore, our codes support all values of the system parameters n and k. We are currently implementing one of these codes in the Hadoop Distributed File System (HDFS) [1] , the most popular distributed storage framework employed in the industry today.
(Class 2) Binary MDS codes with the lowest known average amount of data read and download for repair, for all parameters where binary MDS codes exist: Binary MDS codes are extensively used in disk arrays. Through the piggybacking framework, we construct binary MDS codes that attain (to the best of our knowledge) the lowest known average amount of data read and download for repair among all existing binary MDS codes [8] [9] [10] . Our codes support all parameters for which binary MDS codes are known to exist.
(Class 3) Repair-efficient MDS codes with smallest possible repair-locality: Repair-locality is the number of nodes that need to be contacted during the repair of a node. While several recent works [11] [12] [13] [14] present codes optimizing on locality, these codes are not MDS, and hence mandate additional storage overheads. In an MDS code, (k + 1) is the smallest possible locality that permits any reduction in the amount of data to be read or downloaded. Previous constructions [3] [4] [5] of MDS codes with this locality exist only for r = 2 parities. In this paper, we present MDS codes with efficient repair properties with a locality of (k + 1), which support an arbitrary number of parity nodes.
(Class 4) A method for reducing the amount of data read and downloaded during repair of parity nodes in existing codes that address only the repair of systematic nodes:
The problem of efficient node-repair in distributed storage systems has attracted considerable attention in the recent past. However, many of the codes proposed [3] [4] [5] [6] [7] have algorithms for efficient repair of only the systematic nodes, and require the download of the entire message for repair of any parity node. In this paper, we show how the piggybacking framework can be used as a tool to enable efficient repair of parity nodes in such codes, while retaining efficiency in the repair of systematic nodes. The resulting piggybacked codes enable 25% to 50% savings in the amount of data read and download required for repair of parity nodes, depending on the choice of the system parameters.
Two Examples: The following examples highlight the key ideas behind the piggybacking framework. Fig. 1c .
We now present the repair algorithm for the piggybacked code of Fig. 1c Fig. 2 takes two stripes of the code of Fig. 1c, and adds the 2 nd symbol of node 6, ( 
using the decoding algorithm of the code of Fig. 1c , which then allows for removal of the piggyback (
from the second stripe, making the remainder identical to the code of Fig. 1c .
The rest of the paper is organized as follows. Section II describes the general piggybacking framework. Section III then presents explicit codes and repair algorithms using this framework for the aforementioned problems. Section IV draws conclusions and discusses open problems.
II. THE PIGGYBACKING FRAMEWORK
The piggybacking framework operates on an existing code, which we term the base code. The choice of the base code is arbitrary. The base code is associated to n encoding functions
, which encode any message u to n coded symbols {f 1 
The piggybacking framework operates on multiple stripes of the base code. Consider α stripes of the base code. Letting a, ..., z denote the (independent) messages encoded under these α stripes, the encoded symbols in the α stripes of the base code can be written as in Fig. 3a .
We now describe the piggybacking of this code. For every i ∈ {2,...,α}, one can add an arbitrary function of the message symbols of all the previous stripes, {1,...,(i − 1)}, to the data stored under stripe i. These functions are termed piggyback functions, and the values so added are termed piggybacks. Denoting the piggyback functions by g i,j (i ∈ {2,...,α}, j ∈ {1,...,n}), the resulting code is shown in Fig. 3b The decoding properties (such as the minimum distance or the MDS property) of the base code are retained upon piggybacking. In particular, the piggybacked code allows for decoding the message from any set of nodes from which the base code allowed decoding. To see this, observe that the first substripe of the piggybacked code is identical to a single stripe of the base code. Thus the message a can be recovered directly using the decoding procedure of the base code. The piggyback functions {g 2,i (a)} n i=1 in the second substripe can now be subtracted out. The remainder of this substripe is precisely another stripe of the base code, allowing recovery of message b. Continuing in this fashion, for any stripe i (2 ≤ i ≤ n), the piggybacks (which are always a function of the previously decoded substripes {1,...,i − 1}) can be subtracted out to obtain the corresponding stripe of the base code, which can then be decoded.
The decoding properties of the code are thus not hampered by the choice of the piggyback functions g i,j 's. This allows for an arbitrary choice of the piggyback functions, and these need to be picked cleverly to achieve the desired goals (such as efficient repair, which is the focus of this paper).
The piggybacking procedure described above was followed in Example 1 to obtain the code of Fig. 1b from the base code. This procedure was followed again in Example 2 to obtain the code of Fig. 2 with the code of Fig. 1c as the base code.
The piggybacking framework also allows any invertible linear transformation of the data stored in any individual node. In other words, each node of the piggybacked code (e.g., each row in Fig. 1b) can separately undergo any invertible transformation. Clearly, upon any invertible transformation of data within the nodes, the message can be recovered from any set of nodes from which it could be recovered in the base code. In Example 1, the code of Fig. 1c is obtained from Fig. 1b via an invertible transformation of the data of node 6.
Theorem 1 below formally proves that piggybacking does not reduce the amount of information stored in any set of nodes. The proof is available in [15] .
Theorem 1: Let U 1 ,...,U α be random variables corresponding to the messages associated to the α stripes of the base code. For i ∈ {1,...,n}, let X i denote the (encoded) data stored in node i under the base code. Let Y i denote the (encoded) data stored in node i upon piggybacking of that base code. Then for any subset of nodes S ⊆ {1,...,n},
Corollary 2: Piggybacking a code does not decrease its minimum distance; piggybacking an MDS code preserves the MDS property.
III. PIGGYBACKING FUNCTION AND CODE DESIGN
We first provide three explicit piggybacking designs, which we call designs 1, 2 and 3. The savings achieved under the Node 1 
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three designs are then plotted and compared to existing codes. Using an RS code (or any other high-rate MDS code) as the base code in designs 1 and 2 results in the first class of codes promised in Section I, and using the EVENODD or RDP (or any other binary MDS code) as the base code in these designs leads to the second class. The third class is obtained by using any MDS code in design 3. We then show how the piggybacking framework, with existing regenerating codes as base codes, result in the fourth class.
A. Piggybacking Design 1
This design reduces the amount of data read and downloaded during repair while having a small number of substripes. For instance, even when the number of substripes is as small as 2, we can achieve savings of 25% to 35% during repair of systematic nodes. We shall first present the design optimizing the repair of systematic nodes, and subsequently address repair of parity nodes.
For simplicity of exposition, we assume that the base codes are linear, scalar, MDS and systematic. Using vector codes as base codes is a straightforward extension. The base code operates on a k-length message vector, with each symbol of this vector drawn from some finite field. We use {a,b,...} to denote the k-length message vectors corresponding to different stripes of the base code. Since the code is systematic, node
..} under the base code. We use p 1 ,...,p r to denote the r encoding vectors corresponding to the r parities, i.e., if a denotes the k-length message vector then the r parity nodes under the base code store {p total message symbols, is
B. Piggybacking Designs 2 and 3
Piggybacking design 2 provides a higher efficiency of repair as compared to design 1. However, design 2 also requires a greater number of substripes: the minimum number of substripes required under the design of Section III-A1 is 2 and under that of Section III-A2 is 4, while design 2 requires (2r − 3). Design 2 also requires r ≥ 3. Design 3 focuses on the locality of repair, and supports all choices of system parameters. Due to lack of space, details of these constructions are relegated to [15] .
C. Comparison between different codes
We now compare the repair-efficiency of the piggyback constructions with other codes. As discussed in Section I, we are interested in codes that are MDS, high-rate, and have a small number of substripes. Rotated-RS codes, (repair-optimized) EVENODD and RDP codes, and the piggyback codes (with RS codes as the base codes) satisfy these conditions. Fig. 4 shows a plot comparing the repair properties of these codes. Here, piggyback 1 has 8 substripes, piggyback 2 has 4(2r − 3), piggyback 3 has 16, and the rotated-RS code has 8. One can see that piggyback codes require a lesser (average) amount of data read and download as compared to the other codes. Fig. 4 : Average amount of data read and downloaded during repair of systematic, parity and all nodes in the three piggybacking designs and in Rotated-RS codes [8] . The performance of [9] , [10] for EVENODD and RDP codes are identical to that of rotated-RS codes (with r = 2).
D. Efficient parity repair in regenerating codes
Many codes [3] [4] [5] [6] [7] constructed under the regenerating codes model [16] can repair only the systematic nodes efficiently, and require the download of the entire message for repair of any parity node. In this section, we show how the piggybacking framework can be employed as a tool to reduce the read and download during parity-repair (by ≈ 25% to 50%), while retaining the efficiency in the repair of systematic nodes. We discuss only the key ideas here due to lack of space, and refer the reader to [15] for more details.
The codes in [3] [4] [5] [6] [7] possess the following property. For the repair of any systematic node i ∈ {1,...,k}, each parity node passes the inner product of its own data with some matrix A i that depends only on i. Consider any such regenerating code as the base code C B . Consider 2m stripes of code C B , for some m ≥ 1, and apply the piggybacking design of Section III-A2. Repair of a systematic node can continue to be accomplished using the repair algorithm of C B , for the following reason. For repair of any systematic node i, each stripe of each parity node passes the inner product with A i . Since A i is the same across all the stripes and all the nodes, the linear combinations added for piggybacking can be inverted at the new node, thus obtaining data identical to what is obtained under C B . The average amount of data read and downloaded for repair of a parity node is identical to that obtained under the design of Section III-A2.
IV. CONCLUSIONS AND OPEN PROBLEMS We have presented a new piggybacking framework for constructing repair-efficient storage codes. We have provided a few designs of piggybacking and specialized it to existing codes to obtain four classes of code constructions. We believe that this simple framework has much greater potential: clever designs of other piggybacking functions and application to other base codes could potentially lead to efficient codes for various other settings as well. Further exploration of this rich design space is a part of our future work. Finally, while this paper presented only achievable schemes for reducing the amount of data read and downloaded during repair, determining the optimal repair-efficiency under the settings considered remains open.
