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Abstract. We present a review of methods for optimal experimental design (OED) for
Bayesian inverse problems governed by partial differential equations. The focus is on large-
scale inverse problems with infinite-dimensional parameters. We present the mathematical
foundations of OED in this context and survey the computational methods for the class of
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1. Introduction
Mathematical models of complex physical and biological systems play a crucial role in
understanding real world phenomena and making predictions. Examples include models
of weather systems, ocean circulation, ice-sheet dynamics, porous media flow, or spread of
infectious diseases. Models governing complex systems typically include a large number of
parameters that are needed for a full model specification. Typically, some model parameters
are uncertain and need to be estimated using indirect measurements. This is done by solving
an inverse problem that uses the model and measurement data to estimate the unknown
parameters. Optimal experimental design (OED) [6,58,62,72] comprises a critical component
of parameter estimation; it provides a rigorous framework to guide acquisition of data, using
limited resources, to construct model parameters with minimized uncertainty.
Models of complex systems are often described by systems of partial differential
equations (PDEs). Also, in many applications, the unknown parameters to be estimated
are functions, e.g., coefficient functions, initial states, or source terms. This review
article is about OED for inverse problems governed by PDEs with infinite-dimensional
inversion parameters. We focus on the Bayesian approach to inverse problems [29, 69, 71],
which provides a comprehensive framework for quantification of uncertainties inherent to
parameters and experimental data. In this approach, we use measurement data and a
mathematical model to update the prior knowledge about unknown model parameters. The
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prior knowledge is encoded in a prior distribution law for the unknown parameters. The
solution of a Bayesian inverse problem, known as the posterior distribution, is a distribution
law of the unknown parameters which is consistent with measurement data, the model, and
the prior distribution; see Figure 1.
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Figure 1: An overview of Bayesian approach to inverse problems. The Bayesian approach
also enables making predictions with quantified and reduced uncertainties.
The OED problem seeks an experimental design, guiding data acquisition, that
minimizes the uncertainty in the estimated parameters. Making this precise requires a
discussion of design criteria [19, 72]. There are various such criteria, which attempt to
measure the uncertainty in the estimated parameters in different ways. For example, the so
called A-optimal criterion quantifies the average variance of the estimated parameters.
Measurement data, needed in parameter estimation, can be costly or time consuming
to acquire. This can put severe limits on the amount of experimental data that can be
collected. In such cases, a naive or otherwise suboptimal experimental design entails waste
of experimental resources and computing budget used to process the data, as well as possibly
inaccurate parameter estimates. Even in cases when data acquisition is not very expensive,
it is important to identify an optimal set of experiments. A suboptimal data acquisition
strategy could lead to processing datasets with redundancies or, worse yet, one might miss
important measurements leading to poor parameter estimation. In short, OED is a crucial
aspect of successful parameter estimation and uncertainty quantification.
In Bayesian inversion and OED for infinite-dimensional inverse problems, it is important
to consider the problem in a function space setting, before proceeding to discretization. Not
only does this lead to rigorous formulations, it also is of practical importance when developing
solution methods: this guides the choice of prior measures that are meaningful for infinite-
dimensional parameters [69] and forces one to use appropriate discretizations of the Bayesian
inverse problem that avoid mesh artifacts [16]. This also ensures definition of OED criteria
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that are meaningful in infinite dimensions. These criteria can then be discretized along with
the Bayesian inverse problem. This way, the discretized OED criteria will have a meaningful
infinite-dimensional limit upon successive grid refinements.
OED for infinite-dimensional inverse problems is challenging from both mathematical
and computational points of view. The definition and analysis of OED criteria require
tools from linear operator theory [30, 63] and probability theory on Hilbert spaces [24, 60].
Computationally, one is faced with optimization of expensive-to-evaluate (and differentiate)
OED criteria. Note that the OED problem has the inverse problem as a sub-problem, which
itself is an extremely challenging problem. These challenges are due to high-dimensionality
of the inversion parameters, upon discretization, and high cost of simulating the governing
model. Addressing the computational challenges of OED requires suitable approximations
and computational methods that maximally exploit the problem structure within the inverse
problem. These may include smoothing properties of the parameter-to-observable map or
low-rank structures in operators appearing in the definition of OED criteria.
Broadly speaking, addressing mathematical and computational challenges of OED
for infinite-dimensional Bayesian inverse problems governed by PDEs requires an
interdisciplinary approach: the solution methods involve an intricate blend of methods
and theories from mathematical and numerical analysis, inverse problem theory, numerical
methods for PDEs, probability theory in function spaces, optimization, and uncertainty
quantification. This article provides a review of this framework, for the class of OED
problems under consideration.
A brief survey of literature. There is a rich body of literature devoted to OED for
various classes of parameter estimation problems. Textbook references include [6, 32, 58, 61,
62,72]. There are also a number of review articles on OED [5,19,22,55,65]. Here we present
a non-exhaustive sample of the literature on OED for models governed by computationally
intensive models.
Optimal design of experiments for inverse problems governed by ordinary differential
equations or differential-algebraic equations appear in numerous works; examples include [9,
10, 12, 21, 46]. Recent works also include OED for inverse problems constrained by PDEs;
see e.g., [3,18,31,38,39,56,74]. Bayesian approaches to OED for nonlinear inverse problems
governed by computationally challenging models were presented in [40, 41]; these articles
use polynomial chaos expansions and Monte Carlo to estimate the OED objective, and use
a stochastic optimization approach to compute the optimal design. The use of polynomial
chaos surrogates makes this approach suitable for problems with low to moderate parameter
dimensions. The articles [52, 53, 53] use Laplace approximations to efficiently compute the
expected information gain, i.e., the D-optimal criterion, for nonlinear inverse problems. The
article [73] presents an approach for OED with an alternate approach to statistical inverse
problems in mind, known as the consistent Bayes approach [17]. The articles [1–4] concern
OED for infinite-dimensional Bayesian inverse problems. OED for infinite-dimensional
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problems is also treated in the PhD dissertation [74]. See also the PhD dissertation [36] that
focuses on computational methods for design of infinite-dimensional Bayesian linear inverse
problems. OED for large-scale application has also been approached from a frequentist point
of view. The articles [33–35,39] provide excellent examples, where approaches based on Bayes
risk minimization are presented. The article [64] uses a similar approach, but considers OED
for inverse problems with state constraints.
Article overview. In Section 2, we present a few examples to motivate Bayesian
inversion and OED for models governed by differential equations with infinite-dimensional
parameters. Section 3 outlines some basics from probability theory and Bayesian inversion
in Hilbert spaces. Theory and methods for design of Bayesian linear inverse problems are
reviewed in Section 4. In that section, we also discuss a number of tools and techniques
that will be needed for nonlinear inverse problems as well; these include definition of an
experimental design, discretization issues, randomized matrix methods, and sparsity control.
We discuss approaches for design of Bayesian nonlinear inverse problems in Section 5. We
conclude this review in Section 6 with closing remarks and several directions for future work.
2. Motivating Applications
In this section, we present several motivating applications to provide intuition on design of
infinite-dimensional inverse problems governed by PDEs.
2.1. Contaminant source identification
In this example, we consider flow of a contaminant in a geological formation. The present
example is adapted from [47]. Focusing on a horizontal cross-section of the medium, we
consider a two dimensional domain D = [0, L1] × [0, L2]. The space-time evolution of
the contaminant concentration, denoted by u(x, t), can be modeled by a time-dependent
advection-diffusion equation:
∂u
∂t
− κ∆u+∇ · (v u) = 0 in D × (0, T ),
u(·, 0) = m in D,
(−κ∇u+ uv) · n = 0 in Γl × (0, T ),
κ∇u · n = 0 in ∂D \ Γl × (0, T ).
(1)
In the above problem, κ > 0 is the diffusion coefficient, v is the velocity field, T is the
final time, and m(x) is the initial concentration field. We have denoted the left edge of the
domain by Γl and assume this part of ∂D is impermeable, as modeled by the zero total flux
condition. The homogeneous pure Neumann condition on the rest of the boundary allows
for advective flux. See [47], for more details on this model problem.
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In the present example, sensor measurements of the concentration are used to estimate
the initial concentration field m(x). This is an example of a linear inverse problem, because
the measurement data is a linear function of the parameter m. The OED problem here seeks
to specify the sensor locations so as to optimize the statistical quality of the estimated initial
concentration field.
2.2. Permeability inversion in porous medium flow
We consider the problem of estimating the permeability field of a porous subsurface
environment. We assume that a tracer substance flows through the domain. Again, we
focus on a two-dimensional geometry and let domain D be the unit square. We denote by
Γ0, Γ1, Γ2, and Γ3 the bottom, right, top, and left edges of the domain, respectively.
The following equations can be used to model the flow of the tracer through a medium
that is saturated with a fluid:
−∇ · (em∇p) = 0 in D, (2a)
∂u
∂t
−∇ · (κ∇u)+∇ · (v u) = g in [0, T ]×D, (2b)
p = p1 on Γ1, (2c)
p = p2 on Γ3, (2d)
em∇p · n = 0 on Γ0 ∪ Γ2, (2e)
∇u · n = 0 on [0, T ]× {Γ0 ∪ Γ1 ∪ Γ2 ∪ Γ3}, (2f)
u(0, ·) = 0 in D. (2g)
Here p denotes the pressure field (of the saturating fluid), m is the log-permeability field of
the medium, v = −em∇p the Darcy velocity, u(t,x) is the tracer concentration, κ is the
diffusion constant, and g is a source term. The Dirichlet pressure boundary conditions drive
the flow. See [70], from which this example is taken, for more details.
In this example, we use sensor measurements of pressure and concentration to estimate
the log-permeability field m(x). This is a nonlinear inverse problem; the function mapping
the inversion parameter m to the measurements is nonlinear. The OED problem here seeks
to optimally place sensors that record concentration or pressure measurements.
2.3. Fault slip reconstruction in an earthquake
This problem, which is motivated by earthquake modeling, concerns the reconstruction of
the fault slip, during an earthquake. The model problem here is adapted from [54, Chapter
2]. The 2D domain depicted in Figure 2 is a cross-section of an idealized geometry modeling
a subduction zone. We represent the boundary of the domain D as ∂D = Γb ∪ Γt ∪ Γs; see
Figure 2. The interest here is on estimating the slip along Γb based on point measurements
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Figure 2: Model geometry in fault slip reconstruction inverse problem. Left: the
computational domain. Right: idealized geometry depicting a subduction zone; the GPS
stations on the top boundary of the domain record displacement during an earthquake.
of elastic displacement on Γt.
Assuming a linear elastic equation for the displacement u = (u1, u2)
T, we consider the
governing model:
−∇ · σ(u) = 0, in D,
where σ(u) = µ [∇u + (∇u)T] + λ∇ · uI, with µ and λ denoting the La´me moduli. The
boundary conditions are:
σ(u)n = 0 on Γt,
u = 0 on Γs,
u · n = 0 on Γb,
δT(σ(u)n) + Tu = m on Γb.
Here m is the inversion parameter, δ > 0, and T is the tangential operator that extracts the
tangential components of a vector; i.e., Tu := (I− n⊗ n)u = u− (nTu)n, where n is the
outward pointing unit normal on the boundary.
In this example, the inverse problem seeks to estimate m using displacement
measurements at the top boundary. This is another example of a linear inverse problem.
The OED problem here aims to optimally place the GPS stations, which take displacement
measurements, on Γt.
2.4. Parameter inversion in an epidemic model
While our focus is on inverse problems governed by PDEs, we also present an example where
the governing model is a system of ordinary differential equations. Specifically, we consider
a compartment model of the spread of a disease known as the SEIRD model; see e.g., [15]
for more details on such models. This model tracks the populations of susceptible, exposed,
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infected, recovered, and dead individuals. The governing model can be written as
S ′ = −βSI/N,
E ′ = βSI/N − σE,
I ′ = σE − (γ + δ)I,
R′ = γI,
D′ = δI.
Here N = S + E + I + R + D and β, σ, γ, and δ are, respectively, the rates of disease
transmission, progression from exposed to infected, recovery, and disease-related mortality.
The parameters σ, γ, and δ are scalars that depend on the specific disease. However, β is
influenced by the contact rate between individuals of a given population, which can change
over time. This can be, for example, as a result of social distancing policies that reduce
contact rate among individuals. Therefore, in general β is a function of time. The inversion
parameters here include the infinite-dimensional parameter β(t) and the scalar parameters
σ, γ, and δ.
The inverse problem here seeks to estimate the unknown parameters using observations
of infected people at a number of observation times. An OED problem aims at finding
optimal observation times. Of course, in this inverse problem one typically uses whatever
data becomes available. In this case, OED is useful as it informs which measurement times
are important for reliable parameter estimation. If the available datasets are missing data
from key observation times, a practitioner would know a priori that parameter estimation is
subject to large uncertainties.
3. Infinite-dimensional Bayesian inverse problems
In this section, we outline background materials regarding Bayesian inversion in an infinite-
dimensional Hilbert space setting. We first discuss the requisite concepts regarding linear
operators (Section 3.1) and probability measures (Section 3.2) on infinite-dimensional Hilbert
spaces. Then, we sketch the Bayesian formulation of an inverse problem in a Hilbert space in
Section 3.3. For more details on the theoretical foundations of Bayesian inversion in infinite
dimensions, we refer the readers to [29, 69]. For computational methods in this context, see
e.g., [16, 43,59].
3.1. Positive self-adjoint trace-class operators
Let H be an infinite-dimensional separable real Hilbert space equipped with inner product
〈· , ·〉 and the corresponding induced norm ‖ · ‖ = 〈· , ·〉1/2. A bounded linear operator
A : H → H is called selfadjoint if 〈Au, v〉 = 〈u,Av〉 for all u, v ∈ H . We call A positive
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if 〈Au, u〉 ≥ 0 for all u ∈ H and strictly positive if 〈Au, u〉 > 0 for all nonzero u ∈ H . A
positive selfadjoint bounded linear operator A on H is called of trace-class if
tr(A) :=
∞∑
k=1
〈Aek, ek〉 <∞, (3)
where {ek}∞k=1 is an orthonormal basis of H . As is well-known [23, 63], the value of
the summation in (3) does not depend on the choice of the orthonormal basis. Note
also that if A is positive selfadjoint and of trace-class, then it has an orthonormal basis
of eigenvectors {vk}∞k=1 with corresponding (real, non-negative) eigenvalues {λk}∞k=1, and
tr(A) = ∑∞k=1 〈Avk, vk〉 = ∑∞k=1 λk.
3.2. Probability measures on a Hilbert space
Here we recall some basics regarding probability measures on Hilbert spaces.
Borel probability measures. We let B(H ) denote the Borel σ-algebra on H .
A Borel probability measure on H is a probability measure on the measurable space
(H ,B(H )). Let µ be a Borel probability measure on H that has finite first and second
moments. That is,
∫
H
‖z‖µ(dz) < ∞ and ∫
H
‖z‖2 µ(dz) < ∞. The mean m¯ of µ is an
element of H that satisfies
〈m¯, a〉 =
∫
H
〈z, a〉µ(dz), for all a ∈H .
The covariance operator of µ is a bounded linear operator C : H →H that is characterized
as follows:
〈Ca, b〉 =
∫
H
〈a, z − m¯〉〈b, z − m¯〉µ(dz), a, b ∈H .
Note that C is positive and selfadjoint; it is also straightforward to show that C is of
trace-class, as seen from the following standard argument [24]. Let {ek}∞k=1 be a complete
orthonormal set in H . We have
tr(C) =
∞∑
k=1
〈Cek, ek〉 =
∞∑
k=1
∫
H
〈ek, z − m¯〉2 µ(dz)
=
∫
H
∞∑
k=1
〈ek, z − m¯〉2 µ(dz) =
∫
H
‖z − m¯‖2 µ(dz) <∞,
(4)
where the interchange of the summation and the integral is justified by the Lebesgue
Monotone Convergence Theorem and the final equality is due to Parseval’s identity.
We also recall that a Borel probability measure on µ on (H ,B(H )) is uniquely
characterized by its Fourier transform [24, Proposition 1.7], which is defined by
µˆ(ξ) :=
∫
H
ei〈x,ξ〉 µ(dx), ξ ∈H .
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Gaussian measures. An important class of probability measures encountered in
Bayesian analysis in function spaces is given by that of Gaussian measures. We recall that µ
is a Gaussian measure on (H ,B(H )) if for every x ∈H the linear functional `(z) = 〈x, z〉,
considered as random variable ` : (H ,B(H ), µ) → (R,B(R)), is a Gaussian random
variable [26]. Gaussian measures on Rn that have strictly positive covariance operators can
be characterized by the associated probability density function (PDF). This PDF is none but
the Radon–Nikodym derivative [75] of the measure with the respect to the Lebesgue measure
on Rn. However, in the infinite-dimensional Hilbert space setting, there is no analogue of
Lebesgue measure [24]. In this case, we can characterize a Gaussian measure using its Fourier
transform. Namely, given m¯ ∈ H and a positive selfadjoint trace-class operator C on H ,
the Gaussian measure µ = N (m¯, C) is the unique probability measure with,
µˆ(ξ) = exp
{
i〈m¯, ξ〉 − 1
2
〈Qξ, ξ〉
}
, ξ ∈H .
For further details regarding Gaussian measures on Hilbert spaces, see e.g., [24–26]. See
also [13], for a comprehensive treatment of Gaussian measures on Banach spaces.
Kullback-Leibler divergence. The Kullback-Leibler (KL) divergence provides a
“measure of distance” between two probability measures [49]. Note that the KL divergence
is not a metric, because it is non-symmetric and does not satisfy the triangle inequality.
However, given probability measures µ1 and µ2, the KL divergence from µ1 to µ2 is non-
negative and is zero if and only if the two measures are the same. As discussed in Section 4.1,
in Bayesian OED, the KL divergence is used to define a notion of information gain.
For probability measures on Rn that admit densities (i.e., PDFs) with respect to the
Lebesgue measure, we can define the KL divergence in terms of the densities. That is, if µ1
and µ2 are probability measures with densities pi1 and pi2, respectively, the KL divergence
from µ1 to µ2, denoted by Dkl (µ1‖µ2), is given by
Dkl (µ1‖µ2) =
∫
Rn
log
{pi1(x)
pi2(x)
}
pi1(x) dx.
However, in an infinite-dimensional Hilbert space, where there is no analogue of the Lebesgue
measure, we need to work with an abstract definition of KL divergence, which we explain
next. Let µ1 and µ2 be two Borel probability measures on H and suppose µ1 is absolutely
continuous with respect to µ2. The KL divergence from µ1 to µ2 is defined as
Dkl (µ1‖µ2) =
∫
log
{dµ1
dµ2
}
dµ1,
where dµ1
dµ2
is the Radon-Nikodym derivative of µ1 with respect to µ2. In the case that µ1 is
not absolutely continuous with respect to µ2, we have Dkl (µ1‖µ2) = +∞.
H -valued Random variables. Let (Ω,Σ,P) be a probability space [75] and let
m : (Ω,Σ,P)→ (H ,B(H )) be a random variable. The law µ of m is a probability measure
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on (H ,B(H )) that satisfies,
µ(E) = P(m ∈ E) = P({ω ∈ Ω : m(ω) ∈ E}), for E ∈ B(H ).
In this article, we assume H = L2(D) where D a bounded spatial domain that has a
sufficiently regular boundary. (We can also consider the case where D is a time interval.)
The inner product on H is the standard L2 inner product. In this case, for each ω ∈ Ω,
m(·, ω) : D → R is a function. We can also consider m as a function m : D × Ω → R,
where for each x ∈ D, m(x, ·) is a (scalar-valued) random variable; that is, m is a random
field. As discussed below, in a Bayesian inverse problem governed by PDEs with a random
field parameter m, we seek to find a posterior distribution law for m. This posterior law is
conditioned on measurement data and is consistent with a prior measure. Herein, we use a
common abuse of notation and use the same letter to denote the random field parameter and
the values taken by the parameter. That is, we use m to denote the random field parameter
as well as its realizations in H .
3.3. Bayesian inversion in an infinite-dimensional Hilbert space
We consider the problem of inferring the distribution law of an uncertain parameter m, which
takes values in H , using measurement data y and a model f(m) that relates m to data:
y = f(m) + η. (5)
Here η is a random vector that quantifies measurement noise and is assumed to be
independent of m. Evaluating f(m) for a given m ∈H involves simulating a computational
model, e.g., the governing PDEs, and applying a measurement operator that extracts
observations from the solution of the governing model. We call f the parameter-to-observable
map. In practical applications, one has access to finitely many (spatial or temporal)
measurements, and therefore, we consider finite-dimensional observations y ∈ Rd. As
mentioned before, we consider the case that H = L2(D), where D is a bounded spatial
domain with a sufficiently regular boundary.
The data likelihood. We denote by pilike(y|m) the likelihood PDF, which describes
the distribution of experimental data y for a given m ∈ H . Considering the common case
of an additive Gaussian noise model, the random vector η in (5) is distributed according
to N (0,Γnoise), with Γnoise ∈ Rd×d being the noise covariance matrix. This implies that
y|m ∼ N (f(m),Γnoise), and therefore,
pilike(y|m) ∝ exp
{
−1
2
(
f(m)− y)TΓ−1noise(f(m)− y)} . (6)
The prior distribution law. Defining a prior measure that is meaningful in a
function space setting is non-trivial. This has been discussed in a number of works; see
10
e.g., [27, 29, 50, 69]. Herein, we assume a Gaussian prior µpr = N (mpr, Cpr) for the inference
parameter, which is a common approach in the infinite-dimensional setting. We assume that
Cpr is a strictly positive operator (it is also selfadjoint and trace-class). A convenient way of
defining the covariance operator is defining Cpr as the inverse of a differential operator; see
e.g., [3, 16, 69]. The subspace E = range(C1/2pr ) is called the Cameron–Martin space [24] of
the Gaussian measure µpr. This Cameron–Martin space is a dense subspace of H that is
endowed with the inner product
〈x, y〉E :=
〈C−1/2pr x, C−1/2pr y〉, x, y ∈ E .
The prior mean mpr is assumed to be an element of E .
Specifying the prior can be viewed from a modeling standpoint. The mean of the prior
can be thought of as our best guess for the inference parameter m before solving the inverse
problem. And we model correlation lengths and the pointwise variance of the parameter
through the covariance operator. In the case of a covariance operator defined in terms of
inverse of a differential operator, the Greens function of the differential operator describes
the correlation structure [16].
The Bayes Formula. Solving a Bayesian inverse problem amounts to finding the
posterior distribution law, which we denote by µypost. The measure µ
y
post describes a
distribution law of the parameterm that is conditioned on measurement data. Bayes’ formula
combines the ingredients of the Bayesian inverse problem and describes the relation between
the prior measure, the data likelihood, and this posterior measure. In the infinite-dimensional
Hilbert space settings, Bayes’ formula is given by [69],
dµypost
dµpr
∝ pilike(y|m), (7)
where the left hand side is the Radon–Nikodym derivative of µypost with respect to µpr. The
precise conditions, on the parameter-to-observable map and the prior measure, that ensure
the above formula holds is discussed in detail in [69]. Recall that the parameter-to-obsevable
map, which is defined in terms of the governing model, enters the formulation of the Bayesian
inverse problem through the data likelihood; see (6).
Note that in the finite-dimensional setting the abstract form of the Bayes’ formula above
can be reduced to the familiar form of Bayes’ formula in terms of PDFs. Specifically, working
in finite-dimensions, with µpr and µ
y
post that are absolutely continuous with respect to the
Lebesgue measure λ, the prior and posterior measures admit Lebesgue densities pipr and
pipost, respectively. Then, we note
pipost(m|y) =
dµypost
dλ
(m) =
dµypost
dµpr
(m)
dµpr
dλ
(m) ∝ pilike(y|m)pipr(m).
The maximum a posteriori probability (MAP) point. The MAP point (or MAP
estimator), which we denote by mMAP, is a point estimate of the inversion parameter m that
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minimizes
J (m) := 1
2
(
f(m)− y)TΓ−1noise(f(m)− y)+ 12 〈m−mpr,m−mpr〉E , (8)
over the Cameron–Martin space E . Note that mMAP depends on y; i.e., mMAP = m
y
MAP. For
notational convenience, we suppress this dependence on y in most of what follows. The
MAP point has an intuitive interpretation in the finite-dimensional setting—it maximizes
the posterior PDF. As detailed in [28, 29, 69], in the infinite-dimensional setting, one can
define the MAP point mMAP as a point m that maximizes the posterior probability of balls
of radius ε centered at m, in the limit as ε→ 0. The existence of solutions to the problem
min
m∈E
J (m) (9)
can be established using standard variational arguments; see [69]. However, in general, one
cannot ensure uniqueness of the solution to (9).
We call an inverse problem a linear inverse problem if the parameter-to-observable map
f is linear; specifically, if f(m) = Fm, with F : H → Rd a bounded linear transformation.
It is well-known [69] that the solution of a Bayesian linear inverse problem with Gaussian
prior and noise models is a Gaussian posterior measure µypost = N (mMAP, Cpost), where
Cpost = (F∗Γ−1noiseF + C−1pr )−1 and mMAP = Cpost(F∗Γ−1noisey + C−1pr mMAP).
In this case, the posterior covariance operator Cpost, which does not depend on measurement
data y, provides a convenient means to define measures of (posterior) uncertainty in the
estimated parameter; cf. Section 4.1.
4. Design of linear inverse problems
In this section, we focus on the classical case of Bayesian linear inverse problems with
Gaussian prior and noise models. This is an important special case that deals with inverse
problems with linear (or linearized) parameter-to-observable maps. The assumptions of
Gaussianity on the prior and noise, while by no means universal, are common, especially in
the infinite-dimensional setting. In this case, as discussed in Section 3, we have a Gaussian
posterior measure. The posterior covariance operator, which appears in many of the standard
OED criteria, will depend on the choice of the experimental design, but will not depend on
observations. This makes the formulation of the OED problem straightforward. Though,
the problem is not necessarily easy to solve numerically.
We begin by recalling some of the commonly used OED criteria in the infinite-
dimensional setting, in Section 4.1. We then proceed to describe a specific setup of an
OED problem—optimal sensor placement—in Section 4.2. We shall use this setup in
our discussion of the computational methods for OED. The rest of the Section describes
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discretization issues (Section 4.3), the numerical optimization problem for finding an OED
(Section 4.4), computational methods for computing OED criteria (Section 4.5), sparsity
control (Section 4.6), and convexity of OED criteria (Section 4.7). We also discuss the
greedy approach for solving OED problems in Section 4.8.
4.1. Common optimality criteria
Here we discuss three commonly used OED criteria in the infinite-dimensional Hilbert space
setting.
Bayesian A-optimality. In the finite-dimensional setting, an A-optimal design is
one that minimizes the trace of the posterior covariance matrix [72]. This amounts to
minimizing the average variance of an inference parameter vector. As noted in [2, 3],
this notion extends naturally to the infinite-dimensional setting. Let m be an H -valued
inference parameter in a Bayesian linear inverse problem. Consider m as a random variable
m : (Ω,Σ,P) → (H ,B(H ), µypost), where (Ω,Σ,P) is a probability space. The pointwise
posterior variance of m satisfies∫
D
V{m(x, ·)} dx =
∫
D
∫
Ω
[m(x, ω)−mMAP(x)]2 P(dω) dx
=
∫
Ω
∫
D
[m(x, ω)−mMAP(x)]2dxP(dω)
=
∫
Ω
‖m(·, ω)−mMAP‖2 P(dω) =
∫
H
‖m−mMAP‖2 µ(dm) = tr(Cpost);
here the interchange of the integrals is justified by Tonelli’s theorem and the final equality
follows from (4). Thus, we see that the average posterior variance is proportional to tr(Cpost).
Therefore, as in the finite-dimensional setting, the A-optimal criterion is given by
ΦA = tr(Cpost),
and minimizing ΦA amounts to minimizing the average posterior variance of the inversion
parameter.
Bayesian A-optimality can be viewed also from a decision-theoretic point of view. It is
known [1,19] that ∫
H
∫
Rd
‖m−myMAP‖2 pilike(y|m) dy µpr(dm) = ΦA.
The expression on the left is known as the Bayes risk of the MAP point.
Bayesian c-optimality. In finite dimensions a c-optimal design minimizes the
posterior variance of a linear combination of the inversion parameters; in the function space
setting, we consider the posterior variance of a weighted average
∫
Dm(x)c(x) dx. Thus, a
Bayesian c-optimal design is one that minimizes the posterior variance of a linear functional
`(m) = 〈c,m〉,
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for a fixed c ∈ H . Note that ∫
H
〈c,m〉µypost(dm) = 〈c,mMAP〉, and so the variance of ` is
given by
V{`} =
∫
H
(〈c,m〉 − 〈c,mMAP〉)2 µypost(dm) =
∫
H
〈c,m−mMAP〉2 µypost(dm) = 〈Cpostc, c〉.
This gives rise to the c-optimal criterion,
Φc = 〈Cpostc, c〉.
We give another useful case where c-optimality is of interest. Consider a scalar-valued
prediction quantity of interest p(m), where p : H → R is a twice continuously differentiable
function. Suppose we want a design that minimizes the posterior variance of p(m). This can
be difficult for a nonlinear function, as computing variance of p(m) requires sampling over
m. One can instead use a linearization of p. Let m0 be a point in H , possibly a suitable
guess for the inversion parameter m. Consider the first order Taylor expansion,
p(m) = p(m0) + 〈p′(m0),m−m0〉+ o(‖m−m0‖).
Using the local linear approximation plin(m) = p(m0) + 〈p′(m0),m−m0〉, we can compute
the posterior variance of plin:
V{plin} = 〈Cpostp′(m0), p′(m0)〉.
In this case, the c-optimal design, with c = p′(m0), can be considered a goal-oriented design
criterion, measuring the approximate posterior variance of a prediction quantity of interest.
Bayesian D-optimality. In the finite-dimensional setting, D-optimality admits
an intuitive geometric interpretation: a D-optimal design minimizes the volume of the
uncertainty ellipsoid. Mathematically, this is formulated as an optimization problem that
seeks to minimize the determinant of the posterior covariance operator. This, however, is not
meaningful in infinite dimensions, because the posterior covariance operator is a trace-class
linear operator with eigenvalues that accumulate at zero. The classical D-optimal criterion
can also be understood from a decision-theoretic point of view: a Bayesian D-optimal design
is one that maximizes the expected information gain [19]. This point of view provides a
roadmap for deriving the infinite-dimensional analogue of the D-optimal criterion [1].
The expected information gain can be defined as follows:
expected information gain :=
∫
H
∫
Rd
Dkl
(
µypost‖µpr
)
pilike(y|m)dy µpr(dm),
where Dkl
(
µypost‖µpr
)
is the KL divergence from posterior to prior:
Dkl
(
µypost‖µpr
)
=
∫
H
log
{
dµypost
dµpr
}
dµypost.
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As detailed in [1], we have∫
H
∫
Rd
Dkl
(
µypost‖µpr
)
pilike(y|m)dy µpr(dm) = 1
2
log det(I + H˜m),
where H˜m = C1/2pr F∗Γ−1noiseFC1/2pr . A D-optimal design is one that maximizes the expected
information gain or, equivalently, minimizes
ΦD = − log det(I + H˜m).
4.2. Sensor placement
Thus far, we have not been specific about the definition of an experimental design. This
is problem dependent. To illustrate, we consider a few examples. In an inverse problem of
identifying the source of a contaminant (cf. Section 2.1), the experimental design specifies
the placement of sensors that take measurements of the contaminant concentration. In
the example in Section 2.3, the design specifies the placements of GPS stations taking
measurements of displacement. In an inverse problem governed by an epidemic model,
as in Section 2.4, the design corresponds to the observation times in which the number
of infected individuals are recorded. Another example comes from tomography, where the
design could be the choice of angles an object is hit with an x-ray source. One can also have
a sensor placement problem with different types of sensors; e.g., in permeability inversion
in a porous media flow problem (cf. Section 2.2), one can have sensors that take pressure
measurements and sensors that take concentration measurements. An experimental design
in that context specifies the sensor locations and types. This is a more complicated case of
a sensor placement problem, which we shall not discuss herein, but presents an interesting
avenue for future investigations.
One approach to design of experiments is to formulate the problem as that of selecting
an optimal subset of a set of admissible experiments [2,33,35,72]. Here we focus specifically
on sensor placement and describe a common approach to defining experimental designs in
this context. Further remarks on more general ways of defining experimental designs will be
discussed at the end of this subsection.
We begin by fixing a set of points xi, i = 1, . . . , ns, where sensors can be placed.
These are the so called candidate sensor locations. We assign a non-negative weight wi to
each candidate location xi that, roughly speaking, indicates the importance of xi. Then,
as explained further below, we formulate the OED problem as an optimization problem in
terms of w = [w1 . . . wns ]
T.
We can interpret the weight vector w in various ways. If experiments are repeatable, the
design weights can be used to guide the number of times to perform each experiment to reduce
the corresponding measurement noise; see, e.g., [33]. In the context of sensor placement,
typically we seek weight vectors containing zeros and ones only, indicating whether or not to
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place a sensor at each of the candidate locations. However, due to combinatorial complexity
of finding binary optimal design vectors, a common approach is to consider a relaxation of
the problem with weights wi ∈ [0, 1]. One then uses a suitable penalty method to obtain
sparse and binary optimal design vectors; this is discussed in section 4.6.
OED criteria as functions of w. The weight vector w enters the Bayesian inverse
problem (7) through the data likelihood [2],
dµypost
dµpr
∝ pilike(y|m;w).
Assuming Γnoise = σ
2I, The w-weighted data-likelihood is given by [2],
pilike(y|m;w) ∝ exp
{
− 1
2σ2
(Fm− d)TW(Fm− d)
}
, (10)
where W ∈ Rd×d is a diagonal matrix with weights on its diagonal. Recall that d is the
dimension of the vector of measurement data. For time-dependent problems, d equals the
product of the number of candidate sensor locations and the number of measurement times.
In that case, W is a block diagonal matrix with each block being a diagonal matrix with w
on its diagonal. Here, for simplicity, we assume measurements are taken at only one time.
That is, either the governing PDE is stationary, or in the time-dependent setting, we take
measurements at a final time; in this case, d = ns.
The w-dependent posterior covariance operator is given by
Cpost(w) = (σ−2F∗WF + C−1pr )−1. (11)
The OED criteria defined above are now functions of w. Namely,
ΦA(w) = tr
(Cpost(w)),
Φc(w) = 〈Cpost(w)c, c〉,
ΦD(w) = − log det(I + σ−2C1/2pr F∗WFC1/2pr ).
Further remarks on defining experimental designs. We shall present the
challenges and methods of computing OEDs for infinite-dimensional inverse problems in
the context of the sensor placement problem as described above: find an optimal subset
from an existing array of candidate sensor locations. However, it is important to note that
this setup is by no means the only point of view. Generally, one can define a design (sensor
placement) as a discrete probability measure [72]. That is, one can define a design, denoted
generically by ξ, as
ξ :=
{
x1, . . . ,xns
p1, . . . , pns
}
, with pi ≥ 0 and
ns∑
i=1
pi = 1. (12)
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The support points xi, i = 1, . . . , ns indicate sensor locations and pi, i = 1, . . . , ns indicate
sensor weights. Note that fixing the support points and optimizing over pi’s is similar to the
approach taken in the beginning of this section (except there we did not require the weights to
sum to one). More generally, one can formulate the OED problem as an optimization problem
on the space of Borel measures over a subdomain where sensors can be placed [44,58,62,72].
The idea is then to find optimal designs of the form (12). Existence of discrete optimal designs
is known in the case of finite-dimensional parameters; see e.g., [56,72]. The PhD Thesis [74]
generalizes the framework of optimal sensor placement, as an optimization problems on
the set of Borel measures, to the case of inverse problems governed by PDEs with infinite-
dimensional parameters.
4.3. Discretization
Our focus being on Bayesian inverse problems governed by PDEs, we consider a finite-element
based discretization of the Bayesian inverse problem. The presentation here is based on the
developments in [16]. Namely, we consider a finite-element discretization of m,
mh(x) =
n∑
i=1
miφi(x),
with φi, i = 1, . . . , n Lagrange nodal basis functions. In this case, identifying mh with
m = [m1 m2 · · · mn]T, the discretized inversion parameter is the vector m of the finite-
element coefficients. Note that the discretized parameter dimension n can be huge, especially
in three-dimensional geometries.
For u and v in the span of φi, i = 1, . . . , n,
〈u, v〉 =
∫
D
u(x)v(x) dx =
n∑
i=1
n∑
j=1
uivi
∫
D
φi(x)φj(x) dx = u
TMv =: 〈u,v〉
M
,
where M is the finite element mass matrix, Mij =
∫
D φi(x)φj(x) dx. The discretized
parameter space is Rn equipped with the discretized L2(D) inner product 〈·, ·〉
M
and norm
‖·‖M = 〈·, ·〉1/2M . The discretized parameter-to-observable map is a linear transformation
F : (Rn, 〈·, ·〉
M
) → (Rd, 〈·, ·〉Rd), where 〈·, ·〉Rd denotes the Euclidean inner product on Rd.
The discretized prior measure N (mpr,Γprior) is obtained by discretizing the prior mean and
covariance operator, and the discretized posterior measure is given by N (mMAP,Γpost), with
Γpost =
(
F∗Γ−1noiseF + Γ
−1
prior
)−1
and mMAP = Γpost
(
F∗Γ−1noisey + Γ
−1
priormpr
)
.
The adjoints of the discretized linear operators involved in the Bayesian inverse
problem need to also be defined carefully, as detailed in [16]. Consider, for example, a
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(
Rn, 〈· , ·〉M
) (
Rd, 〈· , ·〉Rd
)
(
Rn, 〈· , ·〉M
) (
Rd, 〈· , ·〉Rd
)
F
A
∗
=
M
−
1
A
T
M
F∗=M−1FT
B
G∗=GTM
A
G
B
∗
=
B
T
Figure 3: Inner product spaces in a discretized Bayesian linear inverse problems and the
adjoints of linear transformations between them.
linear transformation A : (Rn, 〈· , ·〉
M
) → (Rn, 〈· , ·〉
M
). The adjoint operator A∗ satisfies,
〈Au,v〉
M
= 〈u,A∗v〉
M
for all u and v in Rn. We note that
〈Au,v〉
M
= (Au)TMv = uTATMv = uTMM−1ATMv =
〈
u,M−1ATMv
〉
M
,
which shows that A∗ = M−1ATM. Note also that a selfadjoint operator A on (Rn, 〈· , ·〉
M
)
satisfies A = A∗. For easy reference, in Figure 3, we summarize the definition of the
adjoint operators for linear transformations between spaces appearing in the present setup
of a Bayesian inverse problem. Notice that the prior and posterior covariance operators are
selfadjoint with respect to the L2(D) inner product, and their discretized versions will be
selfadjoint with respect to the discretized L2(D) inner product 〈· , ·〉
M
. See [16], for further
details regarding the discretization of infinite-dimensional Bayesian inverse problems.
The OED criteria corresponding to the discretized Bayesian inverse problem are
ΦA(w) = tr
(
Γpost(w)
)
,
Φc(w) = 〈Γpost(w)c, c〉M ,
ΦD(w) = − log det(I + σ−2Γ1/2priorF∗WFΓ1/2prior).
(13)
4.4. The optimization problem for finding OEDs
As described above, in our OED problem setup, a design is specified by a vector w ∈
[0, 1]ns =: W . The optimization problem for finding an optimal experimental design vector
w can be formulated generically as
min
w∈W
Φ(w) + γP (w), (14)
where Φ is a design criterion, e.g., ones listed in (13), P (w) a penalty function used
to promote sparsity and binary structure in w, and γ > 0 a penalty parameter.
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This optimization problem can be solved with a gradient based constrained optimization
algorithm. Two important challenges associated with solving such optimization problems
are (i) the high cost of evaluating the objective function and its gradient; and (ii) the need
for an effective strategy in choosing P that leads to sparse and binary design vectors.
4.5. Challenges in computing OED criteria and available approaches
To facilitate the discussion, let us consider A-optimality. The A-optimal criterion ΦA(w)
is the trace of a high-dimensional operator—its dimension is dictated by the discretized
parameter dimension that can be in the thousands or hundreds of thousands in two- or
three-dimensional computational domains. Applying this covariance operator to a vector is
costly. Specifically, computing Γpost(w)v requires computing,(
σ−2F∗WF + Γ−1prior
)−1
v, (15)
which entails solving a high-dimensional linear system. Due to large-scale nature of
the problem, matrix-free iterative methods such as the preconditioned conjugate gradient
method should be used. Note that computing the matrix-vector product (matvec)(
σ−2F∗WF + Γ−1prior
)
v requires a matvec with Γ−1prior, as well as matvecs with F and F
∗.
Computing a matvec with Γ−1prior can be challenging, but in problems where the prior
covariance is defined in terms of an inverse of a differential operator, Γ−1prior is typically a
sparse matrix that can be applied efficiently. In particular, no PDE solves are required
for computing Γ−1priorv. On the other hand, computing matvecs with F and F
∗, in inverse
problems governed by PDEs, require a forward and an adjoint solve, respectively. Thus, the
total cost of a matvec with Γpost(w), in terms of PDE solves, will be two times the number
of iterations of the iterative method used to compute (15).
Efficient means of applying the covariance operator Γpost, using low-rank approximations
in conjunction with the use of Sherman–Morrison–Woodbury formula were presented in [16].
The major cost in this approach is that of computing a low-rank spectral decomposition of
the prior-preconditioned data-misfit Hessian σ−2Γ1/2priorF
∗WFΓ1/2prior. Nevertheless, computing
tr(Γpost(w)) remains computationally challenging. Also, this needs to be repeated at every
step of an optimization algorithm for finding an OED. Clearly building Γpost(w) and
computing its trace directly is infeasible, due to the high computational cost. We will
next discuss methods for computing the OED objective.
Methods based on Monte Carlo trace estimators. The articles [33, 35], propose
the use of Monte Carlo trace estimators [8, 42]. To recall briefly, a Monte Carlo estimator
for tr(A), where A is a symmetric positive semidefinite matrix, is of the form
tr(A) ≈ 1
N
N∑
i=1
vTi Avi, (16)
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where vi’s are realizations of a random vector with mean zero and identity covariance matrix.
The reasoning behind these type of estimators stems from the fact that E
(
vTAv
)
= tr(A),
where v is a random vector with mean zero and identity as the covariance matrix. Examples
include the Gaussian trace estimator, where entries of v are independent and identically
distributed (iid) standard normal random variables, or the Hutchinson trace estimator [42],
where vi are iid Rademacher random variables. (A Rademacher random variable takes values
±1 with probability of 1/2 for each value.) It has been observed that a Monte Carlo estimator
of the form (16) with a small N can be effective in computing A-optimal OEDs.
The idea of using a Monte Carlo trace estimator was also picked up in [2], for posterior
covariance operators arising from discretization of an infinite-dimensional Bayesian inverse
problem. Namely, if v is a random n-vector with iid N (0, 1) entries and with z = M−1/2v,
E
(〈z,Γpostz〉M) = tr(Γpost); see [2, Proposition A.1.]. This leads to an approximation of the
form
tr
(
Γpost(w)
) ≈ 1
N
N∑
i=1
〈zi,Γpost(w)zi〉M , (17)
with zi = M
−1/2vi, where vi’s are realizations of iid Gaussian random vectors.
The use of Monte Carlo trace estimators provides a practical approach for approximating
the trace of the posterior covariance operator, but the computational expense of the large
number of matvecs with Γpost, incurred over the course of the iterations of an optimization
algorithm, can still be formidable. This was addressed in [35] by computing a low-rank
singular value decomposition of the forward operator F. Once a low-rank approximation of
F is available, Γpost(w) applies can be computed without any further forward/adjoint PDE
solves. A similar idea was used in [2], where a low-rank SVD of the prior-preconditioned
forward operator F˜ = FΓ
1/2
prior was used. Due to the smoothing properties of the prior
covariance operator, F˜ exhibits faster spectral decay, enabling further efficiency in computing
a low-rank approximation; see [2, 4].
The methods based on use of Monte Carlo trace estimators also facilitate efficient
computation of the gradient of the A-optimal criterion with respect to w [2,35]. This enables
an efficient optimization framework for computing A-optimal designs for large-scale inverse
problems. It is also worth noting that the approaches in [2,35] can be used for computing a
c-optimal criterion—Φc is in the form of a Monte Carlo estimator (17) with N = 1.
Randomized subspace iteration. Monte Carlo trace estimators are simple to
implement and have been shown to provide a practical way of tackling A-optimal design
problems. However, they exhibit slow convergence. Significantly more accurate estimates of
the trace can be attained by exploiting a key problem structure—the often present low-rank
structure in the data misfit Hessian. In [67], randomized trace estimators for trace and log-
determinant were proposed that rely on the concept of randomized subspace iteration. These
methods work well for operators with large eigenvalue gaps or rapidly decaying eigenvalues.
Roughly speaking, the estimators based on subspace iteration work by “projecting” a matrix
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onto its dominant subspace. This process is sketched in Algorithm 1.
Algorithm 1 Randomized subspace iteration (from [67]).
Input: (i) Symmetric positive semi-definite matrix A ∈ Rn×n with target rank k; (ii) number
of subspace iterations q ≥ 1; (iii) starting guess Ω ∈ Rn×` with k ≤ ` ≤ n, whose columns
are random vectors with iid standard normal entries.
Output: Matrix T ∈ R`×`.
1: Multiply Y = AqΩ.
2: Compute thin QR factorization Y = QR.
3: Compute T = QTAQ.
With the output T of Algorithm 1, we can approximate
tr(A) ≈ tr(T) and log det(I + A) ≈ log det(I + T).
Some comments on Algorithm 1 are in order. In the first place, the matrix Ω can have entries
from distributions other than Gaussian; another possibility is to use Ω with independent
Rademacher entries. Moreover, in many cases, the choice of q = 1 is very effective in
obtaining accurate estimates. For theoretical details of these estimators, see [67].
The article [4] presents methods for D-optimal design of infinite-dimensional Bayesian
linear inverse problems that are based on randomized subspace iteration. The work [37] uses
randomized subspace iteration for A-optimal design of linear inverse problems. Using these
methods one can compute accurate approximations of the OED objective and its gradient.
Generally, the methods based on subspace iteration provide an excellent balance between
accuracy, computational efficiency, and ease of implementation.
Trace and log-determinant evaluation in the measurement space. Recall that
the discretized parameter dimension n is typically very large. In inverse problems where
measurement data is collected at a set of sensors, the measurement dimension, in general,
equals the number of candidate sensor locations times the number of measurement times.
In many cases, the discretized parameter dimension can be significantly larger than the
measurement dimension. In such cases, it might be beneficial to reformulate the expressions
for the OED criteria in such a way that the trace (or log-determinant) estimation is done in
the measurement space, as we will illustrate next.
Let us consider the A-optimal criterion ΦA. The weight-dependent posterior covariance
operator can be written as
(σ−2F∗WF + Γ−1prior)
−1 = Γprior − σ−2ΓpriorF∗(I + σ−2WFΓpriorF∗)−1WFΓprior; (18)
see [47]. Since the prior covariance operator does not depend on w, one can find an A-
optimal design by minimizing the trace of the second term in the right hand side of the
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above equation. After a simple manipulation we obtain the following OED objective:
Φ(w) = tr
(
σ−2(I + σ−2WFΓpriorF∗)−1WFΓ2priorF
∗) .
Note that the argument of the trace in the above expression is an operator on the
measurement space. In cases where the dimension of the measurement space is significantly
smaller than that of the discreized parameter space, this formulation can be useful for
efficiently computing an A-optimal design. This idea was used in [47] in context of A-optimal
experimental design under uncertainty.
A parallel development can be outlined in the case of D-optimality. Consider ΦD defined
in (13). Using Sylvester’s determinant identity, we can write,
log det(I + σ−2Γ1/2priorF
∗WFΓ1/2prior) = log det(I + σ
−2WFΓpriorF∗). (19)
Therefore, again, we can consider formulating the OED problem with the expression on the
right, which involves an operator defined on the measurement space, as the OED objective.
Adjoint-free approximate criteria. Another interesting problem structure revealed
through these “measurement space” formulations is the possibility of eliminating the need for
adjoint applies [36, Chapter 5]. For example, let us consider (19) and focus on the operator
FΓpriorF
∗ in the OED objective. Suppose that the prior covariance operator has rapidly
decaying eigenvalues allowing a low-rank approximation, Γprior ≈ VrΛrV∗r . Then, we can
write
FΓpriorF
∗ ≈ FVrΛrV∗rF∗ = (FVrΛ1/2r )(FVrΛ1/2r )∗.
In this case, one can consider building the operator F˜r = FVrΛ
1/2
r , at the cost of r matvecs
with F (forward applies), and using the approximate D-optimal criterion:
Φ̂D(w) = − log det(I + σ−2WF˜rF˜∗r). (20)
A key advantage of this formulation is that it does not require matvecs with F∗. Note that
in inverse problems governed by PDEs, computing the action of F∗ requires an adjoint PDE
solve. In applications where legacy solvers are used, adjoint solvers might not be available and
their implementation might not be feasible. In such cases, the “adjoint-free” formulation (20)
can be used. A similar adjoint-free formulation can be derived for A-optimality, under the
assumption that a low-rank approximation of Γprior is feasible. We refer to [36, Chapter 5]
for a detailed treatment of adjoint-free approaches for A- and D-optimality.
4.6. Sparsity control
We now return to the question of the choice of the penalty function P (w) in (14). In
general, the choice of the penalty method involves striking a balance between computational
cost of the approach and the ultimate goal of obtaining sparse and binary optimal design
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vectors. A number of techniques have been used to approximate the `0-“norm” to enforce
sparse and binary designs. For example, the authors of [33] use an `1-penalty combined
with a thresholding procedure. In [2], a continuation approach is proposed where a sequence
of optimization problems with non-convex penalties that successively approximate the `0-
“norm” are solved. In [37], an approach based on reweighted `1-minimization is proposed.
This also involves a continuation approach; however, in each step, an optimization problem
with a convex penalty is solved. We also mention the related effort [76], in which a sum-up
rounding approach is proposed to obtain binary optimal designs.
The OED problem in (14) can be solved via gradient-based constrained optimization
algorithms. Depending on the choice of the sparsity control approach, a number of
optimization problems might need to be solved. For example, in [37], where a reweighted
`1-minimization approach is used, one solves a sequence of optimization problems of the
form,
min
w∈W
Φ(w) + γ‖Djw‖1, j = 1, 2, . . . .
Here Dj’s are suitably chosen “weighting matrices”; see [37] for details. The efficient
computational methods for approximating the OED criteria and their gradients outlined
above can be used to accelerate the solution of such optimization problems, and enable
computing OEDs for infinite-dimensional Bayesian linear inverse problems.
4.7. Convexity of the common OED criteria
Here we briefly comment on convexity properties of the OED criteria. We discuss the simpler
case of c-optimality, but A- and D- optimality can be treated similarly; see e.g., [72, Appendix
B]. First we note that the function
G(A) :=
〈
A−1c, c
〉
M
(21)
is strictly convex on the cone of strictly postive selfadjoint operators on (Rn, 〈·, ·〉
M
). This can
be seen by the standard idea of restrictingG to a line [14]. Namely, consider g(t) = G(S+tB),
with S strictly positive and selfadjoint and B selfadjoint on (Rn, 〈·, ·〉
M
); we consider g(t) for
values of t such that S + tB is strictly positve. Note that
0 < g(t) =
〈
(S + tB)−1c, c
〉
M
=
〈
S−1/2(I + tS−1/2BS−1/2)S−1/2c, c
〉
M
.
We use the spectral decomposition of S−1/2BS−1/2, given by S−1/2BS−1/2 =
∑n
i=1 λiui ⊗ui
to write g(t) =
∑n
i=1(1 + tλi)
−1 〈ui,S−1/2c〉2M. This being a positive linear combination of
strictly convex functions, shows strict convexity of g(t) and subsequently, G(A) with A in
cone of strictly positive selfadjoint operators on (Rn, 〈·, ·〉
M
).
Now regarding convexity of the c-optimal objective, recall that Γpost(w) = H(w)
−1,
with H(w) = σ−2F∗WF + Γ−1prior, and Φ(w) = G(H(w)). Here we consider w ∈ Rns≥0. Now,
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for w1 6= w2, we have, for α ∈ (0, 1),
Φc
(
αw1 + (1−α)w2
)
= G
(
H(αw1 + (1−α)w2)
)
= G
(
αH(w1) + (1−α)H(w2)
)
≤ αG(H(w1))+ (1−α)G(H(w2)) = αΦc(w1) + (1−α)Φc(w2).
This shows convexity of Φc. Note that if H(w1) 6= H(w2) the inequality in the penultimate
step will be strict. Therefore, if we can ensure H(w1) = H(w2) implies w1 = w2, we can
conclude the strict convexity of Φc(w). This one-to-one property of H(w) can be obtained
by putting certain natural requirements on the forward operator, F ∈ Rns×n. Specifically,
considering the typical case of n > ns, it is straightforward to show that F having full row
rank ensures that H(w1) = H(w2) imples w1 = w2.
4.8. Greedy approaches
An alternate approach to sensor placements, which might be suitable in some cases, is to
follow a greedy procedure. In this approach, we put sensors sequentially, as outlined in
Algorithm 2.
Algorithm 2 Greedy sensor placement.
Input: target number of sensors K.
Output: design vector w.
1: set w = 0, U = {1, . . . , ns}, and S = ∅.
2: for k = 1 to K do
3: i = arg min
j∈U\S
Φ(w + ej) {ej is the jth coordinate vector in Rns .}
4: S = S ∪ {i}.
5: w = w + ei
6: end for
Theoretical justifications behind use of such an approach go back to optimization of
supermodular (or approximately supermodular) functions; see [20,48,57,68]. We recall that
a function f : 2U → R, where U is a finite set, is supermodular if
f(A ∪ {i})− f(S) ≤ f(B ∪ {i})− f(B) for all A ⊂ B ⊂ U, and i ∈ U \B.
The function f is called submodular, if the inequality is reversed.
While the solution obtained from the greedy algorithm is sub-optimal, it can provide
good results in practice. The greedy algorithm is simple to implement, but its cost, in terms
of function evaluations, scales with the number ns of candidate sensor locations. Specifically,
this requires O(Kns) function evaluations. The efficient randomized methods for evaluating
the OED objective described above can be used to accelerate greedy sensor placement.
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5. Design of nonlinear inverse problems
In this section, we discuss OED for Bayesian nonlinear inverse problems. That is, we consider
Bayesian inverse problems, where the parameter-to-observable map is nonlinear. Even with
Gaussian prior and noise models, the posterior is in general non-Gaussian; and, unlike
the Gaussian linear inverse problems, no closed-form expressions for measures of posterior
uncertainty (design criteria) are available. A brute-force approach for computing measures
of posterior uncertainty would require generating samples from the posterior distribution
via an MCMC algorithm [71]. Such an approach to OED would be infeasible for infinite-
dimensional inverse problems governed by PDEs, because an expensive MCMC procedure
must be performed at every step of an optimization algorithm. This points to a fundamental
challenge in design of large-scale nonlinear inverse problems—the definition of suitable OED
criteria whose optimization is computationally tractable.
A commonly used approach in classical works on design of nonlinear inverse problems
involves use of linearized models, leading to notions of locally optimum designs; see e.g., [5].
Such an approach can be done in a Bayesian setting as well, where a linearization point can
be obtained based on prior information; e.g., one can use the prior mean for this. Such
an approach can also be done sequentially: alternate between estimating the uncertain
parameters and obtaining an experimental design based on linearization at the current
estimate; see e.g., [45].
We discuss two approaches here that are developed in recent years to address OED for
large-scale inverse problems: (i) compute an OED by minimizing the (approximate) Bayes
risk of the MAP point [34], and (ii) minimize approximate measure of posterior uncertainty
obtained from a Laplace approximation to the posterior [3]. The former relies on ideas
from decision theory to define the OED objective. Specifically, Bayes risk minimization
targets optimization of the statistical quality of the MAP point. On the other hand, using a
Laplace approximation enables incorporating approximate measures of posterior uncertainty
in the OED objective. These approaches, coupled with fast solvers, adjoint based gradient
computation, and structure exploiting algorithms, can be turned into scalable algorithms for
design of infinite-dimensional inverse problems [3, 34].
5.1. Bayes risk minimization
Given a design w, we can compute the MAP point, mMAP(y,w), by minimizing a functional
of the form,
Jw(m,y) := 1
2σ2
〈f(m)− y,W(f(m)− y)〉Rq +
1
2
〈m−mpr,m−mpr〉E , (22)
over the Cameron–Martin space E (cf. section 3). Here f is the nonlinear parameter-to-
observable map and W is the diagonal matrix with entries ofw on its diagonal. Note that we
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need data y to find the MAP point, but we typically do not have access to measurement data
when solving the OED problem. In Bayes risk minimization, one tackles this by considering
an “averaged criterion”. The Bayes risk of the MAP point, with respect to the L2 loss
function, can be defined as
Ψrisk(w) :=
∫
H
∫
Rd
‖mMAP(y,w)−m‖2 pilike(y|m)dy µpr(dm). (23)
Numerically this criterion can be estimated via sample averaging. Namely, we can use draws
{m1, . . . ,mnd} from the prior distribution and we can take training data samples
yi = f(mi) + ηi, i = 1, . . . , nd, (24)
where ηi’s are draws from the noise distribution N (0,Γnoise). The approximate Bayes risk
then becomes
Ψ̂risk(w) :=
1
nd
nd∑
i=1
‖mMAP(yi,w)−mi‖2. (25)
Notice that each evaluation of this objective function requires solving for mMAP(yi,w),
i = 1, . . . , nd. Thus, as formulated, the problem of minimizing the Bayes risk is a bilevel
optimization problem. In practice, this problem is formulated as [34]
min
w
1
nd
nd∑
i=1
‖mMAP(yi,w)−mi‖2 + γP (w), (26)
where
J ′w(mMAP(yi,w),yi) = 0, i = 1, . . . , nd. (27)
Here J ′w indicates the gradient of Jw with respect to m, and as before P (w) is a sparsifying
penalty function. Note that the constraints (27) are the first order optimality conditions for
the (inner) optimization problems of finding mMAP(yi,w), i = 1, . . . , nd.
A few comments are in order. As one can see, the optimization problem (26) is a
computationally challenging one: in particular, nd inverse problems must be solved at each
iteration of the optimization algorithm. Therefore, in practice nd cannot be very large.
However, it is important to note that the inverse problem solves can be performed in parallel.
Computing the gradient of Ψ̂risk(w) with respect tow can be done efficiently using the adjoint
method, making the cost of gradient computation, in terms of the number of PDE solves,
independent of discretized parameter dimension. Numerical illustrations implementing this
approach can be found in [34]. See also [21], where Bayes risk minimization is used for design
of inverse problems governed by biological systems.
5.2. OED criteria based on Laplace Approximation
A-optimal designs. Let us consider an A-optimal design approach. That is we seek
designs that minimize the average posterior variance of the parameter estimates quantified
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by the trace of the posterior covariance operator. To define an A-optimal criterion for
nonlinear inverse problems we need to overcome two fundamental challenges: (i) the posterior
covariance operator depends on the measurement data, which is not available a priori; and
(ii) unlike the case of linear inverse problems, a closed form expression for the posterior
covariance operator is not available.
The first challenge can be addressed by considering an averaged A-optimal criterion;
that is, we average over the set of all likely data, as done in (23). This results in
ΨA(w) :=
∫
H
∫
Rd
tr(Cpost(w,y))pilike(y|m)dy µpr(dm). (28)
Regarding the second challenge, while in principle it is possible to estimate tr(Cpost(w,y))
by generating samples from the posterior distribution, this will be prohibitive for large-
scale problems. This calls for suitable approximations to the posterior distribution whose
covariance operator admits a closed form expression.
A commonly used tool, when working with large-scale nonlinear inverse problems is
the Laplace approximation to the posterior. The Laplace approximation is a Gaussian
approximation of the posterior measure, with mean given by the MAP point and covariance
given by the inverse of the Hessian (with respect to m) operator H of Jw in (22), evaluated
at the MAP point. More specifically, the Laplace approximation to the posterior is the
Gaussian measure
N (mMAP(w,y),H−1(mMAP(w,y),w,y)) ,
where H(mMAP(w,y),w,y) is the Hessian of (22). In general, this Hessian depends on the
design vector w and data y explicitly, as well as implicitly through the MAP point [3].
Note that the Laplace approximation to the posterior is exact when the parameter-to-
observable map is linear (and when we use Gaussian prior and noise models). In a nonlinear
inverse problem, this approximation is suitable if the parameter-to-observable map is well
approximated by a linear approximation at the MAP point, over the set of parameters with
significant posterior probability.
Using this Gaussian approximation, we can define an approximation ΨGA to the OED
objective defined in (28):
ΨGA (w) =
∫
H
∫
Rd
tr
[H−1(mMAP(w,y),w,y)] pilike(y|m)dy µpr(dm). (29)
In practice, this OED objective can be approximated via sample averaging, as done in the
case of Bayes-risk minimization; see (26). As in the case of Bayes-risk minimization, finding
designs that minimize (sample average approximation to) ΨGA leads to a bilevel optimization
problem. An additional challenge that needs to be addressed in optimization of ΨGA is the
need to estimate the trace of the inverse Hessian. This can be done efficiently, for example,
using randomized trace estimators. See [3] for a full elaboration of this approach, where the
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effectiveness and scalability of this approach for OED is demonstrated. Below, we illustrate
the optimization problem for finding an OED using the Laplace approximation for the simpler
case of Bayesian c-optimality.
c-optimal designs. In this case, we seek to optimize posterior variance of a functional
〈c,m〉, where c ∈ H . Analogously to (29), we can define the Bayesian c-optimal criterion,
in the nonlinear setting, as
ΨGc (w) =
∫
H
∫
Rd
〈H−1(mMAP(w,y),w,y)c, c〉 pilike(y|m)dy µpr(dm).
We present the optimization problem for finding a c-optimal design in an abstract form as
follows, where also use sample averaging to approximate ΨGc :
min
w
1
nd
nd∑
i=1
〈zi, c〉+ γP (w), (30)
where, for i = 1, . . . , nd
J ′w(mMAP(yi,w),yi) = 0, (31)
H(mMAP(w,yi),w,yi)zi = c. (32)
As in the case of Bayes-risk minimization the training data vectors yi, i = 1, . . . , nd are
generated according to (24). We point out that in PDE-based inverse problems (32) will
be replaced by the optimality system for the inverse problem, i.e., the PDEs describing the
forward, adjoint, and gradient equations. Additionally, (32), which resembles a Newton step,
is described by so called incremental state and adjoint equations and the equation describing
the Hessian apply; see [3].
Laplace approximations for Bayesian D-optimality. In Bayesian nonlinear inverse
problems, computing the expected information gain—the Bayesian D-optimal criterion—is
challenging. The traditional estimator for the expected information gain involves a double-
loop Monte Carlo, which usually requires large sample sizes; see [40, 66]. The Laplace
approximation can be used for fast estimation of the expected information gain. This idea
has been exploited, for example, in [11,52,53]. These articles focus on inverse problems with
finite-dimensional parameters and seek to efficiently evaluate the D-optimal objective. These
efforts take fundamental steps towards development of a scalable optimization framework for
D-optimal design of infinite-dimensional nonlinear Bayesian inverse problems.
6. Epilogue
OED for large-scale Bayesian inverse problems governed by PDEs is an exciting and
important area of research. In our discussion, we highlighted common problem formulations,
challenges, approaches, and algorithms. The discussion, while not exhaustive, reveals the
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richness of this field of research and also points to a number of interesting directions for
future work. We close our discussion by listing a few such directions.
OED for infinite-dimensional nonlinear inverse problems. OED for nonlinear
inverse problems governed by PDEs is challenging. One can use decision-theoretic criteria
such as Bayes risk or expected information gain as well as approximate measures of
posterior uncertainty obtained via Laplace approximations to the posterior. There are
other approximate criteria that would be interesting to explore for large-scale problems.
For example, the review article [19] lists a number of such approximate measures. From a
computational mathematics point of view, with a given computational budget, the choice
of a specific approximate design criterion must strike a balance in terms of computational
complexity of the resulting OED problem and the efficacy of the design criterion in measuring
the statistical quality of the estimated parameters.
OED under uncertainty. Typically, when solving large-scale inverse problems, one
focuses on estimating a specific set of model parameters and the remaining components
of the model are assumed known. This assumption is even more common when solving
OED problems. This, however, is not realistic in many cases. Consider for example the
contaminant source identification problem described in Section 2.1, with the governing
model (1). While the inversion parameter there is the initial state, one can have (additional)
uncertainties in the diffusion coefficient, source term, velocity field, or boundary conditions.
Ignoring these additional uncertainties when designing experiments can lead to vastly
suboptimal designs in practice. A rational approach for addressing this would be to consider
uncertainties in the additional model parameters in the OED problem formulation. This
leads to the formulation of the OED problem as an optimization under uncertainty problem.
A step in this direction, for Bayesian linear inverse problems governed by PDEs, is taken
in [47]. Further developments in this area present an interesting line of inquiry.
Goal oriented OED. Design of an inverse problem should be performed with the
ultimate goal of solving the inverse problem in mind. In some cases, solving an inverse
problem is merely an intermediate step in which a mathematical model is being calibrated
for the purposes of making predictions. In such cases, the experimental design must be
done with that final goal in mind. We refer to this as goal-oriented OED. This allows for
a data collection strategy that is tailored to the predictions. Not only does this allow for
optimal use of experimental resources, in many cases, the goal-oriented design criteria can be
computationally easier to evaluate. The latter is due to the often low-dimensionality of the
prediction quantities of interest. Examples of such an approach include [7, 38, 51]. Further
work on goal-oriented design of inverse problems, especially for nonlinear Bayesian inverse
problems governed by complex physics systems, is an interesting avenue of investigation.
Switching or Mobile sensors. While we did not specifically discuss design of sensor
networks for time-dependent systems, the presented sensor placement setup can be extended
to a time-dependent setting also; see e.g., [2], where an optimal placement of sensors taking
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measurements at a number of observation times is considered. In the time-dependent setting,
it is also of interest to consider switching or mobile sensors. In the case of switching (or
scanning) sensors, one seeks to find optimal activation protocols for sensors in an already
specified network of sensors: an optimal subset of sensors should be activated at each
observation time. Motivations for this include reducing the amounts of data to be processed
and managing the cost of operating the sensors [72]. In the case of mobile sensors one
considers measurement devices placed on monitoring cars or drones. A thorough treatment
of designing scanning or mobile sensor configurations is given in [72, Chapter 4]. Methods
for design of such sensor configurations for large-scale Bayesian inverse problems governed
by time-dependent PDEs is an interesting and important area for further research.
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