Multilingual lexicons are needed in various applications, such as cross-lingual information retrieval, machine translation and some others. Often, these applications suffer from the ambiguity of dictionary items, especially when an intermediate natural language is involved in the process of the dictionary construction, since this language adds its ambiguity to the ambiguity of working languages. This paper aims at proposing a new method for producing multilingual dictionaries without the risk of introducing additional ambiguity. As a disambiguated intermediate language we use the so-called Universal Words. A set of more than 200,000 unambiguous Universal Words have been constructed automatically on the basis of the well-known English lexical database WordNet. This approach is being used for the construction of a five language-dictionary in the field of cultural heritage within the framework of the PATRILEX project sponsored by the Spanish Research Council.
INTRODUCTION
Multilingualism in the modern world requires extensive multilingual lexicographic resources both for human translation and for diverse computer applications, such as multilingual information retrieval, information extraction, localization of industrial products, technical manuals, machine translation, or multilingual chats. In this paper, a novel approach to building multilingual dictionaries is proposed based on an artificial interlingua. The plan of the paper is as follows. Next, we will discuss the problem of ambiguity as one of the obstacles standing in the way of compiling multilingual dictionaries. We come to the conclusion that introducing an interlingual representation is a convenient way to cope with this problem. We will end up the introduction with a brief overview of existing approaches to building interlingual representations for different purposes. One of these -the Universal Words (UW) approach -is our choice for multilingual terminological lexicography. In Section 2, theoretical foundations of UWs are given and Section 3 describes a method for the automatic generation of a UW dictionary on the basis of existing lexicographic resources. The obtained UWs are fully disambiguated and serve as the basis for creating multilingual dictionaries. Section 4 focuses on the method for constructing multilingual dictionaries based on UWs, where adding a language to a multilingual dictionary based on Universal Words consists in searching the equivalent term for a given UW and does not require looking for equivalents in the other working languages. This means that to build a dictionary containing, say, Arabic and Russian data, one does not need bilingual Arabic-Russian lexicographers but only monolingual experts in Arabic and in Russian. Finally, Section 4 concludes with experimental testing of the viability as well as the quality of the produced dictionaries.
Before we start, we would like to make two remarks in order to prevent possible misunderstanding. First, the approach proposed in this paper does not pretend to solve all difficult problems encountered in translation and dictionary making. Nor does it guarantee that the lexicographer will easily find an equivalent to any term in another language. It does not relieve him/her of the creative part of lexicographic work. It only tries to take up the tedious and repetitive parts of the work, in which computers are better than humans. It does not go beyond two tasks both related to making the source term easier understandable by a lexicographer working in the multilingual setting: delimitation of the meaning of the source term and finding a comprehensible intermediate representation for it. By delimitation of the meaning of the term we understand two complementary aspects -internal and translational disambiguation. On the one hand, a choice is made among several interpretations which the term may have in the source language (internal disambiguation). On the other hand, lexical mismatches between the source and the intermediate languages are resolved (translational disambiguation). Both tasks are solved by means of semantic restrictions. Second, the method we propose is intended in the first place for constructing terminological dictionaries for restricted subject domains. General-vocabulary items rich in idiomatic language-and culture-specific meanings, collocations, and shadings of meaning are much less eligible for this type of processing, although computational techniques for dealing with collocations and idiomatic expressions are being actively investigated now.
Multilingual dictionaries and ambiguity
Usually, the need for lexicographic resources is served by bilingual dictionaries that have only two working languages. However, existing bilingual dictionaries do not nearly cover all relevant language pairs. It would be hardly possible for example to find a good Urdu-Estonian or SomaliRussian dictionary. The problem of multilingualism does not boil down to the existence of several major languages. The real problem is what might be called "massive multilingualism", that is, the need to link dozens of languages among themselves. Most of these languages are poorly equipped even with traditional printed dictionaries, to say nothing of electronic ones or machine translation systems. For many pairs of languages, even human translators are nonexistent. The relevance of this problem is clearly manifested in recent publications; cf. (Tsakona 2007) . The direct consequence of this lack of resources is that in many cases the link between two languages can only be carried out in two steps: from the source language into one of the major world languages (usually, English) and from that language into the target language. This approach is followed for bilingual purposes in the FrameNet project context (Boas 2002) where English is added to the six languages originally considered for this initiative (Baker et al 1998; Baker et al 2003) . This strategy is feasible but has a serious drawback: the ambiguity of the intermediate language adds to the ambiguity of the source language which dramatically increases the error rate of the resulting translation. However, in many cases, the only alternative to such translation is no translation at all.
Obviously, when creating lexicographic resources for a multilingual setting, building one multilingual dictionary which would embrace all working languages seems to be a much more practical approach than constructing a large series of bilingual dictionaries, each relating only two languages. Many multilingual dictionaries, printed or electronic, have been built, most of them covering a narrow subject domain. Multilingual dictionaries usually select one language as the leading one (or vedette). Data in all other working languages are translated into this one and in this way are connected to each other. Very often, English serves as the reference point. A typical example is the recently published "Glossary of art: Conservation, materials & techniques, museology" (Xarrié 2006) , which contains terminology pertaining to art in 5 languages. The author of the glossary has researched various bibliographical English, French, Spanish, Italian and German sources and translated all data into English.
Thus, even in multilingual dictionaries the correspondence between the working languages is mostly established through an intermediate language -an interlingua -very much in the same way as it is done when connecting two languages by means of a couple of bilingual dictionaries.
The problem of ambiguity is usually not taken into account in multilingual dictionaries, since most of them are terminological and the terminology is mostly unambiguous within the given subject domain cf., e.g. (Janssen 2004) . However, the absence of ambiguity in closed subject domains should not be exaggerated. To a certain extent, terminology is also ambiguous, although the level of ambiguity is much lower than in the general lexicon. For example, the Dictionary of agriculture (Haensch 1996) covers the terminology in 6 languages: English, French, German, Italian, Russian and Spanish. In each of them one can easily find ambiguous terms, that is the terms that have at least two translations in at least one language. For example, French noix and Spanish nuez are translated into German as Nuss and Walnuss, and into English as nut and walnut, Russian lopata corresponds to German Schaufel and Spaten, French pelle and bêche, Russian maslo is equivalent to English butter and oil, German Butter and Öl, French beurre and huile, Spanish mantequilla and aceite, Italian burro and olio. The list can be easily prolonged.
As soon as one leaves the "one word -one sense" area and tries to construct a multilingual dictionary for a more extensive fragment of language, the ambiguity problem stands out much more clearly. The failure of multilingual dictionaries to cope with the ambiguity problem seriously reduces their value. Let us illustrate this point with a simple example. Suppose we wish to build a multilingual dictionary which includes Spanish and Russian, and intend to use English as an intermediate language. If we take a moderately ambiguous English noun party, we will have to deal with the following typical situation. On the one hand, there are English-Spanish pairs party -partido (as in socialist party -partido socialista) and party -fiesta (as in to go to a party -ir a una fiesta). On the other hand, we will also find similar English-Russian pairs partypartija (as in socialist party -socialisticheskaja partija) and party -vecherinka (as in to go to a party -pojti na vecherinku). Obviously, one should see to it that English-Spanish pairs correctly match English-Russian ones in order to avoid wrong triples party -partido -vecherinka and party -fiesta -partija. When constructing a multilingual dictionary entry, one should make sure that all its members share a common meaning. This is only possible in two cases: (a) if the lexicographer knows all working languages equally well and can guarantee the synonymy of all members of the entry (a variant of this option: there is a team of lexicographers working together and sharing their competence) or (b) if the meaning to be conveyed is clearly represented in a way that makes it possible to find a correct equivalent in one language without necessarily understanding all the other languages. The second alternative requires that an interlingual representation should be drawn up which guarantees that all members of the dictionary entry have a common meaning.
Interlingual representation
An interlingual representation can be thought of in different ways. One of the most obvious methods is referring to a common meaning by means of a picture. In Germany and in France there is a long tradition of publishing picture dictionaries (Bildwörterbücher, dictionnaires visuels), cf. for example (Duden 2005) or (Corbeil and Archambault 2006) . These dictionaries give detailed pictures of various complex objects (e.g. a human body, a car, a house, a farm, an electric plant, etc.) and provide equivalents in several languages for every part of this object. The language of pictures is an excellent interlingua. It is easy to use, convenient both for the dictionary developers and the users, and very efficient. Its only -but crucial! -defect is that it has very limited applicability and cannot be used for denoting abstract concepts that are difficult to draw. Some dictionaries of this type attempt to cover actions, but with poor results. For example, in the six-language picture dictionary Hebrew-English-German-Russian-French Picture Dictionary (Vaisman 1996) , we encountered a picture of a dog and a duckling and would have never guessed that the picture was intended to represent the concept of 'chase'.
One interesting approximation to the solution to the problem is the EuroWordNet initiative (Vossen 1998; Vossen 2001; Vossen 2004 ) (website of the project at http://www.illc.uva.nl/EuroWordNet/). It is a multilingual database for several European languages (Dutch, Italian, Spanish, German, French, Czech and Estonian) . The data for each language -a wordnet -are a collection of synsets (sets of synonymous words) with basic semantic relations between them. Each synset represents a concept that corresponds to one of the meanings of the members of this synset. Each wordnet, in its turn, represents a unique languageinternal system of lexicalizations. In addition, all the wordnets are linked to an Inter-LingualIndex, based on the WordNet for English (Fellbaum 1998) . Via this index, the languages are interconnected so that it is possible to go from synsets of one language to similar synsets in any other language. The index also gives access to a shared top-ontology of 63 semantic distinctions.
The shortcoming of this useful initiative is the lack of version control, which leads to the incompatibility of subsequent versions of WordNet with the one used as a pivot in EuroWordNet. This greatly hampers any attempt to use WordNet as a reference resource for the construction of multilingual dictionaries. However, some recent work is based on the use of Wordnet and LDOCE to define a kind of semantic interlingua focused in the definition of semantic frames (Green et al 2004) .
Another attempt to construct an interlingua for semantic annotation has been undertaken in the IAMTC 2003 project (cf. the website of the project at http://aitc.aitcnet.org/nsf/iamtc/). The interlingua is built on the basis of a series of bilingual corpora. The source languages are Japanese, Korean, Hindi, Arabic, French and Spanish, and the target language is English. More details on this interesting approach can be found in ; ).
Thus, it seems that the most promising direction in which one can look for the solution to the multilingualism problem is the development of artificial interlinguas, cf., the LISA report (Dillinger and Lommel 2004) , which testifies to a growing tendency to consider interlinguas to be the only solution to the massive multilingualism problem. Some interlinguas were produced and implemented in the 80s for machine translation, though without great success. The reason for the low efficiency of these attempts lay not so much in the interlingua concept as such, but rather in its application and in the computation capacities of the then existing systems. It is worthwhile to review the evolution of interlinguas in its simplest approach, that is, not as a means for contents representation but as a means for the creation of multilingual dictionaries.
The vocabulary component of interlinguas is by far the most difficult part to model, especially for general vocabulary. In fact, different interlingua-based projects are built along two main lines: open vocabulary and a domain-restricted one. As such, the concept of an interlingual dictionary does not exist, since any interlingual dictionary is an ancillary support for a Natural Language Processing system (NLP). Let us give a brief overview of several dictionaries in interlinguabased systems.
Machine Translation systems like ATLAS (Uchida 1989) and PIVOT (Muraki 1989) fall into the category of interlingua-based machine translation. Both can be considered as general-purpose machine translation systems. They were developed in Japan during the early 90s.
The ATLAS interlingua is composed of two types of units: concepts and a finite inventory of conceptual relations based on thematic roles along with a small number of relations that pertain to the descriptive dictionary (part_of, element_of, similar, equivalent, super_sub). The conceptual domain of the interlingua is not restricted beforehand, since any concept appearing in a text can be included into the interlingual dictionary.
The interlingual dictionary in PIVOT is based on the so-called 'Conceptual Primitives', which correspond to concepts. However, the nature of conceptual primitives is left undefined and corresponds to lexicalized concepts in English rather than really primitive (elementary, indivisible) meanings.
Interlingua-based machine translation evolved into the so called knowledge-based machine translation, exemplified by the KANT (Nyberg and Mitamura 1992) and Mikrokosmos (Beale et al 1995) systems. Although knowledge-based machine translation systems rely on an interlingua, they manifest some important differences with those based on classical interlinguas. First, knowledge-based systems are restricted to specific domains. Second, interlinguas in knowledgebased machine translation systems rely on more sophisticated linguistic and knowledge representation theories, which can be implemented due to the limitations in the domain and vocabulary.
In KANT, the interlingua is composed of a shared set of domain concepts. A concept is represented as a frame where semantic and argument frame-related information is included.
Concepts of the interlingua are chosen by means of domain analysis techniques.
On the other hand, Mikrokosmos is supported by an ontology (a set of domain languageindependent concepts) that serves as the interlingua. Concepts in the ontology are hierarchically organized and interrelated by means of semantic relations. Besides, the representation of concepts is provided with its argument frame, selectional restrictions for arguments, world knowledge, among other.
As can be seen, knowledge-based machine translation highlights the knowledge representation dimension of the interlingua, adopting an ontological and frame-based approach for the definition of the concepts. The burden of such an intense and detailed knowledge-based conceptual modelling can only be afforded in specific domains and for a limited number of language pairs.
Current interlinguas are illustrated by the IAMTC already mentioned . The IAMTC interlingua resorts to a progressive definition of the interlingua as long as it is needed. However IAMTC uses an underlying ontology (OMEGA v3), which makes the expansion of the interlingua dependent on the expansion of a general-domain ontology.
The work described in this paper is closely related to another currently used interlingua -UNL (Universal Networking Language), a language designed to represent informational content conveyed by natural languages, and to be processed by computers (Uchida 2006) . It was introduced in 1996 by the United Nations University in the framework of the UNL Programme (UNDL Foundation, see www.undl.org) aimed at supporting massive multilingualism in the Internet. UNL is composed of three main elements: a set of concepts called Universal Words (hereafter referred to as UWs), relations and attributes. UWs form the vocabulary of the interlingua; relations express thematic roles, and attributes represent the context and speakerdependent information.
The Universal Words model was the one we selected as a starting point for an interlingual representation to be used for the construction of domain-specific multilingual dictionaries. From UNL we borrowed the idea that unambiguous interlingual concepts could be conceived as restricted meanings of natural language words. In the present paper, we apply this idea to the interlingual representation of terms for multilingual dictionaries. The salient features of our approach are its relative simplicity and lower cost, as compared with traditional methods of multilingual lexicography, obtained without detriment to quality.
FOUNDATIONS OF UNIVERSAL WORDS (UWs)
In the UNL System, the vocabulary of the language is constituted by the set of UWs. Below, we will focus our presentation on this vocabulary and not on the rest of the UNL language. The set of UWs does not require a subjacent ontology to build its lexical resources, thus avoiding the time-consuming burden of creating and maintaining an ontology. Besides, UWs are not as undefined as the vocabulary of early interlinguas like ATLAS or PIVOT. More concretely, a UW is composed of an English word along with a list of semantic restrictions. The main purpose of semantic restrictions is to eliminate lexical ambiguity as well as overcome discrepancies between lexical meanings of different languages. Besides that, they establish major lexical relations with other words and specify the argument frame of the predicates. In this way, UWs allow to represent disambiguated lexical meaning. For example, English state has several meanings. Among them, (a) 'the group of people comprising the government of a sovereign state' as in The state has lowered its income tax, (b) 'the territory occupied by one of the constituent administrative districts of a nation' as in His state is in the deep south, (c) 'to express in words' as in State your opinion and some others. The apparatus of UWs ensures clear differentiation between these meanings: the UW for (a) is state(icl>government>thing), for (b) -state(icl>administrative_district>thing) and for (c) -state(icl>express>do, agt>thing, obj>thing). The UWs are divided in two parts: the headword and the list of semantic restrictions enclosed in parenthesis and separated by commas, as shown in figure 1 for UW (c).
The semantic restrictions have the following meaning: − icl>express>do: (where icl stands for included) establishes the class/subclass relation: state is included in the class of express-situations, which in its turn is included in the class of actions. − agt>thing, obj>thing: (where agt stands for agent and obj for object) establish the obligatory semantic arguments of the predicate to state.
Restrictions in UWs express lexical relations between the terms, namely, class/subclass relation (cf. icl relation in Figure 1 ), synonymy (equ relation), antonymy (ant relation) and meronymy, or part/whole relation (pof). Besides, the semantic arguments of predicates (that is, verbs, some nouns, adjectives and adverbs) must be specified. Since UWs are described by means of relations between terms, the result is a connected net of UWs, constituting the UW system. A more comprehensive view of the UW system is described in Boguslavsky et al (2005) and also in the specifications of the UNL system (Uchida 2006) .
Local dictionaries
The general UW Dictionary constitutes the complete repository of UWs. The link between UWs and the words of local languages is done in the so called local dictionaries. These dictionaries contain pairs of the type <local word, UW> along with grammatical information necessary for language analysis and generation. The relation between local and the general UW dictionary is shown in figure 2.
List of semantic restrictions separated by commas Headword
land (icl>do, agt>thing, plt>surface) 
Subjacent aspects of the UW System
The semantic restrictions of UWs organize them into a hierarchy of concepts, linked by the hyperonymy, instance-of and synonymy relations. The resulting hierarchy cannot be considered an ontology in its strict sense, since UWs do not attempt to be completely language-neutral independent self-explaining concepts. They are just a label for a concept that corresponds to a given word sense in a given natural language. Upper levels of the hierarchy are language-neutral. Labels such as "thing" (standing for any nominal entity), "do" (verbal concept denoting an action or an activity), "occur" (any verbal concept denoting a process) or "be" (verbal concept denoting a state or a property) can equally well subsume concepts of any language.
However, as far as terminal leaves of the hierarchy are concerned, UWs do not imply language neutrality. Instead, the UWs situated at the lower levels of the hierarchy are a collection of word senses of all working languages. Thus, UWs do not form a closed set, since new UWs can be defined for new texts. When a concept of the local language differs from the English one, the meaning of the headword is modified by means of restrictions, so that the resulting UW better suits the local concept. To illustrate this important point, let us consider some examples. In Russian, there is no neutral equivalent of the English non-causative verb to marry as represented in sentences such as John married Ann in June. The expression that exactly corresponds to this English verb -vstupat' v brak ('to contract a marriage') -is an official term and is not used in everyday life. Instead, Russian speakers make use of two different expressions: zhenit'sja, if the agent of the action is a male, and vyxodit' zamuzh, if it is a female. Since the English and the Russian words differ in their meaning, they generate different UWs. The UW for English to marry looks like (1), while Russian expressions have UNL equivalents with a narrower meaning -(2) and (3), respectively (for simplicity's sake, only the relevant fragments of the UWs are given).
(1) marry(icl>do, agt>human) (2) marry(icl>do, agt>male) (3) marry(icl>do, agt>female) In very much the same way, English makes no distinction between two concepts lexicalized differently in Spanish -rincón 'an interior corner', as in the corner of the room and esquina 'an exterior corner', as in the street corner. To represent these specific concepts, the English concept of corner has also to be modified with restrictions: (4) corner(icl>area, equ>interior angle) (5) corner(icl>area, equ>intersection) The absence of a fixed set of semantic restrictions ensures the flexibility necessary to overcome lexical mismatches. Thus, the UW dictionary is considered as a repository of UWs coming from This kind of flexibility distinguishes UWs not only from existing ontologies mentioned above but also from various meaning representation languages in which lexical meanings are decomposed by means of a small set of semantic primitives or fully defined and specified a priori.
Requirements for UWs
The fact that the UW system is flexible and that restrictions are not limited a priori does not mean that UW are devoid of certain quality properties, namely: 1. Constraints assigned to the Headword should ensure:
− Indication of a hypernym or an instance-of UW (ontological function). − Effective differentiation from all other senses of the Headword (semantic function). − Indication of all semantic arguments of the UW (argument frame function). 2. There should be no incidental UWs. If two UWs have the same headword, they should denote clearly different concepts. 3. UWs should be easy to understand; in non-obvious cases they should be supplied with clarifying examples and/or comments in the UW dictionary.
Of course, the broad labels seen so far are not always sufficient to serve the semantic function of UWs. More elaborate restrictions are sometimes required for UWs to maintain human readability of UWs while effectively differentiating word senses. The flexibility inherent in the UW system serves well to handle lexical mismatches but has a side-effect of the decentralization of the UW general dictionary, resulting in making the common body of UWs difficult to maintain.
BUILDING THE GENERAL UW DICTIONARY
When constructing a multilingual dictionary, it is preferable to establish the correspondence between the languages via an intermediate language. In this case, the lexicographers are not required to know all working languages. As we have seen before, the intermediate language is liable to ambiguity, and to ensure synonymy between the terms of all working languages, the expressions of this intermediate language must denote a single concept unambiguously. For that, we propose to represent concepts by means of UWs, since UWs represent concise disambiguated concepts and are easy to understand and to construct.
The General UW Dictionary is meant to constitute a large repository of UWs, conceived as a public resource easy to maintain and access to. Since UWs are English headwords accompanied by a list of semantic restrictions, we have exploited available free-access resources of English to automatically create a sufficiently large set of UWs. In fact, the main English lexical resource used is WordNet (Fellbaum, 1998) . WordNet is a large lexical database of English, freely downloadable from Internet (http://wordnet.princeton.edu/). We made use of the similarity of WordNet and the UW system and employed WordNet as the main source for creating a UW dictionary. The complete process and the final UW dictionary are described in the following sections.
A view on Wordnet
WordNet is ordered conceptually, by means of semantic relations. The main organizing entity in WordNet is the synset, defined as a group of cognitive synonyms that express a single concept. Synsets are interconnected by means of lexico-semantic relations like hyperonymy (hierarchical relation between class and subclass), antonymy (an opposite term), meronymy (part-of) and other relations like pertaining_to, sentence frames for verbs, etc. Figure 3 shows two samples of WordNet that illustrate the relations of hyperonymy and antonymy for the synset "male child, boy". WordNet includes nouns, adjectives, adverbs and verbs. Other categories like prepositions, determiners or conjunctions are spelled out from WordNet, since they do not denote any semantic concept.
Equivalences between Wordnet and the UW System
The main design issue when considering a UW Dictionary and WordNet as the data source is that the structure of lexical relations in WordNet can be used to construct the list of restrictions of UWs. To do that, we must first establish the main similarities between WordNet and the UW system. These similarities are exposed in Table 1 , where the first column describes elements of WordNet, the second column states their equivalents in the UW system, and the third column establishes the function (ontological, semantic or argument frame) that the proposed restriction serves. Table 1 shows how a word included in WordNet can be used to construct a UW. WordNet synsets are taken to represent separate senses of the words they are composed of. Each synset is delimited by means of a set of synonyms, hypernyms, antonyms and other lexical relations associated with that synset, in the same way as the sense of a headword of a UW is delimited by a list of semantic restrictions.
It is important to explain the relationship between WordNet and the dictionary of UWs. We used WordNet as a computerized lexicographic resource that contains disambiguated word senses supplied with several paradigmatic relations with other words and examples of use. These data were extracted from WordNet and remodelled into UWs. Insofar as this info is concerned, UWs may be viewed as simplified synsets. The crucial difference between WordNet and the UW dictionary is determined by the fact that the former is not comprehensive. There are many classes For the purposes of our topic, the most important gap is the absence of many specialized terms, especially consisting of two or more words. UWs for which no WordNet equivalent can be found are constructed by the expert manually. Another difference which makes UWs more suitable for serving as an interlingua than WordNet is their compactness. They are short and easy to use, which is an important advantage for practical lexicography. They convey all semantic information by means of a headword supplied with several restrictions, while WordNet synsets and a network of paradigmatic relations they are involved in form a much more cumbersome structure (cf. Figure 3) . This set of correspondences allows us to devise a method that defines UWs in a systematic way using WordNet. The method can be summarized as follows. There are two aspects that require further explanations in this method. The first regards the number of UWs that are created per word. This method will generate one UW per word sense. For example, the word "boy" as a noun has 4 senses and thus generates 4 different UWs. In some cases, when the difference between the senses is too subtle, WordNet relations are not sufficient to differentiate between them (producing duplicate UWs). In these cases, the method will generate identical UWs for different senses. These UWs must be treated in a special way. Thus, the noun "boy" in its first sense produces the following semantic restrictions: − icl>male>thing (by means of Hypernym and "icl>" correspondence) − equ>male_child (by means of Synonym and "equ>" correspondence) − ant>girl (by means of Antonym and "ant>" correspondence)
The final UW is the concatenation of the generated semantic restrictions:
boy(icl>male>thing, equ>male_child, ant>girl)
The order of semantic restrictions is conventional: a different ordering will not imply different semantics of a UW. The second question refers to verbal UWs. Whereas all the information required for creating UWs for nouns, adverbs and adjectives is present in the WordNet, the mapping between verbal UWs and verbs in WordNet is not straightforward. This is due to the following reasons:
− Verbal UWs are categorized into three basic types of events: actions (restriction "icl>do"), processes (restriction "icl>occur") and states (restriction "icl>be"). This categorization is absent in WordNet. − Verbal UWs should be provided with semantic arguments. Verbs in WordNet are assigned a Sentence Frame, a description of syntactic arguments of the verbs, which is often incomplete.
Since there is no one-to-one relation between verbal UWs and the verbs, it is necessary to infer the type of event and the semantic arguments from the scarce information present in WordNet.
For that, we made use of the so-called lexicographic files which define broad ontological categories. Some of these categories are "verbs of dressing and bodily care", "cognition verbs", "verbs of being and having". The combination of the ontological category together with the sentence frame of a verb gives us a hint about its type of event and semantic arguments. Table 2 shows an excerpt of the combinations that have been used to define verbal UWs. 
The UWs General Dictionary Software Application
The common set of produced UWs is managed as a public resource. It can be freely accessed in internet at the address: http://www.unl.fi.upm.es/dicweb. Given a headword, the dictionary application returns the set of UWs having this headword. A screenshot with the UWs generated for the noun chair is given in figure 4 . Examples provided in the WordNet are assigned to synsets and not to individual words. These examples illustrate the synset as a whole and, accordingly, the meaning of the whole bunch of UWs constructed from the synset. Therefore, as can be seen in figure 4 , a UW may be illustrated with examples that do not contain its headword but nevertheless help to identify its meaning.
The software application has the Conversor Module and the Database as main components. The conversor module is the software component in charge of generating the complete set of UWs using the data from WordNet and the rules of table 1 and 3. The set of generated UWs together with their corresponding comments and examples constitutes the UW General Dictionary which is stored in a database. In order to facilitate the task of dictionary search and updating, access to the dictionary database is done via Internet. Thus, the only requirement for using the dictionary is to have access to internet (no other installation process is required).
Results and Evaluation
All the UWs have been created automatically, without human intervention. The very first aspect to evaluate is the existence of duplicated UWs, that is, the cases in which different senses of the word generate identical UWs. The method yields a total amount of 207016 UWs. Table 3 shows the total number of UWs (divided into unique and duplicated) according to their type (nominal, verbal, adjectival and verbal As can be seen from table 3, the rate of duplicate UWs for nouns is less than 2%, a good result for the most polysemous syntactic category. Thus, we considered that nouns have a good coverage in the general dictionary and the resulting UWs can be considered as unique and significant. Nouns are by far the most elaborated category both in WordNet and consequently in our general dictionary. This poses a rather satisfactory scenario for the creation of multilingual lexical resources such as thesauri or terminological dictionaries, mainly composed of nouns. On the other hand, both adjectives and adverbs yield quite a high rate of duplicated UWs (about 17%). The reason is that the relations provided in the WordNet for these categories (mostly, synonymy and hyperonymy) are insufficient for disambiguation. We could think of a possible solution to reduce to the minimum duplicate UWs by means of the inclusion of new rules and therefore new semantic restrictions in the definition of an UW. However, an important feature of any UW is human-readability, which may be obscured by an excess of semantic restrictions. Take for instance, the case of hyponymy (icl<), this relation may effectively disambiguate the senses of two different UWs; however, in terms of legibility, its role is rather questionable. The rate of duplicated verbal UWs is less than 5%, which is not bad. On the other hand, as mentioned above, verbal UWs are often devoid of some semantic restrictions (reflecting the event type and the argument frame), since WordNet does not contain this information. This is a serious defect if UWs are to be used within the machine translation framework. However, for the purposes of constructing terminological dictionaries, this is hardly a drawback, because this missing information is irrelevant for finding translation equivalents for terms.
METHOD FOR CONSTRUCTING MULTILINGUAL DICTIONARIES
We have already pointed out that the bilingual approach to match more than two languages creates additional ambiguity, difficult to solve in many cases. The confrontation of terms coming from different languages and the agreements cannot be based on the subjective interpretation of human experts with respect to word senses, especially if accuracy and standardization of the process are pursued.
The Method Step by Step
The steps for creating a multilingual dictionary based on UWs are the following:
1. Terminology extraction. Traditional methodologies for terminology extraction are used, since this step is out of the scope of this method. 2. Terminology identification. Experts in the corresponding domain must identify the terminology of the domain if not general. 3. UW construction. For each identified term in a source language L, its equivalent UW must be constructed with the help of the General UW Dictionary. To do that, − for any word, the expert in language L, with command of the English language, consults a bilingual L-English dictionary and arrives at the equivalent English word. The English word will be the input headword in the General UW Dictionary. − The complete set of UWs with the inputted headword is retrieved and shown to the user.
The UW that better fits the sense of the original word of L is picked up. The General UW Dictionary is intended to be used as a help when defining UWs. The expert is thus relieved of the responsibility of creating new UWs from scratch, he/she is asked to pick up the correct UW from a common repository. 4. Construction of the pairs (Word L , UW). Once the expert has chosen the most adequate UW, he/she creates a table with the pairs (Word of L, UW). The pair is extended with the glosses and examples of use present in the General UW Dictionary. 5. Translation of the UWs into other working languages. The UW will be translated into the other languages. Its translation into English is straightforward, whereas its translation into other languages will have to consider the list of semantic restrictions of the UW. When generating the equivalent terms in Italian, French or Arabic, the experts will need just a working knowledge of English and of course a good command of the target language. Knowledge of the initial language L (the language where the original term comes from) is not needed. This could be the main difference when confronted with traditional multilingual dictionaries.
In essence, what really characterizes the method is the representation of concepts. A concept is not represented by a set of three or more words in working languages, but by a single UW, and terms from target languages are defined as the best equivalent for the UW. This very simple method allows constructing linguistically accurate multilingual dictionaries, permits scalable maintenance and is the optimal solution to define domain-specific multilingual dictionaries, of great utility in the software localization industry, translations of technical documentation, etc.
Evaluation of the process
In order to evaluate the method, we have devised an experiment that has as outcome the multilingual dictionary. The experiment proves that it is possible to construct multilingual dictionaries without knowing all the working languages, just the target languages and English (so as to understand UWs). This possibility is very attractive. It should be stressed here that the proposed method is more important than the actual dictionary of UWs that we used for our experiments. Although very large, this dictionary contains general vocabulary, while our immediate aim is to construct a specialized dictionary for a specific subject domain.
The experiments we carried out consisted in the application of the proposed method to several data samples and the verification of the results obtained.
Stage one: A sample of 100 terms is extracted from the selected subject domain (cultural heritage). The size of 100 terms/sample is more than sufficient to be statistically representative of much larger populations than the terminology of a subject domain (estimated in around 3000-4000 terms as maximum). The cultural heritage corpus we used consists of more than 600 files containing a total of 2600 specialized terms formed by one, two or three words. The source language of the texts is Spanish.
Stage two: These terms were converted into UWs by an expert linguist working with UWs. We used the UW dictionary described in the previous section. Each UW was supplemented by the definition and an illustrative example. The data facilitated the task of selecting a UW appropriate for the context and the subject domain. The quality of the output of this stage is essential for the rest of the process, since the adequacy of the target languages equivalents will depend on the proposed UWs, which is why this phase of UW production was carried out by an expert in UWs. Of course, some terms of the cultural heritage domain, especially the ones composed of two or more words, are not present in the general dictionary and had to be constructed by the expert manually. An example of this is given below in The action of making an itemized list or catalog … bid(icl>offer>thing) a formal proposal to buy at a specified price As can be seen from table 8, the translation results obtained in this sample, which are representative of other samples as well, are very promising. In 84% of the cases the translation quality has been estimated as "perfect" (perfect is estimated with scores of 10 and 9). "Acceptable" means that it is accepted in principle but maybe it will be revised. The scores needed to reach "acceptable" are 7 and 8. Scores of 5 and 6 entered as "need revision" mean that they must be revised. Finally, scores of 0,1,2,3 and 4 mean that they have to be defined completely by bilingual experts. Just a single term has been rejected as fully inadequate (achieving score 0). This Arabic-Russian dictionary proved to be highly reliable, which opens good prospects for compiling multilingual dictionaries with more languages. It should be emphasized that we are not referring to unidirectional dictionaries, i.e. an ArabicRussian dictionary as opposed to a Russian-Arabic one. Our method provides equivalents in different languages for a single unambiguous concept (represented by means of a UW) and, therefore, these equivalents should be valid in both directions.
The approach presented in this paper was supported by UNESCO, who sponsored a small project aiming at generating multilingual dictionaries for six official languages of the United Nations. This project was oriented towards encoding into the UNL interlingua a number of texts related to the safeguard of world heritage and their generation into the official languages of UNESCO. As a side effect, the project yielded the vocabulary of the six languages linked by UWs.
The idea of constructing multilingual dictionaries (mainly, domain dependent) supported by UWs is also being explored in the PATRILEX project (Spanish Council of Research with reference HUM2005-07260). One of the main objectives of the project is the construction of a multilingual dictionary based on the concept of UW restricted to the Cultural Heritage domain. More concretely, the PATRILEX project proposes a method for (a) obtaining equivalences among terms from different languages with relative ease and (b) the systematization in the construction of multilingual lexicons.
The approach described in this article is currently used in this project due to good results showed and systematically applied to all contents comprised in about 1000 web pages of the Spanish Ministry of Culture dealing with cultural heritage. UWs serve as the pivot for producing a multilingual dictionary for five languages (Spanish, Russian, English, Arabic and German) in the first phase, and other languages in the near future. This dictionary will thus include 10 bilingual dictionaries in the cultural heritage domain, hopefully with a very low error rate. Complete results and the corresponding multilingual dictionaries will be placed in the web in the first quarter of 2009.
CONCLUSIONS AND FUTURE WORK
Multilingual dictionaries are of great utility for a large spectrum of multilingual applications. Given the lack of multilingual experts, such dictionaries are usually built via an intermediate language -an interlingua. If it is a natural language that serves as an interlingua, its ambiguity seriously hinders the construction of the dictionary and reduces its quality. In this paper a method is proposed for building multilingual dictionaries on the basis of an artificial unambiguous interlingua -Universal Words, of acceptable quality without the availability of experts that know the equivalences among pairs of target languages. Part of the immediate work is to finish the definition and experimentation for all the materials of this work based on contents with almost 250000 words. This massive work is based on the preliminary success of the approach described in this article. Now, we will finish the terminological work when the method to create specialized composed UWs has been tested and defined in terms of accuracy and efficiency. Multilingual dictionaries based on bidirectional equivalences have a high added value due to the importance of building multilingual search engines for the web and for specialized documentation centers. The dictionaries built according to the method described below can be used in a wide range of applications including human translation.
