The margin shop arises as a model of margining investment portfolios in a batch, a mandatory end-of-day risk management operation for any prime brokerage firm. The margin-shop scheduling problem is the extension of the preemptive flow-shop scheduling problem where precedence constraints can be introduced between preempted parts of jobs. This paper is devoted to the bipartite case which is equivalent to the problem of finding a maximum red matching that is free of blue-red alternating cycles in a complete bipartite graph with blue and red edges. It is also equivalent to the version of the jumpnumber problem for bipartite posets where jumps inside only one part should be counted. We show that the unit-time bipartite margin-shop scheduling problem is NP-hard but can be solved in polynomial time if the precedence graph is of degree at most two or a forest.
Introduction
We consider in this paper a simple mathematical model for the problem of margining customer accounts in batches which has wide applications in the financial services industry. The bookkeeping system of every brokerage firm automatically triggers this mandatory risk management operation at the end of every business day. After freezing all market prices, it produces account status slips before trades commence on the next business day. Batch margining is an important problem for large brokerage firms because maintaining tens of millions of accounts, they have only one night to process them. So the speed of this process is crucial.
Batch margining consists of the following two major parts with a complex precedence relationship: data retrieval from the database, including margining security positions, and margining the accounts that contain these positions. In the simplest form, the problem can be stated as follows.
The bipartite margin shop is a bipartite graph (X ∪ Y , B), which we call a precedence graph, with a vertex set X ∪ Y , an edge set B and vertices v ∈ X ∪ Y representing tasks with processing times p v . A connected component of the precedence graph is called a job in a margin shop, i.e., a job consists of tasks connected in the graph. An edge xy ∈ B between x ∈ X and y ∈ Y determines the precedence relation between the tasks x and y, i.e., the completion time of x must not be later than the start time of y. Every task in X , Y must be processed by the machine M X , M Y , respectively. Since this paper is devoted to bipartite margin shops only, the definition of the margin shop in the general case will be given in the concluding remarks. If not stated otherwise, the term margin shop will stand further for a bipartite margin shop.
The margin-shop scheduling problem is to find a nonpreemptive schedule of processing the tasks to minimize a given criterion. We will be considering only the maximum completion time of the tasks, i.e., the schedule length. In passing, we will also touch upon the total completion time of the tasks or the jobs. It is clear that the maximum completion time of the tasks equals the maximum completion time of the jobs.
In the margin-shop scheduling problem, Y represents a batch of margin accounts that a brokerage firm maintains for its clients. Accounts in the batch have positions in financial securities of the set X . The precedence relation between the tasks x and y means that the account y has a position in the security x and the margin requirement for one unit of the security x must be calculated before the calculation of the margin requirement for the account y starts. This constraint follows from the fact that any account-margining algorithm uses security positions' margins as part of the input. We assume that X is the union of the securities in the portfolios of the accounts in Y ; therefore, each security x is contained in some account y and thus the precedence graph does not have isolated vertices.
Processing times p x and p y are margin calculation times for the security x and the account y, respectively. It is important to mention that processing times p x are known a priori because the margin calculation for a security follows a formula with elementary algebraic operations defined by the margin regulations. Processing times p y , however, are not known a priori because the margin calculation for an account is a complex combinatorial procedure whose running time is variable. However, using results of computational experiments, it is possible to estimate margin calculation time for accounts as exponential functions of their size. For the purposes of this work, we assume that processing times p x and p y are given.
The machine M X represents the server running database operations, including stored procedures for margining securities in X , and the machine M Y represents the server for calculations outside the database. Jobs in a margin shop correspond to account batches that must be processed under specified sets of margin rule books/libraries which are usually not the same for different capital markets.
The paper is structured as follows. Section 2 reveals the relationship between the margin-shop scheduling problem, the flow-shop scheduling problem, the jump-number problem and the problem of finding a maximum red matching that is free of blue-red alternating cycles in a complete bipartite graph with blue and red edges. Section 3 presents the NPhardness result for the unit-time margin shop. Section 4 describes lower bounds for the number of vertices not covered by the matching and a recoloring algorithm. Sections 5 and 6 show that the recoloring algorithm solves the unit-time marginshop problem in polynomial time if the precedence graph is of degree at most two or a forest, respectively. Section 7 discusses open problems and a margin shop in the general case.
Preliminaries
We should notice that the margin shop where each job is a single edge is just a two-machine flow shop, and hence a minimum-length schedule in this case can be found by Johnson's algorithm [1] in polynomial time.
There exists another special case of the margin shop that is also equivalent to the two-machine flow shop. Let each job in a margin shop be a complete bipartite graph. Then any task on M X of a job must be completed not later than when any task on M Y of the same job starts. Thus, all tasks on M X /M Y of a job can be considered as parts of the first/second operation of a job in a two-machine flow shop where preemptions are allowed between the parts. Preemptions of any kind, however, are not advantageous in flow shops [2] . Thus, a margin shop where every job is a complete bipartite graph is also equivalent to a two-machine flow shop.
The main attention in this paper will be paid to the unit-time margin shop, the case with unit processing times, i.e., p x = p y = 1 for all x ∈ X and y ∈ Y . Fig. 1 gives an example where a unit-time margin-shop job is a complete bipartite graph K 3,4 .
Since a precedence graph naturally defines a poset (partially ordered set), we can use all the terminology related to posets. We note that there is a one-to-one correspondence between linear extensions of bipartite posets and feasible schedules for • This correspondence between schedules and linear extensions is demonstrated in Fig. 2 , where the precedence edges are colored in blue. Naturally, the above mapping can be reversed: Let S be a schedule for the margin shop of length l that starts with the task If we color edges of the precedence graph in blue and edges of its bipartite complement in red to obtain the complete Fig. 2 ).
Since the length of a unit-time margin-shop schedule is the total number of jobs minus the number of task-pairs processed in parallel on M X and M Y , the unit-time margin-shop problem can be reformulated in the following equivalent form:
Maximum Red Matching Free of Blue-Red Alternating Cycles (MR). Given a complete bipartite graph H = (X ∪ Y , B ∪ R) whose edges are blue or red and whose vertices are covered by blue edges, find a maximum matching M in the red
There also exists another equivalent form in terms of 'jump numbers' for bipartite posets. Let P and L be a poset and its linear extension, respectively. The pair of consecutive elements in L is a bump if the elements are comparable in P or a jump otherwise. The jump number of L is the total number of jumps in L. The jump-number problem is finding a linear extension of a given poset with the minimum number of jumps. As it was shown in [3] , the jump-number problem for bipartite posets has the following equivalent form:
Maximum Matching Free of Alternating Cycles (MM). Find a maximum matching in a bipartite graph such that its edges do not appear in alternating cycles.
Note that alternating cycles in this problem are not colored; they alternate between edges belonging and not belonging to the matching, but they all are edges in the original bipartite graph.
We call jumps in a linear extension L left-left, left-right, right-left, right-right and denote their number by ll, lr, rl, rr, if they are jumps from X to X , X to Y , Y to X , Y to Y , respectively. Let b be the number of bumps in L; then it is easy to verify that for any linear extension of a bipartite poset
Since every right-left jump in L decreases the length of the schedule S(L) by one, right-left jumps can be considered as edges in the red matching M, i.e., rl = |M|. Therefore, the unit-time margin-shop problem is equivalent to finding a linear extension 
The margin shop is NP-hard
It is known that the jump-number problem is NP-hard even for bipartite graphs [4] . The proof uses the problem reformulation in the MM form. We will be acting in a similar way. Let us show a reduction from the independent set problem, which is known to be NP-hard [5] , to the unit-time margin-shop problem in the MR form using the following recognition versions of the problems: Since we consider further only blue-red alternating cycles or paths, we also call them simply alternating keeping in mind that they are actually blue-red.
Given an instance of IS with a graph G, we define an instance of RM with a graph H as follows. Note that it is enough to define only blue edges of H because it is a complete bipartite graph and all other edges are assumed to be red. Let S and s denote copies of a set S and the element s ∈ S, respectively. Then we set
For the remainder of this section, H will stand for this particular bipartite graph. An example of the graphs G and H is given in Fig. 3 . Note that all edges xx in H, which we call horizontal, are blue. It is easy to see that the operation is a symmetry isomorphism of H. Further, the symbol will denote the operation of erasing the primes, i.e., replacing copies by the originals, We call a vertex set in [M] blue-independent if no two vertices in it are connected by a blue edge.
Lemma 2. If M is free of alternating cycles, then [M]
has a blue-independent set of size |M| + 1.
Proof. Let us consider the following pick-a-leaf procedure. Once a leaf is picked, it goes into a set I. Initially, I = ∅.
Since M is free of alternating cycles, by Lemma 1, we can choose a pendant edge e in [M] and pick its leaf. If no more edges are left, we pick the other endpoint of e and stop. Otherwise, we delete e from [M] along with its endpoints and the blue edges incident to these and apply the same procedure to the remainder of [M] , which is also free of alternating cycles.
Once the procedure stops, it is clear that I will contain |M| + 1 vertices and that the last two picked leaves are connected by a red edge. The distance of every other picked leaf is at least two from every remaining vertex at any time during the procedure. This implies that we cannot have a blue edge between any two vertices in I.
Lemma 3. If I is a blue-independent set in [M], then I is an independent set in G.
Proof. All horizontal edges in [M] are blue; therefore x ∈ I if and only if x ∈ I. Besides, if xy ∈ I then the edge xy is red in H, and therefore xy ∈ E. Hence, I is an independent set in G.
Theorem 1. The unit-time margin-shop problem of minimizing the maximum completion time of the tasks is NP-hard.
Proof. Let us show that G has an independent set of size i if and only if H has a red matching of size i − 1 that avoids alternating cycles (see Fig. 3 ).
If I = {u, v, w, x, . . . , y, z} is an independent set of size i in G, then uv vw wx . . . yz is an alternating path containing the red matching M = {uv , vw , wx , . . . , yz } of size i − 1 in H. Any two vertices x, y such that x, y ∈ I and x = y are connected in H by a red edge; therefore M avoids alternating cycles.
If M is a red matching of size |M| = i−1 in H that avoids alternating cycles, then, by Lemma 2, [M] has a blue-independent set I of size i. Lemma 3, however, implies that I is an independent set in G.
Corollary 1. The left-left jump-number problem is NP-hard.

Proof.
As it was shown in the introduction, the left-left jump-number problem is equivalent to the unit-time margin-shop problem.
Corollary 2. The unit-time margin-shop problem of minimizing the maximum completion time of the tasks is NP-hard with precedence graphs of degree four.
Proof. Since the independent set problem remains NP-hard for cubic graphs [7] , the above NP-hardness proof implies that the margin-shop problem remains NP-hard for precedence graphs of degree four. Proof. Since IS remains NP-hard for connected graphs (this can be shown by adding a vertex connected with every vertex of a given graph), the shown reduction implies that the unit-time margin-shop problem remains NP-hard even if it has only one job.
Theorem 2. The unit-time margin-shop problem of minimizing the total completion time of the jobs is NP-hard.
Proof. As we showed in Section 2, the unit-time margin-shop problem, where jobs are complete bipartite graphs, is equivalent to the two-machine flow-shop problem. But the two-machine flow-shop problem of minimizing the total completion time of the jobs is NP-hard [8] .
Lower bounds and a recoloring algorithm
Now we show that the unit-time margin-shop problem where the precedence graph is of degree at most two or a forest can be solved in polynomial time. To prove this result, we present two lower bounds for the number of vertices not covered by a red matching free of alternating cycles in a blue-red complete bipartite graph H = (X ∪ Y , B ∪ R) and then show how to find such a matching meeting one of these bounds if the blue component of H is of degree at most two or a forest.
In what follows, we set J = (X ∪ Y , B ∪ M) for a red matching M in H, allowing the case M = ∅. We call bipartite graphs with parts X and Y balanced if |X| = |Y |. We assume that a blue edge in H is a trivial alternating path of length one. Note that J is a subgraph of H with the same vertex set without isolated vertices. As well as the graph H, the graph J has all its vertices covered by blue edges.
Lemma 4. If M is free of alternating cycles, then M does not cover at least one vertex in X and M does not cover at least one vertex in Y .
Proof. The lemma is evident if M = ∅. Now let M = ∅. By Lemma 1, the graph [M] has pendant edges. Recall that all of them are red. Let uv be a pendant edge whose endpoint u is a leaf in [M] . Then the graph J contains a blue edge xu, since every vertex in J is incident to at least one blue edge. Furthermore, x cannot be covered by M; otherwise u would not be a leaf on a pendant edge.
Since M is free of alternating cycles and the graph J does not have pendant red edges, any longest alternating path xuv . . . in J starts with the blue edge xu and ends in a blue edge wy. Since J is a bipartite graph, it is clear that x and y must be in the opposing parts of the vertex partition X ∪ Y . 
Lemma 5. If M is free of alternating cycles and the graph H is balanced and has blue cycles, then M does not cover at least two vertices in X and M does not cover at least two vertices in Y .
Proof. If M = ∅ then the lemma is evident because H has at least four vertices on a blue cycle. Now let M = ∅. Then, by Lemma 4, there exists an alternating path P in the graph J with at least one red edge that connects vertices x ∈ X and y ∈ Y that are not covered by M.
Let H denote the graph obtained from H by deleting all vertices of the path P including x and y along with incident edges. Let M denote the related reduction of M. It is easy to see that M is free of alternating cycles and that the graph H is balanced and all its vertices are still covered by blue edges.
Let C be a blue cycle in H. Since M is free of alternating cycles, not all vertices of C are on P, and since C is an even cycle, at least two of its vertices are not on P. Hence, the graph H has at least two vertices and, since it is balanced, at least one vertex in X and at least one vertex in Y . Lemma 4 implies that at least one vertex x ∈ X and at least one vertex y ∈ Y are not covered by M in H . The vertices x and y are not in H ; therefore x = x and y = y . 
At
Step i, we check whether H i has red edges or not. If not, we set [M i+1 ] such that C goes through an alternating path P = x . . . y after passing y x and an alternating path P = x . . . y after passing yx . Since y x and yx are blue edges, the path P or P starts and ends on red edges (see Fig. 4) .
Besides, since the path is alternating, it must have k blue edges if it has k + 1 red edges, i.e., 2k + 1 edges in total for some k. So, the length of P or P is always odd. Since both paths are of odd length, x and y, as well as x and y , are in the opposing parts of the vertex partition X ∪ Y . If P = xy then xy ∈ M i . If P = xy then the edge xy is red, since otherwise yP is either an alternating cycle in [M i ] or a shorter alternating cycle in [M i+1 ] than C . Furthermore, xy ∈ M i , since otherwise M i could not be a matching.
Note that P = x y , since otherwise x y ∈ M i+1 and hence the edge x y is red. But the edge x y must be blue: whether it was originally blue or x y ∈ N i+1 , i.e., it was recolored in blue due to the alternating cycle y Px in the graph [M 
The margin shop of degree at most two
Corollary 2 shows that the margin-shop scheduling problem remains NP-hard even on precedence graphs of bounded degree (four). In this section, we present a polynomial algorithm when the degree of any vertex in the precedence graph is at most two. We say that a bipartite graph is polarized if all its vertices of degree one belong to either X or Y ; otherwise we call the graph neutral. The term star will stand for a rooted tree of height one with at least three vertices. We call a star with three vertices a minimal star. It is easy to see that any star is polarized and any separate edge is neutral.
Let us consider the case where the blue component (X ∪ Y , B) of the bipartite graph H is of degree at most two. This graph consists of separate paths, i.e., connected bipartite graphs with vertices of degree at most two, and separate even cycles, i.e., connected bipartite graphs with vertices of degree two. Even cycles of length four we call boxes. Note that H does not have red edges if it is a star, a box or an edge. Let us make the following observations: PM, PS and EA decrease the number of vertices by two; PM reduces the number of paths by one; PS does not change the path polarization; CS, BM and BA decrease the number of vertices by four; CS converts a cycle of length six into an edge; SU unites a polarized collection of s minimal stars into a single star with s + 2 vertices reducing the number of vertices by 2s − 2; BM merges two boxes into one; SA creates a star absorbing a box by a star; EA creates a box absorbing an edge by a box.
In application to the case of degree at most two, the recoloring algorithm with the operation set O = {PM, PS, CS, SU, BM, BA, EA} we call a seven-way recoloring algorithm. We note that the application of any of these operations to the blue component of the graph H, where every vertex is of degree at most two, always identifies a red matching M i free of alternating cycles. It removes the 2|M i | vertices of [M i ] and leaves a graph whose blue edges again form a subgraph of degree at most two.
The seven-way recoloring algorithm applies the operations from O in the following order. It applies CS while it is possible. Then it applies BM while it is possible. At this stage, the current graph consists of a collection of paths and possibly a single box. Then it applies PM and PS in arbitrary order while it is possible. At this stage, the current graph consists of either (1) a polarized collection of minimal stars and a box or (2) a polarized collection of minimal stars or (3) a box and an edge or (4) a box or (5) an edge.
Then the algorithm applies SU and SA in Case (1) or SU only in Case (2) producing a star, or EA in Case (3) or stops in Cases (4) and (5) . Thus, the outcome of the algorithm is either a star or a box or an edge with no red edges, and the vertices of this final graph are the only ones that are not covered by the red matching produced by the algorithm. The outcome with an edge or a box is possible only if the original blue bipartite graph is a collection of neutral paths or is balanced and has cycles, respectively. Proof. Once a maximum red matching free of alternating cycles is found in H, we can obtain the related schedule in time
The margin shop in a forest
Now we show that the recoloring algorithm (see Section 4) also finds a maximum red matching free of alternating cycles in the graph H if its blue component is a forest, i.e., a bipartite graph without cycles.
In this section, it will be convenient to define a star as a tree of height one. Thus, in comparison with the stars in Section 5, a star in this section can be an edge. is a special case of TT; TT includes in M i a red edge that connects a root of the tree with a vertex v at height three, and recolors in blue all red edges, if any, connecting the vertex at height one with the vertices at height four that are adjacent to v; SM converts a neutral pair of stars into a tree of height three recoloring in blue only one red edge; in particular, SM absorbs an edge by a star and converts a pair of edges into a single edge; SA absorbs one star by another recoloring in blue the number of red edges equal to the number of leaves in the absorbed star. The three-way recoloring algorithm applies the operations from O in the following order. It applies TT while it is possible. At this stage, the current graph consists of a collection of stars. Then it applies SM, TT and SA in arbitrary order while it is possible. It is clear that the algorithm finishes on a star. Proof. Identical to the proof of Corollary 4.
Concluding remarks
By Corollary 2, the margin-shop problem remains NP-hard for precedence graphs of degree four. The case of degree at most two can be solved in polynomial time by Corollary 4. The complexity status of the case of degree three remains open. One more open problem is the unit-time margin-shop problem of minimizing the total completion time of the tasks.
As we mentioned in the introduction, this paper is devoted to the bipartite margin shop. It turns out to be an adequate model for batch margining in the case where the set of security positions does not have derivatives or offsetting positions. A typical example here is the account batch, where each account is a collection of stock positions without stock options, warrants or convertibles. In general, the margin shop can be represented by a multipartite graph
with the following interpretation: X 0 is the set of positions in the underlying securities traded on the market; X 1 is the set of positions in derivatives from the underlying securities presented in X 0 ; X k , where k = 2, 3, . . . , l, is the set of offsets of size k, i.e., combinations with k positions from X 0 ∪ X 1 representing margin rules with hedging strategies; X l+1 is the batch of accounts to be margined; an edge xy ∈ B, where x ∈ X i , y ∈ X j , i < j, means that margining y includes margining x as a subroutine; and for all k there are no edges with both endpoints in X k .
The bipartite subgraph (X 0 ∪ X 1 , B) of Γ is a collection of separate stars whose leaves are all in X 1 . Every star means that margining an underlying security precedes margining all its derivatives. Another important property of the graph Γ is that every vertex in X k , where k = 0, 1, . . . , l, is connected by a path with a vertex in X l+1 , which means that margining security positions and their offsets are necessary for margining accounts in the batch.
All tasks in the parts X k must be performed by the machines M k for all k. Thus, a many-machine margin shop where the graph Γ is a collection of separate paths of the same length is a many-machine flow shop with the same number of machines.
In the same way as was done in Section 2, we can show that the unit-time margin shop where each of the bipartite graphs induced by the parts X 0 and X 1 , . . . , X l and X l+1 is a complete bipartite graph is also a many-machine flow shop.
In a more general model, some of the machines M k are equal, i.e., tasks from different parts can be performed by common machines. In practice, tasks from X 0 and X 1 are usually performed by one machine (a database server), tasks from the other parts are to be performed by another machine (a calculation server).
Thus, the area of margin calculations for investment portfolios is related to a rich combinatorial structure that is not well studied but has a very important application in the financial services industry. We believe that this paper is just an invitation to join us in this intriguing research adventure.
