This paper investigates the relations between three different properties, which are of importance in continuous-time optimal control problems: dissipativity of the underlying dynamics with respect to a specific supply rate, optimal operation at steady state, and the turnpike property. We show that dissipativity with respect to a steady state implies optimal operation at this steady state and the existence of a turnpike at the same steady state. We establish novel converse turnpike results, i.e., we show that the existence of a turnpike at a steady state implies optimal operation at this steady state and dissipativity with respect to this steady state. Finally, we invoke an assumption on the uniqueness of the optimal steady state to establish the equivalence of the three properties. We draw upon a numerical example to illustrate our findings.
The notion of turnpike property of an optimal control problem (OCP) has been introduced by [9] in the late 1950s. In essence, the term turnpike property is used to desribe the phenomenon that in many finite-horizon OCPs the optimal solutions for different initial conditions approach a neighborhood of the best steady state, stay within this neighborhood for some time, and might leave this neighborhood towards the end of the optimization horizon. Turnpike phenomena have been observed in different types of OCPs: with/without terminal constraints [3, 4, 6, 28, 30] and with/without discounted cost functionals [34, 36] . Turnpikes have received widespread interest in the context of optimal control of economical systems [3, 22] and in the context of problems of calculus of variations [28, 35] . The works by [1, 27, 32] also show how turnpike phenomena can be used to approximate solutions of OCPs with long horizons. One should note that the terminology with respect to turnpike phenomena is not completely unified in the literature. There exists a dominant line of research originating from [9] fo-tion of the turnpike property itself [3, 4, 5, 6, 22] . While such an approach simplifies the construction of many turnpike results, it hinders establishing converse turnpike results.
The main goal of this paper is to analyze the relation between three different properties that arise in the context of finite-horizon continuous-time OCPs: system dissipativity with respect to a specific supply rate (which depends on the cost function of the OCP), optimal operation at steady state, and the existence of a turnpike at that steady state.
The contributions of this paper are as follows: While the preliminary version of this paper [13] discussed state turnpikes, we extend these results and provide a framework for the definition of different turnpike properties of OCPs. This means that we distinguish between state, input-state, and extremal turnpikes of OCPs. We show for time-invariant nonlinear systems that a dissipativity condition combined with a finite-time reachability assumption is sufficient to guarantee state and inputstate turnpike properties. In essence, we generalize a classical continuous-time result on the existence of turnpikes [3] by replacing convexity assumptions and terminal constraints with dissipativity properties. Furthermore, we establish converse turnpike results. In particular, we show that the existence of a turnpike implies optimal operation at steady state, and we prove that exactness of turnpikes implies dissipativity, whereby exactness of a turnpike means that the optimal solutions are at the turnpike steady state for some parts of the optimization horizon. Additionally, we show that discretetime results [2, 24] on the relation between dissipativity and optimal operation at steady state carry over to the continuous-time setting. Finally, we invoke an assumption on the uniqueness of the optimal steady state to establish sufficient conditions guaranteeing the equivalence between dissipativity, optimal operation at steady state, and the existence of a turnpike. We draw upon a continuous chemical reactor to demonstrate that the dissipativity-based turnpike conditions can be verified via sum-of-squares techniques.
The remainder of this paper is structured as follows: Section 1 introduces a formal definition of turnpike and dissipativity properties as well as the definition of optimal operation at steady state. Section 2 discusses implications of dissipativity. Section 3 investigates the relation between optimal operation at steady state and dissipativity, while Section 4 presents converse turnpike results. Sufficient equivalence conditions are stated in Section 5. To demonstrate how some of our conditions can be verified, we draw upon the numerical example of a chemical reactor in Section 6.
Preliminaries and Problem Statement
We briefly recall the notions of optimal operation at steady state, dissipativity with respect to a steady state, and turnpike properties of OCPs.
Optimal Steady-State Operation
We consider the nonlinear system given bẏ
where the states x ∈ R nx and the inputs u ∈ R nu are constrained to lie in the compact sets X ⊂ R nx and U ⊂ R nu . We assume that the vector field f : R nx × R nu → R nx is Lipschitz on X × U. A solution to (1), starting at x 0 at time 0, driven by the input u : [0, ∞) → U, is denoted as x(·, x 0 , u(·)).
Consider the maximal control-invariant set X 0 ⊆ X given by
where L([0, ∞), U) denotes the class of measurable functions on [0, ∞) taking values in the compact set U ⊂ R nu . This set is the largest subset of X that can be made positively invariant via a control u(·). Furthermore, consider a finite-horizon OCP that aims at minimizing the objective functional
where F : X × U → R is the cost function, and T is the optimization horizon. We assume that F is Lipschitz on X × U. The OCP reads
subject tȯ
The pair (
and, for all t ∈ [0, T ], the corresponding trajectory satisfies x(t, x 0 , u(·)) ∈ X . An optimal solution to (4) is denoted by u (·) and the corresponding state trajectory is written as x (·, x 0 , u (·)).
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Notational remarks: We denote the dependence of optimal solutions to (4) on the initial condition x 0 and the horizon length T by writing OCP T (x 0 ). Whenever it is convenient, input-state pairs are written as z = (x, u) T . Furthermore, the combined input-state constraints are written as Z = X × U. Throughout this paper, we use the superscript· to denote a variable at steady state. Hence, we have f (z) = f (x,ū) = 0. The set of admissible steady-state pairs is denoted as
Admissible trajectory pairs of OCP
T . For any function ϕ with domain R nx+nu we write
While OCP T (x 0 ) aims at optimizing the transient performance of system (1), one can as well ask for the best stationary operating conditions. These conditions are given by the following steady-state optimization problem:
where F is the same as in (3) . An optimal solution to this static optimization problem is denoted asz . The set of optimal steady-state pairs is then denoted byZ , i.e., Z = z ∈Z |z is optimal in (5) .
The setsX andX , withX ⊆X ⊂ X , denote the projection ofZ ⊂ R nx × R nu onto the state space R nx and the projection ofZ ⊂ R nx ×R nu onto R nx , respectively.
In the operation of dynamic processes, it is of major interest to know whether the best infinite-horizon performance can be achieved at the best steady state or via permanent transient operation. The optimal operation over an infinite horizon is defined similar to [2, 14] as follows.
Definition 1 (Optimal operation at steady state) System (1) is said to be optimally operated at steady state if there exists az = (x,ū) T ∈Z such that, for any initial condition x 0 ∈ X 0 and any infinite-time admissible pair z(·, x 0 ), we have
The following lemma follows trivially from this definition.
Lemma 1 If system (1) is optimally operated atz, then z is an optimal solution to (5). 
Turnpike Properties of OCPs
Since there is no generally valid definition of turnpike properties of continuous-time OCPs, we propose a definition motivated by a turnpike result given in [3] . To this end, consider the placeholder variable
which, depending on the context, denotes the state or the input-state pair of (1). Accordingly, ξ (·, x 0 ) is either an optimal state trajectory x or an optimal pair z . Likewise,ξ is either a steady statex or a steady-state pairz. Using this placeholder variable, we define the set
Definition 2 (Turnpike property of OCP T (x 0 )) The solution pairs z (·, x 0 ) of OCP T (x 0 ) are said to have a {state, input-state} turnpike with respect toξ ∈ {x,z} if there exists a function ν ξ : [0, ∞) → [0, ∞] such that, for all x 0 ∈ X 0 and all T > 0, we have
where µ[·] is the Lebesgue measure on the real line. The pairs z (·, x 0 ) of (4) are said to have an exact {state, input-state} turnpike if Condition (10) also holds for ε = 0, i.e.,
The turnpike property states that, for any initial condition x 0 and any horizon length T > 0, the time that the optimal solutions of OCP T (x 0 ) spend outside an ε-neighborhood ofξ is bounded by ν ξ (ε), where ν ξ (ε) is not a function of the horizon length T . In other words, for sufficiently long horizons T , the optimal solutions have to enter any arbitrarily small ε-neighborhood ofξ. In the case of a state turnpike, i.e. ξ = x, the solutions have to be close to the steady statex. This situation is sketched in Figure 1 . In the case of an input-state turnpike, i.e. ξ = z, also the inputs have to approach any arbitrarily small ε-neighborhood ofū. Note that, the steady statex, respectively, the steady-state pairz approached by the optimal solutions is commonly referred to as the turnpike. Furthermore, according to Definition 2, the turnpike has to be global in the sense that it is the same for all horizon lengths T ≥ 0 and all x 0 ∈ X 0 . Naturally, it also possible to have local turnpike properties, i.e., for different sets of initial conditions different steady states are approached. Here, for the sake of simplicity, we focus on global turnpike properties.
Note that if the stronger condition (11) holds, then, for sufficiently long horizons T , the optimal solutions have to enter the turnpike exactly for some parts of the horizon, i.e., the optimal solutions have to be at steady state for some part of the horizon. Hence, this case is denoted as exact turnpike. Examples satisfying this condition can be found in [4, 5, 6, 28, 38] . For an analysis of exact turnpikes we refer to [11] .
From an optimal control point of view, one can distinguish three arcs along a turnpike solution: an arc along which the turnpikeξ is approached, an arc along which the optimal solutions stay close toξ, and an arc leading away from theξ. In essence, the turnpike property of an OCP can be understood as the existence of the second arc, and Definition 2 requires that the time length of this arc increases with increasing horizon length T . Note that the approaching and leaving arcs do not need to exist. In other words, an optimal solution, which does not leave the neighborhood ofξ, is also called a turnpike solution. Furthermore, note that the measure-based concept of Definition 2 in principle includes cases where optimal solution enters and leaves any ε-neighborhood ofz several times.
Remark 1 (Extremal turnpikes)
Its worth remarking that there exists a third class of turnpike properties. As shown in [30] for the case of continuous-time OCPs without input or path constraints, the adjoint variables also stay close to their optimal steady-state values whenever states and inputs stay close to the turnpike. It is straightforward to modify Definition 2 to include this case. Without further elaboration, we suggest to denote this case as an extremal turnpike, since such a turnpike requires that the solutions of the extremal system of OCP T (x 0 ) stay close to steady state for major parts of the time horizon.
In the present paper, we distinguish between state and input-state turnpikes. The main reason is that inputstate turnpikes help establish converse turnpike results.
Remark 2 (Turnpikes and reachability) Definition 2 implies that the steady statex at which the turnpike occurs is asymptotically reachable from all x 0 ∈ X 0 .
Dissipativity
It has been shown for discrete-time systems that dissipativity is closely related to the question of optimal operation at steady state [2] . Next, we briefly recall the definition of dissipativity with respect to a steady state. We refer to [23, 33] for further details on dissipativity.
Let w : X × U → R be given by
withz ∈Z, and F is the cost function in (3) and (5).
Definition 3 (Dissipativity w.r.t. a steady state) System (1) is said to be dissipative on Z with respect toz ∈Z if there exists a bounded storage function
where
If, in addition, for some class-K function α and ξ ∈ {x, z},
then,
• for ξ = x, system (1) is said to be strictly dissipative on Z with respect to the steady statex; and, • for ξ = z, system (1) is said to be strictly dissipative on Z with respect to the steady-state pairz.
Due to this dissipativity notion, the function w in (12) is called a supply rate. We remark that, instead of the integral version of (13b), one may as well use the stronger differential version
In this paper, all technical results are based on the integral dissipation inequalities (13) . Only for the example presented in Section 6 will we rely on (14) .
In order to verify (strict) dissipativity, one has two possibilities: compute a storage function satisfying either (13) 2 Note that we define the storage function S : X → R to take real values instead of positive real values. Since S is assumed to be bounded, one could as well consider S : X → R or (14), or rely on converse dissipativity results. Next, we recall such a result.
Consider the OCP
which allows a free end time T in (15d). Essentially, (15) is the free end-time version of OCP T (x 0 ). Let S a (x 0 ) denote the optimal value function of (15), which is also called the available storage. Observe that S a (x 0 ) ≥ 0, since T = 0 is allowed. The following classical result states a necessary and sufficient condition for dissipativity.
Theorem 1 (Willems 1972 [33] ) System (1) is dissipative on Z = X × U if and only if S a (x 0 ) is finite for all x 0 ∈ X .
Problem Statement
The main purpose of this paper is to establish links between the three following formal statements/assumptions:
is strictly dissipative on the set Z with respect toξ ∈ {x,z}. It is worth mentioning that if Statement 1 is true for ξ =z, then it also holds forξ =x. Statement 2 System (1) is optimally operated atz ∈ Z . Statement 3 For all x 0 ∈ X 0 , the optimal solutions of OCP T (x 0 ) have a {state, input-state} turnpike atξ ∈ {x,z}.
Subsequently, we show that
Invoking additional assumptions, which will be introduced later, we further show that
Finally, combining these results, we will find sufficient conditions establishing equivalence of Statements 1-3. These relations are sketched in Fig. 2 .
For some of these relations we will invoke a reachability assumption. Consider the set
which is the set of initial conditions x 0 ∈ X that can be steered, in some finite time T ∈ (0, ∞), by means of an admissible input, tox ∈ X . Likewise, we define the set
which is the set of all states that can be reached, in some finite time T ∈ (0, ∞), by means of an admissible input, starting fromx .
Assumption 1 There exists a time TX < ∞ such that, for all x 0 ∈ X 0 , there exists an optimal steady statex ∈ X reachable in time TX , i.e.,
x ∈X C(x , TX ) ⊇ X 0 .
Implications of Dissipativity
Subsequently, we investigate the implications of the dissipativtiy condition (Statement 1). We begin with a technical statement.
Lemma 2 (i) If Statement 1 is true withξ =z, thenz =z , i.e., z is the unique optimal solution to (5). Statement 1 is true withξ =x, thenx =x , i.e.,x is the unique solution to (5) in the sense that there exists a not necessarily uniqueū such that z = (x,ū) is optimal in (5) andx is unique.
PROOF. We begin with part (i), i.e., ξ = z. Evaluating the strict dissipativity inequality (13b) along any trivial pair with z(t) ≡z yields
Sincez is admissible in (5), we have
Combining the last two inequalities, and using the fact that α is of class K, yieldsz =z . To prove part (ii) note that ξ = x implies the existence ofū ∈ U such that 0 = f (x,ū). The same arguments as above show that strictness of (13b) impliesx =x .
Note that in part (ii) of the lemma it is possible to have two steady-state pairs (x,ū 1 ), (x,ū 2 ) with F (x,ū 1 ) = F (x,ū 2 ), u 1 = u 2 and to be dissipative with respect tō x. This shows that, for ξ = x, strict dissipativity defines a unique value of the optimal steady state but not of the optimal steady-state pair. In other words, as far as uniqueness of optimal solutions of (5) is concerned, the class-K function in (14) can be regarded as a substitute of a convexity assumption on F .
We see from Lemma 2 that it suffices to investigate the relations between Statements 1 and 3 forξ =ξ ∈ {x ,z }.
Theorem 2 (Dissipativity ⇒ turnpike) Let ξ ∈ {x, z}, Statement 1 hold for ξ and Assumption 1 hold forx ∈X . Then, Statement 3 holds, i.e., OCP T (x 0 ) has a turnpike atξ ∈ {x ,z }.
PROOF. We first consider ξ = z. Let z (·, x 0 ) be an optimal solution to OCP T (x 0 ). The integral dissipation inequality (13b) gives
By Assumption 1,x is reachable from every x 0 ∈ X 0 in time TX < ∞. Since Z is compact, for all x 0 ∈ X 0 , the second integral is bounded from above by K F := 2TX sup{F (z) | z ∈ Z} < ∞ independently of T . In addition, since S is bounded on X , the left-hand side is bounded in absolute value, independently of T , by some K S < ∞. Hence, we have
Next, using the definition of Θ z,T (ε) in (9) and the fact that α is of class K, we obtain
It follows that
where ν z (ε) does not depend on T . The case ξ = x can be proved easily along the same lines.
This result is an extension of a classical result given in [3, Thm. 4.4]. Therein, a state turnpike property is proved under the assumption of strict convexity of F and via consideration of a terminal constraint x(T ) = x T for the OCP (4). Statements similar to Theorem 2 have been derived for the discrete-time case in [7, 14] .
Next, we verify that dissipativity implies optimal operation at steady state.
Theorem 3 (Dissipativity ⇒ opt. operation atz )
If Statement 1 holds atx , then Statement 2 holds, i.e., system (1) is optimally operated at the steady statez .
PROOF. (By contradiction).
Assume that there exists an infinite-time admissible pair z ∞ (·, x 0 ) and a sequence
for some σ > 0. Evaluating the dissipation inequality (13a) along z (·, x 0 ) and dividing by T k gives
Since the storage function S is bounded on X and, for all t ∈ [0, T ], x ∞ (t) ∈ X , the left-hand side of the above inequality converges to zero for T k → ∞, whereas the right-hand side converges to −σ < 0, which is a contradiction.
Note that, in the proof of Theorem 3, we never invoked the strict dissipativity term α( ξ −ξ ). Hence, the following stronger statement holds.
Theorem 4
If system (1) is dissipative (not necessarily strictly) on the set Z with respect to the steady-state pairz and the supply rate w from (12), then Statement 2 holds, i.e., the system (1) is optimally operated at the steady statez .
Implications of Optimal Operation at Steady State
In order to discuss the implications of optimal operation at steady state, we will extend a discrete-time result given in [24] to the continuous-time setting.
To this end, recall the steerable set C(x , T ) and the reachable set R(x , T ) defined in (16) . Since, by construction,x is contained in both sets, we have C(x , T )∩ R(x , T ) = ∅. Now, let
be the set of initial conditions x 0 , for which (i) there exists a corresponding admissible pair z(·, x 0 , u(·)), and (ii) the inclusion x(t, x 0 , u(·)) ∈ C(x , T ) ∩ R(x , T ) holds for all t ∈ [0, T ]. Subsequently, we use the shorthand notation Z T := X T × U.
Theorem 5 (Opt. operation atz ⇒ dissipativity) If Statement 2 holds, then, for any T ≥ 0, Statement 1 holds with Z replaced by Z T , i.e., system (1) is dissipative on Z T .
PROOF. The proof is essentially a continuous-time version of [24, Theorem 4] . First, observe that
The first relation follows from the definition of X T . The second relation can be shown as follows: for each x ∈ C(x , T )∩R(x , T ), there exists an admissible input such that x(T, x, u(·)) =x and x(2T, x, u(·)) = x. In other words, at any x ∈ C(x , T ) ∩ R(x , T ), we can construct an admissible periodic orbit passing throughx .
Second, choose any T ≥ 0 and assume, for simplicity and without loss of generality, that F (z ) = 0. For the sake of contradiction, assume that Statement 2 holds and that the system is not dissipative on Z T . Replace X by X T in (15) and in Theorem 1. Then, according to Theorem 1, it must hold that
where S a (x) is the supremum in (15) . This implies that, for each ρ ≥ 0, there exist (i)x ∈ X T , (ii) an admissible pair z ρ (·,x, u ρ (·)) satisfying for all t ∈ [0, ∞) :
Choose any ρ > δ + 2TF with δ > 0 andF = sup z∈Z F (z). At time T ρ , the construction of C(x , T ) and R(x , T ) implies that
Therefore, there exists a periodic admissible pair
Now, letT = T ρ + 2T . Consider the following input
Using the initial conditionx, this input generates the periodic admissible pairẑ(·,x,û(·)). Evaluating the integral over the supply rate for this admissible pair yields
Using (19) , this can be rewritten as
where the last inequality follows from ρ > δ + 2TF and k ∈ N.
Evaluating performance of the admissible pairẑ(·,x,û(·)) forT → ∞ yields lim inf
Recall that we assumed w.l.o.g. F (z ) = 0. Furthermore, it follows from the last inequality that lim inf
which contradicts (7), cf. Definition 1. Hence, we arrive at a contradiction, i.e., (1) has to be dissipative on Z T with supply rate (12) .
Similar to the discrete-time case [24] , we obtain the following corollary by combining Theorems 4 and 5.
Corollary 1 (Opt. operation atz ⇔ dissipativity) Let Z T = Z for some T ≥ 0. Then, system (1) is dissipative on Z T with respect toz if and only if it is optimally operated atz .
Converse Turnpike Results
After discussing the implications of dissipativity and optimal operation at steady state, we now turn to turnpike properties. We will introduce two novel converse turnpike results.
Theorem 6 (Turnpike ⇒ opt. operation atz) Let Statement 3 hold forξ ∈ {x,z}. If eitherξ =z or ξ =x and
then Statment 2 holds, i.e., system (1) is optimally operated atz.
PROOF. We first consider the caseξ =z. Fix x 0 ∈ X 0 and, for contradiction, assume that there exists an infinite-time admissible pair z ∞ (·, x 0 ) and a sequence
for some σ > 0. Next, observe that the turnpike property and Lipschitz continuity of F (x, u) imply that there exists a function γ z , independent of T , such that
with
. Then, for arbitrary ε > 0, we have
Selecting ε < σ leads to a contradiction to (24) , since the pair
Recall that, forξ =x, (23) implies that F does not depend on u. Hence, swapping z with x in the derivations above, proves the assertion forξ =x.
Combining Theorem 6 and Lemma 1, the following corollary is easily obtained.
Corollary 2 (Turnpikes are opt. steady states) Let Statement 3 hold forξ ∈ {x,z} and assume that the conditions of Theorem 6 hold. Then, forξ =z, the turnpikez is optimal in (5), i.e.,z =z ; and, forξ =x, there exists aū ∈ U such that (x,ū) is optimal in (5).
Remark 3 Corollary 2 is a consequence of the turnpike definition used in this paper, which implies asymptotic reachability ofx from all x 0 ∈ X 0 (see Remark 2) . If, instead, a local definition of turnpike is used, analogous local results can be established.
Next, we show that, under suitable assumptions, the existence of a turnpike implies dissipativity of (1).
Theorem 7 (Exact turnpike ⇒ dissipativity)
Let Statement 3 hold with X 0 = X , and let the turnpike be exact and of the input-state type, i.e., (11) holds for ξ =z. Then, (i) system (1) is dissipative on Z, and, (ii) for any class-K function α, the strict dissipation inequality (13b) holds along z (·, x 0 ).
PROOF. Part (i):
Since, for all T ≥ 0, the optimal pairs z (·, x 0 ) show turnpike behavior, we have
Due to Lipschitz continuity of F , for all T ≥ 0, all x 0 ∈ X , and all ε > 0, the second integral on the right side is bounded from above by T L F ε, where L F is a Lipschitz constant of F . Hence, the last inequality can be written as
Since the turnpike property is exact, i.e., (11) holds. Hence, we set ε = 0 and obtain
Hence, for all T ≥ 0 and all x 0 ∈ X 0 , the supremum in (15) is finite. Using Theorem 1, we conclude that system (1) is dissipative on X × U.
Part (ii):
Choose an arbitrary class-K function α. Similar to part (i) we have
This can be rewritten as
whereα = sup z∈Z α( z −z ) < ∞. As before, we consider ε = 0, and thus
Hence, along optimal pairs the strict dissipation inequality (13b) holds.
Sufficient Equivalence Conditions
At this point, one may wonder whether one can show the equivalence of Statements 1-3. In the view of Corollary 1, this boils down to the question of how large the gap between strict and non-strict dissipativity, i.e., between (13a) and (13b), is. To this end, we investigate under what conditions dissipativity implies strict dissipativity.
Assumption 2 The cost function F has a unique minimizerz over Z, and this unique minimizer is a steady state, i.e.,z ∈Z.
Under this assumption, dissipativity and strict dissipativity are equivalent.
Lemma 3 (Strict and non-strict dissipativity)
If Assumption 2 holds and the system (1) is dissipative with respect to the supply rate w(z) = F (z) − F (z ), then the system is strictly dissipative with respect to the same supply rate.
PROOF. First, we observe that there exists a class-K function α such that
This follows from [19, Lemma 18] or [16, Chap. 2] using Assumption 2 and the compactness of Z.
Next, using the dissipativity premise and by adding and subtracting w on the right side of (13a), we obtain
Combining the last inequality and (25) gives
which is a strict dissipation inequality with the supply rate w, the storage function S/2, and the class-K function α/2. This proves that the system is strictly dissipative with respect to the supply rate w(x, u) for the case ξ = z (see Definition 3). Since x −x ≤ z −z , the case ξ = x follows directly. Now, we are ready to state conditions ensuring the equivalence of Statements 1-3. 18) , and X 0 = X T , then, for ξ = z, Statements 1-3 are equivalent.
Theorem 8 (Equivalence of Statements 1-3)
PROOF. Due to part (i) and (ii), we know from Corollary 1 and Lemma 3 that Statement 1 ⇔ Statement 2. The condition Z = Z T in part (ii) implies that Assumption 1 holds. Hence, we infer that Statement 1 ⇒ Statement 3 (Theorem 2). Finally, Theorem 6 shows that Statement 3 ⇒ Statement 2. Hence, we have Statement 1 ⇔ Statement 2 ⇔ Statement 3.
Example: Chemical Reactor
To illustrate how one can check for turnpikes without solving the actual OCP, we consider the example of a chemical reactor [29] . In a continuously stirred tank reactor, three endothermal chemical reactions A 
The system parameters can be found in [29] . The inputs u 1 , u 2 are the normalized flow rate of A through the reactor in 1/h and the temperature in the cooling jacket in • C. The states and inputs are subject to the constraints
We consider the problem of maximizing the production rate of c B ; thus we specify the cost function F in (3) and (5) as
Numerical Verification of Dissipativity
To numerically verify dissipativity, we approximate the exponential term k i (θ) by its fourth-order Taylor expansion at ϑ = 110
• C. This way the system dynamics become polynomial and a polynomial storage function can be sought using sum-of-squares (SOS) programming. Indeed, by choosing a quadratic class-K function α := α x −x 2 , whereᾱ > 0 is an optimization variable, all data in the differential dissipation inequality (14) become polynomial. We solve the following optimization problem
where R[x] denotes the ring of polynomials. The nonnegativity constraint (29b) is replaced by a sufficient SOS constraint; here we use the standard Putinar condition [26] imposed for each of the four vertices of U separately (this is possible since u enters the dynamics affinely and U is convex). This leads to a semidefinite programming problem (SDP), which is solved using SeDuMi [25] . Details of sum-of-squares programming are omitted for brevity; see, e.g., [20] for a general treatment or [10] for an application of SOS programming to dissipativity problems. The strict dissipativity constantᾱ is constrained to [0, 1] for numerical reasons.
The optimal steady statex = [2.1756, 1.1049, 128.53] T , u = [35, 142.76] T is computed using an SQP-method from Matlab's function fmincon, and its global optimality is verified using Gloptipoly [17] .
Seeking a polynomial storage function of degree five using sum-of-squares programming results in a feasible problem withᾱ = 1, thus verifying strict dissipativity with respect tox on X × U.
Numerical Verification of Turnpike Properties
In order to numerically show turnpike properties, we solve the following OCP −βc B (t)u 1 (t)dt subject to (26) and (27) . (30) To foster comparability with the numerically obtained storage function, the Arrhenius terms (26g) are again approximated by the fourth-order Taylor series developed at ϑ = 110
• C. OCP (30) is solved for two initial conditions with a piecewiseconstant input parametrization via a direct multiple shooting implementation [18] . For the initial The plots in the upper part of Fig. 3 show the state trajectories c A , c B and ϑ and their optimal steady-state values. The dynamic trajectories obtained via OCP (30) are plotted in blue or dashed blue depending on the considered horizon length. The optimal steady-state values are plotted in red. Clearly, the optimal solutions converge rapidly to the optimal steady state and diverge close to the end of the horizon. In other words, the optimal solutions to (30) exhibit the turnpike property. The lower part of Fig. 3 depicts the inputs u 1 , u 2 (middle and right plot). Note that the input u 1 is always at its upper limit. The left plot illustrates the strict dissipation inequality (13b). To this end, we define the residual ∆(t) := S(x(t)) − S(x 0 )
w(x(τ ), u(τ )) −ᾱ x(τ ) −x dτ whereᾱ x −x , w(x, u), and the storage S(x) are the ones computed in Section 6.1. Note that ∆(t) ≤ 0 anḋ ∆(t) ≤ 0 imply that the strict dissipation inequality (13b) is satisfied.
Conclusions
For continuous-time optimal control problems, this paper has investigated the relationship between dissipativity properties, optimal operation at steady state, and turnpike properties. We extended discrete-time results to show that dissipativity implies (a) optimal operation at steady state and (b) a turnpike property of optimal solutions. Furthermore, we derived converse turnpike results, and we established sufficient conditions guaranteeing the equivalence of the three properties. Finally, we demonstrated by means of a numerical example that, for polynomial systems, dissipativity, and thus also turnpikes of optimal control problems, can be verified via sum-of-squares programming.
