Abstract. We consider incompressible 2d Navier-Stokes equations in the whole plane with external nonconservative forces fields. The initial data and external field are functions assumed to satisfy only slight integrability properties. We develop a probabilistic interpretation of these equations based on the associated vortex equation, in order to construct a numerical particle method to approximate the solutions. More precisely, we relate the vortex equation with additional term to a nonlinear process with random space-time birth, which provides a probabilistic description of the creation of vorticity. We then introduce interacting particle systems defined for a regularized interaction kernel, whose births are chosen randomly in time and space. By a coupling method, we show that these systems are approximations of the nonlinear process and obtain precise convergence estimates. From this result, we deduce a stochastic numerical particle method to obtain the vorticity and also to recover the velocity field. The results are either pathwise or of weak convergence, depending on the integrability of the data. We illustrate our results with simulations.
Introduction
The aim of this paper is to obtain an approximation particle method based on the creation of vorticity to simulate solutions of Navier-Stokes equations with nonconservative external forces. The Navier-Stokes equation for a homogeneous and incompressible fluid in the whole plane subject to an external force field f is given by (1) ∂u ∂t + (u · ∇)u = ν∆u − ∇p + f ; div u(t, x) = 0; u(t, x) → 0 as |x| → ∞.
Here, u denotes the velocity field, p is the pressure function and ν > 0 is the viscosity (constant) coefficient.
In absence of the external force field (or more generally, when f = ∇Ψ is a conservative field), a probabilistic interpretation of (1) has been known since the work of Marchioro and Pulvirenti [16] . The probabilistic approach to (1) is based on the associated vortex equation, i.e. the equation satisfied by the (scalar) vorticity field w := curlu, which is interpreted as a generalized McKean-Vlasov equation associated with a nonlinear diffusion process. This process can also be obtained as the limit of interacting particle systems in mean field interaction, and this fact provides stochastic approximations of the vortex equation associated with (1) . Convergence on the path space of these particles (or equivalently, propagation of chaos for the system) has been proved in more recent works of Méléard [17] and [18] .
In this work, we extend that approach to the case of the Navier-Stokes equation with an external force field (1) . The nonconservative external force introduces an additive term in the vortex equation. More precisely, the vorticity field w = curl u satisfies the scalar equation The external field g = curlf can be physically interpreted as the creation of vorticity. In order to provide a probabilistic description of this phenomenon, we relate this equation to a nonlinear process with random birth in space and time, according to a law related to the initial vorticity w 0 and the external field g.
We will first consider a mollified setting, working with regularized versions of the Biot-Savart kernel and adapting classic McKean-Vlasov techniques to prove the pathwise existence and uniqueness of a mollified nonlinear process. The family of its time-marginal laws weighted by some function of the "space-time initial data" gives a solution of the mollified vortex equation. We then construct a stochastic interacting particle system whose births are chosen randomly in time and space and prove propagation of chaos and its convergence to the mollified nonlinear process.
Then, we remove the regularization parameter, first under the assumption that the data w 0 and g are L 1 ∩ L p functions (for p > 4 3 ), in order to deal with the singularity of the kernel K (this choice is suggested by the continuity properties of the Biot and Savart operator). We take advantage of the volume preserving property of the stochastic flow associated with the mollified nonlinear process to obtain uniform L p estimates. We deduce the existence of a global mild solution of the vortex equation, and by analytic techniques we prove uniqueness and regularity of this solution. Such regularity is essential to get pathwise existence and uniqueness of the nonlinear process.
Moreover, we obtain pathwise convergence for the particle system in a strong norm, improving previous results on the stochastic vortex method. Some convergence estimates are given. We deduce an approximation result for the velocity field u at an explicit rate, which also enlightens the case where f = 0.
We then extend these results to the L 1 -only initial condition and external field, which are the natural probabilistic assumptions. The analytical part generalizes to the case g = 0 some arguments of Ben-Artzi [1] and Brezis [5] when g = 0. We obtain as before existence, uniqueness and regularity of the mild solution of the vortex equation, existence and uniqueness in law for the nonlinear process, together with convergence in law of the particle approximations. The explosion of the solution at time 0 prevents us in this case from obtaining pathwise results and stronger convergence.
In the last section, we develop a numerical example, simulating vortices created randomly in space and time. The law of these random births is computed from the initial condition and the additive term curlf , as described in the theoretical setup. Some numerical experiments are presented.
Let us point out that deterministic vortex creation methods have been developed for bounded domains [9] , but such creations are related to the boundary condition (see also [14] for a probabilistic point of view). From a numerical point of view, an interesting feature of our method is that it does not necessitate the use of a grid. It is also worth noting that to our knowledge, no numerical method, either stochastic or deterministic, has so far been developed in the context of the whole plane and for general external force fields. We expect that the particle method we propose will be of interest for numerical applications.
Throughout the paper we shall need the following notation and the version of Gronwall's lemma quoted below (and proved e.g. in [10] ): 
The vortex equation with external force and its probabilistic interpretation
Is is well known that given u a regular solution of the Navier-Stokes equation with external force (1), the vorticity function w = curl u satisfies equation (2) , where g = curl f . By the divergence free property of u and the so-called Biot and Savart law, we can write u = K * w where
is the so-called Biot-Savart kernel in R 2 . For these facts and further background on vorticity, we refer for instance to Chorin and Marsden [8] , Ch. 1, or Bertozzi and Majda [2] .
We will fix for all the sequels an arbitrary finite time interval [0, T ]. In view of our probabilistic interpretation of equation (2), it will be natural to assume that the functions w 0 : R 2 → R and g : R + × R 2 → R satisfy the minimal integrability hypothesis:
We are interested in weak solutions of (2) defined as follows. 
For some analytic purposes we shall also need to deal with a mild form of equation (2) . We denote by
the heat kernel in R 2 . The following are well known estimates, that are obtained using Young's inequality and the Gaussian bound for the space derivatives of the heat kernel (see e.g. [11] ). In Jourdain and Méléard [14] , creation of vorticity on the boundary of a bounded domain is shown to be related to a vortex equation with Neumann's condition on the boundary, and an analogous probabilistic setup is developed in the bounded domain. Here, working in the whole space prevents us from using similar techniques.
Lemma 2.2. Let
Let us define the probability measure
together with the scalar weight function
with the convention " 0 0 = 0" and 1 denoting the indicator function. We note that |h(t, x)| = w 0 1 + g 1,T or 0.
In the sequel, (τ, (X t ) t∈ [0,T ] ) denotes the canonical process on the space
2 ). With each probability measure Q on C T we associate a flow of signed measures (
The total mass ofQ t is bounded by w 0 1 + g 1,T . Moreover, if Q • (X t ) −1 has a density, say ρ t , then so doesQ t .
We then denote the density ofQ t byρ t (x), and, when they exist, take versions of ρ t (x) andρ t (x) that are measurable in (t, x) . Definition 2.6. A probability measure P on C T is a solution to the nonlinear martingale problem (MP) if
The link between this problem and equation (2) is the following. Lemma 2.7. Assume that the problem (MP) has a solution P which satisfies
Then w :=ρ is a weak solution of the vortex equation (2) with external field g.
Proof.
Since the variable h(τ, X 0 )1 {τ ≤t} is measurable with respect to F 0 , by definition of (MP) the processes
b . We take that expectation and use Fubini's theorem, and we conclude by Remark 2.5 and the definition of ρ.
Remark 2.8. By a standard argument using the semi-martingale decomposition of the coordinate processes X i and their products
, with respect to a Brownian motion B defined on some extension of the canonical space.
Consequently, on the random interval [0, τ], the martingales in (MP) are null and X t = X 0 .
It follows that the second condition in (MP) is equivalent to the fact that
is a continuous P -martingale with respect to (F t ) for all f ∈ C 1,2 b .
The particle system
In a first stage we deal with a regularized version of the kernel K. Let ϕ : R 2 → R be a bounded and smooth function with bounded derivatives with ϕ 1 = 1. For
. The function ¡K ε is bounded and smooth, and has bounded derivatives. We denote by M ε its sup-norm on R 2 and by L ε a Lipschitz constant, that respectively behave like
In this section we fix ε > 0, and consider a "mollified" version of equation (2):
We will adapt the usual McKean-Vlasov approach to give a probabilistic interpretation to (10) and construct an approximating stochastic particle system. 3.1. The nonlinear mollified process. Consider on some given probability space a 2-dimensional Brownian motion B and a R + × R 2 valued random variable (τ, X 0 ) independent of B with law P 0 . 
under the conditions law(τ, X 0 ) = P 0 and law(τ,
Proof. The proof is easily adapted from Theorem 1.1 in [21] . Denote by
Π has marginal laws Q 1 and Q 2 ,
T associating with Q the law Θ(Q) of the unique solution of
By trajectorial considerations, one can show that for each t ≤ T ,
2 ) the distance between the projections of Q 1 and Q 2 to C t ). We deduce the existence of a unique fixed point for Θ and hence a unique solution in law. The trajectorial statement then follows from the Lipschitz property of K ε (see [21] for details).
We shall need in the sequel the stochastic flow associated with the nonlinear process (11)
The regularity properties of
the density of ξ ε s,t (x) (which is a continuous function of (s, x, t, y); see [11] ). Conditioning with respect to (τ, X 0 ), we obtain for bounded functions f that
where the notationw 0 andḡ s have been introduced in (6).
We deduce that for each t ∈]0, T ], X ε t has a bi-measurable density ρ ε t (y). Similarly, we have
and thenP ε t (dy) has a bi-measurable densityρ ε t (y). Remark 3.2. By construction, (13) sup
Proof. Write Itô's formula for φ(t, X ε t ) and proceed as in Lemma 2.7 (the boundedness of K ε provides the required integrability condition). We obtain thatρ
. Using the boundedness of K ε to proceed as in Remark
If v is another solution of (15), from Lemma 2.2 with l = ∞, m = 1 we get
and conclude uniqueness using Lemma 1.1.
3.2. Stochastic particle approximations. We now define an interacting particle system which is naturally associated with the nonlinear process studied above. The system takes into account the random space-time births. Its pathwise existence and uniqueness can be proved by adapting standard arguments. 
is the weighted empirical measure of the system at time s and
Hence, particles either have birth at time 0 or at a random time, and evolve thereafter as diffusive particles that interact following a mean field depending on the parameter ε. We introduce a coupling between these interacting processes and some independent copies of the limiting process defined in (11):
By an adaptation of the proof of Proposition 2.2 in [13] , we can show the following proposition.
Proposition 3.6. There exist positive constants
Remark 3.7. The function h being bounded, is is not hard to deduce from the previous theorem that for all continuous bounded f :
3.3. Density estimates. Due to the bad behavior of K in the space L 1 , it is necessary to obtain additional L p estimates for some p > 1 in order to study the convergence of our scheme when ε → 0. We present an argument based on the properties of the stochastic flow, and on a "stochastic version" of Liouville's theorem. In [6] , Busnello also relied on the stochastic flow to obtain uniform in time estimates for some solutions to the vortex equation, but for the case without external field and under regularity of the initial condition. 1 for all (s, t, x) . The proof is similar as the classic version (e.g. [8] Ch. 1), since the diffusion coefficient in (12) 
Replacing φ t in the weak equation (14) and using Fubini's theorem, we obtain
and so
Thanks to Lemma 3.8, we conclude that
which proves i). To prove ii), define a sub-probability densityρ
. Writing Itô's formula for f (t, X ε t ), multiplying by 1 {t≥τ } and taking expectations, we check that
We deduce as previously that
The desired estimate for ρ ε t follows from here, since
Existence, uniqueness and pathwise approximation
The main goal of this section is to construct the pathwise unique nonlinear process related to the true Biot-Savart kernel, as a limit of the mollified nonlinear processes, when ε → 0. We shall need fundamental continuity properties of the operator f → K * f and regularity estimates on the solution of the vortex equation.
Lemma 4.1. Let p ∈ (1, 2) and
ii)
Proof. The absolute convergence of K * f (x) and statement i) follow from the analogous results for the Riesz transform
(cf. Theorem 1, Ch. 5, in Stein [20] ). To prove ii), using i) we need only to check that K * commutes with derivatives on D. This is easy by dominated convergence. We write K 0 = K, and for each ε ≥ 0, we define the bilinear operator B ε on measurable functions v, w :
Accordingly, we also write B = B 0 . We denote by W 0 the function 
with constants that do not depend on ε ≥ 0. In the last step we have used the fact that Observe that p 2−p ≥ 2. We define p 1 := 4p 2+p ∈ (p, 2) and apply iii) to r = p and r = p 1 which yields sup ε≥0 |||ρ ε ||| 0,p 1 ,(T ;p) < ∞, considering equation (15) and i).
We now apply iii) to r = p 1 and some r ∈ [ To get the conclusion for the limiting value 2p 2−p we observe that for ε > 0 small enough, we can now apply the previous arguments, first to r = p + ε ∈ [p, 2) and r = p 2 := 4(p+ε) 2+p+ε ∈ (p, 2), and then to r = p 2 and r = 2p 2−p ∈ [p + ε, 2(p+ε) 2−(p+ε) ). In the sequel we shall make the following type of assumption on the data:
In view of the continuity property of the Biot-Savart operator, and of part iii) of the previous lemma, we will always consider
Convergence of the mollified solutions for L
For technical reasons, we will make a particular choice of approximating kernels K ε (x) = K * ϕ ε (x). We take ϕ as the cutoff function with radial symmetry given by Raviart [19] in a general context of approximations, and proposed by Bossy [3] for a numerical study of the vortex algorithm:
The following is proved in [18] . 
Proof. By Lemma 4.4, for 1 ≥ l < 2 and ε > ε > 0 we have
In view of (15), Lemma 2.2 and Lemma 4.3, we have, for t ≤ T ,
with r ∈ (p, Remark 4.7. The statement of Theorem 4.6 also holds for equation (15) . Hence, the unique solution
, 2)) of (15) is given by w ε =ρ ε if ε > 0, or by w 0 = w.
Regularity estimates.
To show strong existence and uniqueness for the limiting process, and pathwise convergence of the mollified processes when ε → 0, we need to prove some uniform (in ε) regularity properties for functionsρ ε . For T > 0 and r ≥ p we introduce additional norms
• |||v||| 1,p,T = |||v||| 1,p,(T ;p) = sup 
for some constant C (p, r) > 0, which implies that W 0 ∈ F 1,r,(T ;p) .
ii) It is enough to check the properties for B. 
By adapting arguments of Proposition 3.1 in [10] , we can take the derivatives in x on both sides of the previous equation. Then, using the fact that 
Proof. From Lemma 4.8 ii) (with r = r = p = p), the operators 
Hence, by a standard fixed point argument for bilinear operators in Banach spaces (see Cannone [7] , Ch. 1), the asserted solution w ε ∈ F 1,p,θ to the abstract equation (31) exists as soon as , 2) and let w ε ∈ F 0,p,T ∩F 0,1,T , ε ≥ 0, be the solution of (15) 
Proof. i) We follow the lines of Lemma 4.4 in [10] to deal with w ε at time 0. By the semigroup property of G ν t and the estimates of Lemma 2.2, it is checked that 
This and (34) with r = 0 yield assertion i). The proof of ii) is done in a similar way as in Lemma 4.3 iv), using Lemma 4.8.
Corollary 4.12. Under the assumptions of Theorem 4.11, we have
Here, · C α is the Hölder norm of index α ∈ (0, 1).
Proof. We obtain part i) using the equi-continuity of the family of operators {K ε :
2−p , the uniform boundedness of the w ε 's in F 1,p,T , and the fact that
since q > 2 (see e.g. [4] ).
To prove ii) we use the fact that each distributional derivative of the velocity field K * w is obtained by applying some singular integral operator on w (see e.g. Bertozzi and Majda [2] , p. 76). We can therefore adapt the arguments in Lemma 2.2 in [10] to check that the operators [10] to prove that the family of operators
, ε ≥ 0 is equi-continuous. We conclude ii) using the latter, the uniform estimate for w ε in F 1,r,(T ;p) when r ∈ (2, 2p 2−p ) and the embedding of i) The law P of (τ, X) belongs to
ε be the mollified nonlinear processes constructed in the same probability space as B and (τ, X 0 ). Then, for each r ∈ (p,
Proof. The existence part of a) easily follows from b) by writing Itô's formula for f (t, X t ) and using Remark 2.8. On the other hand, by Lemma 2.7 for any solution P ∈ P p,T the associatedρ is a solution of the weak equation. The fact that it also is a mild solution then follows from Remark 2.4, observing that
by Hölder's inequality sinceρ ∈ F 0, 4 3 ,T (by interpolation) and K * ρ ∈ F 0,4,T by Lemma 4.1. Theorem 4.6 then implies thatρ is uniquely determined, and so P indeed solves a linear martingale problem. By Remark 2.8, it is also a weak solution to a (linear) stochastic differential equation. Its pathwise uniqueness is proved below, and this implies the uniqueness of P .
The rest of the proof consists of several steps: Pathwise uniqueness for (E). Let (τ, Z 1 ) and (τ, Z 2 ) be two pathwise solutions of (E), with laws respectively denoted by P 1 , P 2 ∈ P p,T . As in the previous step we obtain thatρ 1 =ρ 2 = w is the unique solution of (5) 
By Lemma 1.1, we conclude that E(sup t≤T |Z Since ρ ε t is the density of X ε t , we get for the left hand side of (38) that 
By Lemma 4.1 and Proposition 4.5 the second term is bounded by Cε
by (38) and Corollary 4.12. We conclude by Lemma 1.1 (since
The sequence (X ε ) is hence Cauchy in the space L to some process X w . We remark that, although Proposition 4.5 also allows us to obtain an estimate (38) for l = 1, the last argument yielding estimate (40) does not hold anymore for r = 2p 2−p . The final step is: Identification of the limit as a solution of (E). Taking ε = 0 in the previous estimate we easily get that (τ, X w ) solves the s.d.e.
Denote by P w the law of X w . We just need to verify that X w is a solution of the nonlinear s.d.e. (E). This amounts to checking that each of the signed measures P w t has a density which is equal to w. We have, for each f ∈ D and t ∈ [0, T ], that
This concludes the proof, since Consider a sequence ε n → 0 in such a way that 
Then, for all k ∈ N and any r ∈ (p, (the constant C depending on p, r and T ).
The following corollary shows the consistency of our method, to approximate the solution of a Navier-Stokes equation with external force. We exhibit a rate of convergence, which had not been proved even in the classic case. Proof. First we prove that for all l ∈ (1, 2), for some constant C(T ) depending on l and T , it holds that for p ∈ [4/3, 2), These quantities are, respectively, called "total flux of vorticity" (TFV) and "moment of fluid impulse" (MFI). Also from equation (4), the "barycenter"
R 2 x i w t (x)dx is preserved. For the simulations, we take w 0 to be the centered Gaussian density in R 2 with variance m 0 = 2, and g(s, x) := γw 0 (x) with γ = 0 to be fixed. We then have w 0 1 + g 1,T = 1 + |γ|T .
Consider . The probabilistic vortex approach seems robust for very small viscosities. In Figure 3 we show the evolution of the velocity field in a regular grid. At time t = 0 all vortices have positive sign, and then new vortices with negative signs randomly appear. At each point the norm of the velocity field progressively decreases, attains 0 and then increases, while its direction is progressively reversed. 
