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Abstract
Let (H; B; ) be an abstract Wiener space. Let P be the set of all nite-dimensional orthogonal
projections in H and for P 2P denote by  (P) the second quantization of P. It is shown that
for ’2 Tp>1 Lp(B; ) and z 2C+ = fz 2C: Re z>0g, the z−1=2-scaling z−1=2 (P)’ of  (P)’
is well dened as an element of a distribution space over (H; B; ). By means of this scaling,
we dene the sequential Feynman integral as limn!1hhz−1=2n  (Pn)’; 1ii if the latter exists and
has a common limit for all zn ! −i; zn 2C+; Pn ! I; Pn 2P. It turns out that the Fresnel inte-
grals of Albeverio and Hoegh-Krohn coincide with this sequential Feynman integrals. The proof
of a Cameron{Martin-type formula for Feynman integrals is much simplied and transparent.
c© 1999 Elsevier Science B.V. All rights reserved.
AMS classication: 60H30; 60J55; 60J65; 60H99; 81Q05
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Since Feynman initiated the heuristic global approach to the calculus of quantum
mechanical amplitude in terms of the naive physical picture which he called \sum over
histories" (Feynman, 1948), there have been great successes in applying this method
to physical problems. However, on the mathematical level, this so-called Feynman
integrals (path integrals) are rather elusive objects. A great deal of work has been
devoted to laying a rigorous foundation for them.
There are various approaches to the Feynman integrals. The rst is by nite-dimen-
sional approximation. Ito^ has presented a nite-dimensional approach to both the Wiener
and Feynman integrals on an equal footing (Ito^, 1961) and has also proposed a gen-
eralized uniform measure to dene Feynman integrals (Ito^, 1967). The second is via
analytic continuation to imaginary time or mass based on the functional integration
formula for solution of the heat equation (rather than Schrodinger equation) estab-
lished by Kac (1951), (see, e.g. Gelfand and Yaglom, 1960; Nelson, 1984; Cameron
and Storvick, 1983; Yan, 1994). The method of Albeverio and HHegh-Krohn (1976)
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followed by Elworthy and Truman (1984), relies heavily on innite-dimensional Fres-
nel or oscillatory integrals. Kallianpur et al. have studied Feynman integrals from both
the viewpoints of analytic continuation and sequential approximation. de Faria et al.
(1991) have treated the Feynman integrals by means of white noise analysis (see also
Hida et al., 1993, Ch. 12). Closely related to the analytic continuation technique, Hu
and Meyer (1988), Johnson and Kallianpur (1993) and Doss (1980) have employed
the trace or complex scaling method to attack Feynman integrals.
See Albeverio (1996) for an excellent survey of Wiener and Feynman integral and
the special issue on functional integration (J. Math. Phys. 36(5) (1995)) for recent
advances and extensive literatures.
In this paper, we shall study the complex scaling transform in Wiener space (this
is an analytic continuation procedure) and apply it to the Feynman integrals via a
sequential approximation (this is a nite-dimensional approximation procedure). Thus
our approach is a combination of the above two methods. In Section 1, we dene the
notion of k-trace in tensor product Hilbert space. In Section 2, a dual pairing of Wiener
functional spaces is reviewed. In Section 3. we study the complex scaling transform
for Wiener functionals which will be used to dene Feynman amplitude. These three
sections may be of independent interest. In Section 4, we study sequential Feynman
integrals and a Cameron{Martin-type formula.
1. Traces on tensor products of Hilbert spaces
First recall some facts on summations over multi-indices. Let N be the set of all
positive integers, N0 =N [f0g and
=
(
=(i; i2N )2NN0 : jj=
X
i
i<1
)
:
Each element of  is called a multi-index. For =(i; i2N ); =(i; i2N )2, if
i6i; 8i2N , we write 6 and put




= !=!( − )!; where ! = Qi i! and
− =(i− i; i2N ). Let fg(i); i2Ng be a sequence of positive numbers and 2,
we denote g=
Q
i g(i)
i . It is easily seen that
P
jj=n(n!=!)g
=(
P
i g(i))
n:
Lemma 1.1 Let 2 and k6jj. ThenX
6; jj=k




=
 jj
k

:
Proof. For x2R,
jjX
k=0
 jj
k

xk =(x + 1)jj=
Y
i
(x + 1)i =
X
6




xjj=
jjX
k=0
X
6; jj=k




xk :
Comparing the coecients of xk we obtain the desired result.
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For n2N , let n= f=(i; i2N )2: i=0;8i>n+ 1g and put
bk; n=
X
2n; jj=k

2


2k
k
−1
; k 2N0:
Lemma 1.2. For z 2C with jzj<1 we have
1X
k=0

2k
k

zk
22k
bk; n=(1− z)−n=2:
Proof. We have
1X
k=0

2k
k

zk
22k
bk; n=
1X
k=0
zk
22k
X
2n; jj=k

2


=
X
2n

2

 z
4
jj
=
" 1X
k=0

2k
k

zk
4k
#n
=(1− z)−n=2:
Lemma 1.3. For n2N and k 2N0, we haveX
2n; jj=k
1=

n+ k − 1
n− 1

:
Proof. Let 0<x<1. ThenX
2n
xjj=
1X
k=0
xk
X
2n; jj=k
1:
On the other hand,X
2n
xjj=
 1X
i=0
xi
!n
=(1− x)−n=
1X
k=0

n+ k − 1
n− 1

xk :
The conclusion follows from comparing the coecients of xk .
Now we dene k-trace on tensor product of Hilbert spaces.
Let H be a real separable Hilbert space with inner product h; i and norm j  j.
For each n2N , let H⊗n be the n-fold tensor power of H , H (n) the linear span of
ff⊗n; f2Hg and by Hb⊗n the completion of H (n) in H⊗n. Hb⊗n(H (n)) is called the
n-fold symmetric (algebraic) tensor power of H . We put H (0) =Hb⊗0 =R. We shall
also denote by j  j the norm on Hb⊗n. For F 2H⊗n we denote by s(F) the projection
of F on Hb⊗n and call s(F) the symmetrization of F . If F =Nmk=1 Fk with Fk 2H⊗nk ,
we also write cNmk=1 Fk instead of s(F).
Let fej; j2Ng be an orthonormal basis (ONB) of H . For 2, put e= cNj 6=0 e⊗jj
(e=1 for jj=0), then f
pjj!=! e; jj= ng forms an ONB for Hb⊗n.
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Let P be the collection of all orthogonal projections in H which have nite-
dimensional ranges. For P 2P we denote dimP(H) by d(P) and denote by 4(P)
the unique element of Hb⊗2 such that
h(P); f ⊗ gi= hPf; gi; f; g2H:
It is obvious that for any ONB fej; 16j6d(P)g of P(H) one has
(P)=
d(P)X
j=1
ej ⊗ ej:
Lemma 1.4. We have j(P)b⊗k j2 = bk; n, where n=d(P).
Proof. It is easy to see that
(P)b⊗k =
0@ nX
j=1
ej ⊗ ej
1Ab⊗k = X
2n;jj=k
k!
!
e2:
But je2j2 = (2)!=j2j! = (2)!=(2k)!; hence,
j(P)b⊗k j2 = X
2n; jj=k

k!
!
2 (2)!
(2k)!
=
X
2n; jj=k

2


2k
k
−1
= bk; n:
Let l; k 2N with l>k, for x2H⊗l and y2H⊗k denote by hx; yi the unique element
of H⊗l−k such that h hx; yi; zi= hx; y⊗ zi; 8z 2H⊗l−k : If x2Hb⊗l, then hx; yi 2Hb⊗l−k
and hx; yi= hx; s(y)i.
Now we come to the denition of k-trace of an element of H (n). For n>2 and
16k6[n=2]; f2H , the k-trace Tr kf⊗n of f⊗n is dened by Tr k f⊗n= jfj2kf⊗n−2k :
Consequently, for any P 2P with f2P(H) one has
Tr kf⊗n= hf⊗n;(P)b⊗ki; 16k6[n=2]:
Denition 1.1. Let F 2H (n) and n>2. We take a P 2P such that F 2P(H)b⊗n (this is
always possible, since H (n) =
S
P2P P(H)
b⊗n). Put Tr0F =F and Tr kF = hF; (P)⊗ki;
16k6[n=2]: Then Tr kF 2H (n−2k) is well dened (i.e. TrkF does not depend on the
choice of such a P 2P). We call TrkF the k-trace of F .
2. Distributions over an abstract Wiener space
Let (H; B; ) be an abstract Wiener space, namely, H is a real separable Hilbert
space densely and continuously embedded into the separable Banach space B and 
is the standard Gaussian measure on B. By identifying H with H , B(the dual of B)
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is continuously embedded into H . For h2B we put eh(x)= hh; xi, where h; i is the
dual pairing between B and B. The mapping h 7!eh from B to (L2) :=L2(B; ) can be
extended to a linear isometry from HC to (L2)C. Here HC (resp. (L2)C) is the complex-
ication of H (resp. (L2)). For f2HC and n2N0, we put In(f⊗n)= jfjnHn(jfj−1ef);
where Hn(t) is the Hermite polynomial of degree n, i.e.
H0(t)= 1; Hn(t)=
dn
dun

u=0
eut−(1=2)u
2
; n2N:
The mapping f⊗n 7! In(f⊗n) can be extended to a linear continuous mapping from
Hb⊗nC to (L2)C. For fn 2Hb⊗nC we denote by In(fn) the image of fn under this map-
ping. It is well known that each ’2 (L2)C has the following Wiener{Ito^{Segal chaos
decomposition:
’=
1X
n=0
In(fn) ; fn 2Hb⊗n; j’k2 = 1X
n=0
n!jfnj2<1;
where k  k (resp. j  j) denotes the norm in (L2)C (resp. in Hb⊗nC ). For notational
simplicity, we shall write ’  (fn) for the above correspondence.
Now we introduce a dual pair of spaces of test and generalized functionals over
(H; B; ) based on the chaos decomposition. This pair was rst introduced by Meyer
(1986) and studied by Pottho and Timpel (1995) (see also Imkeller and Yan, 1996;
Yan, 1995). It turns out that this dual pair is well adapted to the complex scaling of
Wiener functionals.
Denition 2.1 For c>1, put
Gc=
(
’2 (L2)C: ’ (fn); k’k2(c)b= 1X
n=0
c2nn!jfnj2<1
)
:
The dual of Gc can be regarded as a set Gc−1 of formal sequences:
Gc−1 =
(
  (gn): gn 2Hb⊗nC ; k k2(c−1)b= 1X
n=0
c−2nn!jgnj2<1
)
:
In this way, we have constructed the spaces Gc for 0<c<1. For c>1 we have the
continuous embeddings: Gc (L2)CGc−1 . If c1<c2 then Gc2 Gc1 .
Now put G=
T
c>1 Gc; G
=
S
c61 Gc and introduce on G and G
 the projective
limit topology and the inductive limit topology, respectively. We denote by hh; ii the
dual pairing between G and G or between Gc and Gc−1 . Thus, for ’2Gc with ’  (fn)
and  2Gc−1 with   (gn) we have
hh’;  ii=
1X
n=0
n!hfn; gni;
where h; i denotes the dual paring on H⊗nC derived from that on H .
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For 2HC, put E()= ee−(1=2)h;i; then E()  ((n!)−1⊗n)2G. For ’2G with
’  (fn) its S-transform S’ is dened by (see Hida et al., 1993, for extensive study
of this transform)
S’()= hh’; E()ii=
1X
n=0
hfn; ⊗ni; 2HC:
Let ’;  2G with ’ (fn) and   (gn). Put
hl=
1X
k=0
k!
X
m+n=l

m+ k
k
 
n+ k
k

fm+k b⊗kgn+k ;
where fm+k b⊗kgn+k is the symmetrization of the contraction fm+k ⊗k gn+k dened by
hfm+k ⊗k gn+k ; Fm ⊗ Gni= h hfm+k ; Fmi; hgn+k ; Gnii; Fm 2H⊗mC ; Gn 2H⊗nC :
If each hl is well dened (i.e. the series dening hl converges to an element of Hb⊗l)
and the sequence (hl) corresponds to an element of G, we say the Wiener product of
’ and  exists and equals F , and we denote it by ’ . When ’;  2L2(B; ), Wiener
product coincides with the ordinary pointwise product.
Let ’;  2G be as above, put hn=
P
k+j=n fk b⊗gj: Then it is easy to prove that
(hn) corresponds to an element of G, denoted by ’ :  , which is the Wick product of
’ and  . Clearly, S(’ :  )= (S’)(S ).
Now we can reformulate two results from Yan (1995) (Theorems 2.1 and 3.1).
Theorem 2.1. Assume ’2Gc1 and  2Gc2 with c1c2>1. Then ’ 2Gc for c2<(c−21 +
c−22 )
−1[1− (c1c2)−1] and we have
k’ k(c)6(1− c2(c−21 + c−22 )− (c1c2)−1)−
1
2 k’k(c1)k k(c2):
Theorem 2.2. Let ’2Gc1 and  2Gc2 . If 0<c<1 is such that c−2 = c−21 +c−22 ; then
’ :  2Gc and we have
k’ :  k(c)6k’k(c1)k’k(c2):
Remark 2.1. From the above theorems we see that G is stable under the Wiener and
Wick products and G is stable under the Wick product.
The following theorem relates the norm k  k(c) to the Lp-norm k  kp.
Theorem 2.3. Let ’ be a functional on (B; ). For 0<c61 we have
k’k(c)6k’k1+c2 ; k’k1+c−26k’k(c−1):
Proof. The rst comes from Nelson’s hypercontractivity theorem, and the latter follows
by duality.
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3. Complex scaling of nite dimensional distributions
Recall that any element F of G corresponds to a sequence (fn) with fn 2Hb⊗nC . If
there exists a P 2P such that fn 2P(H)b⊗nC for all n, we call F a nite-dimensional
distribution based on P(H)C.
Lemma 3.1. Let P 2P and 2C, put
FP()

(2 − 1)n
n!2n
(P)b⊗n :
Then FP()2Gc i j2 − 1jc2<1, and we have
kFP()k2(c) = (1− j2 − 1j2c4)−d(P)=2: (3.1)
The S-transform of FP() is given by
SFP()()= e(
2−1)=2hP; Pi; 2HC: (3.2)
Moreover, if Re 2>0 then
FP()= −d(P)e
[(2−1)=22]
Pd(P)
i=1
~e2i ; (3.3)
where fei; 16i6d(P)g is any ONB for P(H) and the expression
Pd(P)
i=1 ~e
2
i is an
element of (L2) which does not depend on the choice of the ONB for P(H).
Proof. Eq. (3.1) is a consequence of Lemmas 1.2 and 1.4. Eq. (3.2) is trivial. By
computing the S-transform of the right-hand side of Eq. (3.3) we nd that it is the
same as Eq. (3.2).
Remark 3.1. Note that Re((2−1)=2)<1,Re 2>0, thus by Eq. (3.3), for Re 2>0;
FP() belongs to Lp(B; ) for some p>1. More precisely, if Re 2>jj4>0, then
jFP()j6jj−d(P); if 0<Re 2<jj4, then FP() belongs to Lp(B; ) for 1<p<
(1 − Re 2njj4)−1. However, for 2C with Re 260 we cannot use Eq. (3.3) to
express FP(), although the right-hand side of Eq. (3.3) does still make sense. FP()
will be used to approximate the exponential of the \square of white noise" involved
in Feynman integral.
Denition 3.1. Let f2HC. The -scaling of efn is dened as
 efn= n efn; 2Cnf0g:
Lemma 3.2.  can be uniquely extended to a linear operator on the linear span of
fIn(fn); fn 2H (n)C ; n2N0g, and we have
In(fn)=
[n=2]X
l=0
n!
(n− 2l)!l!2l 
n−2l(2 − 1)lIn−2l(Tr l fn): (3.4)
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Proof. It suces to prove Eq. (3.4) for the case fn=f⊗n with f2HC. Now
In(f⊗n)= jfjnHn(jfj−1 ef)= jfjn [n=2]X
k=0

n
2k

(−1)k (2k)!
k!2k
efn−2k jfj2k−n:
By the formula
xn=
[n=2]X
k=0

n
2k

(2k)!
k!2k
Hn−2k(x); x2C;
we get
In(f⊗n) = jfjn
[n=2]X
k=0
(−1)k

n
2k

(2k)!
k!2k
n−2k efn−2k jfj2k−n
= jfjn
[n=2]X
k=0
(−1)k

n
2k

(2k)!
k!2k
n−2k
[n=2]−kX
j=0

n− 2k
2j

(2j)!
j!2j
Hn−2k−2j(jfj−1 ef)
=
[n=2]X
l=0
X
j+k=l
(−1)k

n
2k
 
n− 2k
2j

n−2k
(2k)!(2j)!
k!j!2l
In−2l(Tr l f⊗n)
=
[n=2]X
l=0
n!n−2l
(n− 2l)!l!2l
X
j+k=l

l
k

(−1)k2jIn−2l(Tr lf⊗n)
=
[n=2]X
l=0
n!n−2l
(n− 2l)!l!2l (
2 − 1)lIn−2l(Tr lf⊗n):
Denition 3.2. For ’ (fn)2Gc, put  ()’ (nfn)2Gcjj:  () is called the second
quantization of multiplication by . Similarly, for P 2P we denote  (P)’ (P⊗nfn),
and we put Gc(P)= (P)Gc.
Obviously, we have k (P)’k(c)6k’k(c), and  (P) is the orthogonal projection
operator from G1 onto G1(P).
In view of Lemma 3.2 we now dene -scaling of element in Gc(P).
Theorem 3.1. Let P 2P with d(P)=m; ’ (fn)2Gc(P) and 2Cnf0g with
j2 − 1j<c2. Put
hl=
l
l!
1X
k=0
(2 − 1)k (l+ 2k)!
k!2k
Tr k fl+2k ; l2N0:
Then for each l, the above series is unconditionally convergent in Hb⊗l and (hl)
corresponds to an element of G, denoted by ’ and called the -scaling of ’. For
0<d<jj−1pc2 − j2 − 1j we have ’2Gd and
k’k(d)6(1− d2jj2)−1=2(1− c−4j2 − 1j2(1− d2jj2c−2)−2)−m=4k’k(c): (3.5)
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Proof. By Lemma 1.4 and Schwarz’s inequality,
jhlj6 jj
l
l!
1X
k=0
j2 − 1jk (l+ 2k)!
k!2k
jfl+2k jb1=2k;m
6
jjlc−lp
l!
1X
k=0
j2 − 1jkc−2k

l+ 2k
l
1=2 p
(2k)!
k!2k
b1=2k;mc
l+2k
p
(l+ 2k)!jfl+2k j
6
(jjc−l)lp
l!
" 1X
k=0
(j2 − 1jc−2)2k

l+ 2k
l

(2l)!
(k!2k)2
bk;m
#1=2
k’k(c):
Thus, for 0<d<jj−1pc2 − j2 − 1j we have (noting P1l=0 ( l+jj xl=(1− x)−( j+1))
k’k2(d) =
1X
l=0
d2ll!jhlj2
6
1X
k=0
(2k)!
(k!2k)2
bk;m(j2 − 1jc−2)2k
1X
l=0

l+ 2k
l

(d2jj2c−2)lk’k2(c)
=
1X
k=0
(2k)!
(k!2k)2
bk;m(j2 − 1jc−2)2k(1− d2jj2c−2)−(2k+1)k’k2(c);
from which and Lemma 1.2 we get Eq. (3.5).
The following theorem provides an explicit expression for the -scaling ’. This
will be used to extend the denition of the -scaling (see Denition 3.3 below).
Theorem 3.2. Let P 2P and ’2Gc(P). If 2Cnf0g with j2 − 1j<c2, then the
product ’FP() is well dened in G and we have
’=FP(−1):  (−1)[’FP()]: (3.6)
Proof. Let  be such that
pj2 − 1j<<c. By Lemma 3.1, FP()2G−1 . Since ’2G
and c−1>1, Theorem 2.1 tells us ’FP() is well dened. Assume ’ (fn). By
Lemma 3.2 and the denition of Wick product,
In(fn)=FP(−1):  (−1)[In(fn)FP()]:
By linearity, the above also holds true if In(fn) is replaced by ’(m) =
Pm
n=0 In(fn):
Now by Eq. (3.5) limm!1 k’(m) − ’k(d) = 0 and ’(m)FP()!’FP() in G we
obtain the conclusion.
Corollary 3.1. Let ’2Gc and 2Cnf0g with j2 − 1j<c2. Then for any P 2P;
’FP() belongs to G and we have
 (P)’=FP(−1):  (−1P)[’FP()]:
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Proof. Let c1>0 be such that j2 − 1j<c21<c2. According to Lemma 3.1 and The-
orem 2.1 we have FP()2Gc−11 and ’FP()2G
. On the other hand,  (P)’2Gc(P).
Thus by Theorem 3.2 we have
 (P)’=FP(−1): F(−1)[( (P)’)FP()]: (3.7)
Consequently, in order to prove Eq. (3.7) one only needs to prove
( (P)’)FP()= (P)[’FP()]: (3.8)
In fact, for h2H , since  (P)E(h)=E(Ph), we have
hh ( (P)’)FP(); E(h)ii= hh( (P)’)FP(); E(Ph)ii
= hh (P)’; FP()E(Ph)ii= hh’; FP()E(Ph)ii
= hh’FP();E(Ph)ii= hh (P)[’FP()]; E(h)ii;
from which Eq. (3.8) follows.
Denition 3.3. Let ’2 Tp>1 Lp(B; ), 2 2C+ = fz 2C: Re z>0g: From Remark 3.1
and Theorem 2.3, for any P 2P; ’FP()2
S
p>1 L
p(B; )G. We dene the
-scaling of  (P)’ by Eq. (3.7), namely,
 (P)’=FP(−1):  (−1P)[’FP()]:
4. Feynman{Wiener integrals and sequential Feynman integrals
Consider a nonrelativistic particle of mass m=1 moving in R with potential V , the
state at time t is described by the wave function  (t; x) satisfying the Schrodinger
equation
i
@ 
@t
=

−1
2
 + V

 ;  (0; x)=f(x):
We have put ~=1. According to Feynman (de Faria et al., 1991), the solution is given
by the ansatz
 (t; x)=N
Z
 x
ei=2
R t
0
j _(s)j2 ds−i
R t
0
V ((s)) dsf((t))D(); (4.1)
where the integration is over the path space  x = f : [0; t]!R; (0)= xg and D() is
a \uniform measure" on  x, N a normalizing constant.
The integral in Eq. (4.1) apparently makes no sense mathematically, but it can be
interpreted by various approximation procedures, the most famous one is by the Lie{
Trotter product formula (Nelson, 1984).
We can rewrite Eq. (4.1) as
 (t; x)=N
Z
 x
e(1+i)=2
R t
0
j _(s)j2 dse−i
R t
0
V ((s)) dsf((t))e−1=2
R t
0
j _(s)j2 ds
D():
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Now if we take  x to be the classical Wiener space and  as the canonical Wiener
process, then e−1=2
R t
0
j _(s)j2 ds
D() may be interpreted as the standard Wiener measure
on  x and
e−i
R t
0
V ((s)) dsf((t))
is a Wiener functional and Eq. (4.1) is transformed to the Wiener integral
 (t; x)=N
Z
 x
e(1+i)=2
R t
0
j _(s)j2 dse−i
R t
0
V ((s)) dsf((t))(d):
Thus in order to make sense of the Feynman integral (4.1), it suces to make sense
of
Ne(1+i)=2
R t
0
j _(s)j2 ds (4.2)
for performing a Wiener integration. This idea is extensively discussed in Hida et al.
(1993). We shall approximate Eq. (4.2) by FP() and thus obtain a method to dene
integral (4.1).
Motivated by Hida et al. (1993) (Proposition 12.5), we present
Denition 4.1. For ’2 Tp>1 Lp(B; ); z 2C+ and P 2P, put
FzP(’)= hhz−1=2 (P)’; 1ii:
We call FzP(’) the Feynman{Wiener integral of  (P)’ with parameter z. If fur-
thermore the following limit exists:
F−iP (’)= limz2C+ ; z!−i
Fz(’);
we call F−iP (’) the analytic Feynman integral of  (P)’.
From Eq. (3.7) and by the denition of Wick’s product, we have
hhz−1=2 (P)’; 1ii
= hhFP(z−1=2) : (z−1=2P)[’FP(z−1=2)]; E(0)ii
= hhFP(z−1=2); E(0)iihh (z−1=2P)[’FP(z−1=2)]; E(0)ii
= hh’FP(z−1=2); 1ii= zd(P)=2
Z
’e(1−z)=2
Pd(P)
i=1
~e2i d;
where z1=2 = r1=2ei=2 for z= rei; r>0; 06<2: The function z 7!FzP (’) is holo-
morphic on C+.
Now we are going to dene the Feynman{Wiener integral and the sequential Feyn-
man integral for ’2 Tp>1 Lp(B; ). To this end, we dene a partial ordering \" in
P by \P1P2" i P1(H)P2(H) and denote by limP2P the limit along this directed
set.
Denition 4.2. Let ’2 Tp>1 Lp(B; ). If the following limit exists:
Fz(’)= lim
P2P
FzP(’); z 2C+;
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we call Fz(’) the Feynman{Wiener integral of ’ with parameter z. If furthermore
the following limit exists:
F−i(’)= lim
z2C+ ; z!−i
Fz(’);
we call F−i(’) the sequential Feynman integral of ’.
Remark 4.1. If for all z 2C+ the Feynman{Wiener integral Fz(’) of ’ exists, then
by Vitali’s theorem z 7!Fz(’) must be a holomorphic function on C+. In this case
the so-called analytic Wiener integral of ’ exists (see Kallianpur et al., 1985) and
coincides with Fz(’).
The following theorem shows that sequential Feynman integrals coincide with the
Fresnel integrals of Albeverio and Hoegh-Krohn (1976). Note the potential is incorpo-
rated in the measure .
Theorem 4.1. Let  be a bounded complex Borel measure on H and ’=
R
H e
ieh(dh):
Then
Fz(’)=
Z
H
e−(1=2z)jhj
2
(dh); z 2C+;
and
F−i(’)=
Z
H
e−(i=2)jhj
2
(dh):
Proof. Let P 2P; z 2C+. We have by Fubini’s theorem and Eq. (3.2)
FzP(’) = hh’FP(z−1=2); 1ii= hhFP(z−1=2); ’ii
=
Z
H
hhFP(z−1=2); eiehii(dh)
=
Z
H
e−(1=2z)hPh; hi(dh);
from which follow the conclusions.
Lemma 4.1. Let T =U +iV be an operator on HC. If both U and V are self-adjoint
trace class operators on H and 1 + U is positive, then
Z
B
e−(1=2)hw;Twi+ihh;wi(dw)= det−1=2(1 + T )e−1=2h(1+T )
−1h; hi:
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Proof. When H is nite dimensional, see Falland (1989), p. 259, Theorem 1. The
innite-dimensional case can be proved by approximation.
Lemma 4.2 (Simon, 1977). The function det(1 + ) is continuous on the trace class
operators.
The following Cameron{Martin-type formula is due to Elworthy and Truman (1984),
Kallianpur et al. (1985). In our context, the proof is very simple.
Theorem 4.2. Let A be positive self-adjoint trace class operator on H and
’(w)= e(i=2)hw;Awi
Z
H
eihh;wi(dh):
Then
Fz(’)= det−1=2

1− i
z
A
Z
H
e−(1=2z)h(1−(i=z)A)
−1h; hi(dh):
Proof. By Fubini’s theorem and Lemma 4.1
FzP(’) =
Z
B
’(w)zd(P)=2e[(1−z)=2]hw;Pwi(dw)
=
Z
H
zd(P)=2
Z
B
e−(1=2)hw; ((z−1)P−iA)wi+ihh;wi(dw)(dh)
=
Z
H
zd(P)=2 det−1=2(1 + (z − 1)P − iA)e(1=2)h(1+(z−1)P−iA)−1h; hi(dh):
But by the formula det(1 + A)det(1 + B)= det(1 + A+ B+ AB),
zd(P)=2det−1=2(1 + (z − 1)P − iA)
= det−1=2

1 +
1− z
z
P

det−1=2(1 + (z − 1)P − iA)
= det−1=2

1 + (z − 1)P − iA+ 1− z
z
P +
1− z
z
P((z − 1)P − iA)

=det−1=2

1− iA− i 1− z
z
PA

! det−1=2

1− i
z
A

(when P! I):
Hence,
Fz(’)= det−1=2

1− i
z
A
Z
H
e−(1=2z)h(1−(i=z)A)
−1h; hi(dh):
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