Abstract Kernel logistic regression (KLR) is the kernel learning method best suited to binary pattern recognition problems where estimates of a-posteriori probability of class membership are required. Such problems occur frequently in practical applications, for instance because the operational prior class probabilities or equivalently the relative misclassification costs are variable or unknown at the time of training the model. The model parameters are given by the solution of a convex optimization problem, which may be found via an efficient iteratively re-weighted least squares (IRWLS) procedure. The generalization properties of a kernel logistic regression machine are however governed by a small number of hyper-parameters, the values of which must be determined during the process of model selection. In this paper, we propose a novel model selection strategy for KLR, based on a computationally efficient closed-form approximation of the leave-one-out cross-validation procedure. Results obtained on a variety of synthetic and real-world benchmark datasets are given, demonstrating that the proposed model selection procedure is competitive with a more conventional k-fold cross-validation based approach and also with Gaussian process (GP) classifiers implemented using the Laplace approximation and via the Expectation Propagation (EP) algorithm.
in the machine learning community in recent years, due to a combination of mathematical tractability and state-of-the-art performance demonstrated over a wide range of benchmark datasets (e.g. Cawley and Talbot 2003) and real-world applications (e.g. Brown et al. 2000) . Kernel learning methods generally aim to construct a linear model in a feature space induced by a positive definite Mercer kernel (Mercer 1909) . Depending on the choice of kernel, the feature space may be of high or even infinite dimension, while dealing with only finite dimensional quantities, such as the kernel matrix giving the value of the kernel function for every pair of data points comprising the training sample. The richness of the feature space allows the construction of very complex, powerful models, however Tikhonov regularization (Tikhonov and Arsenin 1977) has proved an effective means of capacity control, preventing over-fitting and optimizing generalization. The linear nature of the underlying model means that the optimal model parameters are often given by the solution of a convex optimization problem (Boyd and Vandenberghe 2004) , with a single global optimum, for which efficient algorithms exist. The generalization properties of kernel methods however tend to be heavily dependent on the values of a small number of hyper-parameters, including regularization parameters (Tikhonov and Arsenin 1977) and parameters defining the kernel function (Chapelle et al. 2002) . The search for the optimal values of these hyper-parameters is a process known as model selection. Unfortunately the model selection criteria for kernel learning methods are not generally unimodal, and so this paper is concerned with efficient search methods for finding a locally optimal set of hyper-parameter values.
The most common approach to model selection aims to minimize some form of crossvalidation (Stone 1974) estimate of an appropriate model selection criterion, for example the misclassification rate or perhaps the cross-entropy in the case of a statistical pattern recognition problem. Under a k-fold cross-validation scheme, the available data are divided into k disjoint subsets. A model is then trained on k − 1 of these subsets and the model selection criterion evaluated on the unused subset. This procedure is then repeated for all k combinations of k − 1 subsets. The k-fold cross-validation estimate for the model selection criterion is then simply the mean of the model selection criterion computed over the unused subset in each fold. Cross-validation makes good use of the available data as all data are used as both training and test data. The most extreme form of k-fold cross-validation, in which each subset consists of a single training pattern is known as leave-one-out cross-validation (Lachenbruch and Mickey 1968 ). An attractive property of leave-one-out cross-validation for model selection purposes is that it provides an almost unbiased estimate of generalization performance (Luntz and Brailovsky 1969) . The regularization and kernel parameters can then be tuned via minimization of the leave-one-out error using standard optimization techniques, such as the Nelder-Mead simplex algorithm.
Unlike kernel methods based on a least-squares training criterion, exact leave-one-out cross-validation of kernel logistic regression cannot be performed efficiently in closed-form. However in this paper, we propose a useful approximation, based on exact leave-one-out cross-validation of the quadratic approximation to the regularized training criterion obtained during the final iteration of the IRWLS training algorithm. This extends an existing efficient leave-one-out method for kernel Fisher discriminant analysis (Cawley and Talbot 2003) to be adapted for computationally efficient model selection for a family of kernel learning methods, including kernel logistic regression. The approximation is also shown to be equivalent to taking a single Newton step to minimize the reduced training criterion in each iteration of the leave-one-out procedure, starting from the optimal parameters for a model fitted to the entire training sample (see Appendix A).
The remainder of this paper is structured as follows: Sect. 2 introduces the kernel logistic regression model and introduces the notation used throughout. Section 3 proposes a simple model selection procedure for KLR based on an efficient, closed-form approximation of the leave-one-out and k-fold cross-validation estimates of the test cross-entropy. Section 4 compares model selection procedures based on approximate leave-one-out and conventional kfold cross-validation. Results are also obtained for expectation-propagation based Gaussian process classifiers, providing a state-of-the-art baseline for comparison purposes. Results presented in Sect. 4 demonstrate that the approximate leave-one-out cross-validation procedure is competitive with the alternative procedures, at a vastly reduced computationally expense. Finally, the work is summarized and conclusions drawn in Sect. 5.
Kernel logistic regression
In this section, we provide a brief overview of the kernel logistic regression (KLR) model, and introduce the notation used throughout. In an off-line statistical pattern recognition problem, we are given labeled training data,
on which a decision rule is trained to discriminate between examples belonging to positive and negative classes, where x i represents a vector of d input variables describing the i th example, and t i indicates the class of the i th example, where t i = 1 if the example belongs to the positive class C + and t i = 0 if it belongs to the negative class C − . Kernel logistic regression aims to construct a familiar linear logistic regression model in a high-dimensional feature space induced by a Mercer kernel, giving rise to a non-linear form of logistic regression, i.e. logit {y(x)} = w · φ(x) + b, where logit {p} = log p 1 − p , w is a vector of model parameters, φ(·) represents a non-linear transformation of the input vectors. Equivalently, we could write
The logit link function constrains the output of the model to lie in the range [0, 1]. Rather than specifying the transformation φ : X → F directly, it is implied by a Mercer kernel, K : X × X → R, which evaluates the inner product between the images of vectors in the feature space, F ,
For the interpretation of the kernel function as an inner product in a fixed feature space to be valid, the kernel must obey Mercer's condition (Mercer 1909) , i.e. the kernel or Gram
, must be positive (semi)-definite. The kernel most commonly used in practical applications of kernel learning methods is the squared exponential, or radial basis function (RBF), kernel,
where θ is a kernel parameter controlling the sensitivity of the kernel. Interpreting the output of the kernel logistic regression model as an estimate of the a-posteriori probability of class membership, then provided the data represent an i.i.d. (independent and identically distributed) sample from a Bernoulli distribution conditioned on the input variables, the likelihood of the training data is given by
where y i = y(x i ). The optimal vector of model parameters, w, is found by minimizing a cost function representing the regularized (Tikhonov and Arsenin 1977) negative log-likelihood of the training data, in this case known as the cross-entropy,
where γ is a regularization parameter controlling the bias-variance trade-off (Geman et al. 1992) . The representer theorem (Kimeldorf and Wahba 1971; states that the solution to an optimization problem of this nature can be written in the form of a linear combination of the training patterns, i.e.
which implies that
where α = (α 1 , α 2 , . . . , α ) is a vector of dual model parameters. The benefit of the "kernel trick" then becomes apparent; it allows us to construct powerful linear models in very high (potentially infinite) dimensional feature spaces using mathematics involving only finite quantities, such as the × Gram matrix.
Iteratively re-weighted least squares training procedure
The objective function for a wide range of kernel learning methods, including kernel logistic regression, can be written in the form,
where c(·, ·) is a convex loss function, in this case the negative log-likelihood assuming a Bernoulli trial, c(y, t) = −[t log y + (1 − t) log(1 − y)]. A closed form expression for the minimum of the objective function (3) is not immediately apparent, and so it is most easily minimized via an iteratively re-weighted least-squares (IRWLS) procedure, commonly used in training conventional logistic regression models and radial basis function (RBF) networks (Nabney 1999) . Let z i represent the output of the kernel machine for the i th training pattern, prior to the non-linear transform,
In the case of kernel logistic regression, z i represents the log-odds ratio. The first and second derivatives of the loss, with respect to z i , are then given by
where c i = c(y i , t i ). As we are interested only in minimizing the convex loss function, we substitute a weighted least-squares criterion, providing a local approximation of c i only up to some arbitrary constant, C, i.e.
Clearly, we require the curvature of q i and c i , with respect to z i , to be identical at z i , and therefore
We also require the gradient of q i , with respect to z i , to match that of c i , such that
The original objective function (2), can then be solved iteratively, alternating updates of the dual parameters, (α, b), via a regularized weighted least-squares loss function,
and updates of the weighting coefficients, β = (β 1 , β 2 , . . . , β ), and targets, η = (η 1 , η 2 , . . . , η ). In the case of kernel logistic regression, the update formulae are:
The weighted least-squares problem (4) can also be solved via a system of linear equations, with a computational complexity of O( 3 ) operations, as follows: Minimizing (4) can be recast in the form of a constrained optimization problem (Suykens et al. 2002a ),
subject to
The primal Lagrangian for this optimization problem gives the unconstrained minimization problem,
where α = (α 1 , α 2 , . . . , α ) ∈ R is a vector of Lagrange multipliers. The optimality conditions for this problem can be expressed as follows:
Using (8) and (10) to eliminate w and ε = (ε 1 , ε 2 , . . . , ε ), from (11), we find that
Noting that K(x, x ) = φ(x) · φ(x ), the system of linear equations can be written more concisely in matrix form as
where
The optimal parameters for the kernel machine can then be obtained with a computational complexity of O( 3 ) operations. Note that the iteratively re-weighted least-squares (IRWLS) procedure is equivalent to the application of Newton's method. We present the learning algorithm in terms of IR-WLS here as the proposed approximate leave-one-out method is an extension of an existing exact method for weighted least-squares models.
Efficient implementation via Cholesky decomposition
A more efficient training algorithm can be obtained, taking advantage of the special structure of the system of linear equations. The system of linear equations (13) to be solved during each step of the iteratively re-weighted least squares procedure is given by,
where M = K + γ −1 B. Unfortunately the matrix on the left-hand side is not positive definite, and so we cannot solve this system of linear equations directly using the Cholesky decomposition (Golub and Van Loan 1996) . However, the first row of (14) can be re-written as
Rearranging (15), we see that α = M −1 (η − 1b), using this result to eliminate α, the second row of (14) can be written as,
The system of linear equations (14) can be then be solved by first solving two positive definite linear systems
and then updating the model parameters of the kernel logistic regression machine as follows:
The two systems of linear equations (17) can be solved efficiently using the Cholesky decomposition of M = R R, where R is the upper triangular Cholesky factor of M (Suykens et al. 2002b) . Note that the computational complexity of the Cholesky decomposition is
O(
3 ), but that of the back-substitution used in solving the two systems of linear equations is only O( 2 ) operations. As a result, the Cholesky decomposition is both computationally efficient as well as numerically more robust (Golub and Van Loan 1996) .
Cross-validation based model selection strategies
The simplest form of model selection criterion typically partitions the available data into training, validation and test sets. The training set is used to determine the optimal values of the model parameters, an appropriate performance measure is evaluated over the validation or hold-out set in order to optimize the hyper-parameters and the test set is used to obtain an unbiased estimate of generalization performance. If data is relatively scarce, a crossvalidation procedure is often used (Stone 1974) . Under a k-fold cross-validation strategy, the data are partitioned into k subsets of approximately equal size. Models are then trained on each of the k combinations of k − 1 subsets, in each case the performance of the model is estimated using the remaining subset not forming part of the training data for that model. The cross-validation estimate of a given performance metric is simply the mean of the performance in each fold of the cross-validation procedure. Cross-validation clearly makes better use of the available data as every pattern is used as both a training and a test pattern. The most extreme form of cross-validation, in which each subset contains only a single pattern, is known as leave-one-out cross-validation (Lachenbruch and Mickey 1968) . Leave-one-out cross-validation is often used in model selection, partly as it is known to be approximately unbiased (Luntz and Brailovsky 1969) , but also because it can be implemented very efficiently in the case of linear regression, least-squares kernel learning methods (Allen 1974; Cook and Weisberg 1982; Weisberg 1985; Talbot 2003, 2004b; Bo et al. 2006; Rasmussen and Williams 2006) and k-nearest neighbor methods, or approximated efficiently in the case of the support vector machine (Chapelle et al. 2002) . In this paper, in addition to investigating conventional cross-validation based model selection strategies, we also propose an approximate leave-one-out cross-validation method for kernel logistic regression based on existing efficient methods for least-squares kernel learning methods, the method presented here being a greatly refined version of the method briefly outlined in Cawley and Talbot (2004a) . However, the approach is quite general, and can easily be applied to any kernel regression method with a convex loss function, c(·, ·).
Approximate leave-one-out cross-validation
The optimal values for the parameters of a kernel regression model are iteratively determined via a sequence of weighted least-squares optimization problems. It is well known that leaveone-out cross-validation of least-squares models can be performed very efficiently in closed form (Cook and Weisberg 1982; Weisberg 1985; Green and Silverman 1994; Cawley and Talbot 2003; Cawley and Talbot 2004b) . These methods can be extended to provide an approximate leave-one-out cross-validation method for kernel regression methods with an arbitrary loss, via exact leave-one-out cross-validation of the quadratic approximation (4) of the true loss minimized in the final iteration of the IRWLS training procedure (Green and Silverman 1994; Cawley and Talbot 2004a) . The matrix on the left-hand side of (13) can be decomposed into block-matrix representation, as follows:
Let [α (−i) ; b (−i) ] represent the parameters of the kernel machine during the i th iteration of the leave-one-out cross-validation procedure, then in the first iteration, in which the first training pattern is excluded,
The leave-one-out prediction for the first training pattern is then given by,
Considering the last equations in the system of linear equations (13), it is clear that . . . , η , 0] , and sô
Noting, from the first equation in the system of linear equations (13), that
1 c 1 ). Finally, via the block matrix inversion lemma,
where κ = c 11 − c 1 C −1 1 c, and noting that the system of linear equations (13) is insensitive to permutations of the ordering of the equations and of the unknowns, we have that,
This means that, assuming the system of linear equations (13) is solved via explicit inversion of C, an approximate leave-one-out cross-validation estimate of the test loss (22) can be evaluated using information already available as a by-product of training the least-squares support vector machine on the entire dataset. This approximation is based on the assumption that the parameters of the quadratic approximation of the regularized loss function, β and η are essentially unchanged during the leave-one-out cross-validation procedure (c.f. Green and Silverman 1994) . Essentially we substitute a leave-one-out cross-validation of the model using the quadratic approximation for a leave-one-out cross-validation using the true loss. Alternatively, as described in Appendix A, we can view the approximation as taking a single Newton step of the reduced training criterion in each fold of the leave-one-out procedure, starting from the vector of model parameters minimizing the regularized loss on the entire training sample.
Efficient implementation via Cholesky factorization
The approximate leave-one-out cross-validation estimator for kernel logistic regression is described by (20) . The coefficients of the kernel expansion, α, can be found efficiently, via iteratively re-weighted least squares based on Cholesky factorization, as described in Sect. 2.2. However we must also determine the diagonal elements of C −1 in an efficient manner. Using the block matrix inversion formula, we obtain 
The computational complexity of the basic training algorithm is O( 3 ) operations, being dominated by the evaluation of the Cholesky factor. However, the computational complexity of the analytic approximate leave-one-out cross-validation approximation, when performed as a by-product of the training algorithm, is only O( ) operations. The computational expense of the leave-one-out cross-validation procedure therefore rapidly becomes negligible as the training set becomes larger.
Note that the proposed approximate leave-one-out cross-validation procedure is quite general, and can be applied to kernel regression machines with an essentially arbitrary convex loss, for instance kernel Poisson regression ). The support vector machine (Boser et al. 1992; Cortes and Vapnik 1995) can also be trained in primal form via Newton's method (Chapelle 2007) , where the approximate leave-one-out crossvalidation method given here is equivalent to the span bound (Vapnik and Chapelle 2000; Chapelle et al. 2002) . It should be noted, however, that the proposed leave-one-out crossvalidation method is not suitable for large scale applications in its current form, due to the computational complexity of O( 3 ) operations. For large scale applications, sparse algorithms, such as the import vector machine (Zhu and Hastie 2005) , could be used. However, if a sparse set of basis vectors has been identified, an approximate leave-one-out crossvalidation method for sparse kernel logistic regression would be feasible based on the corresponding approach for sparse least-squares kernel machines Talbot 2004a, 2004b) .
Optimization strategies
In practical applications of kernel learning methods the hyper-parameters are most often selected via a simple grid-based search method, in which the model selection criterion is evaluated at a set of points, forming a regular grid with even spacing, normally over a logarithmic scale. An improved hierarchical grid search procedure repeats this process, each time using a refined grid centered on the best solution found at the previous scale. However, grid-search procedures rapidly become computationally unfeasible as the number of hyper-parameters to be optimized grows larger than only two or three. However, if the model selection strategy is a relatively smooth function of the hyper-parameters, the Nelder-Mead simplex optimization algorithm (Nelder and Mead 1965) , as implemented by the fminsearch routine of the MATLAB optimization toolbox, provides a simple and efficient alternative, as long as the number of hyper-parameters remains relatively small (less than about ten). For problems with a larger vector of hyper-parameters, gradient-based methods are likely to be more efficient, for instance conjugate-gradient methods, as implemented by the fminunc routine of the MATLAB optimization toolbox, or scaled conjugate gradient optimization (Williams 1991) . Appendix B provides the derivation of gradient information with a computational complexity of O( 3 + d 2 ) operations, where d is the number of kernel parameters. Note that for the Gaussian process classifier based on the Laplace approximation, the gradient of the marginal likelihood, with respect to the parameters of the covariance function, can be evaluated with a complexity of O(d 2 ) operations (provided the inverse of the covariance matrix is available as a by-product of fitting the model). The computational expense of model selection for LOO-KLR and L-GPC can thus be expected to exhibit similar scaling. However, when fitting models with many hyper-parameters there is a danger of over-fitting the model selection criterion, and so the addition of a regularization term to the selection criterion may be beneficial . It should be noted however, that the use of gradient-based methods does not necessitate the analytic computation of gradient information (c.f. Bo et al. 2006) as the required partial derivatives can also be approximated by the method of finite-differences, albeit with an increased complexity of O(d 3 ) operations.
Model selection for Gaussian process classifiers
An estimate of the leave-one-out cross-validation loss is also available as a by-product of fitting a Gaussian process classifier using the Expectation Propagation algorithm (Minka 2001; Rasmussen and Williams 2006 ). This approach is equivalent to the mean-field methods introduced by Opper and Winther (2000) . Sundararajan and Keerthi (2001) present a leaveone-out cross-validation procedure for hyper-parameter selection in Gaussian process regression, also discussed in Rasmussen and Williams (2006) . The Gaussian process classifier based on the Laplace approximation (Williams and Barber 1998) also uses a model selection criterion, in this case the marginal likelihood, evaluated using a quadratic approximation to the regularized loss function. The model selection process for Gaussian process classifiers under the Laplace approximation thus bears some similarities with the proposed approximate leave-one-out cross-validation method.
Results
We begin by investigating the accuracy of the approximate leave-one-out method using Ripley's synthetic data. Figure 1 shows a kernel logistic regression model of this dataset, using an isotropic radial basis function kernel. Figure 2 shows contour plots of the crossentropy loss for a kernel logistic regression model of Ripley's synthetic data, using an isotropic radial basis function kernel, computed using the proposed approximate leave-oneout method, exact leave-one-out, 10-fold cross-validation and the test loss as a function of the hyper-parameters. It is clear that the approximate leave-one-out loss behaves in a similar manner to the exact leave-one-out loss, without being exactly identical. Most importantly, the minimum of all three estimates of the true loss are in accordance with the loss computed over the independent test set. Note that the loss is a smooth function of the hyper-parameters and so is well suited to automated model selection using standard non-linear optimization methods. Figure 3 shows the exact and approximate leave-one-out cross-entropy loss as a function of each of the hyper-parameters, holding the other constant at its optimal value. The approximate leave-one-out estimator is clearly of sufficient accuracy for model selection purposes, but would not be suitable for performance evaluation, except for well-tuned models. Note also that cross-validation based model selection criteria are not necessarily unimodal.
Next, we present experimental results demonstrating the accuracy and efficiency of the proposed approximate leave-one-out cross-validation model selection procedure for kernel logistic regression. Table 1 shows a comparison of the error rates of kernel logistic regression, using the proposed approximate leave-one-out cross-validation based model selection process, and a variety of other state-of-the-art statistical pattern recognition algorithms over the suite of thirteen public domain benchmark datasets used in the study by Mika et al. 2 Contour plots of (a) the approximate leave-one-out cross-entropy loss, (b) the exact leave-one-out loss, (c) the 10-fold cross-validation loss and (d) the test set loss for the synthetic benchmark, for a kernel logistic regression model, as a function of the regularization parameter, γ , and the kernel parameter, η. The minimum loss is indicated by a cross, + (2000). The same set of 100 random partitions of the data (20 in the case of the image and splice benchmarks) to form training and test sets used in that study are also used here. In the case of the LOO-KLR, KLR, EP-GPC and LOO-KFD algorithms, model selection is performed independently for each realization of the dataset, such that the standard errors reflect the variability of both the training algorithm and the model selection procedure with changes in the sampling of the data. For the LOO-KLR and KLR methods, model selection was performed via the Nelder-Mead simplex algorithm (Nelder and Mead 1965) . The isotropic squared exponential (RBF) kernel is used for all kernel learning methods, including the L-GPC and EP-GPC, chosen due to their state-of-the-art performance and similar structure. Table 2 shows the model selection time for leave-one-out and 10-fold cross-validation based kernel logistic regression (LOO-KLR and KLR respectively) and expectation propagation and Laplace approximation based Gaussian process classifiers (EP-GPC and L-GPC). Table 3 shows the average amount of information about the test set labels in excess of pre- Table 1 Error rates of various state-of-the-art classifiers over thirteen benchmark datasets, (LOO-KLR) kernel logistic regression using the proposed leave-one-out crossvalidation model selection procedure, (KLR) kernel logistic regression with conventional 10-fold cross-validation based model selection, Gaussian process classifier implemented via the Laplace approximation and expectation propagation algorithm (L-GPC and EP-GPC respectively), (LOO-KFD) kernel Fisher discriminant with leave-one-out crossvalidation based model selection procedures (Cawley and Talbot 2003) , (SVM) support vector machine (Boser et al. 1992; Cortes and Vapnik 1995) and (KFD) kernel Fisher discriminant classifier (Mika et al. 1999) . The results for models SVM and KFD are taken from the study by Mika et al. (2000) . The results for model LOO-KFD are taken from Cawley and Talbot (2003) . The results for the L-GPC and EP-GPC were obtained using the GPML MATLAB toolbox accompanying the book by Rasmussen and Williams (2006) . The results for each method are presented in the form of the mean error rate over test data for 100 realizations of each dataset (20 in Fig. 3 Plot of the approximate and exact leave-one-out cross-entropy loss, as a function of (a) the regularization parameter, γ , with the kernel parameter, η, held at its optimal value and (b) the kernel parameter, with the regularization parameter held at its optimal value Table 2 Model selection time for kernel logistic regression models with leave-one-out and 10-fold crossvalidation based model selection (LOO-KLR and KLR respectively) and Gaussian process classifiers based on the Laplace approximation and expectation propagation (L-GPC and EP-GPC respectively) over thirteen benchmark datasets dictions based on the prior class frequencies,
where n is the number of test patterns. This statistic provides a measure of the accuracy of the predictions of a-posteriori probability obtained from a model (note that it is closely related to the cross-entropy). The use of multiple training/test partitions allows an estimate of the statistical significance of differences in performance between algorithms to be computed. Letx andŷ represent the means of the performance statistic for a pair of competing algorithms, and e x and e y the corresponding standard errors, then the z statistic is computed as
The z-score can then be converted to a significance level via the normal cumulative distribution function, such that z = 1.64 corresponds to a 95% significance level. All statements of statistical significance in the remainder of this section refer to a 95% level of significance.
Comparison of leave-one-out and 10-fold cross-validation based model selection strategies for kernel logistic regression reveals that the performance of both model selection strategies are very similar in terms of mean error rate. None of the differences in mean error rate for the two algorithms, shown in Table 1 , are statistically significant at the 95% level. The estimates of a-posteriori probability obtained using these approaches are generally very similar, with k-fold cross-validation being statistically superior on only two benchmarks (BANANA and TITANIC). The kernel Fisher discriminant classifier appears to perform better than KLR or GPC models in terms of error rate, however it should be noted that the KFD classifier does not attempt to estimate the conditional probability of class membership, and so has an easier learning task, that concentrates more strongly on the decision boundary. Table 2 also shows that the approximate leave-one-out cross-validation based model selection is significantly less expensive, being approximately five times faster than the 10-fold cross-validation based approach, even though the latter had been extensively optimized (e.g. to prevent redundant evaluation of the kernel matrix). The computational complexity of the L-GPC, EP-GPC, KLR and LOO-KLR procedures are all O( 3 ) operations (being dominated by the cost of fitting the initial model), so the model selection times essentially differ only by a constant factor for a given dataset. The Gaussian process classifier, based on the expectation propagation algorithm (EP-GPC) with hyper-parameters selected so as to maximize the marginal likelihood, represents the state-of-the-art model having the same basic structure and design goals as kernel logistic regression (see e.g. Rasmussen and Williams 2006) . The EP-GPC therefore provides a stern test of the proposed model selection algorithm. The Gaussian process classifier based on the Laplace approximation (L-GPC) is also relevant; like the LOO-KLR, it also adopts a model selection criterion, in this case the marginal likelihood, based on a quadratic approximation of the loss. The L-GPC provides very similar results, but with much lower computational expense. Table 1 shows the performance of LOO-KLR and EP-GPC to be generally comparable, in terms of error rate, with neither method dominating over all benchmarks. LOO-KLR is statistically superior to the EP-GPC on three benchmark datasets (RINGNORM, TWONORM and WAVEFORM) and statistically inferior on two (BANANA and IMAGE). In terms of predictive information (Table 3 ) again neither method uniformly dominates, with EP-GPC being statistically superior on three benchmarks (BANANA, THYROID and TITANIC) and statistically inferior on four (RINGNORM, SPLICE, TWONORM and WAVEFORM). This is a surprising result as the EP-GPC moderates the output by marginalizing over the posterior distribution of the model parameters, and therefore might be expected to produce more accurate estimates of the a-posteriori probability of class membership. However, the model selection criterion for the GPC models gives the probability of the data, given the assumptions of the model (Rasmussen and Williams 2006) . Cross-validation based approaches, on the other hand, provide an estimate of generalization performance that does not depend on the model assumptions, and so may be more robust against model mis-specification (Wahba 1990) . The results suggests the performance of the LOO-KLR algorithm is at least on a par with the EP-GPC in terms of generalization performance, whilst being typically 20 times faster. Note that the LOO-KLR model is also consistently faster than the L-GPC.
Conclusions
Model selection is an important step in practical applications of kernel learning methods, and must be performed in a diligent manner in order to obtain near-optimal generalization performance. In this paper we have proposed a close approximation of the leave-one-out cross-validation procedure for kernel logistic regression, which can be performed efficiently in closed form, providing a convenient means for automated model selection. An extensive experimental comparison has shown this method to be competitive in terms of performance with conventional k-fold cross-validation based model selection and with state-of-the-art Bayesian model selection principles, embodied by the expectation propagation based Gaussian process classifier. The proposed model selection technique is also demonstrated to be significantly faster than either of the alternative approaches investigated. The approach can easily be adapted to form efficient model selection procedures for a wide range of other kernel learning methods, for instance for use in survival analysis (e.g. Cawley et al. 2006) . A public domain MATLAB implementation of the efficient approximate leave-one-out procedure described in this paper is available from http://theoval.cmp.uea.ac.uk/~gcc/projects/gkm/.
Using block matrix inversion lemma (19) we can re-write the Newton step as follows,
The output of the kernel machine in the th fold of the leave-one-out cross-validation procedure is then approximated bỹ
The approximation to the th output in the th iteration of the procedure is theñ
As a by-product of training the kernel machine on the full training sample, we have already evaluated
Using the block matrix inversion lemma (19), the bottom right element of C −1 is given by
substituting this into (21), we obtain
Finally, noting that the training samples are interchangeable and substituting (10) and (11),
which is identical to the result given in (20).
Appendix B: Analytic approximation of gradient information
Let Θ = {γ, θ 1 , . . . , θ d } represent the set of hyper-parameters for a kernel logistic regression model. Near-optimal values for these hyper-parameters are chosen by minimizing an approximate leave-one-out cross-validation estimate of the true cross-entropy loss, i.e. In order to implement an efficient gradient descent model selection procedure, we require the partial derivatives of P (Θ) with respect to the hyper-parameters. The coefficients of the quadratic approximation of the regularized loss, η and β, Using the chain rule, we obtain,
P (Θ)
∂P ( 
The parameters of a kernel logistic regression model, [α , b] , are given by a system of linear equations,
Using the following identity for the derivatives of the inverse of a matrix,
we obtain
The partial derivatives of C with respect to the regularization parameter, γ , and a kernel parameter, θ i , are given by 
Therefore, provided we pre-compute M, then the partial derivatives of the model selection criterion with respect to all of the kernel hyper-parameters can be evaluated with a computational complexity of only O( 3 + d 2 ) operations. There exist a great variety of kernel functions, however for this study we adopt the isotropic Gaussian radial basis function kernel (1), for which the partial derivatives are given by
Since the regularization parameter, γ , and the scale parameters of a radial basis function kernel are strictly positive quantities, in order to permit the use of an unconstrained optimization procedure, we might adopt the parameterizationθ i = log 2 θ i , such that 
