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Abstract. It is proved that if C is a convex body in Rn then C has an affine image C˜ (of
non-zero volume) so that if P is any 1-codimensional orthogonal projection,
|PC˜| ≥ |C˜|n−1n .
It is also shown that there is a pathological body, K, all of whose orthogonal projections
have volume about
√
n times as large as |K|n−1n .
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§0. Introduction.
The problems discussed in this paper concern the areas of shadows (orthogonal pro-
jections) of convex bodies and, to a lesser extent, the surface areas of such bodies. If C is
a convex body in Rn and θ a unit vector, PθC will denote the orthogonal projection of C
onto the 1-codimensional space perpendicular to θ. Volumes and areas of convex bodies
and their surfaces will be denoted with | · |.
The relationship between shadows and surface areas of convex bodies is expressed in
Cauchy’s well-known formula. For each n ∈ N, let vn be the volume of the n-dimensional
Euclidean unit ball and let σ = σn−1 be the rotationally invariant probability on the unit
sphere Sn−1. Cauchy’s formula states that if C is a convex body in Rn then its surface
area is
|∂C| = nvn
vn−1
∫
Sn−1
|PθC|dσ(θ).
The classical isoperimetric inequality in Rn states that any body has surface area at
least as large as an Euclidean ball of the same volume. The first section of this paper
is devoted to the proof of a “local” isoperimetric inequality showing that all bodies have
large shadows rather than merely large surface area (or average shadow). The principal
motivation for this result is its relationship to a conjecture of Vaaler and the important
problems surrounding it. This theorem and its connection with Vaaler’s conjecture are
described at the beginning of Section 1.
An important role is played in the theory of convex bodies by the so-called “projection
body” of a convex body. It is easily seen, by considering polytopes, that for every convex
body C ⊂ Rn, there is a Borel measure µ on Sn−1 so that for each θ ∈ Sn−1,
|PθC| =
∫
Sn−1
|〈θ, φ〉|dµ(φ).
Hence, there is a norm ‖ · ‖ on Rn, with ‖θ‖ = |PθC| for each θ ∈ Sn−1, with respect to
which Rn is isometrically isomorphic to a subspace of L1. The unit ball of this norm is a
symmetric convex body which will be denoted Π∗(C). The map Π∗, from the collection
of convex bodies in Rn to the collection of unit balls of representations of n-dimensional
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subspaces of L1 on R
n, has been extensively studied: see e.g. [B-L]. The restriction of Π∗
to the class of centrally symmetric convex bodies was shown to be injective by Aleksandrov:
if C and D are centrally symmetric convex bodies and |PθC| = |PθD| for all θ ∈ Sn−1
then C = D. If the condition of central symmetry is dropped, C and D may not even be
congruent: the Rouleaux triangle in R2 has all 1-dimensional shadows equal in length to
those of some disc.
The map Π∗ was shown to be surjective by Minkowski. What Minkowski’s proof
actually gives (at least in the context of polytopes) is the result stated in Section 2 as
Lemma 6. (This rather detailed statement of Minkowski’s theorem will be needed for the
construction of a pathological body with large shadows.)
An important observation of Petty [P], is that if T is a linear operator on Rn of
determinant 1 then, for every C,
Π∗(TC) = T (Π∗(C)). (1)
Motivated in part by Aleksandrov’s theorem on the injectivity of Π∗, Shephard asked
whether, if C and D are centrally symmetric convex bodies with
|PθC| ≥ |PθD| for all θ ∈ Sn−1
then necessarily |C| ≥ |D|. This question was answered in the negative by Petty and
Schneider independently in [P] and [S]. (The corresponding question for sections rather
than shadows was posed in [B-P] and answered (again in the negative) by [L-R].) The
second section of this paper contains a strongly negative answer to Shephard’s question. It
will be shown that a “random” n-dimensional subspace of ℓ2n∞ has a unit ball, all of whose
shadows are very large compared with those of a Euclidean ball of the same volume. Such
examples suggest that the Shephard problem is less delicate than the Busemann-Petty
problem for sections: it is an important open question as to whether there are highly
pathological examples for the latter problem. This question is usually referred to as the
slicing problem.
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§1. A local isoperimetric inequality.
In [V], Vaaler conjectured that for every n ∈ N, every symmetric convex body C ⊂ Rn
and every k < n, there is an affine image TC of C (for some automorphism T of Rn) so
that for every k-dimensional subspace H of Rn
|H ∩ TC| ≥ |TC| kn .
(Vaaler actually conjectured something slightly stronger, which is false for small values of
k.) This conjecture strengthens the slicing mentioned above, namely: there exists a δ > 0
so that for each n and C there is a 1-codimensional subspace H of Rn with
|H ∩ C| ≥ δ|C|n−1n .
The case k = 1 of Vaaler’s conjecture (for arbitrary n and C) was proved by the
present author in [B1], where the result is stated as a volume ratio estimate. The proof for
k = 1 really estimates volumes of 1-dimensional shadows and then uses the fact that the
smallest 1-dimensional section of a convex body is its smallest 1-dimensional shadow. Since
minimal sections and minimal shadows are not identical for subspaces of dimension larger
than 1, such an argument cannot be employed if k > 1: but it is natural to ask whether
Vaaler’s conjecture can be proved for shadows (of dimension other than 1) independently
of the outstanding problem for sections. The principal result of this paper deals with the
most important case,
k = n− 1.
Theorem 1. Let C be a convex body in Rn. There is an affine image C˜ of C (with
non-zero volume) so that for each unit vector θ ∈ Rn,
|PθC˜| ≥ |C˜|
n−1
n .
The result is exactly best possible as shown by the cube.
The proof of Theorem 1 uses the well-known theorem of John [J] which characterises
ellipsoids of minimal volume containing convex bodies. This result is stated here as a
lemma.
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Lemma 2. Let K be a symmetric convex body in Rn. The ellipsoid of minimal volume
containing K is the Euclidean unit ball Bn2 if and only if K is contained in B
n
2 and there
are Euclidean unit vectors (ui)
m
1 (for some m ∈ N) on the boundary ∂K of K and positive
numbers (ci)
m
1 so that
m∑
1
ciui ⊗ ui = In.
(Here, ui ⊗ ui is the usual rank-1 orthogonal projection onto the span of ui and In is the
identity on Rn.) The identity above states that the ui’s are distributed rather like an
orthonormal basis in that for each x ∈ Rn,
|x|2 =
m∑
1
ci〈ui, x〉2.
The equality of the traces of the operators appearing above shows that
m∑
1
ci = n.
Theorem 1 will be deduced from the following, which is little more than an affine
invariant reformulation.
Theorem 3. Suppose C is a convex body in Rn, (ui)
m
1 a sequence of unit vectors in R
n
and (ci)
m
1 a sequence of positive numbers for which
m∑
1
ciui ⊗ ui = In.
For each i, let Pi be the orthogonal projection Pui along ui. Then
|C|n−1 ≤
m∏
1
|PiC|ci .
There is an obvious relationship between Theorem 3 and Lemma 2. Theorem 3 is
closely related to an inequality of Brascamp and Lieb [Br-L] which has been used in several
places by this author, [B1] and [B2]. Theorem 3 and generalisations of it were conjectured
in [Br-L] (in a different form). The special case of Theorem 3 in which the ui’s form an
orthonormal basis (in which case, necessarily, ci = 1 for 1 ≤ i ≤ m = n) was proved by
Loomis and Whitney [L-W]. Theorem 3 can be regarded as an isoperimetric inequality in
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that it estimates the volume of a body in terms of an average of volumes of its shadows:
in this case, a geometric average. The key point is that the “number” of shadows involved
is small enough that the local isoperimetric inequality of Theorem 1 can be deduced.
Proof of Theorem 1. Because of the intertwining property of Π∗ with linear transforma-
tions (1), there is an affine image C˜ of C so that the ellipsoid of minimal volume containing
Π∗(C˜) is the Euclidean ball Bn2 . This ensures that
|Pθ(C˜)| ≥ 1
for every unit vector θ ∈ Rn and, by Lemma 2, that there are unit vectors (ui)m1 and
positive numbers (ci)
m
1 so that
|PuiC˜| = 1 for each i
and
m∑
1
ciui ⊗ ui = In.
Now, from Theorem 3,
|C˜|n−1 ≤
m∏
1
|PuiC˜|ci = 1.
The proof of Theorem 3 uses Minkowski’s inequality for mixed volumes to establish a
duality between the 1-codimensional problem to be solved and a 1-dimensional problem.
The relevant information on mixed volumes is included here for completeness.
For a fixed n, let C = Cn be the set of compact, convex subsets of Rn. C can be
regarded as a convex cone under Minkowski addition and multiplication by non-negative
scalars. A crucial theorem of Minkowski states that there is a symmetric n-positive-linear
form
V : C × · · · × C︸ ︷︷ ︸
n times
−→ [0,∞)
whose diagonal is volume: i.e. V is positive linear in each of its n arguments and, for each
C ∈ C,
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|C| = V (C, . . . , C).
The values of V are called mixed volumes. As a consequence of Minkowski’s theorem, the
volume |C + tD|, (t ∈ [0,∞)) can be expanded as a polynomial in t,
|C + tD| =
n∑
0
(
n
k
)
vn−k(C,D)tk (2)
where
vn−k(C,D) = V (C, . . . , C︸ ︷︷ ︸
n−k
, D, . . . , D︸ ︷︷ ︸
k
)
and is called the n− kth mixed volume of C and D.
The Brunn-Minkowski inequality states that
|C + tD| 1n
is a concave function of t (on [0,∞)). Differentiation of (2) at t = 0 gives Minkowski’s
inequality
|C|n−1n |D| 1n ≤ vn−1(C,D). (3)
If D = Bn2 is the Euclidean unit ball, (3) is the classical isoperimetric inequality. Inequality
(3) will be used here with an appropriate choice of D.
A Minkowski sum of line segments
m∑
1
[−xi, xi] =
{
x ∈ Rn: x =
m∑
1
λixi for some sequence (λi)
m
1 with |λi| ≤ 1, 1 ≤ i ≤ m
}
is called a zonotope. It is easily checked that if u is a unit vector and D = [−u, u] = {x ∈
Rn: x = λu for some λ ∈ [−1, 1]} then
vn−1(C,D) =
2
n
|PuC|
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for any convex body C. So if Z is the zonotope
Z =
m∑
1
αi[−ui, ui]
with (ui)
m
1 a sequence of unit vectors and (αi)
m
1 a sequence of positive numbers,
vn−1(C,Z) =
2
n
m∑
1
αi|PuiC|. (4)
There is equality in Minkowski’s inequality (3) if C = D and so with Z as before
|Z| = 2
n
m∑
1
αi|PuiZ|. (5)
This identity is usually called the volume formula for zonotopes. A simple induction
argument can be used to obtain an expression for |Z| in terms of the αi’s and determinants
of square matrices formed from the ui’s. In the following lemma, a similar inductive
argument is used to obtain an estimate for |Z| which is easier to use than the actual value.
Lemma 4. Let (ui)
m
1 be a sequence of unit vectors in R
n, (ci)
m
1 a sequence of positive
numbers with
m∑
1
ciui ⊗ ui = In
and (αi)
m
1 another sequence of positive numbers. If
Z =
m∑
1
αi[−ui, ui]
then
|Z| ≥ 2n
m∏
1
(αi
ci
)ci
.
Proof. The proof uses induction on the dimension n. For n = 1,
8
|Z| = 2
m∑
1
αi
= 2
m∑
1
ci
(αi
ci
)
≥ 2
m∏
1
(αi
ci
)ci
by the AM-GM inequality since
m∑
1
ci = 1, when n = 1.
For larger n, the volume formula (5) shows that with Pi = Pui
|Z| = 2
n
m∑
1
αi|PiZ|
= 2
m∑
1
ci
n
αi
ci
|PiZ|
≥ 2
m∏
1
(αi
ci
|PiZ|
) ci
n
(6)
since
m∑
1
ci = n.
Now, for each fixed i, PiZ is a zonotope with summands
αj [−Pi(uj), Pi(uj)], 1 ≤ j ≤ m
and contained in the (n− 1)-dimensional space Pi(Rn). For each i and j let
γij = |Pi(uj)| = |Pj(ui)|
(so γ2ij = 1− 〈ui, uj〉2). Then for each i,
PiZ =
m∑
j=1
αjγij [−vij , vij ]
where vij is the unit vector in the direction of Piuj (or any direction if γij = 0). Now, for
each i,
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Pi =
m∑
j=1
cjPiuj ⊗ Piuj
=
m∑
j=1
cjγ
2
ijvij ⊗ vij
and Pi acts as the identity on Pi(R
n). So, by the inductive hypothesis,
|PiZ| ≥ 2n−1
m∏
j=1
(αjγij
cjγ
2
ij
)cjγ2ij
where it is understood that if γij = 0, the j
th factor is 1: (so in particular, the ith factor
is 1).
Substitution of the inequalities for each i into (6) shows that
|Z| ≥ 2n
( m∏
i,j=1
(αi
ci
)ci( αj
cjγij
)cicjγ2ij) 1n
and this expression is at least
2n
m∏
i=1
(αi
ci
)ci
because 1
γij
≥ 1 for all i and j and, for each j,
m∑
i=1
ciγ
2
ij =
m∑
i=1
ci(1− 〈ui, ui〉2) = n− 1.
Proof of Theorem 3. Let C, (ui)
m
1 , (ci)
m
1 and (Pi)
m
1 be as in the theorem’s statement.
For each i, set
αi =
ci
|PiC| .
With Z =
m∑
1
αi[−ui, ui], (3) and (4) above, show that
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|C|n−1 ≤ |Z|−1
(
2
n
m∑
1
αi|PiC|
)n
= |Z|−1
(
2
n
m∑
1
ci
)n
= 2n|Z|−1
since
m∑
1
ci = n.
Now by Lemma 4,
|C|n−1 ≤ 2n
(
2n
m∏
i=1
(αi
ci
)ci)−1
=
m∏
i=1
|PiC|ci .
Remark 1. The lower estimate for volumes of zonotopes given by Lemma 4 could have
been obtained from the volume ratio estimates proved in the author’s paper [B2] together
with Reisner’s reverse Santalo inequality for zonoids, [R].
Remark 2. For every convex body C in Rn, there is an affine image C˜ of C with
|PθC˜| ≤M
√
n|C˜|n−1n
for each unit vector θ (M being an absolute constant). This estimate depends upon the
fact that subspaces of L1 have uniformly bounded volume ratios. It seems likely that M
could be taken to be 1 for symmetric convex bodies C (the cube again being extremal).
The estimates in [B2] show that M can be taken to be
2
√
e
pi
≈ 1.05 in this case.
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§2. A remark on the Shephard problem.
This section contains a strongly negative solution to the Shephard problem described
in the introduction. Petty and Schneider ([P] and [S]) constructed pairs of bodies C and
D in Rn so that
|PθD| ≤ |PθC| for all θ ∈ Sn−1, (7)
but |D| > |C|. Schneider also showed that the conclusion |D| ≤ |C| does hold if C is a
zonoid (a limit, in the Hausdorff metric, of zonotopes). A little more generally, if C and D
are convex bodies satisfying (7) and Z =
m∑
1
αi[−ui, ui] is a zonotope included in C (with
ui ∈ Sn−1, 1 ≤ i ≤ m), then, rather as in the proof of Theorem 3,
|D|n−1n |Z| 1n ≤ vn−1(D,Z) =
m∑
1
αi|PuiD|
≤
m∑
1
αi|PuiC| = vn−1(C,Z)
≤ vn−1(C,C) = |C|
where the last inequality is a consequence of the monotonicity of mixed volumes: (this
particular case is obvious from the fact that if Z ⊂ C,
C + tZ ⊂ (1 + t)C
for all t ≥ 0).
Hence,
|D| ≤
( |C|
|Z|
) 1
n−1 |C|.
Since every convex body C contains a zonoid Z with |C||Z| not too large, the last inequality
shows that under hypothesis (7), one does have
|D| ≤ 3
2
√
n|C|.
Apart from a constant factor, it turns out that this is the most that can be said. The
Euclidean ball of volume 1 in Rn has shadows of 1-codimensional volume about
√
e (as
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n → ∞): in Theorem 5 it is shown that there is a body of volume 1 in Rn, all of whose
shadows have volume about
√
n.
Theorem 5. There is a constant δ > 0 so that for each n ∈ N, there is a symmetric
convex body K in Rn satisfying,
|PθK| ≥ δ
√
n|K|n−1n
for every unit vector θ ∈ Rn.
The proof of Theorem 5 depends heavily upon the theorem of Minkowski on the
existence of bodies with given projections. An appropriately detailed statement of this
theorem is given as Lemma 6 below: the following notation is needed. For a sequence (ui)
m
1
of unit vectors spanning Rn and a sequence (γi)
m
1 of positive numbers let F = F((ui), (γi))
be the family of convex bodies of the form
{x ∈ Rn: |〈x, ui〉| ≤ ti, 1 ≤ i ≤ m}
indexed by sequences (ti)
m
1 of positive reals satisfying
m∑
1
γiti = 1.
Lemma 6. With the above notation, F has an unique element of maximal volume, K
(say), satisfying
|PθK| = n|K|
2
m∑
1
γi|〈ui, θ〉|
for each θ ∈ Sn−1.
The body that satisfies the conclusion of Theorem 5 will be the unit ball of a “random”
n-dimensional subspace of ℓ2n∞ . Such subspaces are known to have many pathological
properties stemming from the fact that the ℓ2n1 and ℓ
2n
2 norms are well-equivalent on such
spaces: this was proved in [F-L-M]. For the history of this result and its many extensions,
see e.g. [M-S]. The form of the result needed here is given as a Lemma.
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Lemma 7. There is a δ > 0 so that for n ∈ N there are unit vectors u1, . . . , u2n in Rn
with
2n∑
1
|〈x, ui〉| ≥ δ
√
n|x|
for every vector x ∈ Rn.
The last lemma that will be needed is a result of Vaaler [V], concerning volumes of
sections of the cube in Rn. The form required here is the following.
Lemma 8. Let (ui)
m
1 be a sequence of unit vectors in R
n. Then the volume of the
symmetric convex body with these vectors as boundary functionals satisfies.
|{x ∈ Rn: |〈x, ui〉| ≤ 1, 1 ≤ i ≤ m}| 1n ≥ 2
√
n
m
.
Proof of Theorem 5. Let (ui)
2n
1 be a sequence of vectors with the property described
in Lemma 7. Take m = 2n and apply Lemma 6 with γi =
1
m
, 1 ≤ i ≤ m.
The body K of maximal volume in the family F satisfies
|PθK| = n|K|
2m
m∑
1
|〈ui, θ〉| ≥ |K|
4
· δ√n
for every unit vector θ. Now, F also contains the body
C = {x ∈ Rn: |〈x, ui〉| ≤ 1, 1 ≤ i ≤ m}.
So (by the maximality of K), |K| ≥ |C|. But, by Lemma 8,
|C| 1n ≥ 2
√
n
m
=
√
2
and hence |K| 1n ≥ √2. Therefore, for every unit vector θ,
|PθK| ≥ δ
√
n
2
√
2
|K|n−1n .
Remark. The above argument can be extended slightly to estimate surface area to volume
ratios of subspaces of ℓ∞. If iq(X) is the isoperimetric quotient of the finite-dimensional
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normed space X (see [Schu¨] for definitions) normalised so that iq(ℓn2 ) = 1 then for every
n-dimensional subspace X of ℓm∞,
iq(X) ≥ δ
√
n√
1 + log m
n
for some absolute constant δ > 0.
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