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Introduction
In this work we will examine the complexity of a Lotka-Volterra diﬀusive
system for two species. This system of PDE belongs to a large class of sys-
tem named Reaction-Diﬀusion system.
The reaction-diﬀusion systems involve a variety of systems and its appli-
cations vary widely in the spectrum of applied sciences. They move from
Chemistry, for example the Gierer-Meinhordt model that describes the den-
sities of chemical substances like activators and inhibitors, and go through
several disciplines as the Neurosciences (Hogde-Huxley model for the axons)
or Nuclear engineering (nuclear reactor dynamics). Further applications as-
sociated to the Navier-Stokes equations are for instance in the branch of
Biology that studies the chemotaxic process or involved in Biomedicine for
the tumour-growth model. The historical reason of the Lotka-Volterra model
comes from biology and speciﬁcally from the study of two species population
dynamics. To all of these applications correspond a speciﬁc nonlinearity that
models the physical system. The richness of the mathematical background
needed, that includes dynamical system theory, operator theory, stability
theory and many others reﬂects the presence of several phenomena like for
example multiple steady-states, the formation of spatial patterns, the exis-
tence of solitary waves and oscillatory phenomena.
In this work we will study the diﬀusive system in the case of isolated
system that is modelled by the Laplace operator with Neumann boundary
condition on a bounded domain. Intuitively, while it is fairly simple to un-
derstand that the property of isolated system will be related to the Neumann
condition of null ﬂux on the boundary, from a mathematical point of view it
makes the study of the asymptotic behaviour of the solutions as t tends to
inﬁnite, interesting. This aspect is closely bound to the form of the spectrum
of that operator and to the fact that in presence of Neumann condition, the
zero belongs to the spectrum. Unlike the case of Dirichlet condition, where
i
ii
all the orbits of the partial diﬀerential system are forced to converge to the
unique equilibrium point of the associated ordinary system, in the case of
Neumann condition the asymptotic study tell us that it is possible also to
converge to a periodic state. In this sense it is interesting to study the
stability of the unique equilibrium point of the ordinary system.
The last chapter of this work is devoted to investigate the existence of
global solutions for the linearized system around the equilibrium point men-
tioned above with low regular initial data. The only tools exploited in the
chapter are a version of the Gagliardo-Nirenberg inequality with some inter-
polation results and Sobolev theorems. In fact we will follow a direct method
for the proof. The main ideas will be suggested by the previous consideration
about the spectrum of the Laplace operator and do not use massively the
theory of dynamical system. Thanks to the explicit form of the solution of
the linearized system we will deduce the stability property of the equilibrium
point for the nonlinear model and we will characterize the evolution of the
orbits for large time.
In the ﬁrst part of the second chapter are presented the existence the-
orems known in literature. The main theorem of the section involves as
well low regular initial data but does not give any information about the
asymptotic behaviour of the solutions. The scheme of the section is the fol-
lowing: the ﬁrst result will be a classical theorem of existence for parabolic
type equation with regular initial data; thanks to an argument of density it
will be extended also for less regular initial data. The crucial point of this
argument will be to gain some a-priori estimates. These estimates will be
obtained in the same chapter by following two diﬀerent ways: the starting
point for both of them will be to improve a primary apriori estimate from
a Lyapunov function that will be the lowest estimate. The procedure then
will follow two diﬀerent ways: the ﬁrst case will take care of low regular
data and will use a feed-back and bootstrap argument that will provide in
a ﬁnite number of steps the needed estimate and it will be based only on
interpolation theory. The latter will study a more regular case and will use
a limiting procedure: manipulating the original equation and multiplying it
by a suitable quantity we will obtain information on the L∞ norm of the
solution. The tools used in the second case belong to sectorial operators and
fractional powers operator theory too. Thanks to the higher regularity for
the estimate, it will be possible to prove a compactness property for the orbit.
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This will be fundamental in order to apply the Invariance Principle for the
study of the asymptotic behaviour in the last part of the second chapter. It
will be proven that in case of Neumann boundary condition the solution will
tend asymptotically to a periodic state in the sense of the spaces associated
to the fractional operators. Moreover, thanks to the high initial regularity,
it will imply a higher regularity convergence in an Hölderian sense.

Chapter 1
Historical introduction to
modelling life
1.1 Single species dynamics
In this chapter we will present an historical overview of what has been mod-
elling throughout centuries. In fact we will not treat the diﬃculties related
to giving an exhaustive deﬁnition of a proper mathematical model; this ques-
tion, certainly fascinating, does not lie on our sphere of interests and we will
address this problem to a philosophical approach to the sciences.
Throughout this section we will introduce the main properties of the model
studied and we will build it in order to describe the biological ideas that
underlie to them and at the same time we will point out the critical aspects
and the critics moved to them during the theory's development.
The ﬁrst remarkable example of a mathematical approach to the study of
population dynamics is due to T.Malthus and is published under the name
of An Essay on the Principle of Population (1798). In this text is intro-
duced the concept of percentage variation of the population over an interval
of time. Denoting with N the amount of the population and as usual with t
the time-variable and with ∆ the operator that describes the time variation
of a quantity evaluated between the time t and t+ ∆t the quantity studied
is
∆N(t)
N(t)
∆t
percentage variation on time interval.
Now assuming that the rate is uniformly deﬁned on time and letting to zero
the measure of the time interval we get the Maltusian law : N˙(t)N(t) = k
1
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This well-known model has a solution that grows exponentially and so it
presents limitless increase in time. This strong property makes the model
not appropriate for a real situation. In fact it is an idealization of a biolog-
ical reproductivity rate that does not take into account any other external
phenomena that may occur during the dynamic.
We will present shortly a famous example of dynamic which concerns with
the USA population since the 1790. In the following are listed the real and
the expected data evaluated with a ﬁxed rate that has been deduced only
from the ﬁrst two amounts.
Table 1.1: Usa population during the period 1790-1850 and expected data
calculated with malthusian law (k = 0, 301)
Year real amount expected value error error percentage
t=0 1790 3.929.000 3.329.000 0 0.0
t=1 1800 5.308.000 5.308.000 0 0.0
t=2 1810 7.240.000 7.173.000 -67.000 -0.9
t=3 1820 9.638.000 9.693.000 55.000 0.5
t=4 1930 12.966.000 13.097.000 231.000 1.8
t=5 1840 170.69.000 17.697.000 628.000 2.0
t=6 1850 23.192.000 23.912.000 720.000 2.3
t=7 1860 31.443.000 32.310.000 867.000 2.8
t=8 1870 38.588.000 43.658.000 5.100.000 13.2
t=9 1880 50.156.000 58.991.000 8.835.000 17.6
t=10 1890 62.948.000 79.709.000 16.761.000 21.0
t=11 1900 75.995.000 107.704.000 31.702.000 41.7
t=12 1910 91.972.000 145.530.000 53.558.000 58.2
t=13 1920 105.711.000 196.642.000 90.931.000 86.0
t=14 1930 122.775.000 265.705.000 142.930.000 116.4
t=15 1940 131.669.000 359.002.000 227.333.000 172.6
t=16 1950 150.697.000 485.114.000 334.417.000 221.9
As we can see, the error that until 1850 lies in a good range rapidly
increases, reaching soon a meaningless quantity. We can deduce from this
that the model which seems a good approximation of a real trend for the
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ﬁrst period does not ﬁt the reality at all in the second part and this suggests
us a substantial modiﬁcation in the model. The key-point will be giving to
our model a limit bound for the population in order to avoid an inﬁnitive
growth behaviour.
In 1837 appeared a work of P.Verhulst a Belgian biologist and math-
ematician. His analysis introduces a fundamental idea in modelling. He
started from the Malthusian equation and added it a new term which regu-
late the growth rate. The equation is the following:
N˙(t)
N(t)
= k − hN(t) logistic equation.
The new term is now in charge of limiting the growning of N(t) and his
eﬀect is more intense as the quantity N(t) increase. As we can see, this
equation describes better than the Malthusian model the dynamic of the
USA population.
Table 1.2: Usa population during the period 1790-1850 and expected data
calculated with logistic law
Year real amount expected value error error percentage
t=0 1790 3.929.000 3.329.000 0 0.0
t=1 1800 5.308.000 5.336.000 28.000 0.5
t=2 1810 7.240.000 7.228.000 -12.000 -0.2
t=3 1820 9.638.000 9.757.000 119.000 1.2
t=4 1930 12.966.000 13.109.000 243.000 1.9
t=5 1840 170.69.000 17.506.000 437.000 2.6
t=6 1850 23.192.000 23.192.000 0 0.0
t=7 1860 31.443.000 30.412.000 1.031.000 -3.3
t=8 1870 38.588.000 39.372.000 814.000 2.1
t=9 1880 50.156.000 50.177.000 21.000 0.0
t=10 1890 62.948.000 762.769.000 -179.000 -0.3
t=11 1900 75.995.000 76.870.000 875.000 1.2
t=12 1910 91.972.000 91.972.000 0 0.0
t=13 1920 105.711.000 107.559.000 1.848.000 1.7
t=14 1930 122.775.000 123.124.000 349.000 0.3
4 Chapter 1
Year real amount expected value error error percentage
t=15 1940 131.669.000 136.653.000 4.984.000 3.8
t=16 1950 150.697.000 149.053.000 1.644.000 -1.1
Tanks to this model, it is also possible to give a mathematical description
of a new kind of system in which holds a saturating enviroment process.
Indeed in the 30's a Russian biologist, G.F.Gause used this equation to
describe the growth model for the protozoan Paramecium Caudatum. He
left 5 exemplars in a growth medium and observed that during the ﬁrst
days the growing rate was huge, close to 230 % whereas it was considerably
decreased in the last days until the 5th, when it was no more possible to
observe an increasing trend.
A similar experiment was conducted by Pearl, an American biologist, who
used the logistic model to describe the population trend of the Drosophilia
Melanogaster. Below are plotted the real (dots) and the expected (continue
line) data.
Paramecium Caudatum
In both of these case we can observe the saturation principle stated above:
during the ﬁrst phase, the growth has a similar behaviour to the malthusian
model and follow an exponential growing law until the population reach the
amount of k2h when the multiplicative rate start decreasing.
During the centuries the scientists developed many models to describe
diﬀerent aspects of nature; thereby we will list some of the most famous of
them, providing a brief explanation:
• Exponential law : is used for example with a positive exponent to de-
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Drosophilia Melanogaster
Figure 1.1: Dotted are the experimental data compared to the Logistic curve
scribe the relationship that exists between car crashes and the assump-
tion of alcohol and drugs.
• Exponential law :with a negative exponent describes the concentration
of a drug in the blood ﬂow or the radioactive decay of an instable atom.
(Most famous example is the experiment with the C-14 carbon atom
done by Rutherford)
• Gompertzian law : is used to describe a cancer growth. Whilst his
mathematical formulation is very simple and recall the concept of dy-
namic rate of growth seen before in the logistic model
V˙ (t) =
λ
eαt
V (t)
where the factor eαt modules the growing rate factor, his double inter-
pretation will give us the possibility to underline the fact that with the
same equation we could raise two diﬀerent biological interpretation.
Indeed we can interpret the exponential function as a rescaling factor
of the rate growth and we can justify this with the assumption that
the reproductive potential of the tumour decrease spontaneously on
time. Nevertheless, we can interpret the exponential factor as a part
of the volume term V (t). It means that under the biological point of
view, we are saying that not the whole mass of the tumour is taking
part to the replicative process, but we are dividing the tumour in an
internal and external part. The latter is the only one which replicates
and carries on the multiplicative process while the internal part, that
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is excluded from all oxygen and nutrients exchange with the external
ambient, becomes a necrotic mass. To emphasize this interpretation
we can rewrite the formula in term of:
V˙ (t) = λ
(
V (t)
eαt
)
.
1.2 Volterra's principle
One of the most famous and successful cooperation between a mathematician
and a biologist is the one occurred between U.D'Ancona and V.Volterra. The
former was an Italian biologist who in the mid of 1920 started to analyse
some data concerning the amounts of ﬁsh-catch during the period that goes
from 1914 until the 1923. These data gave the percentage of total-catch
of selachians catch in the Mediterranean port of Fiume during the atypical
period of the World War I. This data were themselves unusual indeed they
showed a strong increase of the presence of these not desirable species.
Table 1.3: Selachians percentage catch
Year 1914 1915 1916 1917 1918 1919 1920 1921 1922 1923
Percentage 11.9 21.4 22.1 21.2 36.4 27.3 16.0 15.9 14.8 10.7
D'Ancona conjectured ﬁrst that the growth of that species was conse-
quential to the less human ﬁshing activity during the war; being the selachi-
ans predators, they had more food for themselves and so they thrived rapidly.
Even if this argument is not totally false, it doesn't explain the variation of
the percentage of catch because a minor impact ﬁshing activity implies also
a greater increse of ﬁsh food population. So the species should balance them-
selves and the percentage should not vary.
After his studies, D'Ancona was only able to state that the less ﬁshing
activity implies a growth of the predator population. He turned the problem
to his colleague Volterra, an Italian mathematician.
Volterra approached the problem systematically, formulating a model for the
prey x(t) and predator y(t) populations. He started making some assump-
tions on the behaviour of the ﬁsh food: he claimed that the self-competition
for the food was negligible due to the large availability of food and that
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the population was not dense; so in absence of the selachians population,
the food ﬁsh would grow according the Malthusian law x˙(t) = ax for some
positive constant a. Next he considered the predator presence and the inter-
action between the two species, modelled by the term −bxy for some positive
constant b. He obtained the equation x˙(t) = ax − bxy. Similarly he gained
the relative equation for the selachians.
The system obtained is:
x˙ = ax− bxy
y˙ = cxy − dy
where, due to the biological meanings of these quantities, we have a, b, c, d >
0 as stated before.
We address the study of this system to the next section meanwhile we will
give some basic informations and interpretations of the model. The average
amounts of the two populations are: x = dc , y =
a
b . Now we can insert the
ﬁshing term into the system. It is a ﬂat phenomena, that aﬀects the two
populations in the same way, so the system becomes:
x˙ = ax− bxy − εx
y˙ = cxy − dy − εy
where the averages are now: x = d+εc , y =
a−ε
b .
How to interpret practically this result? The data held by Volterra were
exactly the averages of the catch made over one year period. It turns out
that a moderate ﬁshing activity (ε < a) imply surprisingly an increase of the
food ﬁsh population whereas a diminution of the ﬁshing rate imply conversely
an increase of the predator amount.
This phenomena is the well-known Volterra's principle.
Volterra's principle played a relevant role in the eternal battle between
insects and farmers. An exhaustive example goes back to 1868 and takes
place in California. Accidentally, in that year, was introduced there by mis-
take an aggressive insect native of Australia, Icerya purchasi that caused a
lot of damages to the citrus plants. As defence, farmers introduced a partic-
ular ladybird beetle called Novius cardinalis, the natural antagonist of the
Icerya. After the pesticides discovery, the DDT was used with the purpose of
extinguishing the Icerya population but as the model predicts the eﬀect was
the opposite. In fact it was registered an increase of the Icerya population
instead of the expected result.
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Below we can ﬁnd listed some examples of species interaction model with the
aim of putting on evidence the role played by the nonlinearity on describing
the physical dynamics and the interaction in the model. . Note that the con-
stants in the following are positive because of their physical meanings: they
are the coeﬃcients that allow us to adjust the system to the experimental
data.
For a detailed and complete guide we refer to [Murray]
Classic Lotka-Volterra: the former and most famous pray-predator model
that we have met previously
x˙ = ax− bxy
y˙ = cxy − dy
Two species competion: Mathematically, one species reduces the carry-
ing capacity of the other species and vice versa
x˙ = a1x(1− x+ α12y
K1
)
y˙ = a2x(1− y + α21x
K2
)
Two species symbiosis: Mathematically, the two species beneﬁt from each
other
x˙ = a1x(1− x− α12y
K1
)
y˙ = a2x(1− y − α21x
K2
)
Remark. Note that in the two last system the presence of the quadratic terms
models the internal competition for the food; indeed we are considering, for
instance in the ﬁrst equation, the quantity x in the right hand side as a
predator, namely as the quantity x reaches bigger value as his rate of growth
becomes smaller.
Now we want shortly show another interaction model, related to a diﬀer-
ent kind of species, in order to give a diﬀerent example of interaction between
two species. Further this will lead us also to observe a diﬀerent behaviour
on time of the solution instead of the behaviours observed until now. This
model is bound to the experiment conducted by Gause, the Russian scientist
mentioned in the previous section. He introduced in the same environment
two species of protozoa: the former was the Didinium nausate, an aggressive
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predator of the Didinum caudate, the protozoan that we have shown pre-
viously evolves to a situation of saturated state if not preyed. Due to the
aggressiveness of the predator, the model built before does not perfectly ﬁt
the behaviour of the two species. We need a diﬀerent velocity increment for
the species. A system that better describes this model is the following:
x˙ = ax− b√xy
y˙ =
c
√
xy x 6= 0
−dy x = 0
It can be shown that for every positive initial data, the system posted above
has a solution that tend to zero in the x-component.
Remark that the presence of more than one solution starting from the origin
does not violate the uniqueness existence theorem for the solution because
the function that describes the system is not diﬀerentiable for x = 0.
1.3 The diﬀusion term
In this work we will analyse a particular systems of parabolic equations, the
so called "reaction-diﬀusion" equations whose typically has the general form:
∂tu = D∆u+ f(x, u,∇u)
where u = u(x, t) is the state variable which usually describes "density-
concentration" of a substance at position x ∈ Ω ⊂ Rn and at time t, D
is a diagonal matrix, ∆ is the usual Laplace operator which regulates the
spatial diﬀusion process. The last term is the term that describes all the
other phenomena that occur during the process. As we have seen in the
previous section it may related to birth-death process that happens during a
chemical reaction or in a biological models and it includes also the nonlinear
behaviour of the system.
Now we brieﬂy show how the term of diﬀusion could be obtained in a
general equation. We will present two ways to get this: the former is due to
a microscopic approach, namely Random Walk and comes from a probabilis-
tic investigation method; the latter is derived by a macroscopic approach,
that is Fick's law. Both of them will outline a diﬀerent physical meaning of
the diﬀusion term and will be treated in a one-dimensional case for simplicity.
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Simple random walk :
Suppose that a particle moves randomly backward and forward along a line
in ﬁxed steps ∆x that are taken in a ﬁxed time ∆t. We are seeking for the
probability p(m,n) that a particle reaches a point x = m∆x (m space-steps
to the right) after n times-steps.
Suppose that, in order to reach the position x the particle has moved a steps
to the right direction and b = n − a steps to the left. Being 2n the total
number of possible n-step path and Cna the number of the possible paths
that lead the particle to reach the position x we get:
p(m,n) =
1
2n
Cna =
1
2n
n!
a!(n− a)!
Note that
∑n
m=−n p(m,n) = 1.
Now, using the Stirling's formula n! ∼ (2pin)1/2nne−n in the above formula
we get
p(m,n) ∼
√
2
pin
e−m
2/(2n) m,n 1
So taking in account that we are interested in letting ∆x→ 0 we introduce
the variable u = p/(2∆x); in fact the quantity 2u∆x represents the proba-
bility to ﬁnd the particle in the interval (x+ ∆x) at time t.
So from the last equation we get, setting m = x/∆x, n = t/∆t
p( x∆x ,
t
∆t)
2∆x
∼
{
∆t
2pit(∆x)2
}1/2
exp
{
− x
2∆t
2t(∆x)2
}
If we assume
lim
∆x,∆t→0
(∆x)2
2∆t
= D 6= 0
where D is the diﬀusion coeﬃcient of the particles, we ﬁnd
u(x, t) = lim
∆x,∆t→0
p( x∆x ,
t
∆t)
2∆x
=
√
1
4piDt
e−x
2/(4Dt)
the Gaussian distribution function.
Fick's law :
The other possible way to obtain the diﬀusion equation and its solution is
following the classical mass conservation principle and the Fickian diﬀusion
principle. It says that the ﬂux J of a substance is proportional to the gradient
of its concentration. So if we suppose that u(x, t) describes the concentra-
tion at point x and time t we get J = −D ∂u∂x , where D is the diﬀusivity
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coeﬃcient and the sign minus means that the diﬀusion follows the direction
that indicates the lower dense region.
Due the conservation principle that says that the rate of change of the
amount of a substance in a region, that in our example is the interval (x0, x1),
is equal to the rate of ﬂow across the boundary plus the materials that come
from the sources (that in our case is null) we have:
∂
∂t
∫ x1
x0
u(x, t) dx = J(x0, t)− J(x1, t).
Now we are interested in local activity, so taking x1 = x0 + ∆x and letting
∆x→ 0 we get:
∂u
∂t
= −∂J
∂x
=
D ∂u∂x
∂x
= D
∂2u
∂x2
Solving with the initial condition δ(x) Dirac's measure at time 0, we obtain
again the gaussian distribution function:
u(x, t) = lim
∆x,∆t→0
p( x∆x ,
t
∆t)
2∆x
=
√
1
4piDt
e−x
2/(4Dt), t > 0
Remark. The Dirac initial condition represents the bridge between the two
ways described above, discrete vs. continue, because we are thinking the
unitary mass particle represented by the δ distribution)
Note. We can further generalize this situation to the case
∂u
∂t
= ∇ · (D∇u) + f(t, u,∇u),
where u(x, t) = (u1(x, t), . . . uk(x, t)) is vectorial, with x ∈ Rn, Di space-
dependent matrix and it is present a source term f .
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Chapter 2
Classical results for
Lotka-Volterra equations
2.1 Basic properties for Ordinary Lotka-Volterra
Diﬀerential system
In this section are collected the main properties of the classical ODEs Lotka-
Volterra model. We will show the diﬀerent properties of its stationary points
and we will observe the typical behaviour for the solutions of conservative
systems.
Further we will give an overview on the classical results of existence for the
diﬀusive case and we will describe the behaviour of the solutions for large
time.
The 2-dimensional model The general Lotka-Volterra equation for m
populations is
ui = ui(ai +
m∑
j=1
bijuj) fori = 1 . . .m (2.1)
that in case of m = 2 and competitive populations becomes, as we have
already seen in the previous chapter, the simple ordinary system:
u˙1 = u1(a− bu2)
u˙2 = −u2(c− du1)
with the coeﬃcients a, b, c, d > 0.
An elementary calculus shows that the stationary points are only two, specif-
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ically are P1 = (0, 0) and P2 = (
c
d ,
a
b ). The former is a saddle point and this
is possible to see via a simple calculation of two particular orbits of the so-
lution. In fact forcing x2(t) = 0, toward the x1-axis the solution expands
like (eatx1(0), 0) while with a similar argument is possible to see that on the
x2-axis the behaviour is (0, e
−ctx2(0)).
By this representation it follows an important property for the set of the
solutions of (2.1). Indeed it turns out that the ﬁrst quadrant is an invariant
set for the system because of the orbits cannot force the two axis, being not
allowed for an orbit to cross an another one. The rigorous deﬁnition of an
invariant set is given in (2.3.1).
In order to study the nature of P2 we will manipulate the system in a suit-
able way to get some further information about the solution of it. From the
second equation, using the chain's rule for derivation, we can derive:
∂u2
∂u1
=
u˙2
u˙1
that, using the information given by the system and isolating the variables,
yields the equality
(−c+ du2)
u2
∂u2 =
(a− bu1)
u1
∂u1
which can be integrated in order to obtain
H = du1 + bu2 − a log u2 − c log u1 = Const. (2.2)
The quantity H represents intuitively an "energy size" of the system and
as the last equality shows, in the case of Lotka-Volterra ordinary system is
preserved along the orbits.
Furthermore it is possible to deﬁne a function H(x1, x2), that will be called
Lyapunov function:
H(x1, x2) = d(x1 − c
d
log(x1)) + b(x2 − a
b
log(x2)). (2.3)
A general deﬁnition for Lyapunov function is given in 2.3.3.
The function H(x1, x2) attains is unique minimum at (
c
d ,
a
b ) and satisﬁes the
following properties:
H(x1, x2) > 0 for x1, x2 > 0 and lim
xi→+∞
H(x1, x2) = +∞ for i = 1, 2.
(2.4)
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So we can deduce that P2 is a centre.
It is also possible to prove that the orbits are closed curves in the phase plane
and that these are periodic due to the conservation law found before. For a
complete treatment of the Lotka-Volterra system see for example [Braun] or
[Takeuchi].
Figure 2.1: Lotka Volterra adimensionalized phase plane grapichs
In the last section we will be interested to study the stability of the solu-
tions around the stationary point P2 for a diﬀusive Lotka-Volterra system.
In the following, we will assume some simpliﬁcations of our model. In fact
without losing of generality we will set a = c and b = d and we will redeﬁne
x0 = ( cd ,
c
d) the stationary point.
Linearizing around the equilibrium point we get a new system in the auxiliary
unknown w:
u = u0 + w
where u0 = u(x0),and the system takes the form:
dw1
dt
= −w2(c+ dw1)
dw2
dt
= w1(c+ dw2).
(2.5)
The following theorem summarizes the existence result of a solution for the
system (2.5). It will be also provided a version for an extended version of
(2.5) with a perturbative terms.
Theorem 2.1.1. Given the system (2.5) with initial data
w(0) = (w1(0), w2(0)) = (ϕ1, ϕ2)
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then it is possible to ﬁnd ε0 > 0 and a constant C > 0 so that for any
ε ∈ (0, ε0) the above system satisfying
|ϕ| ≤ ε
has a unique global solution w(t) ∈ C(R+) satisfying the estimate
|w(t)| ≤ Cε for t ≥ 0
Moreover, the statement holds true also for the perturbed system
dw1
dt
= −w2(c+ dw1) + g1(t)
dw2
dt
= w1(c+ dw2) + g2(t).
(2.6)
provided the initial data ϕ = (ϕ1, ϕ2) and the source terms g(t) = (g1(t), g2(t))
satisfy the estimates
|ϕ| ≤ ε, ‖g‖L1(0,∞) ≤ Cε.
Proof. The ﬁrst statement is a direct consequence of the properties for x0
stated above, due to the conservation law for H.
For the second part of the theorem we need the corresponding formulation
for (2.2). For this purpose we will introduce a diﬀerent quantity that is also
preserved during the evolution in the linearized system (2.5).
Setting
F (x) =
x
d
− c
d2
log
(
1 +
dx
c
)
(2.7)
it follows that the linearized system (2.5) has the following ﬁrst integral
d(F (w1)(t) + (F (w2)(t))
dt
= 0. (2.8)
Note that F (x) has Taylor expansion near the origin
F (x) =
x2
2c
− dx
3
3c2
+
d2x4
4c3
+O(|x|5) (2.9)
It follows easily, by computation that
∂tF (w1) =
1
d
(
1− c
c+ dw1
)
∂tw1
=
1
d
(
1− c
c+ dw1
)
[(−w2)(c+ dw1) + g1(t)]
=
1
d
(
1− c
c+ dw1
)
(−w2)(c+ dw1) + 1
d
(
1− c
c+ dw1
)
g1(t)
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We are interested to evaluate ∂tF (w1) + ∂tF (w2). According with (2.8) the
sum of the former term is null, so we get:
∂tF (w1) + ∂tF (w2) =
1
d
(
1− c
c+ dw1
)
g1(t) +
1
d
(
1− c
c+ dw2
)
g2(t)
≤ 1
d
∣∣∣∣(1− cc+ dw1 , 1− cc+ dw2
)∣∣∣∣ |g(t)|
So we can derive the estimate:
d
dt
[F (w1)(t) + F (w2)(t)] ≤ C|w(t)||g(t)|
We would get from the above inequality a bound for |w(t)|. In fact we are
going to prove the below estimate, using a useful proceedings known as a
modiﬁed Gronwall inequality:
|w(t)| ≤ C|w(0)|+ C ‖g‖L1(0,∞) (2.10)
We start with a rough estimate: suppose |w(t)| ≤ Const. and suppose that
this constant is independent from the ε of the statement and so suppose
that we can choose it arbitrarily small. Integrating from 0 to t and using the
Taylor expansion for F we get
|F (w1) + F (w2)| ' |w(t)|2 ≤ |w(0)|2 + C
∫ t
0
|w(τ)||g(τ)| dτ.
Further, supposing that w(t) is not decreasing we get the desired estimate
(2.10). Indeed, set |w(t)| = x we have x2 ≤ A2 +Bx i.e. x2 −Bx−A2 ≤ 0.
Setting x1 =
B+
√
B2+4A2
2 and observing that B
2 + 4A2 ≤ (B + 2A)2, we get
x1 ≤ A+B that means
|w(t)| ≤ C|w(0)|+ C ‖g‖L1(0,∞) . (2.11)
If w(t) is not increasing, set W = supt |w(t)| in order to have
|w(t)|2 ≤ C|w(0)|2 + CW ‖g‖L1(0,∞) for every t
We can infer the above formula holds true also for W 2 instead of |w(t)|2 on
the left side, so we can deduce again
|w(t)| ≤W ≤ C|w(0)|+ C ‖g‖L1(0,∞)
So at the end we get:
|w(t)| ≤ Cε.
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Now, being ε arbitrarily small, we can deduce that our argument holds even
if the condition |w(t)| ≤ C with C close to zero does not in our hypothesis.
Indeed if we look at the level-sets of the function F even from the Taylor's
expansion we deduce that these are circles up to an inﬁnitesimal approxima-
tion. It means that there exists δ0 > 0 such that for every δ < δ0 there exists
ε = ε(δ) > 0 and the set A = {F (w1, w2) < δ} is invariant if |w(0)| < ε for
every 0 < δ < δ0. The last statement implies that in the estimate argument
the ﬁrst hypothesis is not necessarily. Indeed, suppose T0 be the ﬁrst value
such that for every 0 < t < T0 holds F (w(t)) ≤ δ and F (w(T0)) > δ. From
the rough estimate stated before we deduce that in fact F (w(t)) ≤ εδ and
from the smallness of ε we get the absurd.
2.2 Classical solution for Reaction-Diﬀusion equa-
tions
We are now ready to start the investigation of the Partial Diﬀerential Lotka-
Volterra system. In the two following sections we will present the classical
results appeared in literature between the 70's and the 80's of the last cen-
tury. These are mainly based on the works of [Rothe], [Henry], [Alikakos]
and on the classical theory for system of parabolic type.
This section will be organized in the following way; ﬁrst we will deﬁne the
reaction-diﬀusion equation type and give for it two general existence theo-
rems: ﬁrst assuming high regularity on initial data and lately releasing our
hypothesis we will use a density argument that will lead us to extend the
result to a larger class of data.
After that, we will specialize the results for the Lotka-Volterra system seek-
ing to understand the roles played by the hypothesis.
In the second part we will study the problem with the theory related to the
sectorial operators developed in Henry. We will settle the problem in the
Xα spaces that can be considered as an average type of spaces between the
spaces considered before. Note that through the paper we will examine only
the case with Neumann boundary condition.
Consider m ∈ N a positive integer, D = diag(d1, . . . , dm) a diagonal ma-
trix where di > 0 for every index and u = (u1, . . . , um) a generic point in
the phase space Rm.
Consider also x = (x1, . . . , xN ) ∈ Ω ⊂ RN and a function F = (F1, . . . , Fm)(x, t, u)
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such that:
F : (x1, . . . , xN , t, u1, . . . , um) ∈ Ω× [0,∞)× Rm → F (x, t, u) ∈ Rm
where Ω ⊂ RN is a open bounded subset with regular border ∂Ω ∈ C2+α.
Deﬁnition 2.2.1. (See [Rothe]) Consider the reaction-diﬀusion system with
Neumann boundary condition:
ut −D∆u+Du = F (x, t, u) x ∈ Ω, t > 0
u(x, 0) = u0(x)
∂ui
∂ν
= 0 x ∈ ∂Ω where ν is the outer normal direction
(2.12)
we will deﬁne two diﬀerent sets of hypothesis on it. We will identify the ﬁrst
as the mild hypothesis whereas the second will be a reﬁnement of the ﬁrst
and we will call it strong hypothesis.
Mild Hypothesis:
Let the nonlinearity F be a measurable function in (x, t) for every u ∈ Rm
and such that for every bounded set B ⊂ Ω × [0,∞) × Rm, there exists a
constant L(B) such that:
|F (x, t, u)| ≤ L(B) (x, t, u) ∈ B
|F (x, t, u)− F (x, t, v)| ≤ L(B)|u− v| (x, t, u), (x, t, v) ∈ B.
(2.13)
Also consider
u0 ∈ L∞(Ω,Rm). (2.14)
Strong Hypothesis:
In addiction to the mild one, we need here more regularity. In fact we assume
that for some α ∈ (0, 1)
|F (x, t, u)− F (y, s, v)| ≤ L(B)[|x− y|α + |t− s|α/2 + |u− v|]
for (x, t, u), (y, s, v) ∈ B.
(2.15)
u0 ∈ [C2+α(Ω)]m and ∂u0
∂ν
= 0 ∈ Rm. (2.16)
We will call Regular all the initial data u0 satisfying (2.16) and we will denote
with R the set of all regular initial data.
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The next step will be to give a precise deﬁnition for the solution of (2.12).
In order to get this we will consider the linear case, i.e. the case when F = 0.
The solution u = u(x, t) of the system for initial data u0 ∈ L∞(Ω,Rm) de-
ﬁnes a formal semigroup P (t) on the same space L∞(Ω,Rm) by u(x, t) =
(P (t)u0)(x). Observe that the linear system is decoupled, so P (t) acts com-
ponentwise: P (t) = (P1(t), . . . , Pm(t)) for all t ∈ [0,∞) and the components
are Pi(t) = S(dit) where S(t) denotes the semigroup generated by the oper-
ator −∆ + I. See (C.2) in Appendix C for the details.
Note that thanks to the maximum principle we have ‖u(t, ·)‖∞ ≤ ‖u0‖∞ for
all positive time in the linear case.
Deﬁnition 2.2.2. Let T ∈ (0,∞]. A E∞,0,T -mild solution of the initial-
boundary problem (2.12) for initial data u0 ∈ L∞ on the time interval [0, T )
is a measurable function u(x, t) satisfying:
u(·, t) ∈ L∞(Ω) and sup
0<s<t
(‖u(·, s)‖∞) <∞ for all t ∈ (0, T )
u(·, t) = P (t)u0 +
∫ t
0
P (t− s)F (·, s, u(·, s)) ds for all t ∈ (0, T ).
(2.17)
Theorem 2.2.1 (See [Rothe]). Consider the initial boundary problem (2.12)
with mild initial condition satisfying (2.13) and (2.14).
Then the following holds true:
For each initial function u0 ∈ L∞(Ω,Rm) there exists T ∈ (0,∞] such that
the problem has a unique E∞,0,T -mild solution on the interval [0, T ). More-
over, considering T = T (u0) related to the initial data u0 we have that
inf (T (u0)|‖u0‖∞ ≤ K) > 0 for all K ∈ [0,∞).
The existence time can be chosen maximal. In that case we will indicate with
Tmax the istant such that:
lim
t→Tmax
‖u(t)‖∞ = +∞ if Tmax <∞.
If in addiction we consider a regular initial data u0 ∈ R and suppose that the
nonlinearity satisﬁes the strong hypothesis (2.15) then the solution is smooth,
i.e.:
u(x, t) ∈ C2+α,1+α/2(Ω× [0, T ]) for all T ∈ (0, Tmax).
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For the deﬁnition of these Hölder spaces see [Ladyz]
The next step concerns the existence of a solution for the initial boundary
problem for less regular initial data. The main tools used to reach this goal
are some a-priori estimates and a density argument for the set of initial
data.
As proposed in [Rothe] we will denote the set of the new initial data by
K = ∪{Kb|b ∈ Rris a paramater} and we will call it the set of Convenient
initial data. K is usually derived by some heuristic arguments like energy-
estimates or small perturbation of the equation.
Deﬁnition 2.2.3 (A-priori estimates). We will say that u0 ∈ R∩Kb satisﬁes
the a-priori estimates for regular initial data if any solution u(x, t) of the
initial boundary value problem on any time interval [0, T ] satisﬁes:
sup{‖u(·, t)‖∞|t ∈ [T1, T2]} ≤M(b, T1, T2) for all [T1, T2] ⊂ (0, T )
‖u(·, t)− P (t)u0‖p ≤M(b)o(t) for some p ∈ [1,∞] with lim
t→0
o(t) = 0.
(2.18)
Note that T1 in the ﬁrst equation is strictly greater than zero.
The last property that we expect for initial data u0 ∈ K \R is a density
property. In fact we require a very weak kind of it:
For all data uo ∈ Kb, there exists b˜ ∈ Rr and a sequence (u0n) ⊂ Kb˜ ∩R
such that limn→∞‖u0n − u0‖1 = 0.
(2.19)
Theorem 2.2.2 (See [Rothe]). Consider the initial boundary problem (2.12)
where the nonlinearity satisﬁes the strong condition (2.15). Moreover assume
that the apriori estimates (2.18) and the density estimate (2.19) holds true.
Then for all convenient initial data u0 ∈ K the problem has a global solution
on the interval [0,∞) that satisﬁes:
sup{‖u(·, t)‖∞|t ∈ [T1, T2]} ≤ ∞ for all [T1, T2] ⊂ (0,∞)
limt→0‖u(·, t)− P (t)u0‖p = 0 for p ∈ [1,∞] as in the density assumpion
(2.20)
and satisﬁes also the variation of constant formula:
u(·, t) = P (t)u0 +
∫ t
0
P (t− s)F (·, s, u(·, s)) ds for all t ∈ (0,∞).
We have also a local regularity result. In fact it holds true:
u ∈ C2+α,1+α/2(Ω× [T1, T2], |Rm) for all intervals [T1, T2] ⊂ (0,∞).
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Now the main frame for proving existence theorem for Lotka-Volterra
equations is done. Although we will not give a detailed proof because it
requires a great preparatory work and several technical lemma we will try to
summarize the meaningful steps of the proof. The principal technique used
consists in a "feedback" argument which leads us to derive the a-priori esti-
mates needed. Indeed the way that we will follow in the proof will be based
on the two previous theorems resp. 2.2.1 and 2.2.2 and the majority of the
eﬀort will consist in improving the a priori estimates stated in deﬁnition 2.2.3.
Theorem 2.2.3 (Existence for LV equations [Rothe]). Let the space dimen-
sion N be arbitrary and set n = N/2. Let p0, q0 ∈ [1,∞] satisfying n/p0 < 1
so that the initial data lies u0 ∈ Lp0(Ω), v0 ∈ Lq0(Ω) and such that u0 ≥ 0
and v0 ≥ 0 and | log uo|+ | log v0| ∈ L1(Ω). Assume that both diﬀusion coef-
ﬁcients are positive Du > 0 and Dv > 0.
Then the Lotka Volterra system with positive coeﬃcients a, b, f, g > 0 and
Neumann boundary condition :
ut −Du∆u = u(f − bv)
vt −Dv∆v = v(−g + au)
∂u
∂n
(x, t) = 0
∂v
∂n
(x, t) = 0
u(x, 0) = u0 v(x, 0) = v0.
(2.21)
has a global classical solution (u, v) on the time interval (0,∞) satisfying:
lim t→∞‖u(t)− u0‖1 = 0
lim t→∞‖v(t)− v0‖q0 = 0 if q0 <∞
sup
0<t<∞
m(t)δ‖u(t)‖p <∞ for all p ∈ [p0,∞], δ = n/p0 − np
sup
0<t<∞
m(t)δ‖v(t)‖q <∞ for all q ∈ [q0,∞], δ = n/q0 − nq.
(2.22)
where m(t) = min (1, t).
Proof. The proof will be articulated in the following way:
1. We will deﬁne an appropriate set for regular initial data R in order to
use the theorem 2.2.1.
2. We will improve the a priori estimates (2.18) for regular initial data:
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(a) We will present a Lyapunov functional for the system (2.21),
strictly related to the Lyapunov function deﬁned for the ordinary
diﬀerential system, which will play the role of primary apriori
estimate.
(b) Using a "bootstrap-feedback" argument we will derive an uniform
estimate.
(c) We will show how the inital data are approximated by the solution
3. We will deduce the property (2.22) by theorem 2.2.2.
Set as convenient initial data K = Lp0(Ω) × Lq0(Ω) and as regular one
R = C2+α(Ω)× C2+α(Ω) such that u0(x) > 0, v0(x) > 0.
By the theorem 2.2.1 we know that the system has a unique classical global
solution and that the solution preserves the positivity.
Now we will deal with the part of the proof that usually requires the ma-
jority of the eﬀort for the reaction diﬀusion equation type. The diﬃculties
related to this step derive from several aspects: the ﬁrst is represented by
ﬁnding an appropriate Lyapunov functional for the equation and derive from
it the primary estimate. The other diﬃculties come from deducing from the
primary estimate some other estimates that can improve it.
In this proof we will just state the existence of a Lyapunov functional without
any constructive method. We will see in the following section a proposition
that will give us a general method for deducing Lyapunov functionals in
lucky case and that will show the connection between the Lyapunov func-
tional and the asymptotic behaviour of the system.
We will consider as Lyapunov functional the following, evaluated along the
solutions:
l(x, t) = a (u(x, t)− u− u log(u/u)) + b (v(x, t)− v − v log(v/v)) (2.23)
where we set (u, v) = (g/a, f/b) the unique positive equilibrium point of the
system that coincides with P2 met through the previous section. Observe
that is not a Lyapunov function but a functional as is not a real valued map.
Thanks to the last equation we get the Primary a priori estimate:
sup
0<t<∞
‖ (u+ v + | log(u)|+ | log(v)|) (t)‖1 ≤M (2.24)
with M a positive real constant that depends only from the coeﬃcients
a, b, f, g, from the domain Ω and from the value of the above quantity at
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t = 0.
The next goal is to improve this last estimate (2.24). As stated in preliminary
part of the proof we will use a feedback argument. It consists in deducing
from a lower order of regularity estimate a new estimate with higher regular-
ity exploiting Sobolev inclusion and embedding theorems. We will show only
the case related with our system. For a complete and more general treatment
of this kind of argument we remind to Lemma 18, Lemma 19 and Lemma
20 from the ﬁrst section and to the Lemma 2 present in the Lotka-Voleterra
section, all of this contained in [Rothe].
In order to put in evidence some general properties we will introduce for a
while a new general parabolic system:
ut −∆u = F (x, t, u) x ∈ Ω, t > 0
∂u
∂n
= 0
u(x, 0) = u0.
(2.25)
where u0 ∈ K∩R and the nonlinearity F (x, t, u) is a measurable function in
the ﬁrst two variables for each u and such that there exists a weight function
c(x, t) ∈ Lq1,q2 such that for all u holds true:
|F (x, t, u)| ≤ c(x, t)(1 + |u|)γ . (2.26)
Note that for our needs we are not requiring any Liptschizian condition and
so it is a powerful tool that can be used also in a less regularity case.
Moreover suppose for (2.25) that it holds true the primary apriory estimate:
‖u‖∞,1,T := ‖u‖L∞t ,L1x,t<T = sup
0<t<T
‖u(t)‖1 ≤M. (2.27)
with T =∞.
Let's focus on the ﬁrst equation of (2.21) and on the representation formula
for the solution u. Thanks to the positivity of the solutions and from the
fact that the semigroup preserves the positivity (see (C.2) in Appendix C)
we get:
u(t) = Su(t)u0+
∫ t
0
Su(t−s)[uf−bv](s) ds ≤ Su(t)u0+
∫ t
0
Su(t−s)[uf ](s) ds.
It means roughly speaking that we can work separately on the two equations;
in the case of the ﬁrst equation we can assume γ = 1 in (2.26). Consider
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p ∈ [p0,∞]: thanks to lemma C.0.14 we can estimate the linear evolution
term and get:
‖Su(t)u0‖p ≤ ‖Su(t)‖p,p0‖u0‖p0 for t > 0
where we consider the operatorial norm for bounded operator S(t) : Lp0(Ω)→
Lp(Ω).
It remains to be estimated the second addend. The idea that underlies to
estimate the nonlinearity is to use the following inequality (ref. Lemma 18):
Suppose that a, b, y ∈ [0,∞) and σ ∈ (0, 1), then
y ≤ a+ byσ implies y ≤ a
1− σ + b
1/1−σ (2.28)
Note that y is real, otherwise we will have ∞ ≤ ∞ which will not provide
any kind of improvements.
The last inequality in fact will be exploited in a chain of inequalities. Set β
such that βγ < 1. Thanks to Lemma 19, it is possible to ﬁnd an auxiliary
exponent s1 ∈ [1,∞] such that 1/q1 + γ(1 − β)/r1 + γβδ < 1/s1 such that
for all t ∈ (0, T ]:
m(t)δ
∥∥∥∥∫ t
0
S(t− s)F (s, u(s)) ds
∥∥∥∥
p
≤ m(t)δ
∫ t
0
‖S(t− s)‖p,s1‖F (s, u(s))‖s1 ds
≤ m(t)δ
[∫ t
0
‖S(t− s)‖p,s1‖c(·, s)‖q1‖1 + |u|‖γ(1−β)1 m(s)−γβδ ds
]
‖1 + |u|‖γβp,δ,T ,
where
‖u‖p,δ,T := sup
0<t<T
(
m(t)δ‖u‖p
)
. Note that δ has been introduced in the statement of the theorem and the
last inequality follows from the choice of the exponents1 and from the Holder
inequality.
Specializing the last inequality for the ﬁrst equation we get:
m(t)δ
∥∥∥∥∫ t
0
S(t− s)F (s, u(s)) ds
∥∥∥∥
p
≤
≤ m(t)δ
[∫ t
0
‖S(t− s)‖p,s1‖1‖∞‖1 + |u|‖γ(1−β)1 m(s)−γβδ ds
]
‖1 + |u|‖γβp,δ,T
It is possible to show (see Lemma 6 [Rothe]) that thanks to the primary
priori estimate the last inequality implies the following:
‖u‖p,δ,T ≤ Const1‖u0‖p0 + Const2‖1 + |u|‖γβp,δ,T
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and applying (2.28) we can complete the ﬁrst step of the feedback argument
and obtain: ‖u‖p,δ,T ≤ Const.
Repeating this procedure in a bootstrap argument for a ﬁnite number of
steps it is possible to show that the last inequality holds also for p =∞ and
then the third estimate in (2.22) comes from interpolation.
Note that ‖u‖p,δ,T ≤ ∞, that correspond to the y in (2.28) is a not negligible
requirement. It is proved in Lemma 14 in [Rothe].
It is possible to apply the argument used for estimating u also for the com-
ponent v. In this case we cannot exploit again the positivity argument used
at the beginning of the process but we will absorb in the weight function
c(x, t) the presence of the term u. Here the hypothesis n/p0 < 1 plays the
crucial role and allow us to control the norm of c(x, t). Note that the whole
argumentation done above is referred for t ≤ T < ∞, but is not diﬃcult
to see that it is still true if we let T → ∞ because the term m(t) becomes
identically 1.
The last property that remains to be shown is how the initial data are ap-
proximated. It easily comes true from the previous estimates:
‖u(t)− Su(t)u0‖q0 + ‖v(t)− Sv(t)v0‖q0 ≤
≤
∫ t
0
m(s)−δ ds · Const (1 + ‖u‖∞,δ,t) (1 + ‖v‖q0,0,t)
≤ Const · tε
for all t ∈ (0, 1). Note that 0 ≤ δ ≤ n/p0 < 1.
So all the apriori estimates (2.18) required in theorem 2.2.2 hold true. Using
an approximating sequence (u0n, v0n) of regular convenient initial data that
satisﬁes the condition of density in (2.19) we can conclude the proof.
Despite the last theorem represents the most general existence result, in
the following section in which we will treat the asymptotic beahviour for the
solution, we will require more regularity for the solution. Speciﬁcally it will
be needed an uniform bound in time for the L∞ norm of the solution. For
that reason thereby we will aﬀord the existence problem in a subcase with
more restrictive hypothesis. The hypothesis setting will turn out to be a
good setting either for the uniform bound as for the study of the asymptotic
behaviour and so we will introduce here the general environment used pro-
posed by [Alikakos].
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Consider the initial boundary system with Neumann condition:
∂ui
∂t
= di∆ui + uiBi(u1, · · · , um, t) on Ω× (0,∞)
∂ui
∂n
= 0 in ∂Ω× (0,∞)
ui(x, 0) = fi(x) on Ω
(2.29)
for i = 1, . . . ,m where di are the positive diﬀusive coeﬃcients, Ω an open
bounded smooth set in Rn and as usual ∂/∂n denotes the derivative along
the outward normal.
Moreover we will assume the following hypothesis:
(H1) Bi is locally Lipschitz in (u1, . . . , um, t)
(H2) The initial data satisﬁes fi ≥ 0, fi ∈ Xα (ref. (B.0.5)), α < 1 such
that 2α− np ≥ ν > 0, where ν is an arbitrarily small positive number,
and where X1i = D(−∆) = {f ∈ W 2,p(Ω)|∂f∂n = 0}. For a detailed
description of these spaces we refer to the Appendix B.
(H3) The food pyramid condition holds, i.e. there exists a positive constant
b1 such that B1(u1, . . . , um, t) ≤ b1 for c1, . . . , cm ≥ 0. Also given
C1, . . . , Ci−1 ≥ 0 in a bounded set B of Ri−1 there exists a positive
bi = bi(B) such that Bi(u1, . . . , um, t) ≤ bi for i = 2, . . . ,m.
Note that the hypothesis (H3) has an intuitive explanation that comes from
general consideration on the natural system that we are modelling. Indeed
it is motivated by the fact that given m species living isolated in a certain
region one can arrange them in a such of way that the j-th species may feed
on on any i-th species with i < j and may not with the others.
The following theorem is the global existence and uniqueness theorem for
system (2.29). Thanks to theorem 2.2.3 we will skip quickly trough the
proof focusing on the meaningful steps of it.
Theorem 2.2.4. Consider the initial boundary Cauchy problem (2.29) and
assume that the hypothesis (H1),(H2) and(H3) hold true. Then there exists a
unique global in time classical solution u(x, t) = (u1(x, t), . . . , um(x, t)) such
that for every i = 1, . . . ,m the solution satisﬁes ui(x, t) ≥ 0.
Proof. Consider the Cauchy problem in a abstract form
du
dt
+Au = F (u, t), u(x, 0) = f(x) (2.30)
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where we deﬁne
A = −

d1∆ 0 · · · 0
0 d2∆ · · · 0
...
...
. . .
...
0 0 · · · dm∆
 F (u, t) =

u1B1(u1, · · · , um, t)
...
umBm(u1, · · · , um, t)

and u = col(u1, · · · , um) f(x) = col(f1, · · · , fm).
We are considering the system on the space Xα with α that satisﬁes the
condition in (H2) and where X = Lp(Ω) × · · · × Lp(Ω). As stated in the
appendix the operator A is sectorial (ref. (C.0.12)) and thanks to the hy-
pothesis (H2) we have that holds true the following continuous injection (ref.
B.0.9):
Xα ↪→ Cν × · · · × Cν .
It follows that we have ‖ui(·, t)‖∞ < ∞ for every i = 1, · · · ,m and so the
solution is global in time. We want to show that the problem is also well
posed in Xα. First note that there are not any phenomena of blow-up in
ﬁnite time in the Xα-norm. Suppose that there exists a ﬁnite maximal
interval of existence (0, tmax) such that
lim
t→tmax
‖u(t)‖Xα = +∞.
Now consider the formula of variations of constants associated to the ﬁrst
component of u with A1 = d1∆t:
u1(t) = exp
−A1t u1(0) +
∫ t
0
exp−A1(t−s) F1(u, s) ds.
We can assume that Reσ(A1) > δ where δ in a positive constant strictly
greater than zero. This avoid the problem of having 0 ∈ σ(A1) and allow us
using the well know(see (B.4))
‖Aα1 e−A1t‖Lp(Ω) ≤ Cαt−αe−δt
from which we obtain
‖Aα1u1‖p ≤ t−αe−δtK +
∫ t
0
e−δ(t−s)(t− s)−α‖F1(u, s)‖p ds (2.31)
Note that the assumption Reσ(A1) > δ is not restrictive at all. Indeed we
can add in the system (2.30) the term δu on both the sides: this will not
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change the assumptions made on the other terms of the equation and will
return the equation in the reaction-diﬀusive form seen previously.
Furthermore thanks to the fact that the (H3) implies |F1(c, s)| < constant
we can deduce that ‖u1‖Xα is bounded for t→ tmax and repeating the same
argument for the other components of u we get the absurd.
All the other properties that appear in the statement of the theorem are
deducible from the general theorems 2.2.3 and theorem
As the proof suggests, a good way to control the Xα of the solution
is to control the L∞ norm of it. Thanks to theorem 2.2.3 we can do it.
Nevertheless we will present in the following a diﬀerent way to get this bound.
Whilst the general idea is the same as in [Rothe] and consists in getting the
bound from the apriori estimate given by a Lyapunov functional the method
is completely diﬀerent.
We will recall an elementary property for the Lebesgue spaces Lp on a domain
of ﬁnite measure before to present the estimate.
Proposition 2.2.5. Consider (X,µ) a space endowed with a measure such
that 0 < µ(X) <∞. Considered a function u : X → R then we have
lim
p→∞ ‖u‖p = ‖u‖∞ (2.32)
Proof. First note that for every p we have ‖u‖p ≤ ‖u‖∞µ(X)1/p and so we
have that lim supp→∞ ‖u‖p ≤ ‖u‖∞.
Further consider a real t such that t < ‖u‖∞ and deduce from the classical
Chebychev inequality:
‖u‖p =
(∫
X
|u|p dµ
)1/p
≥ tµ(|u|p > tp)1/p = tµ(|u| > t)1/p
that implies
lim inf
p→∞ ‖u‖p ≥ ‖u‖∞
and this last inequality complete the proof.
Here follows the estimate.
Theorem 2.2.6. Consider the equation:
∂c
∂t
= d1∆c+ cB(x, t) on Ω× (0,∞)
∂c
∂n
= 0 in ∂Ω× (0,∞)
c(x, 0) = f(x) ≥ 0 on Ω
(2.33)
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where d1 comes from the original system (2.29) and under the additional
hypothesis
(H) B(x, t) < a where a is a positive constant and B(x, t) is locally Lips-
chitz in the two variables.
Assume that c(x, t) ≥ 0 and there exists a positive constant K > 0 scuh that
supt≥0
∫
Ω c(x, t) dx < K. Then it is possible to ﬁnd a positive constant K
∗
that depends only on K and ‖c(·, 0)‖∞ such that:
sup
t≥0
‖c(·, t)‖∞ ≤ K∗.
Remark. Note that the hypothesis (H) corresponds to the (H3) stated before
in the ﬁrst equation of the system for u1. As we have seen, (H3) provides
a fall type of argument: proved the estimate for the i − 1 components the
hypothesis (H) and (H3) coincides for ui.
Proof. The proof will be based on the previous proposition. So it becomes
clear that we are going to manipulate the equation (2.33) in a suitable way
with the aim of obtain more informations on some Lpk norms of c for pk that
tends to inﬁnity.
Multiplying the equation (2.33) by cs−1 and integrating over Ω we obtain:
∂
∂t
(
1
s
∫
Ω
cs dx
)
= d1
∫
Ω
∆cs−1 dx+
∫
Ω
csB(x, t) dx
= −d1
∫
Ω
∇c · ∇cs−1 dx+
∫
Ω
csB(x, t) dx
≤ −d1(s− 1)
∫
Ω
|∇c|2cs−2 dx+ a
∫
Ω
cs dx
where we have used the Neumann boundary condition and made explicit the
term ∇cs−1.
Now consider∇(cs/2) = (∂xjcs/2)j = ( s2u(s/2−1)∂xjc)j from where we deduce
|∇(cs/2)|2 = s24 us−2|∇c|2.
Substituting the last in the previous inequality we get
∂
∂t
(
1
s
∫
Ω
cs dx
)
≤ −4(s− 1)
s2
d1
∫
Ω
|∇(cs/2)|2 dx+ a
∫
Ω
cs dx
and specialize for the dyadic numbers s = 2k we get:
∂
∂t
(
1
2
∫
Ω
(c2
k−1
)2 dx
)
≤ −2
k − 1
2k−1
d1
∫
Ω
|∇(c2k−1)|2 dx+ 2k−1a
∫
Ω
(c2
k−1
)2 dx.
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Letting
c2
k−1
= c∗, d1
2k − 1
2k−1
= dk, 2
k−1a = ak
we can rewrite the previous inequality in a simple form:
∂
∂t
(
1
2
∫
Ω
(c∗)2 dx
)
≤ −dk
∫
Ω
|∇(c∗)|2 dx+ ak
∫
Ω
(c∗)2 dx.
Thanks to the Gagliardo-Nirenberg inequality (ref. (A.0.2))
‖u‖L2 ≤ C‖u‖θW 1,2‖u‖1−θL1 , for θ =
n
n+ 2
and after an application of the Young's inequality we get, for 0 < ε < 1/2:
‖u‖2L2 ≤ ε‖∇u‖2L2 + Cε‖u‖2L1
where Cε = Cε
−n/2.
Substituting u with c∗, replacing ε with εk and multiplying by −(ak + εk)
such that (ak + εk)εk ≤ dk we obtain:
−dk
∫
Ω
|∇(c∗)|2 dx ≤ −(ak + εk)
∫
Ω
|∇(c∗)|2 dx
≤ −(ak + εk)
∫
Ω
(c∗)2 dx+ (ak + εk)Cεk
(∫
Ω
c∗ dx
)2
So after a direct calculation we get
∂
∂t
(
1
2
∫
Ω
(c∗)2 dx
)
≤ −dk
∫
Ω
|∇(c∗)|2 dx+ ak
∫
Ω
(c∗)2 dx
≤ −εk
∫
Ω
(c∗)2 dx+ (ak + εk)Cεk · (α∗)2 ,
where we denote with α∗ a constant that dominates
∫
Ω c
∗ dx for all time. At
this moment we do not know if it does exist. In fact the existence will be
proved after the iteration procedure. Indeed coming back to our notation
c∗ = c2k−1 and using the Gronwall's inequality we can infer that:∫
Ω
c2
k
dx ≤ max
(
(ak + εk)Cεk
εk
α22k−1 , ‖c(·, 0)‖2
k
L∞
)
,
where we have assumed for simplicity that m(Ω) = 1. Even without loss of
generality we will suppose that (ak + εk)Cεk/εk ≥ 1 and that the constant
K introduced in the statement of the theorem dominates ‖c(·, 0)‖L∞ as well
in order to estimate the left hand side with the product of the terms in the
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max.
Note that the last inequality (2.2) holds for every time and so we are in a
situation of the type:
α2k ≤ max
(
βkα2k−1 , C
2k
)
and so it follows that∫
Ω
c2
k
dx ≤
(
(ak + εk)Cεk
εk
)20
·
(
(ak−1 + εk−1)Cεk−1
εk−1
)2
. . .
. . .
(
(a1 + ε1)Cε1
ε1
)2k−1
·K2k .
(2.34)
The last passages consists in showing that the right hand side of (2.34)
behaves like (K∗)2kand it follows after elementary calculus remembering that
Cε ' ε−n/2. Thanks to the preposition stated before that put in evidence
the relationships that hold between the Lp norm varying the exponent p we
can easily conclude the theorem.
2.3 The asymptotic behaviour
Through this section we will investigate the behaviour properties of the solu-
tions for large time and the principal tool that will be used is the Invariance
Principle. This instrument requires a such of kind of compactness for the
orbits. In this sense the last theorem proved in the previous section com-
bined with the sectorial operators theory will lead us to reach a result of
compactness nature.
Before to start a rigorous treatment let's start with an heuristic argumenta-
tion during which we will not take care of the hypothesis needed for justify
all the passages.
Consider the following diﬀusive Lotka-Volterra system given in a nondimen-
sionalized form for simplicity of calculus
ut = u(1− v) +D∆u
vt = av(u− 1) +D∆v
with equal diﬀusion coeﬃcients D and homogeneous Neumann boundary
conditions
∂νu(t, x) = ∂νv(t, x) = 0, x ∈ ∂Ω.
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(ν is the outward normal on Ω bounded subset of Rn)and initial conditions
u(x, 0) = u0(x), v(x, 0) = v0(x) for x ∈ Ω.
We deﬁne s(x, t), corresponding to the energy of the system without diﬀu-
sion,
s = a(u− lnu) + (v − ln v) (2.35)
as we have seen in 2.1.1, it satisﬁes ∂ts = 0 in the case D = 0.
How does the corresponding diﬀerential equation for s look like if D 6= 0?
We take (2.35) and diﬀerentiate it:
st = a
(
ut − ut
u
)
+ vt − vt
v
∆s = a
(
∆u− ∆u
u
+
|∇u|2
u2
)
+
(
∆v − ∆v
v
+
|∇v|2
v2
)
this yields
st −D∆s = a (ut −D∆u) u− 1
u
+ (vt −D∆v) v − 1
v
− aD (|∇u|2 + |∇v|2)
−D
(
a
|∇u|2
u2
+
|∇v|2
v2
)
≤ 0
using the equations in the system. This can be interpreted as a loss of energy
due to the diﬀusion terms.
The conditions for s comes fairly easily from the conditions that hold for u
∂s
∂ν
(x, t) = 0 forx ∈ ∂Ω
s(x, 0) = a(u0 − lnu0) + (v0 − ln v0) = s0(x).
Via integration over Ω we can deﬁne S(t) as the Total amount of energy in
the system at the time t:
S(t) =
∫
Ω
s(x, t) dx
and using the Neumann boundary condition and Green formula yields
S˙(t) =
∫
Ω
st dx =
∫
Ω
D∆s dx−D
∫
Ω
(
a
|∇u|2
u2
+
|∇v|2
v2
)
dx
= −D
∫
Ω
(
a
|∇u|2
u2
+
|∇v|2
v2
)
dx
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Obviously, S is monotone non-increasing so there are two possibilities: it
tends to a ﬁnite limit or it tends to −∞ for t→∞.
By deﬁnition, s satisﬁes s(x, t) ≥ a+ 1, from which we get directly
S(t) =
∫
Ω
s(x, t) dx ≥ (a+ 1)|Ω|
so S tends to a ﬁnite limit, which requires
S˙(t) = −D
∫
Ω
(
a
|∇u|2
u2
+
|∇v|2
v2
)
dx→ 0 as t→∞.
The only possibility to satisfy this is that both ∇u and ∇v tend to 0 as
t → ∞, i.e. if the system tends to some not meaningless state, it has to be
a spatially uniform state.
The last computation points out a question: does the solution of the
system converge in some sense? Furthermore, which kind of state will be
approached asymptotically? For answer to these question we need as usual
some compactness property that will provide us a tool for converging se-
quences.
Here will follow some elementary deﬁnitions that come from the theory of dy-
namical system and that will be given with the aim to conform the notation
to the standard one.
Deﬁnition 2.3.1. A dynamical system or simply nonlinear semigroup on a
complete metric space C is a family of maps {S(t) : C → C, t ≥ 0} such that
1. for each t ≥ 0, S(t) is continuous from C to C;
2. for each x ∈ C, t→ S(t)x is continuous;
3. S(0) is the identity on C;
4. S(t)(S(s)x) = S(t+ s)x for all x ∈ C and t, s ≥ 0.
We will denote by γ(x) the set γ(x) = {S(t)x, t ≥ 0} and will call it the
orbit through x.
Further we will say that a set K ⊆ C is invariant for the semigroup if for
any x0 ∈ K there exists a continuous curve x : R → K with x(0) = x0 and
such that satisﬁes the semigroup law S(t)x(s) = x(t+ s) for −∞ < s <∞,
t ≥ 0.
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Deﬁnition 2.3.2. If x0 ∈ C and γ(x0) is the orbit through x0 then the
ω-limit set for x0 or equivalently for γ(x0) is
ω(x0) = ω(γ(x0)) = {x ∈ C| there exists tn →∞ such that S(tn)x0 → x}.
Note that it coincides with the intersection of the closure of the orbits
through the evolved pointsS(t)x0, i.e. it holds ω(x0) = ∩s≥0γ(S(s)x0).
Deﬁnition 2.3.3. Let S(t) for t ≥ 0 be a nonlinear semigroup on a complete
metric space C. A Lyapunov function is a continuous real valued function
V on C such that
V˙ (x) = lim
t→0+
V (S(t)x)− V (x)
t
≤ 0 (2.36)
for all x ∈ C.Note that the possibility V˙ (x) = −∞ in not excluded.
Theorem 2.3.1. Suppose x0 ∈ C and {S(t)x0, t ≥ 0} lies in a compact set
in C. Then ω(x0) is non empty, compact, invariant, connected and
dist(S(t)x0, ω(x0))→ 0 as t→ +∞.
Furthermore suppose that V is a Lyapunov function on C, bounded from
below and deﬁne E = {x ∈ C|V˙ (x) = 0} and be M the maximal invariant
subset of E. Then S(t)x0 →M as t→ +∞.
Proof. From the property ω(x0) = ∩s≥0γ(S(s)x0) we know that ω(x0) is the
intersection of a decreasing collection of non empty compact sets, so ω(x0)
is compact and nonempty.
For proving the invariance observe that for every y0 ∈ ω(x0) there exists
tn → +∞ such that S(tn)x0 → y0 and so for any t ≥ 0 it holds that
S(t + tn)x0 → S(t)y0. So S(t)(ω(x0)) ⊆ ω(x0) and ω(x0) is positively
invariant. Thanks to the compactness property we can extract a subsequence
tn1 → +∞ such that limn→∞ S(tn1 − 1)x0 = y1 exists. Using a diagonal
argument we can ﬁnd a sequence of yi and a subsequence tn such that for
j = 0, 1, 2, . . .
S(tn − j)x0 → xj as tn → +∞
Deﬁne y(t) = S(t+j)yj if j > −t, j ≥ 0, −∞ < t <∞, then y(t) satisﬁes the
semigroup law stated in the deﬁnition of invariant set. Even from compact-
ness follows that ω(x0) is connected and the convergence property; indeed if
by absurd there exists a sequence tn → +∞ with (S(tn)x0) bounded away
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from ω(x0) by the compactness property we can extract a subsequence con-
verging that has to be in ω(x0) by deﬁnition, so the contradiction.
Consider now the Lyapunov function V : by the hypothesis we have that
V (S(t)x0) for the speciﬁc x0 is nonincreasing for t ≥ 0 and is bounded
from below: it follows that limt→∞ V (S(t)x0) = l exists. Now if y ∈ ω(x0)
then V (y) = l and so it holds also for his orbit V (S(t)y) = l. It implies
V˙ (y) = 0 and so ω(x0) ⊆ E and from the invariance property follows that
ω(x0) ⊆M .
As outlined in the proof, the compactness is the machinery that stands
at the basis of all the properties in the statement. Can we earn a similar
properties for our system?
Thanks to the sectorial operator theory and the property of the operator
−∆ + I the answer is positive.
Consider the initial boundary autonomous system with Neumann condition:
∂ui
∂t
= di∆ui + uiBi(u1, · · · , um) on Ω× (0,∞)
∂ui
∂n
= 0 in ∂Ω× (0,∞)
(2.37)
for i = 1, . . . ,m where di are the positive diﬀusive coeﬃcients, Ω an open
bounded smooth set in Rn and as usual ∂/∂n denotes the derivative along
the outward normal. Furthermore suppose that ui(x, 0) = fi(x) and that
holds (H2)
Consider also the ordinary diﬀerential system associated to (2.37):
∂ui
∂t
= uiBi(u1, · · · , um) for i = 1, . . . ,m. (2.38)
The following lemma is a useful tool for deducing Lyapunov function for PDE
starting from the ordinary associated equation. In fact ﬁnding a Lyapunov
function usually is not a trivial deal and the ﬁrst part of theorem 2.3.1
consider more general case without taking care of the Lyapunov structures.
Lemma 2.3.2. Assume that there exists a Lyapunov function E(z1, . . . , zm)
for the ordinary system (2.38) on the space {(z1, . . . , zm)|zi ≥ 0 for i =
1, . . . ,m}. Furthermore assume that holds true the following property for E:
(H4)(i) The Hessian [∂2E/∂zi∂zj ] is positive semideﬁnite and [D(∂
2E/∂zi∂zj)]
is positive deﬁnite except isolated poionts, where D denotes the diagonal
matrix of diﬀusion coeﬃcients.
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Then it is possible to ﬁnd a Lyapunov function for the system (2.37) on the
space Xα ∩ {f(·)|f(x) ≥ 0} deﬁned by:
V (f1(·), . . . , fm(·)) =
∫
Ω
E(f1(x), . . . , fm(x)) dx.
Remark. Note that the deﬁnition given above is the formalization of the con-
cept of the Total amount of energy introduced in the heuristic introductory
part.
Proof. The continuity of V on Xα is clear.
Consider u(x, t) = col(u1(x, t), . . . , um(x, t)) a solution for the system (2.37)
and see how does the derivative of V behave.
d
dt
V (u1(·, t), . . . , um(·, t)) =
m∑
i=1
∫
Ω
∂E
∂zi
((u1(·, t), . . . , um(·, t))∂ui
∂t
dx
= −
m∑
i=1
di
∫
Ω
∇
(
∂E
∂zi
)
· ∇ci dx+
m∑
i=1
∫
Ω
∂E
∂zi
uiBi(u1, · · · , um) dx
= −
∫
Ω
tr
[
(∇u)T ·D · [∂2E/∂zi∂zj ] · (∇u)
]
+
m∑
i=1
∫
Ω
∂E
∂zi
uiBi(u1, · · · , um) dx
(2.39)
where tr stands for the classical trace matrix operator and where the last
computation is a fairly derivation of the term ∇
(
∂E
∂zi
)
.
Thanks to the formulation (2.39) we easily deduce that V˙ (u) ≤ 0. Indeed for
the ﬁrst addend it comes from the hypothesis (H4i) whereas for the second
addend it comes from the fact that E is a Lyapunov function for the ordinary
associated system.
We are ready to prove the principal theorem.
Theorem 2.3.3. Consider the system (2.37) with initial data in Xα such
that the hypothesis (H1),(H2),(H3),(H4)(i) are satisﬁed.
Moreover assume that holds true the following:
(H4)ii If z(z1, . . . , zm) then lim|z|→+∞E(z) = +∞.
Then for nonnegative data (f1, . . . , fm) such that V (f1, . . . , fm) < +∞ each
orbit is compact in Xα0 for 0 ≤ α0 < 1 and tends in the Xα0 sense to
M , a compact connected invariant subset of the associated system (2.38) of
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ordinary diﬀerential equations, with
M = {f = (f1, . . . , fm) ∈ ∩0≤α0<1|V˙ (f) = 0}
= {c = (c1, . . . , cm), ci ∈ R|E˙(c1, . . . , cm) = 0}.
Remark. Before to start observe that the condition V˙ (f) = 0 implies both
−
∫
Ω
tr
[
(∇f)T ·D · [∂2E/∂zi∂zj ] · (∇f)
]
= 0
m∑
i=1
∫
Ω
∂E
∂zi
fiBi(f1, · · · , fm) dx = 0.
From the ﬁrst we get∇f = 0 and so f(t) is a solution for the ordinary system
too; it means that ∂tE(f) that is equals to the second formula posted above
must be zero for every points in Ω.
Proof. Consider u(x, t) a solution of the system (2.37) with initial data as in
the hypothesis. Being V a Lyapunov function that system we have:∫
Ω
E(u1(x, t), . . . , um(x, t)) dx ≤
∫
Ω
E(f1(x), . . . , fm(x)) dx < +∞. (2.40)
Moreover form the hypothesis (H4)i we deduce that the functional E is
convex and so we can use the Jensen inequality for vector valued function,
and so we have:
E
(∫
Ω
u1(x, t) dx, . . . ,
∫
Ω
um(x, t) dx
)
≤
∫
Ω
E(u1(x, t), . . . , um(x, t)) dx
and exploiting (H4)ii, which gives a such of "bound" for the orbit, we deduce:∫
Ω
ui(x, t) dx ≤ K(f) < +∞ for i = 1, . . . ,m
that is an L1 bound for the solution.
So arguing for the ﬁrst component u1 we get from (H3) and theorem 2.2.6
that ‖u1(·, t)‖L∞(Ω ≤ Konstant1. Similarly for the rest of the components,
even using (H3) we get that holds in general: ‖ui(·, t)‖L∞(Ω ≤ Konstant for
i = 1, . . . ,m.
Now thanks to the (2.31) we know that the orbits are bounded in the Xα0
sense for every 0 ≤ α0 < 1 and so compact because of the Laplacian with
Neumann boundary condition has compact resolvent (see B.0.8 in Appendix
B).
The proof of the theorem is complete after observing that we are in the
hypothesis of theorem 2.3.1.
Chapter 2 39
We can ﬁnally apply all the results found before in the case of Lotka-
Volterra diﬀusive system.
Theorem 2.3.4. Let Ω ⊂ Rn be open, connected, bounded with smooth
boundary. Let the initial data fi ≥ 0 not identically null, for i = 1, 2 with
fi ∈ Xα where α satisﬁes the equality in (H2).
Then consider the Lotka-Volterra diﬀusive system with Neumann boundary
condition:
∂tu1 = d1∆u1 + u1(c− u2),
∂tu2 = d2∆u2 − u2(d− u1)
(2.41)
it has a classical global in time solution (u1(x, t), u2(x, t)) with strictly posi-
tive components that are bounded in the L∞ sense for all time.
So the orbits are compact in Xα0 for every 0 ≤ α0 < 1 and there exists a
periodic solution (Φ1(t),Φ2(t)) of the associated ordinary diﬀerential system
∂tc1 = c1(t)(c− c2(t)),
∂tc2 = −c2(t)(d− c1(t))
such that the associated orbit {(Φ1(t),Φ2(t)) |t ∈ R} is approached by
{(u1(x, t), u2(x, t))} in the Xα sense as t→ +∞.
Proof. The existence and the boundedness of the solution has already been
proved.
In order to prove the asymptotic behaviour of the solution note that the
Lyapunov function V for the associated ordinary diﬀerential system is a
slightly modiﬁcation of the function deﬁned in the beginning of this section;
we will report it for completeness of the details.
V (x, y) =
1
cd
{x− d− d ln(x
d
) + y − c− c ln(y
c
)}
and it is a straightforward computation verify that V satisﬁes the conditions
(H4)i-ii.
Note that the function V deﬁned above is not properly a Lyapunov function
because of the presence of solution (0, 0) that implies V (0, 0) = +∞ while
general Lyapunov functions are real valued function.
Nevertheless in order to apply the Invariance principle theorem we can con-
sider C (the complete metric space where is settled the theorem) as the
cone K of nonnegative functions in Xα. According to this choice and to the
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fact that initial data are not identically zero we can use the estimate (2.40)
and deduce that for any orbit, the corresponding ω-limit set is a subset of
M = {(g1, g2) ∈ K|V (g1, g2) < +∞}.
Furthermore, being the solutions c1(t), c2(t) of the associated ordinary sys-
tem solution of the system (2.41) too, we get that ω((f1, f2)) is contained in
set set of all periodic solution of the associated system. In fact it consists
exactly in one periodic solution and we can deduce it from the fact that the
Lyapunov function V has to be constant in ω((f1, f2)) and each periodic
orbit corresponds to a diﬀerent value of it.
Remark. Note that it is possible to show that the orbit approaches a periodic
solution of the ordinary system with exponential velocity. For the details see
[Alikakos].
Chapter 3
Stability results for low regular
initial data
3.1 New results
In this section we are going to investigate some properties for the solutions of
Lotka-Volterra system with diﬀusion. In fact we will prove a global existence
theorem for low regular initial data taken in the L2 spaces for the linearized
system and we will give a representation formula for the solution. It will
turn out a stability result for the the stable point of the ordinary diﬀerential
system.
Assuming u = u(t, x), where x ∈ Ω and Ω ⊂ Rn is a bounded domain
with smooth boundary ∂Ω, we can consider the following:
∂tu1 −∆u1 = u1(c− du2), x ∈ Ω, (3.1)
∂tu2 −∆u2 =−u2(c− du1) x ∈ Ω,
combined with Neumann boundary condition
∂νu1(x, t) = ∂νu2(x, t) = 0, x ∈ ∂Ω. (3.2)
Here and below ν = ν(x) is the unit exterior normal at point x ∈ ∂Ω.
We are interested in to study the perturbated system around the equi-
librium state determined in (2.1), i.e.
u01 = u
0
2 =
c
d
, (3.3)
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For this reason we will operate a change of variables w = u − u0 such that
the new system will take the form for w:
∂tw1 −∆w1 =−w2(c+ dw1) (3.4)
∂tw2 −∆w2 = w1(c+ dw2).
As stated at the beginning of this section, we want to formulate a global
existence theorem for a solution and give a rappresentation formula for that.
In order to get this results, we will start with a local existence result and a
continuation priciple about the maximal life-time of a solution.
Theorem 3.1.1 (Local existence). If 1 ≤ n ≤ 3 then one for any R > 0
can ﬁnd T = T (R) > 0, so that for any initial data ϕ
w1(x, 0) = ϕ1(x) ∈ L2(Ω),
w2(x, 0) = ϕ2(x) ∈ L2(Ω)
(3.5)
satisfying
‖ϕ‖L2(Ω) ≤ R
the system (3.4) with Neumann boundary condition ∂νw1(x, t) = ∂νw2(x, t) =
0, x ∈ ∂Ω has a unique solution
w(x, t) ∈ C([0, T ), L2(Ω)) ∩ L2((0, T ), H1N (Ω))
.
Proof. The proof of the theorem will be based on the contraction map theory
for Banach spaces. The ﬁrst step will consist to provide an estimate of w in
terms of both initial data and nonlinearity term norm. That estimate will
turn out to be the key-tool for improving the fact that the solution-operator
will map a subspace of C([0, T ), L2(Ω)) ∩ L2((0, T ), H1N (Ω)) on itself.
Consider w := (w1, w2) as a vector and consider the system posted below
where we do not put in evidence the dependence of F fromw:
∂tw −∆w = F (x, t)
w(0) = (ϕ1, ϕ2).
(3.6)
This is a in compact form that stands for:(
∂tw1
∂tw2
)
−
(
∆w1 0
0 ∆w2
)
·
(
w1
w2
)
=
(
F1(x, t)
F2(x, t).
)
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Multiplying the equation by w we get < ∂tw,w > − < ∆w,w >=< F,w >,
where < ·, · > is the usual L2 scalar product, which yelds:
1
2
d
dt
‖w‖2L2x + ‖∇w‖
2
L2x
=< F,w >
Now integrating it on (0, t) interval we get:
‖w(t)‖2L2x +
∫ t
0
‖∇w(s)‖2L2x ds = ‖w(0)‖
2
L2x
+
∫ t
0
< F,w > ds
≤ ‖w(0)‖2L2x +
∫ t
0
‖F‖L2x‖w‖L2x ds
≤ ‖w(0)‖2L2x + ‖w‖L∞(0,t)L2x‖F‖L1(0,t)L2x
Fixed a time T we will deﬁne a new Banach space Xt := C([0, T );L
2(Ω)) ∩
L2((0, T );H1(Ω)).
Since the last inequality holds for every time t < T we can take the sup on
time of the left hand term and deduce that
‖w‖2XT ≤ ‖w(0)‖2L2 + ‖w‖XT ‖F‖L1(0,T )L2x
≤ ‖w(0)‖2L2 +
1
2
‖w‖2XT +
1
2
‖F‖2L1
(0,T )
L2x
,
where we can absorb the term 12‖w‖2XT in the left side of the inequality stated
above and get the following
‖w‖XT ≤ ‖w(0)‖L2 + ‖F‖L1(0,T )L2x . (3.7)
This estimate play an important role in our argument: indeed thanks
to the last we will be able to estimate a greater order of regularity for the
solution w only using the L2-norm in space of the nonlinearity.
Consider now Uϕ the operator built on the classical diﬀusive semigroup e
∆t
referred to the general initial value problem (3.6) i.e.:
Uϕ(x, t) =
(
e∆tϕ1
e∆tϕ2
)
+
(∫ t
0 e
∆(t−s)F1(s) ds∫ t
0 e
∆(t−s)F2(s) ds
)
.
Thanks to (3.7) we know that:
‖Uϕ(x, t)‖XT ≤ ‖w(0)‖L2 + ‖F‖L1(0,T )L2x .
Furthermore we can introduce in the nonlinearity F the dipendence from
w and specify it into the case of the nonlinearity related to the linearized
problem:
∂tw −∆w = F (x, t, w)
w(0) = (ϕ1, ϕ2)
(3.8)
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In order to specialize the inequality (3.7) with the Lotka-Volterra nonlinear-
ity type we will investigate the L2-norm of F :
‖F (w)‖2L2 = c2‖w‖2L2 + 2d2‖w1w2‖2L2
where as usual:
‖w(·, t)‖2L2(Ω) = ‖w1(·, t)‖2L2(Ω) + ‖w2(·, t)‖2L2(Ω)
‖∇w(·, t)‖2L2(Ω) = ‖∇w1(·, t)‖2L2(Ω) + ‖∇w2(·, t)‖2L2(Ω).
Note that thanks to the Holder inequality it holds that ‖w1w2‖2L2x =
∫
Ωw
2
1w
2
2 ≤
‖w1‖2L4x‖w2‖
2
L4x
and using this last inequality in the L2-norm of F we get:
‖F (w)‖L2x ≤ c‖w‖L2x + c‖w1‖L4x‖w2‖L4x
≤ c‖w‖L2x + c‖w‖L2x(‖w‖L2x + ‖∇w‖L2x)
where c is a positive costant and where the last inequality comes from the
Gagliardo-Niremberg inquality (ref. A.0.2).
Applying this argumentation to the operator related to our problem:
Aϕ(w, t) =
(
e∆tϕ1
e∆tϕ2
)
+
(∫ t
0 e
∆(t−s)F1(s, w) ds∫ t
0 e
∆(t−s)F2(s, w) ds
)
.
we get an apriori estimate in term of:
‖Aϕ(w, t)‖XT ≤ 2‖w(0)‖L2 + T sup
0≤t≤T
‖w‖L2x + T
1
2 ‖w‖L2tH1x · sup
0≤t≤T
‖w‖L2x .
(3.9)
We are now ready to show that the operator Aϕ maps a ball of a prescribed
radius R˜ on itself and this will be easily deduced from the last inequality
(3.9).
Indeed it is possible to ﬁnd a suitable radius R˜ and a suitable time T such
that Au0 : BR˜(XT )→ BR˜(XT ), namely:
‖w‖XT ≤ 2R+ TR˜+ T
1
2 R˜2 ≤ R˜.
In this case we will choose R˜ = 4R and T < 12 .
It remains to show the contractivity for the operator Aϕ deﬁned over the
ball of radius 4R, that is
‖Aϕ(w)− Aϕ(w˜)‖XT ≤ k‖w − w˜‖XT
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for 0 < k < 1.
So we start from the estimate of the nonlinear term:
‖F (w)−F (w˜)‖2L2x = ‖cw2 + dw1w2 − cw˜2 − dw˜1w˜2‖
2
L2x
+ ‖cw1 + dw1w2 − cw˜2 − dw˜2w˜2‖2L2x
≤ k
(
‖w2 − w˜2‖2L2x + ‖w1w2 − ˜w1w2‖
2
L2x
+ ‖w1 − w˜1‖2L2x
)
≤ k
(
‖w − w˜‖2L2x + ‖w1w2 − w1w˜2 +−w1w˜2 − ˜w1w2‖
2
L2x
)
≤ k
(
‖w − w˜‖2L2x + ‖w1‖
2
L∞x ‖w2 − w˜2‖2L2x + ‖w2‖
2
L∞x ‖w1 − w˜1‖2L2x
)
where k is a positive costant. Integrating it on time we get:∫ T
0
‖F (w)− F (w˜)‖2L2x ≤ k
∫ T
0
‖w − w˜‖2L2x + ‖w‖
2
L∞x ‖w − w˜‖2L2x dt
≤ k
∫ T
0
‖w − w˜‖2L2x +
(∫ T
0
‖w − w˜‖4L2x
) 1
2
·
(∫ T
0
‖w‖4L∞x
) 1
2
dt
≤ kT sup
0≤t≤T
‖w − w˜‖2L2x + kT
1
2 sup
0≤t≤T
‖w − w˜‖2L2x · T
1
2 sup
0≤t≤T
‖w‖2L2x
≤ kT (1 + 4R)‖w − w˜‖XT
so taking T small enough, it follows that the operator is a contractive map
on B4R(XT ) and this last imply that the problem has a unique local solution.
The following, is a continuation result. This is a typical result for evolu-
tion problems that comes from the Segal continuation principle, wich allow
us to extend the solution on time ([Segal]).
Proposition 3.1.2. If 1 ≤ n ≤ 3, then for any R > 0 and for any initial
data (3.5) satisfying
‖ϕ‖L2(Ω) ≤ R,
one can ﬁnd T = T (R) > 0, so that only one of the following two possibilities
can appear:
T =∞ the system (3.4) with Neumann boundary condition
∂νw1(x, t) = ∂νw2(x, t) = 0, x ∈ ∂Ω
has a unique solution w(x, t) ∈ C([0,∞), L2(Ω)) ∩L2((0,∞), H1N (Ω));
T <∞ and the system (3.4) with Neumann boundary condition
∂νw1(x, t) = ∂νw2(x, t) = 0, x ∈ ∂Ω
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has a unique solution w(x, t) ∈ C([0, T ), L2(Ω)) ∩ L2((0, T ), H1N (Ω));
such that
lim
t↗T
‖w(t, ·)‖L2(Ω) =∞.
Now we can ﬁnally state the main result of this section.
Theorem 3.1.3 (Global existence). If 1 ≤ n ≤ 3 then there exists ε0 > 0,
and constants C > 0, c1 > 0 so that for any ε ∈ (0, ε0) the system (3.4) with
Neumann boundary condition
∂νw1(x, t) = ∂νw2(x, t) = 0, x ∈ ∂Ω
and initial data
w1(x, 0) = ϕ1(x) ∈ L2(Ω), w2(x, 0) = ϕ2(x) ∈ L2(Ω)
satisfying
‖ϕ‖L2(Ω) ≤ ε
has a unique global solution w(t, x) ∈ C(R+, L2(Ω))∩L2(R+, H1N (Ω)) satis-
fying the representation
w(x, t) = a(t) +R(x, t),
where
a(t) =
1
|Ω|
∫
Ω
w(x, t)dx (3.10)
satisﬁes the estimate
|a(t)| ≤ Cε, for t ≥ 0
and the remainder R(x, t) satisﬁes the exponential decay estimate
‖R(t, ·)‖L2(Ω) ≤ Cεe−c1t, t ≥ 0, (3.11)∫ ∞
0
ec1t‖∇R(·, t)‖2L2(Ω) ≤ Cε2. (3.12)
In order to obtain the estimates (3.11) and (3.12) we need some prelim-
inaries results.
The main idea is, as the section of asymptotic behaviour suggests, to separate
the space-independent part of the solution from the dependent one. This is
connected to presence of zero in the spectrum of the Laplacian operator with
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Neumann boundary condition. Indeed, considering the space-independent
part of a function corresponds to project the function that we are examin-
ing along the subspace of constants, that is the eigenspace associated at the
simple eigenvalue zero. Then keeping on mind this argumentation we will
introduce a projection operators.
Deﬁnition 3.1.1. As suggested in (3.10), we introduce the projection op-
erator P0 : C(R+, L2(Ω)) → C(R+,R) that maps the space of continuous
function that take value in L2(Ω) into itself, deﬁned as follows:
P0(f(x, t)) =
1
|Ω|
∫
Ω
f(x, t) dx, P⊥0 (f(x, t)) = f(x, t)− P0(f(x, t))
(3.13)
In fact we are identifying
w(x, t) = P0(w(x, t)) + P
⊥
0 (w(x, t)) = a(t) +R(x, t).
Now, using the projection introduced above, we can project the system.
In particular we set:
w1(x, t) = P0(w1(x, t)) + P
⊥
0 (w1(x, t)) = a1(t) +R1(x, t)
w2(x, t) = P0(w2(x, t)) + P
⊥
0 (w2(x, t)) = a2(t) +R2(x, t)
and noting that the operators P0 and ∂/∂t commute, we obtain from (3.4)
∂ta1 −∆a1 = P0(−w2(c+ dw1))
∂ta2 −∆a2 = P0(w1(c+ dw2)),
∂tR1 −∆R1 = P⊥0 (−w2(c+ dw1))
∂tR2 −∆R2 = P⊥0 (w1(c+ dw2))
(3.14)
where the ﬁrst two equations correspond to P0(∂tw) and the second two are
referred to the orthogonal part.
Further, using the fact that a1 and a2 are space-independt we get:
P0(−w2(c+ dw1)) = −a2(t)(c+ da1(t))− dP0(R1R2)
P0(w1(c+ dw2)) = a1(t)(c+ da2(t)) + dP0(R1R2),
P⊥0 (−w2(c+ dw1)) = −a2(t)dR1(t)− (c+ da1)R2 − dP⊥0 (R1R2)
P⊥0 (w1(c+ dw2)) = a1(t)dR2(t) + (c+ da2)R1 − dP⊥0 (R1R2),
∆a1 = ∆a2 = 0
(3.15)
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and so we can rewrite the system (3.14) in a simpler form:
da1
dt
= −a2(c+ da1)− dP0(R1R2)
da2
dt
= a1(c+ da2) + dP0(R1R2)
∂tR1 −∆R1 = −a2dR1(t)− (c+ da1)R2 − dP⊥0 (R1R2)
∂tR2 −∆R2 = +a1dR2(t) + (c+ da2)R1 + dP⊥0 (R1R2).
(3.16)
Note that in the last passage we use the fact that P0(w1 · w2) = P0(a1a2 +
a2R1 + a1R2 +R1R2) = a1a2 + a2P0(R1) + a1P0(R2) + P0(R1R2) = a1a2 +
P0(R1R2).
This system consists of two diﬀerent parts: due to the presence of P0 the
former is a couple of ordinary equations while the latter has absorbed the
whole diﬀusion behaviour of the original system and needs a speciﬁc argu-
ment.
For the ﬁrst two equations we can apply the estimate (2.11) and ﬁnd
|a(t)| ≤ C|a(0)|+ C ‖P0(R1R2)‖L1(0,t)
Using the Hölder inequality
‖P0(R1R2)‖L1(0,t) =
∫ t
0
∣∣∣∣( 1|Ω|
∫
Ω
R1R2(x, t) dx
)∣∣∣∣ dt ≤ C ‖R1R2‖L1(x,t)
≤ C ‖R1‖L2
(x,t)
‖R2‖L2
(x,t)
≤ C ‖R‖2L2
(x,t)
we ﬁnd
|a(t)| ≤ C|a(0)|+ C ‖R‖2L2
(x,t)
(3.17)
where C is some constant independent from t ≥ 0 and from the ε > 0 of the
statement.
Remark. Note that we have applied the estimates (2.11) to the projected
part of the system; it means that here we are not considering the solution as
a function of the variable x. Physically we are looking at the mean over the
space of the solution.
It remains to be investigated the PDE part of the projected system. For
this pourpose consider an auxiliary-system of diﬀusion parabolic equations
which can be taken as a model for the second part of (3.16)
∂tw1 −∆w1 = −cw2 + f1,
∂tw2 −∆w2 = cw1 + f2,
(3.18)
where f1(x, t), f2(x, t) are considered as source terms.
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Lemma 3.1.4. Suppose f(x, t) = (f1(x, t), f2(x, t)) belongs to L
1((0,∞);L2(Ω))
and
w(x, t) = (w1(x, t), w2(x, t)) ∈ L2([0, T ];H1N (Ω)),
satisfy the equations in the system (3.18) with∫
Ω
w(x, t) dx = 0.
Then there exist constants C > 0 and c1 > 0 so that for any t ≥ 0 we have
d
(
‖w(·, t)‖2L2(Ω)
)
dt
+2c1‖w(·, t)‖2L2(Ω)+2c1‖∇w(·, t)‖2L2(Ω) ≤ C
∫
Ω
|f(x, t)||w(x, t)| dx.
(3.19)
Proof. Our aim is to obtain an estimate for the solution of the auxiliary
system, so for this pourpose it is very useful to manage directly the equations.
Multiplying the ﬁrst equation of (3.18) by w1 and integrating over x ∈ Ω,
we get
1
2
d
(
‖w1(·, t)‖2L2(Ω)
)
dt
+ ‖∇w1(·, t)‖2L2(Ω) =
= −c
∫
Ω
w1(x, t)w2(x, t) dx+
∫
Ω
w1(x, t)f1(x, t) dx.
In a similar way multiply the second equation (3.18) by w2 and integrating
over x ∈ Ω. we have
1
2
d
(
‖w2(·, t)‖2L2(Ω)
)
dt
+ ‖∇w2(·, t)‖2L2(Ω) =
= c
∫
Ω
w2(x, t)w1(x, t)dx+
∫
Ω
w2(x, t)f2(x, t)dx
Taking the sum of these two last identities we ﬁnd
1
2
d
(
‖w(·, t)‖2L2(Ω)
)
dt
+ ‖∇w(·, t)‖2L2(Ω) =
∫
Ω
〈w(x, t), f(x, t)〉 dx. (3.20)
Now observe that from the hypotesis, it holds the relation
∫
Ωw(x, t)dx = 0
that allow us to use the Poincaré inequality
‖w(·, t)‖L2(Ω) ≤ Cp‖∇w(·, t)‖L2(Ω)
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So choosing c1 such that c1(1 + C
2
p) = 1 and using (3.20) we get
d
(
‖w(·, t)‖2L2(Ω)
)
dt
+ 2ρ‖w(·, t)‖2L2(Ω) + 2ρ‖∇w(·, t)‖2L2(Ω) ≤
d
(
‖w(·, t)‖2L2(Ω)
)
dt
+ 2c1(1 + C
2
p)‖∇w(·, t)‖2L2(Ω) ≤
≤ 2
∫
Ω
〈w(x, t), f(x, t)〉 dx. (3.21)
We can now start to study the behaviour of the two last equations of
(3.16).
In the following we will put in evidence the property:
P0(R(t)) =
1
|Ω|
∫
Ω
R(x, t) dx =
1
|Ω|
∫
Ω
w(x, t)− P0(R(x, t)) dx = 0
that make it possible tu use the previous Lemma (3.1.4) with:
f1 = −a2dR1(t)− da1R2 − dP⊥0 (R1R2)
f2 = a1dR2(t) + da2R1 + dP
⊥
0 (R1R2)
and conclude that the inequality
d
(
‖R(·, t)‖2L2(Ω)
)
dt
+2c1‖R(·, t)‖2L2(Ω)+2c1‖∇R(·, t)‖2L2(Ω) ≤ C
∫
Ω
|f(x, t)||R(x, t)| dx,
(3.22)
is fulﬁlled.
Now we have to work on the right side of the (3.22). The next step will
consist into specialize the term with f and get more information about it.
First observe that we have
|f(x, t)| ≤ C|R(t)||a(t)|+ c|P⊥0 (R1R2)|.
Indeed:
|f(x, t)|2 = |f1(x, t)|2 + |f2(x, t)|2 = . . . developping the squares =
= 2
(
a22R
2
1 + a
2
1 +R
2
2 + 2a1a2R1R2
)
+
(
4a2R1P
⊥
0 (R1R2) + 4a1R2P
⊥
0 (R1R2) + 2P
⊥
0 (R1R2)
2
)
=
= 2
(
a1R2 + a2R1
)2
+
(
4a2R1P
⊥
0 (R1R2) + 4a1R2P
⊥
0 (R1R2) + 2P
⊥
0 (R1R2)
2
)
≤
≤ 2|a(t)|2|R(x, t)|2 + 4|a(t)||R(x, t)||P⊥0 (R1R2)|+ 2P⊥0 (R1R2)2
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that gives
|f(x, t)|2 ≤ 2C (|a(t)||R(x, t)|+ P 20 (R1R2))2
and so
|f(x, t)| ≤ 2C (|a(t)||R(x, t)|+ P0(R1R2)) .
Going back to the right term of (3.22) we have:∫
Ω
|f(x, t)||R(x, t)|dx ≤ C
∫
Ω
|a(t)||R(x, t)|2dx+ C
∫
Ω
|R(x, t)||P⊥0 (R1R2)(x, t))| dx
≤ C|a(t)|‖R(·, t)‖2L2(Ω) + C‖R(·, t)‖3L3(Ω).
Note that the last inequality comes from the following estimate:
|P⊥0 (R1R2)(x, t))| =
∣∣∣∣R1R2(x, t)− 1|Ω|
∫
Ω
R1R2(x, t) dx
∣∣∣∣
≤ |R1||R2|(x, t) +
∣∣∣∣ 1|Ω|
∫
Ω
R1R2(x, t) dx
∣∣∣∣ ≤ |R|2 + C ‖R1‖L2(Ω) ‖R2‖L2(Ω)
≤ |R|2 + C ‖R‖2L2(Ω)
The exposition to follow is the meaningful part of this section. Indeed we
will show how to estimate the term ‖R(·, t)‖3L3(Ω) and is a practical example
of the techniques used in the ﬁrst part of the second chapter.
Consider the interpolation inequality
‖R(·, t)‖L3(Ω) ≤ C‖R(·, t)‖1/2L6(Ω)‖R(·, t)‖
1/2
L2(Ω)
together with the classical Sobolev embedding (ref. A.0.4)
‖R(·, t)‖L6(Ω) ≤ C
(‖∇R(·, t)‖L2(Ω) + ‖R(·, t)‖L2(Ω))
valid for 1/2− 1/6 ≤ 1/n, i.e. for n ≤ 3 that gives to the following estimate
‖R(·, t)‖3L3(Ω) ≤ C‖R‖3/2L2(Ω)
(
‖∇R(·, t)‖3/2
L2(Ω)
+ ‖R(·, t)‖3/2
L2(Ω)
)
≤ C
(
‖∇R(·, t)‖3/2
L2(Ω)
‖R(·, t)‖3/2
L2(Ω)
+ ‖R(·, t)‖3L2(Ω)
)
These computations lead us ﬁnally to get an estimate for the right side of
(3.22) in terms of a(t) and L2(Ω)-norm for R(t, ·) and ∇R(t, ·), i.e.∫
Ω
|f ||R| dx ≤ C|a(t)|‖R(·, t)‖2L2(Ω)+δ‖∇R(·, t)‖2L2(Ω)+C‖R(·, t)‖3L2(Ω)+C‖R(·, t)‖6L2(Ω).
Note that the last inquality follows from the classical Young inequality
ab ≤ a
p
p
+
bq
q
,
1
p
+
1
q
= 1, a, b > 0
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that implies (with p = 4/3, q = 4 and δ a free parameter)
A3/2B3/2 ≤ δA2 + CδB6.
Turning back to (3.22) we can state the latest version of it, that is:
d
(
‖R(·, t)‖2L2(Ω)
)
dt
+ 2c1‖R(·, t)‖2L2(Ω) + c1‖∇R(·, t)‖2L2(Ω) ≤
≤ C|a(t)|‖R(·, t)‖2L2(Ω) + δ‖∇R(·, t)‖2L2(Ω) + C‖R(·, t)‖3L2(Ω) + C‖R(·, t)‖6L2(Ω).
(3.23)
Our purpose is to deduce some a priori bound for ‖R(t, ·)‖L2(Ω). As the
theorem statement suggests, we need to consider a quantity that should be
useful in computation and that can will help us to reach our goal.
Deﬁnition 3.1.2. Let c2 a positive constant that will be later determined
and deﬁne a new suitable quantity for w for every T > 0 as
|‖w|‖T = sup
0≤t≤T
|a(t)|+ sup
0≤t≤T
ec2t‖R(·, t)‖L2(Ω) (3.24)
It follows directly from its form that:
‖R(·, t)‖L2(Ω) ≤ Ce−c2t|‖w|‖t. (3.25)
wich can used in (3.17) to get:
|a(t)| ≤ C|a(0)|+ C|‖w|‖2t (3.26)
The results stated in the global existence theorem shall be established if
we can ﬁnd constant C > 0 independent from ε, so that for any T > 0 we
have
|‖w|‖T ≤ Cε. (3.27)
Using the triple norm deﬁnition (3.24) we can now rewrite the inequality
(3.23) in terms of:
d
(
‖R(·, t)‖2L2(Ω)
)
dt
+ 2c1‖R(·, t)‖2L2(Ω) + 2c1‖∇R(·, t)‖2L2(Ω) ≤
≤ C|a(t)|‖R(·, t)‖2L2(Ω) + δ‖∇R(·, t)‖2L2(Ω) + Ce−3c2t|‖w|‖3t + Ce−6c2t|‖w|‖6t .
(3.28)
Observe now that δ is a free parameter so it can be choosen such that δ < c1.
Moreover we can split the term in wich is involved |a(t)|: indeed, using the
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(3.26), we observe that the ﬁrst addend can be absorbed in the similiar term
on the left side, indeed we have
|a(t)| ≤ Ca(0)‖R(·, t)‖2L2(Ω) + C|‖w|‖2t ‖R(·, t)‖2L2(Ω)
and so we get:
d
(
‖R(·, t)‖2L2(Ω)
)
dt
+ (2c1 − a(0)C)‖R(·, t)‖2L2(Ω) + c1‖∇R(·, t)‖2L2(Ω) ≤
C|‖w|‖2t ‖R(·, t)‖2L2(Ω) + Ce−3c2t|‖w|‖3t + Ce−6c2t|‖w|‖6t .
(3.29)
Consider now the following identity:
d
(
ec1t‖R(·, t)‖2L2(Ω)
)
dt
= c1e
c1t‖R(·, t)‖2L2(Ω) + ec1t
d‖R(·, t)‖2L2(Ω)
dt
.
Choosing exactly c2 = c1 and supposing a(0) small enough (note that it will
be replaced by the ε of the theorem) we can consider c1 ≤ 2c1 − a(0)C.
Using again the deﬁnition of the triple norm (3.24) and replacing c1 with c2
we can deduce from (3.29) the following:
d
(
ec1t‖R(·, t)‖2L2(Ω)
)
dt
≤ Ce(c1−2c2)t|‖w|‖4t + Ce(c1t−3c2)|‖w|‖3t + Ce(c1−6c2t)|‖w|‖6t
= Ce−c2t|‖w|‖4t + Ce−2c2t|‖w|‖3t + Ce−5c2t|‖w|‖6t .
Now integrating on time the last inequality we get
ec2t‖R(·, t)‖2L2(Ω) ≤ C‖R(·, 0)‖2L2(Ω)+C
∫ t
0
e−c2τ |‖w|‖4τ+e−2c2τ |‖w|‖3τ+e−4c2τ |‖w|‖6τdτ
and using the fact that t −→ |‖w|‖t is an increasing function we get
e2c2t‖R(t, ·)‖2L2(Ω) ≤ ‖R(·, 0)‖2L2(Ω) + C|‖w|‖3t + C|‖w|‖4t + C|‖w|‖6t (3.30)
from wich it follows that
ec2t‖R(t, ·)‖L2(Ω) ≤ ‖R(·, 0)‖L2(Ω) + C|‖w|‖3/2t + C|‖w|‖2t + C|‖w|‖3t . (3.31)
Now passing to the sup the above relation and using the estimate (3.26) we
get
|‖w|‖T ≤ C‖R(·, 0)‖L2(Ω) + C|‖w|‖3/2T + C|‖w|‖2T + C|‖w|‖3T (3.32)
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Gloabal existence esimates proof.
Setting x = |‖w|‖t we have that (3.32) is equivalent to
F (x) = −ε+ x− x2 − x3/2 − x3 ≤ 0
and so for ε suﬃciently small we get
|‖w|‖t ≤ Cε
using a continuity argument applied to the sub-levels of the F (x) function.
Note that the estimate for a(t) follows directly from the last estimate and
from the fact that a(t) ≤ Cε.
From
d
(
ec1t‖R(·, t)‖2L2(Ω)
)
dt
+c1‖∇R(·, t)‖2L2(Ω) ≤ Ce−c1t|‖w|‖4t+Ce−2c1t|‖w|‖3t+Ce−4c1t|‖w|‖6t .
after an integration in t we get:
ec1t‖R(·, t)‖2L2(Ω)+
∫ t
0
ec1s‖∇R(·, s)‖2L2(Ω) ≤ Cε2+C|‖w|‖3t+C|‖w|‖4t+C|‖w|‖6t
and using the bound for |‖w|‖ obtained before we derive (3.12) and complete
the proof of the Theorem.
3.2 Conclusion
In this work we have examined the problem of the existence of a solution
for the Lotka-Volterra diﬀusive system. Mainly, in literature the problem
has been attacked by following two diﬀerent ways: the ﬁrst, related with a
low regular initial data showed only the existence saying not anything about
the asymptotic behaviour of it. The latter showed instead how the solution
behaves for large time, but only with regular initial data.
The last chapter gives an intermediate approach: it has been showed that for
small initial data, the linearized system with low regular initial data has a
global solution that decades exponentially in the space dependence. However
the lack of compactness does not allow us to say if the solution approaches
some well-known orbits.
For this reason the next targets are to ﬁnd a compactness criterion or some
other tools that will guarantee a convergence property for large time and
investigate if the stability holds also for general initial data, not restricted
in a prescribed radius ball of L2(Ω).
Appendix A
Sobolev inequallities and
embeddings for bounded
domain
We propose as reference: [Friedman], [Brezis], [Evans] and [LiebLoss].
Theorem A.0.1 (Poincaré inequality). Let Ω be a bounded, connected, open
subset of Rn, with C1 boundary ∂Ω. Assume 1leqp < ∞. Then there exists
a constant, depending only on n, p,Ω, such that
‖u− 1|Ω|
∫
Ω
u dx‖Lp(Ω) ≤ C‖Du‖Lp()Ω
for each function u ∈W 1,p(Ω).
Theorem A.0.2 (Gagliardo-Nirenberg). Let Ω be a bounded domain in Rn
with ∂Ω in Cm, and let u be any function in Wm,r(Ω) ∩ Lq(Ω), 1 ≤ r,
p ≤ ∞. For any integer j, 0 ≤ j < m, and for any number α in the interval
j/m ≤ α ≤ 1, set: (
1
p
− j
n
)
= α
(
1
r
− m
n
)
+ (1− α)1
q
.
If m− j − n/r is not a nonnegative integer, then
‖Dju‖Lp(Ω) ≤ C
(‖u‖Wm,r(Ω))α (‖u‖Lq(Ω))1−α (A.1)
If m− j − n/r is a nonnegative integer, then (A.1) holds only for α = j/m.
Furthermore the constant C depends only on Ω, r, q,m, j, α.
Note th<t the derivatives that occur are weak derivatives.
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Theorem A.0.3 (General Sobolev inequality). Let Ω be a bounded domain
in Rn with C1 boundary ∂Ω. Assume u ∈W k,p(Ω),
If k < n/p then u ∈ Lq, ‖u‖Lq ≤ C‖u‖Wk,p where
1
q
=
1
p
− k
n
where C is a positive constant depending only on k, p, n and Ω;
If k > n/p then u ∈ Ck−
[
n
p
]
−1,γ
(Ω), ‖u‖
C
k−[np ]−1,γ
≤ C‖u‖Wk,p
where C is a positive constant depending only on k, p, n, γ and Ω and where
γ is any positive number in (0, 1) if n/p is an integer, or γ =
[
n
p
]
+ 1 − np
otherwise.
An an immediate corollary we have:
Theorem A.0.4 (Sobolev embeddings). Let Ω be a bounded domain in Rn
with C1 boundary ∂Ω. Then we have the continuous embeddings:
If k < n/p W k,p(Ω) ↪→ Lq(Ω) for 1/q ∈ [1/p− k/n, 1/p]
if k > n/p W k,p(Ω) ↪→ C(Ω).
(A.2)
Deﬁnition A.0.1. Let X and Y be a Banach spaces, X ⊂ Y . We say that
X is compactly embedded in Y , X ↪→↪→ Y if holds true that the inclusion
is continuous i.e. there exists a constant such that for every x ∈ X we have
‖x‖Y ≤ ‖x‖X and if every bounded sequence in X is precompact in Y .
Theorem A.0.5 (Rellich-Kondrashov). Let Ω be a bounded domain in Rn
with C1 boundary ∂Ω. Suppose 1 ≤ pleqn Then we have the compact embed-
dings:
W 1,p ↪→↪→ Lq for q ∈
[
1,
pn
n− p
]
.
Appendix B
Sectorial and fractional
operators
In this appendix we will follow the settings inf [Henry]. Useful references are
[EngelNagel] and [Kato] too.
Deﬁnition B.0.2. We call a linear operator A in a Banach space X a
sectorial operator if it is closed densely deﬁned operator such that, for some
ϕ ∈ (0, pi/2), some M ≥ 1 and some a ∈ R, the sector:
Sa,ϕ = {λ|ϕ ≤ |arg(λ− a)| ≤ pi, λ 6= a}
is in the resolvent set of A and
‖(λ−A)1‖ ≤ M|λ− a| for all λ ∈ Sa,ϕ.
Note that the angle opening of the section Sa,ϕ is greater than pi.
Deﬁnition B.0.3. An analytic semigroup on a Banach space X is a family
of continuous linear operator on X, {T (t)}t≤0 such that:
1. T (0) = I, T (t)T (s) = T (t+ s) for t, s ≥ 0
2. T (t)x→ x as t→ 0+, for each x ∈ X
3. t→ T (t)x is real analytic on 0 < t <∞ for each x ∈ X.
We will call L the inﬁnitesimal generator of this semigroup the operator
Lx = limt→0+ 1t (T (t)x− x) such that its domain D(L) consists of all x ∈ X
such that the previous limit exists in X. We will use the notation T (t) = eLt.
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These two mathematical objects are closely related. Indeed it holds true
the following theorem.
Theorem B.0.6. The operator A is a sectorial operator if and only if −A
is the inﬁnitesimal generator of an analytic semigroup {e−At}t≥0 where we
denotes:
e−At =
1
2pii
∫
Γ
(λ+A)−1eλt dλ,
where Γ ⊂ ρ(−A) is a contour in the resolvent set of −A with argλ→ ±θ as
|λ| → ∞ for some θ ∈ (pi/2, pi). Note that the last deﬁnition is the equivalent
of the Cauchy's formula extended in Banach spaces.
Further e−At can be continued analytically into a sector {t 6= 0 | |argt| < ε}
containing the positive real axis and if Reσ(A) > a, then for t > 0 we have
the following:
‖e−At‖ ≤ Ce−at, ‖Ae−At‖ ≤ C
t
e−at (B.1)
for some constant C. Finally we have that it holds true:
d
dt
e−At = −Ae−At for t > 0.
We can now introduce the fractional powers operator. Note that in the
exposition to follow we will assume Reσ(A) > 0 strictly positive.
First suppose that A is a sectorial operator and Reσ(A) > 0; then for any
α > 0
A−α =
1
Γ(α)
∫ ∞
0
tα−1e−At dt. (B.2)
Note that Γ is the Gamma function and so in the case of X = R1 the last
gives the −α power of the number A.
Being Reσ(A) > 0, thanks to the formula (B.1) which provides an estimate
for the semigroup norm on time, one can prove that for any α > 0, A−α is a
bounded linear operator on X which is also one-one and satisﬁes A−αA−β =
A−(α+β) whenever α, β > 0.
Deﬁnition B.0.4. Consider A a sectorial operator such that Reσ(A) > 0,
then for any α > 0 deﬁne
Aα = inverse of Aα with D(Aα) = Range(A−α)
A0 = Identity on X.
(B.3)
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Note that if α ≥ β then D(Aα) ⊆ D(Aβ) and if α > 0 then Aα is closed and
densely deﬁned. Furthermore we have the following commutation properties:
AαAβ = AβAα = Aα+β; Aαe−At = e−AtAα on D(Aα).
It follows the important estimate:
Theorem B.0.7. Consider A a sectorial operator such that Reσ(A) > δ >
0, then for any α ≥ 0 there exists a real positive constant Cα <∞ such that:
‖Aαe−At‖ ≤ Cαt−αe−δt for t > 0. (B.4)
Furthermore Cα is bounded for α in any compact subset of (0,∞) and also
if α→ 0+.
Finally we can present the spaces Xα which represents the main tool
used in the second part of the second chapter.
Deﬁnition B.0.5. If A is a sectorial operator in a Banach space X, consider
a real a ∈ R such that setting A1 = A + aI it holds that Reσ(A1) > 0 and
deﬁne for each α ≥ 0
Xα = D(Aα1 ) endowed with the norm ‖x‖α = ‖Aα1 ‖, x ∈ Xα.
It is possible to show that diﬀerent choices of a give equivalent norm on Xα
and so it is possible to elide the dependence of the deﬁnition from the choice
of a.
Before to give the theorem including the main properties for the spaces
Xα we will introduce the deﬁnition of operator with compact resolvent.
Deﬁnition B.0.6. We will say that a closed operator A has a compact
resolvent if there exists x0 such that the resolvent in that point is a compact
operator.
From the classical theory for compact operators follows that if A has
compact resolvent, then the spectrum of A consists entirely of eigenvalues
such that they are isolated and have ﬁnite multiplicities. Further, it follows
that the resolvent map of A is compact for every x in the resolvent set of A.
Theorem B.0.8. If A is a sectorial operator in a Banach space X, then Xα
is a Banach space with the norm ‖ · ‖α for α ≥ 0.
Moreover we have that X0 = X and for 0 ≤ β ≤ α, Xα is a dense subspace
of Xβ with continuous inclusion and provided A with compact resolvent, the
inclusion Xα ⊂ Xβ is compact when 0 ≤ β < α.
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We will end this section with an useful result that show the embedding
properties that hold for the spaces Xα and with an existence theorem for a
Cauchy initial value problem.
Theorem B.0.9. Suppose Ω ⊂ Rn is an open set with smooth boundary and
let 1 ≤ p <∞. Considered A a sectorial operator in X = Lp(Ω) with domain
D(A) = X1 ⊂Wm,p(Ω) for some m ≥ 1, then for 0 ≤ α ≤ 1 it holds:
Xα ⊂W k,q(Ω) when k − n/q ≤ mα− n/p, q ≥ p;
Xα ⊂ Cν(Ω) when 0 ≤ ν < mα− n/p.
(B.5)
Theorem B.0.10. Assume A is a sectorial operator, 0 ≤ α < 1 and f : U →
X, where U is an open subset of R ×Xα, f(t, x) locally Hölder continuous
in t, locally Lipschitzian in x. Then for any (t0, x0) ∈ U there exists T =
T (t0, x0) such that the Cauchy problem
dx
dt
+Ax = f(t, x), t > t0
x(t0) = x0
has a unique solution x on (t0, t0 + T ) with initial value x(t0) = x0, i.e. the
function x is a continuous function from [t0, t0 + T ) → X, for t0 ≤ t ≤
(t0 + T ) it holds (t, x(t)) ∈ U , x(t) ∈ D(A) and t → f(t, x(t)) is locally
Hölder.
Furthermore, assume that A has compact resolvent and that f maps all set
R+ ×B ⊂ U ⊂ R×Xα with B closed and bounded, into bounded sets in X.
Then if the solution satisﬁes ‖x(t)‖α ≤ K <∞ fot t ∈ (t0,∞), {x(t)|t ≥ t0}
lies in a compact set in Xα.
Appendix C
The Laplace operator with
Neumann boundary condition
In this section we will summarize the main properties that are satisﬁed by
the Laplacian operator on a bounded domain Ω ⊂ Rn with Neumann bound-
ary condition. For a complete treatment, see: [Friedman], [Rothe], [Kato],
[Brezis], [Amann] and [AgDouNir].
Consider the uniformly elliptic operator A0 = −∆ on the domain
D(A0) = {u ∈ C2(Ω)|∂u
∂ν
= 0}.
It satisﬁes the following for some positive K :
‖u‖W 2,p(Ω) ≤ K
(‖A0u‖Lp(Ω) + ‖u‖Lp(Ω)) (C.1)
for each u ∈ D(A0). It easily follows that:
Proposition C.0.11. Let p ∈ (1,∞), then the operator A0 is closable in
Lp(Ω) norm, and its closure Ap satisﬁes (C.1).
It has been showed in [Amann] that that it holds also in the case p = 1.
Moreover holds true the following proposition.
Proposition C.0.12. The resolvent (λI−Ap)−1 exists for every λ such that
argλ ∈ [pi/2, pi/3] and |λ| ≥ K0 where K0 is a positive constant. Furthermore
it holds that
‖(λI −Ap)−1u‖p ≤ C ‖u‖p|λ| . (C.2)
Furthermore, since W 2,p(Ω) ↪→↪→ Lp(Ω) it follows that Ap has compact re-
solvent, its spectrum is punctual and all the eigenfunction belong to C2(Ω).
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In particular, for every p the principal eigenvalue is minReσ(Ap) = 0 and
the associated eigenspace is the subspace generated by the constants.
So the spectrum σ(Ap) = σ(A) is independent from p and it is possible to
prove that consist on
σ(A) = {λ|λ is the principal eigenvalue } ∪B
= {0} ∪B
where the union is disjoint and B ⊂ {z ∈ C|Re(z) ≥ ε, |Arg(z)| ≤ pi/2− ε}
for some real ε > 0 and the formula (C.2) is still valid.
For all that reasons, it comes that the Laplace operator −∆ is a sectorial
operator in Lp(Ω) for 1 ≤ p <∞.
It follows that:
Proposition C.0.13. Let p ∈ [1,∞). The operator −Ap is the inﬁnitesimal
generator of the semigroup Sp(t) in the space L
p(Ω). Consider p, q ∈ [1,∞)
such that p ≤ q. Then the following holds:
1. Sq ⊂ Sp i.e. Sp(t)u = Sq(t)u for all t ∈ [0,∞), u ∈ Lq ⊂ Lp,
2. the semigroups preserve the positivity, i.e. if u0 ∈ Lp, u0 ≥ 0 then
Sp(t)u0 ≥ 0,
3. sup{‖Sp(t)u‖∞|t ∈ [0, T ]} ≤ ‖u‖∞ for all u ∈ L∞ and T ∈ R,
4. sup{‖Sp(t)u‖1|t ∈ [0, T ]} ≤ K(T )‖u‖1 for all p ∈ (1,∞), u ∈ L∞ and
T ∈ R.
In the following we are interested in give some properties that describe the
asymptotic behaviour of the semigroup generated by the Laplace operator.
For this purpose we need a slight modiﬁcation of the operator that involves
his spectrum and in fact we will suppose that λ = minReσ(A) > 0. This
condition follows from after a translation of the operator A→ A+ kI.
Lemma C.0.14. Consider p, q ∈ [1,∞] with p ≤ q and suppose that minReσ(A) >
λ. Then
‖S(t)u‖q ≤ Km(t)−(n/p−n/q)e−λt‖u‖p
for all u ∈ Lp(Ω), t ∈ (0,∞) and m(t) = min(t, 1).
Bibliography
[AgDouNir] S.Agmon, A.Douglis, N.Niremberg, Estimates near the
boundary for solutions of elliptic partial diﬀerential equations satisfy-
ing general boundary condition,I, Comm. Pure Appl. Math., Vol. 12,
1959 [623-727].
[Amann] H.Amann, Dual semigroups and second order linear elliptic bound-
ary value problems, Israel Journal of Mathematics, Vol. 45, Nos. 2-3,
1983 [225-254].
[Alikakos] N.D. Alikakos, An applications of the Invariance Principle to
Reaction-Diﬀusion Equations, Comm. Part. Diﬀ. Eq., 4(8) (1979) [827-
868].
[Braun] M.Braun, Diﬀerential equations and their applications, An intro-
duction to Applied Mathematics 3rd Edition, Applied Mathematical
Siences Volume 15, Springer Verlag Berlin Heidelberg New York.
[Brezis] H.Brezis, Analisi Funzionale - Teoria ed Applicazioni, Liguori Ed-
itore, 1990.
[EngelNagel] K.J.Engel, R.Nagel, One-Parameter Semigroups for Lin-
ear Evolution Equations,Graduate texts in Mathematics 194, Springer
Verlag New York, 2000.
[Evans] L.C.Evans, Partial Diﬀerential Equations,Graduate studies in
Mathematics Volume 19, American Mathematical Society, 1997.
[Fitzgibbon] W.B.Fitzgibbon, S.L.Hollis, J.J.Morgan, Stability and
Lyapunov functions for Reaction-Diﬀusion Systems, SIAM J. MATH.
ANAL, Vol. 28, No. 3,[595-610], 1997.
[Friedman] A. Friedman, Partial Diﬀerential Equations , Holt, Rinehart
and Winston, Inc.1976.
63
64 Bibliography
[Henry] D. Henry, Geometric Theory of Semilinear Parabolic Equations,
Lecture Notes In Mathematics, Springer Verlag Berlin Heidelberg New
York Tokyo 1981.
[Israel] G.Isreal, Modelli matematici: Introduzione alla matematica appli-
cata, Collana: il piacere della scienza, Franco Muzzio Editore.
[Kato] T.Kato, Perturbation Theory for Linear OperatorClassic in Mathe-
matics,Springer Verlag Berlin Heidelberg New York, 1980.
[Kuttler] C.Kuttler, Mathematical Models in Biology,Online Lecture
Notes, 2011 Dispensa
[Ladyz] O.A. Ladyzenskaja, V.A. Solonnikov and N.N. Ural'ceva,
Linear and Quasilinear Equations of Parabolic Type, American Mathe-
matical Society, Transl. of Math. Monographs 23, 1968.
[LiebLoss] E.H.Lieb, M.Loss, Analysis, second edition,Graduate studies in
Mathematics Volume 14, American Mathematical Society, 2001.
[Murray] J.D.Murray, Mathematical Biology, Interdisciplinary Applied
Mathematics Volume 17, Springer Verlag Berlin Heidelberg New York
2002.
[Rothe] F. Rothe, Global Solutions of Reaction-Diﬀusion Systems, Lecture
Notes In Mathematics, Springer Verlag Berlin Heidelberg New York
Tokyo 1984.
[Segal] I. Segal, Nonlinear Semigroups, Annals of Mathematics, Vol. 1 -
Second Series Vol. 168,[339-3640], 1963.
[Takeuchi] Y. Takeuchi, Global Dynamical Properties for Lotka-Volterra
Systems,World Scientiﬁc Publishing Singapore New Jersey London
Hong Kong,1996.
[WilChow] S.Williams, P.L.Chow, Nonlinear reaction-diﬀusion models,
J. Math. Anal. Appl.,62,[157-169] ,1978.
[YaﬁaAlaoui] R.Yafia, M.A.Azziz-Alaoui, Existence of periodic travel-
ling waves solutions in predator prey model with diﬀusion, Applied
Mathematical Modelling 37, [36353644], 2013.
