Orthogonal rational functions and tridiagonal matrices  by Bultheel, A. et al.
Journal of Computational and Applied Mathematics 153 (2003) 89–97
www.elsevier.com/locate/cam
Orthogonal rational functions and tridiagonal matrices
A. Bultheela ;1, P. Gonz+alez-Verab;2, E. Hendriksenc, O. Nj4astadd ;∗
aDepartment of Computer Science, K.U.Leuven, Belgium
bDepartment of Mathematical Analysis, University of La Laguna, Tenerife, Spain
cDepartment of Mathematics, University of Amsterdam, Amsterdam, Netherlands
dDepartment of Mathematical Sciences, Norwegian University of Science and Technology, N-7491,
Trondheim, Norway
Received 15 November 2001; received in revised form 10 January 2002
Abstract
We study the recurrence relation for rational functions whose poles are in a prescribed sequence of numbers
that are real or in:nite and that are orthogonal with respect to an Hermitian positive linear functional. We
especially discuss the interplay between :nite and in:nite poles. The recurrence relation will also be described
in terms of a tridiagonal matrix which is a generalization of the Jacobi. matrix of the polynomial situation
which corresponds to placing all the poles at in:nity. This matrix not only describes the recurrence relation,
but it can be used to give a determinant expression for the orthogonal rational functions and it also allows
for the formulation of a generalized eigenvalue problem whose eigenvalues are the zeros of an orthogonal
rational function. These nodes can be used in rational Gauss-type quadrature formulas and the corresponding
weights can be obtained from the :rst components of the corresponding eigenvectors.
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1. Introduction
It is well known that a very basic property of orthogonal polynomials on the real line is that they
satisfy a certain three-term recurrence relation, and actually this property characterizes orthogonal
polynomials, see e.g. [1,5,6]. An equivalent formulation of this property can be given in terms of
tridiagonal matrices, see e.g. [1,5].
Orthogonal rational functions with prescribed poles on the extended real line or on the unit
circle which satisfy a weak regularity condition can also be characterized by a three-term recurrence
relation of a certain form. Proof of this can be found in [4], in a setting that simultaneously treats
the extended real line case and the unit circle case. The unit circle case alone is treated in [2,3]. The
:rst proof of such three-term recurrences is given in [8] for the cyclic situation, where the poles
arise from a :nite number of points on the real line cyclically repeated.
In this paper we give a very detailed presentation of the three-term recurrence in the extended real
line situation. We especially write out the arguments relating to occurrence and interplay of poles
on the :nite real line and at in:nity. We also discuss an equivalent formulation of orthogonality in
terms of diagonal and tridiagonal matrices and point out consequences for construction of generalized
Gaussian quadrature formulas.
2. Preliminaries
Let {n}∞n=1 be a sequence of not necessarily distinct points in Rˆ \{0} where Rˆ denotes the
extended real line R∪ {∞} on the Riemann sphere. (For nonessential technical reasons it is conve-
nient to select a distinguished :xed point in Rˆ which is diOerent from all n, and there is no loss
of generality in placing this point at the origin.)
We de:ne
w0 = 1; wn(z) =
n∏
k=1
(1− −1k z); for n= 1; 2; : : : ; (2.1)
u0 = 1; un(z) =
zn
wn(z)
; for n= 1; 2; : : : :
The complex linear spaces Ln and L are de:ned by Ln = span{u0; u1; : : : ; un}; L=
⋃∞
n=0 Ln. A
function f belongs to Ln if and only if it is of the form f(z) = 
(z)=wn(z), where 
 belongs to
the space n of polynomials of degree at most n. If n =∞ for all n, then Ln =n and L=,
the space of all polynomials. The spaces Lm ·Ln and L ·L consist of all functions h=f · g, with
f∈Lm, g∈Ln and f; g∈L, respectively.
The substar transform h∗ of a function h is de:ned by h∗(z) = h( Pz). A linear functional M on
L ·L is said to be positive if it satis:es M [h∗]=M [h], for all h∈L ·L and M [f ·f∗]¿ 0, for all
f∈L, f 
≡ 0. In particular, the formula M [h] = ∫R h(t) d(t), for all h∈L ·L de:nes a positive
linear functional on L ·L when  is a positive measure with in:nite support in R with respect to
which all functions h in L ·L are absolutely integrable.
Let M be a positive linear functional on L ·L, and de:ne the inner product 〈·; ·〉 on L by
〈f; g〉=M [f · g∗]. For simplicity we assume M normalized such that M [1] = 1. Let {’n}∞n=0 be an
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orthonormal basis obtained from the basis {un}∞n=0. We may write
’n(z) =
pn(z)
wn(z)
; (2.2)
where pn ∈n, and we shall use the notation
pn(z) =
n∑
k=0
(n)k z
k (2.3)
and
’n(z) =
n∑
k=0
(n)k uk(z): (2.4)
All the coeDcients (n)k and 
(n)
k are real since all the coeDcients in all um are real.
We :nd from (2.2), (2.4) that pn(z) = 
(n)
n zn + 
(n)
n−1z
n−1(1 − −1n z) + · · · + (n)0 wn(z), hence by
(2.3) it follows that
(n)n =
pn(n)
nn
if n 
= ∞ and (n)n = (n)n if n =∞: (2.5)
Since ’n ∈Ln \Ln−1, we always have (n)n 
= 0. Hence, pn(n) 
= 0 if n 
= ∞ and (n)n 
= 0 if
n =∞. We call ’n regular if pn(n−1) 
= 0 for n−1 
= ∞, and if (n)n 
= 0 for n−1 =∞. We say
that the sequence {’n} is regular if all the ’n are regular. We note that the sequence {’n}= {pn}
is always regular in the polynomial situation, i.e., when n =∞ for all n.
We shall in the following only consider regular sequences, and we shall here normalize the sign
of ’n recursively such that
sgnpn(n−1) = sgn[n−1pn−1(n−1)] if n−1 
= ∞; (2.6)
sgn (n)n = sgn 
(n−1)
n−1 if n−1 =∞: (2.7)
Note that this means in the polynomial case (all n =∞) that all the leading coeDcients (n)n = (n)n
are positive.
3. Three-term recurrence relation
Theorem 3.1. Assume that the sequence {’n} is regular and normalized as in Section 2. Then
{’n} satis5es a three-term recurrence relation of the form
’n(z) =
(
En
z
1− −1n z
+ Bn
1− −1n−1z
1− −1n z
)
’n−1(z)− EnEn−1
1− −1n−2z
1− −1n z
’n−2(z) (3.1)
for n=1; 2; : : : ; where Bn and En are real constants, En¿ 0 for all n, and by convention 0=−1=∞,
’−1 = 0.
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Proof. Since ’n−1 is regular, we have pn−1(n−2) 
= 0 if n−2 
= ∞, (n−1)n−1 
= 0 if n−2 =∞. De:ne
for n¿ 3
Wn(z) =
1− −1n z
1− −1n−2z
’n(z)− An z
1− −1n−2z
’n−1(z);
where
An =
pn(n−2)
pn−1(n−2)n−2
if n−2 
= ∞; An = 
(n)
n
(n−1)n−1
if n−2 =∞:
We easily verify that Wn ∈Ln−1, and hence we have the representation Wn =
∑n−1
k=0 ak’k , where
ak = 〈Wn; ’k〉. Let k ¡n− 2. Then
1− −1n z
1− −1n−2z
’k(z)∈Ln−2 and z
1− −1n−2z
’k(z)∈Ln−2:
Consequently,
ak = 〈Wn; ’k〉=
〈
’n;
1− −1n z
1− −1n−2z
’k(z)
〉
− An
〈
’n−1;
z
1− −1n−2z
’k(z)
〉
= 0:
Thus, Wn = an−1’n−1 + an−2’n−2, and it follows that
’n(z)− An z
1− −1n z
=
1− −1n−2z
1− −1n z
(an−1’n−1(z) + an−2’n−2(z)):
Since both {z; 1−−1n−2z} and {z; 1−−1n−1z} are bases for 1, we may write Anz+an−1(1−−1n−2z)=
Enz + Bn(1− −1n−1z). Consequently, we have obtained a recurrence formula
’n(z) =
(
Enz
1− −1n z
+ Bn
1− −1n−1z
1− −1n z
)
’n−1(z) + Cn
1− −1n−2z
1− −1n z
’n−2(z); (3.2)
where Cn = an−2 for n¿ 3. For n= 1 and 2, a formula of the form (3.2) is established by an easy
direct veri:cation.
The numerator polynomials {pn} then satisfy the recurrence
pn(z) = (Enz + Bn(1− −1n−1z))pn−1(z) + Cn(1− −1n−1z)(1− −1n−2z)pn−2(z):
It follows that
En =
pn(n−1)
pn−1(n−1)n−1
if n−1 
= ∞; En = 
(n)
n
(n−1)n−1
if n−1 =∞: (3.3)
From the sign normalization (2.6)–(2.7) we :nd that En¿ 0 for all n.
Multiplying (3.2) by (zn−2=wn−1(z))(1− −1n z) and observing that
zn−2
wn−1(z)
(1− −1n z)∈Ln−1 and
(1− −1n−1z)zn−2(1− −1n z)
(1− −1n z)wn−1(z)
∈Ln−2;
we conclude by orthogonality that
En〈un−1(z); ’n−1(z)〉+ Cn
〈
1− −1n−2z
wn−1(z)
zn−2; ’n−2(z)
〉
= 0: (3.4)
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We :nd from (2.4), (2.5) that un(z) = (nn=pn(n))’n(z) + hn−1(z) if n 
= ∞ and un(z) = (1=(n)n )
’n(z) + hn−1(z), if n =∞, where hn−1 ∈Ln−1.
Consequently,
〈un; ’n〉= 
n
n
pn(n)
if n 
= ∞ and 〈un; ’n〉= 1=(n)n if n =∞: (3.5)
We may write
1− −1n−2z
wn−1(z)
zn−2 = bn−1’n−1(z) + bn−2’n−2(z) + · · ·+ b0’0(z) (3.6)
and hence
(1− −1n−2z)zn−2 = bn−1pn−1(z) + bn−2(1− −1n−1z)pn−2(z) + · · ·+ b0wn−1(z)p0(z):
We :nd that
bn−1pn−1(n−2) + bn−2(1− −1n−1n−2)pn−2(n−2) = 0 if n−2 
= ∞;
bn−1
(n−1)
n−1 − bn−2−1n−1(n−2)n−2 = 0 if n−2 =∞:
Similarly, we :nd that
(1− −1n−2n−1)n−2n−1 = bn−1pn−1(n−1) if n−1 
= ∞;
−−1n−2 = bn−1(n−1)n−1 if n−1 =∞:
Eliminating bn−1 and taking into account (3.3) we obtain
bn−2 =
n−1n−1En−1
pn−1(n−1)
if n−1 
= ∞; bn−2 = En−1
(n−1)n−1
if n−1 =∞: (3.7)
(Note that this holds both for n−2 
= ∞ and for n−2 =∞.) It follows from (3.6), (3.7) that〈
(1− −1n−2z)zn−2
wn−1(z)
; ’n−2(z)
〉
=
n−1n−1En−1
pn−1(n−1)
if n−1 
= ∞; (3.8)〈
(1− −1n−2z)zn−2
wn−1(z)
; ’n−2(z)
〉
=
En−1
(n−1)n−1
if n−1 =∞: (3.9)
From (3.4), (3.5), (3.8), (3.9), we conclude that En+CnEn−1=0 and hence Cn=−En=En−1. Formula
(3.1) now follows from (3.2).
4. Tridiagonal matrices
The recurrence relation (3.1) may be written
z
1− −1n z
’n−1(z) =
1
En
’n(z)− BnEn
(1− −1n−1z)
(1− −1n z)
’n−1(z) +
1
En−1
(1− −1n−2z)
(1− −1n z)
’n−2(z) (4.1)
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for n= 3; 4; : : : ;
z
1− −12 z
’1(z) =
1
E2
’2(z)− B2E2
(1− −11 z)
(1− −12 z)
’1(z) +
1
E1
1
(1− −12 z)
’0(z); (4.2)
z
1− −11 z
’0(z) =
1
E1
’1(z)− B1E1
1
(1− −11 z)
’0(z): (4.3)
We de:ne
an =−Bn+1En+1 ; bn =
1
En+1
for n= 0; 1; 2; : : : :
Formulas (4.1)–(4.3) may then be written as
z’n(z) = bn−1(1− −1n−1z)’n−1(z) + an(1− −1n z)’n(z) + bn(1− −1n+1z)’n+1(z); (4.4)
for n= 2; 3; : : : ; while
z’1(z) = b0’0(z) + a1(1− −11 z)’1(z) + b1(1− −12 z)’2(z); (4.5)
z’0(z) = a0’0(z) + b0(1− −11 z)’1(z): (4.6)
Note that in the polynomial situation, i.e., n = ∞ for all n, this is the standard recursion for
orthonormal polynomials.
We de:ne the in:nite symmetric tridiagonal matrix J and the in:nite diagonal matrix D by
J =


a0 b0 0 0 0 : : :
b0 a1 b1 0 0 : : :
0 b1 a2 b2 0 : : :
0 0 b2 a3 b3 : : :
...
...
. . . . . . . . .
...
...
. . . . . .


; D =


0 0 0 0 0 : : :
0 −11 0 0 0 : : :
0 0 −12 0 0 : : :
0 0 0 −13 0 : : :
...
...
...
. . .


(4.7)
and the in:nite diagonal matrix K = I −Dz where I is the in:nite diagonal matrix with ones on the
diagonal. We then have
K


’0
’1
...
’n
...


=


’0
(1− −11 z)’1
...
(1− −1n z)’n
...


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and
JK


’0
’1
...
’n
...


=


a0’0 + b0(1− −11 z)’1
b0’0 + a1(1− −11 z)’1 + b1(1− −12 z)’2
...
bn−1(1− −1n−1z)’n−1 + an(1− −1n z)’n + bn(1− −1n+1z)’n+1
...


: (4.8)
With ’˜= [’0; ’1; : : : ; ’n; : : : ]T we can formulate the results of (4.4)–(4.6) or (4.8) as follows.
Theorem 4.1. The recurrence relation (3.1) can be written as the matrix relation
JK’˜(z) = z’˜(z); (4.9)
where K = I − Dz and the matrices J and D are given by (4.7).
Since En¿ 0 we have bn¿ 0 and thus J is a Jacobi matrix. In the polynomial situation, i.e.,
n=∞ for all n, K is the identity matrix. In this situation (4.9) thus reduces to the classical Jacobi
matrix representation of orthogonal polynomials.
5. A generalized eigenvalue problem
We can truncate the in:nite dimensional relation of Theorem 4.1 to a :nite one. So we introduce
the notation (elements not shown are zero)
Jn =


a0 b0
b0
. . . . . .
. . . . . . . . .
. . . . . . bn−1
bn−1 an


; Dn =


0
−11
−12
. . .
−1n


; (5.1)
’˜n =


’0
’1
’2
...
’n


; e˜n =


0
0
0
...
1


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and furthermore Kn = In − Dnz, with In the identity matrix of size n + 1, and Jˆ n = [Jn|bn˜en]. By
taking the :rst n+ 1 rows from JK’˜= z’˜, we get
Jˆ nKn+1’˜n+1 = z’˜n or (JnKn − zIn)’˜n =−bn(1− −1n+1z)’n+1˜en: (5.2)
Suppose we replace z by the value of a zero of ’n+1. Then the right-hand side of the latter matrix
equality is zero and hence we get an eigenvalue problem with ’˜n(z) an eigenvector and z seemingly
an eigenvalue of the matrix JnKn. However, Kn = In −Dnz depends on z. So we should rewrite this
and we obtain that z satis:es det[Jn− (JnDn+ In)z]=0 and thus, z is a eigenvalue for a generalized
eigenvalue problem for the matrix pencil [7] (Jn; (JnDn+ In)). Obviously in the polynomial situation,
if all the n are at ∞, then Dn=0, so that the pencil becomes (Jn; In) which means that we get the
classical tridiagonal eigenvalue problem which gives the zeros of the (n+1)st orthogonal polynomial.
If n+1 = ∞, then the right-hand side of (5.2) can only be zero if z is a zero of ’n+1. Thus,
in that situation we have that all the eigenvalues for the pencil (Jn; (JnDn + In)) are zeros of the
function ’n+1 and vice versa. If n+1 
= ∞, then the right-hand side of (5.2) will not be zero for
z = n+1 because pn+1(n+1) 
= 0. Thus, in any case z is a generalized eigenvalue of the pencil
(Jn; (JnDn + In)) if and only if z is a zero of the function ’n+1. Because det[Jn − (JnDn + In)z] is
a polynomial of degree n+ 1 in the variable z, it must be proportional to the numerator pn+1(z) of
’n+1(z). In other words, we have:
Theorem 5.1. Let wn be as in (2.1), and Jn and Dn as in (5.1) and set Kn(z) = In − Dnz. Then
there must exist a constant cn+1 
= 0 such that
’n+1(z) =
cn+1
1− −1n+1z
det[zKn(z)−1 − Jn] = cn+1wn+1(z) det[zIn − JnKn(z)]:
The constant cn+1 is given by cn+1 = EnEn−1 · · ·E1.
Proof. There is obviously a constant cn+1 
= 0 such that pn+1(z) = cn+1 det[(JnDn + In)z − Jn] =
cn+1 det[zIn− JnKn], as we could conclude from the analysis of the generalized eigenvalues. Further-
more, wn(z) = det(Kn(z)) so that the second relation holds.
To see that cn+1 is the product of the Ek (and hence positive), we evaluate the determinant along
the last row, which gives the recurrence relation for pn:
c−1n+1pn+1(z) = [z − an(1− −1n z)]c−1n pn(z)− b2n−1(1− −1n z)(1− −1n−1z)c−1n−1pn−1(z):
Assume n 
= ∞, then we can evaluate at n to get c−1n+1pn+1(n)=nc−1n pn(n) or cn+1 =(pn+1(n)=
npn(n))cn. By (3.3), this means cn+1 = Encn.
Similarly, we :nd for n =∞ that cn+1 = ((n+1)n+1 =(n)n )cn = Encn.
6. Quadrature
The above-mentioned generalized eigenvalue problem is important because it allows us to compute
the zeros of the orthogonal rational functions by means of linear algebra techniques like the QZ
algorithm [7] once the recurrence coeDcients an and bn are known.
However, to obtain good quadrature formulas, similar to the Gauss quadrature formulas in the
polynomial situation, we need n simple zeros for ’n. In general, this cannot be guaranteed in the
A. Bultheel et al. / Journal of Computational and Applied Mathematics 153 (2003) 89–97 97
rational situation. Indeed, the numerator pn of ’n = pn=wn can have a zero at in:nity (i.e., it can
be of degree n − 1). All its :nite zeros are real and simple but some of them may coincide with
a zero of wn. So we shall assume that the numerator pn of ’n = pn=wn has exactly n simple real
zeros which diOer from 1; : : : ; n. In that case we say that ’n is Q-regular (because its zeros can
be used as nodes for a quadrature formula).
The following result is known [4, Chapter 11.6, Theorem 11.6.4]
Theorem 6.1. Let ’n be Q-regular and suppose its zeros are given by {'nk}nk=1. De5ne the weights
nk = 1=
∑n−1
j=0 |’j('nk)|2. Then M [f] =
∑n
k=1 nkf('nk), for all f∈Ln ·Ln−1.
Note that Q-regular ’n for all n are guaranteed if we assume that the measure is supported on
a :nite interval and the poles are real but taken outside the interval. Such a situation is considered
e.g., in [10,9].
It turns out that the solution of the eigenvalue problem of the form discussed in the previous
section, viz. [Jn − (JnDn + In)]˜v= 0 de:nes the quadrature formula completely. Indeed, suppose the
eigenvalues 'n+1; k , k = 1; : : : ; n + 1 are all simple and diOerent from 1; : : : ; n+1. Suppose also the
corresponding eigenvectors v˜k are normalized to have Euclidean norm 1. Then these eigenvalues
will give the nodes of an (n + 1)-point quadrature formula exact in Ln+1 ·Ln and the weights
n+1; k needed to achieve this maximal domain of validity are de:ned by the :rst components of the
corresponding eigenvector v1; k via the relation n+1; k =M [1]vn+1;1 = vn+1;1 (because we assumed that
M [1] = 1). This is clear since the eigenvector v˜ is proportional to ’˜n as was seen in a previous
section and ‖’˜n('n+1; k)‖22 =
∑n
j=0 |’j('n+1; k)|2 while ’0 = (M [1])−1=2 = 1.
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