The pace and unpredictability of evolution are critically relevant in a variety of modern challenges: combating drug resistance in pathogens and cancer 1-3 , understanding how species respond to environmental perturbations like climate change 4, 5 , and developing artificial selection approaches for agriculture 6 . Great progress has been made in quantitative modeling of evolution using fitness landscapes 7-9 , allowing a degree of prediction 10 for future evolutionary histories. Yet fine-grained control of the speed and the distributions of these trajectories remains elusive. We propose an approach to achieve this using ideas originally developed in a completely different context -counterdiabatic driving to control the behavior of quantum states for applications like quantum computing and manipulating ultra-cold atoms [11][12][13][14] . Implementing these ideas for the first time in a biological context, we show how a set of external control parameters (i.e. varying drug concentrations / types, temperature, nutrients) can guide the probability distribution of genotypes in a population along a specified path and time interval. This level of control, allowing empirical optimization of evolutionary speed and trajectories, has myriad potential applications, from enhancing adaptive therapies for diseases 15, 16 , to the development of thermotolerant crops in preparation for climate change 17 , to accelerating bioengineering methods built on evolutionary models, like directed evolution of biomolecules [18][19][20] .
These distributions are probability densities on the 2D simplex defined by x 1 + x 2 ≤ 1 and x 1 , x 2 ≥ 0. In the lower part of the panel we show the curve of mean IE genotype frequencies x λ(t) . (C) For driving over finite times, the actual distribution of genotypes p(x, t) will generally lag behind the IE distribution while the control parameter is changing. Thus at t f the distribution p(x, t f ) is still far from ρ(x; λ f ), and will only catch up with it at times t t f as the system re-equilibrates. add a specially constructed auxiliary time-dependent Hamiltonian to the original Hamiltonian 11-13 . For a specific 121 choice of this auxiliary Hamiltonian, we can guarantee that our new system always remains in the instantaneous . λ(t) in this case:
where
. We see that the new selection coefficient protocol is defined through the The simplest example of our CD theory is for a two genotype (M = 2) system, where the dynamics are one 150 dimensional, described by a single frequency x 1 and selection coefficient s 1 (λ(t)). As shown in the Methods, Eq. (4) 151 in this case can be evaluated analytically. To illustrate driving, we assume a control protocol λ(t) such that the 152 selection coefficient increases according to a smooth ramp (the original protocol in Fig. 2B ). This starts from zero at 153 t 0 (both genotypes have equal fitness) and increases until reaching a plateau at a final selection coefficient that favors 154 genotype 1. Fig. 2A shows p(x 1 , t) from a numerical solution of Eq. (1) using this protocol, compared against the IE 155 distribution ρ x 1 ; λ(t) , solved using Eq. (2), at three time snapshots. To validate the Fokker-Planck approach, we 156 also designed an agent-based model (ABM), described in the Methods section 4.5, which simulates the individual instructive to look at the relative change of the KL with driving rather than the absolute magnitudes.
191
To reduce the lag through CD driving, one should in principle implement the selection coefficients according 192 to Eq. (4). However this involves guiding the system along a fitness trajectory in a 15-dimensional space, and in 193 this case we have a single tuning knob (the concentration of pyrimethamine) to perturb fitnesses. In such scenarios 194 one then looks at the closest approximation to CD driving that can be achieved with the experimentally accessible 195 control parameters. In this particular case the genotypes which dominate the population at small and large drug Fig. 3D ). This is because driving of the top two also entrains the dynamics of the subdominant 207 genotypes whose populations are sustained by mutations out of and into the dominant ones. Even with the more 208 restrictive constraint of 5 × 10 −4 M there is still a substantial benefit, with the lag reduced by 500 generations. This 209 highlights the robustness of the CD approach: even if one cannot implement the solution of Eq. (4) exactly, we can 210 still arrive at the target distribution faster through an approximate CD protocol. We plot three snapshots of our evolving agent-based population model without (A) and with (D) CD driving. Each of the three 16 genotype (4 binary alleles) hypercubic graphs ("tesseracts") has vertices with log-scaled radii representing the fraction of each genotype in the total population at a given time. Orange is the actual fraction, blue the IE fraction, and the overlap appears purple. The CD driving in this case is implemented approximately through a drug dosage protocol (panel E) with cutoff 10 −2 M. (B,C) Corresponding sample simulation trajectories (solid lines) versus IE expectation (dashed lines) for the fraction of 4 representative genotypes without (B) and with (C) CD driving. The latter significantly reduces the nearly 1500 generation lag. (E) Original drug protocol versus the CD protocol with different possible dosage cutoffs. (F) Kullback-Leibler divergence between actual and IE distributions versus time, with and without CD driving. For the latter, increasing the dosage cutoff value makes the protocol more closely approximate the true CD solution, and hence decreases the divergence.
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212
Our demonstration of the CD driving approach in a population model with empirically-derived drug-dependent 213 fitnesses shows that we can accelerate evolution toward a target distribution in silico. As new technologies 214 progressively allow us to assemble ever more extensive fitness landscapes for various organisms as a function of 215 external perturbations like drugs 21-23 , the next step is implementing CD driving in the laboratory. Thus it is worth 216 considering the challenges and potential workarounds that will be involved in experimental applications. 217 One salient issue is the range of control parameters available in laboratory settings. Our examples have focused 218 on the simplest cases of one-dimensional control, but to access the full power of the CD approach presented 219 here we should explore a richer parameter space: not only single drugs, but combinations, along with varying 220 nutrients, metabolites, oxygen levels, osmotic pressure, and temperature. The eventual goal would be a library Even given accurately measured fitnesses, one might be hampered by imperfect estimation of other system 227 parameters, for example mutation rates. To determine how large the margin for error is, we tested the CD driving 228 prescription calculated using incorrect mutation rates, varying the degree of discrepancy over two orders of magnitude 229 (see SI for details). While such discrepancies do reduce the efficacy of CD driving, leading to deviations between 230 actual and IE distributions at intermediate times, populations driven with an incorrect protocol still reached the 231 target distribution faster than in the absence of driving. As in the case of the dosage cutoff discussed above, the CD 232 approach has a degree of robustness to errors in the protocol, which increases its chances of success in real-world 233 settings.
234
But what if we lacked measurements of the underlying fitness seascape? Interestingly, there might still be some 235 utility of the CD method even in this case. We could first do a preliminary quasi-adiabatic experimental trial: vary 236 external parameter(s) λ extremely gradually, and use sequencing at regularly spaced intervals to determine the 237 quasi-equilibrium mean genotype fractions x i (λ) as a function of λ. If we now wanted to guide the system through 238 the same sequence of evolutionary distributions but much faster, we have enough information to approximately 239 evaluate the CD perturbation in Eq. (4), which just depends on x i (λ) and the rate . λ(t) that we would like to 240 implement. So at the very least the CD prescription could be estimated, providing a blueprint, and the remaining 241 challenge would be figuring out what combination of external perturbations would yield the right sorts of fitness 242 perturbations to achieve CD driving.
243
"Nothing makes sense in biology except in the light of evolution" is an oft-quoted maxim which was the title of a 244 1973 essay by Theodosius Dobzhansky 58 . However evolution is not just the fundamental paradigm through which 245 we can understand living systems, but also a framework by which we can shape and redesign nature at a variety of 246 scales: from engineering new proteins 18 and aptamers 19, 20 to combating drug resistance in pathogens and cancer 15 247 to the development of crops that can withstand climate stress 17 . In all its manifestations, natural and synthetic, 248 evolution is a stochastic process that occurs across a wide swath of timescales. Our work represents a significant step 249 toward more precise control of both the distribution of possible outcomes and the timing of this fundamental process. with mutation and selection, and we adopt the formalism of recent approaches 39, 59 that generalized Kimura's 254 original two-allele diffusion theory 60 to the case of multiple genotypes. A convenient feature of the WF formalism is 255 that other, more detailed descriptions of the population dynamics (for example agent-based models that track the 256 life histories of individual organisms) can often be mapped onto an effective WF form, as we illustrate below.
257
The starting point of the Fokker-Planck diffusion approximation 39, 59, 60 for evolutionary population dynamics is 258 the assumption that genotype frequencies change only by small amounts in each generation. Thus we can take the 259 genotype frequency vector x to be a continuous variable that follows a stochastic trajectory. The key quantities 260 describing these stochastic dynamics are the lowest order moments of δx, the change in genotype frequency per 261 generation. We will denote the mean of the change in the ith genotype, δx i , taken over the ensemble of possible 262 trajectories, as v i x; λ(t) ≡ δx i . Note that in general v i x; λ(t) will be a function of the genotype frequencies x 263 at the current time step, and also have a dependence on the control parameter λ(t) through the selection coefficient 264 vector s λ(t) (which influences δx i ).
265
In non-evolutionary contexts v i x; λ(t) is called the drift function, but here we will call it a velocity function to 266 avoid confusion with genetic drift. Similarly we will introduce an (M − 1) × (M − 1) diffusivity matrix D ij (x) to 267 describe the covariance of the genotype changes, defined through 2D ij (x) ≡ δx i δx j − δx i δx j . As shown in the 268 SI, to lowest order approximation D ij (x) is independent of s λ(t) , and hence is not an explicit function of λ(t). If 269 we are interested in the dynamics on time scales much larger than a single generation, the probability p(x, t) to 270 observe a genotype state x at time t obeys a multivariate Fokker-Planck equation 61 ,
where ∂ t ≡ ∂/∂t and ∂ i ≡ ∂/∂x i . Note that we use Einstein summation notation, where repeated indices are summed 272 over, and furthermore designate Greek indices to range from 1 to M while Roman indices range from 1 to M − 1.
273
So for example the term Wright-Fisher evolutionary model, these take the following form (see SI for a detailed derivation):
where m is the M × M mutation rate matrix defined in the main text, and g(x) is an (M − 1) × (M − 1) matrix 281 with elements given by
Instantaneous equilibrium distributions 283
The instantaneous equilibrium (IE) distribution ρ(x; λ(t)) is defined through main text Eq. (2), L(λ(t))ρ(x; λ(t)) = 0.
284
Because we evaluate the effectiveness of our driving by comparing the actual distribution p(x, t) to the IE distribution, 285 it is useful to know the form of ρ(x; λ(t)). Unfortunately it is generally not possible to find an IE analytical expression, 286 except in some specific cases 39, 59 . The two genotype system (M = 2) is one example where an exact solution is 287 known. It has a form analogous to the Boltzmann distribution of statistical physics 39, 59 ,
10/18
where Φ(x; λ(t)) is an effective "potential" given by
and Z(λ(t)) is a normalization constant.
290
To estimate the IE distribution for general M , we take advantage of the large population, frequent mutation 291 regime: m βα ∼ O(µ) for all nonzero matrix entries where α = β, with µN 1, N 1. In this case we know that 292 ρ(x; λ(t)) is approximately a multivariate normal distribution of the form
Here
is the ith mean genotype fraction for the IE distribution, and Σ −1 (λ) is the inverse of 294 the covariance matrix Σ(λ) for this distribution. The latter has entries Σ ij ≡ x i x j − x i x j . In order to make practical 295 use of Eq. (10), we need a method to estimate x i (λ) and Σ(λ). As shown in the SI, this can be done through an 296 approximate numerical solution to a set of exact equations involving the moments of ρ(x; λ). .
. λ(t)) − s(λ(t)), we take for now to be frequency-dependent for 302 generality. Thus main text Eq. (3) takes the form
with a modified velocity function:
.
Using the fact that L(λ(t))ρ x; λ(t) = 0, since ρ x; λ(t) is the IE distribution of the original operator L, we can 305 rewrite Eq. (11) as
The perturbation δs x; λ(t),
. λ(t)) that satisfies Eq. (13) defines an exact CD protocol for the evolutionary system.
307
As discussed Sec. 4.2, in the regime of interest it is easier to work with moments of the IE distribution, so it is 308 useful to convert Eq. (13) into a relation involving the IE first moment x i (λ). To accomplish this, let us rewrite 309 Eq. (13) as
. λ(t) is a probability current. Multiply both sides of Eq. (14) by x k , and 311 notice that 
or equivalently
where the brackets denote an average over the simplex with respect to ρ(x; λ(t)). 319 So far both Eq. (13) and (17) are exact relations satisfied by the CD perturbation δs. However we can 320 simplify the results in the large population, frequent mutation regime, where ρ(x; λ(t)) has the approximate normal 321 form of Eq. (10). As argued in the SI, in this case the leading contribution to δs is frequency-independent,
. λ(t)), with corrections that vanish in the large N limit. The leading contribution . λ(t)) satisfies a version of Eq. (17) with x on the right-hand side replaced by the IE mean x(λ(t)),
This equation can be directly solved for δs(λ(t),
. λ(t)) in terms of x(λ(t)), yielding the approximate CD solution of 325 main text Eq. (4). Thus knowing the IE first moment x(λ(t)) over the duration of the protocol (via the numerical 326 procedure described in the SI) allows us to estimate a CD driving prescription. For the M = 2 system, the exact IE distribution is given by Eqs. (8)-(9). In the large population, frequent mutation 329 limit we can estimate the mean frequency x 1 (λ(t)) corresponding to this distribution as:
This allows the CD prescription in Eq. (4) to be evaluated analytically, yielding
For the results in Fig. 2 , we assume the following ramp for the selection coefficient: ii) if it survives, the cell divides with a genotype-dependent probability
where i is the cell's genotype, b 0 is a baseline birth rate, N cell (τ ) is the current number of cells in the population, 342 and K is the carrying capacity. Upon division, the daughter cell mutates to another genotype j with probability 343m ji , j = i. 344 12/18 345 The ABM was implemented for the M = 2 and M = 16 examples described in the main text using code written in 346 the C++ programming language. Code, configuration files, and analysis scripts for these models can be found on Random numbers in the chart are drawn uniformly from the range 0 to 1.
In silico implementation
Mapping the ABM simulations to a Fokker-Planck equation
distributions from ABM simulations for M = 2 (red circles) are compared against numerical Fokker-Planck solutions with parameters calculated using the mapping (red curves). 374 To quantify the effectiveness of the CD driving, we use the KL divergence between the actual distribution, p(x, t) and x(λ(t) ) and covariance matrix 380 Σ(λ(t)) that are calculated using the moment approach described in the SI. The ABM simulation results are also 381 normally distributed in this parameter regime, and hence there is a corresponding simulation mean x sim (t) and 
Numerical estimation of the KL divergence
Since Σ sim (t) will have some degree of sampling errors due to the finite size of the simulation ensemble, it can in some cases be badly conditioned. In these scenarios the Moore-Penrose pseudo-inverse is used to estimate Σ −1 sim (t).
Fokker-Planck analogue of quantum adiabatic theorem
The Fokker-Planck dynamics of our model obeys a classical, stochastic analogue of the quantum adiabatic theorem 1, 2 .
As described in the main text, this means that if the system starts at t = t 0 in the equilibrium distribution ρ(x; λ(0)) corresponding to control parameter λ(0), it will remain in the corresponding instantaneous equilibrium (IE) distribution ρ(x; λ(t)) at all t > t 0 if λ(t) is varied infinitesimally slowly. Note that for the quantum case, if a system starts in any eigenstate of the Hamiltonian, it will remain in that eigenstate if the Hamiltonian is varied adiabatically, assuming the eigenvalues never become degenerate. The classical version that we demonstrate here only applies to one eigenstate, the IE distribution, which corresponds to the quantum ground state.
Fokker-Planck eigenfunction expansion, adjoint operator
Before considering adiabatic driving, we start with some preliminaries for a Fokker-Planck (FP) system with a time-independent control parameter λ(t) = λ. The FP operator for a given λ is defined in Eq. (5) of the Methods,
Throughout the Supplementary Information (SI) we will use the same Einstein summation notation that we described in the Methods, with repeated Roman indices summed from 1 to M − 1 and repeated Greek indices summed from 1 to M . The two exceptions for clarity will be: i) the eigenfunction indices n and m used in this section, where the summation convention will not apply and explicit sums will be always be indicated; ii) the final section describing the mapping between the agent-based model and the Fokker-Planck equation, where it will be more convenient to write out all sums explicitly. The operator L λ has an associated set of eigenfunctions ψ n (x; λ) and eigenvalues κ n (λ), satisfying 3
for n = 0, 1, 2, . . .. We assume an equilibrium distribution exists for every value of the control parameter λ, in which case we know one eigenvalue is zero. By convention we choose this to be n = 0, so κ 0 (λ) = 0, and the corresponding eigenfunction ψ 0 (x; λ) ≡ ρ(x; λ). Eigenvalues for n > 0 can be in general complex, but have positive real parts, Re(κ n (λ)) > 0, which guarantees that the system eventually equilibrates, as discussed below 3, 4 . The Fokker-Planck equation for constant λ,
has a solution that can be expressed as a linear combination of the eigenfunctions,
for some constants c n where c 0 = 1. The fact that Re(κ n (λ)) > 0 for n > 0 ensures eventual equilibration:
It is convenient to introduce the adjoint L † λ of the FP operator 3, 4 ,
with corresponding eigenfunctions ξ n (x; λ),
where the asterisk denotes complex conjugation. Let us define the scalar product of two functions f (x; λ) and h(x; λ) through
where the integral is over the M − 1 dimensional simplex ∆ defined in the Methods, and the λ subscript denotes the dependence on λ. Then L † λ has the conventional property of an adjoint:
A consequence of this property, using f = ψ n and h = ξ m , is that the eigenfunctions can be chosen to ensure biorthonormality of the form
where δ nm is the Kronecker delta. By inspection of Eq. (S5) one can see that the n = 0 adjoint eigenfunction, with eigenvalue κ * (n) = 0, is ξ 0 (x; λ) = 1. The biorthonormality relation in this case,
corresponds to the normalization of the equilibrium distribution ρ(x; λ). We also know that for n > 0,
This property ensures that p(x, t) from Eq. (S4), with c 0 = 1, is also properly normalized, ∆ dx p(x, t) = 1.
Fokker-Planck adiabatic driving
We now allow the control parameter λ(t) to vary with time. At any given time t, the definitions of the previous section generalize to give instantaneous operators L(λ(t)), L † (λ(t)), and corresponding instantaneous eigenfunctions/eigenvalues ψ n (x; λ(t)), ξ n (x; λ(t)) and κ n (λ(t)). The dynamics of the system is now described by the FP equation
Working by analogy with the standard proof of the quantum adiabatic theorem 2 , let us posit a solution to this equation of the form
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where c n (t) are some functions to be determined and Θ n (t) ≡ t t 0 dt κ n (λ(t )). Plugging Eq. (S13) into Eq. (S12), and using the fact that L(λ(t))ψ n (x; λ(t)) = −κ n (λ(t))ψ n (x; λ(t)), we see the p(x, t) form satisfies the FP equation assuming the following relation is true:
where . f (t) ≡ df /dt for a function f (t). Taking the scalar product of both sides with respect to ξ m (x; λ(t)), and using the biorthonormality relations we find a set of coupled differential equations for m = 0, 1, 2, . . . that can in principle be used so solve for the functions c n (t) if we knew the eigenfunctions/eigenvalues:
For m = 0 the relations in Eqs. (S10)-(S11) allow us to simplify the above to . c 0 (t) = 0, which means c 0 (t) is time-independent (and has to be equal to 1 to ensure normalization). Thus we can write Eq. (S13) as
(S16)
Let us imagine that we start at t 0 in equilibrium, so c n (0) = 0 for n > 0. For a general control protocol λ(t), Eq. (S15) implies that c n (t), n > 0, would not necessarily stay zero at later times t > t 0 . Hence p(x, t) in Eq. (S16) would gain contributions from higher eigenfunctions in the second term, and no longer remain in the IE distribution. This is the classical analogue of the observation that for a general time-dependent Hamiltonian driven at a finite rate, a quantum system that started in a ground state will evolve into a superposition of instantaneous ground and excited states.
However if the driving was infinitesimally slow, . λ(t) → 0, then the right-hand side of Eq. (S15) becomes negligible, and hence c n (t) ≈ 0 for n > 0. Thus for adiabatically slow driving, p(x, t) ≈ ρ(x; λ(t)) at all times t > t 0 . The system remains in the IE distribution, just like the corresponding quantum system remains in the instantaneous ground state.
Derivation of v i and D ij for Fokker-Planck Wright-Fisher model with mutation and selection
To derive the expressions for v i and D ij in Eqs. (6)-(7) of the Methods, we start with haploid WF evolutionary dynamics defined as follows: each time step corresponds to a generation, and every new generation is created by each child randomly "choosing" a parent in the previous generation and copying the parental genotype. Let N be the total population, assumed fixed between generations (i.e. at carrying capacity). Let φ i (x; λ(t)) be the probability of choosing a parent of genotype i, which may depend on the control parameter λ(t) through its influence on selection coefficients. In the absence of mutation and selection, φ i (x; λ(t)) = x i , the fraction of that genotype in the parental generation. However we will keep φ i general, in order to incorporate mutation / selection effects later on. The probability of the new generation having a set of genotype populations n ≡ (n 1 , n 2 , . . . , n M −1 ), where n i is the number of type i individuals, is given by the multinomial distribution,
where n M = N − M −1 j=1 n j is the number of type M individuals. Note that Eq. (S17) is defined for all allowable configurations of types, or in other words for any n where N − M −1 j=1 n j ≥ 0. If we denote n as a sum over these allowable configurations, then n P(n; x; λ(t)) = 1. The genotype fraction x i in the new generation is just x i = n i /N , and hence the mean difference v i (x; λ(t)) in genotype fractions per generation can be expressed as
Similarly D ij (x; λ(t)) can be calculated through the covariance as:
where g ij (φ(x; λ(t))) is given by Methods Eq. (7) with φ(x; λ(t)) = (φ 1 (x; λ(t) ), . . . , φ M −1 (x; λ(t))) replacing x. In order to derive Eqs. (S18)-(S19), we have used the mean and covariance properties of the multinomial distribution of Eq. (S17):
To complete the derivation, we need an expression for φ i (x; λ(t)) when mutation and selection are included in the model. Consider first the probability φ 0 i (x) of picking a parent of type i, assuming only mutation was allowed, but no selection. Accounting for the gain and loss of possible type i parents through mutation, we have φ 0
We can express the probability to choose a parent of type M as φ 0
To include selection and obtain the final expressions for φ i (x; λ(t)), we note that we can write
Eq. (S21), for i = 1, . . . , M − 1, states that the ratio of φ i (x; λ(t) ), the chance of picking a type i parent, to φ M (x; λ(t)), the chance of picking a wild type parent, is modified by a factor 1 + s i (t) due to selection, compared to the case without selection. In other words, if s i (t) is positive because type i has a greater fitness than the wild type, the chance of getting a type of i parent relative to a wild type parent increases by 1 + s i (t). Recalling the definition of φ M (x; λ(t)) in terms of φ(x; λ(t))'s components, we can solve the systems of equations in Eq. (S21) to find
Let us substitute in the expression for φ 0 i (x), and make the typical assumption that |s i (λ(t))|, |m ij | 1. After Taylor expanding to first order in these quantities, Eq. (S22) becomes
Plugging this into Eq. (S18) gives the expression in Methods Eq. (6) for v i . Similarly, if we plug Eq. (S23) into Eq. (S19), and keep only the leading order contribution, we get D ij (x) ≈ g ij (x)/ (2N ) , which is the expression in Methods Eq. (6) for D ij .
Estimating the mean and covariance of the instantaneous equilibrium distribution
As discussed in the Methods, for general M we do not have an analytical expression for IE distribution. However in the large population, frequent mutation regime we can use the multivariate normal approximation of Methods Eq. (10). This requires us to be able to calculate the mean genotype frequencies x i (λ) and covariance matrix Σ(λ) associated with the IE distribution ρ(x; λ) at a given value of the control parameter λ. In this section we outline how to do this calculation. The first step is deriving a set of coupled equations for the first and second moments of the IE distribution (part of a larger hierarchy of moment equations). The second step will be to approximately solve these equations using a moment closure technique. We consider each step in turn.
Deriving equations for the first and second moments of the IE distribution
In order to characterize the moments of the IE distribution ρ(x; λ), let us consider an auxiliary problem: 
where for later convenience we have introduced the probability current J i (x, τ ). We know that in the limit τ → ∞ the system equilibrates,p(x, τ ) → ρ(x; λ). We use the auxiliary time τ here for clarity, since it is distinct from the actual time t in the original system. Let us define the first and second moments of the genotype frequencies with respect top(x, τ ):
where the τ subscript denotes the dependence of the moments on τ . Sincep(x, τ ) → ρ(x; λ) as τ → ∞, the IE distribution quantities we are interested in are just the following limiting values:
We will derive the following exact moment relationships:
where i, j = 1, . . . , M − 1 (the indices i, j are not summed over). Here T ijk (λ) ≡ lim τ →∞ x i x j x k τ is a third moment of the IE distribution. The derivation of these equations is shown below. For readers not interested in the details, they can skip ahead to Sec. 3.2. To find Eq. (S27), let us start with the first moment x i τ from Eq. (S25), take the derivative with respect to τ , and plug in the Fokker-Planck equation from Eq. (S24):
Notice that x i ∂ j J j = ∂ j (x i J j ) − δ ij J j . By Gauss's theorem, the integral over the first term is ∆ dx ∂ j (x i J j ) = ∂∆ dσ x i J j n j . The latter integral is expressed in terms of area elements dσ of the simplex boundary ∂∆, and n j is the jth component of the normal vector to this boundary. Since probability is conserved within the simplex, J j n j = 0, and hence the integral vanishes. Thus only the integral over the second term contributes, and Eq. (S29) can be rewritten:
Focusing on the second term of the integrand in Eq. (S30), we can rewrite this term using Gauss's law as:
The term g ij (x)n j = 0 for x ∈ ∂∆, which makes the integral vanish. We prove this in the following lemma.
Lemma: For g ij (x) as defined in Methods Eq. (7) and for any normal vector n to the simplex boundary ∂∆, then for all x ∈ ∂V , g ij (x)n j = 0. normal vector to S k are given by n j = −δ jk (the minus sign ensures n faces away from the simplex volume).
Then all x ∈ S k , g ij (x)n j = −g ij (x)δ jk = −g ik (x), and we know from the definition of g that g ik (x) ∝ x k = 0. The last result follows because x k = 0 for x ∈ S k .
Case 2:
The only other type of hypersurface on the simplex boundary is S , defined by the conditions x i > 0 for all i, and x i e i = 1, where e is an M − 1 dimensional vector with all components equal to 1. We find the normal to this surface as follows. Define F (x) = x i e i − 1. Then n = ∇F = e. For all x ∈ S , we have g ij (x)n j = g ij (x)e j = x i (1 − x j e j ). Since x j e j = 1 for all x ∈ S , we see that g ij (x)n j = 0.
Using the lemma, and the definition of v i (x; λ) from Methods Eq. (6), we can rewrite Eq. (S30) as:
Taking the τ → ∞ limit on sides of the equation, we note that the left-hand side vanishes because x i τ → x i (λ), a constant independent of τ . On the right-hand side we can subsitute in Eq. (S25) and use the definition of g in Methods Eq. (7). The end result is Eq. (S27) . This is the first moment equation we will be interested in.
To derive Eq. (S28), we start analogously to Eq. (S29), but now with the second moment:
Notice, by the product rule, that
Since probability is conserved, J k n k = 0, and we can thus rewrite Eq. (S33) as:
By the lemma, g ik (x)n k = 0 for x ∈ ∂∆, so the integral vanishes. Using this and the fact that D ij = D ji , Eq. (S34) becomes
In the τ → ∞ limit this equation can be written in the form of Eq. (S28).
Approximate solution of moment equations
Eqs. (S27) and (S28) constitute the first two of a hierarchy of coupled moment equations, with each set of equations involving moments of one higher order (i.e. Eq. (S27) involves Σ ij , Eq. (S28) involves T ijk ). In the limit N → ∞ Eq. (S28) for the second moments can be trivially satisfied, because the IE distribution becomes a delta function with zero spread. In this case Σ ij (λ) = 0, T ijk (λ) = x i (λ)x j (λ)x k (λ) is a solution to Eq. (S28). For large but finite N (assuming µN 1 is still satisfied, where µ is the order of magnitude of the nonzero mutation rates) the distribution becomes spread out by a small amount, and we will approximate it by a multivariate Gaussian. As a result we assume third and higher order cumulants are negligible, which will allow us to approximately solve Eqs. (S27) and (S28) for x i (λ) and Σ ij (λ). This approach, known as moment closure, effectively truncates the moment hierarchy after the second order. It is justified by the fact that while Σ ij (λ) scales like N −1 , the third cumulant scales like N −2 , etc., which allows the higher order cumulants to be neglected for large N . Letting the third cumulant be zero means the third moment can be approximated as follows:
(S37)
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Plugging this into Eq. (S28) gives:
For Eq. (S27), since the term Σ ik (λ) ∼ O(N −1 ) becomes negligible relative to the other terms for large N , we can approximate the equation as
The following procedure can then be used to solve Eqs. Both of these identities follow from the fact that
In principle we can iterate this procedure to progressively add small corrections to the solution, converging to self-consistency between Eq. (S27) and Eq. (S38): plug the Σ ij (λ) values obtained from the first iteration into Eq. (S27), solve for the updated x i (λ), plug these into Eq. (S38), and so on. However for all the cases we examined in the main text the corrections resulting from multiple iterations are negligible, so we use one iteration only.
Approximating the counterdiabatic driving protocol in the large population, frequent mutation regime
As derived in Methods Sec. 4, the selection coefficient perturbation δs x; λ(t),
. s(λ(t) ) needed to implement the CD protocol satisfies Methods Eq. (13): 
Here the brackets denote an average over the simplex with respect to the IE distribution ρ(x; λ(t)). Let us define a function F (x) ≡ g(x)δs x; λ(t), . λ(t) . For simplicity of notation we do not explicitly show the λ(t), . λ(t) dependence in F (x). We can then Taylor expand the right-hand side of Eq. (S41) around x(λ(t)) up to second order. In component form, this looks like
In the last line we have used the definition of the IE covariance matrix Σ jk (λ(t)), and the fact that x j − x j (λ(t)) = 0 since x j (λ(t)) is the mean of the IE distribution. From the discussion in the previous section we know that Σ jk (λ(t)) scales like N −1 when N is large (and µN 1). This means that the Σ term in Eq. (S42) becomes small compared to the leading term for large N . Keeping only the leading term, and substituting in the definition of F (x), we find the approximate relation ∂ t x(λ(t)) ≈ g x(λ(t)) δs λ(t),
where δs λ(t),
. δs x(λ(t) ); λ(t),
. λ(t) . This is what is shown in Methods Eq. (18). 
Counterdiabatic driving under time-varying total populations
The derivation of the CD protocol discussed in Methods Sec. 4 and the previous section of the SI remains valid even when the total population N (t) varies in time as a result of the control protocol, i.e. the carrying capacity of the system changes along with the control parameters. In this case we can effectively absorb N (t) into the set of control parameters λ(t) during the derivation, and we end up with the same approximate CD protocol defined through Eq. (S43), and whose explicit solution is shown in main text Eq. (4). This assumes the conditions for the validity of the approximation hold at all times of interest, N (t) 1 and µN (t) 1. It is interesting to note that main text Eq. (4) depends only on the selection coefficients under the protocol s i (λ(t)) and the corresponding instantaneous equilibrium mean genotype frequencies x i (λ(t)). As can be seen from Eq. (S39), to leading order for large N (t) the means x i (λ(t)) are independent of N (t). If the selection coefficients are also independent of N (t) then the entire CD driving protocol becomes (at least to leading order) independent of N (t). Thus the same CD protocol should work for a variety of N (t) behaviors.
To illustrate this, we have redone the two genotype CD driving results from main text according to: N (t) = N 0 (1 + ζs 1 (λ(t))), where N 0 = 10 4 and ζ is a constant. The original two genotype results for constant N are recovered when ζ = 0. Fig. S1A shows five forms for N (t) for different ζ, and Fig. S1B shows the corresponding driving results, calculated using numerical solutions of the Fokker-Planck dynamics (main text Eq. (1)). The dashed curves show the Kullback-Leibler divergence between the IE and actual genotype frequency distributions using the original protocol, and the solid curves using the approximate CD protocol (which is independent of N (t)). In all cases CD driving dramatically reduces lag, improving the agreement between IE and actual distributions: the KL divergences under CD remain below 1 bit throughout the whole protocol, in contrast to the original cases where the divergence peaks above 10 bits.
Robustness of counterdiabatic driving to errors in the protocol
In the main text we explored one way in which counterdiabatic driving may still be effective even in scenarios where precise implementation of the protocol described by main text Eq. (4) is hampered by practical constraints. In the M = 16 example direct realization of the fulls(λ(t), . λ(t)) solution is constrained by the fact that there is one control variable (drug concentration) and this control variable may have a limited range (no larger than a certain maximum allowable dosage). However we showed protocols that approximate the CD solution could still produce excellent results in terms of driving the system near the desired trajectory of genotype distributions over finite times.
Here we look at another potential hindrance: what if there were errors in the quantities we use to calculate CD driving via main text Eq. (4)? The latter involves the mean IE genotypes frequencies x(λ(t) ) and selection coefficients s(λ(t)) in the original protocol as a function of the control parameter. Using the moment relationship of Eq. (S39), x(λ(t) ) can in turn be calculated with knowledge of the mutation rate matrix m and s(λ(t) ). We can imagine different potential sources of error: i) One possibility is that our estimate for s(λ(t)) of the original 9/13 protocol contains some inaccuracies. For example, in the case where the control parameter is a drug concentration, the genotype fitness versus drug dosage curve from earlier experiments might have measurement artifacts. Assuming that we had a good estimate of the mutation rates m µν , we could still calculate the correct x(λ(t)) associated with each value of our s(λ(t)) trajectory through Eq. (S39). Hence main text Eq. (4) would still yield a valid CD protocol, in the sense that the system would be approximately guided through a series of IE distributions corresponding to s(λ(t)), assuming we could implement the calculateds(λ(t), . λ(t)). It would not be precisely the series of IE distributions actually associated with λ(t), but nevertheless Eq. (4) would still provide a recipe for following a path in the space of IE distributions. ii) Another possibility is that our estimate for the mutation rates m µν is flawed. This would propagate into errors in our calculation of x(λ(t)) associated with s(λ(t) ). Because of these errors the results of Eq. (4) would no longer necessarily be a CD protocol for s(λ(t) ).
To understand the effects of errors in the mutation rates, we investigated the M = 2 example with deliberately inaccurate protocols. For M = 2 the expression for the mean genotype frequency x 1 (λ(t)) is given by Methods Eq. (19), which in turn yields the CD protocol solution in Methods Eq. (20). We modified the protocol by scaling the mutation rates in Eq. (20) by a factor of c, so m 12 = m 21 = cµ 0 , where µ 0 = 2.5 × 10 −3 is the actual mutation rate of the M = 2 system. All other parameters as described in Methods Sec. 4.4. The value c = 1 corresponds to the true CD protocol, while other values correspond to inaccurate protocols. As seen in main text Fig. 2D , the true CD protocol works effectively at all times, with the KL divergence between the IE and actual genotype distributions getting no larger than about 0.02 bits. In contrast, the original protocol leads to severe lag at intermediate times, with the KL divergence peaking around 17 bits. Fig. S2 shows KL divergence results for inaccurate protocols, with c ranging from 0.1 to 10, calculated using a numerical Fokker-Planck approach. As expected, we see a breakdown of CD driving, with the IE and actual distributions differing dramatically at intermediate times. For the most inaccurate protocols, at c = 0.1 and c = 10, the peaks in the KL divergence are comparable to or greater than those without CD. However milder errors, like c = 0.5 and c = 2, perform much better than the original protocol, with the divergence peaking around 2 bits.
There is one silver lining in the error analysis: even though we lose a degree of control over the genotype distributions at intermediate times (they no longer follow precisely the desired series of IE distributions over time), we still retain some benefits in arriving at our destination faster. All the inaccurate protocols analyzed, particularly those where the mutation rates were underestimated (c < 1) showed faster convergence to the final equilibrium distribution at long times (i.e. faster decay of the KL divergence) than the original protocol (dashed curve in Fig. S2 ). Thus some practical benefit of the calculated protocol remains for errors up to an order of magnitude in the mutation rates. Clearly having as good an estimate as possible of the mutation rates is beneficial for complete control, but the approach has some tolerance for the inevitable inaccuracies that will enter into experimentally estimated system parameters.
Mapping the agent-based model to a Fokker-Planck equation
In order to derive the mapping summarized in Methods Sec. 4.5.3, the first step is describing the dynamics of the agent-based model (ABM) over each time step in terms of a chemical Langevin equation 5 . This in turns allows us to map the ABM to an effective Fokker-Planck equation, using the standard relationship between Langevin and Fokker-Planck dynamics 6 . At simulation time step τ we have n µ (τ ) organisms with genotype µ, and the ABM code will update this to n µ (τ + 1) at the next time step. So long as we are interested in time scales much larger than a single simulation time step, and the updates per step are small compared to n µ (τ ) 1, we can treat n µ (τ ) as a continuous population variable and τ as a continuous time variable, so that n µ (τ + 1) − n µ (τ ) ≈ dn µ (τ )/dτ . In this continuum description, the rate of change dn µ (τ )/dτ will be related to a series of stochastic "reactions", which we will label with an index k = 1, . . . , R, where R is the total number of possible reactions. Each reaction represents an aspect of the code that contributes to changes in the genotype populations. The amount by which the population of genotype µ changes in the kth reaction is denoted as ∆ kµ , and the probability of this reaction occurring at time step τ is π k (τ ). The corresponding chemical Langevin approximation describing the change in the population of genotype µ is given by 5 :
Note that throughout this section we will not be using the Einstein summation convention, so all sums will be explicitly indicated. The first term represents the deterministic contribution of all the reactions, while the second term is the corresponding noise introduced by the stochasticity of the reactions. The Γ k (τ ) functions are independent we know that the corresponding Fokker-Planck operator has the form of Eq. (S1), with diffusivity matrix D ij (x) defined through Eq. (S57), and the velocity function v i (x; λ) defined through Eq. (S55). Comparing Eqs. (S55) and (S57) to the velocity and diffusivity definitions in our Wright-Fisher Fokker-Planck formalism, main text Eq. (6), we see that they match under the mapping: d) .
(S58)
To derive this mapping, we have used the fact that the diagonal entries of m are defined as m αα ≡ − β =α m βα .
