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1.1.  Justificació del projecte 
 
Actualment l’ús creixent de tot tipus de dispositius electrònics és un fet evident a nivell 
global. En conseqüència aquest fenomen ha fet incrementar considerablement el 
consum d’energia elèctrica per tal de cobrir la gran demanda d’aparells electrònics que 
necessiten proveir-se d’aquesta. Paral·lelament aquest augment del consum ha 
provocat que generar aquest volum creixent d’energia sigui econòmicament molt 
costós i nociu per al medi ambient [1]. 
 
És per aquest motiu que des de fa anys existeixen organismes i entitats que treballen 
per a reduir al màxim el consum energètic en els dispositius 
electrònics.  
És el cas, per exemple, d’Energy Star, un programa del govern dels 
Estats Units que defineix tot un seguit d’especificacions a seguir per 
tal que els dispositius electrònics realitzin un consum d’energia 
responsable i contribuir així a millorar el medi ambient. 
 
En l’àmbit dels equips de sobretaula i dels portàtils, la gestió del consum energètic en 
els computadors es troba definida per l’especificació ACPI (Advanced Configuration 
and Power Interface). Aquest estàndard defineix tot un seguit d’interfícies a nivell 
hardware i software que permeten al sistema operatiu realitzar una correcta gestió de 
l’energia. Addicionalment, també defineix tot un seguit d’estats que permeten reduir el 
consum d’energia en el sistema, els dispositius i el processador. 
 
Pel que fa al consum energètic del processador, l’especificació ACPI determina tot un 
seguit d’estats anomenats estats Cx, els quals es troben definits en funció de l’activitat 
del processador. Així doncs, a grans trets es defineix l’estat C0 (estat de treball) i els 
estats de baix consum energètic C1, C2 i C3 (dins d’aquest darrer es poden definir fins 
a Cn estats). Aquests estats Cx són emprats pel sistema operatiu quan el processador 
no realitza treball útil i per tant s’obté un estalvi energètic. Cal destacar que aquest fet 
és molt freqüent en alguns equips que passen part del seu temps amb una baixa 
activitat com pot ser el cas d’un servidor web amb poques peticions, un servidor FTP 
d’una organització mitjana, un usuari editant un fitxer de text, etc... 
 
Actualment, l’estalvi energètic pot arribar a ser considerable en els microprocessadors 
compatibles amb ACPI. A mode d’exemple, destaquen els processadors Intel Core 2 
Duo que arriben a definir fins a cinc estats Cx (C0, C1, C2, C3 i C4), i on el consum 
energètic d’aquests s’aproxima als següents valors: 
 
 C0: 35 watts 
 C1: 13,5 watts 
 C2: 12,9 watts 
 C3: 7,7 watts 
 C4: 1,2 watts 
 
Com es pot observar el consum de l’estat C4 (estat de mínim consum) respecte C0 
(estat de màxim consum) pot arribar a ser fins a 34 vegades inferior amb tot l’estalvi 




Per tal d’aprofitar aquests estats de baix consum energètic proporcionats pel 
processador i en conseqüència reduir el consum energètic dels computadors, és 
requisit indispensable que el sistema operatiu reconegui els estats Cx de baix consum. 
És en el cas de Microsoft Windows on la compatibilitat d’ACPI és total i per tant el 
sistema reconeix tots els estats de baix consum energètic amb el conseqüent estalvi 
que comporta. En el cas de Linux no succeeix el mateix, degut a que la majoria de 
fabricants de hardware no implementen correctament totes les funcionalitats de 
l’especificació ACPI per aquest tipus de sistema, amb la qual cosa l’estalvi energètic 
no existirà o serà inferior al que podria arribar a assolir-se. 
 
És per aquest motiu que el reconeixement de la totalitat dels estats Cx, per part del 
sistema operatiu, esdevé un factor clau en l’estalvi energètic dels computadors, fent 
reduir el consum energètic en els equips de sobretaula, i augmentant el temps 
d’autonomia en els equips portàtils. 
 
 
1.2.  Objectius 
  
Prenent com a referència la informació anterior, l’objectiu cabdal d’aquest projecte 
passa per millorar la utilització que fa el sistema operatiu Linux dels estats de baix 
consum energètic emprats pel processador d’un computador i d’un mode transparent 
vers l’usuari final. 
 
Concretament els objectius a complir seran els següents: 
 
- Estudiar el comportament dels estats Cx d’energia en el sistema operatiu Linux. 
 
- Determinar els motius que fan que Linux no reconegui la totalitat dels estats Cx 
de baix consum energètic en el processador. 
 
- Realitzar les modificacions oportunes en el kernel de Linux per tal que el sistema 
operatiu reconegui el màxim nombre d’estats Cx. 
 
- Efectuar una comparativa del consum energètic en funció dels estats Cx. 
 
- Avaluar l’impacte energètic que suposa el reconeixement de nous estats Cx per 
part del sistema operatiu. 
 
Cal afegir, que per tal de complir aquests objectius es treballarà amb dos equips on el 
sistema operatiu Linux no reconeix tots els estats Cx teòrics i per tant no es realitza 
una correcta gestió de l’energia. 
 
 
1.3.  Estructura de la memòria 
 
La redacció d’aquest projecte s’ha dividit bàsicament en tres grans blocs. 
 
En la primera part de la memòria s’ha dut a terme un estudi previ sobre la gestió 
d’energia en els computadors basant-nos en els estàndards APM (Advanced Power 
Management) i ACPI. També s’ha donat una visió global sobre les eines més 




En el segon bloc, s’ha realitzat un estudi sobre els estats d’energia Cx que usa la CPU, 
i s’han proposat solucions per a que el sistema operatiu reconegui els estats C1, C2, C3 
i C4 per tal d’obtenir un estalvi energètic màxim. 
 
Finalment, en el tercer gran apartat d’aquest projecte s’ha dut a terme un estudi 
empíric per tal de comparar el consum energètic de dos computadors (un equip de 
sobretaula Pentium 4 i un portàtil ASUS amb processador Pentium M) en funció dels 
estats Cx d’energia, per tal d’avaluar la importància d’una gestió correcta de l’energia 
per part del sistema operatiu. 










Aquest capítol té com a objectiu principal analitzar el comportament de la gestió 
d’energia a nivell de sistema operatiu, per tal de definir i aplicar posteriorment les 
millores necessàries sobre el kernel d’aquest. A més a més també es farà èmfasi en 
les eines emprades per Linux per tal de dur a terme una correcta gestió de l’energia. 
 
 
2.1.  Breu història de la gestió d’energia 
 
La gestió de l’energia en els dispositius electrònics ha esdevingut un dels temes 
cabdals en els darrers anys, degut a l’increment exponencial de dispositius electrònics 
de consum que han aparegut en el mercat. 
 
Per tal de gestionar l’energia de tots aquests dispositius, en l’àmbit de la informàtica, 
existeixen una sèrie d’implementacions, tant a nivell hardware com software, per tal 
d’obtenir una correcta gestió d’aquesta energia d’un mode automatitzat i transparent a 
l’usuari final.  
 
Així doncs, actualment existeixen dues especificacions on es defineix aquesta gestió: 
APM (Advanced Power Management) i ACPI (Advanced Configuration and Power 
Interface). 
 
En els següents apartats s’expliquen a grans trets les funcionalitats més importants 
d’aquestes dues especificacions, posant especial rellevància en l’estàndard ACPI, 




2.2. Advanced Power Management 
 
L’estàndard APM va ser publicat en la seva primera versió l’any 1992. Aquesta 
especificació va ser desenvolupada conjuntament per Intel i Microsoft, per tal d’intentar 
solucionar els problemes que venien donats per la gestió d’energia que feia la BIOS i 
el sistema operatiu, ja que ambdós actuaven de manera independent en aquesta 
gestió. 
 
Tot i així, cal destacar que la darrera revisió de l’especificació APM va ser publicada 
l’any 1996, en la seva versió 1.2. [2], per a donar pas a una nova especificació 
anomenada ACPI. 
 
A grans trets, APM defineix un entorn on les aplicacions, sistemes operatius, 
controladors i BIOS treballen conjuntament per tal de reduir el consum d’energia. 




























Figura 2.1. Jerarquia APM 
 
 
Per a la gestió d’aquesta energia l’especificació APM defineix dos possibles mètodes: 
 
(a) La BIOS gestiona el consum d’energia bastant-se en la inactivitat de cada 
dispositiu. Aquesta operació es realitza mitjançant un xip integrat en la placa 
base, el qual és específic de cada fabricant. 
 
(b) Un controlador APM gestiona els diferents nivells de subministrament d’energia 
mitjançant crides a operacions de la interfície entre el sistema operatiu i la 
mateixa BIOS. Aquest fet permet que el propi sistema operatiu pugui realitzar 
les diferents peticions de transicions d’estats d’energia a la BIOS. 
 
 
2.2.1.  Estats de gestió d’energia APM 
 
L’especificació de gestió d’energia APM defineix cinc estats bàsics de subministrament 
d’energia, diferenciats entre ells pel temps de retorn a l’estat de treball i el consum 
d’energia de cada estat. Aquests es troben llistats a continuació en funció del major a 
menor consum d’energia, i també segons la rapidesa amb la qual es transita a l’estat 
de treball. 
 
• Full On: El sistema es troba treballant, i per tant no hi ha gestió d’energia, ja 
que tots els dispositius estan funcionant. Aquest és l’estat d’energia per 
defecte quan el sistema no gestiona el consum d’energia. 
 
• APM Enabled: El sistema es troba treballant i la gestió d’energia és activa, ja 
que els dispositius gestionen aquesta energia. A més a més, el clock de la 
CPU es decrementa o s’atura en cas necessari. 
 
• APM Standby: El sistema pot no estar treballant i per tant es troba en un 
estat de baix consum d’energia. Tot i així pot tornar a l’estat APM Enabled 
ràpidament, mitjançant un esdeveniment Resume Timer o amb activitat de 
l’usuari. El sistema operatiu és notificat quan la transició a l’estat APM 





• APM Suspend: El sistema no es troba treballant i es manté en un estat de 
baix consum d’energia amb el màxim estalvi. La majoria de dispositius que 
tenen activada la gestió d’energia no es troben encesos.   
El clock de la CPU es troba aturat i el nucli d’aquesta es troba en el mínim 
estat d’energia. Els paràmetres de les operacions es guarden per a ser 
restaurats posteriorment al retornar a l’estat APM Enabled. Com en l’estat 
anterior, el sistema operatiu també és informat quan la transició a l’estat APM 
Enabled ha finalitzat correctament. Cal destacar que existeix una 
implementació especial de l’estat APM Standby anomenada Hibernació, la 
qual permet al sistema realitzar transicions d’entrada i sortida de l’estat Off. 
 
• Off: El sistema no es troba treballant, i per tant la font d’alimentació es troba 
aturada. L’estat del computador no es guarda i al realitzar la transició a l’estat 
Full On, el sistema es reinicialitza. 
 
 
2.3. Advanced Configuration and Power Interface 
 
ACPI (Advanced Configuration and Power Interface) és l’estàndard de gestió d’energia 
que va ser desenvolupat per a substituir APM. Aquesta especificació lliure va ser 
realitzada inicialment per HP, Intel, Microsoft, Phoenix i Toshiba en l’any 1996. 
 
La funció principal d’ACPI és definir interfícies pel reconeixement de hardware, és a 
dir, permetre al sistema operatiu configurar i controlar cada component hardware 
independentment, amb la finalitat de gestionar l’energia d’aquests. És el que 
s’anomena OSPM (Operating System-directed configuration and Power Management). 
 
A banda d’això, cal destacar que ACPI deixa el control total de la gestió d’energia al 
sistema operatiu, a diferencia d’APM, on la gestió d’energia la duia a terme la BIOS, 
amb una intervenció gairebé inapreciable per part del sistema operatiu. En aquesta 
nova especificació la BIOS exclusivament s’encarrega de la comunicació amb els 
dispositius hardware, però la totalitat de la gestió d’energia recau sobre el sistema 
operatiu. 
 
Cal tenir present que l’especificació ACPI no pot ser aplicada en màquines amb 
hardware antic, ja que moltes de les funcionalitats d’aquest estàndard requereixen un 
chipset de la placa base i una CPU totalment dissenyats per a aquestes funcionalitats. 
 
Destacar que la darrera versió de l’especificació ACPI (revisió 3.0b) [3] va ser 




2.3.1. Estructura modular ACPI 
 
En una primera interpretació pot semblar que ACPI només és una especificació 
software o hardware, però funcionalment es tracta d’una interfície compresa per 





Figura 2.2. Estructura modular ACPI  [3] 
 
 
Com es pot observar en l’esquema anterior, ACPI defineix tres elements en temps 
d’execució: les taules ACPI de descripció del sistema, els registres ACPI, i finalment el 
firmware del sistema ACPI.  
 
• Taules ACPI de descripció del sistema: Les taules de descripció del 
sistema o SDTs descriuen les interfícies que es comuniquen amb el 
hardware. Aquestes taules contenen blocs definits en llenguatge pseudocodi 
AML (ACPI Machine Language). 
 
• Registres ACPI: És tracta d’un element imprescindible en la interfície 
hardware. Aquests registres es troben definits en les SDTs, 
 
• Firmware del sistema ACPI: Defineix el firmware compatible amb ACPI, i 
es tracta del codi que inicia la màquina i proveeix les SDTs. Generalment 
també implementa les operacions de sleep, wake i restart. 
 
Cal remarcar que ACPI també defineix el llenguatge màquina ACPI (AML) emprat per 




Addicionalment, també es defineix el llenguatge font ACPI (ASL, ACPI Source 




2.3.2. Estats ACPI 
 
Dins de l’especificació ACPI, és requereix que una vegada que el sistema operatiu 
(compatible amb OSPM) hagi activat la gestió d’energia ACPI, aquest assoleixi el 
control total de la gestió d’energia i la configuració dels dispositius. És per aquest 




Estats del Sistema 
System States 
 
L’especificació ACPI defineix els següents set estats pel que fa a la gestió d’energia 
del sistema (depenent de l’autor, també anomenats estats globals): 
 
• G0 (S0) Working: El sistema es troba en funcionament i respon als 
esdeveniments externs en temps real. Dins del sistema trobem processos en 
execució. A més a més, es gestiona activament l’energia dels dispositius i el 
processador. 
 
• G1 Sleeping: En aquest estat l’equip consumeix poca energia, ja que els 
processos del sistema no s’executen i el sistema es mostra “apagat” vers els 
usuaris. El treball de l’usuari pot reprendre’s  sense reiniciar el sistema 
operatiu, ja que l’estat d’aquest és guardat tant pel hardware com pel software 
respectivament. La latència per tornar a l’estat de treball varia en funció de 
l’estat previ de wake. 
L’estat sleeping es subdivideix en quatre nous estats de S1 a S4: 
 
• S1 Sleeping: Aquest estat d’sleeping manté una latència baixa al 
canviar a l’estat de treball. En aquest estat no es perd el context del 
sistema i a més a més el hardware també manté en tot moment l’estat. 
 
• S2 Sleeping: L’estat S2 també és un estat que té una baixa latència i és 
molt similar a l’estat S1, excepte en que l’estat de la caché del sistema i 
la CPU es perden (el sistema operatiu és l’encarregat del manteniment 
de les caché i de l’estat de la CPU). 
 
• S3 Sleeping: Aquest estat també manté una baixa latència al sortir de 
l’estat sleep però tot l’estat del sistema es perd, a excepció de la 
memòria del sistema. El hardware és l’encarregat de salvar el context 
de la memòria i en algunes ocasions l’estat de la CPU i la caché L2. 
 
• S4 Sleeping: Aquest estat, anomenat també hibernation, és conegut en 
l’especificació ACPI pel seu baix consum d’energia i el temps elevat de 
latència al sortir de l’estat sleep. S’assumeix que tots els dispositius es 
troben apagats i per tant no consumeixen energia. L’estat de tot aquest 





• G2 Soft Off / S5 Sleeping: Aquest estat és molt similar a l’estat S4, però amb la 
diferència que no és guarda l’estat de cap component. També és anomenat 
estat S5 o Soft Off depenent de l’autor. Cal remarcar que al no salvar l’estat del 
sistema, al retornar a l’estat de treball, és necessari reiniciar el sistema 
operatiu. 
 
• G3 Mechanical Off: Tant l’entrada com la sortida d’aquest estat es realitza per 
mitjans mecànics (per exemple, el tancament de l’energia d’un equip mitjançant 
el moviment d’un interruptor). A excepció del clock en temps real, no existeix 
consum d’energia. Donat que el context del sistema no es manté, el sistema 
operatiu necessita ésser reiniciat per a tornar a l’estat de treball.  
 
Remarcar que també existeix un estat anomenat Legacy, el qual es troba definit per a 
sistemes operatius que funcionen sense compatibilitat amb ACPI.  
 
 
Estats dels Dispositius 
Device States 
 
Pel que fa als estat d’energia dels dispositius, l’especificació ACPI defineix quatre 
estats, tot i que en molts casos, alguns d’aquests aparells no els incorporen tots o 
n’incorporen algun d’extra. 
Tot i així, en la majoria d’ocasions els estats d’energia dels dispositius no són visibles 
a l’usuari. 
Per definició, els estats dels dispositius es sol·liciten a aquests per mitjà de qualsevol 
bus disponible, i a més a més, l’especificació ACPI els defineix en base als següents 
criteris: 
 
- El consum d’energia. Quantitat d’energia que empra un dispositiu. 
 
- L’estat del dispositiu. Quin volum d’informació sobre el context d’un dispositiu 
és guardat. En aquest cas, el sistema operatiu és el responsable de restaurar 
les possibles pèrdues d’informació referents a l’estat d’aquests dispositius. 
 
- El driver del dispositiu. Funcionalitats del driver del dispositiu per tal de 
restablir completament un dispositiu. 
 




Pel que fa referència als estats d’energia, ACPI defineix els següents quatre estats: 
 
• D0 Fully-On: En aquest estat el dispositiu es troba completament actiu i 
receptiu, i és per aquest motiu que és l’estat on es consumeix més energia.  
L’estat del dispositiu és salvat contínuament. 
 
• D1: Aquest estat bé definit per cada família de dispositius, tot i que en alguns 
casos, hi ha dispositius que no el defineixen. En termes generals, en aquest 
estat l’estalvi d’energia és inferior que en D2 degut a que es salva més 





• D2: Aquest estat bé definit per la classe a la qual pertany el dispositiu. Com en 
el cas anterior, alguns dispositius no poden definir-lo. En aquest estat l’estalvi 
d’energia és superior que en D1 degut a que es preserva menys informació 
sobre l’estat del dispositiu. En D2 els busos del dispositiu poden causar que 
aquest no conservi part del seu estat (per exemple, si reduïm l’energia del bus, 
estem forçant al dispositiu a limitar algunes de les seves funcionalitats. 
 
 
• D3 Off: En l’estat D3 el dispositiu no consumeix energia, i en conseqüència, 
l’estat del dispositiu es perd. És en aquest punt on el sistema operatiu ha de 
reinicialitzar el dispositiu quan aquest torna a un estat actiu.  
La latència de restauració dels dispositius en l’estat Off és elevada. 
També cal afegir que totes les classes de dispositius defineixen aquest estat. 
 
 
Estats del Processador 
Processor Power States 
 
Segons l’especificació ACPI, els estats d’energia del processador (estats Cx) són 
definits en funció del consum d’energia del processador i el gestor tèrmic d’aquest dins 
de l’estat global G0. 
 
Per tant, tindrem: 
 
• C0 Processor Power State: En aquest estat, el processador es troba executant 
instruccions. 
 
• C1 Processor Power State: En l’estat C1 el processador no executa 
instruccions. La latència per tornar a l’estat C0 és mínima, i no té efectes 
visibles sobre el software. 
 
• C2 Processor Power State: En aquest estat, el processador tampoc executa 
instruccions. El consum d’energia és inferior que en l’estat C1, però en 
conseqüència la latència per tornar a l’estat de treball és superior  
En el pitjor dels casos, la latència en aquest estat és proporcionada mitjançant 
el firmware del sistema ACPI, i per tant, el sistema operatiu pot emprar aquesta 
informació per tal de determinar si s’ha d’entrar en l’estat C2 o romandre en C1. 
Aquest estat no té efectes visibles sobre el software. 
 
• C3 Processor Power State: En aquest estat el processador no executa 
instruccions. L’estat C3 ofereix millores d’estalvi energètic respecte els estats 
C1 i C2 respectivament, però la latència de retorn a l’estat de treball augmenta 
considerablement. En el pitjor dels casos, el temps de latència de C3 és 
sol·licitat per mitjà del firmware del sistema ACPI, i per tant, el sistema operatiu 
pot processar aquesta informació per determinar quan s’ha d’emprar l’estat C2 
en lloc de C3. Addicionalment, en l’estat C3, les caché del processador 
mantenen o guarden l’estat ignorant qualsevol intromissió, i per tant el sistema 
operatiu és el responsable d’assegurar que les memòries caché mantenen la 
seva coherència. 
Cal destacar que en l’estat C3 també podem definir d’altres estats Cx superiors  





En la Figura 2.3. i a mode informatiu, es poden observar segons l’especificació ACPI, 
les transicions entre els diferents estats Cx d’energia, amb els temps de latència per a 





Figura 2.3. Transicions dels estats Cx  [4] 
 
 
Cal destacar que la informació sobre les diferents transicions dels estats Cx 
s’emmagatzema en un element que és cabdal per a la gestió de l’energia anomenat 
taula DSDT (Differentiated System Description Table). 
Com a definició, una taula DSDT és un element de l’especificació ACPI que proveeix 
informació sobre la configuració del sistema base. Aquesta taula està formada per una 
capçalera amb informació sobre la descripció del sistema, seguida d’un bloc de 
definicions. 
El sistema operatiu sempre insereix la informació de la taula DSDT en l’espai de noms 
DSDT en l’instant de boot. 
 
Cal afegir que la taula DSDT conté definicions de tots els dispositius que ACPI 
suporta, i també descriu les seves capacitats. Com a exemple, descriu informació 
sobre la bateria, l’adaptador AC, ventiladors i zones termals. Aquesta informació 
s’organitza d’una manera jeràrquica per tal que ACPI, i en conseqüència el sistema 
operatiu, siguin conscients de les relacions de dependència del hardware. 
 
 
Estats del Rendiment dels Dispositius i Processador 
Device and Processor Performance States 
 
ACPI defineix els estats sobre el rendiment dels dispositius i el processador (amb la 
nomenclatura Px) com a estats de consum i capacitat d’energia dins dels estats 




Així doncs, l’especificació ACPI defineix els següents estats: 
 
• P0 Performance State: En aquest estat el dispositiu i/o processador es troba 
treballant al màxim del seu rendiment, i per tant, molt probablement també 
consumint el màxim d’energia possible. 
 
• P1 Performance State: En aquest estat, la capacitat d’energia d’un dispositiu o 
processador es troba limitada per sota del seu màxim, i per tant consumeix 
menys energia que funcionant a ple rendiment. 
 
• Pn Performance State: En un estat Pn el rendiment d’un dispositiu es troba en 
el mínim nivell i òbviament també consumeix el mínim d’energia mentre es 
manté actiu en aquest estat. Per definició l’estat n defineix un nombre màxim i 
depèn del processador o del dispositiu. Tot i així, aquests acostumen a definir 




2.4.  Eines de Linux per a la gestió d’energia 
 
En aquest apartat s’estudiaran tot un ventall d’eines que aporta el sistema operatiu 
Linux per tal d’obtenir informació sobre l’estat de l’energia del nostre sistema. 
Amb aquestes eines posteriorment podrem detectar els problemes de reconeixement 
dels estats Cx d’energia i intentar realitzar les millores necessàries sobre el kernel. 
 
 
2.4.1  El sistema de fitxers de processos /proc 
 
El sistema de fitxers de processos (procfs), és un pseudo sistema de fitxers que 
s’utilitza per a permetre l’accés a la informació del kernel sobre els processos del 
sistema. Aquest sistema de fitxers és muntat al directori /proc de Linux. Donat que 
/proc no és un sistema de fitxer real, no consumeix espai a disc i només una quantitat 
limitada de memòria. 
 
 
2.4.1.1.  ACPI en el sistema de fitxers de processos 
 
El sistema de fitxers de processos inclou també els processos que fan referència a la 
gestió d’energia ACPI o APM (en funció del mode de gestió d’energia). 
 
En el cas d’ACPI, l’estructura d’aquest la trobem en el directori /proc/acpi, i en el cas 
d’APM en /proc/apm. 
Cal fer notar que en algunes versions de sistemes operatius Linux, el directori 
/proc/acpi està essent substituït per interfícies en el directori /sys. 
 
Centrant-nos en el cas d’ACPI, dins d’aquest directori trobem una sèrie de fitxers i 













Aquest fitxer mostra informació relativa a les característiques ACPI suportades 
pel processador. El contingut seria semblant a aquest: 
 
processor id:   0 
acpi id:    1 
bus mastering control:  yes 
power management:   yes 
throttling control:  no 
limit interface:   no 
 
- processor id: Identificador que el kernel de Linux utilitza per a fer referència a 
aquesta CPU. 
 
- acpi id: Identificador que el sistema ACPI empra per a identificar la CPU. 
 
- bus mastering control: Un bus master és un dispositiu del sistema que té 
accés a la memòria sense haver d’emprar la CPU per a dur a terme aquesta 
acció. Si el  bus mastering control es troba habilitat, el sistema ACPI pot 
comunicar als dispositius aturar l’activitat. Això es produirà, per exemple, quan 
la CPU entri en l’estat C3 (estat sleep). 
 
- power management: Quan l’opció power management es troba activada, el 
sistema ACPI pot fer entrar la CPU en els estats de sleep (C2 o C3) quan el 
processador no està emprant el 100% de la seva capacitat. 
 
- throttling control: Si existeix un control sobre el volum d’activitat de la CPU, 
el processador podrà entrar en l’estat sleep durant curts períodes de temps 
quan el sistema es troba amb una càrrega elevada. Aquest fet es produirà 
quan la temperatura és elevada, a petició de l’usuari, o en els equips portàtils 
quan convé consumir menys energia per a perllongar la vida útil de la bateria. 
 
- limit interface: Per defecte es troba activat si i només si el throttling control 
es troba habilitat en el sistema.  
El fitxer limit dins del subdirectori /proc/acpi/processor/CPUx/ conté 





En aquest fitxer se’ns mostra la informació relativa al rendiment del processador 
mitjançant un parell Px:Tx. En aquest cas, Px representa els estats de rendiment 
de la CPU,  i Tx els estats d’activitat de la CPU. 
 
La sortida per pantalla del contingut d’aquest fitxer seria similar a aquesta: 
 
active limit:   P0:T0 
platform limit: P0:T0 
user limit:     P0:T0 




- active limit: Aquest camp reflecteix l’estat del rendiment i l’estat d’activitat del 
sistema actual. 
 
- platform limit: Alguns sistemes poden forçar la CPU a executar les 
instruccions a una velocitat inferior per tal d’estalviar energia (per exemple, en 
les bateries). En aquest cas, això es reflecteix amb el valor P1:T0, i ACPI fa 
entrar el sistema en l’estat P1. 
 
- user limit: Addicionalment, un usuari pot voler configurar manualment els 
estats de rendiment per tal de disminuir l’ús d’energia.  
El valor del camp user limit pot ser editat mitjançant la següent comanda:  
echo -n x:y > limit  
(on x bé donat pel número de l’estat de rendiment, i y prendrà com a valor el 
número de l’estat de throttling). 
 
- thermal limit: En l’instant que el sistema detecta que el processador ha 
assolit una temperatura molt elevada, és necessari disminuir la velocitat de la 
CPU per tal d’evitar possibles danys físics en l’equip. És per aquest motiu que 
és important definir un límit màxim de temperatura. 
Per exemple, pot ser configurat amb el valor P0:T1 quan la temperatura 
assoleixi el valor de 80ºC.  
En els subdirectori de /proc/acpi/thermal_zone existeixen d’altres 





En aquest fitxer se’ns mostra informació relativa als estats Cx d’energia suportats 
per la CPU, als estats en ús i al temps d’estada en cada estat juntament amb les 
transicions en cada un d’aquests. 
 
El contingut del fitxer té una estructura similar a la següent: 
 
active state:  C2 
max_cstate:           C4  
bus master activity:  00000000 
maximum allowed latency: 8000 usec 
states: 
   C1:  promotion[C2] demotion[--] latency[000] usage[00000110] 
  *C2:  promotion[--] demotion[C1] latency[010] usage[00439559] 
   C3:  <not supported> 
 
- active state: Estat d’energia actual emprat quan la CPU no es troba en ús. 
 
- max_cstate: Màxim estat  d’energia Cx que pot assolir la CPU. 
 
- bus master activity: Si el bus mastering control es troba activat, aquesta 
variable ens mostra l’activitat del bus mastering durant les darreres 32 crides 
de la rutina idle. Quan el sistema no té activitat, ACPI pot voler posar la CPU 
en l’estat C3 i per tant en aquest estat la CPU no pot detectar si existeixen 
canvis en el bus master o addicionalment realitzar lectures de la memòria. És 
en aquest punt on la CPU realitza còpies de la seva memòria en la cache 
write-back o en la seva pròpia cache, i per tant el bus master pot realitzar 
lectures errònies. Aquest fet pot ocasionar corrupció de dades i que el sistema 
es torni altament inestable.  
16 
 
- states: Ens mostra informació relativa als estats d’energia Cx. 
 
Per exemple, en aquest cas tindrem: 
 
   C1:  promotion[C2] demotion[--] latency[000] usage[00000110] 
  *C2:  promotion[--] demotion[C1] latency[010] usage[00439559] 
 
*: Estat actiu idle. Aquesta definició no implica que el sistema es trobi 
actualment en l’estat idle, ja que només reflecteix l’estat Cx que serà 
cridat quan la CPU entri en l’estat de no activitat. 
 
C1: Nom de l’estat C1. Remarcar que l’estat C0 no s’especifica degut a 
que és l’estat de treball de la CPU. 
 
promotion[C2]: Quan la càrrega del sistema és mínima, ACPI decideix 
canviar a l’estat C2. És evident que aquest estat no es trobarà disponible 
en l’estat d’energia Cx més gran. 
 
demotion[--]: En l’instant que la càrrega del sistema és elevada, ACPI 
ha de decidir entrar en aquest estat. El valor d’aquest paràmetre no el 
trobarem en l’estat Cx més petit. 
 
latency[000]: En l’instant que la CPU rep una petició d’interrupció, el 
temps de latència defineix en microsegons, el temps fins que la 
interrupció pot ser processada. 
 
usage[00439559]: Ens mostra el nombre de crides que s’han fet a 
l’estat Cx. En el cas que el paràmetre no ens mostri un valor superior a 
zero per a l’estat C3, ens trobarem davant del cas en el qual per motius 
d’incompatibilitats amb el hardware o bé per una implementació errònia 





El contingut d’aquest fitxer ens mostra informació sobre els estats de throttling i 
quin d’ells es troba actiu. Cal remarcar que aquests estats poden ser modificats 
per l’usuari, però en aquest cas sobreescriurà qualsevol límit establert en el fitxer  
/proc/acpi/processor/CPUx/limit. 
 












state count:  8 
active state: T0 
states: 
  *T0: 00% 
   T1: 12% 
   T2: 25% 
   T3: 37% 
   T4: 50% 
   T5: 62% 
   T6: 75% 
   T7: 87% 
 
state count: Conté el nombre màxim d’estats de throttling que el nostre sistema 
pot assolir. 
 
activate state: Estat de throttling  actual en el qual es troba el sistema. 
 
states: Ens mostra informació sobre els diferents estats Px que el sistema 
reconeix. Per exemple si agafem la sortida per pantalla anterior: 
  
  *: Estat actual actiu. 
 
  T0: Nom de l’estat Tx. 
 
00%: Percentatge de rendiment de la CPU perdut a causa de l’ús






El contingut d’aquest fitxer ens mostra els estats d’energia Sx. Per tal que el sistema 
assoleixi algun d’aquests estats, aquest ha d’estar escrit en aquest fitxer sleep.  
El contingut del fitxer seria semblant a aquest. 
 
cat /proc/acpi/sleep  S0 S3 S4 S5 
 
Destacar que a partir de la versió de kernel 2.6. de Linux, molts desenvolupadors 




2.4.2.  El procés acpid 
 
El daemon acpid és un procés que s’encarrega de la recepció dels esdeveniments 
ACPI del sistema. Aquest procés escolta en el fitxer /proc/acpi/event i quan 
existeix un succés ACPI, executa el software necessari per a processar aquests 
esdeveniments. 
 
Les versions antigues de acpid solien actuar com un intermediari entre el kernel i la 
BIOS, buscant valors hexadecimals que invoquessin certs estats de sleep o instal·lant 
mètodes sleep. També proporcionava informació sobre la bateria i disposava d’un 
intèrpret AML. Contràriament no suportava suspensió de disc o de memòria RAM. 





2.4.2.1.  Ús de acpid 
 
El sistema operatiu Linux recopila els successos ACPI per a posteriorment determinar 
les accions que ha de dur a terme, i acte seguit escriu una descripció d’aquests 
esdeveniments en el fitxer /proc/acpi/event. D’aquest mode es permet que d’altres 
aplicacions d’usuari puguin prendre determinades accions en funció del successos 
registrats. 
 
El dimoni acpid verifica per defecte els fitxers del directori /proc/acpi/event que 
contenen les regles a aplicar en funció de l’esdeveniment de sistema. 
 
Un exemple d’aquest fitxer podria ser el següent: 
 
# event is a regular expression matching lines that look like this: 
# "button/power" (the on/off button has just been pressed) 
# action is a command to run if event matches. %e is substituted 
# with the text of the event. 
 
# It catches everything and passes it to a bash script, which will log  





# Here's a slightly more focused one. If the power button is pressed, 
# switch off cleanly. 
event=button[ /]power.* 
action=/sbin/shutdown -h now 
 
# Instead of invoking a shutdown, what if we simply log the event? 
# This is very useful for working out what events are sent by 
different 
# buttons and actions on your machine, through trial and error. 
event=.* 




Com es pot observar l’usuari pot afegir les línees de codi que desitgi per a executar les 
accions que cregui oportunes. 
 
 
2.4.2.2.  La gestió d’esdeveniments i acpid 
 
Pel que fa a la gestió de successos mitjançant acpid no és possible determinar una 
llista tancada d’esdeveniments a tractar, ja que aquests venen donats en funció del 
hardware i la implementació d’ACPI que el fabricant del maquinari hagi realitzat. 
En canvi, si que és possible per a un usuari fer-se una breu idea dels esdeveniments 
que poden donar-se en el hardware del seu sistema mitjançant la informació que ens 
aporta el directori /sys/firmware/acpi.  
 
També podem visualitzar els esdeveniments que s’han rebut en el sistema mitjançant 









 BEGIN HANDLER MESSAGES 
END HANDLER MESSAGES 
completed event "processor CPU0 00000080 00000004" 
received event "ac_adapter AC 00000080 00000001" 
      notifying client 5699 [107:116] 
executing action “acpi/acpi/power.sh” 
 received event "battery BAT0 00000080 00000001" 




Cada esdeveniment reportat conté la següent informació: el nom de la classe del 
dispositiu, el identificador de bus, el tipus de succés i la informació que conté aquest. 
Els noms de les tipologies de dispositius són estàndards i es poden trobar en el codi 
font del kernel dins del directori /drivers/acpi corresponent a la versió de kernel del 
sistema. 
Per exemple el llistat d’un sistema qualsevol podria ser el següent: 
 
ac_adapter, battery, button, embedded_controller, fan, Hotkey (because 
the asus driver got the word "hotkey"), lid, memory, pci_bridge, 
pci_irq_routing, power, power_resource, processor, sleep, system_bus, 
system, thermal_zone, video 
 
Pel que fa als identificadors de bus, aquests no es troben estandarditzats, ja que 
òbviament depenen de la implementació del maquinari. Tot i així, la majoria de 
fabricants empren una nomenclatura similar. Aquests IDs els podem trobar en el 
directori i subdirectoris de /sys/firmware/acpi/namespace/ACPI/. 
 
Val a dir, que l’especificació ACPI també defineix dins de l’estàndard els següents 
espais de noms arrel: 
 
Nom Descripció 
\_GPE Esdeveniments generals en el bloc de registres GPE (General Purpose Events). 
\_PR 
ACPI 1.0. requereix que tots els objectes del processador es defineixin sota 
aquest espai de noms. A diferència, ACPI 2.0. permet definicions d’objectes 
sota el namespace \_SB. Així doncs, ACPI 2.0. mantenen \_PR per 
compatibilitat amb sistemes operatius que només siguin compatibles amb 
ACPI 1.0. ACPI 2.0. pot definir objectes en un d’aquests dos namespaces però 
mai en ambdós espais. 
\_SB Els objectes de dispositiu/bus es defineixen en aquest espai de noms. 
\_SI Els objectes indicadors del sistema es defineixen en aquest namespace. 
\_TZ 
ACPI 1.0. requereix que els objectes referents als aspectes tèrmics del 
sistema es defineixin en aquest espai de noms. Tot i així, ACPI 2.0. permet les 
definicions d’objectes de la zona thermal en l’espai de noms \_SB, i per tant 
manté \_TZ per a sistemes operatius que treballen amb ACPI 1.0. 
ACPI 2.0. defineix objectes en qualsevol dels dos namespaces definits, però 
mai en ambdós alhora. 
 





Així doncs, per exemple dins de l’espai de noms de dispositius i bus \_SB podem 
trobar els següents identificadors (/sys/firmware/acpi/namespace/ACPI/_SB): 
 
AC BAT0 LID LNKB LNKD LNKH PWRB SYSM 
ATKD BAT1 LNKA LNKC LNKE PCI0 SLPB 
 
 
Per a finalitzar, cal afegir que existeix un llistat amb els tipus d’esdeveniments dins de 




Esdeveniments de caràcter global 
Valor Descripció 
0 Comprovació de bus 
1 Comprovació de dispositiu 
2 Wake d’un dispositiu 
3 Petició d’expulsió d’un dispositiu 
7 Tall de corrent 
 




Esdeveniments de bateria 
Valor Hex. Descripció 
80 Canvi en l’estat de la bateria 
81 Canvi en la informació de la bateria 
>81 Reservat 
 




Esdeveniments del botó d’encesa 
Valor Hex. Descripció 
80 Botó d’encesa premut 
>80 Reservat 
 










Esdeveniments del processador 
Valor Hex. Descripció 
80 Canvis en la capacitat actual de la CPU  
81 Canvis en els estats Cx d’energia 
>81 Reservat 
 




2.4.3.  Altres eines Open Source 
 
Per tal d’administrar la gestió d’energia en el sistema operatiu Linux existeixen tot un 
ventall d’eines a banda de les que ens ofereix el propi kernel. 
Aquestes eines són desenvolupades en gran part per la comunitat d’usuaris dins de 
projectes de codi obert, tot i que també hi ha fabricants que en tenen de propietàries 
 
En referència a equips portàtils, tenim diverses eines dins del kernel de Linux, 
organitzades per fabricant. A destacar: 
 
- ASUS  ASUS/Medion Laptop Extras 
 
- IBM  IBM ThinkPad Laptop Extras 
 
- Toshiba Toshiba Laptop Extras 
 
En el nostre cas, i donat que l’equip sota el que treballarem és un equip portàtil ASUS, 
existeix un projecte Open Source anomenat ACPI4Asus [5] amb un conjunt d’eines 
per a la gestió de l’energia ACPI. 
 
 
2.4.3.1.  ACPI4Asus 
 
ACPI4Asus és un projecte Open Source integrat dins de SourceForge1
                                                          
1 SourceForge és una central de desenvolupament de software que controla i gestiona infinitat 
de projectes de software lliure i actua també com a repositori de codi font. 
 
. Aquest 
projecte consisteix en un driver del kernel de Linux que permet als propietaris d’equips 
portàtils Asus emprar totes les funcionalitats dels seus equips. 
Aquest driver també és compatible amb equips portàtils dels fabricants MEDION, JVC 
o VICTOR.   
 
Les funcionalitats extra que aporta són entre d’altres, botons extra que generen 
successos ACPI que s’afegeixen en /proc/acpi/event, i suport per a canviar la 
brillantor de la pantalla, canviar la lluminositat del LCD (on/off), i també modificar els 
LEDs per tal que avisin de nous esdeveniments en el sistema.  
 
Cal destacar que el daemon emprat a nivell d’usuari per a gestionar tots aquests nous 
esdeveniments és asus_acpid, basat en acpid. Tot i així, aquest darrer també es pot 
utilitzar per a gestionar els esdeveniments ACPI específics d’un equip ASUS. 
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L’avantatge d’emprar un daemon alternatiu és que aquest pot ser executat per un 




2.4.3.2.  PowerTOP 
 
Una de les eines més utilitzada per la comunitat d’usuaris, pel que fa a la mesura del 
consum d’energia elèctrica ens els computadors, és PowerTOP [6]. 
 
Aquesta eina va ser desenvolupada per Intel l’any 2007 sota una llicència GPLv22
• Mostrar si el sistema operatiu està emprant les característiques d’estalvi 
energètic en el hardware. 
, i és 
emprada per analitzar el programari, els drivers de dispositius, i les opcions del kernel 
d’un equip informàtic que executa un sistema operatiu Linux. A més a més, també 
realitza una estimació aproximada del consum energètic. 
 
A grans trets les funcionalitats cabdals de PowerTOP són les següents: 
 
 
• Mostrar els components software que estan evitant l’ús òptim de l’estalvi 
energètic en el maquinari. 
 
• Ajudar als desenvolupadors de Linux a testejar les aplicacions que programen 
per tal d’optimitzar el seu rendiment energètic. 
 
• Proporcionar als usuaris consells per tal d’obtenir un consum energètic baix en 
els equips informàtics. 
 
Cal destacar que inicialment aquest programari va ser desenvolupat per a monitoritzar 
els estats Cx d’energia i assenyalar el software o dispositius responsables de retornar 
la CPU a l’estat de treball C0. Tot i així en les darreres versions també s’ha incorporat 
una base de dades amb informació sobre problemes que poden sorgir en un 
computador pel que fa a la gestió d’energia, i en conseqüència facilita recomanacions 
als usuaris per a millorar aquest ús energètic. 
 
En la Figura 2.4. es mostra la interfície de PowerTOP, on es pot observar el 
comportament dels diferents estats Cx d’energia, a banda d’un llistat on també es 
visualitzen els esdeveniments del sistema que retornen la CPU a l’estat de treball. 
Finalment en la part inferior s’aconsella a l’usuari sobre les accions que caldria 
emprendre per tal de millorar el consum energètic del seu equip. 
 
 
                                                          
2 El tipus de llicència GPL (General Public License) és una llicència creada per la Free Software 
Fundation a mitjans dels anys 80 i està orientada principalment a protegir la lliure distribució, 
modificació i ús de software. Concretament, la versió 2 de GPL és emprada estratègicament en 






Figura 2.4. Interfície de PowerTOP 
 
 
Cal destacar que l’ús d’aquesta eina és especialment rellevant en equips portàtils, on 
aspectes com la vida útil de la bateria prenen una especial importància. Donat que 
inicialment aquests equips han estat dissenyats per a monitoritzar i controlar l’ús de la 
seva pròpia energia, PowerTOP utilitza aquestes característiques per a realitzar 
estimacions sobre el consum energètic (expressat en watts). Aquest fet permet 
prendre decisions sobre aquest consum, com per exemple, aconsellar l’usuari per a 















Com fer que Linux reconegui el màxim 
nombre d’estats Cx 
 
En aquest capítol es pretén que el sistema operatiu Linux reconegui el màxim nombre 
d’estats Cx d’energia, per tal d’obtenir un estalvi energètic considerable.  
Així doncs, per assolir aquest objectiu, inicialment es verificarà el nombre d’estats 
màxims que suporta el sistema, i en conseqüència s’aplicaran tot un seguit de 
solucions per a reconèixer la totalitat dels estats C1, C2, C3 i C4, i resoldre els possibles 
bugs existents en el sistema pel que fa a la gestió d’energia 
 
 
3.1.  Estudi previ 
 
En primer lloc, és necessari verificar que el nostre sistema operatiu és compatible amb 
ACPI, i en cas que ho sigui diagnosticar si s’està fent un ús correcte de la gestió 
d’energia, en aquest cas, dels estats Cx.  
Així dons, haurem de fer verificacions tant a nivell hardware com a nivell de sistema 
operatiu. 
 
Per a dur a terme aquestes proves s’ha emprat el següent equip informàtic: 
 
 
 Equip Portàtil ASUS M6000: 
 
• Placa Base: Asus M6Ne (Versió Bios 0208) 
 
• Processador: Intel Pentium M 
 
- CPU: 1,6 GHz 
- L2 Caché: 2 MB 
- FSB: 533 MHz 
- Voltatge del Core: 1,484 V 
- Consum Energètic: 24,5 W  
 
• Memòria RAM: 512 MB SDRAM 
 
• Sistema Operatiu: Linux Ubuntu 7.10 
 
- Versió del kernel: 2.6.24.1 
 
• Estats Cx reconeguts inicialment: C1, C2 
 







3.1.1.  Comprovacions a nivell hardware 
 
En primer lloc, cal detectar si la BIOS de l’equip té suport ACPI. Això ho podrem 
verificar comprovant les especificacions de la placa mare mitjançant el manual del 
fabricant o bé en el website d’aquest. Tot i així, des de  l’any 2000 la majoria de 
fabricants incorporen compatibilitat amb ACPI. 
També podrem verificar si ACPI es troba habilitat en la BIOS mitjançant el menú de 
gestió d’energia d’aquesta i les opcions de configuració ACPI, tal i com es pot 




Figura 3.1. Menú ACPI en la BIOS 
 
En el cas que la BIOS no tingui compatibilitat amb ACPI, l’única solució possible passa 
per actualitzar la BIOS mitjançant una nova versió, en cas que sigui possible. 
 
 
3.1.2.  Comprovacions a nivell de sistema 
 
A nivell de sistema operatiu també es possible determinar si aquest té compatibilitat 
amb l’especificació ACPI. 
 
Un dels mètodes per a realitzar aquesta verificació és comprovant els logs del sistema, 
tant pel que fa a l’arrencada del sistema operatiu o durant l’execució a nivell d’usuari. 
 
Pel que fa als logs, podrem comprovar si ACPI s’està executant en el nostre sistema 
emprant les següents instruccions: 
 













[   22.599973] ACPI: Interpreter enabled 
[   22.599975] ACPI: (supports S0 S3 S5) 
[   22.599990] ACPI: Using PIC for interrupt routing 
[   22.609379] ACPI: EC: driver started in interrupt mode 
[   22.609504] ACPI: PCI Root Bridge [PCI0] (0000:00) 
[   22.610548] ACPI: PCI Interrupt Routing Table [\_SB_.PCI0._PRT] 
[   22.610734] ACPI: PCI Interrupt Routing Table \_SB_.PCI0.P0P2._PRT] 
[   22.610892] ACPI: PCI Interrupt Routing Table \_SB_.PCI0.P0P1._PRT] 
[   22.614194] ACPI: PCI Interrupt Link [LNKC] (IRQs *10 12) 
[   22.614430] ACPI: PCI Interrupt Link [LNKD] (IRQs *5 6 10) 
[   22.614666] ACPI: PCI Interrupt Link [LNKE] (IRQs 6 11) *0,  
[   22.615377] ACPI: PCI Interrupt Link [LNKH] (IRQs 4 6 *10 12) 
[   22.615575] pnp: PnP ACPI init 
[   22.615581] ACPI: bus type pnp registered 
[   22.621765] pnp: PnP ACPI: found 15 devices 
[   22.621767] ACPI: ACPI bus type pnp unregistered 
[   22.621771] PnPBIOS: Disabled by ACPI PNP 




Tal i com es pot observar en el contingut del fitxer de log del sistema, ACPI es troba 
funcionant correctament. 
 
També podem verificar si ACPI es troba habilitat en el sistema, comprovant la 
configuració del kernel. Així doncs, s’haurà de verificar que en el fitxer de configuració 
del kernel del sistema operatiu, l’opció CONFIG_ACPI=y es trobi habilitada.  
Per a verificar les opcions ACPI del kernel, i per tant, comprovar si l’opció anterior es 
troba activada, podem emprar la següent comanda (destacar que en funció de la 
versió del kernel els directoris poden canviar): 
 
cat /usr/src/linux-2.6.24.1/.config | grep ACPI  
 
























3.2.  Els estats Cx en el sistema 
 
Per a verificar si els estats Cx d’energia s’executen correctament en el sistema 
operatiu, serà necessari, en primer lloc, comprovar quins estats reconeix el sistema, 





En el nostre cas, la sortida per pantalla ha estat la següent: 
 
active state:   C2 
max_cstate:         C8  
bus master activity:   00000000 
maximum allowed latency: 8000 usec 
states: 
   C1:  type[c1] promotion[C2] demotion[--] latency[000]             
usage[00000110] duration[00000000000000000000] 
  *C2:  type[c2] promotion[--] demotion[C1] latency[010] 
usage[00839852] duration[00000000216341388869] 
   C3:  <not supported> 
 
Com es pot comprovar, el nostre sistema només reconeix dos estats Cx de baix 
consum d’energia: C1 i C2. Aquest fet implica que la gestió de l’energia no s’està 
realitzant d’una manera correcta, ja que en aquest cas, el sistema no entrarà mai en 
els estats C3 i C4 amb el que això comporta, ja que són els estats de màxim estalvi 
energètic pel que fa a la CPU. 
 
El no reconeixement d’aquests estats és un problema força comú, sobretot en 
sistemes operatius UNIX, i l’única solució coneguda fins el moment passa per 
diagnosticar i reparar la taula DSDT emprada per al reconeixements dels estats Cx. 
 
Un altre paràmetre necessari per a verificar si un sistema operatiu Linux reconeix els 
estats Cx i per tant poder emprar la gestió d’energia en la CPU, és el bus mastering 
control (comentat en l’apartat 2.4.1.1.). Si aquesta variable es troba activada, el 
sistema ACPI pot comunicar als dispositius que aturin la seva activitat, i per tant, 
aquesta funcionalitat és necessària per a que la CPU entri en els estats Cx de baix 
consum energètic. 
 





La sortida per pantalla serà: 
 
processor id:  0 
acpi id:   1 
bus mastering control: yes 
power management:  yes 
throttling control: no 
limit interface:  no  
 
 
Per tant, queda constatat que el nostre sistema té activat el bus mastering control tal i 




3.2.1.  Bugs en ACPI 
 
A diferència d’altres sistemes operatius com Microsoft Windows, en Linux existeixen 
força problemes de compatibilitat amb l’especificació ACPI.  
 
Aquest fet és degut a que en l’instant de la compilació de les taules DSDT, en 
llenguatge màquina ACPI (AML), a ASL (ACPI Source Language), si s’utilitza el 
compilador de Intel IASL3
1) Extraure la taula DSDT actual: 
 [7] i la taula conté bugs, aquest ens mostrarà errors i 
warnings.  
En canvi si s’empra el compilador ASL de Microsoft, els errors i warnings en temps de 
compilació són obviats. Aquest fet implica que molts fabricants construiran les seves 
taules DSDT amb bugs, amb el que tot això comporta. 
 
A la pràctica, això significa que una DSDT amb bugs i que per tant no segueix les 
especificacions ACPI, funcionarà sota Windows sense cap restricció. En canvi, quan 
s’utilitza un sistema operatiu Linux, on les taules DSDT segueixen l’estàndard (i per 
tant s’utilitza el compilador IASL d’Intel), en el cas que existeixin bugs, aquestes no 
són suportades pel sistema. 
 
Per a finalitzar amb aquest apartat, i a mode anecdòtic, cal destacar que hi ha experts 
en la gestió d’energia ACPI que afirmen que un nombre important dels problemes en 
els sistemes operatius Linux venen derivats per la gestió ACPI, i en culpen directament 
a Microsoft ja que va ser una de les empreses encarregades de la definició de 
l’especificació ACPI. A més a més, segons aquests experts, també existeix un correu 
electrònic [8] on el mateix Bill Gates afirma que no és cap sorpresa que ACPI sigui la 
font de la major part dels problemes que succeeixen en Linux. Addicionalment també 
s’afirma que un dels objectius durant el disseny d’ACPI va ser que aquest fos 
complicat d’implementar en Linux. 
 
 
3.2.2.  Diagnosticar una taula DSDT amb bugs 
 
Donat que anteriorment hem certificat que el nostre sistema operatiu no reconeix tots 
els estats Cx d’energia, tot seguit haurem de verificar si la taula DSDT que empra el 
nostre sistema conté bugs o no.  
El mètode més emprat per a dur a terme aquesta comprovació es basa en recompilar 
la taula DSDT i observar els possibles errors que ens mostra el compilador. 
Concretament, obtindrem la taula DSDT i si és necessari modificarem el codi ASL 
(ACPI Source Language) d’aquesta, per finalment tornar a compilar la taula DSDT en 
AML. 
El procediment a seguir és el següent: 
 
 
cat /proc/acpi/dsdt > dsdt.dat 
 
                                                          
3 IASL és un compilador desenvolupat per Intel i que actua com a traductor del llenguatge font 
ACPI (ASL). Com a component de l’arquitectura ACPI també implementa una traducció del 




Amb aquesta comanda obtindrem el fitxer dsdt.dat que contindrà la taula 




2) Desassemblar la taula DSDT: 
 
./iasl –d dsdt.dat 
 
Aquesta comanda crearà un fitxer anomenat dsdt.dsl que contindrà la taula 
DSDT desassemblada. Ara haurem de recompilar-la. 
 
 
3) Recompilar la taula DSDT 
 
./iasl –tc dsdt.dsl 
 
Ara obtindrem dos nous fitxers: dsdt.hex i dsdt.aml. 
El primer d’ells contindrà la taula DSDT en hexadecimal, i el segon en 
llenguatge màquina ACPI (AML). 
 
En el cas que la taula DSDT contingui bugs, apareixeran alguns errors i/o 
warnings durant el procés de recompilació. 
 
 
En el cas que ens ocupa, la sortida per pantalla ha estat la següent: 
 
Intel ACPI Component Architecture 
ASL Optimizing Compiler version 20060912 [Dec  6 2006] 
Copyright (C) 2000 - 2006 Intel Corporation 
Supports ACPI Specification Revision 3.0a 
 
dsdt.dsl  1219: Method (STM, 0, Serialized) 
Warning  1086 -          ^ Not all control paths return a value (STM_) 
 
ASL Input:  dsdt.dsl - 3834 lines, 126366 bytes, 1561 keywords 
AML Output: dsdt.aml - 13261 bytes 516 named objects 1045 executable 
opcodes 
 
Compilation complete. 0 Errors, 1 Warnings, 0 Remarks, 436 
Optimizations 
 
Com era previsible, la taula DSDT que empra el nostre sistema conté un bug.  
 
 
3.2.3.  Solucions als bugs de la taula DSDT 
 
Per tal de solucionar els bugs que pot contenir una taula DSDT, existeixen dos 
possibles mètodes: 
 
a) Repositori de taules DSDT sense bugs [9] 
 
En aquest website trobarem un gran nombre de taules DSDT sense bugs, i que 
han estat pujades per diferents usuaris que han modificat DSDTs que 
contenien errors. Les DSDTs es troben llistades per  fabricants de plaques 
mares i per fabricants d’equips portàtils.  
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Tot i així, en aquest site no es troben tots els models de plaques mares i equips 
portàtils que podem trobar al mercat, i per tant, no ens aporta una solució 
global al problema que estem tractant. 
 
 
b) Modificació del codi de la taula original DSDT desassemblada 
 
Es pretén solucionar els bugs de la taula DSDT, resolent els errors i/o 
warnings, a nivell de codi. 
 
  
Així doncs, i com es pot observar, en el nostre cas hem reportat un únic bug:  
 
dsdt.dsl  1219: Method (STM, 0, Serialized) 
Warning  1086 -          ^ Not all control paths return a value (STM_) 
 
 
Per tal de solucionar aquest warning ens mourem fins la línea 1219 de codi del fitxer 
dsdt.dsl:  
 
Method (STM, 0, Serialized) 
                { 
                    If (REGF) {} 
                    Else 
                    { 
                        Return (TMD0) 
                    } 
 
                    Store (0x00, GMUE) 
                    Store (0x00, GMUT) 
                    Store (0x00, GSUE) 
                    Store (0x00, GSUT) 
                    If (And (CHNF, 0x01)) 
                    { 
                   Store (Match (DerefOf (Index (TIM0, 0x03)), 
MLE, DMA0, MTR, 0x00, 0x00), Local0) 
                         
If (LGreater (Local0, 0x05)) 
                        { 
                            Store (0x05, Local0) 
                        } 
 
                        Store (DerefOf (Index (DerefOf (Index (TIM0, 
0x04)), Local0)), GMUT) 
                        Or (GMUE, 0x01, GMUE) 
                        If (LGreater (Local0, 0x02)) 
                        { 
                            Or (GMUE, 0x02, GMUE) 
                        } 
 
                        If (LGreater (Local0, 0x04)) 
                        { 
                            And (GMUE, 0xFD, GMUE) 
                            Or (GMUE, 0x04, GMUE) 
                        } 





D’acord amb les especificacions ACPI, el mètode de control STM (Set Timing Mode) 
estableix la configuració del temps de transferència del controlador IDE. Aquest 
mètode conté dos arguments llistats a continuació: 
 
- Informació del timing del canal de transferència 
Algunes vegades aquest valor no coincideix amb els valors retornats pel 
mètode GTM, i per tant, el Sistema Operatiu s’ha d’encarregar de modificar 
aquests valors per a que siguin coherents. 
 
- Block ID del dispositiu IDE (un ID per a cada dispositiu connectat al canal) 
Aquest paràmetre conté les dades retornades per l’identificador del dispositiu 
(ID), mitjançant una comanda ATA amb codi de comanda “0ech”. Així doncs, el 
mètode de control STM és el responsable de corregir els dispositius que no 
informen correctament sobre el seu timing. 
 
Així doncs, els arguments que empra el mètode STM són els següents: 
 
Arg0  Buffer (Informació del timing del canal) 
Arg1  Buffer (IDE Block del dispositiu 0 ATA) 
Arg2  Buffer (IDE Block del dispositiu 1 ATA) 
 
També cal destacar que aquest mètode no té cap codi resultant de l’execució del 
mètode. 
 
Per tant, amb la informació obtinguda mitjançant l’especificació del mètode i basant-
nos en altres errors i warnings reportats en la xarxa, podem afirmar que el warning bé 
donat perquè la funció no retorna un valor donades unes certes condicions. Així doncs 
la solució passa per retornar un valor al final de la funció. 
 
Aquest valor vindrà donat per una funció package definida en l’estàndard ACPI.  
 
Aquesta tindrà la següent estructura: 
 
 ((NumElements) {PackageList})  Package 
on NumElements  {Nothing | ByteConstExpr | TermArg  Integer} 
 
 
El primer argument de la declaració del package especifica el nombre d’elements del 
package en el propi package, i el segon argument defineix el propi package.  
 
Així doncs, tindrem una funció amb els següents paràmetres: 
 
Return (Package (0x02) {0x00, 0x00}) 
 
Aquesta funció simplement defineix dos elements package on cada element té un valor 
de zero. Aquesta funció bàsicament retorna un valor dummy que satisfà les 
especificacions ACPI (i en conseqüència elimina el warning), però realment no té cap 
altra funcionalitat, ja que sempre retornarà un valor favorable. 
 








Method (STM, 0, Serialized) 
       { 
        If (REGF) {} 
        Else 
            { 
             Return (TMD0) 
            } 
 
             Store (0x00, GMUE) 
             Store (0x00, GMUT) 
             Store (0x00, GSUE) 
             Store (0x00, GSUT) 
         
             If (And (CHNF, 0x01)) 
               { 
                Store (Match (DerefOf (Index (TIM0, 0x03)), MLE, DMA0, 
MTR, 0x00, 0x00), Local0) 
                         
                If (LGreater (Local0, 0x05)) 
                  { 
                   Store (0x05, Local0) 
                  } 
 
                Store (DerefOf (Index (DerefOf (Index (TIM0, 0x04)), 
Local0)), GMUT) 
                  
                Or (GMUE, 0x01, GMUE) 
                  
                If (LGreater (Local0, 0x02)) 
                  { 
                   Or (GMUE, 0x02, GMUE) 
                  } 
 
                If (LGreater (Local0, 0x04)) 
                  { 
                    And (GMUE, 0xFD, GMUE) 
                    Or (GMUE, 0x04, GMUE) 
                   } 
                }  
          Return (Package (0x02) {0x00, 0x00}) 
   } 
 
 
Destacar que en l’Apèndix B es pot trobar tot un recull amb els errors més comuns que 
apareixen en les taules DSDT juntament amb les possibles solucions a aplicar. 
 
Una vegada solventats els errors de la nostra taula DSDT tornarem a recompilar el 
fitxer dsdt.dsl. La sortida per pantalla que obtindrem és la següent: 
 
Intel ACPI Component Architecture 
ASL Optimizing Compiler version 20060912 [Dec  6 2006] 
Copyright (C) 2000 - 2006 Intel Corporation 
Supports ACPI Specification Revision 3.0a 
 
 
ASL Input:  dsdt.dsl - 3835 lines, 126402 bytes, 1562 keywords 
AML Output: dsdt.aml - 13267 bytes 516 named objects 1046 executable 
opcodes 
 




Com es pot observar, ja tenim recompilada i reparada la taula DSDT original. Això ens 
haurà generat de nou els fitxers dsdt.hex i dsdt.aml. 
 
Nota: En el cas que la nostra taula DSDT contingués més errors o warnings hauríem 
de repetir el procediment anterior tantes vegades com fos necessari fins a obtenir una 
taula DSDT lliure d’errors. 




3.2.4.  Incorporació de la taula DSDT en el kernel 
 
Per tal d’incorporar la taula DSDT compilada sense errors, existeixen tot un seguit de 
mètodes, que es detallen a continuació. 
 
A grans trets existeixen dos modes per tal d’incorporar la nova taula DSDT al kernel 
del sistema operatiu, independentment de la versió de BIOS que l’equip té. Aquest 
procediment invalida (override en terminologia anglesa) la taula DSDT.  
 
Cal destacar que aquest mètode es tracta només d’una tècnica de debugging i no és 
recomanable la seva utilització en sistemes de producció4
Així doncs, el primer mètode d’anul·lació es basa en incloure la taula estàticament en 
el temps de compilació del kernel (static DSDT override), i el segon introduint aquesta 
en el kernel durant el boot del sistema com un initrd
, ja que cap fabricant donaria 
suport a un sistema on el firmware d’aquest hagués estat modificat per l’usuari. 
 
5
                                                          
4  Recomanació extreta del projecte ACPI de Sourceforge. 
Tot i que fins l’actualitat s’han dut a terme modificacions de les taules DSDT per a resoldre els 
bugs de les BIOS i del propi sistema operatiu Linux, el projecte ACPI té com a objectiu prioritari 
que Linux funcioni sota un codi no modificat. 
 
5 INITRD (initial ramdisk) o Disc Ram Inicial és un sistema de fitxers temporal que és emprat pel 
Kernel de Linux durant l’inici del sistema, i que s’usa per a fer les modificacions necessàries de 
configuració del sistema abans que aquest munti el sistema de fitxers arrel.  
 
 (initrd DSDT override). 
 
 
Static DSDT Override 
 
Per tal de sobreescriure estàticament la taula DSDT en temps de compilació del Kernel 
haurem de copiar la taula DSDT modificada i recompilada (DSDT.hex) en el directori 
on trobem els fitxers fonts del Kernel del sistema. 
 
cp DSDT.hex $SRC/include/ 
 
on $SRC contindrà el path on es troben els fitxers fonts del sistema operatiu 
 
En el nostre cas serà: $SRC=/usr/src/linux-2.6.24.1/ 
 
A més a més, també haurem de modificar alguns paràmetres de la configuració del 
kernel. El fitxer on es guarda aquesta configuració (.config) també el trobarem al 
directori on es troben els fonts del sistema. 
 




CONFIG_STANDALONE=N  Aquesta opció deshabilitarà aquells drivers que requereixen 
un fitxer de firmware en temps de compilació. 
 
CONFIG_ACPI_CUSTOM_DSDT=Y  Aquesta opció indicarà que s’ha de carregar una 
taula DSDT modificada al arrencar el sistema operatiu. 
 
CONFIG_ACPI_CUSTOM_DSDT_FILE="DSDT.hex"  Indica el fitxer de la taula DSDT 
modificada que s’ha d’incloure en el Kernel. 
 
Una vegada afegides aquestes noves variables, ja podem recompilar el kernel amb 
l’ordre make.  
Destacar que en l’Apèndix A es descriu el procediment per a compilar un kernel des de 
zero en Linux. 
 
Una vegada arrencat de nou el sistema operatiu, haurem de verificar que la taula 
DSDT modificada s’ha carregat correctament. Això ho podrem fer mitjançant els logs 
del sistema: 
 
dmesg | grep DSDT 
 




ACPI: DSDT 1FF40400, 6504 (r1 1ABSP 1ABSP001 1 MSFT 2000001) 
ACPI: Table DSDT replaced by host OS 





Com es pot observar apareix un missatge que ens informa que la taula DSDT original 
ha estat reemplaçada per la que no conté errors. 
 
 
Initrd DSDT Override 
 
En el cas que no es vulgui reconstruir el kernel, el mètode més eficaç és Initrd DSDT 
Override. Aquest mode permet incorporar subseqüents canvis amb una major facilitat 
dins del kernel. 
 
Cal fer notar, però, que aquest mètode requereix un patch [10] per a les versions 
anteriors al kernel 2.6.28 de Linux. Aquest patch permetrà no recompilar el kernel 
després de cada canvi realitzat. 
Destacar també que les distribucions de Linux Suse, Mandriva i Ubuntu ja porten 
incorporat aquest patch en el kernel. 
 
En el cas que haguem d’incorporar aquest patch, i una vegada haguem descarregat el 
fitxer corresponent a la nostra versió del kernel, haurem d’executar la següent 
comanda sobre el directori on tenim els fitxers fonts del sistema: 
 





Tot seguit haurem d’habilitar en la configuració del kernel l’opció de ramdisk i habilitar 
la lectura de la taula DSDT modificada des de initramfs, tal i com es mostra en la 
Figura 3.2. i 3.3 respectivament 
 
Nota: Les noves versions d’aquest patch només suporten initrd de tipus initramfs6
 Habilitar initramfs/initrd: 
. 
 
Així doncs, haurem d’activar en el kernel les opcions esmentades anteriorment, 
mitjançant en aquesta ocasió el menú gràfic de la configuració del kernel. 
 
Executant l’ordre make menuconfig des del directori on es troben els fitxers fonts del 




Device Drivers  
 Block Devices  
  <*> RAM disk support 










                                                          
6 Nou i millorat sistema d’arrencada initrd introduït a partir del kernel 2.6. Aquest sistema és 
més simple ja que permet que el codi extern allotjat en el disc RAM inicial pugui ser editat amb 
facilitat sense privilegis d’administrador. 
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 Habilitar la lectura des de initramfs de la taula DSDT modificada: 
 
Power Management Options (ACPI, APM)  
 ACPI (Advanced Configuration and Power Interface) Support  




Figura 3.3. Menú del kernel de Linux (custom DSDT)  
 
 
Una vegada salvats els canvis de la nova configuració ja podem recompilar el kernel. 
 
El segon pas a seguir consisteix en afegir la taula DSDT (en format initramfs i amb 
nom de fitxer DSDT.aml) en el ramdisk inicial. Per a dur a terme aquesta operació 
haurem de copiar el fitxer DSDT.aml en el directori /boot. 
 
Nota: En les versions de kernel 2.6.25 o superiors, a banda del mètode descrit 
anteriorment, podem compilar una taula DSDT en un initrd afegint només la següent 




Una vegada reiniciat el sistema, el nou kernel carregarà la taula DSDT de la partició 
/boot i en el fitxer de log del sistema hauria d’aparèixer el següent missatge: 
 
Looking for DSDT in initrd... 
 







3.2.5.  Resultats previs 
 
Una vegada aplicats els canvis necessaris per a reparar la taula DSDT del nostre 
sistema, aquest hauria de reconèixer tots els estats Cx d’energia. Així doncs, si ara 




El resultat és el següent: 
 
active state:   C2 
max_cstate:         C8  
bus master activity:   00000000 
maximum allowed latency: 8000 usec 
states: 
   C1:  type[c1] promotion[C2] demotion[--] latency[000]             
usage[00000110] duration[00000000000000000000] 
  *C2:  type[c2] promotion[c3] demotion[C1] latency[010] 
usage[00899652] duration[00000009201342386865] 




Com es pot observar, ara ens apareix l’estat C3 d’energia que anteriorment no era 




3.3.  Reconeixement de l’estat C4 
 
Donat que el nostre sistema no reconeix l’estat C4, la darrera opció passa per 
modificar i afegir nou codi a la taula DSDT. Tot i així, no és recomanable emprar 
aquesta alternativa ja que el sistema pot quedar totalment inutilitzat amb el que això 
pot comportar.  
 
Així doncs, el procediment a seguir serà el de declarar nous objectes _CST per a definir 
posteriorment els estats Cx, així com el comportament d’aquests. 
 
Segons l’especificació ACPI, _CST és un objecte opcional que proveeix un mètode 
alternatiu per a declarar estats d’energia de la CPU. Els valors retornats per aquest 
objecte sobreescriuen els valors P_LVLx i P_LVLx_LAT7 en la FADT8
                                                          
7 Segons l’especificació ACPI [2], P_LVLx i P_LVLx són registres emprats en el control dels 
estats d’energia Cx i definits en el bloc de control del processador (P_BLK). La lectura d’un 
registre P_LVLx farà entrar el sistema en un estat Cx. 
 
8 La taula FADT (Fixed ACPI Description Table) conté segons l’estàndard ACPI la informació 
necessària per tal d’activar ACPI en el sistema. 
 
. 
Els objectes _CST permeten augmentar el nombre màxim d’estats d’energia fins un 
nombre arbitrari, tot i que la semàntica per entrar en aquests bé definida per OSPM. 
A més a més _CST també defineix els estats Cx d’energia superiors, caracteritzats pel 















CSTPackage: Package (Count, CState,..., CState) on 
  
 Count: ByteConst 
 Nombre de packages d’estats Cx continguts en CSTPackage 
 
 Cstate: Package (Register, Type, Latency, Power)  
  Register: RegisterTerm 
  Registre que OSPM llegeix per a posar la CPU en l’estat Cx corresponent. 
 
  Type: ByteConst 
Tipus d’estat C (per exemple, 1=C1, 2=C2,...). Aquest camp transmet la 
semàntica emprada per OSPM en l’instant d’entrada/sortida d’un estat Cx. Zero 
no és un valor vàlid. 
 
Latency: WordConst 
Cas pitjor on la latència serà molt elevada (en microsegons) per a entrar i sortir 
dels estats Cx. No existeixen restriccions per a la latència. 
 
Power: DWordConst 
Consum mitjà d’energia en el processador (en mil·liwatts) quan s’ha entrat en 
un estats Cx. 
 
 
D’aquest mode, haurem d’implementar un codi on es defineixin quatre packages,  un 
per a cada estat Cx que defineix l’especificació ACPI. A més a més, també s’hi hauran 
d’incloure les sortides i entrades a la resta d’estats. Així doncs, i basant-nos en els 
exemples de l’especificació ACPI, quedaria un codi com aquest. 
 
 
Name (CST1, Package (0x02) 
{ 
0x01,  
   Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (FFixedHW, 0x08, 0x00, 0x0000000000000000) 
    },  
    0x01,  
    0x01,  
    0x03E8 
    } 
   }) 
   
Name (CST2, Package (0x03) 
{ 
  0x02,  
   Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (FFixedHW, 0x08, 0x00, 0x0000000000000000) 
    },  
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   0x01,  
    0x01,  
    0x03E8 
   },  
    
Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (SystemIO, 0x08, 0x00, 0x0000000000001014) 
    },  
    0x02,  
    0x01,  
   0x01F4 
    } 
   }) 
 
 
Name (CST3, Package (0x04) 
{ 
   0x03,  
   Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (FFixedHW, 0x08, 0x00, 0x0000000000000000) 
    },  
0x01,  
    0x01,  
    0x03E8 
    },  
    
Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (SystemIO, 0x08, 0x00, 0x0000000000001014) 
    },  
    0x02,  
    0x01,  
    0x01F4 
    },  
   
Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (SystemIO, 0x08, 0x00, 0x0000000000001015) 
    },  
    0x03,  
    0x55,  
    0xFA 
    } 
   }) 
   
Name (CST4, Package (0x05) 
{ 
   0x04,  
   Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (FFixedHW, 0x08, 0x00, 0x0000000000000000) 
    },  
    0x01,  
    0x01,  
    0x03E8 
    },  
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Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (SystemIO, 0x08, 0x00, 0x0000000000001014) 
    },  
    0x02,  
    0x01,  
    0x01F4 
    },  
   
Package (0x04) 
   {     
    ResourceTemplate () 
    { 
     Register (SystemIO, 0x08, 0x00, 0x0000000000001015) 
    },  
0x03,  
    0x55,  
    0xFA 
    },  
   
Package (0x04) 
   { 
    ResourceTemplate () 
    { 
     Register (SystemIO, 0x08, 0x00, 0x0000000000001016) 
    },  
    0x03,  
    0xB9,  
    0x64 
    } 
   }) 
   
Method (_CST, 0, NotSerialized) 
{ 
If (\C2NA) 
   { 
    Return (CST1) 
   } 
   If (\C3NA) 
   { 
    Return (CST2) 
   } 
   If (\_SB.PCI0.LPC.EC.AC._PSR ()) 
   { 
    Return (CST3) 
   } 
   If (\C4NA) 
   { 
    Return (CST3) 
   } 
   Return (CST4) 





Una vegada implementat aquest codi en la taula DSDT, haurem de verificar si el 
sistema operatiu ens reconeix l’estat C4. 
 
 







active state:   C2 
max_cstate:         C8  
bus master activity:   00000000 
maximum allowed latency: 8000 usec 
states: 
   C1:  type[c1] promotion[C2] demotion[--] latency[000]             
usage[00000356] duration[00000000000000000000] 
  *C2:  type[c2] promotion[c3] demotion[C1] latency[001] 
usage[00899652] duration[00000088201647383210] 




Com es pot comprovar, en aquesta màquina l’estat C4 no ha estat reconegut pel 
sistema. 
 
Per tant, després d’aquest seguit de diagnòstics i possibles solucions a aplicar podem 
extreure tot un seguit de conclusions que es detallen acte seguit. 
 
 
3.4.  Conclusions 
 
Una vegada s’han exposat i analitzat els possibles problemes que poden sorgir en el 
reconeixement dels estats Cx d’energia en el sistema operatiu Linux, podem extreure 
tot un recull de conclusions. 
 
Com es pot observar, en funció del hardware emprat i del sistema operatiu, pot succeir 
que la gestió d’energia d’un equip no es realitzi correctament i que en conseqüència 
l’usuari no en sigui conscient d’aquest fet.  
 
Especialment, en el cas d’equips amb Linux no existeix un procediment que garanteixi 
completament restaurar les taules DSDT que contenen bugs, ja que com s’ha 
comprovat amb anterioritat, el hardware és un factor determinant.  
 
Així doncs, en funció del fabricant del maquinari pot succeir que tot i aplicant un seguit 
de solucions que en d’altres equips funcionen correctament, no sigui possible 
reconèixer la totalitat dels estats Cx. 
Aquest és el cas de l’equip portàtil utilitzat en aquest capítol per a dur a terme el 
reconeixement de tots els estats d’energia del processador.  
Tot i així, aquest computador ASUS M6000 inicialment només reconeixia C1 i C2, i una 
vegada reparada la taula DSDT emprada pel sistema operatiu, aquest arriba a 
reconèixer també C3. A banda d’això, no s’ha aconseguit reconèixer l’estat C4 degut 
suposadament a la incompatibilitat d’aquest model de portàtil i ACPI amb el sistema 
operatiu Linux.  
És evident doncs, que aquest equip no assolirà el màxim estalvi energètic pel que fa al 








En aquest capítol es pretén realitzar tot un seguit de proves per tal d’analitzar la gestió 
d’energia en funció dels estats Cx d’energia. Els resultats obtinguts ens mostraran fins 




4.1.  Entorn de proves 
 
Per a dur a terme aquestes proves, a nivell hardware s’han emprat dos computadors:  
un equip portàtil i un equip de sobretaula. A més a més, també s’han utilitzat com a 
aparells de mesura un multímetre i un aparell mesurador de consum energètic. 
 
 
4.1.1.  Entorn hardware   
 
Per a l’avaluació del consum energètic en funció dels estats Cx s’ha utilitzat el mateix 
equip portàtil ASUS M6000 emprat durant el reconeixement dels estats Cx en Linux 
(les especificacions del qual ja han estat detallades en l’apartat 3.1.). Cal destacar que 
aquest equip reconeix els estats C1, C2 i C3 respectivament després de detectar i 
solucionar els bugs que existien en la taula DSDT. 
 
A banda, també s’ha comptat amb un equip de sobretaula (servidor de la Intranet 
departamental en la meva empresa) el qual ha reconegut els estats C1, C2, C3 i C4 
després de reparar la taula DSDT. Aquest fet ens permetrà dur a terme tot un seguit 
de proves emprant tots els estats de baix consum energètic. 
 
L’equip de sobretaula conté les següents especificacions: 
 
 Equip clònic de sobretaula: 
 
• Placa Base: Asus P5P800-VM (Versió Bios 0701) 
 
• Processador: Intel Pentium 4  
 
- CPU: 1,8 GHz - Socket 478 
- L2 Caché: 256 KB 
- FSB: 400 MHz 
- Voltatge del Core: 1,7 V 
- Consum Energètic: 61 W 
 
• Memòria RAM: 1 GB DDR 400 MHz 
 
• Disc dur: 120 GB ATA 
 






• Sistema Operatiu: Linux Suse 10.1 
 
- Versió del kernel: 2.6.16.13 
 
• Estats Cx reconeguts inicialment: C1, C2, C3 
 
• Estats Cx reconeguts després de reparar la DSDT: C1, C2, C3, C4 
 
• Estats Cx teòrics: C1, C2, C3, C4 
 
4.1.2.  Eines de mesura 
 
Pel que fa als equips de mesura emprats per a la realització de l’estudi pràctic, s’han 
utilitzat dos aparells de medició que tenen les següents característiques: 
 
 Multímetre digital MAS-343 (Mastech) 
 
Aquest multímetre digital ens permet realitzar mesures d’intensitat de corrent i 
voltatge, i visualitzar els resultats en un PC mitjançant el port RS-232.  
 
Les especificacions d’aquest dispositiu són les següents: 
 
• Voltatge DC: 4/40/400 V ± 0,5%, 1000 V ± 0,8% 
• Voltatge AC: 4/40/400 V ± 1,2%, 750 V ± 1,5% 
• Intensitat de corrent DC: 4/40/400 mA ± 1,2%, 10 A ± 2% 
• Intensitat de corrent AC: 4/40/400 mA ± 1,5%, 10 A ± 3% 
 
En la Figures 4.1. i 4.2. es mostren dues imatges sobre aquest multímetre.  
 
 
 Aparell mesurador d’energia PM 230 (Brennenstuhl) 
 
L’aparell mesurador d’energia és un equip de monitorització i prova amb el qual 
podem constatar el consum de corrent d’un aparell connectat a aquest, per a 
posteriorment determinar els costos del consum elèctric. En les Figures 4.3. i 4.4. 
es pot observar aquest equip de mesura. 
 
Les especificacions d’aquest aparell són les següents: 
 
• Visualització de la tensió de la xarxa: 190 V - 276 V 
• Visualització del consum de corrent: 0,02 A - 16 A 
• Visualització de la potència: 7 W - 4416 W 
• Visualització dels KWh: 0,00 - 999,99 KWh 
• Factor de potència: 0,2 
 
Pel que fa a la precisió de les mesures preses tindrem: 
 
• Tensió: ± 3% sobre el valor mesurat 
• Intensitat: ± 3% sobre el valor mesurat i ± 0,04 A 
• Potència en Watts: ± 5% sobre el valor mesurat i ± 10 W 































4.2.  Consideracions prèvies 
 
Per a dur a terme l’estudi d’energia, prèviament és important tenir present tot un seguit 
de consideracions que es detallen a continuació. 
 
 
4.2.1.  Factor de potència 
 
En primer lloc, cal remarcar que en la realització dels càlculs sobre les mesures de 
consum energètic s’utilitzarà una magnitud força important: el factor de potència 
(anomenat també cosinus de φ). 
 
Aquesta variable s’empra durant el càlcul de la potència activa ( ) i es 
defineix com la relació entre la potència activa (P) i la potència aparent (S).  
Així doncs tindrem:  
 
El seu valor ve donat pel tipus de càrregues connectades en una instal·lació, i sempre 
estarà comprès entre 0 i 1 (depenent del nombre de components electrònics), ja que 
es tracta d’una magnitud adimensional. 
 
En els computadors, aquest valor es troba en funció de la correcció del factor de 
potència que poden tenir o no les fonts d’alimentació. 
 
 
4.2.2.  Energy Star 
 
El programa del govern dels Estats Units anomenat Energy Star9
 Realitzar els assaigs amb la tarja de xarxa habilitada. 
 defineix tot un seguit 
de prerequisits pel que fa a les mesures d’energia. És en aquest punt on, tot i que no 
és estrictament obligatori, podem tenir present les recomanacions realitzades per 
aquest organisme. 
 
En el nostre cas, per a la realització de les proves mitjançant el multímetre MAS-343, 
utilitzarem el software QtDMM, el qual compleix les especificacions marcades per 
Energy Star. Aquest programari ens permetrà interpretar d’una manera visual els 
diferents canvis tant d’intensitat de corrent com de voltatge que puguin donar-se durant 
els assaigs. 
Destacar que en l’Apèndix C s’explica amb detall el procediment per a instal·lar aquest 
software. 
 
Pel que fa als prerequisits previs més rellevants, tot seguint l’especificació d’Energy 
Star, i que cal tenir present durant les proves d’energia tenim: 
 
 
 No connectar dispositius externs com discs durs externs o ratolins. 
 
 No connectar el dispositiu a una font de corrent elèctrica si aquest pot ser 
funcional mitjançant una bateria. En aquest cas, aquesta haurà d’estar carregada 
completament. 
                                                          
9 Energy Star és un estàndard internacional que vetlla per a que el consum energètic dels 
dispositius electrònics sigui eficient i responsable. Creat inicialment com un programa del 




 L’equip hauria de tenir habilitada la funcionalitat de Wake On Lan. 
 
 Deshabilitar la connexió wireless. 
 
 El sistema ha d’estar configurat per a entrar en el mode sleep després de 15 
minuts d’inactivitat. 
 
Depenent de les proves a realitzar, en el website d’Energy Star [11] es poden trobar tot 





4.3.  Resultats de les proves 
 
En aquest apartat es mostren els resultats obtinguts després de la realització de les 
proves tant amb el multímetre digital com amb el mesurador de consum energètic. 
 
 
4.3.1.  Resultats amb el multímetre digital 
 
En aquest punt es detallaran els resultats obtinguts en les mesures realitzades sobre 
l’equip clònic amb processador Intel Pentium 4, i que reconeix tots els estats d’energia 
C1, C2, C3 i C4. 
 
Per tal de dur a terme les proves amb el multímetre digital MAS-343 i realitzar les 
mesures d’energia corresponents en el processador, serà necessari en primer lloc 
“deshabilitar” el màxim nombre de components d’aquest equip per tal de poder obtenir 
uns resultats coherents i aproximats a la realitat. 
Així doncs, només emprarem per aquestes proves l’equip amb la placa base (amb 
gràfica integrada en placa), la CPU, la memòria RAM, el disc dur i la font d’alimentació. 
 
El procediment serà el següent: 
 
1. Inicialment es mesurarà el consum energètic dels components de l’equip clònic 
(cadascun per separat) mitjançant l’aparell de mesura PM 230 (exceptuant la 
CPU). 
 
2. És realitzarà la mesura de la intensitat total de corrent en el computador emprant 
el multímetre digital, i agafant com a escenaris de prova els diferents estats 
d’energia Cx. Amb aquestes dades podrem obtenir la potència real consumida 
per l’equip en funció del estats d’energia. 
 
3. Finalment, es calcularà la potència consumida per la CPU (en funció de Cx) 
restant el valor total de la potència consumida en el computador respecte el 
sumatori del consum energètic en els components de l’equip. 
 
 
Tot seguit es mostren els resultats obtinguts pel que fa al consum energètic dels 








Components del PC Energia consumida (watts) Factor de potència 
Font d’alimentació 3,25 0,97 
Placa Mare 14,42 0,91 
Memòria RAM 24,37 0,96 
Disc Dur 26,40 0,97 
TOTAL 68,44 
 




Una vegada reportats els valors anteriors, serà necessari mesurar la intensitat total de 
l’equip en funció dels diferents estats Cx d’energia. Amb el software QtDMM podrem 
obtenir i visualitzar aquests valors durant un interval de temps definit i obtenir el valor 
mitjà. 
 
En les següents taula es recullen els valors d’intensitat obtinguts amb l’aparell de 
mesura MAS-343 respecte Cx. Cal afegir que el mostreig s’ha realitzat durant un 
període de 100 segons, i durant aquest temps s’han recollit 10 mostres. 
 
 
Estat C1 (Equip Clònic Pentium 4) 
Instant de 
temps (seg.) 10 20 30 40 50 60 70 80 90 100 
Intensitat  
(Ampers) 0,481 0,482 0,491 0,484 0,482 0,488 0,488 0,482 0,480 0,477 
TOTAL (en promig) 0,484 A 
 




Estat C2 (Equip Clònic Pentium 4) 
Instant de 
temps (seg.) 10 20 30 40 50 60 70 80 90 100 
Intensitat  
(Ampers) 0,473 0,479 0,472 0,474 0,478 0,473 0,474 0,473 0,473 0,474 
TOTAL (en promig) 0,474 A 
 












Estat C3 (Equip Clònic Pentium 4) 
Instant de 
temps (seg.) 10 20 30 40 50 60 70 80 90 100 
Intensitat  
(Ampers) 0,459 0,456 0,454 0,457 0,453 0,452 0,454 0,452 0,452 0,452 
TOTAL (en promig) 0,454 A 
 




Estat C4 (Equip Clònic Pentium 4) 
Instant de 
temps (seg.) 10 20 30 40 50 60 70 80 90 100 
Intensitat  
(Ampers) 0,425 0,425 0,421 0,423 0,423 0,423 0,423 0,423 0,423 0,423 
TOTAL (en promig) 0,423 A 
 
Taula 4.5. Intensitat mitjana de l’equip clònic en l’estat C4 
 
 
Una vegada coneguts els valors d’intensitat de corrent en l’equip clònic, podrem 
calcular el consum total d’energia mitjançant la següent fórmula: 
 
, on  prendrà el valor de 230 Volts (voltatge 
d’entrada de la font d’alimentació). 
 
Així doncs, si realitzem aquest seguit de càlculs obtindrem els resultats que es 
mostren a continuació: 
 
Consum total d’energia en funció dels estats Cx 
Estat Cx Intensitat (Ampers) Voltatge (Volts) Potència (Watts) 
C1 0,484 230 111,32 
C2 0,474 230 109,02 
C3 0,454 230 104,42 
C4 0,423 230 97,29 
 
Taula 4.6. Consum total d’energia en l’equip clònic en funció dels estats Cx 
 
 
Finalment, si volem conèixer la dada sobre el consum d’energia del processador en 
funció de Cx haurem de restar el consum calculat anteriorment i el consum total 









Consum d’energia de la CPU 
Estat Cx 
Consum total equip 
clònic 
Consum total 
components Potència (Watts) 
C1 111,32 68,44 42,88 
C2 109,02 68,44 40,58 
C3 104,42 68,44 35,98 
C4 97,29 68,44 28,85 
 
Taula 4.7. Consum d’energia dels estats Cx en l’equip clònic 
 
 
4.3.2.  Resultats amb l’aparell de mesura energètic 
 
En aquest apartat s’exposaran els resultats obtinguts durant la realització de les 
proves amb l’aparell de mesura PM 230. Aquestes proves s’han realitzat en els dos 
equips informàtics especificats anteriorment i tenen com a objectiu verificar que 
realment existeix un estalvi energètic pel que fa als estats Cx d’energia. 
 
Òbviament, aquests resultats són orientatius i pot existir un petit marge d’error en els 
valors obtinguts (± 5 W segons les especificacions del fabricant de l’aparell). 
Destacar també que les mesures s’han dut a terme amb els equips en “repòs” i no 
durant l’arrencada del sistema operatiu. A més a més tampoc s’ha connectat cap 
dispositiu extern en aquests computadors. 
 
Específicament per a cada assaig s’han realitzat 10 mostreigs durant un interval de 
100 segons. 
 
Finalment, cal afegir que el resultat obtingut fa referència a la potència activa total 
(expressada en watts) consumida pels equips de prova en funció de l’estat Cx en el 
qual es troba el sistema.  
 
 
Equip portàtil ASUS M600 
 
Tal i com s’ha mostrat en els capítols anteriors, aquest equip ha arribat a reconèixer 
els estats d’energia C1, C2, i C3 després de reparar la taula DSDT. 
 
Les mostres recollides són les següents: 
 




10 20 30 40 50 60 70 80 90 100 
Consum  
(en watts) 42,31 41,41 42,35 41,22 43,56 42,35 42,35 44,07 43,98 43,98 
Factor de potència: 0,99 
 






Estat C2 (Equip ASUS M6000) 
Instant de 
temps 10 20 30 40 50 60 70 80 90 100 
Consum  
(en watts) 39,10 38,96 38,65 38,65 38,59 38,58 38,58 38,58 39,11 38,64 
Factor de potència: 0,99 
 




Estat C3 (Equip ASUS M6000) 
Instant de 
temps 10 20 30 40 50 60 70 80 90 100 
Consum  
(en watts) 32,35 31,50 31,49 31,22 31,22 31,47 31,22 33,98 34,09 33,87 
Factor de potència: 0,99 
 
Taula 4.10. Consum d’energia de l’equip portàtil en l’estat C3 
 
 





Figura 4.5. Comparativa del consum d’energia de l’equip portàtil en funció dels estats Cx 
 
 





















Comparativa del  consum d'energia 







Si tot seguit realitzem els càlculs en promig obtindrem les següents dades reflectides 








Equip clònic de sobretaula Intel Pentium 4 
 
A diferència de l’anterior assaig, el sistema operatiu d’aquest equip clònic si que 
reconeix els estats C1, C2, C3 i C4.  
 
Els resultats obtinguts després de les mesures d’energia són els següents: 
 
 
Estat C1 (Equip Clònic Pentium 4) 
Instant de 
temps 10 20 30 40 50 60 70 80 90 100 
Consum  
(en watts) 107,91 108,38 107,44 107,91 107,01 107,91 110,2 109,72 109,32 109,74 
Factor de potència: 0,97 
 






























Estat C2 (Equip Clònic Pentium 4) 
Instant de 
temps 10 20 30 40 50 60 70 80 90 100 
Consum  
(en watts) 106,43 106,89 106,32 105,97 106,84 106,24 106,24 106,9 106,21 105,19 
Factor de potència: 0,97 
 




Estat C3 (Equip Clònic Pentium 4) 
Instant de 
temps 10 20 30 40 50 60 70 80 90 100 
Consum  
(en watts) 101,02 100,37 100,37 100,71 99,56 99,94 101,76 102,04 101,25 101,62 
Factor de potència: 0,97 
 




Estat C4 (Equip Clònic Pentium 4) 
Instant de 
temps 10 20 30 40 50 60 70 80 90 100 
Consum  
(en watts) 95,67 95,86 94,33 94,69 93,21 93,55 93,21 93,17 94,42 94,42 
Factor de potència: 0,97 
 
Taula 4.14. Consum d’energia de l’equip de sobretaula en l’estat C4 
 
 
Si ara realitzem els càlculs en promig obtindrem: 
 
Consum mitjà d’energia 






Taula 4.15. Consum mitjà d’energia de l’equip de sobretaula en funció de Cx 
 
 












4.4.  Conclusions 
 
Després d’aquest estudi empíric es poden extreure tot un seguit de conclusions en 
funció dels resultats obtinguts.  
 
En primer lloc, i si ens centrem en les mesures obtingudes mitjançant el multímetre 
digital en l’equip amb microprocessador Pentium 4, podem afirmar que l’estalvi 
energètic pel que fa als estats Cx d’energia és molt notable. Concretament l’estalvi 
energètic en C4 respecte C1 representa el 67,28%, una dada a tenir present. 
Si addicionalment apliquem aquestes dades en un equip que es troba operatiu 24x7 
(un servidor web per exemple) l’estalvi econòmic pot arribar a ser considerable. 
 
També cal destacar l’estalvi total pel que fa a l’equip portàtil ASUS on el consum 
energètic de C3 respecte C1, tot i no ser molt notable, arriba al voltant dels 10 watts. 
Tot i així, aquest estalvi energètic és obvi que permetrà allargar la vida útil de la bateria 
de l’equip, amb la qual cosa s’hauria millorat la gestió inicial de l’energia on el sistema 
operatiu només reconeixia els estats C1 i C2. 
Afegir, que si aquest equip reconegués l’estat C4 aquest estalvi energètic augmentaria 
considerablement, ja que dins de l’especificació ACPI és l’estat energètic Cx on el 
consum del processador és mínim. 
 
En conclusió, tal i com s’ha demostrat cal destacar la importància d’una correcta gestió 
de l’energia pel que fa al sistema operatiu, ja que aquest fet òbviament també implica 































En aquest capítol es mostra la planificació inicial i real d’aquest projecte. A més a més, 
també es mostrarà el cost total del desenvolupament d’aquest. 
 
 
5.1.  Planificació del projecte 
 
El projecte inicial va ser planificat per a realitzar-se sobre un total de 320 hores de 
treball efectiu. Tot i així, degut a un seguit d’imprevistos sorgits durant la realització 
d’algunes d’aquestes etapes del projecte, el temps planificat inicialment s’ha vist 
modificat considerablement, tal i com es pot constatar en la següent taula comparativa: 
 
Etapes del projecte Temps estimat (hores) 
Temps real 
(hores) 
Treball previ 80 87 
Com fer que Linux reconegui el màxim nombre 
d’estats Cx 
110 205 
Avaluació 30 35 
Documentació 100 125 
Total 320 452 
 
Taula 5.1. Comparativa de la planificació del projecte 
 
 
Així doncs, com s’observa en les dades anteriors, el temps previst ha augmentat 
finalment en 132 hores. Aquest fet és degut principalment a tot un seguit de tasques 
dins de les etapes anteriors que s’han allargat en excés pels següents motius: 
 
 
 Treball previ: Dins d’aquesta etapa, on s’ha realitzat sobretot un treball previ 
d’investigació, ha existit una petita demora sobre el temps planificat inicialment 
degut a la escassa informació que existeix sobre la gestió d’energia ACPI en els 
computadors. Aquest fet implica que el temps dedicat a la recerca de fonts 
d’informació hagi estat molt superior a l’esperat abans de començar el projecte. 
 
 Com fer que Linux reconegui el màxim nombre d’estats Cx: En aquesta 
etapa del projecte han sorgit infinitat de problemes pel que fa al reconeixement 
dels estats Cx d’energia en el sistema operatiu, degut en gran mesura a la 
incompatibilitat de molts fabricants de hardware amb ACPI i Linux.  
Aquests inconvenients han fet duplicar el temps previst inicialment. 
A més a més, durant el reconeixement dels estats Cx per part del sistema 
operatiu també hem de destacar el temps de compilació del kernel de Linux, el 






 Documentació del projecte: Donat que les fonts d’obtenció d’informació sobre 
el tema de la gestió d’energia ACPI són molt escasses (tal i com s’ha comentat 
anteriorment), en conseqüència el temps per a escriure la documentació també 
s’ha vist incrementat en algunes hores.  
Això és degut principalment a la complexitat de trobar informació fidedigne sobre 





5.2.  Cost del projecte 
 
En aquest apartat es donarà una breu informació sobre l’impacte econòmic que tindria 
el desenvolupament d’aquest projecte en l’entorn laboral.  
Per a realitzar els càlculs tindrem en consideració la planificació inicial prevista. 
 
Assumint l’hora d’enginyer amb un cost de 21 €/h, i suposant que disposem dels 
equips informàtics necessaris tindrem: 
 
Descripció Quantitat Preu Unitari Subtotal 
Enginyer 320 h 21 €/h 6.720 € 
Multímetre MAS-343 1 48 € 48 € 
Mesurador de consum energètic 1 29,68 € 29,68 € 
Total 6.797,68 € 
 
Taula 5.2. Cost real del projecte 
 
 
Així doncs, el cost total de la realització d’aquest projecte seria de 6.797,68 €, el qual 
podria variar en el cas que s’haguessin d’obtenir els equips informàtics necessaris per 
a realitzar les proves. Destacar també que el cost en software és nul, ja que 










Des de que l’any 1996 va aparèixer l’especificació ACPI per tal d’estandarditzar la 
gestió d’energia en els computadors, la informàtica ha evolucionat fins a límits 
inimaginables. 
 
Avui en dia l’estalvi energètic per part dels dispositius electrònics ha esdevingut un 
dels punts més importants a tenir present en el disseny de tot aparell, a diferència 
d’anys enrere on era un aspecte secundari. Aquest fet i la implicació d’entitats i 
governs per tal d’aconseguir un consum energètic responsable, ha donat peu a que 
tant usuaris com empreses prenguin consciència de la importància d’una correcta 
gestió de l’energia. 
 
A més a més, l’ús de programari lliure tant en l’àmbit empresarial com en l’àmbit 
domèstic està creixent de forma notable, ja que aquest software ofereix en molts casos 
les mateixes funcionalitats que el software propietari, entre molts d’altres avantatges. 
És en aquest punt on existeix un problema conegut entre la gestió d’energia i els 
sistemes operatius de codi obert. 
 
Per aquest motiu amb el desenvolupament d’aquest projecte s’ha donat una visió 
global sobre la gestió d’energia emprant un sistema operatiu Linux, i s’ha intentat 
millorar l’ús que en fa el sistema, concretament en els estats Cx del processador, per 
tal d’obtenir un estalvi energètic important. 
 
Per tant, una vegada arribats a aquest punt podem afirmar que s’han assolit la totalitat 
dels objectius plantejats inicialment en aquest projecte: 
 
- Estudiar el comportament dels estats Cx d’energia en el sistema operatiu Linux. 
 
- Determinar els motius que fan que Linux no reconegui la totalitat dels estats Cx 
de baix consum energètic en el processador. 
 
- Realitzar les modificacions oportunes en el kernel de Linux per tal que el sistema 
operatiu reconegui el màxim nombre d’estats Cx. 
 
- Efectuar una comparativa del consum energètic en funció dels estats Cx. 
 
- Avaluar l’impacte energètic que suposa el reconeixement de nous estats Cx per 
part del sistema operatiu. 
 
Tot i així, tal i com s’ha pogut constatar, no s’ha aconseguit reconèixer l’estat C4 en 
l’equip portàtil emprat per a realitzar les proves, degut a una incompatibilitat del 
maquinari d’aquest equip amb ACPI i el sistema operatiu Linux. 
 
Per tant, és evident que existeix un problema considerable de compatibilitat entre el 
hardware desenvolupat per moltes companyies i la gestió d’energia d’aquest en Linux.  
Tot i així, avui en dia i en gran mesura des de comunitats d’usuaris en Internet, s’estan 
dedicant molts esforços a millorar aquestes mancances que existeixen en el tema de 
la gestió d’energia i en conseqüència s’han realitzat avenços molt importants. Però 




Així doncs, és necessari que els fabricants de maquinari siguin conscients de la 
importància de l’estalvi energètic en els equips informàtics, independentment del 
sistema operatiu que s’utilitzi, i per tant implementin hardware que compleixi amb totes 
les funcionalitats de l’estàndard ACPI i que en definitiva permeti al sistema realitzar un 









Compilació del kernel en Linux 
 
Durant la realització d’aquest projecte ha estat molt important realitzar verificacions pel 
que fa al reconeixement dels estats Cx d’energia emprant diferents versions del kernel 
de Linux. La compilació d’una nova versió del kernel és un procediment crític i cal 
seguir estrictament un procediment. Aquest procediment es detalla tot seguit. 
 
 
A.1.  Obtenció dels fitxers font del kernel 
 
L’obtenció dels fitxers font del kernel es pot fer des de molts sites. Tot i així, existeix un 
repositori oficial per poder descarregar aquests fitxers [12].  
Aquesta documentació s’ha realitzat utilitzant com a referència la versió 2.6.24.1. del 
kernel de Linux, emprada durant el desenvolupament d’aquest projecte. 
 
Una vegada s’han obtingut els fonts del nou kernel (generalment en un fitxer .tar.gz) 
mourem aquest fitxer al directori /usr/src.  
Una vegada aquí procedirem a descomprimir l’arxiu dels fonts: 
 
tar –xvf linux-2.6.24.1.tar.gz 
 
Això ens crearà un directori anomenat linux-2.6.24.1.  
 
Cal remarcar que per tal de compilar un kernel a mida serà necessari tenir instal·lats 




A.2.  Configuració del kernel 
 
Per a configurar el kernel existeixen, a grans trets, dues instruccions per a dur a terme 
aquesta operació: make menuconfig i make xconfig. 
La diferència entre ambdues instruccions és basa en que amb menuconfig no és 
necessari tenir les Xwindow en execució, i amb  xconfig si que ho és. 
 
També cal afegir que si utilitzem la instrucció menuconfig necessitarem tenir instal·lat 
el paquet libncurses5-dev (amb totes les seves dependències) i en el cas de xconfig 
el paquet libqt4-dev (també amb totes les seves dependències). 
 
Donat que configurar un kernel des de zero pot ser un procés que ens comporti molt 
de temps, es recomana partir d’una configuració ja coneguda, com per exemple la 
versió actual. Per tant, copiarem al directori on hem descomprimit el kernel, el fitxer 
amb la configuració actual i que es troba en /boot. 
 
cp /boot/config-2.6.22-14-generic /usr/src/linux-2.6.24.1/.config 
 
Ara ja podem realitzar la configuració del kernel (utilitzant com a base l’actual), 
emprant la següent instrucció: 
 
make oldconfig menuconfig 
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En el menú que ens apareixerà (Figura A.1.) s’hauran de seleccionar les noves 





Figura A.1. Menú gràfic del kernel de Linux 
 
 
Destacar que aquest procés és crític, ja que si per exemple no s’inclou un mòdul 




A.3.  Construcció del paquet del kernel 
 
Per a construir el paquet amb el que posteriorment instal·larem el nou kernel usarem la 
instrucció make-kpkg. Aquesta comanda engloba les instruccions make dep, make 
clean, make bzImage i make modules, emprades en versions anteriors del kernel de 
Linux. 
 
Així doncs, haurem d’executar les següents instruccions des del directori dels fonts del 




make-kpkg -–append-to-version=XXXX --initrd kernel_image 
 
Amb la primera instrucció (make-kpkg clean) és netejaran els possibles fitxers antics 





Pel que fa a la opció -–append-to-version=XXXX, aquesta serà d’utilitat quan sigui 
necessari crear diferents kernel-image, per exemple per a experimentar amb 
variacions de drivers, ja que permet escriure una seqüència alfanumèrica que s’afegirà 
al número de versió del kernel que estem compilant.  
 
Finalment l’opció –initrd ens servirà per a crear una imatge initrd en el directori 
/boot. Tot i així no és imprescindible el seu ús sempre i quan en la configuració del 
kernel s’hagin afegit de forma estàtica (no com a mòduls) els controladors de bus, disc 
i sistema de fitxers del directori arrel.  
 
Una vegada executada aquesta darrera instrucció s’iniciarà un procés de compilació 
que pot durar força temps en funció de les opcions escollides en la configuració prèvia 




A.4.  Instal·lació del kernel 
 
Si el procés anterior ha finalitzat correctament, en el directori /usr/src s’haurà 
generat un fitxer amb el kernel compilat i preparat per a ser instal·lat. En el nostre cas, 




Ara haurem d’instal·lar el kernel, i per això utilitzarem la següent instrucció: 
 
dpkg –i linux-image-2.6.24.1.XXXX.custom_i386.deb 
 
La comanda dpkg –i és equivalent a les ordres make modules_install i make install. 
La seva funció és col·locar la imatge initrd generada en el directori corresponent i 
actualitzar el gestor d’arrencada del sistema operatiu, grub o lilo, amb el nou kernel. 
 









Bugs en les taules DSDT 
 
Donat que existeix un problema conegut, en els sistemes operatius Linux, pel que fa al 
reconeixement dels estats d’energia Cx, paral·lelament s’ha creat una gran comunitat 
online que agrupa molts usuaris que pateixen aquesta problemàtica. 
 
És per aquest motiu, que en base a investigacions realitzades i a les aportacions 
d’aquests usuaris, existeixen tot un recull de bugs reconeguts i que afecten les taules 
DSDT.  
 




B.1.  Repositori de bugs 
 
Nota: Cal destacar que els errors o warnings recollits en aquest annex poden variar 
parcialment en funció d’aspectes com el hardware o la versió d’ACPI, però tot i així les 




dsdt.dsl 2091: Field (ERAM, AnyAcc, Lock, Preserve) 
Error 1048 - ^Hos Operation Region requires ByteAcc access 
Codi Original 
 
OperationRegion (ERAM, EmbeddedControl, 0x00, 0xFF) 







OperationRegion (ERAM, EmbeddedControl, 0x00, 0xFF) 



















dsdt.dsl 3406: Field (IDE, DWordACC, NoLock, Preserve) 
Error 1047 - ^ Access width is greater than regions size 
dsdt.dsl 3408: MAP, 8, 
Error 1051 - ^ Access width of Field Unit extends beyond region 
limit 
dsdt.dsl 3410: PCS, 8 







Name (_ADR, 0x001F0002) 
OperationRegion (IDE1, PCI_Config, 0x90, 0x03) 















Name (_ADR, 0x001F0002) 
OperationRegion (IDE1, PCI_Config, 0x90, 0x04) 




























dsdt.dsl 325: Method (SLLB, 1, NotSerialized) 
Warning 2019 - ^ Not all control paths return a value (SLLB) 
Codi Original 
 




















































dsdt.dsl 339: Method (PBGU, 1, NotSerialized) 
Warning 2019 - ^ Not all control paths return a value (PBGU) 
Codi Original 
 
Method (PBGU, 1, NotSerialized) 
{ 
 
If (LEqual(Arg0, 0x00)) 
{} 
 














Method (PBGU, 1, NotSerialized) 
{ 
 
If (LEqual(Arg0, 0x00)) 
{} 
 





























dsdt.dsl 4317: Method (_WAK, 1, NotSerialized) 
Warning 2026 - ^ Reserved method must return a value (_WAK) 
Codi Original 
 














































Breu manual d’instal·lació i ús de QtDDM 
 
En aquest apartat es detallen els passos a seguir per a instal·lar el software QtDDM 
emprat, juntament amb el multímetre MAS-343, durant l’estudi empíric de la gestió 
d’energia. 
 
Aquest software de lliure distribució, desenvolupat per Matthias Toussaint, permet 
visualitzar en pantalla els valors enregistrats per un multímetre digital i extreure gràfics 
amb les dades obtingudes en funció del temps. 
 
Inicialment només era compatible amb els multímetres VOLTCRAFT, però en aquests 
moments suporta desenes de multímetres [13]. Actualment la darrera versió publicada 
és la 0.8.12. 
 
 
C.1.  Instal·lació de QtDMM 
 
Per a instal·lar aquest software en Linux inicialment el sistema operatiu ha de complir 
tot un seguit de requisits: 
 
• Instal·lació prèvia del package Qt-3.x. de Trolltech-AS [14]. 
Si la versió d’instal·lació de QtDMM és inferior a la 0.8.3 serà necessari instal·lar 
la versió 2.x de Qt. 
 
• Instal·lació del compilador gcc 
 
Si el sistema compleix els prerequisits anteriors ja es pot descarregar el software per a 
procedir a la instal·lació.  
 
QtDMM només és distribuït en un paquet amb el codi font, però el procés de 
compilació és simple: 
 
1. Descompressió del fitxer .tar: 
 
tar –xvf qtdmm-0.8x.tgz 
 








Així doncs, ja tindrem instal·lat el software en el nostre sistema. Només haurem de 
trobar l’executable qtdmm en el directori QtDMM/bin i executar-lo.  






Figura C.1. Interfície del software QtDMM 
 
 
C.2.  Manual d’ús 
 
Per  a visualitzar les dades recollides per qualsevol multímetre compatible, inicialment 
haurem de connectar aquest aparell via port sèrie o USB al PC. 
 





Figura C.2. Interfície del software QtDMM durant la mesura amb un multímetre 
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Així doncs, el primer pas que haurem de fer serà configurar el multímetre. Podem 
accedir a la pantalla de configuració (Figura C.3.) mitjançant el botó Configure o bé 




Figura C.3. Pantalla de configuració del software QtDMM 
 
En la finestra que es mostrarà haurem de seleccionar el multímetre correcte dins del 
llistat de multímetres compatibles. En el cas que el multímetre no es trobi en aquest 
llistat, s’hauran de configurar els paràmetres manualment. 
 
 
Pel que fa al display de l’aplicació, aquest ens mostrarà informació sobre el valor 




Figura C.4. Display del software QtDMM 
 
 
Cal destacar que també podrem guardar els valors mesurats durant un període 
específic de temps. Això ho podrem polsant sobre el botó Start de la barra d’eines, o 
bé mitjançant el menú Recorder  Start.  
Afegir que també podrem configurar el recorder de l’aplicació (Figura C.5.) des del 
menú Recorder  Configure, així com també seleccionar els paràmetres pel que fa a 







Figura C.5. Menú de la configuració del recorder en el software QtDMM 
 
 
Finalment, remarcar que també existeix una funcionalitat que permet realitzat una 
integració sobre les dades guardades durant un període de temps. Aquesta utilitat pot 
ésser de gran utilitat per a trobar petits canvis en els valors enregistrats. 
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