The quantum threats have made the traditional number theoretic cryptography weak. Lattice based cryptographic constructions are now considered as an alternative of the number theoretic cryptography which resists the quantum threats. The cryptographic hardness of the lattice based constructions mainly lies on the difficulty of solving two problems, namely, shortest vector problem (SVP) and closest vector problem (CVP). Solving these problems become "somewhat" easier if the lattice basis is almost orthogonal. Given any basis, finding an almost orthogonal basis is termed as lattice basis reduction (or simply lattice reduction). The SVP has been shown to be reducible to the CVP but the other way is still an open problem. In this paper, we work towards proving the equivalence of the CVP and SVP and provide a history of the progress made in this direction. We do a brief review of the existing lattice reduction algorithms and present a new lattice basis reduction algorithm similar to the well-studied Korkine-Zolotareff (KZ) reduction which is used frequently for decoding lattices. The proposed algorithm is very simple -it calls the shortest vector oracle for n − 1 times and outputs an almost orthogonal lattice basis with running time O(n 3 ), n being the rank of the lattice.
INTRODUCTION
The two main hard problems of interest in the lattices are SVP and CVP. Many cryptographic schemes (Goldreich et al., 1997; Ajtai and Dwork, 1997; Hoffstein et al., 1998) have been developed based on the hardness of either of the two problems or some variants of it.
Both CVP and SVP were shown to be NP hard (van Emde Boas, 1981; Khot, 2005) . But, CVP is considered to be the hardest of all the lattice problems. Let us discuss it briefly. In (Goldreich et al., 1999a; Micciancio, 2008) , it is shown that an oracle solving CVP can be used to solve SVP and SIVP respectively. In the other direction, solving CVP with an oracle that solves the other hard lattice problem is not known properly. For example, it is still unknown whether SVP oracle can be used to solve CVP. Though in (Kannan, 1987a) , it has been shown that if we have an oracle that solves SVP exactly, it can be used to solve CVP with an approximation factor of O( √ n) using homogenization technique in a higher dimension. Though in (Micciancio and Goldwasser, 2012) , it is suggested that approximating CVP within the same factor as of (Kannan, 1987a) can be achieved making O(n log n) calls to an oracle which solves an approximate solution of SVP, approximation factor less than √ 2.
The best known deterministic algorithm to solve CVP in a general lattice is given in (Micciancio and Voulgaris, 2013) which takesÕ(2 2n ) operations and O(2 n ) space. The algorithm uses a description of the Voronoi cell of the lattice as a pre-processing function before the target vector is revealed. Prior to (Micciancio, 2001) , the best deterministic algorithm to solve CVP was due to Kannan (Kannan, 1987b) which takes n O(n) running time. In (Hanrot and Stehlé, 2007) , the Kannan method was improved, which solves CVP in running time n 0.5n .
There are randomized algorithms which perform better than the deterministic ones. For example in (Ajtai et al., 2001 ), a sieve algorithm was introduced known as "AKS Sieve", which solves SVP in running time 2 O(n) . The AKS method is based on an improved sampling method that generates short vectors from the given lattice. In (Ajtai et al., 2002) , the AKS Sieve was reformulated to solve CVP with an approximation factor 1 + ε in running time 2 O(1+ε −1) . The running time was improved using a variant of AKS method in (Blömer and Naewe, 2007) and (Arvind and Joglekar, 2008) keeping the approximation factor same. Another randomized technique used to solve the hard problems of the lattice is Sampling Gaussian distribution with proper parameter. Agarwal et al. have given a randomized algorithm that solves an exact version of SVP using discrete Gaussian sampling in 2 n+O(n) time and space (Aggarwal et al., 2015a) . In (Aggarwal et al., 2015b) , the similar type of sampling technique is used to solve exact CVP. Though the work is a bit complicated and uses almost all previously known methods like basis reduction, Voronoi description, and sieving along with the sampling of shifted discrete Gaussian distribution with the proper parameter to solve CVP exactly. A nice survey of solving CVP of the known methods are given in (Agrell et al., 2002) .
Basis Reduction and Related Work
A lattice has an infinite number of basis of rank greater than 1. If B,B are the two basis that generates the same lattice L, then it can be shown thatB = UB for some uni-modular matrix U, that is integer matrix with absolute determinant value 1.
Given any lattice, finding an orthogonal basis (if exists) is hard. Even, deciding whether there exist an orthogonal basis is not known for general lattices. But in "lattices with symmetry", which is a special type of lattice, Gentry-Szydlo algorithm given in (Gentry and Szydlo, 2002) can determine this problem with high probability. It gives an efficient method to achieve an orthogonal basis (if there is) for an ideal lattice.
Basis reduction algorithms have many applications. It is important in areas like communications (Agrell et al., 2002; Wubben et al., 2011) , combinatorial optimization (Eisenbrand, 2010) , cryptography (Hanrot et al., 2011a) , number theory (Goldreich et al., 1999b) , etc. A nice survey in this regard is given in (Wubben et al., 2011) . Hermite (1850) has given the idea of basis reduction but unfortunately, he doesn't provide any such algorithm for basis reduction. According to Hermite a basis B = {b 1 , b 2 , . . . , b n } is reduced if b i ≤ b i for all basis B of the same lattice and b j = b j , j = 1, 2, . . . , i − 1 (Hermite, 1850) . Later in 1905, Minkowski (Minkowski, 1905) has defined criteria of basis reduction known as Minkowski reduction which is very similar to that of Hermite. He made a slight change of the second criteria of Hermite. Instead of b j = b j , he has directly taken b j = b j . Two types of basis reduction that have gained fame and popularity is LLL reduction and KZ reduction. Let us define these reduced basis. Before that, some special basis is considered in which the KZ reduction and LLL reduction is well understood.
It can be shown that every lattice has a basis which can be represented as an upper triangular matrix (Agrell et al., 2002) . We consider such a basis. The basis B is called KZ reduced if b 1 is a shortest vector of the lattice and the modulus of non-zero non-diagonal elements of each column is less than or equal to the modulus of half of diagonal elements of the corresponding column. That is |b ki | ≤ 1 2 |b ii | for each i = 1, 2, . . . , n and k = 1, 2, . . . , n. Geometrically the last criteria says that the angle made by any two basis vectors is at least 60 degree. That is any two basis vectors are highly orthogonal. Let us illustrate this in dimension 2. Let B be the KZ reduced basis in dimension and rank 2. Let
where θ is the angle between b 1 and b 2 , that is,
The last inequality is due to the fact that B is KZ reduced and so b 1 is the shortest vector in the lattice. Similarly, for any dimension and rank, we can redefine the second criteria of KZ reduced basis as the criteria that any two bases element is highly orthogonal.
Like KZ reduced basis, there exist another famous basis reduction criteria known as LLL reduction. The only difference LLL reduction criteria have that instead of b 1 to be the shortest lattice vector, it has the criteria that b 1 ≤ 2 √ 3 b 2 . The second condition of LLL reduction criteria is same as that of KZ.
It is easy to see that any basis which is KZ reduced is also LLL reduced. The reason for the superiority of the LLL reduction criteria is that there exists an efficient tool to achieve a LLL reduced basis (Lenstra et al., 1982) . Later, there have been algorithms for reduction based on both KZ and LLL (Schnorr, 1987) . It is known as the BKZ reduction algorithm.
The current best lattice basis reductions (theoretically and practically) can be classified by a pair algorithms. Firstly, the rational BKZ algorithm (Schnorr and Euchner, 1994; Schnorr, 1987) , in its updated BKZ 2.0 form (Chen and Nguyen, 2011) doing some modifications like repetitive preprocessing and rapid aborting strategies (Gama et al., 2010; Hanrot et al., 2011b) . Secondly, the Slide reduction algorithm proposed (Gama and Nguyen, 2008b ), a novel generalization of LLL (Lenstra et al., 1982; Nguyen, 2009) which almost approximates SVP within small factors.
The two algorithms call the SVP oracle for dimension of lower order sublattices which are characterized by a bound k (termed as the "block size") on the lattice dimensions. The algorithm of Slide reduction has qualities like it makes only a polynomial number of calls to the shortest vector oracle, all the shortest vector calls are applied on the sublattices projected in the dimension k, and it obtains the current best worst-case upper bound on the length of the outputted shortest vector: γ
is known as the Hermite constant. Lamentably, it has been stated in (Gama and Nguyen, 2008b; Gama and Nguyen, 2008a ) that the experimental results of the algorithm which follows Slide reduction perform better than BKZ, which outputs shorter vectors for some standard block size.
On the other hand, the BKZ algorithm has its own flaws too. There is no guarantee for the termination of the algorithm even after a polynomial number of shortest vector oracle call, and its experimental time complexity has appeared in (Gama and Nguyen, 2008a) and is reported to increase super-polynomially in the dimension of the lattice with fixed small block size.
Micciancio et al. have given new methods that can be changed to define better reduction methods in (Micciancio and Walter, 2016) . They have analyzed their theoretical performance with block size comparatively high.
The LLL algorithm can be processed very quickly under a few conditions and has some characteristics which are studied recently in (Chang et al., 2013; Wen et al., 2016; Wen and Chang, 2017b) . In some applications of communication theory, one needs to get solutions of a sequence of CVP's, where the target vectors are different on the same lattice. Here, instead of adapting the LLL algorithm, one usually adapts the KZ reduction to do the pre-processing step, as it becomes more efficient in practice.
There are many variations of KZ basis reduction available today. They are given in (Agrell et al., 2002; Schnorr, 1987; Wen and Chang, 2017a ).
Our Contribution
We have proposed an algorithm for generating a new basis for a given lattice, which is very orthogonal. It is kind of similar to KZ reduction (Korkine and Zolotareff, 1873), but not exactly the same. One holding the SVP oracle first finds out the shortest vector (up to sign) of the lattice corresponding to the given basis and then transforms the original basis into a new basis where the first row is the shortest vector. In practice, this can be implemented by calling the LLL algorithm. But, while the LLL reduction algorithm executes each iteration in such a way that the final output is a basis in which the basis vectors are at most 30 degrees from being orthogonal, our proposed reduction algorithm tries to maximize the orthogonality between the resulting basis vectors and simultaneously ensuring that the basis vectors are shortest possible by calling the SVP oracle iteratively.
We call the SVP oracle and size reduce the basis formed by the remaining basis vectors (other than the shortest one) and continue iteratively as follows. We first reduce the n − 1 basis vectors by a suitable integer combination of the shortest vector (size reduce the n − 1 basis vectors similar to what is done in LLL or KZ), such that the resulting n − 1 basis vectors are short with respect to the shortest vector. Details of the size reduction algorithms can be found in (Laarhoven et al., 2012) . Then the SVP oracle is called on the "reduced" n − 1 basis vectors. We iterate the reduction in this fashion until we obtain last shortest vector in one dimensional sublattice.
Let us describe briefly about the difference between the KZ reduction and the algorithm proposed by us. For KZ reduction, in the second step right after we use the SVP oracle to find out the shortest vector, we need to project the remaining n−1 basis vectors to the subspace that is orthogonal to the shortest vector, and then call the SVP oracle on the projected n − 1 vectors. The output of the SVP oracle will help to decide the second KZ reduced basis vector, and the KZ reduction moves on in this style.
PRELIMINARIES
We use R, Z to define the sets of Reals and Integers respectively. Let R m be the Euclidean vector space of dimension m, and · is the Euclidean norm 2 . Let B = {b 1 , b 2 , . . . , b k }, 1 ≤ k < m, be vectors of R m which are linearly independent. We define a lattice L ⊂ R m generated by an arbitrary basis B as
We define the dimension of the lattice to be m and the rank to be k. For the sake of simplicity, we are considering the integral lattice that is lattice which is generated by integer basis. A lattice L is a discrete additive subgroup of R m . We can represent a basis of a lattice of rank k and dimension m as a k × m matrix B where every row b i is the basis vector of the lattice. If m = k we call it full rank lattice.
Definition 2 (Closest vector problem (CVP)). Given a lattice L = L(B) and a target vector t ∈ R m (not necessarily in the lattice L), CVP is to find a vector x ∈ L such that x − t ≤ v − t for all v ∈ L.
SOME IMPORTANT RESULTS
Here we provide some important results that are related to our basis reduction algorithm. Proposition 1. Any pair of bases of a lattice L are connected by a uni-modular matrix. Proposition 2. Let B = {b 1 , b 2 , . . . , b n } be a basis of the lattice L and let v be a shortest vector in L. Then v can be written uniquely as v = ∑ n i=1 α i b i where gcd(α 1 , α 2 , . . . , α n ) = 1.
Proposition 3 ( (Newman, 1972; Magliveras et al., 2008) ). Let α 1 , α 2 , . . . , α n ∈ Z be such that gcd(α 1 , α 2 , . . . , α n ) = d n . Then there exists an integer matrix U having the initial row as (α 1 , α 2 , . . . , α n ) and determinant value d n .
Proof. Let α 1 , α 2 , . . . , α n ∈ Z be such that all α i 's are not zero. By doing permutation (if required), we can have
We can construct a matrix U such that
Thus, U is an integral matrix and using simple induction it can be shown that det(U)
be a shortest vector in L(B). Then v and n − 1 vectors in L can be extended to form a basis of L.
Proof. We can create n − 1 vectors as
The result now follows from the Propositions 2 and 3.
BASIS REDUCTION ALGORITHM
Here we propose the basis reduction algorithm (Figure 1) and provide the main result of this paper in the Section 4.1. We discuss the time complexity of the algorithm in Subsection 4.2.
Algorithm for basis reduction
Input ← L(B)
for(i = 1; i < n; i + +)
to get the shortest lattice vector
Output ←B = {σ 0 , σ 1 , . . . , σ n−1 } Figure 1 : Our Proposed lattice basis reduction.
Analysis of the Proposed Algorithm
Theorem 3. Let L = L{B} be a given lattice. Suppose we have an oracle O that solves SVP in any rank of a lattice, then we have an efficient algorithm to reduce it to a basisB that is the highly orthogonal one using n − 1 oracle calls such that L = L{B} = L{B}.
Proof. Let B 0 be a given lattice basis which generates L = L{B 0 }. We run the oracle O on L{B 0 } and get the shortest vector as σ 0 . By Proposition 4, we can generate a new basis
Let L{B 1 } = L{B 0 \ {σ 0 }} be a new lattice generated by eliminating all the integer linear combinations of σ 0 . The rank of the lattice L{B 1 } is n − 1 with basis B 1 = {b 1 , b 2 , . . . , b n−1 }. We size-reduce the elements of B 1 which can be done efficiently such that B 1 has short vectors with respect to σ 0 . We now run the oracle O on L{B 1 } to get the shortest vector σ 1 in rank n − 1. By Proposition 4, we can create a new basis
Let L{B 2 } = L{B 1 \ {σ 1 }} be a new lattice generated by eliminating all the integer linear combinations of σ 1 . The rank of the lattice L{B 2 } is n − 2 with basis B 2 = {b 2 , b 3 , . . . , b n−1 }. We size-reduce the elements of B 2 such that B 2 has short vectors with respect to σ 1 .
We now run the oracle O on L{B 2 } to get the shortest vector σ 2 in rank n − 2. Doing accordingly, let L{B n−1 } = L{B n−2 \ {σ n−2 }}, where σ n−2 is the oracle output of shortest vector in rank 2, B n−2 is the basis of rank 2 including the shortest vector.
After reduction, we now run the oracle O on L{B n−1 } to get σ n−1 , the shortest vector in rank 1. LetB = {σ 0 , σ 1 , . . . , σ n−1 }. We can see thatB and B generate the same lattice that is L{B} = L{B}. Since σ i 's are the shortest vector of rank n − i, so we can conclude thatB is the "good" basis, that is vectors are sufficiently orthogonal to one another.
Running Time Analysis
Let B = {b 1 , b 2 , . . . , b n } is a basis of the lattice L and let v = ∑ n i=1 α i b i be a shortest vector in L. Let α 0 and α 1 be the two maximum absolute values of all |α i |. Then, the worst-case time complexity of computing basis with the shortest vector is O(n 2 log α 0 log α 1 ).
For one oracle call, constructing the new basis, the number of bit operations needed is O(n 2 log α 0 log α 1 ). So, for n − 1 oracle calls, worstcase running time is O(n 3 log α 0 log α 1 ) bit operations which is the required worst-case time complexity for our new basis construction as in Theorem 3.
DISCUSSIONS AND OPEN PROBLEMS
We have described a polynomial time algorithm for lattice basis reduction by calling the shortest vector oracle using simple geometry and linear algebra. In general, the best known algorithms take an exponential time to find the shortest vector but in some restricted lattices like root lattices, SVP can be found in polynomial time. So in lattices with special structures, our algorithm can be a practical use which is yet to be analyzed. In Section 1.1, we have stated that in general lattices deciding whether a lattice has an orthogonal basis is hard. Nothing much is known in this regard. Can we construct some algorithm that will decide whether the lattice has an orthogonal basis using an SVP oracle? This question is yet to be answered. Can we make some tweak in our algorithm so that it can answer the above question? Then it will imply that solving the shortest vector problem is as hard as deciding whether a lattice has an orthogonal basis.
