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THE HAUSDORFF DIMENSION OF SELF-PROJECTIVE SETS
ARGYRIOS CHRISTODOULOU AND NATALIA JURGA
Abstract. Given a finite set A ⊆ SL(2,R) we study the dimension of the attractor KA
of the iterated function system induced by the projective action of A. In particular, we
generalise a recent result of Solomyak and Takahashi by showing that the Hausdorff dimen-
sion of KA is given by the minimum of 1 and the critical exponent, under the assumption
that A satisfies certain discreteness conditions and a Diophantine property. Our approach
combines techniques from the theories of iterated function systems and Mo¨bius semigroups,
and allows us to discuss the continuity of the Hausdorff dimension, as well as the dimension
of the support of the Furstenberg measure.
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Key words and phrases: projective space, iterated function system, Hausdorff dimension,
semigroups, Mo¨bius transformations
1. Introduction
This article studies the action of SL(2,R) matrices on one-dimensional real projective
space RP1 induced by the linear action of SL(2,R) on R2. We identify RP1 with the interval
(0, pi], with the endpoints identified, and for a matrix A ∈ SL(2,R), we denote the induced
projective map by φA : RP
1 → RP1 (for more information we refer to [13, Section 2]). Given
a finite set A ⊆ SL(2,R) we call the collection of maps ΦA := {φA}A∈A a projective iterated
function system (projective IFS). Iterated function systems on real projective space have been
previously studied in [4, 7, 8, 19] and on complex projective space in [20].
Recall that a non-identity matrix A ∈ SL(2,R) is called elliptic if |tr(A)| < 2, parabolic
if |tr(A)| = 2 and hyperbolic if |tr(A)| > 2. The corresponding projective map φA will be
called elliptic (resp. parabolic or hyperbolic) if the matrix A is elliptic (resp. parabolic or
hyperbolic). A parabolic map φA has a unique fixed point x0 in RP
1, where φ′A(x0) = 1.
A hyperbolic map has two fixed points; an attracting a where φ′A(a) < 1, and a repelling r
where φ′A(r) > 1. On the other hand, elliptic maps are non-trivial rotations of RP
1 and have
no fixed points. We denote by 〈ΦA〉 the semigroup generated by ΦA.
Definition 1.1. For a set A ⊆ SL(2,R) we define KA ⊆ RP
1 to be the smallest closed set
containing all attracting fixed points of hyperbolic maps in 〈ΦA〉 and all unique fixed points
of parabolic maps in 〈ΦA〉. The set KA, if non-empty, is called the attractor of ΦA.
In principle, KA may be empty or the whole of RP
1. The attractor will be the main object
of study in this paper and our main result is a generalisation of a recent result of Solomyak
and Takahashi [19, Theorem 1.7] concerning its Hausdorff dimension. Before stating our main
result, we introduce the two key assumptions that we will need to make on our set A.
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If A = {Ai}i∈I ⊆ SL(2,R), we denote by A
n all products of n matrices from A and by
A∗ :=
⋃∞
n=1A
n the semigroup generated by A.
Definition 1.2. A set A ⊆ SL(2,R) is called semidiscrete if Id /∈ A∗, where the closure is
taken in SL(2,R).
The term “semidiscrete” was introduced in [16], where Jacques and Short used a slightly
weaker definition (our semidiscrete sets are called “semidiscrete and inverse-free” in the lan-
guage of [16]). Note that semidiscrete sets can contain parabolic and hyperbolic matrices, but
not elliptic matrices. We are later going to see that the semidiscrete property of A is enough
to guarantee that ΦA exhibits some contractive properties on RP
1.
Next we introduce the “Diophantine property” which appears in [19, Definition 1.1] in the
following form.
Definition 1.3. Let A = {Ai}i∈I ⊆ SL(2,R) be finite, and let d be a left-invariant Rieman-
nian metric in SL(2,R). We say that A is Diophantine if there exists c > 0 such that for all
n ∈ N, if i, j ∈ In and i 6= j, we have
d(Ai, Aj) > c
n.
Note that the Diophantine property is independent of the choice of left-invariant Rieman-
nian metric d, see [13, §2.3]. It is clear that if A is Diophantine then it generates a free
semigroup. In [13, 19] the authors also consider a weaker version of this definition with the
freeness of A∗ removed, but we do not require this more general form.
Given a finite or countable set A ⊆ SL(2,R), define its zeta function ζA : [0,∞)→ R∪{∞}
by
ζA(s) :=
∞∑
n=1
∑
A∈An
‖A‖−2s (1)
and its critical exponent
δA := inf{s > 0 : ζA(s) <∞}. (2)
If ζA(s) diverges for all s > 0, we define δA =∞.
We are ready to state the main result of this paper.
Theorem 1.4. Let A be a finite subset of SL(2,R) that is Diophantine and semidiscrete. If
KA is not a singleton, then
dimH(KA) = min{1, δA}. (3)
A first observation about Theorem 1.4 is that it can be applied to projective IFS containing
parabolic maps. In order to properly describe the contribution of Theorem 1.4, however, we
must first review the literature which is most relevant to our problem. To this end, we
introduce the notion of uniform hyperbolicity following [4, 7, 19].
Definition 1.5. A finite set A ⊆ SL(2,R) is called uniformly hyperbolic if there exist real
numbers λ > 1 and c > 0, such that for every n ∈ N,
‖A‖ > cλn, for all A ∈ An.
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A concept similar to uniform hyperbolicity for GL(d,R)-cocycles was studied by Bochi
and Gourmelon in [5]. Note that if A is uniformly hyperbolic, then all the matrices in the
semigroup A∗ have to be hyperbolic.
As we mentioned earlier, Theorem 1.4 is a generalisation of the following theorem due to
Solomyak and Takahashi [19, Theorem 1.7].
Theorem 1.6. Let A ⊆ SL(2,R) be a finite, uniformly hyperbolic set of matrices which is
Diophantine. If KA is not a singleton, then
dimHKA = min{1, δA}.
In the case that ΦA (when restricted to an appropriate open subset of RP
1, such as a
multicone, see §2) additionally satisfies the open set condition, Theorem 1.6 is due to De Leo
[7, Theorem 4]. We also note that a different definition was used for the attractor in [19] (see
Section 2), but in Theorem 4.6 we show that it is equivalent to Definition 1.1.
To clarify how our result generalises Theorem 1.6, let us consider the parameter space
SL(2,R)N for some positive integer N . Also, let H denote the set of all N -tuples that are
uniformly hyperbolic (as a slight abuse of notation we use N -tuples and subsets of N elements
interchangeably). The locus H was thoroughly investigated by Avila, Bochi and Yoccoz [1], as
well as Yoccoz [21], where they proved various topological properties of H and raised several
questions, many of which remain still open.
Similarly to H, we let S denote the set of all N -tuples that are semidiscrete. It is easy to
see that if A ⊆ SL(2,R) is finite and uniformly hyperbolic then it is also semidiscrete. So
we have the inclusion H ⊆ S. More importantly, most N -tuples on the boundary of H, also
lie in S [6, Theorem 5.17]. The only exceptions for this statement are certain N -tuples that
lie on the boundary of specific components, called principal components, but in general these
are easy to handle (we refer to [1, Section 2] as well as [6, Section 5.3], for more information).
Thus, the parameter space S is significantly larger than H and contains boundary N -tuples
that are normally difficult to work with through the lens of uniform hyperbolicity. As an
example, we note the existence of semidiscrete N -tuples that lie on the boundary of H but
not on the boundary of any connected component of H [6, Example 6.5]. In addition, the
tuple A in [6, Example 6.5] is such that the semigroup A∗ contains only hyperbolic matrices,
indicating that the differences between the semidiscrete and uniformly hyperbolic properties
are more subtle than merely the inclusion of parabolic matrices in the former. We shall return
to this example at the end of Section 2.
Thus, Theorem 1.4 allows us to obtain a dimension formula for the attractor of Diophantine
tuples on the boundary of most components of H, as well as any tuples that are points of
accumulation of components.
Let us now discuss the common ground between Theorems 1.4 and 1.6, the Diophantine
property. It is known that when the matrices in A have algebraic entries and generate a free
semigroup, A is Diophantine [13, Proposition 4.3]. Solomyak and Takahashi [19, Theorem
1.2] proved that if SL(2,R) is treated as a subset of R4|I|, then Lebesgue almost all choices of
sets of positive matrices A ⊂ SL(2,R) are Diophantine. In general however it is not known
whether the Diophantine property is generic amongst tuples of matrices from SL(2,R), and
inquiries related to this are a topic of contemporary research, see [19] and references therein.
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The Diophantine property is also closely related to a separation condition which has recently
received attention in the dimension theory of IFS on Rd, called the “exponential separation
condition” [12, 14]. The exponential separation condition states that images of points in Rd
under compositions of fixed length do not get super-exponentially close in the topology of Rd
(see [19, Definition 1.9] for a more precise statement when d = 1). The notion of exponential
separation was introduced by Hochman who proved that if an IFS composed of similarity
mappings satisfies the exponential separation condition, then the Hausdorff dimension of its
attractor is given by a natural formula [12, Corollary 1.2]. This marked significant progress
in a long standing problem on overlapping self-similar sets.
Given a finite set A ⊆ SL(2,R) we can consider the IFS of Mo¨bius transformations that it
induces on R. For example, if A are chosen in such a way that it induces an IFS of similarity
mappings, then the natural formula from [12, Corollary 1.2] corresponds to min{1, δA} for
this choice of A. Solomyak and Takahashi proved that if an IFS of Mo¨bius transformations
on R, induced by a set of matrices A, satisfies the exponential separation condition then A
satisfies the Diophantine property [19, Proposition 2.4]. Thus Theorem 1.6, as well as our
result Theorem 1.4, can be interpreted as extensions of Hochman’s result.
Finally, we present two corollaries that follow from Theorem 1.4. First, a corollary con-
cerning the dimension of the support of stationary measures associated to A. For this, we
will require the notions of irreducibility and strong irreducibility of a set A ⊆ SL(2,R).
Definition 1.7. A set A ⊆ SL(2,R) will be called strongly irreducible, if the set of maps ΦA
do not preserve any finite subset of RP1. A set A ⊆ SL(2,R) will be called irreducible if the
set of maps ΦA do not have a common fixed point in RP
1. If A is not irreducible, then we
say that it is reducible.
Given a finite set A = {Ai}i∈I ⊆ SL(2,R) and non-degenerate probability vector (pi)i∈I ,
we can consider the probability measure µ on SL(2,R) which is supported on A:
µ =
∑
i∈I
pi1Ai .
If A is strongly irreducible and generates an unbounded semigroup, then there exists a
unique probability measure ν on RP1 with the property that
ν =
∑
i∈I
piφ
∗
Ai
ν,
where φ∗Aiν denotes the pushforward of ν under the map φAi , see [10]. We call ν the Fursten-
berg measure (or the stationary measure) associated to A and (pi)i∈I . We note that if
A ⊆ SL(2,R) is semidiscrete, it is irreducible if and only if it is strongly irreducible (Lemma
4.11), therefore given an irreducible, semidiscrete subset A ⊆ SL(2,R) and a non-degenerate
probability vector (pi)i∈I we can refer to the (unique) Furstenberg measure without any
ambiguity.
The dimension theoretic properties of ν, such as its exact dimensionality, were investigated
first by Ledrappier [17] followed by Hochman and Solomyak [13] who obtained a more practical
formula for its dimension, which provided the main tool behind the proof of Theorem 1.6. On
the other hand, Theorems 1.4 and 1.6 allow one to study the dimension of the support of the
Furstenberg measure. In [19, Corollary 1.12], Solomyak and Takahashi showed that if A is
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Diophantine, uniformly hyperbolic and irreducible, then dimH suppν = min{1, δA}. Theorem
1.4 allows us to extend their result in the following way.
Corollary 1.8. Suppose A ⊆ SL(2,R) is finite, Diophantine, semidiscrete and irreducible.
Let ν be the Furstenberg measure for a non-degenerate probability vector (pi)i∈I . Then
dimH suppν = min{1, δA}.
Our last result is a continuity property for the Hausdorff dimension on Diophantine subsets
of S.
Theorem 1.9. Let (An) be a sequence of Diophantine and semidiscrete subsets of SL(2,R).
Assume that An converges to A in the Hausdorff metric, where A ⊂ SL(2,R) is semidiscrete,
Diophantine and KA is not a singleton. Then dimHKAn → dimHKA.
We remark that there are also many points of discontinuity of the Hausdorff dimension
in SL(2,R) and as such, the assumptions on the limit point A in Theorem 1.9 cannot be
significantly weakened, see Remark 7.4. The proof of Theorem 1.9 is largely based on two
results: an identification of the critical exponent of the zeta function of A with the minimal
root of its pressure function (see (8), in Section 6, for the definition), and a continuity result
for the critical exponent, Theorem 7.2. These results, however, require further setup before
they can be stated properly.
Structure of the paper. In the second section we present a geometric approach to how the
uniformly hyperbolic and semidiscrete properties affect the contraction of the induced IFS.
Section 3 is dedicated to applying Theorem 1.4 to three classes of projective IFS that are not
uniformly hyperbolic. The main properties of the attractor will be proved in Section 4, where
we also settle Corollary 1.8.
The proof of our main result, Theorem 1.4, is carried out in two steps. First, we settle
the theorem for reducible sets of matrices in Section 5, before moving to the more general,
irreducible, case in Section 6. Finally, Section 7 contains the proof of Theorem 1.9.
2. Contractive properties for projective IFS
There is a strong connection between the uniform hyperbolicity of a finite set of matrices
and the contractive properties of the projective IFS that it induces. Before we describe this
connection, in Theorem 2.2 to follow, we make the following definition.
Definition 2.1. A subset of RP1 will be called a multicone if it is a finite union of open
intervals with disjoint closures.
For a set U ⊆ RP1, define ΦA(U) :=
⋃
A∈A φA(U). We say that ΦA maps a subset U ⊆ RP
1
compactly inside itself if ΦA(U ) ( U and strictly inside itself if ΦA(U) ( U . Also, let dP
denote the metric induced by identifying RP1 with R/piZ (see [13, Section 2] for a formula
for dP). The next theorem can be obtained by combining the main results from [1] and [4].
Theorem 2.2. Let A be a finite subset of SL(2,R). The following are equivalent:
(1) A is uniformly hyperbolic.
(2) ΦA maps a multicone compactly inside itself.
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(3) There is a non-trivial open set U ( RP1 and a metric d in RP1, equivalent to dP, such
that ΦA is uniformly contractive on U with respect to d.
(4) There exists a non-empty closed set F ( RP1, such that ΦA(F ) = F and ΦAn(B)
converges to F as n → ∞, in the Hausdorff metric in RP1, for all non-empty closed
sets B in an open neighbourhood of F .
So, a uniformly hyperbolic set A necessarily induces a uniformly contractive iterated func-
tion system on any multicone which is compactly contracted by ΦA. Barnsley and Vince
[4] defined the attractor of a projective IFS ΦA as the set F which satisfies (4) above, and
showed that it exists if and only if A is uniformly hyperbolic, in which case it is unique. The
same definition of an attractor was used in [19]. In Section 4, we show that our definition
of an attractor is in fact a generalisation of the definition from [4], in the sense that the two
coincide whenever A is uniformly hyperbolic. Therefore, we freely use the term “attractor”
without fear of confusion between the two definitions.
On the other hand, semidiscrete subsets of SL(2,R) do not generally induce a uniformly
contractive iterated function system on any subset of RP1 (see, for example, Lemmas 5.2
and 5.3). Nevertheless, an analogue of Theorem 2.2 for semidiscrete subsets of SL(2,R) was
proved by Jacques and Short [16, Theorem 7.1], and can be stated as follows.
Theorem 2.3. Let A be a finite subset of SL(2,R). If ΦA maps a closed subset of RP
1
strictly inside itself, then A is semidiscrete. Conversely, if A is semidiscrete, then there
exists a non-trivial closed subset C ( RP1, such that ΦA(C) ⊆ C.
The second part of Theorem 2.3 cannot be improved since there are examples where there
exists a unique interval fixed by ΦA and yetA is semidiscrete (see [16, Section 9]). Theorem 2.3
indicates that even though a projective IFS induced by a semidiscrete set A may not contain
topological contractions, its action on RP1 still exhibits some contractive properties.
Comparing Theorems 2.2 and 2.3, we obtain a geometric interpretation of the fact that
uniformly hyperbolic subsets of SL(2,R) are semidiscrete. The simplest example of a set
A that is semidiscrete and not uniformly hyperbolic, is one where ΦA maps a multicone
strictly, but not compactly inside itself. One can find many examples of such systems by
considering subsets A ⊆ SL(2,R) which lie on the boundaries of connected components of
H. It is important to note however that not all examples are of this type. For instance,
[6, Example 6.5] mentioned in the introduction demonstrates a semidiscrete set A where ΦA
does not map any multicone inside itself, but instead maps an infinitely connected closed
subset of RP1 inside itself (an infinitely connected version of a multicone).
3. Examples
Before we describe the proofs of our results, we apply our main theorem, Theorem 1.4, to
three templates of projective iterated functions systems that are not induced by uniformly
hyperbolic sets of matrices. These offer some insight on the restrictions posed by uniform
hyperbolicity and the need for a more general approach on projective IFS.
Systems with parabolics. Suppose that A is a finite, Diophantine and semidiscrete subset
of SL(2,R). Assume the attractor KA of A is not a singleton, and that there exists a parabolic
matrix P in A∗. The existence of P forces the critical exponent of the zeta function of A to
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be large, in some sense which has a similar effect on the Hausdorff dimension of KA, due to
Theorem 1.4.
To be more specific, note that since P is parabolic ‖Pn‖ = O(n). Thus
ζA(s) >
∞∑
n=1
‖Pn‖−2s = C−2s
∞∑
n=1
n−2s,
for some constant C > 0, and the sum on the right hand side diverges for all s 6 12 . So
δA >
1
2 , which in turn implies that dimHKA >
1
2 .
Non-discrete systems. A semigroup S ⊂ SL(2,R) is called discrete if it is a discrete
subset in the topology of SL(2,R). It is clear that uniformly hyperbolic sets generate discrete
semigroups. The same, however, does not hold for semidiscrete sets (see [16, Section 3]
and Lemma 5.3). Even though semidiscrete subsets of SL(2,R) that generate non-discrete
semigroups exhibit interesting properties, Theorem 1.4 renders studying the dimension of
their attractor trivial.
Let A ⊆ SL(2,R). We show that δA = ∞ whenever A
∗ is not discrete. Since A∗ is not
discrete, there exists a sequence (An) ⊆ A
∗ that converges to some A ∈ SL(2,R). So, there
exists some r > 0 such that ‖An‖ < r, for all n. Hence, for all s > 0
ζA(s) >
∞∑
n=1
‖An‖
−2s
>
∞∑
n=1
1
r2s
.
Thus ζA(s) diverges for all s > 0, implying that δA =∞.
If we additionally assume thatA is a finite, Diophantine and semidiscrete subset of SL(2,R),
and the attractor KA is not a singleton, then Theorem 1.4 shows that dimHKA = 1.
Systems with elliptics. Our final class of examples is motivated by the work of Ba´ra´ny,
Ka¨enma¨ki and Morris [2]. Suppose that M is a multicone in RP1, and let E,S ⊆ SL(2,R) be
finite non-empty sets that satisfy the following:
(1) ΦS maps M strictly inside itself.
(2) E contains only elliptic matrices and ΦE fixes the multicone M .
Notice that Theorem 2.3 implies that S is semidiscrete. Also, since M is a multicone, all
elements of E have to be elliptic matrices of finite order. Let p denote the lowest common
multiple of the orders of elements in E, and choose B ∈ E∗ such that B has order p.
Now, consider A = S∪E. The set A is neither semidiscrete nor Diophantine, since Id ∈ A∗,
but its action on projective space is, in some sense, tame due to the fact that A consists of
two “well-behaved” sets. The authors of [2] are mainly interested in case where S is uniformly
hyperbolic, where they prove that it is equivalent to the property that the cocycle induced
by A is almost additive [2, Corollary 2.5].
Note that KA is non-empty, as the semigroup A
∗ contains many hyperbolic or parabolic
matrices, but we cannot use Theorem 1.4 directly to determine its Hausdorff dimension.
Instead, we consider the set
A0 = {AB
n : A ∈ S, 0 6 n 6 p− 1} .
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Since ΦS mapsM strictly inside itself and ΦE fixesM , it is obvious that ΦA0 mapsM strictly
inside itself, and thus Theorem 2.3 implies that A0 is semidiscrete. Furthermore, we can show
that dimHKA = dimHKA0 .
To see this, let
Aj =
{
BjABn : A ∈ S, 0 6 n 6 p− 1
}
.
for each 1 6 j 6 p − 1. In particular, KA =
⋃p−1
j=0KAj . Let 1 6 j 6 p − 1. We begin
by showing that KA0 contains a bi-Lipschitz copy of KAj . To see this, let C ∈ A
∗
j , so
that C = BjD for some D ∈ A∗0. Note that either C,D and DB
j are all hyperbolic or
they are all parabolic. Assuming they are all hyperbolic, let a(DBj) denote the attracting
fixed point of φDBj and let a(C) denote the attracting fixed point of φC and note that
a(C) = φBj (a(DB
j)). Similarly, if C,D and DBj are all parabolic, then letting p(C) denote
the parabolic fixed point of φC and letting p(DB
j) denote the parabolic fixed point of φDBj
we deduce that p(C) = φBj (p(DB
j)). Since DBj ∈ A∗0 we conclude that φB−j (KAj ) ⊆ KA0 ,
therefore dimHKAj 6 dimHKA0 . Similarly we can show that dimHKAj > dimHKA0 . Since
1 6 j 6 p− 1 was chosen arbitrarily, dimHKA = dimHKA0 .
So, if we assume that A0 is Diophantine and that KA is not a singleton, then using
Theorem 1.4 on the set A0 yields the formula dimHKA = min{1, δA0}.
4. Attractors of projective IFS
Let A be a subset of SL(2,R). Recall that the attractor of ΦA, where it exists, is defined as
the smallest closed set KA ⊆ RP
1 containing all attracting fixed points of hyperbolic maps in
〈ΦA〉 and all unique fixed points of parabolic maps in 〈ΦA〉. In this section we prove important
properties for KA that will be used throughout the rest of the paper. It is important to note
that most of our results involving KA will not assume that the set A is finite, and thus can
be used even for infinitely-generated IFS.
4.1. Mo¨bius transformations and limit sets of semigroups. Let us consider the pro-
jective space RP1 as the extended real line R = R ∪ {∞}. As mentioned in the introduction,
SL(2,R) acts on R with Mo¨bius transformations. For a matrix
A =
(
a b
c d
)
,
in SL(2,R), we define the map fA : R→ R with
fA(x) =
ax+ b
cx+ d
.
Through this map, a set of matrices A ⊆ SL(2,R) induces an iterated function system FA =
{fA : A ∈ A} on R. Also, define ψ : (0, pi] → R with ψ(θ) = cos θ/ sin θ and note that ψ is a
smooth mapping for which the derivatives of ψ and ψ−1 are bounded on compact subsets of
(0, pi). Hence, ψ provides us with the following correspondence between the iterated functions
systems ΦA and FA
ψ ◦ φA = fA ◦ ψ. (4)
Observe that for any A ∈ SL(2,R) the map fA is a linear fractional transformation. Hence,
if H is the upper half-plane in C, the action of A on R can be extended to an action on
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H = H ∪ R. Thus, for any A ⊆ SL(2,R), the set FA can be thought of as a set of Mo¨bius
transformations mapping H conformally onto itself. Also note that the group of all such
Mo¨bius transformations is isomorphic to PSL(2,R). We refer the reader to [18, Section 2] for
an interesting approach on the connection between SL(2,R) and the conformal automorphisms
of H.
Let 〈FA〉 be the semigroup generated by FA. For a point z ∈ H, we define the orbit of z
under 〈FA〉 to be the set FA(z) := {fA(z) : A ∈ A
∗}. In accordance to the theory of discrete
groups, we define the limit set of FA as follows.
Definition 4.1. The forward limit set Λ+(FA) of FA is defined to be the set FA(z0) ∩ R,
where z0 ∈ H. Similarly, the backward limit set Λ
−(FA) of FA is defined to be the forward
limit set of {fA
−1 : A ∈ A}.
The definition of the forward and backward limit sets does not depend on the choice of the
point z0, and so we will often chose z0 to be the complex number i. Furthermore, observe
that Λ+(FA) is forward invariant under FA, while Λ
−(FA) is backward invariant.
Properties of the limit sets of Mo¨bius semigroups were studied in [9, 11,16]. Of particular
interest to our analysis is the following result by Fried, Marotta and Stankiewitz [9, The-
orem 2.4, Proposition 2.6 and Remark 2.20].
Theorem 4.2. Let A ⊆ SL(2,R) be such that A∗ contains hyperbolic matrices. Then Λ−(FA)
is the smallest closed set in R containing all repelling fixed points of hyperbolic transformations
in 〈FA〉. If, in addition, Λ
−(FA) is infinite then it is a perfect set.
An immediate consequence of Theorem 4.2 is the following characterisation of the forward
limit set.
Corollary 4.3. Let A ⊆ SL(2,R) be such that A∗ contains hyperbolic matrices. Then Λ+(FA)
is the smallest closed set in R containing all attracting fixed points of hyperbolic transforma-
tions in 〈FA〉. If, in addition, Λ
+(FA) is infinite then it is a perfect set.
4.2. Attractor versus limit set. Using (4), we are going show that the attractor of the IFS
ΦA and the forward limit set of FA are closely related, as stated in Theorem 4.5 to follow.
Let us first establish the following lemma.
Lemma 4.4. For any set A ⊆ SL(2,R) the following hold:
(1) If #KA = 1 then A
∗ does not contain any elliptic matrices; whereas
(2) if #KA > 1 then the semigroup A
∗ contains a hyperbolic matrix.
Proof. We start with the proof of (1). Since KA 6= ∅, the semigroup A
∗ has to contain a
matrix A0 that is either parabolic or hyperbolic. Assume that there exists an elliptic matrix
B ∈ A∗. If B is of finite order, then the matrices B−1A0B ∈ A
∗ and A0 are either both
parabolic or both hyperbolic and the projective maps φA0 and φB−1
1
A0B1
have distinct fixed
points in RP1. Thus #KA > 2 which is a contradiction. For the case where B is elliptic
of infinite order, we refer to [3, Theorem 3] which states that if B does not commute with
a matrix C ∈ SL(2,R), then the semigroup 〈fB , fC〉 is dense in PSL(2,R). Thus, since B
and A0 do not commute, the semigroup 〈B,A0〉 contains hyperbolic matrices that induce
projective maps with distinct fixed points, and we are led to the same contradiction.
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For the proof of (2) assume that A∗ does not contain any hyperbolic matrices. Since #KA > 1
by assumption, A∗ has to contain at least two parabolic matrices, say A1 and A2, such
that the projective maps φA1 and φA2 have distinct fixed points in RP
1. It is then easy to
check that there exist n,m ∈ N such that An1A
m
2 is a hyperbolic matrix, contradicting our
assumption. 
Theorem 4.5. Suppose A ⊆ SL(2,R) is such that KA is non-empty. Then ψ(KA) = Λ
+(FA).
Proof. Due to our assumption, A∗ has to contain at least one hyperbolic or parabolic matrix,
and so Λ+(FA) is also non-empty. Observe that if the map φA fixes the point x ∈ (0, pi], for
some A ∈ SL(2,R), then equation (4) implies that fA fixes ψ(x) ∈ R. Hence, if x ∈ KA
then ψ(x) is either the attracting fixed point of fA, if the transformation is hyperbolic, or the
unique fixed point of fA, if the transformation is parabolic. It follows that ψ(x) ∈ Λ
+(FA),
and so ψ(KA) ⊆ Λ
+(FA).
Note that if A∗ contains a hyperbolic matrix then the other inclusion follows immediately
from Corollary 4.3. So, if #KA > 1 then we have nothing to prove due to Lemma 4.4. If, on
the other hand, KA = {x0}, for some x0 ∈ RP
1 then all the hyperbolic and parabolic maps
in ΦA have x0 as their attracting or unique fixed point, in which case ψ(KA) = Λ
+(FA) =
{ψ(x0)}. 
One can show that KA is empty if and only if Λ
+(FA) is empty, and thus the equality
ψ(KA) = Λ
+(FA) in Theorem 4.5 holds for any set A ⊆ SL(2,R). We omit the proof of this
fact since we do not require this stronger version of the theorem.
Theorem 4.5 allows us to utilise the theory of Mo¨bius semigroups in order to show that
the attractor of a projective IFS ΦA shares many standard properties of attractors of iterated
function systems.
Theorem 4.6. Let A ⊆ SL(2,R) be such that KA is non-empty. The attractor KA of ΦA
satisfies the following properties:
(1) KA = ΦA(KA),
(2) If x ∈ KA is not fixed by every element of ΦA, then KA =
⋃
n∈NΦAn({x}),
(3) If KA is infinite, then it is a perfect set.
In particular, the first two parts of Theorem 4.6 imply that when A ⊆ SL(2,R) is finite and
uniformly hyperbolic, then the set KA coincides with the attractor of ΦA as this was defined
in [4] and [19] (see part (4) in Theorem 2.2). Hence, our definition of an attractor generalises
the definition used in [4], to a wider class of, potentially infinite, systems.
If C ⊆ RP1 has the property that C = ΦA(C) we say that it is invariant under ΦA, or that
it is an invariant set. It is interesting to note that one could easily find examples where ΦA
admits more than one non-empty, closed, proper, invariant set C. However, if A is irreducible
and KA is non-empty, then KA is the “smallest” non-empty, closed, invariant set. Here, by
smallest we mean that if C ⊆ RP1 is non-empty, closed and invariant, then KA ⊆ C. This
follows from the fact that since A is irreducible, any non-empty invariant set has to contain
all attracting fixed points of hyperbolic maps and all unique fixed points of parabolic maps in
〈ΦA〉. The statement obviously fails if A is reducible (take, for example, a set A that contains
only one hyperbolic matrix). This property is reminiscent of the definition of an attractor of
an IFS consisting of contractions of Rn as the unique, non-empty, compact, invariant set [15].
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Before we proceed with the proof of Theorem 4.6, we require the following lemma, where
a right-composition sequence in FA is defined as a sequence (fBn) ⊆ 〈FA〉, with Bn =
Ai1Ai2 · · ·Ain for some (Ain) ⊆ A.
Lemma 4.7. Let A ⊆ SL(2,R) be such that Λ+(FA) 6= ∅. Then Λ
+(FA) is the set of
accumulation points in R of the set
{fBn(i) : (Bn) is a right-composition sequence inFA}.
Proof. Let C be the set of accumulation points of
{fBn(i) : (Bn) is a right-composition sequence inFA},
in R. By definition, we have that C ⊆ Λ+(FA). We now show the other inclusion.
If Λ+(FA) is a singleton {x}, then x is either the attracting fixed point of a hyperbolic
transformation or the unique fixed point of a parabolic transformation, and the result follows
from the Denjoy–Wolff theorem and the fact that the iterates of a Mo¨bius transformation
form a right-composition sequence.
Suppose that #Λ+(FA) > 1. Then Theorem 4.5 and Lemma 4.4 imply that the semigroup
〈FA〉 has to contain hyperbolic transformations. So, due to Corollary 4.3, Λ
+(FA) is the
closure of attracting fixed points of hyperbolic transformations in 〈FA〉. Note that if x ∈ R
is the attracting fixed point of a hyperbolic transformation fA ∈ 〈FA〉, then fAn(i) ∈ C, for
all n and the sequence (fAn(i)) converges to x. Thus C contains all attracting fixed points of
hyperbolic transformations in 〈FA〉, and the result follows from the fact that C is closed as
the intersection of closed sets in Ĉ = C ∪ {∞}. 
Proof of Theorem 4.6. Part (3) follows immediately by combining Corollary 4.3 with The-
orem 4.5 and Lemma 4.4. Due to Theorem 4.5 and the fact that the function ψ in (4) is a
bijection, it suffices to prove the following two properties for Λ+(FA):
(1’) Λ+(FA) =
⋃
A∈A fA(Λ
+(FA)),
(2’) If x ∈ Λ+(FA) is not fixed by every element of FA, then Λ
+(FA) = FA(x).
We start with (1’). The inclusion
⋃
A∈A fA(Λ
+(FA)) ⊆ Λ
+(FA) follows from the forward
invariance of Λ+(FA). Suppose that y ∈ Λ
+(A). Then, there exists a sequence (Bn) ⊆ A
∗,
such that fBn(i) converges to y, as n → ∞. Due to Lemma 4.7, we can find A1 ∈ A
and (Cn) ⊆ 〈FA〉 such that (Bn) can be written as Bn = A1Cn, for all n ∈ N. Hence,
fBn(i) = fA1(fCn(i)), for all n ∈ N, and thus fCn(i) converges to f
−1
A1
(y), as n → ∞. So the
point f−1A1 (y) lies in Λ
+(FA), implying that y ∈ fA1(Λ
+(A)) as required.
For the second property, note that for any x ∈ Λ+(FA), we have that FA(x) is contained in
Λ+(FA), by forward invariance. Suppose that x is a point in Λ
+(FA) that is not fixed by every
element of FA and y ∈ Λ
+(FA). The proof is complete upon showing that y ∈ FA(x). Take an
open neighbourhood U of y in R. Consider the set A−1 := {A−11 , A
−1
2 , . . . , A
−1
N } and observe
that Λ+(FA) = Λ
−(FA−1). So, if S is the semigroup generated by FA−1 , [9, Proposition 2.16]
states that the image S(U) of U under S is either the whole of R, or R missing one point. In
the latter case, it is easy to check that the singleton R\S(U) is fixed by every transformation
in FA−1 . Since x is not fixed by every element of FA−1 , we have that, in either case, x ∈ S(U).
Hence, there exists fC ∈ S such that x ∈ fC(U), or equivalently f
−1
C (x) ∈ U . As f
−1
C ∈ 〈FA〉,
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and the neighbourhood U of y was chosen arbitrarily, we see that there exists a sequence
(fDn) ⊆ 〈FA〉 such that fDn(x) converges to y, as n→∞. 
4.3. The repeller. Motivated by Theorem 4.5 and Definition 4.1, we make the following
definition.
Definition 4.8. For A ⊆ SL(2,R), we define RA to be the smallest closed set containing
all repelling fixed points of hyperbolic maps in 〈ΦA〉 and all unique fixed points of parabolic
maps in 〈ΦA〉. The set RA, if non-empty, is called the repeller of ΦA.
Observe that the repeller of an IFS induced by a set A ⊆ SL(2,R) is the attractor of the
IFS induced by A−1 := {A−1 : A ∈ A}. So it is easy to check that many of our arguments in
the proof of Theorem 4.5 and the third part of Theorem 4.6 carry over to the repeller of ΦA
and yield the following lemma.
Lemma 4.9. Let A ⊆ SL(2,R). The repeller of ΦA satisfies the following properties.
(1) RA = ∅ ⇐⇒ KA = ∅,
(2) If RA 6= ∅, then RA := ψ
−1(Λ−(FA)).
(3) If RA is infinite, then it is a perfect set.
Notice that the attractor and the repeller of an IFS are not always disjoint. Evaluating
their intersection provides us with a necessary and sufficient condition for A to be uniformly
hyperbolic. This condition, although not explicitly stated, can be easily inferred from the
material in [1] (see [1, Subsection 2.4.2]).
Lemma 4.10. A finite set A ⊆ SL(2,R) is uniformly hyperbolic if and only if A is semi-
discrete and KA ∩RA = ∅.
Lemma 4.10 implies that if A is semidiscrete but not uniformly hyperbolic, then the inter-
section KA∩RA has to be non-empty. The simplest example of this situation is the existence
of a parabolic matrix A in A∗, since then the unique fixed point of φA lies both in KA and
RA (see Section 5 for further examples).
4.4. The Furstenberg measure. Let A be a finite subset of SL(2,R). For each i ∈ IN
and any n ∈ N, we write Ai|n = Ai1Ai2 · · ·Ain . Notice that for any i ∈ I
N, the sequence of
transformations (fAi|n) is a right-composition sequence in FA. [16, Theorem 1.3] states that
the sequence (fAi|n(i)) ⊆ H converges for every i ∈ I
N if and only if A is semidiscrete. In
addition, the limit of (fAi|n(i)) is a point in R. Hence the maps Π: I
N → R and Πψ : I
N →
RP1 given by Π(i) = limn→∞ fAi|n(i) and Πψ(i) = ψ
−1 ◦Π(i) are well-defined if and only if
the set A is semidiscrete. Note that for any i ∈ I and i ∈ IN, fAi ◦ Π(i) = Π(σi(i)) where
σi : I
N → IN is the map σi(i) = ii. Furthermore, Lemma 4.7 implies that
⋃
i∈IN Π(i) =
Λ+(FA), and so
⋃
i∈IN Πψ(i) = KA by Theorem 4.5.
Suppose A is semidiscrete and irreducible. In the following short lemma we will show that
this implies that A is strongly irreducible.
Lemma 4.11. Suppose A ⊆ SL(2,R) is finite and semidiscrete. Then A is irreducible if and
only if it is strongly irreducible.
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Proof. It is sufficient to show that if A is semidiscrete and irreducible, then it is strongly
irreducible. Suppose for a contradiction that A is irreducible but not strongly irreducible.
Let X ⊆ RP1 be a finite set which is preserved by the set of maps ΦA. By the irreducibility of
A there exists A ∈ A and x ∈ X such that x is not a fixed point of φA. Since A is semidiscrete,
A cannot be an elliptic matrix and therefore the set {φAn(x)}n∈N ⊆ RP
1 is infinite. Moreover,
φAnx ∈ X for all n ∈ N, by strong irreducibility. This is a contradiction since X is finite. 
Next we construct the Furstenberg measure using the map Πψ. Given i ∈ I
n let [i]
denote the cylinder set [i] := {j ∈ IN : j|n = i}. Cylinder sets are clopen and generate
the topology on IN. Let (pi)i∈I be some probability vector, where each pi > 0 and define a
measure µ on cylinder sets by µ([i1 . . . in]) = pi1 · · · pin . By Kolmogorov’s extension theorem
this defines a measure µ on IN. Let ν denote the pushforward measure ν = (Πψ)
∗(µ), where
ν(E) := µ(Π−1ψ E). The measure ν is a stationary measure, since for any measurable E ⊆ RP
1,∑
i∈I
piν(φ
−1
Ai
E) =
∑
i∈I
piµ((φAi ◦ ψ
−1 ◦ Π)−1E)
=
∑
i∈I
piµ((ψ
−1 ◦ fAi ◦ Π)
−1E)
=
∑
i∈I
piµ((ψ
−1 ◦Π ◦ σi)
−1E)
=
∑
i∈I
piµ(σ
−1
i ◦ Π
−1
ψ E)
=
∑
i∈I
µ(Π−1ψ E ∩ [i]) = µ(Π
−1
ψ E) = ν(E).
If A is semidiscrete, it generates an unbounded semigroup. If, in addition, A is irre-
ducible, it must necessarily be strongly irreducible by Lemma 4.11 and therefore there is
a unique Furstenberg measure. Hence if A is semidiscrete and irreducible, ν must be the
unique Furstenberg measure (see [10] and [13, Theorem 3.1]). Clearly ν is supported on⋃
i∈IN Πψ(i) = KA, and therefore Corollary 1.8 follows immediately from Theorem 1.4.
5. Hausdorff dimension of reducible systems
Our goal in this section is to establish the dimension formula from Theorem 1.4 when A is
reducible, as stated in the following proposition.
Proposition 5.1. Let A be a finite, Diophantine, semidiscrete and reducible subset of SL(2,R).
If KA is not a singleton, then
dimHKA = min{1, δA}.
Suppose that A is as in the statement of Proposition 5.1 and let x ∈ RP1 be the common
fixed point of the maps in ΦA. If x is a repelling fixed point of each map in ΦA then A is
uniformly hyperbolic and Proposition 5.1 is simply a special case of Theorem 1.6. On the
other hand x cannot be an attracting or parabolic fixed point for each map in ΦA, since that
would imply that KA is a singleton. Therefore, A must contain one of the following cases:
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(1) either there exists a hyperbolic matrix A and a parabolic matrix B in A, such that
φB fixes the repelling fixed point of φA;
(2) or there exist two hyperbolic matrices A and B in A, such that the attracting fixed
point of φA is the repelling fixed point of φB .
Thus the desired result of this section follows by combining our analysis of cases (1) and
(2), which will be carried out in Lemmas 5.2 and 5.3, respectively. We note that the IFS
studied in these lemmas are, in essence, elementary examples of projective IFS that do not
exhibit any form of uniform contraction.
Lemma 5.2. Let A be a finite subset of SL(2,R). Assume that there exists a hyperbolic
matrix A ∈ A∗ and a parabolic matrix B ∈ A∗, such that the repelling fixed point of φA is the
unique fixed point of φB. Then
dimH(KA) = min{1, δA} = 1.
Proof. We are first going to show that the attractor of {φA, φB} contains an interval, and so
dimH(KA) = 1 because {φA, φB} ⊆ ΦA.
Let x0 be the common fixed point of φA and φB. By conjugating A with an SL(2,R) matrix
we can assume that A and B have the form
A =
(
λ 0
0 1
λ
)
and B =
(
1 1
0 1
)
,
for some λ ∈ (0, 1). Then, for all n,m ∈ N,
AnBm =
(
λn λnm
0 1
λn
)
, (5)
or, considering the action of A in the upper half-plane, fAnBm(z) = λ
2nz + λ2nm. Note
that fAnBm is a hyperbolic transformation whose attracting and repelling fixed points are
λ2nm/(1 − λ2n) and infinity, respectively. Hence, for every x ∈ [0,∞) and all ε > 0, there
exist positive integers n,m, such that
|fAnBm(i)− x| < ε.
Thus [0,∞) ⊆ Λ+({fA, fB}), and Theorem 4.5 yields the desired conclusion.
In order to complete the proof, we now show that min{1, δA} = 1. For any n ∈ N define the
integer m(n) := ⌈ 1
λ2n
⌉, and observe that for all m < m(n), we have mλn 6 1
λn
. Hence, (5)
implies that ‖AnBm‖ = λ−n, for all m < m(n), where ‖·‖ was chosen to be the maximum
norm in SL(2,R). Now, for each n ∈ N, define
Dn = {A
n, AnB,AnB2, . . . , AnBm(n)−1}.
The sets Dn are pairwise disjoint and each Dn consists of m(n) matrices from A
∗ whose norm
is equal to λ−n. Hence, for any s > 0 we have that
∞∑
n=1
∑
C∈Dn
‖C‖−2s 6 ζA(s). (6)
But
∞∑
n=1
∑
C∈Dn
‖C‖−2s =
∞∑
n=1
m(n)λ2ns >
∞∑
n=1
λ(s−1)2n,
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and the sum on the right-hand side of this last inequality diverges for all s < 1. Hence,
inequality (6) implies that δA > 1 and so min{1, δA} = 1. 
Lemma 5.3. Let A be a finite and semidiscrete subset of SL(2,R). Assume that there exist
hyperbolic matrices A,B ∈ A∗, such that the attracting fixed point of φA is the repelling fixed
point of φB. Then
dimH(KA) = min{1, δA} = 1.
Proof. By assumption we have that a(A) = r(B), where the a(A) is the attracting fixed
point of φA and r(B) is the repelling fixed point of φB . If r(A) = a(B), where r(A) is the
repelling fixed point of φA and a(B) is the attracting fixed point of φB , then A and B can be
simultaneously conjugated to diagonal matrices
A =
(
λ 0
0 1
λ
)
and B =
(
κ 0
0 1
κ
)
,
where λ < 1 < κ, and it is easy to check that Id ∈ A∗, which is a contradiction. Hence, we
have that r(A) 6= a(B) and we can use [16, Lemma 10.4] in order to deduce that Λ+({fA, fB})
is an interval and {A,B}∗ is not discrete (recall the definition of discreteness from Section 3).
Theorem 4.5 tells us that KA contains an interval and so dimH(KA) = 1. Finally, in the
second part of Section 3 we showed that if A∗ is not discrete then δA =∞, which concludes
our proof. 
6. Hausdorff dimension of irreducible systems
Throughout this section we assume that A is a finite, irreducible and semidiscrete subset of
SL(2,R). Note that the irreducibility of A implies that KA is not a singleton. We will begin
by constructing a uniformly hyperbolic subset of A∗ whose attractor, in some sense, captures
the dimension of KA. To this end we extend the Definition 1.5 of uniform hyperbolicity to
countable sets of matrices in the obvious way:
We say that a countable set of matrices B is uniformly hyperbolic if there exist real numbers
λ > 1 and c > 0, such that for every n ∈ N,
‖A‖ > cλn, for all A ∈ Bn.
6.1. Uniformly hyperbolic subsystems. Let A be a finite, irreducible and semidiscrete
subset of SL(2,R). In this subsection we construct a (countable) uniformly hyperbolic subset
of A∗. This construction will play an integral role in our proofs, since it will allow us to ap-
proximate the dimension of KA by the dimension of attractors of (finite) uniformly hyperbolic
subsystems, whose dimensions we can compute by Theorem 1.6.
We begin by recording the following useful lemma, which is an immediate corollary of
[16, Theorem 13.1].
Lemma 6.1. Let A be an irreducible and semidiscrete subset of SL(2,R). For every pair of
open subsets U and V of RP1 such that U meets KA and V meets RA, there is a hyperbolic
matrix A ∈ A∗, such that the map φA has attracting fixed point in U and repelling fixed point
in V .
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Proof. Note that if A is semidiscrete and irreducible, it is necessarily strongly irreducible by
Lemma 4.11. So, because A∗ does not contain any elliptic matrices, the semigroup of Mo¨bius
tranformations 〈FA〉 does not have a finite orbit in H. [16, Theorem 13.1] states that if 〈FA〉
does not have a finite orbit in H, then for every pair of open subsets U and V of R such that
U meets Λ+(FA) and V meets Λ
−(FA), there is a hyperbolic matrix A ∈ A
∗, such that the
transformation fA has attracting fixed point in U and repelling fixed point in V . The result
follows immediately from Theorem 4.5 
The key obstruction to extending Theorem 1.6 to the semidiscrete setting is the fact that
KA∩RA 6= ∅, unlike the uniformly hyperbolic setting where this intersection is always empty
(see Lemma 4.10). This makes the projective IFS ΦA more difficult to study, due to the non-
uniformity of the contraction of the maps in 〈ΦA〉 near the points of intersection. However,
in the next proposition we show that under our standing assumption that A is irreducible
and semidiscrete, we can find an open subset of RP1 which only intersects the attractor, and
another open subset of RP1 which only intersects the repeller. Then, employing Lemma 6.1,
we construct a uniformly hyperbolic subset of A∗ which will play a key role in the proof of
Theorem 1.4 in the irreducible case.
Proposition 6.2. Suppose that A is a finite, irreducible and semidscrete subset of SL(2,R).
Then there exists A0 ∈ A
∗ and open intervals U,U ′, V ( RP1, with U ′ ( U and U ∩ V = ∅,
such that for all B ∈ A∗:
(1) φB
(
U
)
( RP1 \ V , and
(2) φA0
(
RP1 \ V
)
( U ′.
In particular, the countable set
Γ := {A0B : B ∈ A
∗},
is uniformly hyperbolic.
Proof. Since A is irreducible and semidiscrete, it is necessarily strongly irreducible by Lemma
4.11, therefore the attractor and the repeller of ΦA are perfect sets and thus uncountable
(see the third parts of Theorem 4.6 and Lemma 4.9). We first prove that there exist open
intervals U, V ( RP1, such that U ∩KA 6= ∅ while U ∩ RA = ∅, and similarly, V ∩ RA 6= ∅
while V ∩ KA = ∅. The proof will be carried out for V ; the case for U is similar. Note
that due to Theorem 4.5 and the definition of RA, it suffices to prove that there exists an
open interval V ( R, such that V ∩ Λ−(FA) 6= ∅ while V ∩ Λ
+(FA) = ∅. Suppose that
there exists no such V . Then, if x ∈ Λ−(FA), any open neighbourhood D of x in R has to
intersect Λ+(FA). Hence, for every x ∈ Λ
−(FA) there exists a sequence (yn) ⊆ Λ
+(FA) that
converges to x. Because Λ+(FA) is closed, we obtain that Λ
−(FA) ⊆ Λ
+(FA). We now refer
to [16, Theorem 15.2], which states that if Id /∈ ∂A∗ and Λ−(FA) is not a singleton, then
Λ−(FA) ⊆ Λ
+(FA) implies that A
∗ is a group. This yields a contradiction in our case, since
Id /∈ A∗. Thus we obtain the desired open sets V and U .
In addition, as the attractor and the repeller are perfect sets, we can choose U = (x1, x2),
where x1, x2 lie in KA and not in RA, and V = (y1, y2), where y1, y2 lie in RA and not in
KA. That is, U and V can be chosen such that U ∩KA 6= ∅ while U ∩RA = ∅, and similarly,
V ∩RA 6= ∅ while V ∩KA = ∅. Lemma 6.1 now implies that we can find a hyperbolic matrix
A0 ∈ A
∗, such that the attracting fixed point of φA0 lies in U and its repelling fixed point
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lies in V . By considering iterates of A0 we can also assume that φA0(RP
1 \ V ) ( U . Also,
let n0 ∈ N be such that A0 ∈ A
n0 . Take B ∈ A∗ and suppose that φB(U) ∩ V 6= ∅. Since
each of the intersections U ∩KA and V ∩RA contains at least three points (two points on the
boundary and at least one in the interior), there exist points x, y such that φB(x) = y, where
either x ∈ U and y ∈ RA, or x ∈ KA and y ∈ V . Both possibilities yield a contradiction due
to our choice of U and V and the fact that KA is forward invariant, while RA is backward
invariant. We conclude that φB(U) ( RP
1 \ V for all B ∈ A∗. Let U ′ be any open interval
which contains φA0(RP
1 \ V ) such that U ′ ( U . Then, for every B ∈ A∗, φA0B(U) ( U
′.
It remains to prove that Γ is uniformly hyperbolic, which we show by following the arguments
from [1, Section 2.2]. Let dU and dU ′ denote the Hilbert metrics in U and U
′ respectively.
Since U ′ is compactly contained in U , there exists λ > 1, depending only on U and U ′, such
that for all x, y ∈ U ′, we have that dU (x, y) 6 λ
−1dU ′(x, y). This implies that for everyM ∈ Γ
and all x, y ∈ U
dU (φM (x), φM (y)) 6 λ
−1dU ′(φM (x), φM (y)) 6 dU (x, y),
where in the last inequality we used the fact that the map φM : (U, du) → (U
′, du′) is a
contraction. Thus, if Bn =M1M2 . . .Mn ∈ Γ
n, for n = 1, 2, . . . , N , then for all x, y ∈ U
dU (φBN (x), φBN (y)) 6 λ
−1dU (φBN−1(x), φBN−1(y))
6 λ−1dU ′(φBN−1(x), φBN−1(y)) 6 . . . 6 λ
−NdU (x, y). (7)
The metric dU restricted to U
′ is comparable to the Euclidean metric de of RP
1. So, inequality
(7) implies that
de(φBN (x), φBN (y)) 6 Cλ
−Nde(x, y),
for some constant C > 0. Hence, ‖BN‖ > C
− 1
2λ
N
2 , as required. 
Given a finite or countable subset A ⊆ SL(2,R) we can define the pressure function PA :
[0,∞)→ R as
PA(s) = lim
n→∞
( ∑
A∈An
‖A‖−2s
) 1
n
. (8)
Due to the submultiplicativity of the norm, the limit in (8) exists (although it may equal
infinity) and equals the supremum of the expressions on the right hand side of (8). It is
easy to see that PA(s) is a decreasing function of s, and that it is convex and continuous
on (s∗,∞), where s∗ := inf{s > 0 : PA(s) < ∞}. We define the minimal root sA of PA as
sA =∞ if PA(s) > 1 for all s > 0 and
sA = inf{s > 0 : PA(s) 6 1}
otherwise. Throughout, we shall refer to the minimal root of the pressure function as simply
the root.
Pressure functions and their roots are more useful than zeta functions and their critical
exponents for obtaining lower bounds on the Hausdorff dimension; see for instance the proof
of the lower bound in [19]. Switching between sA and δA poses no problem in the uniformly
hyperbolic setting, since in this case PA must be strictly decreasing, so by the root test one
can fairly easily show that in fact sA = δA. De Leo [7, Theorem 2] extended this by showing
that sA = δA when A belongs to a special class of systems containing parabolic matrices. His
conditions however are somewhat restrictive since they require, for example, A to generate a
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discrete and free semigroup 1. We extend this to any semidiscrete and irreducible subset of
SL(2,R).
Theorem 6.3. Let A be a finite, semidiscrete and irreducible subset of SL(2,R). Then
sA = δA.
Proof. Observe that for any finite or countable set B ⊆ SL(2,R), we have that sB 6 δB. By
Proposition 6.2 there exists A0 ∈ A
k, for some k ∈ N, such that {A0B : B ∈ A
∗} is uniformly
hyperbolic. Since δA = δAk and sA = sAk for all k, without loss of generality we can assume
that k = 1.
Define
A∞ := {A0B : B ∈ (A \ {A0})
∗} ∪ {A0},
and
AN := A∞ ∩
(
N⋃
m=1
Am
)
.
We first claim that limN→∞ PAN (s) = PA∞(s). Note that the limit exists because PAN (s) 6
PAN+1(s) 6 PA∞(s), for all N ∈ N. In particular, limN→∞ PAN (s) 6 PA∞(s), so we only
need to show that PA∞(s) 6 limN→∞ PAN (s). To that end it suffices to prove that for any
q > 0 with q < PA∞(s), we have that q < limN→∞ PAN (s).
Since PA∞(s) = supn∈N
(∑
A∈An∞
‖A‖−2s
) 1
n
, there exists n0 sufficiently large that ∑
A∈A
n0
∞
‖A‖−2s
 1n0 > q.
Also, as
lim
N→∞
 ∑
A∈A
n0
N
‖A‖−2s
 1n0 =
 ∑
A∈A
n0
∞
‖A‖−2s
 1n0 ,
we can choose N0 sufficiently large that ∑
A∈A
n0
N0
‖A‖−2s

1
n0
> q.
Therefore
q <
 ∑
A∈A
n0
N0
‖A‖−2s

1
n0
6 sup
n∈N
 ∑
A∈An
N0
‖A‖−2s
 1n = PAN0 (s) 6 limN→∞PAN (s).
1One can show that the main condition throughout [7], that of a system being “fast parabolic”, corresponds
to a finite set of hyperbolic and parabolic matrices A ⊆ SL(2,R) with an invariant multicone such that the
intersection KA ∩ RA only contains fixed points of parabolic maps from A, and such that there do not exist
distinct points x, y ∈ KA ∩RA and A ∈ A
∗ for which φA(x) = y.
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Hence, PA∞(s) = limN→∞ PAN (s) = supN PAN (s), concluding the proof of our claim.
We will show that
(i) δA = δA∞ , (ii) δA∞ = sA∞ , (iii) sA∞ = sup
N
sAN , (iv) sup
N
sAN = sA.
Proof of (i). Since A∗∞ ⊆ A
∗, we have δA∞ 6 δA. Also,
ζA(s) =
∞∑
n=1
∑
i∈In
i1=0
‖Ai‖
−2s +
∞∑
n=1
∑
i∈In
i1 6=0
‖Ai‖
−2s
6 ζA∞(s) + ‖A0‖
2s
∞∑
n=1
∑
i∈In
i1 6=0
‖A0Ai‖
−2s
= (1 + ‖A0‖
2s)ζA∞(s).
Hence we also have δA 6 δA∞ .
Proof of (ii). Since sA∞ 6 δA∞ , we can assume that sA∞ < ∞ because otherwise there
is nothing to prove. From the root test we can see that PA∞(s) > 1, for s 6 δA∞ , and
PA∞(s) 6 1, for s > δA∞ . So δA∞ is a root of PA∞ . Recall the uniformly hyperbolic set
Γ = {A0B : B ∈ A
∗},
from Proposition 6.2. Note that since A∞ ⊆ Γ, the countable set A∞ is uniformly hyperbolic.
Let λ > 1 such that for any A ∈ An∞, ‖A‖ > λ
n, for all n large enough. We will show that this
uniform hyperbolicity implies that PA∞ has a unique root. To see this, let s = sA∞+ε > sA∞ .
Then ∑
A∈An∞
‖A‖−2(sA∞+ε) 6
1
λ2nε
∑
A∈An∞
‖A‖−2sA∞ .
In particular, PA∞(s) 6
1
λ2ε
PA∞(sA∞) =
1
λ2ε
< 1. Therefore δA∞ is the unique root of PA∞ ,
that is, sA∞ = δA∞ as required.
Proof of (iii). Since AN ⊆ A∞, clearly supN sAN 6 sA∞ . Now, let s < sA∞ so that
PA∞(s) = supn
(∑
A∈An∞
‖A‖−2s
) 1
n
> 1. We can choose n ∈ N sufficiently large so that(∑
A∈An∞
‖A‖−2s
) 1
n
> 1. Moreover, since limN→∞
(∑
A∈An
N
‖A‖−2s
) 1
n
=
(∑
A∈An∞
‖A‖−2s
) 1
n
,
we can choose N ∈ N sufficiently large that
(∑
A∈An
N
‖A‖−2s
) 1
n
> 1, so in particular
PAN (s) > 1. Therefore s < supN sAN , that is, sA∞ 6 supN sAN .
Proof of (iv). Note that since sA 6 δA = supN sAN by the conditions (i-iii) above, it is
sufficient to prove that supN sAN 6 sA. For a contradiction we assume that sA < sAN for
some N ∈ N. Then we can choose C > 1 and n0 ∈ N such that ∑
A∈An
N
‖A‖−2sA
 1n > C, (9)
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for all n > n0. Let ε > 0 and n1 > n0 such that C
1
N (1 − ε)‖A1‖
−
2sA
n1 > 1. Note that there
exists M ∈ N such that for all m >M ,( ∑
A∈Am
‖A‖−2sA
) 1
m
> 1− ε. (10)
Given A ∈ AkN , write |A| = l if A ∈ A
l. Now, observe that for any k ∈ N,∑
A∈ANk
‖A‖−2sA >
∑
A∈Ak
N
|A|=Nk
‖A‖−2sA +
∑
A∈Ak
N
|A|=Nk−1
‖AA0‖
−2sA +
+
∑
A∈Ak
N
k6|A|6Nk−2
∑
i∈INk−1−|A|
‖AA0Ai‖
−2sA . (11)
Put c = min16m6M−1
∑
i∈Im‖Ai‖
−2sA , and observe that by (10) we have that for any l 6
Nk − 2, ∑
i∈INk−1−l
‖Ai‖
−2sA > min{c, (1 − ε)Nk−1−l} > min{c, (1 − ε)Nk} = (1− ε)Nk,
whenever k > k0 for some sufficiently large k0. Finally, fix k > min{n1, k0}. Then, from (11)
we obtain,
∑
A∈ANk
‖A‖−2sA >
∑
A∈AkN
|A|=Nk
‖A‖−2sA + ‖A0‖
−2sA
 ∑
A∈AkN
|A|=Nk−1
‖A‖−2sA
+
+ ‖A0‖
−2sA
 ∑
A∈AkN
k6|A|6Nk−2
‖A‖−2sA
 ∑
i∈INk−1−|A|
‖Ai‖
−2sA


> ‖A0‖
−2sA(1− ε)Nk
∑
A∈Ak
N
‖A‖−2sA .
Thus by (9),  ∑
A∈ANk
‖A‖−2sA
 1Nk > ‖A0‖− 2sANk (1− ε)
 ∑
A∈Ak
N
‖A‖−2sA
 1Nk
> C
1
N (1− ε)‖A0‖
−
2sA
Nk > 1.
In particular, PAN (sA) > 1, which is a contradiction because sA = sAN . Thus the proof of
(iv) is complete. 
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6.2. A lower bound for the dimension. In this subsection, using Proposition 6.2 and
Theorem 6.3 we establish a lower bound for the dimension formula in Theorem 1.4, for
irreducible A.
Proposition 6.4. Let A be a finite, irreducible, Diophantine and semidiscrete subset of
SL(2,R). Then
min{1, δA} 6 dimH(KA).
Proof. Let A0 and Γ be given by Proposition 6.2. For each n ∈ N define the following subset
of Γ,
Γn = {A0B : B ∈ A
n}.
For each n ∈ N, KΓn is not a singleton. This is because the attracting fixed points of
matrices in Γn cannot all coincide by irreducibility of A and the images of these fixed points
under the map φA all belong to KΓn . Note that the attractor of each Γn is contained in
KA and so dimH(∪nKΓn) 6 dimH(KA). In order to conclude the proof, it suffices to show
that min{1, δA} = dimH(∪nKΓn). Observe that all matrices in Γn have the same length as
words in A. As A is Diophantine, it is easy to check that Γn is also Diophantine, for all n.
Furthermore, each Γn is uniformly hyperbolic as a subset of the uniformly hyperbolic set Γ.
Thus Theorem 1.6 is applicable and yields that dimH(KΓn) = min{1, δΓn}. The countable
stability of the Hausdorff dimension now implies that
dimH(∪nKΓn) = sup
n
dimH(KΓn) = min{1, sup
n
δΓn}.
Thus, our goal is to show that supn δΓn = δA. Since Γ
∗
n ⊆ A
∗, we have that δΓn 6 δA and
therefore supn δΓn 6 δA. For the other inequality, recall that by Theorem 6.3 it is sufficient
to show that supn sΓn > sA. Observe that the submultiplicativity of the norm implies that
for all k ∈ N, and all s > 0
‖A0‖
−2s
∑
B∈Ak
‖B‖−2s 6
∑
B∈Ak
‖A0B‖
−2s =
∑
C∈Γk
‖C‖−2s. (12)
By definition of the pressure function, for any s > supn sΓn and k ∈ N,∑
C∈Γk
‖C‖−2s 6 PΓk(s) 6 1.
Therefore by (12) we have
PA(s) = lim
k→∞
‖A0‖−2s ∑
B∈Ak
‖B‖−2s
 1k 6 1.
So sA 6 s, implying that sA 6 supn sΓn , as required. 
6.3. An upper bound for the dimension. In this section we obtain the upper bound in
Theorem 1.4 for irreducible A, thus settling Theorem 1.4 in this case.
To obtain an upper bound on the Hausdorff dimension we need to estimate the Hausdorff
measure of a natural cover, for which we require some control over the derivative of maps in
〈ΦA〉. In principle, the derivative of each map φA is bounded between ‖A‖
−2 and ‖A‖2, and
the derivative attains both bounds at some point in RP1 – see [13, §2.4]. However, outside of
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a small part of RP1 the map φA exhibits strong contraction properties which is the content
of the next lemma, taken from [13, Lemma 2.4].
Given a matrix A ∈ SL(2,R), the matrix ATA has two eigenvalues given by ‖A‖2 and
‖A‖−2. We let u−A be the eigenvector corresponding to the eigenvalue ‖A‖
−2.
Lemma 6.5. For any ε > 0, there exists Cε > 1 such that for any A ∈ SL2(R)
‖A‖−2 6 |φ′A(x)| 6 Cε‖A‖
−2 for all x ∈ RP1 \ (u−A − ε, u
−
A + ε).
Lemma 6.5 yields the following useful corollary (taken from [19, Lemma 3.2]), where |F |
denotes the Lebesgue measure of a set F ⊆ RP1.
Lemma 6.6. Let U ( [0, pi) be an open set with |U | < pi. Then, for every ε > 0 there exists
Cε > 1 such that for any A ∈ SL(2,R) with (u
−
A − ε, u
−
A + ε) ⊆ U , we have
pi −Cε‖A‖
−2 < |φA(U)| < pi.
For the rest of this section we assume that A is a finite, irreducible and semidiscrete subset
of SL(2,R). Proposition 6.2 is now applicable and yields a matrix A0 ∈ A
∗ such that the set
Γ = {A0B : B ∈ A
∗} is uniformly hyperbolic. In particular, there exist open sets U,U ′, with
U ′ ( U and U ∩RA = ∅, such that A(U) ( U
′.
Our next lemma yields an estimate on the derivative of the maps in ΦΓ analogous to the
one in part (i) of [19, Lemma 3.3].
Lemma 6.7. There exists C > 0 and N ∈ N such that for all n > N , A ∈ Γn and x ∈ U ,
‖A‖−2 6 |φ′A(x)| 6 C‖A‖
−2.
Proof. Since U ∩ RA = ∅, we can fix ε > 0 small enough such that if U1 ( U2 are such that
U1 is an open ε-neighbourhood of U , and U2 is an open ε-neighbourhood of U1, then⋃
A∈Γ∗
φA
(
Ui
)
( Ui, for i = 1, 2. (13)
For the fixed ε used in the definition of U1 and U2, Lemma 6.6 implies that there exists Cε > 1
and N be large enough, such that
pi −
Cε
‖B‖2
> |U2|, for all B ∈ Γ
N , (14)
where |U2| denotes the Lebesgue measure of U2 in RP
1. Suppose that for some n > N , there
exists B ∈ Γn such that u−B ∈ U1, that is, (u
−
B − ε, u
−
B + ε) ⊆ U2. By Lemma 6.6,
|φB(U2)| > pi −
Cε
‖B‖2
> |U2|,
which is a contradiction by the invariance of U2. Hence for all B ∈
⋃
n>N Γ
n, the points u−B
do not lie in U1, and therefore (u
−
B − ε, u
−
B + ε) does not intersect U . The desired inequality
now follows by applying Lemma 6.5 for the point x ∈ U and letting C = Cε. 
Using Lemma 6.7 we can obtain the desired upper bound.
Proposition 6.8. Suppose A is a finite, irreducible and semidiscrete subset of SL(2,R). Then
dimKA 6 min{1, δA}.
THE HAUSDORFF DIMENSION OF SELF-PROJECTIVE SETS 23
Proof. Let δΓ be the critical exponent of the zeta function for Γ and note that, as Γ
∗ ⊆ A∗,
we have that δΓ 6 δA. Take ε > 0, and let N be given by Lemma 6.7. Since KΓ ⊆ U
′, where
KΓ denotes the attractor of Γ, and since Γ is uniformly hyperbolic, we can take n sufficiently
large so that {φB(U)}B∈Γn is a ε-cover of KΓ. Then, for all s > δΓ, we have that∑
B∈Γn
|φBU |
s
6 Cs
∑
B∈Γn
‖B‖−2s,
by Lemma 6.7. In particular the s-dimensional Hausdorff measure of KΓ, denoted by H
s(KΓ)
satisfies
Hs(KΓ) 6 lim
n→∞
Cs
∑
B∈Γn
‖B‖−2s 6 CsζA(s) <∞.
So dimH(KΓ) 6 s, but since s > δΓ was chosen arbitrarily, dimHKΓ 6 δΓ 6 δA.
In order to conclude the proof of the upper bound, it suffices to show that dimH(KΓ) =
dimH(KA). Because KΓ ⊆ KA, we have that dimH(KΓ) 6 dimH(KA). For the other side of
this inequality, observe that dimH(φA0(KA)) = dimH(KA). Our proof will thus be complete
upon showing that φA0(KA) ⊆ KΓ. Note that since the map ψ is a bijection, by Theorem 4.5
this is equivalent to showing that fA0(Λ
+(FA)) ⊆ Λ
+(FΓ).
Let x ∈ Λ+(FA). By definition, there exists a sequence (An) ⊆ A
∗, such that (fAn(i))
converges to x. Hence, fA0fAn(i) = fA0An(i) converges to fA0(x), as n→∞. But, A0An lies
in Γ, for all n, and so fA0(x) ∈ Λ
+(FΓ), as required. 
7. Continuity of the dimension
In this section we will prove Theorem 1.9. The proof will follow in two steps. First we will
prove a continuity result for the critical exponent, Theorem 7.2 which will settle the cases
where the limit point A in the statement of Theorem 1.9 is either (a) a finite, semidiscrete,
irreducible setA or (b) a finite, uniformly hyperbolic, reducible set A. Then we will separately
consider the continuity of the dimension in the case that the limit point A is reducible and
semidiscrete but not uniformly hyperbolic.
Let us first consider the action of SL(2,R) on R2. A cone C in R2 is defined to be a set
C = {xv1 + yv2 : x, y > 0},
for some linearly independent vectors v1, v2 in R
2. A multicone in R2 is a finite collection of
cones in R2, with disjoint closures. Each multicone M ( RP1 corresponds to a multicone M˜
in R2 and vice versa. Hence, if A ∈ SL(2,R) and M is a multicone in RP1 that gets mapped
inside itself by φA, then there exists a multicone M˜ in R
2 that gets mapped inside itself by
A.
We now present a standard result which shows that the norm, when defined on a set of
matrices which maps a multicone compactly inside itself, inherits a certain multiplicativity
property.
Lemma 7.1. Let K ′,K ( RP1 be two multicones with K ′ ( K. There exists c > 0 that
depends only on K,K ′ such that for any A,B ∈ SL(2,R) with φA(K) ⊆ K
′ and φB(K) ⊆ K
′
we have
‖AB‖ > c‖A‖‖B‖.
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Proof. If K˜ and K˜ ′ are multicones in R2 that correspond to K and K ′, respectively, then the
closure of K˜ ′ is contained in K˜ and AK˜ ⊆ K˜ ′. We begin by claiming that there exists c > 0
such that
‖Aw‖ > c‖A‖‖w‖,
for all w ∈ K˜ ′. That is,
c‖A‖ 6
‖Aw‖
‖w‖
6 ‖A‖.
Suppose such a constant c > 0 does not exist. Then we can construct An of norm 1 with
AnK˜ ⊆ K˜
′, and wn ∈ K˜
′ of norm 1 such that ‖Anwn‖ < 1/n. Thus looking along a
subsequence we can find A of norm 1 such that AK˜ ⊆ K˜ ′ and w ∈ K˜ ′ such that Aw = 0.
Next choose u ∈ K˜ such that Au 6= 0 and w−u ∈ K˜, which is possible because w ∈ K˜ ′ ( K˜.
In particular A(w − u) ∈ K˜ ′ since AK˜ ⊆ K˜ ′ but also A(w − u) = −Au ∈ −K˜ ′, which is a
contradiction since K˜ is a multicone.
Now, to prove the lemma suppose that A,B map K˜ into K˜ ′ and let w ∈ K˜ ′ with norm 1.
Then
‖AB‖ >
‖ABw‖
‖w‖
> c‖A‖‖Bw‖ > c2‖A‖‖B‖‖w‖ = c2‖A‖‖B‖. 
Lemma 7.1 will enable us to prove the aforementioned continuity theorem for the critical
exponent, which is our first step towards proving Theorem 1.9. Recall that for a set B ⊆
SL(2,R), we denote by δB the critical exponent of the zeta function of B, and by sB the root
of the pressure function of B.
Theorem 7.2. Let (An) be a sequence of finite, semidiscrete subsets of SL(2,R) that con-
verges in the Hausdorff metric to a finite set A ⊆ SL(2,R). Suppose that A is either:
(1) semidiscrete and irreducible; or
(2) uniformly hyperbolic and reducible.
Then,
δAn
n→∞
−−−→ δA and sAn
n→∞
−−−→ sA.
Proof. Note that due to Theorem 6.3 and [7, Theorem 2], sAn = δAn and sA = δA. So it
suffices to prove the result for sAn and sA. We begin by assuming that A is finite, semidiscrete
and irreducible. Thus Proposition 6.2 is applicable and yields a matrix A0 ∈ A
n0 , for some
n0 ∈ N, and open intervals U,U
′ ( RP1 with U ′ ( U and U ∩RA = ∅, such that φA0(U) ( U
′.
Without loss of generality we can assume that n0 = 1 and so A0 ∈ A. In particular, if we
write A = {A1, A2, . . . , AM}, we assume that A0 = A1.
Recall the set
A∞ = {A1A : A ∈ (A \ {A1})
∗} ∪ {A1},
which was used in the proof of Theorem 6.3. A∞ is uniformly hyperbolic and satisfies sA∞ =
sA. By choosing n large enough we may assume that A and An have the same cardinality,
for all n. So if we write An = {A1,n, A2,n, . . . AM,n}, then Ai,n converges to Ai, as n → ∞,
for i = 1, 2, . . . ,M . Thus, we can also define
A∞,n = {A1,nA : A ∈ (An \ {A1,n})
∗} ∪ {A1,n}.
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We first claim that A∞,n is uniformly hyperbolic, for all n large enough. Let Rn be the
repeller of An. If there exists a subsequence (Ank) of (An) such that U ∩ Rn 6= ∅ for all n,
then since the repeller is the closure of the repelling fixed points of hyperbolic transformations
in ΦAn and unique fixed points of parabolic transformations in ΦAn , the convergence of An
to A implies that U ∩RA 6= ∅, which is a contradiction.
Thus, U∩Rn = ∅ for all n large enough. So, for a fixed ε > 0 small enough, there exists N ∈ N,
such that φA(U) ( U
′
ε, for all A ∈ A
∗
n and all n > N , where U
′
ε is an open ε-neighbourhood
of U ′ in RP1, compactly contained in U . Applying Theorem 2.2 concludes the proof of our
claim.
Working similarly as we did in the proof of Theorem 6.3, we can show that sA∞,n = sAn .
Hence it suffices to prove that sA∞,n
n→∞
−−−→ sA∞ .
We prove that for all s > 0,
lim
n→∞
PA∞,n(s) = PA∞(s). (15)
Let us first define the sets
Ak,n := A∞,n
⋂( k⋃
i=1
Ain
)
,
for all n ∈ N. That is, Ak,n is the set of all words in A∞,n that have length at most k in An.
Similarly, for any k ∈ N we define
Bk = A∞
⋂( k⋃
i=1
Ai
)
,
which is the the set of all words in A∞ that have length at most k in A. In particular
Ak,n
n→∞
−−−→ Bk in the Hausdorff metric. In the proof of Theorem 6.3 we proved that
lim
k→∞
PBk(s) = PA∞(s) and lim
k→∞
PAk,n(s) = PA∞,n(s).
So, in order to prove (15), it suffices to prove that
lim
n→∞
PAk,n(s) = PBk(s), for all k ∈ N. (16)
Fix k ∈ N and note that for each n there exists a set of words Ik,n in the alphabet {1, 2, . . . ,M},
such that Ak,n = {Ai : i ∈ Ik,n}. The set Ik,n has to be finite, and so the function
C 7→
 ∑
C∈Cl
k,n
‖C‖−2s

1
l
,
where Ck,n = {Ci ∈ C
∗ : i ∈ Ik,n}, is continuous in the Hausdorff topology of SL(2,R). Thus,
if we define
Zl(s, Ck,n) :=
∑
C∈Cl
k,n
‖C‖−2s,
the functions C 7→ supl (Zl(s, Ck,n))
1
l are lower semicontinuous, for every n. Hence, we have
that
lim inf
n→∞
PAk,n(s) = lim infn→∞
sup
l
(Zl(s,Ak,n))
1
l > sup
l
∑
B∈Bl
k
‖B‖−2s
 1l = PBk(s).
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So it remains to show that lim supn→∞ PAk,n(s) 6 PBk(s). Due to our claim, Lemma 7.1 is
applicable and yields a constant c > 0 such that for any A,B ∈
⋃
n>N A
∗
∞,n,
‖AB‖ > c‖A‖‖B‖. (17)
It follows that for any n > N , and all l,m ∈ N
Zl+m(s,Ak,n) 6 c
−2sZl(s,Ak,n)Zm(s,Ak,n).
Therefore, PAk,n(s) = liml→∞
(
c
−2s
3 Zl(s,Ak,n)
) 1
l
= infl
(
c
−2s
3 Zl(s,Ak,n)
) 1
l
by Fekete’s the-
orem for submultiplicative sequences. Inequality (17) also holds for any A,B ∈ A∞, and
so
PBk(s) = inf
l
∑
B∈Bl
k
‖A‖−2s

1
l
.
Thus we obtain that
lim sup
n→∞
PAk,n(s) = lim sup
n→∞
inf
l
(
c
−2s
3 Zl(s,Ak,n)
) 1
l
6 inf
l
∑
B∈Bl
k
‖B‖−2s
 1l = PB(s),
since C 7→ inf l (Zl(s, Ck,n))
1
l are upper semicontinuous functions for any n. This proves (16)
and so equation (15) is proved.
To conclude the proof of the theorem, take any ε > 0. Due to (15) we can choose N sufficiently
large that for all n > N ,
PA∞,n(sA∞ − ε) > 1 and PA∞,n(sA∞ + ε) < 1,
implying that
sA∞ − ε < sA∞,n < sA∞ + ε,
as required.
Next, we assume that A is uniformly hyperbolic and reducible. In this case the proof is
just a simplified version of the arguments that we used above. The fact that
lim inf
n→∞
PAn(s) > PA(s),
follows from the submultiplicativity of the matrix norm, as above. On the other hand, by
uniform hyperbolicity and reducibility of A there exist cones K,K ′ ( RP1 with K ′ ( K such
that ΦA(K) ⊆ K
′. By Lemma 7.1 there exists c > 0 which depends only on K,K ′ such that
for all A,B ∈ SL(2,R) with φA(K) ⊆ K
′ and φB(K) ⊆ K
′,
‖AB‖ > c‖A‖‖B‖.
Using this we can follow an analogous argument to the above to deduce that
lim sup
n→∞
PAn(s) 6 PA(s).
In particular, limn→∞ sAn = sA, completing the proof. 
In view of Theorem 7.2, in order to prove Theorem 1.9 it remains to consider the case
where the limit point A is reducible and semidiscrete but not uniformly hyperbolic and KA
is not a singleton. Then, as mentioned in Section 5, A must necessarily fall into one of the
two following categories:
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(1) either there exists a hyperbolic matrix A and a parabolic matrix B in A, such that
φB fixes the repelling fixed point of φA;
(2) or there exist two hyperbolic matrices A and B in A, such that the attracting fixed
point of φA is the repelling fixed point of φB .
In Section 5 we showed that in both of the above categories KA contains an interval, and
so dimHKA = 1. We are going to show that KAn contains an interval for all n large enough,
thus concluding the proof of Theorem 1.9. We focus on category (1); the proof for category
(2) is similar.
Suppose that An, Bn ∈ An are such that An → A and Bn → B, as n→∞. Note that the
matrices Bn are either hyperbolic or parabolic, while An have to be hyperbolic for n large
enough. We assume that Bn is parabolic for all n; our arguments can be easily modified to
work for the case where Bn is hyperbolic.
Let a(An) and r(An) be the attracting and the repelling fixed points of φAn , respectively.
Similarly, let p(Bn) be the unique fixed point of φBn . If p(Bn) = r(An) for all n large enough,
then the attractor of {φAn , φBn} is an interval and we have nothing to prove. So, assume
that p(Bn) and r(An) are distinct along a subsequence. By relabelling this subsequence, we
assume that p(Bn) 6= r(An) for all n.
Let us recall the following result from [6, Theorem 5.23].
Theorem 7.3. Let (An) be a sequence of semidiscrete subsets of SL(2,R) that converges to a
finite and semidiscrete set A. If ΦA maps an open interval of RP
1 strictly inside itself, then
for all n large enough ΦAn also maps an open interval strictly inside itself.
Theorem 7.3 implies that, for all n large enough, the projective IFS {φAn , φBn} maps an
open interval In ( RP
1 strictly inside itself. By conjugating we can assume that In ( (0, pi).
Then a(An) ∈ In and p(Bn) ∈ ∂In, whereas r(An) lies in the complement of In. So In can
be chosen to be the interval with endpoints a(An) and p(Bn) that does not contain r(An).
Without loss of generality, we assume that a(An) < p(Bn) < r(An) for all n large enough, i.e.
In = (a(An), p(Bn)).
We are going to show that KAn contains In for all n large enough, which yields the desired
result. It suffices to show that the attractor of {φAn , φBn} contains In for all n large enough.
Observe that a(An), r(An) converge to the attracting and repelling fixed points of A, re-
spectively, while p(Bn) converges to the unique fixed point of B, which, by assumption,
coincides with the repelling fixed point of A. This along with the fact that ‖An‖ and
‖Bn‖ are bounded, yields that φBn(a(An)) < φAn(p(Bn)), for all n large enough. Hence
φAn(In) ∪ φBn(In) = In, for all n large enough. Fix such an n. So for every x ∈ In there
exists C ∈ {An, Bn} such that x ∈ φC(In) and we can then recursively find a sequence
(Ck) ⊆ {An, Bn} so that x ∈ φC1C2···Ck(In), for all k ∈ N. It is now easy to check that the
intervals φC1C2···Ck(In) are nested and their diameter goes to 0 as k → ∞. Therefore, every
x ∈ In is an accumulation point of either a(An) or p(Bn) under the semigroup generated by
{φAn , φBn}, which by the second part of Theorem 4.6 yields that every x ∈ In lies in the
attractor of {φAn , φBn}. This completes the proof of Theorem 1.9.
28 ARGYRIOS CHRISTODOULOU AND NATALIA JURGA
Remark 7.4. It is natural to ask whether we could have a continuity theorem more general
than Theorem 1.9. However, the assumptions on the limit A of the sequence An in the
statement of Theorem 1.9 cannot be significantly weakened due to the following:
It easy to show that the Hausdorff dimension can be discontinuous when the limit A
generates a non-free semigroup or KA is a singleton. Let us show that it is also necessary to
assume that A is semidiscrete. Let An = {An, Bn, C} be irreducible and Diophantine subsets
of SL(2,R) such that ΦAn maps an open interval I compactly inside itself, for all n. Assume
that limn→∞An = limn→∞Bn = Id. Then An converges to A = {Id, Id, C}, which is not
semidiscrete and dimHKA = 0. Then, φAn(I) ∪ φBn(I) = I for all n large enough, and so
dimHKAn = 1 for all n large enough, which implies that the dimension is discontinuous at
A.
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