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Abstract 
The objective of this thesis is to assess the current state of exchange rate 
modelling and forecasting. The thesis has four distinct essays, each one analysing 
a current interest topic in this wide and vibrant area of economic research. But 
a common thread runs through all four: to determine whether it is possible to 
use the results of this research to develop trading strategies that can add per- 
sistent value to international investment portfolios with significant exposure to 
the foreign exchange market. This market has a daily turnover of $1.9 trillion 
(BIS, 2004) and is the most liquid financial exchange in the world, by some 
distance. Nonetheless, we argue that the market is also inefficient, in the sense 
that profitable trading opportunities persist and that prices do not reflect all 
available public information on a continuous basis. If we are correct-and we 
present simulation results that suggest we are-then the opportunity to derive 
and test plausible trading rules for the management of international investment 
portfolios though rigorous academic research is enormous. Yet all too often 
academic exchange rate research appears to be conducted in a cocoon, with the 
result that conclusions are sometimes difficult to apply in a practical context by 
portfolio managers. These difficulties reflect the computational requirements of 
implementing highly intensive trading strategies, associated trading costs and 
size limitations, and the practical limitations on implementation raised by pub- 
lication lags and general data limitations. 
We aim to address these difficulties throughout this thesis. By assessing the 
merits of various theoretical models that collectively encompass all of the main 
themes on the current research agenda, we will be in a position to appreciate 
both the statistical and economic value of existing academic research, isolat- 
ing areas of real merit for the investment community, and suggesting areas for 
further attention. 
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1 Introduction 
And you run and you run to catch up with the sun, but it's sinking 
Racing around to come up behind you again. 
The sun is the same in a relative way, but you're older 
Shorter of breath and one day closer to death. 
Pink Floyd, Time (The Dark Side of the Moon). 
The objective of this thesis is to assess the current state of exchange rate 
modelling and forecasting. The thesis has four distinct essays, each one analysing 
a current interest topic in this wide and vibrant area of economic research. But 
a common thread runs through all four: to determine whether it is possible to 
use the results of this research to develop trading strategies that can add per- 
sistent value to international investment portfolios with significant exposure to 
the foreign exchange market. This market has a daily turnover of $1.9 trillion 
(BIS, 2004) and is the most liquid financial exchange in the world, by some 
distance. Nonetheless, we argue that the market is also inefficient, in the sense 
that profitable trading opportunities persist and that prices do not reflect all 
available public information on a continuous basis. If we are correct-and we 
present simulation results that suggest we are-then the opportunity to derive 
and test plausible trading rules for the management of international investment 
portfolios though rigorous academic research is enormous. Yet all too often 
academic exchange rate research appears to be conducted in a cocoon, with the 
result that conclusions are sometimes difficult to apply in a practical context by 
portfolio managers. These difficulties reflect the computational requirements of 
implementing highly intensive trading strategies, associated trading costs and 
size limitations, and the practical limitations on implementation raised by pub- 
lication lags and general data limitations. 
We aim to address these difficulties throughout this thesis. By assessing 
the merits of various theoretical models that collectively encompass all of the 
main themes on the current research agenda, we will be in a position to ap- 
preciate both the statistical and economic value of existing academic research, 
isolating areas of real merit for the investment community, and suggesting areas 
for further attention. The main themes begin from an analysis of longer-term 
fundamental determinants of exchange rate behaviour, with a particular em- 
phasis upon Purchasing Power Parity (PPP). We then consider the exchange 
rate forecasting framework proposed by Clarida and Taylor (1997) that is based 
upon the forward rate term structure and assess whether this approach can 
successfully be applied to the management of foreign exchange exposures on a 
weekly basis. In the final two essays we assess two of the central aspects of the 
burgeoning market microstructure literature that focuses upon an analysis of 
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daily and intra-day exchange rate returns: first, the contemporaneous explana- 
tory power and accuracy of n-step ahead forecasts derived from interdealer and 
customer order flow data; and second, the significance of daily and intra-day 
exchange rate volatility impacts of macroeconomic policy announcements. To 
the best of our knowledge, this is the most comprehensive study of the practical 
implications of theoretical exchange rate research currently available. 
The remainder of this introductory section provides a brief summary of each 
of the four essays in turn. 
1.1 Explaining the Persistence of Deviations from PPP: 
A Non-Linear Harrod-Balassa-Samuelson Effect? 
Purchasing Power Parity (PPP) in its linear form has recently been rehabil- 
itated as the pre-eminent explanation of long-term equilibrium real exchange 
rate determination (Froot and Rogoff, 1994; Lothian and Taylor, 1996; Sarno 
and Taylor, 2002). Over shorter time horizons PPP appears less appropriate, 
reflecting the stylised fact that deviations of spot exchange rates away from 
PPP-based equilibria are typically persistent, consistent with the presence of a 
unit root or near-unit root process. The extent of this persistence, measured 
in terms of the half-life of shocks, is traditionally estimated to lie in the region 
of three to five years (Froot and Rogoff, 1994). This compares with a typical 
international portfolio investment horizon of one to two years. Similarly, the 
magnitude and high volatility of PPP deviations present particular difficulties 
for risk-averse investors concerned with the volatility and drawdown characteris- 
tics of portfolio returns as well as the sign of these returns. As a result, the naive 
PPP hypothesis has limited applicability in any practical financial context. An- 
other shortcoming of PPP from an investment portfolio context is the issue of 
endogeneity, and therefore causality. PPP emphasises the tendency of national 
price levels and the nominal exchange rate to adjust to shocks to ensure either 
level or trend stationarity of the real exchange rate over time. But neither ele- 
ment of this relationship is exogenously determined, implying that nothing can 
be stated a priori about the directional transmission of shocks. In an investment 
portfolio context, the directional causality of shocks to PPP-based equilibria is 
a crucial issue. Implementing portfolio management decisions on the basis of a 
theory that embodies two-way causality or, worse, a lead-lag relationship that 
runs from the exchange rate to prices, is inappropriate. It is important, there- 
fore, that the source and persistence of deviations from PPP-based equilibria 
are understood and addressed. 
There has been much research to correct-or at least explain-the persistence 
of deviations from PPP. Explanations include structural market imperfections 
that inhibit arbitrage towards PPP and statistical biases introduced into half- 
life estimates of persistence by the choice of estimation methodology. Studies 
that attempt to correct the length of PPP deviations typically augment existing 
linear PPP-based equilibrium models in two ways. First, by integrating into the 
basic model the impact of shocks to real variables that may explain a significant 
proportion of the persistence of deviations of spot exchange rates from PPP. 
2 
Consistent with the work of Beveridge and Nelson (1981), persistent shocks will 
typically be supply related and may incorporate the well known Harrod-Balassa- 
Samuelson (HBS) effect that derives from intra- and inter-economy sector pro- 
ductivity differentials (Harrod, 1933; Balassa, 1964; Samuelson, 1964), as well 
as shifts in the Terms of Trade due to changes in consumer preferences towards 
the output of the domestic country or to commodity price shocks that impact 
the production base of the domestic economy. Second, to model the dynamic 
relationship between the real exchange rate and its fundamental determinants 
as a non-linear process around a linear, or log-linear, cointegrating equilibrium. 
Researchers have typically chosen to focus upon an analysis of either the 
validity of the HBS hypothesis (for instance, Asea and Cordon, 1994; Froot and 
Rogoff, 1994; Sarno and Taylor, 2002) or upon establishing the existence of a 
well-specified non-linear dynamic PPP relationship (Michael, Nobay, and Peel, 
1997; O'Connell and Wei, 1997; Taylor and Peel, 2000; Taylor, Peel and Sarno, 
2001; Kilian and Taylor, 2002; Sarno, Taylor and Chowdhury, 2002; Leon and 
Najarian, 2003). The main contribution of this paper is to assess the validity 
of estimating models for mark-dollar, yen-dollar, mark-sterling and yen-sterling 
for the floating rate era that combine both approaches, thereby incorporating 
the impact of real shocks to the exchange rate within a non-linear adjustment 
framework. Consistent with the observed presence of heterogeneous investors 
in the foreign exchange market, our chosen non-linear framework assumes that 
the tendency of the real exchange rate to mean revert back towards its PPP 
level is a function of the size of disequilibria, so that only large deviations are 
arbitraged rapidly by the market. 
Our findings are consistent with the existing literature, in that they provide 
mixed readings. Although productivity and Terms of Trade shocks do appear 
important to the determination of exchange rates during our sample period, we 
find only limited evidence in favour of the HBS effect; more generally, positive 
productivity innovations appear consistent with a depreciation of the real ex- 
change rate, suggesting that price levels fall to allow the economy to absorb 
output innovations. This finding is consistent with, inter alia, IMF (2002). The 
magnitude of equilibrium correction parameters within estimated linear Vec- 
tor Equilibrium Correction Mechanism (VECMs) suggests that augmentation 
of traditional PPP models with these supply side variables can greatly reduce 
the persistence of real exchange rate deviations from PPP. In addition, evidence 
of residual non-linearity in these linear VECMs encourages us to model real 
exchange rate dynamics, incorporating the impact of supply side variables, as 
an ESTAR process. In turn, these models suggest that transition between unit 
root and mean reversion states embedded within the ESTAR framework occurs 
relatively quickly-within two years at the maximum-again suggesting that our 
approach is capable of substantially reducing the half-lives of PPP deviations. 
Although estimated ESTAR models are statistically well specified and signif- 
icant, we also find that encompassing tests indicate little economic benefit is 
gained from replacing traditional linear VECMs incorporating supply variables 
with non-linear models of this form. We discuss a number of reasons that may 
help explain this last result, including our use of quarterly data that might have 
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masked the inherent non-linear structure in real exchange rate series (Taylor, 
2000) and a relatively short data span. Overall, therefore, although we appear 
to have made incremental progress towards explaining the persistence of PPP 
deviations in this study, we have also highlighted some possible issues with the 
recent thrust of fundamental-based research into this problem. The search goes 
on. 
1.2 'Fading the Forward Exchange Rate Term Structure 
The quality of an exchange rate forecasting model is typically judged by acad- 
emic researchers on its ability to generate persistently-and significantly-smaller 
out-of-sample errors than a naive random walk. Using this metric, it appears 
that little robust progress has been achieved by the academic forecasting com- 
munity during the two decades that have followed publication of the seminal 
Meese-Rogoff (1983a, b) papers that found in favour of a random walk over a 
range of fundamental-based exchange rate models (for a recent survey, see the 
Journal of International Economics, 2003). This conclusion seems equally true 
for forecasting models based upon the emerging microstructural literature as for 
models based upon more traditional economic fundamentals. 
A comparison of out-of-sample forecasting errors derived from theoretical 
and random walk models is not a particularly useful performance metric in the 
context of investment portfolio management. Indeed, it represents something 
of a straw man, a diversion from the principal areas of concern: determining 
the profitability of investment decisions based upon underlying exchange rate 
forecasts, and the associated volatility of excess returns. Few studies address 
these crucial issues in a rigorous manner, while others typically assume either 
unrealistic-or zero- transaction costs (Rosenberg and Farka, 2001), that investors 
have perfect foresight (Evans and Lyons, 2002), or that investment portfolios 
can be turned more frequently than is realistic for most investors other than 
boutique Hedge Funds or commodity trading advisors (CTAs), given liquidity 
management issues. 
Despite the lack of rigorous academic evidence of an ability to generate ex- 
change rate forecasts that out-perform a naive random walk model, investors 
have demonstrated a persistent ability to add value to portfolios through cur- 
rency trading (Baldridge, Meath and Myers, 2000; Hersey and Minnick, 2000). 
Although these findings appear mutually exclusive, the apparent contradiction 
is resolved in two ways. First, the quality of academic forecasting models is 
judged on the size of associated Mean Absolute Forecasting Errors (MAFE) 
or Root Mean Square Forecasting Errors (RMSFE) relative to a naive random 
walk, whereas investors are interested in the profitability of forecasting models 
irrespective of the size of MAFEs and RMSFEs. Second, academic researchers 
typically focus upon the accuracy of point exchange rate forecasts, whereas few 
investors pay these any heed, focusing instead upon the forecast directional path 
of an exchange rate; persistent forecasting accuracy of this form will achieve in- 
vestment out-performance relative to an underlying benchmark index as long 
as the move in the exchange rate is sufficiently large to outweigh associated 
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transaction costs and interest carry. 
In this paper, we marry together these two strands of research-academic and 
investor-using the framework proposed by Clarida and Taylor (1997). Their 
work-and the subsequent extension by Clarida, Sarno, Taylor and Valente (2003)- 
represents the first serious contradiction of Meese-Rogoff (1983a, b) to emerge 
from academic exchange rate research. It is predicated on the proposition that 
the forward rate is not an optimal predictor of the future spot exchange rate, but 
that important information for the future path of the spot rate is nonetheless 
embedded within the forward rate term structure. Exploiting this informa- 
tion within a linear VECM estimated by Full Information Maximum Likelihood 
(FIML), they achieve a statistically significant reduction in forecast errors of 
the order of 50%-70% relative to a random walk for mark-dollar, yen-dollar, 
sterling-dollar and French franc-dollar and over forecast horizons that range 
from 4 to 52 weeks. 
Generating forecast errors significantly smaller than a random walk model 
is certainly an important achievement, but does not guarantee a profitable ex- 
change rate investment strategy. To this end, we replicate the analysis of Clarida 
and Taylor (1997)-confirming their results in so doing-and then develop a set 
of trading rules based upon the resulting forecasts that are assessed in terms of 
their ability to generate returns persistently in excess of a strategic benchmark 
return. Returns from each of the exchange rate models are examined individu- 
ally, but also within an equally-weighted portfolio for evidence of diversification 
benefits that may result from combining the models in this simple manner. We 
then consider the merits of stop-loss limits that are designed to truncate the 
extent of negative returns from any trading strategy. We also consider various 
portfolio construction techniques regularly applied throughout the investment 
industry to assess the diversification benefits that derive from combining models 
into portfolios based upon efficient weights that take account of historical return 
and risk correlations, as well as drawdown parameters that are central to many 
risk averse investors in the foreign exchange market. We contrast the results 
of these rules with a naive Forward Rate Bias (FRB) strategy that is widely 
utilised throughout the foreign exchange investor community. 
Using two simple trading rules, with associated portfolio construction tools, 
we demonstrate that the Clarida-Taylor framework can profitably be applied to 
investment portfolios, generating returns persistently in excess of an underlying 
strategic benchmark for euro-dollar, yen-dollar and sterling-dollar. 2 To the best 
of our knowledge these results are the first demonstration of an ability to marry 
together academic and investor strands of exchange rate research under real- 
istic transaction costs, position limits and publication lags within a profitable 
trading strategy. Furthermore, the simulated trading results that we report for 
the Clarida-Taylor framework appear superior to the performance of a tradi- 
tional FRB strategy that is widely applied across the investor community, and 
also seem more consistent with investor sensitivities to the risk and drawdown 
2 Although included in the Clarida-Taylor analysis, we do not analyse the French franc- 
dollar exchange rate in this study, given its replacement in 1999 by the euro-dollar rate. 
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characteristics of excess returns than is traditionally the case for FRB strategies. 
1.3 The Role of Order Flow in Exchange Rate Forecasting 
While empirical evidence over the post-Bretton Woods period suggests that 
fairly standard macroeconomic fundamentals-such as relative monetary velocity- 
may influence the long-run behaviour of real and nominal exchange rates (for 
surveys see Frankel and Rose, 1995; Froot and Rogoff, 1995; Taylor, 1995; Sarno 
and Taylor, 2002), modeling-and especially forecasting-the exchange rate over 
shorter horizons remains an occupational hazard of the international financial 
economist, since standard economic fundamentals appear to be poorly corre- 
lated with higher frequency exchange rate movements. Largely motivated by 
this stylized fact, a growing literature on market microstructure has emerged 
in recent years to suggest that the quality of fundamental-based exchange rate 
forecasts can be improved by resort to measures of foreign exchange order flow 
(defined as signed transaction volume: Froot and Ramadorai, 2001; Lyons, 2002; 
Evans and Lyons, 2002), as well as variables such as surveys of market sentiment 
or positioning (Merrill Lynch, 2003). 3. 
Order flow is initiated for a variety of reasons that differ across the var- 
ious participants in the foreign exchange market. These participants include 
corporations, central banks, asset management firms, CTAs, hedge funds, pri- 
vate individuals and investment bank dealers. Participants exhibit significant 
heterogeneity, in terms of opportunity sets and risk-return expectations, and 
display distinct informational asymmetries, with some participants better in- 
formed than others. By reputation, customer order flow is the primary source 
of private information in the foreign exchange market (Lyons, 1995; Ito, Lyons 
and Melvin, 1998; Bjonnes and Rime, 2001a; Rime, 2001). This private in- 
formation is typically assumed to relate to future innovations in fundamental 
exchange rate determinants, including monetary policy innovations (Evans and 
Lyons, 2002; Lyons, 2003; Jansen and de Haan, 2003). But it can also incor- 
porate knowledge of the decision-making process that triggers strategic shifts 
in portfolio benchmark hedge ratios in response to changes in risk appetite 
or return objectives independently from innovations in published fundamentals 
(Lyons, 2002). Similar to innovations in fundamental variables, changes in long- 
term investment objectives will lead to asset allocation shifts within investment 
portfolios, for instance between international bonds and equities, that in turn 
inspire order flow. 
3 Foreign exchange order flow should not be confused with transaction volume; the latter is 
a measure of trading activity between customers and dealers, or within the interdealer market, 
over a given period and in a particular exchange rate without indication of the direction of 
these transactions. By contrast, order flow is defined as signed transaction volume (Lyons, 
2001), with the sign of a transaction determined by the initiating agent. Order flow therefore 
provides an indication of the relative strength of buy (sell) orders between, say, customers and 
dealers, with a purchase (sale) by the customer recorded as a net buy (sell). In this way, order 
flow within particular investor groups will not necessarily sum to zero, but can instead exhibit 
persistent trends if, say, customers build a long (short) position in a particular exchange rate 
relative to an underlying neutral benchmark position. 
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A central hypothesis of the microstructure literature is that order flow al- 
lows the wider market to learn about the private information and trading 
strategies of better informed participants, and therefore represents the con- 
duit through which informational asymmetries become embedded within market 
prices (Lyons, 1995; Bjonnes and Rime, 2001b). Overall, this hypothesis seems 
an intuitive explanation of the process of price discovery in the foreign exchange 
market. If valid, it implies that customer order flow will consistently be more 
important to the determination of exchange rate returns than interdealer or- 
der flow. In addition, order flow generally should have greater explanatory and 
predictive power for exchange rate returns than fundamental variables. 
The microstructure literature draws support and scepticism in equal mea- 
sure. Few disagree with the central hypothesis that order flow is the mechanism 
by which private information is embedded in exchange rates. Much more dishar- 
mony surrounds the assessment of the practical value of this hypothesis. This 
paper seeks to make two main contributions. First, as a foundation to our 
empirical analysis we provide an extensive description of the structure of the 
foreign exchange market. This description focuses upon both the interaction 
of the main market participants and the current market infrastructure, and in 
our opinion represents the most comprehensive and accurate description of the 
foreign exchange market available. Second, with this foundation in place, and 
using aggregated and disaggregated customer order flow data from two major in- 
vestment banks as well as the data on interdealer order flow employed by Evans 
and Lyons (2002), we critically evaluate the practical value of order flow data. 
We undertake this evaluation using regression analysis and Granger-causality 
tests that, first, incorporate contemporaneous information consistent with the 
existing literature (Evans and Lyons, 2002) and, second, respect real-time publi- 
cation lags. We then compare the accuracy of in-sample, out-of-sample and long 
horizon forecasts constructed using order flow data with a naive random walk 
forecast, and calculate the significance of any differences in forecast errors using 
the Diebold-Mariano test statistic (Diebold and Mariano, 1995) for equality of 
forecast accuracy. To our knowledge this is the first study that has assessed 
the practical value of foreign exchange order flow data under realistic trading 
conditions and using data available to market participants on a real-time basis. 
We conclude that the ability of data available to the wider market on a 
real-time basis to improve upon the forecasting accuracy of fundamental-based 
models is generally weak. In addition, and in contradiction with theoretical 
priors, we find widespread evidence of a strict Granger-causal relationship that 
runs from exchange rate returns to customer order flow. This result is consistent 
with evidence presented by Payne and Vitale (2002), Danfelsson, Payne and Luo 
(2002) and Froot and Ramadorai (2001). We discuss a number of factors that 
may explain our results. These include market share issues of sampled data- 
bases, pre-filtering and indexation of data, but also the validity of hypotheses 
that lie at the core of the microstructure literature. No single explanation can 
provide a complete answer. But as our study employs customer order flow from 
two major investment banks as well as interdealer order flow, for a range of 
exchange rates and sample periods, it seems reasonable to conclude that our 
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results are relatively robust. 
Our results do not invalidate the hypothesis that private information and 
persistent profit opportunities coexist in the foreign exchange market. Indeed, 
performance data from the currency overlay industry indicate that they do 
(Baldridge, Meath and Myers, 2000; Hersey and Minnick, 2000). Our results 
also do not invalidate other aspects of the microstructure literature, and par- 
ticularly intra-day volatility studies that have achieved a demonstrable ability 
to predict and practically exploit significant volatility shifts associated with 
macroeconomic policy announcements (for instance, see below). But the re- 
sults presented in this paper do suggest that outside of a few, particularly well 
informed investors who observe order flow data on an unfiltered, tick-by-tick 
basis, knowledge of customer or interdealer order flow cannot help improve the 
quality of exchange rate forecasting or the profitability of investment portfo- 
lio decision-making. From this perspective, we have confirmed the results of 
Meese and Rogoff (1983a, b): exchange rate forecasting remains a hazardous 
occupation even when the forecaster is equipped with order flow data. 
1.4 Can an Old Lady Keep a Secret? A Microstructural 
Study of Policy Announcements at the Bank of Eng- 
land 
The Bank of England (BoE), fondly known as the "Old Lady of Threadneedle 
Street, " was granted operational independence to set its key repurchase, or 
'repo', rate by the incoming Labour government in 1997 with the goal of creating 
policy consistent with price stability and economic growth. In practice, interest 
rate decisions are made by the Bank's Monetary Policy Committee (MPC), 
which meets for two days each monthly and issues a statement regarding interest 
rate decisions at noon on of the second each meeting day. This framework 
allows a natural laboratory setting for examining the impact of monetary policy 
decisions around a known time and date. Since the market knows that the 
interest rate announcement arrives at noon, there may be positioning prior 
to the announcement and news effects after the announcement that result in 
systematic patterns in exchange rate behaviour on MPC meeting days that 
differ from other days. We examine the evidence in the foreign exchange market 
to analyse the pattern of exchange rate changes and volatility surrounding the 
noon announcement. 
One hypothesis to be explored is that positioning prior to the policy an- 
nouncement could involve informed traders having superior information regard- 
ing the policy outcome. This need not involve information leaks of inside "se- 
crets" from the MPC, but instead could reflect the activity of market partici- 
pants adept at reading the public signals regarding the state of the economy and 
their interpretation of the likely MPC response to these signals. In addition, 
since activities directly related to each MPC meeting are spread over three dif- 
ferent days, the analysis will include an examination of the pre-meeting briefing 
day, the first day of the meeting, and the second day of the meeting when the 
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policy decision is made and publicised. 
Our focus is on the response to meeting activities in the foreign exchange 
market, specifically the sterling-dollar exchange rate. Both daily and high- 
frequency, intraday data are employed in the analysis. The daily data provide 
a bird's eye view of the market around MPC meetings and then, given the 
findings from this low-frequency analysis, a microscope is taken to the data 
to examine exchange rate dynamics on days related to meetings. The intra- 
day econometric framework is provided by a Markov switching model where 
exchange rate returns switch between a high-volatility, informed-trading state, 
and a low-volatility, uninformed or liquidity trading state on MPC days. A key 
difference from the usual Markov switching model employed in financial analysis 
is our incorporation of endogenous shifts in the transition probabilities where 
the shifts are modeled as a function of variables related to the MPC meeting 
and policy outcomes. 
Daily data on the sterling-dollar exchange rate are employed to analyze any 
differences that may exist regarding exchange rate returns on the three kinds of 
days associated with MPC meetings. First, we examine tests of the equality of 
means and variances for the three different types of days versus all other days. 
From this analysis, we find no evidence of any statistically significant difference 
in means or variances across days, although the test for the equality of the 
variance on second meeting days versus all other days had the lowest p-value. 
Second, we estimate models of daily exchange rate returns to infer if information 
on MPC meeting days contains any explanatory power. Estimation results 
suggest that daily exchange rate returns are well characterized by mean zero 
changes and that meeting day information has no explanatory power for returns. 
However, evidence of strong GARCH effects in the daily returns was found, 
and incorporation of MPC meeting day information in the conditional variance 
equation revealed evidence of greater conditional volatility on second meeting 
days when interest rates are changed. Third, we estimate the probability of 
observing an extreme exchange rate event, defined as a return in excess of 2.5 
standard deviations of the mean return, as a function of information related 
to MPC meetings. Our results suggest that the probability of observing an 
extreme exchange rate change increases by about 40 percent on the second day 
of MPC meetings when an interest rate change is announced. 
The evidence from daily data suggests that only the second days of MPC 
meetings are different from other days in terms of exchange rate dynamics. Con- 
sequently, we examine second meeting day data in more detail using intraday 
exchange rate returns. A high-frequency sample of 5-minute observations over 
the period 7: 00-17: 00 London time is analysed using a Markov-switching frame- 
work. We assume that there exist two states: state 1, the high-volatility state 
associated with informed trading, and state 2, the low-volatility state associated 
with liquidity trading. We diverge from the usual non-linear regime-switching 
framework to model endogenous transition probabilities as a function of infor- 
mation regarding the meeting days. The transition probabilities are found to 
systematically switch on meeting days. The probability of remaining in the high 
volatility state is estimated to increase from 0.76 before noon to 0.93 between 
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12: 00-13: 30 on MPC days when interest rates are changed. In addition, the 
probability of remaining in the low volatility state is estimated to fall from 0.95 
before 11: 30, to 0.91 between 11: 30-11: 55, and to 0.29 at noon on MPC meeting 
days. So the evidence indicates that there is a statistically and economically 
significant news effect related to the noon announcement. We also test whether 
evidence exists of positioning during the meetings prior to the policy announce- 
ment at noon using various time dummy variables. We conclude in favour of 
some, limited, evidence of regime switching in terms of exchange rate volatility 
in the morning prior to the end of the MPC meetings. However, the implied 
change in probabilities does not appear economically significant. The news im- 
pact of MPC announcements appears to be much larger than any anticipation 
effect. So to answer the question posed in the title: Can an old lady keep a 
secret? The answer appears to be yes. The second day of MPC meetings is best 
characterized as having a strong exchange rate reaction to the news announce- 
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2 Explaining the Persistence of Deviations from 
PPP: A Non-Linear Harrod-Balassa-Samuelson 
Effect? 
2.1 Introduction 
Purchasing Power Parity (PPP) in its linear form has recently been rehabil- 
itated as the pre-eminent explanation of long-term equilibrium real exchange 
rate determination (Froot and Rogoff, 1994; Lothian and Taylor, 1996; Sarno 
and Taylor, 2002). Over shorter time horizons PPP appears less appropriate, 
reflecting the stylised fact that deviations of spot exchange rates away from 
PPP-based equilibria are typically persistent, consistent with the presence of a 
unit root or near-unit root process. The extent of this persistence, measured in 
terms of the half-life of shocks, is traditionally estimated to lie in the region of 
three to five years (Froot and Rogoff, 1994). 
Persistent divergence from equilibrium indicates that linear PPP-based fun- 
damental exchange rate models have low power to generate accurate point fore- 
casts of the short-term dynamic path of spot around equilibrium (Meese and 
Rogoff, 1983a, b). These findings have encouraged much research to correct-or 
at least explain-the persistence of deviations from PPP. Most recently, research 
has focused upon an analysis of foreign exchange market microstructure, and 
particularly the information content of order flow data for high frequency ex- 
change rate returns (Evans and Lyons, 2002; Danielsson, Payne and Luo, 2002; 
Sager and Taylor, 2004), and the behaviour of technical, or chartist, investors 
within the foreign exchange market (Sarno and Taylor, 2001). 
As discussed in an earlier chapter, a central hypothesis of the market mi- 
crostructure literature is that order flow is the mechanism by which dispersed 
private information is embedded in prices within the foreign exchange market. A 
number of researchers have reported a significant contemporaneous correlation 
between interdealer order flow and exchange rate returns (Evans and Lyons, 
2002; Danielsson, Payne and Luo, 2002). But the absence of comprehensive, 
unfiltered and timely publicly available data makes this approach difficult to 
exploit on a real-time basis within investment portfolios. 
The activity of trend-following technical investors in the foreign exchange 
market is also an attractive and plausible explanation for the presence of a unit 
root or near-unit root process in real exchange rates, particularly for observa- 
tions close to Fair Value. But much of the toolkit of this investor group, includ- 
ing Elliot Wave and support-resistance analysis, does not lend itself to strict 
quantification and therefore rigorous empirical appraisal. For a comprehensive 
survey of technical analysis, see Sarno and Taylor (2001). 
A more tractable, but not mutually exclusive, approach is to augment exist- 
ing linear PPP-based equilibrium models in two ways. First, to integrate into the 
basic model the impact of shocks to real variables that can explain at least part 
of the persistence of deviations of spot exchange rates from PPP-based equilib- 
ria. Consistent with the work of Beveridge and Nelson (1981), persistent shocks 
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will typically be supply related and may incorporate the well known Harrod- 
Balassa-Samuelson (HBS) effect that derives from intra- and inter-economy sec- 
tor productivity differentials (Harrod, 1933; Balassa, 1964; Samuelson, 1964), 
as well as shifts in the Terms of Trade. Second, to model the dynamic rela- 
tionship between the real exchange rate and its fundamental determinants as a 
non-linear process around a linear, or log-linear, cointegrating equilibrium. 
Researchers have typically chosen to focus upon an analysis of either the 
validity of the HBS hypothesis (for instance, Asea and Cordon, 1994; Froot and 
Rogoff, 1994; Sarno and Taylor, 2002) or upon establishing the existence of a 
well-specified non-linear dynamic PPP relationship (Michael, Nobay, and Peel, 
1997; O'Connell and Wei, 1997; Taylor and Peel, 2000; Taylor, Peel and Sarno, 
2001; Kilian and Taylor, 2002; Sarno, Taylor and Chowdhury, 2002; Leon and 
Najarian, 2003). Few researchers have sought to combine both strands within 
one exchange rate model; see Lothian and Taylor (2004) for an exception to 
this general rule. Consequently, the main contribution of this paper is to assess 
the validity of estimating models for mark-dollar, yen-dollar, mark-sterling and 
yen-sterling that incorporate the impact of real shocks to the exchange rate 
within a non-linear adjustment framework. Inclusion of two non-dollar cross 
rates is intended to help avoid cross-sectional dependence that adversely affects 
empirical studies that focus on a set of exchange rates with a common numeraire 
country (O'Connell, 1998). Although this criticism is most relevant to studies 
that exploit panel data, where the power of traditional test statistics can be 
weakened substantially by the presence of this bias, inclusion of a non-dollar 
exchange rate will nonetheless help demonstrate the rigour of our results. 
The remainder of the paper is organised as follows. In the next section we 
examine the various alternative approaches to fundamental exchange rate mod- 
elling with a concentration upon a discussion and explanation of the shortfalls of 
the PPP hypothesis. 4 In the following section we assess the validity of augment- 
ing linear PPP models with variables that capture shocks to the real economy. 
A non-linear augmented PPP framework is then explored and discussed. The 
final section draws conclusions and suggests issues for future research. 
2.2 Determinants of Equilibrium Real Exchange Rates 
The estimation and interpretation of equilibrium exchange rates is a vibrant 
and contentious area of research. Beginning with Cassel (1918), a vast litera- 
ture has developed on the merits of PPP as an appropriate explanation of the 
determination of equilibrium exchange rates. Following a revival of interest in 
PPP during the last several decades, this theory is typically now considered the 
benchmark against which other equilibrium theories are compared. 
4 Unless otherwise stated, we use the term PPP to describe absolute PPP. We differentiate 
between absolute and relative PPP below. 
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2.2.1 Purchasing Power Parity 
In its strict form, PPP states that variation in the ratio of national price levels, 
expressed relative to an arbitrary base year, will exactly offset changes in the 
nominal exchange rate so that the real exchange rate remains constant through 
time. Assuming that baskets of goods used in national price indices are identical 
between countries, and that these goods are combined into indices using the 
same weights and methodology, gives 
S= P/P*, and Q= SP*/P (1) 
where S is the domestic price of foreign currency, P and P* are the domestic 
and foreign national price levels, as measured by either consumer or wholesale 
price indices, and Q is the real exchange rate. In testable form and logarithms, 
this equates to 
st =a+ ß(pt - ptl + Et (2ý 
with the null hypothesis ,ß=1. 
Less strict interpretation of the PPP hypothesis 
allows the real exchange rate to deviate from a constant value, albeit in a (trend) 
stationary manner. This alternative can be written as 
St =a+ QiPt - ß2Pt + ýt ý3ý 
where the parameters ßland 32 are allowed to deviate systematically from unity 
over time, but s, p and p* are assumed to exhibit a common stochastic trend, and 
therefore cointegrate; equivalently, et, an error term assumed independently and 
identically distributed with mean zero and variance a, is termed a stationary, 
or 1(0), series. 
There has been much empirical analysis of the validity of PPP as an equilib- 
rium exchange rate theory, under both fixed and floating exchange rate regimes. 
Comprehensive surveys of this literature can be found in Froot and Rogoff 
(1994), Sarno and Taylor (2002) and Coakley, Flood and Taylor (2002). As 
these surveys suggest, views on the validity of PPP remain mixed, depending 
upon exchange rates analysed, monetary regimes in sway during chosen sample 
periods, the length of sample period, the particular econometric technique ap- 
plied, and so on. But as a general conclusion, the weight of evidence suggests 
that over sufficiently long data spans and using appropriately powerful tests, 
some variant of the PPP hypothesis is a valid characterisation of real exchange 
rate behaviour in the very long term (Abauf and Jorion, 1990; Froot and Ro- 
goff, 1994; Lothian and Taylor, 1996; Rogoff and Kim, 2001; Taylor, 2002; and 
Sarno and Taylor, 2002). Indeed, whereas most evidence against the validity 
of PPP has concentrated upon data from the floating rate era-thereby bringing 
into question the power of associated test procedures-long span studies typically 
report more favourable findings. For instance, Lothian and Taylor (1996) con- 
clude in favour of PPP using annual data for the sterling-dollar real exchange 
rate over the sample period 1791 to 1990. Similarly, Rogoff, Froot and Kim 
(2001) using annual data that span 700 years for a range of commodities traded 
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by England and the Netherlands present results favourable to PPP; indeed, for 
silver-the commodity for which they have they most comprehensive price data- 
deviations from PPP appear to be extremely small over the course of several 
hundred years. And Taylor (2000) using annual data over a maximum sample of 
1856 to 1996 for twenty countries also finds in favour of PPP. Overall, therefore, 
the results of these studies indicate that over very long periods of time the real 
exchange rate is a stationary series and exhibits a tendency to mean-revert in 
the wake of an unanticipated shock. 
Although deviations from PPP may not exhibit a unit root over very long 
spans of data, they are relatively persistent (Rogoff, Root and Kim, 2001). 5 
Furthermore, this persistence extends beyond that implied by nominal rigidities 
such as non-trivial arbitrage or transportation costs. Froot and Rogoff (1994) 
estimate that half of a shock to PPP-the so-called half-life-is reversed after 
approximately three to five years (see also Abauf and Jorion, 1990; Lothian and 
Taylor, 1996; Rogoff, 1996; Rogoff, Froot and Kim, 2001). 6 In addition, Rogoff, 
Froot and Kim (2001) conclude that the persistence of PPP deviations has 
changed little with the advent in the last thirty years of floating exchange rates, 
and, more recently, a marked reduction in restrictions to cross-border trade 
flows. But the source of deviations does seem to have shifted, from nominal 
prices to nominal exchange rates, and their size appears to have increased as 
well (Taylor, 2002). Most research into the persistence of PPP deviations is 
generally consistent with the findings of Froot and Rogoff (1994). Particularly 
interesting are studies that estimate half-lives using disaggregated price data. 
For instance, Crucini and Shintani (2001), on the basis of panel estimation using 
annual price data for 371 traded and non-traded goods in 122 cities worldwide 
over the sample 1990 to 2000 report half-live estimates only slightly above the 
range of Froot and Rogoff if prices are assumed to exhibit a common mean across 
all cities; however, this estimate is reduced to around one year if different mean 
levels between cities and non-linear adjustment is accommodated. In addition, 
recent work by Cashin and McDermott (2003) that corrects for the downward 
bias in OLS estimates by using serial correlation and heteroskedastic robust 
median-unbiased estimators (MUEs) for quarterly real effective exchange rate 
data of twenty industrial countries over the sample 1973 to 2002 is also generally 
supportive of Froot and Rogoff's conclusions. 7 In addition, the use of MUEs 
5A related issue is the high volatility of exchange rate returns relative to national price 
levels. We do not explore this issue in this paper. 
6 Assuming a simple AR(1) formulation, the half-life of a shock may be measured as 
log(0.5)/log(3) in equation (2) above. 
7 This extent of this downward bias increases as the value of the estimator approaches 
unity, particularly in small data samples. It reflects the use of OLS in the presence of a 
unit root or near unit root process that introduces a leftwards skew to the distribution of 
the estimator and means that the average estimate of ß in equation (2) will lie below its 
median value. The resolution to this bias using a MUE is first to estimate a traditional PPP 
regression, recovering the mean estimate of ß, termed ß. MUE does not use this value of 
the least-squares estimator, but instead selects the value of Q that results in a median value 
equivalent to the initial value of Q. The probability of this estimator exhibiting either upward 
or downward bias is consequently equivalent, and equal in both cases to 0.50. 
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allows Cashin and McDermott to estimate 90% confidence intervals associated 
with point estimates of true half-lives; these intervals are generally wide but for 
a majority of countries finite, providing an extra layer of support for the PPP 
hypothesis. 8 
From a practical perspective, half-live estimates of three to five years com- 
pare with a typical international portfolio investment horizon of one to two 
years. Similarly, the magnitude and high volatility of PPP deviations present 
particular difficulties for risk-averse investors concerned with the volatility and 
drawdown characteristics of portfolio returns as well as the sign of these returns. 
As a result, the naive PPP hypothesis has limited applicability in any practical 
financial context. Another shortcoming of PPP from an investment portfolio 
context is the issue of endogeneity, and therefore causality. PPP emphasises 
the tendency of national price levels and the nominal exchange rate to adjust 
to shocks to ensure either level or trend stationarity of the real exchange rate 
over time. But neither element of this relationship is exogenously determined, 
implying that nothing can be stated a priori about the directional transmission 
of shocks. In an investment portfolio context, the directional causality of shocks 
to PPP-based equilibria is a crucial issue. Implementing portfolio management 
decisions on the basis of a theory that embodies two-way causality or, worse, 
a lead-lag relationship that runs from the exchange rate to prices, is inappro- 
priate. It is important, therefore, that the source and persistence of deviations 
from PPP-based equilibria are understood and addressed. 
By contrast to absolute PPP that we have discussed so far, relative PPP 
allows for the presence of a unit root in Et, and relates changes in the nominal 
exchange rate to changes in national price levels, that is 
Ost =a+ Q(LPt - AP*) + et (4) 
where 0 is the elasticity of the nominal exchange rate with respect to national 
prices. Relative PPP, which is implied by absolute PPP9 holds if one is unable 
to reject the null hypothesis that ß=1, even in the presence of a non-stationary 
error term. The difficulty in testing the validity of relative PPP reflects the need 
to disentangle the impact on the nominal exchange rate of changes in national 
price levels from persistent shocks to the error term. Coakley, Flood and Taylor 
(CFT, 2002) tackle this issue by employing a nonstationary panel estimator us- 
ing monthly data for various Developed and Developing country exchange rates 
versus the dollar over the sample period 1970 to 1998. Using this approach, they 
find widespread evidence in favour of relative PPP. In contrast to conventional 
wisdom, the results of CFT therefore demonstrate that a cointegrating relation- 
ship can exist between a set of variables despite the presence of a non-stationary 
error process. This finding may have important implications for absolute PPP 
as well, if the persistence of deviations reflects the existence of real variables 
that form a cointegrating vector with exchange rates and national price levels 
8It is interesting to note, however, that the minority group of exchange rates for which the 
upper confidence interval is infinity includes both the US dollar and yen. 
9 The converse is not true. 
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that are not incorporated into the traditional absolute PPP relationship. It is 
to this issue that we now turn. 
2.3 Explaining Divergence from PPP-Based Equilibria 
A number of reasons have been proposed to explain the persistence of real ex- 
change rate deviations from PPP. Fundamental economic explanations include 
the incidence of monetary and real shocks to the exchange rate, for instance as 
propounded by HBS. We discuss the HBS effect in detail in the following section. 
Other, microeconomic factors include the existence of non-trivial transaction 
costs (O'Connell and Wei, 1997), sticky price adjustment and the practice of 
Pricing-to-Market (PTM, Kettner, 1983). PTM involves exporters adjusting the 
price markup levied in markets that experience a currency depreciation against 
the exporter's domestic currency and is undertaken in order to stabilise the do- 
mestic currency price of its production from a buyer perspective; an alternative 
interpretation of PTM-due to Krugman (1987)-is that this practice reflects the 
discriminatory pricing behaviour of profit maximising monopolistically compet- 
itive firms (Cheung, Chinn and Fujii, 1999). Knetter finds evidence that PTM 
is widespread amongst US, Japanese, German and UK exporters, implying that 
the persistence of deviations from PPP over short time horizons is common 
across numeraire currencies. In addition, this behaviour may also give rise to 
non-linear adjustment in the real exchange rate around linear (or log-linear) 
PPP-based equilibria. In a similar vein, Cheung, Chinn and Fujii (1999) find 
that a range of structural impediments to market efficiency exert a significant 
positive impact upon the persistence of PPP deviations. The conclusions of 
Chen and Devereux (2003) on the basis of price data for nineteen US cities over 
the period 1918 to 2000 are complementary to the findings of Cheung, Chinn 
and Fujii, and supportive of PPP: price dispersion has generally fallen over 
the course of their sample period as market integration between US cities has 
increased, and price dispersion is lower for traded than non-traded goods. Con- 
sequently, any changes to market structure that encourage inter-country trade 
integration appears likely to reduce the persistence of PPP deviations. 
The persistence of exchange rate deviations from PPP may also reflect a 
number of important statistical issues. These include the low power of conven- 
tional unit root tests (Lothian and Taylor, 1996), the relatively short span of 
exchange rate data used in most empirical studies (including, by necessity, this 
one) and data measurement error, for instance due to aggregation bias in data 
samples caused by sector heterogeneity (Taylor, 2000; Imbs, Mumtaz, Ravn 
and Rey, 2002); Taylor (2000) concludes that a four or five fold upward bias 
can be introduced into traditional estimates of half-lives by a combination of 
these factors, reducing half-life estimates to a level consistent with the pres- 
ence of nominal rigidities alone. Although other researchers question the size 
of this type of bias, compared with those introduced by the choice of estimator 
as discussed above (Chen and Engel, 2004), it is widely accepted that their cor- 
rection will tend to reduce the persistence of real exchange rate deviations from 
PPP-based equilibria to some extent. 
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2.3.1 Harrod-Balassa- Samuelson Hypothesis 
Starting with Harrod (1933), Balassa (1964), and Samuelson (1964), a large 
literature has demonstrated that productivity or real incomes levels can sys- 
tematically influence the relative prices of traded and non-traded goods within 
a country and hence international relative price levels across countries and time 
(Dornbusch, 1988). According to HBS relatively fast growth in the traded goods 
sector of an economy will typically cause an appreciation of the real exchange 
rate. If correct, this hypothesis implies that an understanding of the source 
of productivity growth within a country, rather than simply a comparison of 
aggregate growth rates between countries, is crucial to an understanding of the 
equilibrium path of the real exchange rate. Accepting the existence of tempo- 
rary price and wage stickiness also allows for some impact of the HBS effect 
upon the nominal exchange rate. 
To understand the intuition of the HBS hypothesis assume the existence 
of two economies, home and foreign, that produce a combination of identical 
tradable and non-tradable goods. Also assume that transaction costs and ar- 
tificial barriers to cross-border trade and capital flows are zero, that tastes are 
homothetic and that PPP holds continuously in the tradable goods sector. In 
addition, assume that labour is homogeneous within each economy and that 
there are no artificial impediments to inter-sector labour mobility. Finally, as- 
sume that prices are set across both economies to equal marginal costs, so that 
perfect competition applies. All of these assumptions can be relaxed to some 
degree in practice without fundamentally compromising the conclusions of the 
HBS hypothesis. But for now they help clarify its implications. 
From equation (1) the real exchange rate can be written in logarithms as 
qt = st + Pt - pt. (5) 
Under the HBS hypothesis national price indices, p and p*, can be decomposed 
into tradable (T) and non-tradable (N) components, 
pt=aptT+(1-a)ptN (6) 
p= ßptT + (1 - 0) ptN (7) 
where a and ,ß represent the contribution to total value-added of the traded 
goods sector in the home and foreign economies. Assuming that PPP holds 
continuously in the traded goods sector gives 
qtT = st + pt *T - ptT (8) 
which is the PPP condition (2) above applied only to the traded goods sector. 
Substituting (6), (7) and (8) into (5) gives the key HBS relationship, 
qt =9tT+(a-1)(ptT -PtN)+(1-ß)(ptT - PtN)" (9) 
The assumption that absolute PPP holds on a continuous basis in the tradable 
goods sector implies that qtT in (9) will be constant, or unity if we assume 
strict-form PPP. 
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The HBS transmission mechanism begins with a rise in the level of traded 
goods sector wages in the home economy in response to an increase in labour 
productivity. By implication, this improvement in productivity will already have 
been reflected in rates of return on capital and profit margins in this sector. This 
shock is assumed not to impact the price of tradable goods, as these are set by 
world market conditions; as noted above, traded goods sector PPP is assumed 
to hold continuously. 
A central assumption of the HBS hypothesis is that wage rates tend to 
equalise across the traded and non-traded goods sectors of an economy, reflect- 
ing perfect labour homogeneity and mobility. As a result, higher wage levels in 
the traded goods sector trigger a rise in service sector wages also. In the absence 
of an offsetting improvement in non-traded goods sector productivity, this wage 
increase pushes up the average price level in the non-traded goods sector as 
firms act to maintain prices equal to marginal costs, and hence raises aggregate 
price levels in the total economy. Assuming that the real exchange begins at 
a level equal to PPP, this means that the domestic currency becomes overval- 
ued on a naive PPP comparison, because of non-traded goods sector inflation. 
Consequently, according to the HBS hypothesis a positive productivity shock 
emanating from the traded goods sector will tend to generate an appreciation 
of a country's currency, beyond its PPP level. 10 
Researchers have traditionally invoked the HBS hypothesis to explain why 
the real exchange rate can trade above the level implied by PPP for extended 
periods. This directional bias stems from the assumption that productivity 
innovations typically occur within the traded goods sector, with associated wage 
and price implications subsequently transmitted to the less dynamic non-traded 
goods sector. Consequently, inter-country productivity differentials in the non- 
traded goods sector are typically assumed to be much smaller than in the traded 
goods sector (Balassa, 1964). As productivity differentials in the output of 
tradable goods grow between countries, difference in wage and price levels of 
non-tradable goods will also increase. This in turn will lead to a growing wedge 
between the real exchange rate and PPP. This traditional interpretation also 
implies that strong growth in aggregate real GDP will be positively correlated 
with a real appreciation of the home currency, since it is typically assumed to 
result from technological innovation and productivity catch-up concentrated in 
the traded goods sector (Balassa, 1964; Samuelson, 1964). 
Relatively little consideration has been given to the possibility that the di- 
rectional bias in the real exchange rate relative to PPP introduced by the HBS 
effect may be negative, and that strong GDP growth could be associated with 
a weaker real exchange rate relative to equilibrium. One recent noteworthy 
exception is Chen and Rogoff (2002), who provide an application of the HBS 
hypothesis to the Australian dollar consistent with this interpretation. For a 
similar discussion, see Sager, Nuttall and Taylor (2002). Alternatively, therefore, 
assume that the shock to productivity emanates from the nontraded goods sec- 
"Expectations of subsequent improvements in income will reinforce the impact of produc- 
tivity innovations on the real exchange rate as well, as both consumers and investors smooth 
future expenditure (Bailey, Millard and Wells, 2001). 
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tor (Ito, Isard and Symansky, 1997). Productivity gains in this sector translate 
into non-inflationary wage rises in this sector that are mimicked in the traded 
goods sector but not backed by corresponding productivity growth. With per- 
fect labour mobility between sectors, higher non-tradable productivity translates 
into a rise in the price of tradable goods that in turn leads to a depreciation of 
the real exchange rate as foreign markets tend to switch away from purchasing 
the higher priced goods. 
For completeness, and by implication, as long as the non-traded goods sec- 
tor is more labour intensive than the traded goods sector, balanced positive 
productivity shocks to both sectors will have a net effect similar to a positive 
non-traded goods sector productivity shock and will also weaken the real ex- 
change rate relative to its PPP level (Froot and Rogoff, 1994; Sarno and Taylor, 
2002). 
The HBS hypothesis has been practically applied to a wide range of De- 
veloping (for example, Ito, Isard and Symansky, 1979; Chinn, 1998; Crucini, 
Telmer and Zachariadis, 2000; Chen and Rogoff, 2002) and Developed (De- 
Gregorio and Wolf, 1994; Canzoneri, Cumby, Diba and Eudey, 1998) exchange 
rates, using a variety of statistical methodologies. These studies provide a range 
of conclusions, such that evidence on the validity of HBS remains inconclusive. 
None of the studies are particularly definitive, given issues of data coverage and 
availability. Perhaps most appropriate, as it circumvents aggregation and mea- 
surement issues inherent in national price and productivity data, is the use of 
disaggregated price data. Noteworthy here is the contribution of Crucini, Telmer 
and Zachariadis (CTZ, 2000), who examine Eurostat data on 3,500 individual 
tradable and non-tradable price series drawn from European Union countries 
to examine the source of PPP violations. Consistent with the HBS hypothesis, 
CTZ conclude that price variation is typically more extensive in the non-traded 
goods sector, with the assumption of continuous PPP a relatively good ap- 
proximation of reality for homogeneous tradable goods. But this conclusion is 
not universally accepted, and Isard (1977) and Richardson (1978) both provide 
contradictory evidence to CTZ also using disaggregated price data; however, 
both these studies use much less extensive product ranges and data samples 
than CTZ. Similarly, Engel (1993) concludes, based upon volatility analysis of 
disaggregated price data, that the relative price of non-traded goods has little 
relevance to movements in the US dollar; although it is questionable whether 
his evidence actually contradicts the HBS hypothesis, as the latter emphasises 
persistent trends around PPP, rather than the volatility of deviations. 
Disaggregated price data across an extensive range of products are rare in- 
deed. Consequently, most researchers are required proxy the HBS effect using 
aggregate price and productivity data series. One approach-to which we re- 
sort in this study-is to use output and employment from the manufacturing 
sector, maintaining the assumption that service sector productivity growth is 
constant. Alternatively, some researchers use directly measured data on sector- 
based estimates of labour and total factor productivity, thereby allowing a role 
for productivity innovations in the non-traded goods sector; for instance, De- 
Gregorio and Wolf, 1994; and Canzoneri, Cumby, Diba and Eudey, 1998. But 
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these data are typically only available on an annual frequency, often with a 
considerable publication lag, implying that any inherent non-linear structure 
within exchange rate and productivity data may be undermined, and inconsis- 
tencies between measurement methodologies across countries also represent a 
major hurdle. 
Alternatively, a number of studies proxy inter-sector productivity differen- 
tials using a ratio of consumer (CPI) to producer price (PPI) indices, often 
finding in favour of the HBS effect (Closterman and Schnatz, 2000; Chinn, 
2000; and DeLoach, 2001). But there are a number of pitfalls associated with 
this approach, including differences in methodologies, weights and baskets used 
in constructing PPI and CPI indices within and between countries, and the 
confusion of traded and non-traded goods included in both price indices. As 
an alternative, the GDP deflator can be decomposed into its tradable and non- 
tradable components: Ito, Canzoneri and Symansky (1997) adopt this approach 
to examine the efficacy of the HBS effect for a range of Asian economies over a 
maximum sample from 1960 to 1990, concluding that evidence in favour of the 
HBS effect is equivocal. Although these data can achieve a cleaner separation of 
tradable and non-traded goods sectors within individual countries, methodolog- 
ical differences between countries in the division of output into real and nominal 
components can make this an inferior measure of the HBS effect (IMF, 2001). 
Other studies examine the HBS hypothesis on the basis of total GDP to 
the number of employed persons, again with mixed results: for instance, Os- 
bat, Rüfier and Schnatz (2003) conclude in favour of a substantial HBS-related 
productivity effect in a study of euro-yen, whereas Schnatz, Vijselaar and Os- 
bat (2003) conclude that productivity developments had only a marginal role 
in the depreciation of the euro against the dollar following its introduction in 
1999, once data inconsistencies between the Euro Area and the US have been 
corrected. Other studies proxy the HBS effect using traded and non-traded 
GDP data divided by the number of persons employed: using this approach 
Canzoneri, Cumby and Diba (1996) report results favourable to the HBS hy- 
pothesis in a panel study of thirteen OECD countries; by contrast, Chinn, 1998 
reports mixed results for the HBS effect in an application to East Asian cur- 
rencies. Chinn (1998) also examines-and rejects-the role of per capita GDP in 
explaining the persistence of PPP deviations-his premise is that growing per 
capita income may lead to a rising preference for non-traded goods and ser- 
vices; he is also unable to find a significant role for Terms of Trade shocks in 
the determination of these real exchange rates. 
Little work has yet been undertaken incorporating the assumption of non- 
linear dynamics into an HBS-augmented PPP model (an exception is the long 
span study of Lothian and Taylor, 2004). This is something that we address 
in this study, consistent with the implication of Sarno and Taylor (2002) that 
stronger and more supportive evidence in favour of the HBS hypothesis may be 
achieved by its application within a non-linear cointegrating model. 
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2.3.2 Competing Theories of Real Exchange Rate Determination 
and Productivity 
In addition to the HBS hypothesis, there exist alternative explanations of the 
relationship between productivity innovations and the real exchange rate. These 
include the general equilibrium models of Stockman (1980) and Lucas (1982). 
These models examine the utility maximisation problem of agents in the con- 
text of budget and cash-in-advance constraints. For a succinct discussion of the 
structure and wider implications of these models, see Sarno and Taylor (2002). 
The implications of productivity innovations for the real exchange rate within 
the framework of these models is equivocal, and will depend upon the relative 
importance of two, rival transmission channels. First, a relative price channel, 
whereby productivity innovations in the home economy generate an increase in 
domestic output that can only be absorbed by the market via a reduction in 
price. This implies that higher productivity is consistent with a depreciation of 
the real exchange rate, and runs counter to the HBS prediction of an appreci- 
ation. Second, a money demand channel, whereby higher productivity induces 
an increase in money demand and an appreciation of the real exchange rate. 
Clearly, the net impact of productivity innovations on the behaviour of the real 
exchange rate will depend upon the relative strength of these two channels, and 
could differ between exchange rates. 
2.3.3 Alternative Supply & Demand Shocks to the Real Exchange 
Rate 
Productivity innovations can potentially help to explain the persistence real 
exchange rate divergence from PPP-based equilibria. But this persistence may 
also reflect other-supply and demand-shocks that provide a boost to real income 
and spending. These may include shocks to the Terms of Trade and real gov- 
ernment spending (Mussa, 1984; Froot and Rogoff, 1994; Faruqee, 1995; Chinn, 
1998; Cheung, Chinn and Fujii, 1999; DeLoach, 2001; and Osbat, Rüffer and 
Schnatz, 2003). A country's Terms of Trade is defined as the ratio of export to 
import prices, both expressed in domestic currency terms. There are at least two 
channels through which Terms of Trade shocks can be transmitted to the real 
exchange rate. First, due to changes in consumer preferences in favour of the 
output of the domestic country that raise its Terms of Trade, and appreciate the 
real exchange rate. And Second, the Terms of Trade of the domestic economy 
will increase due either to a shift in foreign demand patterns towards its higher 
value exports, or due to a commodity price shock that favours the production 
base of the domestic economy. Again, the result will be an appreciation of the 
real exchange rate. 
To the extent that increases in government spending concentrate upon the 
non-traded goods sector, this will tend to raise the price of non-tradable goods 
and services and therefore lead to an appreciation in the real exchange rate in 
the short term, consistent with Dornbusch's (1998) observation that price levels 
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are typically high in borrowing countries. " But consistent with the work of 
Beveridge and Nelson (1991), demand-driven shocks to the real exchange rate 
are likely to be less persistent than supply based shocks, suggesting that the 
latter are the more probable source of persistent PPP disequilibria discussed so 
far in this paper. 
The HBS hypothesis can be augmented, at the cost of diluting the assump- 
tion of perfect capital mobility, to explicitly include Terms of Trade differentials 
between home (tt) and foreign (tt*) countries, and real government spending as 
a percentage of home (g) and foreign (g*) GDP. 12 So doing amends equation 
(9) to 
qt = qtT+(a - 1) (ptT - ptN)+(1 - ß) (p *T - pt N)+`Y (ttt - ttt)+( (9t - 9t*), 
(10) 
where we assume Sq/S&y, Sq/S( > 0. Adopting this approach, DeGregorio and 
Wolf (1994) provide empirical support for the hypothesis that both supply and 
demand-related shocks contribute in a significant manner to an explanation 
of persistent deviations of the real exchange rate from PPP. 13 Similarly, De- 
Loach (2001) finds circumstantial evidence supportive of the HBS effect-which 
he proxies using a ratio of CPI to wholesale prices (WPI)-in a study of nine 
OECD countries. However, he falls short of demonstrating the existence of a 
cointegrating equilibrium for any of these nine countries using this approach. 
Although his findings are strengthened when the basic model specification is 
augmented to include the real oil price, he still fails to find consistent evidence 
of cointegrating equilibria. 14 Koen, Boone, de Serres and Fuchs (2001) similarly 
emphasise the role of the oil price in the behaviour of euro-dollar following its 
inception in 1999. Although we attempt to include the real oil price within our 
analysis in a manner consistent with DeLoach's (2001) definition, we were unable 
to find evidence of a cointegrating vector that incorporated the real exchange 
rate, productivity differentials and the real oil price; indeed, while Augmented 
Dickey Fuller (ADF) tests-reported below-suggest that the real oil price is an 
1(1) variables similar to other series in our study, visual inspection of the data 
"Adverse credibility effects may reverse this impact in the longer term. 
12Data availability and comparability issues, as will as the conclusions of Beveridge and 
Nelson (1991), deterred us from including government spending within our analysis. In addi- 
tion, although other studies also include long-term interest rate differentials in this regression, 
we do not, for two reasons: first, becasue we wish to focus upon the validity of the HBS 
primarily, rather than a general explanation of PPP deviations; and second, because interest 
rate differentials between Developed countries are typically found to be 1(0) series, whereas we 
conclude that each of our four real exchange rates are I(1) series (Table 1). It is consequently 
impossible for these variables to form a cointegrating vector. 
13The finding of a significant and correctly signed relationship between the real exchange 
rate and government spending contrasts with the findings of other researchers; for instance, al- 
though Chinn and Johnston (1997) report an appropriate relationship between US government 
spending and the real exchange rate, the same is not true for foreign spending. 
14 Similar to the Terms of Trade, the real oil price is intended primarily to capture the impact 
of supply shocks upon the real exchange rate in addition to productivity differentials. The 
sign of the estimated relationship between the real oil price and exchange rate more equivocal 
than for the Terms of Trade, for instance depending upon the import dependency of a country. 
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casts some doubt upon this conclusion. Furthermore, our failure to discover 
an appropriate cointegrating vector that includes the real oil price is consistent 
with the results of Alquist and Chinn (2000). But we do find evidence in favour 
of incorporating the Terms of Trade, as well as productivity differentials, in our 
empirical modelling, as is discussed below. 
2.3.4 Smooth Transition AutoRegression Models 
The discussion of the previous section suggested that inclusion in exchange rate 
models of supply related real variables-and particularly relative productivity 
differentials and the Terms of Trade-can help diminish the persistence of shocks 
to the real exchange rate around PPP-based equilibria. In this section, we ex- 
amine whether a further reduction in persistence may be achieved by modelling 
the equilibrium correction mechanism that exists between the real exchange 
rate, productivity differentials and the Terms of Trade as a non-linear process. 
A recent, but growing, literature has found in favour of the existence of 
significant neglected nonlinearity in exchange rate dynamics (Michael, Nobay 
and Peel, 1997; Taylor and Peel, 2000; Kilian and Taylor, 2001; Taylor, Peel 
and Sarno, 2001; Taylor and Sarno, 2001). A common approach amongst early 
non-linear research was to model exchange rate dynamics within a Threshold 
AutoRegressive (TAR) framework (Tong, 1983,1990). In this case, the existence 
of non-trivial arbitrage costs, product differentiation and uncertainty as to the 
exact value of equilibrium, introduces a threshold on either side of Fair Value, 
for instance, up to one standard deviation, within which deviations from Fair 
Value are relatively persistent. Consequently, within these thresholds the real 
exchange rate exhibits unit root, or even explosive, behaviour. As the real 
exchange rate reaches these thresholds, consensus emerges amongst investors 
that it has moved significantly away from equilibrium, implying that the benefit 
of arbitraging this opportunity now outweighs the fixed cost. Consequently, the 
exchange rate will tend to revert back towards its equilibrium level beginning 
around the level of these thresholds. TAR models therefore assume that the 
exchange rate shifts abruptly between unit root and mean reversion states, with 
this shift occurring around the level of the threshold. 
The general form of a TAR model can be written as 
Oqt =a+ Ilt(qt-d - m) + (1 - Ilt)(gt-d - m) +Ot (11) 
where m is the estimated equilibrium level of the real exchange rate (qt); ql, 
q2 are threshold parameters, Et is a residual term assumed to be independently 
and identically distributed with variance a, and 
1-lt 
1ifgt-d-m>qi Il 
1ifgt-a-m>_q2 (12) -0 otherwise 0 otherwise 
} 
That the behaviour of the exchange rate shifts abruptly between two behav- 
ioural states in proximity to a specific threshold level appears to be an overly 
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restrictive assumption. More plausible is that shifts between these two states 
occur smoothly, so that the tendency to revert back towards Fair Value is a 
positive function of the size of disequilibrium (O'Connell and Wei, 1997; van 
Dijk and Franses, 2000; Peel, Taylor and Sarno, 2001; Sarno and Taylor, 2002). 
This assumption is consistent with the observed presence within the foreign 
exchange market of heterogeneous investors, and therefore with the observa- 
tion that the perceived magnitude of realisable profits from arbitrage at any 
time will vary between market participants, for instance due to differences in 
the transaction costs that each investor group faces and the speed with which 
each group learns of the disequilibrium and the existence of a significant ar- 
bitrage opportunity. 15 It also appears consistent with the view of Sarno and 
Taylor (2002) that the probability of successful central bank foreign exchange 
intervention increases with the size of disequilibria, with the central bank ul- 
timately playing a coordinating role to the arbitrage activity of other market 
participants-who individually may be uncertain as to the extent of any disequi- 
librium or of the probability that market participants collectively will arbitrage 
available opportunities-to drive the exchange rate back towards its equilibrium 
level. 
Smooth Transition AutoRegressive (STAR) models capture this type of non- 
linear adjustment dynamics. This class of models was popularised by Granger 
and Teräsvirta (1993), and has subsequently been widely applied in macroeco- 
nomic and financial empirical modelling. For a comprehensive discussion of the 
STAR methodology, as well as non-linear modelling more generally, see Granger 
and Teräsvirta (1993), Franses and van Dijk (2000), and van Dijk, Franses and 
Teräsvirta (2002). 
The general form of a STAR model may be written as 
Oqt =a+ ßLxt +f {zt-d}(a' + ß'Oxt) + et, (ß + 0') <1 (13) 
where Aqt is the real exchange rate as defined in equation (5) above, and in- 
cluded in first differences to ensure stationarity (a prerequisite of STAR mod- 
elling). Xt is a set of explanatory variables, in our case productivity differentials, 
the Terms of Trade and lagged values of Aqt. f (zt_d) is a bounded continuous 
function in zt_d that characterises the transition of qt between the two regimes 
embedded within STAR models. The transition variable zt is usually chosen on 
the basis of theoretical intuition. For many financial and economic series there 
would appear to exist a number of series that represent plausible transition vari- 
ables. The range of possibilities is more limited for exchange rate modelling, 
and is typically limited either to the dependent variable itself-in which case 
the model is termed a Self-Exciting AutoRegressive or SETAR model-or to the 
equilibrium correction term that results from the underlying linear cointegrat- 
ing vector (Taylor and Peel, 2000; Sarno and Taylor, 2001). Again, a crucial 
determinant in the choice of transition variable is that the series be stationary. 
15 For a comprehensive discussion of foreign exchange investor heterogeneity, see the chapter 
in this study on The Role of Order Flow in Exchange Rate Forecasting. 
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There are two general types of STAR model: exponential and logistic. For 
an exponential STAR (ESTAR) the non-linear transition function in equation 
(13) takes the form 
f (zt-a) =1- exp{-('YI (or (4')))((gt-d - c) 
2)}. (14) 
The location parameter c determines the level at which the transition occurs be- 
tween the two regimes embedded in the model. The parameter ry is often termed 
the smoothness parameter (Enders, 2003) and governs the speed of transition 
between the unit root and mean reversion states embedded in the model. It 
takes a value 0< 'y < oo. High values of "y imply that the underlying adjust- 
ment process is similar to the TAR model in equations (11) and (12) above, 
where shifts between the two states occurs instantaneously at some threshold 
level (Teräsvirta and Anderson, 1992); indeed, the two models are equivalent 
for -y = 1. By implication, estimated values of -y close to zero indicate that the 
transition between states occurs very slowly. The term a(qt) is the standard 
deviation of the transition variable. It is included in the transition function as a 
scaling variable to facilitate convergence of 'y to its true value during the estima- 
tion procedure-this is sometimes problematic, particularly in small samples-and 
to allow comparison of the speed of transition between unit root and mean 
reversion regimes across each of our four exchange rate models. 
The ESTAR model is symmetric around f (zt_d) . 
Consequently, f (zt - d) 
is U-shaped, and the rate at which the real exchange rate reverts back to equi- 
librium is equivalent for large positive and negative disequilibria of similar size. 
When the exchange rate is trading at or close to its equilibrium level, that is 
when qt-d -c is approximately zero, the ESTAR transition function collapses 
to zero so that Aqt will be a function of the underlying linear AR process, 
Oqt =a+ EI3 xt-i + -t. (15) 
For large deviations of the real exchange rate from equilibrium, f (zt_d) =1 
and Aqt becomes a function of an alternative, non-linear AR process given in 
equation (13) above, 
In many studies neglected non-linearity is assumed to be present in all of the 
behaviour of the dependent variable, Oqt, consistent with estimation of equation 
(13). By contrast, in this study we assume that non-linearity is confined to the 
adjustment of the real exchange rate around its underlying (linear) equilibrium 
path. Our approach is consistent with the approach of Hendry and Ericsson 
(1991) in a study of UK broad money demand who, to the present authors' best 
knowledge, were the first to restrict interaction between the non-linear function 
and the linear AR representation of a series to the equilibrium correction term. 
Their approach was relatively simple, and involved multiplying the standard 
equilibrium correction term by its own squared value. By contrast to this study, 
there was no attempt to model the speed of adjustment of broad money around 
its equilibrium value as a function of the magnitude of the divergence of the two 
series; instead convergence occurred at a constant rate. This decision leads us 
to amend (13) to, 
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Oqt =a+ /Axt +f (zt-d) Axt + Lt" (16) 
where 
f (zt_d) =1- exp{-(ry/(cY(ECM)))(ECMt? d)}. (17) 
Lag length, d, of the transition variable is determined on the basis of LM-type 
linearity tests proposed by Granger and Teräsvirta (1993) and Teräsvirta (1998), 
where d is chosen to maximise the rejection of the null hypothesis of linearity, 
HO: -y = 0, in favour of the null of a STAR-based non-linearity. We discuss 
these tests in more detail below. 
We adopt the ESTAR specification as our central case. This follows from the 
fact that although we will set out to demonstrate the presence of some form of 
non-linear adjustment process in the real exchange rate around its equilibrium 
path, there is no presupposition that the speed of this adjustment is different 
in periods of significant over- and under-valuation. Asymmetry may be present 
for other financial variables-for instance, equity prices, where short-selling re- 
strictions may inhibit the activities of some investors-or real economic variables, 
where periods of sub-trend growth are typically shorter than above-trend pe- 
riods; for instance, see Teräsvirta and Anderson (1992) for an application of 
STAR modelling to Developed country industrial production data. By contrast, 
it is difficult to conceive of intuitive reasons why Developed country exchange 
rates should exhibit similar asymmetries. One potential justification may be 
the intervention activity of central banks that could exhibit a bias to prevent 
either over- or under-valuation. But outside of the Bank of Japan, it is not 
clear that this directional bias forms part of the objective function of any major 
central bank. And in any case the extent of official intervention has diminished 
substantially in recent years. 
Nonetheless, our choice of an ESTAR specification is challenged by the find- 
ings of Enders and Dibooglu (2001) and Leon and Najarian (2003). Using 
threshold cointegration, Enders and Dibooglu report evidence of asymmetric 
adjustment around PPP-based equilibrium for seven European exchange rates 
using monthly data over the sample period 1973 to 1997. In this case, a lo- 
gistic transition function would be more appropriate, turning the model into 
an LSTAR. Similarly, Leon and Najarian find evidence of asymmetric adjust- 
ment in an examination of monthly real effective exchange rate data for twenty 
six Developed and Developing country exchange rates using a Bi-Parameter 
Smooth Transition AutoRegressive (BSTAR) model; this is a variant on the 
STAR framework discussed above that incorporates two-speed convergence to 
reflects the existence of investor heterogeneity in the foreign exchange market. 
This evidence of asymmetry is strongest for Developing country exchange rates 
during episodes of over-appreciation. 
For completeness, therefore, we also model the adjustment of the real ex- 
change rate around equilibrium as an LSTAR process that incorporates the 
notion of asymmetric adjustment and compare the results with the ESTAR for- 
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mulation. In the LSTAR formulation the transition function f (zt_d) takes the 
form 
f(zt-a) _ (1 + exp{-('y/(a(ECM)))(ECMt_d)})-1,0 < 'Y: 5 oo. 
In contrast to the ESTAR specification the transition function in an LSTAR 
model is a monotonically increasing function of ECMt in our application, or of 
Zt_d more generally. 
Specifying a STAR Model Although only capable of capturing one of many 
potential types of non-linear behaviour STAR models have proved popular in 
the academic literature partly because there exists a straightforward framework, 
established by Granger and Teräsvirta (1993), Teräsvirta (1994) and Teräsvirta 
(1998), for specifying and testing the performance of this group of models. 16 
This framework incorporates three steps: 
1). specify a parsimonious linear equilibrium correction model that incorpo- 
rates a cointegrating equilibrium between the dependent and explanatory vari- 
ables. This linear VECM should exhibit no evidence of residual non-normality, 
autocorrelation or heteroskedasticity, or parameter instability; 
2). test this optimal linear specification for evidence of neglected non- 
linearity, across a range of plausible values of the delay parameter, d. This 
test amounts to a test of Ho : -y =0 in equations (13) and (16) above; 
3). if linearity is rejected, choose the appropriate form of STAR model, 
evaluated against a range of misspecification tests, as detailed below. 
A parsimonious linear VECM model may be written as 
p 
Ayt =a+ Oxt_Z + ýP(yt-i - xt-i) + Et (18) 
i=1 
where co(yt_i - xt_1) is the linear equilibrium correction term and et is an 
error term assumed independently and identically distributed with mean zero 
and variance cr. We select the optimal lag length for each VECM using a Wald 
Likelihood Ratio test; this test assesses the joint significance of all i-th lagged 
endogenous variables in the VECM, and has a chi-square distribution with k2 
degrees of freedom under the exclusion null. VECMs are estimated using FIML 
and optimised using a traditional general-to-specific procedure, with the least 
significant coefficient removed from the system at every iteration until all coef- 
ficients are significant at a 5% level. 
In this linear framework the dynamic relationship between the real exchange 
rate and significant regressors is assumed to be constant through time, meaning 
that the real exchange rate adjusts back towards its Fair Value in the wake of 
a shock at a constant rate cp in all periods independent of the magnitude of the 
deviation from equilibrium. This is a key difference with the STAR models. 
16 STAR models can also capture the effect of non-constant parameters within the linear 
alternative. 
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Assuming optimised VECMs pass all diagnostic tests, we progress to the 
second stage of the Granger-Teräsvirta modelling process. This involves testing 
the optimal linear specification for evidence of neglected non-linearity of the 
STAR form. As Teräsvirta and Anderson (1992) discuss, the purpose of linearity 
testing is twofold. First, to isolate those exchange rates for which the null 
hypothesis of linearity cannot be rejected, thereby eliminating these from the 
modelling process and, second, to determine an estimate of the delay parameter 
for those exchange rates for which non-linearity is present. The most common 
approach to linearity testing is to apply a variant of the Lagrange Multiplier 
linearity test proposed by Granger and Teräsvirta (1993) and Teräsvirta (1998). 
This test involves a Taylor expansion of a general STAR model around powers 
of the chosen transition variable, resulting in the following auxiliary regression, 
P 
et = , 
ßoxt + )3j y xt_jECM'_d + ut, HO : , 
ßj = 0, j=1,2,3 (19) 
j=1 
where et is the residual series from the optimal linear VECM in (14), >p=1 xt-j 
is the set of regressors from this VECM and ECMt_d is the equilibrium cor- 
rection term, our chosen non-linear transition variable. In small samples the 
test is distributed as an F-test with (m - 1/N - m) degrees of freedom, where 
m is the number of regressors in the auxiliary regression and N the number of 
sample observations. The test is calculated by comparing the sum of squared 
residuals from this auxiliary regression with the same statistic from the optimal 
linear VECM. In order to determine the optimal value of d, the delay parame- 
ter, the test is calculated over a range of values, 1<d<D, where the value 
of D is determined by economic intuition. A significant rejection of the null 
hypothesis for any value of d is interpreted as indicative of the presence of a 
non-linear STAR process within the residuals of the estimated linear VECM; 
equivalently, the conditional mean of the dependent series is non-linear. If two 
or more values of d are significant, the optimal value of d, d, is chosen to be the 
one that minimises the p-value of the test statistic. As an incorrect rejection 
of the null hypothesis of this linearity test will be revealed by the subsequent 
failure to a uncover a STAR model that provides a satisfactory explanation of 
the data (Teräsvirta and Anderson, 1992), the researcher can afford to adopt a 
relatively liberal attitude to acceptable significance levels when conducting this 
test. 
An alternative test often employed to confirm the presence of neglected non- 
linearity is the Ramsey Reset test (Ramsey, 1969). Although originally designed 
as a test for evidence of general misspecification, a significant result is typically 
interpreted as evidence of either non-linearity or time-varying parameter esti- 
mates, the impact of which can also be captured by the STAR methodology. 
The Ramsey Reset test is based upon the following regression, 
Ayt =a+ ßi Axt-i + (Fittedt -i + Et (20) 
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where (ZFittedt ^3 are powers of the fitted values from the basic regression of Dyt 
on (a+/3iEp 10xt_i) in equation (19) above. Similarly, Ljung-Box Q-statistics 
calculated from the autocorrelation function of the squared residuals recovered 
from the optimal linear VECM can be used to indicate the presence of some 
form of misspecification. Researchers also often test for the presence of neglected 
non-linearity using the BDS test proposed by Brock, Dechert, Scheinkman and 
LeBaron (1996). Under the BDS test, and following Enders (2003), let {et} be 
the sequence of residuals recovered from the optimal VECM and r represents 
a given distance. If all values of {et} are independent, then the probability 
that the distance between any two observations {e2, ej } is less than r should be 
equivalent under the null hypothesis for all i and j, meaning that the residuals 
are independently and identically distributed. If this is not the case, then there 
exists misspecification in the residuals, which is often assumed to be some, 
unspecified form of nonlinearity. 17 As the BDS test has low power in small 
samples we report p-values calculated from 10,000 iterations of a bootstrap 
simulation that assumes the underlying series is distributed as a random walk. 
Assuming that the null hypothesis of linearity is rejected in equation (20), 
Granger and Teräsvirta (1993) and Teräsvirta (1994,1998) suggest using a series 
of nested F-tests based upon this auxiliary regression to facilitate differentiation 
between an ESTAR and LSTAR specification. These nested tests incorporate 
the following null hypotheses, 
Ho3 : 03 =0 (21) 
Hoe: /32=0Iß3=0 (22) 
Hol : 01 =01 0a = , 
3s = 0. (23) 
An acceptance of (22) and rejection of (23) is taken to be indicative of an ES- 
TAR model. Alternatively, a significant rejection of (24), and acceptance of (22) 
and (23) suggests an LSTAR specification. Teräsvirta (1994) demonstrates, on 
the basis of a Monte Carlo simulation, that this model selection procedure gen- 
erally works well both in terms of determining the presence of non-linearity and 
differentiating between ESTAR and LSTAR formulations. But as van Dijk and 
Franses (2000) argue, this sequence of nested tested tests is not guaranteed to 
accurately reveal the correct form of STAR model appropriate to the dependent 
series at hand; after all, it is based only upon a Taylor expansion approximation 
of the underlying STAR model. This suggests that the researcher is best ad- 
vised to fit both forms of STAR model to the data set and use the results of this 
estimation procedure alongside the above F-tests to determine the appropriate 
STAR representation. 
Third, evidence of neglected nonlinearity in the optimal linear VECM jus- 
tifies the specification of an appropriate STAR model. 18 Once specified, there 
17As an alternative to nonlinearity, a significant BDS statistic can be indicative of a chaotic 
process. 
18By implication, of course, an insignificant set of results suggests that the linear character- 
isation of the dependent variable is appropriate and that modelling efforts should terminate 
at this stage. 
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exist three evaluation tests designed to assess the specification of STAR models. 
These tests were developed by Eitrheim and Teräsvirta (1996) and are based 
upon Taylor expansions of the underlying STAR models. 19 As Eitrheim and 
Teräsvirta (1996) demonstrate, all of these tests have appropriate small sample 
properties. The first test examines the optimal STAR model for the presence of 
residual auto correlation. As the asymptotic distribution of this test is unknown 
(Eitrheim and Teräsvirta, 1996), the authors develop an appropriate LM test 
that compares the sum of squared residuals from the optimal STAR model and 
an auxiliary regression of the residuals from the optimal STAR model expressed 
as a function of lagged values of the residuals, the explanatory variables of the 
STAR model and the two following expressions, 
Of /äy = exp { -ry(ECM)2 } (yt_d - c)2B wt (24) 
o 9f /äc = 2'y exp { -ry(ECM)2 
} (yt_d - c)B'wt (25) 
where f (. ) is the original ESTAR function. The resulting test is distributed as 
an F-test in small samples, with q and t-n-q degrees of freedom. 
The second test developed by Eitrheim and Teräsvirta examines preferred 
STAR models for evidence of additional non-linear structure within the real 
exchange rate. Again, this test is based upon a Taylor expansion of the STAR 
model and takes the form 
Act = ß0xt + (9xt) Ft(yt-di 7, C) + QlxtYt-d +02 xty y t-d + 
133xtt-d + Et, (26) 
where HO : , 
ß1 = , 
ß2 = , 
ß3 =0 and et is the estimated residuals from the optimal 
ESTAR model. The test is calibrated for values of d=1,2,..., 8. 
Third, Eitrheim and Teräsvirta (1996) develop a test of parameter constancy 
against an alternative hypothesis of smoothly changing parameters. This alter- 
native hypothesis contrasts with the traditional assumption of a single structural 
break in estimated coefficients, for instance as embedded in the Chow test; the 
alternative hypothesis in the Chow test is a special case of the test proposed by 
Eitrheim and Teräsvirta. Their test is based upon the alternative STAR model, 
Oqt =a+ Q(t)Axt +f (Zt-a) 0(t)Ozt + et. (27) 
To test the null hypothesis of parameter constancy, Eitrheim and Teräsvirta 
derive the following auxiliary regression, 
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Opt = ßi tiX tFt (yt-d; '' c) + ßj 
E tj xt + rt, (28) 
i=1 j=Q 
where HO : /33 = 0. If any of these three evaluation tests indicates the presence of 
misspecification the selected STAR model should be respecified and only when 
the researcher is confident that the preferred STAR specification adequately 
characterises the underlying data generating process of the dependent series 
should the modelling process terminate. 
19For a full derivation of these tests, see Eitrheim and Teräsvirta (1996). 
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2.4 Data 
Using quarterly data from DataStream over the maximum sample period 1970: 1 
to 2002: 4 we examine the relationship between four real exchange rates-mark- 
dollar, yen-dollar, mark-sterling and yen-sterling, all expressed as domestic price 
of foreign currency-and fundamental variables in a linear and non-linear frame- 
work. 20 The real exchange rate is defined as above, in terms of consumer price 
(CPI) data. We were unable to uncover an appropriate variable that could proxy 
for the HBS effect across all four exchange rates. Consequently, we use a number 
of different measures. For mark-dollar, mark-sterling and yen-sterling, traded 
goods sector productivity is measured as manufacturing output per person em- 
ployed. According to our interpretation of the HBS hypothesis, an increase in 
manufacturing productivity in country i is consistent with an appreciation in 
the real value of its currency. Implicitly, therefore, and consistent with Balassa 
(1964), for these three exchange rates we assume that non-traded goods sec- 
tor productivity is constant. For yen-dollar, productivity is also defined as the 
ratio of manufacturing output per person employed to whole economy output 
person employed, thereby allowing non-traded goods sector productivity to vary 
over time for this exchange rate. The Terms of Trade for all exchange rates is 
measured as a ratio of export to import prices, in domestic currency terms. 
All fundamental data series are seasonally adjusted, and all series, including 
exchange rates, are expressed in natural logarithms. 
2.5 Empirical Results 
Consistent with the preceding discussion, we adopt a four-stage modelling pro- 
cedure. First, we examine our data set for evidence of unit roots and second,. for 
evidence of long-term linear equilibria between selected series, using the usual 
Johansen cointegration procedure. Third, we fit the best linear VECMs around 
these linear equilibria, and fourth, we test for the presence of non-linear ad- 
justment around these established linear equilibria and then compare the per- 
formance of the optimal non-linear model with the optimised linear VECM for 
each exchange rate. This approach is consistent with Escribano and Miri (1996), 
Balke and Fomby (1997) and van Dijck and Franses (2000), all of whom demon- 
strate that the bias in estimating cointegrating relationships between series in 
the presence of neglected non-linear adjustment is not significantly larger than 
in the case of linear adjustment. Consequently their results indicate that the 
presence of non-linear adjustment does not invalidate the use of linear cointe- 
gration tests. 
20The sample for yen-sterling begins in 1984: 4, reflecting data availability. Mark-dollar and 
mark-sterling are used as proxies for euro-dollar and euro-sterling from January 1999. Studies 
demonstrate that this is approximately equivalent to calculting synthetic euro exchange rates 
for the period prior to January 1999 (Schnatz, Vijselaar and Osbat, 2003). 
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2.5.1 Unit Root and Cointegration Tests 
A standard first step in empirical research is to examine data series for evidence 
of a unit root, and then to extend this analysis into an examination of the 
presence of cointegrating equilibria between variables. This is important to avoid 
the problem of spurious regressions that occurs when two or more series with 
no underlying long-term relationship are combined in regression analysis, with 
some behavioural inference drawn as a result. A spurious regression typically 
exhibits a high R2 and significant t-statistics, but these statistics are meaningless 
in economic terms. 
For most time series, and particularly financial market variables including 
exchange rates, qualitative inspection highlights that the assumption that series 
are normally distributed with a constant mean, m, and finite variance a is false. 
Series that contradict this assumption are termed nonstationary, and have a 
non-constant mean and a variance that increases over time, to infinity in the 
limit. A non-stationary series is thereby said to exhibit one or more unit roots, 
meaning that the impact of a shock to the variable at time t is persistent and does 
not decay. By contrast, shocks to stationary variables are necessarily temporary 
and will dissipate over time, with the series ultimately reverting to its long-run 
mean value (Enders, 1995). Consider the following two series 
yt =a+ yt_i + Et (29) 
zt =a+ -yzt_1 + et, where 0< ry <1 (30) 
yt is a unit root process and zt a stationary series. To impose stationarity on 
yt, it is necessary to take differences of the original time series. A variable that 
contains d unit roots and therefore requires differencing d times to impose sta- 
tionary is termed integrated of order d, or I (d). A variable that is stationary in 
first differences is therefore termed I(1). As discussed above, an understanding 
of the order of integration of variables is central to an assessment of the conclu- 
sions of associated regression analysis. A necessary but not sufficient condition 
for two or more variables to form a long-term, linear equilibrium relationship 
is that they exhibit the same order of integration. By definition, two variables 
for which the order of integration is different cannot form a long-term relation- 
ship, as they will drift apart over time; unanticipated shocks to the estimated 
relationship will be permanent and there will be no tendency for the previous 
correlation to re-emerge. 
We test variables for order of integration using the Augmented Dickey-Fuller 
(ADF) test. This test is modified relative to the standard ADF test to incorpo- 
rate a constant term, and a constant term with drift. Although there exists a 
plethora of different unit root tests, each with a slightly different slant on this is- 
sue, we feel that analysis of these modified ADF tests alone remains appropriate 
for our purposes. The test takes the form 
n 
Dyt =a+ (Yt-i +ß yt-i + St + et (31) 
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where 6 is a time trend and where the error term et is assumed to be indepen- 
dently and identically distributed. Monte Carlo simulations suggest that the 
significance of ADF test statistics will be biased by the choice of an inappro- 
priate lag structure, leading to the persistence of serial correlation in the error 
process. Accordingly, we test variables for presence of a unit root structure us- 
ing a lag length from zero to twenty, with the optimal lag selected on the basis 
of the Akaike Information Criterion (AIC) to ensure that all serial correlation 
from the residuals is eliminated. 
ADF unit root test results, including optimal lag length, are reported in 
Table 1. These indicate the presence of a single unit root in most series un- 
der examination, suggesting that the real exchange rate and its fundamental 
determinants are non-stationary in levels. Evidence of a unit root in the real 
exchange rate is a moot point in the literature. Many studies report findings 
consistent with our results using similar data samples; for instance, Abauf and 
Jorion (1990) on the basis of panel unit root tests, and Clarida and Taylor (1997) 
in a study of the relationship between spot and forward exchange rates for the 
G5 countries. However, Taylor, Peel and Sarno (2001) using Monte Carlo sim- 
ulations suggest that standard unit root tests have low power to reject the null 
hypothesis when the true process incorporates non-linear mean-reversion. As 
a central hypothesis of our analysis is the presence of nonlinearity in exchange 
rate behaviour, their conclusion is potentially an important one. O'Connell and 
Wei (1997) make a similar point, although they also conclude in favour of a unit 
root using exchange rate data from the floating rate period. Other studies that 
find in favour of stationarity typically enjoy the benefit of much longer data 
samples than ours, in some cases several hundred years (for instance, Lothian 
and Taylor, 1996). This approach, too, can bring its own potential drawbacks, 
though, as the data span a mix of fixed and floating exchange rate arrange- 
ments and, potentially, a number of structural breaks that may have exerted a 
significant impact upon the behaviour of the real exchange rate. 
Three of our selected series appear to be stationary in levels: long-term in- 
terest rate differentials, relative government spending-where data is available to 
allow testing-and the US Terms of Trade. The interest rate and government 
spending results make intuitive sense. For both variables it seems implausible, 
in a Developed country setting, that persistent divergence could occur over the 
whole of our sample without evidence of correction back towards mean levels: in- 
terest rate divergence offers riskless arbitrage opportunities to investors beyond 
some initial threshold that incorporates transaction costs and risk premia; and 
a widening government deficit in a particular country will not be funded by the 
market indefinitely, implying eventual correction of relative balances towards a 
long-term mean. 
Variables that are integrated of the same order of integration may form a 
long-term linear equilibrium, or cointegrating, relationship (Johansen, 1988). 
Consider a kth-order VECM, 
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k 
AYt = Vt + FiYt-i + Hyt-k + -Ft 
(32) 
Zý1 
where IIyt_k is a traditional equilibrium correction mechanism and k is the 
number of endogenous variables within the VECM system. The Johansen coin- 
tegration test examines evidence of linear dependence within the II matrix; if II 
exhibits reduced rank, such that 0<r<k, then there exist two rxk matrices 
a and ß, where 
II =c 8', ß'yt - I(0). (33) 
The rank of H equals the number of cointegrating vectors, given by each column 
of the 0 matrix. The elements of a are the equilibrium correction parameters 
in the VECM system that determine the speed at which variables return to 
equilibrium in the wake of an unanticipated shock. Johansen estimates the H 
matrix within an unrestricted VAR and tests whether the restrictions implied 
by the reduced rank of II can be rejected. As with unit root analysis, one poten- 
tial problem undertaking cointegration analysis is the relatively short data span 
available to this study. This implies that the power of cointegration tests may 
be compromised, reflecting the long-term nature of the embedded hypothesis. 
With a short data span, regardless of the frequency of observations, it can be 
difficult to distinguish a mean-reverting series with high persistence from a ran- 
dom walk, and therefore to reject the null hypothesis of no cointegration even 
if in reality there does exist some linear combination that forms a cointegrating 
vector. This proviso notwithstanding, we think that this analysis is useful to 
undertake; indeed, to the extent that we uncover evidence of significant cointe- 
grating equilibria between our selected series then this observation can be taken 
to strengthen these findings. And although our sample spans a range of mone- 
tary and exchange rate arrangements in each of the four countries, not least the 
UK, that may also compromise the power of these tests, this is an unavoidable 
feature of many strands of exchange rate modelling21, and not a characteristic 
unique to this study. 
Table 2 presents the results of cointegration analysis. Optimal lag length 
for these tests is chosen on the basis of lag exclusion tests and reported in the 
table, as are assumptions relating to the inclusion of linear time trends within 
cointegrating vectors. For each of the four exchange rates, the Johansen test 
indicates the existence of at least one cointegrating vector between the real ex- 
change rate, relative productivity and the Terms of Trade, although the exact 
composition of these vectors differs between exchange rates, in terms of both 
the way we include productivity and Terms of Trade variables. The sign of 
estimated cointegrating coefficients are instructive (Table 3), and suggest that 
only the productivity terms for mark-dollar are consistent with the presence of 
a traditional HBS relationship in deviations of the real exchange rate from PPP 
levels; this finding is consistent with the evidence of Alquist and Chinn (2002), 
21 Use of Markov-Switching models that capture regime shifts can address these issues. 
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Schnatz, Vijselaar and Osbat (2003) and Osbat, Rüffer and Schnatz (2003) who 
all argue that relatively weak productivity growth in the Euro Area contributed- 
to varying degrees-to the depreciation of euro-dollar following its inception in 
1999. By contrast, estimated coefficient signs for yen-dollar, yen-sterling and 
mark-sterling all suggest that positive productivity innovations are consistent 
with a depreciation of the real exchange rate. Although a contradiction of the 
HBS hypothesis, this finding is consistent with the existence of a price channel 
transmission mechanism in the theoretical models of Stockman (1980) and Lu- 
cas (1982), whereby output growth implied by positive productivity innovations 
can only be absorbed by the market if price levels decline. The existence of 
this transmission mechanism is also consistent with the conclusions of Chinn 
and Johnston (1997) based upon time series analysis-their conclusions are more 
consistent with HBS using panel estimation-and IMF (2002); IMF (2002) exam- 
ines the behaviour of mark-sterling using quarterly data over the period 1980 
to 2000, concluding that relatively weak UK productivity has been a signifi- 
cant determinant of the estimated equilibrium revaluation of this exchange rate 
during the late 1990s. 
By contrast, the sign of estimated coefficients for the Terms of Trade series 
for all exchange rates except mark-sterling is consistent with positive supply 
shocks other than productivity causing an appreciation of the real exchange 
rate. 
In conclusion, it appears that our results have confirmed the general findings 
of the extant exchange rate literature: evidence in favour of the HBS hypothesis 
is mixed, with conclusions differing depending upon selected methodologies, 
exchange rates and data definitions. But the fact that cointegrating equilibria 
incorporating relative productivity and the real exchange rate are evident for all 
of our four rates suggests that we should retain productivity series within our 
analysis and that supply shocks captured by both productivity and the Terms of 
Trade do at least in part explain the persistence of PPP deviations. We proceed 
on this basis. 
Consistent with the Granger Representation theorem (Granger, 1993), for 
any set of variables that form a cointegrating equilibrium there exists an as- 
sociated dynamic, equilibrium correction representation. Accordingly, Table 4 
reports optimised linear VECMs for each exchange rate, expressing quarterly 
changes in the real exchange as a function of significant lagged changes in pro- 
ductivity differentials, the Terms of Trade, as well as the lagged cointegrating, 
or equilibrium correction, relationship between all these variables. A significant 
negative coefficient on this last term ensures that variables within the VECM 
adjust back towards the long-term cointegrating equilibrium relationship in the 
wake of an unanticipated shock. We select the optimal lag length for each 
VECM system using a Wald Likelihood Ratio test; this test assesses the joint 
significance of all i-th lagged endogenous variables in the VECM, and has a 
chi-square distribution with k2 degrees of freedom under the exclusion null. We 
then use a traditional general-to-specific procedure to sequentially eliminate in- 
significant coefficients within the system until we achieve a set of parsimonious 
VECMs within which all remaining coefficients-including equilibrium correction 
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terms-are significant at a 5% level. Exchange rate systems are estimated using 
the Full Information Maximum Likelihood estimator (FIML). This procedure 
estimates the likelihood function under the assumption that the contemporane- 
ous errors within the system have a joint normal distribution. Provided that 
the likelihood function is correctly specified, FIML is fully efficient. 
From Table 4, optimised linear VECMs are relatively parsimonious, with 
few dynamic lagged explanatory terms included in the final specification. The 
explanatory power of these VECMs is relatively high for all four exchange rates 
compared with traditional PPP equations; R2 statistics lie in the range 0.12-for 
yen-sterling- to 0.24-for mark-dollar. Equilibrium correction terms are correctly 
signed for all four exchange rates; the speed of adjustment of the real exchange 
rate back towards equilibrium in the wake of an unanticipated shock is relatively 
rapid for all exchange rates compared with traditional PPP half-life estimates. 
The payoff from augmenting PPP with a measure of productivity and the Terms 
of Trade appears unequivocal. 
Diagnostic tests on these optimised VECMs are generally satisfactory, ex- 
cept for evidence of residual non-normality for mark-dollar and a rejection for 
yen-dollar of the null hypothesis in the Ramsey Reset test of no equation mis- 
specification. Similarly, the autocorrelations of the squared residuals for yen- 
dollar (Table 5) suggest problems with the optimal VECM for this exchange 
rate. Some supportive evidence is provided by BDS tests as well, particularly 
for mark-dollar (Table 6). 
Table 7 reports the results of Granger-Teräsvirta (1996) linearity tests on 
the residuals from the optimal VECM of each exchange rate. These indicate ev- 
idence of non-linearity for all exchange rates except mark-dollar. Alongside the 
Jarque-Bera test result for this exchange rate reported in Table 5, our findings 
seem consistent with other studies that have demonstrated the presence of non- 
linear adjustment around (log) linear equilibria for a range of real exchange rates, 
indicating the importance of modelling exchange rates as non-linear process; for 
instance, see Taylor and Peel (2000), Taylor, Peel and Sarno (2001) and Lothian 
and Taylor (2004). The value-added offered by this study is the conclusion that 
this evidence of non-linear adjustment remains even once explicit account has 
been taken of the impact of supply shocks to the real exchange rate due to pro- 
ductivity and Terms of Trade innovations. But it also appears fair to conclude 
that overall evidence of remaining residual non-linearity is weaker than reported 
than some other studies, perhaps reflecting our explicit capture of productivity 
and Terms of Trade effects on the path of the real exchange rate. 
In conclusion, though, there does appear to be sufficient evidence from the 
range of diagnostic test results reported above of residual non-linearity within 
optimal linear VECMs to justify estimation of a set of ESTAR models, and it 
is to this analysis that we now turn. 
2.5.2 Smooth Transition Autoregression Analysis 
Our prior assumption is that the speed of adjustment of the real exchange rate 
around its equilibrium value is dependent upon only the magnitude, and not 
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the direction of any divergence. This assumption is analysed using the Granger- 
Teräsvirta (1996) test outlined above (equations (22) to (24)) that aims to dif- 
ferentiate between ESTAR and LSTAR non-linearity within the residuals from 
estimated VECMs. These tests are based upon a Taylor expansion of underlying 
STAR models; as such they represent an approximate guide to model selection, 
rather than a definitive indicator. Test results are reported in Table 8, and sug- 
gest that our prior assumption is correct for yen-dollar and mark-sterling; these 
exchange rates should be modelled as ESTAR processes. For mark-dollar and 
yen-sterling results suggest an LSTAR model that incorporates asymmetric ad- 
justment around Fair Value. This seems unintuitive, as discussed above, but is 
consistent with the results of Enders and Dibooglu (2001) and Leon and Najar- 
ian (2003). However, estimation results-not reported-indicate that an LSTAR 
specification is not appropriate for either exchange rate; estimated smoothness 
parameters are wrongly signed and insignificant. Consequently, we will main- 
tain the assumption that all four exchange rates are ESTAR processes and test 
the validity and explanatory power of estimated models subsequently. We also 
maintain the hypothesis that neglected non-linearity exists in the adjustment of 
the exchange rate around equilibrium alone, and not in the estimated equilib- 
rium series itself. Consequently, our chosen transition variable is the equilibrium 
correction term from the linear VECMs above. This approach represents an ac- 
curate interpretation of the intuition underlying the STAR methodology, and is 
supported by the evidence of Escribano and Miri (1996) and Balke and Fomby 
(1997), as discussed above. 
Table 9 presents the results of our non-linear modelling. Estimation of ES- 
TAR equations is undertaken by non-linear least squares, resulting in consistent 
and asymptotically normal estimators. Consistent with Granger and Teräsvirta 
(1993), we adopt a starting value for each ESTAR equation of one for the tran- 
sition parameter in each of these three specifications, and scale this parameter 
by the standard deviation of the transition variable, ECMt. This approach pro- 
vides standardised results that are comparable across each of the four exchange 
rates that we examine and also allows the models to solve more easily. Results 
are not materially different using alternative starting values. 
Estimated transition parameters are significantly different from zero for all 
four exchange rates, on the basis of reported t-statistics. Although t-statistics 
should be treated with a degree of caution, due to the presence of a unit root 
in each of our dependent and explanatory series, we verify these results using 
a bootstrap simulation incorporating 10,000 interations; these results (reported 
in square parentheses in Table 9) also indicate that the estimated transition 
parameters are significantly different from zero at a 1% significance level. The 
transition between the two states specified by the ESTAR model-unit root and 
mean reversion-occurs most rapidly for mark-dollar (two quarters) and yen- 
sterling (three quarters). However, transition speeds are relatively fast for the 
other two exchange rates as well-with both below two years-consistent with the 
findings of Lothian and Taylor (2004). Consequently, for all these exchange rates 
our estimation results suggest that market participants reach a consensus view 
concerning the extent of misalignments relatively quickly-compared to half-live 
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estimates of traditional PPP models-and exploit consequent arbitrage opportu- 
nities causing the real exchange rate to converge back towards its equilibrium 
level. 
It is important to test for the presence of additional neglected nonlinear- 
ity in ESTAR models, as well as serial independence and parameter constancy. 
Failure to pass any of these three diagnostic tests is taken as indicative of mis- 
specification and should lead to model respecification. We examine for neglected 
non-linearity using a form of the Ramsey Reset test, whereby the residuals from 
ESTAR models are regressed on higher powers of the fitted values of the optimal 
ESTAR model in addition to the original independent regressors. The joint null 
hypothesis of this test is that the coefficient of each of these fitted terms is zero. 
As Table 10 highlights, there is no evidence of neglected non-linearity for any 
of the four exchange rates in our study. Similarly, for Table 11 there appears to 
be no significant evidence of residual serial correlation or parameter instability 
at traditional significance levels. Overall, therefore, the ESTAR models appear 
to be well specified. 
The final diagnostic tests that we consider assess whether the selected ES- 
TAR models encompass their linear equivalents. This assessment is important 
as it allows a direct assessment of the extent to which adopting a nonlinear 
augmented PPP specification is actually able to improve upon the explanatory 
power of the linear alternative; in a sense, this test assesses the economic sig- 
nificance of the statistical improvement that we have reported so far in moving 
from a linear to a non-linear specification. We perform this assessment in two 
ways. First, and following the approach of Skalin and Teräsvirta (1998), we 
assess the accuracy of the linear and non-linear specification by calculating the 
ratio SNL/SLIN, where SNL is the estimated standard deviation of the residuals 
from the preferred ESTAR model and SLIN is equal to 
1 -2 SLIN- 
T-lC st (34) 
where et are the residuals from the optimal linear VECM. Second, by intro- 
ducing into the ESTAR model for each exchange rate the linear equilibrium 
correction term and assessing the statistical significance of both the non-linear 
smoothness parameter and the linear equilibrium correction parameter in this 
augmented regression; a statistically significant smoothness parameter and an 
insignificant equilibrium correction parameter would imply that the ESTAR 
model encompasses the linear alternative, and vice versa. From Table 12, there 
appears to be little evidence that ESTAR models actually do encompass their 
linear alternatives: using the first test, only for yen-sterling do we see a reduction 
in the residual standard deviation of approximately 5%; and using the second 
test only the results for mark-sterling suggest the ESTAR model encompasses 
the linear alternative. For none of our exchange rate do the results of both 
tests unequivocally indicate that the non-linear ESTAR model encompasses the 
linear alternative. Given evidence from other studies that important nonlinear- 
ities exist within real exchange rates, this result appears disappointing. There 
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are a number of potential explanations. First, this result may reflect our use of 
quarterly data (Taylor, 2000). We opted to use this frequency to ensure that the 
path of estimated equilibria was relatively smooth, in turn minimising the im- 
pact of changes in equilibria on the turnover, transaction costs and performance 
of investment portfolios. However, as real exchange rate data are sampled on a 
daily frequency this choice may have eliminated much of the inherent non-linear 
structure in these series. Moving to a monthly frequency may therefore improve 
the performance of our ESTAR models, albeit at the cost of some deteriora- 
tion in the potential performance of associated investment portfolios. A second 
possibility reflects our augmentation of the traditional PPP relationship with 
supply related variables; the payoff from augmenting PPP with real variables is 
a faster convergence of exchange rates toward estimated equilibria in the wake of 
unanticipated shocks. But this payoff may have come at the cost, again, of un- 
dermining the inherent non-linear structure within exchange rate series. Third, 
deviations from equilibrium during our sample period have typically been very 
persistent; extending our data span may allow the inherent non-linear structure 
in exchange rates series to emerge more clearly in estimated ESTAR models. 
Fourth, it may be that our choice of an ESTAR framework is inappropriate 
and that exchange rates exhibit alternative non-linear forms, when account is 
taken of the impact of supply related variables. We leave these issues to future 
research, but suggest that addressing them may facilitate a general rehabilita- 
tion of ESTAR models, consistent with the results of other research in this area 
(Michael, Nobay, and Peel, 1997; O'Connell and Wei, 1997; Taylor and Peel, 
2000; Taylor, Peel and Sarno, 2001; Kilian and Taylor, 2002; Sarno, Taylor and 
Chowdhury, 2002; Leon and Najarian, 2003). 
2.6 Conclusion 
The persistence of PPP deviations has long been an important focus of aca- 
demic research. Traditional estimates of the half-life of shocks to PPP lie in 
the range three to five years. Efforts to explain this persistence have concen- 
trated upon a number of areas, including: the presence of statistical biases in 
half-live estimates (Taylor, 2000; Imbs, Mumtaz, Ravn and Rey, 2002; Cashin 
and McDermott, 2003; Chen and Engel, 2004); imperfections in market struc- 
ture (Krugman, 1986; Knetter, 1993); supply and demand shocks, including due 
to the HBS effect and shifts in the Terms of Trade (Asea and Cordon, 1994; 
Froot and Rogoff, 1994; Sarno and Taylor, 2002); and non-linear adjustment 
dynamics around linear (or log-linear) equilibria (Michael, Nobay, and Peel, 
1997; O'Connell and Wei, 1997; Taylor and Peel, 2000; Taylor, Peel and Sarno, 
2001; Kilian and Taylor, 2002; Sarno, Taylor and Chowdhury, 2002; Leon and 
Najarian, 2003). These various research strands have in turn provided a wide 
range of results-partly depending upon the length of data span and exchange 
rates analysed, estimation methodologies adopted, and so on-without any be- 
ing entirely conclusive, indicating that the question of persistence is complex. 
Our approach in this study has been to examine the combined impact upon 
persistence of two of these factors during the floating rate era: supply shocks 
43 
and non-linear adjustment dynamics. We are unaware of any other research 
that makes a similar contribution to the literature using this sample period; 
although see Lothian and Taylor (2004) for a complementary long-span study. 
Consistent with the existing literature, our findings provide mixed reading. 
First, although productivity and Terms of Trade shocks do appear important to 
the determination of exchange rates during our sample period, we find only lim- 
ited evidence in favour of the HBS effect. Second, the magnitude of equilibrium 
correction parameters within estimated linear VECMs suggest that augmenta- 
tion of traditional PPP models with these supply side variables can greatly re- 
duce the persistence of real exchange rate deviations from PPP. Third, evidence 
of residual non-linearity in these linear VECMs encourages us to model real 
exchange rate dynamics, incorporating the impact of supply side variables, as 
an ESTAR process. In turn, these models suggest that transition between unit 
root and mean reversion states embedded within the ESTAR framework occurs 
relatively quickly-within two years at the maximum-again suggesting that our 
approach is capable of substantially reducing the half-lives of PPP deviations. 
Fourth, although estimated ESTAR models are statistically well specified and 
significant, encompassing tests indicate little economic benefit is gained from re- 
placing traditional linear VECMs incorporating supply variables with non-linear 
models of this form. We discuss a number of reasons that may help explain this 
last result, including our choice of a quarterly data frequency, augmentation of 
PPP with supply related variables and the persistence of deviations from equi- 
librium during our data sample. Overall, therefore, although we appear to have 
made some incremental progress towards explaining the persistence of PPP de- 
viations in this study, we have also highlighted some possible issues with the 
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Table 1: Augmented Dickey Fuller (ADF) Unit Root Tests 
I(0) 
Constant Lag Length Constant and Trend Lag Length 
Mark - Dollar 
RER -2.4785 4 -2.5414 4 
BD Man 0.0329 0 -1.3955 0 
US Man 1.2867 1 -1.0538 1 
Man Prod 2.5201 0 -2.4976 0 
BD Man Whole -0.6593 0 -2.7639 0 
US Man Whole 1.6234 5 -1.5844 5 
Man Whole -2.5622 0 -3.6747* 0 
BD_ToT -1.2604 1 -2.6753 3 
USToT -3.3632* 3 -3.5381* 3 
ToT -1.6472 1 -2.7585 1 
BD Gov -2.2165 10 -3.0649 10 
US Gov -2.4547 7 -2.5748 7 
Gov_Bal -2.6305 7 -3.6910* 9 
Oil -1.4364 5 -2.8457 3 
Notes: Lag length selected to minimise AIC. * (**) indicates significance at 
5% (1%) level. RER is the mark-dollar real exchange rate, defined in terms of 
CPIs. BD_Man and US_Man are manufacturing output per man in Germany- 
our proxy for the Euro Area-and the US. Man-Prod is the differential of these 
two series. BD_Man_Whole and US_Man_Whole are the ratio of manufac- 
turing output per man to whole economy output per man in Germany and the 
US. BD_Tot and US_Tot are the Terms of Trade in Germany and the US, 
defined as the ratio of export to import prices for both countries. ToT is the 
relative Terms of Trade between these two countries. BD 
- 
Gov and US-Gov 
are government consumption as a percentage of nominal GDP in Germany and 
the US. Oil is the nominal price of oil, deflated by the US CPI. All series are 
in natural logarithms. 
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Table 1 (cont. ): Augmented Dickey Fuller (ADF) Unit Root Tests 
I(1) 
Constant Lag Length Constant and Trend Lag Length 
Mark - Dollar 
RER -4.9346** 2 -4.9112** 2 
BD Man -9.2442** 0 -9.2083** 0 
US Man -7.8182** 0 -7.9997** 0 
Man Prod -2.7281* 10 -2.7615 10 
BD Man Whole -10.6282** 0 -10.5876** 0 
US_Man_Whole -3.9210** 4 -3.1891* 12 
Man Whole -11.2003** 0 -11.3526** 0 
BDToT -4.3593** 3 -4.3649** 3 
USToT -5.8906** 4 -5.9667** 4 
ToT -7.3449** 0 -7.3149** 0 
BD Gov -5.5533** 9 -5.5199** 9 
US Gov -9.2868** 4 -9.2620** 4 
GovBal -4.1547** 9 -4.1211** 9 
Oil -5.6957** 4 -5.6613** 4 
Notes: Lag length selected to minimise AIC. * (**) indicates significance at 
5% (1%) level. 
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Table 1 (cont. ): Augmented Dickey Fuller (ADF) Unit Root Tests 
I(0) 
Constant Lag Length Constant and Trend Lag Length 
Yen - Dollar 
RER -2.3516 3 -2.4621 3 
JP Man -2.5077 9 -2.0553 9 
Man Prod 0.5533 1 -1.8331 1 
JPManWhole -0.4255 12 -3.3852 12 
Man Whole 1.3881 10 -2.2511 5 
JPToT -2.6481 1 -2.7809 1 
ToT -2.3595 1 -2.4527 1 
Notes: Lag length selected to minimise AIC. * (**) indicates significance 
at 5% (1%) level. RER is the yen-dollar real exchange rate, defined in terms 
of CPIs. JP Man is manufacturing output per man in Japan. Man-Prod is 
the differential of JP_Man and US-Man. JP Man Whole is the ratio of 
manufacturing output per man to whole economy output per man in Japan. 
Man_Whole is the differential between JP_Man_Whole and US_Man_Whole. 
JP_Tot is the Terms of Trade in Japan, defined as the ratio of export to import 
prices. ToT is the relative Terms of Trade between Japan and the US. All series 
are in natural logarithms. 
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Table 1 (cont. ): Augmented Dickey Fuller (ADF) Unit Root Tests 
I(1) 
Constant Lag Length Constant and Trend Lag Length 
Yen - Dollar 
RER -5.0254** 2 -5.0611** 2 
JP Man -2.5470* 12 -2.6688* 12 
Man Prod -2.1114* 12 -2.7794* 12 
JP Man Whole -2.8513* 10 -3.5284* 9 
Man Whole -4.4859** 4 -4.6434** 4 
JPToT -6.0569** 0 -6.0377** 0 
ToT -6.6114** 0 -6.5834** 0 
Notes: Lag length selected to minimise AIC. * (**) indicates significance at 
5% (1%) level. 
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Table 1 (cont. ): Augmented Dickey Fuller (ADF) Unit Root Tests 
I(0) 
Constant Lag Length Constant and Trend Lag Length 
Mark - Sterling 
RER -2.5755 0 -2.4537 0 
BD Man 0.7191 0 -2.0793 0 
UK Man -1.0926 0 -1.0073 0 
Man Prod -0.6917 0 -1.1248 0 
BD Man Whole -0.1643 8 -1.6975 8 
UK Man Whole -1.1653 2 -1.5392 2 
Man Whole -2.3593 8 -2.1526 8 
BD_ ToT -1.1692 1 -2.6080 1 
UK ToT -1.2328 12 -1.4840 12 
ToT -1.8387 9 -1.4085 9 
Notes: Lag length selected to minimise AIC. * (**) indicates significance at 
5% (1%) level. RER is the mark-sterling real exchange rate, defined in terms of 
CPIs. BD_Man and UK_Man are manufacturing output per man in Germany- 
our proxy for the Euro Area-and the UK. Man-Prod is the differential of these 
series. BD_Man_Whole and UK_Man_Whole are the ratio of manufacturing 
output per man to whole economy output per man in Germany and the UK. 
Man Whole is the differential of these two series. BD_Tot and UK_Tot are 
the Terms of Trade in Germany and the UK, defined as the ratio of export to 
import prices for both countries. ToT is the relative Terms of Trade between 
these two countries. All series are in natural logarithms. 
56 
Table 1 (cont. ): Augmented Dickey Fuller (ADF) Unit Root Tests 
I(1) 
Constant Lag Length Constant and Trend Lag Length 
Mark - Sterling 
RER -8.8477** 0 -8.8471** 0 
BD Man -8.7435** 0 -8.8080** 0 
UK Man -5.5662** 1 -9.1617** 0 
Man Prod -8.9925** 0 -9.2366** 0 
BD Man Whole -2.6646* 7 -4.9454** 4 
UK Man Whole -4.9245** 1 -4.9419** 1 
Man 
_Whole -2.0530* 
7 -2.3997* 7 
BD ToT -4.0395** 3 -4.0077** 3 
UK ToT -2.7252* 11 -3.2743* 11 
ToT -3.3710* 8 -3.4804* 8 
Notes: Lag length selected to minimise AIC. * (**) indicates significance at 
5% (1%) level. 
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Table 1 (cont. ): Augmented Dickey Fuller (ADF) Unit Root Tests 
I(0) 
Constant Lag Length Constant and Trend Lag Length 
Yen - Sterling 
RER -2.1658 1 -2.4601 1 
JP Man -0.8649 9 -2.0712 9 
UK Man -0.5165 0 -1.1980 0 
Man_Prod -1.5808 2 -2.9433 2 
JP Man Whole -2.5028 12 -2.8677 12 
UK_Man_Whole -1.1653 2 -1.5392 2 
Man_Whole -1.7278 12 -2.014 12 
JPToT -2.4344 9 -2.4363 9 
UKT oT -1.3044 12 -1.5326 12 
ToT -2.5112 9 -2.1620 9 
Notes: Lag length selected to minimise AIC. * (**) indicates significance 
at 5% (1%) level. RER is the yen-sterling real exchange rate, defined in terms 
of CPIs. JP_Man and UK_Man are manufacturing output per man in Japan 
and the UK. Man-Prod is the differential of these two series. JP Man Whole 
and UK_Man_Whole are the ratio of manufacturing output per man to whole 
economy output per man in Japan and the UK. Man_Whole is the differential 
of these two series. JP_Tot and UK_Tot are the Terms of Trade in Japan and 
the UK, defined as the ratio of export to import prices for both countries. ToT 
is the relative Terms of Trade between these two countries. All series are in 
natural logarithms. 
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Table 1 (cont. ): Augmented Dickey Fuller (ADF) Unit Root Tests 
l(l) 
Constant Lag Length Constant and Trend Lag Length 
Yen - Sterling 
RER -7.7380** 0 -7.6920** 0 
JP Man -3.5543* 8 -3.5110* 8 
UK_Man -5.5662** 1 -8.9672** 0 
Man_Prod -4.3826** 1 -4.3461** 1 
JP-Man-Whole -2.3473 11 -2.3257 11 
UK_Man_Whole -4.9245** 1 -4.9419** 1 
Man Whole -1.8312 11 -2.0209 11 
JP_ToT -2.8959* 8 -2.8695* 8 
UK_ToT -3.4945** 11 -3.9705** 11 
ToT -2.8703* 8 -2.8765* 8 
Notes: Lag length selected to minimise AIC. * (**) indicates significance at 
5% (1%) level. 
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Table 2: Johansen Cointegration Analysis 
Mark - Dollar 
RER, BD_Man_1, US_Man, BD_ToT 
No Deterministic Trend; Lag Length: 4 
Trace 5% Critical 1% Critical 
No. Hypothesised CEs Eigenvalue Statistic Value Value 
None** 0.2326 67.1769 53.12 60.16 
At Most One* 0.1891 38.8407 34.91 41.07 
At Most Two 0.1227 16.3997 19.96 24.60 
At Most Three 0.0220 2.3858 9.24 12.97 
Yen - Dollar 
HER, Man_whole, JP_ToT 
Linear Deterministic Trend; Lag Length: 3 
Trace 5% Critical 1% Critical 
No. Hypothesised CEs Eigenvalue Statistic Value Value 
None** 0.3014 49.9612 42.44 48.45 
At Most One 0.1055 18.0321 25.32 30.45 
At Most Two 0.0870 8.1024 12.25 16.26 
Notes: * (**) indicates significance at 5% (1%) level. 
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Table 2 (cont. ): Johansen Cointegration Analysis 
Mark - Sterling 
RER, Man_prod, ToT 
Linear Deterministic Trend; Lag Length: 5 
Trace 5% Critical 1% Critical 
No. Hypothesised CEs Eigenvalue Statistic Value Value 
None* 0.2205 31.7012 29.68 35.65 
At Most One 0.0666 8.7816 15.41 20.04 
At Most Two 0.0261 2.4360 3.76 6.65 
Yen - Sterling 
RER, UK_Man, JP_Man, UK_ToT 
Linear Deterministic Trend; Lag Length: 4 
Trace 5% Critical 1% Critical 
No. Hypothesised CEs Eigenvalue Statistic Value Value 
None** 0.2715 75.2674 62.99 70.05 
At Most One* 0.2145 45.4813 42.44 48.45 
At Most Two 0.1724 22.7823 25.32 30.45 
At Most Three 0.0517 4.9948 12.25 16.26 
Notes: * (**) indicates significance at 5% (1%) level. 
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Table 3: Johansen Cointegration Coefficients 
Mark - Dollar Yen - Dollar 








Notes: Cointegrating parameter estimates derived from Johansen cointegra- 
tion test. Standard errors in parentheses. Inclusion of a time trend is intended 
to capture supply side effects not captured by real variables included in our 
analysis. 
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Table 3 (Cont. ): Johansen Cointegration Coefficients 
Mark - Sterling Yen - Sterling 








Notes: Cointegrating parameter estimates derived from Johansen cointegra- 
tion test. Standard errors in parentheses. 
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Table 4: Linear VECM Analysis 
Mark - Dollar Yen - Dollar 
ECM -0.1955 ECM -0.1380 
(0.0459) (0.0319) 






L BD_ToT(-3) -0.8618 
(0.3053) 
Adj. R2 0.2437 Adj. R2 0.1190 
SSR 0.2968 SSR 0.3461 
AIC -2.9660 AIC -2.6665 
JB* 0.0088 JB* 0.3141 
Breusch* 0.2289 Breusch* 0.5626 
Arch(1)* 0.2095 Arch(1)* 0.4701 
Arch(4)* 0.5258 Arch(4)* 0.3618 
Ramsey 1.5282 Ramsey 0.0581 
Notes: The dependent variable is the quarterly change in the real exchange 
rate, Aqt. ECM is the equilibrium correction mechanism derived from Jo- 
hansen cointegration analysis, according to the Ganger Representation Theorem 
(Granger, 1983). Standard errors in parentheses. JB is the Jarque-Bera test 
for residual normality. Breusch is the Breusch-Godfrey test for residual serial 
auto correlation. ARCH is the ARCH-LM test for residual heteroskedasticity, 
assuming one and four lags. Ramsey is the Ramsey Reset test, where we include 
quadratic and cubic terms of the fitted values of the VECM. * denotes p-value. 
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Table 4 (cont. ): Linear VECM Analysis 
Mark - Sterling Yen - Sterling 








Adj. R2 0.1824 Adj. R2 0.1044 
SSR 0.1651 SSR 0.3485 
AIC -3.4423 AIC -2.7603 
JB* 0.1911 JB* 0.7890 
Breusch* 0.7854 Breusch* 0.5905 
Arch(1)* 0.7556 Arch(1)* 0.3119 
Arch(4)* 0.7549 Arch(4)* 0.7317 
Ramsey 0.8420 Ramsey 0.3752 
Notes: The dependent variable is the quarterly change in the real exchange 
rate, Aqt. ECM is the equilibrium correction mechanism derived from Jo- 
hansen cointegration analysis, according to the Ganger Representation Theorem 
(Granger, 1983). Standard errors in parentheses. JB is the Jarque-Bera test 
for residual normality. Breusch is the Breusch-Godfrey test for residual serial 
autocorrelation. ARCH is the ARCH-LM test for residual heteroskedasticity, 
assuming one and four lags. Ramsey is the Ramsey Reset test, where we include 
quadratic and cubic terms of the fitted values of the VECM. * denotes p-value. 
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Table 5: Autocorrelation Function from Optimal Linear VECMs 
Mark - Dollar Yen - Dollar Mark - Sterling Yen - Sterling 
Pi 0.218 0.455 0.748 0.298 
P2 0.420 0.415 0.791 0.558 
P3 0.388 0.606 0.577 0.670 
P4 0.552 0.338 0.740 0.797 
P5 0.685 0.259 0.702 0.855 
P6 0.689 0.215 0.711 0.885 
P7 0.763 0.300 0.804 0.825 
P8 0.840 0.300 0.833 0.889 
p9 0.651 0.098 0.682 0.934 
Pio 0.520 0.027 0.670 0.931 
P11 0.602 0.040 0.482 0.936 
P12 0.578 0.060 0.353 0.954 
Notes: Table reports p-values for autocorrelation function calculated using 
residuals from optimised VECMs. 
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Table 6: BDS Tests 
Mark - Dollar 
Epsilon 
0.25 0.50 0.75 
Dimension 
2 0.6000 0.1506 0.0040 
3 0.5090 0.3192 0.0926 
4 0.4362 0.0442 0.0064 
5 0.7396 0.0426 0.0294 
6 0.3268 0.1920 0.0596 
Yen - Dollar 
Epsilon 
0.25 0.50 0.75 
0.9030 0.9996 0.8800 
0.6592 0.8232 0.7820 
0.9594 0.3108 0.7972 
0.3016 0.2520 0.9374 
0.3224 0.1820 0.5336 
Notes: The BDS test statistic tests for time based dependence in a series, 
including non-linearity, against the null hypothesis that a series is i. i. d., as 
described in the text. Epsilon {s} is the distance used for testing proximity of 
the data points and is calculated so as to ensure a certain fraction of the total 
number of pairs of points in the sample lie within {e} of each other. We run the 
test over three different values of epsilon to verify the robustness of test results. 
Dimension is the number of consecutive data points included in the test. As 
the BDS test may be different from the asymptotic normal distribution in small 
samples or in series that have unusual distributions we report bootstrapped 
p-values for the test statistic on the basis of 10,000 repetitions. 
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Table 6 (cont. ) : BDS Tests 
Mark - Sterling 
Epsilon 
0.25 0.50 0.75 
Dimension 
2 0.2370 0.6690 0.6908 
3 0.1968 0.4444 0.8856 
4 0.2836 0.3558 0.7398 
5 0.5178 0.5100 0.6076 
6 0.6300 0.6578 0.4394 
Yen - Sterling 
Epsilon 
0.25 0.50 0.75 
0.6712 0.2006 0.9900 
0.2666 0.1152 0.7000 
0.3338 0.1014 0.6492 
0.9786 0.3058 0.6482 
0.7296 0.4778 0.4360 
Notes: The BDS test statistic tests for time based dependence in a series, 
including non-linearity, against the null hypothesis that a series is i. i. d., as 
described in the text. Epsilon {e} is the distance used for testing proximity of 
the data points and is calculated so as to ensure a certain fraction of the total 
number of pairs of points in the sample lie within {e} of each other. We run the 
test over three different values of epsilon to verify the robustness of test results. 
Dimension is the number of consecutive data points included in the test. As 
the BDS test may be different from the asymptotic normal distribution in small 
samples or in series that have unusual distributions we report bootstrapped 
p-values for the test statistic on the basis of 10,000 repetitions. 
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Table 7: Granger Teräsvirta Linearity Tests 
Mark - Dollar Yen - Dollar Mark - Sterling Yen - Sterling 
1 0.2407 0.9049 0.9238 0.0816 
2 0.1915 0.4695 0.7464 0.0031 
3 0.3562 0.6093 0.3250 0.0029 
4 0.2055 0.4711 0.2582 0.0707 
5 0.4937 0.0661 0.1083 0.0406 
6 0.3950 0.1218 0.0088 0.0595 
7 0.2164 0.0417 0.0109 0.0317 
8 0.2400 0.1120 0.0312 0.0265 
Notes: Table reports p-values for Granger- Teräsvirta (1996) linearity tests 
on the residuals from the optimal VECM of each exchange rate. 
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Table 8: ESTAR vs. LSTAR Tests 
Mark - Dollar Yen - Dollar Mark - Sterling Yen - Sterling 
HO 
3 0.2588 0.0191 0.0406 0.2447 
2 0.1119 0.9247 0.3849 0.4576 
1 0.7001 0.0085 0.0096 0.0028 
Notes: Table calculates p-values for a series of nested F-tests based upon the 
auxiliary regression proposed by Granger and Teräsvirta (1993) and Teräsvirta 
(1994,1998), as discussed in the text. 
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Table 9: ESTAR Models 
Mark - Dollar Yen - Dollar 
'y (d = 2) -0.3482 -y (d= 7) -0.4394 
(0.0767) (0.1445) 
[0.0000] [0.0000] 








Adj. R2 0.2517 Adj. R2 0.0977 
SSRNL 0.2899 SSRNL 0.3273 
SSRNL/SSRLIN 0.97 SSRNL/SSRLIN 0.94 
AIC -2.9693 AIC -2.6495 
JB* 0.0437 JB* 0.3318 
Breusch* 0.3929 Breusch 0.4645 
Arch(1)* 0.6372 Arch(1) 0.3259 
Arch(4)* 0.9182 Arch(4) 0.7251 
Notes: Standard errors in parentheses. The optimal value of d, the delay 
parameter, is calculated over a range of values, 1<d<D. A significant re- 
jection of the null hypothesis for any value of d is interpreted as indicative of 
the presence of a non-linear STAR process within the residuals of the estimated 
linear VECM. If two or more values of d are significant, the optimal value of d, 
d, is chosen to be the one that minimises the p-value of the test statistic. Boot- 
strapped p-values of estimated transition coefficient reported in square brackets. 
SSRNL is the sum of squared residuals from the ESTAR equations for each ex- 
change rate; SSRLIN. is the sum of squared residuals from the linear VECM. 
Other diagnostic tests as detailed above. * denotes p-value. 
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Table 9 (cont. ) : ESTAR Models 
Mark - Sterling Yen - Sterling 









Adj. R2 0.1509 Adj. R2 0.1083 
SSRNL 0.1476 SSRNL 0.3008 
SSRNLI SSRLIN 0.89 SSRNLI SSRLIN 0.86 
AIC -3.4716 AIC -2.8416 
Breusch 0.1035 Breusch 0.2124 
Arch(1) 0.6724 Arch(1) 0.0874 
Arch(4) 0.7061 Arch(4) 0.3942 
Jarque-Bera 0.0518 Jarque-Bera 0.6144 
Notes: Standard errors in parentheses. The optimal value of d, the delay 
parameter, is calculated over a range of values, 1<d<D. A significant re- 
jection of the null hypothesis for any value of d is interpreted as indicative of 
the presence of a non-linear STAR process within the residuals of the estimated 
linear VECM. If two or more values of d are significant, the optimal value of d, 
d, is chosen to be the one that minimises the p-value of the test statistic. Boot- 
strapped p-values of estimated transition coefficient reported in square brackets. 
SSRNL is the sum of squared residuals from the ESTAR equations for each ex- 
change rate; SSRLIN. is the sum of squared residuals from the linear VECM. 
Other diagnostic tests as detailed above. * denotes p-value. 
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Table 10: Eitrheim and Teräsvirta Tests for Residual Non-Linearity 
in ESTAR Models 
Mark - Dollar Yen - Dollar Mark - Sterling Yen - Sterling 
1 0.1264 0.8883 0.9602 0.8091 
2 0.1263 0.2993 0.8899 0.4751 
3 0.2384 0.5552 0.6640 0.1808 
4 0.1496 0.6807 0.3753 0.7336 
5 0.4541 0.1758 0.4996 0.3479 
6 0.1552 0.3203 0.1468 0.5685 
7 0.4250 0.6395 0.1202 0.4618 
8 0.5138 0.8290 0.3142 0.2288 
Notes: Table reports p-values derived from tests described in the text (equa- 
tion (27)), as proposed by Eitrheim and Teräsvirta (1996). 
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Table 11 : Eitrheim and Teräsvirta Tests for Serial Independence 
and Parameter Constancy of ESTAR Models 





Mark - Sterling Yen - Sterling 
0.1011 0.0654 
0.9999 0.9999 
Notes: Table reports p-values derived from tests described in the text (equa- 
tions (25), (26) (28) and (29)), as proposed by Eitrheim and Teräsvirta (1996). 
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Table 12 : Encompassing Tests 
Mark - Dollar Yen - Dollar Mark - Sterling Yen - Sterling 
SL 0.0527 0.0630 0.0422 0.0574 
SNL 0.0539 0.0630 0.0426 0.0602 
SL/SNL 0.9778 0.9991 0.9928 0.9535 
ry 0.2212 0.2451 0.0146 0.2975 
9 0.0448 0.0244 0.1177 0.1614 
Notes: SL is the standard deviation of the residuals from the ESTAR model 
for exchange rate i; SNL is the standard deviation of the residuals from the 
relevant optimised linear VECM; the ratio provides an indication of the im- 
provement in regression fit of explicitly accounting for non-linearity within the 
real exchange rate with an ESTAR model relative to the basic linear VECM. -y 
is the estimated smoothness parameter from ESTAR models; 9 is the estimated 
equilibrium correction parameter from the linear VECM. P-values derived from 
a regression where the optimal ESTAR model has been augmented with the 
equilibrium correction term from the optimised linear VECM. If the p-value of 
ry is significant and 0 insignificant at standard significance levels, the ESTAR 
model is said to encompass the linear VECM; and vice versa. 
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3 Trading the Forward Rate Term Structure 
3.1 Introduction 
The quality of an exchange rate forecasting model is typically judged by acad- 
emic researchers on its ability to generate persistently (and significantly) smaller 
out-of-sample errors than a naive random walk. Using this metric, it seems that 
little robust progress has been achieved by the academic forecasting community 
during the two decades that have followed publication of the seminal Meese- 
Rogoff (1983a, b) papers that found in favour of a random walk over a range of 
fundamental-based exchange rate models (for a recent survey, see the Journal 
of International Economics, 2003). As we demonstrate in the following chap- 
ter, this conclusion seems equally true for forecasting models based upon the 
emerging microstructural literature as for models based upon more traditional 
economic fundamentals. 
A comparison of out-of-sample forecasting errors derived from theoretical 
and random walk models is not a particularly useful performance metric in the 
context of investment portfolio management. Indeed, it represents something 
of a straw man, a diversion from the principal areas of concern: determining 
the profitability of investment decisions based upon underlying exchange rate 
forecasts, and the associated volatility of excess returns. Few studies address 
these crucial issues in a rigorous manner, while others typically assume either 
unrealistic-or zero-transaction costs (Rosenberg and Farka, 2001), that investors 
have perfect foresight (Evans and Lyons, 2002), or that investment portfolios 
can be turned more frequently than is realistic for most investors other than 
boutique Hedge Funds or CTAs, given liquidity management issues. 
Despite the lack of rigorous academic evidence of an ability to generate ex- 
change rate forecasts that out-perform a naive random walk model, investors 
have demonstrated a persistent ability to add value to portfolios through cur- 
rency trading (Baldridge, Meath and Myers, 2000; Hersey and Minnick, 2000). 
Although these findings appear mutually exclusive, the apparent contradiction 
is resolved in two ways. First, the quality of academic forecasting models is 
judged on the size of associated Mean Absolute Forecasting Errors (MAFE) 
or Root Mean Square Forecasting Errors (RMSFE) relative to a naive random 
walk, whereas investors are interested in the profitability of forecasting models 
irrespective of the size of MAFEs and RMSFEs. Second, academic researchers 
typically focus upon the accuracy of point exchange rate forecasts, whereas few 
investors pay these any heed, focusing instead upon the forecast directional path 
of an exchange rate; persistent forecasting accuracy of this form will achieve in- 
vestment out-performance relative to an underlying benchmark index as long 
as the move in the exchange rate is sufficiently large to outweigh associated 
transaction costs and interest carry. 
In this paper, we aim to marry together these two strands of research- 
academic and investor-using the framework proposed by Clarida and Taylor 
(1997). Their work-and the subsequent extension by Clarida, Sarno, Taylor 
and Valente (2003)-represents the first serious contradiction of Meese-Rogoff 
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(1983a, b) to emerge from academic exchange rate research. It is predicated on 
the proposition that the forward rate is not an optimal predictor of the future 
spot exchange rate, but that important information for the future path of the 
spot rate is nonetheless embedded within the forward rate term structure. Ex- 
ploiting this information within a linear Vector Equilibrium Correction Mech- 
anism (VECM) estimated by Full Information Maximum Likelihood (FIML), 
they achieve a statistically significant reduction in forecast errors of the order of 
50%-70% relative to a random walk for mark-dollar, yen-dollar, sterling-dollar 
and French franc-dollar and over forecast horizons that range from 4 to 52 weeks. 
Generating forecast errors significantly smaller than a random walk model 
is certainly an important achievement, but does not guarantee a profitable ex- 
change rate investment strategy. To this end, we replicate the analysis of Clarida 
and Taylor (1997)-confirming their results in so doing-and then develop a set 
of trading rules based upon the resulting forecasts that are assessed in terms of 
their ability to generate returns persistently in excess of a strategic benchmark 
return. Returns from each of the exchange rate models are examined individu- 
ally, but also within an equally-weighted portfolio for evidence of diversification 
benefits that may result from combining the models in this simple manner. We 
then consider the merits of stop-loss limits that are designed to truncate the 
extent of negative returns from any trading strategy. We also consider various 
portfolio construction techniques regularly applied throughout the investment 
industry to assess the diversification benefits that derive from combining models 
into portfolios based upon efficient weights that take account of historical return 
and risk correlations, as well as drawdown parameters that are central to many 
risk averse investors in the foreign exchange market. We contrast the results 
of these rules with a naive Forward Rate Bias (FRB) strategy that is widely 
utilised throughout the foreign exchange investor community. 
The remainder of the paper is organised as follows. In the next section we 
discuss academic evidence on exchange rate predictability, focusing upon the 
main explanations for the failure of the Efficient Market Hypothesis (EMH) 
in the foreign exchange market. We then discuss alternative approaches to 
exploiting evident exchange rate predictability, focusing upon FRB and the 
framework proposed by Clarida and Taylor (1997). In a subsequent section we 
present our empirical analysis, and in a final section we draw some conclusions 
and provide suggestions for future research. 
3.2 Literature Review 
3.2.1 Failure of the Efficient Market Hypothesis 
The market for foreign exchange is the most liquid financial exchange in the 
world. Daily trading turnover statistics for the foreign exchange market were 
provided in the previous chapter, and contrast with more modest turnover in 
bonds and equities. Investors often associate high liquidity with market effi- 
ciency. In the context of foreign exchange this appears to be a false association. 
The EMH is based upon three, related hypotheses: profit maximisation, ra- 
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tional expectations and risk neutrality. Together, these conditions imply that 
exchange rates should reflect all available information on a continuous basis. 
Consequently, the expected foreign exchange gain from holding one currency 
rather than another must just be offset by the opportunity cost of holding funds 
in this currency rather than the other (Taylor, 1995). The opportunity to make 
abnormal profits from foreign exchange trading or speculation should be zero. 
Beginning with Meese and Rogoff (1983a, b), and until recently, it has been 
generally accepted among academic researchers that nominal exchange rates are 
extremely hard to distinguish empirically from random walks (Mussa, 1984). 
Although a few studies in the intervening period since the publication of Meese- 
Rogoff papers have demonstrated favourable out-of-sample performance com- 
pared with a naYve random walk forecast (e. g. Finn, 1986; MacDonald and 
Taylor, 1992), these results have generally proven fragile once applied to al- 
ternative exchange rates, sample periods or currency arrangements (Sarno and 
Taylor, 2002). 
By contrast, there is considerable evidence amongst practitioners that per- 
sistent profit opportunities exist in the foreign exchange market. This appar- 
ent conflict between industry and academic evidence seems to reflect two fac- 
tors. First, a difference in the type of forecasting undertaken by each group. 
Academic research typically concentrates upon a comparison of the accuracy 
of out-of-sample point forecasts derived from random walk and fundamental 
theory-based models of exchange rate behaviour. By contrast, foreign exchange 
portfolio managers focus upon a relatively easier performance metric: prediction 
of exchange rate direction, often relative to a 1- or 3-month forward exchange 
rate. 22 Using this approach, investors have demonstrated an ability to generate 
persistent excess returns from foreign exchange trading relative to an underly- 
ing benchmark index (Baldridge, Meath and Myers, 2000; Hersey and Minnick, 
2000). Second, differences in the evaluation method that each group utilises: 
academic researchers typically judge the quality of competing exchange rate 
forecasting models on the basis of MAFEs or RMSFEs; investors have little 
regard for either measure, and instead focus upon the profitability of exchange 
rate forecasts. Regardless of differences in approach or evaluation metric, the 
fact that practitioners are able to generate persistent excess returns indicates 
that the foreign exchange market is inefficient. 
Failure of the Efficient Markets Hypothesis in the context of the foreign ex- 
change market can be seen most easily in the stylised fact of FRB (Kritzman, 
1993; Clarke and Kritzman, 1996). Practical observation indicates that forward 
rates typically over-predict the extent of future moves in spot exchange rates, 
such that the positive differential in the high interest country is only partially 
eroded by the subsequent exchange rate depreciation. And in many cases for- 
ward rates are actually a perverse predictor of future changes in spot exchange 
rates, such that investors can profit both from a positive interest differential 
22 Foreign exchange portfolio managers typically implement the majority of tactical currency 
positions in the forward market. This approach requires no up-front cash commitment from 
clients, thereby allowing funds to be invested in underlying assets to earn a return in addition 
to the performance of the foreign exchange strategy. 
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and the subsequent exchange rate move. 
To understand the theoretical relationships underlying FRB, we begin with 
covered interest parity (CIP). This defines the relationship between the current 
spot and forward exchange rates. The forward premium or discount (that is, 
the proportionate difference between the levels of spot and forward exchange 
rates) is the amount that an investor has to pay at time t to hedge exchange 
rate risk associated with a contract to receive or deliver foreign currency at time 
t+1. We can write CIP as 
Ft (1+rt)=St (l+rt) (35) 
or, to a close approximation 
(Ft - St) /St -- ft - st -- rt - rt . 
(36) 
A great deal of evidence demonstrates that CIP holds on a continuous basis, 
meaning that profitable opportunities to arbitrage between current spot and 
forward rates do not exist in normal trading conditions once realistic transaction 
costs have been incorporated (Taylor, 1987,1989). 
Assuming CIP holds, uncovered interest parity (UIP) implies that the for- 
ward exchange rate is an unbiased predictor of the future spot exchange rate, 
such that the expected change in the spot rate will be equal to the size of the 
forward premium plus a rational expectations error term. If we denote the ex- 
pected value at time t of the spot exchange rate at time t+1 as EtSt+l, we can 
write the UIP condition as, 
EtSt+i (1 + rt) = St (1 + rt) (37) 
which is approximately equivalent to 
Etst+l - st = rt - rt . 
(38) 
Finally, combining CIP and UIP-equations (37) and (39)-gives 
Etst+l = ft. (39) 
Assuming that CIP and UIP jointly hold in all periods would allow investors to 
infer the entire expected future path of the spot exchange rate (Isard, 1995). 
Most empirical studies of the validity of UIP estimate some variant of the 
following equation 
Okst+k =a+0 (ft - St) + 17t+k (40) 
where ft is the logarithm of the forward exchange rate with a maturity of k 
periods ahead. Assuming risk neutrality and rational expectations, the esti- 
mated coefficient a is expected to be insignificantly different from zero, 0 unity 
and the rational expectations error, 77t+k, to be independently and identically 
distributed and orthogonal to information at time t. 
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Table 1 reports the results of standard UIP regressions over the sample pe- 
riod January 1979 to December 2003 using montly data for spot exchange rates 
and 1-month forward rates. Consistent with stylised fact, our results represent 
a contradiction of the UIP theory. For all three exchange rates in our study 
the sign of ,ß is negative, although 
Wald tests indicate that this coefficient is 
only significantly different from zero for yen-dollar and sterling-dollar. Studies 
often assume that the constant term is zero, leading to the interpretation that 
a negative ,ß means the 
forward premium is an incorrect directional predictor 
of the future spot exchange rate direction. In fact our results suggest that this 
assumption is only valid for mark-dollar, whereas for the other two exchange 
rates the estimated constant term is significantly different from zero. Nonethe- 
less, our results are generally consistent with the interpretation that the greater 
the forward premium over some period k, the less the domestic currency is 
predicted to appreciate (Sarno and Taylor, 2002). 
Although UIP is a mainstay of most empirical macro econometric modelling 
(Laxton et. al., 1998; Bank of England, 1999), empirical evidence in its sup- 
port is relatively scare and typically limited to very high (Lyons and Rose, 
1995; Chaboud and Wright, 2003) or very low frequency (Flood and Taylor, 
1996) data. Lyons and Rose (1995) examine the UIP condition using intra- 
day exchange rate returns and interest differentials for French franc-mark and 
lira-mark during crisis periods in the Exchange Rate Mechanism (ERM) of the 
European Monetary System. 23 Lyons and Rose argue that when an exchange 
rate is subject to the risk of speculative attack, investors will attach to it a 
significant probability of devaluation for which they require compensation in 
order to be persuaded to hold assets denominated in this currency. According 
to UIP, over longer horizons this compensation will be the interest differential 
between the two countries. During intraday periods, however, there is no in- 
terest payment. The only other source of compensation available is variation 
in the exchange rate itself. Consequently, those exchange rates for which the 
probability of a crisis is non-negligible but which do not experience devaluation 
intraday must appreciate over this period to provide appropriate compensation 
to investors. Lyons and Rose (1995) find evidence consistent with this hypothe- 
sis, and thereby conclude in favour of the existence of UIP for intraday exchange 
rate data. 
Chaboud and Wright (2003) adopt a similar approach to Lyons and Rose 
(1995). In this case, the authors examine intraday exchange rate returns that 
straddle the close of trading in the New York sector of the foreign exchange 
market for four exchange rates over a ten-year period from 1988.24 Overnight 
open positions accrue interest. If UIP holds this implies that the exchange rate 
will experience a jump at the session close to reflect this payment. Otherwise 
an arbitrage opportunity will exist as investors can gain the interest differential 
23The ERM was the forerunner in Europe of the adoption in January 1999 of irrevocably 
fixed exchange rates under Economic and Monetary Union (EMU). It was a system of fixed 
but adjustable exchange rates between member currencies. 
24 Clark-dollar, yen-dollar, sterling-dollar and Swiss franc-dollar. Close of trading is defined 
as 1700 New York time, adjusted to reflect Daylight Saving where appropriate. 
80 
while being exposed to exchange rate risk for an arbitrarily short period of 
time (Chaboud and Wright, 2003). The authors test this hypothesis using a 
number of data windows, ranging from a few hours to one day (that is, close to 
close data). They find evidence in favour of UIP for very short horizons, with 
the constant and slope terms from equation (41) above insignificantly different 
from the expected values of zero and unity, respectively. As the data horizon is 
extended towards twenty four hours, this favourable evidence deteriorates and 
UIP no longer holds. 
That evidence in favour of UIP decays as Chaboud and Wright (2003) extend 
their investment horizon from intraday to daily is consistent with the majority of 
empirical research in this area. In addition, the practical value of Chaboud and 
Wright's finding may be relatively limited as investment banks-who contribute 
the largest share of transaction volume in the foreign exchange market-provide 
trading desks with only limited risk budgets to run overnight positions. 
In general, for investment horizons beyond intraday regressions based upon 
equation (41) report estimated slope coefficients significantly lower than one, 
and often negative (Froot and Thaler, 1990; Engel, 1996). Empirical studies 
that conclude the estimated slope coefficient is insignificantly different from zero 
imply that the forward premium is unrelated to the future rate of depreciation 
(Bilson, 1981). 
Flood and Rose (1994) present evidence against UIP on the basis of pooled 
daily data for a group of floating exchange rates versus the dollar during the 
1980s and 1990s. Consistent with other research, they conclude that the re- 
lationship between the forward premium and the expected change in the spot 
rate is negative and significantly different from the unit value hypothesised by 
UIP. Although their results for fixed exchange rate data from the Europe Mon- 
etary System (EMS) are more supportive of UIP-estimated coefficients are at 
least positive and significantly differently from zero-coefficients nonetheless all 
lie somewhere below +1. Consequently, even these, more favourable, results are 
consistent with the presence of inefficiency within the foreign exchange market. 
Other studies that report similar conclusions to Flood and Rose (1994) include 
Froot and Thaler (1990) and Fama (1984). 
Some authors have argued that the existence of FRB in the 1970s and 1980s 
was a market anomaly caused by the adoption of floating exchange rates, and the 
consequent learning period that followed this decision (Baillie and Bollerslev, 
2000). In addition, Baillie and Bollerslev argue that the extent of the bias 
was overstated due to the low power of statistical tests. Accordingly, evidence 
against UIP and in favour of FRB should have diminished during the 1990s 
and onwards. In reality, as Meredith and Ma (2002) conclude, there is little 
evidence-at least for the major exchange rates-to support this conclusion. 
More support exists for UIP in the major exchange rates over longer time 
horizons. Flood and Taylor (1996) examine evidence in favour of UIP using 
pooled annual data for 21 countries relative to the US over the sample 1973 
to 1992 and for a range of investment horizons. Consistent with most other 
research, on a one year horizon Flood and Taylor conclude that the estimated 
value of 13 is significantly lower than +1, although it is positive. But when 
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these data are averaged over five, ten and twenty year periods estimated 13's 
become insignificantly different from the predicted theoretical value of +1; as 
investment horizons are extended UIP appears to be a more relevant explanation 
of exchange rate determination. 
Empirical research has also suggested differences in the extent of FRB be- 
tween the Developed and Developing Markets. In particular, Bansal and Dahlquist 
(1999) find evidence in favour of continuous UIP in the Emerging Markets. This 
is a puzzling result. Emerging Market exchange rates are typically subject to 
more investor heterogeneity than major markets, particularly in terms of the 
existence of private information. In association with the relatively low liquidity 
that also characterises Emerging Markets, this private information leads to peri- 
odic jumps in exchange rates, as investors reassess exposure levels to individual 
currencies in the light of new information or in response to a reassessment of 
portfolio risk-return preferences in these markets more generally. Consequently, 
heterogeneity implies that the problem of FRB should be more significant in 
the Emerging Markets compared with major exchange rates, and not less. 
3.2.2 Why Does Forward Rate Bias Exist? 
Why this general failure of UIP exists is not well understood, although there are 
a number of potential explanations. These include the presence of a non-trivial, 
and time-varying risk premium, expectational errors, rational learning in the 
context of incomplete information, and so-called peso problems. We discuss 
each of these in turn. It should be noted that these competing explanations 
are not mutually exclusive, and that more than one of these factors is likely 
to be present in market behaviour at any one time (Marston, 1994; Froot and 
Frankel, 1986). 25 But these factors do embed significant interpretive differences 
about the behaviour of foreign exchange investors. For instance, explanations of 
the systematic failure of UIP that rely principally upon the presence of a time- 
varying risk premium, as well as rational learning and peso problems, maintain 
the assumption of market rationality. By contrast, explanations based on the 
presence of systematic expectational errors imply the presence of at least some 
market irrationality. For comprehensive surveys of these issues, see Lewis (1994), 
Taylor (1995) and Sarno and Taylor (2002). Empirically, it is difficult to deter- 
mine the relative importance of these factors within a particular exchange rate 
(Froot and Frankel, 1986). We also discuss below the possibility, proposed in 
particular by Baillie and Bollerslev (2000) that the presence of FRB reflects mis- 
specification in the UIP equation due to differences in the statistical properties 
of exchange rate returns and forward premia. 
Risk Premia A number of studies have argued that systematic deviations 
from UIP can be attributed in large part to the existence of an unobservable 
time-varying risk premium. This premium represents the market's anticipated 
25To reflect this observation, Marston (1994) develops joint Wald tests of the competing 
explanations of risk aversion and expectational errors based upon uncovered interest rate, real 
interest rate and purchasing power parity conditions. 
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excess return to holding foreign currency relative to holding domestic currency 
(Carlson and Osler, 1999). From equation (39) above, this implies that 
rt - rt = Etst+1-St+Pt+Et (41) 
such that the interest differential-or, equivalently, the forward premium-is equal 
to the expected change in the spot exchange rate, the risk premium, pt, and 
et, a rational expectations error term, assumed independently and identically 
distributed with mean zero and variance u and to be orthogonal to information 
available at time t. 
The most apparent expression of investor risk aversion in the foreign ex- 
change market is the widespread persistence of Home Bias within investment 
portfolios (Lewis, 1994). Here, investors maintain a higher exposure to domes- 
tic assets compared with foreign alternatives than would be justified by asset 
allocation analysis under the assumptions of perfect substitutability and risk 
neutrality. This leads on to a core issue in the definition and measurement of 
risk aversion. Typically, risk-seeking behaviour is associated with the sale of rel- 
atively low risk investments, such as high grade government fixed income bonds, 
in favour of higher risk assets, such as corporate bonds, equities and Emerging 
market assets. Perhaps more appropriately, risk appetite can also be defined 
in terms of the introduction and removal of tactical asset allocation decisions, 
including exchange rate positions, around an underlying strategic benchmark 
weighting. In this version, rising risk appetite is associated with the introduc- 
tion of tactical portfolio positions, regardless of asset classes purchased with 
these positions. It is potentially a crucial differentiation, as it can imply di- 
ametrically opposing investment decisions at times of extreme risk appetite. 
For instance, investor risk aversion increased sharply in the run-up to the 2003 
Iraq war (UBS, 2004). International investors began this period underweight 
the US dollar relative to benchmark indices (CME, 2004) Consistent with the 
asset-based definition of risk appetite, investors were expected to further re- 
duce holdings of dollars during subsequent months In reality, they purchased 
dollars, moving back towards benchmark weightings. The implications of this 
definitional difference of risk aversion would appear to be a interesting area for 
future research. 
The extent of investor risk aversion varies over time, depending upon portfo- 
lio positioning, economic and financial market conditions and a range of sociopo- 
litical factors. Indeed, the sign and magnitude of risk premia appear to vary 
over time, although evidence suggests that they do so in a stationary manner 
(Barkoulas, Baum and Chakraborty, 2000). 
Numerous techniques have been used to derive measurable risk premia. 
These including Capital Assessment Pricing Models (CAPM), General Equi- 
librium models (Sarno and Taylor, 2002; Lewis, 1994), and survey data (Froot 
and Frankel, 1986). Despite the amount of resources expended in this area, the 
search for stable empirical models of foreign exchange risk premia has not proved 
fruitful (Taylor, 1995). In particular, empirical risk premia models typically fail 
to generate sufficient variation in the risk premium - that is, in predicted re- 
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turns - to explain the high level of actual exchange rate volatility. 
In addition, 
although survey data of foreign exchange market activity typically find in favour 
of the presence of a risk premium in exchange rate returns, the sign of this pre- 
mium is often inconsistent with the observed directional contradiction of UIP 
(Froot and Frankel, 1986). Indeed, when the change in the spot exchange rate 
expected by survey respondents is regressed on interest differentials, the esti- 
mated slope coefficient does not differ significantly from one. This indicates 
that the average survey response provides no support for the hypothesis that 
rejection of UIP is due to a time-varying risk premium (Isard, 1995). 
Practitioners have also attempted to explain systematic deviations from UIP 
using estimated risk premia. Most efforts have had no demonstrable success, 
and consequently no ability to add value to investment portfolios in excess of a 
benchmark index. Of the more successful, the JPMorgan Chase Liquidity and 
Credit Premia Index (JPMorgan Securities, 1999) has demonstrated a limited 
ability to generate excess returns relative to an underlying benchmark index 
in yen-dollar and Swiss franc-dollar by exploiting an estimate of risk appetite 
based upon a composite index of market-based risk indicators in association with 
implementation in portfolios of traditional carry trades. 26 These trades have 
typically focused upon yen-dollar, particularly during the mid-1990s, and Swiss 
franc-dollar. They appear to be more profitable when risk appetite is relatively 
high. Consequently, a combination of positive carry (that is, low Japanese or 
Swiss interest rates relative, say, to US rates) and high investor risk appetite 
implies that these trades can profitably be implemented in investment portfolios. 
Alternatively, when the LCPI indicates that investors are risk-averse yen-dollar 
and Swiss franc-dollar carry trades should be unwound and foreign exchange 
positions returned to the neutral, or underlying strategic, benchmark. But 
profitable trades associated with the prediction of the LCPI have been achieved 
over a limited sample period, and the quality of information appears to have 
deteriorated in recent years suggesting excessive fragility. Furthermore, this tool 
has achieved little success with other currency pairs (JPMorgan Fleming Asset 
Management, 2002). Emphasising this fragility, this index has recently been 
altered to incorporate a measure of option volatility, although it is not clear 
that this change has led to an improvement in performance. 
Forecasting Errors The second possible explanation for the presence of sys- 
tematic deviations from UIP reflects the presence of persistent forecasting errors. 
These errors imply a failure of the Rational Expectations Hypothesis (REH). 
Froot and Frankel (1986), on the basis of survey evidence, conclude that the 
presence of persistent forecasting errors is the principal source of market ineffi- 
ciency. 
Hence, 
26 A carry trade involves borrowing funds in low interest rate currencies and investing them 
in higher rate currencies. Investors expect to be paid both the positive interest differential 
and by an appreciation of the exchange rate. 
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rt - rt = Etst+l - st + et (42) 
where E(st) no longer equals zero, but instead includes a systematic, predictable 
component over time. Following Evans and Lewis (1990), we note that this 
appearance of irrationality in forecasts may be visible only on an ex post basis, 
and that investors may actually be using information in an ex ante rational 
manner. For this reason, Evans and Lewis (1990) term these forecast errors 
biased, and not irrational. 
Systematic forecasting errors may reflect the presence in the foreign exchange 
market of three factors. First, investors may place excessive weight upon new 
information relative to the current spot rate when forming forecasts of the fu- 
ture exchange rate (Froot and Frankel, 1986). Second, it is estimated that only 
a small fraction of average daily foreign exchange flows are initiated by profit- 
maximising investors, typically in currency overlay firms, Hedge Funds, CTAs 
and on proprietary trading desks of investment banks. Most flows are not in- 
spired by a profit motive, but instead reflect non-level dependent hedging activ- 
ity by corporate treasurers and passive investors that will tend to chase the spot 
exchange rate, or foreign exchange intervention by central banks designed to en- 
sure orderly market conditions or achievement of longer-term monetary policy 
goals such as inflation control or growth maximisation. And third, the presence 
of technical, or feedback, investors that introduces trends into exchange rates 
that are not justified by fundamentals, but may nonetheless generate returns to 
this activity in excess of an underlying benchmark return. Indeed, despite this 
traditional classification, the extent to which technical investors have demon- 
strated the ability to generate persistent excess returns suggests that they are 
in fact acting rationally and exploiting the proven unit root properties of spot 
exchange rates in the vicinity of equilibrium (Taylor, Peel and Sarno, 2001). 
Rational Learning and Peso Problems Systematic departures from UIP 
may also reflect the existence within the foreign exchange market of either ra- 
tional learning or so-called peso problems. The two are closely related. Rational 
learning appears to be consistent with the marked information asymmetries that 
exist in the foreign exchange market, for instance relating to the wide variety 
of market participants, as well as the incidence of central bank intervention 
and the timing and magnitude of large investor asset allocation shifts between 
domestic and international assets and between equities and bonds. 27 
Rational learning occurs following a shock, typically characterised as a fun- 
damental shift in policy stance. In its aftermath, investors take time to learn 
about the new policy environment and, consequently, attach a significant prob- 
ability of another policy shock occurring in the future. During the period that 
investors learn that the new policy environment is in fact permanent forecast 
errors will exhibit significant serial correlation, implying that expected changes 
27 As the hedge ratio on international equities in investment portfolios is typically lower than 
for foreign bonds, allocational shifts between these asset classes will often have implications 
for exchange rates. 
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in exchange rates will not equal interest differentials and therefore that UIP will 
not hold. However, it is clear that this explanation, as well as the peso problem 
discussed below, can only explain periodic failure of UIP; agents cannot forever 
learn about a once-and-for-all regime shift (Sarno and Taylor, 2002) just as 
once-and-for-all regime shifts, by definition, do not happen all the time. 
Alternatively, we may assume that investors learn instantaneously about the 
price implications of a fundamental policy shift, but remain convinced that an- 
other jump shift in policy will occur in the future. This issue is termed a peso 
problem, following the behaviour of the Mexican peso in the 1970s, whereby it 
sold at a forward discount for an extended period ahead of its eventual devalu- 
ation in 1976 (Rogoff, 1979). On a more general level, the term "peso problem" 
has been used to describe a non-negligible probability of a shift between appre- 
ciating and depreciating periods (Engel and Hamilton, 1990), or regimes (Evans 
and Lewis, 1992) over some fixed investment horizon. 
Following Evans and Lewis (1992) we can define the expected exchange rate 
at time t+1 in the presence of a peso problem as 
Esst+i = (1 - 0) Et (sc+i I C) + /3Et (sc+i I A) (43) 
where (st+l I C) is the expected exchange rate based upon the current gener- 
ating process generating the exchange rate, (st+l I A) is the expected exchange 
rate based upon some alternative generating process and 0 is the probability of 
a switch from the current to the alternative process. 
In the presence of a peso problem expected exchange rate changes will di- 
verge from interest differentials as a result of serially correlated, but entirely 
rational, forecast errors. This happens as investors price in a significant proba- 
bility of a future exchange rate devaluation over some finite horizon, and thereby 
demand higher interest payments on the depreciating currency in compensation 
for holding assets denominated in it. In reality, the devaluation does not occur 
during this period, but does take place at some later time, thereby vindicating 
market expectations. In retrospect, though, the interest differential was exces- 
sive given the change in the exchange rate that actually occurred during that 
period. Examples of peso problems have been cited by Evans and Lewis (1991), 
Lewis (1991), Clarida and Taylor (1993), and Kaminsky (1993). 
The discussion of the failure of UIP has concentrated so far upon factors 
that drive a systematic wedge between expected exchange rate returns and for- 
ward premia. Accounting for these factors in a robust manner could in principle 
restore the theoretical UIP relationship. The final explanation for the failure 
of this relationship, due primarily to Baillie and Bollerslev (2000), emphasises 
the lack of any such theoretical underpinning. This follows from the statistical 
properties of the two components of UIP. Baillie and Bollerslev find that ex- 
change rate returns are distributed as a stationary series - that is, I (0) - with 
a constant mean and variance. By contrast, they conclude that the forward 
premium is a fractionally integrated, or long memory series, that is I (d), where 
0-d -< 1. Maynard and Phillips (2001) reach similar conclusions using both 
semiparametric and parametric estimation methods, and Crowder (1994) con- 
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eludes on the basis of Augmented Dickey Fuller tests for the mark and Canadian 
dollar expressed in terms of the US dollar using monthly data over the sample 
period January 1974 to December 1991 that the forward premium is actually a 
unit root series, or J (1) . 
28 All of these results imply that shocks to forward pre- 
mia are much more persistent than equivalent shocks to exchange rate returns, 
and that these two variables cannot exhibit a long-term cointegrating relation- 
ship. Consequently, UIP regressions are spurious and any inference drawn on 
the basis of this relationship is meaningless. Our results, reported below, con- 
tradict those of Baillie and Bollerslev (2000). Instead we find clear evidence 
that forward premia are stationary for three exchange rates-mark-dollar, yen- 
dollar and sterling-dollar-and four different premia incorporating 1-, 3-, 6- and 
12-month forward rates. As our data spans twenty four years the inference we 
draw should be more robust than other studies for which data samples are rather 
shorter. Confirmation for our findings comes from Clarida and Taylor (1997), 
using essentially the same data set, and Barkoulas, Baum and Chakraborty 
(2000), who use a data panel for a similar range of exchange rates and forward 
premia and over a similar time span. In addition, Granger (1999) suggests that 
the results of Baillie and Bollerslev (2000) are themselves spurious, and caused 
by the presence of regime shifts or structural breaks in the forward premia, both 
of which may reflect the presence of other factors discussed above. 
3.2.3 Can Investors Exploit the Failure of UIP? 
Although an unequivocal understanding of the reasons why UIP fails on a sys- 
tematic basis has alluded researchers and practitioners alike, it seems clear 
that market inefficiency is present within the foreign exchange market. The 
next issue to investigate is whether this inefficiency is actually sufficiently large 
and persistent over time for investors to exploit it in order to generate returns 
within investment portfolios in excess of underlying benchmark indices, includ- 
ing transaction costs of implementing the associated trading strategy. Consider- 
ation must also be given to the strategic impact of trading activity upon market 
prices, which in turn has implications for the magnitude of feasible position sizes 
The results of this analysis will help determine the applicability of the infamous 
Meese-Rogoff (1983a, b) results to a practical portfolio investment context. 
There are potentially a number of ways to exploit this failure of UIP. We 
concentrate upon two in this paper. First, a relatively naYve investment strategy 
based directly upon FRB trades. Second, development of a disciplined set of 
trading rules based upon information extracted from the forward exchange rate 
term structure. This information is extracted using the approach of Clarida and 
Taylor (1997). The accuracy of point forecasts derived from the Clarida-Taylor 
framework will be compared with a naYve random walk strategy using MAFEs 
and RMSFEs, as well as the Diebold Mariano (DM; Diebold and Mariano, 1995) 
test statistic for equality of forecast accuracy. The DM test statistic can accom- 
28 This result seems a little implausible, given the arbitrage opportunities that it implies. 
Crowder (1994) also reports ADF tests on sterling-dollar forward premia data over the sample 
period; these tests reject the null of a unit root. 
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modate a wide variety of features relating to forecast errors, including non-zero 
means, non-normality and contemporaneous correlation between rival predic- 
tion methods applied to the same time series. As such, the DM test statistic is 
a particularly flexible and appealing metric by which to assess forecast accuracy 
across various prediction methodologies. The DM test statistic is defined as: 
DM =d (44) 
Z7r fo 
N 
where d is an average over N forecast periods of a general loss function dx such 
as the difference in squared forecast errors 
22 [2] (k ) (45) 
or in absolute errors 
(dt 
=1 ((1) - (k2) I) , 
(46) 
that is d=Nj: N 1 dk for N=1,.., 42 in our recursive application; 
f (0) is 
a consistent estimate of the spectral density of the loss differential function at 
frequency zero, which we estimated using the method of Newey and West (1987). 
Under certain regularity conditions the DM test statistic will be distributed as 
standard normal under the null hypothesis of equal forecast accuracy (Diebold 
and Mariano, 1995). 29 
In the case of a random walk prediction, the optimal one-period ahead ex- 
change rate forecast is simply today's value with perhaps also a constant drift 
component; this represents the traditional academic metric against which the 
performance of theory-based models is assessed. In addition, a set of trading 
strategies will be constructed to test the profitability of both approaches, incor- 
porating realistic transaction costs, feasible trade sizes and appropriate portfolio 
restrictions. Profitability is calculated, initially, in terms of the Information Ra- 
tio of a strategy, which is defined as a measure of excess return per unit of risk 
taken, where excess return is defined as the difference between the currency 
portfolio's return and the return to a benchmark index, 
IR = 
E(Rs) - RTf (47) 
Qs 
where E(Rs) is the expected return to the trading strategy-proxied by historical 
return E(R3)-R, f is the return to the risk-free interest rate, or equivalently the 
strategic portfolio benchmark-and Q3 is the standard deviation of the active 
returns. E(Rs) - R, f is often termed the excess return accruing to an active 
29The distribution of the DM test statistic is unclear in small samples. Consequently, 
marginal significance levels reported below should be interpreted with caution. 
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trading strategy. In addition, we will also examine the profile of cumulative 
returns to trading strategies, with particular focus upon the length and depth 
of capital drawdown periods. Taken together, these metrics will allow us to 
consider the consistency of trading strategies with the performance objectives 
and time horizons of a typical foreign exchange investor, for instance a corporate 
pension fund or a sovereign debt manager. 
Overall, therefore, our analysis will provide a rigorous examination of the 
ability of foreign exchange trading strategies based upon fundamental theoretical 
approaches to generate persistent returns in excess of a benchmark return, and 
in line with wider portfolio performance objectives than extant work in this 
area, for instance see Bilson (1981). 
Forward Rate Bias30 FRB is closely related to the carry trade notion dis- 
cussed above. Although FRB strategies can involve any exchange rates, or 
combinations of rates, they typically involve constructing a basket of currencies 
against the dollar (Rosenberg and Farka, 2001; Strange, 1998). Rosenberg and 
Farka (2001) use daily data from January 1986 to December 2001 to construct 
an equally weighted basket of ten currencies against the dollar. 31 Long positions 
are established in those currencies where the 3-month euro deposit interest rate 
exceeds the equivalent US rate, that is in those currencies that trade at a for- 
ward discount to the dollar. Similarly, short positions are implemented for those 
currencies trading at a forward premium to the dollar. Positions are opened and 
closed at the beginning and end of each month, and the underlying strategic 
benchmark return is assumed to be US cash. Alternatively, one can calculate a 
net interest rate based on the basket and then compare this with the US dollar 
interest rate (Strange, 1998). For a net positive premium in favour of the basket, 
this strategy would short the dollar; conversely, for a net interest rate discount 
on the basket, the strategy would recommend long dollar positions relative to 
the benchmark position. As before, these positions are typically reset every pe- 
riod, for instance monthly. Although slightly different in design, both strategies 
deliver a binary outcome - portfolios are either long or short the dollar in every 
period, with no neutral active currency allocation. 
FRB strategies can also incorporate no-arbitrage thresholds, consistent with 
the non-linear Threshold AutoRegressive (TAR) models of Tong (1990). In this 
case, trades are not introduced into portfolios for small non-zero interest differ- 
entials, as the benefit of arbitrage from these positions is likely to be outweighed 
by the cost of implementation. Clearly, following on from the discussion of the 
previous section, the presence of a non-zero risk premium can imply the exis- 
tence of interest rate thresholds that prohibit arbitrage of small differentials. 
As the size of this premium can differ between domestic investors in different 
countries, these thresholds are likely to be asymmetric for any given exchange 
rate. 
30 This strategy is also often termed Forward Discount Bias. The two names are synonymous. 
31 The euro, yen, Swiss franc, Canadian dollar, Australian dollar, New Zealand dollar, Danish 
krone, Norwegian krone and Swedish krona. 
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Although simple to calculate and implement, performance metrics for FRB 
trading strategies are typically unimpressive once due allowance has been made 
for realistic transaction costs and feasible position sizes. Without transaction 
costs, and relative to US cash, Rosenberg and Farka (2001) report annual re- 
turns in excess of US cash to their FRB strategy of 5.64%, with an Information 
Ratio (IR) of 0.73. This ratio is high compared with the long-term investment 
performance reported for other asset classes, including equities (Lyons, 2001). 
But it is important to incorporate realistic transaction costs within any trading 
strategy. On a notional US$100 million position reset at the beginning of each 
month, and assuming normal market trading conditions, realistic round trip 
transaction costs range from 5 basis points for euro-dollar and yen-dollar, to 
25bps for Australian dollar-dollar and 100bps for New Zealand dollar-dollar. 32 
Applying these costs to Rosenberg and Farka (2001), the IR of this strategy falls 
to 0.30, with annual average excess returns of 2.78%. By implication, this strat- 
egy will introduce almost 10% risk into investment portfolios, which is likely 
to far exceed tolerable limits for most foreign exchange investors. For instance, 
a typical corporate currency overlay client will accept an annual average risk 
budget for this strategy in the region of 2.5% (JPMorgan Fleming Asset Man- 
agement, 2003a). Alternatively, therefore, imposing this tracking error limit 
the annual excess returns to this FRB strategy fall to around 0.75%. Given 
typical management fees (JPMorgan Fleming Asset Management, 2003a), this 
is a much less compelling result in favour of naYve FRB trading strategies than 
initial results implied. In addition, the performance of these rules appears rela- 
tively lacklustre compared with more sophisticated trading strategies that rely 
on a combination of fundamental economic, market microstructure, technical 
and qualitative inputs, and that may also incorporate relatively rigorous econo- 
metric techniques. For instance, Baldridge, Meath and Myers (2000) report that 
the universe of currency overlay managers generated an average IR of 0.55 over 
the period 1989-2000, using various strategies along these lines; performance 
results reported by Hersey and Minnick (2000) provide a similar conclusion. 
Periods of under-performance associated with FRB strategies are also typ- 
ically persistent and deep. This is a particularly important consideration for 
risk averse investors with a particular sensitivity to capital losses, for instance 
central bank foreign exchange reserve managers. Using the FRB strategy of 
Rosenberg and Farka (2001), the longest underperformance period persists for 
more than four years, during which time the maximum peak-to-trough capital 
drawdown exceeds 18%. 33 Most investment plan sponsors operate with an hori- 
zon of about 2 years; some impose explicit stop-loss or Value-at-Risk constraints 
upon portfolio managers, typically well short of 5% of the capital value of the 
32On a notional $100mn transaction, we assume the following transaction costs: 5 basis 
points (bps) for the euro, yen, sterling and Danish krone; 10bps for the Canadian dollar and 
Swiss franc; 15bps for the Norwegian krone and Swedish krona; 25bps for the Australian 
dollar; and 100bps for the New Zealand dollar. 
33 Longest Underperformance is the longest period of time it takes cumulative returns from 
a trading strategy to return to its previous local peak after a drawdown period. Maximum 
peak-to-trough drawdown is the largest capital loss suffered by a trading strategy from the 
local high point of cumulative returns to the local low. 
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total investment portfolio. Consequently, it appears clear that FRB strategies, 
although useful for crystallising the concept of foreign exchange market ineffi- 
ciency, are inappropriate as direct trading strategies. 
Modelling the Forward Rate Term Structure The performance and use 
of FRB trading strategies is well documented in the literature. An alternative, 
and more sophisticated, approach to exploiting foreign exchange market inef- 
ficiency is presented by Clarida and Taylor (1997) and developed further by 
Clarida, Sarno, Taylor, and Valente (2003). Although systematic failure of UIP 
indicates that the forward rate at any maturity is a biased predictor of the future 
spot exchange rate, Clarida and Taylor develop an empirical framework that is 
able to accommodate-indeed, is agnostic about the reasons for-rejection of the 
pure efficiency hypothesis while still allowing forward premia to contain impor- 
tant information about future spot exchange rate changes (Sarno and Taylor, 
2002). 
The Clarida-Taylor framework determines and exploits the presence of n -1 
long-term cointegrating equilibria between spot exchange rates for the mark, 
yen, sterling and French franc, expressed in terms of the dollar, and associated 
forward exchange rates at 4-, 13-, 26- and 52-week maturities. The existence 
of these n-1 cointegrating equlibria for each exchange rate implies that these 
series demonstrate long-term co-movement, and that a predictable dependent 
relationship exists between them. Consistent with the Granger Representation 
Theorem (Granger, 1983), this predictable relationship can be exploited within a 
system of linear VECMs, with forward premia (ft - st) acting as the equilibrium 
correction terms; these terms ensure that the relationship between spot exchange 
rates and each of the forward rates returns to equilibrium in the wake of an 
unanticipated shock. 
To derive the Clarida-Taylor framework, and using the results of Beveridge 
and Nelson (1981), we can decompose the spot exchange rate into two compo- 
nents, 
st=mt+qt (48) 
where mt is a random walk with drift component and qt is a zero mean stationary 
component. If we define departures from the EMH as 
Yt = ft - E(st+k 1 9t) (49) 
combining equations (11) and (12) gives 
ft = 'Yt + kO + E(qt+k I Qt) + mt (50) 
where 0 is the drift of the random walk component, mt. Subtracting equation 
(11) from (12) gives 
t- st = ýt +k+ E(qt+k - qt I sit). (51) t 
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By definition, 0 is a constant value and E(qt+k - qt I fit) is a stationary, or 
1(0), series. Accordingly, ft - st will also be stationary as long as -yt, deviations 
from the EMH, is 1(0). If this assumption holds, there exist n-1 cointegrating 
equilibria between ft and st; these equilibria represent the core of the Clarida- 
Taylor approach. 
Following Clarida and Taylor (1997), and given the existence of these coin- 
tegrating equilibria, we can write the linear VECM between spot and forward 
exchange rates as 
Dyt = 77 + Ei=1FLyt + IIyt-i + Et (52) 
where 77 is a deterministic coefficient, yt =( st, ft 4, ft 3, ft 6, ft 2) is the system's 
j+1=5 by 1 vector of variables for a particular exchange rate. Hyt_, is a 
vector of levels equilibrium correction terms that incorporates the four forward 
premia, (ft - st, f 
13 
- .s, 
ft 6- St, ft 2- st). The speed of reversion towards 
equilibrium in the wake of an unanticipated shock is therefore determined by 
the coefficient vector H. Finally, et is an error term assumed independently 
and identically distributed with mean zero and variance a. Clarida and Taylor 
estimate the VECM system for each exchange rate by FIML over the period 
January 1979 to December 1995, using weekly data. VECM systems are opti- 
mised using a traditional general-to-specific procedure, with the least significant 
coefficient removed from the system at every iteration until all coefficients are 
significant at a 5% level. Clarida and Taylor then generate a series of out-of- 
sample forecasts over the period January 1996 - December 1998 based upon the 
optimised version of this system for each exchange rate, with forecast horizons 
ranging from 1 to 52 weeks. Consequently, these forecasts only use information 
publicly available at the time that they are prepared; they contain no perfect 
foresight. Clarida and Taylor assess the performance of these VECM Term 
Structure exchange rate forecasts against a naYve random walk forecast, where 
the n-period ahead optimal forecast is simply today's spot rate, on the basis of a 
comparison of MAFE and RMSFE statistics, as well as the DM test of forecast 
accuracy. 
Adopting this VECM approach, Clarida and Taylor achieve a significant 
improvement in forecast accuracy compared with either a naive random walk 
at almost forecast horizons. This improvement indicates that the entire term 
structure of forward premia out to one year contains statistically significant in- 
formation about the future path of the spot exchange rate that is not embedded 
in the lagged change of the spot rate itself (Clarida and Taylor, 1997). The 
general exception is at a one-week horizon, where the Term Structure models 
achieve similar results to a naive random walk. This is unsurprising, as most 
evidence suggests that for high frequencies nominal exchange rates exhibit a 
unit root, and are therefore distributed as a random walk (Mussa, 1984). For 
longer forecast horizons the reduction in MAFEs and RMSFEs relative to the 
naive random walk is stark. For mark-dollar, the improvement ranges from 
14% at 10-weeks, to 33% at a 26-week horizon and almost 50% at a 52-week 
horizon. For sterling-dollar, the improvement in RMSFEs reaches 90% at 52 
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weeks. This is an impressive achievement indeed. By way of confirmation, DM 
test statistics indicate that this improvement in forecast accuracy in favour of 
the Clarida-Taylor framework is significant at the 1% level. 
Clarida, Sarno, Taylor and Valente (2003) further develop this VECM frame- 
work to exploit nonlinearity inherent in the relationship between spot and 
forward rates. They do this by developing a three regime Markov-Switching 
VECM. This augmentation leads to a further improvement in out-of-sample 
forecast accuracy. In this case, the average gain relative to the linear VECMS, 
across each of the exchange rates and performance criteria discussed above, is 
1%-10% at 4-weeks and 10%-30% at 52 weeks. DM test statistics again indicate 
that these improvements are statistically significant. 
The predictive accuracy of the Clarida-Taylor linear VECM system, and 
the Clarida-Sarno-Taylor-Valente non-linear augmentation, is outstanding. Al- 
though other researchers during the past twenty years have achieved some out- 
of-sample forecasting success relative to a naive random walk model using fun- 
damental based models (e. g. Finn, 1986; MacDonald and Taylor, 1992), these 
results have typically proved to be fragile, and specific either to time period or 
exchange rate arrangement, or both. By contrast, the Clarida-Taylor results 
arguably represent the first robust contradiction of the Meese-Rogoff (1983a, b) 
stylised fact that fundamental-based out-of-sample point exchange rate forecasts 
are persistently inferior to a naive random walk. 
The implications of this result for the active management of foreign ex- 
change exposure in investment portfolios are not immediately clear. Achieving 
a significant reduction in RMSFEs compared with a naive random walk has no 
direct mapping to the performance of an investment portfolio that incorporates 
substantial exposure to international assets and exchange rates. Consequently, 
we apply the Clarida-Taylor methodology in an investment context and assess 
whether this approach could be used to generate persistent excess returns rela- 
tive to an underlying benchmark index return by active management of foreign 
exchange portfolio exposure. 34 In order to make this assessment we apply a set 
of trading rules to out-of-sample forecasts for each of our three exchange rates 
over the period January 1999 to December 2003, using a range of investment 
portfolio criteria to determine the profitability of these trading rules, as well as 
the extent to which the volatility and drawdown characteristics of returns are 
consistent with the risk-return objectives of a typical risk-averse international 
investor. 
The most common investment performance criterion is the Information Ra- 
tio (IR), as defined above. IR calculations assume that investors are indifferent 
to the drawdown characteristics of returns. This is rarely the case, and many 
clients introduce explicit calendar or rolling year stop-loss limits into portfolios 
that require currency managers to remove active hedges if these limit levels 
34 Although the non-linear augmentation to the original Clarida-Taylor linear VECM system 
generates a statistically significant improvement in predictive accuracy of the future path of 
spot exchange rates relative to the linear alternative it is computationally difficult to apply in a 
practical investment portfolio context. Consequently, we content ourselves with an assessment 
of the original linear VECM framework. 
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are breached. Accordingly, we also report a series of performance measures 
that incorporate aspects of downside performance. First, Maximum Drawdown 
measures the largest peak-to-trough decline in cumulative returns during the 
simulation period. Related, we report sterling ratio data that compare the level 
of annualised returns to the maximum drawdown, thereby providing an indica- 
tion of the expected payoff to the simulated strategy, as well as the 95% confi- 
dence interval of annualised returns that provides an indication of the inherent 
skill of the trading strategy. Second, Longest Underperformance indicates the 
number of weeks it takes cumulative returns to recover the level of the previous 
local peak in the aftermath of a capital drawdown. Third, sortino ratios relate 
annualised returns to semi-standard deviation, or downside risk. This measure 
calculates the level of risk introduced by a trading strategy into portfolios using 
only the volatility of negative returns. This focus exclusively upon undesirable 
returns appears to be an improvement upon IR. However, its use is much less 
common than IR in investment management, perhaps reflecting the fact that 
the statistical properties of semi-standard deviation are more ambiguous than 
standard deviation. In addition, as return asymmetries may not be stable over 
time, using realised downside risk may not be a satisfactory proxy for future 
downside risk. Finally, to the extent that returns are symmetric around zero 
the semi-standard deviation will simply be proportional to standard deviation 
and its calculation will add no insight (Grinold and Kahn, 1999). Nonetheless, 
in many cases returns to active currency hedges are not symmetric around zero, 
and so-interpreted with caution-the sortino ratio can provide additional insight 
into the performance of simulated trading strategies, and the Clarida-Taylor 
framework. 
3.3 Empirical Results 
3.3.1 Data 
Our empirical analysis uses weekly data for mark-dollar, yen-dollar and sterling- 
dollar, all expressed as the domestic price of foreign currency, and associated 
forward rates out to one year over the period January 1979 to December 2003. 
Data until December 1998 is used for in-sample optimisation of linear VECMs, 
with data from January 1999 onwards retained for out-of-sample forecasting. 35 
Our data set therefore includes 1304 observations in total, with 261 of these 
observations out-of-sample. Data are taken from the Bank for International 
Settlements (BIS) and DataStream. Forward premia are defined to be consistent 
with equation (37) above. 
3.3.2 Clarida-Taylor Term Structure Models 
Our first step in this section is to verify the results of Clarida and Taylor (1997). 
We then develop a set of profitable trading strategies based upon these results, 
35Although included in the Clarida-Taylor analysis, we do not analyse the French franc- 
dollar exchange rate in this study, given its replacement in 1999 by the euro-dollar rate. 
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thereby marrying together academic and investor strands of exchange rate fore- 
casting. 
If information useful to the prediction of spot exchange rates does exist 
within the forward rate term structure then each of the forward rates used in 
the Clarida-Taylor framework-4,13,26 and 52 weeks-should exhibit similar 
statistical properties to the associated spot exchange rate, and a unique cointe- 
grating relationship will exist between spot and each forward rate. Within the 
VECM system, this implies that there are n-1, or 4 cointegrating vectors for 
each exchange rate system. 
We test for the presence of a unit root in spot and forward rates using the 
Augmented Dickey Fuller (ADF) test. For a discussion and definition of the 
ADF test, see the previous chapter. Lag length for ADF tests is chosen to 
minimise the Akaike Information Criterion (AIC) in order to ensure against the 
presence of neglected serial correlation that may otherwise bias the results of 
these tests. Table 2 reports the results of ADF tests. These indicate that each 
of the spot exchange and forward rates under examination contains a single unit 
root. This is consistent with the findings of Clarida and Taylor (1997), as well 
as Barkoulas, Baum and Chakraborty (2000) based upon a panel data study of 
six major exchange rates. 
Evidence of a single unit root for each series in our data set represents 
a necessary but not sufficient condition for the existence of a set of long-term 
equilibria between each of the three exchange rates and associated forward rates. 
A crucial foundation of the Clarida-Taylor approach is that these equilibria exist. 
To test the validity of this assumption we use the Johansen Maximum Likelihood 
cointegration test. The results are presented in Table 3. Consistent with a priori 
expectations and the findings of Clarida-Taylor, Johansen tests for yen-dollar 
and sterling-dollar indicate the presence of four cointegrating equilibria between 
spot and forward rates; forward premia for these exchange rates are stationary 
series. This makes intuitive sense, and implies that premia will tend to revert 
back to an equilibrium value-which may be zero-in the wake of an unanticipated 
shock. 
By contrast, the results for mark-dollar appear a little unintuitive. Johansen 
cointegration tests indicate the presence of only three cointegrating vectors be- 
tween spot and forward rates. 36 It is unclear why this result should occur, and 
given pervasive evidence in favour of CIP beyond an initial transaction cost 
threshold (for surveys, see Taylor, 1987,1989), it is difficult to perceive of a 
situation in which a persistent and growing differential could emerge between 
mark-dollar and forward rates of any maturity; this exchange rate (now euro- 
dollar) accounts for 37% of total daily trading volumes in the foreign exchange 
market (BIS, 2004), suggesting that profitable trading opportunities caused by a 
divergence in spot and forward rates will be arbitraged by investors very quickly. 
As there appears to be no valid economic explanation for this result, it may 
instead reflect the low power of the Johansen test in the context of a relatively 
36 This result contrasts with the findings of Clarida and Taylor. The reason for this difference 
is not known. 
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short data span such as the one employed within our study. This power problem 
reflects the long-term nature of the hypothesis embedded in the test: with a 
short data span, regardless of the frequency of observations, it can be difficult to 
distinguish a mean-reverting series from a random walk, and therefore to reject 
the null hypothesis of no cointegration even there does in reality exist some 
linear combination variables that forms a cointegrating vector. 37 Consequently, 
we proceed on the basis that there exist four cointegrating vectors for mark- 
dollar, as well as yen-dollar and sterling-dollar. 
The results of overidentifying restriction tests on the ß' matrix of cointegrat- 
ing coefficients generally support this conclusion. These restrictions are imposed 
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If the relationship between the various spot exchange rates and each forward 
rate was exactly in line with theoretical priors at all times, these coefficient re- 
strictions would be accepted by the data; the estimated coefficients of a forward 
premium at any maturity k would be equal to [1, -1] on a continuous basis. As 
the results in Table 4 indicate, this is not the case for any of the three exchange 
rates in this study and the restrictions are rejected, at a 5% significance level. 
To determine the magnitude of the departures from a strict spot-forward rela- 
tionship, we re-run these tests, but now impose the following exactly identifying 
restrictions, 
-1 04 000 fS4 
ýyt = -1 
0 pia 00t ft 13 (54) 
-1 00 026 0 ft26 
-1 000 X52 Ot2 
The results of these tests are reported in Table 5 and indicate that departures 
from the overidentifying restrictions are relatively small: estimated coefficients 
for yen-dollar and sterling-dollar are very close to theoretical values; departures 
for mark-dollar are a little larger, but still relatively small and may perhaps 
be explained by tiny data imperfections (Clarida, Sarno, Taylor and Valente, 
2003). Overall, therefore, given the body of theoretical and practical evidence 
in favour of the existence of four cointegrating vectors between spot and forward 
exchange rates for each of the three exchange rates in our study-as well as the 
general thrust of our results-we feel it reasonable to conclude in favour of the 
Clarida-Taylor test results. 
37 Other explanations may include the presence of heteroscedasticity in the cointegrating 
relationships. 
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Consistent with the Granger Representation Theorem (Granger, 1983), the 
existence of a set of four cointegrating equilibria between mark-dollar, yen-dollar 
and sterling-dollar and associated forward rates implies the presence also of a 
dynamic characterisation of the short-term relationship between these variables. 
Both aspects of this relationship can be captured efficiently within a VECM. In 
the Clarida-Taylor framework, it is expected that significant interdependencies 
exist between each equation within individual VECM systems-within each sys- 
tem, there are five equations, one with the spot exchange rate as the dependent 
variable and one for each of the four forward rates. The best way to exploit 
these interdependencies is to estimate the VECM by FIML. This procedure 
estimates the likelihood function under the assumption that the contemporane- 
ous errors within the VECM have a joint normal distribution. Provided that 
the likelihood function is correctly specified FIML is fully efficient. We select 
the optimal lag length for each VECM system using a Wald Likelihood Ratio 
test; this test assesses the joint significance of all i-th lagged endogenous vari- 
ables in the VECM system, and has a chi-square distribution with k2 degrees 
of freedom under the exclusion null. We then undertake a traditional general- 
to-specific procedure to sequentially eliminate insignificant coefficients within 
the system until we achieve a set of parsimonious VECMs within which all re- 
maining coefficients-including equilibrium correction terms-are significant at a 
5% level. These parsimonious VECMs are presented in Table 6. 
The optimised VECM systems are then used to generate a series of n-step 
ahead dynamic forecasts, for each of the five dependent variables in our three 
systems. 38 As we are only interested in the forecasts of the spot exchange 
rates, we report only the associated performance statistics-the ratio of MAFEs 
and RMSFEs for the VECM out-of-sample forecasts relative to a naYve random 
walk forecast-for these series, in Tables 7,9 and 11. Our results are consistent 
with the findings of Clarida and Taylor (1997). Across all forecast horizons, 
except one week for sterling-dollar, Term Structure models achieve much greater 
forecasting accuracy than a naive random walk. At a 4-week horizon, this 
improvement is equivalent to a 30%-50% decline in forecast errors, with this 
improvement increasing to 60%-80% at a 52-week horizon. These improvements 
are statistically significant, as indicated by DM test statistics reported in Tables 
8,10 and 12. 
The results of our analysis so far have supported the theoretical foundations 
on which the Clarida-Taylor approach is predicated, and also the marked im- 
provement that it achieves relative to the standard academic metric of a naive 
random walk. This in itself is a major achievement compared with the existing 
literature on exchange rate forecasting (Journal of International Economics, 
2003). But these results indicate little about the ability of this approach to 
generate persistent profits in an investment portfolio context. Consequently, 
381 thank Giorigio Valente for the use of his Ox programme in generating these forecasts. 
Consistent with Clarida and Taylor (1997), VECM systems used to generate MAFEs and 
RMISFEs incorporate only one lag for each variable; VECMs employed to generate out-of- 
sample forecasts used in portfolio simulations below adopt a richer lag structure based upon 
the selection criteria detailed here. 
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the next step in our assessment of the Clarida-Taylor approach is to determine 
whether an improvement in forecast accuracy as measured by MAFEs and RMS- 
FEs can translate into persistent value-added in excess of a strategic benchmark 
return. To make this assessment, we run a series of simulations, introducing 
active currency hedges into a representative portfolio around a benchmark cur- 
rency exposure. The sign of these active hedges will be determined by weekly 
directional forecasts generated by the Clarida-Taylor approach; by contrast, the 
MAFE and RMSFE data reported above were derived from point exchange rate 
forecasts. Assumed transaction costs-at 5 basis points round trip-are consis- 
tent with the notional 5% position size assumed throughout this section. 39 To 
ensure that simulation results do not incorporate perfect foresight we include 
a one day lag between the production of weekly forecasts and implementation 
of associated active currency positions into portfolios: forecasts are generated 
using WM/Reuters (WMR) closing exchange rates on day t, and implemented 
into portfolios at WMR closing rates on day t+1.4° All performance data are 
simulated over the sample January 8,1999 to December, 26 2003. 
Our initial simulation is based upon a simple buy-sell trading rule. We im- 
plement a long 5% position in currency i into portfolios whenever the 4-week 
forecast level of spot exceeds the level of the 4-week forward rate; similarly, a 
short position is implemented whenever the directional forecast of spot is below 
the forward rate; there is no neutral position. 41 Trades are reset on a weekly 
basis, so that the models are always either 5% long or short. Clearly, this is a 
very simplistic trading rule and we could devise more far complicated alterna- 
tives. But keeping the rule relatively transparent allows for easier interpretation 
of performance results. We examine the performance of alternative rules below. 
Performance data for this trading rule are reported in Table 13. These indi- 
cate that this strategy is profitable for all three exchange rates. IRs range from 
0.37 for sterling-dollar to 0.74 for euro-dollar; sortino ratios-calculated using 
semi-standard deviation-are higher for each exchange rate, indicating that the 
distribution of returns is skewed to the downside. Directional success statistics- 
that calculate the number of weeks in which forecasts correctly predict the sign 
of exchange rate returns over the subsequent week, regardless of the magnitude 
of the change-indicate similar differences in forecasting accuracy between the 
models, with the euro-dollar model again most successful, predicting the sign of 
the subsequent week's return correctly 57% of the time. Less appealing is the 
comparison of annualised weekly returns with the 95% confidence interval: the 
fact that the 95% confidence interval encompasses zero raises a question as to 
the inherent skill of performance results based upon this naive trading rule. 
An important characteristic of any trading strategy is the extent to which 
models for various exchange rates, when combined together within a portfolio, 
39 As determined by an informal survey of market participants. A notional 5% position 
size was selected for illustrative purposes only. We do not include interest rate carry in our 
simulations in order to better isolate the performance of underlying trading strategies. 
40Close is defined as 4pm London time. 
41 We focus upon a 4-week forecast horizon as this traditionally offers the best liquidity for 
traders. 
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generate diversification benefits that improve the performance of this total port- 
folio. These benefits are usually measured in terms of the reduction of total risk 
of the trading strategy achieved through combining two or more models without 
any loss of return. The extent of diversification benefits to any trading strategy 
will be greater the lower is the correlation between return streams to component 
models; similarly, diversification benefits rise with the number of uncorrelated 
models within a portfolio. 42 From Table 13 the diversification benefits avail- 
able within the Clarida-Taylor framework are clear: when our three exchange 
rate models are combined into a naive, equally weighted portfolio the IR of 
the combined strategy rises to 0.85 compared with 0.74 for the best performing 
individual model (euro-dollar). Diversification benefits are also apparent from 
the increase in sterling and sortino ratios, indicating that the expected payoff 
to this trading strategy improves markedly when individual models are com- 
bined together into a single portfolio. Similarly, annualised weekly returns are 
now approximately equal to the 95% confidence interval, and the directional 
success ratio of the total portfolio rises to 61%, compared with 57% for the 
euro-dollar (the best performing individual model). Although the directional 
success ratios of the yen-dollar (51%) and sterling-dollar (47%) models were 
relatively unattractive, the benefits of incorporating these two models into a 
portfolio with euro-dollar are demonstrated by all of these metrics, and reflect 
the relatively low correlation between excess returns to each of these models. 
Overall, these are strong results: using a simple trading rule the Clarida- 
Taylor framework is able to add value to investment portfolios under realistic 
trading conditions. Indeed, these data compare favourably to performance data 
reported above for the representative FRB strategy of Rosenberg and Farka 
(2001), as well as by currency managers more generally-Baldridge, Meath and 
Myers (2000) report that overlay managers achieved an average annual IR of 0.55 
over the sample period 1989 to 2000-and equity managers-Lyons (2001) reports 
that US equity managers employing a buy and hold strategy have achieved an 
annual IR of 0.40 over an (unspecified) fifty year period. 
Table 15 reports IRs by calendar year for each of the three exchange rate 
models and the equally weighted portfolio. These data indicate that using the 
basic trading strategy the performance of the euro-dollar model has been consis- 
tent across the whole sample, with particularly strong performance in 1999 and 
2002; these performance data suggest that the initial depreciation of the euro 
against the dollar, although not widely predicted by commentators (Consensus 
Economics, 1999) was actually consistent with the behaviour of fundamental 
variables. The performance of the yen-dollar and, particularly, sterling-dollar 
models has been more varied, and perhaps highlights the limits of the naive 
trading strategy we have chosen to adopt more than the Clarida-Taylor frame- 
work: nonetheless, this framework is likely to perform best in trending, rather 
than range-bound markets. For instance, in both 1999 and 2001 during which 
the sterling-dollar model loses money relative to the underlying benchmark re- 
42The number of independent models, or "bets", indicates the breadth of a portfolio (Grinold 
and Kahn, 1999). Clearly, more breadth is desirable. 
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turn, the sterling-dollar exchange rate traded in a tight, ten figure range; over 
the course of 2002 and 2003 as a whole, when the model achieved annual IRs in 
excess of 1.0, sterling appreciated by forty big figures against the dollar. 
There are a number of ways that the performance of the Clarida-Taylor 
framework may be improved within an investment portfolio context. These in- 
clude adopting a more sophisticated trading rule that better extracts the infor- 
mation inherent in spot exchange rate forecasts, adopting best practice portfolio 
management techniques available to investors, and using information not cap- 
tured by the Clarida-Taylor models in a qualitative framework to augment the 
information capture of these fundamental-based forecasting models. 
In the previous chapter we discussed the behaviour of interbank dealers who 
manage foreign currency trading positions using a range of techniques, including 
tight stop-loss limits; these limits ensure that losing trades are cut at an early 
stage, while affording the trader confidence to run his profits. 43 Table 14 reports 
the performance of the previous naive buy-sell trading rule supplemented by 
an explicit intra-week stop-loss limit set at 10 basis points. Its impact upon 
IRs for euro-dollar, yen-dollar and the total portfolio is striking; the IR of the 
portfolio rises from 0.85 to 1.17; sterling and sortino ratios at the portfolio 
level increase markedly as well. In addition, the annualised weekly return from 
this strategy now exceeds the 95% confidence interval, suggesting inherent skill, 
and the longest period of underperformance has been reduced from 95 to 72 
weeks. The benefits of an explicit loss-limit appear clear from these data: a 
combination of the Clarida-Taylor framework and prudent management of active 
currency hedges using tight stop-loss limits generates a substantial performance 
improvement upon any of the strategies discussed above. 
The trading rule we have employed so far is relatively naive, taking a long 
(short) position in the domestic currency whenever the 4-week ahead forecast of 
the spot exchange rate exceeds (is below) the comparable forward rate. Positions 
are reset every week, with models either 5% long or short. We now consider an 
alternative strategy, whereby positions are in portfolios for four weeks, consistent 
with the horizon of the underlying exchange rate forecast, so that the absolute 
maximum position in portfolios at any time becomes 20%. In addition, we 
also introduce a no-trade threshold that eliminates trades from portfolios that 
are based upon tiny differences between the forecast level of spot and the 4- 
week forward rate; these differences are likely to be due to noise-perhaps caused 
by inaccuracies in data measurement-rather than evidence of profitable insight 
from the models. 44 The results of this augmented trading strategy are reported 
in Tables 16 and 17 (the latter also incorporating a 10 basis point stop-loss 
limit) and indicate that performance is markedly improved for the euro-dollar 
and yen-dollar models: IRs and Sortino ratios are higher; directional success 
rates also increase with this augmented strategy relative to the original, basic 
43 Clearly, there is a risk that the stop-loss limit may periodically cut a losing position just 
before the exchange rate moves in the traders' favours. On balance, the discipline provided 
by explicit stop-loss limits outweighs any negatives, particularly for risk-averse investors. 
44 We define noise as a differential between forecast spot and the 4-week forward rate of less 
than 0.0005 for euro-dollar and sterling-dollar, and 0.005 for yen-dollar. 
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trading rule; and for euro-dollar annualised returns exceed the 95% confidence 
interval. For sterling-dollar, by contrast, this strategy causes a deterioration 
in the profitability of the Clarida-Taylor approach. In addition, there is an 
absence of diversification benefits when all three models are combined into an 
equally weighted portfolio. These benefits return, however, when we augment 
this strategy to include an explicit intra-week stop-loss limit. 45 In this case, 
IRs, sortino and sterling ratios are all higher than for each of the individual 
models. These results are reported in Table 17. The IR of the portfolio rises 
from 1.71 to 2.53, with annualised weekly returns more than twice as large as 
the 95% confidence level, suggesting a high level of skill implicit within this 
strategy. Sterling ratios for the portfolio and individual exchange rate models 
are more attractive under this augmented trading strategy in the presence of a 
stop-loss limit, suggesting that expected payouts are much improved relative to 
the maximum drawdown experienced during the simulation period, and sortino 
ratios increase as well, reflecting the truncation of negative returns due to the 
stop-loss limit. In addition, the sterling-dollar model IR is positive once more, 
although this model's performance remains lacklustre compared with euro-dollar 
and yen-dollar models. 
Further improvements in the profitability of Clarida-Taylor exchange rate 
forecasts may also be achieved by resort to best practice portfolio optimisation 
techniques that seek to achieve an optimal portfolio by selecting an efficient 
set of weights with which to combine our three exchange rate models, rather 
than equally weighting the three models. We examine three alternative op- 
timisation techniques: 46 first, a traditional Markowitz approach (Markowitz, 
1959), wherein optimal portfolio weights are chosen to minimise portfolio risk- 
as measured by standard deviation of returns-subject to achievement of some 
given level of expected returns, E[Rt], where historical return is used as a proxy 
for E[Rt]; second, minimisation of portfolio risk without reference to histori- 
cal return correlations; third, maximisation of E[Rt] subject to the following 
constraint, C, 
C= ßQ + (1 - ß)Drawdown (55) 
where the value of Q is chosen to reflect the sensitivity of portfolio managers 
to risk and drawdown (JPMorgan Fleming Asset Management, 2003b). 47 The 
third approach explicitly recognises that risk-averse investors are sensitive to 
both the volatility and drawdown profile of cumulative returns and are not in- 
terested only in maximising expected returns subject to some given level of 
volatility. Incorporating a measure of drawdown into the portfolio optimisation 
problem therefore ensures that efficient portfolio weights are skewed towards 
models that generate relatively consistent returns relative to benchmark, and 
45 Stop loss limits attached to larger total position sizes may be problematic for larger 
investors-for instance, a major currrency overlay manager-to execute without impacting trans- 
action costs (via a widening in spreads). Consequently, these results are more relevant to 
Hedge Fund or CTA investors for whom implied transaction size will remain appropriate. 
461 thank Yazann Romahi for the use of his excel portfolio construction tool. 
47 We select a /3 of 0.5, for illustrative purposes. 
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that models susceptible to lumpy-positive and negative-excess returns are pe- 
nalised; equivalently, this optimisation approach will favour component models 
with a relatively high sterling ratio. 
We then additionally impose two, mutually exclusive portfolio constraints: 
first an annual return target of 5%; second, a maximum drawdown target of 
2%. Once efficient portfolio weights have been determined in the first stage of 
the portfolio construction process under any of the three approaches described 
above, a linear scaling factor is then applied to these weights to achieve the 
secondary objective. This means that the performance of both portfolios in 
terms of all metrics except annualised return and maximum drawdown will be 
identical. 
Efficient portfolio weights are reported in tables 18 and 19 (using the basic 
trading strategy) and 20 and 21 (augmented trading strategy). On the basis 
of IR statistics, the results indicate that only the Markowitz approach achieves 
a-small-improvement upon the performance of the equally weighted portfolio 
without stop-loss limits, on the basis of IRs, sterling and sortino ratios. But 
once stop-loss limits are incorporated into the equally weighted portfolio, its 
performance substantially exceeds the efficient-weight portfolios. Although the 
use of explicit intra-week stop-loss limits is not appropriate for portfolios that 
implement very large active currency hedges-because of liquidity management 
implications-our results have indicated the positive impact that they can exert 
upon portfolio performance where feasible to implement, consistent with the 
sensitivities of typical risk-averse investors; the corollary of an explicit stop-loss 
limit for larger portfolios is the drawdown-weighted efficient portfolio approach 
discussed above. 
Finally, the quality of Clarida-Taylor forecasts may be improved by incorpo- 
rating a qualitative assessment into the weekly trading decision to take account 
of non-fundamental exchange rate determinants not captured by this frame- 
work. These factors may include central bank foreign exchange intervention-a 
particularly topical example, given the extent of intervention against the yen 
during 2003 and into 2004 by the Bank of Japan-as well as strategic shifts in 
benchmark hedge ratios driven by change in portfolio risk-return preferences 
rather than any new fundamental data arrival: according to market anecdote 
this factor, which is extremely difficult to capture in a quantitative model, was 
an important determinant of the appreciation of euro-dollar during 2003. By 
taking a view on the incidence and relative importance of this type of factor, 
qualitative managers could be allowed to override the Clarida-Taylor models 
during infrequent-and generally short-time periods when fundamental factors 
may be of secondary importance to the sign and size of weekly exchange rate 
returns. 
3.4 Conclusion 
For two decades after publication of the seminal Meese-Rogoff (1983a, b) papers 
little evidence emerged to contradict their conclusion that fundamental-based 
exchange rate forecasting models are inferior to a random walk prediction (for 
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a survey, see Journal of International Economics, 2003). As we discuss in the 
previous chapter, this conclusion also applies to much of the emerging liter- 
ature on market microstructure, and particularly models that seek to exploit 
order flow data on a real-time basis. By contrast, investors have persistently 
demonstrated an ability to add value from foreign exchange trading, often from 
relatively naive trading rules based upon FRB and technical-based momen- 
tum strategies rather than sophisticated fundamental-based forecasting models 
(Baldridge, Meath and Myers, 2000; Hersey and Minnick, 2000). We suggest 
two reasons why the conclusions of academic and investor research may not be 
mutually exclusive: first, different focus in terms of forecasts (point versus direc- 
tional); second, different performance metrics by which the quality of forecasts 
is assessed (MAFEs and RMSFEs versus profitability). 
Recently, Clarida and Taylor (1997) and Clarida, Sarno, Taylor and Valente 
(2003) have reported the first serious challenge to the Meese-Rogoff evidence. 
Their models are based on a set of uncontroversial motivating assumptions and 
exploit information implicit in the forward rate term structure within a VECM 
system estimated by FIML. The models achieve improvements in forecast ac- 
curacy relative to a naive random walk of 50%-70% depending upon forecast 
horizon. In isolation this result means little in the context of investment portfo- 
lio management: improving upon the accuracy of random walk point forecasts 
does not guarantee persistent profits from foreign exchange trading. But us- 
ing two simple trading rules, with associated portfolio construction tools, we 
demonstrate that the Clarida-Taylor framework can profitably be applied to 
investment portfolios, generating returns persistently in excess of an underlying 
strategic benchmark for euro-dollar, yen-dollar and sterling-dollar. To the best 
of the present authors' knowledge these results are the first demonstration of 
an ability to marry together academic and investor strands of exchange rate 
research under realistic transaction costs, position limits and publication lags 
within a profitable trading strategy. Furthermore, the simulated trading results 
that we report for the Clarida-Taylor framework appear superior to the perfor- 
mance of a traditional FRB strategy that is widely applied across the investor 
community, and also seem more consistent with investor sensitivities to the risk 
and drawdown characteristics of excess returns than is traditionally the case for 
FRB strategies. 
Clarida, Sarno, Taylor and Valente (2003) extend the original results of Clar- 
ida and Taylor (1997) to a Markov-switching framework to exploit the inherent 
non-linearities present in the short-term, dynamic relationship between spot and 
forward exchange rates, and report an additional reduction in RMSFEs relative 
to a naive random walk model beyond that achieved by Clarida and Taylor 
(1997). These results suggest that the profitability of our trading rules may also 
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Table 1: Uncovered Interest Parity Regressions 
Mark Yen Sterling 
a -0.0017 a -0.0017 ce 0.0041 
(0.0019) (0.0004) (0.0017) 
ß -0.0843 -0.0405 ß -0.1793 
(0.0592) (0.0107) (0.0760) 
Adj. R2 0.0063 Adj. R2 0.0282 Adj. R2 0.0235 
Akaike -4.0545 Akaike -7.1862 Akaike -4.2066 
Normality* 0.0045 Normality* 0.0000 Normality* 0.0000 
Breusch* 0.0000 Breusch* 0.0000 Breusch* 0.0000 
ARCH(4)* 0.0000 ARCH(4)* 0.0000 ARCH(4)* 0.0000 
Notes: We test the validity of UIP for mark-dollar, yen-dollar and sterling- 
dollar by estimating equation (41) above, where k=4. Equations estimated 
over the sample January 1979-December 2003. Estimated standard errors incor- 
porate Newey-West consistent standard errors. Normality is the Jarque-Bera 
test for residual normality. Breusch is the Breusch-Godfrey test for residual 
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Table 3: Johansen Cointegration Tests 
Mark 
Linear Deterministic Trend; Lag Length: 9 
No. Hypothesised CEs Eigenvalue 
None** 0.1092 
At Most One** 0.0692 
At Most Two** 0.0247 
At Most Three 0.0080 
At Most Four 0.0017 
Yen 
Linear Deterministic Trend; Lag Length: 6 
No. Hypothesised CEs Eigenvalue 
None** 0.1192 
At Most One** 0.0799 
At Most Two** 0.0227 
At Most Three** 0.0140 
At Most Four 0.0028 
Sterling 
No Deterministic Trend; Lag Length: 5 
No. Hypothesised CEs Eigenvalue 
None** 0.1421 
At Most One** 0.0801 
At Most Two** 0.0341 
At Most Three* 0.0124 
At Most Four 0.0011 
Trace 5% Critical 1% Critical 
Statistic Value Value 
229.7711 68.52 76.07 
110.2309 47.21 54.46 
36.1070 29.68 35.65 
10.1996 15.41 20.04 
1.7999 3.76 6.65 
Trace 5% Critical 1% Critical 
Statistic Value Value 
259.0769 68.52 76.07 
127.6388 47.21 54.46 
41.4172 29.68 35.65 
17.6356 15.41 20.04 
2.9724 3.76 6.65 
Trace 5% Critical 1% Critical 
Statistic Value Value 
295.8124 59.46 66.52 
136.8654 39.89 45.58 
50.2618 24.31 29.75 
14.1855 12.53 16.31 
1.1963 3.84 6.51 
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Table 4: Test of Overidentifying Restrictions on Estimated Coin- 
tegrating Coefficients 
x2 (g) P- value 
Mark 11.9081 1.8x10-2 
Yen 20.5044 3.0x10-4 
Sterling 30.5640 4.0x10-6 
Notes: The test is a X2 version of the overidentifying restriction on the ß 
matrix described in equation (54) above. g is the number of restrictions imposed, 
which in this case is four for all exchange rates. The test is conditional on the 
presence of four linearly independent cointegrating vectors. 
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Table 5: Long-Run Estimated Cointegrating Coefficients 
Coefficient Standard Error 
Mark -1.0986 0.0448 
Yen -1.0095 0.0168 
Sterling -1.0326 0.0119 
Notes: The table reports the estimated cointegrating coefficient for the 12- 
month forward rate for each exchange rate. Other parameters restricted to equal 
unity (spot) and zero (other forward rates). 
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Table 6: Optimised VECM System for Mark-Dollar 
Dependent Variable: 
s f4 f13 f26 f52 
c 0.0003 -- -- -- 0.0001 
(0.0001) (5.92E - 05) 
Ast_1 -- -- -- -0.0082 -- 
(0.0194) (0.0027) 
Aft 1 -- -- -- -0.1390 -0.2834 
(0.0264) (0.0239) (0.0781) 
Oft 31 1.2853 1.2047 1.2377 1.5579 1.6874 
(0.4255) (0.3274) (0.3158) (0.3076) (0.3385) 
Aft 61 -1.5925 -1.4111 -1.3624 -1.4098 -1.0426 
(0.5407) (0.3478) (0.3223) (0.3045) (0.3309) 
Af 52 0.3329 0.2109 0.1271 -- -0.3638 
(0.1670) (0.0621) (0.0379) (0.0525) 
(s - f4)t_1 -- 1.6394 1.3403 1.3028 0.9258 
(0.0433) (0.0444) (0.0516) (0.0762) 
(s -f 13)t_1 0.0620 -0.5407 -- -- 0.7333 
(0.0320) (0.0265) (0.0460) (0.0750) 
(s -f 26)t_1 -- -- -0.2752 -0.2098 -0.6745 
(0.0162) (0.0135) (0.0585) 
(s -f 52)t_i -- -- 0.0286 -- 0.0894 
(0.0033) (0.0145) 
Adj. R2 0.9947 0.9952 0.9951 0.9949 0.9943 
SSR 0.2405 0.2405 0.2130 0.2142 0.2250 
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Table 6 (cont. ): Optimised VECM System for Yen-Dollar 
Dependent Variable: 
s f4 f13 f26 f52 
c -0.0033 -0.0034 -0.0035 -0.0037 -0.0045 
(0.0008) (0.0008) (0.0009) (0.0009) (0.0010) 
Ast-1 -- -- 0.1720 0.2779 0.3909 
(0.0194) (0.0224) (0.0345) 
Af41 -- 0.1589 0.1175 0.0858 -- 
(0.0430) (0.0264) (0.0193) 
Aft 31 -- -0.1531 -0.2885 -0.1449 -0.2818 
(0.0440) (0.0274) (0.0414) (0.0695) 
Aft 61 -- -- -- -0.2182 0.2233 
(0.0222) (0.0672) 
Aft 21 -- -- -- -0.3353 
(0.2370) (0.0208) 
(s - f4)t_1 -- 1.1091 0.1662 0.1321 -- 
(0.0569) (0.0337) (0.0204) 
(s -f 13)t_1 -0.7838 -0.5485 0.4902 -- -- 
(0.0803) (0.0692) (0.0460) 
(s - f26)t_1 -0.5554 -- -0.4249 -- -0.0973 
(0.0642) (0.0362) (0.0395) 
(s -f 52)t_1 -- 0.1260 0.1676 0.0864 0.1699 
(0.0250) (0.0203) (0.0221) (0.0387) 
Adj. R2 0.9976 0.9977 0.9976 0.9975 0.9973 
SSR 0.2585 0.2438 0.2517 0.2571 0.2785 
115 
Table 6 (cont. ): Optimised VECM System for Sterling-Dollar 
Dependent Variable: 
S f4 f13 f26 f52 
c -0.0024 -0.0025 -0.0025 -0.0025 -0.0026 
(0.0006) (0.0006) (0.0006) (0.0006) (0.0006) 
Ast-1 -1.4019 1.4009 -1.3878 -1.3991 -1.4185 
(0.1557) (0.1633) (0.1635) (0.1642) (0.1652) 
0 ft 1 -0.6451 -0.1854 -- -- -- 
(0.1150) (0.0223) 
D ft 31 3.6765 3.0722 2.6872 2.6990 2.4404 
(0.3869) (0.3213) (0.3168) (0.3094) (0.3040) 
D ft 61 -0.6306 -0.5060 -0.3138 -0.3566 -- 
(0.2799) (0.1819) (0.1465) (0.0901) 
D ft? -1.0001 -0.9800 -0.9884 -0.9480 -1.0283 
(0.2514) (0.2420) (0.2370) (0.2334) (0.2327) 
(s -f 4)t_1 -- 1.4582 1.1812 1.2996 1.2101 
(0.1227) (0.1168) (0.1281) (0.1602) 
(s -f 13)t_1 -- 7.7409 8.1011 7.7322 8.0407 
(0.2392) (0.2427) (0.2647) (0.3211) 
(s -f 26)t_1 -7.7435 -8.0265 -8.1887 -7.8843 -8.1830 
(0.2396) (0.2933) (0.2968) (0.3080) (0.3378) 
(S -f 52)t_1 2.0466 2.1332 2.1488 2.0775 2.1679 
(0.1386) (0.1434) (0.1436) (0.1445) (0.1481) 
Adj. R2 0.9890 0.9892 0.9893 0.9893 0.9893 
SSR 0.2491 0.2450 0.2447 0.2452 0.2461 
116 
Table 7: MAFE and RMSFE Analysis for Mark-Dollar 





1 0.6805 0.6948 27 0.3374 0.3160 
2 0.5433 0.5579 28 0.3414 0.3114 
3 0.4719 0.4992 29 0.3431 0.3065 
4 0.4600 0.4849 30 0.3451 0.3026 
5 0.4033 0.4493 31 0.3510 0.2996 
6 0.3695 0.4173 32 0.3476 0.2942 
7 0.34664 0.3932 33 0.3419 0.2888 
8 0.3292 0.3751 34 0.3331 0.2838 
9 0.3172 0.3620 35 0.3244 0.2789 
10 0.3046 0.3482 36 0.3244 0.2740 
11 0.2897 0.3381 37 0.3179 0.2688 
12 0.2809 0.3279 38 0.3108 0.2627 
13 0.2769 0.3214 39 0.3007 0.2572 
14 0.2743 03165 40 0.2943 0.2512 
15 0.2719 0.3138 41 0.2866 0.2451 
16 0.2725 0.3128 42 0.2782 0.2385 
17 0.2727 0.3136 43 0.2706 0.2310 
18 0.2789 0.3192 44 0.2621 0.2240 
19 0.2813 0.3210 45 0.2578 0.2200 
20 0.2868 0.3245 46 0.2549 0.2169 
21 0.2931 0.3281 47 0.2526 0.2142 
22 0.2976 0.3282 48 0.2500 0.2120 
23 0.3032 0.3266 49 0.2512 0.2105 
24 0.3080 0.3232 50 0.2525 0.2102 
25 0.3167 0.3223 51 0.2528 0.2092 
26 0.3254 0.3192 52 0.2533 0.2080 
Notes: MAFE is defined as the Mean Absolute Forecast Error; RMSFE is 
defined as the Root Mean Squared Forecast Error. The table reports the ratio 
of MAFEs and RMSFEs for n-period ahead exchange rate forecasts from the 
Clarida-Taylor framework relative to a naive random walk. Consequently, a 
lower number implies that Clarida-Taylor forecast accuracy is rising relative to 
the random walk. 
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1 1.9 x 10-4 27 1.1 x 10-3 
2 5.0 x 10-8 28 4.2 x 10-3 
3 5.0 x 10-9 29 9.5 x 10-3 
4 1.3 x 10-6 30 1.5 x 10-2 
5 3.5x10-7 31 2.. 2x10-2 
6 1.0 x 10-7 32 2.4 x 10-2 
7 9.5 x 10-8 33 2.4 x 10-2 
8 7.5 x 10_8 34 2.3 x 10-2 
9 1.1 x 10-7 35 2.1 x 10-2 
10 5.2 x 10-7 36 3.9 x 10-2 
11 1.0 x 10-6 37 1.7 x 10-2 
12 6.2 x 10-7 38 1.5 x 10-2 
13 2.0 x 10-8 39 1.2 x 10-2 
14 5.0 x 10-9 40 1.0 x 10-2 
15 5.0 x 10-9 41 8.2 x 10-3 
16 5.0 x 10-9 42 6.6 x 10-3 
17 0 43 5.8 x 10-3 
18 0 44 5.4 x 10-3 
19 0 45 5.5 x 10-3 
20 0 46 5.8 x 10-3 
21 0 47 7.0 x 10-3 
22 0 48 7.8 x 10-3 
23 0 49 9.1 x 10-3 
24 5.5 x 10-8 50 1.0 x 10-2 
25 4.0 x 10-6 51 1.1 x 10-2 
26 1.1 x 10-4 52 1.2 x 10-2 
Notes: The Diebold Mariano (DM) test of forecast accuracy indicates the 
significance of differences in forecast accuracy. The table reports associated p- 
values. A DM test p-value below 0.05 indicates that Clarida-Taylor exchange 
rate forecasts are more accurate forecasts than random walk forecasts at tradi- 
tional significance levels. P-Values smaller than 1. Oe - 10-10 reported as zero. 
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Table 9: MAFE and RMSFE Analysis for Yen-Dollar 





1 0.6943 0.7109 27 0.2844 0.2676 
2 0.5553 0.5721 28 0.2820 0.2668 
3 0.4827 0.5077 29 0.2808 0.2654 
4 0.4675 0.4945 30 0.2796 0.2651 
5 0.4402 0.4650 31 0.2799 0.2670 
6 0.4053 0.4313 32 0.2785 0.2675 
7 0.3913 0.4085 33 0.2756 0.2678 
8 0.3718 0.3849 34 0.2745 0.2692 
9 0.3584 0.3691 35 0.2714 0.2708 
10 0.3511 0.3570 36 0.2710 0.2719 
11 0.3428 0.3431 37 0.2663 0.2712 
12 0.3304 0.3282 38 0.2611 0.2686 
13 0.3216 0.3184 39 0.2582 0.2675 
14 0.3115 0.3084 40 0.2555 0.2657 
15 0.2994 0.3006 41 0.2515 0.2631 
16 0.2915 0.2915 42 0.2460 0.2606 
17 0.2863 0.2863 43 0.2404 0.2563 
18 0.2836 0.2833 44 0.2366 0.2548 
19 0.2797 0.2787 45 0.2341 0.2559 
20 0.2781 0.2771 46 0.2324 0.2586 
21 0.2792 0.2778 47 0.2313 0.2608 
22 0.2801 0.2758 48 0.2304 0.2616 
23 0.2818 0.2732 49 0.2309 0.2641 
24 0.2841 0.2714 50 0.2321 0.2676 
25 0.2877 0.2710 51 0.2321 0.2704 
26 0.2877 0.2695 52 0.2324 0.2717 
Notes: MAFE is defined as the Mean Absolute Forecast Error; RMSFE is 
defined as the Root Mean Squared Forecast Error. The table reports the ratio 
of MAFEs and RMSFEs for n-period ahead exchange rate forecasts from the 
Clarida-Taylor framework relative to a naive random walk. Consequently, a 
lower number implies that Clarida-Taylor forecast accuracy is rising relative to 
the random walk. 
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1 5.8 x 10-4 27 4.5 x 10-4 
2 1.7 x 10-6 28 1.5 x 10-4 
3 1.2 x 10-7 29 5.4 x 10-5 
4 1.8 x 10-5 30 1.1 x 10-5 
5 1.5 x 10-4 31 2.1 x 10-6 
6 3.6 x 10-4 32 2.0 x 10-7 
7 8.0 x 10-4 33 0 
8 1.5 x 10-3 34 6.6 x 10-4 
9 4.2 x 10-3 35 4.6 x 10-4 
10 9.5 x 10-3 36 3.0 x 10-4 
11 1.2 x 10-2 37 1.6 x 10-4 
12 1.2 x 10-2 38 8.7 x 10-5 
13 1.3 x 10-2 39 4.1 x 10-5 
14 1.2 x 10-2 40 1.6 x 10-5 
15 1.1x10-2 41 5.3x10-6 
16 9.7 x 10-3 42 1.4 x 10-6 
17 7.8 x 10-3 43 3.2 x 10-7 
18 6.2 x 10-3 44 7.0 x 10-8 
19 5.0 x 10-3 45 1.5 x 10-8 
20 4.6 x 10-3 46 0 
21 4.4 x 10-3 47 0 
22 3.9 x 10-3 48 0 
23 3.2 x 10-3 49 0 
24 2.6 x 10-3 50 0 
25 1.8 x 10-3 51 0 
26 1.1 x 10-3 52 0 
Notes: The Diebold Mariano (DM) test of forecast accuracy indicates the 
significance of differences in forecast accuracy. The table reports associated p- 
values. A DM test p-value below 0.05 indicates that Clarida-Taylor exchange 
rate forecasts are more accurate forecasts than random walk forecasts at tradi- 
tional significance levels. P-Values smaller than 1. Oe - 10-10 reported as zero. 
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Table 11: MAFE and RMSFE Analysis for Sterling-dollar 





1 1.0035 1.0095 27 0.5328 0.4785 
2 0.7625 0.7750 28 0.5353 0.4658 
3 0.7013 0.7024 29 0.5258 0.4528 
4 0.6634 0.6760 30 0.5239 0.4414 
5 0.6583 0.6644 31 0.5227 0.4335 
6 0.6311 0.6487 32 0.5163 0.4235 
7 0.6205 0.6442 33 0.5179 0.4164 
8 0.5970 0.6334 34 0.5291 0.4143 
9 0.5766 0.6276 35 0.5353 0.4135 
10 0.5668 0.6172 36 0.5375 0.4070 
11 0.5531 0.6098 37 0.5353 0.4070 
12 0.5412 0.5959 38 0.5204 0.3992 
13 0.5302 0.5774 39 0.5094 0.3910 
14 0.5222 0.5656 40 0.4953 0.3840 
15 0.5172 0.5555 41 0.4861 0.3759 
16 0.5124 0.5514 42 0.4800 0.3685 
17 0.5080 0.5439 43 0.4684 0.3591 
18 0.5198 0.5423 44 0.4544 0.3512 
19 0.5183 0.5365 45 0.4443 0.3456 
20 0.5161 0.5319 46 0.4377 0.3413 
21 0.5160 0.5302 47 0.4346 0.3381 
22 0.5126 0.5254 48 0.4314 0.3357 
23 0.5169 0.5194 49 0.4304 0.3355 
24 0.5154 0.5059 50 0.4312 0.3347 
25 0.5159 0.4979 51 0.4265 0.3345 
26 0.5251 0.4915 52 0.4291 0.3329 
Notes: MAFE is defined as the Mean Absolute Forecast Error; RMSFE is 
defined as the Root Mean Squared Forecast Error. The table reports the ratio 
of MAFEs and RMSFEs for n-period ahead exchange rate forecasts from the 
Clarida-Taylor framework relative to a naive random walk. Consequently, a 
lower number implies that Clarida-Taylor forecast accuracy is rising relative to 
the random walk. 
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1 5.0 x 10- 3 27 0 
2 0 28 0 
3 4.9 x 10- 7 29 0 
4 5.3 x 10- 7 30 0 
5 3.2 x 10- 7 31 0 
6 3.0 x 10- 7 32 5.3 x 10- 7 
7 6.0 x 10- 8 33 1.7 x 10-6 
8 0 34 1.7 x 10- 6 
9 0 35 1.4 x 10- 6 
10 0 36 2.9 x 10- 7 
11 0 37 3.6 x 10- 7 
12 0 38 3.5 x 10 -8 
13 3.0 x 10- 4 39 0 
14 0 40 0 
15 0 41 0 
16 5.0 x 10- 9 42 5.0 x 10 -9 
17 1.9 x 10- 6 43 0 
18 2.3 x 10- 6 44 0 
19 3.1 x 10- 6 45 3.0 x 10 -9 
20 2.1 x 10- 6 46 3.7 x 10 -7 
21 1.4 x 10- 6 47 7.3 x 10 -7 
22 4.2 x 10- 6 48 9.2 x 10 -7 
23 3.0 x 10- 8 49 2.0 x 10 -7 
24 0 50 7.5 x 10 -8 
25 0 51 4.5 x 10 -8 
26 0 52 1.5 x 10 -8 
Notes: The Diebold Mariano (DM) test of forecast accuracy indicates the 
significance of differences in forecast accuracy. The table reports associated p- 
values. A DM test p-value below 0.05 indicates that Clarida-Taylor exchange 
rate forecasts are more accurate forecasts than random walk forecasts at tradi- 
tional significance levels. P-Values smaller than 1. Oe - 10-10 reported as zero. 
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Table 13: Performance Data for Basic Trading Strategy - Individ- 
ual Exchange Rate Models 
Euro Yen Sterling Portfolio 
Directional Success 57.44% 51.35% 47.71% 61.28% 
Annualised Return 0.39% 0.26% 0.14% 0.79% 
Annualised Risk 0.52% 0.51% 0.39% 0.93% 
Information Ratio 0.74 0.51 0.37 0.85 
95% Confidence 0.45% 0.45% 0.34% 0.81% 
Maximum Drawdown 0.68% 1.09% 0.56% 1.03% 
Long. U/perf. (weeks) 41 120 96 95 
Sterling Ratio 0.56 0.24 0.26 0.76 
Sortino Ratio 1.03 0.79 0.53 1.20 
Notes: performance data assume an underlying notional +/-5% currency 
position in each of the three exchange rate models. Positions are generated by 
a naive buy-sell trading rule that is long (short) currency i versus the dollar 
whenever the level of the forecast 4-week spot exchange rate is above (below) 
the 4-week forward rate. Risk is the standard deviation of weekly returns. In- 
formation Ratio is the ratio of annualised returns to annualised risk. Maximum 
drawdown is the largest peak-to-trough decline in cumulative returns during the 
simulation period. Longest Underperformance is the longest number of weeks 
taken to recover the previous local peak in cumulative returns following an ini- 
tial drawdown. Transaction costs assumed at 5 basis points round trip, on the 
basis of an informal survey of market practitioners. 
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Table 14: Performance Data for Basic Trading Strategy Incor- 
porating Weekly Stop-Loss Limit within Individual Exchange Rate 
Models 
Euro Yen Sterling Portfolio 
Directional Success 56.32% 51.55% 47.51% 
Annualised Return 0.51% 0.35% 0.17% 1.03% 
Annualised Risk 0.48% 0.49% 0.38% 0.89% 
Information Ratio 1.05 0.72 0.44 1.17 
95% Confidence 0.42% 0.43% 0.33% 0.77% 
Maximum Drawdown 0.50% 0.90% 0.50% 0.82% 
Long. U/perf. (weeks) 33 96 88 72 
Sterling Ratio 1.02 0.39 0.34 1.25 
Sortino Ratio 1.51 1.08 0.64 1.69 
Notes: performance data assume an underlying notional +/-5% currency 
position in each of the three exchange rate models. Positions are generated by 
a naive buy-sell trading rule that is long (short) currency i versus the dollar 
whenever the level of the forecast 4-week spot exchange rate is above (below) 
the 4-week forward rate. Risk is the standard deviation of weekly returns. In- 
formation Ratio is the ratio of annualised returns to annualised risk. Maximum 
drawdown is the largest peak-to-trough decline in cumulative returns during the 
simulation period. Longest Underperformance is the longest number of weeks 
taken to recover the previous local peak in cumulative returns following an ini- 
tial drawdown. Transaction costs assumed at 5 basis points round trip, on the 
basis of an informal survey of market practitioners. 
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Table 15: Information Ratios by Calendar Year for Basic and Stop- 
Loss Trading Strategy - Individual Exchange Rate Models 
Euro Yen Sterling Portfolio 
Basic Stop Loss Basic Stop Loss Basic Stop Loss Basic Stop Loss 
1999 1.03 1.06 -0.10 0.30 -0.31 -0.31 0.12 0.46 
2000 0.38 0.74 0.72 0.81 0.07 0.14 0.61 0.97 
2001 0.29 0.64 0.04 0.14 -0.11 0.11 -0.34 -0.06 
2002 1.54 1.80 0.79 1.10 1.26 1.26 1.11 1.42 
2003 0.83 1.34 1.33 1.41 1.04 1.04 1.59 1.90 
Notes: performance data assume an underlying notional +/-5% currency 
position in each of the three exchange rate models. Positions are generated by 
a naive buy-sell trading rule that is long (short) currency i versus the dollar 
whenever the level of the forecast 4-week spot exchange rate is above (below) 
the 4-week forward rate. Risk is the standard deviation of weekly returns. In- 
formation Ratio is the ratio of annualised returns to annualised risk. Maximum 
drawdown is the largest peak-to-trough decline in cumulative returns during the 
simulation period. Longest Underperformance is the longest number of weeks 
taken to recover the previous local peak in cumulative returns following an ini- 
tial drawdown. Transaction costs assumed at 5 basis points round trip, on the 
basis of an informal survey of market practitioners. 
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Table 16: Performance Data for Augmented Trading Strategy 
Euro Yen Sterling Portfolio 
Directional Success 58.24% 54.22% 45.59% 
Annualised Return 1.10% 0.72% -0.12% 1.71% 
Annualised Risk 1.01% 0.98% 0.76% 1.93% 
Information Ratio 1.09 0.74 -0.15 0.88 
95% Confidence 0.93% 1.01% 0.67% 1.68% 
Maximum Drawdown 2.18% 3.52% 1.78% 5.36% 
Long. U/perf. (weeks) 107 195 250 168 
Sterling Ratio 0.50 0.21 -0.07 0.32 
Sortino Ratio 1.54 1.06 -0.17 1.34 
Notes: performance data assume an underlying notional +/-5% currency po- 
sition is generated each week in each of the three exchange rate models. The 
trading rule is based upon a naive buy-sell trading rule that is long (short) cur- 
rency i versus the dollar whenever the level of the forecast 4-week spot exchange 
rate is above (below) the 4-week forward rate. Positions are then held for four 
weeks, meaning that the maximum active hedge in portfolios is +/-20%. Risk 
is the standard deviation of weekly returns. Information Ratio is the ratio of 
annualised returns to annualised risk. Maximum drawdown is the largest peak- 
to-trough decline in cumulative returns during the simulation period. Longest 
Underperformance is the longest number of weeks taken to recover the previous 
local peak in cumulative returns following an initial drawdown. Transaction 
costs assumed at 5 basis points round trip, on the basis of an informal survey 
of market practitioners. 
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Table 17: Performance Data for Augmented Trading Strategy 
Incorporating Weekly Stop-Loss Limit within Individual Exchange 
Rate Models 
Euro Yen Sterling Portfolio 
Directional Success 58.24% 54.22% 47.51% 
Annualised Return 1.94% 1.13% 0.37% 7.21% 
Annualised Risk 0.83% 0.89% 0.66% 2.85% 
Information Ratio 2.34 1.27 0.57 2.53 
95% Confidence 0.73% 0.79% 0.58% 2.48% 
Maximum Drawdown 0.89% 2.36% 0.95% 3.13% 
Long. U/perf. (weeks) 32 92 83 49 
Sterling Ratio 2.18 0.48 0.40 2.30 
Sortino Ratio 3.76 1.93 0.93 4.36 
Notes: performance data assume an underlying notional +/-5% currency po- 
sition is generated each week in each of the three exchange rate models. The 
trading rule is based upon a naive buy-sell trading rule that is long (short) cur- 
rency i versus the dollar whenever the level of the forecast 4-week spot exchange 
rate is above (below) the 4-week forward rate. Positions are then held for four 
weeks, meaning that the maximum active hedge in portfolios is +/-20%. Risk 
is the standard deviation of weekly returns. Information Ratio is the ratio of 
annualised returns to annualised risk. Maximum drawdown is the largest peak- 
to-trough decline in cumulative returns during the simulation period. Longest 
Underperformance is the longest number of weeks taken to recover the previous 
local peak in cumulative returns following an initial drawdown. Transaction 
costs assumed at 5 basis points round trip, on the basis of an informal survey 
of market practitioners. 
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Table 18: Performance Data for Basic Trading Strategy - Efficient 
Portfolios with Annual Return Target 
Portfolio 
I II III 
Annualised Return 5.00% 5.00% 5.00% 
Annualised Risk 5.55% 6.91% 6.01% 
Information Ratio 0.90 0.72 0.83 
95% Confidence Interval 4.86% 6.05% 5.26% 
Maximum Drawdown 6.38% 9.35% 5.80% 
Longest Underperformance 38 78 44 
Sterling Ratio 
Sortino Ratio 
0.78 0.54 0.86 
1.24 1.04 1.18 
Notes: Performance data assume an underlying 5% annualised return target, 
generated by a naive buy-sell trading rule that is long (short) currency i versus 
the dollar whenever the forecast 4-week spot exchange rate is above (below) the 
4-week forward rate. Weights for each portfolio indicate the implied weekly posi- 
tion in each exchange rate and, by aggregation, weekly total portfolio positions 
relative to a neutral (strategic) currency benchmark. Portfolio I weights the 
three exchange rate models together on the basis of return and risk correlations 
(that is, within standard Markowitz mean-variance optimisation framework). 
Portfolio II combines the models on the basis of risk minimisation. Portfolio III 
weights models on the basis of risk and drawdown characteristics of simulated 
returns, and using the constraint in equation (56) above, with Q set at 0.5. 
All portfolios constructed using a Visual Basic optimisation tool. Transaction 
costs assumed to be 5 basis points round trip, based upon an informal survey 
of market participants. 
Portfolio I Weights: 9.67 Euro; 3.02 Yen; 2.81 Sterling. 
Portfolio II Weights: 4.70 Euro; 7.86 Yen; 11.49 Sterling. 
Portfolio III Weights: 6.95 Euro; 5.22 Yen; 8.09 Sterling. 
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Table 19: Performance Data for Basic Trading Strategy - Efficient 
Portfolios with Annual Drawdown Target 
Portfolio 
I II III 
Annualised Return 1.57% 1.07% 1.75% 
Annualised Risk 1.74% 1.48% 2.11% 
Information Ratio 0.90 0.72 0.83 
95% Confidence Interval 1.52% 1.29% 1.84% 
Maximum Drawdown 2.0% 2.0% 2.0% 
Longest Underperformance 38 78 44 
Sterling Ratio 0.78 0.54 0.86 
Sortino Ratio 1.24 1.04 1.18 
Notes: Performance data assume an underlying 2% annual maximum draw- 
down target, generated by a naive buy-sell trading rule that is long (short) 
currency i versus the dollar whenever the forecast 4-week spot exchange rate 
is above (below) the 4-week forward rate. Weights for each portfolio indicate 
the implied weekly position in each exchange rate and, by aggregation, weekly 
total portfolio positions relative to a neutral (strategic) currency benchmark. 
Portfolio I weights the three exchange rate models together on the basis of re- 
turn and risk correlations (that is, within standard Markowitz mean-variance 
optimisation framework). Portfolio II combines the models on the basis of risk 
minimisation. Portfolio III weights combines models on the basis of risk and 
drawdown characteristics of simulated returns, and using the constraint in equa- 
tion (56) above, with ,ß set at 
0.5. All portfolios constructed using a Visual Basic 
optimisation tool. Transaction costs assumed to be 5 basis points round trip, 
based upon an informal survey of market participants. 
Portfolio I Weights: 3.03 Euro; 0.95 Yen; 0.88 Sterling. 
Portfolio II Weights: 1.00 Euro; 1.68 Yen; 2.45 Sterling. 
Portfolio III Weights: 2.44 Euro; 1.83 Yen; 2.84 Sterling. 
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Table 20: Performance Data for Augmented Trading Strategy - 
Efficient Portfolios with Annual Return Target 
Portfolio 
I II III 
Annualised Return 5.00% 5.00% 5.00% 
Annualised Risk 4.26% 8.97% 6.38% 
Information Ratio 1.17 0.56 0.78 
95% Confidence Interval 3.71% 7.81% 5.56% 
Maximum Drawdown 10.40% 24.95% 16.57% 
Longest Underperformance 165 169 168 
Sterling Ratio 0.48 0.20 0.30 
Sortino Ratio 1.73 0.85 1.18 
Notes: Performance data assume an underlying 5% annualised return target, 
generated by a naive buy-sell trading rule that is long (short) currency i versus 
the dollar whenever the forecast 4-week spot exchange rate is above (below) the 
4-week forward rate. Weights for each portfolio indicate the implied weekly posi- 
tion in each exchange rate and, by aggregation, weekly total portfolio positions 
relative to a neutral (strategic) currency benchmark. Portfolio I weights the 
three exchange rate models together on the basis of return and risk correlations 
(that is, within standard Markowitz mean-variance optimisation framework). 
Portfolio II combines the models on the basis of risk minimisation. Portfolio III 
weights combines models on the basis of risk and drawdown characteristics of 
simulated returns, and using the constraint in equation (56) above, with ß set 
at 0.5. All portfolios constructed using a Visual Basic optimisation tool. Trans- 
action costs assumed to be 5 basis points round trip, based upon an informal 
survey of market participants. 
Portfolio I Weights: 3.44 Euro-Dollar; 1.68 Yen-Dollar; 0.00 Sterling-Dollar. 
Portfolio II Weights: 2.62 Euro-Dollar; 4.20 Yen-Dollar; 7.84 Sterling-Dollar. 
Portfolio III Weights: 3.41 Euro-Dollar; 2.42 Yen-Dollar; 4.28 Sterling- 
Dollar. 
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Table 21: Performance Data for Augmented Trading Strategy - 
Efficient Portfolios with Annual Drawdown Target 
Portfolio 
I II III 
Annualised Return 0.96% 0.40% 0.60% 
Annualised Risk 0.82% 0.72% 0.77% 
Information Ratio 1.17 0.56 0.78 
95% Confidence Interval 0.71% 0.63% 0.67% 
Maximum Drawdown 2.0% 2.0% 2.0% 
Longest Underperformance 165 169 168 
Sterling Ratio 0.48 0.20 0.30 
Sortino Ratio 1.73 0.85 1.18 
Notes: Performance data assume an underlying 5% annualised return target, 
generated by a naive buy-sell trading rule that is long (short) currency i versus 
the dollar whenever the forecast 4-week spot exchange rate is above (below) the 
4-week forward rate. Weights for each portfolio indicate the implied weekly posi- 
tion in each exchange rate and, by aggregation, weekly total portfolio positions 
relative to a neutral (strategic) currency benchmark. Portfolio I weights the 
three exchange rate models together on the basis of return and risk correlations 
(that is, within standard Markowitz mean-variance optimisation framework). 
Portfolio II combines the models on the basis of risk minimisation. Portfolio III 
weights combines models on the basis of risk and drawdown characteristics of 
simulated returns, and using the constraint in equation (56) above, with ß set 
at 0.5. All portfolios constructed using a Visual Basic optimisation tool. Trans- 
action costs assumed to be 5 basis points round trip, based upon an informal 
survey of market participants. 
Portfolio I Weights: 0.66 Euro-Dollar; 0.32 Yen-Dollar; 0.00 Sterling-Dollar. 
Portfolio II Weights: 0.21 Euro-Dollar; 0.34 Yen-Dollar; 0.63 Sterling-Dollar. 
Portfolio III Weights: 0.41 Euro-Dollar; 0.29 Yen-Dollar; 0.52 Sterling- 
Dollar. 
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4 The Role of Order Flow in Exchange Rate 
Forecasting 
4.1 Introduction 
While empirical evidence over the post-Bretton Woods period suggests that 
fairly standard macroeconomic fundamentals-such as relative monetary velocity- 
may influence the long-run behavior of real and nominal exchange rates (for sur- 
veys see Frankel and Rose, 1995; Froot and Rogoff, 1995; Taylor, 1995; Sarno 
and Taylor, 2002), modeling-and especially forecasting-the exchange rate over 
shorter horizons remains an occupational hazard of the international financial 
economist, since standard economic fundamentals appear to be poorly corre- 
lated with higher frequency exchange rate movements. Largely motivated by 
this stylized fact, a growing literature on market microstructure has emerged 
in recent years to suggest that the quality of fundamental-based exchange rate 
forecasts can be improved by resort to measures of foreign exchange order flow 
(defined as signed transaction volume: Evans and Lyons, 2002a, b; Lyons, 2001; 
Froot and Ramadorai, 2001), as well as variables such as surveys of market 
sentiment or positioning (Merrill Lynch, 2003). 48 
Order flow is initiated for a variety of reasons that differ across the var- 
ious participants in the foreign exchange market. These participants include 
corporations, central banks, asset management firms, commodity trading ad- 
visors (CTAs), hedge funds, private individuals and investment bank dealers. 
Participants exhibit significant heterogeneity, in terms of opportunity sets and 
risk-return expectations, and display distinct informational asymmetries, with 
some participants better informed than others. By reputation, customer order 
flow is the primary source of private information in the foreign exchange market 
(Lyons, 1995; Ito, Lyons and Melvin, 1998; Bjonnes and Rime, 2003; Rime, 
2001). This private information is typically assumed to relate to future inno- 
vations in fundamental exchange rate determinants, including monetary policy 
innovations (Evans and Lyons, 2002a; Lyons, 2003; Jansen and de Haan, 2003). 
But it can also incorporate knowledge of the decision-making process that trig- 
gers strategic shifts in portfolio benchmark hedge ratios in response to changes 
in risk appetite or return objectives independently from innovations in published 
fundamentals (Lyons, 2002a). Similar to innovations in fundamental variables, 
changes in long-term investment objectives will lead to asset allocation shifts 
within investment portfolios, for instance between international bonds and eq- 
48 Foreign exchange order flow should not be confused with transaction volume; the latter is 
a measure of trading activity between customers and dealers, or within the interdealer market, 
over a given period and in a particular exchange rate without indication of the direction of 
these transactions. By contrast, order flow is defined as signed transaction volume (Lyons, 
2001), with the sign of a transaction determined by the initiating agent. Order flow therefore 
provides an indication of the relative strength of buy (sell) orders between, say, customers and 
dealers, with a purchase (sale) by the customer recorded as a net buy (sell). In this way, order 
flow within particular investor groups will not necessarily sum to zero, but can instead exhibit 
persistent trends if, say, customers build a long (short) position in a particular exchange rate 
relative to an underlying neutral benchmark position. 
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uities, that in turn inspire order flow. 
A central hypothesis of the microstructure literature is that order flow al- 
lows the wider market to learn about the private information and trading 
strategies of better informed participants, and therefore represents the con- 
duit through which informational asymmetries become embedded within mar- 
ket prices (Lyons, 1993; Bjonnes and Rime, 2001a). This hypothesis seems an 
intuitive explanation of the process of price discovery in the foreign exchange 
market. If valid, it implies that customer order flow will consistently be more 
important to the determination of exchange rate returns than interdealer or- 
der flow. In addition, order flow generally should have greater explanatory and 
predictive power for exchange rate returns than fundamental variables. 
This paper seeks to make two main contributions. First, as a foundation to 
our empirical analysis we provide an extensive description of the structure of 
the foreign exchange market. This description focuses upon both the interaction 
of the main market participants and the current market infrastructure, and in 
our opinion represents the most comprehensive and accurate description of the 
foreign exchange market available. Second, with this foundation in place, and 
using aggregated and disaggregated customer order flow data from two major 
investment banks as well as the data on interdealer order flow employed by Evans 
and Lyons (2002a), 49 we critically evaluate the practical value of order flow data 
in terms of the accuracy of derived out-of-sample exchange rate forecasts. To 
our knowledge this is the first study that has assessed the practical value of 
foreign exchange order flow data under realistic trading conditions and using 
data available to market participants on a real-time basis. 
The remainder of the paper is organised as follows. In the next section we 
discuss the structure of the foreign exchange market, focusing upon the key 
participants in the market and the nature and extent of their interaction. We 
then present a review of the market microstructure literature. The subsequent 
section presents our empirical analysis, and the final section draws conclusions 
from this analysis and provides suggestions for future research. 
4.2 The Foreign Exchange Market 
The foreign exchange market is the most liquid financial exchange in the world. 
Daily market turnover is estimated at approximately $1.9 trillion, including 
spot, forward and swap transactions (BIS, 2004). Including only spot trans- 
actions, daily turnover is approximately $621 billion. This compares to daily 
turnover in the US government bond market of $402 billion (Federal Reserve 
Bank of New York, 2003), and on the New York Stock Exchange of $40 billion 
(NYSE, 2003). London remains the major trading centre for foreign exchange, 
49This database is available at http: //faculty. haas. berkeley. edu/lyons/evanslyons. xls 
49 We thank Jan Loeys and Mustafa Caglayan at JPMorgan Chase and Peter Eggleston at 
the Royal Bank of Scotland for their help in obtaining the customer order flow data analysed 
in this paper. These data were pre-filtered and collated into indices by JPMorgan and the 
Royal Bank of Scotland to ensure that individual customer trades are not indentifable from 
the data, thereby maintaining customer confidentiality. 
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with 32% of daily market turnover transacted in this location (BIS, 2004). There 
are other important centres in New York and Tokyo, and smaller ones in Auck- 
land, Sydney, Singapore, Hong Kong, Frankfurt and San Francisco. 
In generic terms, there are two types of participants in the foreign exchange 
market, dealers and customers5°. Dealers contribute the majority of market liq- 
uidity, with approximately 53% of total daily market turnover occurring within 
the interdealer market (BIS, 2004). Foreign exchange customers contribute the 
remaining 47%. Of this figure, financial investors contribute the majority share, 
equivalent to 33% of total market volume, and corporations 14%. Although a 
detailed breakdown of financial flows is not publicly available, informal discus- 
sions with a number of major investment banks suggest that asset management 
firms and hedge funds each account for approximately one quarter of customer 
flows, or 12% of total market flows each; CTAs, central banks and individuals 
contribute the remaining 9%51 
Despite high liquidity52, the foreign exchange market appears to be inefficient- 
in the sense that there are significant deviations from covered interest rate par- 
ity (Taylor, 1995; Sarno and Taylor, 2002)- and opaque, in the sense that the 
lack of a physical market place or market places makes the process of price- 
information interaction particularly difficult to understand (Dominguez, 1999; 
Lyons, 2002b), especially in comparison with either equity or fixed income mar- 
kets. Market inefficiency implies the presence of persistent profit opportunities 
from informed trading (Baldridge, Meath and Myers, 2000). Although the in- 
troduction of the euro in 1999 encouraged a reduction in market opacity by 
replacing first eleven and subsequently twelve currencies with a single currency, 
other recent infrastructural developments have moved in the opposite direction; 
these include the increasing dominance of electronic interdealer trading that 
assures participants of ex ante anonymity (Portes, 2002). 
Market opacity implies that information takes time to be fully reflected in 
prices. It also means that the process by which new information is embedded in 
exchange rates is unclear. Some researchers contend that the missing piece of 
this puzzle could be order flow (Lyons, 2001), and particularly customer order 
flow (Bjonnes and Rime, 2001b). Indeed, by reputation customer order flow 
is the primary source of private information in the foreign exchange market. 
Consequently, it is important to understand exactly what order flow data are 
measuring. 
50 Dealers are also known as broker-dealers. The two terms are synonymous. 
" Market share data can vary substantially between investment banks who focus upon 
different segments of the customer market. Also, categorisation of flows between the various 
customer groups is also somewhat arbitrary, with a number of investors spanning more than 
one segment. Consequently, these detailed market share data should be interpreted with 
caution. 
52 Consistent with Kyle (1985), we define a liquid market as one that exhibits the following 
characteristics: tightness, so that bid-ask spreads for small transactions are tight; depth, so 
that bid-ask spreads for large transactions are small and; resilience, so that deviations of the 
spot rate from Fair Value should be corrected quickly. See Danfelsson and Payne (2001) for 
a recent assessment of these criteria applied to the interdealer sector of the foreign exchange 
market. 
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Traditional asset-price models of exchange rate determination take the form: 
St = ß'Ft + a(EtSt+i1It), (56) 
where St is the spot exchange rate at time t, and (EtSt+1IIt) is the spot rate 
expected at time t+1 given information at time t (both expressed as domestic 
currency per unit of foreign currency). Ft represents a vector of fundamental 
variables that form a cointegrating relationship with, and exhibit some persistent 
explanatory power for the determination of exchange rates, and ß represents a 
vector of factor loadings. Following Frankel and Froot (1985) and Froot and 
Frankel (1989), researchers have often measured exchange rate expectations by 
using some proxy series such as survey data of market expectations. Available 
measures include Consensus Economics (Consensus Economics, 2004). However, 
the predictive ability of survey data is typically low, and often Granger-caused 
by spot exchange rates (Brown and Maital, 1981; Taylor, 1988). Thus, investor 
survey responses react to, rather than preempt exchange rates moves. 
In principle, order flow data circumvent the necessity to proxy expecta- 
tions by directly measuring the activity, and by implication the expectations, 
of foreign exchange market participants (Evans and Lyons, 2002a). But while 
customer order flow may represent the missing piece of the exchange rate puzzle- 
we aim to test this hypothesis in this paper-data on customer order flow are 
only contemporaneously observable on a real-time basis by a limited number 
of well-informed market participants. These participants include the custodian 
or investment bank or electronic trading platform that collects and collates the 
data, and-on an ad hoc verbal basis only-a select group of preferred customers of 
these organisations, for instance large asset management firms, CTAs and hedge 
funds53. This limited access to order flow data reflects confidentiality concerns 
of major market participants whose trading activity is captured by these data 
and which could therefore be identified by competitors, and a wish on the part 
of the collecting institution to sustain and profit from this potential information 
advantage for as long as possible. For this reason, more systematic access to 
proprietary order flow data by preferred customers is provided only after the 
raw flow data have been filtered and collated into an index to ensure customer 
anonymity (for instance, see the description below of the customer order data 
made available to this study), and with at least some publication lag. We dis- 
cuss below the extent to which pre-filtering and publication lags reduce, from a 
customer perspective, the information content of available order flow data. 
By contrast, dealers in small banks see most customer order flow data only 
indirectly once they have been embedded in prices. Furthermore, most cus- 
tomers do not gain direct access to even filtered flow data, and instead have 
53 Preferred clients are those identified by investment banks to be of strategic importance 
to their position in the foreign exchange market. As well as best execution, these clients 
will be provided with better streaming information than other clients on intraday and daily 
order flow and market positioning, and will be allocated resources for collaboration on confi- 
dential, customised research. It is important to emphasise that information concerning order 
flow data made available to preferred customers never includes details of individual customer 
transactions, so that customer anonymity is assured. 
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to content themselves with interpretative analysis provided by dealers that in- 
cludes qualitative trading strategies based upon developments in their own col- 
lated flow data (HSBC, 2003; Citibank, 2003). We are not aware of any rigorous 
quantitative evidence to suggest that this interpretative approach can add value 
to investment portfolios on a persistent basis, once publication lags, represen- 
tative trading costs and interest carry have been incorporated into back-test 
simulations. 
In a later section of this paper, we empirically test the reputation of customer 
flows as the primary source of private information in the foreign exchange mar- 
ket. Before doing this, it is important that we describe the main participants 
in the foreign exchange market, and the nature and extent of their interaction. 
In a fast evolving market, we believe that this description is both the most 
comprehensive and current available. 
4.2.1 Market Microstructure 
Theoretical Model The academic literature presents a stylised model of the 
foreign exchange market, and of the interaction between the various customer 
groups and dealers. The most recent characterisation is due to Evans and Lyons 
(2002a, b), which in turn borrows aspects of Kyle's (1985) sequential equilibrium 
model. It describes the foreign exchange market as a decentralised dealership 
(Lyons, 2002a). There are N dealers in the market, a continuum of non-dealers 
(or customers), and an infinite number of trading days. Dealers observe a pe- 
riodic payoff on foreign exchange, denoted Rt, representing the flow of macro- 
economic information. This payoff is proxied by Evans and Lyons by interest 
differentials. There are three stages to the foreign exchange trading day. First, 
and having observed Rt at the start of each day, dealers independently and si- 
multaneously set bid-ask spreads for, and trade with, customers. Second, dealers 
trade amongst themselves, independently and simultaneously posting a bid-ask 
spread for other traders. These spreads lead to trades, as dealers spread risk 
generated by earlier customer trades through the interbank market. Once this 
second round of trading is complete, all dealers are able to observe the order 
flow, Xt, that has occurred from interdealer trading during that day. These 
data are assumed by Evans and Lyons (2002a, b) to convey important informa- 
tion about the size and sign of customer trading during Round One. Finally, in 
the third round of trading dealers once more trade with customers, in order to 
share overnight risk more widely across the market. A crucial assumption here 
is that dealers set prices in Round Three such that customers willingly absorb 
all dealer inventory imbalances, so that dealers run no overnight open positions. 
Consequently, the closing price at the end of each day within the Evans and 
Lyons model will be 
tt 
Pt = 01 E ORt + ß2 Xt (57) 
T=1 T=Z 
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and the change in prices from the end of day t-1 to the end of day t can be 
written as 
zPt = ß10Rt + , 
Q2Xt (58) 
where Xt = 
?'1 Tit 
, is the total order 
flow generated by interdealer trading 
during the day and Tit = aC t is the sum of customer orders received by 
individual trader i during the first round of trading. a is a constant coefficient. 
The Evans and Lyons (2002a, b) characterisation of the foreign exchange 
market is one that few practitioners will recognise. In particular, the notion 
that customers willingly absorb the daily inventory imbalance of dealers is im- 
plausible. Indeed, customers have traditionally paid dealers to assume this type 
of price and credit risk on their behalf, allowing them to access the liquidity 
of the interbank market through only a few contact points rather than having 
to establish individual credit agreements with every member of the dealer com- 
munity54. This payment is made in soft terms, with dealers traditionally been 
able to divide customer trades into smaller tranches as they spread risk through 
the interbank market. As the width of bid-ask spreads is a positive function of 
transaction size (Bjonnes and Rime, 2001b), tranching saves the dealer trans- 
action costs and, along with knowledge of, and trading around customer limit 
order books, has traditionally represented a major source of trading profit for 
banks (Rime, 2001). 
This profit source has recently been undermined by the behaviour of in- 
formed customers increasingly aware of the strategic price impact of their trad- 
ing activity. Much of the skill of a customer-based trader derives from his ability 
to minimise the extent of market chatter surrounding his trading activity. To 
this end, for example, many currency managers will now regularly engage in 
tranching themselves, dividing trades of $100 mit-$1 bn, 55 into smaller amounts 
of, say, $25-$50 mn. These tranches are then spread amongst interbank dealers 
intermittently during the course of a trading session via a number of dealers. Al- 
though consistent with customer profit-maximisation, this practice undermines 
the trading profits of dealers and implies that banks are now accepting risk 
on behalf of customers without adequate compensation in return. How deal- 
ers can gain payment for this risk in the future is not immediately apparent, 
given the rise of electronic trading that implies both a compression of dealer 
bid-ask spreads and an increase in ex ante customer anonymity (Portes, 2002). 
Consequently, risk sharing in the foreign exchange market would seem to be an 
important area of future research. 
Practical Aspects As the existing theoretical model presents a stylised and 
simplistic view of the foreign exchange market, it is important to describe in 
54 For instance, it is standard practice for a currency overlay manager (the agent) to request 
prior approval from a client (the principal) to trade with at least ten dealers, on a continuous 
basis on the client's behalf. This ensures that the price and credit risk of the client with 
respect to any one of the dealers is minimised and that the overlay manager maximises its 
opportunity to achieve best execution for the client. 
55$1 bn is referred to as a "yard" in foreign exchange slang. 
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detail the types of participants that coexist in the market, the manner of their 
interaction and the associated market infrastructure. 
Interdealer Market 
The interdealer market encompasses market-makers, leverage traders, des- 
ignated proprietary ("prop") traders, and senior risk takers. Market-makers 
continue to perform their traditional core function of facilitating access for cus- 
tomers to interdealer liquidity and providing best execution for customer trades. 
But their wider role has changed over recent years, in a number of ways. First, 
market-makers are typically allocated a book exchange rate upon which they 
focus their attention. This compares with a few years ago when these individ- 
uals traded in a range of exchange rates. Second, Danielsson and Payne (2001) 
provide evidence to suggest that market makers often now focus upon one side 
of the market at a time, rather than posting genuine two-sided quotes. Put 
another way, market-makers are no longer typically the main source of price 
discovery in the foreign exchange market and are not attempting to generate 
excess profits from their market activity, but are instead largely facilitators of 
customer trades. 
The traditional academic characterisation of designated prop traders is as 
intra-day, or even "nintendo", traders (Bjonnes and Rime, 2003), whose invest- 
ment time horizon extends from minutes to hours at most, and for whom there 
is no capacity to run overnight positions. In fact, this description is more consis- 
tent with the activities of leverage traders56. These individuals trade primarily 
on the basis of order flow executed by the bank's trading desk, and typically have 
an investment horizon of a few hours, or at most days. Accordingly, the short- 
term nature of these traders' activity represents a key source of total market 
volatility, with tight stop-loss levels typically introduced around every position. 
As a result, price breaks of key technical levels typically extend further in the 
short term than they otherwise would in the absence of leverage interdealer 
trading (Osler, 2002,2003). 
Prop traders are actually often positively discouraged by senior management 
from trading too actively and instead are encouraged to focus most of their 
allocated risk budget upon longer investment horizons than leverage traders, 
typically days but sometimes up to three months or even one year. Risk budgets 
are reduced overnight, reflecting the difficulty of monitoring positions outside 
of business hours, but remain positive. 
In addition, and previously overlooked by academic analysis and surveys of 
the foreign exchange market, are senior risk takers at large investment banks. 
These individuals perform a similar function to designated prop traders, but are 
allocated a much larger risk budget, for instance $100-$200 million, compared 
with $25-$40 million for designated prop traders, reflecting their relative senior- 
ity, experience and performance track record within the market57. This budget 
56These individuals are also known as spot traders. 
57 Our estimate of the typical prop trader risk budget is smaller in absolute terms than 
Cheung and Chinn (1999), who studied the US sector of the market, and Cheung and Wong 
(2000), who examined trading activity and practices in Hong Kong and Singapore. But it is 
directionally consistent with both of these studies given broad market trends described below. 
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will also be reduced overnight. Senior risk takers are similarly expected to focus 
upon relatively long investment horizons. 
A number of infrastructural trends are apparent within the interdealer mar- 
ket. First, industry consolidation has meant that the number of banks that 
account for a majority of interdealer flows has fallen since 1998, with 17 banks 
in London and 13 banks in the US accounting for 75% of turnover transacted 
in these locations. This compares with 24 and 20 banks in 1998, respectively 
(BIS, 2002). Second, the general level of risk appetite within the interdealer 
market has declined in the wake of the 1998 Long-Term Capital Management 
crisis, leading to a reduction in the level of risk capital allocated to individual 
traders. Third, and related to the previous point, the rigour of risk management 
procedures and infrastructure related to dealer activity has improved substan- 
tially in recent years, to a high standard. The predominant focus of risk control 
procedures remains the imposition of maximum intraday and overnight nomi- 
nal (dollar) position limits for individual traders. Many banks also make the 
amount of risk capital available to traders a function of past performance, re- 
warding good performance with an increase in risk capital and penalising bad 
results. Typically, traders assume responsibility for, or "wear" in market jargon, 
all losses, so that these reduce next month's available risk capital on a commen- 
surate basis. By contrast, profits are typically shared with the bank, such that 
risk capital available to a trader in the next month will increase only by some 
fraction of last month's reported profits. Trading risk is also monitored using 
a variety of other metrics, including daily maximum drawdown, or capital loss, 
and daily Value at Risk (VaR) limits58; the use of VaR limits appears now to 
be more commonplace than reported by Cheung and Wong (2000). 
A loss that trips intraday limits is unlikely to signal the termination of a 
trader's risk budget, but instead will trigger notification of senior management, 
require a detailed explanation of the circumstances surrounding the loss and 
of remedial steps to be taken, and closer scrutiny of the trader's outstanding 
positions and activity in the immediate future. More generally, banks also 
conduct VaR sensitivity analysis on the activity of its trading desk in aggregate 
to ensure that senior management have a broad understanding of the probability 
of an extreme event that could threaten the solvency of the institution. 
Customers 
Customers interact with dealers in order to access the liquidity of the inter- 
bank market. By reputation, customer order flow is the most important source 
of private information in the foreign exchange market (Lyons, 1995, Ito, Lyons 
and Melvin, 1998, Bjonnes and Rime, 2003), with the sign of customer trades 
considered more informative than the associated nominal value of these trades 
(Bjonnes and Rime, 2001b). An important reason for this reputation is the het- 
Exact position limits are considered to be market-sensitive information, and are therefore 
confidential to individual banks. Our estimates result from informal conversations with market 
participants. 
58 Value at Risk (VaR) is defined as the maximum percentage value of an investment portfolio 
that could be lost during a fixed period (e. g. one day) within a certain confidence level (e. g. 
95%). 
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erogeneity that exists within this segment of the foreign exchange market. The 
term customer embraces corporations, central banks, asset management firms, 
CTAs, hedge funds and individuals. Asset management firms in turn incorpo- 
rate fixed income and equity investors, but also currency overlay managers. 5s 
60 There are a number of aspects to customer heterogeneity. 
Opportunity sets and risk/return preferences 
The various customer groups exhibit very different opportunity sets and 
risk-return preferences61. The market incorporates a relatively small set of 
active, and informed, customers - particularly currency overlay managers, hedge 
funds and CTAs - that exploit persistent profit opportunities by implementing 
tactical currency positions into portfolios around strategic benchmark exposures 
(Baldridge, Meath and Myers, 2000, Knott, 2002). 
Many customers are passive, and uninformed. 62. These customers initiate 
order flow primarily to pay and hedge foreign currency cost and revenue streams 
generated by international purchases and sales. It is typically neither price de- 
pendent nor initiated explicitly to turn a profit, but instead is intended to min- 
imise the translation risk associated with foreign exchange exposure and volatil- 
ity. In a similar vein, many asset management firms do not seek to maximise 
profits from foreign exchange trading, but instead passively hedge exchange rate 
exposure inherited from the sale and purchase of underlying assets back to a 
strategic currency hedge ratio without tactical consideration of the exchange 
rate at which these transactions are conducted (Dalio, 2002). 
Although an increasing number of central banks allocate a small part of 
official foreign exchange reserves to wealth creation (Thomson, 2002), reflect- 
ing both an increase in the stock of reserves, particularly in Asia, and less 
need for these reserves to be held in liquid form due to wider use of deriv- 
ative instruments, profit-maximisation remains a secondary issue. Indeed, as 
Dalio (2002) reports, in aggregate the major central banks have lost money on 
foreign exchange intervention during the floating exchange rate era. Nonethe- 
less, reflecting the magnitude of associated flows central bank foreign exchange 
activity represents arguably the most keenly sought source of private informa- 
59In a currency overlay programme, management of the underlying international asset ex- 
posure within a portfolio is separated from the management of associated currency exposures 
(European Central Bank, 2003). Tactical management of currency exposure around a strate- 
gic benchmark by specialist currency managers can provide investors, for instance corporate 
pension plans, with an additional source of diversified portfolio return (Baldridge, Meath and 
Myers (2000). 
601n foreign exchange jargon, asset management firms are known as "real money". The 
term is used to indicate that financial or real assets, including equities, bonds or real estate, 
underlie the foreign exchange activity of these customers. CTA and hedge fund flows are 
known as "speculative money", as associated currency orders are based upon notional capital 
portfolios. Increasingly, this distinction is becoming blurred with a number of real money 
managers now offering leveraged currency funds based upon notional capital portfolios. 
61There are similarities in the categorisation of customers in this section with Kyle (1985). 
He defines a market in which three types of participants coexist: nondiscretionary liquidity, 
discretionary liquidity and informed traders. 
62 Whether a customer is passive or active is determined not by the group from which they 
are drawn - for example, corporations versus asset managers - but by the nature of their 
activity in the foreign exchange market. 
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tion. 63 This information can relate either to prospective market intervention or 
compositional changes in the currency denomination of official foreign exchange 
reserves. For instance, on a number of occasions since the inception of the euro 
in January 1999, and particularly during 2003, market anecdote suggested im- 
portant portfolio adjustments away from the US dollar and towards the euro 
amongst Middle Eastern and Asian central banks. As such activity occurs, 
transacting dealers gain important information that can be used to inform their 
own foreign exchange trading strategies, at least in the short term. 
Investment Styles 
Heterogeneity can also be observed in the range of investment styles that 
coexist within active - that is, informed profit maximising - customer groups. 
These styles exploit different types of information, leading to differences in the 
way that customers interpret public information announcements, and therefore 
differences in exchange rate expectations. 
Many CTAs are pure technical, or "black box", managers. The associated in- 
vestment process will typically comprise a set of optimised technical, or chartist, 
trading rules that have no intuitive underlying theoretical economic interpreta- 
tion64. News to this customer group is historical price innovation, over any 
period from minutes, hours, days, all the way out to years, combined with de- 
tailed trading rules related to key support and resistance levels, moving average 
cross-over levels, over-bought and over-sold calculations65 and a range of other 
price patterns. Publicly announced macroeconomic news is only relevant indi- 
rectly, to the extent that it has some historic price impact. The importance 
of this type of technical trading within the foreign exchange market, particu- 
larly for high frequency exchange rate returns, is confirmed by Taylor and Allen 
(1992), Cheung and Wong (2000), and Euromoney (2002). 
By contrast, hedge funds and currency overlay managers initiate order flow 
predominantly on the basis of publicly available macroeconomic information, 
with an expected pay-off schedule that is likely to stretch from around one 
to three months. The investment process of these customers is often highly 
quantified, with pre-defined trading rules based upon theoretical relationships 
between economic or financial variables and exchange rates. In this case, public 
data innovations will directly trigger customer order flow. 
Some hedge funds and asset managers also introduce tactical exchange rate 
hedges into portfolios on the basis of a purely qualitative interpretation of data 
and technical price patterns, on the rationale that not all events-including cen- 
tral bank intervention-that determine exchange rate returns can be quantified 
in a consistent manner over time. 
63Total central bank foreign exchange reserves are estimated at $2,500 billion, up from 
$1,000 billion in 1990 (Thomson, 2002). 
64 Some CTAs will adopt a more discretionary investment style. Models will be used to 
determine key technical levels and turning points but positions will be implemented on a 
discretionary basis by portfolio managers and traders. 
65Over-bought and over-sold calculations attempt to define when an exchange rate has 
moved too far and fast in either direction. They are typically calculated based on a moving 
average of the difference between the number of advancing and declining days over a certain 
period of time. 
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Finally, risk control currency managers introduce option replication strate- 
gies into client portfolios in order to minimise the downside risk attached to any 
level of foreign exposure over some fixed investment horizon, typically one year 
(Layard-Liesching, 2002). Consequently, this type of manager will react to price 
and data innovation indirectly to the extent that these affect the downside risk 
profile implicit within portfolios. 
Reaction Speeds 
Heterogeneity also implies differences in the reaction speed of customers to 
the arrival of new information, with some managers more nimble than others. 
In a contradiction of the Rational Expectations Hypothesis (REH) that argues 
public information is instantaneously reflected in exchange rates, this form of 
heterogeneity is consistent with the practical observation that the contempora- 
neous relationship between order flow and exchange rates is relatively persistent 
(Froot and Ramadorai, 2001; Fan and Lyons, 2001; Evans and Lyons, 2002a, b; 
Bjonnes and Rime, 2001a). 
Differences in reaction speeds can provide dealers with important informa- 
tion about the size and sign of customer trades, and the likely persistence of 
this trading. To the extent that a dealer sees order flow from large informed 
customers, it is generally reasonable to assume that this is only a small part of 
the total trade being executed, and that the remaining orders are likely to be 
fed into the market throughout the trading session. This knowledge will allow 
the dealer either to "piggy-back" on the trade, committing some of his own risk 
capital to the same trade (Bjonnes and Rime, 2001b), or to net off trades from 
other customers. 
Information about large customer order flow is made available by dealers 
to other large customers, on a quasi-anonymous basis via direct voice links, 
once a dealer has executed a customer order. An indication of the exchange 
rate, type of initiating customer, and size and sign of the transaction will be 
provided, as well as the ease with which the market absorbed the order. 66 This 
information helps other customers gauge the extent of technical support and 
resistance levels around the current spot exchange rate, including any option- 
based trading structures, and the probability and likely extent of any break-outs 
from prevailing price trend channels. 
In a similar manner, ad hoc information concerning the level and volume of 
guaranteed stops placed by customers on investment order books will be pro- 
vided by dealers to preferred clients on a daily basis. Osler (2002) finds that 
information regarding stop orders has historically had an important explanatory 
role for yen-dollar. But the quality of this information is likely to have dete- 
riorated in recent years as customers have become more reticent to place stop 
orders with dealers, reflecting greater cogniscence of their own strategic mar- 
ket impact. For informed customers, this cogniscence has increasingly focused 
efforts upon ensuring that internal risk management systems can incorporate 
appropriate, continuous position gain/loss monitoring procedures to allow cre- 
ation and execution of trades as stop levels are approached. 
66 The dealer will never provide the name of customers initating trades to other customers. 
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Market Infrastructure Most interbank trading occurs electronically, via ei- 
ther the Electronic Banking System (EBS) or Reuters D3000. Both systems were 
established in 1993 and were the primary facilitators of the subsequent marked 
increase in market liquidity. Their functionality is essentially equivalent, provid- 
ing ex ante anonymous limit order bid-ask pricing to dealers. Combined, these 
systems account for approximately 85% of total interbank activity, with EBS 
dominating in all exchange rates other than sterling, Canadian and Australian 
dollar cross rates67. The remaining interbank trading activity is shared by the 
remnants of voice broker (10%) and secure bank-to-bank chat lines provided by 
Reuters (5%). 
Voice trading continues to account for the majority of customer trades. But 
three electronic systems - FX Connect, FXAII and Currenex - have recently been 
introduced to the customer-dealer space 68 . 
All three systems are multi-bank 
electronic trading portals linked directly to customer trading desks. They com- 
prise an essential component of the push towards the introduction of Straight 
Through Processing (STP) that facilitates the complete automation of customer 
foreign exchange management from order creation through electronic trading 
portals to the settlement and confirmation of trades. A primary motivation 
behind the introduction of STP is a reduction in the risk of human error at 
various points in this process. For a survey of recent foreign exchange e-trading 
and STP developments at a major currency overlay manager, see Baird (2002). 
FX Connect and FXAII transact approximately equivalent daily volumes 69 
But the greater automaticity of FXAII ensures that transactions are more ef- 
ficient through this system, minimising the risk of trading errors and better 
facilitating the aggregation of client trades and netting of risk by dealers. Ac- 
cordingly, these facets imply that this portal will grow in relative importance 
over time. FXAII provides customers with automatic streaming bid-ask quotes 
on request - so-called Requests for Quotes, or RFQ's - simultaneously from a 
number of dealers in any size of transaction, and for most traded exchange 
rates70. Details of any subsequent deals transacted in FXAII are confidential 
to the customer and transacting bank alone, and are not seen by other banks 
given an RFQ. This contradicts Evans and Lyons (2002a), who suggest that 
the shift away from voice trading and towards electronic portals will increase 
the availability of order flow data, and thereby improve the transparency of the 
foreign exchange market and the quality of microstructure-based exchange rate 
models. In reality, electronic order flow is treated as strictly confidential by 
67 W by this delineation by exchange rate originally arose is not clear. Unsuccessful attempts 
have periodically been made by both systems to gain market share in additional exchange 
rates. 
68A fourth system, Atriax, closed in 2002. 
69At the time of writing, FX Connect and FXAII transact an estimated $11 bn of customer 
orders per day, and Currenex between $4.5 and $6.5bn (E-forex, 2003, FXAII, 2003). 
70 Market anecdote suggests that the optimum number of quoting banks is between three and 
five. This choice ensures that quotes are competitive, but also minimises dealer knowledge of 
customer activity. Quotes on all three systems are market quotes, with no limit order facility 
available on either system. Consequently, customer limit orders are conducted by voice links. 
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system governing boards 71 - 
FX Connect is primarily an 'At Best' trading platform, meaning that cus- 
tomers approach individual dealers via linked computer terminals to provide a 
two-way quote for a specified transaction size at the best price possible. Once 
a quote is received, the customer can choose to do one of three things: accept 
the quote and trade at that price with the quoting dealer, reject the quote and 
approach a second dealer, or to terminate the transaction altogether. Either 
way, the information discussed by customers and dealers is treated as strictly 
confidential and, again, is not published more widely. 
The structure of Currenex is similar to FXA11. But unlike the other two 
systems that require dealers to pay a fee in order to quote prices, Currenex levies 
a charge on customers for each trade transacted on its portal. This differentiates 
the type of customer using the various systems, with Currenex customers largely 
confined to hedge fund and corporate clients. 
4.3 Literature Review 
A number of empirical studies have demonstrated an explanatory role for order 
flow in exchange rate models. Most of these studies have focused-principally 
for reasons of data availability-upon the role of the interbank market, implicitly 
maintaining the assumption that these flows embed information into prices by 
reacting to customer orders, and that customer orders are the primary source of 
private information in the foreign exchange market. As Taylor (2003) notes, this 
assumption implies a substantial-and perhaps implausible-multiplier effect from 
(informed) customer to interdealer orders, given the relative importance of these 
two groups in total daily turnover. We assess the validity of this assumption in 
this study. 
In a path-breaking study of foreign exchange market microstructure, Evans 
and Lyons (2002a) analyse the ability of interdealer order flow data collected 
from Reuters D2000-1 to explain the daily variation of mark-dollar and yen- 
dollar during a four-month period from May to August 1996. To this end, Evans 
and Lyons regress the daily log change in each exchange rate on the change in 
interest different ials-their proxy for fundamentals-and daily interdealer order 
flow. They find that 64% of daily mark-dollar returns and 45% of yen-dollar 
returns can be explained within this simple framework. Moreover, on the basis 
of Wald exclusion tests, the explanatory power of these regressions is almost 
wholly due to order flow (Lyons, 2001). 
In a subsequent paper, Evans and Lyons (2002b) extend this analysis to an 
additional seven exchange rates: the price of the US dollar expressed in terms 
of UK sterling, the Belgian, French and Swiss francs, Swedish krona, Italian lira 
and the Dutch guilder. 72 Contemporaneous correlations are more variable over 
this extended group, with R2 statistics ranging from 0.00 for the Belgian franc 
71 However, the act of initiating RFQs with a number of banks on electronic portals may 
accentuate the price impact of transactions, simply because a number of brokers will be alerted 
to the presence of a potential flow. 
72In this paper, Evans and Lyons exclude interest differentials. 
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and Swedish krona to 0.68 for the mark (slightly higher than in the dollar-mark 
regression of Evans and Lyons, 2002a)73. In addition, Evans and Lyons also 
report a substantial rise in explanatory power with the inclusion in equations of 
order-flow into other currencies. For instance, the estimated R2 for the Swedish 
krona-dollar exchange rate increases to 0.69, and to 0.78 for mark-dollar. Al- 
though this type of cross-pollination effect of order flow between exchange rates 
seems intuitive-the foreign exchange market does experience general dollar buy- 
ing and selling trends-the sign of estimated coefficients is unstable, switching 
from equation to equation. Thus, net buying by dealers of sterling enters with 
a positive coefficient into the equation for the Belgian, Swedish and French ex- 
change rates against the dollar, but with a negative coefficient for the mark, 
yen, Swiss franc, lira and guilder. 
The finding of a substantial contemporaneous correlation between interdealer 
order flow and exchange rate returns is confirmed by Fisher and Hillman (2003), 
albeit with generally lower R2 statistics than Evans and Lyons (2002a, b), and 
Danielsson, Payne and Luo (DPL, 2002). DPL examine Reuters D2000-2 data 
over a ten month period from 1999 to 2000 using eight sampling frequencies rang- 
ing from five minutes to one week for the mark-dollar, yen-dollar, sterling-dollar 
and sterling-mark. R2 statistics for the mark-dollar and yen-dollar equations 
typically lie in the region of 0.3 - 0.5 across all sampling frequencies, except 
for very high frequency observations for yen-dollar which are closer to zero. Ar- 
guably, the analysis of sterling cross rates provides the most robust results, given 
the relative market share of Reuters D2000-2 in these exchange rates. Although 
DPL do find a significant role for order flow in explaining sterling returns, R2 
statistics are generally lower and diminish dramatically for frequencies beyond 
one hour, suggesting a much weaker relationship than for the other exchange 
rates. 
DPL also consider the practical relevance of their results by assessing the out- 
of-sample predictive power of interdealer order flow for exchange rate returns. 
To this end, they provide a set of results termed "genuine forecasts", by which 
they mean forecasts that include no perfect foresight74. Largely consistent with 
our findings reported below, they conclude that without perfect foresight order 
flow has no predictive power for exchange rate returns: R2 statistics fall to 
zero, root mean squared forecast errors (RMSFEs) are higher for forecasts based 
upon order flow than a naive random walk and, indeed, order flow is Granger- 
caused by exchange rate returns. Payne and Vitale (2002), on the basis of an 
examination of central bank order flow for Swiss franc-dollar over the sample 
period 1986 to 1995, similarly conclude that "the leads and lags of Swiss National 
Bank customer order flow [in Swiss franc-dollar] often have the wrong sign and 
are, in general, not significantly different from zero" (Payne and Vitale, 2002). 
These findings would seem to question the validity of an important central 
hypothesis of the microstructure literature. 
73 We assume that the R2 statistic reported for Swiss franc-dollar (-0.53) is a typo. 
71This differentiates their approach from the traditional Meese-Rogoff (1983a, b) method- 
ology, and is therefore more representative of reality. DPL also report Meese-Rogoff forecasts. 
Unsurprisingly, these are more favourable to the microstructure literature. 
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Other researchers have reported the existence of a significant explanatory 
role for order flow in exchange rate movements. Using daily EBS data from 
January 1998 to December 1999, Killeen, Lyons and Moore (KLM, 2002) de- 
termine the presence of a Granger-causal relationship that runs from French 
franc-mark order flow to the exchange rate. They also test for the presence of 
a cointegrating relationship between the exchange rate, order flow and inter- 
est rate differentials, which, in common with Evans and Lyons (2002a), they 
include as a proxy for macroeconomic fundamentals. One can, of course, rea- 
sonably question the use of cointegration analysis on such a short data span, as 
the hypothesis embedded in this analysis is distinctly long term. This criticism 
notwithstanding, KLM find in favour of the existence of one cointegrating vector 
that allows them to infer the presence of long-term co-movement between these 
three series. Furthermore, the results change little with the inclusion of interest 
differentials, suggesting that the coefficient on this variable is zero. Mende and 
Menkoff (2003), using customer order flow for euro-dollar from a medium-sized 
(anonymous) German bank during the sample period July to November 2001, 
report similar findings from cointegration tests75. 
By contrast, Bjonnes and Rime (2001a), using weekly US Treasury data 
for interdealer order flow traded by major participants in the US sector during 
the sample period July 1995 to September 1999, report mixed results from 
cointegration tests76. They find in favour of a cointegrating relationship for 
mark-dollar, sterling-dollar and Swiss franc-dollar, but against for yen-dollar 
and Canadian dollar-US dollar. It is unclear why this difference exists, given 
that all of the exchange rates share the same numeraire, unless it is indicative of 
the problems implied by use of an inherently long-term hypothesis with a short 
data span. In addition, Bjonnes and Rime (2001a) conclude that inclusion of 
foreign equity returns generates a marked increase in R2 statistics of estimated 
regressions, suggesting that it is primarily this variable, and not order flow, that 
has explanatory power for exchange rates. This is true also when the authors 
remove perfect foresight from regressions, by including lagged order flow as an 
explanatory variable for exchange rate returns; in this case, the explanatory 
power of order flow becomes insignificant for four of five exchange rates. 
Overall, therefore, results from analysis of the relationship between aggregate 
interdealer order flow and exchange rate returns provide a number of conflicting 
results and raise a series of question marks over the central hypotheses of the 
market microstructure literature. In particular, none of the studies discussed 
above is able to demonstrate that order flow has predictive power for future 
exchange rate returns rather than simply contemporaneous correlation. 
All of the preceding studies concentrate upon an analysis of interdealer or- 
der flow. They implicitly maintain the assumption that customer orders are 
the main source of dispersed private information in the foreign exchange market 
and that the interplay between customer and interdealer orders represents the 
75 Mende and Menkoff (2003) use tick data over 87 trading days. 
7GBjonnes and Rime define a major participant as one with more than $50bn equivalent in 
foreign exchange contracts, including spot, forward and options, on the last business day of 
any quarter during the previous year (Bjonnes and Rime, 2001b). 
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mechanism by which this information is embedded in prices. A lack of available 
data has generally prevented direct analysis of customer order flow. An excep- 
tion is Fan and Lyons (2001), who present a qualitative analysis of customer 
order flow disaggregated by customer type and transacted with Citibank; this 
institution accounts for approximately 10% of daily customer order flow (Eu- 
romoney, 2003). Fan and Lyons conclude that the price impact of order flow for 
yen-dollar and euro-dollar is differentiated by customer type, with real money 
flows more adept than speculative money flows at anticipating turning points 
in exchange rate trends. This finding contradicts the popular view of specu- 
lative investors as market leaders within foreign exchange (Cai, Cheung, Lee 
and Melvin, 2001). Evans and Lyons (2003), on the basis of a more quantitative 
treatment of Citibank order flow than Fan and Lyons, also conclude that the ex- 
planatory power of order flow differs significantly between the various customer 
groups. But apparent instability in estimated coefficients, with signs switching 
between positive and negative depending upon the exact equation specification, 
cautions against over-emphasis of these results. 
Another variant of the microstructure literature considers the explanatory 
power of informed versus uninformed order flow for exchange rate returns. Ito, 
Lyons and Melvin (ILM, 1996) examine the role of informed order flow in the 
Tokyo foreign exchange market. They compare trading activity pre- and post- 
December 1994, the date of the introduction in Tokyo of previously prohibited 
lunchtime interdealer trading between noon and 1.30pm. Interdealer trading 
should encompass relatively informed trading as it incorporates knowledge of 
customer activity. ILM do indeed find a significant impact on the volatility 
of yen-dollar returns with this change to market structure, both in terms of 
an increase in volatility around lunchtime as well as in the general pattern of 
exchange rate volatility throughout the whole Tokyo trading session. Since the 
flow of public information was not affected by the change in market structure, 
ILM (1996) conclude that volatility shifts are synonymous with the presence of 
private information. By implication, informed Tokyo order flow has a predictive 
role for high frequency returns to yen-dollar. 
By contrast, analysing the same data set, Anderson, Bollerslev and Das 
(ABD, 1998) find no evidence of a significant shift in volatility patterns caused 
by the change in market structure, although they do not necessarily exclude the 
possibility of an important role for private information in the foreign exchange 
market. ABD also question the efficacy of the variance ratio methodology of 
ILM (1996), suggesting that it will provide invalid results when applied to high 
frequency data reflecting the incorrect assumption of normally distributed ex- 
change rate returns. More supportive of the findings of ILM (1996) are the 
conclusions of Danielsson and Payne (2001), who examine Reuters D2000-2 or- 
der flow, bid-ask spread data and measures of order book depth for mark-dollar 
during one week in October 1997 and conclude that volatility shifts are associ- 
ated with the presence of informed market participants in that exchange rate. 
In a similar vein to ILM (1996), and using a similar data set, Covrig and 
Melvin (2001) establish the primacy of informed Tokyo-based Japanese traders 
in yen-dollar. As a result, the occurrence of a cluster of informed Tokyo-based 
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traders generates yen-dollar quotes from Tokyo that lead quotes in this exchange 
rate from other trading centres, such as London or New York. Bjonnes, Rime 
and Solheim (2003) examine Riksbank volume trading data for the Swedish 
krona-euro77 exchange rate between January 1995 and December 2001 and also 
conclude that the relationship between order flow and exchange rates depends 
upon the instigating institution. In particular, order flow instigated by large bro- 
kers that have maintained a local presence in the Swedish krona-euro market for 
an extended period has more price impact than the equivalent flow from rela- 
tively smaller banks that are less well established in the domestic market. Again, 
therefore, informed order flow appears to have a significant explanatory role for 
exchange rate returns. Andersen, Bollerslev, Diebold and Vega (2002) reach a 
similar conclusion using high frequency return data for a range of exchange rates 
over a six-year sample period. And Payne (2000), analysing Reuters D2000-2 
data for mark-dollar, concludes that 60% of variation in bid-ask spreads can be 
explained by asymmetric, or private, information. The magnitude and direc- 
tion of the impact on spreads from private information documented by Payne is 
consistent with evidence from Lyons (1993). Payne thus concludes that bid-ask 
spreads contain a significant adverse selection component, with dealers adjusting 
quoted spreads to reflect the probability that they are trading with an informed 
market participant. 
In contrast to theoretical prediction, a number of studies also conclude in 
favour of a significant explanatory role for uninformed, or expected, order flow. 
For instance, while Bjonnes, Rime and Solheim (2003) conclude that approx- 
imately one third of the volatility of daily Swedish krona-euro returns can be 
explained by informed order flow, they also find that uninformed flow can ex- 
plain an additional one fifth of daily returns. 
These findings are consistent with the conclusions of Osler (2002,2003), 
who analyses price quote data from Reuters over the sample period January 
1996 to April 1998 with a bootstrap methodology to assess the significance of 
price cascades triggered by guaranteed stop-loss orders. 78 She finds in favour 
of a significant price impact from guaranteed stop-loss orders, and therefore 
concludes that non-informative order flow does exert a significant impact upon 
exchange rates. These findings are supported by Bates, Dempster and Romahi 
(2003), who examine the daily order book of another major investment bank- 
HSBC-during the sample period March to August 2002 using pattern recognition 
techniques derived from computational learning. 
Another variant of the market microstructure literature assesses the issue 
of whether the strength of the relationship between order flow and exchange 
rates is dependent upon prevailing market conditions (Payne, 2000, Luo, 2001, 
77 Mark prior to January 1999. 
78These are often also termed Open or limit orders. The terms are synonymous. These 
orders provide the instigating party with a guaranteed price at which the associated order 
will be filled by the dealer, are either stop-loss or take-profit, and will be buy or sell orders 
depending upon the type of underlying trade (buy versus sell). Anecdotal evidence suggests 
that the typical size of a customer stop order is $10 mn, and has an average duration of 2 days. 
Dealer stop orders have an average value of $2 mit and typically exist for just 2-3 minutes 
(Melvin & Wen, 2003). 
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Lyons, 1996, and Osler, 2002b). On the basis of Reuters D2000-2 data over a 
maximum sample period of September 1999 to July 2000, and for a variety of 
modelling techniques and exchange rates, Luo (2001) finds in favour of a non- 
linear relationship between order flow and exchange rates, with the relationship 
stronger during periods of high bid-ask spreads and volatility, and low traded 
volumes. However, there is some variation in the significance of results across 
exchange rates, and for different measures of market conditions, suggesting that 
Luo's results may be overly sensitive to the sample period under study. 
Osler (2002) finds statistically significant evidence in favour of the view that 
stop orders have a larger price impact during afternoon trading in New York, 
when market liquidity is traditionally relatively low, than during New York 
morning trading sessions that overlap the afternoon London trading session. In 
a similar vein, Froot and Ramadorai (2001) conclude that the relationship be- 
tween exchange rate returns and order flow depends upon whether returns are 
permanent or temporary. In particular, order flow exhibits some explanatory 
power for temporary shifts in exchange rates around Fair Value levels but has 
no explanatory power for innovations in Fair Value levels. This evidence is con- 
sistent with a central hypothesis of market microstructure theory that suggests 
order flow should have more explanatory power for high frequency exchange 
rate returns, with macroeconomic fundamentals more relevant over longer-term 
horizons (Sarno and Taylor, 2002). 
In conclusion, the preceding discussion has highlighted the variety of method- 
ologies that researchers have adopted in an effort to assess the validity of a core 
hypothesis of the market microstructure literature: that order flow is the cru- 
cial link in the mechanism by which dispersed private information in the foreign 
exchange market becomes embedded into prices. This mechanism incorporates 
two stages, with customers first revealing private information to dealers, who, 
second, share this information in the process of spreading credit and market risk 
assumed from customers across the interdealer market. 
The results of this research have been inconclusive, often implying a signifi- 
cant contemporaneous correlation between order flow and exchange rate returns 
but generally indicating little out-of-sample predictive power. These results are 
typically based upon short spans of data that are often unrepresentative of the 
data available on a real-time basis to the wider market, particularly customers. 
As such, they have done little to dispel the scepticism surrounding the mar- 
ket microstructure literature in wider academia and amongst foreign exchange 
customers (for example, see Rogoff, 2002). 
4.4 Data 
We examine the relationship between order flow and exchange rate returns using 
three databases, one of interdealer order flow and the others customer order flow 
from two major investment banks. Our first data set was kindly provided by 
Richard Lyons and is identical to the data set used in Evans and Lyons (2002a). 
It contains eighty daily observations on interdealer order flow for mark-dollar 
and yen-dollar during the sample period May 1st to August 29th, 1996. The 
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data were collected from Reuters D2000-1 interdealer service and are defined as 
the difference between the number of buyer-initiated and seller-initiated trades. 
All exchange rates are defined as the domestic price of foreign currency. We 
examine these data in order to critically assess the results of Evans and Lyons 
(2002a), to test the validity of their stated causal relationship from order flow 
to exchange rates, to assess the predictive value of interdealer order flow, and 
to test the robustness of their results to the introduction of realistic publication 
lags. 
Our second data set was kindly provided by JPMorgan Chase (JPM). This 
institution accounts for about 7% of daily customer foreign exchange order flow, 
equivalent to approximately US$4.6 billion (Euromoney, 2003); as reported in 
Table 1, this represents the fourth largest market share. This data set comprises 
JPM's FX Flow Indicator (FXI), which incorporates raw data collated from the 
bank's global daily book of business on the aggregate daily US dollar amount of 
net purchases of a particular currency transacted with JPM through its custody 
business (JPMorgan, 2002). The data span the sample period January 1,1999 
to June 9,2003, or 1151 daily observations, for euro-dollar, yen-dollar, sterling- 
dollar and Swiss franc-dollar. 
Raw JPM customer flow data is manipulated in three steps to generate the 
FXI. First, the daily flow into currency i is divided by the average absolute 
daily net flow into this currency over the past twelve months; this provides 
some indication of the strength of net daily flows into currency i. Second, this 
scaled daily flow is multiplied by 100 to generate an index. Third, this index 
is smoothed using a five-day moving average. This smoothed index is the FXI. 
A value of +100 for the FXI of currency i indicates net inflows during the past 
five days equivalent to the average inflow for the last year (JPMorgan, 2002). 
The FXI is reported with a one day lag79. 
Our third data set is kindly provided by the Royal Bank of Scotland (RBS). 
This institution accounts for about 3% of daily customer foreign exchange order 
flow, equivalent to approximately US$2.0 billion (Euromoney, 2003); from Table 
1, this is the twelfth largest market share. Our data set comprises RBS's FX 
Flow Index (FFI), for euro-dollar, yen-dollar, sterling-dollar and Swiss franc- 
dollar, over the sample period October 1,2001 to 15 May, 2003. Data for July 
2002 is missing (we take account of this gap in our analysis), so that our sample 
incorporates a total of 387 daily observations. The FFI is defined as a measure 
of net daily customer purchases of currency i (expressed in terms of the US 
dollar) transacted with RBS (RBS, 2003). The index is scaled to lie within the 
values +1 (all buys) and -1 (all sells). 
79 The raw data are manipulated in this manner primarily to ensure customer confidentiality. 
This applies equally to RBS order flow data below. Although this manipulation will dilute the 
information content of these data, this is an important finding: preferred customers see only 
the manipulated data; only dealers of the owning institution see the raw flow on a real-time-but 
uncollated-basis. 
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4.5 Empirical Results 
4.5.1 The Evans-Lyons data set 
In their path-breaking study of foreign exchange market microstructure, Evans 
and Lyons (2002a) analyse the ability of interdealer order flow data to explain 
the daily variation of mark-dollar and yen-dollar during the sample period May 
through August 1996. A visual examination of the data suggests a number of 
interesting features. First, and consistent with the discussion above on trading 
strategies, cumulative interdealer order flow appears to be relatively persistent 
for yen-dollar, with no tendency to revert back towards zero. And although 
mark-dollar order flow is less persistent, the half-life of deviations from zero still 
appears inconsistent with the traditional academic assumption that interdealer 
inventory positions are reduced to zero at the end of every trading day due to the 
absence of overnight risk budgets. Indeed, it seems to support the description 
of market structure that we provide in an earlier section of this paper. Second, 
there is a high contemporaneous correlation between the order flow series and 
the associated exchange rates, with correlation coefficients of 0.80 for mark- 
dollar and 0.77 for yen-dollar. At a purely subjective level, therefore, evidence 
exists to support the hypothesis that interdealer order flow has some explanatory 
power for the behavior of daily exchange rate returns. 
To examine this relationship more rigorously, Evans and Lyons (2002a) es- 
timate the following equation by ordinary least squares (OLS): 
ist = ß10(2t - zt) + 02Xt + Et, (59) 
where Ast is defined as the daily log change in the exchange rate from 4.00 p. m. 
GMT on day t-1 to the same time on day t; 0(it - it) is the change over the 
same period in the one-day domestic-foreign interest differential, which is the 
authors' proxy for relevant exchange rate fundamentals; Xt is interdealer order 
flow between 4.00 p. m. GMT on day t-1 and the same time on day t; and et 
is an error term, assumed independently and identically distributed with mean 
zero and variance a. 
Before discussing Evans and Lyon's results, we note that it appears reason- 
able to question whether equation (60) is misspecified by inclusion of the change, 
rather than the level of interest rate differentials (Engel, 1998). The answer de- 
pends upon the statistical characteristics of each series. The typical conclusion 
within studies that focus upon the floating exchange rate period is that nominal 
exchange rates exhibit a unit root process, or are I(1) series. By contrast, over 
any reasonable data span, interest differentials between major economies such 
as Germany, Japan and the US must by definition be stationary series, or 1(0). 
If we accept this consensus-the Evans and Lyons (2002a) data span is too short 
to allow rigorous testing-then equation (60), by combining variables integrated 
at different orders, is spurious and without economic meaning. To see this, con- 
sider the behaviour of these two series in the wake of a shock: the shock to the 
exchange rate will be persistent, whereas the interest rate differential will tend 
to revert back to its mean value relatively quickly. Consequently, the two series 
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will diverge and cannot exhibit long-run co-movement, or cointegration. 
Leaving issues of misspecification to one side, on the basis of equation (60), 
Evans and Lyons (2002a) conclude that interdealer order flow data can explain 
a significant proportion of contemporaneous daily exchange rate variation. Our 
reworking of their analysis yields similar results (Table 2)80. The R2 of the esti- 
mated equation, assuming no publication lags, is 0.64 for mark-dollar and 0.44 
for yen-dollar. This is an impressive result, particularly as it relates to daily 
returns which, traditionally, are assumed to be distributed as random. Further- 
more, the estimated coefficients for explanatory variables in both equations are 
correctly signed and significant, other than interest differentials for mark-dollar. 
Thus, an increase in interdealer order flow in the Evans and Lyons framework 
indicates net US dollar purchases. This is consistent with a depreciation of the 
exchange rate, implying a positive coefficient on this variable as well, which is 
borne out by the estimation results. Similarly, to ensure that risk-adjusted re- 
turns are equivalent across an exchange rate, uncovered interest parity dictates 
that higher domestic interest rates should be consistent with depreciation (that 
is, a rise) in the domestic currency. Consequently, one would expect to observe 
a positive coefficient for the interest differential term in both equations, and this 
is also borne out by the estimation results. 
Omitting order flow from equation (60) and simply regressing exchange rate 
returns on interest differentials reduces the R2 statistic in both cases to below 
1%, and renders estimated coefficients insignificant at the 5% level. This leads 
Evans and Lyons (2002a) to conclude that daily variation in both exchange rates 
is largely explained by interdealer order flow, with little role at this frequency for 
fundamental variables. To this end, we are able to confirm the finding, on the 
basis of a Wald test, that the change in significance in the interest differential 
between the two specifications is consistent with omitted variable bias in the 
simplified equation (Evans and Lyons, 2002). Accordingly, on the basis of the 
evidence presented so far daily interdealer order flow has significant explanatory 
power for daily exchange rate returns. 
As it stands, this is an extremely interesting result and is certainly worthy 
of further consideration, on three counts; publication lags; Granger-causality; 
and the accuracy of associated exchange rate forecasts. 
Publication lags Any viable investment strategy can incorporate only data 
publicly available in advance of the introduction of active currency hedges into 
portfolios. Evans and Lyons (2002a) explain daily exchange rate returns from 
period t-1 to t using contemporaneous order flow and interest rate data. This 
implies perfect foresight. Correcting for this flaw means introducing a one-day 
lag into both explanatory variables in equation (60). The estimation results from 
the revised equation are presented in Table 2. With appropriate publication lags, 
the relationship between daily exchange rate returns and interdealer order flow 
becomes insignificant, and the R2 of both equations falls to zero. 
80 We are unable to account for small differences in coefficient estimates and R2 statistics 
compared with Evans and Lyons (2002a). 
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Granger-causality Evans and Lyons (2002a) assume the existence of an ap- 
propriate causal relationship running from interdealer order flow to exchange 
rate returns, but do not provide explicit test results to support this assumption. 
Accordingly, we perform rigorous Granger-causality tests and report p-values 
for tests of joint significance of lags from 1 to 10 in Table 3. The results of 
these tests suggest that the Evans-Lyons hypothesis is incorrect81; in fact, the 
significant causal relationship runs from exchange rate returns to order flow for 
both exchange rates, albeit only at a 10% significance level for yen-dollar. 
Forecast Accuracy Although contemporaneous explanatory power is cer- 
tainly interesting, the merits of order flow will be determined principally by its 
ability to improve upon the generally low out-of-sample forecasting accuracy of 
traditional fundamental exchange rate models. To date this metric has not been 
rigorously examined. 
In a companion paper to Evans and Lyons (2002a), Evans and Lyons (2001) 
report RMSFEs of exchange rate forecasts for mark-dollar and yen-dollar over 
one-day, and one- and two-week horizons derived from a naive random walk 
and a recursive estimation of Evans and Lyons (2002a). These forecasts take 
the form: 
kkk 
Ost+j = '31 
E 0(2t+j 
- 2t+j) + 02 E Xt+j + et, (60) 
j=1 j=1 j=1 
for j=1,5,10. The forecasts are based upon traditional Meese-Rogoff (1983a, 
b) evaluation criteria. These criteria involve, in this application, using data 
over the initial thirty-nine observations of the Evans and Lyons data set to 
generate initial coefficient estimates of the relationship between exchange rates, 
interdealer order flow and interest differentials. This estimated relationship is 
then used to forecast the change in the exchange rate at time t+j based upon 
observed values of order flow and interest differentials also at time t+j. These 
initial coefficient estimates are then recursively updated, and the forecasting 
exercise repeated. Consequently, the Meese-Rogoff criteria unrealistically as- 
sume perfect foresight with regard to explanatory variables. We replicate this 
analysis in Table 4. Consistent with the results of Evans and Lyons (2001), we 
conclude that the use of interdealer order flow under the assumption of per- 
fect foresight generates more accurate forecasts across all horizons and for both 
exchange rates than a random walk model. 
In order to assess the significance of this improvement in forecast accuracy, 
we calculate the Diebold-Mariano (DM; Diebold and Mariano, 1995) test sta- 
tistic for equality of forecast accuracy; see the previous chapter for a detailed 
explanation of the DM statistic. As we report in Table 4, the DM test statis- 
tic indicates that the reduction in forecast errors achieved by modelling daily 
81 As the small sample properties of Granger-causality tests is unclear, this result should be 
interpreted with a degree of caution. 
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exchange rate returns as a function of interdealer order flow and interest differ- 
entials within the Evans and Lyons (2002a) framework in place of a random walk 
model is not significant, at any of our forecast horizons. This finding represents 
an important contradiction of a central hypothesis of the market microstructure 
literature. 
The assumption of perfect foresight implicit within the Meese-Rogoff criteria 
is not appropriate in an investment portfolio context. Accordingly, we repeat 
the above analysis (equation (61)) using only data available at the date exchange 
rate forecasts are compiled, that is 
kkk 
Ost+j = 01 Y" 0(it+j-1 - Zt+j-1) + 02 E Xt+j-1 + Et+j, (61) 
j=1 j=1 j=1 
where j=1,5,10. We term these limited information forecasts, and report the 
results in Table 5. In this case, and at all horizons, RMSFE statistics associated 
with the random walk forecasts are lower for both exchange rates than those 
generated by the Evans and Lyons model. Furthermore, DM test statistics 
indicate that this reduction in RMSFEs in favour of the random walk model 
is significant, other than at a one-day horizon for yen-dollar. Under realistic 
trading conditions, the Evans and Lyons (2002a) model generates exchange rate 
forecasts that are inferior to a naive random walk. 
We also compute a series of long horizon forecasts on the basis of Evans and 
Lyons (2002a). Long horizon forecasts take the form, 
St+k - St = ß10O(Zt - it + QzkXt + et, (62) 
for k=1,2, 
..., 10. 
Table 6 reports the p-values associated with estimated 
coefficients at forecast horizons from one to ten days. These p-values are calcu- 
lated using a non-parametric bootstrap that involves 5000 simulations of a naive 
random walk model for both exchange rates over every forecast horizon. This 
bootstrap defines the shape of the associated probability density function for 
each estimated coefficient. As such, it provides a robust measure of the signifi- 
cance of coefficient estimates derived from the Evans and Lyons (2002a) model. 
Any p-value below 0.05 implies a rejection of the random walk null hypothesis 
in favour of the Evans and Lyons model at the 5% significance level. 
Consistent with the limited information forecasts above, the results of long 
horizon forecasts indicate that interdealer order flow has no significant predictive 
power for daily exchange rates returns at any horizon. Interest differentials are 
also generally insignificant, although at intermediate horizons for mark-dollar 
some evidence of weak significance for this variable is apparent. Again, therefore, 
these results represent an important contradiction of a central hypothesis of the 
microstructure literature. 
To conclude this section, Evans and Lyons (2002a) present an excellent in- 
sample explanation of daily exchange rate variation that emphasises the im- 
portance of order flow over fundamental variables for data samples that in- 
corporate high frequency observations. Their findings represent an important 
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step in improving our understanding of the transmission mechanism by which 
dispersed private information is embedded into prices in the foreign exchange 
market. Disappointingly-and yet consistent with the general experience of the 
past three decades of empirical exchange rate modelling-the predictive power 
of interdealer order flow data, albeit on the basis of a very short time span, 
is poor and implies that these data, sampled on a daily frequency, cannot be 
used to improve the quality of exchange rate forecasting or portfolio investment 
decision-making. 
4.5.2 JPMorgan Chase (JPM) FXI Aggregate Customer Order Data 
It is an open question whether predictive performance can be improved using 
alternative sources of order flow, and particularly customer data. Intuitively, 
this approach should lead to some improvement as customer orders arguably 
represent the main source of private information in the foreign exchange market. 
We address this issue in this section using customer order flow from JPM, and 
in the following section from RBS. 
Correlation analysis suggests a looser relationship between JPM customer 
order flow data and exchange rates than is the case for the interdealer order 
flow of Evans and Lyons (2002a). Whole-sample coefficients are generally below 
0.20 in absolute terms for all four exchange rates (Table 7). The sign of corre- 
lations is generally consistent with theoretical priors, with net purchases of the 
domestic currency (US dollar) consistent with an appreciation (depreciation) of 
the exchange rate. An exception is sterling-dollar in 1999 when net flows into 
both currencies are consistent with a depreciation of the exchange rate. 
Our next step is to re-estimate the Evans and Lyons (2002a) model (equation 
(60) above) using the JPM FXI database for each of the four exchange rates. 
The results of this exercise, with and without appropriate publication lags82 , are 
reported in Table 8. As the FXI is defined as net inflows into currency i from 
all other currencies we have included separately in equation (4) both net inflows 
into the domestic currency and into the dollar; as the predominant currency 
within bond and equity indices, the dollar is included as a proxy for flows into 
all other currencies. 
The most striking contrast between the results reported in Tables 8 and 3 
is the magnitude of estimated R2 statistics. Using JPM data, and assuming 
no publication lags, a maximum of just 2% of daily exchange rate variation is 
explained by the Evans and Lyons model. This is far worse than the results of 
estimated equations that use interdealer order flow. 
The magnitude of absolute coefficient estimates for order flow reported in 
Table 8 do not lend themselves to economic interpretation given the extent of 
manipulation of the underlying raw data discussed above. But the sign and 
relative magnitude of estimated coefficients are instructive: coefficient signs 
on both order flow terms are consistent with a priori expectations for all four 
exchange rates, with net purchases of domestic currency (dollars) consistent 
82These data are published with a one day lag (i. e. t+1). 
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with an appreciation (depreciation) of the exchange rate ß3. Coefficients are 
statistically significant for net purchases of euros and Swiss francs, and for 
US dollar purchases for yen-dollar, sterling-dollar and Swiss franc-dollar. In 
addition, the magnitude of estimated coefficients indicates that the strongest 
contemporaneous relationship between net purchases of domestic currency and 
exchange rate returns exists for Swiss franc-dollar. 
Estimated coefficients for the interest differential term are also consistent 
with a priori expectations, except for sterling, where an increase in domestic 
interest rates relative to US rates is found to be consistent with an appreciation 
of the domestic currency. 
Publication Lags Consistent with our reworking of Evans and Lyons (2002a), 
explanatory power falls to zero for all exchange rates once appropriate publica- 
tion lags have been incorporated into equation (60). Furthermore, coefficient es- 
timates in Table 8 are now insignificantly different from zero, except for interest 
differentials which are weakly significant for sterling-dollar (but still incorrectly 
signed). In addition, inclusion of a one day publication lag causes the sign of 
many coefficients to switch. 
Granger-causality Granger-causality tests between JPM FXI customer or- 
der flow data and exchange rate returns also offer little reason for optimism 
(Table 9). Contrary to theoretical prediction, causality runs strictly from ex- 
change rate returns to customer order flow for euro-dollar, sterling-dollar and 
Swiss franc-dollar. For yen-dollar, there is evidence of two-way causality between 
returns and net purchases of the domestic currency; for net dollar purchases, the 
strict, perverse causal relationship observed for other exchange rates is evident 
also for this exchange rate. 
The general presence of a perverse causal relationship between order flow and 
exchange rate returns could reflect a number of factors. First, it may simply 
be that aggregate customer order flow has no predictive value for exchange rate 
returns. This conclusion, which we examine in more detail below, is consistent 
with the view of Andersen, Bollerslev and Das (1998), who suggest that market 
microstructure theories are typically not designed to provide quantitative pre- 
dictions, but merely a qualitative characterisation of the pattern that is likely 
to arise in some market variables, including exchange rate returns. 
Second, JPM FXI order flow data may simply be unrepresentative of mar- 
ket trends, regardless of publication lags. This may in turn be due either to 
a relatively small absolute market share for JPM within total customer order 
flows, or to pre-filtering of the raw order flow data that greatly diminishes their 
information content. Both explanations are certainly possible. Although JPM 
boasts the fourth largest market share in the customer order space of the for- 
eign exchange market, it transacts only 7% of total daily turnover (Euromoney, 
83Coefficient signs on the order flow variable in the no-lag variant are reversed compared 
with the Evans and Lyons results in Table 3. This reflects a difference in the construction 
of these data between the different sources: in the Evans and Lyons data a positive order 
represents a purchase of dollars; in this case it represents a sale. 
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2003). It is an impossible task, however, to aggregate customer order flow data 
across transacting banks to achieve a database that unequivocally covers a crit- 
ical mass market share, for a number of reasons. Crucially, most investors do 
not have access to two or more order flow data sets, and many do not enjoy 
access even to one. For those that do have access to two or more, differences 
in data measurement and aggregation make the task of compiling a compos- 
ite database impractical. Similarly, it is an unavoidable fact that practitioners 
outside of the owning institution gain access only to pre-filtered, indexed order 
flow data. This filtering, necessary to ensure customer anonymity, must dilute 
the information content of the data, potentially to the point of rendering them 
practically useless as inputs into exchange rate forecasting models. 
Forecast Accuracy Table 10 reports the RMSFEs of forecasts prepared un- 
der Meese-Rogoff (1983a, b) perfect foresight criteria using JPM customer order 
flow data within both Evans and Lyons and random walk models. As above, 
forecasts are calibrated over one-day, and one and two-week horizons. The final 
column in Table 10 reports the associated DM test statistic, with a negative 
value indicative of an improvement in forecast accuracy moving from the ran- 
dom walk to the Evans and Lyons model. 
The results of this exercise indicate that perfect foresight forecast errors gen- 
erated by the Evans and Lyons model incorporating JPM FXI customer order 
flow data are generally smaller than those generated by the random walk model. 
In addition, DM test statistics indicate that this improvement is statistically sig- 
nificant in many cases. This is a marked improvement on the results derived 
from interdealer order flow and offers at least some solace to the microstructure 
literature. 
This improvement in forecast accuracy does not transfer to out-of-sample 
analysis. As Table 11 indicates, for euro-dollar, yen-dollar and Swiss franc- 
dollar, the random walk model now generates a statistically significant reduction 
in forecast errors compared with the Evans and Lyons model. For sterling-dollar, 
forecast errors generated by the random walk model are consistently smaller 
than the Evans and Lyons model, but this improvement is only significant at a 
two-week horizon. 
In Table 12 we report p-values for long horizon forecasts from one to ten days 
ahead For euro-dollar and Swiss franc-dollar, these forecasts fully confirm the 
results of the preceding analysis: customer order flow provides no improvement 
in forecast accuracy relative to a naive random walk. Indeed, the only signifi- 
cant coefficient at the 5% level for either of these exchange rates is euro-dollar 
interest differentials for a four-day-ahead horizon; we are inclined not to put 
too much emphasis upon this result, given its relative isolation. In addition, re- 
ported F-statistics for both exchange rates indicate that coefficients are jointly 
insignificant at each forecast horizon. 
For yen-dollar and sterling-dollar, the results are a little more favourable to 
the market microstructure literature. For yen-dollar, net purchases of domestic 
currency have a significant explanatory role for exchange rate returns from six 
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to ten days ahead. This result may be consistent with the finding above of 
two-way causality between exchange rate returns and net purchases of yen, 
with particular customer groups reacting to an earlier move in yen-dollar by 
subsequently adjusting their positions in this exchange rate. Most logically, 
this argument should apply to corporations who adjust their hedging behaviour 
depending upon the level of the exchange rate, and technical and model-based 
investors who invest on the basis of directional trend analysis. Taken together, 
all three coefficients for yen-dollar are jointly insignificant at every horizon. 
For sterling-dollar, results are perplexing. Net purchases of sterling exhibit 
no significant explanatory power for exchange rate returns at a 5% level, al- 
though for horizons beyond six days there is some evidence of weak significance. 
By contrast, net purchases of US dollars, our proxy for order flow into all other 
currencies, is significant at all forecast horizons except ten days ahead. The 
interest rate term is also significant at a few horizons. In addition, at inter- 
mediate horizons estimated coefficients are jointly significant. It is not clear 
why net customer order flow into other currencies would be significant for the 
behaviour of future sterling-dollar exchange rate returns when net purchases of 
sterling are not. Given all of the accumulated evidence above that aggregate 
JPM customer order flow generally is not a significant explanatory variable of 
sterling-dollar returns, we are inclined to caution against over-interpretation of 
this result. Analysis of RBS customer order flow will allow us to consider the 
validity of this result further, and it is to this analysis that we now turn. 
4.5.3 Royal Bank of Scotland (RBS) FFI Aggregate Customer Order 
Data 
We repeat the analysis of customer order flow, for the same four exchange rates, 
using aggregate customer data from RBS. The RBS data set comprises 387 daily 
observations from October 1,2001 to 15 May, 2003. For reasons unknown, data 
for July 2002 were not collected by RBS. This discontinuity clearly shortens the 
usable data sample for many of the procedures we have discussed above. As a 
result, for each of the forecasting exercises we separate the data into two halves, 
using data for October 2001 through June 2002 to generate initial recursive 
coefficient estimates and the data for August 2002 through May 2003 to generate 
in-sample, out-of-sample and long horizon forecasts. For the regression analysis, 
we surmount this discontinuity by including dummy variables as a naive splice. 
Correlation analysis reported in Table 13 provides a mixed picture. The sign 
of correlation coefficients is only consistent with theoretical priors across the full 
data sample for sterling-dollar, with net order flow consistent with an appreci- 
ation of sterling. For euro-dollar, the sign of correlations switches between the 
two halves of the sample; for yen-dollar and Swiss franc-dollar the correlation 
of aggregate order flow and exchange rate returns is perverse. 
The results of the reworking of the Evans and Lyons model (equation (60)) 
are also patchy (Table 14). Estimated order flow coefficients are correctly signed 
but not significant at a 5% level for euro-dollar and sterling-dollar84. For yen- 
84 As in the previous section, prior manipulation of the raw order flow data to create the 
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dollar and Swiss franc-dollar, the converse is true: coefficients are significant, 
but wrongly signed. R2 statistics are generally close to zero; the sterling-dollar 
equation achieving the highest explanatory power, at 6%. Estimated coeffici- 
cients for the interest rate term are generally consistent with previous academic 
findings that contradict uncovered interest parity. These results are much worse 
than the results of Evans and Lyons (2002a), and no better than a traditional 
fundamental-based model of daily exchange rate variation. 
Publication Lags Once we remove perfect foresight, order flow coefficients 
become insignificant for all exchange rates, and explanatory power remains poor. 
Evidence of coefficient sign switching between exchange rate equations is con- 
sistent with the findings of Evans and Lyons (2002b) and Lyons (2003) and 
suggests that the underlying relationship exploited by the Evans and Lyons 
(2002a) model is unstable. 
Granger-causality Granger-causality tests on aggregate FFI data are re- 
ported in Table 15. They indicate a significant causal relationship for yen- 
dollar that runs from the exchange rate to customer order flow. A similar, 
albeit weakly significant, result is evident for the Swiss franc-dollar. For none 
of our four exchange rates does FFI customer order flow cause exchange rate 
returns. These findings are largely consistent with the results from interdealer 
and JPM aggregate customer order flow data. 
Forecast Accuracy Table 16 reports the results of one-day, and one and two- 
week forecasts under Meese-Rogoff (1983a, b) criteria. For yen-dollar, DM test 
statistics indicate a significant improvement in forecast accuracy moving from 
the naive random walk to the Evans and Lyons model incorporating aggregate 
customer order flow at both one and two week horizons, and an insignificant 
improvement at a one-day horizon. For euro-dollar and Swiss franc-dollar this- 
insignificant-improvement is also evident for one- and two-week horizons. By 
contrast, for sterling-dollar the random walk model generates smaller forecast 
errors than the Evans and Lyons model. 
When we relax the assumption of perfect foresight (Table 17), results gen- 
erally look very different. For euro-dollar, the Evans and Lyons models now 
achieves an insignificant improvement in forecast accuracy relative to the ran- 
dom walk model at a one day horizon. For all other horizons and for all exchange 
rates, the random walk model generates smaller forecast errors than Evans and 
Lyons. In the case of yen-dollar and sterling-dollar, this improvement in favour 
of the random walk model is significant for one and two week ahead forecasts. 
Moving to the long horizon forecasts (Table 18), reported p-values provide 
scant evidence in favour of the order flow literature. Excluding isolated evi- 
dence of a (weakly) significant relationship at a two day horizon for euro-dollar, 
and four and ten days for yen-dollar, these results are generally consistent with 
the preceding findings from interdealer and JPM customer order flow. Although 
FFI index inhibits any economic interpretation of the estimated order flow coefficients. 
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order flow intuitively represents the mechanism by which disbursed private infor- 
mation becomes embedded within exchange rates, knowledge of this mechanism 
and real-time access to available sources of interdealer or customer order flow 
data-filtered and indexed to maintain customer confidentiality-appears to be of 
no practical value to either forecasters or investment portfolio managers. 
4.5.4 Royal Bank of Scotland (RBS) FFI Disaggregated Customer 
Order Data 
Beyond the issues of data manipulation and market share that we have already 
discussed, our lack of success in generating results generally supportive of the 
core hypotheses of the market microstructure literature may reflect our concen- 
tration so far upon aggregate customer order flow. Marked heterogeneities exist 
within the customer segment of the foreign exchange market that imply differ- 
ences in the way various customers react to news (Lyons, 2003). Intuitively, a 
currency overlay manager should exhibit a different trading pattern to a CTA, 
and a corporation's hedging activity will be different to the foreign exchange 
activity of a central bank. This observation suggests that examination of cus- 
tomer order flow disaggregated by customer type may uncover more supportive 
evidence for the role of market microstructure in price determination. 
Accordingly, our final data set, also kindly provided by RBS, separates cus- 
tomer order flow into four distinct customer groupings: corporations, real money 
managers, leveraged money managers and other customers. This final cate- 
gory includes central banks, non-leveraged system accounts and non-reciprocal 
banks85. Clearly, even our disaggregated data is, for reasons of client confiden- 
tiality, pre-filtered and manipulated into individual indices for each of the four 
subgroups. Furthermore, the allocation of RBS clients into these categories will 
be arbitrary to a degree, with some participants spanning more than one bucket, 
for instance a number of currency overlay managers also offer clients leveraged 
currency products. Nonetheless, these data represent a unique opportunity to 
quantitatively test the core hypotheses of the market microstructure literature 
based on order flow data from a major investment bank. Although other studies 
have examined disaggregated customer order flow, this analysis has either been 
qualitative (Fan and Lyons, 2001) or based upon order flow data provided by 
a non-reciprocal bank in a minor exchange rate (Bjonnes, Rime and Solheim, 
2003). To the best of our knowledge, this is the first study that has quan- 
titatively assessed the value of disaggregated customer order flow available to 
the wider market from a major investment bank on a real-time basis across a 
number of the most liquid exchange rates. 
Correlation analysis reported in Table 19 highlights important differences in 
the behaviour of participant groups. Correlations between other customer order 
flow and exchange rate returns are consistent with a priori expectations, except 
for Swiss franc-dollar, as well as yen-dollar in the first half of the sample. For 
85Non-reciprocal banks are defined as smaller banks that make prices in their local markets 
but that are price-takers in the wider foreign exchange market, outsourcing their liquidity 
requirements in major exchange rates to larger investment banks, such as JPM or RBS. 
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real and leveraged customer flows the correlation with exchange rate returns 
is more equivocal, and for corporate customers the correlation is reversed, for 
all exchange rates: in this case, net purchases of the domestic currency are 
consistent with a depreciation, suggesting that corporations react to, rather 
than pre-empt price innovations. 
Publication Lags As in previous sections, we now re-estimate the model 
of Evans and Lyons (2002a) under the assumption of perfect foresight, this 
time replacing interdealer order flow in the original specification with our four 
disaggregated customer order flow series. This exercise provides a number of 
interesting results (Table 20). First, R2 statistics remain generally close to 
zero, except for sterling-dollar, where 10% of daily variation is explained by this 
variant of the Evans and Lyons model. This is much lower than the results of 
Evans and Lyons (2002a) using interdealer order flow, but is an improvement 
upon results generated using aggregate customer order flow; in addition, once 
appropriate publication lags have been included the explanatory power of the 
sterling-dollar equation falls back to 5%86. 
Second, although the magnitude of estimated coefficients again cannot read- 
ily be interpreted their sign and significance are instructive. A number of the 
coefficients are significant, bearing out the predictions of the microstructure lit- 
erature. But this result is greatly impacted by the inclusion of publication lags, 
and there is also evidence of parameter instability and sign switching between 
the perfect foresight and lagged versions of the model that cautions against 
overinterpreting these results. Interestingly, there are no significant coefficients 
for euro-dollar regardless of publication lags. 
Granger-causality For all of the exchange rates Granger-causality tests re- 
veal no significant causal relationships running from disaggregated order flow to 
exchange rate returns that prevail over both halves of the sample data (Table 
21)87. By contrast, net yen purchases by corporations and leveraged money 
managers are Granger-caused by returns over both halves; this last result is 
consistent with the findings of Fan and Lyons (2001) who conclude that this 
customer group provided liquidity to the market at the time of the substantial 
appreciation of yen-dollar during October 1998. Granger-causality running from 
exchange rate returns to leveraged money manager order flow is also apparent 
for Swiss franc-dollar, and the same result is evident for sterling-dollar corporate 
order flow. This perverse causal relationship for leveraged money manager order 
flow may reflect the predominance at short horizons of technical, trend-following 
investors whose investment style by design is reactive to price innovations, com- 
pared with fundamental-based flows of active managers that should incorporate 
a predictive element. A similar argument applies to the hedging activity of 
corporations, as suggested also by the correlation analysis above. 
86These data are published with a one day lag, i. e. t+1. 
87As discussed above, we separate the data into two halves due to missing data in July 
2002. 
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Forecast Accuracy The results of Meese-Rogoff forecasts using disaggre- 
gated customer order flow are generally consistent with the findings from JPM 
and RBS aggregate customer order flow data (Table 22). For every forecast 
horizon and exchange rate, except euro-dollar at one day, the Evans and Lyons 
model achieves an improvement in forecasting accuracy relative to a naive ran- 
dom walk. DM test statistics indicate that these improvements are more widely 
significant than is the case for either of the aggregate databases discussed above. 
Leaving to one side issues of perfect foresight, these results would suggest that 
disaggregated customer order flow data has a greater ability to predict in-sample 
exchange rate returns than either daily interdealer or aggregate customer order 
flow. 
Although this result supports a central assumption of the microstructure 
literature, it depends critically upon the assumption of perfect foresight. In 
Table 23, we relax this assumption. As indicated by the DM test statistic, the 
random walk model now generates more accurate forecasts than the Evans and 
Lyons model, except for Swiss franc-dollar at a one-day horizon. In addition, 
this improvement is statistically significant in many cases. Moreover, from Table 
24 the results of long horizon forecasts provide scant evidence of significant 
forecasting power. Indeed, the only real pocket of information exists for net yen 
purchases by real money managers on a three to five-day horizon, and f-tests 
indicate joint insignificance of coefficients for all exchange rates at every forecast 
horizon. 
In the light of these forecasting results, as well as persistent evidence of the 
low explanatory power and perverse Granger-causality throughout much of our 
analysis of both aggregate and disaggregated customer order flow data, it is 
difficult to avoid the conclusion that order flow, in the form available to the 
majority of practitioners, has little or no ability to improve upon the out-of- 
sample performance of fundamentals-based exchange rate models. 
4.6 Conclusion 
Traditional models of exchange rate determination concentrate upon the rela- 
tionship between exchange rate movements and innovations in economic fun- 
damentals. Their ability to explain in-sample exchange rate returns has been 
persistently low, although some improvement has been achieved with the ap- 
plication of non-linear modelling techniques that recognise the speed of mean 
reversion of spot exchange rates to equilibrium values depends crucially upon 
the size of misalignment (Taylor, Peel and Sarno, 2001). But non-linear mod- 
elling has generally not led to a commensurate improvement in the out-of-sample 
predictive ability of fundamental exchange rate models and this remains gen- 
erally poor, particularly in the context of point forecasting exercises (although 
see Killian and Taylor, 2003 and Clarida, Sarno, Taylor and Valente, 2003). 
In an effort to improve upon this generally poor track record, much recent 
research has focused upon market microstructure. Proponents of this approach 
typically argue that one measure in particular-order flow-may represent the 
missing link in the process by which dispersed private information is embedded 
162 
within exchange rates. This process has two stages. First, customers initiate 
orders with dealers in response to private information for instance relating to 
the release of public macroeconomic information or to changes in investor risk- 
return preferences. Second, dealers spread the risk assumed from customers 
during these trades across the interbank market. 
The microstructure literature draws support and scepticism in equal mea- 
sure. Few disagree with the central hypothesis that order flow is the mechanism 
by which private information is embedded in exchange rates. Much more dishar- 
mony surrounds the assessment of the practical value of this hypothesis. In this 
paper we set out to provide a rigorous investigation of the relationship between 
order flow and exchange rate returns, using both interdealer and customer order 
flow data. In addition, we separated customer order flow into data aggregated 
across all customers and disaggregated by customer group. 
We conclude that the ability of data available to the wider market on a 
real-time basis to improve upon the forecasting accuracy of fundamental-based 
models is generally weak. In addition, and in contradiction with theoretical 
priors, we find widespread evidence of a strict Granger-causal relationship that 
runs from exchange rate returns to customer order flow. This result is consis- 
tent with evidence presented by Payne and Vitale (2002), DPL (2002) and Froot 
and Ramadorai (2001). We discuss a number of factors that may explain our 
results. These include market share issues of sampled databases, pre-filtering 
and indexation of data, but also the validity of hypotheses that lie at the core 
of the microstructure literature. No single explanation can provide a complete 
answer. But as our study employs customer order flow from two major invest- 
ment banks as well as interdealer order flow, for a range of exchange rates and 
sample periods, it seems reasonable to conclude that our results are relatively 
robust. 
It should also be stressed that for those participants-typically dealers at 
major investment banks-who are able to sample interdealer and customer order 
flow at very high frequencies, including on a tick-by-tick basis, and in a raw, 
unmanipulated form, these data may represent an important, and profitable, 
source of private information (Bjonnes and Rime, 2001b). We are not in a 
position to test this possibility, and instead leave this issue on the agenda for 
future research. 
In addition, our results do not invalidate the hypothesis that private in- 
formation and persistent profit opportunities coexist in the foreign exchange 
market. Indeed, performance data from the currency overlay industry indicate 
that they do (Baldridge, Meath and Myers, 2000; Hersey and Minnick, 2000). 
Our results also do not invalidate other aspects of the microstructure literature, 
and particularly intra-day volatility studies that have achieved a demonstrable 
ability to predict and practically exploit significant volatility shifts associated 
with macroeconomic policy announcement events (Melvin, Sager and Taylor, 
2003). But the results presented in this paper do suggest that outside of a few, 
particularly well informed investors who observe order flow data on an unfil- 
tered, tick-by-tick basis, knowledge of customer or interdealer order flow cannot 
help improve the quality of exchange rate forecasting or the profitability of in- 
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vestment portfolio decision-making. From this perspective, we have confirmed 
the results of Meese and Rogoff (1983a, b): exchange rate forecasting remains 
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Table 1: Foreign Exchange Market Share Data 
Market share in Customer Orders 
UBS 11.53% 
Citigroup 9.87% 
Deutsche Bank 9.79% 
JPMorgan Chase 6.79% 
Goldman Sachs 5.56% 
Credit Suisse First Boston 4.23% 
HSBC 3.89% 
Morgan Stanley 3.87% 
Barclays Capital 3.84% 
ABN Amro 3.63% 
Merrill Lynch 2.98% 
Royal Bank of Scotland 2.85% 
Remaining 38 Banks 31.17% 
Source: Euromoney (2003) 
Notes: Survey covers top 50 banks. Market share data are based on the total 
volume of foreign exchange business placed annually with each bank. To obtain 
this figure, respondents to the Euromoney survey estimated the proportion of 
their total annual foreign exchange dealings placed with their top 10 counterpar- 
ties. Total business placed with each service provider across all questionnaires 
received was then divided by total business on all questionnaires ($17.1 trillion) 
to arrive at a market share figure (Euromoney, 2003). 
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Table 2: Evans and Lyons (2002a) Model 
No Publication Lag 
Mark Yen 
With Publication Lag 
Mark Yen 
ßl 0.4886 2.6694 
(0.3476) (0.9189) 
02 2.1498 2.8251 
(0.1825) (0.3539) 
Adj. R2 0.6353 0.4403 
SSR 0.0004 0.0008 
AIC -9.2625 -8.6185 
DW 1.8631 2.2465 
JB* 0.0151 0.8408 
Breusch* 0.5836 0.1531 





















Notes: Evans and Lyons (2002a) estimate equation (60) above. Consistent 
with Evans and Lyons (2002a), estimates of ß2 are multiplied by 10,000. All re- 
gressions in this study are estimated with the Newey-West covariance estimator 
that corrects for the presence of time-varying heteroskedasticity and autocor- 
relation of unknown form. JB is the Jarque-Bera test for residual normality; 
Breusch is the Breusch Godfrey test for residual serial correlation. * indicates 
p-value. Our results differ slightly from Evans and Lyons; we are unable to 
account for these differences. 
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Table 3: Granger-causality Tests on Evans and Lyons (2002a) 
Model 
Order F1ow=Exchange Rate Exchange Rate==: ý>Order Flow 
Mark 0.1607 0.0084 
Yen 0.4093 0.0818 
Notes: Table reports p-values for a x2 test of joint significance of Granger- 
causality test over 1 to 10 lags. A p-value below 0.05 (0.10) indicates a significant 
causal relationship at a 5% (10%) level. 
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Table 4: Perfect Foresight Forecast Errors Using Evans and Lyons 
(2002a) Interdealer Order Flow 
Horizon Random Walk Evans and Lyons DM 
Mark 1 Day 0.4332 0.2848 -1.7887 
(0.0736) 
1 Week 0.9700 0.6248 -1.5032 
(0.1327) 
2 Weeks 1.5162 0.9467 -1.1958 
(0.2317) 
Yen 1 Day 0.4018 0.3238 -1.6429 
(0.1004) 
1 Week 0.9513 0.6597 -1.3261 
(0.1847) 
2 Weeks 1.3883 0.8334 -1.4166 
(0.1565) 
Notes: The table reports RMSFEs (multiplied by 100) for forecasts at 
various horizons derived from a random walk model and the Evans and Lyons 
(2002a) model (equation (60) above). Evans and Lyons forecasts are based 
upon realised values of the forcing variables, using recursive coefficient estimates 
starting with the first 39 days of the sample. The final column reports Diebold 
Mariano (DM) test statistics of forecast accuracy that indicate the significance of 
differences in forecast accuracy. A negative statistic indicates that the Evans and 
Lyons model generates more accurate forecasts than the random walk model. 
Data in parentheses indicate the significance of these differences. 
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Table 5: Limited Information Forecast Errors Using Evans and 
Lyons (2002a) Interdealer Order Flow 
Horizon Random Walk Evans and Lyons DM 
Mark 1 Day 0.4332 0.5231 2.1681 
(0.0301) 
1 Week 0.9700 1.8073 2.8792 
(0.0039) 
2 Weeks 1.5162 2.7752 3.4880 
(0.0004) 
Yen 1 Day 0.4018 0.4191 0.3342 
(0.7381) 
1 Week 0.9513 1.8123 13.2997 
(0.0000) 
2 Weeks 1.3883 3.2625 6.7905 
(0.0000) 
Notes: The table reports RMSFEs (multiplied by 100) for forecasts at 
various horizons derived from a random walk model and the Evans and Lyons 
(2002a) model (equation (60) above). Evans and Lyons forecasts are based 
upon realised values of the forcing variables, using recursive coefficient estimates 
starting with the first 39 days of the sample. The final column reports Diebold 
Mariano (DM) test statistics of forecast accuracy that indicate the significance of 
differences in forecast accuracy. A negative statistic indicates that the Evans and 
Lyons model generates more accurate forecasts than the random walk model. 
Data in parentheses indicate the significance of these differences. 
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Table 6: Out-of-Sample Long Horizon Forecasts Using Evans and 





Mark 1 0.3958 0.1992 
2 0.3560 0.1780 
3 0.3178 0.3756 
4 0.1572 0.5000 
5 0.1316 0.3246 
6 0.0674 0.3406 
7 0.0984 0.3418 
8 0.3128 0.3472 
9 0.1980 0.2226 
10 0.2242 0.1516 
Yen 1 0.3638 0.2636 
2 0.4830 0.2570 
3 0.3850 0.4844 
4 0.3994 0.3744 
5 0.4200 0.4282 
6 0.3528 0.4324 
7 0.2346 0.4826 
8 0.2166 0.3564 
9 0.3320 0.2962 
10 0.4248 0.2376 
Notes: The table reports p-values associated with coefficient estimates from 
the Evans and Lyons (2002a) model (equation (60) above). P-values are derived 
from a non-parametric bootstrap that runs 5000 monte carlo simulations of a 
naive random walk model over each forecast horizon from i=1 to 10 and indicate 
the significance of observed t-statistics from the Evans and Lyons (2002a) model. 
The F-stat is a x2 test of joint significance of the estimated coefficients. A value 
equal to or less than 0.05 indicates a significant t-statistic. 
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Table 7: JPM Aggregate Customer Order Flow Data Correlation 
Analysis 
Correlation of Daily Exchange Rate Returns with: 
Net Inflows into Domestic Currency Net Inflows into US Dollar 
Euro 1999 -0.1794 0.1532 
2000 -0.1364 0.0195 
2001 -0.2048 0.0869 
2002 -0.1171 0.1673 
2003 -0.0355 0.2093 
Yen 1999 -0.1290 0.0756 
2000 -0.1747 0.0946 
2001 -0.1236 0.1744 
2002 -0.0765 0.1634 
2003 -0.1899 0.1885 
Sterling 1999 0.0495 0.0441 
2000 -0.0907 0.1494 
2001 -0.1706 0.1043 
2002 -0.0015 0.1619 
2003 -0.0886 0.1748 
Swiss franc 1999 -0.1521 0.1565 
2000 -0.1025 0.0428 
2001 -0.1193 0.0962 
2002 -0.0338 0.1992 
2003 -0.2362 0.2290 
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Table 8: Evans and Lyons (2002a) Model Using JPM Aggregate 
Customer Data 
No Publication Lag 
Euro Yen 
01 0.2736 0.0896 
(0.2867) (0.2514) 
, 
ß2 -0.0992 -0.0671 
(0.0263) (0.0367) 
ß3 0.0491 0.0765 
(0.0285) (0.0346) 
Adj. R2 0.0219 0.0169 
SSR 0.0448 0.0481 
AIC -7.3083 -7.2372 
DW 1.9821 2.0220 
JB* 0.0000 0.0000 
Breusch* 0.8124 0.6614 
Arch(1)* 0.8513 0.0641 
With Publication Lag 
Euro Yen 
, 
ßl -0.2792 -0.2308 
(0.3101) (0.2530) 
/32 0.0025 0.0274 
(0.0265) (0.0335) 
133 0.0062 0.0045 
(0.0292) (0.0346) 
Adj. R2 -0.0008 -0.0003 
SSR 0.0459 0.0489 
AIC -7.2844 -7.2206 
DW 1.9511 2.0022 
JB* 0.0000 0.0000 
Breusch* 0.4436 0.9145 
Arch(1)* 0.7933 0.2422 
Notes: We re-estimate the Evans and Lyons (2002a) model (equation (60) 
above), where OSt, A(it - it) and rat are defined as above. Xt is aggregate 
customer order flow transacted with JPM as measured by the FXI between 4 
p. m. GMT on day t-1 and the same time on day t. The estimate of /32 is 
multiplied by 10,000. * signifies p-value. 
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Table 8 (cont. ): Evans and Lyons (2002a) Model Using JPM 
Aggregate Customer Data 
No Publication Lag With Publication Lag 
Sterling Swiss franc Sterling Swiss franc 
Q1 -0.1605 0.3541 01 -0.3871 -0.0921 
(0.1957) (0.3105) (0.2004) (0.3246) 
/32 -0.0329 -0.8697 ß2 0.0137 0.0240 
(0.0211) (0.3080) (0.0218) (0.3003) 
03 0.0867 0.9176 ß3 0.0388 0.2487 
(0.0222) (0.3027) (0.0216) (0.2963) 
Adj. R2 0.0208 0.0233 Adj. R2 0.0050 -0.0010 
SSR 0.0244 0.0470 SSR 0.0248 0.0482 
AIC -7.9159 -7.2610 AIC -7.8993 -7.2355 
DW 1.9964 2.0226 DW 1.9804 2.0030 
JB* 0.0000 0.0000 JB* 0.0000 0.0000 
Breusch* 0.9716 0.6419 Breusch* 0.7532 0.8529 
Arch(1)* 0.8205 0.5415 Arch(1)* 0.7455 0.4307 
Notes: We re-estimate the Evans and Lyons (2002a) model (equation (60) 
above), where OSt, 0(it - it) and rat are defined as above. Xt is aggregate 
customer order flow transacted with JPM as measured by the FXI between 4 
p. m. GMT on day t-1 and the same time on day t. The estimate of X32 is 
multiplied by 10,000. * signifies p-value. 
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Table 9: Granger-causality Tests on Evans and Lyons (2002a) 
Model Using JPM Aggregate Customer Data 
Null Hypothesis P-Value 
Euro DCCYORDER = DLCCY 0.6863 
DLCCY = DCCYORDER 0.0000 
DUSORDER = DLCCY 0.4640 
DLCCY = DUSORDER 0.0000 
Yen DCCYORDER DLCCY 0.0108 
DLCCY DCCYORDER 0.0000 
DUSORDER = DLCCY 0.2525 
DLCCY = DUSORDER 0.0000 
Sterling DCCYORDER = DLCCY 0.2842 
DLCCY = DCCYORDER 0.0024 
DUSORDER DLCCY 0.1302 
DLCCY = DUSORDER 0.0000 
Swiss franc DCCYORDER = DLCCY 0.5959 
DLCCY = DCCYORDER 0.0000 
DUSORDER = DLCCY 0.5151 
DLCCY = DUSORDER 0.0000 
Notes: Table reports p-values for a x2 test of joint significance of Granger- 
causality test over 1 to 10 lags. A p-value below 0.05 (0.10) indicates a significant 
causal relationship at a 5% (10%) level. 
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Table 10: Perfect Foresight Forecast Errors Using JPM Aggregate 
Customer Data 
Horizon Random Walk Evans and Lyons DM 
Euro 1 Day 0.6470 0.6418 -1.7453 
(0.0809) 
1 Week 1.4726 1.4282 -2.3614 
(0.0182) 
2 Weeks 2.1156 2.0258 -2.2163 
(0.0266) 
Yen 1 Day 0.6146 0.6152 0.1500 
(0.8807) 
1 Week 1.3170 1.2954 -0.6817 
(0.4953) 
2 Weeks 1.8842 1.8103 -1.2379 
(0.2157) 
Sterling 1 Day 0.4763 0.4724 -1.6527 
(0.0983) 
1 Week 1.0725 1.0228 -2.8603 
(0.0042) 
2 Weeks 1.5303 1.4034 -3.3240 
(0.0008) 
Swiss franc 1 Day 0.6560 0.6527 -0.8871 
(0.3749) 
1 Week 1.4626 1.4148 -1.8867 
(0.0592) 
2 Weeks 2.0928 1.9786 -2.0862 
(0.0369) 
Notes: The table reports RMSFEs (multiplied by 100) for forecasts derived 
from a random walk and the Evans and Lyons (2002a) model using JPM FXI 
order flow. Evans and Lyons forecasts are based upon realised values of the 
forcing variables using recursive coefficient estimates starting with the initial 
200 days of the sample. A negative DM test statistic indicates that Evans and 
Lyons forecasts are more accurate than a random walk. Data in parentheses 
indicate the significance of these differences. 
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Table 11: Limited Information Forecast Errors Using JPM Ag- 




































































Notes: The table reports RMSFEs (multiplied by 100) for forecasts derived 
from a random walk and the Evans and Lyons (2002a) model using JPM FXI 
order flow. Evans and Lyons forecasts are based upon realised values of the 
forcing variables using recursive coefficient estimates starting with the initial 
200 days of the sample. A negative DM test statistic indicates that Evans and 
Lyons forecasts are more accurate than a random walk. Data in parentheses 
indicate the significance of these differences. 
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Table 12: Long Horizon Forecasts Using JPM Aggregate Cus- 
tomer Data 
Horizon /31 Q2 /33 F- Stat 
(Days) 
Euro 1 0.1896 0.4470 0.4174 0.8420 
2 0.1728 0.3432 0.4864 0.7890 
3 0.1178 0.2502 0.4732 0.5844 
4 0.0274 0.1850 0.4956 0.2016 
5 0.1978 0.1948 0.4744 0.6686 
6 0.1700 0.2318 0.4670 0.6344 
7 0.4372 0.2906 0.4004 0.8856 
8 0.3466 0.3410 0.3852 0.8830 
9 0.4706 0.3566 0.3964 0.9500 
10 0.2944 0.3600 0.3690 0.8554 
Yen 1 0.1886 0.2266 0.4486 0.6732 
2 0.2220 0.1938 0.4568 0.6562 
3 0.3428 0.0744 0.3654 0.3664 
4 0.3532 0.0746 0.3098 0.3982 
5 0.2082 0.0618 0.3214 0.2808 
6 0.4906 0.0440 0.2594 0.3058 
7 0.4526 0.0362 0.2518 0.2748 
8 0.4142 0.0440 0.3002 0.2878 
9 0.3336 0.0398 0.3432 0.2392 
10 0.1762 0.0346 0.3710 0.1658 
Notes: The table reports p-values associated with coefficient estimates from 
the Evans and Lyons (2002a) model (equation (60) above) using JPM customer 
order data. P-values are derived from a non-parametric bootstrap that runs 5000 
monte carlo simulations of a naive random walk model over each forecast horizon 
from i=1 to 10 and indicate the significance of observed t-statistics from the 
Evans and Lyons (2002a) model. A value equal to or less than 0.05 indicates a 
significant t-statistic. The F-stat is a X2 test of joint significance of the estimated 
coefficients. The number of simulations at each forecast horizon is adjusted 
where necessary to account for presence of collinearity. Details available on 
request. 
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ßl /32 /33 F- Stat 
(Days) 
Sterling 1 0.0224 0.2630 0.0326 0.0712 
2 0.1214 0.2920 0.0354 0.2150 
3 0.0642 0.2668 0.0212 0.0992 
4 0.0252 0.1872 0.0116 0.0360 
5 0.0412 0.1756 0.0106 0.0662 
6 0.0844 0.1374 0.0042 0.0590 
7 0.1356 0.0798 0.0086 0.0668 
8 0.1054 0.0634 0.0158 0.1034 
9 0.1110 0.0780 0.0348 0.1794 
10 0.0318 0.0880 0.0640 0.1266 
Swiss franc 1 0.3858 0.4660 0.2202 0.8322 
2 0.0686 0.1804 0.1600 0.3342 
3 0.0748 0.1306 0.2066 0.3084 
4 0.1526 0.1504 0.2358 0.4374 
5 0.3088 0.1026 0.2346 0.5156 
6 0.2854 0.0776 0.2814 0.4700 
7 0.4800 0.0686 0.3692 0.4992 
8 0.3504 0.0718 0.3936 0.4754 
9 0.4546 0.0560 0.3778 0.4484 
10 0.4072 0.0660 0.4222 0.4616 
Notes: The table reports p-values associated with coefficient estimates from 
the Evans and Lyons (2002a) model (equation (60) above) using JPM customer 
order data. P-values are derived from a non-parametric bootstrap that runs 5000 
monte carlo simulations of a naive random walk model over each forecast horizon 
from i=1 to 10 and indicate the significance of observed t-statistics from the 
Evans and Lyons (2002a) model. A value equal to or less than 0.05 indicates a 
significant t-statistic. The F-stat is a x2 test of joint significance of the estimated 
coefficients. The number of simulations at each forecast horizon is adjusted 
where necessary to account for presence of collinearity. Details available on 
request. 
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Table 13: RBS Aggregate Customer Order Flow Data Correlation 
Analysis 
Correlation with Daily Exchange Rate Returns: 
Euro Ist Half -0.0160 
2nd Half 0.1056 
Yen Ist Half 0.0657 
2nd Half 0.2058 
Sterling Ist Half -0.0298 
2nd Half -0.0427 
Swiss franc Ist Half 0.0787 
2nd Half 0.1555 
Notes: Data for July 2002 was not collected. Consequently, correlation 
coefficients are calculated over two halves of sample. A negative correlation 
indicates that net orders of currency i are associated with an appreciation of 
this currency. 
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Table 14: Evans and Lyons (2002a) Model Applied to RBS Ag- 
gregate Customer Data 
No Publication Lag 
Euro Yen 
13, -0.4796 -0.9152 
(0.7133) (0.8989) 
ß2 -64.3671 488.9440 
(142.8075) (155.0039) 
Duml -0.0038 0.0023 
(0.0055) (0.0058) 
Dum2 0.0051 -0.0028 
(0.0055) (0.0058) 
Adj. R2 -0.0138 0.0217 
SSR 0.0116 0.0128 
AIC -7.5531 -7.4539 
DW 2.0025 2.0985 
JB* 0.0002 0.0000 
Breusch* 0.9843 0.3195 
Arch(1)* 0.7691 0.5140 
With Publication Lag 
Euro Yen 
ßl -0.5022 0.6539 
(0.7092) (0.9291) 
ß2 -155.7218 99.8080 
(142.9603) (157.6374) 
Duml -0.0041 0.0001 
(0.0055) (0.0058) 
Dum2 0.0054 -0.0024 
(0.0055) (0.0059) 
Adj. R2 -0.0111 -0.0053 
SSR 0.0116 0.0131 
AIC -7.5533 -7.4268 
DW 2.0082 2.0524 
JB* 0.0004 0.0000 
Breusch* 0.9258 0.6051 
Arch(1)* 0.8339 0.4737 
Notes: We re-estimate equation (60) above, where OSt, z (it - it) and rit 
are defined as above . 
Xt is the flow of net customer purchases of currency i 
transacted through RBS from 4 p. m. GMT on day t-1 to the same time on 
day t divided by the gross volume of flows. Data calculated as an index, and 
constrained to lie within values +/-1.0. Dum1 and Dum2 are dummy variables 
used as a splice for omitted data in July 2002. Estimates of ß2 are multiplied 
by 10,000. * signifies p-value. 
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Table 14 (Cont. ): Evans and Lyons (2002a) Model Applied to 
RBS Aggregate Customer Data 
No Publication Lag With Publication Lag 
Sterling Swiss franc Sterling Swiss franc 
01 -0.3944 0.1752 01 0.1743 -0.3008 
(0.4063) (0.7166) (0.4067) (0.7229) 
/32 -215.0122 157.1606 ß2 -129.8212 -63.3646 
(121.6097) (86.9848) (121.4232) (87.0259) 
Duml -0.0200 -0.0073 Duml -0.0200 -0.0083 
(0.0044) (0.0066) (0.0043) (0.0060) 
Dum2 -0.0083 0.0001 Dum2 -0.0086 -0.0022 
(0.0043) (0.0060) (0.0044) (0.0066) 
Adj. R2 0.0626 -0.0020 Adj. R2 0.0547 -0.0089 
SSR 0.0073 0.0140 SSR 0.0073 0.0141 
AIC -8.0097 -7.3644 AIC -8.0114 -7.3549 
DW 1.9510 2.0039 DW 1.9352 2.0026 
JB* 0.0000 0.0000 JB* 0.0000 0.0000 
Breusch* 0.7297 0.9682 Breusch* 0.5735 0.9604 
Arch(l)* 0.4884 0.9776 Arch(1)* 0.4671 0.8855 
Notes: We re-estimate equation (60) above, where OSt, 0(it - it) and rat 
are defined as above. Xt is the flow of net customer purchases of currency i 
transacted through RBS from 4 p. m. GMT on day t-1 to the same time on 
day t divided by the gross volume of flows. Data calculated as an index, and 
constrained to lie within values +/-1.0. Duml and Dum2 are dummy variables 
used as a splice for omitted data in July 2002. Estimates of 132 are multiplied 
by 10,000. * signifies p-value. 
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Table 15: Granger-causality Tests on Evans and Lyons (2002a) 
Model Using RBS Aggregate Customer Data 
Null Hypothesis 1st Half 2nd Half 
P-Value P-Value 
Euro DORDER = DLCCY 0.0841 0.5468 
DLCCY = DORDER 0.0728 0.2417 
Yen DORDER = DLCCY 0.0698 0.2603 
DLCCY = DORDER 0.0142 0.0000 
Sterling DORDER = DLCCY 0.2807 0.2135 
DLCCY = DORDER 0.6146 0.3024 
Swiss franc DORDER = DLCCY 0.6232 0.3733 
DLCCY = DORDER 0.3238 0.0624 
Notes: Table reports p-values for a ire test of joint significance of Granger- 
causality test over 1 to 10 lags. A p-value below 0.05 (0.10) indicates a significant 
causal relationship at a 5% (10%) level. 
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Table 16: Perfect Foresight Forecast Errors Using RBS Aggregate 
Customer Data 
Horizon Random Walk Evans and Lyons DM 
Euro 1 Day 0.5596 0.5606 0.6456 
(0.5184) 
1 Week 1.3722 1.3694 -0.3911 
(0.6957) 
2 Weeks 1.9256 1.9206 -0.3324 
(0.7395) 
Yen 1 Day 0.5986 0.5898 -1.5394 
(0.1237) 
1 Week 1.3230 1.2592 -2.4243 
(0.0153) 
2 Weeks 1.7941 1.6724 -2.8647 
(0.0041) 
Sterling 1 Day 0.4854 0.4861 0.1812 
(0.8561) 
1 Week 1.0793 1.0921 1.1403 
(0.2541) 
2 Weeks 1.4949 1.5183 1.1601 
(0.2459) 
Swiss franc 1 Day 0.6223 0.6239 0.3895 
(0.6968) 
1 Week 1.4639 1.4483 -0.8500 
(0.3952) 
2 Weeks 2.0820 2.0572 -0.6411 
(0.5214) 
Notes: The table reports RMSFEs (multiplied by 100) for forecasts derived 
from a random walk and the Evans and Lyons (2002a) model using RBS aggre- 
gate order flow. Evans and Lyons forecasts are based upon realised values of 
the forcing variables using recursive coefficient estimates starting with the initial 
200 days of the sample. A negative DM test statistic indicates that Evans and 
Lyons forecasts are more accurate than a random walk. Data in parentheses 
indicate the significance of these differences. 
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Table 17: Limited Information Forecast Errors Using RBS Ag- 
gregate Customer Data 
Horizon Random Walk Evans and Lyons DM 
Euro 1 Day 0.5596 0.5581 -0.8476 
(0.3966) 
1 Week 1.3722 1.3857 1.1816 
(0.2373) 
2 Weeks 1.9256 1.9635 1.3452 
(0.1785) 
Yen 1 Day 0.5986 0.5986 0.8382 
(0.4019) 
1 Week 1.3230 1.4056 2.3391 
(0.0193) 
2 Weeks 1.7941 2.0368 4.3961 
(0.0000) 
Sterling 1 Day 0.4854 0.4875 0.6456 
(0.5184) 
1 Week 1.0793 1.1164 2.2430 
(0.0248) 
2 Weeks 1.4949 1.6064 3.6624 
(0.0002) 
Swiss franc 1 Day 0.6223 0.6231 0.2805 
(0.7790) 
1 Week 1.4639 1.4712 0.1778 
(0.8588) 
2 Weeks 2.0820 2.1330 1.4781 
(0.1393) 
Notes: The table reports RMSFEs (multiplied by 100) for forecasts derived 
from a random walk and the Evans and Lyons (2002a) model using RBS aggre- 
gate order flow. Evans and Lyons forecasts are based upon realised values of 
the forcing variables using recursive coefficient estimates starting with the initial 
200 days of the sample. A negative DM test statistic indicates that Evans and 
Lyons forecasts are more accurate than a random walk. Data in parentheses 
indicate the significance of these differences. 
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ßl ß2 F- Stat 
(Days) 
Euro 1 0.2256 0.1686 0.4438 
2 0.3966 0.0524 0.2430 
3 0.4796 0.4700 0.9546 
4 0.4418 0.2518 0.6746 
5 0.3476 0.1734 0.4776 
6 0.3870 0.1000 0.3159 
7 0.2456 0.1406 0.3608 
8 0.2708 0.1014 0.3004 
9 0.1314 0.0878 0.1624 
10 0.0938 0.0886 0.1397 
Yen 1 0.3038 0.2418 0.7108 
2 0.3176 0.2666 0.7606 
3 0.2912 0.0828 0.3972 
4 0.4484 0.0716 0.4158 
5 0.4560 0.1306 0.5567 
6 0.4682 0.1382 0.6117 
7 0.3860 0.1230 0.5703 
8 0.2708 0.1474 0.5286 
9 0.072 0.2850 0.3735 
10 0.2814 0.0522 0.2402 
Notes: The table reports p-values associated with coefficient estimates de- 
rived from the Evans and Lyons (2002a) model (equation (60) above) using RBS 
aggregate customer order data. P-values calculated as above, but excluding the 
initial 194 sample observations. The F-stat is a x2 test of joint significance 
of the estimated coefficients. The number of simulations at each forecast hori- 
zon is adjusted where necessary to account for presence of collinearity. Details 
available on request. 
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Table 18 (Cont. ): Long Horizon Forecast Errors Using RBS Ag- 
gregate Customer Data 
Horizon /31 02 F- Stat 
(Days) 
Sterling 1 0.3180 0.1160 0.4994 
2 0.4458 0.3354 0.9080 
3 0.2562 0.1678 0.5756 
4 0.2236 0.0962 0.4042 
5 0.2094 0.2344 0.6104 
6 0.1820 0.1832 0.5299 
7 0.2052 0.3484 0.6553 
8 0.1500 0.4826 0.5372 
9 0.2040 0.4196 0.6706 
10 0.1068 0.3104 0.3797 
Swiss franc 1 0.3458 0.1934 0.7198 
2 0.3058 0.5822 0.9116 
3 0.1838 0.3296 0.5388 
4 0.3048 0.3540 0.7088 
5 0.2284 0.1430 0.3274 
6 0.2148 0.1996 0.4342 
7 0.2030 0.2362 0.4970 
8 0.1608 0.2282 0.3874 
9 0.2480 0.3526 0.6126 
10 0.3226 0.4020 0.7123 
Notes: The table reports p-values associated with coefficient estimates de- 
rived from the Evans and Lyons (2002a) model (equation (60) above) using RBS 
aggregate customer order data. P-values calculated as above, but excluding the 
initial 194 sample observations. The F-stat is a X2 test of joint significance 
of the estimated coefficients. The number of simulations at each forecast hori- 
zon is adjusted where necessary to account for presence of collinearity. Details 
available on request. 
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Table 19: RBS Disaggregated Customer Order Flow Data Corre- 
lation Analysis 
Euro Ist Half 
2nd Half 
Yen Ist Half 
2nd Half 
Sterling 1st Half 
2nd Half 
Swiss franc 1st Half 
2nd Half 
Correlation of Exchange Rate Returns with: 
Corporate Real Leveraged Other 
0.0247 0.0654 -0.0420 -0.0882 













Notes: Data for July 2002 was not collected. Consequently, correlation co- 
efficients calculated over two halves of sample. A negative correlation indicates 
that net orders of currency i are associated with an appreciation of this currency. 
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Table 20: Evans and Lyons (2002a) Model Applied to RBS Dis- 
aggregated Customer Data 
No Publication Lag 
Euro Yen 
With Publication Lag 
Euro Yen 
ßl -0.5039 -0.8023 ßl -0.5323 0.6003 
(0.7609) (0.7666) (0.6343) (1.1922) 
ß2 18.9184 -97.6561 ß2 5.3248 24.2875 
(79.1380) (75.9510) (80.5618) (81.9591) 
ß3 -6.3183 188.4896 ß3 -49.5647 29.3428 
(63.3373) (60.7800) (61.4913) (61.1588) 
ß4 -54.0679 102.6600 ß4 -28.3571 91.9986 
(40.6930) (37.8056) (41.4562) (44.0591) 
ß5 -70.7078 218.9518 ß5 -107.8135 -47.2633 
(119.1708) (105.1958) (124.0523) (115.3405) 
Duml -0.0039 0.0016 Duml -0.0038 -0.0005 
(0.0004) (0.0006) (0.0004) (0.0004) 
Dum2 0.0049 -0.0043 Dum2 0.0051 -0.0020 
(0.0006) (0.0005) (0.0004) (0.0006) 
Adj. R2 -0.0168 0.0440 Adj. R2 -0.0177 0.0008 
SSR 0.0115 0.0124 SSR 0.0115 0.0129 
AIC -8.0522 -7.4697 AIC -7.5392 -7.5392 
DW 2.0215 2.1600 DW 2.0021 2.0560 
JB* 0.0004 0.0000 JB* 0.0008 0.0000 
Breusch* 0.0000 0.1002 Breusch* 0.9745 0.0000 
Arch(1)* 0.2145 0.6180 Arch(1)* 0.7988 0.4677 
Notes: We estimate a version of equation (60) above. Xt is the flow of net 
customer purchases of currency i transacted through RBS disaggregated into 
the following sub-components: net corporate (OC), real money (OR), leveraged 
money (OL) and other customer orders (00). Duml and Dum2 are dummy 
variables used as a splice for omitted data in July 2002. Our regression is 
OSt = ý10(it -it) +/32 Oct + ß3ORt + 04OLt +0500t -I- Duml + Dum2 + rjt 
(63) 
Estimates of ß2..., ß5 are multiplied by 10,000. * signifies p-value. 
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Table 20 (cont. ): Evans and Lyons (2002a) Model Applied to RBS 















No Publication Lag 


















































With Publication Lag 





























Notes: We estimate a version of equation (4) above. Xt is the flow of net 
customer purchases of currency i transacted through RBS disaggregated into 
the following sub-components: net corporate (OC), real money (OR), leveraged 
money (OL) and other customer orders (00). Dum1 and Dum2 are dummy 
variables used as a splice for omitted data in July 2002. Estimates of l32... ß5 are 
multiplied by 10,000. * signifies p-value. 
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Table 21: Granger-causality Tests on Evans and Lyons (2002a) 
Model Using RBS Disaggregated Customer Data 
Null Hypothesis Ist Half 2nd Half 
P-Value P-Value 
Euro OC = DLCCY 0.3617 0.8347 
DLCCY = OC 0.6712 0.0910 
OR ==*DLCCY 0.9415 0.5001 
DLCCY OR 0.0674 0.4770 
OL = DLCCY 0.2069 0.0995 
DLCCY = OL 0.4030 0.5280 
00 DLCCY 0.0363 0.4949 
DLCCY = 00 0.1473 0.0001 
Yen OC DLCCY 0.2362 0.7086 
DLCCY = OC 0.0067 0.0129 
OR = DLCCY 0.1531 0.0567 
DLCCY = OR 0.5821 0.0220 
OL = DLCCY 0.0667 0.7300 
DLCCY = OL 0.0002 0.0000 
00 = DLCCY 0.1877 0.6873 
DLCCY = 00 0.3484 0.4125 
Notes: Table reports p-values for a x2 test of joint significance of Granger- 
causality test over 1 to 10 lags. A p-value below 0.05 (0.10) indicates a significant 
causal relationship at a 5% (10%) level. 
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Table 21 (cont. ): Granger-causality Tests on Evans and Lyons 
(2002a) Model Using RBS Disaggregated Customer Data 
Null Hypothesis Ist Half 2nd Half 
P-Value P-Value 
Sterling OC = DLCCY 0.1543 0.3062 
DLCCY = OC 0.0634 0.0003 
OR = DLCCY 0.1852 0.4805 
DLCCY = OR 0.7994 0.0398 
OL = DLCCY 0.6921 0.3953 
DLCCY = OL 0.1538 0.0080 
00 DLCCY 0.3395 0.0010 
DLCCY = 00 0.0018 0.1108 
Swiss franc OC = DLCCY 0.1366 0.0001 
DLCCY OC 0.0000 0.1797 
OR =D LCCY 0.4014 0.6113 
DLCCY = OR 0.7720 0.7577 
OL = DLCCY 0.6714 0.6639 
DLCCY = OL 0.0012 0.0110 
00 = DLCCY 0.1865 0.1035 
DLCCY = 00 0.0184 0.0046 
Notes: Table reports p-values for a x2 test of joint significance of Granger- 
causality test over 1 to 10 lags. A p-value below 0.05 (0.10) indicates a significant 
causal relationship at a 5% (10%) level. 
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Table 22: Perfect Foresight Forecast Errors Using RBS Disaggre- 
gated Customer Data 
Horizon Random Walk Evans and Lyons DM 
Euro 1 Day 0.5596 0.5666 1.6797 
(0.0929) 
1 Week 1.3722 1.3616 -0.5360 
(0.5919) 
2 Weeks 1.9256 1.8845 -0.9897 
(0.3222) 
Yen 1 Day 0.5986 0.5828 -1.6139 
(0.1065) 
1 Week 1.3230 1.2040 -3.4285 
(0.0006) 
2 Weeks 1.7941 1.5414 -5.1429 
(0.0000) 
Sterling 1 Day 0.4854 0.4718 -2.2585 
(0.0239) 
1 Week 1.0793 1.0046 -3.3842 
(0.0007) 
2 Weeks 1.4949 1.3364 -3.7016 
(0.0002) 
Swiss franc 1 Day 0.6223 0.6097 -1.5314 
(0.1256) 
1 Week 1.4639 1.3194 -3.9277 
(0.0000) 
2 Weeks 2.0820 1.8205 -3.8423 
(0.0001) 
Notes: The table reports RMSFEs (multiplied by 100) for forecasts derived 
from a random walk and the Evans and Lyons (2002a) model using RBS dis- 
aggregated customer order data. Evans and Lyons forecasts are based upon re- 
alised values of the forcing variables using recursive coefficient estimates starting 
with the initial 200 days of the sample. A negative DM test statistic indicates 
that Evans and Lyons forecasts are more accurate than a random walk. Data 
in parentheses indicate the significance of these differences. 
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Table 23: Limited Information Forecast Errors Using RBS Disag- 
gregated Customer Data 
Horizon Random Walk Evans and Lyons DM 
Euro 1 Day 0.5596 0.5621 0.6345 
(0.5257) 
1 Week 1.3722 1.3835 0.4974 
(0.6188) 
2 Weeks 1.9256 1.9805 1.3219 
(0.1861) 
Yen 1 Day 0.5986 0.6124 1.2219 
(0.2217) 
1 Week 1.3230 1.5237 3.4360 
(0.0005) 
2 Weeks 1.7941 2.3605 5.5638 
(0.0000) 
Sterling 1 Day 0.4854 0.4933 1.3782 
(0.1681) 
1 Week 1.0793 1.1573 2.5332 
(0.0112) 
2 Weeks 1.4949 1.7450 3.9937 
(0.0000) 
Swiss franc 1 Day 0.6223 0.6101 -1.5114 
(0.1306) 
1 Week 1.4639 1.5154 1.1068 
(0.2683) 
2 Weeks 2.0820 2.2854 1.7259 
(0.0843) 
Notes: The table reports RMSFEs (multiplied by 100) for forecasts derived 
from a random walk and the Evans and Lyons (2002a) model using RBS dis- 
aggregated customer order data. Evans and Lyons forecasts are based upon re- 
alised values of the forcing variables using recursive coefficient estimates starting 
with the initial 200 days of the sample. A negative DM test statistic indicates 
that Evans and Lyons forecasts are more accurate than a random walk. Data 
in parentheses indicate the significance of these differences. 
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Table 24: Long Horizon Forecast Errors Using RBS Disaggregated 
Customer Data 
Horizon ßl /32 
/33 
ß4 135 F- stat 
(Days) 
Euro 1 0.1992 0.4694 0.1076 0.2970 0.2198 0.7960 
2 0.3908 0.2158 0.1468 0.5414 0.3394 0.9056 
3 0.4814 0.4360 0.5336 0.3178 0.4388 0.9638 
4 0.4470 0.2946 0.2366 0.2166 0.1894 0.8245 
5 0.3500 0.3204 0.7162 0.1944 0.1642 0.7597 
6 0.4208 0.3678 0.1372 0.2578 0.3026 0.9257 
7 0.2714 0.3852 0.1352 0.3662 0.3992 0.9909 
8 0.2868 0.5020 0.1460 0.2266 0.1950 0.8874 
9 0.1272 0.2328 0.6020 0.2992 0.1500 0.9108 
10 0.0908 0.3088 0.5158 0.1896 0.0734 0.6741 
Yen 1 0.3172 0.3910 0.3232 0.0202 0.3480 0.2578 
2 0.3186 0.1488 0.4642 0.2714 0.4540 0.8516 
3 0.2856 0.0408 0.3564 0.2118 0.3002 0.4708 
4 0.4338 0.0236 0.3050 0.3102 0.3110 0.4009 
5 0.4464 0.0466 0.2142 0.2682 0.4766 0.5405 
6 0.4558 0.0880 0.2982 0.3064 0.3270 0.7886 
7 0.3914 0.0918 0.3600 0.3696 0.3170 0.8448 
8 0.2774 0.1130 0.5192 0.2724 0.2934 0.9026 
9 0.2998 0.1020 0.3072 0.4192 0.2154 0.9105 
10 0.3094 0.0644 0.3424 0.4442 0.1046 0.7028 
Notes: The table reports p-values associated with coefficient estimates de- 
rived from the Evans and Lyons (2002a) model (equation (60) above) using RBS 
aggregate customer order data. P-values calculated as above, but excluding the 
initial 194 sample observations. The F-stat is a X2 test of joint significance 
of the estimated coefficients. The number of simulations at each forecast hori- 
zon is adjusted where necessary to account for presence of collinearity. Details 
available on request. 
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Table 24 (Cont. ): Long Horizon Forecast Errors Using RBS Dis- 
aggregated Customer Data 
Horizon ß1 02 03 Q4 
/35 F- stat 
(Days) 
Sterling 1 0.3418 0.4252 0.1850 0.4850 0.2292 0.8040 
2 0.3362 0.3828 0.3210 0.3080 0.2820 0.9262 
3 0.2610 0.2668 0.4044 0.4530 0.1340 0.8253 
4 0.2394 0.3846 0.2962 0.5246 0.0746 0.6701 
5 0.2124 0.5096 0.3282 0.4902 0.2200 0.9450 
6 0.1764 0.4018 0.1790 0.5822 0.2276 0.9078 
7 0.1972 0.5524 0.3244 0.2072 0.1886 0.9294 
8 0.1294 0.4080 0.4968 0.0812 0.1638 0.8148 
9 0.1914 0.4306 0.5736 0.1446 0.1518 0.9115 
10 0.0960 0.3780 0.5318 0.1126 0.0670 0.6298 
Swiss franc 1 0.3352 0.0158 0.1258 0.3546 0.3474 0.2674 
2 0.3222 0.2746 0.3814 0.4200 0.2270 0.9698 
3 0.1978 0.1596 0.4300 0.4282 0.5764 0.7280 
4 0.3486 0.2350 0.4332 0.5384 0.2730 0.8505 
5 0.2638 0.1590 0.4056 0.2466 0.1978 0.4710 
6 0.2866 0.1222 0.3014 0.3452 0.1690 0.4498 
7 0.2362 0.2614 0.4920 0.3482 0.1992 0.6365 
8 0.1620 0.5298 0.4080 0.4102 0.3216 0.9575 
9 0.2254 0.2530 0.3948 0.5756 0.6350 0.9999 
10 0.2878 0.2448 0.3470 0.6600 0.3316 0.9999 
Notes: The table reports p-values associated with coefficient estimates de- 
rived from the Evans and Lyons (2002a) model (equation (60) above) using RBS 
aggregate customer order data. P-values calculated as above, but excluding the 
initial 194 sample observations. The F-stat is a X` test of joint significance 
of the estimated coefficients. The number of simulations at each forecast hori- 
zon is adjusted where necessary to account for presence of collinearity. Details 
available on request. 
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5 Can An Old Lady Keep A Secret? A Mi- 
crostructural Study of Policy Announcements 
at the Bank of England 
5.1 Introduction88 
The Bank of England (BoE), fondly known as the "Old Lady of Threadnee- 
dle Street, " was granted operational independence to set its key repurchase, or 
'repo', rate by the incoming Labour government in 1997 with the goal of creating 
policy consistent with price stability and economic growth. In practice, inter- 
est rate decisions are made by the Bank's Monetary Policy Committee (MPC), 
which meets for two days each month and issues a statement regarding interest 
rate decisions at noon on the second meeting day. This framework allows a nat- 
ural laboratory setting for examining the impact of monetary policy decisions 
around a known time and date. Since the market knows that the interest rate 
announcement arrives at noon, there may be positioning prior to the announce- 
ment and news effects after the announcement that result in systematic patterns 
in exchange rate behaviour on MPC meeting days that differ from other days. 
We examine the evidence in the foreign exchange market to analyse the pattern 
of exchange rate changes and volatility surrounding the noon announcement. 
One hypothesis to be explored is that positioning prior to the policy an- 
nouncement could involve informed traders having superior information regard- 
ing the policy outcome. This need not involve information leaks of inside "se- 
crets" from the MPC, but instead could reflect the activity of market partici- 
pants adept at reading the public signals regarding the state of the economy and 
their interpretation of the likely MPC response to these signals. In addition, 
since activities directly related to each MPC meeting are spread over three dif- 
ferent days, the analysis will include an examination of the pre-meeting briefing 
day, the first day of the meeting, and the second day of the meeting when the 
policy decision is made and publicised. 
Our focus is on the response to meeting activities in the foreign exchange 
market, specifically the sterling-dollar exchange rate. Both daily and high- 
frequency, intraday data are employed in the analysis. The daily data provide 
a bird's eye view of the market around MPC meetings and then, given the 
findings from this low-frequency analysis, a microscope is taken to the data 
to examine exchange rate dynamics on days related to meetings. The intra- 
day econometric framework is provided by a Markov switching model where 
exchange rate returns switch between a high-volatility, informed-trading state, 
and a low-volatility, uninformed or liquidity trading state on MPC days. A key 
difference from the usual Markov switching model employed in financial analysis 
is our incorporation of endogenous shifts in the transition probabilities where 
the shifts are modeled as a function of variables related to the MPC meeting 
and policy outcomes. 
"This paper was written with Michael Melvin and Mark Taylor. 
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The next section provides institutional details on the MPC and the policy- 
setting process. Section 3 contains a discussion of the econometric methodology 
and hypotheses to be examined. Section 4 covers the data and then reports the 
empirical findings. Finally, Section 5 summarizes our conclusions and discusses 
directions for future research. 
5.2 The Monetary Policy Committee 
In May 1997 Gordon Brown, the Chancellor of the Exchequer, announced that 
the BoE would be given the responsibility for setting interest rates via the 
new MPC89. The MPC was to focus on an inflation target of 2.5 percent for 
the retail price index excluding mortgage interest payments90. Conditional on 
maintenance of the inflation target, the MPC could also address fluctuations in 
economic growth and employment. 
The MPC is comprised of nine members. Five are drawn from the BoE: the 
Governor, the two Deputy Governors, and two Executive Directors. The other 
four members are drawn from outside the Bank and are appointed by the Chan- 
cellor of the Exchequer. At the time this paper was written, the four external 
members include two academic economists and two business economists. The 
Governor serves as the Committee chair. 
The Committee meets monthly, normally on the Wednesday and Thursday 
following the first Monday of each month. The meeting dates for each year 
are published well in advance of the meetings. The Friday morning prior to 
each meeting, the Committee meets for a briefing to prepare for the meeting. 
Summaries of important news and trends are provided by senior BoE staff. 
On the Monday and Tuesday prior to the meeting, the BoE staff prepares any 
additional background information and analysis required by the Committee. On 
these days MPC members receive written answers to any questions that arose 
at the Friday briefing along with any new data releases or important news. 
The meeting typically begins at 3pm on Wednesday afternoon with a review 
of the state of the economy and a discussion of key issues. The Chief Econo- 
mist of the BoE starts the meeting with a short summary of any major events 
since the Friday briefing. Then there is open discussion among the Committee 
regarding the news and state of the economy. 
On Thursday morning, the MPC reconvenes and the Governor begins with a 
summary of the major issues. Members are then invited to state their views of 
the appropriate policy to follow. The Deputy Governor responsible for monetary 
policy will usually speak first with the Governor speaking last. Ultimately, the 
Governor offers a motion that he suspects will result in a majority vote and 
then calls for a vote. Members vote with a one-member, one-vote rule. Those in 
the minority are asked to state their preferred level of interest rates. Lastly, the 
press statement is developed. If the decision is to change interest rates or follow 
a policy that was not expected by the market, the press statement will include 
89 For institutional background on the MPC and the monetary policy process, see Bean 
(1999). 
90 This target was changed in 2003 to 2.0 percent for the Harmonised Consumer Price Index. 
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the reasons for the action taken. In other cases, simply the decision is reported. 
The decision of the MPC is announced at noon, London time. Following the 
announcement, policy is implemented with open-market operations beginning 
at 12: 15. 
5.3 Methodology 
The focus of this paper is on inference regarding shifts in the sterling-dollar 
exchange rate during MPC meetings. Given that the market knows when the 
MPC meets and when the decisions are announced, we want to examine the 
evidence regarding any market positioning during the meeting along with the 
evidence regarding the news content of the meeting. A related goal is to explore 
whether MPC meeting days are different from other days in terms of systematic 
patterns in sterling-dollar. 
First, we will examine the evidence around MPC meetings. As discussed 
above, given the multi-day structure of MPC deliberations, one may hypothesise 
that the market forms an opinion about the likely meeting outcome prior to the 
public announcement at noon on the second day of the meeting. This does 
not have to rest upon information leaks from the Committee, but on astute 
MPC-watchers' informed opinions of the likely Committee vote. An analogy 
in the Federal Reserve case is the oft-cited story of how Fed-watchers at one 
time gauged the likely FOMC decision by the size of the briefcase that Alan 
Greenspan carried to work. The idea was that a thick briefcase signaled a likely 
interest rate shift while a thin briefcase signaled a high probability of no change 
in policy. No doubt, there are many such stories one could gather from MPC 
watchers as well. 
We will explore the evidence in the data regarding briefing days, first meet- 
ing days, and second meeting days by initially analysing daily returns on the 
sterling-dollar exchange rate. Daily data will be employed to examine the fol- 
lowing questions: 
D1. Are exchange rate returns different on days when the MPC meets? 
This question is addressed by examining characteristics of the distribution of 
exchange rate returns on briefing days, first meeting days, and second meeting 
days compared to all days. The key tests are for equality of means and variances 
across the different days. 
D2. Is information on MPC meeting days useful in explaining daily exchange 
rate returns? 
We estimate models of daily exchange rate returns incorporating dummy 
variables for days of MPC briefings, first, or second meeting days. In addition, 
we incorporate a variable on the size of the interest rate change to estimate 
models of the following form: 
Led = ce + /31Brie f ing + ß2Day1 + , 
ß3Day2 + , ß40i + Ut (64) 
where Led is the change in the logarithm of the exchange rate on day d, and 
Briefing, Dayl, and Day2 are dummy variables equal to 1 on days where an MPC 
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briefing occurred, or for first or second days of MPC meetings, respectively, and 
equal to zero otherwise. The variable Di is the change in the interest rate on 
days where the MPC voted to change rates. 
D3. Is information on MPC meeting days useful in explaining extreme ex- 
change rate events? 
We use a sample of daily exchange rate data over the period of 1997-2002 
to estimate the standard deviation of the exchange rate return. An "extreme" 
event is defined as a day when the absolute sterling-dollar exchange rate return 
exceeds 2.5 standard deviations. We then create a binary variable equal to 1 on 
days of extreme returns and 0 otherwise. A logit model is employed to estimate 
the likelihood observing an extreme event as a function of the MPC meeting 
activities. 
Beyond the evidence in daily data regarding differences across MPC meeting 
days and other da' ys, we take a microscope to the data for second meet- 
ing days to examine the intraday evidence on days when a policy decision is 
announced. Before turning to the questions to be examined, the econometric 
framework employed in the analysis is first introduced. 
Clearly, some questions call for high-frequency data. We typically think of 
high-frequency exchange rates on any given day trading within a fairly narrow 
band with first-order autocorrelation. However, on days of MPC meetings, we 
may expect important news to be received by the market so that the underlying 
data generating process delivers shifts in the exchange rate regime. One popular 
method of modeling nonlinear regime switches is the Markov switching model 
associated with Hamilton (1990,1994). Following in this tradition, a Markov- 
switching first-order autoregressive model for exchange rate returns is postulated 
as follows: 
Det = µ(st) + P(St)[ et-i - P(st)] + et (65) 
ýt N[O, a2(St)] (66) 
where Let is the change in the logarithm of the exchange rate at time t. Note 
that the mean of the exchange rate returns process, p, the autocorrelation co- 
efficient, p, and the variance of the innovation, Et, are allowed to take on one 
of two values depending on the realisation of an unobserved state variable St E 
{1,2}. We assume that the state variable St evolves according to a two-state 
Markov process. One of the states (say, state 2) may be thought of as reflecting 
the usual pattern of exchange rate returns with zero mean and relatively small 
variance. This "tranquil" state is the normal state that would be associated with 
liquidity trading when no important new information arrives in the market. The 
other state (say, state 1) may be thought of as the informed-trading state when 
volatility is high and realized returns may be much larger than normal. 
So far the methodology proposed looks familiar from applied studies such as 
Engel and Hamilton (1990). However, we diverge from the traditional Markov 
approach by modeling the probabilities of switching from one regime to another 
endogenously. Thus, if we denote the transition probability of switching from 
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regime j to regime i at time t as ptý for i, jE {1,2}, then we can write the pos- 
tulated functions for the transition probabilities, conditional upon information 
at time t, It, and the previous state, as follows: 
PtZ = Pr[St =iI St-i = i, It] = 'ID[azz + ß? ZXt] (67) 
for iE {1,2}, where 4)[] denotes the cumulative normal density function (in 
order to ensure that the probabilities lie in the unit interval) and where Xt E It 
is a vector of variables known at time t which may influence the transition 
probability according to the vector of loadings Qi. Given pt 1, we implicitly 
have pt 1=1- pt 1. Similarly, given an estimate of pt 2, we implicitly have 
pt2 = 1- pt2. Estimation of the model was carried out using a modified version 
of the EM algorithm due to Diebold, Lee and Weinbach (1994). 
The Markov-switching framework is employed to address several questions 
of interest in the intraday setting. First, we explore the following: 
II. Are meeting decisions "news" such that there is an exchange rate re- 
sponse following the noon announcement? 
A variety of indicator variables were considered for elements of the explana- 
tory variable vector. To test if the policy announcement released at noon is 
price-relevant public news, we incorporate various dummy variables equal to 1 
for a certain afternoon period and equal to 0 otherwise. We experiment with 
alternative time dummies following noon as a sensitivity analysis. 
A second question of interest is: 
12. Is there evidence of positioning during the meetings prior to the policy 
announcement at noon? 
To address this question, we incorporate dummy variables that equal 1 for 
various intervals of time prior to noon and equal 0 otherwise. We explore alter- 
native definitions over different morning time intervals as a sensitivity analysis. 
5.4 Data and Empirical Findings 
The analysis of the foreign exchange market on MPC meeting days involves 
both daily and high-frequency, intraday data on the sterling-dollar exchange 
rate. Table 1 lists the MPC meeting days in our sample and the decision taken. 
There were 65 meetings from the first, in June 1997, through to the end of our 
sample in September, 2002. Interest rates were raised at 9 meetings and lowered 
at 14 meetings. The presentation of results is organized by reviewing the daily 
data and empirical results first followed by the intraday analysis. 
5.4.1 Daily Data and Results 
Daily observations on the sterling-dollar exchange rate were obtained from the 
Federal Reserve Board. These are buying rates at noon New York time (17: 00 
London time). The daily data are sampled for the period May 1,1997 to 
September 30,2002. Descriptive statistics for the level of the exchange rate and 
the first difference of the log of the exchange rate (the returns) are presented in 
Table 2. The table shows the mean value of the exchange rate over the sample 
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period as USD1.5572 with a high of USD1.7222 and a low of USD1.3730. This 
was a period with considerable exchange rate volatility. The summary statistics 
in Table 2 suggest that the exchange rate distributions are non-normal. In 
addition, the last row reports the Augmented Dickey-Fuller (ADF) test statistic 
for a unit root. One cannot reject the nonstationarity of the level of the exchange 
rate but exchange rate returns are found to be stationary. In the empirical work 
below, exchange rate returns are utilized. 
Turning to the questions raised in the previous section, the first issue to be 
addressed with the daily returns is: 
D1. Are exchange rate returns different on days when the MPC meets? 
Tests for equality of means and variances of MPC meeting days versus other 
days are reported in Table 3. The table compares all second meeting days, first 
meeting days, and briefing days with all other days. In addition, results are also 
reported for those meeting days associated with an interest rate change. 
The test for equality of means is based on a single-factor, between-groups, 
analysis of variance (ANOVA). If two groups of days have the same mean, 
then the sample means between groups should have the same variability as 
any within group mean. The table reports the p-value associated with each 
t-statistic (square root of the F-statistic) for each paired group of days. For 
instance, the first row reports the test of the equality of means between all 
second MPC meeting days (when decisions are announced) with all other days. 
This row has the smallest p-value of 0.27, but none of the differences in means 
for grouped pairs of days are statistically significant. 
The equality of variances is based on the F-statistic associated with the 
variance ratio for the paired groups of days. For example, the fourth row reports 
a p-value of 0.15 for all second meeting days when an interest rate change was 
announced versus all other days. The value of 0.15 is the smallest in the table, 
so the evidence suggests that there are no statistically significant differences in 
variances across the various paired groups of days. 
Taken as a whole, the evidence in Table 3 indicates that one cannot distin- 
guish MPC meeting days from other days on the basis of means and variances 
of daily exchange rate returns. This then brings us to the next question: 
D2. Is information on MPC meeting days useful in explaining daily exchange 
rate returns? 
To answer this question, we first estimated the model represented by equa- 
tion (65) above by OLS. The evidence indicates that the explanatory variables 
Briefing, Dayl, Day2, and Di had no power in explaining exchange returns. 
This was true whether the meeting-related variables represented all meeting 
days or just those with interest rate changes. However, the OLS estimates did 
indicate that significant GARCH effects were present. Estimating a GARCH 
specification for daily exchange rate returns and incorporating the dummy vari- 
ables related to MPC meetings in the variance equation indicated no explanatory 
power for variables related to all meetings. However, using variables associated 
with meetings where interest rates were changed generated the values reported 
in Table 4. In this specification, the dummy for meeting day 2, Day2, and the 
absolute value of the announced change in the interest rate, abs(Ai), both have 
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statistical significance with p-values of 0.05 and 0.04 respectively. However, the 
overall statistical significance of the four meeting-related variables is statistically 
insignificant with a likelihood-ratio statistic of 3.378 and associated p-value of 
0.50. 
To summarize the findings on exchange rate returns, the returns are well 
characterised by mean zero changes and the meeting day information has no ex- 
planatory power for returns. However, there is some evidence of greater volatil- 
ity on meeting day 2 when interest rate changes are announced. Then, given 
that there is an announced interest rate change on day 2, the greater is the 
absolute value of the interest rate change, the lower the volatility. So days when 
interest rate changes are announced appear to be different from other days. 
Note that the unconditional volatility tests reported in Table 3 indicated that 
second meeting days with interest rate changes had the lowest p-value among 
the tests of equality of variance reported. Yet the p-value of 0.15 indicated a 
lack of statistical significance. Now, with a well-specified conditional volatility 
model, we find evidence of second meeting days with interest rate changes to 
have a significantly different conditional variance than other days. 
The final question addressed to the daily returns is: 
D3. Is information on MPC meeting days useful in explaining extreme ex- 
change rate events? 
We define an "extreme" exchange rate event as a day with a greater than 2.5 
standard deviation return. The standard deviation of returns calculated over 
all days is shown in Table 2 as being equal to 0.004823. So an extreme exchange 
rate return day is one where the absolute value of the return exceeds 0.01206, 
or a change in the exchange rate in excess of 1.2 percent. There were 28 days, 
out of the 1,363 days in the sample, with such a return. 
To answer the question of whether MPC meeting-related information is re- 
lated to extreme exchange rate returns, a binary dependent variable is created 
equal to 1 on days when the exchange rate return exceeded 0.01206 in absolute 
value and equal to 0 otherwise. Then a Logit model is employed to estimate 
the probability of an extreme exchange rate change as a function of the MPC- 
related variables. Only second meeting days when an interest rate change occurs 
are significantly related to extreme exchange rate returns. Table 5 reports es- 
timation results. The dummy variable for second meeting days, Day2, enters 
the regression with a coefficient of 1.5714 and a p-value of 0.04. Through sim- 
ulation methods utilizing the estimates reported in Table 5, the probability of 
observing an extreme exchange rate return is estimated to increase by a factor 
of 0.3928. So there is about a 40 percent increase in the probability of observing 
an extreme exchange rate event on the second day of MPC meetings when an 
interest rate change occurs. 
5.4.2 Intraday Data and Results 
Indicative quotes on the sterling-dollar exchange rate were obtained from HSBC. 
Since the daily results indicate that only the second MPC meeting days appear 
to be different from other days, we now take a microscopic look at these days. 
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In the high-frequency setting, our references to MPC meeting days is always 
with regard to second meeting days when the policy votes are taken. For each 
MPC meeting day we identified a control day as the same day of the week one 
week after the meeting. Then tick data on the sterling-dollar exchange rate 
were gathered for each meeting and control day from the first MPC meeting 
day in June 1997 to the September 2002 meeting. There are no data for the 
meeting on December 9,1999 or for the extraordinary unscheduled meeting of 
September 18,2001. 
We sampled the last quote of each 5-minute interval to create a series of 
exchange rate returns. The returns employed in the empirical work are the 
change in the logarithm of the 5-minute observations multiplied by 10,000 over 
the hours 7: 00-17: 00 London time. We have 63 MPC meeting days and 63 
control days. The data for each day are stacked in serial order to create a data 
set with 15,246 observations. 
Before turning to the specific questions addressed to the high-frequency data, 
we first discuss some general issues related to the model and estimation. The 
Markov model represented by equations (66), (67), and (68) above was used 
to estimate the effect of MPC-related activity on the transition probabilities. 
Preliminary estimates indicated that the mean is zero in both states, so states 
were identified by variance shifts. State 1 is the high-variance state associated 
with information-based trading and state 2 is the low variance state associated 
with the normal market conditions of liquidity trading. The estimated state 
1 variance is generally found to be about 2.5 times that of state 2. In terms 
of the transition probabilities, p'1 is the probability of remaining in the high- 
volatility state and p22 is the probability of remaining in the low-volatility state. 
Normally, we expect p22 >- p" and this is what the data reveal. Estimating 
a Markov-switching model with fixed transition probabilities resulted in the 
following estimates: pl l=0.810 and p22 = 0.945. The unconditional probability 
of being in state 2 associated with these transition probabilities is given as 
I -p" 
(1 _ p22) + (1 -p11) 
= 0.78 (68) 
so the unconditional probability of being in state 1 is 0.22. 
Statistically significant negative first-order autocorrelation was found in all 
models. Negative autocorrelation is a common finding in high frequency ex- 
change rate returns. Rather than report all model coefficients, the results asso- 
ciated with the questions of interest will summarize findings regarding the key 
coefficients and implied transition probabilities. 
Table 6 part A reports estimates of the constant transition probability model 
and then in part B the preferred model is presented. The payoff from estimating 
the endogenous transition probabilities is demonstrated by the likelihood ratio 
statistic of 103.88 (p-value of 0.00) associated with comparing part A as the 
restricted estimate and part B as the unrestricted. Transition probabilities are 
modeled as varying with dummy variables that switch to 1 at certain times of 
day and are equal to 0 otherwise. Preliminary estimates suggested that the 
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preferred model has p' 1a function of a constant and a dummy that is equal to 
one from 12: 00-13: 30 only on MPC meeting days when interest rates changed 
(Dum0i, 12-13: 30), while p22 is a function of a constant, a dummy equal to one 
on all MPC meeting days from 12: 00-13: 30 (Dumoi+nooj, 12-13: 30), a dummy 
equal to one on all days from 13: 30-17: 00 (Dumacl, 13: 30-17) ,a 
dummy equal to 
one from 11: 30-11: 55 on all MPC days (Dumpj+nooi, 11: 30-11: 55), and a dummy 
equal to one at noon on MPC days (Dumpf+nooi, 12)" Estimates are reported 
in Table 6, part B. It is seen that each of the determinants of p11 and p22 differ 
significantly from zero with p-values of 0.00. 
Turning now to the questions addressed with the intraday data, the first 
question is: 
D. Are meeting decisions "news" so that there is an exchange rate response 
following the noon announcement? 
The results in Table 6, part B indicate that the probability of remaining in 
the informed trading state p" is significantly higher from 12: 00-13: 30 following 
news that the MPC has raised interest rates. The implied change in p" is from 
0.764 before noon on days when the MPC raises interest rates to 0.933 from 
12: 00-13: 30 on those days. The probability of remaining in the tranquil state 
p22 is significantly lower at noon on MPC meeting days. The implied probability 
changes from 0.954 before 11: 30, to 0.906 from 11: 30-11: 55, and then to 0.291 at 
noon. In addition, p22 is significantly lower in late afternoon from 13: 30-17: 00 
on all days, but one may argue that the implied change in probability from 0.954 
before 13: 30 to 0.927 after 13: 30 is not economically significant. 
Following the baseline model estimates, Table 6 reports results for the sen- 
sitivity of the transition probability models over alternative specifications us- 
ing afternoon dummy variables in part C. In each case, the baseline model is 
augmented by an additional explanatory variable. These additional dummy 
variables represent the same time of day but over different days than those in- 
corporated in the preferred specification in part B. For instance, the first row 
reports the results of adding (Dumoi+nooj, 12-13: 30) to the p" equation. The 
additional variable has no explanatory power as seen by the p-value associated 
with the coefficient of the additional variable of 0.37. While not shown in the 
table, no other results are changed in any substantive way. The next five rows of 
the table report results for adding other explanatory variables to the preferred 
specification. In no case, does any variable enter significantly. The last two rows 
of part C report the results of adding means to the Markov-switching specifica- 
tion. It is clear that the estimated means for both state 1 and state 2 do not 
differ significantly from zero. No other results of the preferred specification are 
changed by the addition of the variables in part C of Table 6. 
The evidence in Table 6 presents a robust result: There is a systematic regime 
switch to the high-volatility informed trading state on MPC days when interest 
rates are changed. This effect is highly significant for the 1.5 hours following 
the interest rate announcement. After this time, the probability of remaining 
in the informed trading state falls significantly. This result for MPC days with 
interest rate news is clearly distinguished from other days and is not simply a 
"time of day" effect that exists in the market every day. The question posed 
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above, Are meeting decisions "news" so that there is an exchange rate response 
following the noon announcement? warrants a strong affirmative response. 
The second question addressed by the intraday evidence is: 
I. Is there evidence of positioning during the meetings prior to the policy 
announcement at noon? 
The previous results summarised in Table 6 established that the noon an- 
nouncement of interest rate changes were indeed price-relevant news as there 
is a switch to the high-volatility informed trading state immediately after the 
announcement. The current question requires that the pre-noon period receive 
a microscopic examination. Table 7 repeats the relevant coefficient estimates 
for the preferred model as initially shown in Table 6. The news anticipation 
effect is captured by the coefficient on the dummy variable for 11: 30-11: 55 on 
all MPC days. This variable is found to enter significantly in the p22 equa- 
tion. The coefficient of -0.37 with a p-value of 0.00 indicates a significant drop 
in the probability of remaining in the low-volatility state prior to noon. So 
there is some evidence that the market anticipates the news and takes positions 
accordingly. 
Parts A, B and C of Table 7 incorporate alternative dummy variables into 
the preferred model as a robustness check. This proceeds much like the analysis 
associated with the post-noon announcement effect. Starting with the baseline 
preferred model, we specify alternative dummy variables for the pre-noon period 
for our three different types of days: all days, all MPC meeting days, and MPC 
meeting days when an interest rate change was announced and examine the 
sensitivity of the estimates to the additional variables. Part A includes dummy 
variables for all days over alternative times of the morning. For instance, the 
first row of part A includes a dummy equal to 1 from 11: 45-11: 55 in the p" 
equation. The p-value indicates that this additional variable has no significant 
explanatory power. While not reported, no other results from the preferred 
model are affected by the inclusion of this variable. Similarly, the other variables 
added to the p1' and p22 equations have no significant explanatory power except 
for one case. The only moderately significant variable is the dummy for 11: 30- 
11: 55 in the p22 equation, with a coefficient of 0.67 and a p-value of 0.07. This 
suggests that the probability of remaining in the tranquil state p22 rises for all 
days during this time. So the negative effect found in the preferred model for 
MPC days is not capturing some daily event. On non-MPC days, p22rises rather 
than falls between 11: 30-11: 55. 
Part B of Table 7 incorporates additional morning dummy variables for all 
MPC days into the preferred model. In no case does the addition of any other 
morning dummy add any significant explanatory power to the model. Finally, 
part C incorporates additional morning dummy variables for MPC days with an 
interest rate change into the preferred model. There is one marginally significant 
variable in this case. The dummy variable for 11: 00-11: 55 enters significantly in 
the pll equation with a coefficient of -0.69 with a p-value of 0.08. This suggests 
a drop in the probability of remaining in the high-volatility state prior to the 
news on MPC days when interest rates change. 
Taken as a whole, there is some, albeit limited, evidence of regime switching 
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in terms of exchange rate volatility in the morning prior to the end of the MPC 
meetings. The evidence is strongest for the p22 equation for the 11: 30-11: 55 
time period. During this interval, there is a statistically significant drop in 
the probability of remaining in the low-volatility state. However, the implied 
change in probability is from 0.954 to 0.906. So one may argue that this is not 
economically significant. Of course, since the meetings always end prior to the 
noon announcement and the MPC's policy decision is known by insiders, the 
regime switching could be a result of signals read by market participants. This 
is not to claim that there are deliberate information leaks emanating from the 
committee. It may be something much more subtle (remember the Greenspan 
briefcase story presented earlier). The evidence presented here indicates no 
particularly large probability shifts prior to meeting end. This is certainly true 
if one considers the probabilities of regime switching in the morning compared 
with the afternoon. The news impact appears to be much larger than any 
anticipation effect. 
The implications of the intraday estimation results for the transition prob- 
abilities are summarized in the figure below. This plots p'1, the probability of 
remaining in the high-volatility, informed-trading state, for the three types of 
days in our sample as generated by the preferred model reported in Table 6. 
This probability is averaged across all observations for each type of day for each 
5-minute interval. One can see dramatic differences in pll across types of days 
and time of day. It is clear that non-MPC meeting days are characterized by 
low-volatility, liquidity trading as the probability of remaining in the informed 
trading state is quite low all through the day, fluctuating between 0.1 and 0.3. 
On MPC meeting days when no interest rate change occurs, there is an increase 
in the average p" that begins around 11: 30 and continues until noon when it 
peaks at about 0.65. After this peak at noon, the probability quickly falls to 
about 0.30 by 12: 30 and then by 13: 30 is quite similar to the afternoon pattern 
on non-MPC days. On MPC meeting days when an interest rate change occurs, 
there is a dramatic jump from less than 0.20 to more than 0.90 at noon when 
the policy announcement is released. Then p'1 remains above 0.70 until about 
13: 00 after which it continues to fall so that by about 13: 30 it appears to follow 
a pattern much like other days. The evidence in the figure indicates that MPC 
days are indeed different from other days. Whether interest rates change or 
not, the noon policy announcement appears to be price-relevant news. There is 
some modest evidence of positioning in advance of the announcement on MPC 
days when no interest rate change occurs, but for days when interest rates are 
changed, it appears that the market response comes immediately at noon with 
the news. 
The impact of MPC policy announcements upon the probability of being in 
either volatility state may depend significantly upon whether announced policy 
actions are expected by market participants. Market expectations can be mea- 
sured in three ways. First, news wire services such as Bloomberg and Reuters 
canvass the views of market economists ahead of each MPC meeting, providing 
a snapshot of expectations amongst approximately twenty five well-informed 
market participants. Second, changes in deposit interest rates between the days 
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immediately before and after the MPC announcement day can provide evidence 
of any surprises in the money markets. And third, evidence of policy surprises 
can also be gauged from price action in the futures market, for instance the 
short sterling interest rate contract traded on LIFFE. 91 A policy surprise com- 
mon to all three of these participant groups may be particularly relevant for 
the behaviour of sterling-dollar around the time of MPC policy announcements. 
There have been a number of common shocks since the formation of the MPC 
in June 1997, particularly during the initial period of the MPC's existence as 
market participants gained some understanding of the committee's policy re- 
action function. More recently, following this learning period,. there have been 
few common shocks using our preferred metrics. For this reason, we chose not 
to incorporate the impact of policy surprises into our intraday analysis of the 
MPC. 
5.5 Summary and Conclusion 
The MPC was created in 1997 to foster monetary policy consistent with stable 
inflation and economic growth. Since the MPC meets at regularly scheduled, 
pre-announced times and the policy decision is always announced at noon, the 
meetings provide a natural laboratory for examining exchange rate dynamics 
on days when monetary policy is formulated. Our particular interest is with 
respect to the news content of the policy announcement and whether there is 
any evidence of positioning during the meeting prior to the announcement. 
Daily data on the sterling-dollar exchange rate are employed to analyse any 
differences that may exist regarding exchange rate returns on the three kinds of 
days associated with MPC meetings: the pre-meeting briefing day; the first day 
of the meeting; and the second day of the meeting when the policy announce- 
ment is made. First, we examine tests of the equality of means and variances for 
the three different types of days versus all other days. There is no evidence of 
any statistically significant difference in means or variances across days. How- 
ever, the test for the equality of the variance on second meeting days versus all 
other days had the lowest p-value of 0.15. Second, we estimate models of daily 
exchange rate returns to infer if information on MPC meeting days contains 
any explanatory power. Estimation results suggest that daily exchange rate re- 
turns are well characterized by mean zero changes and meeting day information 
has no explanatory power for returns. However, evidence of strong GARCH 
effects in the daily returns was found and incorporation of MPC meeting day 
information in the conditional variance equation revealed evidence of greater 
conditional volatility on second meeting days when interest rates are changed. 
Third, we estimate the probability of observing an extreme exchange rate event, 
defined as a return in excess of 2.5 standard deviations of the mean return, as a 
function of information related to MPC meetings. The evidence suggests that 
the probability of observing an extreme exchange rate change increases by about 
40 percent on the second day of MPC meetings when an interest rate change is 
91 London International Financial Futures Exchange. 
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announced. 
The evidence from daily data suggests that only the second days of MPC 
meetings are different from other days in terms of exchange rate dynamics. 
After the bird's-eye view given by the daily data, we then turn to a microscopic 
view of second meeting days provided by intraday exchange rate returns. A 
high-frequency sample of 5-minute observations over 7: 00-17: 00 London time is 
analysed using a Markov-switching framework. We assume that there exist two 
states: state 1, the high-volatility state associated with informed trading, and 
state 2, the low-volatility state associated with liquidity trading. We diverge 
from the usual non-linear regime-switching framework to model endogenous 
transition probabilities as a function of information regarding the meeting days. 
The transition probabilities are found to systematically switch on meeting days. 
The probability of remaining in the high volatility state is estimated to increase 
from 0.764 before noon to 0.933 from 12: 00-13: 30 on MPC days when interest 
rates are changed. In addition, the probability of remaining in the low volatility 
state is estimated to fall from 0.954 before 11: 30, to 0.906 from 11: 30-11: 55, 
to 0.291 at noon on MPC meeting days. So the evidence indicates that there 
is a statistically and economically significant news effect related to the noon 
announcement. 
Regarding anticipation of the policy announcement, the finding that the 
probability of remaining in the low-volatility state falls from 0.954 before 11: 30 
to 0.906 from 11: 30-11: 55 is statistically significant, but is of very limited eco- 
nomic significance. This is the strongest evidence found for any policy antici- 
pation effect of market positioning in anticipation of the announcement. So to 
answer the question posed in the title: Can an old lady keep a secret? The an- 
swer appears to be yes. The second day of MPC meetings is best characterized 
as having a strong exchange rate reaction to the news announcement at noon 
with little evidence of positioning during the morning period of the meeting. 
214 
References 
[1] Bean, C. (1999), The formulation of monetary policy at the Bank of England. 
Bank of England Quarterly Bulletin, May, 434-441. 
[2] Danielsson, J. and R. Payne (2002), Real Trading Patterns and Prices in 
Spot Foreign Exchange Markets. Journal of International Money and Finance 
21 (2), 203-222. 
[3] Diebold, F., J. H. Lee and G. Weinbach (1994), Regime Switching with Time- 
Varying Transition Probabilities. In: Hargreaves, C. (Ed. ), Nonstationary 
Time Series Analysis and Cointegration. Oxford University Press, Oxford 
and New York, pp. 283-302. 
[4] Engel, C and J. D. Hamilton (1990), Long Swings in the Dollar: are They 
in the Data and Do Markets Know it? American Economic Review 80 (4), 
689-713. 
[5] Hamilton, J. D. (1990), Analysis of Time Series Subject to Changes in 
Regime. Journal of Econometrics 45,39-70. 
[6] Hamilton, J. D. (1994), Time Series Analysis. Princeton University Press, 
Princeton, NJ. 
215 

































December 9,1999 (Data unavailable) 
INTEREST RATE DECISION 
Up 1/4 % 
Up 1/4 % 
Up 1/4 % 
No change 
No change 











Down 1/4 % 
Down 1/2 % 
Down 1/2 % 
Down 1/4 % 
Down 1/2 % 
No change 
Down 1/4 % 
No change 
Down 1/4 % 
No change 
No change 





Table 1 (cont. ): Monetary Policy Committee Meetings and Inter- 
est Rate Decisions 
DATE INTEREST RATE DECISION 
January 13,2000 Up 1/4 % 
February 10,2000 Up 1/4 % 
March 9,2000 No change 
April 6,2000 No change 
May 4,2000 No change 
June 7,2000 No change 
July 6,2000 No change 
August 3,2000 No change 
September 7,2000 No change 
October 5,2000 No change 
November 9,2000 No change 
December 7,2000 No change 
January 11,2001 No change 
February 8,2001 Down 1/4 % 
March 8,2001 No change 
April 5,2001 Down 1/4 % 
May 10,2001 Down 1/4 % 
June 6,2001 No change 
July 5,2001 No change 
August 2,2001 Down 1/4 % 
September 6,2001 No change 
September 18,2001 (data unavailable) Down 1/4% 
October 4,2001 Down 1/4 % 
November 8,2001 Down 1/4% 
December 5,2001 No change 
January 10,2002 No change 
February 7,2002 No change 
March 7,2002 No change 
April 4,2002 No change 
May 9,2002 No change 
June 6,2002 No change 
July 4,2002 No change 
August 1,2002 No change 
September 5,2002 No change 
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Table 2: Descriptive Statistics for sterling-dollar Exchange Rate 
Exchange Rate d(log(Exchange Rate) 
Mean 1.5572 -0.000023 
Median 1.5890 -0.000129 
Maximum 1.7222 0.019967 
Minimum 1.3730 -0.020414 
Standard Deviation 0.0936 0.004823 
Skewness -0.2530 0.11245 
Kurtosis 1.5323 4.0908 
Jarque-Bera Statistic* 0.00 0.00 
ADF test statistic -1.5285 -16.3970 
Notes: The table reports daily exchange rate data for the sterling-dollar 
exchange rate over the period of May 1,1997 to September 30,2002. Descriptive 
statistics for both the exchange rate level and returns are reported. * indicates 
p-value. 
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Table 3: Tests for Equality of Exchange Rate Return Means and 
Variances: MPC Meeting Days versus Other Days 
Variable 
All 2nd meeting days 
All Ist meeting days 
All briefing days 
2nd meeting days with interest rate change 
Ist meeting days before interest rate change 
Briefing days before interest rate change 







Notes: The table reports p-values for tests of the equality of means and 
variances between the MPC event days listed in the first column and the rest of 
the sample days. The mean equality test is a t-test and the equality of variances 
is tested with an F-statistic. The 2nd meeting days are the days when the policy 
decision is announced at noon (typically a Thursday). The 1st meeting days are 
the days when the afternoon discussions are held (typically a Wednesday). The 
briefing days refer to the Friday information sessions that are held at the end of 
the week prior to the MPC meetings. The last 3 rows of the table reports the 
p-values for MPC meetings where interest rates were changed. 
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Table 4: GARCH Model of Daily Exchange Rate Returns 
Variable Coefficient Estimate p-value 
Mean equation: 
Constant 000012 0.92 
AR(1) 0.0398 0.15 
AR(2) -0.0541 0.08 
Variance equation: 
Constant 5.98x10-7 0.02 
ARCH(1) 0.0269 0.00 
ARCH(2) 0.9461 0.00 
Briefing -1.02x10-6 0.78 
Dayl -3.10x10-6 0.56 
Day2 1.42x10-5 0.05 





Notes: The dependent variable in the mean equation is daily sterling-dollar 
exchange rate returns over the period May 1,1997 to September 30,2002. 
Dummy variables related to MPC meetings when interest rates were changed 
are incorporated in the variance equation. Dummies equal 1 on the day specified 
and zero otherwise. In addition, the absolute value of the announced interest 
rate change is included in the variance equation. 
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Table 5: Logit Model of Extreme Exchange Rate Returns 
Variable Coefficient Estimate p-value 
Constant -3.9227 0.00 
Day2 1.5714 0.04 
log-likelihood -135.04 
Extreme exchange rate returns are defined as those exceeding 2.5 standard 
deviations based upon the sample standard deviation of returns over the sample 
period of May 1,1997 to September 30,2002. A binary dependent variable equal 
to 1 on days with extreme returns and 0 otherwise is used in the estimation. 
Only the dummy variable for the second day of MPC meetings when an interest 
rate change occurred was found to have a significant relationship. 
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Table 6: Markov-Switching Model of MPC News and News An- 
ticipation Effects 
A. Constant Transition Probability Model 
p11 p 22 
Constant 0.88 1.60 
(0.00) (0.00) 
Log Likelihood -44302.72 
B. Preferred Model 
p11 p22 
Constant 0.72 1.68 
(0.00) (0.00) 
dum0i, 12-13.30 0.78 
(0.00) 
dumpf+noDi, 12-13.30 -0.34 
(0.00) 
duMall, 13.30-17 -0.22 
(0.00) 
dumpf+noDi, 11.30-11.55 -0.37 
(0.00) 
dumAi+noDi, 12 -1.90 
(0.00) 
Log Likelihood -44250.78 
The table reports estimates of a Markov-switching model for sterling-dollar 
exchange rate returns sampled at a frequency of 5-minutes over the London 
business day. Transition probabilities are modeled as switching endogenously 
as a function of MPC-related events as in (0 denotes the cumulative normal 
density function) : 




p22 = (D(CY22 +E 322, kdumk) (70) 
k 
Dummy variables are equal to 1 for time-of-day indicated and for days identified 
by the following notation: Ai, MPC days when interest rates were changed; 
Di + noAj, all MPC days; and alli, all days. P-values in parentheses in table. 
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Table 6 (cont. ): Markov-Switching Model of MPC News and News 
Anticipation Effects 
C. Robustness Check over Different Days 
p11 & Dumpi+noDi, 12-13.30 
p11 & Dumall, 12-13.30 
p22 & Dumoi, 12-13.30 
p22 & Dumall, 12-13.30 
1 22 & DumAi+noDi, 13.30-17 




















Notes: Table shows result of inclusion of additional variables in the preferred 
model specification of Part B (same times as in B but for different days). P- 
values in parentheses in table. 
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Table 7: Markov-Switching Model of MPC News Anticipation Ef- 
fects 
A. Alternative specifications to Preferred Model reported in Table 6 
Coefficient Logl 
p" & Dumall, 11.45-11.55 0.48 -44250.32 
(0.44) 
pll & Dumatt, 11.30 -11.55 0.15 -44250.64 
(0.59) 
pll & Dumail, 11.15 _11.55 -0.07 -44250.73 (0.75) 
pll & Dumali, 11. o0 _11.55 -0.07 -44250.70 (0.67) 
p11 & Dumall, 9.00- 11.55 0.08 -44250.48 
(0.41) 
p22 & Dumall, 11.45 -11.55 0.06 -44.250.74 
(0.77) 
p22 & Dumall, 11.30 -11.55 0.67 -44248.09 
(0.07) 
p22 & Dumalt, 11.15 -11.55 0.62 -44246.72 
(0.13) 
p22 & Dumact, 11.00 -11.55 0.21 -44249.66 
(0.15) 
p22 & Dumall, 9.00- 11.55 -0.03 -44250.71 
(0.69) 
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Table 7 (cont. ): Markov-Switching Model of MPC News Antici- 
pation Effects 
B. Alternative specifications to Preferred Model 
Coefficient Logl 
p11 & DumAi+n, oDi, 11.45-11.55 0.84 -44250.11 
(0.47) 
pll & Dumpi+noDi, 11.30-11.55 1.67 -44248.49 
(0.62) 
p11 & Dumpi+n, oAi, 11.15-11.55 0.09 -44250.75 
(0.83) 
pll & DumAi+noDi, 11.00-11.55 -0.16 -44250.56 
(0.50) 
P" & DumAi+noAi, 9.00-11.55 -0.04 -44250.73 
(0.73) 
p22 & DumOi+noDi, 11.45-11.55 5.42 -44248.02 
(0.99) 
p22 & Dumoz+no0i, 11.30_11.55 -0.00 -44250.78 
(0.99) 
p22 & DumOi+noDi, 11.15-11.55 0.52 -44250.23 
(0.47) 
p22 & Dumoi+nooi, 11.00-11.55 -0.07 -44250.73 
(0.74) 
p22 & DumAZ+noDi, 9.00-11.55 -0.09 -44250.27 
(0.28) 
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Table 7 (cont. ): Markov-Switching Model of MPC News Antici- 
pation Effects 
C. Alternative specifications to Preferred Model 
Coefficient Logl 
p11 & Dum0i, 11.45 -11.55 -1.26 -44249.73 
(0.13) 
pll & Dumoi, 11.30 -11.55 -0.73 -44250.00 (0.12) 
pll & Dum02,11.15 -11.55 0.08 -44248.42 
(0.84) 
pll & Dum0i, 11.00 -11.55 -0.69 -44249.21 
(0.08) 
p11 & DumAi, 9.00- 11.55 0.01 -44250.78 
(0.96) 
p22 & DumAi, 11.45 -11.55 
0.53 -44249.09 
(0.55) 
p22 & Dum0i, 11.30 -11.55 0.06 -44248.39 
(0.95) 
p22 & Dum0i, 11.15 -11.55 
0.77 -44247.98 
(0.99) 
p22 & Durn 
, i,. oo -11.55 
0.90 -44249.19 
(0.37) 
p22 & DumAi, 9. oo- 11.55 0.02 -44250.77 
(0.86) 
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