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Abstract
Energy is a primary resource in multi-hop wireless networks with small devices powered by battery.
Minimizing energy consumption without affecting communication activities is crucial to prolong the
lifetime and improve robustness of the network. One effective way to reduce the energy consumption
of wireless devices, termed power management, is to put the entire or part of the system in the
low-power state.
In this thesis we develop a comprehensive set of solutions to power management in multi-hop
wireless networks from protocol design, performance analysis to empirical evaluation. The main
objective is to achieve energy conservation with moderate and controllable performance degrada-
tion. We first propose an on-demand power management framework that utilizes the short-term
dependency in packet arrivals and the intrinsic correlation between on-demand routing protocols
and data delivery to achieve energy saving, while not introducing significant delivery latency. Both
simulation studies and empirical evaluation demonstrate significant energy savings of on-demand
power management. To counter the problems of a centralized time server and poor adaptability to
network dynamics in synchronized wakeup schedules (e.g., IEEE 802.11 PSM), we then design an
optimal asynchronous wakeup schedule based on the theory of block design. Two power manage-
ment schemes, i.e., slot-based and on-demand power management are investigated and evaluated
in conjunction with the proposed asynchronous wakeup protocol. In the third part of the thesis, we
develop queuing models to characterize energy consumption, delay and throughput as a function
of wakeup schedule and power management strategies, and analyze the energy-performance trade-
off in power managed networks. We also implement several modules and APIs in TinyOS 1.0 for
time-synchronization, profiling the energy consumption and facilitating power management of small
wireless devices. The effectiveness of the proposed power management protocols are corroborated
by the measurement-based study using UCB motes.
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Chapter 1
Introduction
With the proliferation of portable computing platforms, self-configured multi-hop wireless networks
have received more and more attentions as a means of collecting, exchanging and disseminating
information in both military and civilian environments. As compared to the traditional cellular
voice/data networks, multi-hop wireless networks do no require fixed infrastructure support and
centralized control. Multi-hop relays can overcome the inherent constraint of wireless communica-
tion range and thus increase the service availability.
There are two major types of multi-hop wireless networks, i.e., mobile ad hoc networks (MANETs)
and wireless sensor networks (WSNs). A MANET is an autonomous collection of mobile users that
communicate over bandwidth-constrained wireless links. Examples of MANETs range from small,
semi-static networks that are constrained by power sources, to large-scale, mobile, highly dynamic
networks, including bluetooth [1], roof-top systems [6], HomeRF [3] and mobile infostation net-
works [31], just to name a few. WSNs consist of a number of sensors (and actuators) spread across
a geographical area. Each sensor is equipped with wireless communication capability and suffi-
cient intelligence for signal processing, data transport and possibly the ability to take controlled
actions. WSNs are attractive in many application scenarios, such as battlefield surveillance and
target tracking, habitat monitoring and environmental observation, tele-monitoring of human phys-
iological data and location of patience and doctors in a hospital environment. Several hardware
prototypes of wireless sensor nodes (UCB motes [35], µAMPS [5], GNOME [76] and MANTIS [9])
are either commercially available or under development.
In both types of networks, in order to facilitate untethered communication, most small devices
are battery-powered and operate on an extremely frugal energy budget. Moreover, some of the
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aforementioned wireless networks may be deployed in remote or hostile environments, thus making
it impossible to replace the battery. Even in the case that wireless devices possess self-power
capability and can extract energy from the environment by converting solar power, mechanical
vibration into electronic power [57], it is desirable to keep the energy-dissipation level below 100
micro watts in order to eliminate frequent battery replacement. Therefore, the scarcity in battery
power coupled with the need for long term deployment, poses challenging research problems in
designing and evaluating energy-efficient protocols in multi-hop wireless networks.
In this thesis, we investigate the issue of power management in multi-hop wireless networks.
The study hinges on the observations that wireless devices incur significant power consumption in
idle states as demonstrated by both existing experimental studies [27] and our own measurement
results (Chapter 6). As most modern wireless devices can be put to different power states to
conserve energy, power management, which turns devices to low-power states when they are not
in use, is a very promising technique to conserve energy. The objective of this thesis is to devise
and evaluate power management schemes to reduce the energy consumption in idle periods while
minimizing the performance penalty thus incurred.
1.1 Main Contributions
The main contribution of this thesis is that it provides a comprehensive set of solutions to power
management in multi-hop wireless networks. We discover that the effectiveness of power manage-
ment is determined by the degree of coordination among communication entities and the amount of
cross-layer information utilized. We devise a suite of protocols that explore the design space from
asynchronous to time-synchronized systems, from reactive to proactive solutions, from approaches
that are agnostic to cross-layer information to ones that utilize hints from higher layers if available.
We quantify the impact of the degree of coordination and pro-activeness on energy-performance
trade-off through combinatorial analysis and queuing models. Finally, we evaluate our proposed
protocols using both event-driven simulations and experiments on a lab motes testbed. We lay
out the communication stack and modular support for power management in TinyOS and design
a suite of benchmark tests to profile the energy consumption of wireless sensor nodes.
2
1.2 Outline of the Thesis
A power management policy in wireless networks needs to make the following decisions:
1. which set of nodes should perform power management,
2. when a power-managed node switches to the low-power state, and
3. when a node in the low-power state switches to the active state.
The first problem is contingent upon the power source of the devices and various economic
reasons [21]. In this thesis, without loss of generality we assume that all nodes in multi-hop
wireless networks need to be power-managed. However, the control parameters in the proposed
power management schemes can be set in a way that a node remains active only when needed.
Reactiveness in maintaining and distributing state information is an important design principle
in multi-hop wireless communication. On one hand, distribution of state information can be costly
in terms of power consumption due to the scale of the network. On the other hand, the state
information may become stale quickly because of network dynamics. In Chapter 3, we apply
such a design principle and propose an on-demand power management framework to tackle the
second problem. The key idea is to switch a node to low-power state upon detection of prolonged
idleness. Soft states for power management are established and refreshed by data and control
packet transmissions. Upon timeout of the soft state, a node is switched to the low-power state.
We conduct extensive simulations to study the sensitivity of the parameter setting, impact of cross-
layer information and performance of on-demand power management in conjuction with various
routing protocols. It has been demonstrated that the on-demand power management can indeed
effectively tie the energy consumption with the communication in the network as only nodes on the
communication path are kept active. Althought it has been observed that reactive protocols usually
suffer from long startup time in establishing the initial set of states, on-demand power management
alleviates such problems by providing a control parameter to adjust the delay incurred with respect
to traffic load.
Power management in multi-hop wireless networks differs from stand-alone systems in that
distributed coordination is required as all the entities have to be put in the active state for the
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communication to take place. One important question is how to coordinate the power manage-
ment states among distributed communication entities without global synchronization. Without
prior knowledge of the neighboring set or in cases of highly mobile environments where neighbor
information is volatile, it is desirable to have deterministic bounds to discover the neighbors and
their power management schedules while minimizing the energy consumption in idle periods. In
Chapter 4, we provide a solution to the third problem and design an asynchronous wakeup schedule
based on the theory of block design. The idea is similar to ensuring mutual exclusion in distributed
systems but with a stronger shift-invariant property. The theoretical result is applicable to both
homogeneous and heterogeneous scenarios where nodes may have similar or different residual bat-
tery power. The asynchronous wakeup mechanism can work with on-demand power management
seamlessly to provide energy saving with a controllable impact on the performance. From the sim-
luation studies, we observe 40-80% saving in energy consumptions while keeping the average delay
comparable to a network without power management.
It has long been recognized that energy conservation usually comes at the cost of degraded
performance such as delay and throughput both in stand-alone systems and communication net-
works. In Chapter 5, we develop analytical models to quantify such a trade-off under different
power management policies. Based on the decision when to put nodes to low-power states, we cate-
gorize power management policies into two classes, i.e., 1) time-out driven and 2) polling-based. A
M/G/1/K model with multiple vacations and an attention span is used to characterize the time-out
driven policies, while transient analysis technique is applied to derive state transition probabilities
in polling-based systems. We show numerically how different system parameters affect the energy-
performance trade-off. We find that for time-out driven power management policies, the “optimal”
policy exhibits a threshold structure, i.e., when the traffic load is below certain threshold, a node
should switch to the low-power state whenever possible and always remain active otherwise. From
our analysis, contrary to general belief, polling-based policies such as the IEEE 802.11 PSM are
not energy efficient for light traffic load.
To empirically evaluate the performance of our proposed power management schemes, we present
in Chapter 6 a layout of the power management modules and communication stack in TinyOS [35]
with emphasis on the generality and robustness of communication primitives supported. The set
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of APIs can be used for various routing and power management protocols. We then implement the
proposed on-demand power management framework and the asynchronous wakeup mechanism on
a lab motes testbed. Experimental studies validate the design of these protocols. We also design a
suite of benchmark tests to profile the energy consumption of sensor nodes in TinyOS.
In Chapter 2, we first introduce the energy characteristics in multi-hop wireless networks and
then give an overview of related work. We conclude the thesis with future research directions in
Chapter 7.
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Chapter 2
Background
In this chapter we introduce the energy characteristics in multi-hop wireless networks and give an
overview of related work. We also define several terms that will be used throughout the thesis.
2.1 Energy Consumption of Multi-hop Wireless Networks
The first step to derive power management solutions in multi-hop wireless networks is to understand
the energy dissipation characteristics of multi-hop wireless networks from both the hardware and
system perspectives.
2.1.1 A Hardware Perspective
There have been significant research efforts [63,74] on quantifying and modeling the power consumed
by individual components in a wireless device. Take a wireless sensor node as an example [58]. The
system architecture of a canonical wireless sensor node is given in Figure 2.1. The node consists of
four subsystems: i) a computing subsystem ii) a communication subsystem iii) a sensing subsystem,
and iv) a power supply subsystem.
In the power supply subsystem, factors that affect the battery lifetime include the discharge rate
(i.e., the amount of current drawn) from the battery, the efficiency factor of the DC-DC converter
(which is responsible for providing a constant supply voltage to the rest of the node while utilizing
the complete capacity of the battery) as well as the pattern of discharge. For example, It is well-
known that the battery lifetime can be significantly increased if the system operates in a pulsive
manner (i.e., switching between high and low current draw) [23].
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Figure 2.1: A sensor node structure [58]
Depending on the type of sensing tasks, energy consumption of the sensing subsystem ranges
from negligible (for passive sensing such as temperature measurement) to significant (for active
sensing, such as sonar rangers and narrow field-of-view sensors that require re-position, i.e., cameras
with pan-zoom-tilt). For example, to conserve energy, it is sometimes desirable to use inexpensive
vigilant sensors like seismic to detect pending events and trigger the operation of more power-
consuming sensors such as acoustic or photographic sensors and put them to low-power states as
long as possible.
The micro-controller unit (MCU) in the computing subsystem is responsible for the control of
sensing components, the execution of communication protocols and performing signal processing al-
gorithms on gathered sensor data. Commonly used MCUs are Intel’s StrongARM micro-processors
and Atmel’s AVR micro-controllers. While the choice of MCU is dictated by the required per-
formance levels, it can also significantly impact the node’s power dissipation characteristics. For
example, the Intel’s StrongARM micro-processors, which are commonly used in high-end sensor
nodes, consume around 400mW of power in executing instructions, whereas the ATmega102L AVR
micro-controllers only around 16.5mW but at a much lower performance level. Another feature is
that, MCUs usually support various operating modes, including active, idle and sleep modes for
power management purpose. For example, the StrongARM micro-processors consume 50 mW of
power in the idle mode and 0.16mW in the sleep mode. This capability can be leveraged using
dynamic power management (DPM) [13]. A widely adopted scheme for DPM is to shutdown a
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sensor node or put it to one of several sleep modes in the absence of interesting events. While
the shutdown techniques save energy by turning off idle components, it incurs additional transition
costs. Further energy saving is possible in the active state through the use of dynamic voltage
scaling (DVS) [54] by dynamically adapting the processor’s supply voltage and operating frequency
to meet the instantaneous processing requirement. The MCU budget can be scheduled by the
operating system which has global knowledge of the performance and fidelity requirements of all
the applications through the direct control of underlying hardware resources using DVS.
Of most interest to us is the energy consumption of the communication subsystem. It can be
decomposed into two parts, the radio electronics (such as the frequency synthesizer and mixers)
and the RF output. The overall power consumption of the communication subsystem is determined
by the modulation scheme used, the data transmission rate, the transmit power and the operation
mode (i.e., transmit, receive, idle and sleep). For short range transmission at the GHz carrier
frequency, the energy consumption of the communication subsystem is dominated by the radio
electronics, which is on the order of 10-100mW. The output transmit power, on the other hand, is
only about 0dBm (1mW) for bit error rate (BER) as low as 10−5 at 1Mbps. Moreover, the power
consumed for receiving data can be greater than the power consumed for transmitting packets for
short transmission distances, since more circuitry is required to receive/decode signals. Shih et
al. [64] have characterized the average power consumption of the radio in active states as,
Pactive = Ntx[Ptx(Ton−tx + Tst) + PoutTon−tx] + Nrx[Prx(Ton−rx + Tst)], (2.1)
where Ntx/rx is the average number of times per second that the transmitter/receiver is used, Ptx/rx
is the power consumed by the transmitter/receiver, Pout is the output transmit power, Ton−tx/rx
is the transit/receive on-time (actual data transmission/reception time), and Tst is the start-up
time of the transceiver. Using the free-space propagation model (which is appropriate for short-
range communication), Pout can be approximated by ²amp · r · d2, where ²amp ∝ (2b − 1)(J/bit/m2)
is the energy consumed to deliver one symbol (corresponding to b bits) information over one unit
distance with an acceptable SNR, r is the data rate and d is the distance of the transmission. Ptx/rx
is affected by the modulation scheme chosen. For example, multi-level modulation like M-PSK/M-
QAM can achieve higher bandwidth efficiency and hence the Ton−rx/tx can be reduced at the cost
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Table 2.1: Energy Consumption of Rockwell’s WINS Node
MCU Mode Sensor Node Radio Mode Power (mW)
Active On Tx (Power: 36.3mW) 1080.5
Active On Tx (Power: 19.1mW) 986.5
Active On Tx (Power: 3.47mW) 815.5
Active On Tx (Power: 0.12mW) 771.1
Active On Rx 751.6
Active On Idle 727.5
Active On Sleep 416.3
Active On Removed 383.3
Sleep On Removed 64.0
Active Removed Removed 360.0
of increased Ptx and Pout. Lastly, the start-up overhead associated with switching from the sleep
mode to the active mode is not negligible in both time and energy dissipation. A typical start-up
time is on the order of 100µs. This implies that the control granularity of switching between modes
should not be too small.
To account for the energy consumption in idle state and low power state, Eq. (2.1) is modified
as,
Pradio = Pactive + TidlePrx + TsleepPsleep (2.2)
where Tidle and Tsleep are percentage of time in the idle and low-power states. We use Prx to
approximate the power consumption in idle periods. Psleep is the power consumed in sleep state and
typically Psleep << Prx. From Eq. (2.2), to reduce the power consumption of the communication
subsystems, one can reduce the communication-time power consumption Pactive and/or reduce the
idle-time power consumption by reducing the idle period Tidle.
As an example, Table 1 shows the power consumption characteristics of Rockwell’s WINS
node [56], a high-end sensor node equipped with a powerful StrongARM SA-1100 processor, a
radio module from Conexant System, and several sensors including acoustic and seismic ones. In
Chapter 6, we conduct a measurement study of the power consumption of UCB motes and observe
similar trend in idle and transmission energy expenses.
In summary, the hardware characteristics of wireless devices under short range communications
have a great impact on the system design of communication protocols for multi-hop wireless net-
works. It should be noted that although the exact levels of energy dissipation may be subject
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to changes with the advancement of Micro-electro-mechanical system (MEMS) technologies, the
main trend is expected to remain the same due to the fundamental limit of communication and
computation laws for circuit design and channel capacity.
2.1.2 A System Perspective
Two important observations can be made from the discussion in Section 2.1.1. First, it is often
desirable to put various parts of the wireless node in low-power modes to conserve energy. Secondly,
reducing the transmission range by adjusting the transmit power can only affect the power con-
sumption of the RF output, which may not lead to significant power saving in the communication
subsystem. Minimum-energy routing schemes [48, 60], which favors relaying through a third node
may not be energy efficient as more nodes are kept active.
From the system perspective, we observe several fundamental trade-offs among fidelity, latency
and energy consumption in multi-hop wireless networks. By fidelity, we mean the objective quality
of the application-layer data. For example, in acoustic tracking applications, fidelity can be defined
as the frequency to successfully locate targets within the required resolution. In environment
monitoring, fidelity is determined by the number of samples and variations of the monitored events
over the interested time interval. In most cases, packet loss rate reflects the level of fidelity in
the end-to-end data transport. Latency is the delay incurred to obtain the application-layer data
remotely and is associated with the subjective quality of the data. For example, in sentry services,
if an alarm arrives too late for the guard to take any action, the information is of little use. In
general, the user satisfactory level is a function of both fidelity and latency.
Advancement in low-power circuitry design can greatly reduce the energy cost of wireless devices
in the long run. Meanwhile, given the energy, bandwidth and computation constraints of multi-hop
wireless networks, it is necessary to explore the richness in trade-offs between the fidelity, latency
and energy consumption illustrated next.
• Fidelity-latency trade-off: Increasing the fidelity of data in general implies more sophisti-
cate processing. In multi-hop wireless networks, computation can be performed both at the
end points or at intermediate nodes. For example, to improve the confidence level of sensing
data and reduce the load in the network, data can be aggregated and/or “compressed” at
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intermediate nodes. Alleviating the network congestion improves the packet delivery ratio in
the network. On the other hand, to facilitate processing at intermediate nodes, data packets
have to be buffered at intermediate nodes and thus incur longer delay.
• Fidelity-energy consumption trade-off: As mentioned in previous sections, the power
consumed in the communication subsystem is determined by the modulation scheme, the
transmission rate and the transmit power level. All these factors may affect the quality of
the received signal. More sophisticated signal processing techniques for signal detection and
error correction incur more computation overhead at the receiver side and thus consume more
energy.
• Latency-energy consumption trade-off: The trade-off between latency and energy con-
sumption spans multiple layers of the system. In the physical layer, the power management
modes of MCUs and radio components affect the latency in event detection and the per-hop
latency of communication. In the MAC layer, scheduling policies affect both the latency and
the overall energy consumed in delivering packets. In the network layer, power-aware routing
determines the route and per-hop transmit power. If a larger transmit power is chosen, a
shorter route is used and thus incurring less delay.
In this thesis, we explore and exploit the energy-performance trade-off in the design and analysis
of power management protocols.
2.2 Related Work
Energy-efficient design in multi-hop wireless networks spans all layers of the communication protocol
stack. Each layer has access to different types of information about the communication in the
network, and thus can exploit different mechanisms for energy conservation. Existing solutions to
energy conservation roughly fall into three categories: i) power control, ii) power-aware routing,
and ii) power management. In what follows, we give a succinct overview of related work in the
three categories.
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2.2.1 Power Control
Topology Management Topology management (a. k. a. topology control) aims to adjust the
transmit power of wireless nodes to reduce MAC-level interference and increase traffic carrying
capacity [32, 33] subject to connectivity constraints. Several topology management algorithms
[16, 39, 46, 48, 52, 59, 60, 75] have been proposed in the literature. We describe two representative
approaches: one is distributed and the other is localized.
COMPOW [52] argues for the need of finding the minimum common power for topology man-
agement. In COMPOW, each node runs several routing daemons in parallel, one at a specific power
level. Each routing daemon maintains its own routing table by exchanging control messages at the
corresponding power level. By comparing the entries in different routing tables, each node can
determine the smallest common power that ensures the maximal connectivity. The major draw-
back of COMPOW is the significant message overhead incurred, as each node has to run multiple
daemons, each of which exchanges the link state information with its counterparts at other nodes.
CBTC(α) [75] is a two-phase localized algorithm in which each node finds the minimal power
p to ensure that the node can reach some node in every cone of degree α. The algorithm has
been proved to preserve network connectivity if α < 5pi/6. Several optimization methods (that are
applied after the topology is derived under the base algorithm) are also discussed to further reduce
the transmit power. CBTC results in heterogeneous transmit power level at each node.
Energy-efficient broadcast Power-efficient multicast/broadcast protocols [18,45,65,77,78] aim
to construct energy-efficient multicast and broadcast trees by selectively pruning the original net-
work connectivity graph.
Cagali et al. [18] prove the NP-completeness of constructing minimum-energy broadcast trees
in multi-hop wireless networks. Consequently, existing solutions target to approximate the optimal
solution using centralized or distributed heuristics. For example, the Broadcast Incremental Power
(BIP) algorithm [77] constructs energy-efficient, source-based broadcast/multicast trees in multi-
hop wireless networks. It is assumed that each node may adjust its transmit power, and energy
is consumed only during transmissions. To build an energy-efficient broadcast/multicast tree, the
algorithm begins by determining nodes that the source can reach with the smallest transmit power.
At each step thereafter, one new node with the minimum additional cost is added to the tree. When
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the tree is constructed, an additional procedure called sweep is taken to eliminate unnecessary
transmissions and further reduce the total energy consumption. Distributed-BIP-All [78] improves
over BIP by letting each node calculate its local BIP tree and broadcasts the tree to all of its
one-hop neighbors. Each node then forms a global tree by combining the local trees in a certain
temporal sequence. Similar to topology management schemes, energy-efficient broadcast protocols
only consider the communication-time energy consumption.
2.2.2 Power-aware Routing
Power-aware routing aims to intelligently choose routes for unicast sessions so as to maximize the
overall network lifetime. It has been shown in [67] that by carefully assigning the node weight to
reflect the residual battery level of the node and choosing the minimum-cost path, the network
lifetime can be prolonged. The key design choice is the cost function used. Singh et al. [67] propose
to use linear and quadratic discharge curve fi(zi) = czi and fi(zi) = cz2i as cost functions, where zi
is the residual battery power. Schurger et al. [61] consider several techniques to spread the network
traffic across nodes evenly using stochastic spreading, energy-based spreading and stream-based
spreading. The rationale is that if all nodes consume energy at the same speed, network lifetime
can be lengthened.
The main advantage of the above approaches is that they usually do not assume a priori
knowledge of the traffic matrix and do not require global knowledge of the residual battery power
of all nodes. Though it has been demonstrated that these heuristics can help to improve the network
lifetime, it is difficult to quantify the exact impact mathematically. Chang et al. [20] formulate
the problem of maximizing the system lifetime given the information generation rate as a multi-
commodity flow assignment problem. Two algorithms are proposed, i.e., the flow augmentation
and flow redirection algorithm to select the routes and the corresponding power level at each node.
In the flow augmentation algorithm, link costs are assigned based on the residual battery power
and energy consumption to deliver unit flow over the link. Given the link cost, the shortest-cost
route is used. In the flow redirection algorithm, a portion of flows are redirected from the path that
has the least residual life time to the one that has a larger residual life time. The rationale is that
to optimally assign the flow of a single commodity, each path with a positive flow should have the
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same lifetime; otherwise, it is always possible to shift a small amount of the flow from one path to
another and results in a longer lifetime. However, this property no longer holds for multi-commodity
flows with rate constraints. Both the flow assignment and redirection algorithms require up-to-date
information of a node’s residual battery power and thus are difficult to implement in large-scale
networks. The distributed version of flow augmentation is essentially the same as Singh’s link state
algorithm based on linear discharge curve in [67].
Li et al. [47] study the online power-aware routing to maximize the time to deliver unit messages
across multi-hop wireless networks. They prove that for a single source/destination pair, this
problem is NP-complete. Moreover, no online routing algorithm has a constant competitive ratio
in terms of the network lifetime or the number of messages sent. The authors propose a heuristic
called zPmin. The idea is to adaptively select a path that has the maximum minimum residual
power with a power consumption cost less than zPmin, where Pmin is the cost of the path with
the least power consumption. Selection of such a path requires global information. To address the
scalability issues, the authors propose a hierarchical version of zPmin based on the notion of zones.
2.2.3 Power Management
All the existing approaches discussed above only consider reducing the cost of communication and
treat the energy consumed in idle periods as an orthogonal issue. Power management aims to
intelligently suspend (part of) a device when its radio interface is idle.
MAC Layer approaches At the MAC layer, power management decisions are made based on
local information. The PAMAS power-saving medium access protocol [66] turns off a node’s radio
when it overhears a packet that is not addressed to it. This approach is suitable for radios in which
processing a received packet is expensive as compared to listening to an idle medium. In the case
of an idle medium, the node must remain on all the time for incoming transmission. Therefore,
the effectiveness of PAMAS is limited to reducing the power consumed in processing unnecessary
packets.
The IEEE 802.11 MAC specification describes functions and services for wireless devices to
operate in ad hoc and infrastructure networks. It defines low-level support for power management
such as buffering data for sleeping nodes and synchronizing nodes to wake up for data delivery. The
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network interface has five physical states: transmitting, receiving, idle, sleeping and completely
power-off. In IEEE 802.11 specification, a node can be in one of the two power management
modes, active mode (AM) or power-save mode (PS). In the active mode, a node is awake and may
receive data at any time. In the power-save mode, packet can be delivered to a node when it is
awakened. Synchronization is achieved by periodically transmitting beacon messages carrying the
time synchronization function (TSF) timer of each node. At the beginning of each beacon interval,
a node suspends its back off timer associated with data transmission and backs off a random
interval for the beacon message. The node that transmits the first beacon cancels neighboring
nodes’ back-off timers for beacon transmission. All the nodes in the network are synchronized to
wake up periodically. Broadcast/multicast messages or unicast messages to a power-saving node
are first announced via an ad hoc traffic indication message (ATIM) inside a small interval called an
ATIM window at the beginning of the beacon interval. The ATIM management frame contains the
identity of the intended receivers. A node in the power-save mode listens for these announcements
to determine if it should remain awake. If a node receives a directed ATIM frame during an ATIM
window (i.e. it is the designated receiver), it acknowledges the directed ATIM and stays awake for
the entire beacon interval waiting for the data to be transmitted. Broadcast/multicast messages
announced in the ATIM windows need not be acknowledged. Immediately after the ATIM window,
nodes can transmit buffered broadcast/multicast frames, data packets and management frames
addressed to nodes who have acknowledged a previously transmitted ATIM frame. In IEEE 802.11
specification, a node’s power management status is indicated in the frame control field of the MAC
header. This control frame is present in all types of messages including management frames such
as beacon messages, ATIM packets, as well as control packets (e.g. RTS, CTS, ACK) and data
packets.
Jung et al. [38] observe that the fixed beacon interval in the IEEE 802.11 PSM leads to energy
waste and propose to use a separate DATA window to control the transition to the low-power state
in the middle of a beacon interval (as compared to waiting till the end). Simulation results show
that the proposed approach outperforms IEEE 802.11 PSM in both the throughput and the amount
of energy consumed.
Schurger et al. [62] propose an approach called Sparse Topology and Energy Management
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(STEM), which uses an independent control channel to avoid clock synchronization needed by
IEEE 802.11 PSM. STEM relies on asynchronous beacon packets in a second control channel to
wake up intended receivers. After a transmission has ended (e.g. after a timeout, etc.), a node
turns its radio off in the data channel. STEM does not provide mechanisms for indicating the
power management state of a node. Instead, the power management state is only maintained on
a per-link basis between nodes participating in the data communication. Therefore, it is possible
that a third sender node experiences significant delay to wake up a receiver node, even though the
receiver is already awake due to recent communication with other nodes.
Ye et al. [80] propose a message-passing based mechanism called Sensor-MAC (S-MAC). S-MAC
modifies the network allocation vector (NAV) for virtual channel reservation in IEEE 802.11 MAC
type of protocols. The length of a NAV is determined by the duration of a burst of messages.
The virtual reservation serves two purposes: (1) it mandates the receiver to remain on throughout
the transmission of the burst; (2) it prevents other nodes from transmitting during this interval.
Though message passing is desirable for certain types of applications for sensor networks, it can
be inefficient for more generic ad hoc networks. Additionally, prolonged NAVs that span multiple
packet transmission times may cause starvation on some nodes in the network.
Network Layer Approaches In the network layer, power management can take advantage of
topological information. The connected dominating set approaches [22, 79] use neighborhood or
topology information to determine the set of nodes that form a connected dominating set (CDS)
for the network, where all nodes are either a member of the CDS or a direct neighbor of at least
one of the members. Nodes in the CDS serve as the “routing backbone” and remain active all the
time to maintain global connectivity. All the other nodes can choose to sleep if necessary.
In the geographical adaptive fidelity (GAF) framework [79], each node is associated with a
“virtual grid”. The location information needed to identify which virtual grid a node belongs to is
provided by GPS or other equivalent location systems. All nodes in the same grid are considered
equivalent in forwarding packets, and coordinate with each other to determine who can sleep and
for how long. The election mechanism ensures the presence of at least one active node in each grid.
Span [22] is a distributed and randomized protocol in which nodes make local decisions on
whether they should sleep or join a forwarding backbone. Nodes that choose to stay awake and
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maintain network connectivity/capacity are called coordinators. A non-coordinator node elects
itself as a coordinator if any two of its neighbors cannot communicate with each other directly
or indirectly through one or two existing coordinators. The information needed for coordinator
election is exchanged among neighbors via HELLO messages. The coordinator announcement is
broadcast locally, deferred by an interval that reflects the residual power of a node.
CDS-based approaches conserve energy by reducing routing redundancy in dense networks.
Selection and maintenance of the CDS require local broadcast messages that may consume a sig-
nificant amount of energy [27]. In addition, regardless of whether or not traffic is present in the
network, all the backbone nodes must be active all the time. This may lead to significant energy
waste when no or light activities take place in the network.
System Level Approaches System-level power management approaches are concerned with the
impact of energy conservation on application performance. Not surprisingly, most of the work is
limited to wireless LAN networks where the application characteristics can be readily obtained and
controlled.
Kravets et al. [41] investigate the energy and delay impact of a power-aware transport protocol.
In ideal circumstances, applications inform the protocol when the network interface should be
turned off. When such information is not available, a time-out period of pre-determined length is
used. Their empirical studies indicate that a sleep interval of 500ms achieves most of the possible
energy savings and reduces energy for Web browsing by 30-80% compared to no power management,
at the cost of increasing delay by 300-700ms. The authors also present an adaptive implementation
of their algorithm in which the sleep interval is set to 250ms in the presence of network activity,
and exponentially backs off up to 5 minutes if there is no activity.
Krashinsky et al. [40] identify that using fixed beacon intervals wastes energy while incurring
significant delay. They propose a bounded slow-down (BSD) scheme that probes the round trip
time (RTT) between the request and the response progressively. Upon transmission of a request,
the node remains on for ts time. To achieve a bounded slowdown of percentage p, the initial awake
interval ts is set to be b/p, where b is the beacon interval and increases exponentially if the device
received no response upon waking up. The solution explores the dependency in two-way traffic but
is only applicable to out-bound requests.
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Anand et al. [10] demonstrate that IEEE 802.11 PSM is not suitable for latency-sensitive ap-
plications. They propose a self-tuning power management (STPM) that adapts its behavior to the
patterns and intent of applications, the characteristics of the network interface, and the energy
usage of the platform. STPM is implemented as a Linux kernel module and is shown to achieve
better energy-efficiency for a wide range of network access patterns. STPM requires modification
of applications to provide hints to the power management module.
2.3 Terminologies
For ease of discussion in later chapters, we define the following terms.
• State: the physical state of devices including active (transmission or receiving in the case of
the communication subsystem), idle (no workload) and one of the multiple low-power states.
• Mode: composition of one or multiple states that can be controlled by the software. A
mode may have a one-to-one correspondence with the physical state if one can access and
control the hardware through the kernel or user-land interface. Or under most cases, a mode
is an abstraction of composite physical states visible to the programmer. In this thesis, we
make a distinction between “mode” and “state” when a specific implementation is concerned;
otherwise, the definition should be self-explanatory from the context.
• Communication-time energy consumption: the energy consumed in transmitting or
receiving states.
• Idle-time energy consumption: the energy consumed when the device is not in an active
state (or in idle periods). Note that whether an idle device should be put to low-power states
or the idle state is determined by the power management policy and thus the energy consumed
in idle periods may vary.
2.4 Summary
In this chapter we first provide an overview of energy consumption characteristics of multi-hop
wireless networks from both the hardware and system perspectives. In particular, we observe that
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energy consumed in the idle state is quite significant in wireless devices. Then we present a succinct
review of the energy-conservation mechanisms in the literature. We conclude that power control and
power-aware routing approaches only reduce the transmission power consumption while existing
power management solutions are either oblivious of traffic characteristics in the multi-hop wireless
networks or limited to wireless LAN environments. The main theme of this thesis is to reduce
energy consumption in idle periods. The power management schemes we propose are orthogonal
to existing power control and power-aware routing protocols and the benefits can be combined.
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Chapter 3
On-demand Power Management
Framework
In this chapter, we propose an on-demand power management framework for energy conservation
for multi-hop wireless networks. Our design is based on the observation that many applications of
multi-hop wireless networks are data-centric (i.e., the sole purpose of forming a multi-hop wireless
network is to collect and disseminate data in a timely fashion) and hence maintenance of global
connectivity is costly and unnecessary when no traffic or only localized traffic is present in the
network. We thus propose to conserve energy by judiciously turning on and off the radios of
specific nodes in the network, such power management decisions are driven by data transmissions
in the network based on a first-order auto-regression model of the traffic. That is, connectivity is
only maintained between pairs of senders and receivers and along the route of data communication.
Transitions between power management modes for each node are associated with a soft state timer
that is established and refreshed by data and control messages in the network. Once the soft state
is established, data delivery can be expedited without incurring additional delays from waking up
sleeping nodes along the route. The length of the soft state timer reflects the agility of the power
management to variations in traffic load.
Our framework is not limited to any specific routing or MAC protocols. This extensibility
is a key benefit of our design since it enables the use of our framework in various scenarios and
allows the integration of new protocols as they become available. To demonstrate the use of our
framework, we present a prototype using IEEE 802.11 MAC protocol and evaluate it using Dynamic
Source Routing (DSR) [37] in the ns-2 [73] simulator. Under a wide range of traffic patterns and
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load, the on-demand power management protocol achieves 40-80% savings in power consumption
as compared to a network without power management. In addition, the latency only increases
moderately during the initial setup stage, and is otherwise comparable to the case without power
management.
The rest of the chapter is organized as follows. We present in Section 3.1, the building blocks and
technical details of our on-demand power management framework. Then we describe in Section 3.2
a prototype based on IEEE 802.11 MAC and present in Section 3.3 extensive simulation results.
3.1 On-demand Power Management
The goal of on-demand power management is to base power management decisions on traffic pat-
terns in the network. By reacting to changes in these patterns, nodes that do not carry any
traffic can be dispensed from consuming a significant amount of energy. Varying the adaptiveness
to network load in our protocol balances the trade-off between latency, throughput and energy
consumption.
The key idea of our on-demand power management framework is that transitions from the
power-save mode to the active mode are triggered by communication events such as routing control
messages or data packets; transitions from the active mode to the power-save mode are determined
by a soft-state timer. The soft-state timer is refreshed by the same communication events that
trigger a transition to active mode. A node keeps track of its neighbors’ power management mode
either by HELLO messages or by snooping transmissions in the wireless medium. If the next hop
of a unicast message is in the active mode, the message can be delivered immediately as allowed
by the queuing discipline.
3.1.1 A Cross-layer Design for Power Management
Power management in multi-hop wireless networks can benefit from a cross-layer design that lever-
ages both network layer and MAC layer information. Knowledge about route setup and packet
forwarding can provide hints to when power management should be performed. Since the route
discovery phase of on-demand routing protocols determines the path subsequent packets will follow,
nodes along this route should be as responsive as possible. On the other hand, any effective power
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Figure 3.1: Location in the protocol stack of our power management framework
management protocol requires a mechanism to awaken a sleeping receiver when packet delivery
is imminent. This is usually handled by low-level mechanisms at the MAC or physical layers.
Higher-level power management techniques can benefit from the information about and access to
the mechanisms used to provide such services.
Our power management framework leverages the capability of modern MAC protocols, such as
IEEE 802.11 MAC as well as other wakeup mechanisms such as the asynchronous wakeup protocol
introduced in Chapter 4, to control power management modes and buffer data if necessary for
sleeping nodes. It can also interface directly with the physical devices to control power management
states of a radio component if such a mechanism is available. An example is given in Chapter 6.
Lastly, on-demand power management utilizes routing information to decide when to turn nodes
on and off, and effectively ties energy consumption with active communication in the network.
The interaction of the power management module with other communication layers is illustrated
in Figure 3.1.
3.1.2 Power Management Mode and State Transition
In our framework, a node can be in one of two power management modes: active mode and power-
save mode (PS). In active mode, a node is awake and may receive data at any time. In power-save
mode, a node is sleeping most of the time and wakes up in accordance with the wakeup schedule
to check for, or solicit pending messages. Packets destined for a node in the power-save mode will
experience delay on the order of the length of sleeping cycle.
Transitions from the power-save mode to the active mode are triggered by communication events
in the network. Transitions from the active mode to the power-save mode are determined by a soft-
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state keep-alive timer. Initially, all nodes are in the power-save mode. Upon receipt of packets, a
node starts a keep-alive timer and switches to the active mode. The timer value depend on the
type of packet received. Upon expiration of the keep-alive timer, a node switches from active mode
to power-save mode.
If the length of keep-alive timers is on the order of the network lifetime, our framework degen-
erates to an always-on network without power management. On the other hand, if the keep-alive
timer is always set to zero, our framework degenerates to the most reactive MAC layer approach
discussed in Section II. Therefore, the choice of different keep-alive timer values controls the agility
of the protocol and serves as a knob to tune the trade-offs between energy consumption and data
delivery efficiency.
In a multi-hop wireless network, if a path is to be used, the nodes along that path should be
awake to avoid unnecessary delay for data transmission. Otherwise, nodes on the path should be
allowed to sleep. During network operations, different messages are associated with different levels
of “commitment” to the use of a particular path and are used to make better power management
decisions.
Most control messages (e.g. link state distribution in table-driven ad hoc routing protocols,
location updates in geographical routing, route request messages in on-demand routing protocols
etc.) are flooded throughout the network and provide poor hints for the routes of data transport.
Such control messages should not trigger a node to switch to the active mode. On the other hand,
data transmission is usually bound to a path for a prolonged period of time and hence serves as
a good hint for guiding power management decisions. As a result, the keep-alive timer should be
set to be on the order of packet inter-arrival times to ensure that nodes along the path do not
go to sleep in the middle of active communication. Several control messages, such as route reply
messages in on-demand routing protocols and unicast query messages in sensor networks, provide
strong indications that subsequent packets will follow this route. Therefore, such messages should
trigger a node to switch to the active mode. The time scale of the keep-alive timer for such messages
should be on the scale of the end-to-end delay from the source to the destination so that the node
does not switch back to the power-save mode before the first data packet arrives.
One important feature of the keep-alive timer is that it is refreshed on demand. Whenever
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a node receives a route reply message or a data packet, the value of the keep-alive timer is set
to the maximum of the remaining value of the current timer and the value associated with the
received message. Therefore, only per-node, instead of per-flow, information is needed for power
management. In multi-hop wireless networks, as a node can be both a data source/sink and a
forwarding router simultaneously, its keep-alive timer is an aggregation of various timer values, i.e.,
the old timer value will be extended when new communication events take place. As a result, the
protocol is not very dependent on the choice of these timer values. A sensitivity analysis of the
timer values through simulations is presented in Section 3.3.2.
3.1.3 Obtaining Neighbors’ Power Management Mode
Since communication with a neighbor is only possible if the neighbor is in the active mode, it is
necessary for nodes to track the power management modes of neighbors. In our framework, each
node maintains a neighbor list that stores a neighbor’s power management mode and a time-stamp
of the most recent update from this neighbor.
The power management mode of a neighbor can be discovered in two ways. The first way
is through exchange of local HELLO messages with piggybacked information about the power
management mode of a node. HELLO messages should be transmitted at fixed intervals regardless
of the power management mode of a node. Link failure is assumed if no HELLO messages have
been received during several successive intervals to tolerate spurious losses of HELLO messages in
wireless broadcast medium.
The second way to discover the power management mode of a neighbor is via passively snooping
message transmission on the wireless medium. Depending on the hardware configuration and the
MAC protocol used, a node may be able to operate in the promiscuous mode1 and passively snoop
messages in the wireless medium. With MAC layer supports, a node’s power management mode
can be piggybacked in the control header of MAC layer data units. Two issues have to be addressed.
First, nodes in the power-save mode cannot overhear messages from their neighbors and thus do
not have a good basis for determining the power management mode of their neighbors. Second,
nodes in the power-save mode may not be transmitting and their neighbors may have difficulties
1The promiscuous mode allows one to view all wireless packets on a network to which one has associated.
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differentiating nodes that are in the power-save mode from nodes that are away or dead. As the
use of HELLO messages is expensive, we propose two types of indicators for this purpose. The first
indicator is lack of communication during a time interval. When no communication activities have
been observed from a node that was in the active mode, it is assumed to be in the power-save mode.
The value of this interval should be based on the keep-alive timer since the length of keep-alive
timer indicates the maximum amount of time a node would remain active when no messages are
received. If a node does not hear from its neighbor during the keep-alive interval, it is very likely
that either that neighbor have moved away or it has switched to the power-save mode.
The other indicator is packet delivery failure to the neighbor (e.g. indicated by an RTS retry
time out in IEEE 802.11 MAC protocol). Based on the observed power management mode of the
neighbor, a packet delivery failure is treated in two stages. First, if the neighbor was originally in
the active mode, it is considered to have switched to the power-save mode. Second, if the neighbor
was originally in the power-save mode, it is now considered unreachable. Data packets for this node
are discarded at the MAC layer. This two-stage process provides a second chance to salvage data
packages destined for a neighbor that has switched to the power-save mode since the last update
of its power management mode at the sender.
Compared to using HELLO messages, the process of two-step passive inference does not rely on
additional control messages, and thus is more desirable from the perspective of energy conservation,
although the ambiguity of link failure and power management modes of a neighbor may result in
delayed data transmission. As will be shown in the Section 3.3, this approach in general works well.
3.2 A Prototype based on IEEE 802.11 MAC
We have implemented a prototype of our framework based on IEEE 802.11 MAC. The complete
state transition diagram is shown in Figure 3.2. Transitions between the power-save and active
mode are triggered by packet arrivals and expiration of the keep-alive timer. Sub-state transitions
inside the power-save or active mode indicate the physical states of the node and are controlled
by IEEE 802.11 MAC power management functions. We have implemented on-demand power
management in conjunction with on-demand routing protocols as DSR [37], AODV [55] as well
as stateless routing protocols such as greedy geographical routing protocols. In DSR, since cached
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Figure 3.2: State transition diagram for power management modes enhanced with IEEE 802.11
physical states
route replies based on overhearing are unreliable and likely to be out-dated [36], intermediate nodes
are allowed to reply from their routing caches only when they have active routes to the destination
(i.e., they are on the route to the destination node).
The approach of snooping messages on the medium is used to update neighbors’ power man-
agement modes and link states in the neighbor list. Nodes snoop transmission activities on the
wireless medium when they are awake and update their neighbor lists based on the control field in
the MAC header of packets overheard. Entries for unreachable neighbors are purged periodically.
Due to the use of beacon messages, changes in link availability can be detected pro-actively as
follows. Let the beacon interval be I and the degree of a node be bounded by d. The interval N
(measured in units of beacon intervals) of two successive beacon messages sent by node n follows
the geometric distribution N ∼ 1d(1 − 1d)N−1 with mean d (under the assumption that all beacon
messages are successfully sent out and correctly received). Therefore, if a node has not heard
any beacon messages from a particular neighbor for more than c · d beacon intervals, where c is a
protocol-specific constant, the node is likely away or “dead”. The degree of a node is obtained from
the neighbor list and a node can use its own degree to approximate its neighbor’s degree. This
method can be combined with events of packet delivery failure to better infer the availability of a
link between neighbors. The major benefit of inferring a neighbor’s state by snooping is that it does
not incur out-of-band control messages therefore scales to large networks. Note that transmission
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of beacon messages is different from HELLO messages. In IEEE 802.11 PSM, at most one beacon
message is transmitted during a beacon interval regardless of the density of the network and hence
the protocol scales with denser networks.
To determine the values of various keep-alive timers, consider a (k + 1)-hop route from source
n0 to sink nk. Suppose the one-way delay from node n0 to node ni on this route is di. The mean
inter-arrival time of data packets at the source is 1/λ. Let the beacon interval be I. Therefore, the
time it takes for the route request message to reach node ni from n0 is i ∗ I + di on average. The
time it takes node ni to receive the route reply message is (2k + 1− i) ∗ I + dk+1 + di under the as-
sumption of symmetric routes. Assuming the data source will immediately transmit the data upon
reception of the route reply message, the time between the reception of the route reply message
and the reception of the first data packet at node ni is i∗ I +2∗di. Finally, assuming no additional
queuing at intermediate nodes, the packet inter-arrival time at node i is 1/λ. Therefore, on the
pessimistic side, the length of the keep-alive timers for different message types should be chosen to
be larger than these estimates to ensure low latency for data delivery. The information about the
network dimensions and traffic patterns can be used to select these values based the above discus-
sion. In our performance evaluation in Section 3.3, we do not assume availability of such knowl-
edge and set RTRQ KEEPALIVE to 0, RTRL KEEPALIVE to 5 seconds, DATA KEEPALIVE,
SRC KEEPALIVE and DST KEEPALIVE to 2 seconds. The REFRESH INTERVAL is set to 5
seconds.
3.3 Performance Evaluation
We have implemented our prototype in the ns-2 network simulator [73] using the CMU wireless
extension [2]. To evaluate the effectiveness of our proposed framework, we conduct a simulation
study using different traffic models and routing protocols in both static and mobile networks.
The effectiveness of power management schemes is usually evaluated by (1) longevity: the net-
work should remain operational for as long as possible, and (2) efficiency: data transmissions should
experience low loss and low latency. Longevity is normally characterized by the network lifetime,
which is application-specific and tightly coupled with the traffic matrix. In our experiments, we
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only focus on the energy-goodput metric defined as follows.
energy goodput =
total bit transmitted
total energy consumed
, (3.1)
where the total bits transmitted are calculated for application-layer data packets only. The unit of
energy goodput is bit/J, which in essence captures the energy utilization of the network with all
control overhead considered. Efficiency of data delivery is characterized by the end-to-end latency;
and the packet delivery ratio is defined as the total amount of data received divided by the total
amount of data transmitted.
We use the most reactive and proactive power management schemes as baselines. The first is
the pure IEEE 802.11 MAC layer power management, termed always-off (i.e. every node is always
in the power-save mode). The latter is without any power management, termed always-on (i.e. all
nodes are active throughout the simulation). Unless otherwise stated, there are 50 nodes randomly
placed in a 1500m-by-300m rectangular plane. All nodes communicate with half-duplex IEEE
802.11-based WaveLAN wireless radios with a bandwidth of 2Mbps and a nominal transmission
radius of 250m. In all the simulation scenarios, the network is never partitioned and there are no
error-induced losses. DSR is used as the routing protocol. Similar experiments have been carried
out with AODV and the results exhibit similar trends. We use the energy model given in [22] as in
Table 3.1. The energy consumption for switching between awake and sleeping states is negligible
and thus not considered here. All data packets are of length 128 bytes. As different data packet
sizes affect the throughput of all schemes in a similar manner. The beacon interval and the ATIM
window are set to 0.4s and 0.02s respectively.
Table 3.1: Power Consumption Model
Transmit Receive Idle Sleep
1400mW 1000 mW 830mW 130mW
3.3.1 Effectiveness of IEEE 802.11 Power Management Functions
The transmission of beacon messages consumes power. Furthermore, regardless whether there is an
announcement or acknowledge frame, a node must be awake during the ATIM window. Therefore,
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Figure 3.3: Energy consumption of beacon messages
it can be expected that the smaller the beacon interval, the more power will be consumed. Similar
arguments apply to the size of the ATIM window.
Figure 3.3 gives the energy consumption of beacon messages with respect to the beacon interval
and ATIM window sizes in a static 1000m-by-1000m network with 75 random placed nodes. This
measurement indicates how much “raw” energy is consumed in a network implementing IEEE 802.11
power management without any packet delivery. As shown in Figure 3.3, if the ratio of the ATIM
window size and the beacon interval is fixed, power consumption is almost constant. This is because
in the power model we use, the difference between the power consumption of transmitting, receiving
and idle states is not very significant. This implies that to reduce the beacon interval while keeping
a roughly constant power consumption for beacon messages, the size of ATIM window should be
reduced by the same ratio. Note that this observation holds true only when the transitional energy
cost is negligible.
3.3.2 Study of Keep-alive Timers
To understand how the choice of keep-alive timers affects the performance of on-demand power
management protocol, we compare different combinations of keep-alive timers settings.
Impact of cross-layer information In on-demand power management, exploiting cross-layer
information involves associating different keep-alive timers with different message types (in par-
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Table 3.2: Setup of Keep-alive Timers
timers Value
data only mixed pure MAC
RTRQ KEEPALIVE 0 0 2s
RTRL KEEPALIVE 0 5s 2s
DATA KEEPALIVE 2s 2s 2s
SRC(DSR) KEEPALIVE 0s 2s 0
ticular, control and data messages). In contrast, MAC layer alone cannot differentiate among the
semantics of higher layer messages. To demonstrate the usefulness of cross-layer information, we
first consider a pure MAC layer approach that is agnostic to message types (termed pure MAC).
Every (control or data) message triggers the setup or refreshing operation of the soft-state timer.
Next, we compare the results with a scheme that triggers the keep-alive timer by data messages
only (termed data only). Table 3.2 summarizes the setting of different schemes. The shaded column
corresponds to the scheme proposed in Section 3.2 (termed mixed).
Figure 3.4 shows the loss rate and energy consumption of 10 long-lived CBR connections in a
static network transmitting at different rates. As expected, with the help of cross-layer information
such as route replies, the loss rate can be reduced for schemes that setup keep-alive timers for
control messages. Data packets do not need to be buffered at the forwarding path and thus, the
chance of packet loss due to buffer overflow is reduced. Pure MAC achieves the lowest loss rate at
the expense of higher energy consumption. Route discovery messages unnecessarily setup keep-alive
timers at nodes that may not be involved in data forwarding. We expect the increase in energy
consumption to be more pronounced for pure MAC with high mobility scenario.
In summary, the mixed approach that uses both data messages and route reply messages as
future traffic indicators strikes a good balance between energy conservation and packet delivery
efficiency. Therefore, for the rest of the chapter, we only experiment with the mixed approach.
Effect of DATA KEEPALIVE timer It is also interesting to investigate the sensitivity of the
performance to the value of DATA KEEP ALIVE. As shown in Figure 3.5(a), when DATA KEEPALIVE
is on the same order as the beacon interval (= 400ms in the simulation), the packet delivery ratio
is low under light loads. This is due to premature timeout of the KEEPALIVE states in be-
tween packet arrivals. When the packet inter-arrival time gets smaller with increasing load, the
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Figure 3.4: Comparison of loss rate and energy consumption with and without cross-layer informa-
tion
DATA KEEP ALIVE timer can sustain subsequent packet delivery without premature timeout.
For DATA KEEPALIVE greater than 2s, the packet delivery ratio remains similar under all traffic
loads. Figure 3.5(b) also indicates that to maximize the energy goodput, the DATA KEEPALIVE
should be adjusted based on the actual traffic load.
3.3.3 Experiments in Static Networks
Long-live CBR traffic In this set of simulations, we simulate long-lived CBR connections at
different transmission rates. We compare the always-on scheme, the always-off scheme and our
on-demand approach with respect to loss rate, latency and energy consumption. There are 10
randomly chosen sender-receiver pairs commence randomly between 0 and 100s. The simulation
results presented are averages over four different scenarios.
Figure 3.6 shows the packet delivery ratio and energy goodput as traffic load changes. The
always-off scheme does not work well under high traffic load. The packet delivery ratio decreases
drastically as the load increases. When the traffic load is high, it is possible that there is not enough
time to announce all buffered data packets (and get acknowledgments back) due to the limit of the
ATIM window size. Depending on the implementation of the MAC and routing protocols, packets
get dropped due to delayed transmission and incur subsequent re-transmissions or route discovery.
This “chain effect” results in a pathological network with low throughput and high energy cost.
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Figure 3.5: Impact of different DATA KEEPALIVE timer, 30 on-off connections, on = 10s, off =
100s, 50 nodes, 1500x300 static network
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Figure 3.6: Packet delivery ratio and energy goodput vs. pause time, 10 long-lived CBR connec-
tions, 50 nodes, 1500x300 static network
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Figure 3.7: End-to-end delay of one 3-hop connection, rate = 1Kbps
As shown in Figure 3.6, our prototype achieves similar packet delivery ratios to the always-on
scheme, while the energy goodput is nearly doubled. The reduced packet delivery ratio at higher
traffic load is due to the fact that data delivery is only possible outside the ATIM window since
data arriving during the ATIM window need to be buffered temporarily. This slightly lowers the
capacity of the network. At low traffic load, the always-off scheme achieves better energy goodput
than the always-on scheme, but as the traffic load increases, the energy goodput will eventually
suffer due to high packet loss. In comparison, our on-demand prototype works consistently better
than both schemes. The linear area of the energy consumption curve corresponds to the region in
which the energy consumption is constant (independent of traffic load). When the traffic load is
low to medium, no matter how fast sources transmit, the percentage of time a node stays awake in
both our prototype and the always-on scheme is roughly constant. Our prototype gains by reducing
the number of active nodes. As the traffic load increases, the number of collisions increases and
the gain of energy goodput levels off for all schemes.
Figure 3.7 shows the end-to-end packet delay for a single 3-hop connection in the simulation.
With the proposed on-demand power management scheme, apart from the initial setup stage, data
packets experience similar latency as those in the always-on scheme. This is because after the
initial setup stage, nodes along the route remain in the active mode. A node can deliver unicast
data directly to its next hop neighbor without incurring wakeup delay.
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Figure 3.8: Packet delivery ratio and energy goodput vs. traffic load. 30 on-off connections, on =
10s, off = 100s, 50 nodes, 1500x300 static network
On-off traffic To investigate how well our proposed framework works under more realistic traffic
patterns, we simulate on-off traffic with 30 sender-receiver pairs. Both on and off intervals follow
the exponential distribution with means of 10s and 100s respectively. The simulations run for 900s.
Note that with 30 sender-receiver pairs, most of the 50 nodes in the network are either involved in
data forwarding, transmission or reception at certain time instances in the simulation.
Similar to the previous set of simulations, we compare the three schemes with respect to the
packet delivery ratio and energy goodput vs. traffic load. As shown in Figure 3.8, we observe
high packet delivery ratio (or low loss rate) and high energy goodput for our proposed prototype.
The end-to-end packet delay of a 3-hop connection is shown in Figure 3.9. Since the idle period of
the connection is very long, the keep-alive timers at intermediate nodes will eventually time out.
Nodes must be woken up at the beginning of the next busy period. This explains the spikes at the
beginning of each busy interval.
One noticeable point about the energy goodput curves in Figure 3.8 is that under very light
traffic load, the always-off scheme achieves slightly higher energy goodput than our prototype.
This is because, in IEEE 802.11 MAC, a node will go to sleep at the end of an ATIM window if no
ATIM announcement is received. At light traffic loads, for example, when the sending rate in busy
periods is 1Kbps, the average inter-arrival time of data packets is 1 second, which spans several
beacon intervals. The always-off scheme allows further energy savings by turning off nodes on a
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Figure 3.9: End-to-end delay of one connection under on-off traffic, rate = 1Kbps
time scale as small as a beacon interval. Our prototype only switches power management modes
on the time scale of the keep-alive timers. To better illustrate this point, we compare the time for
actual packet delivery to the time that the wireless interface is turned on in the simulation. For
clarity of presentation, we filter out the jumps due to beacon messages since they are very short
and frequent.
Figure 3.10 shows the duty cycle of a data source/sink node and a forwarding node. We
separate routing messages from data packets. A ‘1’ in the top three plots corresponds to an arrival
or departure event of the corresponding type of packet. The bottom plot shows the node’s active
intervals with a ‘1’ corresponding to active. The bottom plot essentially is an envelope of the
union of top three plots. The values of DATA KEEPALIVE and RTRL KEEPALIVE determine
the tail of the envelop. Since the start time of each sender-receiver pair varies, there are routing
discovery/reply messages up to 200 seconds into the simulation. Since there is no mobility in this
network, all packet losses are caused by collisions. Recall in Section 3.1, we described a two-stage
process to determine link availability to a neighbor. In this simulation, no additional route discovery
is incurred after 200s. This indicates that the two-stage process works well in distinguishing an
unreachable node from a neighbor in the power-save mode.
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Figure 3.10: Actual duty cycles of a node
3.3.4 Impact of Mobility
In this section, we study how mobility affects the performance of our on-demand management
protocol. With mobility, nodes on inactive routes may still remain on for the rest of their keep-
alive timer. As a result, we would expect that the gain in energy goodput will be reduced in the
case of high mobility. The simulation environment is set up as follows. The maximum speed of
each node is 20m/s and the pause time varies from 15s to 75s. The results presented are an average
of four different scenarios with five runs each. The simulations last 400 seconds.
As shown in Figure 3.11, the energy saving of our proposed scheme is not as significant as
in the static scenarios. However, it still conserves a significant amount of energy compared with
the always-on scheme. Also it performs much better than the always-off scheme in terms of both
energy goodput and packet delivery ratio. An always-off network is no longer functional in high
mobility with loss rates as high as 50-60%. An interesting observation is the always-off scheme does
not conserve any energy in the case of high mobility. The reason is that frequent route discovery
messages flooded in the network cause a node to stay awake most of the time.
Figure 3.12 shows the end-to-end delay of a 3-hop connection. When a link fails due to mobility,
route discovery messages will be sent out. Some nodes on the new routes might be in power-save
mode and need to be waken up, which causes the spikes in the on-demand curve.
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Figure 3.11: Packet delivery ratio and energy goodput vs. traffic load with mobility, 10 CBR
connections, 50 nodes, 1500mx300m region, speed = 20ms
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Figure 3.12: End-to-end delay for one connection, speed = 20m/s, pause = 50s, rate = 1Kbps
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Figure 3.13: packet delivery ratio and energy goodput vs. traffic load. 10 long-lived CBR connec-
tions 50 nodes, 1500x300 static network
3.3.5 Experiments with Geographical Routing Protocols
With geographical routing, no route establishment stage is needed before actual data transmission.
Therefore, unlike in on-demand routing protocols such as DSR and AODV, where route reply is
a good indication for future communication, only data transmission can provide such hint. Upon
arrival of each data packet, a node establishes or refreshes its keep-alive soft-state. When a node is
awake, upon reception of a data packet, it extends its keep-alive timer by the same length. In this
set of simulations, we experiment with greedy geographical routing forwards packet to a neighbor
that is closest to the destination at each hop. We assume that location information can be obtained
through GPS or other location service. Overhead of obtaining these location information is not
simulated.
There are altogether 10 long-lived CBR connections in a 50-node 1500mx300m network. As
shown in Figure 3.13, the energy goodput of on-demand protocols is larger than both the always-on
and always-off network, while the loss rate is comparable to that of always-on network. Another
interesting observation in Figure 3.13 is the energy goodput curve is roughly linear. This is because
the energy dissipation is proportional to the number of active nodes in the network.
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Table 3.3: Qualitative Comparison of Various Power Management Protocols
MAC Support GPS Routing Separation of data
sink/source and
routers
Local broadcast Reactive
GAF no∗ yes any yes yes no
Span yes no any∗∗ yes yes no
On demand yes no any no no yes
* Conceptually, if GAF is applied to networks with mixed data sink/source and routing nodes, signaling mechanisms
are needed to wake-up data sinks upon the arrival of data packets. One possible solution is the use of IEEE 802.11
MAC.
** The current implementation of Span in ns-2 is coupled with geographical routing protocols.
3.3.6 Comparison with GAF
It is very difficult if not impossible to make a fair comparison between our proposed protocol and
existing CDS approaches like Span and GAF, since the different schemes are based on different
assumptions. We highlight the major differences between on-demand power management, GAF
and Span in Table 3.3.
Both Span and GAF assume that data sinks and sources are separated from pure forwarding
nodes in their evaluation. In the case of mixed source/sink/forwarding node scenarios as used in the
previous simulations, specifications of both protocols are incomplete. GAF has no mechanism for
signaling the data sink for incoming data. In Span, it is unclear whether the election of coordinators
should consider the fact that some nodes may be required to be turned on as data sources or sinks.
In this section, we compare our prototype with GAF as it can be readily used with any routing
protocol. To avoid the need to signal data sinks for incoming packets in GAF, we only simulate
scenarios where data sources/sinks are at the periphery of the network and internal nodes are
dedicated for routing. We simulate a 1000mx1000m plane with 85 nodes. Connections are between
nodes n2i and n2i+1 where i = 0, 1, ..., 4. The locations of nodes n2i and n2i+1 are (0, i ∗ 250)
and (1200, i ∗ 250) respectively. Data sources/sinks do not participate in packet forwarding. In
GAF, the data sources/sinks are on all the time. We simulate on-off CBR traffic with a fixed busy
interval of 10s and an idle interval varying from 0s to 200s. During a busy interval, each source is
transmitting at 1Kbps. We use the same power consumption model for both schemes as listed in
Table 3.1. There is no mobility in this network. For comparison, we also simulate the always-on
scheme.
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Figure 3.14 shows the energy consumption of routing nodes under different schemes. The energy
goodput metric does not apply to this set of simulations since the energy consumption of senders
and receivers are not evaluated in GAF. The energy consumption of both GAF and the always-on
scheme are roughly constant. Regardless of whether there are data transmissions in the network,
either the routing backbone or all the nodes need to be active all the time. In comparison, our
prototype achieves further energy conservation by adjusting a node’s duty cycle based on its traffic
load. The average packet delivery ratio for GAF, on-demand and the always-on scheme are 84%,
99.4% and 100% respectively. The reason that the packet loss rate is higher in GAF is that the
rotation of grid leaders induces packet losses.
One interesting data point in Figure 3.14 is the energy consumption when the idle period is
0. This corresponds to the case of injecting long-lived CBR traffic into the network. Our scheme
consumes less energy than GAF even in this scenario for two reasons: (1) Grid leader election
consumes a significant amount of energy, and (2) there still exists some routing redundancy in
GAF due to the limitation on grid size that any two nodes in neighboring grids should be able to
communicate directly.
In our scheme, a routing backbone is not explicitly elected. Instead, the route discovery phase
“automatically” selects nodes to be turned on. At any snapshot of the network, the number of
nodes that are active in our scheme is less.
Figure 3.14 also shows the “net” energy consumption of our prototype after eliminating that of
beacon messages. We observe that a significant amount of energy is consumed by beacon messages
and thus claim that it is necessary to devise more light-weight synchronization mechanisms to wake
up nodes.
In summary, our prototype can achieve more energy conservation as compared to GAF by (1)
adapting to traffic load and adjusting a node’s duty cycle, and (2) invoking fewer intermediate
nodes for data delivery. It should be noted that this comparison is biased against our prototype
since in GAF, data sources/sinks need to stay awake all the time, while in our prototype, the data
sources/sinks can go to sleep during idle periods.
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Figure 3.14: Comparison with GAF, five on-off conns, on = 10s, 85 nodes, 1000mx1000m
3.4 Threshold-based Power Management
As pointed out in the simulation study in Section 3.3.2, one problem with the basic on-demand
power management scheme is the use of fixed keep-alive timers. Under very light traffic load, a
fixed large keep-alive timer value may lead to energy waste. On the other hand, if the keep-alive
timer is set to be small, it cannot accomodate bursty traffic load. Therefore, a fixed keep-alive
value may not suffice under all traffic load. In this section, we design a threshold-based power
management protocol that achieves better energy efficiency.
3.4.1 Protocol Description
The proposed threshold-based power management consists of two components: i) the traffic pre-
dictor and ii) the power management control box. Both the estimation and control decisions are
made in epochs. At the beginning of each epoch, the traffic load is estimated based on the arrival
history using an exponential moving average. The power management policy is based on thresholds
as illustrated in Figure 3.15.
41
/* Upon receipt of a data packet from node v */
1. recvPkt + +;
/* At the end of each epoch */
2. λ = α ∗ λ + (1− α) ∗ recvPkt;
3. if λ ≥ η
4. set(active mode);
5. else
6. set(power-save mode);
7. recvPkt = 0;
Figure 3.15: Operations of the threshold-based power management protocol. set(active mode) puts
the device to active mode for the next epoch and set(power-save mode) set the device to power-save
mode.
3.4.2 Simulation Evaluation
Figure 3.16 gives the simulation results of using the threshold-based power management policy in
ns-2. The simulation set up is similar to the one in Section 3.3.3. On-off traffic with 30 sender-
receiver pairs is used to simulate dynamic traffic load. Both busy and idle intervals follow the
exponential distribution with means of 10s and 50s, respectively. The simulations run for 900s.
The results presented are averages under ten different scenarios. We experiment with different
values of α and observe similar trends. The value of η is set to 1. IEEE 802.11 PSM is used for
wakeup with the beacon interval length set to 100ms. The length of each epoch is set to the same
as the beacon interval length. The performance metrics to evaluate different protocols is defined
as the energy consumed to transmit a single bit.
As shown in Figure 3.16, the proposed threshold-based power management policy can achieve
a small energy cost under both low and high traffic loads. This is because by on-line estimating
the traffic load, the behavior of the policy is similar to that of IEEE 802.11 PSM when the traffic
load is low, and to that of the on-demand power management policy with a fixed time-out value
(∆ = 2s in the simulations) when the traffic load is high. For the purpose of completeness, we also
compare with the results where power management is disabled (∆ = ∞). Figure 3.17 demonstrates
the impact of different η values. The choice of η = 1 achieves the smallest energy cost for most
traffic load.
Figure 3.18 depicts the difference between using fixed time-out value and the threshold-based
42
0 2 4 6 8 10 12 14 16 18
x 104
0
1
2
3
4
5
6
7
8
x 10−5
per−flow traffic load (bps)
e
n
e
rg
y 
co
st
 (J
/bi
t)
Self−configured    
D  = 2s        
no power management
IEEE 802.11 PSM    
Figure 3.16: Energy cost for a threshold-based power management policy, 30 on-off CBR conns,
1500x300 static networks
power management. Since the packet arrivals are very frequent, with fixed keep-alive timer, the
node is always active. In contrast, the threshold-based power management operates at a finer
granularity and is more reactive to the change in traffic load. One may wonder if a smaller fixed
time-out value would suffice. We argue that even with a smaller time-out value, when the traffic is
sporadic, the wireless interface still has to waste energy in the time-out period, while the threshold-
based power management only reacts to relative high traffic load exceeding the threshold.
3.5 Summary
In this chapter, we present an on-demand power management framework that reduces idle energy
consumption in multi-hop wireless networks while maintaining efficient data communication. It ex-
plores the design space between proactive and reactive power management approaches by adapting
to the traffic load in multi-hop wireless networks. In our framework, transitions between power
management modes of a node are triggered by packet arrivals and the expiration of a soft state
timer called the keep-alive timer. Various messages can serve to set up and refresh the keep-alive
timer in an on-demand manner.
We implement a prototype of our framework based on IEEE 802.11 MAC in the ns-2 simulator.
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Extensive simulation studies show that our framework consumes significantly less energy than a
network without power management under a wide range of traffic patterns and mobility scenarios,
while maintaining a good balance between energy conservation and communication efficiency. In
addition, the performance of our scheme degrades gracefully in the presence of high mobility.
Comparisons with GAF show that our scheme can achieve more energy savings by adjusting a
node’s duty cycle based on its traffic load and invoking fewer intermediate nodes for data delivery.
To alleviate the effect of static keep-alive timers, we also experiment with a threshold-based power
management. We observe that under very light traffic load, it is more energy-efficient to use the
most reactive power management policy, while under heavy traffic load, the devices should be
always active. Threshold-based power management is shown to achieve more energy conservation
as compared to the static scheme with fixed keep-alive timer.
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Figure 3.18: Comparison between fixed time-out vs. threshold-based power management. A ‘1’ in
the top three plots corresponds to an arrival or departure event of the corresponding type of packet.
The “PS state” plot shows the time intervals of the node’s power states with a ‘1’ corresponding
to active. The bottom graph corresponds the energy expenditure over time.
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Chapter 4
Asynchronous Wakeup
In the on-demand power management framework, nodes are put to sleep upon detection of prolonged
idleness in the network with the use of a soft state keep-alive timer. To wake up nodes for incoming
communication, it is also necessary to have MAC or physical layer support, called the wakeup
mechanism, for waking sleeping nodes in the presence of pending transmission. An efficient wakeup
mechanism should have the following properties, i) small wakeup energy consumption, ii) resilence
to network dynamics in the presence of nodal mobility and failure; and iii) capability for neighbor
discovery for power-saving nodes.
Existing wakeup mechanisms fall into three categories: on-demand wakeup, scheduled ren-
dezvous, and asynchronous wakeup. In on-demand wakeup mechanisms, out-band signaling is used
to wake up sleeping nodes in an on-demand manner. For example, with the use of radio frequency
identifier (RFID) [53], a high-power base node can awaken lower-power RFID tag. As RFID radios
can operate at a power level of roughly three orders of magnitude lower than typical commercial
radios operating in the Mbps range, it has been proposed in [53] to apply RFID to embedded
systems. Although the RFID technology is relatively mature with low cost and complexity, it is
highly asymmetric and sensitive to interferences over a large range of frequencies in uncontrolled
environments. This makes the RFID technology an ill-fit for multi-hop wireless environments. Shih
et al. [64] propose a wake-on-wireless technique that uses a separate control channel with low-power
radio operating at a frequency band that is different from the one used for the data channel. The
main concern of this type of approaches is that the transmission range of radios operating at dif-
ferent frequency bands or using different modulation schemes are usually different. For example,
in [64] the low-power radio operates in 915MHz ISM band with a transmission range of about 332
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ft in free space and 30 ft indoor while the IEEE 802.11 cards operates at 2.4 GHz with transmission
range up to 1750 ft. (Static or dynamic) power control is required to ensure the consistency among
two channels.
In scheduled rendezvous wakeup mechanisms, low-power sleeping nodes wake up at the same
time periodically to communicate with one another. This is the mechanism used in IEEE 802.11
power saving mode (PSM). As all the participating nodes have to synchronize their clocks (so that
common wakeup time periods can be scheduled), this mechanism is most appropriate for single-
hop networks in which all the nodes can hear one another. The scheduled rendezvous wakeup
mechanism may not be well-suited in multi-hop wireless networks for the following reasons. First,
distributed clock synchronization is a non-trivial issue [26]. Secondly, in order to perform power
management, the network should provide indications when synchronization is completed. Lastly,
scheduled rendezvous does not work well in the presence of network dynamics. For example, two
partitioned sub-networks may have non-overlapping rendezvous points. As a result, even when they
are geographically close to each other, the time for neighbor discovery is unbounded.
As compared to scheduled rendezvous wakeup mechanisms, asynchronous wakeup does not re-
quire clock synchronization. Each node follows its own wakeup schedule in idle periods, as long as
the wakeup intervals among neighbors overlap. To meet this requirement, nodes usually have to
wake up more frequently than in scheduled rendezvous mechanisms. On the flip side, asynchronous
wakeup is easier to implement and can ensure network connectivity even in highly dynamic net-
works. In other words, asynchronous wakeup trades energy consumption for the robustness of
network connectivity. A key challenge is to derive schedules that have minimum idle-time en-
ergy consumption with bounded neighbor discovery latency. Asynchronous wakeup is first studied
in [72]. The authors investigate several wakeup schedules and suggest necessary modifications to
IEEE 802.11 PSM to support asynchronous wakeup. In their quorum-based scheme, a node arbi-
trarily picks one column and one row of entries in an n×n array to be awaken, and the duty cycle
of a node is (2n− 1)/n2 = (2√T − 1)/T , where T = n2. As will become clearer later, this schedule
is sub-optimal.
The rest of this chapter is organized as follows. In Section 4.1, we formally define the prob-
lem of designing wakeup schedule as a block design problem and derive theoretical results under
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the asymmetric and symmetric models. In Section 4.2, we consider the protocol design for asyn-
chronous wakeup mechanisms under the symmetric communication model. We present two power
management protocols in conjunction with the asynchronous wakeup protocol in Section 4.3. In
Section 4.4, we evaluate the performance of the proposed asynchronous wakeup protocol.
4.1 Design of Asynchronous Wakeup Schedule
4.1.1 Problem Statement
We represent a multi-hop wireless network by a directed graph G(V,E), where V is the set of
network nodes (|V | = N), and E is the set of edges. If node vj is within the transmission range of
node vi, then an edge (vi, vj) is in E. We assume bidirectional links, therefore if (vi, vj) ∈ E, then
(vj , vi) ∈ E. The neighboring set of a node v is denoted by N(v). The objective of asynchronous
wakeup mechanisms is to maintain network connectivity regardless of the power states nodes may
be in. Here we use the term “connectivity” loosely, in the sense that a topologically connected
network in our context may not be connected at any time; Instead, all the nodes are reachable from
a node within a finite amount of time.
In the absence of data transmission (i.e., when a node is idle), a wakeup mechanism associates
each node with a slotted schedule of length T , termed as the wakeup schedule function (WSF). The
WSF of a node v is represented by a polynomial of order T − 1 as fv(x) =
PT−1
i=0 aix
i, where T is
the length of the schedule, ai = 0 or 1, ∀i ∈ [0, T − 1], and x is a place holder. If ai = 1, the node
should wake up in slot i. For two neighboring nodes to communicate, their wakeup schedules have
to overlap regardless of the difference of their clocks. For ease of presentation, we assume for now
the slot boundaries are aligned (i.e., two neighbors’ schedules shift only by multiple of slots). We
will relax this assumption in Section 4.2.
By definition, kv = fv(1) is the total number of slots in which node v is scheduled to be awake
every T slots. If the schedules of two nodes u and v overlap, the amount of time it takes for node
u to reach node v is bounded by T , i.e., T is the worse-case delay to discover a neighbor due to
power saving. Given a fixed value of T , we aim to make kv/T as small as possible, subject to
the constraint that the schedules of any two neighboring nodes overlap by m slots. The rationale
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behind seeking a small value of kv is to enable nodes to stay in the low-power mode as much as
possible.
Given the wakeup schedule fu(x) for node u, it is easy to show that fku (x) = fu(x)·xk( mod (xT−
1)) represents the cyclic shift of the original schedule by k slots. Let ∧ represent the and operation
between two polynomials, | · | the cardinality, i.e., the number of non-zero items of a polynomial.
We have the following definition,
Definition 1: The degree of overlapping between two WSFs fu(x) and fv(x), denoted as C(u, v),
is defined to be the minimum number of common items of fu(x) · xl( mod (xT − 1)) and fv(x) ·
xk( mod (xT − 1)) for any integer l, k ∈ [0, T − 1], i.e., C(u, v) = minl,k∈[0,T−1] |f lu(x) ∧ fkv (x)|.
The above definition mandates that the number of overlapping slots should be cyclic shift-invariant.
Therefore, the problem of designing optimal WSFs can be stated as follows:
Problem 1: (Optimal WSF design problem) Given a fixed value of T ,
min k,
s.t. C(u, v) ≥ m ∀u ∈ V and ∀v ∈ N(u),
where k is the assemble average of the number of active slots in every T slots.
4.1.2 Theoretical Bound for the WSF Design Problem
One important question is how small k can be in the optimal WSF design problem. In the following
theorem we show the constraints that ku, ∀u ∈ V must satisfy.
Theorem 1: (Bound for the WSF design) Consider any two neighboring nodes u and v with
WSFs of length T , fu(x) and fv(x). Given T and m, the necessary condition for C(u, v) ≥ m is
kv · ku ≥ m · T , where ku = fu(1) and kv = fv(1) are, respectively, the number of slots in which
node u and node v are scheduled to be awake every T slots.
Proof: For any two WSFs fu(x) and fv(x), without loss of generality we fix fu(x) and cyclically
shift fv(x) by `, ` = 0, 1, ..., T −1. For each non-zero ai in fv(x) ·x`(mod(xT −1)), it intersects with
k slots in fu(x) as ` goes from 0 to T − 1 and any two slots in fv(x) cannot intersect with the same
slot in fu(x) for the same `. Therefore, the total number of intersections for all slots associated
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with non-zero ai’s in fv(x) is ku · kv. On the other hand, since we require that C(u, v) ≥ m for
any shift of fv(x), the maximum number of intersected slots (as ` goes from 0 to T − 1) is at least
m · T . By counting argument, m · T ≤ kv · ku.
It follows immediately from Theorem 1 that when kv = k, ∀v ∈ V , i.e., the duty cycles of all
nodes are the same (called symmetric design), we have the following corollary:
Collary 1: (Bound for symmetric design) Given T and m and kv = k, ∀v ∈ V , the feasible set
of Problem 1 satisfies k ≥ √m · T .
Corollary 1 gives the lower bound of the minimum duty cycle in the symmetric WSF design
problem. Note that the result is similar to that for ensuring mutual exclusion in distributed
systems [68]. In [51], it is shown that the problem of arbitrating mutual exclusion requests is
equivalent to picking sets with pairwise non-null intersection. The condition for our optimal WSF
design problem is stronger, since in addition to non-null intersection, the intersection must satisfy
shift-invariant property.
4.1.3 Optimal Design and Considerations
In this section, we prove that the lower bound on the asynchronous wakeup schedule is achievable
using a constructive method. In particular, we investigate symmetric and asymmetric WSF design
separately. (Recall that in the symmetric design all nodes have the same duty cycles, whereas in
asymmetric design the duty cycles of nodes may be different.)
Symmetric WSF design The problem of symmetric WSF design can be mapped to the sym-
metric block design problem in combinatorics.
Definition 2: (v, b, r, k, λ)-design is a family of b blocks of size k from a set V of size v, such that
each element of V appears in r blocks and every two elements of V appear in λ common blocks.
In particular, if b = v (or equivalently r = k), a (v, b, r, k, λ)-design is called a (v, k, λ)-design or a
symmetric-design.
It can be easily shown that under symmetric design every two blocks have λ common elements. As
an example, consider the following design (124, 235, 346, 457, 561, 672, 713), where the number
gives the positions of active slots. As shown in Figure 4.1, this is a (7, 3, 1)-design, i.e., there are
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slot 1       2       3         4       5       6       7 
235
346
457
561
672
713
124
Figure 4.1: The slot assignment under the (7, 3, 1)-design. Each solid rectangle corresponds to an
“on” slot and each hollow rectangle an “off” slot. The rectangles are numbered by their positions.
Note that (i) each schedule repeats every 7 slots and has 3 active slots; and (ii) any two schedules
overlaps for at least 1 slot.
7 blocks of size 3 and any two blocks have one common elements.
In the context of the WSF design problem, T = b, m = λ, i.e. the length of each schedule
(block) is T and the number of overlapping (common elements) of any two schedules (blocks), is
m. In addition to the lower bound imposed by Theorem 1, we enforce one more constraint, i.e.,
all nodes follows the same schedule. This is necessary from system designer’s point view since
even with different WSF schedules, it is still likely that all nodes with the same WSF schedule are
adjacent. This constraint is equivalent to using different sets, i.e., blocks are the cyclic translation
of a single block defined as follows,
Definition 3: A set D = {a1, a2, ..., ak} is a (T, k,m)-difference set, if for every d ∈ {0, 1, 2, 3, ..., T−
1} , there are exactly m ordered pairs (ai, aj) such that d = aj − ai mod T .
It can be easily proved that, the definition of difference sets implies that m(T − 1) = k(k −
1). Therefore, if there exists a (T, k,m)-difference set, the bound in Theorem 1 can be achieved
asymptotically as T goes large. Furthermore, the following theorem shows that in the case m = 1,
if a (k2 − k + 1, k, 1)-different set exists, it has the least duty cycle with respect to T = k2 − k + 1.
Theorem 2: (k2−k+1, k, 1)-different set has the least duty cycle among all valid WSF schedules
with length k2 − k + 1.
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Proof: Consider two nodes u, v with common schedule f(x) and relative shift l. Since
C(u, v) = 1, there exists a pair (i, j) that satisfies a(i) = 1, a(j) = 1 and (i − j)( mod T ) = l,
∀l ∈ {0, ..., T − 1}. On the other hand, for k active slots, the maximum number of different shifts
of two active slots is k(k− 1) + 1, i.e., the necessary condition to get up to T different combination
of active slots with relative shifts from 0 to T − 1 is to have at least k active slots. Therefore, the
WSF schedule based on difference set gives the least duty cycle.
The multiplier Theorem [11] can be used to design a (T, k,m)-difference set, although it does not
guarantee the existence of such a set. Given T , k and m, we can apply the multiplier theorem and
enumerate among all the possible multipliers to find a valid design or disprove the existence of such
a design. Under the special case of m = 1, it has been proved that if k is a power of a prime, there
exists a (k2 +k+1, k+1, 1)-design. The interested reader is referred to [11] for a detailed account of
the multiplier theorem. Since all the schedules in the family of different sets are cyclic shift of one
another, we can use a single WSF to represent them. An example of a feasible design is the (7, 3, 1)-
design (Figure 4.1) with the corresponding WSF of f(x) = 1+x+x3, T = 7. Another feasible design
of longer blocks is the (73, 9, 1)-design in which every frame has 73 slots and 9 of them are “on” slots.
The design can be represented by the WSF of f(x) = 1+x+x3+x7+x15+x31+x36+x54+x63, T = 73.
Asymmetric design In the case of asymmetric design, the duty cycles of nodes can be different.
Theorem 1 gives a necessary condition for ensuring overlapping slots among neighboring nodes. In
the case m = 1, this necessary condition can be trivially satisfied by assigning ku = T and kv = 1
for v ∈ N(u).
The asymmetric WSF design problem is related to the vertex covering problem. To illustrate
this, consider a simplified problem in which only two different duty cycles, K and k, are used,
where K > k and K · k ≥ m · T . Nodes with a duty cycle of K are colored black and the others
are colored white. By Theorem 1, to satisfy the necessary condition, every edge in G(V,E) should
at least have one black node. In essence the set of black-colored nodes form a vertex cover set
for G(V,E). Let the ratio of the number of black and white nodes be r. It is easy to construct
graphs with r > 1, for example, odd cycles. For these types of graphs, asymmetric designs are less
energy-efficient compared to symmetric designs. For graphs with small r < 1, the average duty
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cycle is given by
k =
rK + k
r + 1
≥ 2
√
rKk
r + 1
≥ 2
√
rmT
r + 1
, (4.1)
where the last inequality results from Theorem 1. Equality holds when K =
q
mT
r and k =
√
rmT .
Since r ≤ 1, we have K ≥ k. Compared to symmetric designs,the average energy reduction is 2
√
r
r+1 .
Finding the minimum vertex cover is an NP-complete problem. Its dependence on the topology
contradicts one of the most important requirements of generating asynchronous wakeup schedules,
i.e., adaptiveness to network dynamics. Therefore, in what follows, we only consider symmetric
wakeup schedules. Asymmetric design is applicable in heterogeneous networks, where there exists
“powerful” nodes with abundant power supply. These nodes can be assigned WSFs with high duty
cycle and serve as relay nodes for power-constrained nodes that use WSFs with low duty cycles.
4.2 Implementation of Asynchronous Wakeup Schedules
A fundamental assumption in the above analysis is that slots are aligned at their boundaries.
Although this assumption facilitates theoretical derivation, it may not be realistic, as exact slot
alignment is as hard a problem as clock synchronization. Since nodes may initiate their wakeup
schedules at different times, the discrepancy in schedules can be of the following two forms: (i)
the slot boundaries are not aligned and (ii) even the slot boundaries are aligned, the schedules
usually have phase shift relative to each other. The result of optimal symmetric block design
(Section 4.1.3) ensures that there exist sufficient, overlapping active slots even if two schedules
are phase shifts of each other. In this section, we propose, based on the optimal symmetric block
design, an asynchronous wakeup protocol that operates without aligned slot boundary.
The protocol consists of two component procedures: (i) neighbor discovery that detects neigh-
boring nodes in the power saving states and (ii) bookkeeping of neighbor schedules that is used to
keep track of a neighbor’s wakeup schedule to facilitate data communication.
4.2.1 Neighbor Discovery
Protocol description The neighbor discovery procedure operates as follows. Each node divides
its time axis into fixed-length frames of T slots. Each slot is in turn of length I. Every node chooses
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Figure 4.2: The frame structure used in asynchronous wakeup mechanisms.
the same WSF to schedule its own active and low-power slots, where the WSF is derived from the
optimal block design in Section 4.1. Due to the randomness in starting times and clock shifts,
schedules are not synchronized. In an active slot, a node can both transmit/receive packets or
listen to the wireless medium, while in a sleeping slot, a node operates in low-power mode. At the
beginning of an active slot, a node transmits a beacon message piggybacking its own id and other
information subject to the channel contention/resolution rule. The frame structure is illustrated in
Figure 4.2.
Theoretical base The following theorem establishes the correctness of the protocol without
aligned slot boundary:
Theorem 3: If the WSF schedule ensures a minimum of one overlapping slot and all beacons
can be successfully received, then with the use of the neighbor discovery protocol aforementioned,
two neighboring nodes can hear each other’s beacons within T slots.
Proof: We consider two cases:
• Case 1: Perfect alignment of slot boundaries. If the slot boundaries of any two nodes are
aligned, with the use of the result of optimal symmetric block design, two nodes can hear
each other’s beacon messages.1
• Case 2: No alignment of slot boundaries. Suppose the clocks of nodes u and v differ by
l · T + n · I + δ, where δ ≤ I. If δ = 0 (i.e., the difference is l · T + n · I), by the property
of difference sets, there exists an pair (i, j) such that the i-th active slot of node u and the
j-th active slot of node v overlaps (in other words (i − j) mod T = I). Similarly, if δ = I
(i.e., the difference is l · T + (n + 1) · I), there exists an pair (i′, j′) such that i′-th active slot
1We assume that transmission of beacons is deferred by a random back off period when the channel is idle and
the beacon transmission time is at least one order of magnitude smaller than I .
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Node u
v can hear u’s beacon
u can hear v’s beacon
Node v
Figure 4.3: An example that shows that two neighboring nodes can hear each others beacon in the
presence of clock shifts.
of node u and the j′-th active slot of node v overlaps. Note that i and j cannot be the same
as i′ and j′ simultaneously. Without loss of generality, assume j 6= j′. When the difference
is l · T + n · I + δ, node u can hear node v’s beacon in slot i and node v can hear node u’s
beacon in slot j′. An example using (7,3,1)-design is given in Figure 4.3, in which node u and
v schedule shift by 2 · I + δ. Node u can hear v’s beacon at slot 2 and node v can hear node
u’s beacon at slot 2.
The above theorem ensures that two neighboring nodes can always discover each other in
bounded time if all beacon messages are transmitted successfully. This property holds true even
in the case that two originally disconnected subsets of nodes join together. As long as they use
the same WSF, they can form a larger connected network in finite time. Note that in the presence
of channel contention and collision, a node may not be able to transmit its beacon message in an
active slot that overlaps with those of other nodes. However, the probability of not being able to
hear a neighbor’s beacon message in nT slots diminishes geometrically as n gets large.
Implementation To implement the protocol, each node keeps a neighbor list in which each entry
has the following fields:
node id clock schedule last fresh lifespan
We will discuss the use of various fields below. Whenever a new neighbor is discovered, a new entry
is added. Each entry of the list is associated with a timer (called refresh timer), that is created and
refreshed when any ongoing transmission or beacon message is overheard from the corresponding
neighbor. When the refresh timer of an entry expires, the corresponding entry is removed and the
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corresponding neighbor is considered either dead or having moved away. The beacon message can
be used as an explicit indication that the corresponding node is active for at least one slot, where
transmissions to the node can be conducted.
4.2.2 Bookkeeping of Neighbor Schedules
If node u hears node v’s beacon message, it knows that node v will stay awake for a duration
of length I. When node u has buffered data for node v, it can start transmission after node v’s
beacon. However, since beacon messages use broadcast, they are subject to collision. Hence, it is
inefficient to merely use beacons to solicit/announce transmission of buffered packets. In mobile
scenarios with relatively low mobility, it is beneficial for a node to keep track of neighbor schedules
and clock shifts in order to infer its neighbors’ wakeup schedules.
We augment the beacon message with a time stamp that records the clock and the current
schedule of a sender node. Upon receiving a beacon message, a node keeps in the corresponding
neighbor list entry (i) the relative clock in the clock field; and (ii) the schedule differences between
the node and its neighbor in the schedule field. When a node is awake (either mandated by its
own wakeup schedule or other higher-level power management schemes), it checks its neighbors’
schedules and transmits pending packets (if any) to active neighbors. Packets destined to a neighbor
who is in the sleeping state are buffered for later transmission.
The processing and propagation delay at the interface card and the wireless medium may
result in inaccuracy in estimating neighbors’ schedules. To mitigate the negative impact of such
inaccuracy, one may introduce a small amount of slack time at the beginning and end of a neighbor’s
estimated active slot and disable packet transmission in the slack time.
Note that unlike IEEE 802.11 and the three schemes proposed in [72], we do not use the notion
of ATIM windows. In IEEE 802.11, a node can optionally enters the sleep mode if it receives no
ATIM frame in an ATIM window. In our scheme, in an active slot, a node has to transmit its own
beacon and listen to beacons from other nodes for which it may have buffered packets. To ensure
the correctness of the protocol, a node has to remain awake throughout the entire active slot.
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4.2.3 Synchronization Using Asynchronous Wakeup Schedule
We can go one step further from bookkeeping to synchronizing neighbors’ schedules. Synchronized
schedules (though not periodic in terms of the active intervals) are desirable in cases where a node
wants to transmit to multiple neighbors simultaneously, i.e., local broadcast or multicast.
Consider a node v keeps a logical clock Cv. Define events as receiving of beacon messages
and local physical clock firing. The asynchronous schedule at logical time Cv is computed as
bCv%(T ∗ I)/Ic. For example, if Cv = (T + l) ∗ I + δ (δ < I), then the node is in the lth slots.
The logical clock changes its value when any event happens. Each time the physical clock fires,
C increments by one. Upon the transmission of a beacon message, a node piggybacks its current
logical clock. Upon receiving a beacon message that contains a larger logical clock value than
its own, the node advances its own logical clock to the new value. This procedure essentially
follows Lamport’s monotonically incrementing clock synchronization algorithm [44]. As Lamport’s
algorithm can maintain partial order of the events, from the mapping between the logical clock and
the asynchronous schedule, we can conclude that neighbor’s schedules are eventually synchronized.
Note that synchronizing asynchronous wakeup schedule does not contradict the initial design
objectives of asynchronous wakeup. With the synchronized wakeup schedules, bounded neighbor
discovery time can still be achieved as long as nodes newly joining the network follow the same
wakeup schedule. As correctness of asynchronous wakeup schedule does not hinge on the synchro-
nization, it decouples power management from synchronization. In contrast, this is not true for
scheduled rendezvous wakeup protocol in multi-hop wireless networks. On one hand, the wakeup
schedule requires all nodes to be synchronized. On the other hand, to perform time synchroniza-
tion, nodes have to be able to reach at least one of its neighbors in finite period of time as any
form of synchronization requires exchanges of information. In Figure 4.4, we show an example for a
static network with 50 nodes randomly placed in a two-dimensional 1500m by 300m region. Nodes
start its periodic schedule randomly with power management enabled. Synchronization is done
using the proposed logical clock approach. There are altogether 604 unidirectional links among 50
nodes. Only a subset of links can be detected among nodes that have overlapping wakeup intervals,
due to the lack of time synchronization. This necessarily implies that a node cannot switch to
power-save mode unless it is first synchronized. In other words, in addition to network-wide time
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synchronization, a mechanism has to be devised to determine when the synchronization is com-
pleted to start power management. Note that it is in general insufficient to detect the termination
of synchronization simply by information exchanges from a single-hop neighborhood as a remote
node may affect the result of synchronization.
Next, we argue the requirement of a time server to determine the termination of synchronization
at each node in a single-channel multi-hop wireless networks. Without a single time server, time
synchronization in the network is equivalent to achieve an agreement in the distributed systems
where each node proposes a value. Suppose if there exists a function when applied to any combi-
nation of the proposed values, a unique output can be found and decided locally at each node. An
agreement can be achieved if and only if all the values are obtained (with in-network processing
allowed). For example, the afore-mentioned synchronization scheme based on Lamport’s algorithm
in essence tries to find the maximum among all logical clocks at any snapshot and use it as the
common logical clock. However, even under the assumption that there is no faulty process in the
system, in an asynchronous environment where the latency of message delivery can be arbitrarily
long, achieving agreement without the knowledge of the group membership is improbable. There-
fore, we conclude that the termination of synchronization cannot be determined at any node. On
the other hand, if there exists a time server, all nodes by default abide by the value it proposes. As
long as one message that carries this value (possibly signed by the time server for security reasons)
arrives at a node, this node can decide on it own behalf that it is synchronized to the time server
and ultimately to the entire systems. One efficient implementation is to build a sink tree rooted
at the time server. A node declares the termination of its synchronization upon reception of the
synchronization message from its parent. Once the termination condition is detected, a node can
enter power-save mode to conserve energy. The downside of using a time server is that nodes suffer
different delay in getting the synchronization message and the time server can be a single point of
failure in the system.
4.3 Power Management Using Asynchronous Wakeup
In Sections 4.1-4.2, we derive the optimal asynchronous wakeup schedule and propose a wakeup
protocol that operates without requiring alignment of slot boundaries. A wakeup schedule is needed
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Figure 4.5: Relationship between the wakeup schedule and the communication schedule devised by
a power management policy.
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to maintain network connectivity when nodes are in power-saving mode, and additional policy is
needed to decide when to put nodes in power-save mode. If nodes can only communicate during
the active slots of the wakeup schedule, the delay experienced by packets may be prohibitively long,
i.e., in the worst case nT for communication over an n-hop path. Overlaying a desirable communi-
cation schedule over the wakeup schedule to decide when a node should go to sleep and wake up is
necessary to sustain desirable communication efficiency in the network. The relationship between
the wakeup schedule and the communication schedule devised by a power management policy is
illustrated in Figure 4.5. In this section, we investigate how to perform power management in
conjunction with the proposed asynchronous wakeup protocol. The main goal is to conserve energy
without moderate performance degradation compared to a network without power management.
In Chapter 3, we propose an on-demand power management framework for multi-hop wireless net-
works. In this framework, power management decisions are driven by communication events in
the network, and connectivity is only maintained between pairs of senders and receivers along the
routes of data communication. This reduces energy consumption while maintaining effective com-
munication. The on-demand power management policy can be directly laid over the asynchronous
wakeup schedule. A node piggybacks its power management information in the beacon messages.
If the power management policy mandates a neighbor to remain awake, a node can communication
with it directly. When a neighbor is asleep, the wakeup protocol can be used to trigger the setup
of the keep-alive timer.
4.4 Performance Evaluation
In this section we study the communication efficiency of asynchronous wakeup. All nodes in the
network follow the same asynchronous wakeup schedule. First, we study the per-hop latency to
transmit a packet to a sleeping node. The experiments presented assume a perfect MAC layer
without channel contention and packet losses and do not simulate packet-level details. This allows
us to study large scale networks with hundred of executions. The performance evaluation is then
substantiated using more detailed packet-level simulation in ns-2.
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4.4.1 Per-hop Latency of Asynchronous Wakeup
We set up experiments using 1000 nodes randomly placed in a 7500m-by-3000m rectangle space with
a wireless transmission range of 250m. First, pairs of source and destination nodes are randomly
chosen. The end-to-end delay due to the wakeup schedule is measured. The propagation delay and
transmission time are negligible compared to the wakeup delay. Dividing the end-to-end delay by
the number of hops gives an estimation of single hop latency due to waking up nodes along the
path. From Figure 4.6, we can observe that a shorter schedule incurs less per-hop latency. This
is because for the shorter (7,3,1)-schedule and consequently higher duty cycle, the probability that
active slots of N nodes along the path intersect is higher (and thus incurring no wakeup).
To investigate the advantage of using deterministic schedules devised by optimal block design,
we compare it against the probabilistic case where each node wakes up in each slot with probability
p. Consider a packet arrival at node u at any time slot i to be transmitted to node v, the average
delay for wakeup can be computed as follows,
d =
k=∞X
k=0
kp2(1− p2)k = 1− p
2
p2
=
1
p2
− 1 (4.2)
By plugging in p = 3/7 and p = 9/73, we can obtain the average delay for wakeup a neighboring
node of 0.2540 and 0.4167, which are significantly larger than that given by the deterministic
61
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
x 104
0.6
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Per−flow traffic load (bps)
Pa
ck
et
 D
el
iv
er
y 
Ra
tio
No PSM
on−demand, T = 7
on−demand T = 73
Periodic wakeup
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
x 104
0
1
2
3
4
5
6
7
8
9
x 10−3
Per−flow traffic load (bps)
En
er
gy
 c
os
t (J
/bi
t)
No PSM
on−demand, T = 7
on−demand T = 73
Periodic wakeup
(a) Packet delivery ratio (b) Energy consumed
Figure 4.7: Packet delivery ratio and energy consumed in a 1500m by 300m static network with
50 nodes with on-off traffic sources with interleaved “on” and “off” periods of length 10s and 50s.
During the “on” periods, the transmitting rate varies.
schedule using optimal block design. The reason is that a deterministic schedule guarantees one
overlap every T slots, while in the probability schedule, there is a non-zero probability that two
schedules do not overlap over the first k slots. However, Eq. (4.2) explains the inverse proportional
relationship between duty cycle p and single-hop delay as shown in Figure 4.6.
4.4.2 Simulation Study
To evaluate the proposed protocols in large scale networks, we have implemented the proposed
asynchronous wakeup mechanism and the corresponding power management protocol in ns-2 [73]
with the CMU wireless extension, and conducted a simulation study using different traffic models
in the multi-hop wireless networks. As a baseline, we also evaluate the performance in the absence
of power management. The performance metrics of interest are (i) the packet delivery ratio and (ii)
energy cost, defined as the amount of energy (J) to transmit one bit from the source to destination
(over multiple hops). The energy cost metrics in essence captures the energy utilization of the
network with all control overhead considered.
In the simulation study, all nodes communicate using half-duplex 802.11-based WaveLAN wire-
less radios with a bandwidth of 2Mbps and a nominal transmission radius of 250m. Dynamic Source
Routing (DSR) [37] is used as the underlying routing protocol. Nodes are synchronized by the ex-
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Figure 4.8: Packet delivery ratio and energy cost vs. traffic load in a 50-node, 1500m by 300m
mobile network with 10 long-lived CBR connections.
change of logical clock values as in Section 4.2.3. Local broadcast messages are only transmitted
during the active intervals (when all nodes are active as long as the schedules are synchronized).
We use the same energy model as in [22] (Table 3.1). The energy consumption for switching
between awake and low-power states is not simulated. Two different schedules are used: (7, 3, 1)-
design and (73, 9, 1)-design (Section 4.1). To ensure that frame lengths are approximately the same
in the two designs for a fair comparison, we set the slot size I to be 0.1s and the frame length T
to be 0.7s in the (7, 3, 1)-design, and the slot size I to be 0.01s and the frame length T to be 0.73s
in the (73, 9, 1)-design. Note that the rule-of-thumb used to set the frame length is as follows: the
frame length is set based on the desirable one-hop delay and the slot length is set to be the frame
length divided by the number of slots in each frame. In addition, in both design, the slot size is an
order of magnitude larger than the transmission and propagation delays to ensure the inaccuracy
incurred in calculating neighbors’ schedules is negligible.
Note that in the (T, k,m)-design, T = 1, k = 1, m = 1 (i.e., all intervals are active) corresponds
to a network without power management2. Therefore, in what follows, we use T = 1, T = 7 and
T = 73, respectively, to denote an “always-on” network, a power-managed network with the wakeup
schedule (7, 3, 1), and one with the wakeup schedule (73, 9, 1). The on-demand power management
is implemented as follows. Upon reception of a route request or data message to forward, the
2No beacons are transmitted in this case.
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routing layer instructs the MAC layer to remain active for a period decided by the keep-alive timer.
If no communication events occur, the time would eventually time-out. The keep-alive timer is set
to be 5s. All the results presented are averages of ten simulation runs.
For comparison purpose, we also implemented a scheduled rendezvous wakeup scheme following
the specification of IEEE 802.11 power saving mode. To avoid the dilemma of power management
and synchronization, nodes are assumed to be synchronized at the beginning at the simulation in
the scheduled rendezvous wakeup scheme. This assumption is less in favor of our scheme. However,
comparison between the “synchronized” system against “asynchronous” systems gives us insight
on the cost of asynchrony.
Static Networks with On-off Traffic Sources In this set of experiments, we study the per-
formance of different wakeup mechanisms under on-off traffic sources. As compared to long-lived
traffic sources, on-off traffic is more disruptive to power management due to the lack of persis-
tent loads in the network. The simulation is conducted in a 1500m by 300m static network with
50 nodes. Altogether there are 30 connections between randomly selected sender and destination
pairs. In the first set of experiment, each sender is an on-off CBR traffic source with interleaved
“on” and “off” periods of length 10s and 50s, respectively. The simulation lasts for 900s, and the
sending rate of each source is varied from low to medium load. The packet size is set to be 1KB.
Figure 4.7 shows the packet delivery ratio and the energy cost for the asynchronous wakeup
mechanism together with on-demand power management using different WSF functions, using
scheduled rendezvous wakeup schedule and without power management. We observe significant en-
ergy saving under the proposed asynchronous wakeup protocol with on-demand power management,
while the packet delivery ratio is comparable to that in the case without power management.
The use of different wakeup schedules affects energy consumption and packet delivery ratio of
the proposed scheme. A shorter schedule saves less energy but also incurs less packet losses because
the duty cycle of a node is higher. In comparison, using scheduled rendezvous wakeup alone conserve
more energy when the traffic load is light for two reasons, 1) compared to asynchronous wakeup, the
duty cycle of nodes in “off period” is smaller; 2) on-demand power management mandates nodes to
remain active for at least 5s after each transmission/reception during the ”on period”. However, as
demonstrated in Figure 4.7, as the traffic load increases, the scheduled rendezvous wakeup incurs
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significant packet losses and thus higher energy cost.
Mobile Networks In this set of experiments, we simulate a mobile network with 10 long-lived
CBR connections transmitting at 1kBps in a 50-node 1500m by 300m network. All nodes move at
20m/s with pause times varying from 15s to 75s.
Figure 4.8 depicts the energy cost and the packet delivery ratio under different protocols. Similar
to the static scenarios, the level of power saving as a result of the asynchronous wakeup mechanism is
quite significant with comparable packet delivery ratio. Under high mobility, scheduled rendezvous
wakeup mechanism breaks down with lower packet delivery ratio and even higher energy cost than
a network without power management.
From Figure 4.8, we can conclude that synchronization via asynchronous wakeup can indeed
facilitate efficient delivery of broadcast messages for route discovery throughout the network. In
comparison, scheduled rendezvous wakeup mechanism alone cannot handle mobility well. In addi-
tion, it requires a synchronized network to start with.
4.5 Summary
In this chapter, we take a systematic approach to design asynchronous wakeup mechanisms. Asyn-
chronous wakeup has the merits of not requiring global clock synchronization and being resilient to
network dynamics. We formulate the problem of generating wakeup schedules in the asynchronous
wakeup mechanism as a block design problem and derive theoretical bounds under different com-
munication models. Based on the optimal results obtained from the block design problem, we
design an asynchronous wakeup protocol which can detect neighboring nodes in finite time with-
out requiring slot alignment. We consider the integration of on-demand power management with
asynchronous wakeup scheme.
We compare the single-hop delay against a probabilistic wakeup schedule and demonstrate the
advantage of using deterministic schedules. Simulation results validate the design of our proposed
protocols. In particular, the energy consumed under the asynchronous wakeup mechanism with the
(7, 3, 1)-design is approximately half of that without power management, while the energy consumed
under the (73, 9, 1)-design is approximately 1/3 to 1/4. As compared to the asynchronous wakeup
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mechanism with the (7, 3, 1)-design, the mechanism with the (73, 9, 1)-design can achieve much
lower reciprocal of power consumption per unit data delivery at the expensive of slightly higher
packet loss rate. On-demand power management in conjunction with the asynchronous wakeup
mechanism with the (73, 9, 1)-design can achieve a good balance between energy consumption and
packet delivery ratio.
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Chapter 5
Performance Analysis of Power
Management in Wireless Networks
As have been pointed out earlier, energy conservation is usually achieved at the cost of performance
degradation. In this chapter, we quantify such trade-offs analytically. We believe an analytical
model can not only provide an evaluation tool for existing protocols but also give insights on how
to devise better power management designs.
In Section 5.1, we first present the taxonomy of existing power management policies. In partic-
ular, there are two representative categories, time-out driven and polling-based policies. We derive
the energy-performance analysis of time-out driven policies in Section 5.2. In Section 5.3, we present
an analytical characterization of the energy consumption, delay and loss rate of IEEE 802.11 Power
Saving Mode (PSM) as a function of traffic load, buffer size and other protocol-specific parameters.
Several variations of the basic protocol are considered. We also illustrate how to parameterize the
models to match different wakeup mechanisms. Lastly we validate the theoretical results using
simulation studies in Section 5.5.
5.1 Taxonomy of Power Management Policies
After examining several popular power management solutions in wireless networks, we categorize
them in Table 5.1. Note that we do not consider solutions that compose power management policies
dynamically based on application requirements as the one presented in [10].
To wake up a power-managed node, three wakeup mechanisms can be adopted as illustrated
in Chapter 4. To decide when to transit to a low-power state, a node can either follow a peri-
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Table 5.1: Taxonomy of Power Management Policies
sleep → active active → sleep Examples
second wakeup channel prolonged idleness [64]
periodic periodic IEEE 802.11 PSM
periodic prolonged idleness IEEE 801.11PSM + on-demand, CDPD [71]
aperiodic aperiodic asynchronous wakeup
aperiodic prolonged idleness asynchronous wakeup + on-demand
odic/aperiodic schedule as in IEEE 802.11 PSM or our proposed asynchronous wakeup scheme, or
a node can detect a prolonged idleness using timeout. In this chapter, we derive models for time-
out driven power management policies and IEEE 802.11 PSM-like polling-based power management
schemes. As will become clearer later, due to differences in their stochastic properties, deriving the
energy-performance characteristics for the two categories of power management schemes require
different methodologies.
Other than the afore-mentioned combinations, there are other variations to the basic schemes
in practice. For example, Cisco aironet cards have an additional proprietary power management
mode called fast-PSP. When there are more than one buffer packets at the AP, the client switches
to the fast-PSP mode and keep active for a period of time. However, as details of the mechanism
is not available, it is not considered here.
5.2 Time-out Driven Power Management Policies
5.2.1 System Model
In this section, we present a mathematical abstraction for the time-out driven power management
policies. Consider a pair of sender and receiver that are within the wireless transmission range of
each other. A sender delivers packets generated locally to the receiver. The sender keeps track
of power management states of the receiver either by monitoring the activities over the wireless
interface and/or based on the past history of communication events (e.g., wakeup acknowledgment
received or packet delivery failure [82]). Packets arrived when the receiver is in the low-power state
are first buffered at the sender and served when the receiver becomes active again (via one of the
three wakeup mechanisms mentioned earlier). The time duration to wake up a low-power receiver
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is modeled as a random variable, called vacation, with a general distribution. Since no packets
can be serviced when the receiver is in the low-power state, the vacation value represents the delay
penalty incurred in putting the receiver to the low-power state previously. Packets may be dropped
due to buffer overflow at the sender.
In the time-out driven power management, a node sets up a timer with a timeout value of ∆ at
the end of busy period. When the timer expires with no packet transmission during the following ∆
interval, it enters the low-power state. Different ∆ values result in different levels of reactiveness to
the system idle time. At one end of the spectrum, the value of ∆ is set to zero to model the policy
that a node switches from the active state to the low-power state immediately after becoming idle.
This corresponds to the most reactive type of power management policies. At the other end of the
spectrum, the value of ∆ is set to infinite to model the policy of no power management.
Note that a sender may follow a different power management policy from the receiver, since it
has full knowledge of packet arrival times from its application layer. We assume in the analysis
that the sender switches to the active state only when it has buffered packets for the receiver and it
determines the corresponding receiver is active. The time incurred to bring up the wireless interface
locally at the sender is not considered.
The system can be modeled as a single server queuing system with vacations and an attention
span. The attention span corresponds to the time-out period, while vacations characterize the
wakeup schedule adopted. The vacation policy is multiple vacations, i.e., the server takes vacations
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Table 5.2: Notations Used in the Derivation
∆ The time-out interval
ωk, pik The probability of k packets at the end of a vacation and at the end of
a service, respectively
fj , αj The probability that j packets arrive during a vacation and a service
time
ρ λX
ρc The carried load
q The probability that packets arrive within an interval of ∆
PB The blocking probability
γ The throughput of the system (the actual departure rate)
Pv The probability that the system is on vacation
Pi The probability that the system is idle
PWtx/rx, PWidle, PWasleep The power consumption in the transmission/reception, idle and low-
power state
V (t), B(t) The probability distribution function (PDF) of the vacation interval
and the service time, respectively
A Conditional mean of the inter-arrival time given that it is less than ∆
repeatedly until it finds at least one packet queued for the receiver upon returning from a vacation.
After the busy period, the receiver remains active for the duration of the attention span and switches
to the low-power state if no packet arrives during that interval.
To facilitate the derivation, we make the following assumptions:
A1. The packet arrival process is Poisson with rate λ.
A2. The service times X of packets are i. i. d following a general distribution with mean X and
second-order moment X2.
A3. The vacation period V is a random variable of general distribution with mean V and second-
order moment V 2. The length of the vacation period is independent of the arrival process
and the service time.
The Poisson arrival assumption is necessary for analytical tractability. We will show (via simula-
tion) in Section 5.5 that the discrepancy between theoretical results and simulations results is not
significant under other packet arrival patterns. The theoretical derivation can be readily extended
to the Markovian batch arrival processes (BMAP).
In what follows, we elaborate on how we model the system as a M/G/1/K queue with multiple
vacations using exhaustive service and an attention span, and derive the delay, energy consumption
and throughput of the system in Section 5.2.2. The notations used in the derivation are given in
Table 5.2. Results for standard M/G/1/K queues with vacations can be found in [17].
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r(t)
r(t) residual time of service or vacation
D
Figure 5.2: Embedded Markov points for systems with vacations and attention span
Consider an embedded Markov process that characterizes the system at the end of a service or
a vacation (Figure 5.2). Let
ζi
4
=
8><
>:
0 if a vacation ends,
1 if a service is completed,
at the ith Markov point and ni denote the number of packets in the system just after the ith
Markov point. We define the system state at time i by the tuple (ni, ζi). Consider the system in
equilibrium, and let ωk
4
= Pr{ni = k, ζi = 0} and pik 4= Pr{ni = k, ζi = 1}, i.e., ωk is the probability
of having k packets at the end of a vacation and pik is the probability of having k packets in the
system at the end of a service. The state transition diagram is depicted in Figure 5.1 and the
corresponding state transition equations are
ωk = (ω0 + (1− q) · pi0)fk, k = 0, 1, ..., (K − 1),
ωK = (ω0 + (1− q) · pi0)
P∞
k=K fk,
pik = q · pi0αk +
Pk+1
j=1 (ωj + pij)αk−j+1,
k = 0, ..., (K − 2),
piK−1 = q · pi0 P∞k=K−1 αk + ωK + PK−1j=1 (ωj + pij) ·P∞k=K−j αk,
(5.1)
and
KX
k=0
ωk +
K−1X
j=0
pij = 1, (5.2)
where
fj =
Z ∞
0
(λt)j
j!
exp (−λt)dV (t), j = 0, 1, ..,∞, (5.3)
and
αj =
Z ∞
0
(λt)j
j!
exp (−λt)dB(t), j = 0, 1, ..,∞, (5.4)
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where q =
R ∆
0 λ · exp (−λt)dt is the probability that there is at least one packet arrival within
the ∆ interval.
Several comments are in order for Figure 5.1:
• There is no transition from state (k, 1) to (k′, 0) for k > 0, which implies the system never
goes to vacation if there exist buffered packets. This is consistent with the vacation policy
described earlier.
• If there is no packet in the system at the end of a service, with probability qαk, at least one
packet arrives during the ∆ interval (reflected in the q item) and k new packets arrive during
the service time of the one that arrives during the ∆ interval, k = 0, 1, ...,K − 2.
• If there is no packet in the system at the end of a service, with probability (1−q), the vacation
begins. In addition, with probability fk, k packets arrive in the vacation period (and thus
k packets in the system at the end of the vacation), k = 0, 1, ...,K − 1. The two events are
independent due to the memoryless properties of Poisson arrival processes.
5.2.2 Analysis of the Energy Performance Trade-off
With the system model derived in Section 5.2.1, we are now in the position to derive several
performance metrics of interest, i.e., throughput, energy consumption and the delay of the system.
A. Derivation of the throughput and energy consumption
Let ρc be the carried load, i.e., the probability that the server is busy at an arbitrary time. Then,
ρc
= limT→∞
P
Service TimeP
Service Time+
P
V acation Time+
P
Idle Time
= (1−ω0−(1−q)pi0)X
ω0V +(1−q)pi0(V +∆)+(1−ω0−pi0)X+qpi0(A+X) ,
where A = 1q (
R ∆
0 λte
−λtdt) is the conditional mean of the inter-packet arrival time given that it is
less than ∆. Consider the mean duration τi between two consecutive Markov points ti and ti+1,
i.e., τi = ti+1 − ti. With probability ω0, τi = V if the system is on vacation with no packet in the
queue at the ti (the first term); With probability (1 − q)pi0, τi = V + ∆ if the system is at the
end of a service and there is not packet arrival during the ∆ interval (the second term); The third
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term corresponds to the mean time of servicing a packet when the system is active. Lastly, with
probability qpi0, τi = A + X.
Similarly, the probability that the server is on vacation is given by
Prv =
(ω0 + (1− q)pi0)V
ω0V + (1 − q)pi0(V + ∆) + (1− ω0 − (1 − q)pi0)X + qpi0A
(5.5)
In addition, Pri = 1 − Prv −ρc is the probability that the server is in the idle state but not
on vacation. Therefore, the average power consumption of the sender and receiver is PWs =
ρcPWtx +(1−ρc)PWasleep and PWr = ρcPWrx +(1−ρc−Prv)PWidle +PrvPWasleep, respectively.
Eq. (5.1) can be solved recursively. The loss rate is PB =
ρ−ρc
ρ and the throughput of the system
is given by γ = λ(1− PB).
B. Derivation of the delay characteristic
Next, we derive the average waiting time in a system with the FIFO service discipline. Let the
probability Qk
4
= Pr{k packets in system, server currently on vacation}, k = 0, 1, ...,K and the
probability Rk
4
= Pr{k packets in the system, server currently in service}, k = 1, ...,K − 1 defined
at arbitrary time instants. By renewal theory, we have
Qk =
8<
:
Prv
R∞
0
(λt)k
k!
e−λt 1−V (t)
V
dt, k = 0, 1, ..., (K − 1),
P rv
P∞
k=K
R∞
0
(λt)k
k!
e−λt 1−V (t)
V
dt, k = K,
(5.6)
and
Rk =
8>>>><
>>>>:
ρc(pi0
R∞
0
(λt)k−1(1−B(t))
(k−1)!eλtX dt
+
Pk
j=1
ωj+pij
1−ω0−(1−q)pi0
R∞
0
(λt)k−j(1−B(t))
(k−j)!eλtX dt), k = 1, ...,K − 1,
ρc(pi0
R∞
0
(λt)K−1
(K−1)!eλt
1−B(t)
X
dt + ωK
1−ω0−(1−q)pi0
+
P∞
k=K
R∞
0
(λt)k−j
(k−j)!eλt
1−B(t)
X
dt), k = K
(5.7)
Using Eqs. (5.1)-(5.4), we can simplify Eqs. (5.6)-(5.7) as
Qk =
Pv
λV (ω0 + (1− q)pi0)
KX
j=k+1
ωj , k = 1, ..., K − 1,
QK = Pv − Pv
λV (ω0 + (1− q)pi0)
KX
j=1
jωj , (5.8)
and
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Rk =
ρc
1−(ω0+(1−q)pi0) · (
qpi0Ak
λX
+
Pk
j=1
(ωj+pij)Ak−j+1
λX
),
RK =
ρc
1−(ω0+(1−q)pi0) · (
qpi0Ak
λX
+ ωK
+
PK−1
j=1
pij+ωj
λX
P∞
k=K−j+1 Ak),
(5.9)
where Aj =
R∞
0
(λt)j−1
(j−1)! e
−λt[1−B(t)]λdt.
Finally, the average number of packets in the system is given by N =
Pk=K
k=1 k(Qk + Rk). By
Little’s theorem, the average delay is then D = N(1−PB)λ .For the cases of q = 0, ∆ = 0 and q = 1,
∆ = ∞, we can obtain the carried load, average power consumption and delay for a M/G/1/K
system that goes on vacations immediately after a busy period and one that does not take vacations.
If we let the buffer size K →∞, the M/G/1/K system reduces to a M/G/1 system.
C. A closed-form solution for large buffer case
In the cases of general service time and vacation time distributions and finite buffer sizes, it is very
difficult to obtain a closed-form solution for the equations derived in Section 5.2.1. However, when
the buffer size is much larger as compared to the number of packets that arrive in a vacation period
(i.e., K >> λV ), the system can be approximated with an infinite queue. Closed-form solution can
then be obtained using the P-K formula [30].
Let W and NQ be the average waiting time in the queue and the average queue length, respec-
tively, and let R be the mean residual service time or the residual vacation time observed by a
newly arrived packet. By virtue of the PASTA property [30], an arrived packet observes the system
time average. For an ergodic process, the time average is equivalent to the stochastic average.
When a packet enters the system, the system can be in one of the three states, i) busy serving
a packet ii) on vacation, i.e. in the low-power state or iii) idle but not on vacation. The probability
that the system is in the busy state is ρ = λX since there is no packet loss. The probability that
the system is on vacation and in the idle state but not on vacation are, respectively, Prv and Pri.
By Eqs. (5.1), (5.5) and ρc = ρ, we have,
Prv =
(1− ρ)V
f0V + (1− f0)(V + ∆ + q1−q A)
, (5.10)
and
Pri =
(1− f0)(∆ + q1−q A)(1− ρ)
f0V + (1− f0)(V + ∆ + q1−q A)
. (5.11)
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Recall that A is the conditional mean of the packet inter-arrival time given that it is less than ∆,
i.e., A = 1q (
1
λ − (∆ + 1λ)exp(−λ∆)); q is the probability that at least one packet arrives in the ∆
interval, i.e., q = 1− exp(−λ∆).
Due to the renewal property [30], the average residual time R can be expressed as
R = ρ · X
2
2X
+ Prv · V
2
2V
. (5.12)
By the P-K formula, we have
W =
R
1− ρ
=
ρ
1− ρ ·
X2
2X
+
Prv
1− ρ ·
V 2
2V
, (5.13)
and the delay of a packet is D = W + X .
The average power consumed at the sender and the receiver, on the other hand, can be computed
as PWs = ρPWtx + (1− ρ)PWasleep and PWr = ρPWrx + Pri PWidle + Prv PWasleep respectively.
Since the goodput is the same as the input rate, we have γ = λ.
In addition to traditional performance metrics such as delay, energy and packet loss rate, we
also consider the use of energy per packet delay product (EPDP) to compare different power
management policies:
energy • delay/packet = PW ·D
γ
, (5.14)
where PW is the average power consumed by the server (in watts), D is the average delay (in sec.)
and γ is the average goodput (in packet/sec). It is desirable to have small energy consumption,
small delay and large goodput. As a result, a good power management policy should incur small
values of EPDP.
By combining the above equations, the energy per packet delay product (EPDP) at the receiver
can be computed as
EPDP =
PW
λ
· (X + ρ
1− ρ ·
X2
2X
+
Prv
1− ρ ·
V 2
2V
). (5.15)
We prove in Appendix A, that EPDP is either monotonic for ∆ ∈ [0,∞) or peak at a certain
value of ∆ ∈ (0,∞). Therefore, contrary to the intuition, the policy with ∆ ∈ (0,∞) does not
provide any gain in terms of the EPDP. Moreover, the best power management policy to minimize
the EPDP for a node with an infinite buffer size and Poisson arrivals can be derived as follows.
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Theorem 4: If the following condition is satisfied,
ρ ≤ (PWidle − PWasleep)X − PWasleep
V 2
2V
V 2
2V
(PWrx − PWasleep)− (PWidle − PWasleep)(X22X −X)
, (5.16)
the power management policy with ∆ = 0 minimizes the EPDP; else, the always-on power man-
agement policy minimizes the EPDP.
Proof: For ∆ = 0, EPDPoff = (ρPWrx + (1 − ρ)PWasleep)(X + ρ1−ρ X
2
2X
+ V 2
2V
) For ∆ = ∞,
EPDPon = (ρPWrx+(1−ρ)PWidle)(X+ ρ1−ρ X
2
2X
) Therefore, if inequality (5.16) holds, EPDPoff ≤
EPDPon.
Due to the property of the EPDP w. r. t ∆ from Appendix A, q = 0 or equivalently ∆ = 0
minimize EPDP.
This corresponds to a threshold control policy.
As an example, consider the case PWasleep is negligible, PWidle ≈ PWrx. For deterministic
service X and vacation time V where V >> X, Condition (5.16) implies that if ρ ≤ 2XV or
equivalently, λ ≤ 2V , the best policy to minimized EPDP is to set ∆ = 0. On the other hand,
if there are more than two packet arrivals in a vacation period, the system should remain active
all the time. To implement this policy, a sender needs to monitor the traffic load and inform the
receiver to switch between ∆ = 0 and ∆ = ∞ power management accordingly.
D. Discussion
In this section, we discuss several issues in correlating the analytical model to power management
protocols in practice.
Inference of the end of busy period at a receiver A sender can notify the receiver of the
end of its busy period using in-band or out-band signals. For example, the sender can optionally
piggyback in its transmitted packet information such as the number of queued packets to the
receiver. If the number is zero, the receiver can infer that the sender will soon become idle.
Vacation time distribution In the previous analysis, we assume a general distribution for vaca-
tion intervals. We now discuss the specific distribution of vacation intervals under different wakeup
mechanisms. It is obvious that the distribution of vacation intervals in periodic wakeup mechanisms
is deterministic (possibly with the exception of the first vacation). Under the asynchronous wakeup
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mechanism, vacation intervals depend on the specific schedule used. For example, in the (7, 3, 1)
schedule [81], let T be the total length of the schedule and S is the size of each slot (i.e., T = 7S).
The probability density distribution of the vacation is given by,
fv(t) =
3
7
δ(0) +
1
7
δ(S) +
3
7
δ(3S), (5.17)
where δ(t) is the Dirac delta function at t.
Under the wakeup-over-wireless mechanism, the vacation interval and the packet arrival process
are inter-dependent as vacation ends shortly after the first packet arrival. As a result, Assumption
(A3) in Section 5.2.1 does not hold. Instead, we consider a first-order approximation. Let the time
to wake up a device over the wireless link be denoted as dWoW . dWoW consists of two parts, i.e., the
time it takes to transmit a wakeup signal and the time it takes for a device to switch to active state
from low-power state. To find a deterministic vacation time V independent of the arrival process
to approximate dWoW , we examine a vacation interval in which at least one packet arrives. The
mean residual vacation time R upon the arrival of the first packet (following the Poisson arrival
process) is given by,
R = E{V − t|t < V }
= V − E{t|t < V }
= V −
1
λ
−(V + 1
λ
)exp(−λV )
1−exp(−λV ) ,
(5.18)
where t is the packet inter-arrival time.
If we let R equals to dWoW , V is the solution of the following equation,
dWoW +
1
λ
− V = (dWoW + 1
λ
)exp(−λV ). (5.19)
Trivially, V = 0 is a solution to Eq. (5.19) but not the solution we desire. By comparing the
derivative at V = 0 for both sides of Eq. (5.19), one can show that there exists a positive solution
to Eq. (5.19), which can be obtained numerically.
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Figure 5.3: Prv, Pri versus ∆ for different values of λ. X = 1, V = 50. The solid lines correspond
to curves of Prv and the dotted lines correspond to curves of Pri.
5.2.3 Numerical Results for Deterministic Service and Vacation
To obtain the numerical results of the performance metrics of interest, we need to compute the
limiting probability distributions in Eqs. (5.8)–(5.9). If both the service time X and the vacation
interval V are constant, the probability that k packets arrive in a vacation interval and a service
time, fk and αk, can be simplified to fk =
(λX)k
k! exp(−λX) and αk = (λV )
k
k! exp(−λV ) respectively.
Figure 5.3 shows the probability of vacation Prv and idleness Pri for different values of λ and
∆. As expected, Prv is a monotonic decreasing function with respect to ∆ and Pri monotonically
increases with respect to ∆. Therefore, the overall energy consumption increases with ∆. When
∆ = 0, Pri = 0 as the system immediately takes vacation when it becomes idle. As loads get higher,
Prv decreases. Figure 5.4 shows the effects of traffic load and ∆ on the performance metrics of
interest. Normalized throughput is defined as 1− PB (recall that PB is the blocking probability).
The load varies from 0.01 to 1.2 (normalized by the service rate). When the server is overloaded
(e.g. λ = 1.2), the power management policy has little impact on the performance as the queue
is full most of the time. Under heavy traffic loads, packet losses due to buffer overflow result in a
smaller queuing delay as shown in Figure 5.4(a). For λ < 1, since K ≥ λV , very few packet losses
occur. Figure 5.4 (d) shows the EPDP with respect to different values of ∆. Similar to the case
with a buffer of the infinite size (Theorem 4), the EPDP also achieves its minimum at the boundary
of the feasible region (i.e., either at ∆ = 0 or ∆ = ∞).
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Figure 5.4: Numerical results for a M/D/1/K queue with multiple vacations and attention span ∆,
X = 1, V = 50, K = 50. Note that the first four curves overlap for large ∆ in (c).
5.3 Performance Analysis of IEEE 802.11 PSM
In this section, we use IEEE 802.11 PSM as an example and present an analytical model for
polling-based power management policies.
5.3.1 System Model
We first consider a pair of transmitter and receiver operating in IEEE 802.11 distributed coordi-
nating function (DCF) mode. The two nodes are synchronized using beacon messages. Therefore,
they can coordinate in the transition of power management states. In Section 5.3.5, we extend the
model to the case of multiple homogeneous competing flows. For ease of derivation, we assume
that packets arrive at the transmitter in compliance with a Poisson arrival process. However, the
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analysis can be readily extended to other Markov regenerative processes such as Batch Markovian
arrival process (BMAP).
We examine states of the system at the boundary of beacon intervals. A packet that is under
service at the boundary of a beacon interval would restart its service in the next interval. This
assumption holds true if the service time distribution (or equivalently the packet size distribution)
is exponential (due to the memoryless property of exponential distributions). For non-exponential
service times, we claim that as long as the service time is an order of magnitude smaller than the
beacon interval, ignoring the packet currently under service would not have a significant impact on
the mean value analysis. This claim is verified by the simulation results in Section 5.3.5.
Packets to a receiver in the low-power state are buffered at the transmitter if the buffer space at
the transmitter is sufficient; otherwise, they are subject to drops. At the beginning of each beacon
interval, the transmitter examines its buffer. If it has packets for the receiver, it informs the receiver
to stay active in the next interval of length b. Otherwise, both the sender and receiver switch to
the low-power state for an interval of length b. Therefore, transitions of power management states
at the sender and receiver are synchronized.
We model the system with a finite buffer size K as a finite state Markov chain sampled at the
boundary of beacon intervals1. The system state at the end of the ith beacon interval is given by
the number of packets buffered ni. Let ζi ∈ {0, 1} be the power management state of the ith beacon
interval, with “0” indicating the low-power state and “1” the active state. The power management
decision of IEEE 802.11 PSM can be simply expressed as,
1. if ni = 0 then ζi+1 = 0;
2. if ni > 0 then ζi+1 = 1.
Let Ai and Di denote the number of arrivals and departures in the ith interval. Then the transition
of ni is given by
ni+1 =
8><
>:
min{ni + Ai+1 −Di+1,K}, if ni > 0,
Ai+1, if ni = 0.
We take the following steps to derive the quantities of interests:
1In real implementation, buffer size is usually expressed in B bytes. Therefore, K can be approximated as
K = B/S, where S is the average packet size.
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1. Compute the one-step transition matrix Pl,m = Pr{ni+1 = m|ni = l} using the transient
analysis.
2. Derive the steady state probability pik = Pr{ni = k}.
3. Derive the steady state blocking probability, average power consumption and average delay
in the system.
5.3.2 Transient Analysis for One-step Transition Matrix
Traditional queuing analysis focuses, in general on the steady state behavior of stationary processes.
However, in the context of IEEE 802.11 PSM, the time-dependent behavior is of importance since
the system cannot reach a steady state within a beacon interval under medium to high traffic loads.
Let N(t) be the number of packets in the system at time t (t ∈ [0, T )) and P(λ, t) the time-
dependent transient transition matrix within an (active/low-power) beacon interval for normalized
load λ. For ease of presentation, we drop λ in P(λ, t) and simply write it as P(t) unless clarification is
needed. In particular, P0,m(t) = Pr{N(t) = m|ni = 0}, m = 0, 1, ...,K denotes the probability that
there are m packets in the system at time t in a low-power beacon interval. Pl,m(t) = Pr{N(t) =
m|ni = l}, l = 1, 2, ...,K and m = 0, 1, ...,K gives the probability that there are m packets in the
system at time t in an active beacon interval i starting with l packets. Lastly, P = P(b) denotes
the one-step transition matrix for beacon interval of length b.
Logothetis et al. [49] developed a computational technique for obtaining a time-dependent
solution of the queue length distribution for a class for Markov regenerative process including
M/G/1/K and GI/M/1/K queues. In the case that the service time is exponential, the transition
matrix can be written simply as an exponential matrix. In the case of non-exponential service
times, one has to resort to renewal theory for Markov regenerative process (MRGP) [43]. We adopt
this computation technique in the following derivation and obtain results for both exponential and
deterministic service times.
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Exponential Service Time For exponential service times, the one-step transition matrix can
be written as,
Pl,m =
8>>>><
>>>>:
[ebQ]l,m, if l ≥ 1,
(λb)m
m! e
−λb, if l = 0, m < K,
Pj=∞
j=K
(λb)j
j! e
−λb, if l = 0, m = K,
(5.20)
where Q is the generation matrix of the corresponding M/M/1/K queuing system, i.e.,
Q =
2
66666666664
−λ λ · · ·
µ −λ− µ λ · · ·
µ −λ− µ λ
· · · · · · · · ·
· · · · · · · · ·
3
77777777775
.
Deterministic Service Time Transient analysis for non-exponential service time can be quite
complicated. However, for deterministic service time, the derivation can be greatly simplified. Let
τ be the fixed service time of packets. In a low-power interval, due to Poisson arrival assumption,
the transition matrix can be trivially written as,
P0,m(t) =
8><
>:
(λt)m
m! e
−λt, if m < K,
Pj=∞
j=K
(λt)j
j! e
−λt, if m = K,
(5.21)
In an active interval, to construct the embedded Markov renewal sequence {N(T+n ), Tn}, we
define the regeneration points Tn’s at the service completion instants for a non-empty system and
at arrival instants for an empty system (the latter is chosen to simplify the time-domain equations
for the deterministic service times). That is,
1. If N(T+n ) = 0, define Tn+1 as the time instant at which the next arrival occurs.
2. If N(T+n ) 6= 0, define Tn+1 as the time instant of the next service completion.
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Therefore, {N(t), t ≥ 0} is an Markov regenerative process (MRGP) with a global kernel [43],
K(t) =
2
66666666664
0 Aa(1, t) · · · Aa(K − 2, t)
P∞
i=K−1 Aa(i, t) 0
Sa(0, t) Sa(1, t) · · · Sa(K − 2, t)
P∞
i=K−1 Sa(i, t) 0
...
... · · · ... ... ...
0 0 · · · Sa(0, t)
P∞
i=1 Sa(i, t) 0
0 0 · · · 0 P∞i=0 Sa(i, t) 0
3
77777777775
,
where Ki,j(t) = Pr{N(T+n ) = j, Tn ≤ t|N(T+n−1) = i} characterizes the evolution of the MRGP at
the regenerative points. Aa(l, t) and Sa(i, t) are given by,
Aa(l, t) =
8><
>:
1− e−λt l = 1
0 otherwise
and
Sa(i, t) =
(λτ)i
i!
e−λτu(t− τ).
The local kernel [43] of the MRGP is given by the matrix E(t), where Ei,j = Pr{N(t) = j, T1 >
t|N(T+0 ) = i}.
E(t) =
2
66666666664
Ab(0, t) 0 · · · 0 0
0 Sb(0, t) · · · Sb(K − 1, t)
P∞
i=K Sb(i, t)
...
... · · · ... ...
0 0 · · · Sb(0, t)
P∞
i=1 Sb(i, t)
0 0 · · · 0 P∞i=0 Sb(i, t)
3
77777777775
.
Ab(l, t) and Sb(i, t) are given by,
Ab(l, t) =
8><
>:
e−λt, l = 0
0, otherwise
and
Sb(i, t) =
(λτ)i
i!
e−λτ [1− u(t− τ)].
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From renewal theory [43], we have
Pi,j(t) = Ei,j(t) +
X
k∈Ω
Z t
0
dKi,k(u)Pk,j(t− u). (5.22)
It is easy to see that, for 0 ≤ t ≤ τ , we have.
Pi,j(t) =
8><
>:
e−λt (λt)
j−i
(j−i)! , j ≥ i,
0, j < i.
For t > τ , let pl(t),kl and el(t), l = 0, 1, 2, ...,K be the lth row of matrices P(t), K(∞) and E(t).
By plugging in K(t) and E(t), Eq. (5.22) can be rewritten as,
pl(t) =
8><
>:
klP(t− τ), 0 < l ≤ K, t ≤ τ,
e0(t) + λe−λt
R t
0 e
λxp1(x)dx, l = 0, t ≥ τ.
Using the backward Euler method, we have,
pl(t) =
8><
>:
klP(t− τ), 0 < l ≤ K, t ≤ τ,
p0(nτ+α−∆α)+λ∆αp1(nτ+α)
1+λ∆α , l = 0, t ≥ τ,
(5.23)
where ∆α is the discretization step.
Therefore, combining Eq. (5.21) and Eq. (5.23), we have
Pl,m =
8>>>><
>>>>:
Pl,m(b), if l ≥ 1,
(λb)m
m! e
−λb, if l = 0, m < K,
Pj=∞
j=K
(λb)j
j! e
−λb, if l = 0, m = K,
(5.24)
as the one-step transition matrix for deterministic service time, where Pl,m(b) is the mth element
of vector pl(b).
5.3.3 Steady State Energy-Performance Metrics
In this section, we derive the steady state performance metrics of interest using the previous result
on the transition matrix P and P(t).
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Probability of the number of packets at the end of each beacon interval Let pik =
Pr{ni = k} be the probability that there are k packets at the end of the ith beacon interval. By
solving the Chapman-Kolmogorov equation pi = piP, we can get the steady state distribution (i.e.,
the distribution of the number of packets) at the end of each beacon interval, where P is given in
Eq. (5.20) and Eq. (5.24) for exponential and deterministic service time.
Blocking probability Arrivals to a low-power system have to be buffered till the end of the
current beacon interval. Therefore, the blocking probability in the low-power state is, Pr{B|ζ =
0} = 1 − Pj=Kj=0 (λb)jj! e−λb. On the other hand, the probability that a packet arrives in an active
interval starting with j packets and sees K packets in queue is given by, Pr{B|ζ = 1, ni = j} =
1
b
R b
0 Pj,K(t)dt since Poisson arrivals can be thought of a random point process on the time axis.
Therefore, the total blocking probability is
PB = Prasleep Pr{B|ζ = 0}+
j=KX
j=1
pij
1− pi0 Prawake · Pr{B|ζ = 1, ni = j}, (5.25)
where Prasleep = pi0 and Prawake = 1 − Prasleep are the probabilities that a packet arrives at a
sleeping system and an active system respectively. Consequently, the throughput of the system is
γ = λ(1− PB). The carried load is defined as ρc = ρ(1− PB).
Average power Let PWtx/rx, PWawake, PWidle be the power consumed in the transmis-
sion/receiving, awake and idle states, respectively. The average power can be computed as
PWtx/rx = PrasleepPWasleep + ρcPWtx/rx
+ (Prawake − ρc)PWidle.
The first term corresponds to the power consumed when the node is put to the low-power state,
while the second term gives the power consumed in transmitting or receiving packets. Prawake−ρc
gives the idle probability.
Now we account for the effect of the length, δ, of an ATIM window (recall that each beacon
interval begins with an ATIM window, where the transmitter and receiver coordinate their power
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management state). The average power can be approximated as
PWtx/rx = Prasleep(1− δ/b)PWasleep + ρcPWtx/rx
+ (Prawake − ρc + Prasleepδ/b)PWidle.
The ATIM window in essence reduces the length of a low-power period by δ.
Average delay We consider the FIFO service discipline, i.e., the packets are serviced in the
order of their arrivals. If a packet arrives at a low-power system, it has to wait till the
end of the beacon interval and the service time of all the packets ahead of it, i.e., d|asleep =
1
b
R b
0 {λtX + (b− t)}dt = 1+ρ2 b. On the other hand, if a packet arrives at an active system, its
waiting time is that in a system starting with i packets at the end of the last beacon interval, i.e.,
di|awake =
R b
0
Pj=K−1
j=0 Pi,j(t)jXdt +
X2
2X
. Therefore, the average delay is given by
D = Prasleepd|asleep + Prawake
i=KX
i=1
pij
1− pi0 di|awake. (5.26)
5.3.4 Numerical Examples
In this section, we present the numerical results for IEEE 802.11 PSM in the IBSS mode. Of partic-
ular interests is the impact of the beacon intervals on the energy-efficiency and other performance
metrics. We assume the ATIM window takes a fixed proportion of the beacon interval length.
Figure 5.5 shows the energy consumption of IEEE 802.11 PSM and the energy breakdown into
idle states, sleep states and active communication, under different traffic loads and beacon interval
values. The energy consumption for the idle, sleep and tx/rx states are 0.83W, 0.13W and 1W,
respectively. The buffer size K is set to 50. Clearly, changing the beacon interval length does
not have significant impact on the energy consumption. We provide an intuitive explanation as
follows. On one hand, a smaller beacon interval can control a node’s power management state at
finer time granularity. On the other hand, due to the spread of packet arrival times, less packets
are serviced in each beacon interval and higher energy cost is incurred. To illustrate this point,
consider a periodic arrival process in which packets arrive every I interval. If the beacon interval
is of length T = I, then the node has to be awake in every beacon interval. If T = I/2, only half of
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the time a node is active. For T ∈ (I, 2 · I), with the IEEE 802.11 PSM, a node only needs to be
awake half of the time (under the assumption that packets buffered in low-power state can finish
service by the end of the next active interval).
Figure 5.6 shows the average delay with respect to the beacon interval length. The average
delay consists of three terms, i.e., i) queuing delay, ii) transmission delay and iii) the delay to wake
up the interface to the active state if necessary. Not surprisingly, as the beacon interval increases,
the delay gets larger since the last term dominates. However, under heavy load scenarios where the
queue delay becomes more significant, packet losses lead to a smaller total delay. Also observed in
both Figure 5.5 and Figure 5.6, the results under exponential and deterministic service time cases
are quite similar except at high traffic loads.
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Figure 5.5: Energy consumption of 802.11 PSM with different beacon intervals
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Figure 5.6: Delay of 802.11 PSM with different beacon intervals
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5.3.5 Extension of the Model
In this section, we consider two variations of the basic model proposed in Section 5.3. In the
first variation, lengths of the active interval and the low-power interval are set differently. This is
feasible in practice as a mobile station can choose to wake up every multiple of the beacon intervals.
The second variation extends the model to the case with multiple homogeneous contending flows.
Though simplistic in the assumptions made, the study sheds light on the impact of wireless resource
contention on energy efficiency.
Different Active and Low-Power Intervals We investigate the benefit of having one ad-
ditional control knob, i.e., varying the active and low-power interval length. Intuitively, if the
low-power interval length is large, the average delay incurred by a packet will be longer. On the
other hand, since an active interval has higher utilization, the energy efficiency is increased. There-
fore, it is interesting to see how different combinations of active and low-power intervals affect the
energy-performance trade-off.
Let bon be the length of active interval, boff be the length of low-power interval. Compared to
the model presented in Section 5.3, the main difference lies in the transition matrix. Specifically,
for exponential service, Eq. (5.20) is modified to be,
Pl,m =
8>>>><
>>>>:
[ebonQ]l,m, if l ≥ 1
(λboff )
m
m! e
−λboff , if l = 0, m < K,
Pj=∞
j=K
(λb)j
j! e
−λboff , if l = 0, m = K,
And for deterministic service, Eq. (5.24) is modified to be,
Pl,m =
8>>>><
>>>>:
Pl,m(bon), if l ≥ 1,
(λboff )
m
m! e
−λboff , if l = 0, m < K,
Pj=∞
j=K
(λb)j
j! e
−λboff , if l = 0, m = K,
(5.27)
Furthermore, the probability that a packet arrives at a sleeping system is given by Prasleep =
pi0
boff
bon+bon
.
The energy-performance trade-off for different combinations of active and asleep beacon intervals
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Figure 5.7: Energy-performance trade-off of different settings of active and low-power interval.
Data points from bottom up correspond to traffic loads from low to high.
is shown in Figure 5.7. In Figure 5.7, each data point corresponds to one traffic load in the ascending
order from the bottom to the top. With boff = 100ms, bon = 50ms, the highest energy efficiency
can be achieved at the expense of larger latency. In comparison, boff = 50ms, bon = 100ms
minimize the delay for all settings.
Multiple Homogeneous Contending Flows Next, we consider the case where there are mul-
tiple sender-receiver pairs in a single-hop wireless network. The analysis of multiple contending
flows is complicated by the fact that each transmitter’s power management state transition is not
independent from one another due to the shared wireless medium. For example, a light receiver
may be backlogged behind a heavy one and thus “forced” to remain active. Therefore, the number
of active flows at the end of a beacon interval is determined by the service discipline as well as the
composition of the backlogged flows. To facilitate the analysis, we make the following simplifying
assumptions, i) one flow per sender-receiver pair, ii) flows are homogeneous, i.e., with the same
traffic load, iii) the service is work-conservative as long as there is active flow in the system, and iv)
all flows are homogeneous, i.e., with the same traffic load. Note that the throughput analysis for
CSMA/CA types of MAC protocols for multiple contending flows is a hard problem by itself. Most
research [14, 19] analyze the capacity of wireless LAN networks with infinitely backlogged flows.
In the scope of the thesis, we make no attempt to quantify the effect of CSMA/CA contention.
Instead, we focus on the energy perspective of IEEE 802.11 PSM.
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Pm,k,m′,k′ =
8>>>>>><
>>>>>>:
e−bλb , m = k = m′ = k′ = 0
λk
′
b e
−bλb
k′! P{m′|k′} m = k = 0, k′ ≥ m′ > 0Pk′
l=0
λlbe
−bλb
l! Pk,k′−l(λnb, b)·Pmin(m′,m)
n=max(0,m+m′−M) P{m−m′|l,M −m}P{n|k′ − l,m} m > 0, k ≥ m,k′ ≥ m′
0, otherwise
(5.29)
Let M be the total number of contending flows and λ/M be the rate of a single flow. The state
at the end of each beacon interval is given by a tuple (m,k), where m = 0, 1, ...,M is the number
of active flows in the next interval and k = 0, 1, ... is the total number of buffered messages in the
system. A node is active if and only if it has backlogged messages at the end of a beacon interval.
To derive the transition matrix, consider a beacon interval starting with k packets and m active
nodes. At the end of this beacon interval, the backlogged packets consist of two parts, i) arrivals
from M − m inactive nodes and ii) residual packets from active flows in the current interval. In
addition, the number of active flows for the next interval is the sum of the newly backlogged
flows and active flows which still have remaining packets. The second part is determined by the
service/queuing discipline and composition of backlogged flows at the beginning of the beacon
interval. Under the simplifying assumption that all active flows have equal probability to be
backlogged, the conditional probability P{m|k,M} of having m out of M different flows given
a total k packets backlogged can be approximated by the following counting arguments.
The number of ways to select k objects from m types with repetition allowed, or the number
of solutions to
PM
i=1 xi = k in nonnegative integers is given by
(
k+M−1
M−1

. Moreover, the number of
ways to decompose k to m types (as the sum of m positive integer) is
(
k−1
m−1

. Therefore,
P{m|k,M} ≈
8>><
>>:
(
M
m
(
k−1
m−1

(
k+M−1
M−1
 , m ≤ k
0, otherwise
(5.28)
The transition probability from state (m,k) to (m′, k′) is given by Eq. (5.29), where λb = (M−m)λ
and λnb = mλ are the aggregate load to the inactive receivers and active receivers respectively.
Pk,k′−l(λnb, b) is the transition probability for a single receiver at rate λnb derived in Section 5.3.
The third line is due to Bayes Theorem, which sums up all possible combinations of contribution
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from active flows and inactive flows in the current interval. For finite buffer, the above equation
needs to be truncated by boundary conditions. Note that Eq. (5.29) is exact for the case of a single
receiver.
Figure 5.8 demonstrates the impact of the number of competing flows on the percentage of
active beacon intervals. Both active and inactive intervals are set to 100ms. The x-axis gives the
aggregated rate of multiple flows with each flow sending at the same rate. The model is validated
using packet-level ns-2 [73] simulations. In the simulation, multiple flows share a bottleneck of
2Mb. The packet size is 1000 bytes. The active flows are serviced alternately to emulate the wireless
channel contention. Power management for each flow follows the same rule as in IEEE 802.11 PSM.
For each setting, there are altogether 10 simulation runs. The variance of the simulation results is
shown using the error bars in Figure 5.8.
As shown in Figure 5.8, the proposed model matches the simulation results very well (≤ ±2%)
for both the case of a single flow and large number of flows (≥ 10). However, when the number
of flows is small (2 - 5), the deviation of the theoretical results from the simulation results is
larger (≤ 10%). The error mainly results from the combinatorial approximation for the number
of active flows at the end of a beacon interval. For a large number of competing flows, the effect
of approximation errors is alleviated due to randomization in the system. Therefore, the proposed
model renders a good approximation for a larger number of flows. Another source of inaccuracy in
the model is the assumption that a packet under-service at the end of a beacon interval restarts its
service in the next interval. The effect of such an approximation is more prominent when the traffic
load is high. When the traffic load is high, it is more likely a packet is in the middle of service at
the end of beacon interval. Thus the percentage of active intervals predicted by the model is higher
as compared to the simulation results.
The main observation we have from this set of results is, stochastic multiplexing of multiple
competing flows helps improve the energy efficiency slightly. For example, when there are only two
flows in the system and each flow sends at 0.9Mbps, the percentage of active intervals of each flow
is approximately 88%. On the other hand, if each flow is assigned a separate channel of 1Mb, the
percentage of active intervals is around 95%.
Though the results are obtained for multiple homogeneous flows, we believe they are applicable
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Figure 5.8: Comparison of theoretical and simulation results of the percentage of active interval for
Poisson arrival process
to heterogeneous flows. However, the difference in energy consumption may be less pronounced for
dominating flows and vice versa.
5.3.6 Summary
From the previous analysis and numerical results, we observe that at low traffic loads, PSM with
large beacon intervals saves energy at the expense of large delays. At high traffic load, small beacon
intervals are desirable since the packet loss rate is smaller. However, the energy efficiency of IEEE
802.11 PSM under the light load is poor with single or multiple contending flows. Tuning the
ratio and length of active and low-power intervals does not have a significant impact on energy
efficiency. Instead, approaches that pro-actively switch the power management states at finer
control granularity should be employed.
5.4 Comparison between Time-out Driven and Polling-based
Power Management
As illustrated in the previous analysis and numerical results, both time-out driven and polling-
based power management trade energy consumption with other performance metrics such as delay
or throughput. Naturally, one may question which type of schemes are better in practice. In this
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section, we address this question both qualitatively and quantitatively.
To implement time-out driven power management, a sender needs to keep track of busy and
vacation periods of each receiver. The start and end of these periods may vary for different receivers.
In comparison, as long as all nodes are synchronized, a sender only needs to maintain the power
management state in the current interval for each receiver in polling-based power management
schemes. Time-out driven power management does not require network-wide clock synchronization
and can work with different wakeup mechanisms. Polling-based power management keeps a global
periodic wakeup schedule and uses polling/announcement to exchange buffer information. Though
synchronization can be easily achieved in single-hop networks such as wireless LANs with always-
active APs, it is a difficult problem in a multi-hop environment when power management is present
as mentioned in Chapter 4.
We show in Figure 5.9 the duty cycle-delay curve of the two types of power management polices,
where the duty cycle is defined as the percentage of time a node is active. For fair comparison,
we ignore the additional energy consumption inside an ATIM window in IEEE 802.11 PSM. The
gray curves in Figure 5.9 correspond to different values of ∆ with the load increasing monotonically
from the bottom to the up. The vacation period is deterministic with length 100ms. Shown at
the rightmost side are the results for the most reactive power management policy with ∆ = 0,
whereas the leftmost curve gives the results for no power management. Clearly, ∆ = 0 and ∆ = ∞
achieves the minimum delay and maximum energy saving respectively at the expense of higher
energy consumption or larger delay. Also shown in Figure 5.9 is the curve for IEEE 802.11 PSM
with beacon interval of 100ms. Under light traffic load, IEEE 802.11 curve is close to that for
∆ = 0.054s (approximately half of the vacation period), however at higher traffic load, the duty
cycle and delay increase simultaneously. In contrast, with ∆ = 0.054s, the time-our driven protocol
responds to the increment in traffic load by incurring more energy consumption and less delay.
By introducing one addition control parameter ∆, one can indeed explore the different trade-offs
between energy and delay in time-out driven protocols. However, as demonstrated in Figure 5.9,
for a given value of ∆, such a trade-off is dependent on the traffic load.
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5.5 Simulation Validation
In this section, we validate the proposed analytical models using packet-level simulation in ns-
2. The main purposes of the simulations are to study i) how close the analytic results are to the
simulation results under different traffic loads and various parameter settings, and ii) how significant
the stochastic properties of the arrival process may affect the accuracy of the derived models.
The simulation environment is set up as follows. There are two static nodes within the wireless
transmission range (≈ 250m). The sender and the receiver communicate with half-duplex wireless
radios that conform to IEEE 802.11-based WaveLAN wireless radios with a bandwidth of 2Mbps.
The power consumption of a node in the various states is the same as given in Table 3.1.
To obtain the nominal bandwidth of the communication from the perspective of the application-
layer2, we first conduct an experiment using an infinitely backlogged queue at the sender. With
the infinitely backlogged queue, immediately after a packet departs the (link layer) queue and is
transmitted on the wireless interface, a new packet is generated. There is no packet loss and the
utilization of the available wireless bandwidth is close to 100%. Simulation results show that the
nominal throughput of the wireless link is around 1.5Mbps. Therefore, the service time for a packet
of size 1000 bytes is roughly 0.0054s. The beacon interval (vacation time) is set to 100ms or 18.62
unit (1 unit = 0.0054s). The ATIM window is 1/10 of a beacon interval. IEEE 802.11 PSM is used
2The channel access, overhead of transport, link and physical header all have impacts on the nominal bandwidth
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Figure 5.10: Comparison of simulated and theoretical results of delay under Poisson Arrival. “x”
= simulation result, curve = analytical result, 1 unit = 0.0054s
as the wakeup mechanism (with different policies for switching to the sleep state). In the following
simulation runs, for time-out driven power management, we vary the value of ∆ from 25 to 400
units, or from 0.135 to 2.14s.
5.5.1 Results for Time-out Based Power Management
Poisson Arrival In this section, we simulate a UDP source at the sender side that generates
packets in compliance with Poisson arrivals. Each simulation consists of 20 trials. As shown
in Figures 5.10–5.12, the simulation results agree well with the the theoretical model in general.
The only notable discrepancy occurs in the high traffic load case (λ = 0.8). As compared to the
theoretical model, the simulation results render larger average delays. This is due to the artifact
introduced by the ns-2 PSM implementation. In the implementation, other than the link layer
queue, an additional queue is maintained at the MAC layer for packets destined for a sleeping
node. The queue is purged either by dequeue events or by a timer (such that the queue would not
be infinitely long). This introduces extra buffers with variable lengths and leads to longer delay.
Pareto Arrival The analytical models derived in Sections 5.2 – Sections 5.3 are based on the
assumption of Poisson arrivals. It is of interest to understand how close the theoretical results
derived under this assumption is to the empirical data. To answer this question, we conduct
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Figure 5.11: Comparison of simulated and theoretical results of nodes’ power consumption under
Poisson Arrival. “x” = simulation result, curve = analytical result
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Figure 5.12: Comparison of simulated and theoretical results of normalized throughput under
Poisson Arrival. “x” = simulation result, curve = analytical result (coincides with the straight line
y = 1.0)
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simulations using an aggregation of multiple Pareto arrival processes. It has been proved that the
aggregation of a large number of Pareto arrival processes is long-range dependent [70]. The reason
for using a long-range dependent traffic source is that this type of traffic is in general considered
significantly different from the Poisson process since its auto-correlation function is heavy tailed.
Though it is unclear what is the most typical traffic pattern for wireless networks, long-range
dependency has been identified as one of the traffic characteristics in wired LANs and WANs. It
can be expected that similar traffic patterns can be observed because a key reason for long-range
dependency in network traffic is the heavy tail distribution of file sizes at end-systems [24].
In this set of simulations, each Pareto process cycles through “on” and “off” periods following
the uniform distribution U [0.1, 10]. The shape parameter for the Pareto process is chosen to be
1.5 (so that the Hurst parameter > 0.5 can be obtained for the aggregate process). Altogether
there are 50 sources starting at a time instant uniformly chosen from 0.1 to 10s. Each point in
Figures 5.13-5.15 corresponds to a particular load (due to the randomness in the simulation) and
one simulation run. As the “on” and “off” intervals follow the same distribution for each component
Pareto process, the “average” load for the Pareto distribution is only up to 0.5.
As shown in Figures 5.13-5.15, the simulation results agree well with the analytical results.
This implies the analytical models we derived are not very sensitive to the stochastic property of
the arrival process. However, due to the burstiness of incoming traffic, the variation in the results
is much larger as compared to that in Poisson arrivals. Consequently, the confidence level of the
predicted result is lower.
Another interesting observation is that for large values of ∆, as the traffic load gets higher, the
delay first decreases and then increases. This is because as the load gets higher, power manage-
ment takes effect to reduce the latency. As the load further increases, the queuing delay becomes
dominant.
5.5.2 Results for IEEE 802.11 PSM
In this section, we compare the simulation results against those obtained from the theoretical model
for IEEE 802.11 PSM. The setup of the simulation environment is similar to that in the previous
section. As demonstrated in Figures 5.16-5.18, the simulation results agree well with the theoretical
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Figure 5.13: Delay experienced by transmissions between a pair of sender and receiver under Pareto
Arrival. “x” = simulation result, curve = analytical result, 1 unit = 0.0054s
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Figure 5.14: Power consumption at the sender/receiver node under Pareto Arrival. “x” = simulation
result, curve = analytical result
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Figure 5.15: Normalized throughput under Pareto Arrival. “x” = simulation result, curve =
analytical result(coincides with the straight line y = 1.0)
model in general.
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Figure 5.16: Delay of transmissions over a wireless link in IEEE 802.11 PSM
5.6 Summary
In this chapter, we present analytical models to characterize the energy-performance trade-off of
various power management policies in wireless networks. In particular, we demonstrate the effect of
time-out values in time-out driven power management. We find that the “best” power management
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Figure 5.17: Power consumption at the sender/receiver node for IEEE 802.11 PSM
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Figure 5.18: Loss rate of transmissions over a wireless link in IEEE 802.11 PSM
policy to minimize EPDP exhibits a threshold structure depending on the traffic loads. For IEEE
802.11 PSM like polling-based power management policies, our main observation is that contrary
to general believes, they are not energy-efficient under light traffic load and incur significant delay
under high traffic load. Adjusting the beacon interval based on the traffic load cannot strike a
good balance between energy and performance. Both simulation models are validated using ns-2
simulations.
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Chapter 6
Implementation of Power
Management in Sensor Networks
To empirically evaluate the performance of our proposed power management schemes, we have
laid out the software architecture in TinyOS and carried out an empirical study in the lab mote
testbed. Our study also provides detailed energy profiling of sensor devices in different power states.
In Section 6.1, we first give a brief overview of UCB mote and TinyOS, and then illustrate the design
and implementation of the communication stack and power management module in Section 6.2.
Finally, measurement and experiment results are presented in Section 6.3.
6.1 Background
Our implementation is based on mica mote, developed by UC Berkeley [35]. Mica mote is equipped
with the ATmega128L micro-controller running at 4MHz and 3.0V. ATmega128L is an 8-bit Harvard
architecture with separate 8KB flash as the program memory and 4KB SRAM as the data memory.
It provides six sleep modes allowing users to tailor power consumption to applications’ requirements.
For example, in the idle mode, only the MCU is shut off which allows it to wakeup from external
and internal interrupts. In the power down mode, everything is shut off except the watchdog and
asynchronous interrupt logic necessary for wakeup. The power save mode is similar to power down
mode with the exception that one of the timer/counters of the processor is programmed to connect
to an external oscillator for scheduled wakeup. Other sleep modes include ADC noise reduction
mode, standby mode and extended standby mode. The wireless networking hardware component
on the mica motes is the RFM TR1000 radio transceiver, which transmits at the unique radio
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Figure 6.1: Radio stack in TinyOS
frequency of 916.5MHz. It operates in an ON-OFF key mode at speeds up to 19.2Kbps.
TinyOS is a component-based runtime environment designed to provide support for deeply
embedded systems. It supports concurrency intensive operations; it is composed of a tiny scheduler
and a graph of components. Of particular interest to us is the TinyOS radio stack (Figure 6.1) [7]
explained as follows,
• MicaHighSpeedM: contains the logic and state at the message-level, and acts as a central
controller for all of the components beneath it. It does not communicate directly to the
hardware but instead invokes other components to do so.
• ChannelMonC: interacts with the radio hardware and listens to the channel at 20KHz.
• SpiByteFifo: provides a byte-level abstraction to the radio. It samples/outputs to the radio
every 100 clock ticks (40KHz). It uses the Serial Peripheral Interface (SPI) of the ATmega128
processor to shift out bits to the radio when sending, and shift in bits from the radio when
receiving at 40KHz.
• SecDedEncoding: provides a byte-level implementation of encoding/decoding single error
correction and double error detection. At the transmission end, each byte is encoded into 3
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bytes for error correction and detection.
• RadioTiming: uses counters on the ATmega128 and input capture to sync a receiver of a
message to the sender.
• RadioCRCPacket: operates on top of MicaHighSpeedM, which checks and inserts CRC
bits to the message.
TinyOS uses variable length messages and data-link level acknowledgment. CSMA/CA with
fixed random back-off is implemented for medium access. When an application intends to transmit
a message, the message is first encapsulated into a data structure called TOSMsg. The message
is then passed on to RadioCRCPacket for CRC and handed to MicaHighSpeedM. When channel
is detected idle as indicated by ChannelMonC, the MicaHighSpeedM instructs the ChannelMonC
module to send preambles priori to the actual delivery of the message.
The detailed operations to transmit and receive messages are shown in Fig 6.2 [35]. Trans-
missions of messages are subject to a random delay (also called back-off time) in the MAC layer
(implemented by MicHighSpeedM). This back-off ensures that the sender of a message does not
interfere with ongoing transmission (though collisions may still happen due to hidden terminal
problems). Upon expiration of the back-off timer, if the channel is detected idle, the MAC layer
first transmits a 12-byte start symbol followed by the encoded bytes of the message. After the
transmission of the message, six bytes of CRC is sent. The sender then transmits a strength pulse
to clear the channel and switches to receiving mode waiting for acknowledgment from the intended
receiver. If the message is acknowledged as properly received, the information will be returned to
the application. At the receiver side, ChannelMonC searches the preambles and uses RadioTiming
to synchronize with the sender. If the received CRC matches wth the calculated value, a receiver
checks if it is the intended receiver as indicated in the header of the TOSMsg. If so, the receiver
switches to transmission mode and sends an acknowledgment.
In an idle system with the radio enabled, the low level component samples the wireless medium
at 20KHz searching for preambles. As will be demonstrated in Section 6.3, this leads to significant
energy consumption in idle periods. Another observation is that the radio at both the sender and
the receiver alternates between transmitting and receiving modes in communication, which affects
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the energy consumed in active periods.
6.2 Modular Support for Power Management
In this section, we present our proposed communication stack and modular support for power
management in TinyOS. Our main goal is to design a generic set of APIs for communication-
related services in sensor networks with the emphasis on the robustness, timeliness and energy
efficiency of data communication rather than raw throughputs.
6.2.1 Communication Stack
In TinyOS, various components are wired together using configuration files and their interactions
form a graph. However, from the perspective of information flow, messages pass down the commu-
nication stack while the hardware interrupt events propagate up the communication stack.
Layout of the communication stack and message format To facilitate multi-hop commu-
nication in sensor networks, we identify the following set of common services, i) neighbor discovery
and monitoring, ii) multi-hop routing, iii) (coarse-grained) clock synchronization and iv) power
management. The components that realize the above services and their wirings are depicted in
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Figure 6.3.
To deliver application messages, the routing module looks up its route table (or cache) entry
for the specific destination. The destination can be expressed in terms of node identifier (for data
sinks), geographical location (for geo-cast) and group membership identifier (for any-cast or many-
cast). If a next-hop is available, the routing module inserts a new header to the message and passes
it to the link layer. If there is not valid route to the intended destination, the routing module can
either initiate the process of route discovery or simply drop the message depending on the routing
protocol.
At the link layer, the link state module decides if the next-hop is active or in the power-save
mode based on the information populated by the power management module. In the former case,
the message is delivered directly via the TinyOS radio stack. Otherwise, the message is buffered at
a link layer queue. When a message has finished its transmission, a hardware interrupt is signaled
by the radio stack. The link layer dispatches the next eligible message from its queue. In our
implementation, the link layer queue is serviced in a LIFO manner. The rationale is that in sensor
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networks, messages are usually associated with timing constraints. A stale message may be of little
use.
The power management module interacts with the application, routing layer and link buffer
to decide the transition of power management states and instruments hardware components to
conduct radio transmission power control and system level (i.e. MCU) power management. By
monitoring neighbor’s ongoing transmission, the power management module refreshes the link state
information. Such information can be used to assist routing decision.
To facilitate multi-hop routing and power management, we introduce a MAC header and routing
header in the message format as shown in Figure 6.4. The MAC header consists of the identifier of
the previous hop and a one-byte flag for the power management state. The routing header includes
the source and destination identifier for the end-to-end connection, a port number and a time-
to-live field. As we assume a 16-bit identifier space, the total length of the message header is 14
bytes. The overhead is quite significant as the maximum length of TinyOS message is 36 bytes in the
current version. One possible solution is to use header compression techniques [28] for a sequence of
messages. The main idea is that the upstream node needs to send only a short index identifying the
previously transmitted header instead of the full header. As header compression incurs additional
computation overhead, detailed analysis is required before applying such techniques in the wireless
sensor networks.
Design Considerations In this part, we discuss two design options. One concerns the use of
blocked operations. The other considers the placement of message buffer.
In TinyOS, events can be lost in concurrent executions (for example, to ensure atomicity,
interrupts are disabled in a segment of code). For a blocked send which relies on interrupt events to
signal the ending of its operation, event losses may cause deadlocks. Therefore, it is important to
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reduce the number of blocked operations. In our implementation, both the application and routing
module use the non-blocked send primitive. Message passing from link layer to the radio stack is
blocked send. To further enhance the robustness of communication, we introduce a simple self-check
mechanism,i.e., if the duration for the execution of a blocked operation exceeds certain threshold,
the radio stack is re-initiated.
Another limitation comes from the memory management in TinyOS. TinyOS does not support
dynamic memory allocation, instead, all buffer spaces are statically allocated at compilation time.
An enque/deque operation in the buffer involves copying of the entire content of the message, which
requires additional CPU cycles and atomicity. Therefore, in our implementation, buffers are only
introduced in the link layer for messages to power-saving neighbors and those that arrive from the
upper layer when the radio is busy. An application can optionally query the buffer occupancy at
the link layer queue or buffer messages for itself.
6.2.2 Power Management API
We provide a set of generic APIs to determine the transition of power states, to obtain logical time
value and set the transmission power level.
• getLogicalClock(): get the system logical clock
• setLogicalClock(): set the system logical clock
• setPSMState(state): set the power management state
• setActiveInterval() set the active interval (e.g. keepalive)
• setSleepInterval() set the sleep interval
• getPMGState() query the power management state
• getPWLLevel() query the power level
• setPWLLevel() set the power level
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Maintenance of logical clock Timing information is needed in many sensor network applica-
tions. In the context of power management, it plays an importance role in determining the wakeup
schedule and power management state transition.
ATMega128L has one internal 4MHz oscillator and one external 32kHz oscillator. The clock drift
of the 4MHz oscillator is on the order of tens of micro-second per minute. In our implementation,
each node keeps a logical timer that starts from 0 when the node is first powered up. The logical
timer is 32bit long. It is driven by the external 32KHz oscillator and incremented every clock tick
(32768 tick/s). Therefore, roughly it takes 9 hr. to wrap around. This is sufficient for applications
which require a short time horizon such as synchronization, target tracking etc. The granularity of
the logical clock depends on the setting of the pre-scaler, which pre-scales the 32KHz clock and raises
an interrupt periodically. We set the pre-scale factor to be 32, i.e., an interrupt is generated every
1/1024 sec. Consequently, the granularity of the logical clock is 1ms. For finer clock granularity, one
can choose to use the internal 4MHz oscillator or a smaller pre-scale factor. However, as illustrated
in the next section, the 1ms granularity is sufficient for our purpose. However, special care has to
be taken for the maintenance of the logical clock. As stated earlier, when the MCU is in power-save
mode, only the external oscillator is active to wakeup the system based on pre-defined schedule.
Time elapse in the power-save mode should be explicitly accounted for.
Control of power management states Other than the aforementioned sleep modes of the
MCU, one can also control the states of various physical components in a mica mote including the
radio tx/rx pin, the co-processor, LED, EEPROM etc.
In our implementation, we utilize the Snooze module provided by TinyOS to switch the MCU
to power-save mode. A timer value can be specified in Snooze to bring up the MCU from power-
save mode. Snooze saves all the register values and puts the MCU to power save mode. Upon
expiration of the pre-configured timer (triggered by the external asynchronous clock), Snooze puts
the MCU to an active state and restores all the register values. The time delay to wake up
power-saving MCU is the on the order of 100s of microseconds depending on the exact hardware
configuration. Furthermore, the radio can be independently suspended in idle periods when the
MCU is in active mode (for example, to carrying out a sensing task). Therefore, the combination
of power management states we support are, MCU power-save, MCU active with radio enabled and
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MCU active with radio suspended.
Control of transmission power level The transmission power level can be directly controlled
by the potentiometer setting in TinyOS. The potentiometer setting ranges from 1 to 99. As will be
demonstrated in the measurement study (Section 6.3), the relationship between the potentiometer
setting and the transmission power level is non-linear.
6.2.3 Implementation of Asynchronous Wakeup and On-demand Power
Management Protocol
To demonstrate how to utilize the APIs provided, we implement our on-demand power management
protocol and the asynchronous wakeup schedule in TinyOS. We highlight the practical aspects in
implementing the basic schemes presented in the previous chapters.
The time axis is divided into slots of length I = 1s. Let T be the length of the wakeup schedule.
For example, in the (7,3,1) schedule, T = 7s. The slot at logical time C is computed as bC%(T ∗
I)/Ic. The wakeup schedule is implemented using the setActiveInterval() and setSleepInterval()
primitives. At the beginning of an active interval, a beacon message is transmitted for neighbor
discovery. The beacon message contains a node’s identifier, its power management state and its
logical clock value. Transmission of the beacon message takes roughly 14 ∗ 8 ∗ 3/19200 = 17ms.
Nodes can be optionally synchronized with each other using the method proposed in Chapter 4
by adopting the largest logical clock value contained in beacon messages. An advantage of this
approach is that for nodes that newly join the network (and power up), their logical clocks do not
affect that of existing nodes (as existing nodes have larger logical clock values). It should be noted
that the accuracy of clock synchronization is dominated by the transmission delay of the beacon
message (i.e., 17ms >> 1ms = logical clock accuracy). To achieve better clock synchronization,
solutions such as reference broadcast [26] can be adopted. However, as will be demonstrated in the
experiment results in Section 6.3, on-demand power management alleviates the need for accurate
clock synchronization.
Once the neighbors’ schedules are synchronized, communication is possible during the active
slots. In on-demand power management, a node keeps track of the power management state of
its neighbors. If a neighbor is in power-saving mode, transmissions to the corresponding node are
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delayed till the active slot. If a neighbor is full-awake, transmissions can take place immediately.
If a power-saving node receives a message during its active slot, it sets up a keepalive timer using
the setActiveInterval() primitive. The length of the keep-alive time can be either pre-configured or
requested by the sender using a specific wakeup message.
The implementation of on-demand power management and asynchronous wakeup schedule is
summarized in Figure 6.5.
1. set schedule = [1 1 0 1 0 0 0];
2. set sleep = [0 0 1 0 3 2 1];
/* Upon expiration of a periodic timer firing every I sec */
3. if (state == power save)
4. set slot = bgetLogicalClock()%(T ∗ I)/Ic,
5. if schedule[slot] == 0 /* a low-power slot */
6. setLogicalClock(getLogicalClock()+I*sleep[slot]);
7. setSleepInterval(I*sleep[slot]);
8. end
9. end
/* Upon reception or transmission of a data packet */
10. set state = no power save;
11. setActiveInterval(I*4); /* set up keep-alive timer */
/* Upon expiration of keep-alive timer */
12. set state = power save;
Figure 6.5: Pseudo code for asynchronous wakeup and on-demand power management
6.3 Experiments
6.3.1 Measurement Setup
The environment for carrying out the measurement study is shown in Figure 6.6. It consists of an
Agilent 34401A multimeter, a regulated AC/DC adapter (MW122A) with output range 3V–12V,
a PIII 1G Dual-CPU Linux box and programming boards. The multimeter is connected to the
PC via a DTE-DTE cable through its RS232 interface; it is configured to “slow 4-digit resolution
mode” to obtain faster sampling. All the readings are first stored in its output buffer and sent
through the RS-232 interface in local mode. A simple C program is used to acquire the readings
from the serial port and interpret the measurement results. The variation in the measurement
results is in general within ±5%.
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Figure 6.6: Experiment setup
Table 6.1: Power Consumption Measurements [35]
Component Active (mA) Idle (mA) Inactive (µA)
MCU core 5 2 1
MCU pins 1.5 - -
LED 4.6 each - -
Photocell .3 - -
Radio (RFM TR1000) 12 tx - 5
Radio (RFM TR1000) 4.5 rx - 5
Co-processor (AT80LS2343) 2.4 .5 1
EEPROM 3 - 1
Since the voltage measurement remains approximately the same throughout the experiment
due to the use of external DC power supply (as opposed to battery), it is sufficient to measure the
variation of the current draw to obtain the power consumption numbers.
6.3.2 Benchmarking Power Consumption
As mentioned earlier, ATmega128 micro-controllers support multiple sleep modes. In our exper-
iment, we use power save mode as supported by the Snooze module implemented in TinyOS. To
reduce the power consumption in low-power state, we solder a wire to bypass the boost converter
according to instructions given in [4]. However, due to unknown reasons, we cannot put the co-
processor to low-power states, which contributes to extra power consumption in the power-saving
mode.
In additional to the MCU, various parts of the sensor such as the sensing board and led lights
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Figure 6.7: Power consumed in the power-save and active mode with and without radio enabled
consume different levels of power as listed in Table 6.1. Note that the the measurement reported
in [35] is made using an Energizer CR2450 lithium battery rated at 575 mAh. As the output voltage
of batteries may vary, it is unclear whether measurements of current draws from the batteries are
sufficient to determine the overall power consumption. In our experiments, we use regulated AC/DC
converter to avoid the fluctuation of voltage. We develop a set of benchmark tests to measure the
current draw in the power-save mode, the active mode with radio suspended, the active mode with
radio initialized, transmitting raw radio bursts, the receiving mode, transmitting and receiving
application messages. We also study the power consumption at different transmission power levels.
Current draw in power-save and active mode Figure 6.7 gives the measurement of the
current draw in power-save mode and active mode with and without the radio enabled. The
current draw of 0.285mA in the power-save mode can be attributed to that of the co-processor on
Mica motes. Further power conservation can be achieved by disabling the co-processor. Compared
to the power-save mode, the active mode consumes an additional current of 6.5mA (±0.25mA)
to operate the MCU (which is roughly equivalent to the sum of the first two rows in Table 6.1).
Note that the configuration we have is a minimal one as no additional computation is performed in
the active mode. With the radio enabled (tx and rx pins set), the overall current draw is roughly
17.9mA. This is because when the radio is enabled and initiated, mote samples the radio every
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Figure 6.8: Power consumed in transmitting/receiving radio pulses
200 clock tick (40Kbps) to detect preambles even though there may be no signal in the wireless
medium.
Current draw in transmitting and receiving RF burst The power consumption of the radio
can be further decomposed to that in the reception and transmission state as shown in Figure 6.8.
In this set of experiment, we bypass the high level radio control module (RFM) and use the byte-
level abstraction to the radio (SpiByteFifo) to control the RFM1000 tx and rx pin. Specifically, to
transmit RF burst, the tx pin is set and a raw radio pulse (0xff) is sent over the wireless for a period
of time. The power consumption in the tx mode is determined by the power level of the transmitted
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Figure 6.9: Current draw in transmitting radio pulse at different power levels
signal controlled by a potentiometer (Section 6.2.2). Next, we disable the tx pin and set the rx
pin (without decoding received signals) for a period of time. A second mote is used to transmit
RF burst over the wireless medium. There is no detectable difference in the rx power consumed
between the cases with and without the wireless signal presented1. As shown in Figure 6.8 (a)(b),
the current draw for transmission and receiving are 12.76mA and 4.76mA respectively (compared
to an idle system with radio disabled). Both results are quite similar to those given in Table 6.1. To
understand the difference in the power consumption between idle state with radio enabled and the
receiving state, we further experiment with the case where the rx pin is enabled and the SpiByteFifo
decodes the samples overheard from the air. As shown in Figure 6.8(c), the current draw jumps
from 11.5mA to 14.1mA. We believe this can be attributed to the complexity of signal processing
incurred to decode bits.
Current draw in different transmission power level Figure 6.9 shows the power consump-
tion for different power levels when transmitting a raw radio burst with rx pin disabled. By changing
the setting of the potentiometer, motes can have different transmission power ranges, although in
general the wireless transmission radius of motes is irregular [29].
Current draw in transmitting and receiving application messages Recall that as dis-
cussed in Section 6.1, transmitting a message over the wireless medium involves putting the radio
1This is expected as the received signal, if any, is not processed by high layer modules.
114
0 5 10 15 20 25
0
0.005
0.01
0.015
0.02
0.025
Time (s)
Cu
rre
nt
 D
ra
w 
(A
)
Transmitting AM Packets
AM Transmission
stabilizing 
0 5 10 15 20 25 30
0.006
0.008
0.01
0.012
0.014
0.016
0.018
0.02
Time (s)
Cu
rre
nt
 D
ra
w 
(A
)
Receiving AM Packets
AM ReceivingIdle
Figure 6.10: Current draw in transmitting/receiving application messages continuously
circuitry into both physical transmitting and receiving states and incurs other computational oper-
ations such as CRC check. Figure 6.10 gives the power consumption of continuously transmitting
and receiving application messages via the wireless interface. In the case of receiving application
messages, a second mote is used as the transmitter. The pulses in Figure 6.10 are due to the change
of states.
Effect of asynchronous wakeup schedule Lastly, we depict the power consumption under
the asynchronous wakeup with (7, 3, 1) schedule in Figure 6.11. In each active interval, a beacon
message is transmitted to synchronize the network and discover neighbors. From the measurements,
the transition time for power-save to active mode is on the order of 100 µs, which may be skewed
by the response time of the multimeter.
The measurement results are summarized in Table 6.2. In general, the results are consistent
with those in Table 6.1. As compared to [35], our measurement study provides a more detailed
study of the power consumption of the radio components, for example, power consumed in dif-
ferent transmission power levels. The measurement of the current draw in transmitting/receiving
application messages gives insights on interactions among different components and the collective
effects on the overall power consumption.
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Figure 6.11: Power consumption under the (7, 3, 1) asynchronous wakeup schedule
Table 6.2: Power Consumed in Different Modes
Operation Current Draw (mA) Power Consumption2
low-power 0.285 0.855 mW
idle (radio disabled) 6.74 20.22 mW
idle (radio enabled) 17.9 53.7 mW
Tx (radio pulse at power level 1) 19.5 58.5 mW
Rx (rx pin enabled) 11.5 34.5 mW
Rx (rx pin enabled & decoding) 14.1 42.3 mW
Message Tx - 1.8 mJ(per message)
Message Rx - 1.7 mJ(per message)
6.3.3 Experimental Results
In this section, we present experimental results of on-demand power management and asynchronous
wakeup in a lab mote test-bed.
In the first set of experiments, two motes communicate over the wireless link to form a single-hop
network. In the second set of experiments, one additional mote is used to form a 2-hop network.
Both source and destination motes are connected through the serial port on the programming
board to read/write application data from/to PCs . The end-to-end delay of data transport is
measured using the logical clock value piggy-backed on each application message. At the receiver
end, this time-stamp is subtracted from the local logical clock value to determine the latency of
message delivery. In addition to the motes involved in data communication, a listener mote is used
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Figure 6.12: Packet delivery ratio of different power states for one-hop and two-hop scenarios
to record all the message transmissions in the wireless medium, which enables us to determine the
amount of messages being transmitted at each hop.
We vary the power management strategies and measure the efficiency of message delivery, power
consumption and end-to-end delay of data transport. In the subsequent experiments, no PMG
stands for the case all the motes are active and no power management is performed. OD stands for
the case that all motes except the source mote use asynchronous wakeup with a keepalive timer of 4
sec. As the source mote needs to communicate with a PC and reads message from UART, only the
radio interface can be disabled (as opposed to the whole system) according to the wakeup schedule.
PMG stands for using asynchronous wakeup but with keepalive timer set to 0, i.e., transmission
is only possible during the active slots. We conduct 5 runs for each power management strategy.
Within each run, 500 messages are written to the serial port connected to the source mote at
intervals of 0.6s and 1.2s for single hop and two-hop experiments respectively.
Figure 6.12 shows the number of messages transmitted and received (out of a total of 500
messages delivered) using different power management strategies. We make a distinction between
transmission ratio and delivery ratio, i.e., transmission ratio is the percentage of messages being
transmitted in wireless medium while delivery ratio is the number of packets received divided by
the total number of application messages. From Figure 6.12, we observe that even without power
management, the one-hop message delivery ratio is approximately 75% with only around a total
117
no psm od psm
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
One−hop 
Two−hop 
Figure 6.13: Deviation of message delivery ratio
Active
Transmission
Transmission
C
A
B
Figure 6.14: An illustration of the impact of inaccurate synchronization on message transmission.
of 80–85% messages being transmitted over the air. Similar observations can be found in [50].
The low transmission ratio is mainly because of the unreliabile communication stack and UART
communication (from PC to motes) in TinyOS 1.0. We expect such unreliability can be alleviated
with the release of TinyOS 1.1. In TinyOS 1.1, several new features are added including support
of atomic operations and more reliable UART communication. However, since our main focus is
the energy aspect, improving the reliability of data transport is beyond the scope of the thesis.
In the single-hop scenario,we observe similar message delivery ratio using on-demand power
management compared to without power management in Figure 6.12(a). The message delivery ratio
for PMG is slightly lower. Figure 6.12(b) shows the message delivery for the two-hop scenario. Here,
most noticeably, the message delivery ratio for PMG drops significantly. This can be attributed to
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the following reasons:
• Medium contention between the link flow A-B and B-C (Figure 6.14). This explains a smaller
delivery ratio from A to B in the two-hop scenario compared to the single-hop case.
• MAC layer delay. In TinyOS, the random back-off in the MAC layer can be up to 3 sec.,
which is longer than the slot size of 1 sec. In PMG without on-demand power management,
a message successfully received at the intermediate node B, may have to be buffered first and
delivered to C in the next active slot. This results in low utilization of the channel bandwidth.
• Inaccuracy in time synchronization. In PMG, messages can only be delivered during the
active slots. The packet delivery efficiency is very sensitive to the accuracy of time synchro-
nization. For example, suppose C’s clock is slightly behind B and B’s clock is slight behind
A (Figure 6.14). A message that arrives at B is immediately delivered to C (subjective to
the MAC delay) since B assumes C in its active slots. However, due the inaccuracy of time
synchronization, C may not be able to receive the message correctly as it is still in power-save
mode. As demonstrated in Figure 6.13 there exists a large variance in the message delivery
ratio for PSM since the synchronization accuracy varies in each experiment run. One solution
to this problem is to introduce a small guard time at the beginning and the end of a slot
when no communication can be performed. However, the use of guard time may reduce the
utilization of the wireless bandwidth.
Figure 6.15 illustrates the end-to-end delay measurement for the single hop and two-hop scenario.
As expected, PMG incurs the longest delay among all three strategies. Messages to a power-saving
next-hop are first buffered at the sender. As the LIFO scheduler is used to service buffered messages
whenever the radio is idle, some messages may experience very long delay if they miss the chance
of delivery at early stage and are pushed to the tail of the buffer. An alternative is to evict aged
entries in the buffer if they stay for a period up to certain threshold. This in essence abridges
the tail of the probability density function (PDF) of the delay distribution but at the expense of
lower message delivery ratio. For on-demand power management, we observe spurious timeout
of the keep-alive time due to large gaps in message transmissions. This explains the larger mean
value of the end-to-end delay under OD. The power consumption of the router mote (node B) under
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Figure 6.15: End-to-end delay of different power states for one-hop and two-hop scenario
different power management mode in the two-hop scenario is shown in Figure 6.16. To demonstrate
the effect of on-demand power management, we inject two bursts of messages at the source mote.
With on-demand power management, the keepalive timer keeps the router mote active during the
“on” period and times out in the “off” interval between the two bursts thus results in energy saving.
6.4 Summary
In this chapter, we laid out the communication stack and presented the implementation of power
management module in TinyOS. We have implemented on-demand power management and asyn-
chronous wakeup schedule using the proposed power management APIs. A detailed measurement
study quantifies the power consumption of sensor devices in different power states. We also demon-
strate the energy conservation of proposed power management protocols using a lab mote test-bed.
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Figure 6.16: Power consumption of different power states for the intermediate node in the two-hop
scenario
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Chapter 7
Conclusion and Future Work
In this chapter, we first summarize the main contributions of the thesis. Then we point out
limitations of the approaches presented in the thesis and propose several research directions for
future work.
7.1 Contributions
The contribution of this thesis is that we provide a structured and comprehensive set of solutions
to power management in multi-hop wireless networks that cover issues from policy and protocol
design, performance analysis to empirical evaluations. Specifically, we have
• Designed an on-demand power management framework to effectively tie energy consumption
in the network with active communication events using soft states for power management
(Chapter 3). The framework allows the use of cross-layer information and causality among
different communication events in the network for better energy conservation.
• Designed asynchronous wakeup mechanisms based on optimal block design (Chapter 4) and
derived the theoretical bound for ensuring that the wakeup schedules used by different wireless
nodes have overlap without time synchronization.
• Presented a taxonomy of power management policies (Chapter 5) in wireless networks based
on the policy to switch nodes to the low-power state.
• Developed queue models to characterize the energy consumption, delay and loss rate of power
management policies as a function of the traffic load and buffer size for IEEE 802.11 PSM
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and our proposed time-out driven protocol (Chapter 5). We identified the deficiency in IEEE
802.11 PSM. We have also devised a self-configured power management protocol in multi-hop
wireless networks to demonstrate how the theoretical results can be harnessed.
• Designed and implemented the communication stack and the power management module
in TinyOS (Chapter 6) along with a set of APIs for various routing and power management
protocols. We have also provided a suite of benchmark tests to profile the energy consumption
of sensor devices in TinyOS.
7.2 Limitations and Future Work
In this thesis, we assume the existence of a single control and data communication channel. Though
the assumption holds for the majority of commercially available wireless devices such as laptops,
PDAs equipped with wireless LAN cards and UCB motes, we expect that a second channel will be
available for most wireless devices in near future as the cost is not prohibitively high. However, the
separate wakeup channel does not come for free. The first issue is related to power control. The
data channel and wakeup channel should have roughly the same transmission range. For example,
if the wakeup channel is used in precedence of broadcast messages, only the one-hop neighbors
should be awake. The second issue is the cost associated with transitions between low-power state
and active state. As observed in the UCB mote measurement study (Chapter 6), additional delay
and energy consumption are usually incurred. Thus, it is not desirable to switch from one power
state to another too frequently. Similar problems have been addressed in the context of hard disk
power management [25,34,42].
The analytical models proposed are limited to single hop communication with a pair of sensor
and receiver. Queuing analysis for multi-hop networks using CSMA type of MAC protocols is a
very difficult problem. Furthermore, the interaction between transport protocols, routing protocols
and power management cannot be quantified in this framework. Network-wide performance metrics
such as the (α-)network lifetime are of more interest. However, current results on network lifetime
are limited to schemes which base power management decisions on topological information [15].
We are interested in developing analytical models for traffic-dependent power management in large
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scale networks.
Along the line of implementing power management protocols in sensor devices, we are interested
in providing generic APIs to facilitate fast prototyping of WSN protocols. Wireless device is a
challenging platform as the power dissipation is strongly tied to individual hardware device. For
example, power consumption of wireless components on UCB Mica2 motes is expected to differ
significantly from those in UCB mica motes due to the use of a different radio module and interfaces.
However, the ability to interface directly with hardware also gives more flexibility in controlling
different parameters for better overall performance. How to coordinate different components on
sensor devices and arbitrate resource usages (CPU, battery and wireless bandwidth) among multiple
tasks is a challenging research problem. Ideas from OS literature such as resource container [12]
can be borrowed to enable fine grained resource management.
We are also interested in the design of energy-efficient localized algorithms for robust sensor cov-
erage and in-network processing. Although many solutions exist to individual problems in WSNs,
a systematic way of designing localized algorithms with energy consideration is still lacking. Many
methodologies and algorithms from distributed system communities are ill fits due to heterogeneity,
limitations in computing and communication capability, and energy constraints of micro-sensors.
Communication paradigms from the Internet need to be revisited and adapted in sensor networks
to address unique features such as data-centric communication, redundancy and decision-making
based on partial states. One promising direction in designing energy-efficient localized algorithms
comes from the understanding of interactions among primitive individuals in biological systems
such as ant colonies, fireflies in Malaysian rain forests and sinoatrial nodes in hearts [8, 69]. Sen-
sor networks bear many similarities with biological systems in that a single sensor device only
has limited capability while a network of sensors can collectively perform very sophisticated tasks.
Quantifying the convergence speed and performance of biology-stimulated distributed algorithms
in sensor networks remains to be a challenging problem.
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Appendix A
Derivation of EPDP
Recall in Chapter 5, EPDP is defined as the product of the energy expense to transmit a packet
and the delay incurred as follows,
EPBD =
PW
λ
· (X + ρ
1− ρ ·
X2
2X
+
Prv
1− ρ ·
V 2
2V
). (A.1)
By plugging in the expression for Prv and Pri (Equation ( 5.10) and Equation ( 5.11)) and
taking derivation on the both saide of Equation (A.1), we have,
EPBD′∆ = PW
′
∆(X +
ρ
1− ρ
X2
2X
+
Prv
1− ρ
V 2
2V
) + PW
Pr′v∆
1− ρ
V 2
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X2
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1− ρ
V 2
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)
+ (ρPWrx + (1− ρ− Prv)PWidle + PrvPWasleep) 11− ρ
V 2
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= Pr′v∆[(PWasleep − PWidle)
1
1− ρ
V 2
2V
Prv + (PWasleep − PWidle)(X + ρ1− ρ
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)
+ (ρPWrx + (1− ρ)PWidle) 11− ρ
V 2
2V
] (A.2)
Since Prv is monotonically decreasing with respect to ∆, Prv ′∆ ≤ 0. When ∆ is small, Prv is
closed to one and the item inside the bracket is less than zero; for large ∆, the item is positive.
Therefore, when ∆ increases from 0 to ∞, EPBD increases initially and then decreases for large
∆.
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