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ABSTRACT 
This article gives a survey of some trends in modem operational calculus. It begins 
with the abstract Taylor formula as the basic algebraic tool of operational calculus and 
shows its application for the solution of both initial and boundary value problems. 
Functional analytic methods are demonstrated by means of nonstationary iteration 
methods, which provide us by the way with approximative solutions. The connection 
to computational aspects is given by the finite or discrete operational calculus. 
0. INTRODUCTION 
Modem operational calculus is the generalization of the operational 
calculus of J. Mikusinski [36] for the operator of differentiation to an arbitrary 
linear operator possessing a linear right or at least a linear inner inverse. It 
joins several well investigated cases to a unique theory. Operational calculus 
consists of a purely algebraic part to reduce composed equations to simpler 
ones, and a functional analytic part for the cases where the algebraic methods 
terminate. Contrary to operator theory, the emphasis of operational calculus 
lies in its application to solve explicitly linear equations under certain 
additional conditions. The first problems to be solved by operational methods 
were initial value problems, but nowadays also boundary value problems are 
*The author wishes to express his thanks to Dr. W. Peters and Dr. M. Tasche for valuable 
suggestions. 
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attacked. Approximating methods are being developed in operational calcu- 
lus, too. If the equations are to be solved numerically, then operational 
methods can likewise be useful for preliminary preparation. 
In what follows we give a selection of some recent developments in 
operational calculus. It is not complete; e.g., transform methods are only 
mentioned incidentally, though they are not excluded from the modern 
theory. Especially, the list of references is very incomplete. Older expository 
papers are [3], [4] as well as J. A. BryEkov, A. P. Prudnikov, and V. S. SiSov 
[18], the last containing 443 references. A recent treatment of the theory of 
Mikusinski is the book by K. Yosida [52]. 
1. THE TAYLOR FORMULA 
The main algebraic tool in operational calculus consists in the Taylor 
formula (R. Bittner [15]) and its modifications. 
Let A be a linear operator with a linear right inverse X (i.e., AX = I). 
Then 
P=Z-XA (I) 
is a projector (P2 = P) onto the kernel (mrll space) of A. By I we always 
denote the unit operator, but the domains of Z can be different vector spaces 
in different cases. Equation (1) is equivalent to 
I=P+XA or x=Px+XAx (2) 
for all elements x of the domain of A. The first of these formulas is a 
decomposition of the unit operator; the second is known as the abstract 
Taylor formula, because it generalizes the classical case 
x=x(t), o<t, Ax = x’(t), xx= &)dT, / Px = x(0). (3) 0 
Let Pi, i = 1,2,. . . , be further projectors onto the kernel of A. Then 
according to D. Przeworska-Rolewicz [41] 
xi = (I - P,)X (4) 
are further right inverses of A with I - Xi A = Pi, and the product 
Yi = xi.. . xi (5) 
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is a right inverse of A’ with the corresponding projector 
@=I-Y,A'= i Y&A'-', (6) 
j=l 
if we put Y, = 1. Equation (6) implies a new decomposition of the unit 
operator and the generalized Taylor formula 
x=P,r+Y,P,Ar+ ... +Y,_,P,A'%x+Y.A'x. 1 (7) 
REMARKS. 1. Under certain conditions it is possible to extend the 
vector spaces in question, and to introduce an inverse X-r of X (cf. [2]). 
Then (2) is also equivalent to the basic formula 
X-’ = A + X-‘P. 
This leads to an algebraic way to introduce distributions [2] and to an 
attempt to define products of distributions [9]. But the theory of J. F. 
Colombeau [19] seems to be more promising. 
2. The Taylor formula (7) also makes sense if the factors Xj of (5) are 
not right inverses of A (cf. [6]). If, however, the operators Xi are inner 
inverses (AX, A = A) of A, then we come back to the foregoing case of right 
inverses if we restrict the domain of the operators Xi to the range of A (cf. 
M. Z. Nashed and G. F. Votruba [37]). I n view of its explicit remainder term, 
the Taylor formula is also very useful for approximative considerations; cf. G. 
Berger and M. Tasche [13]. In particular, M. Tasche [48] has used it for the 
construction of interpolation formulas. 
3. The Taylor formula (7) can be extended to the case of products 
A,..eA, instead of powers A’, with AiXi = Z and Pi = Z - X,A, for all i (cf. 
D. Przeworska-Rolewicz [41]). In particular, for i = 2 we have the decomposi- 
tion of the unit operator 
Z = P, + X,P,A, + XIX,A,A,, 
or, if X, and Pz commute (X,P, = P,X,), 
Z = P, + Pz - PzP, + X,X,A,A,. (8) 
Formulas of this type and their generalizations for i > 2 are needed in the 
higher dimensional operational calculus, if e.g. A, is the operator A from (3) 
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and A, is the differentiation operator with respect to another variable (cf. 
PI)* 
4. Besides (3), more general examples arise if A is a linear differen- 
tial operator with variable coefficients and a known right inverse. It is 
also possible to consider mixed integrodifferential operators as in D. 
Dascalopoulos [22], or even mixed integral and differential operators of 
fractional order as in M. Tasche and B. Wrase [49]. 
5. Given the validity of the Taylor formula (8) the analogous projector 
(6) with i = 2 reads Qa = P, + Pz - P,P,. This leads to the problem of how to 
construct a new projector Q from given projectors P,, P2, which is very 
closely connected to the matching rules (cf. [lo], W. Eckhaus [55] and A. 
Felgenhauer [26]) in the asymptotic theory of singular perturbations. 
For commuting P, and Pz the projector Qs is called the Boolean sum of P, 
and Pz. 
2. INITIAL VALUE PROBLEMS 
Consider the linear equation 
a,A”x+a,A”-‘x-t ... +a,_,Ax+a,x=j- (9) 
with n > 1, where the coefficients a,, . . . , a, are real or complex numbers, 
matrices, or other operators, which are usually of a simpler type than A, e.g. 
multiplication operators with given functions. We assume a, # 0 and search 
a solution x of (9) from the domain of A”, satisfying the additional conditions 
P,x = Xl, P,Ax = x2,..., P,A”-‘x = x, (10) 
with given projectors Pi of the type (1) and given elements xi from the 
kernel of A for i=l,..., R. The conditions (10) we call initial conditions, 
though in a concrete case they may be of a more general kind. Replacing the 
expressions (10) in the Taylor formula (7) with i = R, we find for x the 
representation 
x = xl + Yp, + . . . + Yn_lx, + Y,,Anx, (11) 
and substituting this into (9) we obtain in view of (5) and AX, = Z the 
equation 
(u, + ulXn + u~X~_~X~ + . . . + u,Y,)A1= g, 02) 
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where g is a known element consisting of f, a i, Xi, and xi for i = 1,. . . , n. 
Now instead of the system (9) (10) we only have to solve the single equation 
(12) with respect to A’? and to replace the result in (11) in order to obtain a 
solution of the initial value problem (9) (10). The solution of (12) needs 
usually less effort than the solution of (9), (lo), especially if it has to be done 
numerically. If (12) is unsolvable, then the original problem is unsolvable, too. 
In the case that Xi = X is independent of i and therefore also Pi = P, the 
operator in brackets of (12) is a polynomial in X, which generally speaking 
can be factorized in the form 
a, + a,X + . . . + a,X” = a,(z + cY,x) . . . (I + a,X). (13) 
Hence the solution of (12) is reduced to the solution of corresponding 
equations of first order, i.e. with n = 1. 
In the case that X commutes with all coefficients ai, there is another 
possibility for solving the initial value problem (9), (10). Multiplying (9) with 
X”, and replacing X’A’x in X”A’x = X”-‘X’A% by means of the Taylor 
formula (7) with Y, = Xi, we obtain an equation of the form 
(a0 + u,X + . . . + u,X")x = h. 
The right-hand side h is another known element compared with (12); 
however, the operator in parentheses to be inverted is the same as in (13). It 
is possible that a solution of the last equation is no solution of the original 
problem (cf. [6] as well as I. Reckziegel and M. Tasche [43]). Such a solution 
is called a weak solution of (9), (10). 
REMARKS. 1. In special operational calculi it is possible to introduce 
between the operands x, y a multiplication called convolution x * y, so that 
the application of the operators Z in question to an arbitrary operand x can 
be expressed as special convolutions 
Zr=z*r. 04) 
The classical convolution of J. M&u&ski [36] reads 
but there are many other known convolutions, which can be found in the 
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book by I. H. Dimovski [23]; for two special cases see N. S. Boiinov [17] as 
well as J. Prestin and M. Tasche [40]. The convolution is a useful tool for the 
concrete solution of operator equations because a vector space with a 
convolution is a ring, and this allows us to treat the equations in a mainly 
algebraic way; cf. also W. Kecs [54]. 
2. The construction of a convolution ring can be done in the following 
way. If we have a ring of linear operators Z and if 6 is an operand, which is 
not contained in the union of the kernels of all operators different from zero, 
then the mapping Z --* z defined by Z6 = z is an isomorphism, generating 
the convolution (14). The element 6 becomes the unit element of the ring. In 
this case we can write Z = z * , or, if there is no possibility for confusion, we 
can identify the operator Z with the element z. Of course, not every 
convolution constructed in this way is very elegant, and the practical 
importance depends on the simplicity of the convolution. 
3. If one has a ring of convolutions * and an invertible mapping 2’ into 
this ring, it is possible to construct a ring of new convolutions 0 by the 
definition 
In particular, one of the two convolutions can be the ordinary multiplication. 
In this case T is a transform of the special operational calculus, which is very 
useful for many applications, e.g. for asymptotic investigations (cf. [4]). 
4. It is also possible to develop a k-dimensional operational calculus 
using Taylor formulas of the type (8). But then for general k an enormous 
effort in deriving formulas is necessary (cf. J. Pigel [42]), and only in special 
cases is it possible to split the operators as in (13). It is more difficult than in 
the one-dimensional case to decide existence and uniqueness questions, and 
moreover, new compatibility problems arise. For other k-dimensional oper- 
ator methods see F. Heynig [29] for k = 2 and E. Lanckau [32] for k = 3. 
5. Further, there have been some efforts to develop nonlinear oper- 
ational calculi, e.g. [5] and especially R. Bittner [16]. If instead of (9) there is 
given the equation 
A”u,x + A”-‘u,x + . . . + a,x = f, 
then multiplication with X” and application of (7) with Yi = Xi and a n _ ix 
instead of x is also possible, if the coefficients a,, . . . , a, are nonlinear 
operators. A better tool for nonlinear operator equations is the well-known 
theory of Lie series; see G. Wanner [51] and, for more detail, B. A. 
Bondarenko [53]. 
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3. BOUNDARY VALUE PROBLEMS 
If the operator A from the linear equation (9) is assumed to have an 
m-dimensional kernel with m > 1, it is natural to require mn conditions for 
the solution x, which we write in the form 
&x = bii (15) 
for i=l,..., n and j=l,..., m, where fiij are given linear functionals 
(operators with a real or complex range) and bij given real or complex 
numbers. The conditions (15) we call boundary conditions, though in a 
concrete case they can admit another interpretation. Our aim is to reduce the 
boundary conditions to the foregoing initial conditions, i.e., to construct the 
corresponding projectors Pi,. . . , P, from (10) (cf. [ll]). 
For this reason we introduce the vectors 
u=(u,,...,u,), Pi = (PilT.‘*?Pim)*> (16) 
where ui,...,u, are to form a basis of the kernel of A. Under the 
assumption that all m-dimensional matrices 
Mi = (&Yi_,u) -’ (17) 
with ordinary numbers as elements exist, we construct recursively, beginning 
with Y, = I, the operators 
Pi = uM,&Y, _ 1, (18) 
together with (4) and (5) for i = 1,. . . , n, where, as before, X is a right 
inverse of A. It is easy to see that all Pi are projectors onto the kernel of A, 
so that Xi and Yi are right inverses of A and A’, respectively. Introducing 
further the projectors 
Ri = Yi_ luMij3i (19) 
with R,Y,p, = Yi_ lpi, it follows according to (6) with Q. = 0 that 
Qi - Qi_,=Yi_,PiAi-’ = RiYiplAi-’ = R,(Z - Qi_1), (20) 
i.e., we have the recursion 
Z-Qi=(Z-Ri)(Z-Qi-1) 
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and in view of Qi = P, = R, 
Qi=Z-(I-Ri)-(Z-R,). (21) 
The formulas (20) and (21) imply together with (19) and A’- ‘Yip i = Z the 
representation 
Pi&’ = A’-‘R,(Z - Ripl). . . (I - R,) 
with A’ - ‘R i = uMi&, so that according to (16) and (19) we see that the 
boundary conditions (15) turn into the initial conditions (lo), where the 
elements r i, . . . , x, can be expressed by the given numbers bi j. This means 
that the boundary value problems are reduced to initial value problems. 
REMARKS. 1. If the projectors Qi are already given (maybe implicitly) 
and the corresponding right inverses Yi of A’ with (6) are to be constructed, 
G. Berger and M. Tasche [13] recommend solving the recursion 
Y,, ,A = Yi - Si 
for i = 1,2,3,... under the conditions Y, = (I - Qi)X, A’+‘$ = 0, and Q,+,S, 
= Qi + iYi. Then the operators Yi are right inverses of A’ with (6) Si = Qi + iYi 
and Qi+ i - Qi = S,A”; cf. the example in J. D. Mamedov, G. Berger, and H. 
Domer [34]. 
2. Under the conditions of remark 1 with the addition of 
Qi=QiQi+l=Qi+lQi (22) 
for all i, the operators Yi possess the factorization (5) with (4) and Pi = 
AielSi_, for i > 2 (cf. [ll]). Conversely, (5) implies (22). 
3. As in remark 3 of Section 1, it is possible to extend the considerations 
to the case that the powers A’ are replaced by the products Ai . . . A 1 of 
different operators (cf. [ll]). 
4. In the case that i = 1, the matrix from (17) reads M,=(/I,u)-‘. 
Replacing the basis vector u by the new basis vector n = uM,, we have 
piv = Z (m-dimensional unit matrix), so that under the assumption of the 
existence of M, it is always possible to choose the basis vector u in such a 
way that M, = I, i.e., that the components of u and /3i form a normed 
biorthogonal system. 
5. A concrete example is x = x(t), 0 < t < 1, A = d2/dt2, 
Xx=(1--l$,&)dr-tji(l-+(~)dr, 
t 
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Qr~=(l-t)x(O)+tx(l), Qax=(l-3t2+2t3)r(0)+(3t2-22t3)r(1)+(t- 
2t2 + t3)x’(0) - (t 2 - t3)r’(1), etc. The method of G. Berger and M. Tasche 
[13] indicated in remark 1 yields in this case the explicit representations 
l Yir= - /lp(lJT)[t(t - a)r(l- 7)]i-rtrdrdo, 
[(i-1)!12 t 0 
(23) 
The advantage of (23) compared with the foregoing representation of X = Y, 
consists in the fact that the integrand in (23) is uniformly defined over the 
whole domain of integration, whereas in the foregoing representation of X 
we have two different definitions that are cumbersome to handle. 
4. ITERATION METHODS 
In order to determine solutions of initial or boundary value problems in 
more complicated cases one has to introduce a suitable notion of convergence 
and to use functional analytical methods (cf. M. Tasche [47]). Usually Banach 
spaces are used, but often it suffices to use simple limit spaces, i.e., to assume 
that there is defined a convergence with the usual properties (cf. [7]), as we 
shall do here. In particular, the convergence must be compatible with the 
operations, i.e., the operators are to be continuous. Then we can try to solve 
by iteration the operator equation 
Ax= f, (24) 
which in other notations can be the equation (9) or (12). For this reason we 
choose a sequence of operators B, and introduce the notation 
Z’,,=I- B,A, S, = I - AB, (25) 
as well as 
Pn=T,-..T1, Qn=S;..S1 (26) 
with P,, = I, Q. = 1. The general form of a linear one step iteration formula 
for solving Equation (24) reads now, for n = 1,2,3,. . . , 
*n = Tnxn-1-t B,f, (27) 
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or by recursion 
X” = P,x, + X,f 
with 
X”= i BiQi-1. 
i=l 
If the limits 
P= lim P,, X= lim X, 
n+oo n-+m 
exist, then the elements x, from (28) converge to 
x = Px, + Xf, 
(28) 
(29) 
(36) 
(31) 
and in view of 
P,,=Z-X,A, (32) 
the operators P, X are connected by (1). Sufficient conditions for the 
convergence can be found in [7]. The convergence of the series in (29) 
implies B,, + IQn + 0. Hence, in view of the consequence Q,,A = AP,, from 
(25) and (26), we have also B,,+,AP, + 0. If the operators B,, are chosen in 
such a way that from this we can conclude that AP,, + 0, then we have 
AP = 0 and X is an inner inverse of A. This means that (31) with an 
arbitrary x0 is the general solution of (24), so far as (24) is solvable. 
In the case (13) we have to solve the equations (24) with A = Z - 2 and 
2 = - (Y~X, i.e., equations of the simple form 
x=Zx+f. 
Choosing B,, = Z for all n, we have T,, = S,, = Z and P,, = Q,, = Z”. Hence 
under the convergence of (29) for n + 00 it follows P = 0 and the solution 
(31) is Neumann’s series 
In practical applications the operators Bi usually have the form 
Bi = F,(H,AF,) -‘Hi, (33) 
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where the operators Fi and Hi are to be chosen in such a way that the 
inverse in (33) exists. From 
Bi AF, = F, (34) 
it easily follows that Bi is always an outer inverse (BiABi = Bi) of A. 
Particularly interesting is the case that AP,, = 0 for a fixed R and 
therefore AP, = 0 for all i > 12, i.e., all these Xi are inner inverses of A. Now 
we show a general possibility to construct X, as a left inverse (X, A = I) of 
A, if A is left invertible. 
For this purpose we start from a decomposition of the unit operator 
I = i E,G,. (35) 
i=l 
Since (26) implies Pi = ZJ Pi _ 1, we only have to choose in (33) 
Fi = Pi_,Ei, (36) 
so that, if the inverses in (33) exist, we obtain PiEi = TiFi = 0 in view of (25) 
and (34). Hence (35) implies P,, = T, . . . Ti+ ,P,Z = 0, and (32) gives the 
assertion. 
REMARKS. 1. The last result does not depend on the choice of the 
operators Hi in (33). The operators Gi in (35) are not needed explicitly; we 
only need their existence. In Hilbert spaces we often have Hi = Fi*, Gi = ET, 
but this choice is not necessary. 
2. If A is a regular block matrix, we get a simple example for Pz = 0 
choosing 
and F, = E,, H, = ET, H, = Ei. Then we obtain 
if the matrices a and A = d - cu-‘b are invertible. In this case (29) with 
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n = 2, i.e. X = B, + B,Q,, is a well-known block representation for an inverse 
matrix (cf. D. K. Faddejew and W. N. Faddejewa [25]). 
3. For N X M matrices, in particular, two iteration methods described 
by G. Maess [33] are special cases of (27) 
matrices constructed from some columns of 
and 
H. = FTATD I I ) 
with (33). First, choose F, as 
the N-dimensional unit matrix, 
where D is a certain positive definite weight matrix. If all columns of the unit 
matrix are used in a cyclic or stochastic way, we obtain the column 
approximation method (SPA). Second, choose Hi as matrices constructed 
from some rows of the Mdimensional unit matrix, and 
Fi = ATH;. 
Under analogous conditions to those before, we obtain the row approximation 
method (PSH); see also W. Peters [39]. Both methods can also be used in 
turn. 
4. Further investigations of the iteration method (27) were carried out 
by D. Schott and W. Peters [46]; D. Schott [45] developed the method of 
projection kernels to study the convergence of the method under very general 
conditions. The projection kernels are related to the reproducing kernels 
found in J. R. Higgins [30]. There is also a very close connection of the 
iteration method (27), (33) to the modem algebraic multigrid methods 
(AMG); see J. Ruge and K. Stiiben [44]. 
5. Besides the iterative approach, there exists the powerful tool of 
defining new operators by the Cauchy integral formula from the theory of 
functions extended to operators A, 
where we have to integrate in the complex plane over a closed curve in the 
positive direction including the spectrum of A and excluding the singularities 
of f(X); see A. E. Taylor [50] and M. Tasche [47] as well as I. Marek and K. 
iitnj, [35]. The application of semigroup methods to solve operator equations 
is shown by J. A. Donaldson [24]. 
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5. FINITE OPERATIONAL CALCULUS 
For the numerical solution of an operator equation it is necessary first to 
find a finite approximation of the equation by discretization, collocation, 
projection, the finite element method (FEM), etc. Then the linear operator 
turns into a matrix and the operator equation into a linear system of algebraic 
equations. The simplest case of a finite or discrete operational calculus (cf. 
[2]) is expressed in the notation of Section 1 as 
x= {XOJ1J2>...>, Ax= {~~J~J~,...}, 
Px= {x,,O,O )... }, xx = (0, X”, x1 )... }* 
For brevity we write 
x = xi, AX = Xi+l, xx = Xi-l’ Px = x,6 (37) 
with 6 = {LO,0 ,... }, where i is always a nonnegative integer and x j = 0 in 
case j < 0. The corresponding convolution is the Cauchy product 
i 
xi * yi = C Xi_jyj, (38) 
j=O 
so that the convolution with S is the unit operator. Since 6 belongs to the 
kernel of A, the operator A cannot be represented as a convolution (38). 
For every complex number (Y the operator Z - aX is invertible, and we 
find, in the notation of remark 2 in Section 2, 
(I-&-‘=(#*, (Z-aX)-p-‘= iGP &i*. 
i i 
(39) 
If we restrict the operands to sequences f; with A = O(p”) for i + cc and a 
fixed positive constant p, then for every complex constant p with ]p] > p, 
also A - fiZ is invertible, and we find the representations 
(A-/?I)-“-‘+ - j=;+l(i;ijfiz-i-vfi (40) 
for v 2 0, which can be considered as generalized convolutions compared 
with (38). 
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All these operators can be interpreted as one sided infinite matrices with 
indices i, j >, 0: 
‘0 1 0’ 
1 
A= 
0 
01 ’ 
,o *.. *.., 
I 
-P 1 0’ 
1 
A-/U= -P -P 1.. ’ 
* . 
I \ 
0 
I 
-p-1 -p-2 
(A-j3l)-1= 
-p-1 
-p-3 . . . 
-p-2 . . . 
-p-1 . . . 
. . 
\ 
/ 
I 0 
0 
1 0 
x= 1 0 
1 
\O 
I 
1 
--(Y 1 
z-ax= --(Y 
0 
I1 
(I-ax)-‘= ,“z i 1 
. . . 
\: : : 
Hence the operator equation (9) with (37) can be interpreted either as a 
0’ 
. 9 
I 
0 
1 
-CY **. 
. . 
01 
I 
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difference equation or as a linear system of algebraic equations with a band 
matrix. If the coefficients aa,. . . , a, in (9) are independent of i, the system 
matrix is a Toeplitz matrix. The corresponding initial value problem is 
completely elementary; it leads to recursive equations or to triangular matrices, 
which are recursively invertible. Boundary value problems, of course, need 
more effort. 
REMARKS. 1. In the case that (9) with (37) is an equation with constant 
coefficients and that the corresponding stability polynomial 
a$ + a,x-’ + . . . + a,_,X + a, 
possesses 9 zeros or,..., a,withla,l<pandp=n-qzerosp,,...,p,with 
]/Ii] > p for a certain number p, then in view of AX = Z we have the splitting 
(a,A”+ 0.. +o,,A+a,)XY=o,fi (A-PjZ) fi (I-cu,X), 
j=l i=l 
and the inversion can be done after decomposition into partial fractions by 
means of (39), (40) and a formula for the product (I - &-‘-‘(A - PI)-“-’ 
contained implicitly in [ 121. 
2. A continuation of the considerations from remark 1 with p, 9 >, 1 
shows that the inverse Ti ’ of the N X N Toeplitz matrix 
T,, = 
UP * 
. . 
an 
0 
. . 
a0 0 
a, * . 1 ap 
possesses for N + co a limit G = (gi j), the elements of which have the 
asymptotic behavior 
i 
o((j-i+p)“-lpi--j) for i< j+p, 
gij = 
O((i- j+9)p-1&j) fo, i> j-9. 
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Here we have fi=min]j3.], j=l,..., 
multiplicities of all j_?. wi& 
p, and Y is the maximum of the 
]j31] = j3; analogously, a= maxIa,], i = l,..., 4, 
and p is the maximi& of the multiplicities of all tii with ]ei] = (Y. The 
O-estimations are sharp. A more general asymptotic result is indicated in [ 121. 
3. From the asymptotic behaviour of the elements of Ti’ sketched in 
remark 2 and LY < p < /I it follows that for the numerical stability of a large 
system with the matrix TN it is desirable that p = 1. In case of instability we 
can recommend the regularization procedure to shift the main diagonal of Th; 
by canceling a suitable number of rows and columns in such a way that p = 1 
for the new matrix (cf. [8]). 
4. A modification of (38) is the circular convolution 
N-l 
Xi*Yi= C xi_jYj 
j=O 
for N-periodic sequences, playing an important role in the theory of finite 
systems, which can be found in W. Klein [31]. If E is a primitive nth root of 
1, then the first of the pair 
N-l 
fj= C xie-ij, 
i=O 
is a transform gj = Fx, mapping the circular convolution into an ordinary 
product, and the second is the inverse transform xi = F-i? j. Usually, E is a 
complex number and F is called the discrete Fourier transform. But under 
additional conditions we can calculate in a residue class ring mod m. In this 
case F is called a number theoretic transform. The great advantage of this 
last case is that one calculates only with integers. The fast versions of these 
transforms are intensively used on modem computers for the implementation 
of improved computation techniques. More information is contained in 
H. J. Nussbaumer [38], R. Creutzburg and H.-J. Grundmann [20], and 
R. Creutzburg and M. Tasche [21]. 
5. Further modifications of (38), which are suitable for the solution of 
difference equations with special variable coefficients, will be found in W. A. 
Al&lam and M. E. H. Ismail [l]. A paper dealing with the discrete function 
theory is G. Berzsenyi [14]. Another number theoretic modification of (38) 
with 
x(i)* y(i) = xX( i)Y(d), 
dli 
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where d runs through all positive divisors of i, was studied by E. Gesztelyi 
[27] and by M. Hayashi [28]. 
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