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We show in this paper that given any reduced, cancellative,
torsion-free, atomic monoid, it is possible to construct a possibly
non-atomic domain with atomic factorization structure isomorphic
to the given monoid. This is signiﬁcant, since atomic monoids are
known to have more freedom in the factorization properties they
may possess than atomic domains. This construction is motivated
by the paper written by Coykendall and Zafrullah (2004) [5], in
which a non-atomic domain was constructed with factorization
structure isomorphic to a singly-generated monoid.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and background
Factorization in integral domains has been a vibrant area of research for the last thirty years. Given
an arbitrary domain, the goal is to describe its multiplicative structure. When investigating questions
regarding both binary operations of the domain, even the most elementary domains with simple
multiplicative structure (such as the integers) prove to be unyielding. For instance, the Goldbach
conjecture and the twin prime conjecture, both questions that address interplay between additive
and multiplicative properties of Z, remain unsolved. It is for this reason that one may be tempted
to study factorization of a domain by just looking at its multiplicative structure, represented by a
monoid. However, it has been shown that an arbitrary atomic monoid can exhibit factorization prop-
erties that an atomic domain may not, as we will demonstrate shortly.
One of the ﬁrst formal studies of a factorization structure weaker than that of unique factorization
was performed by Zaks when he published two papers deﬁning the half-factorial property [7,8]. A do-
main is said to be a half-factorial domain (HFD) if it is atomic (meaning every nonzero nonunit can
be factored into irreducibles) and any two factorizations into irreducibles of the same element must
consist of the same number of irreducible factors. This property gets its name from having “half” the
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retaining the “other half” of the conditions of a UFD created a new type of domain. In other words,
does there exist an atomic domain that is not a UFD, yet whenever two irreducible factorizations of
the same element have equal number of factors, then the factorizations are forced to be the same?
In [4], the question was answered in the negative sense. It was shown that this “weaker” condition is
enough to conclude that a domain is a UFD.
The same paper discussed the analogous questions in the monoid setting. It was shown that the
class of monoids having the “other half” of the conditions of being a UFM, since called other-half fac-
torial monoids (OHFMs), is a different class of monoids from those with unique factorization (UFMs).
And so, the reduction of the number of binary operations allows the class of monoids more factoriza-
tion freedom than the class of domains.
Example 1.1. Consider the numerical (additive) monoid M = 〈2,3〉 ∪ {0}. Clearly this monoid is not a
UFM nor an HFM since 2+ 2+ 2 = 3+ 3. Chapman, Coykendall, and Smith showed that if a monoid
is reduced and cancellative with torsion-free quotient group and is generated by two elements, then
it is an other-half factorial monoid [3]. Using this, we see that M is an OHFM.
By the previous remarks, the monoid in this example cannot exist as the multiplicative structure
of an atomic domain. This shows that the factorization structures of monoids and domains are inher-
ently different. In this paper, we show how to construct a domain that does have this multiplicative
structure by generalizing a construction given by Coykendall and Zafrullah [5]. In their writing, they
discussed atoms-prime (AP) domains and another generalization of UFDs called unrestricted unique
factorization domains (U-UFD) and showed that these two classes of domains are not the same. In
proving that there exists a U-UFD that is not an AP-domain, they construct a non-atomic domain with
factorization structure isomorphic to a monoid which is singly-generated by a non-prime irreducible.
In this paper, we construct a domain with the same factorization structure as any reduced, can-
cellative, torsion-free, atomic monoid by allowing the constructed domain to not necessarily be
atomic. Put more simply, given such a monoid, we show that it exists as the “atomic part” of some
integral domain, which may or may not be atomic. The authors ﬁnd this striking since, in the atomic
case, there is a wealth of fundamental monoids that cannot exist as the multiplicative structure of an
integral domain. On the other hand, any cancellative reduced monoid can be embedded into a domain
as a substructure of its multiplicative monoid. In particular, if the monoid M is atomic, one can ﬁnd
a domain with the multiplicative structure isomorphic to M . As one interesting application, removal
of the atomic condition allows domains to exist with the other-half factorial property but without the
unique factorization property (among its atomic elements).
2. Basic deﬁnitions
To begin, let us use the deﬁnition of semigroup ring of a monoid M over a ring R described by
Gilmer [6], denoted by R[X;M], and let us now recall the following deﬁnitions.
Deﬁnition 2.1. Let M be a monoid with binary operation +. We say that M is cancellative if whenever
a + b = a + c with a,b, c ∈ M , we have that b = c. We say that M is reduced if whenever a + b = 0
with a,b ∈ M , we have that a = 0 = b. We say that M is torsion-free if given any positive integer n
and any elements a,b ∈ M the equation na = nb implies a = b.
Gilmer studied such cancellative, reduced, and torsion-free monoids extensively and found that
putting such conditions on a monoid preserved many nice properties. For one, it was shown in [6]
that if R = 0, then the semigroup ring R[X;M] is an integral domain if and only if R is an integral
domain and M is torsion-free and cancellative.
We now introduce the notion of isomorphic factorization structure.
Deﬁnition 2.2. Let ∼ be the equivalence relation on the nonzero nonunits of an integral domain R
deﬁned by a ∼ b if and only if a and b are associates. We say that a domain R has atomic factoriza-
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equivalence ∼ is isomorphic to M .
Example 2.3. Let N0 represent the set N ∪ {0} and consider the power series ring F2x, where F2
is the ﬁeld consisting of two elements. It is known that the units of this domain are precisely those




)= {1+ a1x+ a2x2 + · · · ∣∣ ai ∈ F2, i ∈ N}.
Now, suppose that anxn+an+1xn+1+an+2xn+2+· · · is any nonzero element in the domain with an = 0.
Then we can reduce this element to
anx
n + an+1xn+1 + an+2xn+2 + · · · = xn
(
an + an+1x+ an+2x2 + · · ·
)
.
Since an = 0, we must have that an = 1, meaning an + an+1x+ an+2x2 + · · · is a unit. This implies that
the nonzero elements of the domain are all of the form xn for any n ∈ N0 (up to units). And so, the
monoid generated by these nonzero, nonunits is
M= {xn ∣∣ n ∈ N0}.
Clearly M∼= N0, meaning F2x has factorization structure isomorphic to the additive monoid N0.
Before we may state our main results, we mention here two results that will be used frequently
in our proofs. Both can be found in [1].
Theorem 2.4. If r is a nonzero, nonunit in an integral domain R, then U (R) = U (R[x, rx ]).
Theorem 2.5. Let R be an integral domain and let r be a nonzero element in R. Then an element s in R is
irreducible in R[x, rx ] if and only if s is irreducible in R and s is not an associate of r.
3. Main results
We begin with two important lemmas.
Lemma 3.1. Let M be a reduced, cancellative, torsion-free monoid, and let R be an integral domain. If m is
irreducible in M, then the element xm is irreducible in the semigroup ring R[x;M].
Proof. We ﬁrst note here that although this is not a new result, we provide the proof for the sake
of completeness. Let M be any reduced monoid generated by 〈mβ | β ∈ Γ 〉 with Γ some nonempty







∣∣∣ ri ∈ R, ni ∈ M
}
.
By [6], we have that U (R[x;M]) = {rxm | r ∈ U (R), m ∈ U (M)}. But, since M is assumed to be reduced,
we have U (R[x;M]) = U (R). Suppose that m is an irreducible element of M and that p(x)q(x) is a
factorization of xm in R[x;M]. Then we can write
p(x) = r1xk1 + r2xk2 + · · · + raxka
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q(x) = s1xl1 + s2xl2 + · · · + sbxlb
where a and b are natural numbers, all of the coeﬃcients ri and s j are from R , and all of the ex-
ponents ki and l j are elements from the monoid M . We also assume that p and q are written in
simpliﬁed form, meaning like terms are combined and no coeﬃcient is zero. And so,






Since elements of R[x;M] have unique representation [6], there must exist indices, say k1 and l1,
such that k1 + l1 = m. Since m is irreducible in M , we have that k1 = 0 and l1 = m, without loss of
generality. And so,
xm = (r1 + r2xk2 + · · · + raxka)(s1xm + s2xl2 + · · · + sbxlb).
Suppose that there exist exponents, say k2 and l2, such that k2 =m and l2 = 0. Then we can write
xm = (r1 + r2xm + r3xk3 + · · · + raxka)(s1xm + s2 + s3xl3 + · · · + sbxlb)
= r1s2 + r1s1xm + r2s2xm + · · · + rasbxka+lb .
This implies that r1s2 = 0. Since R is an integral domain, it must be that r1 = 0 or s2 = 0, which is a




Therefore, r1 and s1 are both units, and we have
xm = (r1 + r2xk2 + r3xk3 + · · · + raxka)(s1xm + s2xl2 + s3xl3 + · · · + sbxlb).
Subtracting xm from both sides yields
0 = (s1r2xk2+m + · · · + s1raxka+m)
+ (s2r1xl2 + s2r2xk2+l2 + · · · + s2raxka+l2)+ · · ·
+ (sbr1xlb + sbr2xk2+lb + · · · + sbraxka+lb).
Now, for the sum to equal zero and since no coeﬃcient is zero, we have that for all exponents
appearing on the right hand side there must be at least two monomials with that given exponent.
This implies:
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l3 = kn13 + ln¯13 ,
...
lb = kn1b + ln¯1b ,
where each nij is from the set {1, . . . ,a} and each n¯ij is from the set {1, . . . ,b}. Notice that for any lβ ,
we can write lβ = kn1β + ln¯1β , which in turn can be written as kn1β + (kn¯2β + ln¯2β ), and so on for some
appropriate choice of indices. Now, if, for every β ∈ {2, . . . ,b}, there exists an index γ such that
lβ = (kn1β +kn2β +· · ·+knγβ )+ l1 = (kn1β +kn2β +· · ·+knγβ )+m, then q(x) is divisible by x
m , concluding the
proof. On the other hand, if there exists an element of {l2, . . . , lb}, say lβ , that cannot be decomposed
in such a manner, then it must be the case that
lβ = kn1β + ln¯1β




+ (kn3β + ln¯3β )
)
.
Continuing and using the fact that there are only ﬁnitely many elements in {l2, . . . , lb}, there exist
natural numbers c and c¯ such that
ln¯cβ + (kn1β + kn2β + · · · + kncβ ) = ln¯cβ + (kn1β + · · · + kncβ + knc+1β + · · · + knc+c¯β ).
Since M is cancellative, this yields
0 = knc+1β + · · · + knc+c¯β ,
implying
−knc+1β = knc+2β + · · · + knc+c¯β .
This contradicts the assumption that the monoid M is reduced. Hence, xm cannot be factored as
p(x)q(x), meaning xm is irreducible in R[x;M]. 
Lemma 3.2. Let M be a reduced, cancellative, torsion-free monoid, let R be an integral domain, and set
T = R[x;M] andM = {xm | m is irreducible in M}. If we set Γ = T [{yi}, {αi/yi}]i∈Λ , where {αi}i∈Λ is a
collection consisting of one irreducible from each associate class of irreducibles not containing any element
ofM, and yi is an indeterminate for each i ∈ Λ, then U (Γ ) = U (T ), and, for each irreducible m in M, xm is
irreducible in Γ .
Proof. Let us proceed using induction on the size of Λ. If Λ consists of a single element, then Γ =
T [y1,α1/y1]. By Theorem 2.4, U (T ) = U (Γ ). Also, if m is irreducible in M , then, the previous lemma
asserts that xm is irreducible in T . Since α1 is assumed to be an irreducible not associate to any
element ofM, Theorem 2.5 implies that xm is irreducible in Γ .
Suppose that Λ is some ﬁnite index set. Assume that U (T ) = U (Γ ) and xm is irreducible in Γ
for m irreducible in M , for |Λ| n. Now suppose that |Λ| = n + 1. Then we can write
Γ = T [y1, . . . , yn, yn+1][α1/y1, . . . ,αn/yn,αn+1/yn+1].
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Γ = (T [y1, . . . , yn][α1/y1, . . . ,αn/yn])[yn+1,αn+1/yn+1].
By induction, U (T ) = U (T [y1, . . . , yn][α1/y1, . . . ,αn/yn]). In particular, αn+1 is not a unit in T [y1,
. . . , yn][α1/y1, . . . ,αn/yn], so U (T ) = U (T [y1, . . . , yn][α1/y1, . . . ,αn/yn]) = U (Γ ) by Theorem 2.4.
Now, consider xm as an element in
Γ = (T [y1, . . . , yn][α1/y1, . . . ,αn/yn])[yn+1,αn+1/yn+1].
By our induction hypothesis, xm is irreducible in T [y1, . . . , yn][α1/y1, . . . ,αn/yn], and so Theorem 2.5
allows us to conclude that xm is irreducible in Γ . This proves the result for the case when Λ is ﬁnite.
Lastly, suppose that Λ is not a ﬁnite index set. Suppose that there exists an element u that
is a unit in Γ but not in T . So u−1 is an element of Γ , and we know that both u and u−1
have representations using only ﬁnitely many indeterminates. We can assume, then, that u and
u−1 are elements of U (T [y1, . . . , yk][α1/y1, . . . ,αk/yk]). Since this index set is ﬁnite, we have that
this set of units is equal to U (T ). Hence, U (Γ ) = U (T ). Now, let m be irreducible in M and con-
sider the element xm in Γ . If xm is reducible in Γ , then there exist elements γ1, γ2 ∈ Γ such that
xm = γ1γ2. Since γ1 and γ2 are elements of Γ , they have representations using only a ﬁnite num-
ber of indeterminates, say {y1, y2, . . . , yk}. This implies that xm is reducible in the integral domain
T [y1, . . . , yk][α1/y1, . . . ,αk/yk]. This contradicts xm being irreducible when the index set is ﬁnite,
implying xm must be irreducible in Γ . 
Using these two previous results, we now state and prove our main theorem.
Theorem 3.3. Let M be any reduced, cancellative, torsion-free monoid. Then there exists an integral domain
with atomic factorization structure isomorphic to M.
Proof. Let M be any reduced, cancellative, torsion-free commutative monoid. Let R be any integral







∣∣∣ ri ∈ R, mi ∈ M
}
.
Let M = {xm | m is irreducible in M} ⊆ R[x;M]. By Lemma 3.2, M is a subset of the set of atoms
of R[x;M]. Let us denote the ring R[x;M] by T0. Note that since R is an integral domain and M
is torsion-free and cancellative, we have that T0 is an integral domain. Now, for any non-negative








where {α(n)i }i∈Λn is a collection consisting of one irreducible from each associate class of irreducibles
not containing any element ofM, and y(n)i is an indeterminate for each i ∈ Λn . It follows inductively
that Tn is also an integral domain for any non-negative integer n.
Using induction on n, it will ﬁrst be shown that U (Tn) = U (R) and, for each irreducible m in M ,
xm is irreducible in Tn . For n = 0, we have T0 = R[x;M], and the result follows from Lemma 3.1.
Now suppose that U (Tn) = U (R) and xm is irreducible in Tn , where m is irreducible in M . Consider





}]i∈Λn . Then by Lemma 3.2, we have that U (Tn+1) = U (Tn) = U (R) and xm is
irreducible in Tn+1.
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U (R) = U (T ). For each irreducible element m ∈ M , xm must be irreducible in T , else contradicting
Lemma 3.2. Moreover, the only irreducibles in T are associates of xm , where xm ∈M.
Lastly, it will be shown that the factorization structure of T is isomorphic to the additive
monoid M . LetM be the multiplicative monoid in T generated by the atoms of T . That is,
M= 〈uxm ∣∣ xm ∈M, u ∈ U (T )〉.
The correspondence uxm → m induces a monoid isomorphism φ :M/U (T ) → M , and we conclude
that
M/U (T ) ∼= M. 
Remark 3.4. The integral domain T constructed in the theorem is always non-atomic. To see this,
consider the element 1 + xm , where m is an irreducible element of the monoid M . Certainly this
element is not a unit of R and also not an associate of xm . Notice that if 1 + xm could be written
as a product of atoms in T , then those atoms must exist in some Ti . But, due to the method of
construction of Ti+1, those factors are no longer irreducible in Ti+1, nor in T . Thus, 1+ xm cannot be
written as a product of irreducibles in T .
Remark 3.5. If M = N0, then one can ﬁnd many atomic domains with this multiplicative structure (e.g.
any Noetherian valuation domain). However, the construction described here “creates” a non-atomic
domain with atomic factorization structure isomorphic to N0. On the other hand, when creating a
domain with factorization structure isomorphic to the additive monoid 〈2,3〉, it is necessary for the
domain to be non-atomic [4].
4. Examples
Using the previous theorem, we can begin a brief discussion of Cohen–Kaplansky domains, which
we must ﬁrst deﬁne.
Deﬁnition 4.1. An atomic integral domain R with only ﬁnitely many irreducible elements (up to asso-
ciates) is called a Cohen–Kaplansky domain, or a CK domain for short. If R has precisely n irreducible
elements (up to associates), then we say R is a CK-n domain [2].
Remark 4.2. A CK-n domain for n ∈ {1,2} is a UFD.
Proof. First, suppose that R is a CK-1 domain and let x be the unique irreducible element. Suppose
that the element z ∈ R has two factorizations, say u1xn = u2xm for some u1,u2 ∈ U (R) and n,m ∈ N.
Without loss of generality, suppose that nm. Then since R is a domain, we have that
u1 = u2xm−n.
Hence, xm−n is a unit, meaning m − n = 0. Therefore, n =m and we have that R is a UFD.
Second, suppose that R is a CK-2 domain with nonassociate irreducibles x and y. Suppose that the
element z ∈ R has two factorizations, say
u1x
n1 ym1 = u2xn2 yn2 .
Then we can reduce this expression to have
ym = uxn
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ym = uxn ∈M.
Since M is maximal, it is prime, implying y ∈M. Now, consider the element x + y. Clearly x + y ∈
M since x, y ∈M. Also, x + y = uxa yb for some unit u and some a,b ∈ N since R is CK-2. This
implies that either x divides y or y divides x, meaning x and y are associates. This is a contradiction.
Therefore, z cannot have two different factorizations, implying R is a UFD. 
Deﬁnition 4.3. An integral domain R is called a U-UFD if every element that can be factored into
irreducibles has a unique factorization (up to units) into irreducibles [5].
Corollary 4.4. There exist non-atomic CK-2 domains that are not U-UFDs.
Proof. Let M be a monoid generated by two elements, say m1 and m2 and let R be any integral
domain. Moreover, suppose that M does not have unique factorization. Then by following the con-
struction of the previous theorem, we see that the constructed domain T is a non-atomic CK-2
domain. Since the factorization structure of T is isomorphic to M , we have that T does not have
unique factorization among the atomic elements. Hence, T is not a U-UFD. 
Corollary 4.5. Given any natural number n, there exists a non-atomic CK-n domain.
Proof. Let M be a reduced, cancellative, torsion-free, atomic monoid that is generated by n ele-
ments, say {m1,m2, . . . ,mn}. One can generate a numerical monoid of this nature by using generators
{2n,2n + 1,2n + 2, . . . ,3n − 1}. Then by the previous theorem, the integral domain T which is con-
structed in the same manner as the theorem is a CK-n domain that is non-atomic. 
Returning to the notion of the other-half factorial property, we make the following remarks.
Remark 4.6. Every 2-generated numerical monoid is an OHFM.
Proof. Since the group generated by any numerical monoid is the integers, and since Z is torsion-free,
we can conclude by [4] that the monoid is an OHFM. 
Remark 4.7. The non-atomic integral domain T formed by letting M = 〈2,3〉 and following the con-
struction described in this paper has factorization structure isomorphic to M (so other-half factorial)
among the atomic elements. Clearly this monoid M is neither a UFM nor an HFM, as the factorization
2+ 2+ 2 = 3+ 3
demonstrates. However, M is an OHFM, so T has the other-half factorial property without having
unique factorization.
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