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ABSTRACT 	  
Just as the carbon dioxide observations that form the Keeling Curve 
revolutionized the study of the global carbon cycle, free and open access to all available 
Landsat imagery is fundamentally changing how the Landsat record is being used to 
study ecosystems and ecological dynamics. This dissertation advances the use of Landsat 
time series for visualization, classification, and detection of changes in terrestrial 
ecological processes. More specifically, it includes new examples of how complex 
ecological patterns manifest in time series of Landsat observations, as well as novel 
approaches for detecting and quantifying these patterns.  
Exploration of the complexity of spectral-temporal patterns in the Landsat record 
reveals both seasonal variability and longer-term trajectories difficult to characterize 
using conventional bi-temporal or even annual observations. These examples provide 
empirical evidence of hypothetical ecosystem response functions proposed by Kennedy et 
al. (2014).  
	  	   ix 
Quantifying observed seasonal and phenological differences in the spectral 
reflectance of Massachusetts’ forest communities by combining existing harmonic curve 
fitting and phenology detection algorithms produces stable feature sets that consistently 
out-performed more traditional approaches for detailed forest type classification. This 
study addresses the current lack of species-level forest data at Landsat resolutions, 
demonstrating the advantages of spectral-temporal features as classification inputs.  
Development of a targeted change detection method using transformations of time 
series data improves spatial and temporal information on the occurrence of flood events 
in landscapes actively modified by recovering North American beaver (Castor 
canadensis) populations. These results indicate the utility of the Landsat record for the 
study of species-habitat relationships, even in complex wetland environments. 
Overall, this dissertation confirms the value of the Landsat archive as a 
continuous record of terrestrial ecosystem state and dynamics. Given the global coverage 
of remote sensing datasets, the time series visualization and analysis approaches 
presented here can be extended to other areas. These approaches will also be improved by 
more frequent collection of moderate resolution imagery, as planned by the Landsat and 
Sentinel-2 programs. In the modern era of global environmental change, use of the 
Landsat spectral-temporal domain presents new and exciting opportunities for the long-
term large-scale study of ecosystem extent, composition, condition, and change. 
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CHAPTER 1: Introduction 	  
Ecosystems are complex and constantly changing, shaped by various agents, 
processes and constraints operating at multiple spatial and temporal scales (Cadenasso et 
al. 2006; Peters et al. 2007; Ostrom 2009). Thus, robust environmental management 
requires frequent and spatially detailed assessments of species distribution and 
composition, land cover change, and habitat fragmentation (Turner et al. 2003; Kerr and 
Ostrovsky 2003; Kennedy et al. 2009; Nagendra et al. 2012; Pettorelli et al. 2014). As 
ecology has evolved into an increasingly data-driven science (Kelling et al. 2009, 
Michener and Jones 2012), satellite-based Earth observations have become a powerful 
source of information on ecosystem extent, composition, condition, and change (Kerr and 
Ostrovsky 2003; Kennedy et al. 2009; Rose et al. 2014; Turner 2014). In particular, 
Landsat satellites, which have been regularly imaging Earth’s land surface since 1972, 
are key contributors to the study of the state and temporal dynamics of ecosystems and 
ecological processes (Lauer et al. 1997; Cohen and Goward 2004; Wulder et al. 2008). 
Landsat provides observations of both spatial patterns in land surface cover and the 
evolution of those patterns over time at a resolution fine enough to discriminate patch-
scale changes, but large enough to enable wide area monitoring (Cohen and Goward 
2004; Wulder et al. 2012). Yet despite over 40 years of data collection, researchers are 
only just beginning to utilize the complete spectral-temporal domain of the Landsat 
record for the study of ecosystems and ecosystem dynamics (Wulder 2012; Hansen and 
Loveland 2012; Kennedy et al. 2014).  
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1.1  Background  
Prior to a 2008 change in data policy (Woodcock et al. 2008), the price of single 
Landsat image could range from hundreds to thousands of dollars depending on the 
sensor and format (Draeger et al. 1997). The high costs of acquiring imagery, combined 
with limitations in computing capacity resulted in highly selective use of the total archive 
holdings for any given study. In this era of “per-scene” analysis (Hansen and Loveland 
2012), researchers focused on extracting the greatest amount of relevant information from 
the fewest possible images over a given study area. In the spectral domain, new indices 
and transformations were developed to maximize the information content of individual 
images (Kauth and Thomas 1976; Jackson 1983; Crist and Cicone 1984; Maisperger et al. 
2001) and for detecting change across image pairs (Collins and Woodcock 1994; Jin and 
Sadar 2005). Significant advances were also made utilizing the spatial domain for large 
area mapping with efforts focused on generalizing mapping across sensors and scenes 
(e.g. Woodcock et al. 2001). The maturity of the Landsat program, increasing computing 
power and growing knowledge of how to process imagery eventually led to the 
operational production of several regional- and national-scale Landsat-based land cover 
and land cover change products, including the National Land Cover Database (NLCD) 
and Gap Analysis Program (GAP) (Wickham et al. 2014). However, as methods focused 
on the spatial and spectral domains of Landsat continued to advance, use of the temporal 
domain remained admitted more limited (Cohen and Goward 2004). Thus, while spectral 
transforms and large-area map products developed by remote sensing experts have been 
widely adopted by the ecological community (Kerr and Ostrovskyy 2003), most 
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individual studies and maps rely on relatively few (2 - 5) images per scene, and most 
large scale mapping products are updated on decadal scales less than ideal for protected 
area monitoring and land management.  
Landsat instruments have a 16-day repeat time, resulting in a maximum of two 
observations per sensor per month, though increased temporal frequency is achievable 
when multiple sensors are in operation. Clouds, cloud shadows, and snow may reduce the 
number of usable observations in any given acquisition (Cohen and Goward 2004; 
Kovalskyy and Roy 2013; Kennedy et al. 2014); however, Landsat data is capable of 
providing information on both seasonal (intra-annual) and longer-term (interannual) 
dynamics (Cohen and Goward 2004). Pairs of Landsat images selected to maximize 
seasonal and phenological differences associated with particular species have been shown 
to improve thematic classification of forests and forested wetlands (Mickleson et al. 
1998; Townsend and Walsh 2001; Wolter et al. 1995; Dymond et al. 2002), as well as 
more general land cover types (Oetter 2000; Zhu et al. 2012a). Pairs of images from the 
same season but different years have also been successfully used to detect a variety of 
different types of change, including urban development, insect damage, fire, and forest 
harvest and thinning (Coppin et al. 2004; Cohen and Goward 2004, Schneider and 
Woodcock 2008). Now with open access to the Landsat archive, it is finally possible to 
move beyond analysis individual images and image pairs to explore the full temporal 
domain of the Landsat record at a pixel scale.  
Following the opening of the archive in 2008, a number of new time series 
analysis approaches have been developed, each seeking to identify different patterns in 
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the Landsat signal and relate these patterns to changes in land cover, condition, and use 
(Kennedy et al. 2014; Cohen et al. submitted). Some of the first pixel-based time series 
approaches used trajectory-based analysis (Coppin et al. 2004; Kennedy et al. 2007) of 
annual or biennial best-available images or composites to detect disturbance and recovery 
trends in forests (Huang et al. 2009; Kennedy et al. 2010; Huang et al. 2010; Frazier et al. 
2015; Senf et al. 2015; Hermosilla et al. 2016) and wetland environments (Kayastha et al. 
2012). Time series of annual images have also been used to analyze gradual changes, 
particularly long-term trends in vegetation condition including greening and stress 
(browning) trends as well as flooding (Vogelmann et al. 2010; Czerwinski et al. 2014; Ju 
and Masek 2016; Sulla-Menashe 2016). However, using only a limited subset of annual 
images remains reminiscent of more conventional approaches where a restricted number 
of the total observations are used to extract spectral-temporal information. 
In recent years, there has been a push toward using time series with the greatest 
possible observation frequency to detect and characterize more complex temporal 
dynamics. Dense time series of all clear pixel-level observations have been successfully 
used in monitoring and mapping abrupt changes, long-term trends, and seasonal 
variability. For example, the Breaks for Additive Season and Trend (BFAST) family of 
methods (Verbesselt et al. 2010; Verbesselt et al. 2012) have been applied to detect 
structural changes in tropical forests (DeVries et al. 2015a; DeVries et al. 2015b), while 
other efforts have employed harmonic regression approaches to capture a variety of 
change events and processes in temperate landscapes (Zhu et al. 2012c; Brooks et al. 
2012; Zhu et al. 2014; Brooks et al. 2014). Dense time series have also been used to 
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estimate long-term means and annual variability in deciduous forest phenology (Fisher et 
al. 2006; Melaas et al. 2013), and seasonal metrics have improved discrimination of 
woody and herbaceous cover types in pasturelands (Rufin et al 2015). Thus, dense time 
series are capable of providing more detailed information on both seasonal and longer-
term ecosystem dynamics than was possible using only select images.  
 
1.2  Research Statement 
Given the latest advancements in Landsat time series processing and approaches, 
there is a critical need for case studies identifying new ecologically valuable 
measurements as well as new ecological questions that can be informed using dense time 
series data. To date, most Landsat time series applications have focused largely on 
monitoring forest change (Cohen et al, submitted). Therefore, while the spectral-temporal 
properties of major agents of forest disturbance such as insect outbreaks, fire, and harvest 
have been relatively well characterized (Schroeder et al. 2011; Meigs et al. 2011; Senf et 
al. 2015), understanding of the spectral-temporal dynamics of other types of ecosystems 
and drivers of change remains more limited (Kayastha et al. 2012). Additionally, despite 
the widespread use of land cover and land cover change products, including new global-
scale forest change products (Hansen et al. 2010; Hansen et al. 2013), there have been 
relatively few efforts addressing the use of the spectral-temporal information for 
improving thematic classification. Though a number of new time series-derived metrics 
have been identified (Gómez et al. 2016), the utility of these metrics for improving 
species-level classification of vegetation communities as well as other cover types has yet 
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to be established. Furthermore, despite the long legacy of leveraging the multi-spectral 
properties of Landsat imagery, many time series-based change detection approaches have 
been univariate in design, detecting or characterizing change using a single spectral band 
or index (e.g. Huang et al. 2010; Meigs et al. 2011; Verbesselt et al. 2012; DeVries et al. 
2015a). However, different bands or indices are more useful for the detection of different 
processes (DeVries et al. 2016), suggesting the need for improved understanding of the 
multi-spectral and multi-temporal properties of the Landsat record.  
This dissertation advances the use of the spectral-temporal domain for the study 
of ecosystems and ecological dynamics, providing new examples of how complex 
ecological patterns manifest in the Landsat spectral-temporal domain, as well as novel 
approaches for detecting and quantifying these patterns. More specifically, this work 
addresses: (1) the need for a broader understanding of the ecological signals that manifest 
in Landsat time series, (2) the need to improve the thematic detail and overall quality of 
land cover classifications, and (3) the need to characterize new types of change processes 
from a spectral-temporal perspective.  
 
1.3  Structure of this dissertation 
The overall goal of my dissertation research is to explore and evaluate the use of 
the Landsat spectral-temporal domain for the study of ecosystems and ecological 
dynamics that have been challenging to characterize using more conventional bi-temporal 
or annual time series approaches. This research is divided into three main chapters in 
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which I use the same Landsat data to examine and quantify properties of both relatively 
stable and highly dynamic ecosystems. 
1.3.1  Exploring the ecological information content of Landsat time series 
Given the novelty of time series approaches for the study of ecosystems and 
ecological dynamics, I begin by exploring the information content of time series 
examples from an ecological perspective (Chapter 2). In a previous review of emerging 
time series approaches for the study of ecology, Kennedy et al. (2014) presented a set of 
generalized ecological response functions, stating that “to fully characterize or 
distinguish among processes, measurements should be frequent relative to the form of the 
function of interest.” To determine whether the hypothesized response functions actually 
manifest in time series of all available Landsat observations, I gathered a set of examples 
that illustrate seasonal profiles and change trajectories for different cover types and 
processes. This collection of examples serves as empirical evidence of the functions 
proposed by Kennedy et al. (2014), capturing new and interesting spectral-temporal 
patterns that would potentially be missed using a more sparse set of observations.  
1.3.2  Spectral-temporal analysis of forest types  
While many studies have used multi-temporal imagery to classify forest types 
(Walsh 1980; Williams & Nelson 1986; Wolter et al 1995; Mickelson et al. 1998; 
Dymond et al. 2002; Reese et al. 2002; Brown de Colsoun 2003), inputs for these studies 
are conventionally extracted from a single image corresponding to a single point in time 
or a small number of images from different seasons. Differences in timing between image 
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acquisitions as well as cloud cover are significant hurdles to producing large-scale 
datasets based on small numbers of images. In my second study (Chapter 3), I address 
the current lack of large-scale forest products with species- or assemblage-level detail. I 
combine two existing time series approaches to determine how harmonic and phenology 
features derived from time series of all available Landsat data compare to more 
conventional single date and multi-date inputs for classifying forest communities. This 
study lays the groundwork for future use of a stable set of spatially consistent spectral-
temporal features in operational mapping forest composition over larger areas. 
1.3.3  Spectral-temporal analysis of beaver activity 
After over a century of local extirpation, beavers are returning to the landscapes 
of the continental United States (US), and beaver dams are causing large-scale 
modification of stream, wetland, and riparian ecosystems (Naiman et al. 1988; Collen & 
Gibson 2001; Rosell et al. 2005). While beaver activity is of great interest to wildlife 
biologists and land managers, and several prior studies have established the potential of 
using Landsat imagery to study beaver-related landscape change (Finn and Howard 1981; 
Townsend et al. 1995; Townsend & Butler 1996; Czerwinski et al. 2014), beavers have 
remained largely absent from the forest and wetland change detection literature. The third 
study of my dissertation (Chapter 4) examines the spectral-temporal characteristics of 
beaver flooding events, and presents a simple automated algorithm designed specifically 
to identify potential beaver activity using Landsat time series data. The development of 
an automated approach for detecting flooding events associated with beaver activity is an 
important advancement for monitoring and managing growing beaver populations within 
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landscape already highly modified by humans. This study also addresses the general 
absence of this widespread ecosystem engineer from discussions of land cover change, 
providing a framework for consideration of beavers as agents of change in future remote 
sensing studies of forest and wetland dynamics. 
1.3.4  Summary 
Collectively, the three studies presented in this dissertation advance the use of the 
Landsat record as a source of information on both species composition and complex 
ecological dynamics, introducing new methods and products that will help answer long-
standing questions regarding the distribution of and relationships among species and 
habitats. Though these initial efforts are relatively limited in area and focus largely on 
ecosystems of the Northeastern US, it is important to consider that the approaches 
introduced in this dissertation are highly scalable. The results of these studies will support 
future efforts to extract ecologically valuable information from the same surface 
reflectance record that exists for each Landsat pixel and use this information in the study 
of ecosystems and ecological dynamics. 
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CHAPTER 2: Characterizing seasonal profiles and temporal trajectories 
using time series of all available Landsat TM/ETM+ data  
 
2.1  Introduction   
Since the opening of the Landsat archive, many new Landsat time series-based 
approaches have emerged. Landsat time series data have been successfully used to map 
both abrupt and gradual forest change (e.g. Kennedy et al. 2010; Huang et al. 2010; 
Vogelmann et al. 2012; Hansen et al. 2013; Kim et al. 2014; Hermosilla et al. 2015) and 
detect changes in wetland ecosystems (Kayastha et al. 2012; Fickas et al. 2015), yet many 
analyses still use only snapshots from the Landsat record, relying on best-available 
anniversary date imagery or annual composites to monitor complex ecosystem dynamics. 
A handful of pioneering studies have employed time series of all available observations 
for individual pixels to improve characterization of land cover types (Zhu and Woodcock 
2014), map abrupt change such as forest clearing and development (Zhu et al. 2012c; Zhu 
and Woodcock 2014; Brooks et al. 2014; DeVries et al. 2015a), and monitor deciduous 
forest phenology (Melaas et al. 2013). However, research utilizing the extensive record of 
Landsat observations is still in its infancy. As remote sensing analysis moves from a 
relatively static, bi-temporal view of change toward a more continuous view of 
ecosystem dynamics (Kennedy et al. 2014), there is a critical need for data-driven 
examples that establish the utility of the full Landsat temporal domain. 
In this study, I present examples that illustrate the potential of using Landsat time 
series to map and monitor a wide variety of ecosystem properties and processes. Building 
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on existing conceptual frameworks for using remotely sensed imagery for ecosystem 
monitoring (Coppin et al. 2004; Kennedy et al. 2014), these examples are grouped into 
two broad categories: (1) seasonal profiles, where time series of all available 
observations are used to characterize intra-annual variability, i.e. phenology, and (2) 
temporal trajectories, which characterize changes in state or trends in ecosystem 
condition above and beyond the range of normal seasonal variability.  I do not attempt to 
quantify the patterns observed; rather, my goal is to showcase how ecosystem properties 
and dynamics manifest in the Landsat data record, laying the foundation for better 
integration of remote sensing and ecology via Landsat time series applications. 
 
2.2  Materials and Methods 
Approaches for downloading, processing, and visualizing time series of all 
available Landsat imagery are generalizable across Landsat sensors and scenes, making it 
possible to assemble time series data for practically anywhere on Earth. Here I briefly 
describe the images I select, the spectral transformations I apply, and the basic 
approaches to time series visualization and interpretation that I use throughout the 
remainder of this paper. 
2.2.1  Imagery 
For each of my study sites, I acquired all available images from Landsat 4 (1982 – 
1993), Landsat 5 (1984 - 2011) and Landsat 7 (1999 - present) that were processed to a 
level-one terrain corrected (L1T) product and have cloud cover of less than 80%. L1T 
products are georeferenced, terrain-corrected, and radiometrically calibrated across 
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Landsat sensors, enabling direct comparison of individual pixels over time (Loveland and 
Dwyer 2012; Markham and Helder 2012). I excluded L1T images with greater than 80% 
cloud cover because these images may be less accurately georeferenced and image 
registration is important for time series analysis. The remaining L1T images were 
processed to correct for atmospheric conditions and to identify and mask clouds and 
cloud shadows by the USGS EROS Science Processing Architecture (ESPA) (U.S. 
Geologic Survey 2015). This preprocessing to cloud-masked surface reflectance Landsat 
data, once difficult to accomplish as an individual, is now easily available from the USGS 
as a Climate Data Record (CDR).  
 
Figure 2.1: Tasseled Cap (TC) coefficients for Brightness (TCB), Greenness (TCG), and Wetness (TCW) by 
band, *adapted from Crist 1985; Cohen and Spies 1992. 
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2.2.2  Tasseled Cap transformation 
For each image, I applied the Tasseled Cap (TC) transformation to reduce the 
dimensionality of Landsat’s six optical spectral bands into three orthogonal indices that 
are easier to visualize and interpret. The design of the TC transformation specifically 
emphasizes inherent data structures that capture key physical properties of vegetated 
systems that can be compared both within and across scenes (Crist and Kauth 1986).  
Tasseled Cap Brightness (TCB) generally captures variation in overall reflectance, or 
something akin to albedo; Tasseled Cap Greenness (TCG) captures variability in green 
vegetation; and Tasseled Cap Wetness (TCW) responds to a combination of moisture 
conditions and vegetation structure (Crist and Cicone 1984; Cohen and Spies 1992). I 
calculate TCB, TCG, and TCW for each pixel using the band weightings provided by 
Crist (1985) (Figure 2.1).  
 
2.2.3  Time series visualization 
Time series data may be visualized in a variety of ways to achieve different 
analysis and interpretation goals (Figure 2.2). In terms of organization, time series can be 
ordered by sequential date, e.g. chronologically ordered from August 1982 to September 
2014 (Figure 2.2A and 2.2C), or based on the Day-Of-Year (DOY) of image acquisition, 
i.e. from DOY 1 (January 1) to DOY 365 (December 31) (Figure 2.2B and 2.2D). 
Sequential date plots tend to emphasize long-term trends in ecosystem condition, while 
DOY plots emphasize intra-annual variability and vegetation phenology, and different 
colors or symbols can be applied to emphasize underlying temporal patterns. Throughout 
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the remainder of this chapter, I use various combinations of the plots and symbology 
shown in Figure 2.2 to present time series of TCB, TCG, and TCW. 
 
Figure 2.2: Visualizing and interpreting Landsat time series. Plots A-D show four visualizations of a TCG time 
series that includes all available high-quality Landsat TM/ETM+ observations for a single pixel located in a 
temperate deciduous forest (MA, USA). Sequential date plots (A and C) order observations chronologically 
(with year ticks set to January 1 of each year), while Day of Year (DOY) plots (B and D) show observations 
ordered by the DOY of image acquisition. Observations are color-coded in two different ways. Observations in 
plots (A) and (B) are color-coded by year of acquisition, while observations in plots (C) and (D) are color-coded 
based on season of acquisition. Vertical lines indicate the date/DOY of the high-resolution Google Earth image 
(F), which captures late summer leaf-on conditions. A Landsat image for a comparable date (E) is included to 
highlight differences in resolution. This figure serves as a template for interpretation of all figures that follow. 
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2.2.4  Time series interpretation 
Field observations and other reference data are essential for the interpretation of 
the complex temporal dynamics observed in time series data (Kennedy et al., 2014). For 
this study, I drew on reference data from many domains to identify and interpret time 
series examples. In some cases, existing local, regional, and global land cover datasets 
were used to provide general descriptions of land surface conditions. Other examples 
were selected using site-specific knowledge, ranging from monitoring plot data to 
previously published research to narrative histories provided by local land managers. In 
all cases, high resolution Google Earth (GE) imagery was used to corroborate reference 
information, and selected GE images have been included for most examples to aid in the 
interpretation of time series data while also highlighting the limitations of using 
infrequent single-date snapshots to assess complex temporal dynamics.  
 
2.3  Results  
The examples that follow illustrate how the Landsat record can be used in 
characterizing and analyzing both stable and changing ecosystems. I begin with time 
series that highlight intra-annual variability in land surface reflectance, exploring 
differences in phenology across forest types and land cover gradients. I then move to time 
series that capture changes in land cover and ecosystem state, including cyclic changes, 
abrupt changes, disturbance-recovery, and gradual changes.  
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2.3.1  Seasonal profiles 
The production of thematic land cover maps has long been one of the most 
prevalent uses of remote sensing imagery (e.g. Cihlar 2000; Cohen and Goward 2004). 
Historically, Landsat-based land cover classification has largely relied on the spectral 
properties of pixels or patches at a single point in time (e.g. Walsh et al. 1980; Lu & 
Weng 2005) or a limited set of multi-season observations (e.g. Wolter et al. 1995; Zhu et 
al. 2012a). However, time series data support leveraging the temporal domain for 
improved land cover classification (Gómez et al. 2016). The examples in this section 
highlight how temporal variability in reflectance can be used to better characterize land 
cover types. 
2.3.1.1  Forest phenology 
Prior to the opening of the Landsat archive, efforts to map forest communities 
relied on single-date images or sets of images that maximized phenological differences 
among forest types (e.g. Reese et al. 2002). I use 12 pixel-level examples drawn from 
study areas in Colombia, Vietnam, Massachusetts (USA), and Finland to illustrate 
seasonal variability in the full spectral-temporal signatures of selected forest types. 
Figure 2.3 shows seasonal variability in TCG for these 12 sites. As would be expected, 
TCG profiles for the humid tropical forests of Colombia (A) and (B) and tropical 
mangroves of Vietnam (C) show little intra-annual variability, while TCG profiles for  
examples from Massachusetts and Finland (D) – (I) exhibit more pronounced 
phenological patterns. Deciduous species such as oak, hickory, beech, and birch, (D) – 
(F), (L), have a high seasonal amplitude in TCG, with TCG profiles capturing distinct 
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Figure 2.3: Seasonal Tasseled Cap Greenness (TCG) profiles for 12 forested sites. Profiles show all available 
high-quality Landsat observations for a single pixel. Forest types have been labeled according to best-available 
reference data, and the World Reference System 2 (WRS) Path and Row of the corresponding Landsat scene is 
provided for reference. Note both seasonal differences in TCG, as well as differences in observation density 
across sites, forest types, and latitudes. 
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Figure 2.4: Seasonal Tasseled Cap Wetness (TCW) profiles for 12 forested sites. Profiles show all available high-
quality Landsat observations for a single pixel. Forest types have been labeled according to best-available 
reference data, and the WRS Path and Row of the corresponding Landsat scene is provided for reference. Note 
both seasonal differences in TCW, as well as differences in observation density across sites, forest types, and 
latitudes. 
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leaf-on, leaf-off and transitional periods. Needle-leaf forests such spruce, fir, pine and 
hemlock, (G) – (K), also exhibit seasonal changes in TCG, but variability is consistently 
lower.  
TCW profiles for the same 12 examples are shown in Figure 2.4. Again, profiles 
for the tropical forests are relatively a-seasonal, but the TCW profile of the inundated 
mangroves (C) is consistently higher (“wetter”) than the profile of the upland humid 
tropical forest examples from Colombia, (A) and (B). Similarly, the profiles of temperate 
conifer and humid tropical forests are relatively flat by comparison, with more limited 
intra-annual variability. The seasonal variability in TCW is more apparent in the profiles 
of deciduous forest communities, which exhibit a distinct plateau during the leaf-on 
period, with lows during the onset of spring and onset of autumn. While TCW has been 
shown to correlate strongly with forest structural attributes and improve classification of 
both broadleaf deciduous and needle-leaf species (Cohen and Spies 1992; Cohen et al. 
2001; Dymond et al. 2002; Healey et al. 2005), the distinct seasonal patterns in TCW 
shown here are, to the best of my knowledge, reported for the first time in this study.  
2.3.1.2  Wetland gradients 
Wetlands have been notoriously difficult to characterize using moderate 
resolution optical instruments like Landsat due to high image-to-image variability and 
land surface heterogeneity (Ozesmi and Bauer 2002; Adam et al. 2009). To determine 
how the temporal dimension of Landsat data might be used to better distinguish among 
wetland states, I generated TCB, TCG and TCW profiles for examples of three common 
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wetland types: open water, seasonal emergent wetland, and shrub swamp (Cowardian & 
Meyers 1974).  
 
Figure 2.5: Tasseled Cap Brightness, Greenness, and Wetness profiles for three examples along simple wetland 
gradient (WRS Path 12/Row 31). Plots show all available high-quality observations for a single pixel. A high 
resolution Google Earth image of each site is included for reference, with the pixel footprint shown in red. Notice 
variations in both overall magnitude and seasonal amplitude across the three TC components. 
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The seasonal profiles of these different wetland types, which have been drawn 
from Eastern Massachusetts study areas, capture distinct seasonal and structural 
characteristics (Figure 2.5). Persistent open water systems like lakes and ponds have 
near-zero TCB, TCG and TCW values throughout the year, while both emergent 
(herbaceous-dominated) wetlands and woody shrub swamps show greater seasonal 
variability in TCB and TCG, driven by seasonal changes in vegetation. Furthermore, 
shrub swamps have asymmetrical profiles subtly resembling those of deciduous forests, 
while the profiles of the emergent wetland are more symmetric. These results suggest that 
the shape of the seasonal reflectance profile, particularly the intra-annual variability and 
skewness, will provide important clues as to the vegetated and hydrologic conditions of 
complex wetland ecosystems. 
2.3.1.3  Urban gradients 
Moderate resolution sensors like Landsat are unable to resolve fine-scale urban 
characteristics such as building type and transportation infrastructure (Jensen 1999; 
Cadenasso et al. 2007), but spectral-temporal signatures can still aid in charactering 
mixtures of built and vegetated surfaces (e.g. Ridd 1995). To investigate the spectral-
temporal variability in urbanized areas, I generated TCB, TCG and TCW profiles for 
three representative pixels from the greater Boston area with varying degrees of 
impervious surface/building coverage (Figure 2.6). Though “urban” spectral-temporal 
signatures would be expected to vary as a function of local landscape conditions and 
heterogeneity of impervious surface cover, simple combinations of impervious and forest 
land cover are considered for the sake of illustration.  
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Figure 2.6: Tasseled Cap Brightness, Greenness, and Wetness profiles for three examples along simple urban 
gradient (WRS Path 12/Row 31). Plots show all available high-quality observations for a single pixel. A high 
resolution Google Earth image of each site is included for reference, with the pixel footprint shown in red. Notice 
variations in both overall magnitude and seasonal amplitude across the three TC components. 
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As these examples show, areas covered completely by impervious materials have 
relatively flat seasonal profiles for TCB, TCG and TCW, with any seasonal pattern likely 
due to change in sun angle throughout the year. When just a small fraction of vegetation 
is present, the seasonal profiles exhibit a more pronounced seasonal signal, and in a 
wooded suburban area, the seasonal profiles appear to approach those of a deciduous 
forest, with the effects of canopy phenology far outweighing those of impervious 
surfaces. These spectral-temporal profiles may provide insights into complex sub-pixel 
mixtures and aid in improved mapping of human-dominated landscapes. 
2.3.2  Temporal trajectories  
In the preceding examples, I focused on pixels where land cover has remained 
relatively stable over the observation period so I could clearly visualize seasonal patterns 
and use these to enhance discrimination. In this section, I turn our attention to locations 
that have undergone some form of land cover change or ecological transition in the past 
30 years. I have organized these examples based on their underlying inter-annual 
functional forms described by Kennedy et al. (2014): cyclic functions, abrupt change, 
disturbance-recovery trajectories, and trends. For each example, I include both 
sequential date and DOY plots in select TC components to emphasize how Landsat time 
series data capture changes in both seasonal and inter-annual patterns and dynamics. All 
of the examples are from my Eastern Massachusetts study area, where interpretations 
benefit from dense time series data, a relatively large number of GE historical images, 
and a wealth of local ecological knowledge. 
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2.3.2.1  Cyclic trajectories 
Cyclic functions are usually thought of in relation to seasonal dynamics, but they 
can also result from inter-annual changes in ecosystem state related to sociological, 
biophysical, or climatological cycles. For example, the TC trajectories and profiles in 
Figure 2.7 capture cyclic dynamics of a shifting tidal inlet at Mass Audubon’s Allens 
Pond Sanctuary (Westport, MA). Tidal dynamics drive the movement and sealing of tidal 
inlets (Fitzgerald et al. 2002), but at Allens Pond, a local organization intervenes and 
opens a new channel every 4 to 5 years to ensure continued exchange between the ocean 
and adjacent salt marsh. At the pixel scale, this results in a cyclic change in reflectance as 
the inlet moves along the beach producing brief  (1-3 month) shifts from sand to water. 
Interestingly, though not surprisingly, the TCB and TCW trajectories exhibit similar but 
opposite responses to the periodic change in state, while TCG exhibits no response, as 
there is no vegetation present at any time. Though this inlet example is one of the first 
and only multi-year cyclic trajectories I have investigated, I might expect to find similar 
behavior in places that experience desert blooms (e.g. Dall'Olmo and Karnieli 2002) and 
systematic crop rotations.  
2.3.2.2  Abrupt, persistent changes in state 
Abrupt shifts occur in ecosystems of all kinds (Folke et al. 2004), and fit well 
with the long-standing remote sensing paradigm of bi-temporal change detection. The 
temporal trajectory of an abrupt change in state is characterized by a step-function with a 
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Figure 2.7: Cyclic trajectory of Allens Pond tidal inlet (WRS Path 12/Row 31). To roughly distinguish between 
sand and water conditions in sequential date plots, observations where Tasseled Cap Brightness (TCB) > 0.5 
(50%) are shown in cyan while observations where TCB < 0.5 are shown in blue. Vertical lines on sequential 
date plots correspond to dates of high resolution Google Earth imagery (bottom). Note the different patterns of 
cyclic change across different Tasseled Cap components, particularly the lack of change in Tasseled Cap 
Greenness, as well as the short duration of the cyclic change events. 
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clear break point between metastable “before” and “after” conditions (Kennedy et al. 
2014), and persistent abrupt changes tend to exhibit distinct seasonal profiles with little 
blending/overlap. 
Abrupt changes can be associated with severe weather events, landslides, fire, 
flood, tsunami, and volcanic or tectonic activity, but sustained changes in land surface 
cover and condition are most often linked to human activities. Time series that capture 
obvious human-induced changes in vegetation state and condition are relatively common. 
For example, Figure 2.8 (A) shows a time series for a forested area that was cleared to 
create a golf course. This abrupt shift in state is visible in GE imagery, as well as in the 
sequential date plot, which captures a rapid shift in the seasonal amplitude of TCG 
following the transition from forest to managed turf. Differences in the seasonal signals 
of the forest and the golf course are observed in the DOY plot, with the golf course 
exhibiting higher and less variable TCG throughout the year.   
Time series data also reveal interesting dynamics in built environments. I have 
observed many urban sites that exhibit abrupt breaks between highly stable reflectance 
conditions. In some cases, GE imagery suggests these breaks correspond to a change in 
roof color. In other cases, such as the example shown in Figure 2.8 (B), these changes 
indicate complete re-development of a site. In this example from Boston, MA, a building 
with a dark roof is knocked down and replaced by a new building with a brighter roof. 
While there has essentially been no change in land cover, there is a dramatic shift in TCB 
in both the sequential date and DOY plots that is indicative of the change in impervious 
surface condition. 
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Figure 2.8: Examples of abrupt changes in Tasseled Cap Greenness for three sites (WRS Path 12/Row 31) . Time 
series (A) captures an abrupt shift from forest cover to golf course. Time series (B) shows a change in 
impervious surface cover when a building is torn down and another re-built in its place. Time series (C) shows 
changes in the seasonal cycle of a coastal sand plain pond that has ceased “drawing down” each summer. 
Vertical lines on sequential date plots correspond to dates of high resolution Google Earth imagery (left). Note 
the clear step-like function in the sequential observations, as well as the distinct seasonal profiles in the DOY 
plots. 
 
Time series can also capture abrupt changes in surface water conditions. For 
example, Figure 2.8 (C) shows a TCG time series for a coastal sand plain pond at the 
Ashumet Holly Wildlife Sanctuary (East Falmouth, MA) that would previously “draw 
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down” each summer, resulting in seasonal shifts between vegetated and non-vegetated 
states.  Over the last two decades, sanctuary staff have observed a loss of this seasonal 
cycle, resulting in a persistent open water condition that has threatened the survival of a 
transient biota that includes numerous rare, threatened and endangered species. The TCG 
time series clearly captures the shift between vegetated and open water states, providing 
key data on both the location and timing of this abrupt change. 
2.3.2.3  Disturbance and recovery  
While regime shifts suggest a persistent change in ecosystem state, ecosystems 
also have some capacity to recover from disturbance (Holling 1973; Peterson et al. 1998). 
Disturbance-recovery trajectories can be conceptualized as the combination of two 
distinct functions: a step function, capturing an abrupt shift in state caused by a short-
term event, such as a fire, flood, or storm, followed by a period of recovery where the 
ecosystem asymptotically approaches the original or a new metastable state (Kennedy et 
al. 2014). Unlike sustained abrupt changes, which exhibit two or more distinct seasonal 
profiles, seasonal profiles of recovery trajectories show gradual mixing between states.  
Many Landsat time series studies have examined trajectories of forest recovery 
(e.g. Masek et al. 2008; Kennedy et al. 2007; Jin and Sader 2005; Viedma et al. 1997), 
yet utilizing all high-quality observations can yield new insights into the nature and rate 
of recovery processes. For example, Figure 2.9 (A) shows TCG and TCW trajectories 
and seasonal profiles for a site that was cleared in the mid-1990s to presumably make 
way for a development along a previously constructed road. The initial clearing event, 
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Figure 2.9: Examples of Tasseled Cap Greenness and Tasseled Cap Wetness disturbance-recovery trajectories 
for two sites (WRS Path 12/Row 31) . Time series (A) captures the clearing and recovery of a forested area that 
appears to have been previously slated for development, while time series (B) captures the flooding and recovery 
of a wetland impacted by beavers. Vertical lines on sequential date plots correspond to dates of high resolution 
Google Earth imagery (left). Note the different trajectories observed in different seasons and in different TC 
components, as well as the blending of seasonal profiles due to more gradual recovery processes after the initial 
abrupt change. 
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captured by GE imagery, causes a rapid decline in the overall magnitude and seasonal 
variability of TCG. In the following years, high-resolution images show the patch 
transitioning through various stages of succession, resulting in a gradual increase in the 
amplitude of TCG, as well as increased variability in TCW. The observed patterns in 
TCG and TCW can be used to monitor the rate of recovery in support of studies of forest 
successional and gap-phase dynamics. 
Successional changes also occur in wetland ecosystems, and there is growing 
interest in time series analysis of wetland dynamics (e.g. Kayastha et al. 2012; Fickas et 
al. 2015). In temperate regions, rebounding beaver populations have a significant impact 
on wetland hydrology and vegetation (e.g. Naiman et al. 1988). The TCG and TCW time 
series shown in Figure 2.9 (B) capture a typical sequence of wetland transitions resulting 
from beaver activity at the Wachusett Meadow Wildlife Sanctuary (Princeton, MA). 
According to sanctuary records, a beaver dam raised the water level in a large red maple 
swamp around 1993, resulting in the mass die-off of woody vegetation, which is captured 
in the time series as a notable decrease in the amplitude of TCG. Following the flood 
event, marsh vegetation eventually re-colonized, as indicated by the gradual return of 
seasonal vegetation cycles in TCG and TCW. Interestingly, this particular wetland also 
experienced a dam breach around 2008. This second disturbance event is more readily 
seen in the TCW trajectory, confirming the different spectral bands are better suited for 
capturing different change processes. This example also illustrates the complexity of 
disturbance-recovery trajectories, especially where multiple disturbance events occur.  
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2.3.2.4  Gradual changes in state 
Unlike abrupt changes and disturbance-recovery trajectories, which both rely on a 
step function to capture rapid shifts in ecosystem condition, gradual changes imply a 
trend function with no definitive break point—a slow shift from one state to another 
(Kennedy et al. 2014). 
When an abrupt change occurs before the first time series observation, the 
temporal trajectory may only capture gradual recovery processes. For example, Figure 
2.10 (A) captures a gradual transition from a mowed area to an early successional forest. 
An initial clearing event has occurred sometime in the past, but at the start of the time 
series, GE imagery suggests a managed herbaceous state. Over time, this patch moves 
through stages of succession, indicated by a gradual increase in the seasonal variability in 
TCG as woody vegetation re-established.  
I have also observed a similar sort of gradual recovery trajectory in cases where 
human infrastructure has been removed and the site has been recolonized by vegetation. 
For example, Figure 10 (B) shows a TCG time series capturing a transition from 
impervious to bare ground to herbaceous vegetation after a building was removed at the 
Boston Nature Center, which sits on the grounds of the former Boston State Hospital. 
Here there are increases in both growing season and non-growing season TCG, as well as 
an overall trend toward increasing seasonal variability as vegetation re-establishes. 
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Figure 2.10: Examples of Tasseled Cap Greenness gradual change trajectories for three sites. Time series (A) 
(WRS Path 12/Row 31) captures recovery of a formerly managed grassy area to young forest. Time series (B) 
(WRS Path 12/Row 31) captures the recovery of herbaceous vegetation following the removal of a building. 
Time series (C) (WRS Path 11/Row 31) captures the response of marsh vegetation to seas level rise. Vertical 
lines on sequential date plots correspond to dates of high resolution Google Earth imagery (left). Note the 
differences in directionality of change (recovery versus stress), as well as differences in the rates of change across 
sites/change processes. 
 
In other examples of gradual change, long-term changes in environmental 
conditions lead to a slow transition from one state to another with no history of abrupt 
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disturbance. Figure 2.10 (C) shows the TCG trajectory for a coastal salt marsh on Cape 
Cod affected by sea level rise. While Smith (2015) documented areas of this marsh that 
had and had not changed between 1984 and 2013, time series data from this Middle 
Meadow site show a gradual decrease in the seasonal variability in TCG over time, 
providing greater insight into both the timing and rate of change. By comparing rates of 
change across sites, it becomes possible to quantify not only the overall impacts of sea 
level rise across large areas, but also to test hypotheses regarding the long-term dynamics 
and resilience of impacted ecosystems. 
 
2.4  Discussion and Conclusions 
The Landsat legacy of single-date image classifications and before-after change 
detection has historically limited our ability to connect multi-spectral Earth observations 
to complex ecosystem processes and landscape dynamics (Kennedy et al. 2014). Now 
that we can look back across the complete record of Landsat observations, we are able to 
map and monitor the past and present conditions of ecosystems around the world, to test 
ecological theories at scales from local to global, and to model landscape change as the 
conceptually simple, but mathematically complex process that it really is. The examples 
presented here showcase how the full temporal dimension of the Landsat archive can be 
used to further the study of land cover characterization, ecosystem phenology, and 
landscape dynamics. These examples also emphasize the importance of understanding 
not only the seasonal and change signals, but also interacting processes driving variability 
in these signals over time and across sites. 
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My exploratory work on seasonal profiles, which builds on previous Landsat-
based studies of phenology (Fisher et al. 2006; Melaas et al. 2013), suggests there is still 
much to learn about intra-annual patterns of reflectance in relatively stable ecosystems. In 
forest examples, I observed notable differences in mean annual reflectance, seasonal 
variability, and growing season length. A more comprehensive and robust library of 
spectral-temporal reference examples, akin to the libraries of spectra created for 
hyperspectral analysis (e.g. Price 1994; Zomer et al. 2009), would make it possible to 
conduct a more thorough investigation of variability in spectral-temporal properties 
across different forest types at local, regional, and global scales. Such work could also be 
extended to include discrimination of non-forest cover types. Dry season phenology 
metrics derived from Landsat time series have been used to improve separability of grass-
dominated and woody pastures (Rufin et al. 2015), and based on the examples presented 
here, I expect that spectral-temporal information will aid in improved mapping of other 
notoriously difficult classes such as wetland types and gradients of urban development. 
Time series data have also recently been used to map sub-pixel surface water area 
(Halabisky et al. 2016), and my examples of emergent wetland and low-density 
residential cover types further support the potential utility of seasonal profiles for mixture 
modeling. Still, many questions remain regarding the variability of spectral-temporal 
properties across cover types as well as the drivers of seasonal change, including sun and 
sensor geometry, vegetation structure, and moisture conditions. 
In reviewing examples of inter-annual change, I observed that time series of all 
available high-quality Landsat data consistently reveal complex underlying processes that 
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would be difficult to assess using bi-temporal or even annual change detection 
approaches. While annual trajectories have proven useful for quantifying the timing and 
magnitude of abrupt disturbances, particularly in forested ecosystems (e.g. Kennedy et al. 
2010; Huang et al. 2010), more subtle change process, such as post-disturbance recovery 
and changes in condition are better captured using denser time series (e.g. DeVries et al. 
2015b; Rufin et al. 2015). By increasing the frequency of observations, a greater variety 
of landscape processes can be discerned, including cyclic and gradual change processes 
that could easily be mischaracterized or missed altogether if a more sparse set of 
observations were used. Furthermore, my work highlights the importance of multi-
spectral observations in detecting change processes. Many time series studies to date 
have been univariate, considering time series of a single spectral band or index (e.g. 
Meigs et al. 2011; DeVries et al. 2015b), but I find that that both seasonal patterns and 
change processes manifest differently in different spectral bands and indices.   
My hand-picked examples clearly demonstrate that with increased frequency of 
Landsat observations, it becomes possible to characterize seasonal dynamics and to detect 
major and minor disturbances in ecosystem condition. Yet the ability to detect and 
interpret seasonal cycles and land cover change depends on the availability of both 
Landsat imagery and suitable reference information. The number of available images, as 
well as the number of clear observations, can vary greatly across regions and even from 
scene to scene (Hansen & Loveland 2012; Kovalskyy & Roy 2013). While the vast 
majority of my examples were drawn from the US, where the Landsat record is relatively 
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complete, geographic and temporal coverage of Landsat data can be far more uneven in 
other parts of the world. 
 When entire years of imagery are missing from the USGS archive, as observed in 
time series from Finland, Colombia, and Vietnam, trajectory-based analysis can be 
problematic, with large gaps between acquisitions potentially obscuring the timing of 
change events. In these places, time series analysis will likely benefit from the Landsat 
Global Archive Consolidation (LGAC) effort (Wulder et al. 2016), which continues to 
integrate previously unavailable Landsat imagery into the USGS holdings from many 
international receiving stations. From the perspective of seasonal signatures, a more 
difficult challenge is the loss of data due to clouds and snow. Forest profiles from 
Colombia exhibit data gaps during the April and October rainy seasons, and examples 
from Finland show that there are practically no clear snow-free observations during the 
winter months (November through March) (Figures 2.3 & 2.4). In tropical regions, such 
seasonal gaps may not have a dramatic impact on assessing intra-annual signatures, as 
forest conditions are relatively consistent throughout the year, but at more northern 
latitudes where vegetation exhibits stronger seasonality, missing observations can 
obscure the shape of the full spectral-temporal profile. High latitude image overlap zones 
can be used to increase the number of available observations (e.g. Ju and Masek 2016; 
Sulla-Menashe et al. 2016), but in many cases, seasonal and periodic gaps in time series 
coverage will persist and analysis approaches will need to be adapted accordingly.  
Beyond limitations of data availability, the utility of time series information is 
directly linked with our ability to interpret the observed time series signals and the 
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ecological processes and interactions they capture. While GE provides a ready source of 
historical high-resolution imagery, the quantity, quality, and timing of available images 
can vary significantly. I find GE imagery useful for identifying the condition of a pixel at 
a single point in time or validating that an abrupt change has occurred, but interpreting 
more complex seasonal signals and disturbance patterns often requires more specialized 
expertise on site-specific ecosystem conditions, long-term dynamics and drivers of 
change. Thus, progress in the use of remotely sensed time series for the study of 
ecological landscape dynamics will be highly contingent upon the ability to interpret time 
series data using existing ecological datasets and local ecological knowledge, and to 
extrapolate lessons learned at data-rich locations to the larger landscape using automated 
approaches that capture spatial and temporal variability in time series data (Kennedy et 
al. 2014; DeVries et al. 2016).  
Landsat is currently one of the most cost-effective sources of information on 
ecosystem extent, status, trends, and responses to stressors over large areas (Rose et al. 
2014), and the opportunities for ecosystem mapping, monitoring and comparative 
ecology using all available Landsat observations extend far beyond what has been 
presented here. Since the opening of the Landsat archive in 2008, we have only just 
begun to understand the power of using all available Landsat imagery for the study of 
ecology.  With increasing availability of moderate resolution optical imagery (Turner et 
al. 2015), time series-based approaches to ecosystem mapping and monitoring are 
becoming more common and more powerful. It is my hope that the examples presented in 
this study will serve to further facilitate the current shift toward an ecological view of 
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change (Kennedy et al. 2014), and will encourage future work on quantifying and 
analyzing relationships between time series data, ecosystems, and ecological processes.  
 
2.5  Data Accessibility 
All data and code used to produce the figures in this publication can be accessed 
at https://github.com/valpasq/2016_ImageryEcology, doi:10.5281/zenodo.46265. This 
repository also hosts KML files for each pixel to facilitate review of high-resolution GE 
imagery for each example site.  	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CHAPTER 3: Improved mapping of forest composition using spectral 
temporal Landsat features 	  
3.1  Introduction 
Forests dominated by different species or assemblages can vary widely in their 
both commercial and conservation values (e.g. Bonan 2008; Likens & Franklin 2009; 
Drummond & Lovelock 2010; Legaard et al. 2015), and modern forests are often highly 
heterogeneous, the product of multi-scale interactions among local environmental 
conditions and land use history (e.g. Foster 1992). Thus, forest maps with species-level 
detail are highly desired by foresters, researchers and land managers (Kerr & Ostrovsky 
2003). From the user perspective, the ideal forest dataset would include spatial 
information on dominant canopy species, associated tree species, and forest stand 
parameters, such as age and structure (He et al. 1998). Images from the Landsat family of 
satellites have been used to map various combinations of these forest properties for over 
forty years (Dodge & Bryant 1976; Iverson et al. 1989; Cohen and Goward 2004; Wulder 
et al. 2012), yet mapping forest composition with Landsat has remained on ongoing 
challenge. In this chapter, I demonstrate that, just as the opening of the Landsat archive 
has fundamentally changed the way Landsat data is used for monitoring forest 
disturbance (Kennedy et al. 2010; Huang et al. 2010; Vogelmann et al. 2012; Zhu et al. 
2012c; Brooks et al. 2014; DeVries et al. 2015a; Hermosilla et al. 2015), access to all 
available imagery has created new opportunities to use the temporal domain for improved 
classification of forest communities over large spatial extents.  
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Prior to the “Free Data Era”, efforts to map forest composition with Landsat relied 
on the careful selection of a single image or set of images that maximized spectral 
differences among forest communities during key phenological periods such as leaf-off, 
leaf-off, spring flush, and autumn senescence (Walsh 1980; Williams & Nelson 1986; 
Wolter et al 1995; Mickelson et al. 1998; Dymond et al. 2002; Reese et al. 2002; Brown 
de Colsoun 2003). While using multiple dates of imagery clearly improves the ability to 
discriminate among forest types, there will always be a number of significant limitations 
on the use of individual images as feature inputs for forest classification over large areas. 
First and foremost, optical imagery is subject to contamination by clouds and cloud 
shadows. This is typically overcome by selecting relatively cloud-free images for 
analysis, or in some cases, though best-available-pixel compositing (Roy et al. 2010; 
Thompson et al. 2015), but when dealing with multi-seasonal image inputs for land cover 
classification, imagery timing is critical. Clear images (or pixels, in the case of 
composites) may not be available for key periods such as spring onset and autumn offset 
within a given year, and because the timing of these events can vary across years, 
selecting which images best capture species-specific spectral signatures can be difficult. 
These challenges are further compounded when working across Landsat acquisition 
Paths, which are always offset by at least a day and therefore subject to different cloud 
conditions. Thus, in even marginally cloudy regions, using single-date imagery to obtain 
a set of classification inputs that are consistent across dates and Paths is effectively 
impossible, particularly when multiple dates of images from different seasons or years 
across multiple Paths are required. Given the challenges of working with features from 
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individual images, much attention has shifted to using Landsat to map forest change, age, 
and structure rather than composition. Now with free and open access to Landsat 
imagery, the time has come to revisit how the Landsat temporal domain can be used to 
discriminate among forest communities, not from a single image or set of images, but 
rather from all available observations. 
In this study, I assess the relative utility of traditional single-date and multi-date 
classification inputs as compared to spectral-temporal features derived from time series 
of all available Landsat TM/ETM+ observations for discriminating among relatively 
homogenous forest patches in the Northeastern US. I test two key types of spectral-
temporal features: harmonic metrics, which capture mean annual and seasonal variability 
in reflectance, and phenology metrics, which capture variability in the timing of seasonal 
events, such as spring onset, peak growing season, and autumn offset.  These features 
have been developed and applied separately in previous studies (Fisher et al. 2006; Zhu et 
al. 2012c, Zhu & Woodcock 2014; Melaas et al. 2013), but are combined for the first 
time in this study for the specific purpose of forest type discrimination. Using agreement 
with a state-level reference dataset at both the pixel and polygon scales as metrics of 
success, I establish the relative performance of single-date, multi-date, and spectral-
temporal inputs through a series of scenarios that use consistent training and testing 
dataset, but vary features used as inputs. In addition to overall performance, I also 
consider class-level agreement and the contributions of various features to the 
discrimination of various hardwood and conifer types. My goal is not estimate the 
accuracy of a forest map or make statistical inference regarding forest area, but rather to 
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determine how agreement with a reference dataset changes as a function of the inputs 
used.  In this context, higher levels of agreement with the reference data are the measure 
of success. 
 
3.2  Materials & Methods 
3.2.1  Study area 
My study area covers the western portion of Massachusetts within Landsat World 
Reference System-2 (WRS2) Path/Rows 13/30 and 13/31. Massachusetts lies at the 
transition zone between several different forest zones, with latitudinal, elevational and 
geological gradients influencing variability in forest composition (Westveld et al. 1956; 
Hall et al. 2002; Fralish 2003). This spatial heterogeneity in environmental conditions is 
further complicated by a long history of human and natural disturbances that have 
periodically altered the successional state and/or composition of individual forest patches 
(Bromley, 1935; Foster 1992; Foster & Motzkin 1998; Gerhardt & Foster 2002; Hall et 
al. 2002). Thus, with both local and regional factors at play in determining the age, 
composition, and structure of Massachusetts’ forests, this is a surprisingly complex 
landscape to map. 
Massachusetts is also a challenging test bed from a data processing perspective. 
Five Landsat scenes spanning three WRS2 Paths and two UTM zones are required to 
cover the entirety of the Commonwealth’s mainland and islands, and as cloud cover can 
vary significantly from image to image (Roy et al. 2010), it is incredibly difficult to 
assemble a mosaic of images with nearly consistent dates from even two adjacent Paths. 
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For example, Figure 3.1 shows a true-color RGB mosaic of best-available fall transition 
imagery. While the images in Path 13 are relatively cloud free, imagery from Path 12, 
acquired one day later, show significant cloud contamination. With both partial obscuring 
of the land surface by large by cumulus clouds and overall increase in image brightness, 
likely due to thinner cirrus clouds or atmospheric haze, the Path 12 images for this date 
are not ideal for classification. Therefore, completing the mosaic would require selecting 
an image from a different date within the same year, or a similar date from a different 
year, with each solution being less than ideal. 
All available October images from Paths 12 and 13 with less than 20% cloud 
cover from 2000-2005 are listed below the Figure 3.1 mosaic. This list represents the 
best-case data scenario, with both Landsat 5 and Landsat 7 in operation, prior to the SLC 
failure on Landsat 7. We find that the most comparable images to those shown in Figure 
3.1 were acquired one week earlier, on October 13, 2000. These images capture a slightly 
earlier state of the fall transition, which is less ideal for discrimination of deciduous 
species. Furthermore, the 12/30 image in this pair also suffers from spotty cloud cover. 
To balance challenges of cloud cover and image timing, I chose to limit my analysis to 
the western portion of the state that falls within WRS2 Path 13, reducing temporal 
uncertainties that would stem from using cross-Path mosaics of images from different 
dates.   
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p013r030               %CC 
 
p012r030               %CC 
LE7  2005-10-02 14% 
 
LT5  2005-10-03 18% 
LT5  2004-10-07 0% 
 
LE7  2000-10-13 13% 
LE7  2000-10-12 3% 
 
LE7 2001-10-16 2% 
LE7  2000-10-20 0% 
 
LT5  2000-10-21 18% 
       p013r031               %CC 
 
p012r031               %CC 
LE7  2005-10-02 8% 
 
LE7  2003-10-06 11% 
LT5  2004-10-07 2% 
 
LE7  2004-10-08 11% 
LE7  2003-10-13 1% 
 
LE7  2000-10-13 2% 
LT5  2000-10-12 1% 
 
LE7 2001-10-16 4% 
LE7  2000-10-20 1% 
 
LT5  2002-10-27 15% 
LT5  2000-10-28 19% 
 
LT5  2000-10-21 14% 
       
Figure 3.1: All available October images for the Massachusetts study area. Percent cloud cover relative to total 
scene area was calculated using Fmask output. 
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3.2.2  Reference data 
Species- and/or community-level forest type reference data was an essential 
component of this study. I acquired a polygon-based forest type dataset from the 
Massachusetts Division of Fisheries and Wildlife (MassWildlife) that includes 17 
community-level forest and forested wetland classes (MassWildlife Staff 2013). This 
dataset provides forest community labels for MassWildlife properties across the state. For 
this study, I used only polygons that fell completely within my Path 13 study area. 
Because the class labels in this reference dataset were defined based on species mixtures 
at the polygon scale, I selected only the eight classes defined as >75% dominated by a 
single species or assemblage to ensure that polygon class labels were representative at the 
pixel scale. Class labels and definitions are shown in Table 3.1. To further improve the 
quality of the reference dataset, reference polygons were filtered based on size and shape. 
Small polygons are more prone to edge effects, while percentage-based class definitions 
may lead to large numbers of pixels from the non-labeled class in very large polygons. 
Therefore, polygons smaller than five pixels and polygons larger than 1000 pixels were 
removed from the analysis. Polygons with a pixel-to-polygon area ratio of >1.5 (pixel-
based area 50% greater than polygon-based area) were also removed, eliminating 
extremely long, thin polygons, which are most likely artifacts of the hand-digitized GIS 
dataset. The resulting reference dataset is assumed to be representative of relative 
homogenous forest stands on MassWildlife properties. 
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Table 3.1: “Pure” Forest Classes, extracted from MA Division of Fisheries & Wildlife Land Cover dataset   
CLASS NAME ABBV. DESCRIPTION 
Hardwood Swamp Hsw wetland: >75% hardwood species (single or combined) 
Softwood Swamp Ssw wetland: >75% softwood species (single or combined) 
Northern Hardwoods NH >75% NH species  (i.e. beech, birch, maple, ash, aspen, 
cherry - single or combined) 
Central Hardwoods CH >75% oak-hickory species 
White Pine Wp >75% softwood ( >75% of softwood component = 
white pine) 
Hemlock/White Pine HeWp >75% softwood ( >25% of softwood component = 
hemlock; 0 - 75% = white pine) 
Spruce-Fir SF >75% softwood ( >50% of softwood component = 
Spruce-Fir) 
Pitch Pine/Scrub Oak Pp >75% pitch pine overstory;  0-25% oak species 
 
3.2.3  Landsat data and spectral-temporal features 
I acquired all available Level 1 Terrain corrected Landsat 4 and Landsat 5 TM, 
and Landsat 7 ETM+ Climate Data Record (CDR) surface reflectance products with less 
than 80% cloud cover for WRS2 Path/Rows 13/30 and 13/31. Landsat CDR products 
have been orthorectified, radiometrically calibrated, and atmospherically corrected using 
LEDAPS, and thermal band data have been converted into top of atmosphere brightness 
temperature (Masek et al. 2006; Loveland & Dwyer 2012; Markham & Helder 2012; U.S. 
Geologic Survey 2015). I utilized this Landsat CDR archive in two ways: (1) as 
individual images and (2) to derive spectral-temporal features based on time series of all 
high quality observations.  
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3.2.3.1  Single image features 
To approximate more traditional image-based approaches, the best available high-
quality images from the years 2000 and 2001 were selected to roughly coincide with 
available reference data while taking advantage of the SLC-on era of Landsat 7. The 
acquisition dates and image IDs for the single-date images used in this study are listed in 
Table 3.2. Single-date images were masked using default Fmask results to remove 
clouds, cloud shadows, and snow (Zhu & Woodcock 2012a; Zhu et al. 2015). In addition 
to the surface reflectance and brightness temperature features, reflectance data were also 
transformed into Tasseled Cap Brightness (TCB), Tasseled Cap Greenness (TCG), and 
Tasseled Cap Wetness (TCW) components using the coefficients provided by Christ 
(1985). While I acknowledge that many other indices, transforms, and even multi-date 
differencing approaches could be used to differentiate among forest types  (e.g. Wolter et 
al. 1995; Maiersperger et al. 2001; Dymond et al. 2002), it was not possible to explore 
every possible spectral combination for this study; thus, I limited my analysis to the 
standard CDR products, which capture the full spectral domain of Landsat, and the TC 
components, which provide a means for reducing spectral data dimensionality and 
improving feature interpretability. 
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Table 3.2: Single-date images used in this study. Images from 2000 and 2001 were targeted to coincide with 
reference data and the SLC-on status of Landsat 7.  Individual selected to minimize cloud cover, such that cloud 
cover over a given scene as calculated by the Fmask algorithm was < 20%, with preference given to images with 
cloud cover outside the Massachusetts borders in VT, CT, and NY. 
DATE p013r031 ID p013r030 ID PHENO 
 2000-03-26 LE70130312000086EDC00 LE70130302000086EDC00 leaf off 
 2000-08-25 LT50130312000238XXX02 LT50130302000238XXX02 leaf on 
 2000-09-10 LT50130312000254XXX02 LT50130302000254XXX02 leaf on 
 2000-09-18 LE70130312000262EDC00 LE70130302000262EDC00 leaf on 
 2000-10-12 LT50130312000286XXX02 LT50130302000286XXX02 transition 
 2000-10-20 LE70130312000294EDC00 LE70130302000294EDC00 transition 
 2001-05-08 LT50130312001128XXX02 LT50130302001128XXX02 transition 
 2001-07-27 LT50130312001208LGS01 LT50130302001208LGS01 leaf on 
 2001-09-05 LE70130312001248EDC00 LE70130302001248EDC00 leaf on 
 2001-09-13 LT50130312001256LGS01 LT50130302001256LGS01 leaf on 
 2001-11-08 LE70130312001312EDC00 LE70130302001312EDC00 leaf off 
 
3.2.3.2  Spectral-temporal features 
To derive spectral-temporal features from time series of all available 
observations, I used two different time-series-based approaches that have been 
independently developed and validated. A Python implementation of the Continuous 
Change Detection and Classification (CCDC) algorithm (Holden et al. 2016; described 
more fully in Zhu & Woodcock 2014; Holden & Woodcock 2016) was used both to 
identify stable (non-changing) time series segments and to produce the spectral/temporal 
features described below. A simple Fourier-style model that includes an intercept (a0), 
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slope (b0), and a series of sine and cosine harmonics was fit to all available clear 
observations at the pixel level using the following model: 
𝑦! = 𝑎!   +   𝑏!  𝑥!   +   𝑎!  𝑠𝑖𝑛 !!"! 𝑥! + 𝑏!  𝑐𝑜𝑠 !!"! 𝑥!!∈! + 𝜀!     (1) 
where 𝑦!  is the predicted reflectance in each spectral band i; 𝑥! is the ordinal date of each 
observation, N is a set of integers specifying the frequency, j, of the Fourier series 
harmonics; T is the number of days in a year (365.25); and 𝜀! is the residual error term for 
each observation. Following the approach described by Zhu and Woodcock (2014), a 
LASSO regression is initially used to iteratively fit models and detect change. Once 
stable segments have been identified, time series models from these segments were re-fit 
using OLS to remove any LASSO-induced bias in coefficient estimation. Following 
exploratory testing, I chose to fit annual and six-month (N= 1, 2) harmonics for this 
analysis, though the six-month harmonic was primarily used to improve fit in the change 
detection phase, and was not used to estimate any classification features.  
Because CCDC features correspond to stable time segments, not individual dates 
of imagery, features can be extracted for any date within the range of the time series. I 
extracted the CCDC-estimated intercept (equal to the overall mean), slope, harmonic sine 
and cosine coefficients, and RMSE for the time series segments that intersect July 1, 
2000 to coincide with training data. From the estimated sine (a1) and cosine (b1) 
coefficients of the annual harmonic, I calculated the annual amplitude (B1): 
    𝐵! =    𝑎!! + 𝑏!!     (2) 
The result is a set of pixel-level harmonic features that includes an estimated intercept, 
annual amplitude, and RMSE for each spectral band.  
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In addition to the harmonic CCDC-esque features, I also calculated a series of 
phenology metrics that capture temporal variability in forest phenology (Fisher et al. 
2006; Melaas et al. 2013). Using a Python implementation of the phenology algorithm 
initially developed by Melaas et al. (2013) (Holden et al. 2016), an Enhanced Vegetation 
Index (EVI) transformed time series was used to estimate the long-term mean phenology 
of each pixel. The resulting phenology features include: (1) DOY of spring onset, (2) 
DOY of autumn onset, (3) length of growing season, (4) peak EVI, (5) DOY of peak 
EVI, and (6) R2 of the phenology model.  
As illustrated in Figure 3.2, harmonic features and phenology features capture 
different types of variability in spectral-temporal signatures. The CCDC approach uses 
the temporal domain to characterize spectral variability, and thus CCDC-esque features 
are oriented relative to reflectance on the y-axis. The intercept captures mean overall 
reflectance, while the annual amplitude, which corresponds to the difference between the 
peak of the annual harmonic and the intercept, can be thought of as capturing the overall 
strength of the annual signal. In contrast, the phenology algorithm characterizes 
variability in the timing of key phenological events: spring onset, DOY of peak EVI and 
autumn offset.  These phenology variables are best thought of as being oriented relative 
to DOY (time) on the x-axis. By using both CCDC-esque and phenology metrics, 
variability in both the spectral and temporal domains is characterized, providing two 
major axes within each spectral band for discriminating among forest types. 
 
 
	  	  
51 
 
Figure 3.2: Harmonic and phenology spectral-temporal features. Harmonic intercept and annual amplitude 
capture properties related to reflectance, while phenological features capture properties related to the timing of 
seasonal transitions.  
 
3.2.4  Ancillary datasets 
Numerous studies have shown that incorporation of ancillary classification 
features improves ability to map forest communities (Franklin et al. 1986; Sader et al. 
1995; He et al. 1998; Khatami et al. 2016). Though I am primarily interested in the utility 
of time series-derived spectral-temporal features, I acknowledge the important role 
ancillary datasets play in classification, and include two additional datasets in the 
classification scenarios to determine how spectral-temporal features might perform in 
combination with ancillary information. The first ancillary dataset is a Digital Elevation 
Model (DEM), from which I derived slope, aspect, and a transformation of aspect, 
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cos(aspect - 45°), that is intended to capture north-south orientation of slopes (Franklin et 
al. 1986). The DEM was obtained from the Massachusetts Office of Geographic 
Information Systems (MassGIS) data portal. The second is NOAA’s C-CAP National 
Wetlands Potential dataset, which provides the wetland likelihood at a specific location. 
This nationally standardized, raster-based inventory of coastal intertidal areas, wetlands, 
and adjacent uplands is derived from the analysis of multiple dates of remotely sensed 
Landsat imagery.  Thus, despite being somewhat circular, given the well-recognized 
challenge of classifying forested wetlands, I anticipated this data layer would improve 
separability of the hardwood and softwood wetland types from upland forest 
communities. 
3.2.5  Visualizing spectral/temporal features  
Color composites can be used to visualize spatial variability in single date images 
and time-series derived features over large areas. Figure 3.3 provides a spatial overview 
of key input datasets used in this study. Forested pixels were identified based on the 
union of the National Land Cover Dataset (NLCD), the Gap Analysis Program (GAP) 
national land cover data, a state-produced land cover dataset produced from aerial 
photography and obtained from MassGIS, and an internally produced classification of 
Massachusetts land cover generated as part of another study (Lautzenheiser et al. 2014), 
and all potentially non-forested pixels were removed from the analysis. Single-date 
images are shown as true color composites with a consistent color stretch. Images from 
different parts of the year capture differences in phenological conditions of the forested 
landscape, particularly in the transition season (early spring / late autumn), which has 
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been shown to aid in prior classification efforts for deciduous forests (Wolter et al. 1995; 
Mickelson et al. 1998). Time series features are displayed as color composites, with 
different features assigned to the RGB channels. Harmonic features for the three TC 
components and brightness temperature (which is not included in the TC transformation) 
are shown with intercepts in red, annual amplitude in green, and RMSE in blue. These 
harmonic feature images capture spatial variability in the spectral properties of forested 
lands, particularly the wetness composite, which includes distinct areas of red (high 
intercept, low annual amplitude, low RMSE) and blue (higher intercept, higher annual 
amplitude, higher RMSE) tones. The phenology composite also shows spatial variation in 
the timing of phenological events, with green tones representing a later start of spring and 
earlier autumn onset, and red tones representing an earlier start of spring and later autumn 
onset. Of the five available ancillary datasets, elevation, slope and aspect data are shown 
in Figure 3.3 as these data capture large-scale variability in environmental conditions, 
particularly the east-to-west increase in topography. 
 
	  	  
54 
 
Figure 3.3: Map-based overview of classification inputs. Non-forest land cover has been masked in black. Note 
temporal variability captured by individual single-date images, as compared to the spatial variability captured 
by spectral-temporal features. Ancillary DEM information highlights the gradient of topography affecting forest 
distribution in MA. 
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3.2.6  Classification  
A series of classification scenarios were used to systematically compare the utility 
of single-date, multi-date, and spectral-temporal features for discriminating among eight 
relatively homogenous forest types native to New England. Single-date scenarios used 
observations from a single point in time, and therefore input sets for each date consisted 
of ten spectral features (TM/ETM+ bands 1-7, TCG, TCG, TGW) derived from a single 
image. I performed eleven single-date classifications, the results of which I further 
categorized based on general phenological conditions, e.g. leaf-on, leaf-off, transitional 
states. The results of single-date scenarios were used to inform the selection of multi-date 
scenarios, which pair two single-date images in an attempt to capitalize on phenological 
differences both within and across image date. Multi-date pairings increase information 
content by doubling the feature set used for classification, but still rely directly on 
observations from individual images, unlike spectral-temporal features, which are derived 
from dense time series of all available observations. My spectral-temporal feature set 
included intercepts, annual amplitudes, and RMSE for ten bands/indices (TM/ETM+ 
bands 1-7, TCG, TCG, TGW) and six phenology metrics previously described, for a total 
of 36 spectral-temporal features. During the exploratory phase of this analysis, a number 
of scenarios were also tested to explore the effect of the type and number of features 
used. While the contribution of the spectral-temporal domain to improve forest 
classification is the main focus of this study, scenarios integrating topographic data and 
wetlands probability information were tested to benchmark improvements in performance 
relative to only spectral-temporal features. 
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For each classification scenario, a series of Random Forest (RF) classifiers were 
used to assign forest type labels to pixels based on the given combination of feature 
inputs. RF has becoming increasingly common in remote sensing applications due to its 
flexible, non-parametric nature and ability to limit overfitting (Belgiu and Drǎguț 2016; 
Gómez et al. 2016). I employed the scikit-learn implementation of the RF classifier 
(Pedregosa et al. 2011), building ensembles of 500 trees, as per the default proposed by 
Belgiu and Drǎguț (2016). To account for the unequal class sizes in my reference dataset, 
I set class weights to be proportional to class frequencies in the input data. For simplicity, 
I employed a winner-takes-all hard classification approach, where each pixel was 
assigned to a single forest type for the purposes of assessing agreement, though I also 
output RF probabilities for individual classes. 
3.2.7  Agreement assessment 
Agreement between RF results and reference dataset labels served as my measure 
of feature set performance. Within each classification run, a three-fold cross-validation 
strategy was employed, where two-thirds of the reference data are used for training and 
one-third reserved for testing. Given the inherent autocorrelation of pixels derived from 
the same polygon in the reference dataset, folds were assigned based on polygon ID, 
ensuring that all pixels from a given polygon were placed in the same fold. This three-
fold division of reference polygons was replicated 30 times to generate robust estimates 
of agreement for each feature set. Folds were assigned based on a random number 
generator within each run, but the random seed was kept consistent such that all feature 
set scenarios used the same combinations of training and testing data. Rather than rely on 
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a single measure of agreement, multiple metrics of agreement were used to assess the 
quality of classification results and agreement is reported at both the pixel and polygon 
level. This multi-faceted approach provides insight on both the relative performance of 
different feature sets, as well as the magnitude and nature of differences across measures 
of performance and unit of assessment. 
At the pixel scale, I report out-of-bag (OOB) agreement from the RF algorithm, as 
well as independently calculated overall agreement and adjusted agreement. OOB 
estimates, which apply the bagging approach of the RF algorithm to internally assess 
classifier performance, are intended to provide an estimate of error with little additional 
computing effort (Breiman 1996; Belgiu and Drǎguț 2016). I also computed overall 
agreement and adjusted agreement using unseen testing data to provide an independent 
assessment of agreement. At the pixel scale, overall agreement as calculated as the 
number of test pixels labeled correctly out of the total number of test pixels in a given 
fold. Adjusted agreement goes one step further to account for differences in class size. In 
calculating adjusted agreement, pixel-level contributions were weighted inversely by the 
total number of pixels in the class (as defined by the reference data), ensuring that all 
classes contributed equally to the agreement score by putting equal weight on large and 
small classes. At the pixel level, I therefore have 90 pixel-level agreement scores (n=90, 
30 runs with 3 folds each), which capture variability in agreement generated using 
random subsets of the data, as well as across RF classifications.  Also, this approach 
allowed me to calculate a mean agreement for any combination of inputs, as well as the 
variance in across classification results, which are essential for my efforts to evaluate the 
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statistical significance of the differences between the results for different combinations of 
input features. 
Given the mismatch in scale between the polygon-defined reference data and 
pixel-level RF predictions, I conducted an additional agreement assessment at the 
polygon scale. I used the three-fold training and testing strategy to produce a series of all-
predicted maps, which merge pixel-level predictions from three independent 
classifications. Ensuring that no data used in training is also predicted effectively 
removes potential labeling bias from overfitting, allowing me to more fairly assess the 
quality of predictions at the polygon scale. I used the rasterstats package (Perry 2016) to 
estimating the plurality class, i.e. the most frequently occurring class, in each reference 
dataset polygon (Gopal et al. 1996), and calculate polygon-level overall agreement--the 
total number of polygons predicted correctly divided by the total number of polygons. 
Because I calculated polygon-level agreement using the merged all-predicted map, rather 
than on a per fold basis, I computed 30 polygon-level agreement scores (n=30), one per 
simulation. 
In addition to overall pixel- and polygon-level agreements, class-level agreements 
were also of interest. Therefore, individual confusion matrices were generated for each of 
the K-fold classifications at the pixel level. These results were summed to generate a 
pooled pixel-level confusion matrix that combines the results of the three independent 
testing sets. All 30 pixel-level confusion matrices for a given scenario are then used to 
calculate mean and standard deviation matrices that represent the average agreement and 
confusion across all eight forest types. A similar procedure was used at the polygon level, 
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where a polygon-level confusion matrix was generated for each simulation, and all 
matrices for a given scenario were used to compute mean and standard deviation matrices 
at the polygon level.  
3.2.8  Comparison of classification results 
To confirm whether observed differences in agreement across feature set 
scenarios were statistically significant, I used a series of paired t-tests to compare 
agreement scores across scenarios. Each individual single-date, multi-date, and spectral-
temporal scenario was paired with each of the other scenarios to test for statistically 
significant differences in mean level of agreement. Paired F-tests revealed that most 
scenarios had statistically significant differences in variance, therefore Welch’s t-test, 
which does not assume equal population variance, was used for all comparisons.  
3.2.9  Analysis of feature selection 
Internally estimated RF feature importances were used to investigate the relative 
importance of individual spectral-temporal features for discriminating among similar 
forested types. A series of additional RF classifications were performed for the following 
sets of forest classes: (a) all classes (for reference), (b) Central Hardwoods (CH) and 
White Pine (Wp), which frequently co-occur in the eastern portion of the study area, (c) 
Northern Hardwoods (NH) and Spruce-Fir (SF), which frequently co-occur at the higher 
elevations in the western portion of the study area, (d) only deciduous forest types (NH 
and CH), (e) only conifer forest types (Wp, HeWp, SF, and Pp), and (f) only wetland 
types (Hsw and Ssw). To estimate feature importances, I constructed a single RF with 
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1000 trees for each set of classes, using all available reference data for the given 
combination of classes to train the classifier. Due to strong correlations among individual 
Landsat bands, the full spectral-temporal feature set was reduced to include only the 
TCB, TCG, TCW, and thermal harmonic features, along with phenology features, in an 
effort to focus on distinct and ecologically interpretable properties of the spectral-
temporal feature space. I output the internally determined feature importance scores, 
which are calculated using the Gini criterion. The Gini importance score captures the 
relative importance of features, with high scores corresponding to features that are 
consistently found more often and higher up in the splits of individual decision trees. 
Given that the importance of features may vary from tree to tree, I computed the overall 
feature importances of the forest, as well as inter-tree variability.  
 
3.3  Results 
3.3.1  Pixel-level agreement  
Pixel level agreement showed a large range of variability across single-date, 
multi-date, and spectral-temporal scenarios (Figure 3.4). The OOB agreement for each 
scenario is consistently higher than the overall agreement and exhibits a much smaller 
range of variability than overall and adjusted measures of agreement. This result is not 
surprising given the polygon scale of the reference data and cross-validation strategy, 
which places all pixels corresponding to a single polygon into either training or testing 
cross-validation folds. With OOB estimation potentially sampling pixels from the same 
polygon for both training and testing, OOB agreement is assumed to be inflated due to 
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the inherent spatial autocorrelation of features from the same spatial unit, in the case, 
relatively homogenous forest patches delineated by human interpreters. Therefore OOB 
agreement is included as a reference, but I focus on overall and adjusted agreement in 
presenting my results, as these measures are considered to be less biased assessments. 
Of the two independently assessed measures of agreement, overall agreement is 
consistently higher than adjusted agreement. As would be expected, agreement scores for 
single-date feature sets exhibit a large range of variability. Images from the transition 
seasons (i.e. spring onset and autumn offset) significantly outperform all leaf-on imagery 
in terms of agreement with forest type reference dataset. While there is no significant 
difference between the late-fall (November 8, 2001) leaf-off image, the early spring 
image (May 8, 2001), and the early autumn image (October 12, 2000), the late autumn 
image (October 20, 2000) significantly outperforms all others classifications in terms of 
both adjusted and overall agreement. This image, which was acquired during peak fall 
foliage and has cloud cover of less than 2%, represents the ideal scenario for single-date 
classification, as phenological differences among both deciduous and conifer forest types 
and the two hardwood classes (NH and CH) are maximized. 
Multi-date feature sets consistently and significantly (paired t-test, p << 0.01) 
outperformed all single-date feature sets. While many other image pairings would be 
possible, I chose to compare the best performing leaf-on image (July 27, 2000) with each 
of the autumn transition images to assess potential added information from the growing 
season. I also paired the May 8, 2001 image with both October images to assess the 
utility of information from both transitional periods (autumn and spring). As would be 
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expected based on the single-date results, pairings with the ideal late-autumn image 
(October 20, 2000) produced higher levels of agreement than pairings with a slightly 
earlier autumn image (October 12, 2000). Furthermore, I observed that pairings of 
autumn imagery with leaf-on imagery produced significantly higher results than pairings 
with early spring imagery, suggesting there may be redundancy in the information 
content of features from different transition periods. 
Spectral-temporal features consistently and significantly (paired t-test, p << 0.01) 
outperformed all features sets derived from individual images and multi-date 
combinations in all measures of pixel-based agreement. Using spectral-temporal features 
alone, I achieved a mean pixel-level overall agreement of 80.50 ĵ 2.23% and an adjusted 
agreement of 75.17 ĵ 3.58%. When ancillary data is added, pixel-level agreements 
significantly increased (paired t-test, p << 0.01) to 83.39 ĵ 2.31% overall agreement and 
80.41 ĵ 3.44% adjusted agreement. The addition of the wetlands probability layer 
resulted in a notable decrease in the difference between overall and adjusted agreements 
that can be attributed to improved discrimination of forested wetlands and thus improved 
class-level agreements for wetland types.  
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Figure 3.4: Distribution of three pixel-level agreement scores (Out-of-Bag [OOB] from Random Forest and 
independently assessed Overall and Adjusted agreements), measured as percentage correct relative to reference 
labels. Results are displayed as notched box plots, with the median shown as a red line, the 95% confidence 
intervals around the median indicated by the notches, and maximum and minimum agreement values shown by 
the ticks. Results are grouped by scenario type. Note: ST = Spectral-Temporal. 
 
3.3.2  Polygon-level agreement  
While pixel-level results are ultimately desired for mapping purposes, pixel-level 
assessment of agreement with polygon-based forest type reference data proved to be less 
than ideal. Because forest label decision rules used to create the reference dataset (Table 
3.1) were defined at the polygon scale and typically represent species or assemblages that 
are >75% dominant at the canopy level, there is the possibility that forest types within the 
reference polygons are not homogenous. Furthermore, closer inspection of mapped 
predictions revealed that classification results may be more accurate at the pixel scale 
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than the corresponding reference polygons, as illustrated in Figure 3.5. In Figure 3.5(b) I 
show a set of example polygons from the reference dataset. Though the hand-digitized 
polygon boundaries capture the general pattern of forest patches and adhere to the class 
decision rules outlined in Table 3.1 (i.e. Wp = >75% of polygon), the pixel-based results 
shown in Figure 3.5(c) and (d) appear to capture sub-polygon detail in dominant forest 
type. Results of the 8-class hard classification reveal areas of NH within the reference 
polygons (Figure 3.5(c)). Examination of fuzzy results representing class probabilities of 
deciduous, conifer, and wetland types reveals even more complex patterns, capturing 
gradients rather than hard boundaries between these high-level thematic classes. Seasonal 
profiles of TCB, TCG, and TCW and corresponding spectral-temporal features visualized 
for three example pixels support the classification results, with pixels predicted as NH 
within the Wp polygons (e.g. Example B) exhibiting features that are more similar to 
nearby pixels within a NH polygon (e.g. Example C) than to other pixels within the Wp 
polygon (Example A). 
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Figure 3.5: Pixel versus polygon labeling and spectral-temporal signatures. Map (a) shows the location of three 
reference pixels. Map (b) shows the boundaries and labels of polygons used for training and testing. Map (c) 
shows the output of the 8-class hard classification, while map (d) is a composite of fuzzy class probabilities for 
hardwood (green), conifer (red), and forested wetland classes (blue). Classifications were produced using all 
spectral-temporal features, topography and wetlands ancillary datasets. Spectral-temporal signatures for three 
example pixels illustrate differences among spectral-temporal features across hardwood and conifer forest types, 
with deciduous-dominated pixels (Northern Hardwood and NH within a White pine stand) showing greater 
intraannual variability compared to conifer-dominated (White pine) example.  
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Given the potential error introduced by assessing pixel-level results using 
polygon-level reference labels, I performed a second tier of agreement assessment at the 
polygon level. In this assessment, entire polygons were considered correctly labeled if the 
polygon-based label matched the plurality class of pixel-level results. The results of the 
polygon level agreement assessment are summarized in Figure 3.6. Overall agreements 
at the polygon scale showed much less variability than assessments at the pixel level, 
both within individual scenarios and across scenario groupings. At the polygon scale, 
more similar results across leaf-on feature sets suggest that polygon-level aggregation of 
pixel-based results has an expected smoothing effect. Leaf-off and transition season 
imagery maintained similar patterns, though differences at the polygon scale are perhaps 
even more apparent than at the pixel level. The late-fall (October 20, 2001) image 
continued to significantly outperform all other single-date feature sets at the polygon-
scale, and resulted in higher levels of agreement when combined with imagery from other 
phenological periods.  
As in the pixel-level scenarios, polygon-level results produced using all spectral-
temporal features were significantly greater (paired t-test, p << 0.01) than all other single-
date and multi-date features sets. Overall agreement at the polygon scale was 75.48 ĵ 
0.70% (95% CI), which is surprisingly lower than overall agreement at the pixel scale. 
However the polygon-level overall agreement was found to be greater than adjusted 
agreements at the pixel scale. The impact of ancillary data appears to be greater at the 
polygon scale, with the addition of two ancillary datasets resulting in a 7% improvement 
in agreement, to 82.44 ĵ 0.64%. It should be noted, however, that agreement achieved 
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using all available data is not significantly different (paired t-test, p =0.08) than using 
only the wetlands probability dataset.  
 
 
Figure 3.6: Distribution of polygon-level overall agreement scores, measured as percentage correct relative to 
reference labels. Results are displayed as notched box plots, with the median shown as a red line, the 95% 
confidence intervals around the median indicated by the notches, and maximum and minimum agreement 
values shown by the ticks. Results are grouped by scenario type. Note: ST = Spectral-Temporal. 
 
3.3.3  Class-level agreement 
When interpreting the agreement scores presented in this study, it is important to 
consider the high level of similarity in the eight classes I am attempting to discriminate 
among. Given the limitations of the polygon-based forest type reference dataset, 
confusion matrices provide insight into both the nature and magnitude of disagreement 
between the reference label and predicted label. Though the mean and standard deviation 
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confusion matrices were generated for all feature set scenarios, I present only the results 
for the best-performing feature set at the polygon scale (Table 3.3), which represents the 
highest class level agreements obtained in the study assessed at the native scale of the 
reference data. While the raw confusion matrix is helpful for examining results relative to 
reference data class size and predicted class area, I further visualize this data as 
producer’s and user’s agreement (Figure 3.7 (a) and (b)). Producer’s agreement is akin to 
overall agreement at the class level, showing the number of polygons correctly identified 
(or misidentified), relative to the total number of polygons in that class according to the 
reference dataset. User’s agreement, on the other hand, measures the number of polygons 
correctly identified relative to the total number of polygons mapped for that class. 
My results reveal relatively high levels of agreement with the mapped results and 
hardwood and forested wetland polygons, but lower agreement for conifer classes. There 
is a great deal of confusion among the HeWp and Wp classes, which is to be expected 
given their overlapping class definitions. A fuzzy consideration of misclassification 
among these two classes is certainly warranted. Confusion among SF and NH classes is 
more problematic, and might be attributed either to the poor discrimination in spectral-
temporal domain, due to low density of spruce-fir stands or understory influence of 
deciduous species, or to possible inaccuracies in the reference data (or some combination 
of both). Confusion between Pp and Wp also warrants further attention, though further 
inspection and refinement of the reference dataset is beyond the scope of this study. In 
general, class-level agreements for the relatively homogenous forest stands represented in 
the polygon-level reference dataset are promising, and suggest that spectral-temporal 
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features provide stable feature sets capable of distinguishing among forest types more 
accurately and at a greater level of thematic detail than currently possible using multi-
date imagery. 
  
Table 3.3: Mean (a) and standard deviation (b) of polygon-level confusion matrices. Values correspond to 
number of polygons correctly or incorrectly labeled based on agreement among reference data and the plurality 
class as determined by pixel-level results 
a. Mean polygon-level agreement confusion matrix for all available spectral-temporal + all ancillary 
 
b. Standard deviation of polygon-level agreement 
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  a. Mean producer’s agreement      b. Mean user’s agreement 
 
Figure 3.7: Class-level agreement for feature set that includes all spectral-temporal features, as well as features 
from two ancillary datasets (topography and wetlands probability. 
 
3.3.4  Feature importances 
Variability in feature importances indicates that different spectral-temporal 
features are more important for distinguishing among particular forest types (Figure 3.8). 
When considering feature importances for a RF tasked with discriminating among eight 
forest types, the annual amplitude of TCG had the highest overall importance (0.10), 
followed by the annual amplitude of TCW (0.09), and then the intercept of TCW (0.08). 
However, the range of importances remained relatively low, with all features exhibiting 
an ensemble-level importance of at least 0.03.  
Differentiation among feature importances was more apparent in paired subsets of 
classes. Pairings of needleleaf and deciduous forest types (NH-SF and CH-Wp) suggests 
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that the RMSE of the TCG harmonic fit, as well as the annual amplitude of TCG are the 
most important features for distinguishing among these structurally and phenologically 
distinct forest types. Interesting, the length of the growing season appears to be more 
important for separating SF and NH, while the annual amplitude and RMSE of TCW are 
more important for separating Wp and CH. Looking at only the deciduous forest classes 
(NH and CH), the timing of autumn onset was the most important feature, followed by 
the annual amplitude of TCG. In considering all four conifer classes, there was less 
differentiation among features, though the annual amplitude of TCB appears to be most 
important, followed by the annual amplitude of TCW. Perhaps not surprisingly, TCW 
features were most important for separating swamp classes, with the RMSE of the TCW 
harmonic model ranked as most important, followed by annual amplitude and intercept. 
Comparing importances across runs, my results suggest that the intercept and 
RMSE of the TCB harmonic model were largely unimportant. Thermal features 
(intercept, amplitude and RMSE) also received consistently low feature importance 
rankings. Of the phenology features, spring onset and the DOY and EVI value of the 
peak EVI appear to be relatively unimportant for distinguishing among forest types. 
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Figure 3.8: Feature importances for discriminating among subsets of forest types. Higher feature importances 
suggest higher placement across trees and thus greater discriminatory power. 
 
3.4.  Discussion 
The results of this study confirm that features derived from time series of all 
available Landsat observations capture meaningful spectral and temporal variability in 
relatively homogenous forest communities in the complex forested landscape of western 
Massachusetts. There are many more possible scenarios that could have been tested, as 
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well as alternate spectral-temporal features that could have been derived (Gómez et al., 
2016), but for the sake of brevity, I limited my analysis to a logical subset of all possible 
options and consider this work a starting point for re-examination of the temporal domain 
for large-scale forest type mapping. 
3.4.1  On the selection of measures of agreement 
Before discussing the observed variability across features sets, which is the main 
focus of this study, I would first like to address general variability across the different 
metrics of agreement used to characterize performance. Though relative differences 
among feature set performances and the significance of these differences are consistent 
across OOB, overall, and adjusted agreement scores, all three measures are included at 
the pixel scale to give deeper insight into the information provided by these commonly 
used metrics.  
OOB estimates are easily generated using RF classifiers, and many studies have 
utilized OOB scores as a measure of classification agreement or accuracy (e.g. 
Rodriguez-Galiano et al. 2012; DeVries et al. 2016; Thompson et al. 2016). When 
training data represent a random stratification of samples, OOB estimates provide a 
reasonable estimate of agreement, yet in many reference datasets, training data is defined 
at a patch or polygon scale, such that pixels within the same patch or polygon are likely 
to exhibit a large degree of spatial autocorrelation. By selecting classifier training and 
testing folds based on polygon ID, rather than a random sample of all pixels within the 
reference polygons, I attempt to account for inherent autocorrelation. But, because OOB 
agreement uses pixels from the same fold, i.e. the same polygons, for testing, and even 
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though no testing data is seen in the training of the tree used for prediction, the test set 
used to compute OOB is by nature more similar that the testing data reserved specifically 
for agreement assessment. Therefore, OOB values are presented in this study primarily to 
characterize how autocorrelation among training samples can result in boosted levels of 
OOB agreement relative to more independent agreement assessment metrics, such as 
overall and adjusted agreements.  
Measures of overall and adjusted agreement differ in how individual reference 
sites are weighted in the final measure of agreement. In the case of overall agreement, 
each site (e.g. pixel, polygon) equally contributes to the final measure of agreement, 
while in the case of adjusted agreement, the contribution of each site is inversely 
proportional to the total number of sites in that class, such that each class (rather than 
each site) contributes equally to the final measure of agreement. As the number of sites 
labeled correctly in each class increases, adjusted agreement will approach overall 
agreement, as observed with the addition of ancillary datasets, suggesting that more 
examples from rare classes are being labeled correctly when these features are included. 
Differences in agreement across classes are also evident in confusion matrices and 
normalized measures of producers and users agreements, which capture both the 
magnitude and nature of errors in the classification. All in all, the many metrics of 
agreement and two spatial scales of assessment included in this study provide a robust 
characterization of the performance of features sets and reference data while also 
illustrating the differences in the behavior of alternative approaches that are often used 
independently for assessing  agreement. 
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3.4.2  Single-date features 
The observed variability in single-date classification results highlights the 
uncertainty of using any individual image for classifying forest types, which may have 
important implications for using best-available-pixel composites for classification. 
Despite the visual consistency of leaf-on imagery (Figure 3.3), classifications produced 
using only single-date growing season reflectance varied widely and often significantly in 
their agreement with reference data at both the pixel and polygon scale. Leaf-off imagery, 
which would be expected to aid in discriminating among deciduous and conifer classes, 
also showed varied results, with the November acquisition significantly outperforming 
the March acquisition, especially at the polygon scale. As anticipated, imagery from the 
spring and fall transitions seasons produced the highest levels of agreement of all single-
date feature sets. These results clearly demonstrate the importance of image timing for 
classification efforts. Imagery acquired on October 20, 2000, which captures peak fall 
foliage that year, produces significantly higher levels of agreement than imagery acquired 
just eight days prior on October 12, 2000. This suggests that while mosaicing or 
compositing images from different dates may be suitable for change detection, where the 
objective is to determine whether or not there has been a dramatic, long-term shift in 
forest structure (e.g. Hermosilla et al. 2016), in the realm of forest classification, 
differences in image acquisition dates, even with an optimal 8-day repeat time, could 
introduce notable differences in pixel-level predicted results. 
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3.4.3  Multi-date features 
Previous work has clearly demonstrated the utility of using multi-seasonal 
imagery to distinguish among forest types (see Wolter et al. 1995; Cohen and Goward 
2004 for reviews). I found that that multi-date feature sets consistently and significantly 
outperformed all single-date feature sets, re-affirming the importance of the temporal 
dimension for forest type classification (Iverson 1989; Cohen and Goward 2004). Yet as 
in single-date results, there was significant variability across different multi-date pairings. 
This again suggests that when using inputs from individual dates of imagery, the timing 
of image acquisition has a significant effect on its utility for predicting forest 
composition. While other transformations in the spectral domain, such as multi-date 
differencing or orthogonalization approaches could be used to further improve 
differentiation among forest types  (e.g. Wolter et al. 1995; Maiersperger et al. 2001; 
Dymond et al. 2002) and potentially achieve greater levels of agreement than those 
presented here, the limitations of working with individual images remain. 
From a processing perspective, multi-date image stacks compound the 
aforementioned issues of working with single date images. To create a consistent feature 
set across dates, the union of the cloud mask for each date must be applied. Pixels that are 
cloudy on either date must be either removed from the analysis entirely or replaced with 
values from a comparable image, which can be problematic, as I have shown that values 
from different dates can produce significantly different results. Furthermore, developing a 
multi-date feature set based on relatively consistent images dates across WRS Paths is 
practically impossible. In selecting imagery for this study, I found assembling relatively 
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cloud-free multi-date mosaics for just two Paths very limiting, even when targeting 
periods of optimal data availability. Based on these results, we can assume that 
combining multiple dates of imagery across Paths would have a significant impact on 
predicted forest types. Therefore, just as change detection approaches have shifted from 
an image-based to a pixel-based view of the Landsat archive (Hansen & Loveland 2012; 
Kennedy et al. 2014), so must approaches for deriving features for land cover 
classification (e.g. Gómez et al. 2016). 
3.4.4  Spectral-temporal features 
The spectral-temporal features used in this study offer a number of advantages 
over multi-date inputs. Though overall gains in agreement using spectral-temporal feature 
sets compared to multi-date feature sets are modest (1-5%, depending on measure of 
agreement and scale), these gains were statistically significant across all metrics used in 
this study, suggesting that spectral-temporal inputs improve classification results relative 
to more traditional image-based inputs regardless of the measure of agreement or unit of 
assessment (pixel vs. polygon). Furthermore, unlike observations from a single image 
(single point in time), spectral-temporal features are image-independent, characterizing 
long-term variability in reflectance and in the timing of phenological events based on all 
clear observations for an individual pixel. This pixel-based perspective (Kennedy et al. 
2014) allows for the derivation of equivalent features over large areas, and my results 
indicate that these features help discriminate forest types at a finer level of thematic detail 
than is typically attempted.  
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In deriving harmonic spectral-temporal features, I directly build on the work of 
Zhu et al. (2014), using the same basic methods for fitting harmonic models and 
identifying stable segments, but I advance existing methods for the purposes of 
classification by including two minor post-processing improvements. First, I added a 
post-processing step that refits stable segments using an OLS regression, providing a less 
biased estimate of harmonic regression coefficients. I also post-processed sine and cosine 
coefficients for individual harmonics into a measure of amplitude. Previous studies have 
used the annual amplitude as a measure of the seasonal component of time series data 
(Verbesselt et al. 2010; DeVries et al. 2016), and I adopt this mode of thinking, 
interpreting annual amplitude, not as a measure of the absolute height of the waveform, 
but rather as the strength of the signal in the annual (365.25-day) frequency. While 
including additional harmonics at other frequencies can improve the fit of the model to 
the data, the strength of the signal for higher frequency harmonics is rarely as strong as 
the annual signal, which is driven by variability in vegetation and solar geometry. Annual 
amplitude features were often ranked highly in the feature importance analysis, indicating 
that this time series metric is useful for discriminating among various forest types.  
I also directly extend the work of Melaas et al. (2013), providing further evidence 
that phenology estimates are important for discriminating among forest types. Feature 
importance analysis suggests autumn offset is particularly useful for distinguishing 
among different hardwood communities. Previous multi-date efforts to classify thirty 
forest classes in Connecticut with a focus on the wide variety of deciduous species 
produced a genus-level fuzzy accuracy of 73%, but an absolute match accuracy of only 
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13% (Mickelson et al. 1998). The results of the 8-class hard classification presented here 
suggests that discrimination at the deciduous assemblage level seems realistic, with the 
highest producer’s agreement for deciduous forest classes. I also find that phenology 
values, specifically growing season length, capture differences among deciduous and 
conifer forest types, demonstrating the applicability of phenology analysis for 
characterizing both highly seasonal and relatively a-seasonal forest assemblages. In 
general, I do find lower class-level accuracies for conifer forest types.  Previous work has 
suggested that species-level conifer characterization is challenging (Walsh 1980), and the 
presence of mixed pixels may complicate assessment of individual conifer trees within 
dominantly hardwood stands (Figure 3.5). 
It is worth noting that in testing the influence of both the type and number of 
spectral-temporal features used for classification, I found that individual features sets 
(e.g. just intercepts, just annual amplitudes, just phenology features) produced 
significantly lower levels of agreement than feature sets that combined multiple types of 
features (results not shown). Thus, the power of spectral-temporal features appears to lie 
in the combination of features that capture both spectral variability and temporal 
variability in reflectance properties. This is further supported by the results of the feature 
importance analysis, which revealed that both harmonic and phenology features played 
an important role in distinguishing among different forest types.  
3.4.5  Large-scale application of spectral-temporal features for classification 
It is now possible to derive many different variables from the spectral-temporal 
feature space (Gómez et al. 2016), and the work presented here establishes a baseline 
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study on the utility of several readily available spectral-temporal features for detailed 
forest type classification. This work is expected to be generalizable to other areas within 
the Northeastern US, and the methods extendable to regional and national scale and 
beyond. Yet this study also highlights several challenges for achieving large-scale forest 
type maps.  
Spectral-temporal features equivalent to those presented here could theoretically 
be computed for every pixel in the US, but using these features to predict forest types 
requires comparable, locally representative and locally accurate reference datasets. While 
I was able to obtain a detailed state-level forest type dataset as reference data for this 
study, this dataset had significant limitations, including polygon-based decision rules and 
overlapping class definitions. This dataset has served its purpose for this proof-of-concept 
study, but the mismatch in scale between labeled polygons and pixel-scale class 
predictions is likely a significant source of bias in assessments of agreement (Foody 
2009). Assuming that biases in the reference data produce errors that remain relatively 
constant across all feature sets, it is expected that these biases would more likely affect 
the overall magnitude of agreement scores, as opposed to relative relationships across 
feature sets, though it is difficult to draw any broad conclusions on the true performance 
of spectral-temporal predictions at the pixel scale.  
At the polygon scale, my results indicate that spectral-temporal features provide a 
reasonable level of class separability for a limited subset of relatively homogenous forest 
patches, but I have not validated mapped results using proper accuracy assessment or 
area-based estimation procedures (Olofsson et al. 2014). The time and expertise required 
	  	  
81 
to independently produce a statistically sound pixel-level validation dataset was beyond 
the scope of this study, but my preliminary attempts to use RFs constructed as part of this 
study to predict pixel-level species distributions over the larger study area have yielded 
promising results that warrant at least a brief discussion.   
Figure 3.9 shows class probability estimates for the eight relatively pure forest 
classes explored in this study. At broad scales, these forest types show relatively distinct 
patterns and follow their expected distributions. Forested wetlands appear to form small 
patches, and have a low-level, but persistent presence across the landscape (Figure 3.9, 
maps (A) and (C)). Northern and central hardwoods, which form a more significant 
portion of the forest matrix in this region, generally show higher probabilities and more 
widespread distribution than wetland and conifer classes (Figure 3.9, maps (C) and (D)). 
Northern Hardwoods (e.g. beech, birch, maple, ash and aspen species) exhibit a clear 
east-west gradient, as would be expected given the underlying gradient in elevation, with 
higher elevations found toward the western boundary with New York (as shown in 
Figure 3.3).  Central Hardwoods (e.g oak-hickory communities) tend to show higher 
probability estimates in the southeastern portion of the study area, capturing both 
elevational and to some degree latitudinal patterns. White pine and Hemlock-White pine 
classes show similar distributions (Figure 3.9 maps (E) and (F)), as would be expected 
given their overlapping class definitions. These assemblages are also predicted to be the 
most common across the study area. Spruce-Fir and Pitch pine classes show a more 
limited distribution, with SF present in the higher elevations of the western portion of the 
study area, and Pp showing high probabilities in a highly localized area known to support 
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an exemplary dry Pp outwash community. These results suggest that despite limitations 
and potential errors in the reference dataset, spectral-temporal features derived from 
Landsat time series, coupled with ancillary datasets, can be used as RF classification 
inputs to produce reasonable predictions of both common and rare forest types. While 
products such as those shown in Figure 3.9 must be fully validated before being used for 
statistical inference or incorporated into modeling efforts, these preliminary results justify 
further investigation into using Landsat time series for species distribution mapping. 
Several prior studies have used the US Forest Service (USFS) Forest Inventory 
Analysis (FIA) data to map forest types over both regional and continental extents at 
MODIS resolutions (Ruefenacht et al. 2003; Wilson et al. 2012; Duveneck et al. 2015). A 
plot-based dataset like the FIA could be used to extend the analysis presented here and 
generate additional assessments of agreement between forest stand attributes like 
dominant forest type and predictions based on spectral-temporal feature sets.  Given the 
wide variety of variables measured on FIA plots, such assessments would help further 
constrain what level of thematic detail may be achieved using spectral-temporal feature 
sets, and examining spectral-temporal properties of age, structure and disturbance in 
addition to species composition could aid in building more meaningful forest 
classification models. A probability sample from plot-level FIA data could also be used 
to validate such large-scale forest type maps. Thus, incorporating FIA data is a natural 
next step toward producing a validated map of forest types across regional and eventually 
national extents. 
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Figure 3.9: Unvalidated forest type probability estimates for western Massachusetts study area. Maps were 
produced using all spectral-temporal features combined with both ancillary datasets. Continuous probability 
estimates have been binned into aggregate classes for visualization purposes. Darker green represent low 
probabilities while lighter tones represent higher probabilities of a given class, given the voting behavior of the 
RF classifier. 
 
However, an operational framework for forest type mapping using FIA or other 
large-scale reference datasets will require further investigation into the generalization of 
training data and feature sets over large areas. For example, consideration should be 
given to potential variability in reflectance and phenology of the same species or similar 
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assemblages over latitudinal gradients. There are also geographic restrictions on the 
distribution of forest types that must be considered. For example, a moving window 
approach could be applied in training and prediction stages of the classification to reduce 
confusion among forest types that may be spectrally similar but occupy distinct ranges. 
Thus, while the work presented here suggests the utility of spectral-temporal features for 
forest classification, more research into feature values across time, space and forest 
community types will be essential for operational large area forest type mapping using 
Landsat time series data. 
 
3.5  Conclusions 
Despite decades of work on the forest classification challenge, the notion that 
“using satellite imagery to classify forest types is still a subjective procedure and as much 
an art as a science” (Iverson 1989) still holds true. Prior to the opening of the Landsat 
archive, forest classification efforts utilized the temporal domain by selecting relatively 
cloud-free images from multiple dates that captured phenological differences in forest 
communities. Now, with access to all available Landsat imagery, coupled with advances 
in automated time series-based change detection methods, time series metrics that capture 
the interannual variability in both reflectance and timing of phenological events can be 
derived at the pixel level. As far as I know, this study represent the first attempt to 
quantitatively assess the relative utility of single-date, multi-date and spectral-temporal 
Landsat features for forest type classification. This study also represents the first attempt 
to combine multiple time series metrics representing different dimensions of the spectral-
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temporal domain (i.e. harmonics, phenology) for predicting forest composition in the 
complex forested landscape of the Northeast. 
The results of this study indicate that spectral-temporal features produce the 
highest levels of agreement with the forest community reference dataset across all metrics 
used, while also overcoming key limitations of single-date imagery or combinations of 
single date images. Spectral-temporal features based on time series data provide stable, 
wall-to-wall feature coverage; have greater dimensionality; and can (and should) be 
combined with change detection approaches so that features can be extracted for 
relatively stable time segments. At the polygon scale, which is considered the most 
appropriate for assessment given the geometry of the reference dataset, overall agreement 
of greater than 80% was achieved for an 8-class hard classification of forest types that 
included ancillary datasets, and improved levels of agreement may be obtained with plot-
level reference data. My results also show that spectral-temporal features capture 
meaningful variability in the distribution of both rare and common forest types, and that 
features capturing both spectral and temporal variability in forest reflectance are 
important for classifying forest types. 
The implications of this work are two-fold.  First, from a theoretical and 
methodological perspective, this study shows that stable features derived from Landsat 
time series produce superior discrimination of relatively pure forest communities relative 
to both single-date imagery and two-date combinations of the best available 
imagery.  The approach presented can and should be generalizable to a broader range of 
land cover classes and, because spectral-temporal features rely on all high-quality 
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observations not single acquisitions, the approach can also be extended over larger areas. 
Given recent interest in time series-based metrics for classification (Gómez et al., 2016), 
this study provides empirical evidence for the utility of such metrics and lays the 
groundwork for further exploration of the spectral-temporal domain in the context of land 
cover characterization. 
Second, this study has both practical and research applications.  Several other 
maps of forest cover in New England have been recently produced using remotely sensed 
data (Wilson et al., 2012; Zhu & Woodcock, 2014; Duveneck et al. 2015), yet none at the 
level of spatial and thematic resolution attempted in this study. At regional scales, 
improved maps of forest types could aid in habitat mapping and species-habitat modeling 
(e.g. Simons-Legaard et al. 2016), carbon and biomass estimation (e.g. Goulden et al. 
1996; Hadley & Schedlbauer 2002, land change simulation modeling (e.g. Schneider & 
Pontius 2001; Thompson et al. 2011), and assessment of climate impacts on forest 
distribution and composition (e.g. Iverson & Prasad 2001; Archetti et al. 2013). 
Furthermore, combining the approach presented in this study with the new breed of 
Landsat Analysis Ready Data (ARD) and a large-scale reference dataset like the FIA, 
would make it possible to extend Landsat-resolution forest type mapping to national 
scales in a manner that would support numerous other forest monitoring efforts. 
Access to the complete Landsat record has fundamentally changed the way we 
quantify landscape dynamics, creating new opportunities to examine both inter- and intra-
annual dynamics (Chapter 2). Spectral-temporal features and other time series metrics 
(Gómez et al., 2016) provide a new means for differentiating among forest communities, 
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and will likely play a more prominent role in land cover mapping applications developed 
in Free Data Era. More than forty years after the launch of the first Landsat satellite, the 
opening of the Landsat archive has brought us closer to producing large-scale forest maps 
with species-level detail than ever before, and with continued efforts to quantify spectral-
temporal patterns and integration with field data as well as other remotely sensed data 
sources, national-scale forest type mapping at Landsat resolutions may finally be in 
reach. 
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CHAPTER 4: A conceptual and methodological approach to characterizing 
beaver-related wetland disturbance using Landsat time series 
 
4.1  Introduction 
North American beaver (Castor canadensis) populations, once decimated by 
overhunting, are returning to the landscapes of the conterminous United States and 
reclaiming their role as continental-scale agents of change. Prior to European 
colonization, North American beaver inhabited a geographic range spanning from the 
deserts of northern Mexico to the arctic tundra, with an estimated population of 60 to 400 
million individuals (Naiman et al. 1988; Butler & Malanson 2005). However, by the late 
1700s, exploitation by the fur trade had eliminated beaver from the Northeastern US 
(Foster et al. 2002). While Lewis and Clark observed beaver at many campsites during 
their 1804-1806 expedition from Missouri to the Pacific Coast (Laliberte and Ripple 
2003), by 1900, westward expansion of the trapping industries left beavers locally extinct 
from the southern portion of their once expansive North American range. Today, with 
few remaining natural predators, limitations on trapping, and an abundance of available 
habitat, the rapidly growing beaver population is recolonizing the full extent of their 
former territories (Naiman et al. 1988), with a host of implications for landscape 
processes at local, regional and continental scales. 
Like humans, beavers are classic ecosystem engineers, having a 
disproportionately large impact on their environments and habitats beyond basic needs 
for food and shelter (see Naiman et al. 1988; Collen & Gibson 2001; and Rosell et al. 
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2005 for reviews). Beaver dams alter the physical and chemical properties of streams, 
changing currents, temperature, and rates of sedimentation (Butler & Malanson 2005; 
Burchsted & Daniels 2014), and this rapid alteration of the abiotic environment often has 
dramatic impact on the successional stages of riparian and aquatic vegetation (Ray et al. 
2001). Furthermore, beaver foraging alters forest dynamics by preferentially removing 
biomass and creating canopy gaps (Jenkins 1980; Svedsen 1980; Nummi & Kuuluvainen 
2013). Through these modifications, beavers impact many other species, including 
aquatic and terrestrial invertebrates, fish (particularly anadromous species like salmon 
and herring), amphibians, reptiles, birds, other semi-aquatic mammals, as well as some 
terrestrial mammal species (McDowell & Naiman 1986; Newman & Griffin 1994; 
Schlosser & Kallemeyn; Rosell et al. 2005; Mitchell and Cunjak 2007; Stevens et al. 
2007). In modern urbanized landscapes, beaver engineering may also compete with 
human engineering, leading to flooded basements, ruined septic systems, inundated 
roads, and flooded cropland (Deblinger et al. 2004; Jonker et al. 2006). Given the many 
potential impacts of beavers and their dams on biological and environmental diversity as 
well as human infrastructure, understanding the spatial and temporal patterns in the 
distribution of beaver activity is of interest from both scientific and management 
perspectives. 
Despite the growing extent and density of the North American beaver population, 
studies of beaver activity have remained highly localized. Previous efforts to quantify 
beaver activity at landscape scales have typically relied on expert interpretation of a 
series of high-resolution aerial photos to identify beaver-related wetland changes 
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(Howard & Larson 1985; Johnston & Naiman 1990; Pastor et al. 1991; Snodgrass 1997; 
Cunningham et al. 2006; Morrison et al. 2014; Johnston 2015).  Aerial photos are 
generally preferred over satellite imagery for detailed mapping of wetland conditions 
(Ozemi & Bauer 2002), and inundated patches created by beaver dams are both large 
enough and have sufficient contrast to make them readily observable by human 
interpreters (Johnston & Naiman 1990). While aerial photos provide a high level of 
spatial detail at a single point in time, infrequent acquisitions ultimately limit the utility 
of these images for capturing the complex dynamics of wetland ecosystems, especially 
those impacted by beavers. Furthermore, beaver impacts may be difficult to detect in 
wetland types like bogs that are not as readily affected by changes in water level 
(Morrison et al. 2014), and manual interpretation is always difficult to scale over large 
areas. 
Multi-temporal imagery from Landsat family of satellites is widely used to study 
a variety of other land cover change processes common to North American landscapes, 
including fire, wind, harvest, and insect damage (Cohen & Goward 2004; Wulder et al. 
2012). Though flooding is often recognized as a driver of vegetation change (Nielsen et 
al. 2008; Cohen et al. 2016), and previous large-scale Landsat-based studies of land cover 
change have quantified conversions from forest to open water (Drummond and Loveland 
2010) and among wetland types (Kayastha et al. 2012; Fickas et al. 2015), there have 
been relatively few studies using Landsat data to specifically map and monitor beaver 
activity, with a few notable exceptions. Early work by Finn and Howard (1981) appears 
to be among the first to establish that beaver ponds could be identified in Landsat 
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imagery, and Townsend, Walsh & Butler (1995) and Townsend & Butler (1996) later 
used multi-date classification combined with GIS rules to map changes in beaver pond 
area in the lower Roanoke River floodplain, finding an impressive 10-fold increase in 
beaver pond area over a 10-year period. However, these studies were both limited in the 
areal extents they considered, and relied on traditional before-after image comparison 
approaches.  
Given the widespread, potentially continental-scale impacts of beavers, there is a 
critical need to acknowledge beavers as an agent of change similar to other widely 
studied patch-altering disturbances and to investigate how time series of remotely sensed 
observations, as opposed to individual images, can be used to automate detection of 
spatial and temporal patterns of beaver activity over large areas. With free and open 
access to Landsat imagery now provided by the USGS (Woodcock et al. 2008), there has 
been growing interest in Landsat time series analysis of ecological properties and 
processes (Kennedy et al. 2014; Gomez et al. 2016). A recent study by Czerwinski et al. 
(2014) found that the effects of beaver flooding could be detected via trend analysis of 
Landsat time series, but this study considered multiple agents of change and focused 
primarily on the location, direction (positive or negative), and magnitude of spectral 
change. Furthermore, only a limited subset of annual images acquired during the growing 
season were used for analysis. 
In this study, time series of all high quality Landsat observations are used to 
investigate the spectral-temporal signature of beaver activity and evaluate whether 
	  	  
92 
Landsat time series data can be used to map beaver activity at an annual time step over 
large areas. My specific objectives are to: 
(1) Provide a conceptual framework for understanding the abiotic and biotic 
changes associated with beaver activity 
(2) Use time series of all available Landsat observations to characterize the 
spectral-temporal trajectories of beaver-related flooding events 
(3) Develop a simple algorithm for detecting flood events and determine whether 
such an algorithm can detect the location, timing, and persistence of flooding 
events 
 
4.2  Conceptualizing beavers as agents of change 
Beavers primarily alter landscapes by damming flowing water (Naiman et al. 
1988), as illustrated in Figure 4.1. By inhibiting stream flow, beavers dramatically 
change the abiotic environment, raising water levels and creating persistent flooded 
conditions that change flow rates, sedimentation rates, water chemistry, and temperature 
(Butler & Malanson 2005; Burchsted & Daniels 2014). Through these changes in the 
abiotic environment, beavers impact local vegetation communities and other biota. For 
example, woody plants are rapidly stressed by flooding, and while flood-tolerant red 
maple (Acer rubrum) and willow species may persist, beaver impoundments typically kill 
woody vegetation in one or two growing seasons. The loss of woody vegetation increases 
the surface area of unshaded water, creating conditions that favor other types of aquatic 
vegetation (Rosell et al. 2005). The creation of new wetland patches, deeper ponds, and 
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increased areas of forest-wetland interface generally have positive effects on landscape-
scale biodiversity by increasing the types of available habitat (Rosell et al. 2005). Beaver-
related changes to local biotic and abiotic environments also positively and negatively 
affect the beavers themselves, resulting in cycles of site occupation and abandonment that 
can span centuries (Johnston 2015). 
 
Figure 4.1: Basic feedbacks associated with beaver activity, adapted from Gutiérrez and Jones, 2008.  
 
While the general flooding mechanism associated with beaver activity is fairly 
straightforward, the resulting changes in ecosystem state over time are less predictable. 
Depending on the characteristics of the stream, stream channel, and existing vegetation 
community near the dam site, a number of different post-flood vegetation dynamics and 
associated transitional states (i.e. land cover “classes”) may manifest. For example, in 
boreal forests, a typical cycle of beaver activity may include various successional stages 
from new pond to older pond to wet meadow; however, differences in hydrology, 
sedimentation, and hydrology across individual wetlands may lead to emergent wetland, 
bog, and forested wetland states, and transitions between all of these different states are 
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highly nonlinear. Furthermore, unlike upland disturbance events, which tend to be 
characterized by an abrupt removal of biomass followed by fairly rapid recovery of 
vegetation communities, flood events can be significantly more variable in their duration. 
In some cases, flood impacts may be brief, spanning only a few years. In other cases, a 
flood may create persistently inundated conditions. Given the variability of potential 
impacts and the difficultly of regularly assessing such dynamic changes in condition over 
large areas using field-based studies, routinely acquired satellite remote sensing imagery 
provides a means of monitoring transitional changes associated with beaver activity. 
To assess beaver activity using Landsat imagery, changes in vegetation cover and 
condition must be related to the spectral properties Landsat is designed to observe. 
Previous studies have conceptualized spectral response functions both generally for a 
variety of basic ecosystem dynamics (Kennedy et al. 2014) and specifically for insect-
related forest disturbances (Meigs et al. 2011). In this study, I use examples of Landsat 
time series to characterize the spectral-temporal responses associated with beaver activity 
and develop a simple algorithm to detect this response across larger areas. 
 
4.3  Study Area 
Though beavers are becoming increasingly common throughout the conterminous 
United States, this study focuses on landscapes in Massachusetts, where history of beaver 
absence and re-introduction has been relatively well documented, but landscape-scale 
impacts remain poorly understood. After nearly 200 years of extirpation, beavers returned 
to the western portion of Massachusetts in the first half of the 20th century in part due to 
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an active restoration campaign (Foster 2002; Jackson & Decker 2004). By 1998, the 
Massachusetts beaver population soared to over 52,000 individuals (Deblinger et al. 
2004), and with a breeding pair potentially able to produce around 600 descendants 
within a decade (Deblinger et al. 2004; Jackson & Decker 2004), beaver impacts are only 
expected to increase over time. Beginning in 1989, the Massachusetts Division of 
Fisheries and Wildlife (MassWildlife) tracked beaver complaints by town (Deblinger et 
al. 2004), but statewide beaver surveys were unable to keep pace with the growing 
population and were discontinued around 2006 (MassWildlife, personal communication). 
With town Board of Health agencies now most directly responsible for handling beaver-
related complaints, it has become increasingly difficult to gauge the impact of beavers on 
the broader Massachusetts landscape, and little spatial data is available beyond the 
property or town level.  
 
4.4  Data & Methods 
4.4.1  Landsat time series 
 To investigate spectral-temporal responses to flooding events caused by beaver 
activity in Massachusetts, I utilized stacks of all available Landsat TM and ETM+ 
imagery with < 80% cloud cover. Image stacks for the five World Reference System-2 
(WRS2) Path/Rows covering the Massachusetts mainland and islands (11/31, 12/30, 
12/31, 13/30 and 13/31) were assembled for Chapters 2 and 3 of this dissertation. The 
Landsat Climate Data Record (CDR) products used to assemble these image stacks have 
been orthorectified, radiometrically calibrated, and atmospherically corrected using 
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LEDAPS, and thermal band data have been converted into top of atmosphere brightness 
temperature (Masek et al. 2006; Loveland & Dwyer 2012; Markham & Helder 2012; U.S. 
Geologic Survey 2015). Analysis was restricted to observations acquired from January 
1984 through December 2014 to ensure that full years of data were used in the 
calculation of annual statistical metrics, resulting in a 30-year time series for each pixel. 
To facilitate the interpretation of reflectance data, Landsat’s six optical bands 
were transformed into three Tasseled Cap (TC) components—Brightness (TCB), 
Greenness (TCG) and Wetness (TCW) —using the coefficients presented by Crist 
(1985). TC components have been used in prior time series work on wetland change 
(Kayastha et al. 2012; Fickas et al. 2015), and match well with the spectral changes 
expected to be associated with flooding events. 
4.4.2  Landsat pre-processing: Cloud, shadow and snow masking 
Though Fmask cloud masks are now a standard Landsat product (Zhu and 
Woodcock 2012; Zhu et al. 2015), I found that a large number of winter observations in 
open water and partially inundated areas were being masked as cloud, shadow, and snow. 
Previous time series analysis of wetlands has suggested that winter imagery may be of 
great value in wetland change detection (Kayastha et al. 2012), therefore I aimed to 
preserve as many wintertime (leaf-off) observations as possible. TCG appeared to be less 
affected by winter conditions than TCB and TCW, with winter values within the normal 
range of seasonal variability even with ice present. This is consistent with results reported 
in Chapter 2, where the temporal variability TCG remained relatively flat for a target that 
shifted from not-green sand to not-green water. Therefore, I developed a multi-stage 
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cloud-screening approach that was conservative in masking time series of TCB and 
TCW, while more lenient in masking winter observations of TCG.  
Individual image dates are first masked using the Fmask algorithm, removing any 
pixels flagged as clouds, shadows, and snow. Using the remaining observations, the long-
term mean and long-term standard deviation for the green and SWIR bands are computed 
using all observations in the time series. Assuming that clouds will be exceedingly bright 
in the visible bands, and shadows will be very dark in the SWIR, observations that are 
greater than three standard deviation above the mean of the green band and less than 
three standard deviations below the mean of the first SWIR band are identified, and these 
observations are masked. This approach is similar to previously proposed multi-temporal 
masking approaches (Zhu et al. 2014). However, rather than fit a smoothing function and 
apply a threshold to detect outliers, which can be complicated due to uneven spacing of 
observations and large range of variability in changing pixels, basic statistics are used to 
detect potential cloud and shadow outliers. At the end of the preprocessing stage, two 
masks are available: (1) the Fmask result and (2) the new multi-temporal mask. Both 
masks are applied to generate the final set of TCB and TCW observations, while only the 
multi-temporal masking is applied to TCG observations, often preserving upwards of 100 
viable winter observations for each pixel that would have been masked by Fmask, a 
significant gain considering there are typically around 600 images total for each scene 
used in this study.  
	  	  
98 
4.4.3  Beaver activity data 
Two sources of information on beaver activity were used as reference data: (1) 
sites used as part of a previous land cover change validation effort (Lautzenheiser et al. 
2014), and (2) ecological management records provided by the Massachusetts Audubon 
Society (Mass Audubon) (Figure 4.2).  
In a prior study, sites were selected as part of a random stratified sample of land 
cover change. Given the focus of the validation effort on abrupt change, three interpreters 
initially provided a date of change, before and after cover types, and a description for 
each sample based on time series data and high resolution Google Earth imagery. These 
initial interpretations were then reviewed, and a fourth interpreter provided an arbitrated 
date of change and cover information. From the 1750 pixels selected for the validation 
analysis, all examples explicitly mentioning beavers in at least one interpreter description 
(n=13) were used in this analysis (Table 4.1). Because these examples were randomly 
selected from a map of many types of land cover change, they provide a broad sample of 
the Massachusetts landscape (Figure 4.2).  However, because these sites were interpreted 
using Google Earth imagery and time series observations alone, site-specific knowledge 
is limited.  
To complement this set of sites exhibiting beaver-related change, patch-scale 
reference data was acquired from Mass Audubon ecological management plans. 
Management plans contain highly localized historical information on patch types, 
condition, and potential disturbances, and were used to construct an approximate timeline 
of beaver activity for individual wildlife sanctuaries. I obtained the full series of 
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management plans for two of Mass Audubon’s 56 sanctuaries, the Wachusett Meadow 
Wildlife Sanctuary (Wachusett) and the Broadmoor Wildlife Sanctuary (Broadmoor) 
(Figure 4.2), both affected by beavers during the period of the Landsat time series (1985-
2014). Wachusett management plans were completed in 1981, 1989 and 2013, while 
Broadmoor plans were completed in 1989, 2002, and 2011.  These management plans 
serve as the primary reference data for time series interpretation at the Broadmoor and 
Wachusett sites. When possible, information from plans was supplemented with first-
hand accounts from sanctuary staff to confirm details on the timing, location, and 
magnitude of beaver-related changes and surrounding landscape.   
4.4.4  Spectral-temporal analysis 
This study consisted of three stages of spectral-temporal analysis. First, time 
series for pixel-level samples were used to identify spectral-temporal patterns common 
across various examples of beaver-related change. Next, the observed spectral-temporal 
patterns were used to develop a simple automated algorithm designed to find beaver-
related disturbances at an annual time step. In the final stage, the proposed algorithm was 
tested across all reference datasets in three case studies: Broadmoor, Wachusett, and 
reference examples. Pixel-level time series and mapped results from Broadmoor and 
Wachusett were compared to reference information from management plans as well as 
results from the Continuous Change Detection and Classification (CCDC) algorithm (Zhu 
et al. 2014) to assess performance across a range of sites including examples both beaver 
and non-beaver related changes. To determine the potential for generalization over larger 
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areas, the algorithm was also tested on the full set of randomly selected reference 
examples, and results were compared to previous interpretations. 
 
 
Figure 4.2: Beaver activity reference sites. Wachusett Meadow Wildlife Sanctuary and Broadmoor Wildlife 
Sanctuary, and surrounding landscapes (top). Sanctuary boundaries are delineated by a white dotted line. Land 
cover/use information ca. 2005 from MassGIS. Distribution of all reference sites (bottom). 
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Table 4.1: Beaver reference examples from Losing Ground validation. 
Fig. 
ID 
REF 
DATE* 
Interpreter 1 
 (expert) 
Interpreter 2  
(newly trained) 
Interpreter 3  
(expert) 
A 1999-100 forest flooded to 
beaver pond 
some trees forest 
B 2009-300 shrub swamp shrubby beaver activity 
through TS; 
could be forest 
C 1998-001 forest flooded by 
beavers to wetland 
weland beaver activity; flooded ca 
1998, open wetland by ca 2006 
D 2005-139 forest flooded by 
beaver pond 
wetland beaver flooding ca 2000, by 
2010 shrub swamp 
E 2005-100 forest flooded by 
beavers 
scrubby swamp; decreasing live trees 
F 2005-350 dry forest to forested 
wetland, flooded by 
beavers, trees in 
decline 
large forest patch beaver flooding in wetland; 
trees declining 
G 2009-206 slowly expanding 
wetland, related to 
beaver damming 
not showing up on 
wetland data layer 
beaver flooding converted 
swamp to marsh 
H 1992-228 forest flooded by 
beaver pond 
surrounded by forest forested swamp turned to open 
beaver wetland 
I 2007-306 forest inundated by 
beaver flooding, to 
swamp, to very open 
wetland 
forested area forested swamp, with beaver 
flooding ca 2008; wetland? 
J 2005-236 forest flooded 
(probably by beaver 
dam) to forested 
wetland to open 
wetland 
looks like the 
freshwater wetland 
expanded 
forested wetland/deadwood 
swamp 
K 2006-350 shrub swamp freshwater wetland phases of beaver wetland; 
woody to open to woody 
L 1999-050 forest to flooded 
beaver meadow 
freshwater wetland beaver wetland 
M 2010-050 marsh freshwater wetland beaver wetland 
 * Arbitrated change date    
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4.4.4.1  Characterizing the spectral-temporal response of beaver activity 
In comparing the TCB, TCG and TCW trajectories of locations impacted by 
beavers (Figure 4.3), a decrease in both TCB and TCG was observed in all examples. 
This relationship can be explained via the previously described conceptual model, which 
relates changes in water level to changes in vegetation communities. In the spectral 
domain, the increase in water level and vegetation stress resulting from a flood event 
leads to an overall decrease in the reflectance, as captured by the decrease in TCB. This 
decrease in TCB is accompanied by a decrease in the seasonal variability of TCG. 
Because variability in TCG is indicative of seasonal changes in vegetation conditions, a 
decrease in the range of TCG suggests a shift toward a less vegetated, more open water 
conditions. While Czerwinski et al. (2014) found significant negative TCW change in a 
20-year trend analysis of sites suffering from declines in forest condition, the observed 
TCW trajectories exhibited a wider range of spectral-temporal patterns that were more 
challenging to characterize than those observed in TCB and TCG. Many examples do 
show a negative trend in TCW, however some, e.g. (B), (E), (G), and (L), show more 
positive trends. Considering TCW has been previously re-conceptualized as a measure of 
structure as opposed to moisture (Cohen and Spies 1992), the variability in trajectories 
across flooding examples is likely related to unique and heterogeneous structure of the 
individual wetland patch. Therefore, while the observed differences in TCW trajectories 
are of interest, TCB and TCG were used to develop a general flood detection algorithm 
due to their more systematic spectral-temporal response.  
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Based on the TCB and TCG signals, it is clear that the timing, magnitude and 
duration of flooding events, as well as patterns of vegetation recovery (at least as 
suggested by seasonal variability in reflectance) vary significantly from location to 
location (Figure 4.3). For example, sites (A), (I) and (F) appear to experience short 
duration floods with fairly rapid post-flood vegetation recovery, while sites (C) and (L) 
experience longer duration flood events, and sites (B) and (E) shows a lasting shift to 
open water conditions that persists at least through the end of the time series. Thus, any 
algorithm targeting the detection of beaver activity must consider this range of complex-
spectral temporal trajectories. Furthermore, comparison of spectral-temporal signals 
across all three TC components with interpreted change dates also reveals the challenge 
of assessing the precise timing of changes in wetland condition. While a single change 
date may be appropriate for characterizing before-after transitions, interpreting flooding 
and wetland recovery signals requires a more complex view of change.  
4.4.4.2  Flood detection algorithm 
Using the observed relationship between TCB and TCG, a simple algorithm was 
developed for identifying beaver-related flooding events using Landsat time series data. 
Given the inherent variability in wetland systems, the algorithm was designed to detect 
change at an annual time step. This allows for detection of a flood event in a given year, 
with events across multiple years indicative of more prolonged flooding. While other 
approaches using annual time series of best available images or best available pixel 
composites have been developed (e.g. Kennedy et al 2010, Kayastha et al. 2012; 
Hermosilla et al. 2016), I take a different approach, using all available observations to  
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Figure 4.3: Examples of TCB, TCG, and TCW time series identified as beaver-related change (A-M). 
Observations grouped by month to approximate the Northern Hemisphere seasons.  Dotted lines correspond to 
interpreted date of before-after change. 
 
compute a set of annual statistics. Specifically, mean TCB, maximum TCG, and 
minimum TCG were computed for each year in the time series using all clear 
observations for that year. 
From these annual time series of TCB and TCG metrics, three new time series 
were computed for each pixel. The annual time series of mean TCB was used to compute 
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the annual change in mean TCB. This new series captures year-to-year differences in the 
average reflectance, with large differences expected to correspond to abrupt flooding 
events. Because flooding may also unfold over several years, the cumulative sum of the 
annual difference time series was also computed. This series, which is the running sum of 
year-to-year differences in mean TCB, should center around zero when changes are 
negligible, but becomes increasingly negative if there is a persistent decrease in TCB. 
Thus, the cumulative sum aids in the detection of decreases in mean TCB that occur over 
multiple years. In addition to the annual and cumulative difference in mean TCB, 
minimum and maximum TCG values are used to compute the range of TCG for each 
year. This range is assumed to be an indicator of vegetation condition, with larger ranges 
corresponding to increased presence of vegetation. 
Simple conditional evaluations were used to determine whether or not a flood 
event had occurred (or remains in progress) in a given year. The first set of conditions 
looks for abrupt change, as indicated by a large, negative year-to-year change in the mean 
of TCB, combined with a decrease in the seasonal range of TCG. The second set of 
conditions looks for long-term (cumulative) changes, as indicated by a large negative 
decrease in the cumulative annual difference in mean TCB combined with a decrease in 
the seasonal range of TCG. Ultimately, a flood event is flagged when the annual OR 
cumulative annual difference in mean TCB from the previous year is greater than a 
threshold (TCBdiff or TCBcusum) AND the annual range of TCG in the current year is less 
than some percentage of the starting range of TCG (TCGstress). In the most general sense, 
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this algorithm is used to test the hypothesis that there is a detectable, directional 
relationship between TCB and TCG associated with beaver-related flooding events.  
The three thresholds needed to run the algorithm were initially parameterized 
using examples from the Broadmoor and Wachusett study areas, and the final values used 
in the remainder of this study are shown Table 4.2. These parameters are designed to be 
intuitive in their relationship to physical properties. For example, given the parameter 
values in Table 4.2, the year 1990 would be considered a flood year if there was a 5% 
decrease in mean TCB from 1989 to 1990, and the range of TCG in 1990 was less than 
30% of the starting range of TCG (in this case, the value in 1985). Thus, the resulting 
algorithm specifically targets flood events based on expected patterns of spectral-
temporal behavior, characterizes year-to-year variability in wetland state (flooded/non 
flooded), and uses simple parameters that are highly tunable. 
 
Table 4.2: General descriptions of key algorithm parameters and specific values used in this study 
Threshold Description Value  
TCBdiff Threshold on the year-to-year change in mean TCB, 
captures abrupt flooding 
-0.05 
TCBcusum Threshold on the cumulative sum of the year-to-year 
change in mean TCB, captures more gradual multi-year 
flooding 
-0.05 
TCGstress Threshold on the range of TCG calculated as percent of 
range in year 1 to provide flexibility, captures vegetation 
stress 
TCG t=1 * (1 - 0.3) 
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4.4.4.3  Comparison to CCDC algorithm 
Given potential biases and uncertainties in using human-interpreted and narrative 
data sources for characterizing complex wetland dynamics, the results of a second change 
detection algorithm were also considered for comparison. The CCDC algorithm is a 
general-purpose change detection method that uses time series data of all available 
Landsat data. It relies on fits to time segments using a harmonic regression approach. The 
algorithm is designed to detect many different kinds of land cover change, and is 
particularly well suited for detection of abrupt, high-magnitude changes in reflectance 
(Zhu et al. 2014). The CCDC approach requires a greater number of parameter decisions 
than the simple approach proposed here, and can be parameterized to be more or less 
sensitive to change. As a baseline for comparison in this study, a Python implementation 
of the CCDC algorithm (Holden et al. 2016) was run for the Broadmoor and Wachusett 
landscapes using a fairly intermediate parameterization, using 12-month and 6-month 
harmonics, a LASSO fit, a minimum of 23 observations per segment, with change 
detection performed using the red, NIR and SWIR 1, and change flagged based on 5 
consecutive deviations at a threshold of 3.5. The results of this CCDC run were compared 
to results generated by the algorithm proposed in this study to qualitatively assess areas 
of agreement and disagreement among map-based results as well as general differences in 
these approaches to change detection. 
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4.5  Results 
The proposed algorithm was run for the thirteen reference pixels and for both 
sanctuary sites, and three types of results were produced. First, results for example pixels 
illustrate how the spectral-temporal thresholds work for known beaver locations.  Second, 
annual maps of flood events reveal both the timing and distribution of flood events within 
each year of the time series. Finally, map-based comparisons of the results from the 
proposed algorithm with results of the CCDC algorithm were used to qualitatively assess 
differences in these approaches.   
4.5.1  Broadmoor  
The Broadmoor wetlands are an interesting case study, as two beaver dams on the 
same tributary of the Charles River have had two very different effects on upstream 
vegetation communities. The first signs of beaver activity appeared at Broadmoor in 
November of 1989. By the spring of 1990, a dam had been established on Indian Brook 
(Figure 4.2, BM Dam 1), flooding 50 hectares of mixed red maple (Acer rubrum) and 
white pine (Pinus strobus) forested swamp. By the summer of 1990, the pines, maples 
and other shrub swamp species were beginning to show signs of stress from constant 
flooding, and in the 2001 report update, the entire wetland was described as being 
completed converted to an open water marsh system dotted with standing dead snags. A 
second dam was later established at the site of a centuries-old man-made dam further 
north on Indian Brook sometime in the mid-2000s (Figure 4.2, BM Dam 2). Though fed 
by the same tributary, the wetlands upstream of Dam 2 are distinct from those upstream 
of Dam 1 due to a long history of flow restriction at the Dam 2 site. The beaver history at 
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this site is less complete, though changes in vegetation communities due to flooding were 
first noted in the mid-2000s.  
Mapped results for Broadmoor capture flooding events associated with both the 
1989 and mid-2000s beaver dams (Figure 4.4). Prior to 1990, the algorithm detects only 
a few flooded pixels, and their upland locations suggest these are the result of noise rather 
than actual change events. In 1990, a large area of change is detected, including large 
portions of the wetlands upstream of both dam sites. However, many of the flood event 
pixels are again located in upland areas, and closer inspection of the time series 
observations and source imagery revealed these changes were result of missed cirrus 
clouds impacted mean TCB values for this year. A similar issue is observed in 1994. 
Despite this occasional noisiness in the data, the algorithm is able to capture annual 
variability in the location and extent of flooding. The flooding event upstream of Dam 1 
persists from 1990 through 1994, with other potential events in 1998, 2005 and 2013. The 
initial flooding from Dam 1 appears to have some impact upstream of the Dam 2 site, 
though noise in the 1990 result complicates interpretation. The effects of Dam 2 first 
appear in 2003, with a flood event persisting through the end of the time series.  
Closer inspection of results for individual pixels, particularly in relation to CCDC 
output, indicated both strengths and weaknesses of the proposed approach. Plots were 
generated for eight example pixels as indicated in Figure 4.5 (Figure 4.6). Examples (A) 
and (D) are flagged as change by both algorithms, however, examples (B) and (C) are 
only indicated as change in the flood detection algorithm. The plots provide insight into 
these results. While (A) and (D) are examples of the abrupt, prolonged changes the 
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CCDC is designed to detect, the change events in (B) and (C) are more subtle, with a 
lower level of impact over a relatively short duration (1-3 years).  These types of changes 
are difficult to capture using an algorithm like CCDC that relies on model fits and error 
characterization, particularly in noisy wetland systems. The flood detection algorithm, 
which is based on data-derived statistical metrics as opposed to fitted models, provides 
change information at a finer time scale and can be easily and intuitively tuned to be 
sensitive to more subtle change events by adjusting the TCG range threshold.  
 
	  	  
112 
 
Figure 4.4: Mapped results for Broadmoor. Blue areas correspond to flood events detected in a given year. 
Known beaver dams are indicated by yellow circles and numbered in order of establishment (1 – ca. 1989, 2 – 
ca. 2000s). Landsat base image acquired 11-October 2008.  
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Figure 4.5: Location of pixel examples and CCDC results for Broadmoor (left) and Broadmoor landscape 
(right). Flood results show all changes from 1985-2013, with the exception of 1990, which was excluded due to 
data quality issues. CCDC results show all changes 1985-2013. Landsat base image acquired 11-October 2008. 
 
However, the sensitivity afforded by annual metrics can also lead to error of 
commission. Examples (E) and (F) were selected because they were indicated to have 
changed in 1990. While the spectral information in the time series suggest that a change 
occurred, these false changes are the result of cirrus cloud contamination. Even with two 
mask stages, cirrus clouds can be challenging to identify, and two missed cirrus-
contaminated observations cause an artificial increase in TCB and TCG, followed by a 
decrease that is flagged as change. Therefore, while annual statistical metrics provide 
greater sensitivity to more subtle changes, because they are based on fewer observations 
than long-term time series model fits, these metrics are more prone to false positives due 
to data quality issues. 
A final set of examples was selected to illustrate how the flood detection 
algorithm performs on time series where other non-targeted types of vegetation change 
have occurred. Example (G) corresponds to an agricultural field, where vegetation cover 
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changes regularly but land use does not. While the CCDC detects a change for the field 
site, the flooding algorithm does not. Similarly, for example (H), which corresponds to an 
early successional forest at Broadmoor that was cleared to expand adjacent grassland 
habitat, only the CCDC indicates a change, suggesting the separability of upland and 
lowland changes in previously forested areas. These examples confirm that the flood 
detection algorithm is tuned specifically to find likely flood events, while overlooking 
changes not related to flooding impacts. 
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Figure 4.6: Plots for select Broadmoor pixels. Annual summary metrics are plotted for January 1 of each year. 
In sequential time series plots, flood events found by the algorithm are denoted by red lines corresponding to 
January 1 of the year of the event, and the timing of CCDC change events are shown as black lines. Scatterplots 
illustrate the relationship between observations and threshold parameters, with threshold values indicated by 
dotted lines. Years where the annual metrics fall within the blue shaded areas are identified as floods. 
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4.5.2  Wachusett  
Despite a shared driver of change and similar starting conditions, the Wachusett 
Meadow wetland complex is quite different from the wetland systems found at 
Broadmoor. At Broadmoor, a long history of human dams created several distinct yet 
interconnected wetland patches, whereas at Wachusett, the main wetland complex 
occupies a single large basin within a largely forested landscape. Records from circa 
1830 indicated that this basin was open meadow (Hall et al. 2002), but by 1989, most of 
the area had succeeded to a red maple swamp. In 1993, a single beaver dam on a culvert 
toward the southern end of the wetland raised the water level in the swamp, gradually 
killing the trees, and creating largely open water conditions that persisted for an extended 
period of time.  
The Wachusett flood maps (Figure 4.7) were generally less noisy than the 
Broadmoor results likely due to both fewer problematic images in the time series as well 
as the simpler wetland structure and less developed landscape. A flood event in the 
Wachusett wetland was first detected in 1995, two years after the first reports of beaver 
activity. This suggests a lagged response to the initial flooding event that corresponds to 
the time required for more flood-tolerate species to succumb to persistently inundated 
conditions. The initial flood event persists through 2000, with flooded area gradually 
shrinking in 2001 and 2002. This corresponds with management records and accounts 
that marsh vegetation gradually established in the wetland after a period of largely open 
water conditions. Additional areas of change in 2009 and 2013 likely correspond to 
changes associated with a breach event. Management reports indicate that the beaver dam 
	  	  
118 
was breached in 2008. This breach had a more limited impact on the established marsh 
community, but did drop water levels over an extended period. Renewed beaver activity 
in 2012 restored flooded conditions, and is likely responsible for more recent flood 
events.  Interesting, several pixels along the stream channel close to the location of the 
beaver dam are detected as flood events through 2008, suggesting that the area close to 
the dam remained flooded before the breach event.  
Plots were generated for four example pixels as indicated in Figure 4.8 (Figure 
4.9). Examples (A) and (B) capture changes in the main Wachusett wetland. Example (A) 
corresponds to a pixel close to the dam and exhibits a greater number of flooding events 
and less vegetation recovery than Example (B), which corresponds to a pixel further into 
the wetland. These examples highlight the spatial and temporal detail afforded by the 
proposed flood detection algorithm. Example (A) also illustrates potential variability in 
year-to-year results at the pixel scale. Though the mapped results suggest a persistent 
flood event from 1996 until 2000, flood events are not detected in 1999 and 2001 for this 
example due to a slightly larger range of TCG in these years. These omitted changes 
could be addressed either through additional parameterization of the TGC range 
parameter, or through post-processing steps that identify missed events based on the 
existence of flooded conditions in both the previous and following years. 
Wachusett examples (C) and (D) provide examples of algorithm performance 
outside of wetland areas. Unlike the example of agriculture near Broadmoor, example (C) 
from a field near Wachusett does include false flood events. While the proposed 
algorithm was designed primarily to identify changes from forested wetlands to more   
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Figure 4.7: Mapped results for Wachusett. Blue areas correspond to flood events detected in a given year. 
Approximate location of the beaver dam (established ca. 1993) is indicated by a yellow circle. Landsat base 
image acquired 8-October 2010. 
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Figure 4.8: Location of pixel examples and CCDC results for Wachusett (left) and the Wachusett landscape 
(right). Flood results and CCDC results show all changes from 1985-2013. Landsat base image acquired 8-
October 2010. 
 
open water conditions, this error of commission indicates that future development should 
focus on further characterizing the spectral-temporal signature of flooding events. For 
example, while a change in mean annual TCB contributes to the detection of this false 
event, the overall year-to-year values of mean TCB remain relatively high compared to 
open water conditions observed in conjunction true flooding events. Therefore, additional 
constraints could be used to eliminate false changes like those observed in example (C). 
In considering performance for other types of forest change in the Wachusett area, the 
proposed algorithm did not detect any flood events for example (D), which corresponds 
to an upland forested site that was cleared. The CCDC, however, did detect this more 
general change. Considering this example and example (H) from Broadmoor suggests 
that the flood detection algorithm successfully discriminates among forest changes 
related to upland clearing versus lowland flooding. 
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Figure 4.9: Plots for select Wachusett pixels. Annual summary metrics are plotted for January 1 of each year. In 
sequential time series plots, flood events found by the algorithm are denoted by red lines corresponding to 
January 1 of the year of the event, and the timing of CCDC change events are shown as black lines. Scatterplots 
illustrate the relationship between observations and threshold parameters, with threshold values indicated by 
dotted lines. Years where the annual metrics fall within the blue shaded areas are identified as floods. 
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4.5.3  Reference examples 
As a final indicator of performance, the parameterized algorithm was tested on the 
thirteen examples described in Table 4.1 and shown in Figure 4.2, which were not used 
in algorithm development and parameter setting stages. The plots for these thirteen 
examples are shown in Figure 4.10. Comparing specific dates of change across these 
examples is complex, as interpreters were tasked with identifying a single point of 
change, while the design of the flood detection algorithm enables detection of flooding at 
an annual time step. However, in comparing the presence and absence of flooding events, 
I found that flood events were detected by the proposed algorithm in 77% of the 
examples (10/13). Changes were not detected in examples (F), (H), (I), suggesting a 23% 
omission rate. However, closer examination of the time series data for these examples 
reveals the three missed changes are among the more subtle change signals. Thus, the 
algorithm, like many others, struggles with low-magnitude changes. 
In considering the three interpreter responses, the expert aerial photo interpreters 
identified change in only 62% (8/13) and 31% (4/13) of the examples, while the more 
recently trained interpreter found change in only 8% (1/13). Therefore, the 77% detection 
rate achieved by the proposed algorithm exceeds that achieved by the three human 
interpreters. Despite the limited sample size, these results suggest that the algorithm is 
relatively robust across different types of flooding events and performs at least as well as 
human interpreters in identifying larger-magnitude beaver-related wetland changes. 
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Figure 4.10: Plots for validation examples shown in Figure 4.3. Annual summary metrics are plotted for 
January 1 of each year. In sequential time series plots, flood events found by the algorithm are denoted by red 
lines corresponding to January 1 of the year of the event, and the interpreted dates of change are shown as black 
dotted lines. Scatterplots illustrate the relationship between observations and threshold parameters, with 
threshold values indicated by dotted lines. Years where the annual metrics fall within the blue shaded areas are 
identified as floods. 
 
4.6  Discussion  
4.6.1  Conceptual framework and spectral-temporal response to beaver activity 
This study provides a basic conceptual model of beaver-related flooding events, 
and uses this model to explain spectral-temporal responses exhibited in time series of all 
available Landsat observations. Flooding events associated with beaver activity typically 
consist of two concurrent events—(1) a flood event following initial damming and (2) 
changes in vegetation cover and condition due to stress and die-off of flood-intolerant 
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plant species. While other types of disturbance, such as harvest, fire, or insect infestation 
may also cause declines in vegetation conditions, these agents of change typically 
produce a post-disturbance increase in reflectance (Schroeder et al. 2011; Senf et al. 
2015), with removal or die-off of vegetation revealing a bright soil background. 
Flooding, however, would be expected to decrease post-disturbance reflectance, as 
vegetation succumbs to inundated conditions resulting in an open water or “ponded” 
state. Thus, flooding events should have a spectral-temporal trajectory that is distinct 
from other types of forest change and wetland conversions.  
In this study, I found evidence of a distinct TCB and TCG response to flooding in 
a set of references examples as well as in examples from Mass Audubon’s Broadmoor 
and Wachusett Wildlife Sanctuaries. This response was used to develop a simple change 
detection algorithm, and the ability of this algorithm to specifically detect flood events 
(as opposed to other types of change) was assessed at both the pixel and map scale. The 
successes of the proposed approach in detecting flood-related changes are indicative of 
the unique spectral-temporal signature of flooding events. However, there are several 
important considerations in using spectral-temporal trajectories of habitat characteristics 
to make inferences regarding the beaver population. 
Unlike aerial photos or field studies, Landsat data cannot be used to observe 
individual beavers or the structures they create; rather, Landsat observations are able to 
capture the impacts of beaver activity on the biotic and abiotic environment. Thus, using 
spectral response as a measure of activity is complicated. While beaver-impacted patches 
are readily distinguished from the surrounding landscape, vegetation characteristics can 
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vary within and among patches (Snodgrass 1997).  Furthermore, when ponds are created, 
the natural process of beaver pond/wetland succession is inherently complex with many 
possible transitional states and trajectories that can be influenced by erosion, 
sedimentation, and hydrology (Naiman et al. 1988), and beavers may remain active long 
after flood-tolerant vegetation communities have recolonized. Therefore, while spectral-
temporal information can be used to determine when a flood event has created open water 
conditions and how long those conditions persist, using time series to infer periods of 
occupancy is more challenging. However, events like breaches, particularly where there 
is no effort to repair the dam, may provide important clues as to population dynamics. 
For example, following the 2008 breach at Wachusett, dry conditions persisted for 
several years before beavers return, suggesting the dam was abandoned for that period. 
Beyond natural cycles of occupancy and abandonment, humans may also be 
responsible for the alteration of beaver ponds and dams. For example, in many developed 
areas, beaver activity is actively managed with flow control devices, mitigating flooding 
impacts (Callahan 2005). When dams pose a significant threat to human infrastructure, 
particularly roads, wells, and septic systems, dams are breached and beavers are trapped 
and removed to prevent rebuilding. These attempts to manage the beaver population and 
their dams adds complexity to our conceptual model of change and associated response 
functions, creating new trajectories where flooding is particularly short lived and change 
is intentionally minimized.  Future work should focus on conceptualizing alternate post-
flood trajectories, including mitigation, trapping, and breaches (intentional or 
unintentional), as well as including vegetation condition information that can be 
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characterized from spectral-temporal data. Additional information on the relationships 
between beavers, beaver management, and landscape dynamics will aid in understanding 
the variety of complex signatures observed in this study.  
4.6.2  Flood detection algorithm  
Since the opening of the Landsat archive in 2008, a number of change detection 
algorithms have been developed, each designed with different formulations of what 
constitutes change, as well as what types of changes are of interest (Cohen et al., 
submitted). The flood detection algorithm proposed here was developed to test for a 
specific relationship between TCB and TCG observed in time series examples as a first 
step toward detecting beaver-related flood events over large areas. The proposed 
approach is unique in its conceptualization of change as well as its use of a specific set of 
annual metrics derived from time series of all high quality observations. While initially 
designed assuming that most beaver-related landscape change would occur in forested 
wetlands, beaver damming may impact a variety of different land cover and land use 
types found in low-lying areas, therefore the algorithm was tested on larger landscapes to 
determine the general strengths and weakness across the full range of time series 
examples. 
Though my flood change detection method relies on a simple thresholding 
approach, meaningful changes are captured at the pixel scale and mapped results indicate 
patch-level flood dynamics. As suggested by Kayastha et al. (2012), who used the 
Vegetation Change Tracker (VCT) approach to detect wetland gains and losses in time 
series of near-annual leaf-on imagery, incorporation of winter observations appears to be 
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useful in characterizing vegetation state. The timing of detected flood events matches 
well with management records, and the algorithm is flexible enough to identify flood 
events of different durations and magnitudes. Furthermore, unlike some more complex 
algorithms, the parameters are easily interpretable and tunable. However, mapped results 
do indicate noisy years, particularly for the Broadmoor study area, and while there is 
evidence that the algorithm is not detecting forest clearing events, there is also evidence 
of changes not associated with beaver flooding, such as those occurring in agricultural 
areas. Therefore, while the results of this study are a promising first step toward 
automated large scale mapping, a number of improvements are possible. 
Results can always be improved by improving data quality. Manual removal of 
cloud-contaminated images would reduce errors of commission like those observed at 
Broadmoor, providing a clearer interpretation of the underlying signal. There are also 
opportunities to incorporate additional spectral information and metrics. The current 
version of the algorithm is based on changes in annual statistical measures of TCB and 
TCG. These transformations align well with the conceptual model of change in water 
level and vegetation conditions, however there are many other spectral values and indices 
that could be investigated in the context of flooding. For example, the Normalized 
Difference Vegetation Index (NDVI) or the Enhanced Vegetation Index (EVI) may offer 
advantages over TCG. The observed patterns in Tasseled Cap Wetness (TCW) are also of 
interest, and could be incorporated if a clear response function and mechanistic 
interpretation can be established. Additional constraints TCB and TCG should also be 
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considered. For example, a simple threshold on mean annual TCB (as opposed to change 
in mean annual TCB) could be used to reduce commission observed in agricultural areas. 
Algorithm performance could also be improved by incorporating contextual 
information such as topography, soils data, and stream flow in addition to spectral and 
spectral-temporal information. Some of the first and only studies using Landsat imagery 
to detect beaver activity relied on a series of GIS rules (Townsend, Walsh & Butler 1995; 
Townsend & Butler 1996), and models of potential habitat for different areas have 
previously been developed (Allen et al. 1983; Cox & Nelson 2009; Macfarlane et al. 
2015). Results could be refined using more complex habitat suitability models like those 
employed in prior studies. However, in the simplest case, results could be limited to 
include only flooding events detected in low lying areas along stream networks, which 
are the locations most likely to be impacted by beaver dams.  
4.6.3  Comparison to interpreted reference data 
Many change algorithms struggle to identify low-magnitude change events 
(Cohen et al. submitted), and the algorithm proposed in this study is no exception. 
Interpreters identified several changes in the reference sample that were not detected 
using the automated approach, and all of the omitted changes tended to be of low 
magnitude. Overall, the performance of the algorithm appears to be on par with the 
pooled descriptions of interpreters. Though this is an interesting finding, it is important to 
consider the interpreters were not specifically tasked with identifying beaver-related 
change, only with identifying more general land cover change. However, due to two of 
the interpreters’ previous experience using aerial photos to identify landscape change, 
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they were able to identify instances of beaver activity in a number of samples and had a 
far higher detection rate than the newly trained interpreter. This result is in line with 
previous findings that expert knowledge is beneficial in successfully identifying beaver 
activity in the field and from aerial views (Langolis 1999). It is also important to consider 
the differences in time and effort required to interpret pixel-level samples compared to 
running a simple automated algorithm. If the proposed approach continues to produce 
comparable results to human interpretations, it would be feasible to operationally monitor 
for potential beaver disturbances at an annual time step over large areas. 
4.6.4  Comparison to CCDC algorithm results 
Comparing change maps from CCDC and the flood detection algorithm (Figures 
4.5 and 4.8), it is clear that the two algorithms detect different types of change. In areas 
affected by beavers, there is significant overlap between the two sets of results. However, 
at Broadmoor in particular, the targeted flood detection algorithm detects areas of 
flooding that were not detected by the CCDC. This suggests that the flood detection 
algorithm is able to provide greater sensitivity to short-term, low-magnitude flooding 
events than the more general-purpose CCDC. Furthermore, as with the interpreter data, it 
is difficult to compare the change detection dates of the two algorithms. The inherent 
design of the CCDC assumes that the time series can be divided into linear segments, and 
deviations from a fitted model serve a metric for change. In wetland systems, which are 
often highly heterogeneous in both space and time, changes may be short-lived as 
vegetation is both tolerant of flooding in the short term, and species composition is often 
able to adapt to persistently higher water levels in the longer term. Therefore, fitting 
	  	  
133 
linear segments that capture the many states and transitions occurring in beaver-modified 
wetlands is a challenge. This situation is evident in the example plots for Broadmoor and 
Wachusett, where CCDC results correspond to a single point in time representing a break 
between two states (pre- and post-flood). While these breaks generally capture abrupt 
changes in state, fitting harmonic regression models before and after the change date is a 
challenge, particularly during the recovery period, which would be fitted using a single 
linear segment. Thus, the CCDC algorithm provides more limited information on the 
duration of flood events and interesting post-flood recovery dynamics, and may miss 
short-term changes in noisy time series data, while the proposed algorithm is able to 
capture year-to-year variability and produce annual maps of potential flood events based 
on targeted spectral-temporal patterns. Though poor quality or limited availability of data 
in a given year may result in errors of commission like those observed at Broadmoor, 
examples indicate that the flood detection algorithm does not detect other kinds of forest-
clearing events detected by CCDC, demonstrating the effectiveness of a targeted 
approach to characterizing spectral-temporal behavior. 
4.6.5  Implications for wetland change detection  
Improved information on wetland change is desperately needed. The National 
Wetlands Inventory (NWI) data provide a highly detailed view of the spatial distribution 
of wetland (Wilen and Bates 1995). However, with aerial photos from different points in 
time used to map wetland polygons in different areas, and inconsistent and infrequent 
updates, using NWI data for change detection is challenging. There is a similar situation 
with state-generated wetlands data for Massachusetts. The Massachusetts Department of 
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Environmental Protection has developed a polygon-based wetland change layer, but this 
dataset tends to focus on human-driven wetland disturbances and conversions, and known 
wetland disturbances within the Broadmoor and Wachusett study areas are not included 
as change polygons. The results presented here suggest that the proposed algorithm could 
be used to map wetland change at an annual time step. 
To validate the accuracy and nature of changes being detected, map-based sample 
of detected flood events should be developed. Given that the area of flooding can vary 
year-to-year, it may be more suitable to calculate the total number of years flooded for 
each pixel, and then do a stratified sample of change from this map. This approach would 
ensure that the sample includes both short-term and extended flood events. To validate 
that the algorithm is detecting true flood events and that these events are associated with 
beaver activity, interpretation of the sample sites must be performed. Aerial photos are 
useful for validating the timing and, to some extent, the duration of flood events, while 
site visits will likely be needed to confirm beavers as the agent of change, as evidenced 
by current conditions or remnants of dam/lodge structures and foraging activity. Careful 
interpretation of such a validation sample would provide valuable data on the nature and 
occurrence of different types of flood events. In some cases, changes in human 
infrastructure and deliberate creation of ponds or reservoirs could also alter stream flow 
and wetland drainage and would be expected to cause similar spectral changes to beaver-
related floods. Determining the proportion of detected flood events of varying lengths of 
time that are attributable to beavers versus other sources of change will provide critical 
insight on the nature of wetland change in regions like the Northeast. 
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4.6.6  Management implications 
The Landsat time series approach presented here is not a surrogate for the 
observational study of beaver populations, but rather a complementary approach. While 
Landsat data can be used to detect land surface impacts of beavers, population 
distribution can only be estimated based on the presence of disturbance, which does not 
account for relatively undisturbed sites, periods of absence, or any measure of abundance. 
However, with no quantitative measure of the total area disturbed by beavers over the 
past 30 years, the results generated by this study could be used in efforts to better 
quantify the population of beavers at landscape scales. With further refinement of the 
proposed approaches, it will be possible to estimate the annual spread of the beaver 
population over large spatial extents. 
 Understanding the spatial and temporal dynamics of beaver activity is important 
for future management of the beaver population, as well as the management of forest and 
wetland ecosystems modified by beaver activity. Beaver-created wetlands have been 
shown to increase landscape-scale species richness (Wright et al. 2002) and mitigate the 
effects of climate by maintaining wetland conditions during periods of drought (Hood 
and Bayley 2008). Beaver reintroduction may also have important implications methane 
emissions, which are higher in ponded environments compared to undammed streams 
(Whitfield et al. 2015). The methods presented here are a first step toward the further 
improved data on complex beaver-wetland relationships and climate feedbacks at 
landscape scales. This work will also have immediate practical value for land 
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management, providing new information on the extent, timing, and distribution of 
flooding events over time.  
 
4.7  Conclusions 
Though previous studies have established the utility of Landsat imagery for 
identifying beaver activity (Finn and Howard 1981; Townsend, Walsh & Butler 1995; 
Townsend & Butler 1996; Czerwinski et al. 2014), this study represents the first attempt 
to use time series of all high quality Landsat observations to identify beaver-related 
flooding events at an annual time step. I have provided a conceptual framework for 
understanding beaver-related changes from a spectral response perspective, as well as 
evidence of key spectral-temporal relationships that are useful for distinguish flooding 
from other types of change events. As proof of the hypothesized spectral-temporal 
response associated with flooding, I developed a simple algorithm that was used to detect 
timing, persistence and location of flooding events. Unlike more complex segment-based 
approaches (e.g. Kennedy et al. 2010; Vogelmann et al. 2012; Zhu et al. 2014; 
Czerwinski et al. 2014), I use year-to-year variability in key spectral features to detect 
change events at an annual time step. Results suggest that this approach is robust across a 
variety of flooding impacts and durations, and could be used to advance the study of 
beaver activity using remotely sensed time series. As the North American beaver 
population continues to expand, dense time series of Landsat observations provide a new 
source of information on the long-term large-scale dynamics of these industrious 
ecosystem engineers  
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CHAPTER 5: Concluding remarks 
 
Just as the carbon dioxide observations that form the Keeling Curve 
revolutionized the study of the global carbon cycle (Keeling 2008), free and open access 
to all available Landsat imagery is fundamentally changing how the Landsat record is 
being used to study ecosystems and ecological dynamics (e.g. Wulder et al. 2012; 
Kennedy et al. 2014). However, unlike the Keeling Curve, which provides a single, 
globally integrated record of carbon dioxide concentrations, the archive of Landsat 
imagery provides a dense observational record for each pixel-sized unit of the Earth’s 
surface. Now that researchers have access to the full spatial, spectral and temporal 
dimensions of the Landsat record, Landsat time series are being used to extract new 
ecologically relevant values and advance understanding of how various agents, processes 
and constraints influence both seasonal and long-term ecosystem dynamics.  
 
5.1  Key Findings 
This dissertation contributes to the growing body of literature on Landsat time series 
mapping and monitoring, providing new examples of how complex ecological patterns 
manifest in the Landsat spectral-temporal domain (Chapter 2), as well as improving 
techniques for characterizing and mapping forest species composition (Chapter 3) and 
detecting flooding events caused by beavers (Chapter 4). The main conclusions of this 
work are summarized as follows: 
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• Conclusion 1: Exploration of complex spectral-temporal patterns in the Landsat 
record across a range of examples reveals both seasonal variability and longer-term 
trajectories difficult to characterize using bi-temporal or even annual observations. 
Thus, exploration and quantification of complex ecosystems and ecological dynamics 
requires time series of high quality observations with the greatest possible temporal 
frequency. 
• Conclusion 2: Quantifying observed seasonal and phenological differences in the 
spectral reflectance of Massachusetts’ forest communities by combining existing 
harmonic curve fitting and phenology detection algorithms produces stable feature 
sets that consistently out-perform more conventional single date and multi-date 
approaches for detailed forest type classification. Stable feature sets also avoid issues 
of inconsistent acquisition dates and cloud cover, reducing these sources of 
uncertainty that have historically plagued attempts to conduct large area forest type 
mapping. 
• Conclusion 3: Development of a targeted change detection method using 
transformations of time series data improves spatial and temporal information on the 
occurrence of flood events in landscapes actively modified by recovering North 
American beaver (Castor canadensis) populations. This approach represents the first 
effort to map and monitor beaver-related flooding events at an annual time step using 
Landsat observations. 
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Overall, this work advances the use of time series of moderate resolution remote 
sensing imagery in understanding both the distribution of individual species and 
assemblages as well as changes in ecosystem function and biodiversity at scales 
impossible to consider using field measurements alone. 
 
5.2  Recommendations for future work 
All of the studies presented here are independently extendable as stand-alone 
research projects. This work also indicates the flexibility afforded in assembling the 
densest possible Landsat time series as a starting point for many interrelated analyses of 
species, habitats, and complex landscape dynamics. 
5.2.1  Time series reference database 
The small library of pixel-level examples assembled for Chapter 2 could be 
expanded to cover a wider variety of land cover types and change processes. Visual 
comparison of seasonal signatures for pixels dominated by particular species or 
assemblages presents natural opportunities for comparative ecology. From an algorithmic 
perspective, such a library could also be used as a community resource for training and 
testing existing algorithms, as well as the development of new targeted methodologies for 
detecting specific types of change.  
Building the examples database could be accomplished in a number of ways. 
While use of existing datasets, particularly systematically collected databases like the 
USGS Land Cover Trends and the USFS FIA, is certainly one avenue for assembling a 
large number of examples, there are also opportunities for collaboration across research 
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groups, as well as with the general public. For example, researchers could centralize 
existing interpreted datasets and interpretation criteria in a manner that would facilitate 
broader use warranted by these time-intensive reference datasets. It would also be 
possible to collect and interpret new time series examples through citizen science 
initiatives like those used to collect species distribution data. Drawing on local 
knowledge for interpretations of land cover and land use change is an interesting avenue 
for future work on improving reference information (e.g. DeVries et al. 2016). Engaging 
the general public in monitoring efforts would also serve to raise awareness regarding 
local environmental conditions and land cover change, as well as government-funded 
satellite remote sensing initiatives like the Landsat program. 
5.2.2  Forest type mapping 
The most logical path forward for the forest type analysis presented in Chapter 3 
will be the integration of plot-level FIA data, and plans to implement this extension are 
already underway. Given the success of previous efforts to map FIA forest types using 
features from coarser resolution instruments (Ruefenacht 2003; Wilson et al. 2012; 
Duveneck et al. 2014), plot-level information is expected to improve the quality of 
predictions and provide a less biased assessment of agreement, and the sampling design 
of FIA plots will facilitate a true accuracy assessment as would be required to report any 
area-based statistics on forest distributions. With an improved reference dataset, there 
will also be opportunities to test alternative feature sets. For example, in addition to the 
harmonic and phenology features used in Chapter 3, it would also be possible to test the 
utility of a number of other statistical metrics like the mean and range features used in 
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Chapter 4. If successful, future efforts to use Landsat spectral-temporal features to map 
FIA-based forest types could be extended to a national scale product that could 
supplement more general classification products like the NLCD and forthcoming USGS 
EROS Land Change Monitoring, Assessment, and Projection (LCMAP) initiative. 
A variety of user groups would benefit from the routine production of reasonably 
accurate Landsat-resolution forest type products. For example, researchers who study 
moose and bear populations are interested in using improved information on forest 
resources to answer more detailed questions regarding the habitat use and preferences, 
individual movement, range, and diet of these wide-ranging species. The commercial 
forestry industry also has a vested interest in understanding both the distribution and age 
of forest communities at scales ranging from individual sites to collections of current and 
future acquisitions over much larger areas. Similarly, conservation organizations like 
Mass Audubon and MassWildlife that manage large networks of properties could utilize 
improved forest type information in their efforts to protect forested lands and associated 
forest-dependent species. Thus, building better forest type products may lead to advances 
in others areas of ecology and land management, providing a synoptic view of forest 
assemblage distributions not currently available. 
5.2.3  Beaver activity monitoring 
The study of beaver-wetland dynamics presented in Chapter 4 can be extended via 
improved reference information, larger-scale applications, and more advanced modeling 
techniques. In terms of new reference data for my current Massachusetts study area, I am 
very interested in obtaining data from long-term beaver census conducted at the Quabbin 
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Reservoir. The population-level data from this monitoring effort could be paired with 
time series analysis to improve understanding of the beaver colonization trends and 
landscape scale impacts. A previous study used data from these Quabbin surveys to 
model beaver habitat preference (Remar 2013), and it would be interesting to pair 
predictive models with Landsat time series to investigate both potential and realized 
habitat use. Beyond the Quabbin dataset, additional Massachusetts beaver population 
information may be available through MassWildlife; however, much of this data is 
archived in non-digital formats (Laura Conlee, pers. comm.), and significant digitizing 
and database management will be required before this data can be integrated into future 
projects. To advance more general understanding of beaver activity at larger scales, 
Landsat data could be used to revisit a large sample of sites previously mapped using 
aerial photos (e.g. Howard & Larson 1985; Johnston & Naiman 1990; Pastor et al. 1991; 
Snodgrass 1997; Cunningham et al. 2006; Morrison et al. 2014; Johnston 2015). Such a 
meta-analysis of multi-scale remote sensing efforts could help reveal important 
differences in spatial, spectral, and temporal patterns of beaver-related wetland change 
over local, regional and continental study areas. 
From a methods perspective, the algorithm presented in Chapter 4 could be 
improved using more sophisticated models of state dynamics. For example, previous 
work applying Markovian analysis to landscapes impacted by beavers (Pastor et al. 1991) 
could be revisited from a Landsat perspective. Landsat data would be used to estimate 
transition matrices, which could then be used to develop a predictive model of beaver 
activity given current landscape conditions. While the analysis presented in Chapter 4 
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operates in a historical mode, identifying changes that have already happened, predictive 
models would have even greater value for beaver population management. In continuing 
Landsat-based analysis of beaver activity, partnerships with wildlife biologists, beaver 
management professionals, and conservation organizations will be essential for 
developing realistic models that not only advance scientific understanding of population 
dynamics, but also aid in landscape-scale planning and management that accommodates 
both beaver and human modifications. 
5.2.4  Integrating across studies 
Beyond their individual contributions, the studies in this dissertation also 
showcase the flexibility of Landsat time series approaches for studying a wide variety of 
interrelated ecosystems and ecological processes. Once the Landsat record for a particular 
has been acquired and processed, a seemingly infinite number of studies based on this 
core dataset become possible. In extending the general time series approaches presented 
here, future work will focus on both extraction of new ecological information from time 
series data, as well as integration of ecosystem type and change information across large 
areas. For example, there is interest in utilizing the Massachusetts time series data 
analyzed in Chapters 3 and 4 to examine gradual declines in the health of Eastern 
hemlock forests (Tsuga canadensis) due to hemlock woolly adelgid (Adelges tsugae) 
infestations, to monitor large-scale defoliation of deciduous forests being caused by the 
present outbreak of European gypsy moths (Lymantria dispar dispar), and to improve 
mapping of invasive understory plants like garlic mustard (Alliaria petiolata) by 
detecting earlier spring green-up and/or later fall senescence. There are also opportunities 
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to improve mapping of human-driven landscape modifications such as urban 
development and forest harvest, as well as the impacts of extreme weather events like 
hurricanes, ice storms, and tornadoes. While Landsat time series can be used to study 
each process and its mechanisms independently, using the same database of all available 
Landsat observations to characterize a suite of interrelated processes enables integration 
of results into more realistic landscape simulations and predictive modeling efforts. 
Therefore, in my future work, I hope to develop integrated Landsat-based models of the 
dynamic New England landscape that continue to improve our ability to map, monitor, 
predict and manage ecosystem state and dynamics at large spatial extents 
 
5.3  The future of moderate resolution time series analysis 
All of the approaches presented in this dissertation and any future Landsat time 
series analysis will benefit from various efforts to increase the temporal coverage and 
frequency of moderate resolution imagery. From a historical perspective, there has been 
an ongoing push to incorporate older Landsat MSS data into the Landsat CDR record. 
Extending the time series record back to the MSS era (1972 - 1995) will have significant 
advantages in areas where change processes are very gradual, or key change event 
occurred during this period. However, given differences in spatial and spectral resolution 
across sensors, there remain significant challenges in integrating MSS imagery with 
current Landsat CDR products (Braaten et al. 2015).  
As of summer 2016, Landsat 7 (ETM+) and Landsat 8 (OLI) are both collecting 
new images, which are continuously added to the current Landsat holdings processed and 
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hosted by the USGS. Though the overall image quality Landsat 7 data is diminished by 
the SLC failure, missing data becomes less relevant when analyzing time series for 
individual pixels. Advancements have also been made in improving the consistency of 
the Landsat OLI 8 record with that of previous sensors (e.g. Holden and Woodcock 2016; 
Vermote et al. 2016). With plans and a budget for Landsat 9 already in place and 
discussions of Landsat 10 advancements just beginning, the future of the Landsat 
program is currently secure and suggests the continuation of a consistent Landsat record 
into the foreseeable future. 
While maintaining and improving the quality of the Landsat record is imperative, 
going forward there will also be opportunities to increase the temporal frequency of 
observations by integrating data from other moderate resolution sensors. In particular, 
observations now being collected by the European Space Agency’s Sentinel-2 satellite 
are well suited for integration with existing Landsat time series. Thus, the future of 
moderate resolution time series analysis lies in continuity of data collection, development 
of novel methods for extracting relevant ecological signals from time series data, and 
strengthening of collaborations among remote sensing experts and ecologists. 
 
5.4  Implications for ecology, conservation and land management 
Landsat data has been translated into useful ecological information for decades 
(Cohen and Goward 2004), but the current use of the temporal domain is unprecedented.  
Thus, the studies included in this dissertation have important implications for ecology, 
conservation and land management.  
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5.4.1  Species and habitat mapping 
Several reviews of ecological applications of remote sensing have indicated that 
the direct remote sensing of species and species assemblages is best accomplished using 
hyper-spectral or hyper-spatial data (Turner et al. 2003; Adam et al. 2010; Pettorelli et al. 
2014). However, the results of Chapter 2 suggest that spectral-temporal information 
derived from Landsat time series can be used to identify forest assemblages using both 
hard and fuzzy classification approaches. Furthermore, while individual beavers and 
beaver dams cannot be resolved at Landsat resolutions, the results of Chapter 3 confirm 
that detection of beaver activity can be automated using time series datasets. Therefore, 
the use of Landsat for many ecological applications, especially species and habitat 
mapping, must be re-considered and re-evaluated given the availability of new spectral-
temporal information.  
5.4.2  Integrating and scaling local knowledge 
The long-held belief that there is a mismatch between the spatial resolutions 
provided by remote sensing instruments and those addressed by ecologists and 
conservation biologists has been one of the greatest obstacles to developing ecological 
applications of remote sensing (Turner et al. 2003; Kerr and Ostrovskyy 2003). In an 
effort to overcome boundaries between the remote sensing and ecology communities, the 
New England case studies presented in this dissertation evolved through informal 
collaborations and data-sharing with local organizations including Mass Audubon and 
MassWildlife. These organizations manage extensive networks of properties located 
throughout Massachusetts, and maintain detailed records of various characteristics of 
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these properties and their component ecosystems. However, system-wide monitoring 
assessments are typically accomplished through fieldwork and aerial photo interpretation, 
both highly labor-intensive approaches.  
In the work presented here, I used existing ecological monitoring records, 
datasets, and expert knowledge provided by Mass Audubon and MassWildlife to identify 
Landsat time series examples that are of interest to local ecologists and conservation 
biologists, connecting local knowledge to the Landsat record. For example, almost all of 
the examples in Chapter 1 were provided by Mass Audubon staff, and directly relate to 
management concerns such as development, sea level rise, and increasing beaver 
populations. I also used spatially explicit datasets and narratives to develop approaches 
that scale detailed site-specific knowledge like the MassWildlife forest polygons and the 
Mass Audubon management plans over larger extents. While forest composition mapping 
and monitoring beaver activity were selected as initial case studies, many other time 
series-based applications are possible, including more advanced species and habitat 
modeling, monitoring of early successional habitats, and detection of invasive species.  
By involving local stakeholders such as land managers and wildlife biologists in 
the analysis and validation process, it becomes possible to create locally accurate 
depictions of habitat and species distributions supported by continued on-the-ground data 
collection. For example, members of field crews are an excellent source of site-specific 
information and can help validate map products, as well as identify general sources of 
error. Citizen-provided information can also be used to support a variety of studies of 
phenology, landscape ecology, and species distributions (Sullivan et al. 2009, Dickinson 
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et al. 2012), and conservations organizations have large member communities that can be 
engaged in new monitoring efforts. As part of the preliminary work for the research 
presented in this dissertation, I piloted two citizen science projects at Broadmoor in 
which expert and novice citizen scientists used iNaturalist.org and the iNaturalist 
smartphone app to collect georeferenced natural history observations and submit these 
observations to an open, peer-reviewed database. The goal of these projects was to 
determine the feasibility of incorporating point-based species observations into time 
series-based models of change, and lessons learned suggest that such integration may be 
possible in the future with procedural refinements and larger-scale adoption. Thus, 
whether informed by local land managers, local citizens, or both, spatially explicit, digital 
databases of local-scale ecological knowledge can be used to iteratively refine remote 
sensing products and improve ecosystem-based management.  
5.4.3  Protected area monitoring and management 
From a management and decision-making perspective, the configuration of 
protected areas and the effectiveness of conservations efforts have been identified as two 
major areas where remote sensing can contribute to conservation (Rose et al. 2014), and 
there are many previous studies that use remote sensing products and techniques to 
examine these topics (e.g. Hansen et al. 1999; Wiens et al. 2009; Wang et al. 2009; 
Svancara et al. 2009). While previous approaches have largely made use of the spatial 
context provided by Landsat imagery, time series approaches provide a new means for 
regularly monitoring changes in ecosystem state and dynamics at a greater frequency then 
has been possible in the past (Hansen and Loveland 2012). Historical land use, land 
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cover, and biophysical parameters derived from Landsat can provide improved 
understanding of habitat distribution and dynamics necessary for assessing and refining 
management policies. Historical time series information could also be used develop 
predictive models that would enable realistic landscape simulation and scenario testing. 
Such simulation models, driven by historical and newly acquired Landsat observations as 
well as local species-level reference datasets, could be used to understand, monitor, and 
predict ecosystem response and resilience to multiple stressors at spatial extents and 
temporal resolutions unattainable prior to the Free Data Era.  
5.4.4  Comparative studies  
The global availability and consistent processing of Landsat imagery also 
provides novel opportunities to conduct comparative studies. For example, new patterns 
in seasonal reflectance across different forest communities from different climates and 
latitudes were identified through qualitative exploration in Chapter 2, leading to new 
questions regarding the mechanistic drivers of seasonal changes, particularly in TCW. 
Likewise, Chapter 4 presents a comparative study of beaver activity across multiple sites, 
and these initial case studies could serve as a starting point for assessing impacts of the 
North American beaver (Castor canadensis) across their full continental-scale range. 
Time series approaches could be also used to study impacts of both the North American 
beaver and the Eurasian beaver (Castor fiber) at global scales, including both native 
habitats and places where beavers are considered invasive, such as Argentina (e.g. 
Lizzarraide et al. 2004).  
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5.4.5  Next-generation landscape ecology  
It is my hope that the work included in this dissertation will serve as a starting 
point for linking ecological studies and conversation properties across the Massachusetts, 
New England, and eventually other parts of the world, which would allow, for example, 
the study of migratory species on both ends of their routes or differences in beaver 
impacts across their expansive range. At the same time, continued collaboration with 
local ecologists and future promotion of citizen engagement in the research process will 
increase awareness about threats to ecosystems and biodiversity and hopefully foster a 
greater sense of stewardship and civic duty to protect species and landscapes by creating 
bottom-up changes in human culture and decision-making. 
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Webinar. 
11 Pasquarella, V. “Improved mapping of forest composition using spectral-temporal 
Landsat features. ” USGS Massachusetts Cooperative Fish and Wildlife Research 
Unit Research Symposium. MassWildlife HQ, Westborough, MA. 11 May 2016. Oral 
Presentation. 
	  
TECHNICAL SKILLS 
Highly proficient in data analysis and visualization using ArcGIS products and 
extensions (including Spatial Analyst, ModelBuilder) | Proficient in using open source 
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GIS tools (QGIS) | Knowledge of database design and query (SQL) | Extensive 
experience with acquisition, processing and analysis of remotely sensed data using 
BASH, GDAL, Python and ENVI | Highly proficient in using Google Earth for data 
creation and visualization | Experience using GitHub for source code management and 
collaboration (user profile: https://github.com/valpasq) | Proficient in MATLAB 
programming | Working knowledge of webpage design and online mapping (ArcGIS 
online, HTML, Markdown) | Highly proficient using Microsoft Office products, 
including Office, PowerPoint and Excel 
 
TEACHING EXPERIENCE 
NSF Graduate STEM Fellow in K-12 Education 
Project GLACIER (GlobAl Change Initiative Education and Research), Boston 
University, Boston, MA, June 2010 - June 2011 
Collaborated with 7/8 Science Teacher at the William H. Lincoln School, Brookline 
| Developed lessons and activities that incorporated climate change and geospatial science 
into existing curriculum | Organized “Visualization and Measurement Day” at BU | See 
http://gk12glacier.bu.edu/wordpress/pasquarella/ for more 
 
Teaching Fellow, Introduction to Quantitative Environmental Models 
CAS GE 375, Department of Earth and Environment, Boston University, Boston, MA, 
Fall 2011, Spring 2012 
Led weekly lab sessions for semester-long Excel-based environmental modeling course 
| Updated and improved lab materials | Received the 2011-2012 Earth & Environment 
Outstanding Teaching Fellow Award 
 
Senior Teaching Fellow / Lecturer, Introduction to Geographic Information Systems   
CAS GE 365, Department of Earth and Environment, Boston University, Boston, MA, 
Spring 2013, Summer 2013, Spring 2014 
Designed and taught introductory level GIS course for undergraduates | Developed all 
lecture and lab materials | Implemented skills-based learning approach combining 
structured exercises with self-guided projects | Supervised teaching fellow and handled 
all course administration 
 
Teaching Fellow, Marine GIS 
CAS BI/GE 578, Boston University Marine Program (BUMP), Boston University, Boston, 
MA, Fall 2013, Fall 2014 
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Led daily lab sessions for 4-week intensive GIS course | Improved lab materials and 
assessments | Guided students in development of independent GIS projects | Gave guest 
lecture on cartography and map design 
 
Teaching Fellow, The Nature of Inquiry, Natural Science Section   
KHC HC 301, Kilachand Honors College, Boston University, Boston, MA, Fall 2015   
Restructured five-week natural science section for 85 sophomore Honors College 
students | Introduced new readings list and discussion questions | Devised and drafted a 
new series of lab exercises | Organized and evaluated small (3-4 student) collaborative 
learning groups | Led weekly discussion sections  
 
Teaching As Research (TAR) Fellow 
Center for Integration of Research, Teaching and Learning (CIRTL) / Boston University, 
Boston, MA, January 2015 – December 2016 
Examined how small group work could be used to improve learning outcomes in a core 
curriculum science section | Designed pre- and post-section survey for evaluating 
effectiveness of and attitudes toward small group approach | Implemented project in KHC 
HC 301: The Nature of Inquiry. 
 
SUPERVISED UNDERGRADUATE RESEARCH   
1 Counts, N., DeAngelis K., Farina, M., Sanaiemovahed, B., Pasquarella V., Ackley, R., 
Phillips, S. & Gopal, S., Boston natural gas leaks analysis. Research project for 
Advanced GIS (GE505).  Fall 2013. 
2 Buitrago, B., Pasquarella, V., & Kaufman, L. The aquatic ecology of Broadmoor 
past and present: Investigating biodiversity changes in response to habitat 
alterations and the presence of beaver dams. Undergraduate Directed Study.  
Spring 2013. 
3 Mullen, S., Pasquarella, V., Gopal, S., & Lee, K. Toward a digital archive of bird 
sightings at Broadmoor: Building a GIS database from weekly trail surveys 
1979-1984. Undergraduate Directed Study. Spring 2013. 
4 Zambory, C.L., Mayuyama, A., Pasquarella, V., & Gopal, S. Broadmoor’s 
Changing Landscape: A GIS exploration of land use change to development 
pressures within and beyond sanctuary boundaries. Research project for 
Advanced GIS (GE505).  Fall 2013. 
5 Griswold, K., Pasquarella, V., & Kaufman, L. Broadmoor’s Emergent Ecology: 
How changing water levels impact interactions and species richness in aquatic 
systems. Undergraduate Research / Undergraduate Directed Study. 2013 – 2014. 
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6 Muesing, B., Pasquarella, V. & Kaufman, L. Spatial Analysis of Potential River 
Herring Habitat in the Charles River Watershed. Honors Thesis, Marine Science. 
2014 – 2015. 
7 Korman, E. & Pasquarella, V. Mapping the spatial distribution of beaver activity 
in Massachusetts. Post-graduation internship, part of validation effort for Landsat 
time series analysis. 2015 - present 
 
OUTREACH & LEADERSHIP 
Undergraduate Research Supervisor, Departments of Earth & Environment and 
Biology, Boston University, September 2012 – September 2016. 
Supervised and mentored undergraduate students working on independent research 
projects associated with ongoing research at Mass Audubon’s Broadmoor Wildlife 
Sanctuary 
 
Manager, Broadmoor Wildlife Sanctuary Digital Archive, October 2011 - September 
2016  
Established a digital archive of historical maps and documents from Mass Audubon’s 
Broadmoor Wildlife Sanctuary | Managed collection | Leveraged contents for courses and 
student research projects  
 
GIS Tutor, February 2012 – April 2014 
Assisted PhD Candidate in Interdisciplinary Sociology & Social Work with GIS mapping 
and analysis in support of dissertation work | Organized and geocoded social service 
address database | Managed demographic data from the US Census / American 
Communities Survey 
 
Co-Curator: “Rediscover Broadmoor” exhibit, Broadmoor Wildlife Sanctuary, Natick, 
MA, November 2013 
Curated a retrospective exhibition of maps, photographs, artwork and other objects from 
the archives of the Broadmoor Wildlife Sanctuary | Created custom-designed 17’ GIS 
wall mural for Nature Center re-opening 
 
Graduate Student Leader, Urban Ecology Institute - CityRoots: Allston, May 2012 – 
August 2012 
Led Base Maps and Spatial Analysis Group | Coordinated site mapping efforts | 
Organized and led a local green spaces tour for the general public 
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Organizer, Department of Geography & Environment / GLACIER 1st Annual Garage 
Sale, Boston University, April 2011 
Solicited donations from university students, faculty, and staff | Managed garage sale 
event that raised over $1000 to purchase science supplies for local public schools 
involved in Project GLACIER 
 
Co-counselor, TechSavvy Summer Program, Boston University, July 2010 
Mentored and supervised 20 girls (ages 12-14) during week-long science and technology 
day camp | Chaperoned campers on day trips to five local universities for STEM-based 
programming 
 
Counselor, Summer Pathways Program, Boston University, July 2009 
Mentored and supervised 23 girls (ages 16-18) during immersive, one-week summer 
program focused on STEM education and career options | Lived in dorm with students 
and provided 24-hour support 
 
Student Workshop Coordinator, Johns Hopkins CTY Family Program, Boston 
University, November 2008 
Collaborated with other graduate students to develop 1.5-hour climate-change-themed 
geocaching workshop for program participants | Led two workshop sessions 
 
MEDIA 
Friday, L. (2010, April 7). Global Change Reaches Middle School: Grant allows 
shared research, improved lesson plans. BU Today. 
http://www.bu.edu/today/2010/global-change-reaches-middle-school/ 
 
Friday, L. CAS Provides Climate Change Primer to Eighth Graders: Field trip to 
BU “wicked awesome”. BU Today. 21 Jun 2011. http://www.bu.edu/today/2011/cas-
provides-climate-change-primer-to-eighth-graders/ 
 
Friday, L. GRS Students Create Exhibition at Broadmoor Wildlife Sanctuary: 
Mapping project inspires retrospective of work dating to early 1900s. BU Today. 12 
Nov 2013. http://www.bu.edu/today/2013/grs-students-create-exhibition-at-broadmoor-
wildlife-sanctuary/ 
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Prince, A. At Our Sanctuaries: Integrating satellite remote sensing and on-the-
ground observation. Sanctuary: The Journal of the Massachusetts Audubon Society. 
Summer 2014: 22-23. 
http://www.massaudubon.org/content/download/12534/197327/file/mpa-sanctuary-
summer2014-full.pdf 
 
“Natick: Seeking Sanctuary”. Chronicle. ABC. WCVB, Boston. 28 Jul 2015. 
http://www.wcvb.com/chronicle/natick-seeking-sanctuary/34408924. Television. 
 
 
 
 
	  
	  
 
