Introduction
Neuroscientists today are faced with many challenges. With advances in recording technologies, the average neuroscience dataset is increasing in size and complexity (Sejnowski et al., 2014) . With this increase comes the need to develop solutions for conducting computationally tractable analyses. However, as many labs develop in-house solutions to these problems, complications arise; it is difficult to apply tools from one lab to other labs, and one lab's solution may not exactly match another's, prohibiting the direct comparison of results (Carp, 2012) . Indeed, this development is tempered by recent revelations that many neuroscience studies are badly underpowered, which leads to low reproducibility (Button et al., 2013) . As new global initiatives to advance brain science, such as the U.S. BRAIN Initiative and the European Human Brain Project, in addition to many others, continue to ramp up (Huang and Luo, 2015) , the challenges to reaching their promised discoveries also grow.
How can the field of neuroscience address these profound challenges? It has been argued that strengthening of data sharing in neuroscience is a measure to address these issues (Gardner et al., 2003; Teeters et al., 2008) . Sharing data and tools will allow neuroscientists to harness their collective strengths, investigate most recent experiments with various research strategies in parallel, and double check significant research findings. Yet data sharing in neuroscience is faced with its own issues. Indeed, upon closer examination, the space of topics that must be addressed is multifaceted and interrelated (Figure 1 ; Box 1). This complexity is multiplied by the heterogeneity of neuroscience data, which span multiple spatial and temporal scales; further, neuroscientists themselves are grouped into smaller sub-communities, each of which face their own unique challenges (Farber, 2016; Poldrack and Gorgolewski, 2014) . Importantly, a successful ecosystem for sharing in neuroscience will need to cross multiple data types and encompass the full breadth of experimental possibilities. Further, the ecosystem will need to coevolve with the increase in volume and variety of neuroscience data.
How do we begin to cultivate an ecosystem of shared neuroscience data? Three topics are likely to be the most important. First, neuroscientists must be provided with proper incentives to share. If there is no motivation by the individual researcher to make their own data available, or even to use shared data (Wallis et al., 2013) , then the ecosystem will not thrive, no matter how much effort is put into building it. Second, shared neuroscience data must be discoverable. Even when proper incentives are provided, if researchers cannot readily find the data they are interested in, or easily make their own data discoverable, the growth of the ecosystem will be diminished. Third, the resources and infrastructure for data sharing must be sustainable. With proper incentives and a high level of discoverability in place, the ecosystem will only keep pace with the growth of data if there are safeguards in place to ensure its continued existence; without this, shared repositories will fall by the wayside, and the ecosystem will become a historic artifact.
These three themes form the foundation from which the remaining topics can be covered. We note that these topics provide foci for our discussion, yet they are all interconnected (Figure 1 Office of Science and Technology Policy-to examine the necessary conditions required for an open data ecosystem to thrive, and to address the three themes of incentives, discoverability, and sustainability. In a departure from previous exploratory efforts, our goal was to identify roadblocks to research sharing, discuss potential solutions, and lay out an agenda for action. Below we present our conclusions on specific challenges and steps to help make the open data ecosystem a reality (Box 2).
Incentives
A major impediment to a data sharing may be social, rather than technical (Teeters et al., 2008) . Traditional metrics for success in science involve the publishing of articles with many citations in high-impact journals, and the acquisition of grants from external funding sources. Data sharing, while important, may not be seen as rewarding for one's career. To begin incentivizing neuroscientists, sharing of useful data and work on shared data must become a viable path to success. Future efforts may focus on gathering teams of neuroscientists together, to collaborate and coordinate their shared strengths. Efforts in this area are already underway, as funding agencies recognize the need for data-centric team efforts (Olds, 2016) .
To incentivize individual researchers, the community may adopt a metric to assess the use of shared data. Journals such as Nature Scientific Data and Gigascience already focus on datasets, but there is a need to provide ''transitive credit'' (Katz, 2014) to the original data. Tools and platforms should be developed in the future to track data relationships, so as to identify the provenance of a dataset and reward both the original producer of the data and the researcher who uses that data for their own discoveries. Ideally, a sharing index (S-Index) would provide a strong incentive for data and code sharing and would assess somewhat orthogonal contributions compared to existing publishing indexes (Norris et al., 2015) .
For neuroscientists to share data, it must be easy to do. This entails the development of data-sharing components and streamlined infrastructure. Lowering the barrier to entry for data sharing will be vital to participation. Fortunately, technology has progressed rapidly toward this goal in computing and is ready to be adopted by the neuroscience community. For example, mechanisms such as Docker containers (www.docker.com), which allow for the creation of self-contained modules that can replicate data analysis findings and provide an easy and useful avenue for sharing and collaborating. In addition, some sites have experimented with tracking data requests, such that the data providers can be more confident in how their data are used. A few, like NeuroMorpho.org and CRCNS.org, even allow the authors to be ''in the loop'' on every data request. A second concern is the perception of risk: what if sharing reveals errors in the data? The analogy can be made to computer code, which can also have errors; yet, with code, this is an understood risk. As data sharing becomes more common, researchers may likewise adopt accountability standards for data that include the tolerance for errors, thus reducing the reputational risk. Our present system may tacitly encourage these errors to remain hidden from view, where they at best add expense and delay progress and at worst may contribute to faulty clinical translation.
Discoverability Sharing alone will not advance or accelerate neuroscience research if datasets are not discoverable. Currently, numerous data repositories exist across a huge landscape of neuroscience subdisciplines; however, discoverability of those datasets remains limited, usually to a small number of investigators in each subfield. We suggest that the efficacy of a neuroscience repository depends on the metadata framework that supports it. Contextualization is key for neuroscience repositories to thrive within their own domain, yet the wider context must also be considered. A minimal ontology of neuroscience terms must be considered, so that every dataset can be properly indexed and curated. Current work in this area is progressing for subdisciplines in neuroscience, such as, for electrophysiology, the odML metadata framework (Zehl et al., 2016 ) and the 
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To enable data sharing in neuroscience, a variety of topics must first be addressed (see Box 1). These topics themselves can be grouped into three ''clusters'' that are all interrelated. We here display these topics and clusters as an interconnected network, to demonstrate that no single topic can be addressed in isolation. Bolded topics represent the three that likely must be addressed first, before the others can be covered. Presented here for illustrative purposes only, node weights and placement were arbitrarily generated.
Neurodata without Borders initiative (Teeters et al., 2015) , and for neuroimaging the BIDS format (Gorgolewski et al., 2016) .
It will be crucial to develop the technical methods for making an experimental metadata machine readable. In a neuroscience dataset, additional information is required to make a stored number interpretable. Much of this information is common knowledge within the experimental lab and thus often is not stored. However, when datasets are shared, this information must be made explicit. Metadata include categorical data, such as gender and species; numerical data describing stimuli and behavior; and provenance information about the workflow of the experiment and data analysis steps. Categorical data are currently being made machine readable through efforts in developing neuroscience ontologies (www.neurolex.org; Larson and Martone, 2013) . Although this is a long-standing, difficult problem, we recommend tackling the machine readability of metadata-the gain for creating an open environment for sharing data and tools would be tremendous.
Building on such a metadata framework, steps may be taken to categorize existing neuroscience repositories and allow for sophisticated search and indexing functions across them. This will allow researchers to identify search strategies for mining text and metadata on a particular topic, and to see the connections between various repositories. We envision a future in which connections made between repositories may be characterized in a manner similar to that of web indexing functions, enabling discoveries that were otherwise impossible.
Sustainability
A sustainable data ecosystem requires a design that can flexibly leverage and link existing platforms, specifying rules of engagement, sharing, discovery, and communication. This is an incredible challenge, as new data types will inevitably result from new technologies developed from the current worldwide initiatives. Further, those data types are likely to be complex, given the increased capacity and resolution that new technologies will bring. Future repositories will therefore require sophisticated technical expertise. Additionally, some platforms may adapt by coordinating and integrating across Box 1. Challenges for the Field Data sharing, like neuroscience, is a multi-factor construct. To initiate the ecosystem and enable its survival so that new, collaborative neuroscience projects can thrive, a number of factors must first be addressed. These factors are an attempt to map the problem space of data sharing in neuroscience. This list is not intended to be exhaustive but instead represents the various starting points for future discussions. Further, we note that all of these topics are interrelated to varying degrees (see Figure 1) . Each item also falls into a larger category that represents the similarity of those topics. ''Long-tail'' refers to the collective data generated by individual labs (Ferguson, et al. 2014 To enable such adaptivity, the ecosystem must have a dedicated marketplace. Defining the business model of this marketplace is another major challenge, as it will likely depend on the type of data being curated. Differences will exist between large-scale data projects, invested in a single, major source, and long-tail projects, which aim to gather shared data from individual researchers (Ferguson et al., 2014) . In either case, investments from funding sources will be necessary. Additionally, sharing data may take on a transactional nature, in which users subscribe to a service and pay to access the data, in a manner similar to how university libraries currently pay to access journals. Alternatively, federally funded projects could include data sharing as an indirect research expenditure, the cost of which can be used to provide open access for a limited period of time, before retiring the data to longterm storage (Kennedy, 2014) . In other models, currently under discussion, government grants might include credits to approved platforms that adhere to specific standards for archive sharing, provenance, and utilization tracking (https:// datascience.nih.gov/commons).
CULTURAL, TECHNICAL, AND PRACTICAL CHALLENGES FOR DATA SHARING
Another consideration is that the current marketplace for sharing encourages competition between data resources, rather than collaboration. One byproduct of this system is that a number of existing platforms are vying for users and visibility, in the hope that they will become sustainable. While there is some argument to be made for the market to decide which platforms are most useful and should survive, the current playing field for comparing platforms may not be even, perhaps suppressing ones with better features that might not be as visible or well supported as others. Over the last decade, the International Neuroinformatics Coordinating Facility (INCF) has facilitated collaborative approaches in neuroinformatics, with some success. Thus, a more organized and communitydriven process, perhaps with some form of governance, at least as an adjunct to market processes, may be a better option.
The envisioned ecosystem will critically depend upon education. Graduate training should be in an environment where collaboration is encouraged (Litt, 2015) , and research should be designed with the intention that the data will be shared. Thus, the creation of cross-disciplinary training opportunities will be important to prepare neuroscience data for sharing and also to search for and research with shared data (for the latter, see http://crcns.org/course). Additionally, researchers should raise awareness at educational institutions and create opportunities to create and participate in a distributed national infrastructure for data management and data sharing. Neuroscientists have begun to outline the steps necessary to update existing graduate programs in order to meet current computational needs (see https://mdcune.psych.ucla.edu/modules/ ineuro), and we encourage the continuation of such efforts as a part of the ecosystem. The first ODEN workshop tackled three themes that were deemed the most critical for successful germination in the community: incentives, discoverability, and sustainability. But this is just the beginning. Additional workshops, hackathons, and community efforts, focused on the remaining themes, will be necessary to push the concept and identify developmental challenges. We believe that linking specific data platforms on collaborative projects is the way to start. These additional efforts will provide trellises for further projects. In this way, ODEN will lead to reproducible, collaborative, large-scale neuroscience for the 21st century.
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