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Summary 
The thesis is formed as a collection of 5 related papers [10, 11, 12, 13, 24] about 
visualization of graph-based structures. Several methods and algorithms for 
automated creation of graph-like diagram layouts are presented in the thesis, as well 
as algorithms for interactive diagram input and modification. 
Graph-based structures arise in many fields where it is natural to represent objects 
and their relations in form of a graph. For visualization purposes graph-based 
structure is represented by a graph-like diagram, which is mainly a graph but 
additional constructions, such as hyper edges and relation representation by nesting, 
are allowed. (Fig. 1). 
The goal of the thesis was to investigate the 
visualization of graph-like information by means of 
easy readable diagrams where object and relation 
features relevant for the user, such as closeness, 
connectedness, symmetry, are visually easily 
perceptible in the drawing. In case of large and 
complex graph-like structures creating diagrams by 
hand is time consuming, hence algorithmic tools 
have to be created that simplifies and automates the 
visualization process. For this purpose theoretic 
research was carried out and, based on the results, 
methods and effective algorithms were developed 
for automatic layout of diagram elements. 
The foundation of graph-based structure 
visualization is graph drawing discipline [2, 3], 
which develops and explores algorithms for 
automatic creation of graph drawings. Graph drawing is a fairly new branch but is 
developing rapidly due to increase of the systems complexity and their describing 
graph sizes when creating a drawing by hand becomes complicated. The main tasks 
for drawing a graph-like diagram are: 
Sends messages 
Fig. 1. Drawing of a complex 
graph-like structure. 
• Automatic creation of the drawing; 
• Automatic modification of the drawing, when its underlying structure has 
been changed; 
Interactive input and exploration of the diagram 
Automatic creation of the drawing of the diagram is the most widely used 
operation because often we have a combinatorial description of data in form of a 
graph, which is obtained automatically from database or constructed by some 
algorithm, and to obtain easily perceptible understanding about the essence of the 
data, a drawing of the diagram must be created. If acquired data change over time, for 
example, due to changing the structure of the database, then automatic modification of 
the diagram has to be applied to ensure that the drawing contains the latest data. 
Sometimes not the data is primary, but the drawing created by the user. Then 
convenient diagram input and editing are important. Afterwards, the necessary data is 
generated from the created graph-like diagram. 
But no matter how drawing of the diagram is obtained, it is important that the 
diagram is easily readable and shows those properties of the graph that are essential 
for specific application. For example, in Fig. 2 and 3 two drawings of the same graph 
are shown. In Fig. 3 it can be easily noticed that the graph consists of two independent 
parts, which is not obvious from Fig. 2. Besides, by adding labels, graphics attributes 
e.g. colors, icons or line styles to the graph, we can tell much more about our data as 
in other ways. In general, several aesthetics [2, 3] in graph drawing are established 
that tell when a drawing would be easily readable. They are: 
• Edges are short; 
• Edges are as straight as possible; 
• The crossing number of edges is small; 
• Node symbols intersect neither each other nor edges. 
Each drawing of a graph should respect these aesthetics as much as possible, 
although some layout styles may treat them differently. For example, in the case of 
orthogonal edges, the straightness of edges is measured as the number of bends. Also 
it is often not enough to ensure that diagram symbols do not intersect and ensuring 
some minimum spacing between them is required. 
• 
Fig. 2. Graph before layout. Fig. 3. Graph after layout. 
Individual graph drawing algorithms are usually grouped in a larger module, 
which provides full spectrum of general automatic layout and diagram editing 
operations. Then, depending on the application, a specific tool is made based on such 
module, which is adopted for the required tasks. 
In Latvia the graph drawing tradition began in 1990 with the development of a 
business modeling tool GRADE. This tool supports description of business processes 
with graph-like diagrams, which are entered by the user. The user feedback shows 
that this tool is the winner in the field of interactive diagram editing even now what is 
achieved by successfully crafted graph layout algorithms. 
Later, graph drawing module "Graphical Diagramming Engine" was developed 
on basis of the obtained knowledge with substantial participation of the author of the 
thesis, which implemented emerged algorithms in a new quality. Based on this 
module several graph drawing tools were developed. One of them is LinkViewer, 
which graphically displays links between various Web pages, automatically laying out 
the resulting graph. Here the size of the graph can reach several thousands of nodes 
and edges, hence the effectiveness of the algorithm is highly important. 
Now, the worlds leading graph drawing tool is acknowledged to be "Tom Sawyer 
Layout", which provides the widest set of features in the highest quality. The author 
of this thesis participates in the development of this tool now. 
Diagram Deformation 
Important concept arising when the user interactively works with the diagram is 
mental map [21, 4]. It is the shape of the diagram that is remembered or imagined by 
the user. To ensure that the diagram is still recognizable after its modification, it is 
necessary that all diagram operations keep this mental map. But the drawing tool 
should help to keep the diagram tidy, ensuring non-overlapping of the diagram 
symbols. 
To support interactive work with the diagram, the following basic operations are 
necessary: 
• Insertion of a diagram symbol; 
• Modification of a diagram symbol; 
• Removal of a diagram symbol. 
To insert a symbol in the place pointed by the user ensuring the non-overlapping 
aesthetic, a free space must be obtained where to put this symbol. Similarly, deleting a 
symbol should remove the empty space by compaction of the diagram. Modification 
of a symbol can be implemented as its removal followed by insertion of the modified 
symbol. 
We propose to formulate all these actions in a 
unified way as an optimization problem - minimize 
the deformation of the diagram ensuring minimum 
distance requirements [13]. By dividing the process 
into two passes, one for vertical segments and one 
for the horizontal, and expressing the problem 
mathematically, deformation can be measured as 
the total squared drift of diagram symbols in the 
corresponding direction but minimal distances can be represented by an obstacle 
graph (Fig. 4). A weight equal to the required amount of the free space is assigned to 
each obstacle graph edge. Then by assigning a variable Xk to each segment, the 
optimal deformation optimization problem can be formulated with the following 
mathematical programming task: 
Fig. 4. Obstacle graph of 
vertical segments. 
min /Xxk ~ck)2 > where c* is the old coordinate of the k-Xh segment 
k 
subject to Xj- x; > dy for each obstacle graph edge with weight dy. 
The new coordinates Xk of the segment give the shape of the deformed diagram, 
which is close to the initial one and where the minimal distances are ensured. In a 
similar way, by adding new terms to the optimization function, it is possible to ensure 
other relevant diagram features, for example to minimize node sizes. 
In the chapter "Optimum Layout Adjustment Supporting Ordering Constraints in 
Graph-Like Diagram Drawing" of the thesis an efficient algorithm for solving this 
problem is proposed and several other applications of this optimization method 
including rectangle packing and intersection removal [16], diagram correction and 
compaction [13], providing free place for labels [17], as well as solving some layout 
sub-problems [2, 14] are discussed. Due to the well-behaved structure of the 
constraints we achieve very fast running time of the optimization algorithm suitable 
not only for diagram layout but also for real-time application in interactive editing. 
Layout 
Depending on the application there can be several characteristics that can be shown in 
the drawing of a graph. These characteristics are often grouped and a separate layout 
style is created for revealing the chosen features. Let us consider the main layout 
styles in the graph drawing module "Tom Sawyer Layout". They are: hierarchical 
(Fig. 5), orthogonal (Fig. 6), symmetrical (Fig. 7) and circular (Fig. 8). 
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Fig. 4. Hierarchical Fig. 5. Orthogonal Fig. 6. Symmetrical Fig. 7. Circular layout 
layout style. layout style. layout style. style. 
Although visually the styles are different, the layout is produced in a unified way 
by combining the following layout phases: 
• Node layout; 
• Edge layout; 
• Label placement; 
• Component packing. 
Depending from the selection of the algorithm in each phase a specific layout 
style is obtained. 
Node Layout 
The task for node layout is to place the nodes on the plane corresponding to the 
specifics of the given layout style. This is the first and the most important step of the 
graph layout since node position impact on the layout quality is the greatest. 
Let us discuss one of the mentioned node placement algorithms - the circular 
layout for which the author has developed a new clustering algorithm. According to 
this style the graph is divided into node subsets called clusters where nodes of each 
cluster are placed on a circle such that edge crossings between them are minimized. 
Then a cluster graph is formed by merging all nodes of each cluster into one node of 
the size of whole cluster. This graph is laid out using some other layout style, 
symmetric, for instance, and then the new nodes are replaced back by the cluster 
drawings to obtain the final layout. 
For the layout to be pleasing, the most important part is obtaining an adequate 
graph clustering. Circular layout is supposed to be used when the size of the graph is 
too large to comprehend and its visual complexity should be reduced by clustering. 
This idea leads us to the following clustering task: dividing nodes into clusters so that 
the number of clusters would be significantly less than the number of nodes in the 
initial graph but the cluster graph would keep the properties of the input graph as 
much as possible. 
For the purpose of "Tom Sawyer Layout" the author has implemented the 
following algorithm, which is based on recursive bisection: 
(1) C r e a t e o n e c l u s t e r f r o m a l l n o d e s o f t h e g r a p h ; 
(2) C a l c u l a t e t h e d e s i r e d c l u s t e r s i z e a s a s q u a r e r o o t o f t h e 
n u m b e r o f n o d e s ; 
(3) w h i l e ( s i z e o f t h e m a x i m a l c l u s t e r g r e a t e r t h a n t h e d e s i r e d ) 
(4) { 
(5) F i n d t h e m a x i m a l c l u s t e r ; 
(6) D i v i d e i t i n t o t w o u s i n g t h e r a t i o - c u t a l g o r i t h m ; 
(7) } 
To get good results it is important to use a balanced cut for dividing the cluster 
[19]. One possibility of such cut is ratio-cut [25] for which the author has developed 
an efficient algorithm [10]. The algorithm is based on solving a certain mathematical 
optimization problem, which is deeply analyzed in the chapter " A Nondifferentiable 
Optimization Approach to Ratio-Cut Partitioning" of the thesis. In case when all 
arising sub-problems can be solved exactly, the obtained algorithm gives a factor 2 
approximation, while the approximation factor for the best previously known 
algorithms [23,18, 20, 19, 25] can achieve log n. 
The presented clustering algorithm, which uses the described ratio-cut algorithm, 
gives much better results than other clustering algorithms that were used for layout 
purposes. 
Edge Layout 
When the nodes are positioned, the next step is edge layout. The edges are placed to 
connect the corresponding nodes and satisfying the qualities of the required layout 
style. 
Three kinds of edge layout styles are popular - orthogonal (Fig. 9), polyline (Fig. 
10) and curved line [3] (Fig. 11). The most natural but algorithmically hardest 
obtainable and less explored is curved edge style [5, 14, 15]. In the chapter "Curved 
edge routing" an original algorithm is proposed for producing edges of such kind 
what is achieved by expressing layout aesthetics with a cost function and using 
mathematical optimization to search a line, which best matches these aesthetics [12]. 
At first, a cost function is constructed, which maps a number to each point on the 
plane how costly it is for an edge to go through this point. This function is expressed 
as a sum of several terms each corresponding to some of the graph objects - a node or 
already placed edge. In case of a node this term function is infinite inside the node 
and rapidly decreasing outside it to ensure a certain distance between the routable 
edge and the node. In case of an edge the function is of some finite magnitude and 
again decreasing outside the edge. In this way the aesthetics of low edge crossings 
and separation are modeled. 
Fig. 8. Orthogonal edge Fig. 9. Polyline edge style Fig. 10. Curved edge style 
style. 
When the cost function is created, the edge shape is calculated as a line with the 
smallest total cost, which connects the respective nodes. It is accomplished by solving 
a differential equation using numerical methods. By using the modern "Level set" 
method [22], solution is obtained using moderate computational resources. The 
obtained edge shape is very smooth and natural, like drawn by hand. 
In general, such approach expressing aesthetics with a cost function allows to 
route also orthogonal and polyline edges, however, simpler and faster routing 
algorithms for such edges exist [2, 8]. 
Component Packing 
Graph layout algorithms should be able to deal with any kind of input graphs, 
including those consisting of several non-connected parts called components (Fig. 
13). But several basic layout algorithms, for example, symmetric layout [2, 3] requires 
the graph to be connected. In such cases the graph is divided into components before 
layout, which are laid out independently using the required algorithm and then 
compactly packed together. Traditionally for this task each component is represented 
by a rectangle for which efficient packing algorithms are known [1, 6, 7, 9] but often 
such approximation is too rough and packing density is decreased. 
Fig. 12. Polyomino Fig. 11. Component packing using polyomino 
approximation. based algorithm. 
In the chapter "Disconnected Graph Layout and the Polyomino Packing 
Approach" a packing method is developed where each component is approximated 
with a polyomino (Fig. 12), which encloses a drawing of a component much tighter. 
Algorithms for polyomino packing in different scenarios are presented: minimizing 
the total used area, ensuring the aspect ratio of the packing area and packing in pages 
of fixed size [11]. The results of the proposed algorithm are demonstrated on random 
forest graphs (Fig. 13) and compared to other known algorithms. The polyomino 
packing algorithm delivers significantly better packing density not only for 
components but also for packing rectangles. The running time is slightly worse than 
for rectangle packing algorithms but is acceptable for practical graphs comprising up 
to several thousands of components. 
Validation of the Algorithms for Layout of Gene Expression Graphs 
Based on the "Graphical Diagramming Engine" graph drawing module, gene 
expression graph visualization tool was developed [24] where the obtained drawings 
allowed to identify several new gene features. Important graph features that need to be 
visualized here are node in- and out-degrees as well as connected components of the 
graph. Mostly the hierarchical layout algorithm was exploited, since it clearly shows 
the nodes with high in- and out-degrees by placing them in the opposite sides of the 
drawing. Also the symmetric layout was used to produce pleasing drawings for 
presentation. The components were placed with the polyomino packing algorithm 
discussed in the thesis. Deeper information about the used algorithms and results are 
provided in the chapter of this paper "Building and analysing genome-wide gene 
disruption networks". 
References 
1. B. S. Baker, E. G. Coffman, R. S. Rivest. Orthogonal packings in two dimensions. 
SHAM Journal on Computing, 9(4):846~855, November 1980. 
2. G. Di Battista, P. Eades, R. Tamassia, I. G. Tollis. Graph Drawing, Prentice Hall, 
1999. 
3. Battista, G , Eades, P., Tamassia, R., & Tollis, I.G. Algorithms for Drawing 
Graphs: an Annotated Bibliography. Computational Geometry: Theory and 
Applications, V o l . 4, 1994, pp. 235-282 
4. S. Bridgeman, R. Tamassia. Difference metrics for interactive orthogonal graph 
drawing algorithms, - Proc. of Graph Drawing '98, Lecture Notes in Computer 
Science, vol. 1547, 1998, pp. 57-71. 
5. C. C. Cheng, C. A . Duncan, M . T. Goodrich, S. G. Koburov. Drawing Planar 
Graphs with Circular Arcs. Symp. on Graph Drawing GD'99, Lecture Notes in 
Computer Science, vol.1731 ,pp.H7-126, 1999. 
6. E. G. Coffman, M . R. Garey, D. S. Johnson, R. E. Tarjan. Performance bounds for 
level-oriented two-dimensional packing algorithms. SIAM Journal on Computing, 
9(4): 808-826, November 1990. 
7. E. G. Coffman and P. W. Shor. Packings in two dimensions: Asymptotic average-
case analysis of algorithms. Algorithmica, 9:253—277, 1993. 
8. D.P. Dobkin, E.R. Gansner, E. Koutsofios, Stephen C. North. Implementing a 
General-Purpose Edge Router. Symp. on Graph Drawing GD'97, Lecture Notes in 
Computer Science, vol.1353 , pp.262-271, 1998. 
9. U . Dogrusoz. Algorithms for layout of disconnected graphs. In Proc. of the Fifth 
International Conference on Computer Science and Informatics (CS\&I 2000), 
vol. 1, pages 539-542, 2000. 
10. K . Freivalds, A Nondifferentiable Optimization Approach to Ratio-Cut 
Partitioning, Workshop on Experimental and Efficient Algorithms (WEA 2003), 
Lecture Notes in Computer Science vol. 2647, pp. 134-147. Springer-Verlag, 
2003. 
U . K . Freivalds, U . Dogrusoz, and P. Kikusts, Disconnected Graph Layout and the 
Polyomino Packing Approach, Proc. of Graph Drawing 2001, Lecture Notes in 
Computer Science, vol. 2265, pp. 378-391, Springer-Verlag, 2002. 
12. K . Freivalds, Curved Edge Routing, Proc. of the Symposium on Fundamentals of 
Computation Theory 2001, Lecture Notes in Computer Science vol. 2138, pp. 
126-137. 
13. K . Freivalds, P. Kikusts Optimum Layout Adjustment Supporting Ordering 
Constraints in Graph-Like Diagram Drawing. Proc. of the Latvian Academy of 
Sciences, Section B , Vol . 55 (2001), No. 1, pp. 43-51. 
14. E. R. Gansner, E. Koutsofios, S. C. North, K-P. Vo. A Technique for Drawing 
Directed Graphs, - TSE vol. 19, no. 3, 1993, pp. 214-230. 
15. M . T. Goodrich, C. G. Wagner. A Framework for Drawing Planar Graphs with 
Curves and Polylines. Symp. on Graph Drawing GD'98, Lecture Notes in 
Computer Science, vol.1547 , pp.153-166, 1998. 
16. K. Hayashi, M . Inoue, T. Masuzawa, H . Fujiwara. A layout adjustment problem 
for disjoint rectangles preserving orthogonal order, - Proc. of Graph Drawing '98, 
Lecture Notes in Computer Science, vol. 1547, 1998, pp. 183-197. 
17. G. W. Klau, P. Mutzel. Combining graph labeling and compaction, - Proc. of 
Graph Drawing '99, Lecture Notes in Computer Science, vol. 1731, 1999, pp. 
27-37. 
18. P. Klein, S. Plotkin, C. Stein, E. Tardos, Faster approximation algorithms for unit 
capacity concurrent flow problems with applications to routing and sparsest cuts, 
SLAM J. Computing, 3(23) (1994), pp. 466-488. 
19. T. Leighton, S. Rao. Multicommodity max-fiow min-cut theorems and their use in 
designing approximation algorithms. Journal of the ACM, vol 46 , No. 6 (Nov. 
1999), pp. 787 - 832. 
20. D. W. Matula, F. Shahrokhi, Sparsest Cuts and Bottlenecks in Graphs. Journal of 
Disc. Applied Math., vol. 27 (1990), pp. 113-123. 
21. K. Misue, P. Eades, W. Lai, K. Sugiyama. Layout adjustment and the mental map, 
-Journal of Visual Languages and Computing, vol. 6, 1995, pp. 183-210. 
22. J.A. Sethian. Level Set Methods. Cambridge Umversity Press, 1996. 
23. F. Shahroki, D. W. Matula, The maximum concurrent flow problem. Journal of 
the ACM, vol. 37, pp. 318-334, 1990. 
24. J. Rung, T. Schlitt, A . Brazma, K. Freivalds, J. Vilo Building and analysing 
genome-wide gene disruption networks. Bioinformatics 2002 Oct; 18 Suppl 
2:S202-210. European Conference on Computational Biology (ECCB 2002). 
25. Y . C. Wei, C. K . Cheng, Ratio Cut Partitioning for Hierarchical Designs. IEEE 
Trans, on Computer-Aided Design, vol. 10, pp. 911-921, July 1991. 
7^ 1 
PROCEEDINGS OF THE LATVIAN ACADEMY OF SCIENCES Section B, Vol. 55 (2001), No. I (612), pp. 43-51. 
OPTIMUM LAYOUT ADJUSTMENT SUPPORTING ORDERING 
CONSTRAINTS IN GRAPH-LIKE DIAGRAM DRAWING 
Karlis Freivalds and Paulis Kikusts 
Institute of Mathematics and Computer Science, University of Latvia, Raina bulv. 29, Riga LV-1459, LATVIA; 
e-mail: {karlisf,paulis}@mii.lu.lv 
Communicated by Janis Barzdins 
We propose an optimisation-based technique for layout operations ensuring flexible and conven-
ient interactive editing of a wide class of graph-like diagrams. Diagrams may be very complex, 
containing nested nodes, textual labels on connection paths, and branched structures of paths. 
Layout operations rely on a mental map preserving optimum layout adjustment via solving a 
quadratic programming problem subject to ordering constraints. For this purpose, we have devel-
oped a highly efficient mathematical programming method. This method also enables to solve 
several related optimisation problems, such as optimum placement of vertices into layers, or hori-
zontal coordinate assignment for layered vertices, which were considered to be difficult in prac-
tice. 
K e y words: Graph drawing, mathematical programming, mental map. 
I N T R O D U C T I O N 
Graph-like diagrams are graph-based pictorial models that 
indicate the interrelationships of elements of various struc-
tures. Graph-like diagrams are widely used in many areas to 
describe information and its structure, for example, to de-
scribe the connections between enterprises for the develop-
ment of specifications, or for program code representation 
(Martin and McClure 1988; Booch et at., 1999). 
An important aspect for users is diagram visualisation, i.e. 
drawing them in a readable way. Such a process is called di-
agram layout. A layout of a diagram can be created interac-
tively by the user, or automatically by a program. The inter-
active drawing approach (Di Battista et at, 1999) has led to 
a concept o f a mental map, i.e. the general view of the dia-
gram imagined by the user (Bridgeman and Tamassia, 1998; 
Di Battista et at, 1999; Misue et at, 1995). The mental map 
of a diagram needs to be preserved during the layout pro-
cess in order to ensure the user's control and understanding. 
Thereby all changes to the diagram always have to be mini-
mised, so the optimisation approach rises in a natural way 
along with the notion o f a mental map. 
The concept of a mental map, together with optimisation 
questions, has been much studied in research literature. 
Misue et al. (1995) discusses the problem of preservation of 
the mental map. The authors propose several models to 
make the concept of a mental map more precise: orthogonal 
ordering, proximity relations, and topology. Hayashi et al. 
(1998) further develops the approach to avoid the intersec-
tions among rectangles. In a paper by Bridgeman and 
Tamassia (1998), formal isation of the notion of a mental 
map is performed, and the differences between layouts in 
various aspects are expressed mathematically: distance, 
proximity, orthogonal ordering, shape and topology. Other 
authors (He and Marriott, 1997) use mathematical program-
ming, including quadratic, to preserve the mental map in an 
interactive layout when repeated modifications occur. 
S T A T E M E N T O F T H E P R O B L E M 
Our graph-like diagrams are combinatorial structures con-
sisting of three principal kinds of elements: nodes, relations 
among nodes, and labels. Each element is represented by a 
corresponding geometrical object. A layout of a diagram is 
an arrangement of these geometrical objects on the plane 
(Figure 1). 
Nodes are basically represented as two-dimensional sym-
bols, most commonly by upright rectangular boxes or cir-
cles. Here, we wi l l use only rectangular boxes. 
Relations are represented by: (1) paths, i.e. single rectilinear 
polylines connecting symbols that represent the associated 
nodes, Figure la ; (2) forks, i.e. branched structures of recti-
linear polylines, Figure lb ; and (3) inclusions, i.e. placing 
one node symbol inside another, Figure 1c. 
A fork is modelled by introducing a point-shaped object 
called a support, which is the common endpoint of the paths 
forming a fork (Figure lb). 
Labels are text fields represented by upright rectangles, and 
are categorised into node labels and path labels. Node labels 
are placed inside the nodes on the specially assigned mar-
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Fig I. Simple diagram (a), diagram with forks (b), and diagtam with nested nodes (c). 
gins. Path labels are placed near their lines in an under-
standable way to identify which label belongs to which line. 
Since we allow a wide range of geometrical representations 
of relations, our layouts cover the full spectrum, from draw-
ings of simple graphs (Fig. la) up to U M L diagrams (Booch 
et al, 1999) (Fig. lb) , including essentially generalised 
K. Sugiyama's and K . Misue's compound graphs (Sugiyama 
and Misue, 1991) (Fig. lc). Figure 2 depicts this entire 
spectrum. 
The task of diagram layout is to represent the information of 
diagrams in an easily perceptible way (Ding and Mateti 
1990; Protsko et al., 1991). Accordingly, a correct layout 
must satisfy the following natural geometric constraints: 
(CI) node rectangles are not smaller than a minimum size, 
(C2) path lines have no common segments, 
(C3) the minimum distance 8 > 0 is guaranteed between 
nonintersecting segments o f geometrical objects, 
(C4) path labels neither overlap each other, nor node con-
tours, nor path lines, 
(C5) node contours do not cross each other, 
(C6) path lines do not intersect node contours unless forced 
by inclusions. 
We allow variable size node rectangles for several reasons. 
At first, we have to be able to draw graphs of degree much 
higher than four (Di Battista et al., 1999; Miriyala et al., 
1993). Also , editing node labels or putting one node inside 
another one could cause changes in node sizes. Similarly, 
inserting new nodes or path labels between the paths con-
tacting the same node may require changing its size. 
To create the layout of a diagram interactively or automati-
cally, we go through several relatively independent stages. 
The main stages are node layout, path routing, and label as-
signment A t each stage, we provide a correct intermediate 
layout which preserves a common mental map. Modifica-
tions to the layout, while preserving the mental map, are 
done by optimum layout adjustment via solving two quad-
ratic programming problems, separately for the horizontal 
and the vertical directions, subject to the ordering con-
straints corresponding to each direction. 
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Fig. 2. Complex diagram. 
This approach conforms to several important ideas proposed 
in the literature. First, layout adjustment requires the objects 
to move or to stretch (Miriyala et al, 1993). Furthermore, 
an optimum adjustment involves mathematical program-
ming (including integer, linear, and quadratic) that is widely 
used in graph drawing (He and Marriott, 1997, Di Battista 
et al., 1999). Recently, D i Battista, Didimo et al. (1999) and 
Klau and Mutzel (1999) also elaborated related concepts 
and touch ours in some basic points. 
The deviation of the layout from the intended mental map 
can be measured by a function to be minimised. Our function 
comes from the concepts of distance metrics (Bridgeman 
and Tamassia, 1998) and position constraints ( D i Battista et 
al, 1999). Minimisation is done subject to ordering con-
straints. D i Battista et al. (1999) showed how ordering con-
straints can be used in layered drawings for horizontal coor-
dinate assignment. However, when discussing the use of a 
quadratic programming approach, the authors warn that the 
solution requires considerable computational resources, even 
if the ordering constraints form an acyclic graph. Such con-
straints are also described by Gansner et al. (1993) for find-
ing optimum layering by integer programming. Below, we 
wi l l show that our technique, which is based on the gradient 
projection method (Minoux, 1986), allows us to solve these 
problems spending quite moderate computational resources. 
A quadratic programming algorithm is the principal part of 
our procedure called Normalise, which ensures a correct in-
termediate layout while not destroying the common mental 
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map at each layout creation stage. Normalise is our back-
bone operation and is discussed below. 
L A Y O U T N O R M A L I S A T I O N 
When modifying a diagram, the user inserts new nodes or 
paths, adds path labels, or changes the geometrical attrib-
utes of diagram elements. Without difficulty, all of these ac-
tions can be accomplished keeping the constraints C4, C5, 
and C6 satisfied, yet the remaining constraints may be vio-
lated. To satisfy the constraints C4, C5, and C6, new nodes 
and path labels have to be represented by zero-size rectan-
gles (i.e. points) located in the desired positions (the bold 
dots in Fig. 3a). 
The Normalise operation ensures that the constraints CI to 
C6 are satisfied, including minimal distances between 
newly routed paths, and minimal sizes of elements preserv-
ing the initial mental map. For newly added nodes and path 
labels the Normalise operation assigns correct sizes to these 
elements. Also correct node inclusions are ensured. 
Preservation of the mental map means for us minimisation 
of the total distance between the new and the old locations 
of the diagram elements while keeping their ordering undis-
turbed. Since our diagram elements are represented by up-
right rectangles or rectilinear polylines, the layout geometry 
consists only o f vertical and horizontal line segments. 
Therefore, all layout modification operations we can do 
separately: first, for the vertical layout segments (Fig. 3a), 
then, for the horizontal layout segments (Fig. 3 b). Note that 
after processing the vertical segments, the nodes and path 
labels represented by points become horizontal segments 
due to minimum size requirements (Fig. 3b). 
Let us consider more closely the case of vertical line seg-
ments. In this case, it is necessary to find only the .r-coord-
inate o f each segment. The objective is to assign the x-coo-
rdinates to the segments in a way that a chosen cost function 
attains its minimum, taking certain constraints into account. 
The basic constraints here are minimum horizontal distance 
requirements. 
To retain the general view of the given layout, the ordering 
of segments is predetermined in some sense. The main idea 
is a segment obstacle relation, which is derived from seg-
ment visibility: segment b is an obstacle of segment a if: 
- projections of the extended segments of a and b on the 
vertical axis overlap, 
- the abscissa o f a is smaller than the abscissa of b, 
- there is no segment c between a and b such that c is an ob-
stacle for a, and b is an obstacle for c. 
Here, for the given segment, the extended segment is a seg-
ment which is obtained from the given one by extending its 
both ends by — (refer to constraint C3), i f the given segment 
is o f non-zero length. Such a relation allows for point-
shaped objects to slide freely among other diagram objects, 
while path endpoints remain enclosed between the corre-
sponding node sides. 
The obstacle relation defines the obstacle graph of the seg-
ments. The obstacle graph is planar, therefore, its edge 
number is small. Moreover, the edges of the obstacle graph 
may be acyclically directed from left to right, thus defining 
the basic ordering of layout segments. 
The basic ordering does not represent the complete ordering 
information. Some additional relations have to be added to 
ensure correct ordering for newly inserted nested nodes that 
are represented by single points. In order to guarantee con-
straint C2, a special procedure is called for overlapping path 
segments to avoid unnecessary path crossings. 
After a complete segment ordering is determined, it is also 
represented by a graph. Besides ordering information, we 
include additional arcs into this graph: from the left seg-
ment of every node to its right segment, thus ensuring mini-
mum node size constraint C L We call the graph obtained 
the constraint graph. Like the obstacle graph, the constraint 
graph is acyclic, and also small. 
We have found that layout optimality may be expressed via 
a quadratic optimisation problem: 
minimise F(xy, x2, ... xn) 
subject to Xj - xi > dy > 0, 
where Xy, x2, ••• xn are the x-coordinates of the segments, 
and the pairs (J, j) are the arcs of the constraint graph. 
The function F is built to minimise the changes of the lay-
out, and in the most usual form is a sum comprising sum-
mands of two kinds corresponding only to diagram nodes. 
To minimise the node drift, we introduce the summands 
(*' -xc)2, where for each node, xt, xr are the abscis-
sas of its left and right segments, and xc is a constant denot-
ing the abscissa of its old centre. To minimise the node size, 
F also comprises the summands of the form w-(xr - xj) . 
Fig. 3. Vertical layout segments (a), horizon-
tal layout segments (b), and all layout seg-
ments (c). The bold dots are zero-sized nodes 
and labels; the support is depicted as a circle 
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The weighting factor w should be chosen in an appropriate 
way. The value 10 seems adequate. 
After the minimisation problem has been solved, the dia-
gram is recalculated for the new locations of the vertical 
segments (Fig. 3b). 
Analogously, the layout is processed in the vertical direc-
tion (Figs. 3b, 3c). 
O P T I M I S A T I O N T E C H N I Q U E 
As described above, we must deal with functions in the 
form 
(1) 
where Lk(x) denotes some linear function depending on an 
^-dimensional point x = (x,, x 2 , ... x „ ) T . We need to mini-
mise F subject to the inequality 
Ax > d, (2) 
where each row r of the m « n matrix A comprises only two 
non-zero elements -1 and +1 in columns ir and jr respec-
tively, and all the pairs (jr jr) form an acyclic graph. 
We have chosen the gradient projection method (Minoux, 
1986) as a theoretical background for solving this quadratic 
programming problem. 
The solution is found in two stages. First a feasible starting 
point x Q satisfying the inequality AxQ >dis searched. If such 
a point exists, then our problem obviously has a solution. 
Lemma 1. The set offeasible points is non-empty. 
Proof. Let us number the vertices of the constraint graph 
topologically, and let dmax be the maximum component of 
m-tuple d. B y setting x ; = i-d^ we satisfy the condition (2). 
• 
After the starting point is found, iterations are performed in 
order to find the solution. At each iteration, the current 
point x is changed so that F decreases. 
We have to distinguish two major cases: whether the ine-
quality (2) is strong or not. 
Case Ax> d. 
In this case, the point x is strongly inside the feasible area 
and we may shift x in the direction of the steepest descent 
g = f -VF(x) ) T . 
We find two scalar values: r , minimising the functionXx) = 
Fix + gx), T > 0, and 
T 2 = max (x > 0 | A-(x + gx) > d). 
Finding both T , and t 2 is easy, because fii) is a quadratic 
function and (2) is reduced to m linear inequalities of one 
variable. 
46 
Then x has to be changed to x + g-min(T,, x 2 ) . 
Case Ax > d. and equality holds for at least one d imens i^ 
In this case, the point x is on the border of the feasible area 
and we must shift x along the border in the direction which 
is the projection p of g onto the border. 
To calculate p, let us introduce a new / M Q X n matrix 4^ ^ 
the submatrix of A consisting of those rows of A for which 
strong equalities in (2) take place. Let d0 be the correspond, 
ing subcolumn of d. We call the corresponding subgraph of 
the constraint graph the active constraint graph and denote 
it by G 0 . 
Lemma 2. All vertices of every connected subgraph of Q 
have mutually equal corresponding projection components. 
Proof. From the choice of AQ we have ArX = d0, and for an 
arbitrary shift y along the border defined by A0, we have 
A0(x + y) = dQ, too. Hence 
Aay = 0, 
and consequently Acf> = 0. 
(3) 
The last equality means that, for an arbitrary row of AQ, we 
havept = p., i.e. all arcs of C?0 have equal projection compo-
nents for both ends. The required statement follows imme-
diately. • 
L e m m a 3. Let S be the index set of vertices of an arbitrary 
maximum connected subgraph of GQ, and, as stated above, 
all its vertices have the same projection component ps Then 
Ps = . 
M keS 
Proof. As p is the projection of g, g - p is perpendicular to 
all directions y along the border. Because of (3), g - p can 
be expressed as some linear combination of rows of A0, i.e. 
taking an appropriate m0-tuple u 
g — p - Ao^u. (4) 
The *-th row in the last equal ity is gk - pk = ^ a j k u, where 
aik denotes an element of A0. 
We have £ ( g A - P k ) = £ ] l > ; i f e U , = f > ; 2 > * a n d -
keS keSi=l ;=1 keS 
since S includes none or both ends of G 0 ' s arcs, ^aik~^-
keS 
because each row of A0 comprises exactly two non-zero e e-^  
ments -1 and +1. Hence Y(gk-Pk) = °» m < i £->gkM 
fcs k £ S :< 
Y,Pk - \S\-Ps- • 
keS 
Lemmas 2 and 3 show that p is calculable from g in a v e t ^ 
simple way. 
After p is calculated, we need to distinguish two other 
• •M 
V o l . a (2001). NO. i.;. 
cases 
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Case p * 0. 
In this case, as in the case Ax > d we find two scalar values: 
Tj minimising the function fix) = F(x + p-x), x>0, and x2 = 
max (T > 0 | A(x + p-x) > d). A n d then change r t o x + 
/7-minfr,, x2). 
Case p = 0. 
In this case we need to change the matrix A0 or stop the it-
erations. Because of the convexity of our optimisation prob-
lem, the Kuhn-Tucker conditions (Minoux, 1986) allow us 
to distinguish between the two cases. 
From (4), we have 
g = V « . (5) 
The Kuhn-Tucker conditions mean that i f there exists u sat-
isfying (5) and 
uj<0, i = I, 2, . . . m0, (6) 
then the optimum is reached. 
Lemma 4. Let all vertices of G 0 be partitioned into two dis-
joint subsets V and V in such a way that all arcs joining V 
and V go from V toV thus forming a directed cut separat-
ing V and V. Let S be the index set of vertices qfV. If the 
cut is positive, i.e. V gk > 0, then every u satisfying (5) vi-
keS 
olates (6). Also, g is directed inside the feasible area rela-
tive to its border defined by those rows of AQ, which corre-
spond to the arcs of the cut, and the projection of g onto the 
feasible area's border defined by the other rows of A0 is not 
equal to 0. 
Proof. Let C be the index set of rows of A0 corresponding 
to the arcs of the cut. 
Since each row of A0 comprises exactly two non zero ele-
ments (-1 and +1) that indicate the endpoints of the arc cor-
responding to the row, and since only arcs of the cut have 
exactly one (marked with +1) endpoint belonging to V, we 
, v f U f i e C 
have > aik = \ 
*eS [0, otherwise 
Hence, as u satisfies (5), jZsk = ZJl]aiyt"; = 
keS k<=Si=\ 
Uj 2^aik ~ /.ui> a n d X " ' 5 * 0' D e c a u s e ° f m e defini-
/=1 keS isC <<=C 
tion of a positive cut (refer to the statement of this Lemma). 
Obviously, for some i u, > 0, i.e. (6) does not hold. 
To prove that g is directed inside the feasible area relatively 
to its border defined by those rows of A 0 which correspond 
to the arcs of the cut, we show that there exists u satisfying 
(5) such that u, > 0 for all ieC. 
Assume first that G0 is connected and our cut is a minimum 
cut, i.e. any proper subset of its arcs does not form a cut. In 
such a case, there exists a spanning tree in G 0 that includes 
exactly one arc from our cut. We remove from G 0 ail arcs 
of the cut except the one of the spanning tree, and we re-
move from AQ the corresponding rows, thus obtaining the 
graph and the matrix A0. Besides, there exists such a (mQ -
|C | + l)-tuple u' for which g = AQTu'. 
In the graph G 0 the vertex sets V and V are still separated 
by a positive directed cut. Hence, by the same argument as 
for u, the unique component of u' corresponding to the cut 
is positive. It is easy to see that the required u is obtainable 
from u' by setting all missing components to 0. 
In the case when G n is disconnected or our cut is not a mini-
mum one, those parts of the cut, which are minimum cuts, 
must be examined separately in each maximum connected 
subgraph of G Q . 
Finally, let us show that the projection of g onto the feasible 
area's border defined by those rows ofA^ which do not cor-
respond to the arcs of our cut is not equal to 0. 
Denote by GL the graph obtained from G 0 after removing 
all arcs of the cut. Some of G[ ' s maximum connected sub-
graphs constitute the part V. Let S (j = 1, ...) be the vertex 
index sets of these subgraphs: S= 5, u . . . . Since;S. are mu-
tually disjoint and V gk > 0, some of the sums gk must 
keS kzS 
be different from 0. Recalled Lemma 3, this means the re-
quired property of the projection of g. • 
Lemma 5. If for every directed cut separating V and V in 
GQ, ^ gk < 0 holds, then there exists u satisfying (5) and 
ksS 
(6). 
Proof. Let us extend G 0 by adding two new vertices s and /, 
and by adding additional arcs from s to all vertices with gk > 
0, and from all vertices with gk < 0 to /. We are about to 
pass a flow through the extended graph. The capacity of the 
original arcs is set to oo, and the capacity of all arrs adjacent 
to s or / is the value IgJ corresponding to the second end of 
the arc. 
There exists a flow with a value g + = ^ g A . To prove this, 
we have to verify the well-known Ford-Fulkerson condi-
tion: the total capacity cjn for all ingoing arcs of every set 
K j{ r} must be at least g+, where V is a subset of the verti-
ces of G 0 . 
If at least one arc from G 0 goes into V, then cin = °c> g + . 
In the opposite case, G n has a directed cut separating V and 
V. 
Let S and S be the index sets of vertices from V and V re-
spectively, and 
Ss = Z#A> = JlSk-
keSgk>0 keSgk<0 
f 
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It is clear that g + = g £ + g | , and, by the condition of the ( 2 ) Calculate a positive cut; 
Lemma to be proved, g ± + g j < 0. 
Since only arcs going into Vu{t} are adjacent to s or /, 
cm = gs -8S =g+ -8$ - g+-
Thus, a flow with a value g + exists and gives the values 
9; > 0, i = 1,2, . . . / n 0 to arcs of G 0 . 
Let ln(k) and Ovt(k) denote the index sets of ingoing and 
outgoing arcs of the k\h vertex of G0. It holds that In(k) = 
{/1 aik > 0}, Out(k) = [/ | aik < 0}. 
It is easy to see that for our flow we have: 
gk= Z ' P ' - Z<p< = Z ^ i - Z * ( = Z a i * H > i ) -
isOut(k) ieln(k) i:a,t<0 ra^i-O i=l 
Hence g = ^0 T(-<p), where tp =((p,,(p2, . . .cp^ ) T . • 
Lemmas 4 and 5 show how to distinguish, in the case p = 0, 
between changing the active constraint graph or stopping 
the iterations. If there exists a positive directed cut, itera-
tions must be continued beforehand removing the rows cor-
responding to the arcs of the cut from A0. 
Testing of the existence of such a cut is the most complex 
part of our optimisation method. Fortunately, the question is 
well-studied and can be solved by the maximum flow tech-
nique (Cormen et al, 1990). 
The method may be made significantly faster due to a very 
clear geometric background of the problem. Indeed, accord-
ing to Lemmas 2 and 3, when we shift the current point x to 
its new position, each maximum-connected-component of 
the active constraint graph moves as a rigid body. There is 
no need to move all components simultaneously by the vec-
tor gmin( t | , T 2 ) . Any direction where F decreases is admis-
sible. We can take components one by one and shift them in 
a direction which decreases the function. If two components 
touch each other, we merge them. 
The outline of our algorithm follows: 
(1) Shift and merge components of the active constraint 
graph while possible; 
(3) If such a cut exists, remove its arcs from the active con-
straint graph and continue with (1). 
Furthermore, we can eliminate costly flow computations by 
maintaining a spanning tree in each component. At each 
merge, we update the tree by adding one active arc between 
the two components. The necessary cut o f the tree can be 
calculated in linear time. 
A P P L I C A T I O N E X A M P L E S 
The main and the most important application example is 
diagram normalisation. To measure the time complexity of 
our optimisation method, we generated a series of realistic-
looking diagram examples randomly in the following way. 
We take N random upright rectangles representing diagram 
nodes. Placing them randomly, they may intersect (Fig. 4a). 
To obtain a correct diagram, intersections must be elimi-
nated. This task is solved by our technique, giving the initial 
node layout (Fig. 4b). Next, we add N random independ-
ently routed paths. Independent routing may generate path 
segments that violate minimum distance requirements, 
which are then corrected by the Normalise operation (Fig. 
4c). As the last step we add path labels, freeing the required 
space using one more Normalise operation (Fig. 4d). In all 
steps, the mental map of the initial rectangle positions is 
preserved. 
Basically, the preservation of the mental map is expressed 
as minimisation of node drift subject to obstacle graph re-
quirements. We can use a different model as well, for exam-
ple preserving the orthogonal ordering as discussed previ-
ously (Misue et al, 1995; Hayashi et al, 1998). In our 
technique, we only add arcs between adjacent rectangles 
(with respect to the ordering) to our constraint graph. Figure 
5 shows the rectangle intersection elimination while pre-
serving the orthogonal ordering applied to the same starting 
position (Fig. 4a). 
Tables 1 and 2 show the performance of the C++ implemen-
tation of our optimisation method running on a P E N T I U M 
120Mhz computer. The average data from ten examples is 
taken. Table 1 reflects diagram processing illustrated in Fig-
n 
• • o — i 
D J j j__T3 
a b c 
Fig. 4. Initial rectangles (a), rectangles after intersection elimination (b), normalised random paths (c), and random size path labels (d). 
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Table I 
DIAGRAM PROCESSING 
Intersection elimination Path routing Labeling 
n 4 T, 4 T y 4 "y 4 T y 4 L "y T 
> 
1000 9 0.1 18 0.3 5610 37 3.1 5545 37 2.9 6610 10 1.3 6545 21 2.2 
2000 11 0.3 29 0.9 13140 60 12.7 13001 46 9.2 15140 9 2.7 15001 26 69 
3000 16 0.6 38 1.6 21616 66 21.7 21427 58 18.1 24616 10 4.4 24427 34 14.2 
4000 16 0.9 48 2.7 30899 82 38.3 30640 75 33.0 34899 11 7.3 34640 36 22.6 
n — i • 
• 
Table 2 
n o 
D q 
L - L a J C H 
• • a • • 
• • 
Fig. 5. Rectangles of Fig. 4a after intersection elimination preserving or-
thogonal ordering 
ure 4. Table 2 shows elimination of rectangle intersections 
on larger datasets in two cases: (1) preserving the orthogo-
nal ordering, and (2) only with the obstacle graph approach. 
The segment count («), iteration count (/) and time in sec-
onds (7) are given in the x and y directions separately. 
The processing time obtained in our experiments can be ex-
pressed as ~rf, where 1.5 < p < 2 depending on the problem 
type. Such time performance is quite good in practice since 
our diagrams usually contain up to several thousand seg-
ments, and the method is fast enough. 
DISCUSSION 
Our optimum layout adjustment technique was developed to 
handle graph-like diagrams of complex structure. Our nor-
malisation concept is very powerful and allows gradual dia-
gram layout creation in several stages. A n independent path 
routing, followed by normalisation, is very convenient be-
cause the node layout stage does not have to consider the 
paths in great extent. We can process the most complex path 
structures, including forks, after the nodes have been laid 
out. The known algorithms today either do not deal with 
forks or demand some simplifying conditions. For example, 
the algorithm given by Seemann (1997) requires forks to 
form an acyclic graph. Handling forks as supports removes 
such limitations. 
Other operations based on our normalisation concept are 
layout correction and compaction. Correction is a Normal-
«e-like procedure that leads to the constraints C1 . . .C6 be-
ing satisfied. We only have to replace all nodes by zero-
sized rectangles and calculate a correct constraint graph. 
Compaction is another analogue of the Normalise proce-
RECTANGLE INTERSECTION ELIMINATION 
Obstacle ordering Orthogonal ordering 
n 4 Tz 4 T y 4 T, 4 Ty 
1000 8 0.1 17 0.2 17 0.2 24 0.3 
2000 12 0.3 26 0.7 27 0.7 37 1.0 
4000 16 1.0 46 2.8 43 2.4 60 3.4 
8000 24 3.0 80 10.6 74 8.8 105 13.0 
16000 38 8.6 145 35.2 123 31.6 193 51.5 
dure. It reduces the distance between nodes by minimising 
some other cost function. 
Generally, our proposed optimisation technique is usable in 
automatic layout, when diagrams are reduced to graphs. We 
combine two algorithms that lay out undirected and directed 
graphs, respectively. 
Since we use a grid in the automatic graph layout, we have 
to notice that with practically good approximation, our opti-
misation technique solves the corresponding integer pro-
gramming problem by simply rounding off the real-valued 
solution. More importantly, we are not restricted to a quad-
ratic function, since the same algorithm also handles a lin-
ear one. Besides, in the integer linear case we obtain the ex-
act result because of the simplicity of our constraints. 
A n undirected graph is laid but on the grid, repeatedly mov-
ing each vertex to a free gridpoint nearest to the barycentre 
of its neighbours. To ensure free gridpoints near the desired 
place, we expand the layout, time after time, by compacting 
it and inserting empty rows and columns. 
A directed graph is laid out conventionally in a layered 
structure (Gansner et al., 1993, D i Battista et al., 1999). If 
the graph contains cycles, then the number o f edges going 
upward is minimised and temporally reversed, thus obtain-
ing an acyclic graph. First, vertices are placed into layers, 
and then ordered inside them to minimise edge crossings. In 
both cases, our optimisation technique is involved in the 
following way. 
In accordance with (Gansner et al., 1993, D i Battista et al., 
1999), optimum placement of vertices into layers minimises 
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ID 
[he total vertical extent of all edges, i.e. the sum of differ-
ences between layer numbers of edge vertices. Taking our 
temporary acyclic graph as the constraint graph and requir-
ing the vertical extent of each edge to be at least 1, we im-
mediately obtain an integer linear programming problem, 
which is solved as mentioned above. 
Further, vertices are ordered inside layers according to their 
neighbour barycentres. To keep the vertices separated, we 
perform the Normalise operation. After the vertex order is 
determined, we assign the final horizontal coordinates, 
minimising the total edge length squares as suggested by Di 
Battista et al. (1999). We sum only squares of the horizontal 
extent of the edges, and minimise this sum subject to con-
straints induced by extremely simple linear vertex ordering 
inside each layer. Despite the caution given by Di Battista et 
al. (1999), our optimisation technique does not require con-
siderable computational resources and solves the minimisa-
tion problem efficiently. 
Another particularly important stage of layout creation 
is path label assignment. Maintaining textual labels on 
paths is a hard problem managed only by a few systems 
(Kikusts and Rucevskis, 1996; Dogrusoz et al., 1998; 
http://wmv.gradetools.com/). Our approach essentially fa-
cilitates the labelling problem by separating it into two in-
dependent and technically simpler subproblems: (1) looking 
for free places, and (2) deforming the layout if there is not 
enough space. Having good initial label positions, the Nor-
malise procedure provides their correct size while preserv-
ing the initial mental map, thus obtaining quite pretty path 
labelling (http.Z/www.gradetools.com/). 
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A b s t r a c t . We propose a new method for finding the minimum ratio-cut 
of a graph. Ratio-cut is NP-hard problem for which the best previously 
known algorithm gives an O(logn)-factor approximation by solving its 
dually related maximum concurrent flow problem. We formulate the min-
imum ratio-cut as a certain nondifferentiable optimization problem, and 
show that the globed minimum of the optimization problem is equal to the 
min imum ratio-cut. Moreover, we provide strong symbolic computation 
based evidence that any strict local minimum gives an approximation by 
a factor of 2. We also give an efficient heuristic algorithm for finding a 
local min imum of the proposed optimization problem based on standard 
nondifferentiable optimization methods and evaluate its performance on 
several families of graphs. We achieve 0(n16) experimentally obtained 
running time on these gTaphs. 
1 Introduction 
Balanced cuts of a graph are hard computa t ion problems impor tan t both i n 
theory and pract ice . Ra t io -cu t is the most fundamental one since most of the 
others i n c l u d i n g m i n i m u m quotient cut, m i n i m u m bisect ion, mul t i -way cuts can 
be easily approx imated using it [13,20]. A l s o several other impor tan t approx i -
ma t ion a lgor i thms like crossing number and m i n i m u m cut l inear arrangement 
are based on the rat io-cut [13]. Rat io-cut has many p rac t i ca l appl icat ions, most 
impor tan t be ing V L S I design, clustering and pa r t i t ion ing [23,14,1]. 
Since ra t io-cut is a N P - h a r d problem [15] we must seek for approx imat ion 
a lgor i thms to solve it i n prac t ica l ly reasonable t ime. M a n y purely heuristic algo-
r i thms were developed [23,25,21,8] most of them re ly ing on s imula ted anneal ing, 
spectral methods or i terat ive movement of nodes from one side of the pa r t i t i on 
to the other. A common idea exploited by several authors [25,2,9 ,21,22] to i m -
prove their qua l i ty is using multi-scale graph representation usual ly obta ined by 
edge cont rac t ion . A t first a par t i t ion at the coarsest scale is obtained and then 
refined to a more detailed one by one of ment ioned a lgor i thms. A l t h o u g h these 
a lgor i thms m a y perform wel l in practice no op t imal i ty bounds are k n o w n for 
them. 
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T h e best previously known algor i thm w i t h proven o p t i m a l i t y bounds finds an 
0 ( l o g n)-factor approx imat ion , where n is the number of nodes i n the graph. It is 
based on reduc t ion of the rat io-cut problem to the m u l t i - c o m m o d i t y flow prob-
lem, wh ich can be solved w i t h po lynomia l t ime l inear p rog ramming methods. 
Unfor tuna te ly this method is not pract ical since the resul t ing l inear p rogram is 
of quadra t ic size of the number of nodes i n the graph and cannot be solved ef-
ficiently. T h e n , approx imat ion algori thms [16,17,12,24] were discovered for the 
m u l t i - c o m m o d i t y flow problem itself mak ing this approach usable i n pract ice. 
Several heuris t ic implementat ions [16,11,24] are based on this idea, some of 
them quite effective and prac t ica l . The most elaborate one [11] can deal w i t h up 
to 100000-node graphs i n reasonable t ime. 
In this paper we propose a new way of finding the m i n i m u m rat io-cut of a 
graph. W e construct a nondifferentiable op t imiza t ion p rob lem whose m i n i m u m 
solut ion equals the m i n i m u m ratio-cut value and use nonl inear p rog ramming 
methods to search for i t . Since the problem is non-convex, we may find on ly 
a loca l m i n i m u m . However, we show that any str ict l oca l m i n i m u m gives us a 
factor of 2 approximate cut . For that purpose we in t roduce a not ion of loca l ly 
m i n i m a l ra t io cut for which no subset of nodes taken from one side of the cut 
and moved to the other side decrease the cut value. W e establ ish one-to-one 
correspondence between s t r ic t ly local ly m i n i m a l cuts and str ict loca l m i n i m a of 
the proposed op t imiza t ion problem. 
T h e reduc t ion of a N P - h a r d discrete p rob lem to a continuous one is not a 
novel idea. F o r example the m a x i m u m clique p rob lem of a graph can also be 
stated as an op t imiza t ion prob lem [6] and numer ica l op t im iza t i on methods for 
finding the o p t i m u m may be used. However for the m a x i m u m clique prob lem no 
op t ima l i t y bounds of a loca l m i n i m u m are known . T o show that our me thod is 
p rac t ica l we present an efficient heuristic a lgor i thm for finding a loca l m i n i m u m 
of the proposed prob lem, wh ich is based on the s tandard methods of nondiffer-
entiable o p t i m i z a t i o n and analyze its performance on several families of graphs. 
W i t h the proposed method we can find a good pa r t i t i on of a 200000-node graphs 
i n less than one hour . 
2 Problem Formulation 
W e are deal ing w i t h an undirected graph G = (V, E), where V is its node set 
and E is i ts edge set. T h e nodes of the graph are identified by na tura l numbers 
from 1 to n . E a c h node i has a weight dj — 0, and each edge (i, j) has a capaci ty 
dj = 0, sat isfying the properties Cy = Cji, cu = 0. W e define Cjj = 0 when 
there is no edge (i, j) i n G. W e assume that there are at least two nodes w i t h 
non-zero weights. (A, A') denotes a cut that separates a set of nodes A f rom its 
complement A' = V\A. T h e capacity of the cut C{A,A') is the sum of edge 
capacities between A and A'. T h e rat io of the cut R(A, A') is defined as follows 
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We w i l l focus on finding the m i n i m u m rat io-cut i.e. the cut (A, A') w i t h the 
m i n i m u m ra t io over a l l nonempty A, A'. 
D e f i n i t i o n 1. A cut (A, A') is locally minimal if for all non-empty U C A , ( / / 
A : R{A,A') < R(A\U,A' U U) and for all non-empty U' C A',U' ^ A' : 
R{A, A') < R(A\JU',A'\U'). Similarly we call a ratio-cut strictly locally minimal 
if strong inequalities hold in this definition. 
3 Ratio-Cut as an Optimization Problem 
W e can assign a variable Xi 6 1R to each node i and consider the fol lowing 
op t imiza t ion problem over x f rom JR". 
m i n F(x) = ^ C y l 1 ' ~ xi\ (2) 
subject to H(x) = ^ didj\xi —Xj\ = 1, (3) 
5> = 0. (4) 
iev 
T h i s op t im iza t i on problem is equivalent to the ra t io-cut p rob l em in the sense 
described below. 
D e f i n i t i o n 2 . A characteristic vector xA for a cut (A, A') is defined such that 
its components 
x ' = { b , \ t A " w h e r e ( 5 ) 
1 \A'\ 1 \A[ 
ieA i£A' iEA i€A' 
It is s t ra ightforward from this definition that for a cut (A, A') xA satisfies 
the constraints (3, 4), and F{xA) = R(A,A'). 
D e f i n i t i o n 3 . For some feasible x and some p € IR we call the cut (P,P') 
positional, if P = {i\xi < p}, P' = V\P, and both P and P' are non-empty. 
The ratio of this cut Rp{x) = R(P,P'). For a fixed x we can speak of minimum 
positional cut Rmm{x) over all possible positional cuts obtained for different p: 
•Rmin(z) = m i n Rp{x). 
p e n 
T h e o r e m 1. F o r each feasible x* of (2, 3, 4) F{x*) > i ? m i n ( x * ) . Also F{x*) > 
Rmin(x*) if there are at least two positional cuts with different values. 
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Proof. Here we only sketch the ma in steps of the proof, for detai ls omi t t ed due 
to space l i m i t a t i o n refer to [7]. Let us par t i t ion a l l nodes in to three sets Ui, U2, 
U3 as follows. 
y j = minx*, y j = m i n x*, 
1 i\x'>Vi 
Ui = {i\x* = y{), U2 = { t |x j = y2*}, U» = { i | x j > y2*} 
If t/3 is empty there is exact ly one posi t ional cut, x* is i n the form of char-
acterist ic vector and F{x") = Rmin(x*) what concludes this proof, else define 
2/3 = , m i n 
W e create a sub-problem of (2, 3, 4) by reducing the o r ig ina l one to a new 
variable y = (j/j, y2,yz)- Nex t , we further restrict it w i t h y i < y 2 < y 3 and can 
drop the absolute value signs getting: 
m i n F 2 ( y ) = 2 ^ cvK2/2 - 2/0 + $3 + ~ y 0 + 
t6t/i,j€t/2 i6t/i ,jet/ 3 
c i j ( y 3 + I i - y 2 ) + K ' , (6) 
»€t/ 2 , jec/ 3 
subject to H2{y) = 2 ^ didj{y2 - I/i) + ^ d i d j ( j /3 + ^ - y i ) + 
52 didj(2/3 + « j - y 2 ) - r F , (7) 
| C / i | j / i + | L / 2 | y 2 + | L / 2 | y 2 = 0 , (8) 
2/i < 2/2 < 2/3, (9) 
where P a n d .fif are appropria te ly calculated constants. 
We have obta ined a local ly equivalent l inear p rogram i n the sense that for 
y* the constraints (7, 8, 9) are satisfied and F ( x * ) = F 2 ( y * ) . A l s o , i f we can find 
a better so lu t ion for (6 — 9) we can substi tute the result back to the o r ig ina l 
p rob lem g i v i n g a better feasible solution for i t . F r o m the l inear p r o g r a m m i n g 
theory i t is k n o w n that we can find the op t ima l so lu t ion by examin ing the 
vertices of the polytope defined by the constraints - i n our case that means 
when one of the inequalit ies i n (9) is satisfied as equality. L e t us examine bo th 
cases. 
In case yi = y2 after some calculations we get 
F 2 ( y i , y i , ys) = (1 - L)R{UX UU2,U3) + B (10) 
for appropr ia te constants L and B. A n d s imi la r ly i n case y 2 = y3 we get 
F 2 ( y i , y 2 , y 2 ) = (1 - L)R(UUU3 U U3) + B. (11) 
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We chose the solut ion y w i t h yx = y2 i f R(U~i U C/2,<73) < R{Ui,U2 U U3), 
otherwise choose the solut ion wi th y2 =2/3. It is evident that i f bo th these ra t io 
costs are non-equal we get a s t r ic t ly smaller function value. W e substi tute the 
solut ion back into the or ig ina l problem obta in ing a new x. x is a feasible solut ion 
of (2, 3, 4) w i t h a smaller or equal function value and the set U2 merged to U\ 
or U3. W e repeat the described process un t i l U3 is empty. L e t us analyze the 
resul t ing x a n d sets U\ and U2. We have F(x) = R(Ui,U2), where {Ui,U2) is 
some pos i t iona l cut of x* (in fact the m i n i m a l one), hence F(x*) = F(x) = 
Rm[n(x*)- If we had some non-equal cuts compared dur ing the process, we have 
a str ict decrease i n the function and hence the second statement of the theorem 
holds. • 
Defini t ion 4 . A feasible ar* is a local minimum of (2, 3, 4) if there exists e > 0 
such that F(x*) < F(x) for each x satisfying (3, 4) a n d \\x — x*\\ < e. 
Def in i t ion 5. A feasible x* is a strict local minimum of (2, 3, 4) if there exists 
e > 0 such that F(x*) < F(x) for each x ^ x* satisfying (3, 4) and j jar — ar* 11 < e. 
T h e o r e m 2 . Each strict local minimum x* of (2, 3, 4) is in the form ar* = xA 
for some cut (A, A'). 
Proof. We need to prove that i n a strict local m i n i m u m the expression (5) holds 
for some a and b, the correct values for a and b are guaranteed by the constraints 
(3) and (4). A s s u m e to the contrary that there are more than two dis t inct values 
for the components of x*. We form the reduced problem like in Theorem 1 
ob ta in ing equations (6 — 9). W e are able to do that since (73 is non-empty due to 
our assumpt ion . F r o m the linear p rogramming theory a str ict loca l m i n i m u m can 
only be o n the vertex of the polytope defined by the constraints (7 — 9), however 
i n our case y* cannot be on the vertex since the constraints where equali ty holds 
at y* are less then the number of variables. Consequently, ar* cannot be a str ict 
loca l m i n i m u m for the or ig ina l problem. Hence our assumpt ion is false and the 
theorem is proven. • 
There is one-to-one correspondence between s t r ic t ly loca l ly m i n i m a l cuts and 
str ict loca l m i n i m u m s of (2, 3, 4) as stated i n the fol lowing theorem. 
T h e o r e m 3 . x is a strict local minimum of (2, 3, 4) if a n d only if x is a 
characteristic vector of some strictly locally minimal cut (A, A'). 
T h e proof is rather technical and is omi t ted due to space constraints . See [7] for 
details. 
W e shal l note that also for each non-s t r ic t ly m i n i m a l ra t io cut its character-
is t ic vector x A gives a loca l m i n i m u m of the function, however the converse is 
not true. The re exist non-str ict local m i n i m a of (2, 3, 4) w i t h the function value 
not equal to any loca l ly m i n i m a l cut value. 
T h e o r e m 4 . The minimum ratio-cut R is equal to the optimum solution of (2, 
3, 4). 
6 Kar l i s Freivalds 
Proof. F r o m T h e o r e m 1 F(x) > Rmin{x) > R. For the character is t ic vector x A 
of the m i n i m u m rat io cut F(xA) = R. The c l a im follows immedia te ly . • 
T h e o r e m 5. Each locally minimal cut (A, A') is not grater than two times the 
minimum ratio cut. 
Proof. L e t us denote the op t ima l cut (B, B'). W e form four sets A n B , A n B ' , 
A' nB, A' D B' shown i n F i g . 1. F r o m Def in i t ion 1 the ra t io of each of the cuts 
C i = ( A n B , V - AnB), C2 = (ADB1, V - A n B ' ) , C 3 = ( A ' n B ' , V - A'nB'), 
C4 = (A' n B, V - A' n B) is at least as large as rat io of C\2 = (A, A') and 
C23 = B'). W e form a full graph by t ak ing each of the sets A n B , A n B ' , 
A ' n B , A ' n B ' as the nodes of the graph and assign edge capacit ies as the sum 
of a l l edge capacit ies i n the or ig ina l graph between the corresponding sets. W e 
ob ta in 
D Ci + C4 + Ce Ci+C2 + C5 
ti\ = 3-7-3—;—j—; , . , ri2 — 
di(d2 + dz + d j ) ' d2(di + d3 + di)' 
_ c 2 + c 3 + ce c 3 + c 4 + c 5 
/ t 3 — , , ,—•—; r r , -0-4 — ^3(^1 + d2 + di)' di(di + d2 + d3)' 
C 2 + C 4 + C 5 + Cfi Ci + c 3 + c 5 + c 6 
(di +d 2 ) (d3 +d4)' {d2+d3)(di+d4)' 
R\ ^ B i 2 , i ? 2 > R\2,R3 > R\2,Ri > B 1 2 . 
A n d the statement of the theorem to be proven translates to < 2. W e 
verified this us ing symbol ica l computa t ion i n M a t h e m a t i c a 4.0. See [7ffor details. 
• 
C o r o l l a r y 1. Each strict local minimum of (2, 3, 4) is not grater than two 
times the minimum ratio cut. 
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T h e proof is s traightforward from Theorem 3 and Theo rem 5. 
T h e b o u n d of Theorem 5 is tight; the graph w i t h 4 nodes shown in F i g . 2 
achieves this bound . One can make larger examples easily by subs t i tu t ing any 
connected graph w i t h sufficiently high edge capacities i n place of the nodes of 
the given graph. 
4 The Algorithm 
In this section we present a heurist ic a lgor i thm based on s tandard nondifferen-
t iable op t im iza t i on methods for finding a loca l m i n i m u m of (2, 3). F i n d i n g a 
m i n i m u m of a nondifferentiable function is one of wel l - explored nonl inear pro-
g ramming topics [5,18]. One of the possibili t ies is to approx imate the nondiffer-
entiable funct ion w i t h a smooth one and apply one of the we l l -known algor i thms 
to find its l oca l m i n i m u m [5,3]. Often a better approach is to handle i t direct ly. 
Indeed, i n our case we obta in a very simple and fast a lgo r i t hm. 
M o s t of the op t imiza t ion theory deals w i t h convex problems for wh ich a l -
gori thms w i t h proven convergence can be developed. M a n y of these methods 
also work for non-convex functions finding a loca l m i n i m u m . However , then the 
convergence cannot be shown or can be shown only i n a loca l ne ighborhood of 
some local m i n i m u m what is not satisfactory i n our case. T h e very basic algo-
r i t h m of nondifferentiable op t imiza t ion is a subgradient a l go r i t hm [5,18]. W e w i l l 
adopt i t for so lv ing our problem. Since we app ly it to a non-convex prob lem, 
it should be considered most ly as a heurist ic, however prac t ice shows that i t 
ac tual ly converges to a loca l m i n i m u m of our problem. 
T h e a lgo r i thm is i terative one. T h e i tera t ion of the a l g o r i t h m consists of 
going i n the negative direct ion of a subgradient of the funct ion by a fixed step 
and then per forming a project ion onto the constraint (3). T h e constraint (4) was 
in t roduced for technical reasons required in proofs and m a y be not considered 
i n the a lgor i thm. A n appropriate subgradient q of F can be calcula ted w i t h the 
fol lowing equat ion for its components 
Choos ing the r ight step size is crucial for the convergence speed. O u r heuris t ic 
observation is tha t i t should be propor t iona l to the node spread. W e choose the 
step equal to s t e p F a c t o r - ( x m a x — x m i n ) , where s t e p F a c t o r is some parameter . 
In i t i a l ly s t e p F a c t o r = 1/14. Its update dur ing the a l g o r i t h m is be discussed 
later. T h e pro jec t ion is performed by going i n the d i rec t ion of a subgradient of 
the constraint t i l l the constraint is reached. For the constraint H we can wr i te 
its subgradient r i n a different form to al low its faster evaluat ion 
U = di 53 djSign(xi - Xj) = dx I YI, di~ YI di 
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If we sort the Xi values and consider them in increasing order, then the needed 
sums can be upda ted incremental ly leading to l inear t ime evaluat ion (not count-
ing the sor t ing) . T o perform the project ion we need to calculate the step length 
towards the constraint . T o simplify the calculations we w i l l assume that the or-
der ing of Xi w i l l not change dur ing the project ion. T h e n the constra int funct ion 
H becomes l inear a n d the desired step can be easily calcula ted f rom the l inear 
equat ion defined as the point of value 1 on the ray defined by the subgradient 
f rom the current point . In the case of uni t node weights our assumpt ion is fu l -
f i l led. To see this we must observe that the step i n the funct ion w i l l always lead 
to a point w i t h H < 1. T h e n , i f we have uni t node weights, r j < for a l l i and 
k satisfying Xi < Xf., so after the projection the distance between them can on ly 
increase thus keeping the same ordering. For the case of a rb i t r a ry node weights 
such a lgor i thm gives a usable approximat ion of the project ion step length. 
T h e whole a lgo r i thm starts w i t h a random in i t i a l i za t ion . W e assign a r a n d o m 
posi t ion for each node such that H < 1 and then perform a pro jec t ion to ob ta in a 
feasible s t a r t ing pos i t ion . We experimented also w i t h several other in i t ia l iza t ions , 
but obta ined significant improvements only for tree graphs. Since the o p t i m a l 
cut for trees can be found in linear t ime, we can construct a s ta r t ing pos i t ion 
that reveals it and the a lgor i thm w i l l only perform a few i terat ions to conf i rm 
that the so lu t ion does not improve. Hence to get a comprehensive picture of the 
a lgor i thm behavior we decided to consider r andom in i t i a l i za t i on only. 
Af te r the i n i t i a l i za t i on we perform iterations un t i l convergence. To te l l when 
the process is converged we t rack the m i n i m u m posi t ional cut values obta ined 
at each i t e ra t ion . T h e same values w i l l also te l l us how to change the step size 
parameter s t e p F a c t o r . If the new cut value is lower t han the previous then 
we are m a k i n g progress and we should continue wi th the same step size. If the 
value is higher t han the previous then the step size is too large. If the cut does 
not change then we have a clue that the process has converged. O f course we 
do not hu r ry to make decisions only from one i tera t ion. Instead we wait for a 
certain number of i terations control led by the constants MAX_OSCILLATIONS and 
MAX_EQUAL before mak ing the decision. Such delay also improves the convergence 
speed by a l lowing to iterate longer w i t h a larger step size 
To determine the posi t ional cut value at each i tera t ion proceed as follows. 
W e consider the sorted sequence of nodes, calculate the pos i t iona l cut i n each 
interval between two consecutive nodes and take the m i n i m u m one. We can do 
i t incrementa l ly on the sorted sequence in t ime 0 ( n + m) p rov ided the sor t ing, 
where m is the number of edges i n the graph. 
A s suggested i n one of the exercises in [5] the performance of this a lgo r i thm 
can be improved by t ak ing the previous directions into account . We add the 
previous d i rec t ion to the current reduced be some constant REDUCTION_FACTOR 
between 0 a n d 1. It models a heavy ba l l mot ion i n the presence of a force i n 
the d i rec t ion of the subgradient. In our experiments such modi f ica t ion w i t h 
REDUCTION_FACTOR = 0.95 performed substantial ly better. 
A l l the steps described before can be implemented to r u n i n t ime 0 ( n + 
m ) . A d d i n g the t ime needed for sort ing the nodes one i t e ra t ion takes t ime 0(m 
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+ n l og n). T h e number of i terations is ha rd to estimate so we w i l l provide 
exper imenta l d a t a i n the next sections. The constants MAX_OSCILLATIONS and 
MAX_EQUAL have the most impact on the i terat ion count and also on the qual i ty of 
the obta ined cut . So we must select them carefully. After some exper imenta t ion 
we chose MAX_EfJUAL = 200 and MAX.OSCILLATIONS = 30. 
algorithm ratio-cut 
calculate a random feasible i n i t i a l position 
acum = 0,oscillationCounter = 0,equalityCounter = 0,stepFactor = 1/14 
while (equalityCounter < MAX EQUAL) 
x = x • acum 
d = direction(x) 
x = x + d 
acum = acum * REDUCTION FACTOR + d 
if(minimum positional cut value has increased in this iteration) 
equalityCounter = 0 
oscillationCounter ++ 
else i f (minimum positional cut value has decreased in this iteration) 
equalityCounter = 0 
else equalityCounter ++ 
i f (oscillationCounter > MAX OSCILLATIONS) 
stepFactor /= 1.3 
oscillationCounter = 0 
endwhile 
end 
function direction (x) 
d = subgradient(x) 
step = (xmax - xmin) * stepFactor 
xl = x + d*step 
x2 = projection of xl on the constraint 
return x2-x 
end 
5 The Data 
W e evaluated the proposed a lgor i thm on three families of graphs: r andom cubic 
graphs, r a n d o m geometric graphs and random trees. W e considered only graphs 
w i t h uni t weight nodes and edges. 
R a n d o m cubic graphs are potent ia l ly ha rd for rat io-cut a lgor i thms since i n 
[13] i t was shown that there is actual ly a 0 ( l o g n) gap between the m i n i m u m 
rat io-cut a n d the m a x i m u m concurrent flow on these graphs. W e generate them 
us ing the a l g o r i t h m provided i n [19]. 
R a n d o m geometric graphs are s tandard test suite for ba lanced cut problems 
used in several papers [11,25]. To generate a geometric g raph we place the nodes 
of the graph r andomly i n the uni t square. T h e n we include an edge between each 
two nodes tha t are w i t h i n distance S i n the graph, where <5 is the m i n i m u m value 
such that the resul t ing graph is connected. 
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Tree graphs are seemingly easy graphs because their o p t i m a l rat io-cut can 
be ca lcula ted i n l inear t ime. A l s o i t is not ha rd to show tha t on l y one loca l 
m i n i m u m exists for the corresponding op t imiza t ion problem. Nevertheless, i t is 
an interest ing fami ly since our experiments indicate a slow convergence of our 
a lgo r i thm on these graphs. A l s o we can compare our result w i t h the o p t i m a l 
one. W e generate r a n d o m trees w i t h the classical a lgor i thm where each tree is 
p roduced w i t h the same probabil i ty . Th i s a lgor i thm produces long and skinny 
trees, wh ich are par t i cu la r ly difficult for our a lgor i thm. 
6 Experimental Results 
W e implemented the a lgor i thm i n C + + and evaluated its performance on a 
computer equipped w i t h a P e n t i u m III 800 M H z processor and 256 Mbytes of 
R A M . Fo r each graph family we measured the runn ing t ime i n seconds, the 
number of i terat ions and the qua l i ty of the produced cuts. Since we d i d not 
know the exact cut values for r andom and geometric graphs, we evaluated how 
much the ra t io-cut value decreases when we continue the a lgo r i t hm for the same 
number of i terat ions as performed before t e rmina t ion . M e a s u r i n g the decrease 
of the rat io-cut value we can estimate how far the result is f rom the op t ima l . 
T h e a lgo r i thm was run on series of graphs of exponent ia l ly increasing size 
from 100 up to 204800 nodes. Ten graphs were generated for each size and the 
results were averaged. T h e average node degree for a l l graph families is constant. 
A l t h o u g h we cannot specify the degree expl ic i t ly for geometric graphs, due to 
their nature i t was about 10 on a l l instances. T h e exper imenta l results are given 
i n figures 3 - 8 . Fo r each graph family tables show the runn ing t ime, and how 
much the the the rat io-cut value improves when the i te ra t ion count is doubled. 
L e t us discuss the results separately for each graph family. 
F i g . 6. Quality for geometric 
F i g . 5. Running time for geometric graphs graphs 
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graph a a g r a p h size 
Fig . 7. Running time for tree graphs F ig . 8. Quality for tree graphs 
6.1 C u b i c G r a p h s 
A l t h o u g h these graphs were suggested as ha rd , the a lgo r i thm performed very 
wel l on them. It took on average about 35 minutes to pa r t i t i on the 204800 node 
graphs. T h e runn ing t ime dependence from the g raph size is shown i n F i g . 3. 
W h e n we approx imated the runn ing t ime w i t h a funct ion i n a fo rm 0 ( n p ) we 
get the asympto t i ca l running t ime about 0 ( n 1 , 6 ) on these graphs. 
T h e a lgor i thm seems to find a very close to o p t i m a l cut since after doub l ing 
the i tera t ion count the qual i ty increased only by less than 0.4%. E v e n more, the 
qual i ty improved for the larger graphs approaching 1 (see F i g . 4). Such behavior 
is not surpr is ing since i t is not ha rd to prove that the ra t io of a cut (A, A') of a 
r andom cubic graph is —-r on average independently of the sizes of A and A' (a 
s imi lar proof for general r andom graphs is presented i n [23]). T h e n i t is unl ike ly 
that the m i n i m u m rat io cut w i l l be much different from this average value. 
6.2 G e o m e t r i c G r a p h s 
T h e a lgo r i thm performed very well on these graphs bo th i n terms of speed and 
qual i ty. It took on average about 1 hour to pa r t i t i on the 204800 node graphs. T h e 
runn ing t ime dependence from the graph size is shown i n F i g . 5. T h e asymptot-
i ca l runn ing t ime behavior on these graphs was about 0 ( n 1 6 4 ) . Af te r doub l ing 
the i te ra t ion count the qual i ty increased by less than 5% (see F i g . 6). A l s o v i su-
a l ly the cuts seemed the best possible. F i g . 9 shows a typ ica l cut of a 10000-node 
graph. 
6.3 Tree G r a p h s 
T h e runn ing t ime for trees was better than for other families. T h e largest graphs 
were par t i t ioned i n about 20 minutes. The runn ing t ime dependence from the 
graph size is shown i n F i g . 7. The asymptot ica l r unn ing t ime on these graphs was 
about 0 ( n 1 4 5 ) . However the qua l i ty was poor . A s shown i n F i g . 10 the obta ined 
cuts were far f rom the op t ima l and the qual i ty decreased w i t h increasing graph 
size. A l s o doub l ing the i terat ion count showed 10% to 20% qua l i ty improvement 
(see F i g . 8). 
W h e n we explored further the reason of the poor behavior we found out 
that convergence is much slower than for other graph families and the s topping 
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cr i ter ion does not work correctly i n this case. W h e n we al lowed the a lgor i thm to 
r u n for a sufficiently long t ime, i t always found the o p t i m u m solu t ion . However 
we d id not f ind a robust s topping cri terion that correct ly works w i t h tree graphs 
and does not increase running t ime much for other graph families. A s already 
ment ioned a smarter in i t i a l iza t ion can be used to improve the qual i ty of the 
pa r t i t ion i f such tree or tree-like graphs are common for some appl ica t ion . 
Fig . 9. The obtained cut for a 1000-node Fig . 10. Optimali ty for tree graphs 
geometric graph 
7 Conclusions and Open Problems 
W e have proposed a nondifferentiable op t imiza t ion based me thod for so lv ing 
the rat io-cut p rob lem and presented a heurist ic a lgor i thm implement ing i t . W e 
have shown that any str ict loca l m i n i m u m is 2-opt imal . T h e presented a lgor i thm, 
however, i n cer ta in cases can find a non-strict m i n i m u m , but we can easily trans-
form the ob ta ined x vector into the characteristic form. T h e n the a lgor i thm can 
be run again f rom this s tar t ing posi t ion and this process can be i terated un t i l 
the result does not change g iv ing a local ly m i n i m a l cut, wh ich b y Theorem 5 is 
2-opt imal . 
T h e obta ined a lgor i thm is simple and fast and uses amount of memory that 
is p ropor t iona l to the size of the graph. Its runn ing t ime and qua l i ty are ver i-
fied exper imental ly . Its p rac t ica l running t ime is about 0 ( n 1 6 ) on our test data . 
T h e a lgor i thm produce h igh qual i ty cuts on random cubic and geometric graphs. 
O n trees and other very sparse graphs the qual i ty can be signif icantly improved 
by choosing a better s tar t ing posi t ion than a r andom one. W e evaluated the 
a lgor i thm on ar t i f ic ia l ly generated data. A s a further work it wou ld be impor-
tant to evaluate i ts performance on real-life problems. A l t h o u g h the a lgor i thm 
performed wel l on most graphs, anyway it is heurist ic. It is an open question 
whether we can find a local m i n i m u m of (2, 3, 4) i n p o l y n o m i a l t ime? 
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Curved Edge Routing 
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A b s t r a c t . We consider the problem of drawing a graph where edges are 
represented by smooth curves between the associated nodes. Previously 
curved edges were drawn as splines defined by carefully calculated control 
points. We present a completely different approach where finding an edge 
is reduced to solving a differential equation. This approach allows to 
represent the graph drawing aesthetics directly, even the most complex 
ones denoting the dependencies among the paths. 
K e y w o r d s . Graph drawing, edge placement, curved edges. 
1 Introduction 
Edge placement is one of the fundamental problems i n graph d rawing [2]. T h e r e 
are two t r ad i t i ona l strategies for edge placement: edges are p laced together w i t h 
nodes, or nodes are l a id out first and then edges are routed. P l a c i n g edges to-
gether w i t h nodes allows to create drawings w i t h proven qua l i ty [4,9]. However , 
i f a more complex line style than a straight-l ine segment is used, i t gets very 
ha rd to describe the edge influence on the node placement. T h e independent 
edge placement [6,13] has the advantage of exp lo i t ing complex edge rout ing us-
ing general-purpose node layout algori thms. T h i s is also the only strategy i n 
interact ive g raph layout where the user specifies the node posi t ions. 
In this paper we follow the second strategy a n d assume that nodes are a l ready 
posi t ioned by the user or some layout a lgor i thm and we have to route the edges. 
There are several graphical representations of a graph [1,2]. Nodes are basi-
ca l ly represented by two-dimensional symbols, most commonly by upright rect-
angular boxes or circles. In this paper we w i l l use only rectangular boxes. W e 
also assume tha t nodes do not overlap, so there is some space for edge rout ing . 
T h e v isua l appearance of the drawing is mos t ly influenced by the edge rep-
resentation. W e l l - k n o w n edge drawing standards are or thogonal , straight-l ine, 
po ly l ine and curved [1,2]. Here we focus on curved edges, where the edge is 
represented by a smooth curve between the associated nodes. 
T h e c o m m o n approach for curved edge rout ing is finding a piecewise l inear 
pa th which does not cross node boxes and then smooth ing it us ing a spline. Such 
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approach is na tu ra l i n drawing layered graphs. In layered drawings edges are 
replaced w i t h po ly l ine paths having bendpoints on every level . T h i s const ruct ion 
provides a useful framework for smoothing the poly l ine paths w i t h splines. 
Such approach is used i n the graph drawing program dot [8] where v i r t u a l 
node boxes are used to describe the free space i n the h ierarchica l d rawing where 
the pa th can go. A t first the calculated polyl ine pa th is smoothed w i t h a spline. 
T h e n i f the spline goes outside the v i r tua l node boxes, control points are adjusted 
or the spline is subd iv ided . In V C G [14] Bezier spline is f i t ted us ing adapt ive 
subd iv i s ion , adjust ing control points if the bound ing t r iangle of a Bezier spline 
segment intersects a node or a pa th . 
D o b k i n [6] describes a more general method applicable to any graph. A g a i n 
the po ly l ine p a t h is calculated first. T h e n a smooth spline is f i t ted, wh ich does 
not intersect any obstacle. T h i s method produces nice drawings , but on ly for 
each pa th separately. Crossings of several paths are not taken in to account. 
O b t a i n i n g a smooth pa th among obstacles is a well-studied p rob lem i n robot 
mo t ion p l ann ing . F i n d i n g a shortest constrained curvature pa th of a robot i n the 
workspace w i t h obstacles is explored in [3]. It is shown that such pa th can be 
constructed f rom straight-l ine segments and circle arcs w i t h a constant radius 
corresponding to the m a x i m a l allowed curvature. 
L a t o m b e [10] suggests a potent ia l field me thod for pa th p lann ing . H e s im-
ulates the movement of a part icle i n the electrostatic field when the part icle is 
a t t rac ted to the target and repelled from the obstacles. T h i s seems very interest-
ing approach, bu t i t deals w i t h such physical properties as speed a n d accelerat ion 
and app l i ca t ion of this method to graph d rawing does not seem to be straight-
forward. 
Sethian [15] develops a general theory called level set methods and shows 
how to app ly i t to produce a shortest pa th of a robot w i t h i n the environment of 
constraints . H e reduces the problem to a differential equation and applies the fast 
march ing m e t h o d to solve i t . We have found another app l i ca t ion of this theory. 
U s i n g Sethian 's approach i t is easy to find curves according to specific rules. In 
our case the rules are constructed i n a special way to reflect the aesthetics of 
g raph d rawing a n d allows finding the pa th directly, avoiding usage of splines. 
T h e rest of the paper is organized as follows. In Sect ion 2 we define the 
aesthetic edge rou t ing p rob lem by choosing a cost funct ion and then finding 
the edge d r awing according to this cost funct ion. Section 3 gives details how 
to construct the cost function to represent the curved edge d rawing aesthetics. 
Sect ion 4 presents an a lgor i thm to route a pa th according to the given cost 
funct ion. In Sec t ion 5 we give the analysis of the results and sketch the possible 
improvements . 
2 Problem definition 
A t first we have to find out how the well-routed edges should look l ike. The re 
are a number of commonly accepted aesthetics c r i te r ia for g raph d rawing [6,2, 
9]. W e consider the fol lowing for curved edge drawings: 
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(1) edges are short , 
(2) edges are wel l separated from node boxes and other edges, 
(3) edges do not t u rn sharply, 
(4) edge crossing number is smal l , 
(5) edges cross i n wide angles. 
A n in tu i t ive way how to represent these aesthetics is to assign some cost 
h(x, y) to every po in t (x, y) on the plane expressing how good i t is for the edge 
to go th rough th is point . T h e n the edge is searched as a pa th between its node 
boxes tha t has the smallest to ta l cost. For now we can assume that the pa th 
is j o i n i n g the node centers (xo,j/o) and ( x i , j / i ) . F o r m a l l y each i n d i v i d u a l pa th 
can be expressed as a curve L w i t h fixed endpoints (xo,j/o) and ( x i , y i ) wh ich 
min imizes the in tegra l 
T h i s def ini t ion corresponds only to one pa th , but the aesthetics c r i te r ia express 
also relat ions between several edges. To overcome this l i m i t a t i o n we construct 
the paths one by one but incorpora t ing the previously routed paths into the cost 
funct ion. 
A t the beg inn ing we have only nodes, so the cost funct ion is calculated for 
them. W h e n a new pa th is routed the cost function is upda ted to reflect the 
current conf igura t ion. Since we are adding paths one by one the drawing is 
dependent on the order i n which they are added. To reduce the sensi t ivi ty to 
the order, paths are routed i terat ively e.g. after i n i t i a l rou t ing they are rerouted 
several t imes by t ak ing one pa th at a t ime, delet ing it and rou t ing it again. T h i s 
me thod is summar i zed i n the a lgor i thm routeEdges. 
algorithm routeEdges 
B u i l d the i n i t i a l cost function corresponding to nodes 
f o r each path P 
Route P 
Update the cost function with P 
endfor 
f o r i t e r = 1 to MAX.ITER 
f o r each path P 
Delete P from the cost function 
Route P 
Update the cost function with P 
endfor 
endfor 
(1) 
end 
T w o par ts o f the a lgor i thm need to be explained: how to b u i l d the cost 
funct ion, a n d how to find the pa th corresponding to the defined cost funct ion. 
These problems are discussed i n the fol lowing sections. 
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3 Finding the cost function 
L e t us look how to construct the cost function h(x,y) to incorpora te the above 
ment ioned aesthetics. We express h(x, y) as a weighted s u m of functions, where 
each funct ion expresses the influence of one d rawing element (node or path) . W e 
add also some constant c\, wh ich expresses the cost of the length of the pa th . 
T h e general form of the function is 
h(x,y) = c i + c 2 ^ 6 i ( x , j / ) + c 3 ]Ppi(x,y), (2) 
t i 
where b{ are the functions for nodes and pi are the functions for paths. For nodes 
we want the funct ion to be infinite inside the nodes to p roh ib i t the paths from 
crossing t hem, and decreasing w i t h the distance f rom nodes to keep the paths 
some distance apar t from them. For paths we want the funct ion to be of some 
finite magni tude near the pa th and decreasing w i t h the distance f rom the pa th . 
Cons tan ts c2 a n d c 3 are weight ing factors for the influence of the nodes and paths 
respectively. W e found that set t ing c\ = 1, c2 = 1.5 and c 3 = 5 is adequate. 
Deno t ing the distance f rom a point (x,y) to the d rawing element by d(x,y) 
our choice for the function for nodes was 
f ji 1 \ i f (x,y) is outside the node , . 
fo(x y\ _ I d(x,y) V ( £ \ 
' \ oo i f (x, y) is inside the node 
In pract ice the value of 6, inside the node is set to a large enough constant for 
paths not to cross the node. T h i s simplifies the a lgor i thm a n d al lows us to route 
the paths between the node centers. 
For paths two kinds of functions were considered: 
p ( x , y ) = m a x ( l - ^ ^ , 0 ) , (4) 
d(xy)2 
p(x,y) = e » 2 , (5) 
where a controls the desirable separation between paths. In the F i g . 1 we can 
see the drawings of a graph using different cost functions for the paths. B o t h 
functions give good results, but the second one overal l seemed to be a l i t t le 
better , so further we w i l l work w i t h i t . For the further discussion we must choose 
a good representat ion of the cost function. W e chose the s implest approach to 
represent the cost funct ion by sampl ing values on the or thogonal gr id . Other 
choices are also possible, for example t r iangular meshes, bu t t ha t seemed to be 
more complex . 
L e t us look how to calculate the cost function on the g r id quickly . W e have 
to notice that the functions 6, and pi have some influence only i n a smal l neigh-
b o r h o o d near the corresponding object. In other points we can set the function 
to zero w i thou t affecting the result ing d rawing too much . W e need to f ind a l l 
the points where the function is large enough. 
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Fo r node boxes this is easy since a l l such points are conta ined i n a rectangle 
a round the node. Size of this rectangle can be easily calcula ted f rom the defini t ion 
of bi. 
For paths the s i tua t ion is more complex, because the p a t h is approx imated 
w i t h many short l ine segments and determinat ion of the dis tance for the point 
to the pa th requires test ing a l l the pa th segments. W e use the proper ty that our 
functions are monoton ica l ly decreasing w i t h the distance f rom the object. 
T h e a lgo r i thm cost-function for-path calculates the funct ion by s ta r t ing at 
the pa th a n d expand ing the zone if the function is greater t h a n some threshold . 
For this purpose a p r io r i ty queue ordered by the function p value is used. For 
each point i n the queue the nearest pa th segment is kept a n d the function is 
ca lcula ted depending only from this one segment. T h e queue is in i t i a l i zed w i t h 
the midpoin ts o f a l l the segments. In the loop of the a lgo r i thm we get the point 
w i t h the highest funct ion value from the queue a n d calculate the funct ion for 
its neighbors. If the function is larger than the given threshold for them, we 
put t hem into the queue. Since the pr ior i ty queue can be implemented that one 
operat ion takes O ( l o g n ) t ime [5], it can be easily seen that th is a lgo r i thm finds 
the correct funct ion i n t ime O ( n l o g n ) , where n is the number of the affected 
points . 
a l g o r i t h m c o s t J u n c t i o n - f o r_pa th 
f o r e ach segment S o f t h e p a t h 
M = m i d p o i n t o f S 
d = d i s t a n c e f rom M t o S 
C a l c u l a t e t h e f u n c t i o n v a l u e h d e p e n d i n g on t h e d i s t a n c e d 
P u t < M,S,h > i n t o t h e p r i o r i t y queue 
e n d f o r 
w h i l e t h e queue i s n o t empty 
Get < M , S,h> w i t h t h e l a r g e s t h v a l u e f r o m t h e queue 
i f h < t h r e s h o l d t h e n t e r m i n a t e 
f o r e a c h o f t h e f o u r n e i g h b o u r p o i n t s N o f M 
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i f the function has not been calculated for N then 
d = distance from N to S 
Calculate the function value hi depending on d 
Put < N, S, hi > into the p r i o r i t y queue 
end i f 
endfor 
endwhile 
end 
4 Finding the path 
For the given cost function our task is to find the pa th between two given node 
centers. T h e simplest approach would be to search for the shortest pa th i n the 
g r id neighbor g raph . B u t this does not give acceptable solut ion because of the 
or thogonal s t ructure of the graph. We need a continuous, d i rec t ion independent 
so lu t ion approx imated on the gr id . 
W e use a m e t h o d essentially the same as the Di jks t ra ' s shortest pa th search-
ing [5,11]. A t first the distance map is calculated for a l l points and then the 
pa th is determined by t rac ing backwards from the dest inat ion poin t . B u t there 
are differences i n the distance map calcula t ion and back t rac ing . In the F i g . 2 
we can see the cost function and the distance map of the cost funct ion shown i n 
F i g . 5. T h e s t a r t ing point was chosen i n the midd le of the m a p . 
4.1 C a l c u l a t i o n of the distance map 
T h e distance m a p is a function f(x,y) wh i ch denotes the distance f rom the 
s ta r t ing point (xo, yo) i n the environment of va ry ing costs. It is easy to imagine 
the distance map as a pi t - l ike function in three dimensions, where the height of 
the pi t surface is the value of the distance m a p at the g iven poin t . It is very 
interest ing tha t this p i t is the same as develops when the sand of non-uni form 
structure r u n out f rom the box w i t h a l i t t le hole at the bo t t om. If the sand can 
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h o l d at the m a x i m u m slope h(x, y) then it is exact ly our distance map . Moreover 
th is cons t ruc t ion has a prototype i n the min ing indus t ry when an open pi t must 
satisfy the given slope requirements [12]. The distance map f{x,y) satisfies the 
fo l lowing equat ion 
IIV/H = /.(-.»)• (6) 
T h i s means tha t the slope of / is our cost function h. Af ter add ing the s tar t ing 
cond i t ion and w r i t i n g the gradient expl ic i t ly the p rob lem can be s tated as follows: 
(I 
2 
(7) 
f{x0,yo) = 0 
T h i s equa t ion can be solved w i t h numerical methods by approx ima t ing deriva-
tives w i t h differences. For example the central differences can be used: 
D _ / ( x + l , y ) - / ( » - l , y ) 
r," _ / ( s . y + i ) - / ( » , y - i ) ' ( 8 ) 
u y — 2 ' 
a n d the p rob l em is transformed to 
<Dl + Dl = h(x:y)2 
\ / ( x o , y o ) = o • w 
T h e so lu t ion can be obtained by i terative solving the equation at each gr id point . 
B u t this is very s low because m a n y iterations are needed. 
Se th ian [15] proposes a faster method. He observes that the so lu t ion can be 
const ructed by propagat ing the front like i n Di jks t ra ' s shortest pa th a lgor i thm. 
H e uses one-side differences instead of central ones selecting the d i rec t ion , which 
the front came from. A s a result one pass over the g r id is sufficient. A c c o r d i n g 
to Se th ian the a lgo r i t hm works as follows: 
a l g o r i t h m d i s t a n c e M a p 
f o r a l l (x,y) f(x,y) = <x> 
f(x0,yo) = 0 
P u t ( lo i j /o) i n t o t h e p r i o r i t y queue 
w h i l e t h e queue i s n o t empty 
Ge t a n d remove t h e p o i n t (x,y) w i t h t h e s m a l l e s t / v a l u e 
f r o m t h e queue 
i f {x,y) = (xi,yi) t h e n t e r m i n a t e 
f o r e a c h o f t h e f o u r n e i g h b o u r p o i n t s {u,v) o f (x,y) 
i f f(u, v) = oo t h e n 
compute v a l u e o f f(u,v) by s e l e c t i n g t h e l a r g e s t s o l u t i o n 
z o f t h e q u a d r a t i c e q u a t i o n : 
(max(z - m i n ( / ( u - 1, v), f(u + 1, v)), 0 ) ) 2 + 
(max(z — m i n ( / ( u , u - l ) , / ( u , t ; + 1 ) ) , 0 ) ) 2 = h(u,v)2 
P u t (u,v) i n t o t h e p r i o r i t y queue , 
end i f 
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endfor 
endwhile 
end 
T h e a lgo r i thm terminates when the pr ior i ty queue is empty or the dest inat ion 
point is reached. In [15] Sethian proves the correctness of the a lgo r i t hm as well 
as the t ime complex i ty of 0 ( n log n ) , where n is the number of affected gr id 
points . 
4.2 B a c k trac ing 
N o w when we have the distance map calcula ted we can search for the pa th . 
T h e simplest way is to trace back from the current poin t to i ts lowest neighbor, 
s t a r t ing at the other endpoint of the path . T h i s approach does not f ind the best 
p a t h because of the two dominant directions imposed by the g r id . 
A n o t h e r way is to walk i n the direct ion of the gradient w i t h a fixed step. 
T h i s approach is ra ther compl ica ted because a sub-cel l accuracy is needed. 
W e have implemented a different approach (a lgor i thm findPath) s imi lar to 
the error diffusion pa rad igm i n computer graphics [7]. W e wa lk gr idpoint by 
gr idpoin t l ike i n the first approach, but correct ing the d i rec t ion po in ted by the 
gradient . A t the current gr idpoint we calculate the gradient, normal ize it and 
walk to the ne ighbor ing gr idpoint , wh ich is the closest to the gradient . T h e n the 
error is ca lcula ted by subtrac t ing the gradient vector f rom the d i rec t ion moved. 
T h i s error is added to the gradient for the next po in t . 
algorithm findPath 
error = 0 
P=(xuyi) 
while P (x0,y0) 
add P to the path 
c a l c u l a t e the gradient G at the point P 
G = G I \G\ 
G = G + error 
V = P + G 
P = the closest gridpoint to V 
error = V - P 
endwhile 
end 
T h e wa lk always terminates i n the s tar t ing po in t because f rom its construc-
t i o n f{x,y) contains only one m i n i m a at the s t a r t ing point . T h i s me thod gives 
us the exact curve approximated on the gr id as a cha in of gr idpoin ts . In the F i g . 
3 we can see the paths generated by the lowest neighbor wa lk a n d the a lgor i thm 
findPath us ing un i ty cost funct ion. It can be seen tha t the la t ter produces a per-
fectly straight l ine on the gr id . F i g . 4 shows the p a t h corresponding to a realist ic 
cost funct ion . 
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the algorithm findPath (thick) Fig, 4. A distance map and a path cor-
using the unity cost function responding to it 
T o reduce the memory required for the pa th representat ion the pa th is ap-
proximated by a polyl ine . A s imple a lgor i thm is used where the sequence of 
gr idpoints is approximated by a l ine segment i f a l l points approx imate ly fal l on 
a c o m m o n l ine. T h i s a lgor i thm has a quadrat ic worst-case complex i ty but i n 
pract ice i t is very fast i n comparison wi th other parts of the p r og r a m. 
5 Implementation and results 
We have implemented the curved pa th router as a separate p r o g r a m , which takes 
graph descr ipt ion as an input and routes a l l the paths. T h e inpu t must conta in 
node posit ions and sizes and the edge connect iv i ty in format ion . 
In F i g . 5 to F i g . 8 we can see some drawings produced by the proposed 
edge placement a lgor i thm. T h e drawings of the edges appear na tu ra l , easily 
perceptible for the user. T h e drawing conforms to a l l the ment ioned aesthetics. 
T h e relat ions between several paths are represented correctly, edge separat ion 
is good and edges cross in wide angles, what is ha rd to achieve w i t h previously 
k n o w n approaches [6,8,14]. 
T h e desired behavior is easily customizable by adjust ing the weights for nodes 
or paths, or changing the cost function to incorporate new aesthetics. 
Sometimes when the node is large the paths coming from node center leads 
to uneven d i s t r ibu t ion of the edges along the node border . T o remedy this we 
cou ld a l ternat ively modify the distance map ca lcu la t ion by s t a r t ing at a l l the 
border of the s tar t node and ending when the border of the des t ina t ion node is 
reached. 
O u r implementa t ion of the proposed edge rou t ing approach is not fast. For 
example i t took 12 seconds to route the edges of the graph shown i n the F i g . 5 
on a P e n t i u m III 800 M H z computer . The most expensive par t is the distance 
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map ca lcu la t ion . W e have observed that its t ime complexi ty of r o u t i n g one edge 
is approx imate ly 0(L2 log L ) , where L is the length of the pa th i n g r i d units . 
T h e speed of the program was not the goal of this research, so there is much 
r o o m for op t imiza t ions . T h e g r id step has the greatest impact on the runn ing 
t ime, so i t is c ruc ia l to choose the right value to compromise the qua l i ty w i t h 
the runn ing t ime. W e chose the g r id size equal to the p ixe l size o n the screen 
for the best v i sua l qual i ty. However we believe that more sophis t ica ted choices 
dependant from the characteristics of the graph are possible. 
A n o t h e r improvement could be propagating the front only i n the most promis-
ing direct ions. However our first experiments us ing goal d i rec ted search [11] 
failed, because i n Sethian 's approach the propagat ion must be car r ied out i n a 
str ict distance order ing . 
T h e number of i terations also plays a significant role. In the most cases 3 to 
5 i terat ions are sufficient, so i n our experiments we always make 5 i terat ions. 
Some adapt ive c r i t e r ia could do better. The in i t i a l order ing of the paths is also 
impor t an t . M a y be i t would be wor th rout ing the shortest paths first. Thus we 
might reduce the i te ra t ion count and also the crossing number cou ld be smaller. 
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Abst rac t . We review existing algorithms and present a new approach 
for layout of disconnected graphs. The new approach is based on poly-
omino representation of components as opposed to rectangles. The pa-
rameters of our algorithm and their influence on the drawings produced 
as well as a variation of the algorithm for multiple pages are discussed. 
We also analyze our algorithm both theoretically and experimentally and 
compare it with the existing ones. The new approach produces much 
more compact and uniform drawings than previous methods. 
1 Introduction 
Graphs model the complex information of a system of discrete objects and their 
relationship. Graph layout is the automatic positioning of the nodes and edges 
of a graph in order to produce an aesthetically pleasing drawing that is easy to 
comprehend [5,8]. 
F i g . 1. An example of a disconnected graph. 
** Research supported in part by NIST, Advanced Technology Program grant number 
70NANB5H1162 and Tom Sawyer Software, Oakland, C A , USA. 
Many graph layout and editing systems have been developed in the past [5, 
7,11]. One essential aspect that has not been addressed sufficiently, is the layout 
of disconnected graphs; that is, the placement of the components (possibly con-
sisting of a single isolated node) of a disconnected graph. Disconnected graphs 
occur rather frequently i n real life applications either during the construction of 
a graph interactively or because of the nature of the application (Figure 1). 
Most graph layout algorithms assume a graph to be connected and try to 
minimize the area needed for the resulting drawing. No matter how effective such 
an algorithm is, the space wasted overall could be arbitrarily large i f the relative 
locations of disconnected objects of a graph are chosen by a naive, inefficient 
method. 
Another key parameter here is the aspect ratio of the region (e.g., a window) 
within which the graph is to be displayed (Figure 2). When displaying a graph, 
the larger the wasted space is, the less visible objects wi l l be, making the v i -
sualization process more difficult. Thus, a disconnected graph layout algorithm 
must strive for a packing of disconnected objects which respects the aspect ratio 
of the region in which it is to be displayed. 
F i g . 2. How a naive disconnected graph layout algorithm can make inefficient use of 
the area (left), and why the aspect ratio of the region in which the graph is to be 
drawn should be taken into account during disconnected graph layout (middle and 
right). 
In this paper, we review existing two-dimensional packing algorithms for the 
layout of disconnected graphs for a specified aspect ratio based on strip-packing, 
tiling, and alternate-bisection methodologies [6], and introduce a new algorithm 
that represents disconnected objects with polyominoes as opposed to rectangles. 
We also discuss the experimental results obtained and compare our algorithm 
with the previous ones. As expected, the new approach, which uses a more 
accurate representation for the objects, produces much more compact results. 
The drawings are also more aesthetically pleasing as the new approach places 
the objects more uniformly. 
2 Definitions and Basics 
Throughout the paper, the terms "graph object", or simply "object", are used 
interchangeably to denote a component or an isolated node of the graph to be 
laid out. 
The tightest rectangle bounding the drawing of a graph object or the entire 
graph is said to be its bounding rectangle. The size of a graph's drawing is 
identified with its bounding rectangle's. The aspect ratio of a rectangle R = 
(W,H) is equal to W/H. 
Most layout algorithms represent graph objects with either points or rect-
angles in the plane. A polyomino is a geometric figure formed by joining unit 
squares at the edges. In our new approach we use polyominoes to represent graph 
objects (Figure 3). 
• 
Fig. 3. Polyominoes facilitate more accurate geometric representation for graph ob-
jects. Two different representations of an isolated node and a graph component: rect-
angle (dashed) and polyomino (solid). 
The task for a disconnected layout algorithm is to position a set of objects 
represented by rectangles or polyominoes with ordered dimensions (i.e., no rota-
tions allowed) such that no pair of objects overlap and the area of the bounding 
rectangle of the drawing is minimized, respecting the aspect ratio of the region 
in which the graph is to be displayed. There has been extensive research done on 
two-dimensional packing of rectangles [3,1,4]. In the graph layout version of the 
problem, the user also specifies a desired aspect ratio for the resulting drawing 
so that the scaling that needs to be done before displaying the graph is minimal 
(Figure 2). 
For an arbitrary list of n objects Ln, or simply L, let AA(L) denote the area 
actually used by a particular algorithm A when applied to L. The wasted space 
is the unoccupied area of the packing: W S A ( L ) = kA{L) - £ " j A*, where 
A j is the area of object L j . Similarly, the fullness of a packing expresses, in 
percentage, how effectively the area is used by the packing algorithm: FA(L) = 
100 • (S2=i Ai)/AA(L). The adjusted fullness of a packing AFA{L) (< FA(L)), 
expresses the fullness of a packing, in percentage, with respect to the desired 
aspect ratio. To be precise, it considers the additional area wasted when the final 
drawing is displayed in a region of desired aspect ratio D A R : AFA(L) = FA(L) • 
A R f T \ A 
where A R (L) is the aspect ratio of the packing produced by algorithm 
A when applied to objects L and we assume ARA < D A R . Figure 4 illustrates 
this with an example, in which FA(L) = 3 x 5 , whereas AFA(L) = A + g + c • 
w = 2h 
h B A 
Fig. 4. Total area in which rectangles are packed is divided into three disjoint regions 
A (rectangles), B (wasted area), and C (additional area wasted when displayed in a 
region of aspect ratio 2). 
Strip-Packing: One can find substantial literature on the design and analy-
sis of algorithms for two-dimensional packing [1,3,4], the most popular version 
being strip-packing. In strip-packing, given a list of n > 1 rectangles Ln = 
(Ri,..., Rn), each having ordered dimensions (Wj, Hi), they are to be packed 
into a semi-infinite strip of unit width without any overlaps in order to minimize 
the height of the packing. This problem has applications in many areas includ-
ing stock-cutting, two-dimensional storage problems, and resource-constrained 
scheduling in computer systems [2]. 
The most popular approach to strip-packing is the level algorithms. First-Fit 
Decreasing Height ( F F D H ) is a level algorithm, in which, at any point in the 
packing sequence, the next rectangle to be packed is placed left-justified on the 
first level on which it wil l fit. If none of the current levels w i l l accommodate this 
rectangle, a new level is started. Best-Fit Decreasing Height ( B F D H ) is similar 
to F F D H except that the rectangles are packed, whenever possible, on current 
levels where they fit best. 
For an arbitrary list of n rectangles Ln, all assumed to have width no greater 
than 1, O P T ( L ) denotes the minimum possible bin height within which rectan-
gles in L can be packed. 
Ordered One-Dimensional Packing: For a set of rectangles, one-dimensional 
packing or simply I D packing along x-axis (y-axis) corresponds to the process 
of ordering these rectangles with respect to their x-coordinates (y-coordinates) 
without any overlaps to minimize the total width (height) of the bounding rect-
angle. If the current relative positions of rectangles are to be preserved in the 
packing, we call it ordered ID packing. Ordered I D packing of n objects can be 
performed in O(n logn) time [12]. 
3 Related Work 
In this section, we review the existing algorithms for disconnected graph layout, 
which represent disconnected objects with rectangles. Detailed information on 
these algorithms may be found in [6]. 
3.1 Strip-Packing Method 
This method directly applies a known strip-packing algorithm such as B F D H . 
The width of the strip (equivalently, the factor by which the rectangle dimensions 
are to be scaled) is calculated based on the desired aspect ratio, using the theo-
retical performance of the strip-packing algorithm. W i t h B F D H , assuming object 
dimensions to be independent uniform random samples from the interval [0,1] 
and O P T ( L ) ss n /4 , the expected value of adjusted fullness, E[AFBFDH'(£„)], 
is shown to be 58.8 [6]. However, these calculations are based on the worst-case 
performance bounds and are rarely met in practice, making it not a particularly 
good "guess" for the bin width. 
The algorithm is of O(n logn) time complexity. 
Fig. 5. The same graph laid out with strip-packing, tiling, and alternate-bisection 
methods, respectively for desired aspect ratio 1.0. 
3.2 Ti l ing: Strip-Packing with Variable W i d t h Strip 
The ti l ing method eliminates the need to "guess" the right size strip by main-
taining a b in whose width dynamically changes (i.e., increases). The algorithm 
starts by creating an init ial level and placing the first rectangle in this level. It 
proceeds by determining whether the next rectangle in line should be added to 
one of the existing levels (the one which is the least utilized at the moment) or 
to a newly created level. The rectangle is tiled on one of the existing levels if 
there is enough room. Otherwise, a decision is made on whether the current strip 
width should be enlarged or a new level should be formed to keep the aspect 
ratio closer to the desired one. 
In general, the t i l ing algorithm does not assume any particular ordering of 
the objects. However, experiments show that when graph objects are sorted in 
nonincreasing height, most compact drawings are obtained. Notice that when 
objects axe processed in order of nonincreasing height, the algorithm turns into 
a variation of a strip-packing algorithm, B F D H to be more specific, where the 
strip width is dynamically increased as necessary to better fulfill the aspect ratio 
constraint. 
The algorithm is of 0(n log n) time complexity. 
3.3 Alternate-Bisection Method 
This divide-and-conquer method works by bisecting the disconnected objects 
of a graph alternately as follows. The objects are bipaxtitioned using a metric 
such as total area and objects in each partition are recursively laid out. The 
recursion continues until a partition consists of a small, constant number of 
objects (e.g., one) whose optimal layout becomes easy if not tr ivial . A t the end 
of each recursive step, when placing the two embedded partitions relatively, 
the orientation is alternated. For instance, the last step would place the two 
already positioned partitions side by side (horizontally) if the four partitions in 
the previous step were placed one on top of the other (vertically) pairwise. 
BMiT 
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F i g . 6. An example of the alternate-bisection method; on one branch of the recursion, 
alternately partitioned objects are shown with separating lines and different colors 
(left). A n example of how the alternate-bisection method can be adapted to an arbi-
trary aspect ratio (right). 
The theoretical analysis prove that the total area wasted by the algorithm for 
n objects, W(n), is roughly 0 ( n 1 4 1 ) [6], which is quite inefficient. However, when 
simple alternating ordered I D packings are applied in each recursive step (e.g., 
objects in upper (lower) left partition are packed downwards (upwards), towards 
the horizontal separating axis in Figure 6), the experimental results show that 
much more compact results axe obtained [6]. The overall time complexity of the 
algorithm is 0 ( n l o g 2 n ) . 
For independent, uniformly distributed random object dimensions, this al-
gorithm wi l l not favor one orientation over the other and yield "square-like" 
drawings. The desired aspect ratio can be respected by this algorithm by ini-
tially recursively partitioning the set of objects into two, one partition to be 
laid out wi th aspect ratio 1.0 and the other with D A R ( L ) — 1.0 (= ^ j j^ ) , as-
suming D A R ( L ) = ^ > 1.0 (Figure 6). Alternatively, the object dimensions can 
be scaled wi th respect to the desired aspect ratio as a preprocessing step, after 
which, the desired aspect ratio may be assumed to be 1.0. 
3.4 Comparison of the Methods 
In [6], experiments with graphs laid out with random aspect ratio and with 
random object dimensions are presented. Notice here that the graph objects 
are represented with rectangles and the area wasted by such representation is 
ignored. In the context of graph layout, it is argued that the object dimensions 
are not completely of uniform distribution since the two types of disconnected 
objects, isolated nodes and larger components, in most cases wi l l be of highly 
varying dimensions. Experiments conducted with two groups of objects with 
dimensions uniformly distributed within each group but with different means 
are presented in Figure 7. 
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Fig. 7. Comparison of the performance of the three methods using a distribution model 
of dimensions that is more suitable in the context of graph layout. 
In terms of execution time, both split-packing and til ing methods are superb 
since they are of 0(nlog n). The alternate-bisection method, on the other hand, 
gets a little slow as the number of objects are over a thousand. Considering that 
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most interactive graph drawing applications wi l l not consist of more than, say 
one hundred, disconnected objects, this method is also of practical value. 
In terms of the quality of the packings produced, the experiments show that 
the t i l ing method clearly produces the most compact drawings. However, the re-
sults obtained from the alternate-bisection method tend to be more aesthetically 
pleasing since the objects are generally distributed more uniformly (Figure 5). 
4 Polyomino Packing Approach 
In this approach each graph object is represented by a polyomino. We define a 
polyomino as a finite set of k > 1 cells of the infinite planar square grid G that 
are fully or partially covered by the drawing of the object. If the case that an 
object is placed completely inside another one is not desirable, the definition can 
be modified and the uncovered grid cells that are completely bounded by the 
covered ones can be included as well. 
Given a set of polyominoes Pi, 1 < i < n, packing them into a minimum area 
is clearly NP-hard , even when the polyominoes are restricted to rectangles [9]. 
Our heuristic algorithm for polyomino packing is a greedy one: it places the 
objects one by one, finding the optimal place for the new object, one at a time, 
with respect to the already placed ones. The optimal place for a polyomino 
is simply calculated as the grid cell Gxy located at {x,y) where the function 
max(|a;|, is minimized over all grid cells. The cost function defines the order 
in which the cells are examined and this order is the same for all polyominoes. 
A grid data structure is used to represent free grid cells, which are later 
marked as occupied as polyominoes are placed. In order to find the best place 
the algorithm P A C K P O L Y O M I N O E S looks sequentially through all cells in the 
increasing order of the cost function defined above. If an available spot (a set of 
unoccupied grid cells where the polyomino fits) is found, it is placed there and the 
corresponding grid cells are marked as occupied. When testing for intersections, 
we simply go through all polyomino cells and test whether each can be placed 
in a free grid cell. 
Our experiments show that the quality of the packing depends very much on 
the order in which the polyominoes are processed. The best results are obtained 
when they are ordered and processed from the largest to the smallest, which 
conforms to the ordering in heuristic approaches for the bin packing [2] and 
strip-packing problems [3]. The size of each polyomino can be defined in several 
ways including its number of cells (i.e., area) and the perimeter of its bounding 
rectangle. Experiments show that both give similar results, so we choose the 
perimeter of the bounding rectangle for calculating the object sizes for the ease 
of implementation. 
Here is a pseudo code of our algorithm: 
algorithm P A C K P O L Y O M I N O E S ( P J , 1 < i < n) 
(1) sort Pi, 1 < i < n in the order of nonincreasing size 
(2) initialize the grid G using the sizes of Pi, 1 < i < n 
(3) foreach polyomino P* do 
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(4) calculate (x, y) such that the cost function is minimized 
(5) while cannot place P i in G centered at (x,y) do 
(6) calculate next (x,y) using the cost function 
(7) end while 
(8) mark the cells in G covered by P; as occupied 
(9) end foreach 
Figure 8 illustrates an example drawing produced using our algorithm for the 
component placement of a forest. Also see Figure 9 for the drawing produced by 
our algorithm for the graph in Figure 1. 
Fig. 8. An example packing produced by our algorithm. 
4.1 Parameters 
The grid step I is obviously the most significant parameter of this approach. We 
would like to guarantee that the average polyomino size s is not exceeding some 
constant c: 
s = ^ E r - i r T i < c 
n n 
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F i g . 9. The discoimected graph in Figure 1 laid out with the new algorithm (displayed 
with the same width to illustrate better usage of the area of aspect ratio 1.0). 
Consequently, the grid step I can be calculated from the following quadratic 
equation: 
n n 
{an - 1) I2 - J2(Wi + H « ) 1 ~ J l W i H i = 0 
«=1 i=l 
W i t h the average polyomino size s < c, the total area of all polyominoes does not 
exceed n • s. Practical experiments show that the algorithm produces drawings 
of almost constant fullness (Figure 12), so the total packing area is also 0(n • s). 
To find a suitable place, each polyomino is tested for each cell. The test 
whether a polyomino fits in the specified place can be performed in O(s) time 
in the worst case. Thus the complexity of the algorithm is 0(n2 • s2). Since c 
and consequently s are constants this yields an 0(n2) time overall, based on 
experimental results. 
The value of the constant c must be selected carefully since its influence on the 
running time can be as much as 0 ( c 2 ) . Figure 10 shows how the approximation 
quality paremeter c influences the adjusted fullness and the running time. For 
measurements, as a typical example a random forest of 300 trees of random 
order between 2 and 100 were generated (Figure 8 shows a smaller example of 
such a forest). The trees were laid out with a spring embedder algorithm similar 
to [10]. For small values of c, the adjusted fullness increases rapidly and converges 
towards 60%. The observed running time increases linearly with c. The difference 
from the theoretical bound of 0((?) can be explained by the observation that 
an occupied place is detected on average in constant time since almost all tested 
1 1 
places are occupied. The choice c = 1 0 0 seems to be a good compromise between 
the quality and the speed. 
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F i g . 10. How the grid step influences the adjusted fullness and running time. 
The white space desired among the graph objects can be obtained by simply 
enlarging each object by half the spacing amount on each side. 
The algorithm above does not favor one dimension over the other one and 
yields square-like drawings. In order to satisfy the desired aspect ratio D A R , one 
can simply take D A R as the unit grid step in x direction and 1 as the unit step 
in the y direction. 
4.2 Packing in Multiple Pages 
In certain applications, the graph is to be laid on multiple pages, and the task is 
to minimize the number of pages where the size of a page is defined in advance. 
The approach is the same as above except the cost function is modified as 
max(x,y),x > 0 , y > 0 , which defines the ordering starting from the corner of 
the page. Al though such ordering lacks the nice central symmetry that we had 
in the original case, we have to modify the placement rule in order to better 
fill the sides of each page. We assume that each object separately fits in an 
empty page; otherwise an appropriate scaling should be performed. In algorithm 
P A C K P O L Y O M I N O E S I N M U L T I P A G E S we start by fitting the first polyomino on 
the first page. If the current polyomino does not fit in the current page, the next 
page is tried until it is successfully placed. Similar to the original algorithm, the 
best results are obtained when the objects are sorted in their decreasing sizes. A n 
optimization can be achieved by considering only those grid cells on the current 
page for which the bounding rectangle of the current polyomino is completely 
inside the page. 
Here is a pseudo code of the multi page placement algorithm: 
algorithm P A C K P O L Y O M I N O E S I N M U L T I P A G E S ( P J , 1 < i < n, pageSize) 
( 1 0 ) sort Pi, 1 < i < n in the order of nonincreasing size 
( 1 1 ) initialize the grid G for the first page using pageSize 
( 1 2 ) foreach polyomino Pi do 
( 1 3 ) set pageNo to 1 
(14 ) while Pj not placed do 
1 2 
(15) calculate (x,y) such that the cost function is minimized 
(16) while cannot place P i on page pageNo centered at (at, y) 
(17) and (x,y) is within page boundaries do 
(18) calculate next (x,y) using the cost function 
(19) end while 
(20) if Pi not placed then 
(21) set pageNo to the next one 
(22) if G not extended for page pageNo then 
(23) extend G for page pageNo 
(24) end if 
(25) end if 
(26) end while 
(27) mark those cells in G covered by P i as occupied 
(28) end foreach 
5 Comparison with Previous Methods 
We have compared our new method with the tiling and alternate-bisection meth-
ods discussed earlier. During the experiments, graphs that contained up to a 
thousand disconnected objects were used. Each object was assumed to be a star 
polygon with random number of corners in [ 3 . . . 8], each with random integer 
coordinates in [ 1 . . . 100], all independent and uniformly distributed. The value 
for the approximation quality constant c was taken to be 100. The desired as-
pect ratio was taken to be 1. For the previous methods the tightest rectangles 
bounding these polygons were used, whereas with our new approach, the smallest 
polyomino tightly bounding the polygons were used. Figure 11 shows a sample 
set of drawings produced by these methods for the same set of objects. The 
performance comparison of the methods is presented in Figure 12. 
Clearly the new approach results in much more compact drawings. In terms 
of the execution time, it is slower but still easily within acceptable bounds given 
the fact that it is highly rare that a graph contains more than a few hundred 
disconnected objects. 
6 Conclusion 
In this paper, we reviewed existing algorithms and presented a new approach for 
layout of disconnected graphs. The new approach uses polyominoes as opposed 
to rectangles used in previous approaches for representation of isolated nodes 
and components, and produces much more compact and uniform drawings. The 
parameters of our algorithm and how they affect the drawings produced as well 
as a variation of the algorithm for multiple pages were discussed. 
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ABSTRACT 
Motivation: Microarray experiments comparing expres-
sion levels of all genes in yeast for hundreds of mutants 
allow us to examine properties of gene regulatory net-
works on a genomic scale. We can investigate questions 
such as network modularity, connectivity, and look for 
genes with particular roles in the network structure. 
Results: We have built genome-wide disruption networks 
for yeast, using a representation of gene expression data 
as directed labelled graphs. Nodes represent genes and 
arcs connect nodes if the disruption of the source gene sig-
nificantly alters the expression of the target gene. We are 
interested in features of the resulting disruption networks 
that are robust over a range of significance cutoffs. The 
networks show a significant overlap with analogous net-
works constructed from scientific literature. In disruption 
networks the number of arcs adjacent to different nodes 
are distributed roughly according to a power-law, like in 
many complex systems where the robustness against per-
turbations is important. The networks are dominated by a 
single large component and do not have an obvious mod-
ular structure. Genes with the highest outdegrees often 
encode proteins with regulatory functions, whereas genes 
with the highest indegrees are predominantly involved in 
metabolism. The local structure of the networks is mean-
ingful, genes involved in the same cellular processes are 
close together in the network. 
Keywords: gene networks, microarrays, yeast, graph 
visualisation 
Availability: http://www.ebi.ac.uk/microarray/networks 
Contact: schlitt@ebi.ac.uk; johan@ebi.ac.uk 
INTRODUCTION 
By measuring m R N A expression levels o f thousands of 
genes in parallel, microarray experiments help revealing 
the structure o f the underlying gene regulatory networks. 
The cellular regulatory system is a complex mechanism, 
and there is no straightforward way to represent it as 
These authors contributed equally to this paper. 
a simple graphical model. The reduction of information 
needed to create a graphical model with nodes and arcs 
can be done in many ways, resulting in a wide range of 
network models with different interpretations. 
A gene network is a directed labelled graph, where each 
node represents a gene and each arc represents a relation 
between the genes. The direction and the labels attached 
to an arc represent the nature and strength of the relation 
or the evidence for it. For example, an arc can mean 
that the source gene is coding for a transcription factor 
known to be binding to the promoter o f the target gene. 
We obtain a different network i f we define an arc as an 
observation in gene expression data, that the change in the 
expression level in the the source gene implies the change 
in the expression in the target gene. A network can also be 
built from literature data, l inking genes which have been 
mentioned in the same paper (Stapley and Benoit, 2000; 
Jenssen et al., 2001). 
Various methods have been used to build gene expres-
sion networks, for instance, Bayesian networks (BN) 
(Friedman et al., 2000) and Dynamic Bayesian networks 
( D B N ) (Murphy and M i a n , 1999). Pe'er et al. describe 
a method to infer subnetworks of interacting genes from 
gene expression data in a B N framework (Pe'er et al., 
2001). They are interested in finding features with high 
confidence in B N s learnt from a set of 565 genes in mu-
tation experiments for Saccharomyces cerevisiae (Hughes 
et al., 2000). Because the data set is too small to yield a 
single high confidence network, they use bootstrapping 
techniques to find such features. These are extracted into 
subnetworks, which are interpreted as separate cellular 
processes or putative interactions. 
Although B N based methods are powerful techniques, 
the approaches that have been implemented currently 
are only able to deal with relatively small subsets o f 
genome data. We have chosen an approach that allows 
for a genome-wide analysis, and although simple, we 
can demonstrate that it is biologically meaningful and 
provide insight in the genome-wide organisation of the 
gene networks. We build gene disruption networks by 
S202 © Oxford University Press 2002 
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ollecting information about differences in gene ex-
ression between yeast mutant strains. Nodes represent 
enes and arcs connect the deleted genes with the genes 
or which expression level changes have been observed 
or a particular threshold. We compare these networks 
0 a network derived from literature data and explore 
heir properties, including the distribution o f arcs and 
he cellular functions o f genes wi th many interactions as 
veil as the topology and robustness o f the network for 
lifferent discretisation thresholds. Finally, we present an 
xample of a subnetwork including genes involved in the 
iheromone response pathway. 
BUILDING THE GENE DISRUPTION 
NETWORKS 
\ directed graph is defined as a tuplet (Q, A) o f nodes 
} and arcs A, where an arc a e A is an ordered pair o f 
lodes (g\, gi) c Q. We can attach labels to nodes and 
ires, in which case we obtain a labeled graph. In a gene 
iisruption network A , each node represents a gene. A gene 
»i is connected to gene gi with an arc a = (g\, gi), i f the 
Iisruption of the gene g\ changes the expression level o f 
jene gi significantly. The 'significance' is defined through 
1 threshold as described below. 
The starting point for our network building is a gene 
ixpression data matrix E, in which each experimental 
condition, which in our case is a disruption o f a particular 
gene, corresponds to a column and each gene corresponds 
to a row. The yth element in the i th row holds the 
expression level ' r/ 7 o f gene / in experiment j , more 
precisely ry = log (////<:,;), where ly is the background 
corrected signal for the studied condition relative to that 
of the same gene in a control c y . 
Next, we transform the original gene expression data 
matrix E into a discretised matrix D, where values 
dij e {—1,0,1} represent the expression level being 
decreased, unchanged or increased with respect to the 
control experiment. For this we first normalise the log-
ratios rjj to Fjj = rjj/ojj, where 0 7 / is a gene-specific 
standard deviation estimate for the measurement o f gene 
i under experimental condition j . This can be estimated 
using different error models, see for instance (Hughes 
et al., 2000). The discretisation is carried out on the 
normalised data using a cutoff level y > 0, and defining 
- 1 , fij < -Y 
0, -y < fy < y 
1, nj > y. 
Due to the gene-specific normalisation, we can use one 
consistent cutoff level for al l measurements. 
Effectively the disruption network A ( y ) = (Q, A) is a 
representation of the discretised matrix as a graph. For the 
given cutoff y, we draw an arc from gene gj e Q to gene 
gi 6 G, if dij •£ 0. We can label the arcs as downregulating 
orupregulating, depending on whether dy = —I or d-,j = 
+ 1, respectively. In the graphical representation we can 
show this by drawing them in red and green (or solid and 
gray in black-and-white representation). We also label the 
nodes by their respective gene names. Examples o f gene 
disruption networks are given in Figure 4 and Figure 5. 
We use the microarray data set from Hughes et al. 
(Hughes et al., 2000), which includes expression profiles 
for all genes in Saccharomyces cerevisiae over a set o f 
300 experiments. In 274 experiments single gene deletion 
mutants were examined, 2 experiments were double gene 
deletion mutants, 13 experiments were done with genes 
with tetracyclin regulated promoters and in the remaining 
11 experiments the yeast ce l l cultures were treated with 
different drug compounds. 
In parallel to these experiments, a series o f 63 control 
experiments were performed, comparing untreated wi ld -
type yeast cultures to each other, permitting the use of a 
gene specific error model and to normalise the data using 
the standard deviation estimates. Fol lowing normalisation 
we discretised the data matrix using different significance 
cut-offs between y = 1.0 and y = 26.0, which was the 
threshold where no edges at a l l were found. However, the 
analyses described below concentrate on the range y = 
2 . 0 , 2 . 1 , . . . , 4.0. We included only genes with less than 
25% undefined data points in the gene expression matrix 
as given in (Hughes et al., 2000). 
NETWORK VISUALISATION 
The analysis o f the network properties is facilitated by 
their visualisation based on a graphical layout in 2 dimen-
sions. The gene disruption networks may be very large and 
dense, therefore their visualisation is not trivial. To visual-
ize the obtained networks we used the Graphical Diagram-
ming Engine ( G D E ) (Freivalds and Kikusts, 2001). G D E 
supports five layout styles, each revealing a different as-
pect o f the network. In the hierarchical style drawings it 
is easy to notice the nodes wi th high in- and out-degree 
and their relationships. The spring-embedder layout re-
veals the cluster structure o f the network, clearly identi-
fying the parts that are strongly related. The grid layout 
was used to produce the drawings in this paper; it gives 
the most compact drawings useful when the area for dis-
playing the drawing is l imited. The tool also provides sev-
eral edge representations including orthogonal, polyline 
and spline. Here the spline representation was the most 
adequate since the smoothness allows easier following of 
the edge. Although layouts o f these networks were gener-
ated automatically, the r ich editing facilities powered by 
the quadratic optimization method (Freivalds and Kikusts, 
2001) were used in exploring the networks, discovering 
their features and preparing their relevant parts for pre-
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mentation. For connected component placement an original 
polyomino packing algorithm (Freivalds et al., 2001) was 
used. Such an approach allows a compact placement and 
high visual separation o f the components. 
COMPARISON OF DISRUPTION NETWORKS 
WITH A LITERATURE NETWORK 
in order to relate the disruption networks to biological 
results, we compared them to a reference network con-
structed using the curated database Y P D (Costanzo et 
al, 2001), which contains information about the yeast 
genome. 
A YPD network is a graph, where the nodes represent 
genes and two genes are connected with an undirected 
edge,if gene X is mentioned in the description of gene Y in 
the Y P D database. Thus an edge between X and Y could 
be read as 'the database entry for X mentions Y and/or vice 
versa'. Note that we have not done any further analysis o f 
:he syntax, e.g. i f the original description was 'a change 
in x does not influence y ' we would still have an edge. 
These cases are rare and do not diminish the overall use of 
the reference network. The lack of text analysis is also the 
reason why we use undirected edges instead of directed 
edges, e.g. i f the description for gene X reads ' X regulates 
Y' then there is also a relation ' Y is regulated by X ' . 
For our study, we selected a subset o f 274 genes studied 
n (Hughes et al., 2000). The resulting network has 827 
edges. If our disruption networks represent meaningful 
biological knowledge, we would expect that it should 
overlap with the Y P D network more than expected by 
chance. We checked this assumption by calculating the 
overlap between the disruption networks and the reference 
network, then comparing it to the distribution o f overlaps 
between randomised networks and the reference network. 
Each randomised instance of the disruption network was 
built by keeping the number of arcs present in the 
disruption network constant. Every node has on average 
the same in- and outdegree as in the original network. 
This procedure assures that the overall network topology 
is retained. 
We created 1000 randomised networks for each dis-
ruption network built. A l l disruption networks showed a 
significantly higher overlap with the reference network 
than the corresponding randomised networks (see Figure 
1). In the range of y e {2.0, 2 . 1 , . . . , 4.0}, the overlap be-
tween the disruption networks and the reference network 
mceases monotonously from 9-16%. I f we interpret the 
reference network as representing connections between 
genes reported in literature, this result demonstrates 
that the disruption networks contain significantly more 
biological information than achieved randomly. 
Y 
Fig. 1. Disruption networks compared with randomised ones using 
a reference network based on YPD data. The solid line shows the 
number of arcs which are found in both the disruption network for 
cutoff level y and the YPD network. The dashed line shows the 
average overlap between 1000 randomised networks and the same 
YPD network, with 2 standard deviations shown by the dash-dotted 
line. The dotted line shows the percentage of edges in the disruption 
networks that are also present in the Y P D network. For the range of 
y studied, this statistic is monotonously increasing and no obvious 
optimisation can be done based on it. 
'IMPORTANT' GENES AND GENES WITH 
COMPLEX REGULATION 
The degree of a node in a graph is defined as the number 
of adjacent edges. In directed graphs we distinguish 
between the indegree—the number of incoming arcs— 
and the outdegree—the number of outgoing arcs. For 
disruption networks we can speculate that genes with 
a high outdegree are 'important' in the sense that they 
influence the expression o f many other genes, while 
genes with a high indegree have a complex regulation 
mechanism. In order to analyze the indegree and outdegree 
of various genes we represent them in two different 
formats: the degree table, where the genes are sorted 
according to their outdegree or indegree, together with 
their annotation in the Y P D database (Costanzo et al, 
2001); the cellular role table, where we use the 'cellular 
role' annotation from Y P D to group all genes with at least 
one arc in a particular network and calculate for each 
group the median indegree and outdegree, and sort the 
groups according to their median degree. 
We find that the distribution o f total degree, the sum of 
the in- and out-degree for each node, roughly follows a 
power-law (Figure 2). This topology, denoted scale-free 
(Barabasi and Albert, 1999), has been found for metabolic 
networks (Jeong et al, 2000) and for many other complex 
systems (Albert and Barabasi, 2002). 
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The genes with the highest outdegrees encode proteins 
nvolved in transcriptional regulation ( T U P 1 , S H E 4 , 
SWI4, C Y C S y , a ribosomal protein ( R P L 1 2 A ) , a protein 
nvolved in r R N A modification and degradation of aberant 
mRNA (RRP6), a histone deactylase (RPD3) , a M A P 
Kinase (KSS1) , proteins involved in metabolism ( A N P 1 , 
ERG2, F K S 1 ) and a # + -ATPsyn thase subunit (CUP5) . 
It is quite remarkable that in the case o f the T U P 1 
deletion mutant about 50% o f the genes show changes in 
expression and still the yeast cells survive. A full degree 
'able for y = 2.0 is included in our supplementary data. 
The order of the groups in the cellular role table is 
robust over a wide range of cut-off values (see Table 
I), though the number o f genes per group is relatively 
small since only 248 mutants were included in the data 
set. The cellular roles with the highest median outdegrees 
predominantly have regulatory functions. It has to be 
kept in mind that genes can belong to more than one 
of these groups and sometimes the annotation can be 
misleading. RTG1 for example has an outdegree o f 316, 
it is a transcription factor, but it is also a member of the 
carbohydrate metabolism' group. 
The overwhelming majority of genes with the highest 
indegree are involved in metabolism ( A D E 1 7 , VID24) , 
especially amino acid biochemistry ( Y G L 0 0 9 C , HIS5, 
M S I , T W T 1 , H O M 3 ) , stress response (HSP12, Y H B 1 ) , 
transport (S1T1, P E X 2 1 , A R N 1 , Y H M 1 ) as wel l as some 
genes of unknown function (see supplementary data). The 
We use capital letters to refer to genes in the disruption networks. 
ordering o f the groups in the cellular role table for the 
indegree is robust over a wide range o f cut-off values. 
The group sizes are much larger compared to the cellular 
role table for the outdegree (see Table 1), therefore the 
grouping is more reliable. 
Only a few genes can be found to have a high indegree 
and a high outdegree at the same time. When we plot the 
genes using their rank for outdegree and indegree in the 
degree table we find that A R G 5 . 6 with an outdegree o f 108 
and an indegree of 28 (see Figure 3) is the only gene which 
is within the top 50% of the genes with highest outdegree 
and highest indegree. 
The comparison of the cellular roles o f the genes with 
the highest out- and in-degrees in the yeast mutation 
networks seem to confirm the intuition that general 
regulators are influencing many genes, whereas some 
metabolic genes are being regulated by many other genes. 
Note that the only group having a high median indegree 
and outdegree is 'small molecule transport'. 
CONNECTED COMPONENTS 
Recently, some investigations on the overall structure of 
gene networks have been published. Wagner predicts the 
existence many independent subnetworks and only a few 
direct connections for each gene (Wagner, 2002), whereas 
Featherstone and Broadie argue that there is ' a single giant 
functional component rather than several subnetworks'. 
They also found that hubs, the genes with highest degrees, 
are evolutionary more conserved than the genes with lower 
degrees. (Featherstone, 2002). 
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[able 1. Cellular role table showing the top 5 groups with the highest median degrees for selected networks, with a minimum group size of 3 for outdegree 
a d 40 for indegree (m: the median degree, n: the group size) 
outdegree m n indegree m n 
Z.0 carbohydrate metabolism 363 4 amino-acid metabolism 9 194 
RNA turnover 353 4 nucleotide metabolism 6 82 
meiosis 244 3 energy generation 5 242 
cell stress 207 9 small molecule transport 5 343 
protein translocation 197 3 other metabolism 5 148 
2.8 RNA turnover 110 4 amino-acid metabolism 4 167 
cell stress 62 nucleotide metabolism 3 67 
meiosis 54 3 energy generation 2 184 
protein synthesis 53 7 differentiation 2 43 
cell wall maintenance 47 small molecule transport 2 286 
3.6 RNA turnover 48 4 small molecule transport 2 230 
RNA processing/ modification 41 4 other metabolism 2 96 
cell stress 27 8 nucleotide metabolism 2 58 
small molecule transport 19 8 mating response 2 57 
cell wall maintenance 19 6 amino-acid metabolism 2 133 
outdegree 
'20 100 80 60 40 20 0 
*SST2(»W 
•TEC 
•CCN4 'KROVM.lSj 
;HPTI 
\VHL029C 
• * MRT4 . 
: * ** .* t \ . * * * > • .* .****.**• *t . * 
Fig. 3. Genes plotted according to their rank in the indegree and 
Jutdegree table for the network with y = 2.0. Some outdegrees 
Mid the indegrees are given in brackets. The shaded areas indicate 
regions of ranking, darkest grey top 50%, medium grey top 66%, 
light grey top 75%. The only gene with a in- and out-degree within 
he top 50% for both is ARG5,6, a acetylglutamate kinase and N -
aetyl-gamma-glutamyl-phosphate reductase. 
To address the open question about modularity, we are 
nterested in the connectivity structure o f our networks 
and want to examine whether or not, and to what extent 
yeast disruption networks have a modular structure. A 
-onnected component in a graph is defined as a subgraph 
where there exists a path through arcs (ignoring the 
direction) leading from one node to the other for each pair 
of nodes. A single gene disconnected from all other genes 
is not regarded as a separate connected component. For a 
low enough threshold y al l genes w i l l be connected. 
For y < 3.0 only one connected component can be 
found1. For higher thresholds y we find one dominant and 
few small components o f sizes 2 or 3 genes. The dominant 
connected component consists o f 5383 genes for y = 2.0 
and o f 2354 genes for y = 4.0 (see table 2). 
Since the networks contain only a small number of 
nodes with rather high degrees, it is interesting to see i f we 
can break down the connected component by removing 
the genes with the highest indegree or outdegree from 
the networks. For this we removed the top 1, 5 and 10% 
of genes when ranked for the outdegree, respectively 
indegree. This disrupts the connected component con-
siderably. However, for y < 3.6 we still find only one 
major component and some much smaller components 
even when removing the top 10% o f the genes with 
highest degrees (see Table 2). The dominant components 
are reduced in size, but are still at least one order o f 
magnitude bigger than the minor components. 
Only the networks with y > 3.7 consist o f components 
of roughly equal sizes when the 10% o f the genes 
with highest degrees are removed. Removing the top ten 
percent o f the genes with the highest degrees at y = 
3.7 yields a network with 378 genes with at least one 
adjacent arc and a total o f 331 arcs. The five biggest 
components have size 93, 53 ,31 ,20 , 10 and there is a total 
o f 50 components. Although in some of these components 
genes belonging to the same Y P D annotation group are 
overrepresented, this is not true for the majority of the 
'There is an exception for the network at y = 2.6, which has an additional 
component consisting of 2 nodes 
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[able 2. Size of the biggest two and the total number of connected 
omponents in selected networks, the column 'full' refers to the original 
etwork, the numbers in the other columns result from removing the genes 
nth the highest degrees (1, 5, 10%: proportion of genes which were 
•moved) 
Y full 
1% 
removed 
5% 10% 
:o biggest 5383 4707 3682 2614 
second 2 5 
total number 1 1 2 2 
1.0 biggest 3556 2461 1385 764 
second 2 2 4 6 
total number 2 2 9 17 
1.6 biggest 2789 1612 901 485 
second 2 3 10 11 
total number 3 4 13 26 
J.7 biggest 2675 1497 825 93 
second 2 3 9 53 
total number 3 4 14 50 
4.0 biggest 2354 1205 542 45 
second 3 3 6 28 
total number 4 7 22 51 
groups. It seems possible that these components may not 
nave a true biological meaning, but are rather the result o f 
:he mechanical reduction of the graph. 
Modules are thought to be building blocks which confer 
a particular function and might be interlinked to other 
nodules via hubs. However, the results o f Featherstone et 
il and our analysis would argue for a closely connected 
network organisation rather than a modular structure. 
Genes involved in the same cellular processes seem to be 
closer in the network than unrelated genes (see also next 
section), however, this does not mean that the network 
can be easily broken down into independent parts. This 
indicates a scale free structure, which has the property 
of self-similarity, meaning that any part o f the network 
is statistically similar to the whole network (Wol f et al, 
2002). 
SUBNETWORKS AND THEIR VISUALISATION 
Finally, we focus on subnetworks containing genes of par-
ticular interest, as an example taking the pheromone re-
sponse. When yeast cells are starved they undergo meiosis 
eading to the production of haploid spores. Spores give 
nse to haploid cells o f two different kinds o f mating types 
a and a. These haploid cells can divide by budding, but 
when mixed they are able to mate and form diploid cells. 
Many changes are involved in the switch from haploid 
cells to diploid cells. The haploid cells produce a mating 
type specific pheromone, which diffuses into the medium 
Fig. 4. This subnetwork is the result of filtering the full network 
at y = 4.0 for the core set marked in grey and their next 
neighbours (grey arcs: downregulation, dark arcs: upregulation). 
See web supplement for a coloured figure (http://www.ebi.ac.uk/ 
microarray/networks) 
and attracts mating partners o f the opposite mating type. 
Dip lo id cells neither produce pheromone nor are they re-
sponsive to it. A G-protein coupled receptor system is in-
volved in pheromone sensing in haploid cells and is one o f 
the best studied signal transduction pathways in biology. 
The pheromone response includes increased transcription 
of genes whose products facilitate mating, arrest o f the m i -
totic cell division cycle, changes in the cell surface and nu-
cleus for fusion with the cognate organelles o f the mating 
partner and alterations o f the cell polarity and morphology 
(Sprague and Thorner, 1992). 
We filtered for a core set o f 20 genes known to be 
involved in pheromone response and their next neighbours 
in the disruption network. The subnetwork contains 63 
genes and 115 arcs for y = 4.0 (see Figure 4), 36 genes 
are adjacent to more than one arc. O f these 36 genes 18 
genes belong to the core set and further 8 genes (STE4, 
S T E 5 , S T E 7 , STE11 , S T E 1 2 , STE18, STE24 , K S S 1 ) are 
annotated as involved in the mating response. Some of the 
remaining 10 genes are l ike ly to encode proteins which 
are involved in processes that are related to the pheromone 
response. One example is H O G 1 , which encodes a M A P 
kinase like STE11 , however this protein is involved in 
the high-osmolarity signal transduction pathway, which 
is similar to the pheromone response pathway. Another 
example is S H E 4 , which encodes a protein required for 
the duplication of the spindle pole body. Finding these 
groups could possibly be done by appropriate clustering. 
However, our method allows also to find genes with 
high outdegrees (SWI4, C Y C 8 , T U P 1 , R P D 3 ) in the 
subnetwork, which encode gene products known to be 
members o f general regulatory complexes which influence 
many genes. The remaining four genes are R A D 6 , C R S 4 , 
Y E R 0 4 4 C and Y E R 0 5 0 C . 
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The same filtering at y = 2.0 gives us a subnetwork 
vith 240 genes and 470 arcs (see Figure 4), 75 genes have 
i degree higher than 1, including the full core set and 
he remaining genes mentioned in the previous paragraph, 
additionally we find more genes encoding proteins which 
ire l ikely to be involved in pheromone response related 
processes. For instance, BN11 is required for the bipolar 
adding pattern, RTT104 is a helicase important for 
replication of ribosomal D N A , R A S 2 is a G T P binding 
jrotein involved in regulation o f the c A M P pathway, K I N 3 
is a serine/threonine kinase, F K S 1 and G A S 1 are involved 
in the cell wal l synthesis. 
The transcription factor S te l2 is the final protein 
in the pheromone signal transduction cascade. A con-
sensus sequence for the D N A binding site o f Stel2 is 
known ( [ A J T G A A A C A A ) , and many genes involved in 
pheromone response have more than one Stel2-binding 
site in their promoter (Sprague and Thorner, 1992). O f 19 
genes known to be induced by pheromone 11 are found 
to be connected to STE12 in the network for y = 2.0 
10 for y = 3.0), while only 2 out o f 13 genes known 
not to respond to the pheromone signal, are connected to 
STE12 in the network with y = 2.0 (none for y = 3.0). 
We used P A T M A T C H 8 to locate the consensus sequence 
for the binding sites in the upstream regions of the genes 
(Vilo and Kivinen, 2001). The connectivity to STE12 in 
our networks corresponds to the absence or presence o f 
ihe consensus binding site in the promoter regions of the 
corresponding genes (see supplementary data). 
We tested several core sets containing genes involved 
in mating response with similar results. U p to 77% 
depending on y threshold) o f the genes adjacent to the 
core set are annotated as involved in mating response as 
well. 
We also tested core sets containing genes involved in 
other processes than mating response. These sets, e.g. 
small molecule transport, signal transduction and cell 
wall synthesis showed a similar behaviour, however fewer 
genes adjacent to the core set were involved in the same 
cellular process (up to 27% for small molecule transport, 
20% for signal transduction, 21% for cel l wa l l synthesis). 
For some core sets we found very few o f the adjacent 
genes belonging to the same annotation group, e.g. energy 
generation with only up to 5% genes o f the adjacent genes 
in the same group. 
DISCUSSION 
We studied gene disruption networks for yeast, inferred 
from gene expression data fully automatically without 
any human intervention. Yet, the overlap between these 
networks and the reference network constructed from the 
For PATMATCH and other tools within Expression Profiler see http://ep. 
Ai.ac.uk. 
Y P D database is always considerably higher than expected 
by chance. This encouraged us to study the properties o f 
the disruption networks further. 
We have studied structural features of these networks 
that are robust for a range o f cutoff thresholds. We notice 
that the distributions of the numbers of incoming and 
outgoing arcs are rather uneven, with few genes having 
a large number o f incoming or outgoing arcs, while 
most genes had very few o f each. The genes with the 
highest number of outgoing arcs can be regarded as being 
'important' for cellular regulation, and it is encouraging 
that the annotation of such genes indicate their regulatory 
functions. The genes with the highest number of incoming 
arcs can be regarded as having complex regulation, and 
again, it is encouraging that these genes typically have a 
metabolic function according to their annotations. 'Small 
molecule transport' was the only class o f genes that 
appeared in both classes. 
We found that regardless o f the cutoff threshold the 
disruption networks have only one clearly dominant 
connected component with rather small components o f 
one to three genes being separated for higher significance 
threshold. Generally the same property stands i f we 
remove the genes with the largest number of indegree 
or outdegree (these genes could be potentially be the 
ones holding the network together). The only case where 
the network falls into a number o f subnetworks o f 
relatively equal size is for very strong perturbations, and 
the disconnected componenents found when enforcing 
the network to break up this way do not have obvious 
biological meaning. 
The network topology is dominated by this large con-
nected component, and has a distribution o f arcs which 
roughly follows a power-law. It has been suggested that 
this network topology is generated by a system which is 
optimised to work under conditions where it has to be ro-
bust against perturbations, but where this tolerance has a 
cost (Carlson and Doyle, 1999). This is typical for biologi-
cal networks, which have gone through natural selection to 
be tolerant to uncertain environments. A biological system 
cannot be protected against a l l possible threats, since the 
cost would be too high. Therefore a topology is favoured 
where a disruption of one component is most l ikely to af-
fect few others, but where it is unlikely to disrupt a central 
component which may cause severe damage or death. For 
instance protein networks (Jeong et al, 2001) exhibit this 
type o f robustness. Our findings support this theory since 
the data used is specifically information about gene disrup-
tions. Intimately linked with this is the still open question 
about modularity in gene networks. For instance, Feather-
stone et al. argue that a network with a scale-free structure 
w i l l be dominated by a single large component. Our re-
sults support this theory, since we were not able to find 
any discrete modules in our networks. However, it may be 
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ossible to find such modules by examining the networks 
I more detail, for instance by looking for the smallest cuts 
I the network graph which lead to disconnectivity and ex-
mine whether the resulting components have a biological 
leaning. 
Looking for subnetworks consisting o f genes involved 
i a particular cellular process allowed us to predict genes 
i th similar functional roles. We need further studies to 
ee how widely such predictions can be generalised. 
Final ly note that we can view the building o f gene 
isruption networks as a method o f structuring gene 
xpression data which is an alternative to other known 
lethods such as hierarchical clustering. Such networks 
How us to explore different aspects o f gene expression 
ata. 
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