The choice of an initial state in a stochastic simulation often leads to a transient bias in the estimation results. A wellknown solution for this problem is to detect and estimate this initial phase and its subsequent removal. A significant number of algorithms has been proposed in the literature for this task. Because of their heuristic nature and the stochastic experiment underlying each individual simulation run, their quality cannot be easily evaluated for a new application model or simulation tool.
INTRODUCTION
Performance evaluation of system models is done either in steady-state or at a certain transient point of time (or interval). Steady-state (or stationary) evaluations are arguably more often used in model-based systems design, as they answer questions about the general long-time behavior of a system and thus help in designing system parameters or decide about architectural choices [10, 2] .
There have been various solutions proposed in the literature for the detection of the initial transient phase, explained in detail in [8] , with a Run-in model for the determination of the warm-up period and the steady-state conditions, followed by the deletion of the collected warm-up data being the most accepted solution.
During a simulation run, when an underlying stochastic discrete-event model is simulated and the values of performance measures are measured, the quality of the estimation becomes crucial. This quality will improve with the number of measured samples, only when the samples come from an Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. unbiased observation of the stochastic process. As the 'normal' setup of state variables (or a probability distribution over them) for the corresponding simulation is not known in advance, simulation models are often started empty or with default state variables. This will introduce a systematic bias in the estimated results, which will fade with a longer simulation run, and thus the estimated result will be closer to the real value if this biased initial phase is ignored. There is then a trade-off about where to cut off the initial phase: the more the discarded samples, the lower the influence of the initial bias, but, with fewer usable samples, resulting in a higher variance of the estimated result. Taking into account simulation costs and uncertainty of truncation quality in addition to this, the necessity of the truncation may even be questioned [14] . Also, sometimes when the transient detection is carried out using confidence intervals or spectral intervals, the effectiveness also depends on the stationarity of the sample distribution. Hence, when a group of samples has to be considered for discarding, the accuracy of the determined truncation point becomes very important.
Within the framework of a sequential simulation, when the simulation was carried out until a pre-specified accuracy was reached, focussing specifically on the transient removal, the results showed that there actually was no substantial difference in the point or interval estimates of the mean values, explicitly obtained from removal of the biased phase, especially considering the run lengths required for commonly used levels of accuracy [14] .
There have been various methods that have been suggested in diverse scenarios and applications. Methods such has the MSER-5 [21] , in combination with Schruben's test [19] and Fishman's rule [3] are known to be successful and are currently being used in various simulation software tools. However, when these methods need to be evaluated, or compared against newer methods, a re-implementation of the methods is necessary. Apart from the tried and tested methods, there have been various new algorithms such as the sequential steady state detection (online) [4] and the MSER-5Y (offline) [21] , that have been suggested to perform better than the existing methods. However, unless all the methods under consideration are subject to similar testing conditions, a systematic and fair comparison between them would not be possible. This paper thus presents a software Framework for the Detection and Removal of Initial Transients (fDRIT) providing this platform for a comparative analysis between various transient detection and removal methods, and allowing benchmark test cases. This not only helps in the qualitative and quantitative evaluation of multiple algorithms, but also eliminates the need for separate implementations. An inspiration for such a tool was derived from the modified proposal by Schruben dating back to 1983 [19] . The main intention is to provide an accessible platform for understanding and comparing the performance of the deployed methods in a modern computing environment, and as a basis for the future development of new algorithms.
The remainder of this paper is divided as follows: Section 2 briefly explains the background of steady state simulation and its transient removal problem, illustrating an overview of some of the transient removal methods from the literature. Section 3 explains the design and software architecture of the framework. It provides a detailed explanation of how the performance metrics are currently calculated. Section 4 provides an example case and the corresponding results, with a comparison between the various implemented algorithms and their corresponding quality ratings. • Input Data Gathering -Any of the above mentioned algorithms can be executed with either offline or online data. When the algorithm is executed with a set of data that is pre-saved, then such an analysis can be called an offline analysis. Various algorithms suggested in literature like the MCR [15] , MSER [15] , Schruben [19] , Kalman filter [6] , Conway [18] , Gafarian [5] etc. belong to this category. On the other hand, online algorithms acquire and process real-time simulation data from the model and can thus be used to stop the running simulation when the required accuracy is reached. The hybrid methods used, e.g., TimeNET Simulation tool [9] , Akaroa simulation tool [4] , JMT simulation tool [12] etc., are all examples of online truncation point detection methods.
METHODS TO DETECT THE WARM-UP PERIOD
• Independent Replications -is a widely used approach when the size of the sample that is to be analyzed is pre-fixed before the simulation run. This method is also called as "Replications" in short and it deals with multiple runs of the same simulation, assuming independence between the runs, calculating an estimate of the mean and its corresponding variance for all the individual runs, separately. Reference [17] gives a detailed analysis of this method, with its corresponding advantages and disadvantages.
• Batch Means Methods -deals with the case of using only one long run of output data. According to Welch it "exactly parallels the method of independent replications except that the sequences are adjacent, non-overlapping sub-sequences of the output of a single simulation run" [20] . The most important part is to determine the batch size, m, necessary to indicate independence among the batches considering the fact that the batches will be independent of each other if m is long enough. Once this independence is identified, the batches can be compared as if they were separate runs, and the various model samples be evaluated. Euclidean distance algorithm, proposed by Young-Hae Lee et al. [11] is an example of this method.
FDRIT -A FRAMEWORK TO DETECT AND REMOVE INITIAL TRANSIENTS
The idea of implementing a framework in which multiple transient detection algorithms can be implemented and tested against standard tests was inspired by the modified proposal by Schruben of 1983 [19] , who suggest an alternative hypothesis testing framework with a family of tests for detecting initialization bias in the mean of the simulation output series. Often, an efficient transient removal can be achieved with an individual or a combination of the methods that are already known. However, the comparative suitability of the available methods is unknown due to the lack of knowledge of the presence of the methods, or limited testing, proving it difficult to analyze the applicability of the algorithms to the situation at hand. The presented framework provides a platform for the understanding and comparison of the performance of any deployed methods.
The framework comprises three modular parts:
1. Algorithm implementation framework 2. Test framework
Evaluation tool
The algorithm implementation part contains an extensible number of transient removal algorithms, which are connected to the remaining software by a standardized interface for easier implementation of future algorithms. At the time of writing, we have implemented eight algorithms from the literature: Figure 1 : fDRIT software architecture
• M/M/1 queue-waiting-time process with empty-andidle initial condition and 90% server utilization.
• M/M/1 queue-waiting-time process with 113 initial customers and 90% server utilization.
• M/M/1/LIFO queue-waiting-time process with empty and idle initial condition and 80% server utilization.
The evaluation tool defines a set of methods that calculate the quality of the executed methods. This is also a part responsible for the user interaction. The user is required to provide two inputs: an algorithm or a combination of algorithms that are to be analyzed and compared, and a test method that needs to be executed, for generating the necessary test data.
Software Architecture
The software architecture of the framework has three components: The part which contains the algorithm implementation, the test data generation framework and the part where the evaluation of the selected methods are carried based on the selected tests. A brief overview of the architecture is shown in Figure 1. 
Algorithm Implementation
The implementation of the transient detection or removal algorithm, that needs to be evaluated is done in this module. The implementation of the algorithm is independent of any test data, isolating it from the testing environment. The main intention of separating the test framework from the algorithm implementation was to enable a dynamic evaluation of the implemented methods. A call is made from the evaluation framework to the implementation framework, to fetch the required methods under scrutiny. The job of the implementation framework will then be to run the implemented algorithm, with the test data provided by the evaluation part, and to return the calculated output values, like the steady-state mean, output or error values, or any other output calculated for the system. The only responsibility of the algorithm framework is to execute the implemented method with the provided test inputs and returning the result values. This part may be extended to accommodate as many new algorithms as necessary, with complete abstraction. A comparative result obtained from the tool for and M/M/1 queue is given in the results section of this paper.
Test Data Generation
The quality of algorithms implemented cannot be guaranteed with limited testing. Hence the creation of a separate framework for the purpose of testing and input data generation. The implemented algorithms have to be subjected to different test scenarios / benchmarks, to observe their performance and to draw a comparison between each other. This is an important part, especially when the choice of a suitable algorithm needs to be made for a certain individual setup. In the current implementation three variations of an M/M/1 queue are implemented. However, this needs to be further extended to provide an extensive set of tests for the purpose of the algorithm evaluation. The testing framework is also instantiated and called from the evaluation part of the tool. When the respective call is made, the job of the testing framework is to generate and supply the appropriate test-data dynamically.
Evaluation of the Algorithms
This is the only part of the tool with user interaction. The user must specify the algorithm(s) to be executed and select the corresponding test data for them. The tool then carries out the requests internally and provides the output and the performance metric scores to the user. The various performance metrics explained in this paper are calculated and displayed to the user. Accordingly, the decision of which algorithm should be used or a comparison between several algorithms (individually or in combination) can be drawn. The main job of the evaluation section is to gather the input, i.e., the selection of the algorithms to be compared and the test data to be used, collect test data (online) and acquire the corresponding output parameters from the selected transient removal algorithm(s) by initiating their execution with the collected test data. The evaluation engine basically acts as an interface between the user and the framework. The different criteria used for the calculation of the performance metrics are: Accuracy, Precision, Generality, Cost, Simplicity and Parameter estimation. More details about these calculations are given in Section 3.2 below.
Evaluation Parameters for the Quality of the Algorithms
The criteria proposed here represent one of the possible ways for quantifying the performance of the implemented algorithms, with a possibility of comparing them against each other. In [13] , a set of performance measures like the Mean Square Error and its corresponding percentage change, Variance and its corresponding percentage change and cost calculations are explained. In [5] , Gafarian et al. also specify five criteria to evaluate the goodness of the algorithm under consideration. Using these as a guide, we have incorporated six criteria and further devised a method for calculating the score of the respective metric, in order to quantify the performance of the various algorithms. These are elaborated below:
Accuracy
The parameter accuracy defines a score of the accuracy of the evaluated truncation point with respect to the theoretically exact truncation point. The accuracy can be given any score between 0 and 10. This score is assigned by calculating the accuracy percentage using Equation 1 given below and then dividing this percentage value by 10, to deduce a score between 1 and 10. The accuracy parameter has an overall weighting of 25% in the goodness measure of the algorithm. The weighting along with the score is used in the benefit analysis, which is used for the comparison of the goodness of multiple algorithms. a = Estimated Truncation Point Theoretical Truncation Point × 100 (1) In the case of the truncation point estimate being smaller than the theoretical truncation point, i.e., if the estimated percentage is greater than 100, the score is calculated by subtracting the difference from 100 and then dividing by 10, and is also assigned a negative sign to signify the loss of useful data. 
Precision
The considered algorithm can be said to be precise if the estimated truncation point is not a varied value, i.e., the estimated value should be similar across runs. This value is obtained from the coefficient of variation which is the ratio of the standard deviation to the mean of the truncation point obtained across a pre-specified number of times, as given in Equation 2 below. Typically, any method is expected to be precise, which means that it should have a negligible variance. This means that the closer the value p from the Equation 2 is to zero, the more precise is the respective value. Similar to the accuracy score, the precision is also scored between 0 and 10, which is obtained by subtracting the tenth of p from the Equation 2 from 10. If the precision value is negative, then the precision score is considered to be 0. An example of the precision calculation is as shown in Figure 3 .
The precision parameter also weighs 25% of the overall goodness measure for our sample evaluation. This weight, in combination with the precision score of the respective 
Generality
The generality parameter for any algorithm refers to the suitability of the algorithm across various scenarios. In order to set this score, the algorithm implementations have to be tested on diverse application areas, with different discrete distributions. The algorithm under scrutiny must work with similar precision and accuracy with input models from different test models. In order to calculate the generality score of a particular algorithm or a combination of models under consideration, the accuracy and precision scores for all the input models under consideration are calculated. Following this, the mean of both the score values for the respective algorithm is calculated. The generality score is the mean of all the previously calculated mean values. An example of the calculation of the generality score is as shown in Table 1 below. 
Cost
The cost parameter is evaluated by calculating the amount of time required for the following three operations: (i) Computing time for the algorithm itself i.e., the computational efficiency.
(ii) Computing time for collecting the output data before estimating the truncation point and subsequently discarding the biased data.
(iii) Computing time associated with a bias in the determination of the truncation point.
The total computing time is calculated from the implementation code, but for the beneficial analysis, we require a score between 1 and 10. This is done by assuming a grade of 10 initially and reducing 1 point for every 30 secs that the algorithm uses in our sample case. Hence the cost score will vary based on the algorithm(s) that are being executed and the respective input model used.
The cost parameter has the least weighting amongst all the evaluation parameters, with a value of 5. This value along with the score is used for the beneficial analysis during comparison of algorithms.
Simplicity
The parameter simplicity has a weighting of 10 and it signifies the understandability of the algorithm to programmers with less domain knowledge. The simplicity parameter is graded between 1 and 10, 1 being the least and 10 the highest value, i.e., an algorithm with a simplicity score of 10 is extremely simple to understand and be implemented by a non-expert.
A pre-defined simplicity score is assigned to each of the implemented algorithms based on the challenges faced during implementation. The factors considered for the assignment of this score are: conceptual complexity, extent of mathematical formulae used and the number of calculations that were to be made. The simplicity factor has a weight of 10 in the benefit evaluation of the algorithms. This weight along with the provided score is to be used in grading all the available algorithms in the framework. When the simiplicity score was calculated, all the implemented algorithms showed to have an average simplicity score of around 5.
Parameter Estimation
The parameter estimation score is based on the percentage of the total number of parameters in the algorithm which are assumed. This value is important because the more parameters are necessary in the algorithm, the riskier the algorithm may be in the case of wrong selections. This value is calculated by finding the number of parameters that are estimated in the execution of the algorithm and assigning a tenth of that value as the parameter estimation score.
The parameter estimation score can range between 1 and 10 and it has a weighting of 15% in the beneficial analysis of the algorithms.
Benefit Analysis
The performance of the various implemented algorithms is evaluated using a standard benefit analysis method from systems engineering or variant decision. The different parameters explained in Section 3.2 have been used for the analysis. A sample benefit rating matrix is as shown in the table 2. The benefit rating for the individual algorithms is computed by first computing the parameter scores for the respective heuristics. These scores are then multiplied by the corresponding parameter weights and finally summed up for each algorithm. The performance of the algorithm under consideration is directly proportional to its benefit rating. fDRIT provides this detailed analysis to the user and can thus support an informed decision between algorithms dealing with the initial transient problem.
Evaluation Statistic
Weight(w)
Truncation Algorithms ED Method
Cumulative Means TimeNET Score(S) W * S S W * S S W * S  Accuracy  25  3  75  6  150  4  100  Precision  25  4  100  7  175  5  125  Generality  20  3  60  7  140  7  140  Cost  5  5  25  5  25  5  25  Simplicity  10  5  50  6  60  6  60  Parameter Estimation  15  3  45  6  90  7  105  Benefit Rating  = 100  355  640  555   Table 2 : Sample benefit rating matrix for evaluation of three truncation methods
EXAMPLE AND RESULTS
The framework was executed with the test data from a dynamic M/M/1 queue-waiting-time process with empty and idle initial condition and 90% server utilization. The results obtained are shown Table 3 .
In Table 3 , values for three of the methods are depicted in detail. The benefit rating of the other methods are given in Table 4 . The benefit ratings are calculated by the tool using the parameters mentioned above. It should be noted that this criteria selection and weighting is just one possible setup that should be chosen following the intentions of a future user. If, for instance, the algorithm complexity is not significant as only the numerical results are considered Accuracy  25  3  75  5  125  7  175  Precision  25  5  125  5  1275  7  175  Generality  20  5  100  5  100  7  140  Cost  5  3  15  4  20  6  30  Simplicity  10  6  60  6  60  7  70  Parameter Estimation  15  9  135  9  135  9  135  Benefit Rating  = 100  510  565  710   Table 3 : Benefit rating matrix for evaluation of three truncation methods important, the corresponding value can be set to 0, possibly resulting in a different algorithm to be chosen. The framework acts as a base evaluation and testing platform for all implemented methods. This work may be reused in any other project as a dynamic library, without the need to re-evaluate and re-implement the initial transient problem for every requirement from the scratch. The possibility of drawing a comparison and conclusion to the algorithm decision is the main idea here. When the implemented algorithms is taken into consideration, it can be seen from the benefit ratings that the rating of the combination of the Cumulative batch means method and the MSER-5Y algorithms has the highest rating, showing that it is the best of the compared lot. In a similar way, based on the requirement and the testing method, the best suitable algorithm(s) for the particular situation can be decided upon. 
CONCLUSION
This paper presented the prototype software framework fDRIT for the evaluation and comparison of algorithms that solve the problem of the initial transient for stochastic discrete-event simulations. Several available methods from the literature have been summarized, implemented and compared with a simple first benchmark test. Criteria for the userspecific weighted benefit comparison are proposed and the set of algorithms is evaluated as an example. The framework should act as a decision help and standardized comparison to evaluate new and existing methods for certain types of application models or input data. Its software architecture is modular and extendable for future implementation of more benchmark models / data sources, and transient detection algorithms. A secondary use may be the use of the framework or parts of it inside other tools, which then do not have to reimplement a certain transient removal algorithm for themselves.
As a part of the future research, a possible feature to verify the generated output with mathematical heuristics like variance and confidence intervals and design and development of a basic user interface for the framework are considered. In the future, we plan to use the tool to select or develop on-line algorithms for the initial transient detection of stochastic Petri net models.
