We consider iterated integrals of log ζ(s) on certain vertical and horizontal lines. Here, the function ζ(s) is the Riemann zeta-function. It is a well known open problem whether or not the values of the Riemann zetafunction on the critical line are dense in the complex plane. In this paper, we give a result for the denseness of the values of the iterated integrals on the horizontal lines. By using this result, we obtain the denseness of the values of t 0 log ζ(1/2 + it )dt under the Riemann Hypothesis. Moreover, we show that, for any m ≥ 2, the denseness of the values of an m-times iterated integral on the critical line is equivalent to the Riemann Hypothesis.
Introduction and statement of results
In the present paper, we give some results for the value-distribution of iterated integrals of the logarithm of the Riemann zeta-function ζ(s). Many mathematicians have studied the value-distribution of the Riemann zeta-function and other L-functions. Here we should mention two remarkable results which are starting points of those studies.
Theorem (Bohr and Courant in 1914 [2] ). For fixed 1 2 < σ ≤ 1, the set {ζ(σ + it) | t ∈ R} is dense in the complex plane.
Theorem (Bohr in 1916 [1] ). For fixed 1 2 < σ ≤ 1, the set {log ζ(σ + it) | t ∈ R} is dense in the complex plane.
Note that the latter theorem is an improvement of former one since the former is an immediate consequence from the latter. As developments of these theorems, the Bohr-Jessen limit theorem [3] , Selberg's limit theorem [22] , and Voronin's universality theorem [25] are well known. By these theorems, we can understand some properties of ζ(s) such as the exact value-distribution of ζ(s) and the complexity of the behavior of ζ(s) in the critical strip. As further developments of these results, there are many studies such as [4] , [7] , [11] , [15] , [20] .
Here, we mention some known facts for the denseness of the values ζ(σ + it) for t ∈ R. In the case σ > 1 fixed, the values ζ(σ + it) is bounded. As for the case σ < 1/2, it has been proved by Garunkstis and Steuding [6] that the values ζ(σ + it) for t ∈ R are not dense in the complex plane under the Riemann Hypothesis. Additionally, as we mentioned above, the denseness in the case 1/2 < σ ≤ 1 has been proved. Hence, the remaining problem for the denseness is only the following. Problem 1. Is the set {log ζ(1/2 + it) | t ∈ R} dense in the complex plane?
For Problem 1, there is an interesting study by Kowalski and Nikeghbali [13] . They studied the Fourier transform of the probability measure which represents the probability of log ζ(1/2 + it) ∈ A with A a Borel set. In particular, they gave a sufficient condition that the values ζ(1/2 + it) for t ∈ R are dense in the complex plane (see [13, Corollary 9] ). Hence, from their study, we might guess that the answer for Problem 1 could be yes. However, as they mentioned in their paper [13] , their sufficient condition is rather strong. Therefore, it is also not strange that the answer for Problem 1 could be no. Moreover, Garunkstis and Steuding [6] showed that the set of (ζ(1/2 + it), ζ (1/2 + it)) for t ∈ R is not dense in C 2 . As we can see from these works, it seems difficult to decide clearly the answer of Problem 1 at present. Hence, it is desirable to obtain some new information for this problem, and we give a new information for this problem in this paper.
In order to give new information of this theme, we consider the function η m (s) defined by
The second author studied this function and gave some results in [10] . In the present paper we discuss the topic related to [10, Section 2.4] . Since the function η m (s) is the m-times iterated integral of log ζ(s) on the vertical line, we can expect that the function has the information of the value-distribution of log ζ(s). In particular, since η m (1/2 + it) is the iterated integral on the critical line, the study of the value-distribution of this function could be expected to give the new information on Problem 1. From this background, we study the valuedistribution of the function η m (s) to give the following theorem.
is dense in the complex plane. Moreover, for each integer m ≥ 2, the following statements are equivalent.
(I) The Riemann zeta-function does not have any zero whose real part is greater than σ.
From this theorem, we see that the Riemann Hypothesis implies that the set
is dense in the complex plane. This implication seems to suggest that the answer of Problem 1 is yes. Moreover, the equivalence as above would be a new type of statement which gives the relation between the denseness of values of the Riemann zeta-function and the Riemann Hypothesis.
Here, we mention the plan of the proof of Theorem 1 briefly. We introduce the functionη m (σ + it) recursively bỹ
. This function is the m-times iterated integral of log ζ(σ + it) on the horizontal line. The greatest interest of ours in this paper is the answer of Problem 1 and the value-distribution of η m (1/2 + it). However, the functionη m (s) is regular in the same region as in the case of log ζ(s), and also some properties of this function are similar to log ζ(s). From this observation, this function would be an interesting object itself, and we obtain the following theorem unconditionally. Theorem 2. Let 1/2 ≤ σ < 1, and m be a positive integer. Let T 0 be any positive number. Then the set
is dense in the complex plane.
Theorem 1 can be obtained from Theorem 2 and the following lemma. Lemma 1. Let m be a positive integer, and let t > 0. Then, for any σ ≥ 1/2, we have
This lemma immediately follows from Lemma 1 in [10] and the equatioñ
This equation can be obtained easily by using integration by parts. Hence, our first purpose is to show Theorem 2. In the proof of Theorem 2, the following two propositions play an important role.
In the following, the symbol meas(·) stands for the one-dimensional Lebesgue measure, and Li m (z) means the polylogarithmic function defined as ∞ n=1 z n n m for |z| < 1.
The important point of this proposition is thatη m (s) can be approximated by the Dirichlet polynomial even on the critical line. To prove this proposition, we must control exactly the contribution of nontrivial zeros of ζ(s), and we therefore need a strong zero density estimate of the Riemann zeta-function like Selberg's result [21, Theorem 1] . More precisely, we require that there exist numbers c > 0,
Here, N (σ, T ) is the number of zeros of ζ(s) with multiplicity satisfying β > σ and 0 < γ ≤ T . Therefore, to prove Proposition 1.1, we need a strong zero density estimate comparable to the assumption by Bombieri and Hejhal [4] . On the other hand, when we discuss the denseness of η m (s) for fixed 1 2 < σ < 1, it suffices to use the weaker estimate N (σ, T )
for every ε > 0. Hence, there is an essential difference of the depth between the discussion in the case 1 2 < σ < 1 and that in the case σ = 1 2 in Proposition 1.1. In contrast, we can prove the following proposition by almost the same method as in [1] , [2] .
Let a be any complex number, and ε be any positive number. If we take a sufficiently large number N 0 = N 0 (m, σ, a, ε), then, for any integer N ≥ N 0 , there exists some
for any θ = (θ pn ) π(N ) n=1 ∈ Θ 0 . Roughly speaking, Proposition 1.1 means thatη m (σ + it) "almost" equals the finite sum of polylogarithmic functions when the number of the terms of the sum is sufficiently large, and Proposition 1.2 that any complex number can be approximated by the finite sum of polylogarithmic functions when the number of the terms of the sum is sufficiently large.
Proof of Proposition 1.1
In this section, we prove Proposition 1.1. In order to prove it, we prepare two lemmas.
Lemma 2. Let m be a positive integer, and σ ≥ 1/2. Let T be large. Then, for
Proof. By Theorem 5 in [10] , we have
Further, by Lemma 1, we see that
Hence we obtain this lemma.
where the function Λ(n) is the von Mangoldt function.
Proof. By definitions of the polylogarithmic function and the von Mangoldt function, we find that
Here, we can write
Hence we have
which completes the proof of this lemma.
Proof of Proposition 1.1. By Lemma 2 and Lemma 3, for X ≤ T 1/135 , we find that
By using this estimate, for any fixed ε > 0, we have
Hence, for any T ≥ X 135 , it holds that
as X → +∞. Thus, we obtain Proposition 1.1.
Proof of Proposition 1.2
In this section, we prove Proposition 1.2 by the method of [12, VIII.3], [26] . First of all, we will show the following elementary geometric lemma. The following lemma is a special case of Lemma 3.2 in Takanobu's textbook [23] . Lemma 4. Let N be a positive integer larger than two. Suppose that the positive numbers r 1 , r 2 , . . . , r N satisfy the condition
where r n 0 = max{r n | n = 1, 2, . . . , N }. Then we have
We give a simpler proof than that in [23] by using the following elementary geometric theorem on the existence of polygons. Our proof is essentially the same as Takanobu's proof, but his proof seems complicated because he did not postulate the geometric theorem. Lemma 5. Let N be a positive integer larger than two. Suppose that the positive numbers r 1 , r 2 , . . . , r N satisfy condition (3). Then, we can make an N -sided convex polygon with the lengths r 1 , r 2 , . . . , r N .
The authors cannot find the reference in which the proof of this lemma is written. Since this lemma seems well known and can be proved by an elementary argument, we omit the proof.
Proof of Lemma 4. Let L and R be the set on the left and right hand side of (4) respectively. The inclusion ⊂ is trivial. We take z = r exp(−2πiϕ) ∈ R with 0 < r ≤ N n=1 r i and ϕ ∈ R. Put r = r 0 = r N +1 for convenience. We consider the line segments R 1 , R 2 , . . . , R N +1 with the lengths r 1 , r 2 , . . . , r N +1 respectively. By assumption (3) and Lemma 5, we can make a convex polygon by connecting our line segments clockwise in order. For any k = 1, 2, . . . , N , we define by 2πµ k the positive angle between R k−1 and R k . Then we have
Hence we have
Taking θ n = {(n − 1)/2 − n j=1 µ j + ϕ} ∈ [0, 1) for any n = 1, 2, . . . , n, we have
Here {x} means the fractional part of x. We find that 0 ∈ L by the similar argument. This completes the proof.
Next, we introduce the following definitions. 
By using the prime number theorem, we find that
For any prime number p, we put
Then it holds that
and additionally, by using the prime number theorem and simple calculations of alternating series,
Hence, by taking a sufficiently large U = U (ε) and noting the continuity of the function p≤N Li m+1 (p σ exp(−2πiθp)) (log p) m with respect to (θ p ) p≤N ∈ [0, 1) π(N ) , we obtain this proposition.
Proof of Theorem 2
In this section, we prove Theorem 2. Here, we use the following lemma related with Kronecker's approximation theorem. Lemma 6. Let A be a Jordan measurable subregion of [0, 1) N , and a 1 , . . . , a N be real numbers linearly independent over Q. Set, for any T > 0,
Then we have Proof. This lemma is Theorem 1 of Appendix 8 in [12] Let us start the proof of Theorem 2.
Proof of Theorem 2. Let ε > 0 be any small number, a any fixed complex number, 1 2 ≤ σ < 1, and let T 0 be any positive number. Then, by Proposition 1.2, we can take a sufficiently large M 0 = M 0 (m, σ, a, ε) so that for any M ≥ M 0 , there exists some Jordan measurable subset Θ Li m+1 (p −σ n e −2πiθn ) (log p n ) m .
Then, we find that
Note that the last sum tends to zero as M → +∞. Therefore, there exists some large number M 1 = M 1 (m, ε) such that, for any N > M ≥ M 1 , it holds that
Here we denote the set of the content of meas(·) in the above inequality by Θ 
Then we have
This completes the proof of Theorem 2.
Proof of Theorem 1
In this section, we prove Theorem 1. Here, we prepare the following lemma. Proof. This lemma is equation (2.2) in [10] .
Proof of Theorem 1. First, we show Theorem 1 in the case m = 1. If the number of zeros ρ = β + iγ of ζ(s) with β > σ is finite, then there exists a sufficiently large T 0 such that Y 1 (σ + it) ≡ b for t ≥ T 0 , where b is a positive real number. Therefore, by Lemma 1, we have
for any t ≥ T 0 . By this formula, we obtain
If a set A ⊂ C is dense in C, then, for any c 1 ∈ C \ {0} and c 2 ∈ C, the set {c 1 a+c 2 | a ∈ A} is also dense in C. By this fact and Theorem 2, the set
Next, for m ∈ Z ≥2 , we show the equivalence of (I) and (II). The implication (I) ⇒ (II) is clear since the equation η m (σ + it) = i mη m (σ + it) holds by assuming (I).
In the following, we show the inverse implication (II) ⇒ (I). By Lemma 7, if (I) is false, then the estimate |η m (σ + it)| m t m−1 holds. Therefore, for some T 2 > 0, we have
Here, A means the closure of the set A. Additionally, we see that
Hence, if (I) is false, then the set {η m (σ + it) | t ∈ [0, ∞)} is not dense in C. Thus, we obtain the implication (II) ⇒ (I).
Note
In this paper, we discussed the denseness of the valuesη m (σ + it), t ∈ [0, ∞) without any probabilistic argument. The authors have already obtained the weak convergent limit of a certain sequence of probability measures and given the same results by combining the method of this paper and a probabilistic argument. The method would be suitable for generalization to other zeta and L-functions. Some people may be interested in the existence of the probability density function of the weak convergent limit because if we could obtain it, we may obtain more deep conclusions such as [7] , [14] , [15] . However, it is difficult to find the probability density function of the limits in general cases, and it is actively studied even today such as [8] , [9] , [18] , [19] , and also good survey [16] . Here, we will mention Matsumoto's work. In [17] , he showed that there exist weak convergent limits in a general class of zeta-functions as the first step of the generalization of the theorem of Bohr-Jessen [3] . On the other hand, he could not prove the existence of probability density functions in the general case. His study suggests that the discussion not involving the probability density function is sometimes useful when we consider the generalization to other zeta and L-functions. From these backgrounds, the authors adopted the method not involving the probability density function as the first step of the study of the value-distribution of iterated integrals of the logarithm of the Riemann zetafunction. We shall have further deep arguments including the probability density function in [5] .
