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A rank-n tensor on a Lorentzian manifold whose contraction with n arbitrary causal
future directed vectors is non-negative is said to have the dominant property. These
tensors, up to sign, are called causal tensors, and we determine their general mathe-
matical properties in arbitrary dimension N . Then, we prove that rank-2 tensors which
map the null cone on itself are causal tensors. Previously it has been shown that, to
any tensor eld A on a Lorentzian manifold there is a corresponding \superenergy"
tensor eld TfAg (dened as a quadratic sum over all Hodge duals of A) which always
has the dominant property. Here we prove that, conversely, any symmetric rank-2
tensor with the dominant property can be written in a canonical way as a sum of N
superenergy tensors of simple forms. We show that the square of any rank-2 superen-
ergy tensor is proportional to the metric in dimension N  4, and that the square of
the superenergy tensor of any simple form is proportional to the metric in arbitrary
dimension. Conversely, we prove in arbitrary dimension that any symmetric rank-2
tensor T whose square is proportional to the metric must be a causal tensor and, up to
sign, the superenergy of a simple p-form, and that the trace of T determines the rank
p of the form. This generalises, both with respect to the dimension N and the rank
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p, the classical algebraic Rainich conditions, which are necessary and sucient condi-
tions for a metric to originate algebraically in some physical eld. Furthermore, it has
the important geometric interpretation that the set of superenergy tensors of simple
forms is precisely the set of tensors which leave the null cone invariant and preserve
its time orientation. It also means that all involutory Lorentz transformations can be
represented as superenergy tensors of simple forms, and that any rank-2 superenergy
tensor is the sum of at most N conformally involutory Lorentz transformations. Non-
symmetric null cone preserving maps are shown to have a symmetric part with the
dominant property and are classied according to the null eigenvectors of the skew-
symmetric part. We therefore obtain a complete classication of all conformal Lorentz




The Bel-Robinson tensor [2, 4], a rank-4 tensor constructed from the Weyl curvature
tensor and its dual (it has only one dual in four dimensions), was until some ten years
ago not a widely known tensor outside part of the general relativity community. That
it has the dominant property |the contraction with any four causal future directed
vectors is non-negative| was certainly known [26], and many relations to gravita-
tional energy were found (see e.g. [35] and references therein). Its precise physical
meaning was, and still is, however not clear, and it is possible that no fundamental
physical interpretation can be given. Thus, interest in the Bel-Robinson tensor was
limited. This all changed with the work of Christodoulou and Klainerman on the global
non-linear stability of Minkowski spacetime [13], (Bel-Robinson estimates were in fact
previously considered in the works by Friedrich on hyperbolic formulations of the eld
equations, see [14].) It became clear that the Bel-Robinson tensor is mathematically a
very useful quantity, its positivity (the dominant property) and divergence properties
being the main reasons. Today, the tensor is established as a key ingredient in many
mathematical studies of Einstein’s vacuum equations, see e.g. [18, 32] and references
therein.
Considering this rise of interest in the Bel-Robinson tensor, it is remarkable that
the Bel tensor seems virtually unknown. This is the full Riemann curvature tensor
analogue of the Bel-Robinson tensor, so it is constucted from the Riemann tensor and
its duals [3, 35]. A fundamental fact is that also the Bel tensor has the dominant
property [6, 8, 35], and it is essentially the only tensor with this property one can
construct from the Riemann tensor. Its divergence can often be controlled if some
suitable eld equations for the matter are given, and it should therefore be the natural
candidate to replace the Bel-Robinson tensor if the full Einstein’s equations are studied.
More recently, it was discovered that this way of constructing a tensor with the
dominant property from a given tensor and its duals is universal [34, 35]. Given any
tensor eld A on a Lorentzian manifold of arbitrary dimension, one can always in
an essentially unique way construct from A a corresponding tensor TfAg with the
dominant property [6, 30, 35]. It is perhaps unfortunate that, by historical reasons,
TfAg has become to be known as the superenergy tensor of A, as this terminology
may have prevented attention from those studying dierential equations on curved
manifolds. Superenergy tensors provide a very natural and geometric way to dene
norms (including Sobolev norms) and inner products (corresponding to the positive
norms) on Lorentzian manifolds. Like the Bel-Robinson tensor, there is no need of a
physical interpretation of TfAg for it to be mathematically useful.
A rst example of how the general superenergy tensors can be used in this sense was
given in [7], where causal propagation of elds on Lorenztian manifolds was studied
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generalising techniques from [16, 9]. Note that for energy-momentum tensors (sym-
metric rank-2 tensors) the dominant property, rst introduced in [28], is usually called
the dominant energy condition [16]. Such tensors map the future cone on itself, some-
thing we refer to as a causal map or causal tensor. Superenergy tensors have also been
used to construct new conserved quantities [35, 36], and to study the propagation of
shock-waves [35].
In this paper we develop the mathematical structure of tensors having the dominant
property and prove some new basic results about superenergy tensors. We prove that
the product TacTbc of the superenergy tensor TabfAg of a simple form A is always
proportional to the metric. This is further shown to be true for any arbitrary rank-2
superenergy tensor in dimensions N  4.
While any superenergy tensor has the dominant property, we prove that any sym-
metric rank-2 tensor with the dominant property can be written as a sum of N su-
perenergy tensors of simple forms in a canonical way. We also present some geometrical
interpretation of these forms and emphasize that, in this sense, superenergy tensors of
simple forms are the basic building blocks of positive or causal quantities.
The classical Rainich conditions [31, 23], sometimes referred to as RMW (Rainich-
Misner-Wheeler) theory or already unied theory, are necessary and sucient condi-
tions in 4 dimensions for an energy-momentum tensor to originate in a Maxwell eld.
One may also express this as saying that they are conditions on a metric, which then
via the Ricci tensor and Einstein’s equations give the energy-momentum tensor. The
algebraic Rainich conditions as stated in [26] are that the energy-momentum tensor is
trace-free, satises the dominant energy condition, and has a square that is propor-
tional to the metric. The Rainich conditions have also been generalised to cover some
other physical situations (e.g. [10, 20, 24, 25, 27]).
Here, we prove a much more general result, namely that in N dimensions any sym-
metric rank-2 tensor with a square proportional to the metric must be the superenergy
tensor of a simple p-form. We prove that the trace can only have certain discrete
values related to the rank p of this form. This result, being an equivalence, has an
important geometrical interpretation. It says that on any Lorentzian manifold of any
dimension, the set of superenergy tensors of simple forms is precisely the set of ten-
sors which leave the null cone invariant and preserve its time orientation. This also
leads to an extended algebraic Rainich theory which includes the previously known
results as special cases. It also has the interesting implication that all symmetric (i.e.
involutory) Lorentz transformations can be represented as superenergy tensors of sim-
ple forms. Furthermore, the combination with the previous results proves that any
superenergy tensor is the sum of at most N conformally involutory Lorentz transfor-
mations. We also study non-symmetric null cone preserving maps, which are proven to
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have a symmetric part with the dominant property, and classify them according to the
null eigenvectors of its skew-symmetric part. All this provides a complete classication
of all conformal Lorentz transformations as well as the singular null cone preserving
maps in any Lorentzian manifold of arbitrary dimension.
In our notation we sometimes use indices on the tensors. These indices may be
considered as abstract indices in the sense of Penrose and Rindler [26], and it is clear
that all results are geometric and independent of any basis or coordinate system. We
will also use the standard arrows for vectors and boldface characters for 1-forms. The
tensor and exterior products are denoted by ⊗ and ^ respectively. As usual, (square)
round brackets enclosing any set of indices indicate (anti) symmetrization. Equalities
by denition are denoted by . The symbol is used to mark the end of proofs. We
shall use the signature +;−; : : : ;− of the metric. Note that this is the opposite of [35].
The outline of the paper is as follows. In section 2 we develop some general mathe-
matical properties of tensors with the dominant property and in section 3 we recall the
denition of superenergy tensors and prove certain new results for superenergy tensors
of simple forms. We also extend the previous denition to N -forms in N dimensions
and motivate why their superenergy is essentially the metric. Various properties of null
cone preserving maps, their relation to superenergy tensors, and how these are used to
construct any tensor satisfying the dominant energy condition are described in section
4. The classication of the (conformally) non-involutory Lorentz transformation is
then given in section 5 while that of the (conformally) involutory ones and the gener-
alised algebraic Rainich conditions with their important geometrical consequences are
presented in section 6.
2 The dominant property: causal tensors
We assume that we work on an N -dimensional manifold VN endowed with a Lorentzian
metric gab and that a time-orientation has been chosen. Most of our considerations are
algebraic and are implicitly assumed to hold in a point x 2 VN ; of course, they can be
straightforwardly translated to tensor elds. We begin by giving the basic denition.






for any set ua11 ,..., u
ar
r of causal future-pointing vectors. The set of tensors with the
dominant property will be denoted by DP. By −DP we mean the set of tensors Ta1...ar
such that −Ta1...ar 2 DP.
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We will see below, in Properties 2.3 and 2.4 respectively, that the denition of DP
implies in fact that the strict inequality holds if the future-pointing ua11 : : : u
ar
r are all
timelike, and that the use of only null vectors ua11 : : : u
ar
r is also enough.
By a natural extension, the non-negative real numbers are also considered to have
the dominant property: IR+  DP. Rank-1 tensors with the dominant property are
simply the future-pointing causal vectors (while those in −DP are the past-directed
ones). For rank-2 tensors, the dominant property was introduced by Plebanski [28] in
General Relativity and is usually called the dominant energy condition [16] because it
is a requirement for physically acceptable energy-momentum tensors. The elements of
DP could thus be termed as \future tensors", and those of DP [ −DP will be called
\causal tensors". As in the case of past- and future-pointing vectors, any statement
concerning DP has its counterpart concerning −DP, and they will be taken as obvious
unless otherwise stated.
The basic properties of tensors in the class DP are given in what follows. First of
all, the class is closed under linear combinations with non-negative coecients as well
as under tensor products [35].






Moreover, if T (1)a1...ar , T
(2)
a1...as 2 DP then
(




Proof: This is an immediate consequence of the denition of DP.
Given any tensor Ta1...ar 2 DP, one can immediately construct many other tensors
in DP by simply permuting the indices, as is obvious from Denition 2.1. Then, we
also have (see Section 5 in [35])




cσTaσ(1)...aσ(r) belongs to DP where the sum is over all permutations
(1); : : : ; (r) of (1; : : : ; r). In particular, any symmetric part of Ta1...ar is in DP.
Proof: Given that Taσ(1)...aσ(r) 2 DP for any permutation (1); : : : ; (r) the rst part
follows from Property 2.1. Since any symmetric part is in fact a linear combination of
such terms with particular positive coecients cσ the Lemma is proven.




some negative coecients cσ may also be in DP. On the other hand, we also have
Lemma 2.2 If Ta1...ar 6= 0 is antisymmetric in any pair of indices, then Ta1...ar cannot
be in DP [ −DP.
Proof: Assume, for instance, that Ta1a2...ar = −Ta2a1...ar . Then, for any future-
pointing ua11 ; u
a2
2 ; : : : ; u
ar










1 : : : u
ar
r
have opposite signs. This implies that a constant sign cannot be maintained.
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Property 2.2 Ta1...ar 2 DP () uarTa1a2...ar 2 DP for all future-pointing vectors ~u.
Proof: Again this is trivial from Denition 2.1.
Of course, this can be equally proven for the contraction of ~u with any index of
Ta1...ar . The previous property can be generalized to show that the class DP is also
closed under tensor products with one contraction applied. To that end, we introduce
the following products for any two tensors T (1)a1...ar and T
(2)
a1...as :
(T (1) ij T (2))a1......ar+s−2  T (1)a1...ai−1bai...ar−1T (2)ar ...ar+j−2bar+j−1...ar+s−2
where the contraction is taken with the ith index of the rst tensor and the jth of
the second. There are of course many dierent products ij depending on where the
contraction is made.
Lemma 2.3 For all i = 1; : : : ; r and all j = 1; : : : ; s, if Ta1...ar ; ta1...as 2 DP or if
Ta1...ar ; ta1...as 2 −DP, then (T ij t)a1......ar+s−2 2 DP; and if Ta1...ar 2 DP and
ta1...as 2 −DP then (T ij t)a1......ar+s−2 2 −DP and (t ji T )a1......ar+s−2 2 −DP.
Proof: If Ta1...ar ; ta1...as 2 DP , or if they are in −DP , then, by Property 2.2,
vb  Ta1...ai−1bai...ar−1ua11 :::uai−1i−1 uaii :::uar−1r−1 ; (1)
wb  tar ...ar+j−2bar+j−1...ar+s−2uarr :::uar+j−2r+j−2 uar+j−1r+j−1 :::uar+s−2r+s−2




(T ij t)a1......ar+s−2ua11 :::uar+s−2r+s−2 = vbwb  0
and the rst result follows. The other is similar.
Corollary 2.1 If for some i; j, 0 6= (T ij T )a1......a2r−2 2 −DP, then Ta1...ar cannot
be in DP [ −DP.
Proof: For if Ta1...ar were in either DP or −DP, by Lemma 2.3 (T ij T )a1......a2r−2
should be in DP. Notice that DP \−DP = f0g.
Corollary 2.2 Ta1...ar 2 DP () (T ij t)a1......ar+s−2 2 DP for all ta1...as 2 DP.
Proof: The implication from left to right is in Lemma 2.3. The converse can be
proved by taking in particular s = 1 and using Property 2.2.
Corollary 2.2 is the evident generalization of the well-known fact that a causal vector
~u is future-pointing if and only if ucvc 2 IR+ for all future-pointing vectors ~v.
The concept of \positivity" does not capture all that is behind the denition of DP,
and the terminology dominant property (or dominant energy condition) is preferable
because the pure time component dominates any other component in orthogonal bases.
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Lemma 2.4 Ta1...ar 2 DP () T0...0  jTα1...αr j for all 1; :::; r 2 f0; 1; :::;N − 1g,
where Tα1...αr are the components of Ta1...ar with respect to any orthonormal basis
f~e0; ~e1; :::; ~eN−1g with a future-pointing timelike ~e0.
Proof: See Lemma 4.1 in [35].
Corollary 2.3 If Ta1...ar 2 DP and Ta1...arua1 : : : uar = 0 for a timelike vector ~u, then
Ta1...ar = 0.
Proof: By choosing the sign  we have that ~e0   ~u=(uaua) is unit and future-
pointing. Thus, by Lemma 2.4, all components of Ta1...ar vanish in any orthonormal
basis including ~e0, which means that Ta1...ar is the zero tensor.
Corollary 2.4 If Ta1...ar 2 DP and Ta1...aruar = 0 for a timelike vector ~u, then
Ta1...ar = 0.
Denition 2.1 involves all causal future-pointing vectors, but in fact the class DP
can be equally characterized by using timelike vectors exclusively, or also only null
vectors. Concerning the timelike case we have:
Property 2.3 A tensor Ta1...ar 6= 0 is in DP () Ta1...arua11 :::uarr > 0 for any set
ua11 ; :::; u
ar
r of timelike future-pointing vectors.
Proof: The implication from right to left follows by continuity. Conversely, rst for
rank 1, Ta1u
a1
1 = 0 for Ta1 2 DP would imply that Ta1 and ua11 are parallel and null as
this is the only way two causal vectors can be orthogonal. Thus, if ua11 is timelike and
Ta1 6= 0 then Ta1ua11 > 0. Suppose now that the property has been proved for rank-









r−1 = 0 which in turn, by Corollary
2.3, would imply that a1...ar−1 = Ta1...aru
ar
r = 0. But then Corollary 2.4 would lead to
Ta1...ar = 0. Thus the result follows by induction on r.
In order to give the characterization with null vectors we rst need a basic result
stating that future-pointing null vectors are the basic \building blocks" of all future-
pointing vectors, i.e. rank-1 tensors in DP . In section 4 we shall generalize this by
identifying the analogous building blocks of rank-2 tensors in DP.
Lemma 2.5 Given a future-pointing timelike vector ~u and a future-pointing null vector
~k, there is another future-pointing null vector ~n such that ~u = c~k + ~n where c =
uaua=(2uaka) > 0.
Proof: See, e.g., [5].
We can now show that in order to check that a tensor is in DP it is sucient to check
it for null vectors. This is very helpful because obviously it is easier to work with null
vectors exclusively rather than with both null and timelike vectors.
8
Property 2.4 Ta1...ar 2 DP () Ta1...arka11 :::karr  0 for any set ka11 ,..., karr of future-
pointing null vectors.




r with s  r timelike vectors can be written as





vectors only and the result follows immediately.
Now we can prove a partial but important converse of the Lemma 2.3.
Proposition 2.1 0 6= (T iiT )a1...a2r−2 2 DP for some i = 1; : : : ; r =) Ta1...ar 2DP [ −DP.
Proof: For any set of timelike future pointing vectors ua11 ; :::; u
ar−1
r−1 dene vb as in (1)
of Lemma 2.3. Now, if (T iiT )a1...a2r−2 2 DP then vbvb  0 which implies that vb is
causal, either future- or past-pointing. To see that the time orientation of these vb is
consistent take any other arbitrary set of timelike future-pointing vectors ~ua11 ; :::; ~u
ar−1
r−1
and dene ~vb analogously to (1). As (T iiT )a1...a2r−2 2 DP and is not zero by as-
sumption, using Property 2.3 we have that vb~vb > 0, so that vb and ~vb have the same




1 ; :::; ~u
ar−1
r−1 are arbitrary and
future pointing, this means that Ta1...ar or −Ta1...ar is in DP.
Corollary 2.5 0 6= (T iiT )a1...a2r−2 2 DP for some i = 1; : : : ; r =) (T ij T )a1...a2r−2 2DP for all i; j = 1; : : : ; r.
Proof: If 0 6= (T iiT )a1...a2r−2 2 DP for some i = 1; : : : ; r then by Proposition 2.1
Ta1...ar 2 DP with 2 = 1, but then by Lemma 2.3 (T ijT )a1...a2r−2 2 DP for all
i; j = 1; : : : ; r.
In the last two results, Proposition 2.1 and Corollary 2.5, the special case with
(T iiT )a1...a2r−2 = 0, which is in DP, has been excluded. Similar results apply for this
extreme case, but they need some renement.
Proposition 2.2 (T iiT )a1...a2r−2 = 0 for some i = 1; : : : ; r () there is a null
vector ~k such that Ta1...ar = kaita1...ai−1ai+1...ar for some tensor ta1...ar−1 .
Proof: Using the same notation as in Proposition 2.1 we have that all the vb are
causal and furthermore, as vb~vb = 0, all of them are orthogonal to each other. This
means that all of them must be proportional to a null vector vb / kb, and the result
follows. The converse is immediate.
Therefore, it can happen that (T iiT )a1...a2r−2 = 0 and therefore is in DP and
yet neither Ta1...ar nor −Ta1...ar is in DP . It is enough that ta1...ar−1 =2 DP [ −DP.
Nevertheless, we have the following result.
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Corollary 2.6 (T iiT )a1...a2r−2 = 0 for all i = 1; : : : ; r () Ta1...ar = ka1 : : : nar for
a set of r null vectors ~k; : : : ; ~n.
Therefore, (T iiT )a1...a2r−2 = 0 for all i = 1; : : : ; r =) Ta1...ar 2 DP [−DP.
Proof: The rst part follows from repeated application of Proposition 2.2. Then,
depending on how many of the null vectors ~k; : : : ; ~n are future-pointing, either Ta1...ar
or −Ta1...ar is in DP.
Corollary 2.7 Assume that Ta1...ar is completely symmetric. Then, (T ijT )a1...a2r−2 =
0 () Ta1...ar = fka1 : : : kar for some future-pointing null vector ~k.
Proof: If Ta1...ar is completely symmetric then all the products (T ijT )a1...a2r−2 are
the same. Thus, from Corollary 2.6 and the symmetry of Ta1...ar the result follows.
Of course, under the assumptions of Corollary 2.7, Ta1...ar 2 DP [ −DP. On the
other hand, we have
Corollary 2.8 If Ta1...ar is completely antisymmetric and (T iiT )a1...a2r−2 = 0 then
Ta1...ar = 0.
Proof: If Ta1...ar is completely antisymmetric again all the products (T ijT )a1...a2r−2
are the same. Thus, from Corollary 2.6 and the antisymmetry of Ta1...ar the only
possibility is Ta1...ar = 0.
3 Superenergy tensors
In the previous section we have dened the set DP and analyzed its general properties.
However, we must still face the question of how general is the class DP and how we
can build such causal tensors. Actually this has been already solved and the result is
that, given an arbitrary tensor Ac1...cm , there is a general procedure to construct its
\positive square": a tensor quadratic in Ac1...cm and with the dominant property. This
general procedure was introduced in [34] and extensively considered in [35], and the
positive tensors thus constructed receive the generic name of \super-energy tensors"
(due to historical reasons [35]). In what follows, we recall here the denition of a
general superenergy tensor (see section 3 of [35]).
Let Ac1...cm be an arbitrary rank-m tensor. Let [n1] denote the set of indices
containing c1 and all other indices cj such that Ac1...cm is anti-symmetric in c1cj .
The number n1 is the number of indices in [n1]. Then [n2] is the next set formed
from anti-symmetries with c2 (or c3 if c2 is already in [n1] and so on). Note that
1  ni  N for each i. In this way c1; : : : ; cm are divided into r blocks [n1]; : : : ; [nr]
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with n1+: : :+nr = m. We can therefore consider Ac1...cm as an r-fold (n1; : : : ; nr)-form
and we write Ac1...cm = A[n1]...[nr].
There are 2r dierent (multiple) Hodge duals of A[n1]...[nr]. The dual with respect
to the block [n1] is denoted A 
[N−n1][n2]...[nr]









and so on. Note that dierent
duals may be tensors of dierent rank but all duals are r-folded forms. Denote by
(AP )[ ]...[ ] , P = 1; 2; : : : ; 2r, all the possible duals, where P  1+s1+2s2+ : : :+2r−1sr
with si = 0 if there is no dual with respect to the block [ni] and si = 1 if there is a
dual with respect to this block (so A1 = A and A2r is the r-fold form where the dual
has been taken with respect to all blocks).
In order to dene the superenergy tensor of Ac1...cm we need a product  of an
r-fold form by itself resulting in a 2r-tensor. Let ~Ac1...cm be the tensor obtained by
permuting the indices in Ac1...cm so that the n1 rst indices in ~Ac1...cm are precisely the
indices in the block [n1], the following n2 indices are the ones in [n2] and so on. Now












From each block in A[n1]...[nr] two indices are obtained in (A  A)a1b1...arbr . We can
form (AP AP)a1b1...arbr for any P but observe that A[n1]...[nr] could contain N -blocks
(with dual 0-blocks) for which the expression (2) has no meaning. Therefore, assuming
1  ni  N − 1 for all i, we make the following denition.







Observe that any dual AP of the original tensor A = A1 generates the same superenergy
tensor. We note that
Ta1b1...arbrfAg = T(a1b1)...(arbr)fAg
and if A[n1]...[nr] is symmetric with respect to two blocks [nΥ] and [nΥ˜], then Ta1b1...arbr
is symmetric with respect to the pairs aΥbΥ and aΥ˜bΥ˜. Important is also the property
that Ta1b1...arbrfAg = 0 if and only if Ac1...cm = 0 [35].
Another property of superenergy tensors is:
1The signs in this formula arise here because of the dierent choice of signature with respect to [35].
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Property 3.1 If A[n1]...[nr] = B[n1]...[ns]C[ns+1]...[nr] for some s- and (r−s)-folded forms
























precisely the 2r terms needed.




( = 1 : : : r) such that ~A[n1]...[nr] =
(


















Proof: This is evident from Property 3.1 and Denition 3.2.
The last result shows that rank-2 superenergy tensors may be used as basic set to
build up more general superenergy tensors in many occasions. Actually, we will later
be interested (for other important reasons) in rank-2 tensors, specially those in DP .
It is remarkable that, after expanding all duals in the Denition 3.1, one obtains
an explicit expression for the general superenergy tensor which is independent of the












Here we have used a notation which will be useful on many occasions: for any two
tensors of the same rank aa1...aj and ba1...aj , we write aa1...ajb
a1...aj  a  b, i.e. we have
contracted over all indices in order.
In the Denition 3.1 we assumed that there were no N -blocks. The expression (3)
however is perfectly well dened for an N -form. If Ωa1...aN = fa1...aN where η is the





If we combine (4) with Property 3.1 the Denition 3.1 is naturally extended to
include N -blocks:
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Definition 3.3 The superenergy tensor of Ac1...cm = A[n1]...[nr−1][N ] = B[n1]...[nr−1]Ω[N ],





This denition is to be understood recursively, if there are q [N ]-blocks one continues
until a tensor Ta1b1...ar−qbr−qfBg given by Denition 3.1 is obtained.
We note that the tensor obtained by taking the dual of A[n1]...[nr−1][N ] with re-
spect to the N -block to get a 0-block does not have the same superenergy tensor as
A[n1]...[nr−1][N ] has, the dierence being the garbr . This is a special situation only for
N -blocks and it is the price one has to pay to extend the denition. The advantages
however will be seen in a more consistent presentation of several denitions and results,
the rst being the following denition.
Definition 3.4 The set SE is the set of all superenergy tensors according to Deni-
tions 3.1 and 3.3. By −SE we denote the set of tensors such that −Ta1...ar 2 SE.
The sets SEn and −SEn will denote the classes of rank-n tensors in SE and −SE,
respectively.
The metric is an essential element in this set. In [6] it was shown that the metric
gab is not a superenergy tensor of any p-form Ω[p] with 1  p  N − 1 so without the
extended denition elements of the form f2gab would have to be added articially to
SE .
A fundamental result is that superenergy tensors always have the dominant prop-
erty.
Theorem 3.1 SE  DP.
Proof: The rst proof for 4 dimensions was given in [6] and used spinors. In arbitrary
dimension the rst proof is in [35] while a proof that uses Cliord algebras and which
is also valid in arbitrary dimension was presented in [30]. Of course, −SE  −DP.
It is important to remark that the superenergy tensor Ta1b1...arbrfAg and its derived
tensors by permutation of indices are the only (up to linear combinations) tensors
quadratic in Ac1...cm and with the dominant property [35]. Therefore, there is a unique
(up to a proportionality factor) completely symmetric tensor in DP which is quadratic
in Ac1...cm, and this is simply T(a1b1...arbr)fAg [35].
In N = 4, the superenergy tensor of a 2-form Fab = F[ab] is its Maxwell energy-
momentum tensor, and the superenergy tensor of an exact 1-form d has the form
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of the energy-momentum tensor for a massless scalar eld . If we compute the su-
perenergy tensor of the Riemann tensor, which is a double symmetrical (2,2)-form, we
get the so-called Bel tensor [3]. The superenergy tensor of the Weyl curvature tensor
is the well-known Bel-Robinson tensor [2, 4]. For these and other interesting physi-
cal examples see [6, 35, 36]. The dominant property of the Bel-Robinson tensor was
used by Christodoulou and Klainerman [13] in their study of the global stability of
Minkowski spacetime, and in [9] to study the causal propagation of gravity in vacuum.
The dominant property of more general superenergy tensors was used in [7] to nd
criteria for the causal propagation of elds on Lorentzian spacetimes of N dimensions.
In order to study relations between SE2 and DP , and to see how SE2 builds up DP,
we prove now some results for rank-2 tensors. First, we need a very simple Lemma to
x the notation.
Lemma 3.1 For any Tab we have that (T 11T )ab and (T 22T )ab are symmetric.
Furthermore, if sab = s(ab) and tab = t(ab) are symmetric, then
(s 11 t)ab = (s 12 t)ab = (s 21 t)ab = (s 22 t)ab  (s t)ab ;
if Fab = F[ab] and Gab = G[ab] are antisymmetric, then
(F 11G)ab = − (F 12G)ab = − (F 21G)ab = (F 22G)ab  (F G)ab ;
nally in the mixed case
(s 11 F )ab = − (s 12 F )ab = (s 21 F )ab = − (s 22 F )ab  (s F )ab
so that in the three cases the simple -notation will be used.
Proof: First, (T 11T )ab = TcaT cb which is obviously symmetric in ab, and analo-
gously for 22. If sab; rab are symmetric then scarcb = sacrcb = sacrbc and similarly for
the other cases.
Lemma 3.2 If Fab = F[ab] 6= 0 is a 2-form, then (F  F )ab =2 DP.
Proof: If (F  F )ab were in DP and non-zero, then from Proposition 2.1 Fab should
be in DP [−DP, which is impossible due to Lemma 2.2. If (F  F )ab = 0, then from
Corollary 2.8 it follows that Fab = 0.
Notice that, still, (F  F )ab can certainly be in −DP.
Proposition 3.1 In dimension N  4, Tab 2 SE2 =) (TT )ab = h2gab. On the other
hand, if N > 4 there exist tensors Tab 2 SE2 such that (T  T )ab is not proportional
to the metric.
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Proof: If Tab = hgab then (T  T )ab = h2gab so the property is trivial. As the
superenergy of a p-form is the same as the superenergy of its dual (N − p)-form, we
just have to conrm the proposition for 1-forms for N  3, and for 1-forms and 2-forms
for N = 4. By (3), the superenergy tensor of a 1-form Ja in any dimension N is


















is proportional to the metric in any dimension. For a 2-form
Fab, the superenergy tensor reads
TabfF[2]g = −FacFbc + (1=4)(F  F )gab (6)
which again, by (3), holds in any N . Now, if N = 4, and only in this case, a very









(F  F )2 + (F  F )2
]
gab if N = 4 (7)
where Fab is the 2-form dual to Fab in 4 dimensions. This is the basis of the Rainich
theory [31, 23, 26] and, as was pointed out by Lovelock [21, 22], formula (7) is an
explicit example of a dimensionally-dependent identity, being valid only in N = 4.
Not even by changing the proportionality factor on the righthand side the above
expression (7) holds in N > 4. To check it, we can construct explicit counterexamples.
Let fe0;e1; :::;eN−1g be an orthonormal basis and let Fab = (e0 ^ e1)ab + (e2 ^ e3)ab.
Then the computation of (6) gives TabfF[2]g = (e0⊗ e0)ab− (e1⊗ e1)ab + (e2⊗ e2)ab +






(e1 ⊗ e1)ab − (e2 ⊗ e2)ab − (e3 ⊗ e3)ab which is (proportional to) the metric in 4 but
not higher dimension.
Thus, for N  4, SE2 is the set of tensors with the property that (T  T )ab is
porportional to the metric, but this is not true for N > 4. The natural question arises
of which super-energy tensors satisfy this property in arbitrary N . This is going to be
answered now, and in a more complete way in the next section. The generalization of
the algebraic Rainich condition (7) will be dealt with in the last section.
Recall that a p-form Ωa1...ap = Ω[a1...ap] is called simple [33, 26] if it is a product
of p linearly independent 1-forms ω1; : : : ;ωp, i.e. Ωa1...ap = (ω
1 ^ ::: ^ ωp)a1...ap. By
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standard techniques, the set ω1; : : : ;ωp can be chosen to be orthogonal by simply







j ) = 1, because
(ω1^ :::^ωp)a1...ap = (ω1
0 ^ :::^ωp0)a1...ap . A p-form Ω[p] is simple if and only if Ω 
[N−p]
is simple, and if and only if
(




= 0, see e.g. [33, 26].
Definition 3.5 We denote by SS the set of superenergy tensors of simple p-forms.
Observe that SS  SE2. We dene −SS as usual.
Proposition 3.2 Tab 2 SS =) (T  T )ab = h2gab.
Proof: From the proof of Proposition 3.1 the result is already proved for fgab and for
the superenergy tensor TabfΩ[1]g of any 1-form. Using (3) for the superenergy tensor















Now, in the rst term Ωbb2...bpΩca2...apΩ
cb2...bp = Ωb[b2...bpΩc]a2...apΩ
cb2...bp. By [33] (p.23)
(or [26] (p.165)) we have Ωb[b2...bpΩc]a2...ap = (1=p)Ωba2 ...apΩcb2...bp if and only if Ωa1...ap









which proves the proposition.
Proposition 3.3 If Ωa1...ap = (ω
1 ^ :::^ωp)a1...ap is a simple p-form, then ~!1; : : : ; ~!p
are eigenvectors, all with the same eigenvalue
[
(−1)p−1(Ω  Ω)] =(2p!), of its superenergy
tensor TabfΩ[p]g 2 SS.
Proof: The case p = N is trivial so assume p < N . The dual Ω 
[N−p]
of Ω[p] is
obviously orthogonal to any of the ~!1; : : : ; ~!p. But the superenergy tensors TabfΩ[p]g
and TabfΩ 
[N−p]
g are identical, so that using the explicit expression (3) for TabfΩ 
[N−p]
g










Recall nally that a p-form Ω[p] is called null if it is simple and (Ω  Ω) = 0.
Then, Ω[p] denes canonically a null direction ~k such that (k ^ Ω[p])a1...ap+1 = 0 and(




= 0. Equivalently, Ω[p] can be written in the form Ω[p] =
(k ^ω2 ^ ::: ^ωp)a1...ap where the (p− 1) 1-forms ω2; : : : ;ωp are mutually orthogonal
and orthogonal to ~k.
Definition 3.6 We denote by NS the set of superenergy tensors of null p-forms. Ob-
viously, NS  SS  SE2  DP. −NS is dened as usual.
Corollary 3.2 Tab 2 NS =) (T  T )ab = 0 and Tab = fkakb where ~k is null and
f > 0.
Proof: As Tab = TabfΩ[p]g for a null p-form Ω[p], so that (Ω  Ω) = 0, from (8)
we get (T  T )ab = 0. Furthermore, as Ωa1...ap = (k ^ ω2 ^ ::: ^ ωp)a1...ap where
ka is its canonical null direction, a simple calculation produces Tab = fkakb where
f  (−1)p−1(ω2  ω2)    (ωp  ωp) which is positive.
Corollary 3.3 Tab 2 SS n NS =) Tab has N independent eigenvectors, p of them
with eigenvalue
[
(−1)p−1(Ω  Ω)] =(2p!) and (N-p) of them with the opposite eigenvalue.
Tab 2 NS =) Tab has N-1 independent eigenvectors, all with zero eigenvalues. It has
a unique null eigenvector.
Proof: Again p = N is trivial so assume p < N . As Ω 
[N−p]
is simple if Ω[p] is
simple, and as TabfΩ[p]g = TabfΩ 
[N−p]
g, the (N − p) 1-forms that generate Ω 
[N−p]
are also eigenvectors of TabfΩ[p]g. From (3) one immediately nds the eigenvalues
(−1)p(Ω  Ω)=(2 p!). The case Tab 2 NS is trivial from Corollary 3.2.
4 Maps preserving the null cone and DP
In this section we are going to show two important properties of the set SS: on one
hand, its elements are the basic building blocks of all rank-2 tensors in DP , and on
the other they dene maps which leave the null cone invariant. The converse of this
result also holds but is left for the last section.
Definition 4.1 We say that Tab denes a null-cone preserving map if kaTab is null
for any null vector ~k. A map that preserves the null cone is said to be orthochronus
(respectively time reversal) if it keeps (resp. reverses) the cone’s time orientation,
and is called proper, improper or singular if det(Tab) is positive, negative, or zero,
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respectively. If the map is proper and orthochronus then it is called restricted. A null-
cone preserving map is involutory if Tab = (T−1)ab, and bi-preserving if Tabkb is also
null for any null 1-form k.
Most of the above terminology is taken from that of Lorentz transformations, see e.g.
[26]. Notice that involutory null-cone preserving maps are necessarily non-singular.
In order to characterize all these maps and relate them to SS we rst recall a simple
result.
Lemma 4.1 T(ab) = fgab () Tabkakb = 0 for any ka that is null.
Proof: The implication from left to right is trivial. Conversely, if Tabkakb = T(ab)kakb =
0, take an orthonormal basis f~e0; ~e1; :::; ~eN−1g with a timelike ~e0. Using rst as null
~k the vectors ~e0  ~ei for i = 1 : : : ;N − 1 one immediately deduces T(0i) = 0 and
T00 + Tii = 0 for each i. Using then as null ~k the vectors ~e0  cos ~ei  sin ~ej for
i; j = 1 : : : ;N − 1 one gets T(ij) = 0 for all i 6= j.
The following Lemma gives important geometrical interpretations to some results.
Lemma 4.2 (T 22 T )ab = fgab () Tab is a null cone preserving map.
Proof: The basic formula is (T 22 T )abkakb = (Tacka)(Tbckb). If (T 22 T )ab = fgab
then for any null kb we have that Tabka must be null. Conversely, if Tabka is null for
any ka that is null, and given that (T 22 T )ab is symmetric according to Lemma 3.1,
then by Lemma 4.1 (T 22 T )ab must be proportional to the metric.
Corollary 4.1 If (T 22 T )ab = fgab then f  0 (for N 6= 2).
Proof: From Lemma 4.2 we know that Tabka is null for any ka that is null. If f
were negative, then for any null and future-pointing vectors ka and nb we would have
(Tacka)(Tbcnb) = f kcnc < 0, so that any two null vectors of type Tabka and Tabna
would have opposite time orientations. But this is evidently impossible for all the null
vectors of type Tabka unless there are only two, that is, N = 2.
Similar results can be shown for the product (T 11 T )ab. However, they are mainly
redundant because of the following
Lemma 4.3 In N > 2, (T 22 T )ab = fgab 6= 0 () f > 0 and (T 11 T )ab =
fgab () Tab denes a non-singular null-cone preserving map. A fortiori, all non-
singular maps preserving the null cone are automatically bi-preserving, proportional to
an N -dimensional Lorentz transformation, and in DP [−DP.
Proof: If (T 22 T )ab = fgab 6= 0, from Corollary 4.1 we get f > 0 so that we can
dene Lab  1p
f
Tab and the condition becomes gcdLacLbd = gab. This means that Lab
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b = gab, see e.g. [33, 26]. This is exactly (T 11 T )ab = fgab. Now, a reasoning
identical to that in the proof of Lemma 4.2 implies that Tabkb is null for any ka that
is null, that is, Tab is bi-preserving. Finally, as f > 0, (T 22 T )ab 2 DP so that from
Proposition 2.1 Tab 2 DP [ −DP.
The singular case must be treated separately because of some minor subtleties.
Lemma 4.4 (a) (T 22 T )ab = 0 () Tab is a singular null cone preserving map
() Tab = sakb where kb is null.
(b) (T 22 T )ab = (T 11 T )ab = 0 () Tab is a singular null-cone bi-preserving map
() Tab = nakb where na and kb are null and Tab 2 DP [ −DP.
Proof: From Lemma 4.2 we know that (T 22 T )ab = 0 if and only if the map dened
by Tab preserves the null cone, and by Lemma 4.3 this map must be singular. Thus,
from Proposition 2.2 there exists a null kb such that Tab = sakb. This proves (a). Then,
(b) follows from Corollary 2.6 in a similar way.
Corollary 4.2 The tensors in SS nNS (respectively in −SS n−NS) are proportional
to involutory orthochronus (resp. time-reversal) Lorentz transformations. The tensors
in NS (resp. −NS) dene singular orthochronus (resp. time-reversal) null-cone bi-
preserving maps.
Proof: This follows at once from Proposition 3.2, Corollary 3.2, Lemmas 4.2, 4.4, and
the fact that if Tab is involutory then by Lemma 4.3 it must coincide with an involutory
Lorentz transformation Tab = Lab, which are symmetric Lab = Lba [26].
If a null-cone preserving map is non-symmetric (ergo not proportional to an involu-
tory Lorentz transformation if non-singular), then it can be divided into its symmetric
and anti-symmetric parts:
Tab  Sab + Fab; Sab  T(ab); Fab  T[ab] :
Notice that, by denition, if Tab is proportional to an involutory Lorentz transformation
then T[ab] = 0 and (up to sign) T(ab) 2 DP (later we shall prove that, in fact, T(ab) 2 SS,
see Theorem 6.1). The general characterization is (see [11, 12, 26] for N = 4):
Lemma 4.5 The symmetric and antisymmetric parts of Tab satisfy
(S  S)ab + (F  F )ab = fgab; (S  F )(ab) = 0 (9)
if and only if Tab denes a null cone bi-preserving map. Furthermore, Sab 2 DP[−DP.
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Proof: If (T 22 T )ab = (T 11 T )ab = fgab then
SacSb
c + SacFbc + FacSbc + FacFbc = fgab
SacSb
c − SacFbc − FacSbc + FacFbc = fgab
and by adding and substracting these two equations the expresions (9) are obtained.
Moreover, due to Lemmas 4.3 and 4.4 (b) we know that Tab 2 DP [−DP. Then, from
Lemma 2.1 it follows that Sab 2 DP [ −DP.
Recall that, from elementary considerations, any eigenvector of a 2-form Fab with
non-zero eigenvalue must be null. If there is one such eigenvector, then there are exactly
two of them with non-zero eigenvalues of opposite signs, and any other eigenvector must
be spacelike. Thus, if there is a timelike eigenvector then all eigenvectors have zero
eigenvalue. The possible number of null eigenvectors for a 2-form is: (i) if N = 2,
there are exactly two of them with nonzero eigenvalues of opposite sign; (ii) if N = 3,
there can be 0; 1 or 2 null eigenvectors; if there are 2 then both of them have non-zero
eigenvalues of opposite sign. (iii) for N > 3 and even, say N = 2n (n  2), there can be
either 1; 2; 4; : : : ; 2(n−1) = N−2 null eigenvectors (the only odd number in the list is 1).
(iv) for N > 3 and odd, say N = 2n+1, there can be either 0; 1; 2; 3; : : : ; 2n−1 = N−2
null eigenvectors (the only even numbers in the list are 0; 2). In all cases, if there is
only one null eigenvector its eigenvalue is zero. This case includes the null 2-forms.
Lemma 4.6 If Tab denes a null cone bi-preserving map then:
(a) every null eigenvector of its symmetric part T(ab) is also a null eigenvector of
its antisymmetric part T[ab].
(b) every eigenvector with non-zero eigenvalue of T[ab] is also a null eigenvector of
T(ab).
(c) In the singular case, Tab = kanb, and kb and nb (which may coincide if T[ab] = 0)
are the null eigenvectors of both T(ab) and T[ab].
(d) every null eigenvector ka with zero eigenvalue of T[ab] is either a null eigenvector
of T(ab) or there is another independent null eigenvector nb with vanishing eigenvalue
of T[ab] such that the timelike 2-plane generated by f~k; ~ng contains two eigenvectors of
both T(ab) and T[ab], one of them spacelike the other timelike, with opposite eigenvalues.
(e) every timelike eigenvector of its symmetric part T(ab) is either an eigenvector
also of T[ab] or there are two null vectors which are simultaneously eigenvectors of both
T(ab) and T[ab] with non-zero eigenvalues.
(f) if T[ab] has a timelike eigenvector then there is a common timelike eigenvector
for T[ab] and T(ab).
(g) Furthermore, if T[ab] 6= 0 then T(ab) =2 SS [ −SS (for N 6= 2).
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Proof: Let us start with the null eigenvectors. From equations (9) we get for any null
vector ka
(kaSac)(kbSbc) + (kaFac)(kbFbc) = 0; (10)
(kaSac)(kbFbc) = 0: (11)
Thus, if ka is an eigenvector of Sab then by (10) kaFac is null and obviosuly orthogonal to
kc so that they must be proportional kaFac / kc. This proves (a). If ka is an eigenvector
of Fab then by (10) kaSac is null, and by (11) it is orthogonal to kaFac = kc. Hence,
if  6= 0 then kaSac / kc, which proves (b). The statement (c) for the singular case
follows immediately from Lemma 4.4 (b). It remains the case with kaFac = 0. In this
case from (9) we get
(kaSac)Fbc = 0; (kaSac)Sbc = fkb
so that kaSac is also a null eigenvector of Fab with zero eigenvalue. If kaSac  nc and
kc are not colinear, that is k ^ n 6= 0, then nb  pfkb are eigenvectors of Sab with
eigenvalues pf , respectively. From (c) we know that f 6= 0, so obviously one of these
vectors is timelike and the other spacelike, and both of them are eigenvectors with zero
eigenvalue of Fab. This proves (d).
Concerning timelike eigenvectors, let ~u be unit and such that Sabub = ua. Con-
tracting relations (9) with ~u we get
(uaFac)Fbc = (f − 2)ub ; Sbc(uaFac) = (uaFab) : (12)
Thus, either pc  uaFab vanishes or it is spacelike (for it is orthogonal to uc). In the
latter case from (12) we have (p p) = f−2 < 0 and the two null vectors ~u~p=jp pj1/2
are eigenvectors of Sab with eigenvalue , and also eigenvectors of Fab with eigenvalues
jp pj1/2 respectively, proving (e). To prove (f), let ~u be unit and such that Fabub = 0.
Then, from (9) it follows
(uaSac)Sbc = fub ; Fbc(uaSac) = 0 : (13)
From Lemma 4.5 we know that Sab 2 DP [ −DP, and then vc  uaSac is causal. In
fact, contracting the rst relation in (13) with ub we deduce (v  v) = f , so that ~v
must be timelike, as otherwise f would vanish which is impossible due to (c) above.
Then, using (13) is easy to check that the two vectors ~vpf~u are eigenvectors of both
Sab and Fab, with eigenvalues 
p
f respectively, one of them timelike and the other
spacelike.
Finally, to prove (g), if Sab is in SS for  = 1 or −1, then by Proposition 3.2
(S  S)ab = h2gab so that from (9) we have (F  F )ab = (f − h2)gab. But then
Corollary 4.1 and Lemma 3.2 imply that Fab = 0 unless N = 2.
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Thus, the maps preserving the null cone have a symmetric part which is in DP
and either in SS (if Fab = 0, see Theorem 6.1) or not (if Fab 6= 0), in the second case
algebraically determined by the antisymmetric part of the map and its null eigenvalues.
Hence, in order to classify all these maps we only need to know the structure of tensors
in DP2 (dened as the rank-2 tensors in DP) in relation with SS  DP2 and with the
null eigenvectors. Curiously enough, this result is the analogue to Lemma 2.5 but for
rank-2 symmetric tensors (DP2 and SS playing the role analogous to causal and null
future-pointing vectors, respectively): we now show that all symmetric tensors in DP2
can be written as sums of terms in SS. This means that the elements in SS can be
used to build up DP2, and a fortiori SEn. Furthermore, each term of SS in the sum is
related in a precise way to the null eigenvectors of the tensor in DP2. More precisely,
we have:






where TabfΩ[p]g 2 SS are the superenergy tensors of simple p-forms Ω[p], p = 1; :::;N
such that for p > 1 they have the structure Ω[p] = k
1 ^ : : : ^ kp where k1; : : : ;kp are
appropriate null 1-forms. The number of tensors in the sum (14) and the structure of
the Ω[p] depend on the particular Sab as follows: if Sab has N−m  1 null eigenvectors
~k1; : : : ; ~kN−m then at least TabfΩ[N−m]g, with Ω[N−m] = k1 ^ : : :^kN−m, must appear
in the sum, and possibly terms with p > N −m. If it has no null eigenvectors, then
at least TabfΩ[1]g appears in the sum, and possibly terms with p > 1, and Ω[1] is the
timelike eigenvector of Sab.
Remark: As already stated, the superenergy tensor of the dual of a p-form (p < N) is
identical with that of the p-form itself. Thus, in the sum (14) there are two superenergy
tensors of 1-forms, namely TabfΩ[1]g and TabfΩ 
[1]
g = TabfΩ[N−1]g, but the rst one is
the superenergy tensor of a causal 1-form and the second of a spacelike 1-form. This is
an essential dierence. Similar remarks apply to the 2-forms Ω[2] and Ω[N−2], and so on.
The choice of simple p-forms taken in Theorem 4.1 is such that (−1)p−1(Ω[p] Ω[p]) > 0
for p = 2; : : : ;N − 1, and Ω[1] is causal.
Proof: Recall that for a symmetric tensor Sab any two eigenvectors with dierent
eigenvalues must be orthogonal. Then, any two linearly independent null eigenvectors
of a symmetric tensor must have the same eigenvalue.
We divide up in cases depending on the number of null eigenvectors of Sab. Suppose
that Sab has N linearly independent null eigenvectors. All their eigenvalues must be
equal to some constant, say , and   0 as Sab 2 DP. The N null eigenvectors
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span all tangent vectors so we get Sab = gab = Tabf
p
2[N ]g where η is the volume
N -form.
Suppose now that the Theorem is proven for the case with (N − m) + 1 linearly
independent null eigenvectors and assume that Sab has N −m  2 linearly indepen-
dent null eigenvectors, ~k(1); : : : ; ~k(N−m) say, all with eigenvalue . With (k1 ^ : : : ^
kN−m) = r1 ^ : : : ^ rm, all ~r(i) must be spacelike as they are orthogonal to all ~k(j)
and N − m  2 (a vector which is orthogonal to two null vectors must be space-
like). We have Sabk(j)a r
(i)
b = ~k
(j)  ~r(i) = 0 so Sabr(i)b is orthogonal to all ~k(j) and
hence Sabr(i)b 2 Spanf~r(1); : : : ; ~r(m)g  V(m). Therefore Sab is a symmetric map on
V(m) which is a Euclidean space. There are then m orthonormal (y(i)  y(j) = −ij)
eigenvectors ~y(1); : : : ; ~y(m) to Sab in V(m) with corresponding eigenvalues 1; : : : ; m.
We can assume 1  i for i = 2; : : : ;m. Now, by Proposition 3.3 and Corollary
3.3, TabfΩ[N−m]g, where Ω[N−m] = k1 ^ : : : ^ kN−m, has also the null eigenvectors
~k(1); : : : ; ~k(N−m) with some eigenvalue γ > 0 and it has the spacelike eigenvectors




b = ( + 1)k
(j)
a =2 and aby
(1)
b = ( + 1)y
(1)
a =2. Take ua 2 V ?(m) with uaua = 1
and let ~ka = ua + y
(1)
a . Then ~ka 62 V ?(m), ~ka~ka = 0 and ab~kb = ( + 1)~ka=2. Hence ab
has (N −m) + 1 linearly independent null eigenvectors ~k(1); : : : ; ~k(N−m); ~k. Note that
Sa
b(ub y(i)b ) = ubiy(i)b are future-pointing since Sab 2 DP, and therefore   jij
for all i. To show that ab 2 DP, then use that an arbitrary future-pointing null
vector Na can be written Na = Ka + Ya where Ka = a1k
(1)
a + : : : + aN−mk
(N−m)
a
and Ya = b1y
(1)
a + : : : + bmy
(m)
a , and where KaKa − b21 − : : : − b2m = 0. Then
a
bNb = ( + 1)Ka=2+ 1b1y
(1)
a + : : : mbmy
(m)
a + (−1)Ya=2 which has the squared
length (abNb)( bcNc) = (1 − 2)( + 2)b22 + : : : + (1 − m)( + m)b2m  0. Thus,
Sab = ( − 1)TabfΩ[N−m]g=2γ + ab = Tabf
√
( − 1)=2γΩ[N−m]g + ab has the form
required by the induction hypothesis so the statement of the theorem holds for the
cases with at least 2 linearly independent null eigenvectors.
Next consider the case with precisely one null eigenvector ~k, with eigenvalue .
Take a set f~r(1); : : : ; ~r(N−2)g of linearly independent spacelike vectors, all orthogonal
to ~k. Again we have Sabka~r
(i)
b = k  ~r(i) = 0 so Sab~r(i)b is orthogonal to ~k. For
those i that Sab~r
(i)




a − ika= so
Sa
brib = 0, r
(i)
a is spacelike, and r
(i)
a ka = 0. For those i that Sab~r
(i)
b is already spacelike,
let r(i)a = ~r
(i)
a . Let ~n be the other future-pointing null vector orthogonal to V(N−2) =
Spanf~r(1); : : : ; ~r(N−2)g and normalised by kana = 1. As Sabr(i)b 2 V(N−2) we have
na(Sabr
(i)
b ) = 0 which means that S
abnb is orthogonal to all ~r(i). Thus, Sabnb =
na +γka with γ > 0. Dene ab = Sab−γkakb. Then abkb = ka and abnb = na so
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~k and ~n are two linearly independent null eigenvectors of ab. To show ab 2 DP we use





a . For any c > 0, ‘a = cka + na=2c + y
(i)
a is future-pointing
and null, and therefore 0  (Sab‘b)(Sac‘c) = 2 + γ=2c2 − 2i . As c can be taken
arbitrary large we get 2  2i . An arbitrary future-pointing null vector can be written
Na = a1ka + a2na + b1y
(1)
a + : : : + bN−2y
(N−2)
a where 2a1a2 − b21 − : : :− b2N−2 = 0. We
nd (abN b)(acNc) = b21(
2 − 21) + : : : + b2N−2(2 − 2N−2)  0 and conclude that
ab 2 DP. Thus, Sab = γkakb + ab = Tabfpγk[1]g + ab has the required form which
proves the case with one null eigenvector.
Finally we consider the case with no null eigenvector. If there exist null vectors ~k
and ~n such that Sabka = nb then, as Sab 2 DP, Sabna = kb for some  > 0. Then
~n+
p
~k is a timelike eigenvector which normalised we denote by ~u. Otherwise, if all null
vectors are mapped on timelike vectors then again [1] Sab has a (unit) timelike eigen-
vector ~u. Thus we have a unit timelike eigenvector ~u with eigenvalue 0, and on f~ug?
there is an ON-basis f~y(1); : : : ; ~y(N−1)g of eigenvectors with eigenvalues 1; : : : N−1.
As ~u + ~y(i) is future-pointing and null Sab(ub + y
(i)
b ) must be future-pointing which
implies 0  jij for all i = 1; : : : ;N − 1. Assume 1  i for i = 2; : : : ;N − 1 and




2(0 + 1)(ua  y
(1)
a )
so ab has two null eigenvectors. To show that ab 2 DP, let c21 + : : : + c2N−1 = 1;
then Na(c1; : : : ; cN−1) = (ua + c1y
(1)
a + : : : cN−1y
(N−1)
a ) is proportional to an arbitrary
future-pointing null vector. One nds (abN b)(acNc) = ic2i (1− i)(0 + i)  0, so
Sab = Tabf
p
0 − 1u[1]g+ ab has the right properties and this nishes the proof.
Remarks: Recall that by Lemma 2.5 a future-pointing causal vector can be written
as a sum of two future-pointing null vectors in innitely many ways. In the same
manner, a symmetric Sab 2 DP2 can be expressed as a sum of N elements of SS in
many ways. As an example, let feag be an orthonormal basis. Then, by (3), one easily
nd relations such as




gab + (− )Tabf(e1)[1]g+ Tabf(e1 ^ e2)[2]g: (15)
In Theorem 4.1 however, we construct the representation of Sab 2 DP2 in a canonical
way in which the simple p-forms Ω[p] are constructed from the null eigenvectors of Sab.
5 Non-symmetric null-cone preserving maps
We are now prepared to present the classication of the general conformally non-
involutory null-cone preserving maps, which follows directly from the Theorem 4.1 and
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the Lemma 4.6. Given that the results are elementary but the number of dierent cases
is increasing with the dimension N , we will restrict ourselves to the low-dimension cases
in full, but this will show the way one has to follow as well as the general ideas which
serve for a general N . As the singular case has been already solved, in this section we
only deal with the non-singular conformally non-involutory maps, so that T[ab] 6= 0.
The conformally involutory ones are left for the next section.
Case N = 2. The simplest case is a 2-dimensional Lorentzian manifold. In this
case there are only two independent null directions, say ` and k, and we can always
write T[ab] = (`^k)ab = ab. Both ~‘ and ~k are null eigenvectors of T[ab] with non-zero
eigenvalue, and then due to Lemma 4.6 (b), they are also null eigenvectors of T(ab).
Using then Theorem 4.1 the only possibility is that T(ab) = gab. Thus, we have
Corollary 5.1 In N = 2, the maps proportional to non-involutory Lorentz transfor-
mations are given by Tab = gab + ab with arbitrary  and  such that 2 − 2 6= 0.
They are proper (resp. improper) if 2 − 2 > 0 (resp. < 0), and orthochronus (resp.
time-reversal) if  > jj (resp.  < −jj).
Notice that in this particular case, an arbitrary 2-form ab denes an improper null
cone bi-preserving map. This is the only possibility in which a 2-form can preserve
the null cone, and it appears as an exceptional case as follows from Corollary 4.1 and
Lemmas 4.2 and 4.3.
Before we proceed with the non-trivial cases N > 2, we need some simple lemmas.
From Corollary 3.3 we know that if Tab 2 SS n NS then the tangent space can be de-
composed as Tx(VN ) = E+E− where E+ is p-dimensional, E− is (N−p)-dimensional,
and both E are eigensubspaces of Tab with opposite eigenvalues.
Lemma 5.1 If F[2] is a simple 2-form and Tab 2 SS n NS, then (T  F )(ab) = 0 if
and only if Fab lies entirely in either 2(E+) or 2(E−).
Proof: F = θ1^θ2 for some 1-forms θ1 and θ2. Obviously ~1 = ~+1 +~−1 , ~2 = ~+2 +~−2
with ~+1 ; ~
+
2 2 E+ and ~−1 ; ~−2 2 E−. A straightforward computation gives then
(T  F )(ab) = 2
[
(−1 ⊗ +2 )(ab) − (+1 ⊗ −2 )(ab)
]
where  is the eigenvalue for E+. Then, the condition (T  F )(ab) = 0 holds if and
only if either ~+1 = ~
+









2 NS, there is an (N − 1)-dimensional
subspace E0 of eigenvectors with zero eigenvalue generated by f~k; ~!2; : : : ; ~!N−1g, where
~k is the canonical null direction of the null Ω[p].
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Lemma 5.2 If F[2] is a simple 2-form and Tab 2 NS, then (T  F )(ab) = 0 ()
(T  F )ab = 0 () Fab lies entirely in 2(E0).
Proof: Set F = θ1^θ2 as before and choose ~n null, independent of k, and orthogonal
to all f~!2; : : : ; ~!N−1g. Obviously ~1 = ~01 + C1~n, ~2 = ~02 + C2~n with ~01; ~02 2 E0. As
Tab = fkakb, we have
(T  F )ab = f(k  n)ka(C1+2 − C2+1 )b
and given that θ1 and θ2 are linearly independent, the vanishing of this (or of its
symmetric part) gives C1 = C2 = 0, and conversely.
The notation of Lemma 4.6 for T(ab) = Sab and T[ab] = Fab is used in the remaining
of this section.
Case N = 3. There are three possibilities, as Fab can have 0,1, or 2 null eigenvec-
tors.
(a) If Fab has no null eigenvector, then it is proportional to the dual of a unit timelike
vector ~u, i.e. F[2] = u 
[2]
. Due to Lemma 4.6 (a), Sab has no null eigenvectors, and










+ gab + Fab:









and here the term in
brackets is non-vanishing due again to Lemma 5.1. Thus, the second condition (9)
implies γ = 0. With this, it is easily checked that the rst condition in (9) leads to













These maps are proper and orthochronus if  > 0, and improper and time-reversal if
 < 0.
(b) If Fab has one null eigenvector ~k, then F[2] is null and can be written F = k ^ p
with (k  p) = 0. Lemma 4.6 (d) implies that ~k is also a null eigenvector of Sab, and









+ gab + Fab:
Analogously to case (a) above, Lemmas 5.1 and 5.2 lead to γ = 0, and the rst relation














Notice that this can be considered a limit case of (16) when ~u becomes null.
(c) If Fab has two independent null eigenvectors ~k and ~n, then they necessarily have
non-zero eigenvalues, and by Lemma 4.6 (b) they are also eigenvectors of Sab, which





+ gab + (k ^ n)ab:







2 (k ^ n)ab :













where ~p is spacelike and dened by p  (k ^ n). Hence, the combination of (16-18)
proves the following
Corollary 5.2 In N = 3, the maps proportional to non-involutory Lorentz transfor-













where  and  are arbitrary with  > 0 and [1] is any 1-form. These maps leave
none, one or two null directions invariant if [1] is time-, light-, or space-like, respec-
tively.
Case N = 4. Now there are just two possibilities: either Fab has one or two null
eigenvectors.
(a) If Fab has one null eigenvector ~k, then F[2] is null, F = k^p with (k  p) = 0. Due














+ gab + Fab:
with Ω[2] and Ω[3] having the form k ^n and k ^n ^ `, respectively, for null n and `.





















which, as ~p cannot be linear combination of ~k and ~n, becomes





where  and ~ are positive as they are proportional to −(Ω[2]  Ω[2]) and (Ω[3]  Ω[3]),
respectively. The above expression can only be satised with non-negative γ  0 if












(k ^ n ^ ‘)[3]
}
+ gab + Fab:
The remaining condition in (9) implies in particular that γ = 0, so that two possibil-
ities arise (assuming that ~p is unit):  = 0 and then 2 = γ; or γ = 0 and 2 = 2.
















2(k ^ p)ab: (20)









is null. Furthermore, the above expressions (19-20) are valid for arbitrary N so they
are proportional to Lorentz transformations in any VN (where ~q is just any spacelike
vector orthogonal to both ~k and ~p).
(b) If Fab has two null eigenvectors ~k and ~n, then
F[2] = 1(k ^ n)[2] + 2(k ^ n) 
[2]
with 21 + 
2
2 6= 0. If 1 6= 0, from Lemma 4.6 (a), (b) and (d), ~k and ~n are the two









+ gab + Fab:
with Ω[2] and Ω[3] having the form k^n and k^n^`, respectively, for null `. Lemmas
5.1 and 5.2 imply that the second equation in (9) leads to 2 = 0. Solving these two


















2( + 2)(k ^ n)ab (22)
where  is arbitrary.
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If 1 = 0, there also arises the possibility given by Lemma 4.6 (d), (f) that Sab
has a timelike eigenvector ~u and a spacelike one ~p with k ^n = u ^ p, such that from













+ gab + Fab:
with Ω[2] ^ p 6= 0 and Ω[3]  p 
[3]
. However, ~u and ~p have opposite eigenvalues due
to Lemma 4.6 (d), from where we get  = 0. Then, from Lemma 5.1 and the second
equation in (9) it follows that  = 0 too. Finally, taking ~u and ~p unit, the rst relation









√2γ(u ^ p)ab: (23)
Corollary 5.3 In N = 4, the maps proportional to non-involutory Lorentz transfor-
mations are given by (19-23).
These results were obtained for the restricted case in [11, 12], and in general in [26]
using spinors. The case given by (22) may seem not included in the solution presented











2( + 2)(k ^ n)ab
where q  (k ^ n ^ `) and p ^ q  (k ^ n), and this last form is certainly included
in the cases given in [26].
The number of possibilities and the complexity of the equations increase with N , but
the reasonings and techniques are always simple and the same: application of Lemmas
4.6, 5.1 and 5.2 and Theorem 4.1 to the equations (9). The details will be omitted
here but, as an illustrative example, we present the general solution for arbitrary odd
dimension N = 2n + 1.
Case N = 2n + 1, (n  2). Let f~e0; : : : ; ~e2ng be an orthonormal basis. Then,
the maps proportional to non-involutory Lorentz transformations are in one of the
following cases:


















where , 1; : : : ; n are arbitrary, the i are given, for all i = 1; : : : ; n by
2i = (1 + : : : + i)(i+1 + : : : + n + 2);
and v is a causal 1-form equal to e0 if Tab leaves no null direction invariant, and to
e0 + e1 if it leaves exactly one null direction (~v) invariant.


















21 = 1(2 + : : : + n + 2);
and for all j = 2; : : : ; n
2j = (2 + : : : + j)(j+1 + : : : + n + 2 − 1):
Generically, this leaves 2 null directions invariant, 3 if 1 = 0, and in general 2j + 1
null directions invariant if 1 = : : : = j = 0.













2( + 2)(e0 ^ e1)ab
which is the analogue of (22) and has two invariant null directions. And similarly for
the appropriate generalizations of (19-20) and (23).
6 Symmetric null-cone preserving maps and al-
gebraic Rainich conditions
We are now going to prove an important result: the converses of Proposition 3.2,
Lemma 4.4 and Corollary 4.2 hold. One can also intrinsically determine the rank p of
the p-form generating the tensor in SS. More precisely
Theorem 6.1 In N dimensions, if Tab is symmetric and (T  T )ab = fgab then:
(a) f = 0 =) Tab 2 NS [−NS and Tab = kakb for a null kb.
(b) f 6= 0 =) Tab 2 SS [ −SS and, for some p 2 f1; : : : ;Ng, Taa = (2p −N)
p
f
with  = 1. Moreover, Taa = (2p − N)
p
f () Tab = TabfΩ[p]g where TabfΩ[p]g is
the superenergy tensor of a simple p-form Ω[p] of the type used in Theorem 4.1.
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Proof: By Corollary 4.1, Tab symmetric and (T  T )ab = fgab implies that f  0.
Thus
p
f is well dened as the positive square root of f . Lemmas 4.3 and 4.4 give then
Tab 2 DP. Then by Theorem 4.1 and using TabfΩ[N ]g = gab, Tab = TabfΩ[1]g +
::: + TabfΩ[N−1]g + gab. We have to verify that only one term or proportional terms
can remain if (T  T )ab = fgab. We have (T  T )ab = (gc(a + Tc(afΩ[1]g + ::: +
Tc(afΩ[N−1]g)(gb)c + Tb)cfΩ[1]g + ::: + Tb)cfΩ[N−1]g). This expression contains four
types of terms: 2gcagbc, gcaTbcfΩ[p]g, TcafΩ[p]gTbcfΩ[p]g and TcafΩ[p]gTbcfΩ[q]g with
p 6= q. By Theorem 3.1 and Lemma 2.3 every term is in DP . If (T  T )ab = fgab then
(T T )abkakb = 0 for every null vector ka. Since each term is non-negative this means
that every term must be zero when contracted with kakb. By Proposition 3.2 this is
satised by 2gcagbc and TcafΩ[p]gTbcfΩ[p]g since they are proportional to gab. Take
then gcaTbcfΩ[p]gkakb = 0. This means that TabfΩ[p]gkakb = 0 which is impossible
for every null vector ka unless  = 0 or Ω[p] = 0. Thus if  6= 0 then Ω[p] = 0 for all
p = 1; :::;N − 1 so Tab = gab with  =
p
f and Taa = N
p
f .
If  = 0 we need to study the implications of TcafΩ[p]gTbcfΩ[q]gkakb = 0 for every
null vector ka. By Proposition 3.2 and Lemma 4.2, TcafΩ[p]gka and TbcfΩ[q]gkb are null
vectors and hence they must be parallel, TcafΩ[p]gka = (k)TcafΩ[q]gka. Contraction
with another null vector na gives (n) = (k) because of symmetry. Therefore, there
is some constant  such that TcafΩ[p]gka = TcafΩ[q]gka for all null vectors, and
extending by linear combinations to all vectors we must have TcafΩ[p]g = TcafΩ[q]g,
or that one of them is zero. In total, all non-zero TabfΩ[p]g, p = 1; :::;N − 1, should be
proportional, but this is not possible because as seen in the proof of Theorem 4.1 each
of them has a strict dierent number of null eigenvectors. Then Tab = TabfΩ[p]g for
some p and by (8) (T  T )ab = [(Ω  Ω)2=(2 p!)2] gab so f = [(Ω  Ω)=(2 p!)]2 and
Ta
a = TaafΩ[p]g =
(−1)p−1
(p− 1)! (1−N=2p)(Ω  Ω) =
(2p−N)
2 p!
jΩ  Ωj = (2p −N)√f
which, as p = 1; :::;N − 1, gives the values (2 − N)pf; :::; (N − 2)pf . Finally, the
particular case (a), with f = 0, follows immediately from the above or directly from
Lemma 4.4 (b).
Combining Proposition 3.2, Lemma 4.4, Corollary 4.2 and Theorem 6.1, we imme-
diately obtain the following important result.
Theorem 6.2 In N dimensions, if Tab is symmetric then (T T )ab = fgab () Tab 2
SS [−SS. This means that the tensors in SS nNS (respectively in −SS n−NS) are
precisely those proportional to involutory orthochronus (resp. time-reversal) Lorentz
transformations. The symmetric tensors in NS (resp. −NS) are exactly the symmetric
singular orthochronus (resp. time-reversal) null-cone bi-preserving maps.
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Theorems 6.1 and 6.2 provide a complete characterization of the conformally involutory
null-cone preserving maps. Its classication also follows from the proof of Proposition
3.3 and Corollary 3.3, for we know that p eigenvalues of TabfΩ[p]g 2 SS are equal to
(−1)p−1(Ω Ω)=(2 p!) while (N − p) are equal to (−1)p(Ω Ω)=(2 p!). If an odd number
of these are negative, TabfΩ[p]g is an improper null cone preserving map, otherwise a
proper one. If Ωa is a spacelike 1-form, then one eigenvalue is negative so TabfΩ[1]g
is improper and can be interpreted as a reflection in the hyperplane orthogonal to
Ωa. If !a is a timelike 1-form, then (N − 1) eigenvalues are negative and Tabf![1]g is
proper in odd dimensions and improper in even dimensions. It can be interpreted as a
reflection in the line parallel to !a. For other p-forms one can develop the corresponding
geometrical interpretations.
Proposition 3.1 and Theorem 6.2 also imply:
Corollary 6.1 If N  4 then SE2 = SS, i.e. in 2, 3, and 4 dimensions, SE2 is
precisely the set of symmetric tensors leaving invariant the null cone with its time
orientation. Thus, if N  4, SE2 is constituted by all tensors proportional to involutory
orthochronus Lorentz transformations plus the symmetric singular orthochronus null-
cone bi-preserving maps. −SE2 gives the time-reversal case.
For N  3 this is trivial. For N = 4 this also means that the energy-momentum of
any Maxwell eld is proportional to an involutory orthochronus (and proper) Lorentz
transformation, and coincides with the energy-momentum of some (possibly another)
Maxwell eld corresponding to a simple 2-form. This is well known and related to the
duality rotations [26, 29]. With N = 4 and p = 2 in Theorem 6.1 we can state this as
Corollary 6.2 In 4 dimensions, a tensor Tab is (up to sign) algebraically the energy-
momentum tensor of a Maxwell eld (a 2-form) if and only if (T  T )ab = fgab and
Ta
a = 0.
These are the classical algebraic Rainich conditions [23, 31] (see also [15, 17, 19, 26]).
They are necessary and sucient conditions for a spacetime metric to originate alge-
braically (via Einstein’s equations) in a Maxwell eld, i.e. a way of determining the
physics from the geometry.
By Theorem 6.1 we can nd generalisations to arbitrary dimension and to many
dierent physical elds. In order to show the possibilities of our results, we can derive
the following algebraic Rainich conditions. For a scalar eld (compare with the partial
results in [20, 24, 25, 27] for N = 4) we have
Corollary 6.3 In N dimensions, a tensor Tab is algebraically the energy-momentum
tensor of a minimally coupled massless scalar eld  if and only if (T  T )ab = fgab
and Taa = 
√
TabT ab=N where  = (N − 2). Moreover, d is spacelike if  = N − 2
and Taa 6= 0, timelike if  = 2−N and Taa 6= 0, and null if Taa = 0 = TabT ab.
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Proof: Recall that Tab = rarb− (1=2)(r  r)gab which is exactly Tabfr[1]g 2
SS so (TT )ab = fgab. We get Taa = (2−N)(rr)=2 and TabT ab = N(rr)2=4
so Taa = (N − 2)
√
TabT ab=N with a plus sign if r  r < 0 and a minus sign
if r  r > 0. Conversely, if (T  T )ab = fgab then TabT ab = Nf . If Taa =
(N − 2)
√
TabT ab=N = (N − 2)
p
f , then by Theorem 6.1 Tab is the superenergy
tensor of a null 1-form in case f = 0. If f 6= 0 and Taa = (2 − N)
p
f then Tab is the
superenergy tensor of a timelike 1-form. If f 6= 0 and Taa = (N − 2)
p
f then Tab is the
superenergy tensor of an (N − 1)-form of the type used in Theorem 4.1 which is the
same as the superenergy tensor of its dual spacelike 1-form.
We can also generalize the algebraic Rainich conditions for a perfect fluid as given
by Coll and Ferrando [10] to the case of general N .
Corollary 6.4 In N dimensions, a tensor Tab is algebraically the energy-momentum




gab + Tabfv[1]g (24)
where ;   0 and vb is timelike (so that Tabfv[1]g is intrinsically characterized as a
tensor in SS according to its trace, see previous Corollary). The velocity vector of the
fluid, its energy density and pressure are given by ub = vb=(v  v),  = ((v  v) + )=2
and P = ((v  v)− )=2, respectively.
Proof: Recall that a perfect fluid has the Segre type f1; (1 : : : 1)g, so that
Tab = ( + P )uaub − Pgab (25)
where (u  u) = 1. Thus, if (24) holds it is obvious that Tab takes the form (25).
Conversely, if (25) holds, then Tab − Tabfu[1]g has every null kb as eigenvector, as can
be trivially checked. Therefore, Tab − Tabfu[1]g is proportional to the metric, and the
proportionality factor is obtained from the Taa.
In fact, we can get the conditions as stated in [10] generalized for N dimensions as
follows. From (24) we get
(TT )ab = Tabfv[1]g+
2(v  v)2 + 2
4
gab = Tab+
2(v  v)2 − 2
4
gab = Tab+Pgab
and also N(T  T )aa − (T aa )2  0, T aa  N2  and Tabwawb  =2 for all timelike wa.
As another example, let us consider the case of dust (P = 0 perfect fluids). Of
course, this case can be deduced from the previous one by setting P = 0. However,
in dimension N = 5 some stronger results can be derived. To see it, recall that any
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2-form F[2] with no null eigenvector can only exist in odd dimension N = 2n + 1, and
must take the form
F[2] = 1(e1 ^ e2) + : : : + n(e2n−1 ^ e2n)
where fe0;e1; :::;e2ng is an orthonormal basis and i (i = 1; : : : ; n) are non-zero con-
stants. Thus, in the particular case that all the i’s are equal we get for the superenergy




[n e0 ⊗ e0 + (2− n)(e1 ⊗ e1 + : : : + e2n ⊗ e2n)]ab : (26)
Corollary 6.5 In 5 dimensions, Tab is algebraically the energy-momentum tensor of
a dust, that is Tab = uaub where (u  u) = 1 and   0, if and only if Tab is the s-e
tensor of a 2-form F[2] with no null eigenvector having 2 = 1.
Proof: This is the case n = 2 (=) N = 5) of the previous formula (26), identifying
u = e0 and  = 21. Notice that the timelike direction u is intrinsically dened by
(F[2] ^ F[2]).
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