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PERFECT MATCHINGS IN RANDOM SUBGRAPHS OF REGULAR
BIPARTITE GRAPHS
ROMAN GLEBOV, ZUR LURIA, AND MICHAEL SIMKIN
Abstract. Consider the random process in which the edges of a graph G are added
one by one in a random order. A classical result states that if G is the complete graph
K2n or the complete bipartite graph Kn,n, then typically a perfect matching appears
at the moment at which the last isolated vertex disappears. We extend this result to
arbitrary k-regular bipartite graphs G on 2n vertices for all k = ω
(
n
log1/3 n
)
.
Surprisingly, this is not the case for smaller values of k. Using a construction due
to Goel, Kapralov and Khanna, we show that there exist bipartite k-regular graphs
in which the last isolated vertex disappears long before a perfect matching appears.
1. Introduction
The study of the random graph model G (n; p) began with two influential papers by
Erdo˝s and Re´nyi [7, 8]. In [7] and [9], they considered the range p = Θ(log n/n) and
the appearance of spanning structures in that regime. Later, several papers [1, 3, 14,
15, 16, 21] led to the following understanding. Consider a random graph process on
n vertices, in which edges are added one by one in a random order. Asymptotically
almost surely1, the first edge that makes the minimum degree one connects the graph,
and creates a perfect matching. Likewise, when the minimum degree becomes two,
the graph immediately contains a Hamilton cycle. Philosophically, spanning structures
appear once local obstructions disappear.
For a graph G = (V,E) and p ∈ [0, 1], let G(p) denote the distribution on subgraphs
of G in which each edge is retained with probability p, independently of the other
edges. Recently, a series of papers [17, 12, 18, 22] extended the above philosophy to
G(p) for various G. For example, in [17] it was shown that if G is a Dirac graph, then
the threshold for Hamiltonicity of G(p) remains Θ (log n/n). See [23] for a survey of
these and related results.
In this paper we consider the threshold p0 for the appearance of a perfect matching in
G(p) where G is a k-regular bipartite graph on 2n vertices. The celebrated permanent
inequalities of Bregman [5] and Egorychev–Falikman [6, 10] imply that the number of
perfect matchings in G is
(
(1 + o(1))ke
)n
. In particular, this number depends little on
the specific structure of G. It is therefore natural to conjecture that p0 depends only
on n and k. Furthermore, the logical candidate is the threshold for the disappearance
of isolated vertices in G(p), which is p = Θ(log n/k).
1An event occurs “asymptotically almost surely” (a.a.s.) if the probability of its occurrence tends
to 1 as n → ∞. We say that a property holds for “almost every” element of a set if it holds a.a.s. for
a uniformly random element of the set.
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Indeed, Goel, Kapralov and Khanna [13, Theorem 2.1] showed that there exists a
constant c such that for any k ≤ n, if p = cn log n/k2, then with high probability G(p)
contains a perfect matching. In particular, if k = Ω(n), p = O(log n/k) suffices.
For k = ω
(
n
log1/3 n
)
we considerably strengthen this result. Namely, we show that if
one reconstructs G by adding its edges one by one in a random order, then typically a
perfect matching appears at the same moment that the last isolated vertex vanishes.
As a consequence, it follows that for any C > 1, if p = C log(n)/k, then with high
probability G(p) contains a perfect matching.
Formally, a graph process in G = (V,E) is a sequence of graphs
(V, ∅) = G0, G1, . . . , G|E| = G
on the vertex set V , where for each i, Gi is obtained from Gi−1 by adding a single
edge of G. The hitting time of a monotone graph property P with respect to a graph
process is min{t : Gt ∈ P}.
For a graph process G˜, let τM (G˜) and τI(G˜) denote the hitting times for containing a
perfect matching and having no isolated vertices, respectively. Clearly, for every graph
process G˜ we have τM (G˜) ≥ τI(G˜). Our main result is that if G is sufficiently dense
and G˜ is chosen uniformly at random, equality a.a.s. holds.
Theorem 1.1. Let k = ω
(
n
log1/3 n
)
, let G be a k-regular bipartite graph on 2n vertices,
and let G˜ be a uniformly random graph process in G. Then, a.a.s. τM(G˜) = τI(G˜).
Corollary 1.2. For G and k as above,
• If p = logn−ω(1)k , then a.a.s. G(p) does not contain a perfect matching.
• If p = logn+ω(1)k , then a.a.s. G(p) contains a perfect matching.
Quite surprisingly, it turns out that these results fail when k is significantly smaller
than n/ log1/3 n. We analyze a construction of Goel, Kapralov, and Khanna [13] in
which the threshold for a perfect matching is much larger than the threshold for the
disappearance of isolated vertices.
Proposition 1.3. There exist infinitely many k-regular bipartite graphs G on n ver-
tices, with k = Ω
(
n
log(n)·log(log(n))
)
, such that a.a.s. the random subgraph G(p) does
not contain a perfect matching for any p ≤ 2 log n/k. On the other hand, if p =
(log n+ ω (1)) /k, then a.a.s. G(p) contains no isolated vertices.
We prove Proposition 1.3 in Appendix A.
Theorem 1.1 is almost a triviality if one assumes that G is pseudorandom (cf. [20,
Lemma 3.1]). The main element needed in our proof is a way to control induced
subgraphs of G with high discrepancy. To this end we prove a result on the structure
of high discrepancy sets in sufficiently dense, regular, bipartite graphs (Lemma 2.4).
The remainder of this paper is organized as follows. Section 1.1 introduces our nota-
tion. In Section 2 we prove Lemma 2.4, and in Section 3 we establish some probabilistic
tools. Finally, in Section 4, we prove Theorem 1.1.
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1.1. Notation. Throughout the paper, we disregard floor and ceiling signs to improve
readability. Large real numbers should be rounded to the nearest integer. We denote
by “log” the natural logarithm.
For an integer m ∈ N, we define [m] = {1, 2, . . . ,m}. Let X be a set and let
f : [|X|]→ R. We sometimes abuse notation by writing
m∑
|S|=1
(|X|
|S|
)
f(|S|) =
∑
S⊆X:|S|∈[m]
f(|S|).
Let f, g : N→ R. We write f = O˜(g) if, for some c > 0 and all large enough n ∈ N,
f(n) ≤ g(n) logc (g(n)).
Let G = (V,E) be a graph. For A,B ⊆ V , denote by EG(A,B) the set of edges
incident to both A and B, and let eG(A,B) = |EG(A,B)|. Let NG(A) denote the set
of neighbors of A, i.e., the set {v ∈ V : ∃a ∈ A s.t. av ∈ E} \ A. We define G \ A to
be the induced graph on the vertex set V (G) \ A.
Suppose G is a bipartite graph with vertex partition X,Y . A vertex set A is partite
if A ⊆ X or A ⊆ Y . We denote by Ac the complement of A w.r.t. its own part, i.e.,
X \A if A ⊆ X and Y \A if A ⊆ Y . If A is empty, it will be clear from context whether
Ac = X or Ac = Y .
By a common abuse of notation, we speak of G(p) as having a certain property,
instead of saying that G ∼ G(p) has that property.
In certain places we will need to show that events not only occur a.a.s., but that
the probability of their non-occurence decays at a polynomial rate. We will say that
such events occur with very high probability (w.v.h.p.). Formally, we say that a
sequence of events {An}n∈N occurs w.v.h.p. if log (P[Acn]) = −Ω (log n).
2. A Structural Lemma
Throughout this section G = (X∪˙Y,E) is a k-regular bipartite graph on 2n vertices.
A cut in G is a pair (S, T ) where S ⊆ X and T ⊆ Y . We call (S, T ) a Hall cut if
|S| > |T | and N(S) ⊆ T . Hall’s marriage theorem states that a balanced bipartite
graph contains a perfect matching if and only if it contains no Hall cuts. The main
idea in the proof of Theorem 1.1 is to show that a.a.s. GτI does not contain a Hall cut.
Let (S, T ) be a cut in G. We call EG(S, T
c) the outgoing edges of (S, T ). The cross
edges of G with respect to (S, T ) are those in E(S∪T, Sc∪T c). We call the remaining
edges parallel. For a vertex x ∈ V (G), we denote by degParG,S,T (x) and degCrG,S,T (x) the
number of parallel and cross edges incident to x, respectively. Similarly, we denote by
NParG,S,T (x) the set of neighbors of x that are connected to x by a parallel edge. If the
cut (S, T ) is clear from the context, we sometimes write degParG (x) and deg
Cr
G (x).
We define the following distance function on the set of cuts in G:
d((S1, T1), (S2, T2)) = |S1 \ S2|+ |S2 \ S1|+ |T1 \ T2|+ |T2 \ T1|.
For C ∈ R, we say that two cuts are C-close if their distance is at most C.
Observation 2.1. Let (S, T ) be a cut in G. Then e(S, T c) = k · (|S| − |T |) + e(Sc, T ).
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Proof. Since G is k-regular we have:
e(S, T ) + e(S, T c) = k · |S|
e(S, T ) + e(Sc, T ) = k · |T |.
Subtracting the second equation from the first yields the result. 
Observation 2.2. Let (S, T ) be a cut in G with |S| > |T |. Let C = eG(S ∪T, Sc ∪ T c)
be the number of cross edges in G w.r.t. (S, T ). Then, for any p ∈ (0, 1), it holds that:
P [(S, T ) is a Hall cut in G(p)] ≤ (1− p)C/2.
Proof. We have eG(S ∪ T, Sc ∪ T c) = eG(S, T c) + eG(Sc, T ). As |S| > |T |, Observation
2.1 implies that eG(S, T
c) > eG(S
c, T ) and therefore eG(S, T
c) > eG(S ∪T, Sc ∪ T c)/2.
The probability that none of these cross edges are edges in G(p) (and thus (S, T ) is a
Hall cut) is therefore bounded from above by (1− p)C/2, as desired. 
The following structural lemma is the heart of our proof. Observation 2.2 implies that
if G has almost no cuts with few cross edges, a union bound is enough to show that a.a.s.
G(p) contains no Hall cuts. This is the case, for example, in random regular graphs.
However, in an arbitrary graph this need not hold. Therefore, we must understand
the behavior of cuts with few cross edges, and hence a significant chance of being Hall
cuts in G(p). We show that in any sufficiently dense, regular, bipartite graph, all such
cuts can be grouped into a small (specifically, subpolynomial) number of equivalence
classes. This allows us to control the contribution of these cuts to the probability that
G(p) contains a Hall cut.
Definition 2.3. Let c > 0. A cut (S, T ) is c-internal if it has at most 4cnk/ log n
cross edges.
If a cut is 1-internal, we sometimes just say that it is internal. Note that (S, T ) is
c-internal if and only if its complement (Sc, T c) is c-internal. Indeed, both cuts have
the same cross edges.
Lemma 2.4. Let G = (X∪˙Y,E) be a k-regular bipartite graph on 2n vertices, with
k = ω
(
n
log1/3 n
)
and n sufficiently large. Set ε = n
k log1/3(n)
= o (1). There exist
m = 2Θ(n/k) and cuts (S1, T1), . . . , (Sm, Tm) with the following properties.
(a) For every i ∈ [m] and x ∈ V (G), we have degCrG,Si,Ti(x) ≤ (1 + ε)k2 .
(b) Every internal cut (S, T ) with |S| > |T | is εk-close to (Si, Ti) for some i ∈ [m].
Remark 2.5. For graphs satisfying k = Ω(n) it is relatively straightforward to derive
Lemma 2.4 from Szemere´di’s regularity lemma (albeit with a vastly larger bound on
m). Alternatively, one could use the decomposition of dense regular graphs into “robust
components” (induced subgraphs with good expansion properties) due to Ku¨hn, Lo,
Osthus, and Staden [19, Theorem 3.1].
We begin by defining a lattice-like structure on the internal cuts. Let δ = k/n be
the density of G.
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Claim 2.6. Let (S1, T1) and (S2, T2) be two c-internal cuts. Then
d((S1, T1), (S2, T2)) ≤ 40cn
log n
or d((S1, T1), (S2, T2)) ≥ k/10.
This implies that for sufficiently small c, the distance between two c-internal cuts is
either very large or very small. Throughout this section, c will always be bounded by
O(1/δ2).
Proof. Let d = d((S1, T1), (S2, T2)). Without loss of generality assume that |S2 \ S1| ≥
d/4. As (S1, T1) is c-internal, we have:
eG (S2 \ S1, T1) ≤ eG (Sc1, T1) ≤
4cnk
log n
.
Similarly, since (S2, T2) is c-internal, we have:
eG (S2 \ S1, T2) = eG (S2 \ S1, Y )− eG (S2 \ S1, T c2 ) ≥ eG (S2 \ S1, Y )−
4cnk
log n
.
Since G is k-regular, we have:
eG (S2 \ S1, Y ) = k |S2 \ S1| ≥ kd
4
.
Therefore:
(1) eG (S2 \ S1, T2 \ T1) ≥ eG (S2 \ S1, T2)− eG (S2 \ S1, T1) ≥ kd
4
− 8cnk
log n
.
On the other hand, it is certainly true that eG (S2 \ S1, T2 \ T1) ≤ |S2 \ S1| |T2 \ T1|.
As |S2 \ S1|+ |T2 \ T1| ≤ d, we have:
(2) eG (S2 \ S1, T2 \ T1) ≤ d
2
4
.
Combining (1) and (2) and rearranging yields:
d (k − d) ≤ 32cnk
log n
.
Suppose d < k/10. Then k − d > 9k/10. We thus obtain the inequality:
d ≤ 320cn
9 log n
<
40cn
log n
,
as desired. 
We say that two c-internal cuts are equivalent if they are (εk/100)-close. The
triangle inequality, together with Claim 2.6, implies that this is an equivalence relation.
Let Xc be the set of equivalence classes of c-internal cuts. We say that a cut is trivial
if it is equivalent to (∅, ∅).
We now define an intersection operation on equivalence classes. Note that if the
cuts (S1, T1) and (S2, T2) are c1-internal and c2-internal, respectively, then the cut
(S1 ∩ S2, T1 ∩ T2) is (c1 + c2)-internal. This follows from the fact that any cross edge
of the intersection is a cross edge in at least one of the cuts.
Denote the equivalence class of a c-internal cut (S, T ) by [(S, T )]c. When the value
of c is clear from the context, we omit the subscript.
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Definition 2.7. Let c1 and c2 satisfy c1 + c2 ≤ 40/δ. The intersection between
[(S1, T1)] ∈ Xc1 and [(S2, T2)] ∈ Xc2 is
[(S1, T1)] ∩ [(S2, T2)] = [(S1 ∩ S2, T1 ∩ T2)] ∈ Xc1+c2 .
The fact that this is well-defined, in the sense that it does not depend on the choice
of representatives, follows from Claim 2.6. Indeed, different choices of representatives
may only change the intersection by at most 80(c1+c2)n/ log n vertices. This is smaller
than εk/100, and therefore the two intersections are equivalent.
Definition 2.8. Two classes [(S1, T1)] ∈ Xc1 and [(S2, T2)] ∈ Xc2 are disjoint if their
intersection is trivial. We say that [(S1, T1)] contains [(S2, T2)] if [(S
c
1, T
c
1 )]∩ [(S2, T2)]
is trivial.
Note that if [(S, T )] is a non-trivial class then by Claim 2.6 |S ∪ T | ≥ k/10.
Observation 2.9. If [(S1, T1)] is not contained in [(S2, T2)], then for every (S
′, T ′) ∈
[(S1, T1)] ∩ [(S2, T2)], we have |S1 ∪ T1| − |S′ ∪ T ′| ≥ k/20.
Proof. Since [(S1, T1)] is not contained in [(S2, T2)], it holds that (S1 \ S2, T1 \ T2) is
non-trivial, and therefore |S1 \S2|+ |T1 \T2| ≥ k/10. Note that S1 is the disjoint union
of S1 ∩ S2 and S1 \ S2, and that a similar statement holds for T1. This implies that
|S1 ∪ T1| ≥ |S1 ∩ S2|+ |T1 ∩ T2|+ k/10. As (S′, T ′) is equivalent to (S1 ∩ S2, T1 ∩ T2),
the observation follows. 
Consider the following process:
(a) Initialize [(S1, T1)] ∈ X1 to be an arbitrary non-trivial internal equivalence class.
(b) As long as there exists a class [(S∗, T ∗)] ∈ X1 that is neither disjoint from nor
containing [(Si, Ti)], set [(Si+1, Ti+1)] = [(Si, Ti)] ∩ [(S∗, T ∗)].
We call the equivalence classes that can be obtained at the end of this process atoms.
Observation 2.10.
(a) The process halts after at most 40/δ steps.
(b) All of the atoms are (40/δ)-internal.
(c) All of the atoms are non-trivial.
(d) The atoms are pairwise disjoint.
(e) There are at most 30/δ atoms.
Proof. Item (a) follows from the fact that |S1 ∪ T1| ≤ 2n, and Observation 2.9 implies
that for each i, |Si ∪Ti| ≤ |Si−1 ∪ Ti−1| − k/20. Item (b) follows from Item (a) and the
fact that the intersection of a c-internal cut with a 1-internal cut is (c + 1)-internal.
Item (c) holds because at each stage of the process, [(Si, Ti)] and [(S
∗, T ∗)] are not
disjoint.
For Item (d), assume that [(S, T )] and [(S′, T ′)] are distinct atoms. Since they are
not equivalent, d((S, T ), (S′, T ′)) ≥ εk/100. By Claim 2.6 this implies that in fact
d((S, T ), (S′, T ′)) ≥ k/10. Without loss of generality, we may assume that |S \ S′| +
|T \ T ′| ≥ k/20. Now, [(S′, T ′)] is the intersection of at most 40/δ internal classes.
Therefore at least one of these classes, [(S∗, T ∗)], satisfies
|S \ S∗|+ |T \ T ∗| ≥ k
20
· δ
40
.
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Since k = ω
(
n
log1/3 n
)
, this is larger than 40δ · 40nlogn . Therefore, by Claim 2.6, this
implies that [(S, T )] ∩ [(S∗c, T ∗c)] is not trivial, and therefore [(S, T )] is not contained
in [(S∗, T ∗)]. Suppose, for a contradiction, that [(S, T )] and [(S′, T ′)] are not disjoint.
Then [(S, T )] and [(S∗, T ∗)] are not disjoint. Therefore [(S, T )], by definition, is not an
atom, which is a contradiction.
Item (e) is true because there are 2n vertices, each atom contains at least k/10
vertices, and the atoms are pairwise disjoint. Therefore, by Claim 2.6, all intersections
have at most 1600n
2
k logn vertices. Letting A denote the number of atoms, the inclusion-
exclusion formula implies that for all a ≤ A:
a ·
(
k
10
)
−
(
a
2
)
1600n2
k log n
≤ 2n.
The inequality does not hold for a = 30/δ, and therefore A ≤ 30/δ. 
The proof of Lemma 2.4 will make repeated use of the following claim.
Claim 2.11. Suppose [(SA, TA)] is an atom, [(SB , TB)] is a nontrivial O(1/δ
2)-internal
class, and their intersection is trivial. Then there exists a 1-internal cut (SC , TC) such
that [(SC , TC)] and [(SA, TA)] are disjoint and [(SC , TC)] ∩ [(SB , TB)] is non-trivial.
Proof. Since [(SA, TA)] and [(SB , TB)] have trivial intersection, |SA∩SB|+ |TA∩TB | <
k/10. Since their intersection is an O(1/δ2)-internal class, by Claim 2.6:
|SA ∩ SB |+ |TA ∩ TB| = O
(
n
δ2 log n
)
.
Let [(S1, T1)], . . . , [(Sℓ, Tℓ)] be a sequence of 1-internal classes whose intersection
is (SA, TA). Observe that for each i ∈ [ℓ], [(Sci , T ci )] is 1-internal and disjoint from
[(SA, TA)]. Furthermore, for each i ∈ [ℓ], [(Sci , T ci )]∩[(SB , TB)] is 2-internal (as the inter-
section of two 1-internal classes). We will show that (at least) one of these intersections
is non-trivial. Suppose, for a contradiction, that for every i ∈ [ℓ], [(Sci , T ci )]∩ [(SB, TB)]
is trivial. Then, by Claim 2.6, for every i ∈ [ℓ], |SB ∩ Sci | + |TB ∩ T ci | ≤ 80nlogn . How-
ever, by assumption, [(SB , TB)] is non-trivial. We may therefore assume w.l.o.g. that
|SB | ≥ k/20. Then:
O
(
n
δ2 log n
)
≥ |SB ∩ SA| ≥ |SB | −
ℓ∑
i=1
|SB ∩ Sci | ≥
k
20
− ℓ 80n
log n
.
Together with the fact that ℓ = O(1/δ) this implies that k = O
(
n
log1/3 n
)
, a contradic-
tion. 
Proof of Lemma 2.4. We first construct the cuts (S1, T1), . . . , (Sm, Tm). Let A be the
set of atoms. For each α ∈ A, fix a representative (Sα, Tα). For S ⊆ A, let (S′S , T ′S) be
the cut (∪α∈SSα,∪α∈STα). Finally, define the sets:
SS :=
{
x ∈ X : degParG,S′
S
,T ′
S
(x) ≥ k
2
}
, TS :=
{
y ∈ Y : degParG,S′
S
,T ′
S
(y) ≥ k
2
}
.
Let (S1, T1), . . . , (Sm, Tm) be a list of the cuts {(SS , TS)}S⊆A. By Observation 2.10,
m ≤ 2|A| = 2O(n/k). It remains to prove that in each of these cuts, every vertex is
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incident to few (i.e., less than (1 + ε)k/2) cross edges, and that every internal cut
(S, T ) with |S| > |T | is εk-close to one of the (Si, Ti)s.
Let S ⊆ A. Since, by Observation 2.10, every atom is (40/δ)-internal, the number
of cross edges with respect to (S′S , T
′
S) is at most |A|40δ 4nklogn = O
(
n3
k logn
)
. There-
fore there are at most εk/2 vertices x ∈ V (G) s.t. degCrG,S′
S
,T ′
S
(x) > k/2. Thus
d ((S′S , T
′
S) , (SS , TS)) ≤ εk/2. Let x ∈ V (G). By construction,
degCrG,SS ,TS (x) ≤
k
2
+ d
((
S′S , T
′
S
)
, (SS , TS)
) ≤ (1 + ε) k
2
,
as desired.
For the second property, let (S, T ) be an internal cut. Let S = {α1, . . . , αm} be the
set of atoms contained in [(S, T )]. By the triangle inequality it suffices to show that
(S′S , T
′
S) is equivalent to (S, T ).
Suppose, for a contradiction, that (S′S , T
′
S) is not equivalent to (S, T ). Define
(S1, T 1) = (S, T ) ∩ (S′S , T ′S)c = (S, T ) ∩
(⋂
α∈S
(Sα, Tα)
c
)
.
Observe that by construction, (S1, T 1) does not contain any atoms. Furthermore, the
cut (S1, T 1) is
(|A|40δ + 1) = O(1/δ2)-internal and by assumption non-trivial. There-
fore |S1| + |T 1| ≥ k/10 by Claim 2.6. We apply Claim 2.11 with [(SA, TA)] = α1
and [(SB , TB)] = [(S
1, T 1)] to obtain a 1-internal cut (S1C , T
1
C) such that [(S
1
C , T
1
C)]
and α1 are disjoint and [(S
1, T 1)] ∩ [(S1C , T 1C)] is non-trivial. We set [(S2, T 2)] =
[(S1, T 1)] ∩ [(S1C , T 1C)]. Since [(S2, T 2)] is non-trivial, we may proceed in this fashion;
having obtained [(Si, T i)] we apply the claim with [(SA, TA)] = αi to obtain (S
i
C , T
i
C)
and [(Si+1, T i+1)] = [(Si, T i)] ∩ [(SiC , T iC)]. Finally, we obtain [(Sm+1, Tm+1)] which is
O(1/δ2)-internal, nontrivial, and contained in [(S, T )] ∩ (∩mi=1[(SiC , T iC)]). As the non-
trivial intersection of 1-internal classes, this cut contains an atom α that is contained
in [(S, T )]. Furthermore, for each i, [(SiC , T
i
C)] and αi are disjoint. Therefore α /∈ S, a
contradiction. 
3. Properties of Random Subgraphs
Let k = δn, with δ = ω(log−1/3 n), and fix a k-regular bipartite graph G = (X∪˙Y,E)
on 2n vertices. In this section we collect properties of random subgraphs of G that are
essential for our proof.
Set
p1 =
log n− log log log log n
k
,
p2 =
log n+ log log log log n
k
.
We define the following random subgraphs of G:
G2 ∼ G(p2),
G1 ∼ G2
(
p1
p2
)
.
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Observe that G1 ∼ G(p1). Furthermore, the same distribution on G1, G2 can be ob-
tained as follows. Let G1 ∼ G(p1), G′ ∼ G
(
p2−p1
1−p1
)
, and set G2 = G1 ∪G′.
We will show presently that a.a.s. G1 contains isolated vertices, while G2 does not.
Furthermore, the distance between any two vertices that are isolated in G1 is at least
2 in G2. This motivates the following construction: let G1 ⊆ GH ⊆ G2 be the random
graph obtained by adding, for each isolated vertex v in G1, an edge drawn uniformly
at random from {e ∈ E(G2) : v ∈ e}. If any of these sets are empty, or if there are
two isolated vertices in G1 that are connected in G2, set GH = G1. The next claim,
a variation of Lemma 7.9 in [4], establishes that it is sufficient to prove that a.a.s. GH
contains a perfect matching.
Claim 3.1. Let Q be a monotone increasing property of subgraphs of G. If Q holds
a.a.s. for GH then, in almost every graph process in G, Q holds for GτI , the first graph
in which there are no isolated vertices.
We defer the proof until after establishing some properties of G1 and G2.
Claim 3.2. A.a.s. G1 contains isolated vertices and G2 does not. Furthermore, a.a.s.
there is no pair x, y of vertices that are isolated in G1 and xy ∈ E(G2).
Proof. The probability that a specific vertex is isolated in G(p) is (1−p)k. The expected
number of isolated vertices in G2 is therefore:
2n(1− p2)k ≤ 2n exp (−p2k) = 2n 1
ω(n)
= o (1).
Applying Markov’s inequality, a.a.s. G2 contains no isolated vertices.
By a similar calculation, the probability that a specific vertex is isolated in G1 is
ω(1/n). Let the random variable I be the number of vertices in X that are isolated in
G1. Then E [I] = ω (1). Furthermore, the events that two vertices x, y ∈ X are each
isolated in G1 are independent. Thus Var [I] ≤ E [I], and by Chebychev’s inequality,
a.a.s. I > 0 and G1 contains isolated vertices.
For the second part of the claim, observe that by the calculations above a.a.s. the
number of isolated vertices in G1 is O(log n). Therefore the expected number of edges
between these vertices in G2 is o (1), and so by Markov’s inequality a.a.s. there are
none. 
Proof of Claim 3.1. We describe a coupling that relates G1, G2 and GH to GτI . Con-
sider the following random process. For each edge e of G, choose a real number
αe ∼ U [0, 1] uniformly at random from the interval [0, 1], all choices independent.
Let G′1 and G
′
2 be the subgraphs of G whose edges are E(G
′
i) = {e ∈ E(G) : αe ≤ pi}
for i ∈ {1, 2}. Let G′H be the random graph obtained by adding, for each isolated
vertex in G′1, the edge incident to it in G
′
2 whose α value is minimal. If G
′
2 contains
isolated vertices or an edge between two vertices that are isolated in G′1, set instead
G′H = G
′
1.
Observe that the distributions of (G1, G2, GH) and (G
′
1, G
′
2, G
′
H) are identical. Fur-
thermore, the distribution of the random graph process is identical to that of the process
in which edges are revealed in increasing order of α. With respect to this process, a.a.s.
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G′H is a subgraph of GτI . Therefore, if Q holds a.a.s. for GH , then Q holds a.a.s. for
G′H , and as Q is monotone increasing, a.a.s. GτI ∈ Q.

For a cut (S, T ) we define the set
Γ (S, T ) =
{
x ∈ V : degCrG,S,T (x) ≥ n−1/20k
}
of vertices with high cross degree. We remind the reader that a sequence of events
occurs with very high probability (w.v.h.p.) if the probabilities of their non-occurence
decay at a polynomial rate.
Lemma 3.3. Let (S, T ) be a cut. Suppose R ⊆ V \Γ(S, T ) is a set of O(log n) isolated
vertices in G1. Then w.v.h.p. for every x ∈ R, degCrGH (x) = 0.
Proof. It suffices to show that a.a.s. for every x ∈ R, degCrG2(x) = 0. Indeed, the
expected number of cross edges incident to x in G2 is bounded above by n
−1/20k p2−p11−p1 =
O˜
(
n−1/20
)
. The conclusion follows by applying Markov’s inequality and a union bound
over the O(log n) vertices. 
Lemma 3.4. Let (S, T ) be a cut, and let V ′ = V \ Γ(S, T ). Then, w.v.h.p. for every
x ∈ V ′, degCrG1(x) ≤ 30.
Proof. Observe that degCrG1(x) ∼ Bin
(
degCrG (x), p1
)
. Therefore:
P
[
degCrG1(x) ≥ 30
] ≤ (n−1/20k
30
)
p301 = O˜
(
1
n3/2
)
.
The lemma follows by applying a union bound over all O(n) vertices in V ′. 
Lemma 3.5. Let (S, T ) be a cut, and let Vlow be the set of vertices x ∈ V \Γ(S, T ) s.t.
degParG1 (x) ≤ 11000 log n. W.v.h.p. the following hold:
(a) |Vlow| ≤ n0.01.
(b) For each x, y ∈ Vlow, the distance between x and y in GH is at least 6.
Proof. We first show that a.a.s. |Vlow| ≤ n0.01. Indeed, suppose x ∈ V satisfies
degCrG (x) < n
−1/20k. The probability that x ∈ Vlow is at most
1
1000
logn∑
i=0
Pr
[
degParG1 = i
] ≤ log n( k1
1000 log n
)
p
1
1000
logn
1 (1− p1)(1−O(n
−1/20))k
≤
(
1.1e
1
1000
) 1
1000
logn
· O˜
(
1
n
)
< n−0.991.
Thus, E [|Vlow|] < n0.009. Therefore, by Markov’s inequality, P
[|Vlow| ≥ n0.01] ≤
n−0.001.
The proof of (b) is similar to the proof of [2, Claim 4.4] and property (P2) in
[11, Lemma 5.1.1]. Fix two distinct vertices u,w ∈ V \ Γ(S, T ) and consider a path
(u = v0, . . . , vr = w) in G, where 1 ≤ r ≤ 5. Denote by A the event that for every
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0 ≤ i ≤ r− 1, we have {vi, vi+1} ∈ E(G2), i.e., the path exists in G2. Denote by B the
event that u,w ∈ Vlow. Clearly, P [A] = pr2, hence
P [B ∧ A] = pr2 · P [B|A] .
Let X denote the random variable which counts the number of parallel edges in G2
incident with u or w disregarding the pairs {u, v1}, {vr−1, w}, and {u,w}. Observing
that X ∼ Bin ((1− o (1))2k, p2) and using standard concentration inequalities, we have
P [B|A] ≤ P
[
X < 2
1
1000
log n
]
< n−1.8.
Fixing the two endpoints u,w, the number of such sequences is at most kr−1. Applying
a union bound over all pairs of vertices and possible paths between them, we conclude
that the probability of a path in G2 of length r ≤ 5, connecting two distinct vertices
of Vlow is at most
5∑
r=1
n2 · kr−1 · pr2 · n−1.8 = O˜
(
1
n0.8
)
.
This completes the proof of the lemma. 
Recall that a set A ⊂ V is partite if A ⊂ X or A ⊂ Y . A vertex is a parallel
neighbor of A if it is connected to a vertex in A via a parallel edge.
Lemma 3.6. Let (S, T ) be a cut. W.v.h.p. the following holds. If A ⊆ V is a partite
set satisfying
• |A| ≤ n0.9, and
• for every x ∈ A, degParG1 (x) ≥ 11000 log n,
then A has at least |A| 12000 log n parallel neighbors in G1.
Proof. Let A ⊆ V be a partite set, and let t = t(A) = |A| 12000 log n. Let P(A) be the
event that the minimum parallel degree of a vertex in A is at least 11000 log n.
For any fixed set B,
P [NG1(A) ⊆ B ∧ P(A)] ≤ P [eG1(A,B) ≥ 2t] ≤
(
eG(A,B)
2t
)
p2t1
≤
(|A||B|
2t
)
p2t1 ≤
(
e · |A||B|p1
2t
)2t
.
Applying a union bound, we have:
P
[∃A s.t. |A| ≤ n0.9 ∧ P(A) ∧ |NG1(A)| ≤ t(A)]
≤ 2
n0.9∑
|A|=1
(
n
|A|
)(
n
t(A)
)(
e|A|t(A)p1
2t(A)
)2t(A)
≤ 2
n0.9∑
|A|=1
(
ne
|A|
)|A|(ne3|A|2p21
4t(A)
)t(A)
≤ 2
n0.9∑
|A|=1
(
ne
|A|
)|A|(e3|A|2 log2(n)
4δ2t(A)n
)t(A)
≤
n0.9∑
|A|=1
n−t(A)/20 = O
(
1
n1/20
)
.

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4. Proof of Theorem 1.1
4.1. Outline. As mentioned previously, we prove Theorem 1.1 by showing that a.a.s.
GH does not contain a Hall cut. This is similar to the approach used in [9] to show
that p = log n/n is the threshold for Kn,n(p) to contain a perfect matching. There, a
union bound over all cuts (S, T ) (satisfying certain conditions) was sufficient for the
result. In this regard, the crucial property of Kn,n is that every cut has many outgoing
edges. Essentially the same approach was utilized in the proof of [20, Lemma 3.1] to
show that if a k-regular, bipartite graph G satisfies a certain expansion property, then
the threshold for G(p) to contain a perfect matching is p = Θ(log n/k). However,
for arbitrary G, there may be many cuts (S, T ) with few outgoing edges, potentially
foiling the union bound. Indeed, this is the case in the counterexamples described in
Appendix A.
To overcome this we take a more delicate approach, wherein we group the various
cuts in G into families that we treat separately. Informally, the steps are as follows:
(a) The first family contains all cuts that are not internal (in the sense of Definition
2.3), and therefore have many outgoing edges in G. Here a simple union bound
suffices to show that a.a.s. none of these cuts are Hall cuts in GH (Claim 4.1).
(b) At this point we apply Lemma 2.4 to conclude that any cut not covered in the
previous step is close to one of the m = 2Θ(n/k) cuts from the lemma. We fix
one of these cuts, (S′, T ′), and show that conditioned on GH having no isolated
vertices, w.v.h.p. none of the cuts that are εk-close to (S′, T ′) become a Hall
cut in GH . As m is subpolynomial, a union bound implies that a.a.s. GH does
not contain a Hall cut.
For a cut (S, T ), we define the set of shifted vertices:
∆ = ∆(S, T ) =
(
S \ S′) ∪ (S′ \ S) ∪ (T \ T ′) ∪ (T ′ \ T ) .
We make use of the natural correspondence ∆ ↔ (S, T ), and interchange be-
tween them freely. We recall the definition of the set
Γ = Γ(S′, T ′) =
{
x ∈ V : degCrG,S′,T ′(x) ≥ n−1/20k
}
of vertices with many cross edges in G w.r.t. (S′, T ′). We emphasize that Γ is
deterministic, i.e., depends only G and (S′, T ′).
(c) The second family of cuts consists of those with |∆| ≥ n0.9. The insight here is
that shifting a large number of vertices w.r.t. (S′, T ′) creates many cross edges.
Here too, a union bound suffices to show that w.v.h.p. none of these are Hall
cuts in GH (Claim 4.2).
(d) The third family consists of cuts satisfying |∆| ≤ n−1/2010 |Γ|. As the vertices in
Γ have, by definition, many cross edges, if ∆ is much smaller than Γ then most
of these cross edges are unaffected. This allows us to employ a union bound
here as well (Claim 4.3).
(e) We now argue that w.v.h.p. we may remove from GH a small matching M
covering all vertices that have low degree in G1, leaving the residual graph
G˜H = GH \ V (M). In Observation 4.8, we show that if GH contains a Hall cut
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that is C-close to (S′, T ′), then G˜H contains a Hall cut that is C-close to
(S′ \ V (M),T ′ \ V (M)).
It therefore suffices to consider cuts in G˜H .
(f) It remains to consider ∆ such that n
−1/20
10 |Γ| < |∆| < n0.9. We show that
w.v.h.p. there is no such Hall cut if either |∆| ≥ log n/ log log n or ∆ ∩ Γ 6= ∅
(Claim 4.11). Here we take advantage of the fact that once the low degree
vertices have been removed fromG1, the remaining vertices satisfy an expansion
property (Claim 4.9).
(g) Finally, we argue that w.v.h.p. there is no Hall cut satisfying |∆| ≤ log n/ log log n
and ∆ ∩ Γ = ∅ (Claim 4.12). Here we use the expansion property to show
that for such a cut to exist, w.v.h.p. (S′, T ′) contains many outgoing edges in
G1, and that it is impossible to make all these edges parallel by shifting only
log n/ log log n vertices.
4.2. The proof. We first show that if a cut has many outgoing edges, the probability
that it is a Hall cut in GH is very small.
Claim 4.1. A.a.s. GH contains no Hall cut (S, T ) that is not internal.
Proof. Since G1 ⊆ GH it suffices to prove the statement with GH replaced by G1.
Suppose (S, T ) is not internal. Then it has at least 4nk/ (log n) cross edges. By
Observation 2.2 the probability that it is a Hall cut is less than
(1− p1)eG(S,T c) ≤ exp
(
−p1 2nk
log n
)
= exp(−(1− o (1))2n) = o (4−n) .
The claim follows by applying a union bound over all 4n cuts in G. 
We now apply Lemma 2.4 to obtain the cuts (S1, T1) . . . , (Sm, Tm). By Claim 4.1,
Lemma 2.4, and the fact that m is subpolynomial, it suffices to show that w.v.h.p. all
cuts (S, T ) that are εk-close to (Si, Ti) for some i are not Hall cuts in GH .
Fix an index i ∈ [m], set S′ = Si, T ′ = Ti, and define Γ and ∆ with respect to
(S′, T ′) as in the outline. Henceforth, cross edges, parallel edges, cross degrees and
parallel degrees are with respect to (S′, T ′).
Claim 4.2. W.v.h.p. for every ∆ such that n0.9 ≤ |∆| ≤ εk, (S, T ) is not a Hall cut
in GH .
Proof. By Lemma 2.4, each x ∈ ∆ satisfies degParG (x) ≥ (1−ε)k2 . Most of these parallel
edges - all those with an endpoint not in ∆ - are cross edges w.r.t. (S, T ). Thus the
number of cross edges satisfies:
eG(S, T
c) + eG(S
c, T ) ≥ (1− ε)|∆|k
2
− |∆|2 ≥ |∆|k
3
.
By Observation 2.2 the probability that (S, T ) is a Hall cut in G1 is at most:
(1− p1)|∆|k/6 ≤
(
1
n
)|∆|/7
.
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Applying a union bound, the probability that there exists such a Hall cut is at most
εn∑
|∆|=n0.9
(
2n
|∆|
)(
1
n
)|∆|/7
= O
(
1
n
)
.

Claim 4.3. W.v.h.p. for all ∆ s.t. |∆| ≤ n−1/2010 |Γ|, the corresponding cut (S, T ) is not
a Hall cut in GH .
Proof. Suppose ∆ satisfies the claim’s hypothesis. By Lemma 2.4 and the definition of
Γ, each x ∈ Γ satisfies
min
{
degCrG (x) ,deg
Par
G (x)
} ≥ n−1/20k.
Ignoring, for the moment, the possibility that NG(x) ∩∆ 6= ∅, this means that every
x ∈ Γ is incident to at least n−1/20k cross edges w.r.t. (S, T ), regardless of whether
x ∈ ∆. There are at most |∆|min{|Γ|, k} edges between ∆ and Γ. Accounting for
possible double counting of the edges incident to Γ, we obtain:
eG(S, T
c) + eG(S
c, T ) ≥ |Γ|n
−1/20k
2
− |∆|min{|Γ|, k} ≥ 4|∆|k.
Applying Observation 2.2, the probability that (S, T ) is a Hall cut in G1 is at most
(1− p1)4|∆|k/2 ≤
(
1
n
)1.9|∆|
.
We now observe that if ∆ = ∅ (i.e., (S, T ) = (S′, T ′)), then the probability that
(S, T ) is a Hall cut in G1 is at most (1− p1)k = O˜(1/n). Let X be the number of cuts
satisfying the claim’s hypothesis that are Hall cuts in G1. Applying a union bound, we
have:
P [X > 0] ≤ O˜
(
1
n
)
+
∑
1≤|∆|≤min
{
n−1/20
10
|Γ|,n0.9
}
(
2n
|∆|
)(
1
n
)1.9|∆|
= O
(
1
n0.9
)
.

Remark 4.4. As a consequence of Claim 4.3, if |Γ| ≥ 10n19/20 then w.v.h.p. none of
the cuts that are εk-close to (S′, T ′) become Hall cuts in GH . This is because Claim
4.2 covers all cases where |∆| ≥ n0.9, and the previous claim covers all cases where
|∆| ≤ n−1/2010 |Γ|. Therefore, we proceed under the assumption that |Γ| < 10n19/20.
Before continuing to steps (f) and (g), we modify GH by removing a small matching
covering the low degree vertices that are not in Γ. Moreover, this matching contains only
parallel edges. The following claim, together with Lemma 3.5, implies that conditioned
on GH having no isolated vertices, w.v.h.p. such a matching exists.
Claim 4.5. Conditioned on there being no isolated vertices in GH , w.v.h.p. every vertex
in V \ Γ is incident to at least one parallel edge in GH .
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Proof. Assuming there are no isolated vertices in GH , if there exists some v ∈ V \Γ s.t.
degParGH (v) = 0, then deg
Par
G1 (v) = 0 and deg
Cr
G2(v) > 0. We use the first moment method
to show that w.v.h.p. there are no vertices v /∈ Γ for which this holds. Indeed, if v /∈ Γ
then the probability of this occurring is bounded from above by
k
n1/20
p2(1− p1)k(1−n−1/20) = O˜
(
1
n21/20
)
.
Therefore the expected number of such vertices is O˜
(
n−1/20
)
. By Markov’s inequality,
w.v.h.p. there are none. 
Recall that
Vlow =
{
x ∈ V \ Γ : degParG1 (x) ≤
1
1000
log n
}
.
Conditioning on the conclusions of Lemma 3.5 and Claim 4.5 holding, there exists a
matching M ⊆ GH of size |Vlow| consisting of parallel edges that contains Vlow.
Claim 4.6. W.v.h.p. NGH (Vlow) ∩ Γ = ∅.
Proof. By Remark 4.4 we may assume |Γ| < n0.96. Fix an arbitrary vertex x 6∈ Γ. Then
P [x ∈ Vlow ∧NGH (x) ∩ Γ 6= ∅] ≤
∑
y∈Γ
P [x ∈ Vlow ∧ y ∈ NGH (x)]
≤
∑
y∈Γ
P
[∣∣NParG1 (x) \ {y}∣∣ ≤ 11000 log n ∧ y ∈ NG2(x)
]
=
∑
y∈Γ
P
[∣∣NParG1 (x) \ {y}∣∣ ≤ 11000 log n
]
· P [y ∈ NG2(x)]
≤ |Γ|
(
1
n
)0.99
· p2 = O
(
1
n1.01
)
,
where the probability of the first event is estimated as in the proof of Lemma 3.5.
The equality between the second and third lines is due to the fact that the events∣∣NParG1 (x) \ {y}∣∣ ≤ 11000 log n and y ∈ NG2(x) are independent. The statement of the
claim follows from a union bound over all O(n) choices of x. 
Claim 4.7. W.v.h.p. the number of cross edges incident to V (M) in G is o
(
n0.99
)
.
Proof. By Lemma 3.5 and Claim 4.6, we may assume that |M | = |Vlow| < n0.01 and
V (M) ∩ Γ = ∅. Therefore, each vertex in V (M) is incident to O (n0.95) cross edges,
and the claim follows. 
Observe that the identity of M depends only on the parallel edges of GH w.r.t.
(S′, T ′). This allows us to think of G1 as being exposed in two independent stages. In
the first stage the parallel edges of G1 are exposed, and in the second the cross edges
are exposed.
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Set
G˜ = G \ V (M),
G˜1 = G1 \ V (M),
G˜H = GH \ V (M),(
S˜, T˜
)
=
(
S′ \ V (M), T ′ \ V (M)) ,
and
Γbad =
{
x ∈ Γ : degParG1 (x) <
1
1000
log n
}
.
Observation 4.8. Suppose that in G˜H , there is no Hall cut that is C-close to
(
S˜, T˜
)
for some given C. Then there is no Hall cut in GH that is C-close to (S
′, T ′).
Proof. We prove the contrapositive. Suppose there exists a Hall cut (S, T ) in GH that
is C-close to (S′, T ′). Observe that there is no edge connecting S and T c, and therefore
(S \ V (M), T \ V (M)) is also a Hall cut in G˜H . Furthermore, since we only removed
vertices, this cut is C-close to (S˜, T˜ ). 
As before, we identify cuts that are close to (S˜, T˜ ) with their set of shifted vertices
∆. By Observation 4.8 it suffices to show that w.v.h.p. there is no Hall cut in G˜H with
n−1/20
10 |Γ| ≤ |∆| ≤ n0.9. We first explore pseudo-random properties of G˜H .
Claim 4.9. W.v.h.p every partite set A ⊆ V \ (V (M) ∪ Γbad) of size at most n0.9
satisfies ∣∣∣NPar
G˜1
(A)
∣∣∣ ≥ |A| 1
3000
log n.
Proof. Suppose the conclusion does not hold, i.e., there is a partite set A ⊆ V (G˜H)\Γbad
with |A| ≤ n0.9 s.t.
∣∣∣NG˜1(A)∣∣∣ < |A| 13000 log n. Then, for every x ∈ A, degParGH (x) ≥
1
1000 log n. Furthermore,
NParG1 (A) ⊆ NParG˜1 (A) ∪
((
Vlow ∪NParGH (Vlow)
) ∩NParG1 (A)) .
However, by Lemma 3.5,
∣∣∣(Vlow ∪NParGH (Vlow)) ∩NParG1 (A)∣∣∣ ≤ |A|, because if a vertex
in A has two neighbors in Vlow ∪NParGH (Vlow), then there are two vertices in Vlow whose
distance in GH is at most 4. Therefore:∣∣NParG1 (A)∣∣ ≤ ∣∣∣NParG˜1 (A)∣∣∣ + |A| ≤ |A| 13000 log n+ |A| < |A| 12000 log n.
The set A does not satisfy the conclusion of Lemma 3.6, which holds w.v.h.p. Therefore
the conclusion of the present claim holds w.v.h.p. as well. 
Claim 4.10. W.v.h.p. |Γbad| ≤ |Γ|/n0.4.
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Proof. By Lemma 2.4, every vertex has parallel degree in G at least (1−ε)k2 . Therefore
the probability that a vertex’s parallel degree in G1 is less than
1
1000 log n is bounded
above by
1
1000
log n
(
(1− ε)k2
1
1000 log n
)
p
1
1000
logn
1 (1− p1)(1−ε)k/2−
1
1000
logn = O
(
n−0.49
)
.
The conclusion follows from an application of Markov’s inequality. 
Henceforth, unless otherwise specified, parallel degrees, cross degrees, etc., are with
respect to the vertex set V \ V (M) and the cut
(
S˜, T˜
)
.
Claim 4.11. The following holds w.v.h.p. Suppose ∆ of size n
−1/20
10 |Γ| ≤ |∆| ≤ n0.9
satisfies one of:
(a) |∆| ≥ log n/ log log n.
(b) ∆ ∩ Γ 6= ∅.
Then (S, T ) is not a Hall cut in G˜H .
Proof. Set:
a = S˜ \ S, b = S˜c \ Sc, c = T˜ c \ T c, d = T˜ \ T.
We first observe that if either NPar
G˜1
(b) * c or NPar
G˜1
(d) * a, then (S, T ) is not a Hall
cut. Thus we may assume that NPar
G˜1
(b) ⊆ c and NPar
G˜1
(d) ⊆ a. The conclusion of Claim
4.9 then implies that
|a| ≥ |d \ Γbad| 1
3000
log n, |c| ≥ |b \ Γbad| 1
3000
log n.
As by the previous claim and the hypothesis |Γbad| ≤ |Γ| = o (|∆| / log n):
|b|+ |d| = |b \ Γbad|+ |b ∩ Γbad|+ |d \ Γbad|+ |d ∩ Γbad|
≤ O
( |a|+ |c|
log n
)
+ |Γbad| = O
( |∆|
log n
)
.
We may assume that |S| > |T |, for otherwise (S, T ) is not a Hall cut by definition. It
also holds that:
|S′| − |T ′| = |S˜| − |T˜ | = (|S|+ |a| − |b|)− (|T |+ |d| − |c|)
> |a|+ |c| − (|b|+ |d|) =
(
1−O
(
1
log n
))
|∆|.
Since G is k-regular,
eG(S˜, T˜
c) ≥
(
1−O
(
1
log n
))
|∆|k.
By Claim 4.7 the number of cross edges in G that are not cross edges in G˜ is at most
n0.99. Thus:
eG˜(S˜, T˜
c) ≥
(
1−O
(
1
log n
))
|∆|k.
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Set ∆1 = ∆ ∩ Γ,∆2 = ∆ \ Γ. We then have:∣∣∣EG˜(S, T c) ∩ EG˜(S˜, T˜ c)∣∣∣ ≥ eG˜(S˜, T˜ c)− |∆1|(1 + ε)k2 − |∆2| kn1/20
≥
(
1
2
− ε
)
|∆1|k +
(
1−O
(
1
log n
))
|∆2|k.
Therefore, the probability that none of the cross edges is in G˜1 is at most:
(1− p1)(
1
2
−ε)|∆1|k(1− p1)
(
1−O
(
1
log n
))
|∆2|k.
Suppose (a) holds. Let m = max
{
n−1/20
10 |Γ|, log n/ log log n
}
. Then, applying a union
bound over all choices of ∆1 ⊆ Γ and ∆2:
α :=
∑
|∆|∈{m,...,n0.9}
|∆1|+|∆2|=|∆|
( |Γ|
|∆1|
)(
2n
|∆2|
)
(1− p1)(
1
2
−ε)|∆1|k(1− p1)
(
1−O
(
1
logn
))
|∆2|k
≤
∑
|∆|∈{m,...,n0.9}
|∆1|+|∆2|=|∆|
|∆1|−|∆1||∆2|−|∆2|
(
e|Γ|
(
1
n
)1/2−2ε)|∆1|
(O(log log log n))|∆2| .
Now
|∆1|−|∆1||∆2|−|∆2| ≤
(
2
|∆|
)|∆|
=
(
2
|∆|
)|∆1|( 2
|∆|
)|∆2|
.
Thus:
α ≤
∑
|∆|∈{m,...,n0.9}
|∆1|+|∆2|=|∆|
(
2e|Γ|
|∆|
(
1
n
)1/2−2ε)|∆1|
(O(log log log n/|∆|))|∆2|
≤
∑
|∆|∈{m,...,n0.9}
|∆1|+|∆2|=|∆|
(
1
n2/5
)|∆1|(
O
(
log |∆|
|∆|
))|∆2|
≤ n0.9
(
O˜
(
1
log n
))logn/ log logn
≤ n0.9 1
n1−o(1)
= O
(
1
n0.05
)
.
Otherwise, (b) holds. Then |∆1| ≥ 1. By a similar application of a union bound,
the probability that there exists any Hall cut (S, T ) in G˜1 satisfying the hypothesis is
bounded above by:∑
|∆|∈[logn/ log logn]
|∆1|+|∆2|=|∆|
(
1
n2/5
)|∆1|(
O
(
log |∆|
|∆|
))|∆2|
= O˜
(
1
n2/5
)
.

It remains to show that w.v.h.p. there is no Hall cut with |∆| ≤ log n/ log log n and
∆ ∩ Γ = ∅.
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Claim 4.12. W.v.h.p. there exists no Hall cut (S, T ) in G˜H with |∆| < log n/ log log n
and ∆ ∩ Γ = ∅.
Proof. We first show that if
∣∣∣S˜∣∣∣ ≤ ∣∣∣T˜ ∣∣∣ then w.v.h.p. there is no Hall cut satisfying
the claim’s hypothesis. Suppose, for a contradiction, that |∆| < log n/ log log n and
∆ ∩ Γ = ∅ corresponds to a Hall cut. Since ∆ ∩ Γ = ∅, we have b, d ⊆ V \ (V (M) ∪ Γ).
Therefore for every x ∈ b ∪ d, NG˜1(x) ⊆ ∆. However, by Claim 4.9, w.v.h.p. for
every such x,
∣∣∣NG˜1(x)∣∣∣ = Ω(log n). Assuming this, and since |∆| < log n/ log log n, we
conclude that b = d = ∅. Thus:
|S| − |T | =
∣∣∣S˜∣∣∣− ∣∣∣T˜ ∣∣∣− |a|+ |b| − |c|+ |d| = ∣∣∣S˜∣∣∣− ∣∣∣T˜ ∣∣∣− |a| − |c| ≤ ∣∣∣S˜∣∣∣− ∣∣∣T˜ ∣∣∣ ≤ 0.
Therefore, (S, T ) is not a Hall cut.
We now assume that
∣∣∣S˜∣∣∣−∣∣∣T˜ ∣∣∣ > 0. We will show presently that w.v.h.p. eG˜1 (S˜, T˜ c) =
Ω(log n). Suppose (S, T ) is a cut satisfying the claim’s hypothesis. Then ∆ must con-
tain a vertex cover of EG˜1
(
S˜, T˜ c
)
. However, since ∆ ∩ Γ = ∅, by Lemma 3.4 w.v.h.p.
each vertex in ∆ is incident to at most 30 cross edges in G1. Since |∆| < log n/ log log n,
∆ does not contain a vertex cover of EG˜1
(
S˜, T˜ c
)
, and so (S, T ) is not a Hall cut.
It remains to show that w.v.h.p. eG˜1
(
S˜, T˜ c
)
= Ω(log n). Since G is k-regular,
we have eG
(
S˜, T˜
)
≥ k
(∣∣∣S˜∣∣∣− ∣∣∣T˜ ∣∣∣) ≥ k. By Claim 4.7, the number of cross edges
of G incident to V (M) is o
(
n0.99
)
, so G˜ has at least C = (1 − o(1))k cross edges.
Now, eG˜1
(
S˜, T˜
)
∼ Bin(C, p1). By an application of Chernoff’s inequality, w.v.h.p.
eG˜1
(
S˜, T˜
)
≥ 12E[C] = Ω (log n).

Appendix A. Proof of Proposition 1.3
It may be intuitive to think at first - as all three of us did - that the conclu-
sion of Theorem 1.1 holds for all large regular bipartite graphs, i.e., the requirement
k = ω
(
n
log1/3 n
)
is not necessary. In this section, we analyze a construction of Goel,
Kapralov, and Khanna [13] to show that this is not true, and indeed for small values
of k, G(p) might not contain a perfect matching even for relatively large p.
The intuition for all of our counterexamples comes from the following simple con-
struction.
Definition A.1. A k-resistor between two vertices x and y is the following bipartite
graph: The vertex set is {x, y}∪˙X ′∪˙Y ′, where X ′ and Y ′ have cardinality k. Let
x′ ∈ X ′, y′ ∈ Y ′ be “special” vertices. The edge set is:{
xx′, yy′
} ∪ ({ab : a ∈ X ′, b ∈ Y ′} \ {x′y′}) .
In other words, starting from the complete bipartite graph on X ′ and Y ′, the edge x′y′
is removed, and the edges xx′ and yy′ are added.
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Notice that of the 2k + 2 vertices of a k-resistor between x and y, all but x and y
have degree k. Furthermore, if a spanning subgraph of the resistor contains a perfect
matching, both edges xx′ and yy′ are present. This leads to the following construction.
Proposition A.2. Construct a k-regular, n = (2k2 + 2)-vertex bipartite graph G as
follows. Let x and y be two initial vertices. Add k distinct k-resistors between x and
y. Then, a.a.s. the random subgraph G(p) does not contain a perfect matching for any
p = o
(
n−1/4
)
. On the other hand, a.a.s. G(p) contains no isolated vertices for any
p = ω (log n/
√
n).
Proof. Both conclusions follow from the first moment method.
Let H ∼ G(p). Note that H contains a perfect matching only if for one of the
resistors, both edges xx′ and yy′ are present. This occurs with probability p2. As there
are k different resistors, and they are all edge-disjoint, the expected number of such
pairs is kp2. Since k = Θ(
√
n), if p = o
(
n−1/4
)
, a.a.s. there is no such pair in H.
The expected number of isolated vertices in H is n(1−p)k ≤ exp (log n− pk). When
p = ω (log n/
√
n) this tends to zero, and a.a.s. there are no isolated vertices.

In this example we had k = Θ(
√
n), leaving a large gap between it and the range
k = Θ(n) in Theorem 1.1. We reduce this gap as follows.
Definition A.3. A (k, ℓ, r)-series of resistors between two vertices x and y is con-
structed as follows. Let K1,K2, . . . ,Kℓ be ℓ copies of the complete bipartite graph
Kk,k, with respective vertex sets X1∪˙Y1,X2∪˙Y2, . . . ,Xℓ∪˙Yℓ. For each 1 ≤ i ≤ ℓ, let
x1i , x
2
i , . . . , x
r
i ∈ Xi, y1i , y2i , . . . , yri ∈ Yi be distinct. Remove all edges of the form xjiyji ,
and add all edges of the form yjix
j
i+1, as well as xx
j
1, y
j
ℓy.
The following proposition uses a construction similar to the one in Proposition A.2.
Proposition A.4. For n = 2 + 20k log k log log k, construct a k-regular n-vertex bi-
partite graph G as follows. Starting with two vertices x and y, add log k distinct
(k, 10 log log k, klog k )-series of resistors between x and y. A.a.s. the random subgraph
G(p) does not contain a perfect matching for any p ≤ 2 log n/k. On the other hand,
p = (log n+ ω (1)) /k suffices for G(p) to contain no isolated vertices a.a.s.
Proof. For consistency with Definition A.3, let ℓ = 10 log log k and r = k/ log k. For a
spanning subgraph G′ ⊆ G to contain a perfect matching, there must be at least one
series of resistors containing at least one edge of the form xxj1, at least one edge of the
form yjℓy, and one edge of the form y
j
i x
j
i+1 for each i between 1 and ℓ− 1. Therefore,
applying the union bound over all k/r choices of the (k, ℓ, r)-series, we obtain
P [G(p) contains a perfect matching] ≤ k
r
[1− (1− p)r]ℓ+1 .
Let p = 2 log n/k. Then (1− p)r ∼ e−2, and therefore
P [G(p) contains a perfect matching] ≤ log k (1− e−2)10 log log k = o (1).
The statement about isolated vertices follows from an argument similar to the one
in the proof of Proposition A.2. 
PERFECT MATCHINGS IN RANDOM SUBGRAPHS OF REGULAR BIPARTITE GRAPHS 21
References
[1] Miklo´s Ajtai, Ja´nos Komlo´s, and Endre Szemere´di, The longest path in a random graph, Combi-
natorica 1 (1981), no. 1, 1–12.
[2] Sonny Ben-Shimon, Michael Krivelevich, and Benny Sudakov, On the resilience of Hamiltonicity
and optimal packing of Hamilton cycles in random graphs, SIAM J. Discrete Math. 25 (2011),
no. 3, 1176–1193.
[3] Be´la Bolloba´s, The evolution of sparse graphs, Graph Theory and Combinatorics (Cambridge
1983).
[4] , Random graphs, Academic Press, 1985.
[5] Lev Bregman, Some properties of nonnegative matrices and their permanents, Soviet Math. Dokl,
vol. 14, 1973, pp. 945–949.
[6] Gregory Egorychev, The solution of van der waerden’s problem for permanents, Advances in Math-
ematics 42 (1981), no. 3, 299–305.
[7] Paul Erdo˝s and Alfre´d Re´nyi, On random graphs I, Publ. Math. Debrecen 6 (1959), 290–297.
[8] , On the evolution of random graphs, Publ. Math. Inst. Hung. Acad. Sci 5 (1960), 17–61.
[9] , On random matrices, Magyar Tud. Akad. Mat. Kutato´ Int. Ko¨zl 8 (1964), 455–461.
[10] Dmitry Falikman, Proof of the van der waerden conjecture regarding the permanent of a doubly
stochastic matrix, Mathematical notes of the Academy of Sciences of the USSR 29 (1981), no. 6,
475–479.
[11] Roman Glebov, On hamilton cycles and other spanning structures, Ph.D. thesis, Free University
of Berlin, 2013.
[12] Roman Glebov, Humberto Naves, and Benny Sudakov, The threshold probability for long cycles,
Combinatorics, Probability and Computing 26 (2017), no. 2, 208–247.
[13] Ashish Goel, Michael Kapralov, and Sanjeev Khanna, Perfect matchings via uniform sampling in
regular bipartite graphs, ACM Transactions on Algorithms (TALG) 6 (2010), no. 2, 27.
[14] Ja´nos Komlo´s and Endre Szemere´di, Hamilton cycles in random graphs, Infinite and finite sets 2
(1973), 1003–1010.
[15] , Limit distribution for the existence of Hamiltonian cycles in a random graph, Discrete
Math. 43 (1983), no. 1, 55–63.
[16] Alexey Korshunov, Solution of a problem of Erdo˝s and Re´nyi on Hamilton cycles in non-oriented
graphs, Soviet Math. Dokl., vol. 17, 1976, pp. 760–764.
[17] Michael Krivelevich, Choongbum Lee, and Benny Sudakov, Robust Hamiltonicity of Dirac graphs,
Trans. Amer. Math. Soc. 366 (2014), no. 6, 3095–3130.
[18] , Long paths and cycles in random subgraphs of graphs with large minimum degree, Random
Structures & Algorithms 46 (2015), no. 2, 320–345.
[19] Daniela Ku¨hn, Allan Lo, Deryk Osthus, and Katherine Staden, The robust component structure
of dense regular graphs and applications, Proceedings of the London Mathematical Society 110
(2014), no. 1, 19–56.
[20] Zur Luria and Michael Simkin, On the threshold problem for Latin boxes, Random Structures &
Algorithms (2019), 1–24, https://doi.org/10.1002/rsa.20855 .
[21] Lajos Po´sa, Hamiltonian circuits in random graphs, Discrete Math. 14 (1976), no. 4, 359–364.
[22] Oliver Riordan, Long cycles in random subgraphs of graphs with large minimum degree, Random
Structures & Algorithms 45 (2014), no. 4, 764–767.
[23] Benny Sudakov, Robustness of graph properties, Surveys in Combinatorics 2017 440 (2017), 372.
Hebrew University of Jerusalem, Jerusalem 91904, Israel
E-mail address: roman.l.glebov@gmail.com
Software Department, Jerusalem College of Engineering
E-mail address: zluria@gmail.com
Institute of Mathematics and Federmann Center for the Study of Rationality, The
Hebrew University of Jerusalem, Jerusalem 91904, Israel
E-mail address: menahem.simkin@mail.huji.ac.il
