The modified Cholesky decomposition is commonly used for inverse covariance matrix estimation given a specified order of random variables. However, the order of variables is often not available or cannot be pre-determined. Hence, we propose a novel estimator to address the variable order issue in the modified Cholesky decomposition to estimate the sparse inverse covariance matrix. The key idea is to effectively combine a set of estimates obtained from multiple permutations of variable orders, and to efficiently encourage the sparse structure for the resultant estimate by the use of thresholding technique on the combined Cholesky factor matrix. The consistent property of the proposed estimate is established under some weak regularity conditions. Simulation studies show the superior performance of the proposed method in comparison with several existing approaches. We also apply the proposed method into the linear discriminant analysis for analyzing real-data examples for classification.
compute the classification rule. In financial applications, portfolio optimization often involves the inverse covariance matrix in minimizing the portfolio risk. A sparse estimate of inverse covariance matrix not only provides a parsimonious model structure, but also gives meaningful interpretation on the conditional independence among the variables under the Gaussian assumptions.
Suppose that X = (X 1 , . . . , X p ) is a p-dimensional vector of random variables with an unknown covariance matrix Σ. Without loss of generality, we assume that the expectation of X is zero. Let x 1 , . . . , x n be the n independently and identically distributed observations following a multivariate normal distribution N (0, Σ) with mean equal to the zero vector and covariance matrix Σ. The goal of this work is to estimate the inverse covariance matrix Ω = (ω ij ) p×p = Σ −1 . Particular interest is to identify zero entries of ω ij , since ω ij = 0 implies the conditional independence between X i and X j given all the other random variables.
Although one can estimate the covariance matrix and then obtain its inverse, the inverse is often computationally intensive, especially in the high-dimensional cases. Moreover, the inverse of a sparse covariance matrix often would not result in sparse structure for the inverse covariance matrix. Therefore, it is desirable to obtain a sparse inverse covariance matrix estimate directly.
The estimation of sparse inverse covariance matrix has attracted great attention in the literature. Meinshausen and Bühlmann (2006) introduced a neighborhood-based approach:
it first estimates each column of the inverse covariance matrix by the scaled Lasso or Dantzig selector, and then adjusts the matrix estimator to be symmetric. Yuan and Lin (2007) proposed a Graphical Lasso (Glasso) method, which gives a sparse and shrinkage estimator
of Ω by penalizing the negative log-likelihood aŝ Ω = arg min Ω − log |Ω| + tr[ΩS] + ρ||Ω|| 1 , where S = 1 n n i=1 x i x i is the sample covariance matrix, ρ ≥ 0 is a tuning parameter, and || · || 1 denotes L 1 norm. As the L 1 penalty is imposed on the off-diagonal entries of the inverse covariance matrix when minimizing the negative log-likelihood, it encourages some of the off-diagonal entries of the estimated Ω to be exact zeroes. Different variations of the Glasso formulation have also been later studied by Friedman, Hastie, and Tibshirani (2008) , Rocha, Zhao, and Yu (2008) , Rothman et al. (2008) , Yuan (2008) , Yuan (2009), and Yuan (2010) . Some theoretical properties of Glasso method are developed by Yuan and Lin (2007) , Raskutti et al. (2008) , Rothman et al. (2008) and Lam and Fan (2009) . In particular, the results from Raskutti et al. (2008) and Rothman et al. (2008) suggest that, although better than the sample covariance matrix, the Glasso estimate may not perform well when p is larger than the sample size n.
In addition, developed a factor model to estimate both covariance matrix and its inverse. They also studied the estimation in the asymptotic framework that both the dimension p and the sample size n go to infinity. Xue and Zou (2012) introduced a rank-based approach for estimating high-dimensional nonparametric graphical models under a strong sparsity assumption that the true inverse covariance matrix has only a few nonzero entries. There are also a few work focusing on the inference for the inverse covariance matrix estimation. Drton and Perlman (2008) proposed a new method for model selection in Gaussian graphical models based on simultaneous hypotheses testings of the conditional independence between variables. Sun and Zhang (2012) derived a residual-based estimator to construct confidence intervals for entries of the estimated inverse covariance matrix. Some recent Bayesian literature can also be found in the work of Cheng and Lenkoski (2012), Wang (2012) , Bhadra and Mallick (2013) , Scutari (2013) and Mohammadi and Wit (2015) , among many others.
Another type of method is to consider the matrix decompostion for estimating sparse inverse covariance matrix. Pourahmadi (1999 Pourahmadi ( , 2001 ) developed the modified Cholesky decomposition (MCD) approach to estimate Ω. This method reduces the challenge of estimating an inverse covariance matrix into solving a sequence of regression problems, and provides an unconstrained and statistically interpretable parametrization of an inverse covariance matrix. Although the MCD approach is statistically meaningful, the resultant estimate depends on the order of the random variables X 1 , . . . , X p . In many applications, the variables often do not have a natural order, that is, the variable order is not available or cannot be pre-determined before the analysis. In this work, we propose an improved MCD approach to tackle the variable order issue in estimating sparse inverse covariance matrix. The key idea is to consider an ensemble estimate under multiple permutations of the variable orders.
Specifically, we take average on the multiple estimates of the Cholesky factor matrix, and consequently construct the final estimate of the inverse covariance matrix. Note that the averaged Cholesky factor matrix may not have sparse structure, we adopt the hard thresholding technique on the averaged Cholesky factor matrix to obtain the sparsity, thus leading to the sparse structure in the estimated inverse covariance matrix. The proposed estimator has small variability and is to achieve order-invariant property to some extent due to the ensemble effort. We also establish the consistency property of the proposed estimator regarding Frobenius norm under some appropriate conditions. It shed some insights on how the number of permutations of variable orders plays a role on the consistency property of the proposed estimator for the inverse covariance matrix.
The remainder of the paper is divided into six sections . In Section 2, we briefly review the MCD approach to estimate the inverse covariance matrix. In Section 3, we address the order issue of the MCD approach and propose an ensemble sparse estimate of Ω. The consistent property is established in Section 4. Simulation studies and illustrative examples of real data are presented in Section 5 and 6, respectively. We conclude our work with some discussion in Section 7. The technical proof is given in Appendix.
Modified Cholesky Decomposition of Ω
The key idea of the modified Cholesky decomposition approach is that the inverse covariance matrix Ω can be decomposed using a unique lower triangular matrix T and a unique diagonal matrix D with positive diagonal entries such that (Pourahmadi, 1999 )
The entries of T and the diagonal of D are unconstrained and interpretable as regression coefficients and corresponding variances when one variable X j is regressed on its predecessors X 1 , . . . , X j−1 . Clearly, here an order for variables X 1 , . . . , X p is pre-specified. Specifically, consider X 1 = 1 , and for j = 2, . . . , p, define
where Z j = (X 1 , . . . , X j−1 ) , and a j = (a j1 , . . . , a j,j−1 ) is the corresponding vector of regression coefficients. The error j is assumed to be independent with zero mean and variance d
. Then the p regression models in (2.1) can be expressed in the matrix form X = AX + , where A is a lower triangular matrix with a jk in the (j, k)th position, and 0 as its diagonal entries. Thus one can easily write T X = with T = I − A to derive the expression of Ω = T D −1 T . The MCD approach therefore reduces the challenge of modeling a covariance matrix into the task of modeling (p − 1) regression problems.
Note that in the MCD approach, it requires the regression of one variable on its predecessors. It means that the order of X 1 , . . . , X p needs to be pre-determined for the estimation of T and D matrices. Obviously, different orders of variables would lead to different estimates of T and D, and consequently different estimates of Ω. For example, to see this clearly, we generate 20 observations from a 4-dimensional normal distribution N (0, Ω −1 ), where Ω is a sparse matrix with 1 as its diagonal and Ω 13 = Ω 31 = 0.5. We consider two different variable orders π 1 = (1, 2, 3, 4) and π 2 = (1, 4, 3, 2), and obtain the corresponding estimateŝ Ω 1 andΩ 2 based on the MCD (2.1) as follows, with the regression coefficients a j estimated according to (3.2) Define a permutation mapping π : {1, . . . , p} → {1, . . . , p}, which gives
Define the corresponding permutation matrix P π of which the entries in the jth column are all 0 except taking 1 at position π(j). Therefore, the transformed data matrix is
where
π is the jth column of X π , j = 1, 2, . . . , p. The Lasso technique (Tibshirani, 1996) is employed for the shrinkage purpose and for the situation where p is close to n or even larger than n. The idea of Lasso-type estimator for the Cholesky factor has been used by Huang et al. (2006) , Rothaman et al. (2010) and Chang and Tsay (2010) . Under a given permutation π, obtain
π represents the first (j-1) columns of X π , and λ π(j) ≥ 0 is a tuning parameter. Here V ar(·) denotes the sample variance. The tuning parameter is chosen by the cross validation.
Then we can model the lower triangular matrixT π with ones on its diagonal andâ π(j) as its π(j)th row. Meanwhile, the diagonal matrixD π has its π(j)th diagonal element equal tô
πT π will be a sparse inverse covariance matrix estimate under π. Transforming back to the original order, we can estimate Ω aŝ
(3.4)
Note thatT = P πT π P π may no longer be a lower triangular matrix, but it still contains the sparse structure. Suppose we generate M permutation mappings π k , k = 1, . . . , M .
Accordingly, we obtain the corresponding estimatesΩ,T , andD in (3.4), denoted asΩ k ,
Based on the multiple estimatesT k 's andD k 's, we consider the ensemble estimate of Ω as followsΩ
The estimate in (3.5) is able to achieve good estimation accuracy since it reduces the variability in the estimates ofT andD. It is worth pointing out that we do not consider the averaged estimateΩ based on the ensemble ofΩ k
The reason is that the estimation error ofΩ k is already aggregated by the estimation error ofT k andD k . As shown in the simulations in Section 5, the estimateΩ does not give good performance on the estimation.
Although the method (3.5) is able to produce an accurate estimateΩ with small variability, it fails to capture any sparse structure of the true inverse covariance matrix, sinceT in (3.5) does not contain the sparsity. To illustrate this point, we generate 50 observations from
where Ω is a 15 × 15 banded structure with main diagonal 1, the first sub-diagonal 0.5 and the second sub-diagonal 0.3. The first three panels of Figure   1 display the heat maps for the true inverse covariance matrix Ω, the estimatesΩ in (3.5) andΩ in (3.6). Clearly, there are many non-zeroes in the off-diagonal positions of estimates Therefore, to encourage the sparse structure in the estimate of T , we impose a hard thresholding on each entry of the ensemble estimateT in (3.5). The hard thresholding will result in the sparsity ofT , hence leading to a sparse estimate of Ω with only a little cost of losing accuracy to some acceptable extent. The resultant estimate of Ω not only enjoys the sparse structure, but also requires no information of the order of variables in the MCD before the analysis.
The hard thresholding procedure is described as follows. letT = (t ij ) p×p be the ensemble estimate obtained from method (3.5) and a hard thresholding is denoted by δ.
then the sparse estimateΩ δ =T δD
−1T
δ . So a large hard thresholding will definitely improve the performance of capturing sparse structure, but reduce the accuracy. Now a natural question arises as how to decide an appropriate hard thresholding, and we suggest to use BIC. That is, for a given hard thresholding δ l , l = 1, . . . , H, the corresponding BIC(δ l ) (Yuan and Lin, 2007) is computed by
δ l using the hard thresholding δ l .ẽ ij (l) = 0 ifω (δ l ) ij = 0, andẽ ij (l) = 1 otherwise. The optimal hard thresholding δ opt is chosen as that produces the minimum BIC, and our proposed order-invariant sparse inverse covariance estimate is
Clearly, the method (3.5) can be viewed as a special case of the proposed estimate with hard thresholding δ = 0. The fourth panel in Figure 1 shows the heat map of the proposed estimateΩ δopt in (3.9). It has much less off-diagonal non-zeroes compared withΩ andΩ.
The algorithm of proposed order-invariant sparse estimate for inverse covariance matrix Ω based on the MCD is summarized as follows:
Step 1: Input centered data.
Step 2: Generate M permutation mappings π k as in (3.1), k = 1, 2, . . . , M .
Step 3: Under each permutation mapping π k , constructT π k from the estimates of regression coefficients in (3.2). ObtainD π k from the corresponding residual variances in (3.3).
Step 4: Transform to the original order:
Step
Step 6: ObtainT δopt from (3.7) by applying δ opt toT , where δ opt is selected by (3.8).
Step 7:Ω =T δoptD −1T δopt as in (3.9).
As seen in Algorithm 1, the proposed method attempts to balance between the accuracy and sparsity of the estimate for Ω. 
Consistency Property
In this section, the asymptotic property regarding the consistency of the proposed estimator is established. We start by introducing some notation.
0 T 0 be the true inverse covariance matrix and its MCD. Let
= 0} be the collection of nonzero elements in the lower triangular part of matrix T 0π k . Denote by s the maximum of the cardinality of Z π k for k = 1, 2, . . . , M . The singular values of matrix A are denoted by sv 1 (A) ≥ sv 2 (A) ≥ . . . ≥ sv p (A), which are the squared root of the eigenvalues of matrix AA . In order to theoretically construct the asymptotic property for the estimator
δ , we assume that there exists a constant h such that
The similar assumption is also made in Rothman et al. (2008) , Lam and Fan (2009) and Guo et al. (2011) . It guarantees the positive definiteness property of Ω 0 . Now we present the following theory. The proof is given in the Appendix.
0π T 0π be the MCD for the true inverse covariance matrix under a variable order π. Under (4.1), assume that the tuning parameters λ π(j) in (3.2)
Assume that s and p satisfy (s + p) log(p)/n = o(1), then T π andD π have the following consistent properties
Theorem 2. Assume all the conditions in Theorem 1 hold. The hard thresholding parameter
, where M is the number of permutations of variable order. Assume that s and p satisfy (s + p 2 ) log(p)/nM = o(1), then the estimatorΩ δ has the following consistent property
Theorem 1 shows the consistent properties of the estimates of the Cholesky factors.
Based on these results, Theorem 2 establishes the consistency property of the estimator Ω δ regarding Frobenius norm under some appropriate conditions. The convergence rate established in this work parallels the result in Theorem 2 of Bickel and Levina (2008) using the hard thresholding technique. It is also clear to see that, from Theorem 2, the number of permutations of variable orders M is closely coupled with the number of variables p and the number of obervations n regarding the consistency property. A larger value of M is recommended for the proposed method as the number of variables p increases. A numeric study to investigate the impact of the choice of M on the performance of the proposed method is conducted in the simulation section.
Simulation
In this section, we present a simulation study which evaluates the performance of the proposed method in comparison with several existing approaches. Two versions of the proposed method are considered, denoted by M1 and M2, respectively. The proposed method M1 represents the estimate in (3.5) with hard thresholding δ = 0. The proposed method M2 stands for the estimate in (3.9) with hard thresholding chosen by the BIC criterion as in (3.8).
Among the comparison methods, The first one is the MCD method for estimating Ω with the order chosen by BIC criterion (Dellaportas and Pourahmadi, 2012) , denoted as BIC. The key idea of such an approach is to determine the order of variables in the MCD in a forward selection fashion. That is, in each step, it selects a new variable having the smallest value of BIC when regressing this variable on the variables in the candidate set. For example, let F is minimized, where || · || F denotes the Frobenius norm, and D is the diagonal matrix in the MCD approach. The third method is an naive ensemble estimateΩ in (3.6), denoted by AVE. The last method for comparison is the Graphical Lasso (Meinshausen and Bühlmann, 2006; Yuan and Lin, 2007; Friedman, Hastie and Tibshirani, 2008) , denoted as Glasso. In all the Cholesky-based approaches, the Cholesky factor matrix T is constructed according to (3.2), with the tuning parameter chosen by the cross validation.
Denote byΩ = (ω ij ) p×p an estimate for the covariance matrix Ω = (ω ij ) p×p . To measure the accuracy of an inverse covariance matrix estimate, we consider the Kullback-Leibler loss ∆ 1 , the entropy loss ∆ 2 and the quadratic loss ∆ 3 (up to some scale) as follows,
We also use the mean absolute error and mean squared error given by
In addition, to gauge the performance of the estimates in capturing the sparse structure, the false selection loss (FSL) are used, which is the summation of false positive (FP) and false negative (FN). We say a FP occurs if a nonzero element in the true matrix is incorrectly estimated as a zero. Similarly, a FN occurs if a zero element in the true matrix is incorrectly identified as a nonzero. The FSL is computed in percentage as (FP + FN) / p 2 . For each loss function above, we report the averages of the performance measures over 50 simulations.
We consider the following six inverse covariance matrix structures.
M odel 1. Ω 1 = MA(0.5, 0.3). The main diagonal elements are 1 with first sub-diagonal elements 0.5 and second sub-diagonal elements 0.3.
M odel 2. Ω 2 is generated by randomly permuting rows and corresponding columns of (2) n = 50, p = 50 and (3) n = 50, p = 100. of FSL except M odel 3, where the M2 is the second best and inferior to the Glasso. Nevertheless, the M2 substantially outperforms the Glasso in M odel 3 regarding all the other loss measures. Additionally, although the AVE gives the best performance for the loss function ∆ 2 , the M1 is much comparable. Particularly, from the perspective of models, the M2 generally gives the superior performance to the other methods in the sparse M odel 5, and also shows advantage in M odel 6. Moreover, from the perspective of variation, the proposed methods M1 and M2 result in a much smaller variability of the estimates for all the models in terms of ∆ 1 , ∆ 3 and MSE. The AVE has comparable standard errors regarding ∆ 2 , and the Glasso gives the smallest standard errors under MAE.
Compared with the proposed methods, the MCD approach based on the BIC order selection (i.e., BIC) does not perform as well as M1 and M2, which implies that using a single variable order in the MCD approach may be not helpful to improve the estimation accuracy, while the multiple orders would lead to a more accurate estimate. Also, the inferior performance of the AVE to the proposed methods implies that the way of assembling the available estimates obtained from multiple orders is important, i.e., the method (3.5) with the ensemble estimatesT andD performs better than the method (3.6) of the ensemble estimateΩ. Table 2 and Table 3 In a brief summary, the numerical results show that the proposed methods give a superior performance over other conventional approaches. The M2 provides accurate estimate of Ω and catches the underlying sparse structure of the inverse covariance matrix. While for the method M1, we can see that it also gives reasonable estimation accuracy, especially when the true Ω is not sparse. The simulation study also suggests that a proper choice of the value for M should be larger than 30. 
Application
In this section, we apply the proposed method of estimating Ω for the linear discriminant analysis (LDA). To overcome the drawback of the classic LDA in high-dimensional data, we consider a new classification rule by using the proposed sparse inverse covariance estimate.
A gene expression data set and hand movement data are used to evaluate the performance of the proposed classification rule. 
be the estimated within-class covariance matrix based on the training data. Then LDA classification rule is: classify a test observation x to class k
, where
LDAμk + logπ k (6.1) and π k is the frequency of class k in the training data set. This method works well if the training sample size n is larger than the number of random variables p. However, when p is close to n, Bickel and Levina (2004) showed that LDA is asymptotically as bad as random guessing. Even worse, when n < p, the within-class covariance matrixΣ LDA is singular and the classical LDA breaks down. There are different approaches developed to address these problems, such as Friedman (1989) , Howland and Park (2004) , Guo et al. (2007) , , and Shao et al. (2011) .
To overcome the singular issue, we suggest a classification rule using the proposed sparse
LDA in (6.1). An accurate estimation of inverse within-class covariance matrix is expected to lead to accurate classification performance. In the following subsections, two real classification data sets are used to evaluate the performance of the proposed estimate, obtained respectively from M1 and M2, in comparison with other approaches, including BIC, BPA, AVE and Glasso. Apart from these, the generalized LDA (Howland and Park, 2004) , C5.0 (Quinlan, 1993) and diagonal linear discriminant analysis (Dudoit, Fridlyand and Speed, 2002) are also considered, denoted by GLDA, C5 and DLDA. The GLDA replaces Σ −1 LDA in (6.1) with the generalized inverse covariance matrix. C5 builds decision trees from a set of training data, using the concept of entropy. On each iteration of the algorithm, it iterates through every unused variable and calculates the entropy. It then selects the variable which has the smallest entropy value. The DLDA is a modification to LDA, where the off-diagonal elements of the pooled sample covariance matrix are set to be zeroes.
Lymphoma Data
The data set includes two classes. It contains expression values for 2647 genetic probes and 77 samples, 58 of which are obtained from patients suffering from diffuse large B-cell lymphoma, while the remaining 19 samples are derived from follicular lymphoma type. Data are available online at http://ico2s.org/datasets/microarray.html. We randomly split the samples into two groups: training set of 35 samples and testing set of 42 samples. Then the variable screening procedure is performed through two sample t-test. Specifically, for each variable, t-test is conducted against the two classes of the training data such that variables with large values of test statistics are ranked as significant variables, and the top 50 significant variables are selected for data classification. The results of misclassification error for each approach are summarized in Table 4 . Overall, the proposed methods are better than other approaches. The M2 is the best with the minimum misclassification error. The M1 and M2 perform better than the BIC and AVE. Additionally, the AVE gives superior performance to the BIC in terms of smaller misclassification error as expected. The BIC and GLDA do not give the accurate classification. Furthermore, we randomly partition 35 observations of the samples as a new training data set and the remaining 42 observations as a new testing data set. Figure 4 shows the boxplot of the misclassification errors for each method by repeating the above procedure over 50 times based on the top 50 significant gene expressions. It is clear that the M1, M2 and DLDA are the best, followed by C5, Glasso and AVE, which further confirms that an efficient way of organizing the available estimates will lead to a small misclassification error. In this example, both the M2 and DLDA perform quite well due to the conditional independence existing in large numbers among the gene expressions. M2 appears to be better because of its smaller misclassification error and narrower width. In addition, the AVE performs better than BIC due to the superiority of the multiple orders over one order. The BIC, BPA and GLDA are not as good as other approaches.
Although DLDA shows comparable performance as M2 in the lymphoma example, we will demonstrate its drawbacks in the following. The reason DLDA works well, we believe, is that the contribution of every single variable of top 50 is relatively much more significant than the contribution of their interactions. As a result, the underlying inverse covariance matrix might be a diagonal matrix. To confirm our opinion, we assess the performance of each method using lymphoma data set based on a new group of 50 variables, which are randomly selected from all the 2647 gene expressions. Obviously, a single variable from these randomly selected 50 variables would not play a role as great as the top 50 significant variables. Therefore, their interactions are supposed to make some contributions, hence resulting in a sparse but not a diagonal inverse covariance matrix. In practice, we use the same partitioned training and testing data sets used for Figure 4 , and randomly select 50 gene expressions as variables. Figure 5 displays the misclassification errors of each method from the above procedure. It is clear that the M2 performs much better than DLDA. The M1 still gives a good performance due to its accurate estimate. 
Hand Movement Data
To evaluate the performance of the proposed methods in multiple classification problems, the second data set contains 15 classes of 24 observations each with each class referring to a hand movement type. The hand movement is represented as a two dimensional curve performed by the hand in a period of time, where each curve is mapped in a representation with 90 variables. The data are available online at https://archive.ics.uci.edu/ml/datasets/Libra+Movement.
The data set is randomly split into the training set of 160 observations and testing set of 200 observations. Table 5 reports the misclassification errors for each approach. The proposed M1 dominates all the other methods attributed to the accurate inverse covariance matrix estimate. M2, especially DLDA, performs not well possibly due to the non-sparse structure of the underlying inverse covariance matrix. BPA and Glasso are comparable with BIC and AVE. GLDA does not provide a accurate classification.
Moreover, we randomly partition 160 observations as a new training data set and the 
Discussion
In this paper, we have improved the Cholesky-based approach for sparse inverse covariance matrix estimation by introducing an order-invariant ensemble method. Based on the and there exist c 1 and c 2 such that 0 < c 1 < sv p (Ω) ≤ sv 1 (Ω) < c 2 < ∞, then there exist constants g 1 and g 2 such that g 1 < sv p (T ) ≤ sv 1 (T ) < g 2 g 1 < sv p (D) ≤ sv 1 (D) < g 2 .
Also we have The proof can be found in Jiang (2012) , thus is omitted here.
Proof of Theorem 1
The proof is the same as that of Theorem 3.1 in Jiang (2012) 
where the third equality results from the fact that the Frobenius norm of a matrix is invariant on the permutation matrix, and the fourth equality is provided by Theorem 1. This leads to the consistent property ofT = 1 M M k=1T k in (3.5) as follows,
Similarly, we can establish
From the property of Frobenius norm and consistency ofT , we have
3) Therefore, from (7.1), together with the consistent properties ofD andT δ in (7.2) and (7.3), it is easy to obtain
