Abstract-In a watch-over system, the machine has to detect intention of human user according to circumstance, and such detection has to be able to be achieved naturally without special interface gadget like a hand controller. Hence, in this paper, we propose a hand detection and fingertip tracking method for use in an intelligent room. We are constructing an intelligent room in which any user can control home appliances with intuitive gestures. The presented intelligent room is a room in which home appliances and an interaction monitoring robot for elderly people are operated using intuitive gestures, without any additional equipment and any restriction for positions. The proposed method detects the hand region from a range data, which is robust for environmental changing in complex background. Using weak classifiers, the shape of extracted hand and direction of the fingertip is estimated without needing to know the location of the face. These processes are computationally fast enough to track an object in real time. In addition, characters written on a virtual 2D plane by the user's finger movement were estimated using incremental simple PCA for operator recognition.
I. INTRODUCTION
The number of senior citizens who live alone in Japan has increased dramatically. By 2050 Japan will have an ultraaging society where one in three people will be 65 years or older. In such an ultra-aging society, the problem of livelihood support for the elderly will increase. To support these elderly and a physical handicapped people, computerization of our living environment is making significant advances, and home appliances are becoming more intelligent and functionrich, but the increase in their functions makes their operation complicated. For appliances that are frequently used in everyday life, intuitive operation is a desirable attribute for users. In a system that observes and reacts to the user s needs, the machine has to detect the intention of the user according to the circumstances, and such detection should be achieved naturally without any special interface equipment like a hand controller.
In recent studies there have been attempts to make a room or space an intelligent environment, typically called an "intelligent room" or "smart room" [1] , [2] . This approach is effective for realizing natural human-machine interface. Conventionally, many studies on gesture recognition using images have been proposed [2] , [3] , [4] , [5] , [6] . Intelligent rooms that take advantage of gestures have been studied previously [7] , [8] , [9] . Irie in which a person can operate home appliances, without any additional equipment or restrictions on location, using gesture recognition techniques starting with the detection of hand waving [2] , [10] . Improvements in the key functions for the operation of devices in an intelligent room are proposed. However, a conventional system requires the use of several pan-tilt-zoom cameras to capture a person in this environment. An additional approach is a conventional system that detects and interprets the direction of a fingertip placed on a person's face. This is not robust under changing light conditions because the face position is detected using color information.
In this study, we propose a hand detection and fingertip tracking method for use in an intelligent room. We are going to construct an intelligent room in which any user can control home appliances with intuitive gestures. Our intelligent room enables elderly people, using these intuitive gestures, to operate home appliances and an interaction monitoring robot without any additional equipment or any restrictions on position. The method detects the location of a hand from range data, which is robust against environmental changes in a complex background. Using weak classifiers, the shape of extracted hand and direction of the fingertip is estimated without needing to know the location of the face. These processes are computationally fast enough to track an object in real time. In addition, characters written on a virtual 2D plane by the user's finger movement were estimated using incremental simple principle component analysis (PCA) for operator recognition. Fig. 1 shows the procedure for the proposed method. In this section, each process of the proposed method is described.
II. PROPOSED METHOD
In this study, subjects under various light sources are captured using a Microsoft KINECT sensor [11] . We are able to obtain a range image (320 × 240 pix., 13 bit) and a color image (640 × 480 pix., 24 bit RGB color). When capturing a subject using this sensor the distance between the hand of the test subject and the camera is restricted to about 800 ∼ 4000 mm. Examples of images obtained from the KINECT sensor are shown in Fig. 2 . In the range image, blackish pixels imply proximity to the sensor. However, black pixels do not have distance information. The range resolution is about 10 mm when the distance between the stereo camera and the target object is about 2000 mm. 
A. Extraction of hand region
The range data, taken by KINECT sensor in an actual environment, contains not only the hand region but also a face, a body and a complex background. Thus, as a preprocessing operation, it is necessary to extract only the hand region from the captured range image. In this study, the hand region is extracted from the captured range image based on background and frame subtraction methods. First, the average background model is created from some background images by:
where n is the number of background images, x max and y max are the size of the range image. BD(x, y,t) means the range data of the pixel (x, y) in the range image t for the background data. We then calculate the threshold T (x, y) of each pixel for background subtraction. Background subtraction is carried out by:
where D(x, y,t) means the range data of the pixel (x, y) in the acquired range image. Finally, a moving object is detected based on frame subtraction.
where T F is the threshold of the frame subtraction. By seeking the nearest pixel of the moving object from F(x, y,t), we obtain the target hand region. If the nearest pixel of the moving object, which is closest to a sensor, is (i, j),
and
where m (i, j) pix. means the range of clipping, which is defined by:
where γ mm means the range of clipping. The coefficient of resolution for the xy plane is given as 0.0033. Therefore, 0.0033 × D(i, j,t) means the distance which is expressed by 1 pixel in D(i, j,t) As a result, we identify the clipped hand region as shown in Fig. 3 .
B. Tracking of Fingertips
In this section, the extracted hand shape is recognized. If the extracted hand shape is recognized as a hand with a fingertip (not a closed fist), the position of fingertip can be estimated. To recognize a hand shape, we define weak classifiers based on four criteria. First, it is the ratio between the area of the extracted hand region and the area of a convex hull in the xy plane. Fig. 4 shows the extracted hand shapes. Fig.  4(a) shows the hand shape with range data BS dis , Fig. 4(b) shows an outline of the hand shape BS bin . A useful way of comprehending the shape of an object or contour is to compute a convex hull for the object and then compute its convexity defects [12] . The shapes of many complex objects are well characterized by such defects. Examples of a convex hull are shown in Fig. 5 . In these figures, the convex hull is the pictured green line around the hand. The ratio of area between the extracted hand shape and calculated convex hull is useful for recognizing an extracted hand shape, such as a closed fist or a hand with a fingertip. If the ratio is 0.8 or more, this classifier outputs a shape of the extracted hand as a closed fist.
Second, the extracted hand shape is projected onto the xz and yz planes based on the range data of the hand region BS dis . Fig. 6 shows the projected hand images of Fig. 4 . In this study, hand shape features can be extracted from these outlines of the projected hand shape because the extracted hand shape has range information. In the xz and yz planes, if this ratio is 0.7 or more, these classifiers output the shape of the extracted hand as a closed fist.
Finally, a difference in distance between the pixel (i, j) of moving object which is closest to the sensor and around (i, j) is defined as a hand shape feature. The average of the distance D ave (i, j) around the pixel (i, j), which is closest to the sensor, is calculated. The difference in the distance between D ave (i, j) and D(i, j,t) is defined as a hand shape feature. If this difference is 20 mm or less, this classifier outputs the shape of the extracted hand as a closed fist.
Using these hand shape features, an acquired hand shape is recognized. When all classifiers output a "closed fist", the proposed system identifies the acquired hand shape as a closed fist.
If the extracted hand shape is recognized as a hand with a fingertip, the position of the fingertip is then estimated. When a hand shape is recognized based on the area ratio in the xy plane, the contour pixel furthest from the center of gravity of the extracted hand is estimated as the position of the fingertip. In other cases, the nearest pixel (i, j) of the moving object is output as the position of the fingertip. Fig.  7 shows a fingertip estimated from Fig. 3 . 
C. Estimation of the direction of the finger
In this section, estimation of the direction of the fingertip is described. Conventional systems detect the direction of the fingertip on the basis of positions of the extracted fingertip and the person's face. However, it is difficult to detect the face region correctly from range data. In addition, this approach is not robust against bending of the wrist and elbow because the direction of the fingertip is estimated using its position relative to the hand and face.
In this study, we propose a robust estimation method for the direction of the fingertip. The direction of the fingertip is estimated based on the position of the estimated fingertip and the rest of the hand region. Therefore, the direction of the fingertip is estimated without knowing the position of the face region.
The position of the estimated fingertips in the xy plane is (i, j), and the coordinates of the estimated fingertips in the camera coordinate system is (X f ,Y f , Z f ). The center of gravity of the extracted hand region is defined by: Fig. 7 . Extracted fingertips
where the parameter n means the number of pixels of the extracted hand. x n and y n mean the coordinates of each pixel in the extracted hand region. The direction of a fingertip on the basis of (X h ,Y h , Z h ) is calculated by:
D. Correction of the locus of the fingertips
In the proposed intelligent room, any user can control home appliances with intuitive gestures. However, there may not necessarily be a sensor in front of a user. This situation is the same as writing a surface-free aerial handwritten character. Therefore, to preprocess gesture recognition, it is necessary to estimate a written surface for correcting the locus of the fingertips.
First, a series of loci of fingertips are measured. Second, the plane for which the dispersion of the fingertip movement is a maximum, is calculated. In this study, such a plane is defined as a written-surface. The incremental simple PCA (ISPCA) [14] is employed to calculate the plane for which the dispersion of the fingertip movement is a maximum. The simple PCA is a technique proposed by Partridge and Calvo [13] to speed up PCA. The technique is an approximation algorithm from which the principal components can be sequentially found from the first component. ISPCA sequentially finds eigenvectors that maximize the variance over all samples. This algorithm adds an incremental learning function to the simple PCA that is an approximation algorithm of principal component analysis where an eigenvector can be calculated by simple repeated calculation. Using this algorithm, it allows a faster update of an eigenvector using the incremental data.
The plane consisting of the 1st and 2nd principal components is obtained from the results of ISPCA. A series of loci of the fingertip is then projected onto the obtained plane. In the future work, the corrected locus of the fingertip needs to be recognized by a hidden Markov model or dynamic programming matching in accordance with the characteristic of the constructed intelligent room.
III. EXPERIMENTS
To show the effectiveness of the proposed method, we performed evaluation experiments.
A. Experimental conditions
In this study, subjects under various light sources were captured by a Microsoft KINECT sensor. The distance between the hand of the test subject and the camera was restricted to about 800 ∼ 2000 mm. The range resolution was about 10 mm when the distance between the stereo camera and the target object was about 2000 mm.
First, to evaluate the accuracy of recognition of the extracted hand shape, we prepared 1000 images of each hand shape (total 2000 images) as a data set. The angles of the wrist, elbow and shoulder were not restricted. Second, to evaluate the estimated direction of the fingertip, we acquired range data when a subject's hand with the fingertip moved horizontally. The range was from −60 to +60 degree in front of the camera. The subject repeatedly moved a hand with the fingertip in the range from −60 to +60.
B. Results and discussion
The results of the accuracies of recognition of the hand shape are shown in Table 1 . The average recognition accuracy was 88.5%. This result was not adequate to operate an intelligent room because the range data captured from the KINECT sensor included significant noise contamination.
To evaluate the execution time, we implemented our proposed method using the Intel OpenCV library 2.3 on a PC with Microsoft Windows 7. The hardware platform for the experiment was a PC equipped with an Intel Core i7 870 2.93 GHz CPU with 8 GB RAM. The average execution time from the extraction of the hand region to fingertip estimation, without the processing of range data capture by the KINECT sensor, was 105 ms.
From these results, tracking of the fingertip improves based on the time series data. The recognition result for a t frame image obtained by the proposed method is defined by:
Each R t is corrected using the time series data:
where k is the range parameter, set to k = 2. The average execution time of the proposed system was 105 ms (about 10 fps). It is reasonable to assume that a hand does not change accidentally over a 500 ms period. The recognition accuracy results of a hand shape are shown in Table 2 . Finally, the estimated result for the direction of the fingertip is shown in Fig. 8 . The estimated angle of the fingertip is in the range from −60 to +60. From this figure, the estimated accuracy was high although the results had some errors. Therefore, the effectiveness of the proposed method was confirmed. 
IV. CONCLUSIONS
In this paper, we proposed a hand detection and fingertip tracking method for constructing an intelligent room. The final goal of our study is to construct an intelligent room in which any user can control home appliances with intuitive gestures. The proposed method detected the hand region from range data, which was robust for a changing environment with a complex background. Using weak classifiers, the extracted hand shape is correctly recognized. Then, the direction of the fingertip was estimated without knowledge of the position of the face. These processes were computationally fast enough to track an object in real time. In addition, a virtual 2D plane was constructed on which characters written by the user's finger movement were interpreted for operational action using the incremental simple PCA.
