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Abstract
It is the Hilbert’s Fourth Problem to characterize the (not-necessarily-
reversible) distance functions on a bounded convex domain in Rn such
that straight lines are shortest paths. Distance functions induced by a
Finsler metric are regarded as smooth ones. Finsler metrics with straight
geodesics said to be projective. It is known that the flag curvature of
any projective Finsler metric is a scalar function of tangent vectors (the
flag curvature must be a constant if it is Riemannian). In this paper,
we study the Hilbert Fourth Problem in the smooth case. We give a
formula for x-analytic projective Finsler metrics with constant curvature
using a power series with coefficients expressed in terms of F (0, y) and
Fxk (0, y)y
k. We also give a formula for general projective Finsler met-
rics with constant curvature using some algebraic equations depending on
F (0, y) and F
xk(0, y)y
k. By these formulas, we obtain several interest-
ing projective Finsler metrics of constant curvature which can be used as
models in certain problems.
1 Introduction
The well-known Hilbert’s Fourth Problem is to characterize the (not-necessarily-
reversible) distance functions on an open subset in Rn such that straight lines are
shortest paths [Hi]. It turns out that there are lots of solutions to the problem.
W. Blaschke first discusses two-dimensional solutions to the problem [Bl]. Later
on, R.V. Ambartzumian [Am] and R. Alexander [Al] independently give all
two-dimensional solutions to the problem in a very elegant way. In the book
by A.V. Pogorelov [Po], he discusses smooth solutions to the problem in three-
dimensional case. Z.I. Szabo [Sz] investigates several problems left by Pogorelov
and constructs continuous solutions to the problem in high dimensions. See also
[Bu][AlGeSm] on related issue.
Distance functions induced by a Finsler metrics are regarded as smooth ones.
The Hilbert Fourth Problem in the smooth case is to characterize Finsler met-
rics on an open subset in Rn whose geodesics are straight lines. Such Finsler
metrics are called projective Finsler metrics. G. Hamel first characterizes pro-
jective Finsler metrics by a system of PDE’s [Ha]. Later on, A. Rapcsa´k extends
Hamel’s result to projectively equivalent Finsler metrics [Rap]. It is well-known
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that every projective Finsler metric is of scalar curvature, namely, the flag cur-
vature K is a scalar function of tangent vectors. It is then natural to determine
the structure of those with constant (flag) curvature. In the early 20th cen-
tury, P. Funk classified all projective Finsler metrics with constant curvature
on convex domains in R2 [Fk1][Fk2]. Later on, he tried to show the uniqueness
of projectively Finsler metrics with K = 1 on S
2
. With additional conditions,
he showed that the standard Riemannian metric is the only such metric [Fk3].
The final solution is given by R. Bryant who shows that there is exactly a 2-
parameter family of projectively flat Finsler metrics on S
2
with K = 1 and that
the only reversible one is the standard Riemannian metric [Br1][Br2].
In this paper, we first determine the local structure of x-analytic projective
Finsler metrics F (x, y) of constant curvature using a power series in x.
Theorem 1.1 Let F (x, y) be a projective metric of constant curvature K = λ
on an open neighborhood U of the origin in Rn. Assume that F (x, y) is x-
analytic at x = 0. Then F (x, y) is given by
F (x, y) =
∞∑
m=0
1
m!
dm
dtm
[
Ψm(y + tx)
]
|t=0, (1)
where Ψm(y) is a function on R
n defined by
Ψm :=


1
2(m+1)
{(
ϕ+ ψ
)m+1
−
(
ϕ− ψ
)m+1}
if λ = −1
ψϕm if λ = 0
1
2(m+1)i
{(
ϕ+ iψ
)m+1
−
(
ϕ− iψ
)m+1}
if λ = 1
where ψ(y) and ϕ(y) are given by ψ(y) = F (0, y) and ϕ(y) = 12F (0, y)
−1Fxk(0, y)y
k.
Note that a Finsler metric F (x, y) expressed in (1) is reversible if and only if
ψ(y) is reversible (ψ(−y) = ψ(y)) and ϕ(y) is anti-reversible (ϕ(−y) = −ϕ(y)).
Thus there are lots of reversible projective non-Riemannian Finsler metrics of
constant curvature. Theorem 1.1 gives us a general formula for x-analytic pro-
jective Finsler metrics of constant curvature. Such Finsler metrics are uniquely
determined by ψ(y) = F (0, y) and ϕ(y) = 12F (0, y)
−1Fxk(0, y)y
k. Conversely,
given an arbitrary Minkowski norm, ψ(y), and an arbitrary positively homo-
geneous function of degree one, ϕ(y), on Rn, if the function F (x, y) defined in
(1) is convergent, then it is a projective Finsler metric of constant curvature
K = λ. However, it is difficult to determine the domain of convergence around
the origin for a given pair, {ψ(y), ϕ(y)}, on Rn.
We also study the smooth case. For any given pair {ψ(y), ϕ(y)}, we construct
a projective Finsler metric F (x, y) withK = −1, 0 or 1, satisfying F (0, y) = ψ(y)
and 12F (0, y)
−1Fxk(0, y)y
k = ϕ(y). See Theorems 5.1, 6.1 and 7.1 below. In
this sense, we have completely determined the local structure of any projective
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Finsler metrics with constant curvature. Our method is different from Funk’s
and Bryant’s methods.
Below are some interesting examples from our constructions. Given a Minkowski
norm φ(y) on Rn. The well-known Funk metric Θ(x, y) of φ(y) is defined by
φ
(
y +Θ(x, y)x
)
= Θ(x, y), y ∈ TxU , (2)
where U := {y ∈ Rn | φ(y) < 1}. Θ(x, y) is projective with constant curvature
K = −1/4. Moreover, if the Funk metric Θ(x, y) is x-analytic at x = 0, then it
can be expressed by
Θ(x, y) =
∞∑
m=0
1
(m+ 1)!
dm
dtm
[
φ(y + tx)m+1
]
t=0
. (3)
See Example 4.1 below.
The Funk metric Θ(x, y) turns out to be a very useful function. Several
important projective Finsler metrics of constant curvature are constructed using
Θ(x, y). For example, the Hilbert-Klein metric on U is defined by
F (x, y) :=
1
2
{
Θ(x, y) + Θ(x,−y)
}
, y ∈ TxU . (4)
The Hilbert-Klein metric is a reversible projective Finsler metric with constant
curvature K = −1. Funk first verified this curvature property for the Hilbert-
Klein metric [Fk1].
We will show that the following Finsler metrics are projective with constant
curvature K = −1 in its domain,
F (x, y) :=
1
2
{
Θ(x, y)− δΘ(δx, y)
}
, y ∈ TxU , (5)
where δ is an arbitrary constant. When −U = U , Θ(−x, y) = Θ(x,−y). Thus
the Finsler metric F in (5) is just the Hilbert-Klein metric in (4). See Corollary
5.2 below.
We will show that the following Finsler metrics are projective with constant
curvature K = −1 in its domain,
F (x, y) :=
1
2
{
Θ(x, y) +
〈a, y〉
1 + 〈a, x〉
}
, y ∈ TxU , (6)
where a ∈ Rn is an arbitrary vector. See Corollary 5.3 below.
We will show that the following Finsler metric is projective with constant
curvature K = 0 in its domain,
F (x, y) :=
{
1 + 〈a, x〉 + 〈a, y〉
Θ(x, y)
}{
Θ(x, y) + Θxi(x, y)x
i
}
, y ∈ TxU , (7)
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where a ∈ Rn is an arbitrary vector. This generalizes a result in [Sh4]. See
Corollary 6.2 below.
We will show that the following Finsler metrics are projective with K = 0
in its domain,
F (x, y) :=
φ
(
(1 + 〈a, x〉)y − 〈a, y〉x
)
(
1 + 〈a, x〉
)2 , y ∈ TxU , (8)
where a ∈ Rn is an arbitrary vector. In fact, this metric is locally Minkowskian.
See Corollary 6.3.
Assume that the Funk metric Θ(x, y) is x-analytic so that Θ(x, y) can be
extended to an analytic function Θ(z, y) in z ∈ U ⊗C ⊂ Cn. We will show that
for any angle α with |α| < π/2, the following Finsler metrics are projective with
constant curvature K = 1,
F (x, y) :=
1
2
{
e−iαΘ(ie−iαx, y) + e−iαΘ(ie−iαx, y)
}
, y ∈ TxRn. (9)
When U = Bn, F (x, y) is defined on Rn. It can be pulled back to the upper and
lower semispheres to form locally projectively flat Finsler metrics on Sn with
K = 1. This family of metrics in dimension two are just the Finsler metrics on
S2 constructed by R. Bryant [Br1][Br2].
The first family of non-projectively flat Finsler metrics of constant curvature
are constructed in [BaSh]. Later on, the author constructs infinitely many non-
projectively flat Finsler metrics with constant curvature [Sh2][Sh3]. So far, many
known non-projectively flat Finsler metrics of constant curvature are in the form
F = α + β, where α is a Riemannian metric and β is a 1-form. Such metrics
are called Randers metrics [Ran]. Recently, D. Bao and C. Robles [BaRo] have
found an equivalent condition for Randers metrics be of constant curvature.
Note: After the preliminary version of this paper was sent out, the author re-
ceived an interesting paper from B. Bryant [Br3], in which Bryant characterizes
the (generalized) Finsler metrics on Sn with K = 1 and great circles being as
geodesics (see Theorem 2 in [Br3]). As argued by Bryant, the idea of Theorem
2 in [Br3] can be used to construct projective Finsler metrics with constant cur-
vature K = 1 and a prescribed tangent indicatrix at one point (see Proposition
4 in [Br3]). He also briefly explains how to construct all of the possible local
projective Finsler metrics with K = 1. Bryant informed the author that his idea
can also be used to characterize projective Finsler metrics of constant curvature
K = 0 or −1, although he did not give any detailed discussion on this issue in
[Br3]. Bryant’s idea [Br1]-[Br3] as well as Funk’s idea [Fk1]-[Fk3] are different
from ours. The formula in (1) is not given in Bryant’s and Funk’s papers.
Acknowledgments: This work was done during author’s visit to Prof. S.S.
Chern. It was presented at the 2nd national conference on Finsler geometry in
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Nankai Institute of Mathematics on August 1, 2001. The author would like to
thank S.S. Chern for his warm hospitality and valuable discussion. Thank R.
Bryant and Z.I. Szabo for explaining their work to the author.
2 Preliminaries
Let F be a Finsler metric on an n-dimensional manifold M . For a non-zero
vector y ∈ TpM , F induces an inner product gy on TpM by
gy(u,v) := gij(x, y)u
ivj =
1
2
[F 2]yiyj (x, y)u
ivj .
Here x = (xi) denotes the coordinates of p ∈ M and (x, y) = (xi, yi) denotes
the local coordinates of y ∈ TpM . The geodesics are characterized by
d2ci
dt2
+ 2Gi
(
c˙(t)
)
= 0,
where Gi := 12g
il{[F 2]xkylyk − [F 2]xl} are called the geodesic coefficients of F .
The Riemann curvature Ry = R
i
kdx
k ⊗ ∂
∂xi
|p : TpM → TpM is defined by
Rik = 2
∂Gi
∂xk
− yj ∂
2Gi
∂xj∂yk
+ 2Gj
∂2Gi
∂yj∂yk
− ∂G
i
∂yj
∂Gj
∂yk
. (10)
The Riemann curvature has the following properties: for any non-zero vector
y ∈ TpM ,
Ry(y) = 0, gy(Ry(u),v) = gy(u,Ry(v)), u,v ∈ TpM.
For a two-dimensional plane P ⊂ TpM and a non-zero vector y ∈ TpM , the flag
curvature K(P, y) is defined by
K(P,y) :=
gy(u,Ry(u))
gy(y,y)gy(u,u)− gy(y,u)2 , (11)
where P = span{y,u}. We say that F is of scalar curvature K = λ(y) if for any
y ∈ TpM , the flag curvature K(P,y) = λ(y) is independent of P containing
y ∈ TpM , that is equivalent to the following system in a local coordinate system
(xi, yi) in TM ,
Rik = λ F
2
{
δik − F−1Fykyi
}
.
If λ is a constant, then F is said to be of constant curvature.
There are several non-Riemannian quantities in Finsler geometry. One of the
important non-Riemannian quantities is the E-curvature Ey = Eijdx
i ⊗ dxj |p :
TpM ⊗ TpM → R, defined by
Eij :=
1
2
∂2
∂yi∂yj
[∂Gm
∂ym
]
. (12)
5
The E-curvature has the following properties: for any non-zero vector y ∈ TpM ,
Ey(y,v) = 0, Ey(u,v) = Ey(v,u), u,v ∈ TpM.
For a two-dimensional plane P ⊂ TpM and a non-zero vector y ∈ TpM , the flag
E-curvature E(P, y) is defined by
E(P,y) :=
F 3(y)Ey(u,u)
gy(y, y)gy(u,u)− gy(y,u)2 , (13)
where P = span{y,u}. We say that F has constant E-curvature E = (n + 1)c
if for any pair (P,y), E(P,y) = (n + 1)c, that is equivalent to the following
system,
Eij = (n+ 1)cFyiyj .
We know that the Funk metric on a strongly convex domain satisfies that K =
−1/4 and E = (n+ 1)/4 [Sh1].
3 Projective Finsler Metrics
A distance function on a set U is a function d : U × U → R with the following
properties
(a) d(p, q) ≥ 0 and equality holds if and only if p = q;
(b) d(p, q) ≤ d(p, r) + d(r, q).
A distance function on a convex domain U ⊂ Rn is said to be projective (or
rectilinear) if straight lines are shortest paths. The Hilbert’s Fourth Problem is
to characterize projective distance functions.
A distance function d on a manifold M is said to be smooth if it is induced
by a Finsler metric F on M ,
d(p, q) := inf
c
∫ 1
0
F (c˙(t))dt,
where the infimum is taken over all curves c(t), 0 ≤ t ≤ 1, joining p = c(0) to
q = c(1). Thus smooth distance functions can be studied using calculus (see
[AIM], [BCS] and [Sh1], etc.).
Now we start to discuss smooth projective distance functions, or projective
Finsler metrics on an open domain U ⊂ Rn. First, let us use the following
notations. The local coordinates of a tangent vector y = yi ∂
∂xi
|p ∈ TxU will be
denoted by (x, y). Hence all quantities are functions of (x, y) ∈ U × Rn. It is
known that a Finsler metric F (x, y) on U is projective if and only if its geodesic
coefficients Gi are in the form
Gi(x, y) = P (x, y)yi,
where P : TU = U × Rn → R is positively homogeneous with degree one,
P (x, λy) = λP (x, y), λ > 0. We call P (x, y) the projective factor of F (x, y).
The following lemma plays an important role.
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Lemma 3.1 (Rapcsa´k [Rap]) Let F (x, y) be a Finsler metric on an open subset
U ⊂ Rn. F (x, y) is projective on U if and only if it satisfies
Fxkyly
k = Fxl . (14)
In this case, the projective factor P (x, y) is given by
P =
Fxky
k
2F
. (15)
Much earlier, G. Hamel [Ha] proved that a Finsler metric F (x, y) on U ⊂ Rn
is projective if and only if
Fxkyl = Fxlyk . (16)
Thus (15) and (14) are equivalent.
Let F (x, y) be a projective Finsler metric on U ⊂ Rn and P (x, y) its projec-
tive factor. Put
Ξ := P 2 − Pxkyk. (17)
Plugging Gi = Pyi into (10) yields
Rik = Ξ δ
i
k + τk y
i, (18)
where
τk = 3(Pxk − PPyk) + Ξyk . (19)
See [Sh1] for more discussion. It follows from (18) and (19) that the Ricci
curvature Ric := Rkk is given by
Ric = (n− 1)Ξ. (20)
By the symmetry property that gjiR
i
k = gkiR
i
j , we can show that
Rik = Ξ
{
δik − F−1Fykyi
}
. (21)
Comparing (19) and (21), we obtain
Pxk − PPyk = −
(ΞF )yk
3F
. (22)
From (20) and (21), we immediately obtain the following
Lemma 3.2 For a locally projectively flat Finsler metric F on an n-manifold
M , the flag curvature and the Ricci curvature are related by
K(P,y) =
1
n− 1
Ric(y)
F 2(y)
, y ∈ P ⊂ TpM. (23)
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It follows from Lemma 3.2 that a locally projectively flat Finsler metric has
constant Ricci curvature if and only if it has constant flag curvature.
The following is our key lemma to determine the local metric structure of
projective Finsler metrics with constant curvature.
Lemma 3.3 Let F (x, y) be a Finsler metric on an open subset U ⊂ Rn. Then
F (x, y) is projective if and only if there is a positively homogeneous function
with degree one, P (x, y), and a positively homogeneous function of degree zero,
λ(x, y), on TU = U × Rn such that
Fxk = (PF )yk (24)
Pxk = PPyk −
1
3F
(λF 3)yk . (25)
In this case, P = 12F
−1Fxky
k and F is of scalar curvature K = λ.
Proof: Assume that F is projective. By Lemma 3.1, F = F (x, y) satisfies (14)
and the geodesic coefficients are in the form Gi = Pyi, where
P :=
Fxly
l
2F
.
P = P (x, y) is a positively homogeneous function of degree one on TU = |calU×
Rn. Observe that
(PF )yk =
1
2
(Fxly
l)yk =
1
2
(Fxlyky
l + Fxk) =
1
2
(Fxk + Fxk) = Fxk .
Thus F satisfies (24). Let
λ :=
Ξ
F 2
,
where Ξ := P 2 − Pxkyk. λ = λ(x, y) is a positively homogeneous function of
degree zero on TU = U × Rn. Plugging it into (22) yields
Pxk − PPyk = −
1
3F
(λF 3)yk .
Thus P satisfies (25).
Suppose that there are a positively homogeneous function of degree one,
P (x, y), and a positively homogeneous function of degree zero, λ(x, y), on TU
such that (24) and (25) hold. First by (24), we obtain
Fxkyly
k = (PF )ykyly
k = (PF )yl = Fxl ,
and
P =
(PF )yky
k
2F
=
Fxky
k
2F
.
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By Lemma 3.1, we conclude that F is projective with the geodesic coefficients in
the form Gi = Pyi. Plugging Gi = Pyi into (10) yields a formula forRic = Rmm
Ric = (n− 1)Ξ,
where Ξ := P 2 − Pxkyk. Contracting (25) with yk yields that
Ric = (n− 1)(P 2 − Pxkyk) =
(n− 1)
3F
(λF 3)yky
k = (n− 1)λF 2.
By Lemma 3.2, F has flag curvature K = λ. Q.E.D.
4 Solving the inverse problem
In this section, we are going to determine the local metric structures of x-analytic
projective metrics F (x, y) with constant curvature by solving the first order
partial differential equations (24) and (25). Here a projective Finsler metric
F (x, y) on U is said to be x-analytic at xo = (xio) ∈ U , if there is a number
ǫ > 0 such that F (x, y) can be expressed as a power series for x = (xi) ∈ U with
|x− xo| < ǫ,
F (x, y) =
∞∑
m=0
1
m!
n∑
i1···im=1
ai1···im(y)(x
i1 − xi1o ) · · · (xim − ximo ),
where ai1···im(y) are C
∞ functions on Rn \ {0} with ai1···im(λy) = λai1···im(y),
λ > 0.
Let F be a Finsler metric defined on an open neighborhood U of the origin
in Rn. Assume that F (x, y) is projective with constant curvature K = λ on
an open neighborhood of the origin in Rn. By Lemma 3.3, there is a positively
homogeneous function of degree one, P (x, y) on TU = U × Rn such that (24)
and (25) hold,
Fxk = (PF )yk , Pxk = PPyk − λFFyk . (26)
Define ψm(x, y) by
ψm :=


1
2(m+1)ǫ
{(
P + ǫF
)m+1
−
(
P − ǫF
)m+1}
if λ = −ǫ2
FPm if λ = 0
1
2(m+1)ǫi
{(
P + iǫF
)m+1
−
(
P − iǫF
)m+1}
if λ = ǫ2
where ǫ > 0 is an arbitrary constant. We have
ψ0 = F, ψ1 = PF, ψ2 = F
(
P 2 − λ
3
F 2
)
, · · · .
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Let us first consider the case when λ = −ǫ2 > 0. Using (26), we obtain
[ 1
m+ 1
(
P + ǫF
)m+1]
xk
=
(
P + ǫF
)m(
Pxk + ǫFxk
)
=
(
P + ǫF
)m(
PPyk + ǫ
2FFyk + ǫ(PF )yk
)
=
(
P + ǫF
)m+1(
P + ǫF
)
yk
=
1
m+ 2
[(
P + ǫF
)m+2]
yk
.
Similarly,
[ 1
m+ 1
(
P − ǫF
)m+1]
xk
=
1
m+ 2
[(
P − ǫF
)m+2]
yk
.
By the above two equations, we obtain[
ψm
]
xk
=
[
ψm+1
]
yk
. (27)
Thus
Fxi1 ···xim =
[
ψ0
]
xi1 ···xim
=
[
ψ1
]
xi2 ···ximyi1
= · · · =
[
ψm
]
yi1 ···yim
. (28)
One can verify that (28) holds for other cases when λ = 0 and ǫ2.
Let
ψ(y) := F (0, y), ϕ(y) := P (0, y).
Define Ψm(y) by
Ψm :=


1
2(m+1)ǫ
{(
ϕ+ ǫψ
)m+1
−
(
ϕ− ǫψ
)m+1}
if λ = −ǫ2
ψϕm if λ = 0
1
2(m+1)ǫi
{(
ϕ+ iǫψ
)m+1
−
(
ϕ− iǫψ
)m+1}
if λ = ǫ2
(29)
We see that ψm(0, y) = Ψm(y). Setting x = 0 in (28) yields
Fxi1 ···xim (0, y) =
[
Ψm
]
yi1 ···yim
(y).
We obtain
n∑
i1···im=1
Fxi1 ···xim (0, y)x
i1 · · ·xim = d
m
dtm
[
Ψm(y + tx)
]
t=0
.
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By assumption that F (x, y) is x-analytic at x = 0, we obtain
F (x, y) =
∞∑
m=0
1
m!
dm
dtm
[
Ψm(y + tx)
]
t=0
. (30)
Define Φm(y) by
Φm :=


1
2(m+1)
{(
ϕ+ ǫψ
)m+1
+
(
ϕ− ǫψ
)m+1}
if λ = −ǫ2
1
m+1ϕ
m+1 if λ = 0
1
2(m+1)
{(
ϕ+ iǫψ
)m+1
+
(
ϕ− iǫψ
)m+1}
if λ = ǫ2
(31)
By a similar argument, we obtain
Pxi1 ···xim (0, y) =
[
Φm
]
yi1 ···yim
(y).
Since F (x, y) is x-analytic at x = 0, the projective factor P (x, y) := 12F
−1Fxky
k
is x-analytic at x = 0 too. We obtain
P (x, y) =
∞∑
m=0
1
m!
dm
dtm
[
Φm(y + tx)
]
||t=0. (32)
We have proved the following
Theorem 4.1 Let F (x, y) be a projective Finsler metric of constant curvature
K = λ on an open subset U ⊂ Rn. Suppose that F (x, y) is x-analytic at x = 0.
Then F and P := 12F
−1Fxky
k are given by (30) and (32) respectively.
Example 4.1 (Funk metric) Let φ(y) be a Minkowski norm on Rn and
U :=
{
y ∈ Rn | φ(y) < 1
}
.
Define Θ(x, y) > 0 by
Θ(x, y) = φ
(
y +Θ(x, y)x
)
, y ∈ TxU . (33)
Θ(x, y) is a Finsler metric on U satisfying the following system of equations
[Ok],
Θxk = ΘΘyk . (34)
The function Θ(x, y) is called the Funk metric of φ(y) on U . Let
F (x, y) := Θ(x, y), P (x, y) :=
1
2
Θ(x, y).
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Note that F (0, y) = φ(y) and P (0, y) = 12φ(y). We see that (34) is equivalent to
(26) with λ = −1/4. Thus F (x, y) is a projective Finsler metric with K = −1/4
and its projective factor P (x, y) = 12F (x, y).
Observe that ϕ(y) + 12ψ(y) = φ(y). Thus
Ψm(y) =
1
m+ 1
φ(y)m+1.
Assume that Θ(x, y) is x-analytic at x = 0. Then Θ(x, y) can be expressed by
Θ(x, y) =
∞∑
m=0
1
(m+ 1)!
dm
dtm
[
φ(y + tx)m+1
]
|t=0. (35)
5 K = −1
In this section, with the above discussion on analytic solutions, we are going
to construct smooth solutions F (x, y) with F (0, y) = ǫψ(y) and Fxk(0, y)y
k =
2ψ(y)ϕ(y) for any given pair {ψ(y), ϕ(y)} and a positive number ǫ > 0.
Let F (x, y) be a projective Finsler metric of constant curvature K = −1 on
an open neighborhood U of the origin in Rn. Let ǫ > 0 be an arbitrary con-
stant. Then Fǫ(x, y) := ǫ
−1F (x, y) has constant curvature K = −ǫ2. Suppose
that F (x, y) is x-analytic at x = 0. According to Theorem 4.1, Fǫ(x, y) and
Pǫ(x, y) :=
1
2 (Fǫ)
−1(Fǫ)xky
k are given by
Fǫ(x, y) =
∞∑
m=0
1
m!
dm
dtm
[
Ψm(y + tx)
]
|t=0, (36)
Pǫ(x, y) =
∞∑
m=0
1
m!
dm
dtm
[
Φm(y + tx)
]
|t=0, (37)
where Ψm(y) and Φm(y) are given by
Ψm : =
1
2(m+ 1)ǫ
{(
ϕ+ ǫψ
)m+1
−
(
ϕ− ǫψ
)m+1}
,
Φm : =
1
2(m+ 1)
{(
ϕ+ ǫψ
)m+1
+
(
ϕ− ǫψ
)m+1}
,
where ψ(y) = Fǫ(0, y) and ϕ(y) = Pǫ(0, y).
For y 6= 0, let Ψǫ = Ψǫ(x, y) and Ψ¯ǫ = Ψ¯ǫ(x, y) be solutions to the following
equations by
ϕ(y +Ψǫ x) + ǫψ(y +Ψǫ x) = Ψǫ, (38)
ϕ(y + Ψ¯ǫ x)− ǫψ(y + Ψ¯ǫ x) = Ψ¯ǫ. (39)
There is a constant C > 0 such that for any x with (1 + ǫ)|x| < C and any
y ∈ Rn, the above two systems have unique solutions Ψǫ(x, y) and Ψ¯ǫ(x, y),
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respectively. By (38) and (39), one can show that the functions Ψǫ and Ψ¯ǫ
satisfy the following equations,
(Ψǫ)xk = Ψǫ(Ψǫ)yk , (Ψ¯ǫ)xk = Ψ¯ǫ(Ψ¯ǫ)yk . (40)
By (40), we obtain
(Ψǫ)xi1 ···xim (x, y) =
1
m+ 1
[
(Ψǫ)
m+1
]
yi1 ···yim
(x, y). (41)
Note that Ψǫ(0, y) = ϕ(y) + ǫψ(y). Setting x = 0 in (41) yields
(Ψǫ)xi1 ···xim (0, y) =
1
m+ 1
[(
ϕ+ ǫψ
)m+1]
yi1 ···yim
(y).
We assume that Ψǫ(x, y) is x-analytic at x = 0. By th above identities, we
obtain
Ψǫ(x, y) =
∞∑
m=0
1
(m+ 1)!
dm
dtm
[(
ϕ(y + tx) + ǫψ(y + tx)
)m+1]
|t=0.
We assume that Ψ¯ǫ(x, y) is x-analytic at x = 0. By a similar argument, we
obtain
Ψ¯ǫ(x, y) =
∞∑
m=0
1
(m+ 1)!
dm
dtm
[(
ϕ(y + tx)− ǫψ(y + tx)
)m+1]
|t=0.
By the above power series, we can express Fǫ(x, y) in (36) and Pǫ(x, y) in (37)
by
F (x, y) = ǫFǫ(x, y) =
1
2
{
Ψǫ(x, y)− Ψ¯ǫ(x, y)
}
P (x, y) = Pǫ(x, y) =
1
2
{
Ψǫ(x, y) + Ψ¯ǫ(x, y)
}
.
with F (0, y) = ǫψ(y) and P (0, y) = ϕ(y).
The above arguments lead to the following
Theorem 5.1 Let ψ = ψ(y) be a Minkowski norm on Rn and ϕ := ϕ(y) be a
positively homogeneous function of degree one on Rn. For an arbitrary constant
ǫ > 0, let Ψǫ = Ψǫ(x, y) and Ψ¯ǫ = Ψ¯ǫ(x, y) denote the functions defined by (38)
and (39) respectively. Then the following function
F (x, y) :=
1
2
{
Ψǫ(x, y)− Ψ¯ǫ(x, y)
}
(42)
is a projective Finsler metric on its domain with constant curvature K = −1
and its projective factor P (x, y) = 12F
−1Fxky
k is given by
P (x, y) :=
1
2
{
Ψǫ(x, y) + Ψ¯ǫ(x, y)
}
. (43)
Further, F (0, y) = ǫψ(y) and P (0, y) = ϕ(y).
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Proof: It follows from (40) that F satisfies (14) and hence it is projective.
Observe that
Fxky
k =
1
4
[
Ψ2ǫ + Ψ¯
2
ǫ
]
yk
yk =
1
2
{
Ψ2ǫ + Ψ¯
2
ǫ
}
.
Thus the projective factor P = 12F
−1Fxky
k is given by
P =
1
2
Ψ2ǫ − Ψ¯2ǫ
Ψǫ + Ψ¯ǫ
=
1
2
{Ψǫ − Ψ¯ǫ
}
.
That is, P satisfies (43). By a similar argument, we obtain
Ξ = P 2 − Pxkyk = −F 2.
Thus the flag curvature K = −1 by Lemma 3.2. Q.E.D.
Let φ(y) be an arbitrary Minkowski norm on Rn and U := {y ∈ Rn | φ(y) <
1}. Let Θ(x, y) denote the Funk metric of φ on U defined by (33). Let ǫ > 0
and δ be arbitrary positive constants and
ψ(y) :=
1− δ
2ǫ
φ(y), ϕ(y) :=
1 + δ
2
φ(y).
We have
ϕ+ ǫψ = φ, ϕ− ǫψ = δφ.
Let Ψǫ = Ψǫ(x, y) and Ψ¯ǫ = Ψ¯ǫ(x, y) be defined in (38) and (39) respectively.
Then
Ψǫ(x, y) = Θ(x, y), Ψ¯ǫ(x, y) = δΘ(δx, y).
By Theorem 5.1, we obtain the following
Corollary 5.2 Let φ(y) be a Minkowski norm on Rn. Let Θ(x, y) denote the
Funk metric of φ. Then for any constant δ, the following function
F (x, y) :=
1
2
{
Θ(x, y)− δΘ(δx, y)
}
(44)
is a projective Finsler metric on its domain with K = −1 and its projective
factor P = 12F
−1Fxky
k is given by
P (x, y) =
1
2
{
Θ(x, y) + δΘ(δx, y)
}
. (45)
Example 5.1 Take a look at the special case when φ(y) = |y|, the Funk metric
on B
n
is given by
Θ(x, y) =
√
|y|2 − (|x|2|y|2 − 〈x, y〉2) + 〈x, y〉
1− |x|2 , y ∈ TxB
n
. (46)
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Let
F (x, y) =
1
2
{√|y|2 − (|x|2|y|2 − 〈x, y〉2) + 〈x, y〉
1− |x|2
−δ
√
|y|2 − δ2(|x|2|y|2 − 〈x, y〉2) + δ〈x, y〉
1− δ2|x|2
}
. (47)
Clearly, F is positively complete on B
n
(1) if |δ| < 1 . By Corollary 5.2, we know
that F is projective with constant curvature K = −1. Note that when δ = −1,
F is just the Klein metric on B
n
(1).
Let φ(y) be an arbitrary Minkowski norm on Rn and Θ(x, y) denote the
Funk metric of φ. For a constant vector a ∈ Rn, let
ψ(y) :=
1
2
(
φ(y) + 〈a, y〉
)
, ϕ(y) :=
1
2
(
φ(y)− 〈a, y〉
)
,
such that
ϕ(y) + ψ(y) = φ(y), ϕ(y)− ψ(y) = −〈a, y〉.
Let Ψ1 = Ψ1(x, y) and Ψ¯1 = Ψ¯1(x, y) be the function defined by (38) and (39)
with ǫ = 1, respectively. We have
Ψ1(x, y) = Θ(x, y), Ψ¯1(x, y) = − 〈a, y〉
1 + 〈a, x〉 .
By Theorem 5.1, the following function
F (x, y) =
1
2
{
Θ(x, y) +
〈a, y〉
1 + 〈a, x〉
}
(48)
is a projective Finsler metric with K = −1 and its projective factor is given by
P (x, y) =
1
2
{
Θ(x, y)− 〈a, y〉
1 + 〈a, x〉
}
. (49)
We obtain the following
Corollary 5.3 Let Θ(x, y) be the Funk metric on a strongly convex domain
U ⊂ Rn and a an arbitrary constant vector. Let
F (x, y) :=
1
2
{
Θ(x, y) +
〈a, y〉
1 + 〈a, x〉
}
.
F has the following properties
(a) K = −1;
(b) E = 12 (n+ 1);
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(c) F has straight geodesics.
Proof: By the above argument, we know that F is projective with K = −1.
Moreover the geodesic coefficients are in the form Gi = Pyi. A direct compu-
tation gives
∂Gm
∂ym
= (n+ 1)P.
Thus
Eij =
1
2
∂2
∂yi∂yj
[∂Gm
∂ym
]
=
n+ 1
2
Pyiyj .
By (34) again, one immediately obtains
P (x, y) =
1
2
{
Θ(x, y)− 〈a, y〉
1 + 〈a, x〉
}
.
Observe that
Eij =
n+ 1
4
[
Θ− 〈a, y〉
1 + 〈a, x〉
]
yiyj
=
n+ 1
4
[
Θ+
〈a, y〉
1 + 〈a, x〉
]
yiyj
=
n+ 1
2
Fyiyj .
This proves the corollary. Q.E.D.
Example 5.2 Take a look at the special case when φ(y) = |y|. The Funk
metric Θ(x, y) on the unit ball B
n
(1) is given by (46). Thus for any constant
vector a ∈ Rn with |a| < 1, the following function
F (x, y) =
1
2
{√|y|2 − (|x|2|y|2 − 〈x, y〉2) + 〈x, y〉
1− |x|2 +
〈a, y〉
1 + 〈a, x〉
}
(50)
is a projective Finsler metric on B
n
(1) with K = −1 and E = 12 (n + 1). In
[Sh5], we prove that a Randers metric is projective with constant curvature if
and only if it is locally Minkowskian or, up to a scaling, isometric to the metric
in (50).
6 K = 0
In this section, we are going to construct projective Finsler metrics F (x, y) with
K = 0, satisfying that F (0, y) = ψ(y) and Fxk(0, y)y
k = 2ψ(y)ϕ(y) for any
given pair {ψ(y), ϕ(y)}. We construct these examples using projective Finsler
metrics Fǫ(x, y) with K = −ǫ2, satisfying Fǫ(0, y) = ψ(y) and (Fǫ)xk(0, y)yk =
2ψ(y)ϕ(y).
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Given a constant ǫ > 0, let Ψǫ = Ψǫ(x, y) and Ψ¯ǫ = Ψ¯ǫ(x, y) denote the
functions defined by (38) and (39) respectively. By Theorem 5.1, the function
Fǫ(x, y) :=
1
2ǫ
{
Ψǫ(x, y)− Ψ¯ǫ(x, y)
}
(51)
is a projective Finsler metric on its domain with K = −ǫ2 and its projector
factor Pǫ :=
1
2 (Fǫ)
−1(Fǫ)xky
k is given by
Pǫ(x, y) =
1
2
{
Ψǫ(x, y) + Ψ¯ǫ(x, y)
}
. (52)
Let
Ψ(x, y) : = lim
ǫ→0+
Ψǫ(x, y)−Ψ0(x, y)
ǫ
,
Ψ¯(x, y) : = lim
ǫ→0+
Ψ¯ǫ(x, y)− Ψ¯0(x, y)
ǫ
.
Note that Ψ0(x, y) = Ψ¯0(x, y) and Ψ0 = Ψ0(x, y) is defined by
ϕ
(
y +Ψ0(x, y) x
)
= Ψ0(x, y). (53)
Let
F (x, y) := lim
ǫ→0+
Fǫ(x, y) = Ψ(x, y) (54)
P (x, y) := lim
ǫ→0+
Pǫ(x, y) = Ψ0(x, y) (55)
with F (0, y) = Ψ(0, y) = ψ(y) and P (0, y) = Ψ0(0, y) = ϕ(y).
Differentiating (38) with respect to ǫ at ǫ = 0, we obtain
Ψ(x, y) =
ψ
(
y +Ψ0(x, y) x
)
1− ϕyk
(
y +Ψ0(x, y) x
)
xk
, (56)
Ψ¯(x, y) = −
ψ
(
y +Ψ0(x, y) x
)
1− ϕyk
(
y +Ψ0(x, y) x
)
xk
. (57)
We claim that F (x, y) := Ψ(x, y) is a projective Finsler metric on its domain
with K = 0 and its projective factor is P (x, y) = Ψ0(x, y).
Theorem 6.1 Let ψ(y) be a Minkowski norm on Rn and ϕ(y) a positively
homogeneous function of degree one on Rn. Let Ψ0 = Ψ0(x, y) de defined by
(53) and Ψ = Ψ(x, y) be defined by (56). Then the function F (x, y) := Ψ(x, y)
is a projective Finsler metric on its domain with K = 0 and its projective factor
P (x, y) = Ψ0(x, y). Further, F (0, y) = ψ(y) and P (0, y) = ϕ(y).
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Proof: Differentiating (53) with respect to xk yields
(Ψ0)xk(x, y) =
ϕyk
(
y +Ψ0(x, y)x
)
Ψ0(x, y)
1− ϕyk
(
y +Ψ0(x, y)x
)
xk
. (58)
Contracting (58) with xk yields
Ψ0(x, y) + (Ψ0)xk(x, y)x
k =
Ψ0(x, y)
1− ϕyk
(
y +Ψ0(x, y)x
)
xk
.
Thus we can express Ψ(x, y) in (56) by
Ψ(x, y) =
ψ
(
y +Ψ0(x, y) x
)
Ψ0(x, y)
{
Ψ0(x, y) + (Ψ0)xk(x, y)x
k
}
. (59)
Differentiating (53) with respect to yk yields
(Ψ0)yk(x, y) =
ϕyk
(
y +Ψ0(x, y)x
)
1− ϕyk
(
y + Ψ0(x, y)x
)
xk
. (60)
It follows from (58) and (60) that
(Ψ0)xk(x, y) = Ψ0(x, y)(Ψ0)yk(x, y). (61)
Using (59) and (61) one can easily verify that
Ψxk(x, y) = (ΨΨ0)yk(x, y). (62)
This is left to the reader. By Lemma 3.3, F (x, y) = Ψ(x, y) is a projective Finsler
metric on its domain with K = 0 and its projective factor P (x, y) = Ψ0(x, y).
Q.E.D.
Corollary 6.2 Let φ(y) be a Minkowski norm on Rn and Θ(x, y) denote the
Funk metric of φ(y). The following function
F (x, y) :=
{
1 + 〈a, x〉 + 〈a, y〉
Θ(x, y)
}{
Θ(x, y) + Θxk(x, y)x
k
}
. (63)
is a projective Finsler metric on its domain with K = 0 and its projector factor
P = 12F
−1Fxky
k is give by
P (x, y) = Θ(x, y). (64)
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Proof: Take ψ(y) = φ(y) + 〈a, y〉 and ϕ(y) = φ(y). By the definition of Ψ0, we
have
Ψ0(x, y) = Θ(x, y).
Observe that
φ(y + Ψ0(x, y)x) = φ(y +Θ(x, y)x) = Θ(x, y).
Thus
ψ(y +Ψ0(x, y)x) = Θ(x, y) + 〈a, y〉+ 〈a, x〉Θ(x, y).
Therefore, the function Ψ(x, y) in (59) is given by
Ψ(x, y) =
{
1 + 〈a, x〉+ 〈a, y〉
Θ(x, y)
}{
Θ(x, y) + Θxk(x, y)x
k
}
.
The corollary follows from Theorem 6.1. Q.E.D.
Example 6.1 Take ψ(y) = |y|+ 〈a, y〉 and ϕ(y) = |y|. We obtain
F (x, y) =
{
1 + 〈a, x〉+ (1− |x|
2)〈a, y〉√
|y|2 − (|x|2|y|2 − 〈x, y〉2) + 〈x, y〉
}
×
(√
|y|2 − (|x|2|y|2 − 〈x, y〉2) + 〈x, y〉
)2
(1 − |x|2)2
√
|y|2 − (|x|2|y|2 − 〈x, y〉2) . (65)
By Corollary 6.2, we know that F (x, y) is a projective Finsler metric withK = 0
and its projective factor is given by
P (x, y) =
√
|y|2 − (|x|2|y|2 − 〈x, y〉2) + 〈x, y〉
1− |x|2 . (66)
Let φ be an arbitrary Minkowski norm on Rn. Take
ψ(y) := φ(y), ϕ(y) := −〈a, y〉.
We obtain
Ψ0(x, y) = − 〈a, y〉
1 + 〈a, x〉 ,
Ψ(x, y) =
φ
(
(1 + 〈a, x〉)y − 〈a, y〉x
)
(
1 + 〈a, x〉
)2 .
By Theorem 6.1, we obtain the following
19
Corollary 6.3 Let φ(y) be a Minkowski norm on Rn and a ∈ Rn a vector. The
following function
F (x, y) :=
φ
(
(1 + 〈a, x〉)y − 〈a, y〉x
)
(
1 + 〈a, x〉
)2 (67)
is a projective Finsler metric on its domain with K = 0 and its projective factor
P (x, y) is given by
P (x, y) = − 〈a, y〉
1 + 〈a, x〉 . (68)
For the Finsler metric F (x, y) in (67), the geodesic coefficients Gi = Pyi
are quadratic in y ∈ Rn. Thus F is a Berwald metric. It is well-known that
any Berwald metric with K = 0 is locally Minkowskian. We conclude that the
Finsler metric in (67) is locally Minkowskian.
Example 6.2 Take a Randers norm, φ(y) = |y| + 〈b, y〉, where b ∈ Rn is a
vector with |b| < 1, we obtain a projective Randers metric with K = 0,
F (x, y) =
√
(1 + 〈a, x〉)2|y|2 − 2(1 + 〈a, x〉)〈a, y〉〈x, y〉 + 〈a, y〉2|x|2
(1 + 〈a, x〉)2
+
(1 + 〈a, x〉)〈b, y〉 − 〈a, y〉〈b, x〉
(1 + 〈a, x〉)2 .
However, this metric must be locally Minkowskian. This fact also follows from
the main theorem in [Sh5].
Note that a projective Finsler metric F (x, y) := Ψ(x, y) constructed in Theo-
rem 6.1 is reversible if and only if F (0, y) = ψ(y) is reversible and P (0, y) = ϕ(y)
is anti-reversible. Thus there are lots of reversible projective Finsler metric with
K = 0. We are going to show that any such metric is a Minkowski metric if it
is complete.
Proposition 6.4 Let F be a complete reversible projective Finsler metric on a
strongly convex domain U ⊂ Rn. Suppose that F has zero curvature K = 0.
Then it is a Minkowski metric on Rn.
Proof: Let v ∈ TxU be an arbitrary vector and x(t) := x+ tv. Let
F (t) := F
(
x(t),
dx
dt
(t)
)
, P (t) := P
(
x(t),
dx
dt
(t)
)
.
By P = 12F
−1Fxky
k and P 2 − Pxkyk = 0, we know that F (t) and P (t) satisfy
F ′(t) = 2F (t)P (t), P ′(t) = P (t)2.
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We obtain
F (t) =
F (0)(
1− P (0)t
)2 , P (t) = P (0)1− P (0)t .
Assume that P (0) > 0. Then
∫ 0
−∞
F (t)dt =
F (0)
P (0)
<∞.
Thus x(t) can not be extended to a F -geodesic defined on (−∞, 0]. If P (0) < 0,
then ∫ ∞
0
F (t)dt = −F (0)
P (0)
<∞.
By assumption that F is complete, we conclude that P (0) = P (x,v) = 0 for
any v ∈ TxU . By (24), we obtain
Fxk = (PF )yk = 0.
This implies that F (x, y) = F (0, y) is a Minkowski metric on Rn. Q.E.D.
7 K = 1
In this section, we are going to construct projective Finsler metrics F (x, y) with
constant curvature K = 1 satisfying that F (0, y) = ǫψ(y) and Fxk(0, y)y
k =
2ψ(y)ϕ(y) for a given pair {ψ(y), ϕ(y)} and ǫ > 0.
Let F (x, y) be a projective Finsler metric with K = 1 on an open neigh-
borhood of the origin in Rn. Suppose that F (x, y) is x-analytic at x = 0. By
Theorem 4.1, Fǫ(x, y) := ǫ
−1F (x, y) and Pǫ(x, y) =
1
2 (Fǫ)
−1(Fǫ)xky
k are given
by
Fǫ(x, y) =
∞∑
m=0
1
m!
dm
dtm
[
Ψm(y + tx)
]
|t=0, y ∈ TxRn, (69)
Pǫ(x, y) =
∞∑
m=0
1
m!
dm
dtm
[
Φm(y + tx)
]
|t=0, y ∈ TxRn, (70)
where Ψm(y) and Φm(y) are given by
Ψm : =
1
2(m+ 1)ǫi
{[
ϕ+ iǫψ
]m+1
−
[
ϕ− iǫψ
]m+1}
,
Φm : =
1
2(m+ 1)
{[
ϕ+ iǫψ
]m+1
+
[
ϕ− iǫψ
]m+1}
,
where ψ(y) = Fǫ(0, y) and ϕ(y) = Pǫ(0, y).
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Assume that ψ(y)+ iǫψ(y) can be extended to a complex-valued function on
C
n
. Define a complex-valued function Hǫ = Hǫ(x, y) = Φǫ(x, y) + iΨǫ(x, y) by
Hǫ = ϕ
(
y +Hǫx
)
+ iǫψ
(
y +Hǫx
)
. (71)
Differentiating (71) with respect to xk and yk yields
(Hǫ)xk = Hǫ(Hǫ)yk . (72)
By (72), we have
(Hǫ)xi1 ···xim (x, y) =
1
m+ 1
[
(Hǫ)
m+1
]
yi1 ···yim
(x, y). (73)
Note that Hǫ(0, y) = ϕ(y) + iǫψ(y). Setting x = 0 in (73) yields
(Hǫ)xi1 ···xim (0, y) =
1
m+ 1
[(
ϕ+ iǫψ
)m+1]
yi1 ···yim
(y).
Assume that Hǫ(x, y) is x-analytic. Then
Hǫ(x, y) =
∞∑
m=0
1
(m+ 1)!
dm
dtm
[(
ϕ(y + tx) + iǫψ(y + tx)
)m+1]
|t=0. (74)
One can directly verify that the function Hǫ(x, y) in (74) satisfies (72). Thus
we can also define Hǫ(x, y) by (74).
By (74), we can express Fǫ(x, y) in (69) and Pǫ(x, y) in (70) by
F (x, y) = ǫFǫ(x, y) =
1
2i
{
Hǫ(x, y)−Hǫ(x, y)
}
= Ψǫ(x, y), (75)
P (x, y) = Pǫ(x, y) =
1
2
{
Hǫ(x, y) +Hǫ(x, y)
}
= Φǫ(x, y) (76)
with F (0, y) = ǫψ(y) and P (0, y) = ϕ(y).
Theorem 7.1 Let ψ(y) be a Minkowski norm on Rn and ϕ(y) a positively
homogeneous function of degree one on Rn. Let Hǫ(x, y) := Φǫ(x, y)+ iΨǫ(x, y)
denote the function defined in (71) or (74). Then F (x, y) := Ψǫ(x, y) is a
projective Finsler metric on its domain with K = 1 and its projective factor
P (x, y) = 12F
−1Fxky
k is given by P (x, y) = Φǫ(x, y). Further, F (0, y) = ǫψ(y)
and P (0, y) = ϕ(y).
Let φ(y) be an arbitrary Minkowski norm on Rn and Θ(x, y) denote the
Funk metric of φ defined in (35). Let
ψ(y) := cos(α)φ(y), ϕ(y) := ǫ sin(α)φ(y),
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where α is an angle with |α| < π/2. Then
ϕ(y) + iǫψ(y) = iǫe−iαφ(y).
Assume that the Funk metric Θ(x, y) can be extended to be an analytic function
Θ(z, y) in z ∈ U ⊗C ⊂ Cn. We have
Hǫ(x, y) = iǫe
−iαΘ
(
iǫe−iαx, y
)
. (77)
By (75) and (76), we obtain the following
Corollary 7.2 Let φ(y) be a Minkowski norm on Rn and Θ(x, y) be the Funk
metric of φ(y) on U := {y ∈ Rn | φ(y) < 1}. Suppose that Θ(x, y) can be
extended to a function Θ(z, y) on (U ⊗C)×Rn. Define Hǫ(x, y) by (77). Then
the following function
F (x, y) :=
ǫ
2
{
e−iαΘ
(
iǫe−iαx, y
)
+ e−iαΘ
(
iǫe−iαx, y
)}
(78)
is a projective Finsler metric with K = 1 and its projector factor is given by
P (x, y) =
iǫ
2
{
e−iαΘ
(
iǫe−iαx, y
)
− e−iαΘ
(
iǫe−iαx, y
)}
. (79)
Further, F (0, y) = ǫ cos(α)φ(y) and P (0, y) = ǫ sin(α)φ(y).
Example 7.1 Take a look at the special case when φ(y) = |y|, i.e., ψ(y) =
cos(α)|y| and ϕ(y) = ǫ sin(α)|y|. The Funk metric Θ(x, y) on the unit ball Bn
is given by (46). We obtain
F (x, y) =
ǫ
2
{
e−2αi
√
e2αi|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2) + iǫ〈x, y〉
1 + e−2αiǫ2|x|2
+e2αi
√
e−2αi|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2)− iǫ〈x, y〉
1 + e2αiǫ2|x|2
}
,
P (x, y) =
iǫ
2
{
e−2αi
√
e2αi|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2) + iǫ〈x, y〉
1 + e−2αiǫ2|x|2
−e2αi
√
e−2αi|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2)− iǫ〈x, y〉
1 + e2αiǫ2|x|2
}
.
Both F and P take real values. Below we are going to get ride of i in their
expressions. Let
A : =
(
cos(2α)|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2)
)2
+
(
sin(2α)|y|2
)2
B : = cos(2α)|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2)
C : = ǫ sin(2α)〈x, y〉
C′ : = ǫ
(
cos(2α) + ǫ2|x|2
)
〈x, y〉,
D : = ǫ4|x|4 + 2 cos(2α)ǫ2|x|2 + 1.
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Then for an angle α with 0 ≤ α < π/2,
√
e2αi|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2) =
√√
A+B
2
+ i
√√
A−B
2
.
√
e−2αi|y|2 + ǫ2(|x|2|y|2 − 〈x, y〉2) =
√√
A+B
2
− i
√√
A−B
2
.
We obtain
F (x, y) =
ǫ
D
{(
cos(2α) + ǫ2|x|2
)√√A+B
2
+ sin(2α)
√√
A−B
2
+ C
}
P (x, y) = − ǫ
D
{(
cos(2α) + ǫ2|x|2
)√√A−B
2
− sin(2α)
√√
A+B
2
+ C′
}
.
For an angle α with −π/2 < α ≤ 0,
F (x, y) =
ǫ
D
{(
cos(2α) + ǫ2|x|2
)√√A+B
2
− sin(2α)
√√
A−B
2
+ C
}
,
P (x, y) = − ǫ
D
{(
cos(2α) + ǫ2|x|2
)√√A−B
2
+ sin(2α)
√√
A−B
2
+ C′
}
.
It is easy to verify that
(
cos(2α) + ǫ2|x|2
)√√A+B
2
+ | sin(2α)|
√√
A−B
2
=
√√
A+B
2
D + C2,
(
cos(2α) + ǫ2|x|2
)√√A−B
2
− | sin(2α)|
√√
A+B
2
=
√√
A−B
2
D − C2.
F and P can be expressed by
F (x, y) = ǫ
{√√A+B
2D
+
(C
D
)2
+
C
D
}
, (80)
P (x, y) = −ǫ
{√√A−B
2D
−
(C
D
)2
+
C′
D
}
. (81)
One can verify that
Ξ := P 2 − Pxkyk = F 2.
Thus F has constant curvature K = 1. In dimension two, one can verify that
the Finsler metric F in (80) is the Bryant metric [Br1][Br2].
24
References
[AIM] P.L. Antonelli, R.S. Ingarden, and M. Matsumoto, The theory of
sprays and Finsler spaces with applications in physics and biology,
FTPH 58, Kluwer Academic Publishers, 1993.
[Al] R. Alexander, Planes for which the lines are the shortest paths
between points, Illinois J. of Math., 22(1978), 177-190.
[AlGeSm] J.C. A´lvarez, I.M. Gelfand and M. Smirnov, Crofton Densi-
ties, symplectic geometry and Hilbert’s fourth problem, Arnold-
Gelfand Mathematical Seminars, Geometry and Singularity The-
ory, V.I. Arnold, I.M. Gelfand, M. Smirnov, and V.S. Retakh
(eds.). Birkhauser, Boston, 1997, pp. 77-92.
[Am] R.V. Ambartzumian, A note on pseudo-metrics on the plane, Z.
Wahrscheinlichkeitstheorie verw. Gebiete, 37(1976), 145-155.
[AZ] H. Akbar-Zadeh, Sur les espaces de Finsler a´ courbures section-
nelles constantes, Bull. Acad. Roy. Bel. Cl, Sci, 5e Se´rie - Tome
LXXXIV (1988), 281-322.
[BaRo] D. Bao and C. Robles, On Randers metrics of constant curvature,
preprint, 2001.
[BaSh] D. Bao and Z. Shen, Finsler metrics of constant curvature on the
Lie group S3, preprint (2000).
[BCS] D. Bao, S.S. Chern and Z. Shen, An introduction to Riemann-
Finsler geometry, Springer, 2000.
[Bl] W. Blaschke, Integral geometrie 11: Zur Variationsrechnung, Abh.
Math. Sem. Univ. Hamburg, 11(1936), 359-366.
[Br1] R. Bryant, Finsler structures on the 2-sphere satisfying K = 1,
Finsler Geometry, Contemporary Mathematics 196, Amer. Math.
Soc., Providence, RI, 1996, 27-42.
[Br2] R. Bryant, Projectively flat Finsler 2-spheres of constant curva-
ture, Selecta Math., New Series, 3(1997), 161-204.
[Br3] R. Bryant, Some remarks on Finsler manifolds with constant flag
curvature, preprint, 2001.
[Bu] H. Busemann, Problem IV: Desarguesian spaces, in Mathematical
Developments arising from Hilbert Problems, Proc. Symp. Pure
Math. 28(1976), Amer. Math. Soc., Providence, RI, 131-141.
[Fk1] P. Funk, U¨ber Geometrien, bei denen die Geraden die Ku¨rzesten
sind, Math. Annalen 101(1929), 226-237.
25
[Fk2] P. Funk, U¨ber zweidimensionale Finslersche Ra¨ume, insbesondere
u¨ber solche mit geradlinigen Extremalen und positiver konstanter
Kru¨mmung, Math. Zeitschr. 40(1936), 86-93.
[Fk3] P. Funk, Eine Kennzeichnung der zweidimensionalen elliptis-
chen Geometrie, O¨sterreichische Akad. der Wiss. Math., Sitzungs-
berichte Abteilung II 172(1963), 251-269.
[Ha] G. Hamel, Uber die Geometrien, in denen die Geraden die
Ku¨rtzesten sind, Math. Ann. 57(1903), 231-264.
[Hi] D. Hilbert, Mathematical Problems, Bull. of Amer. Math. Soc.
37(2001), 407-436. Reprinted from Bull. Amer. Math. Soc. 8 (July
1902), 437-479.
[Ok] T. Okada, On models of projectively flat Finsler spaces of constant
negative curvature, Tensor, N. S. 40(1983), 117-123.
[Po] A.V. Pogorelov, Hilbert’s Fourth Problem, Winston & Wiley, New
York, 1982.
[Ran] G. Randers, On an asymmetric metric in the four-space of general
relativity, Phys. Rev. 59(1941), 195-199.
[Rap] A. Rapcsa´k, U¨ber die bahntreuen Abbildungen metrisher Ra¨ume,
Publ. Math. Debrecen, 8(1961), 285-290.
[Sh1] Z. Shen, Differential Geometry of Spray and Finsler Spaces,
Kluwer Academic Publishers, Dordrecht, 2001.
[Sh2] Z. Shen, Finsler metrics with K = 0 and S = 0, preprint, 2001.
[Sh3] Z. Shen, Two-dimensional Finsler metrics of constant curvature,
preprint, 2001.
[Sh4] Z. Shen, Funk metrics and R-flat sprays, preprint, revised in June,
2001.
[Sh5] Z. Shen, Projectively flat Randers metrics of constant curvature,
preprint, 2001.
[Sz] Z.I. Szabo´, Hilbert’s fourth problem, I, Adv. in Math. 59(1986),
185-301.
Math Dept, IUPUI, 402 N. Blackford Street, Indianapolis, IN 46202-3216, USA.
zshen@math.iupui.edu
26
