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MODIFIED ADAPTIVE ALGORITHMS*

YINGKANG HUt, KIRILL A. KOPOTUNt, AND XIANG MING YU?
Abstract. It is well known that the adaptive algorithm is simple and easy to program but the
results are not fully competitive with other nonlinear methods such as free knot spline approximation.

We modify the algorithm to take full advantages of nonlinear approximation. The new algorithms
have the same approximation order as other nonlinear methods, which is proved by characterizing
their approximation spaces. One of our algorithms is implemented on the computer, with numerical
results illustrated by figures and tables.
Key words. nonlinear approximation, approximation spaces, adaptive algorithms, data reduction, piecewise polynomials, splines, Besov spaces, degree of approximation, modulus of smoothness
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1. Introduction. It is common knowledge that nonlinear approximat
ods are better, in general, than their linear counterparts. In the case o
nonlinear approximation puts more knots where the function to be ap
changes rapidly, which results in dramatic improvements in approximati
with singularities. There are various satisfactory results on free knot spl
mation, in which knots are chosen at one's will. Most related theorems ar
showing the existence of certain balanced partitions (a more accurate des
be given later). This may cause difficulties in practice, since it is often
expensive to find such balanced partitions. Then, there is so-called adapt
imation by piecewise polynomial (PP) functions, in which only dyadic in
used in the partition. Adaptive approximation draws great attention be
simplicity in nature. As a price to pay for the simplicity, its approxima
is slightly lower than that of its free knot counterpart. Moreover, it is
exactly what kind of functions can be approximated to a prescribed or
there is no characterization of adaptive approximation spaces. We point o
when we say adaptive algorithms in this paper, we mean those that ap
given (univariate) function by PP functions/splines. There are other kind
algorithms; some are characterized in the literature (see [10] for an exam
In this paper, we shall modify the existing adaptive algorithms in t
The resulting algorithms have the same approximation power as free k
approximation while largely keeping the simplicity of adaptive approxim
next section, we shall state some known results on free knot spline appr

After describing our algorithms in section 3, in section 4 we shall give our m
which are parallel to those on free knot spline approximation given in the ne

Numerical implementation and examples will be the contents of the last
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We emphasize that we consider only the univariate case in this paper. The idea
of merging cubes was initially introduced and used by Cohen et al. in their recent
paper [11] on multivariate adaptive approximation. The resulting partition consists
of rings, which are cubes with a (possibly empty) subcube removed. Their algorithm
produces near minimizers in extremal problems related to the space BV(R2). The
authors further explored this algorithm in [21]. In particular, we were able to obtain
results on extremal problems related to the spaces Vy,p(Rd) of functions of "bounded
variation" and Besov spaces B (Rd). This algorithm is ready to implement for some
settings, depending on the value of p (if Lp norm is chosen) and order of local polynomials (it is more difficult for r > 1), though the bookkeeping may be messy. On
the other hand, this algorithm is designed for the multivariate case. Its univariate
version would not only be much more complex than necessary, but would also produce
one-dimensional rings, that is, unions of the subintervals not necessarily neighboring,

which are unpleasant and, as it turned out, unnecessary. Our modified algorithms
take advantage of the simplicity of the real line topology, simply merging neighboring

intervals, thus resulting in partitions consisting of only intervals. These algorithms
cannot be easily generalized to multivariate setting, since a procedure of emerging
neighboring cubes may generate very complicated and undesirable sets in a partition.
This also makes it much more difficult to establish Jackson inequalities for local approximants. We refer the interested reader to [21], where one can find that the proof

of Jackson inequality on a ring is already difficult enough. For these reasons, we
strongly believe that simpler and more efficient univariate algorithms are necessary.

2. Preliminaries. Throughout this paper, when we say that f, the function to

be approximated, belongs to Lp(I), we mean f c Lp(I) if 0 < p < c, and f E C(I)
if p = oo. If r is an integer, 0 < a < r and 0 < p,q < oo, then the Besov space
Bq(Lp(I)) is the set of all functions f C Lp(I) such that the semi-(quasi)norm

[t f ,,) pq dt \ 1/Q

I f I Bc ) [t,wr(f t0I)p,t 0 < q < oc,

IflBg(L,(I)) '= -

supt- r(f t, I)p, q = oo,

t>0

is finite, where wr is the usual rth modulus of smoothness. The (quasi)no

Bq(Lp(I)) is defined by
II * ||B (Lp(I)) '= I l|Lp(I) + I Ig B (Lp(I))-

We also define a short notation for a special case that is used frequently in the t

B (I) :- B (La(I)), y := (c + p-1)-1.
If there is no potential confusion, especially in the case I = [0, 1], the interval I will be
omitted in the notation for the sake of simplicity. For example, Lp stands for Lp[0, 1]

and Ba for Ba[0, 1].
If X0 and X1 are quasi-normed, complete, linear spaces continuously embedded

in a Hausdorff space X, then the K-functional for all f E Xo + X1 and t > 0 is
defined as

K(f,t, Xo, X1) := inf llfo lxo + tllfi llxl I f = fo + fl,f o Xo, fl E Xi}.
This can be generalized if we replace 11 * Ilxi by a quasi-seminorm I| |x on XI:

K(f,t,Xo, X1) := inf {ll flo + tIfllX1 I f ffo + fi, fo E XO, fl C Xi}.
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The interpolation space (X0, X)o,q, 0 < 0 < 1, 0 < q < oo, consists of all
f c Xo + X1 such that ifl(xo,X1) ,q < oc, where

If l {XOIXI) R (f c [t-OK(f,t, Xo,X1)] t)/ 0< q < oq ,
sup tK(f, t, Xo,Xi), q 00.

t>0

When studying an approximation method, it is very revealing to know its ap

imation spaces, which we now define. Let functions in a quasi-normed linea
be approximated by elements of its subsets oI, n = 0,1,..., which are not ne
linear but are required to satisfy the assumptions

(i) Do = {0};

(ii) Qn C ",n+l;
(iii) aJn = (n for any a - 0;
(iv) bn + (n C 4cn where c := c({In}) does not depend on n;

(v) U.=o0 ?n is dense in X;
(vi) Any f c X has a best approximation from each 4(.
All approximant sets in this paper satisfy these assumptions. Denoting

En(f) :=E(f, 'n)x= inf Ilf - ofx,
we define the approximation space

Aq := Aq(X) := Aq (X, {}), c > 0,
to be the set of all f E X for which En(f) is of order n-" in the sense that the
following seminorm is finite:

IfIA (j[nEn(f)]q O < q < oc,
q\ **= \n=l n

supnEnE(f), q oo.

n>l

The general theorem below enables one to characterize
merely proving the corresponding Jackson and Bernstei
7.5 and 7.9], [9], and [15]).
THEOREM A. Let Y := Yo, d > 0, be a linear space wit
that is continuously embedded in X. If {1,n} satisfies th
Y satisfies the Jackson inequality

(2.1) En(f) < Cn-lfly, f Y,
and the Bernstein inequality

(2.2) (ply < Cn3llfllx, e 4,
then for all 0 < a < 3. 0 < q < oc, the approximation space

(2.3) Aq (X, { })D -(X, Y)/aO,q -

By a partition P = {JIi}= of the interval [0, 1] we mean a finite set

tervals whose union U_l/i = [0, 1], where Ii := [xi, xi+l), i = 1
In = [xn, xn+i], and xl := 0 < x2 < .. < < 1 =: xn+1. The (nonlinear)
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spaces En,r of all PP functions of order r on [0, 1] with no more than n > 0 pieces
are defined by

n,r := En,r[0, 1] := {S S() = , Pi(x)xi(x), }P ?< n},
IET

where PI are in Pr-1, the space of polynomials of degree < r, and XI are
teristic functions on I. Eo,, is defined as {0}. These E, = En,,, with r fix

all assumptions (i)-(vi) on {,n} (see p. 3). The degree of best approxim

function f by the elements of En,r is denoted by 7n,r(f)p := E(f, El,r)p.

REMARK. Some authors use the notation (n-1)r,r in place of E,,,

functions can be viewed as special kinds of splines with each interior brea
i = 2,..., n, considered as a knot of multiplicity r. Also in use is PPn,,. F

general notation in nonlinear approximation, we use the first subscript for th

of coefficients in the approximant. See [13], [14], [17], [26]. Strictly spea
piece PP function of order r only form a proper subset of the free knot
E(n-1)r,r, but this subset has the same approximation power in Lp as the
(see Theorem 12.4.2 of [13]).
In his 1988 paper [23] (also see [24] and [13, section 12.8]), Petrushev

terized the approximation space A (Lp, {En,r}0?) using the Besov spac
following theorem.

THEOREM B. Let 0 < p < oo, n > 0, and 0 < a < r. Then we have

(2.4) rn,r(f)p < Cn-[flfBa < Cn-"llflJB, f E B",
and

(2.5) ||S||Ba < CnrllSllp, S C En,r
Therefore for 0 < q < oo and 0 < a < 3 < r

(2.6) Aq(Lp) := Aq(Lp, {En,r}?) = (Lp, B)o/pO,q.
In particular, if a := (a + p-1)-1,

(2.7) A^(Lp) = (Lp, BP)0/,, = B".

The inequality (2.4) can be proved by finding a balanced partition P = {li
according to the function
1 roo

(2.8) G(x) ':= t-- o,t](s)X[o, -r.](lIx))K(f,x)lY dsdt
in the sense that

(2.9) G(x)dx= G(x)dx, i l, ... ,n,

(see [13] for details of the proof). In fact, many Jac
proved by showing the existence of a balanced partiti
5, and 6 in [13], Theorem 1.1 in [19], and parts of The
state here Theorem 12.4.6 of [13], given by Burchard
(see also de Boor [3]).
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THEOREM C. Let r and n be positive integers, and let y := (
f E Lp[0, 1], 1 < p < oo. Iff E Cr(O, 1) with If(r)(x)l < q(x), wh

monotone function, then

(2.10) 1n,r(f)p < Crn-r'l(pI .

Let f E Lp[0, 1], 0 < y < p< oo, - :=y-1 -p-1, and r := [a
space of functions f E Lp[0, 1] for which the variation

f lv,= sup IE III I)

is finite, where the sup is taken over all finite partitions P of [0, 1]. Following [17
(see also Brudnyi [7] and Bergh and Peetre [1]), we define a modulus of smoothnes
for f c V,p by

(2.11) Q(f,t),,p:= O<h<t
sup supP(<_[h-1]+1
ha ( r (f, I lI)v
c

The following theorem, which is due to DeVore and Yu [

of Aq (Lp, {En,r}') using interpolation spaces involving

THEOREM D. Let 0 < p < oo, 0 < a < r, and 7 :

approximation by elements from {En,r}?, we have the J

(2.12) 9n,r(f)p < Cn-lf lv,, f E V^p,p
and the Bernstein inequality

(2.13) ISlv,p < Cna|lS,lp, S C En,r.
Therefore

Aq (Lp) := Aq (Lp, {En,r}o ) = (Lp, Vr,p)a//,q
In particular, if p < oc,

A, (Lp) = (Lp, Voa,p)c/,p = B.
The Jackson inequality (2.12) follows from the definition of Q(f, t)?,p and the existence

for any f E Vv,p of an S E En,r with n := [t-l] + 1 such that

(2.14) Ilf - Slip < CQ(f, t),p,

which can be proved (see [17]) by showing the existence of a ba

{'Ii}=1 such that

or (f Iil , Ii)p =- Jr(f, IIj j, Ij)p, i, = 1,... ,n,
and then defining S by
n

(2.15) S(x) := Pi(x)xIi(x),
i=l

where Pi are best Lp approximations to f on Ii from the spac

This content downloaded from
146.7.114.79 on Mon, 27 Sep 2021 19:52:23 UTC
All use subject to https://about.jstor.org/terms

1018

Y.-K. HU, K. A. KOPOTUN, AND X. M. YU

3. Adaptive algorithms.
3.1. The original adaptive algorithm. More than likely it will be hard to
find an exactly balanced partition numerically. An algorithm of this sort by Hu
[20], for instance, uses two nested loops (there is another level of loop that increases
the number of knots). This is probably one of the reasons why much attention is
paid to adaptive approximation, which selects break points by repeatedly cutting the
intervals into two equal halves, and produces PP functions with dyadic break points,
which can be represented by finite binary numbers of the form m. 2-k, 0 < k ooc
0 < m < 2k. Denote the spaces of such PP functions by Ed , and their approximation
errors E(f, SEd,)p by U( r(f)p. We now describe the original adaptive algorithms in
the univariate setting.

Let ? be a nonnegative set function defined on all subintervals of [0, 1] which

satisfies

(3.1) ?(I) < ?(J) if I C J;
(3.2) ?(I) -+ 0 uniformly as III - 0.
Given a prescribed tolerance E > 0, we say that an interval I

otherwise it is called bad. We want to generate a partition 9 := S
good intervals. If [0, 1] is good, then 9 = {[0, 1]} is the desired pa
we put [0, 1] in 3, which is a temporary pool of bad intervals. We
this 3 and divide every interval in it into two equal pieces and test
good, in which case they are moved into 9, or bad, in which case t
The procedure terminates when 3' = 0 (and, hence, all resulting i
and are in 9), which is guaranteed to happen by (3.2).
The set function ?(I) usually depends on the function f that i
mated and measures the error of approximation of f on I, such as
thus will be called the (error) measure of I throughout this pape
case, ?(I) is taken as the local approximation error of f on I C [0, 1
of degree < r:

(3.3) ?(I) := Er(f, I)p inf If
- PIILp(I))
PEP,r-1
and the corresponding approximant on S is defined by (2.15). This gives an error
ILf - Sl[L[0, 1] <_ 191/P ,
where 191 is the number of intervals in S. One can estimate in different ways

(3.4) an(f)p := an(f,?)p := inf S191/p 6,
where the infimum is taken over all E > 0 such that 19 = [9(e, ?) < n. See Birman
and Solomjak [2] and DeVore [12] for estimates for functions f in Sobolev spaces.
Other estimates can be found in Rice [25], de Boor and Rice [6], and DeVore and
Yu [18] and the references therein. We only mention the following two results.

THEOREM E (see [18, Theorem 5.1]). Let r = 1, 2,..., := r-1, and f C C[0, 1].
If f E Cr(0, 1) with f(r)(x)I < 9((x), where 9p E La is a monotone function such that

(3.5) j 9(x)'dx < C1n-1 if lIl < 2-n
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where C1 is an absolute constant, then we have

(3.6) an(f))o < Cn-' IPoll,.
Note that compared with Theorem C with p = o, its
theorem has an extra requirement (3.5) on p.

THEOREM F (see [18, Corollary 3.3]). Let 0 < p
(a + p-1)-. Then for f E Bc(Lq), 0 < ar < oo, we ha

(3.7) an(f)p < Cn-aIflB7(Lq).

Since If IB =If IfB(L,) < IfIfIB-(Lq), we see (3.7) is weaker than (
knot spline approximation. The reason for this is not hard to se

not only select break points from a smaller set of numbers (that i

binary numbers), but they also do it in a special order. Consi
as an example, a good free knot approximant will have most kn
examples in [20] and Table 5.2 later in this paper). However, a
needs at least n - 1 knots, 2-1,2-2,.... 21-n, before it can put
needs more knots than a free knot spline algorithm. Although
approximation as a special kind of free knot spline approxim
sequence depends on the function to be approximated), one is
choosing knots. It is considered "more restrictive" (DeVore and
knot spline approximation.
We should point out that all theorems mentioned in this s
Jackson-type, that is, so-called direct theorems. Bernstein inequali
to inverse theorems, sometimes referred to also as inverse theorem

knot splines, such as (2.5) and (2.13), are valid for all splines, in
produced by adaptive algorithms. The problem is that all Jackson inequalities for
the original adaptive algorithms are not strong enough to match those Bernstein
inequalities in the sense of Theorem A. From this point of view, Theorems E and
F are weaker than they look. We do not know exactly what kind of functions can
be approximated by the original adaptive algorithms to a prescribed order, that is,

we can not characterize their approximation spaces Aq. They do not fully exploit the
power of nonlinear approximation, and sometimes they generate too many intervals,
many of which may have an error measure much smaller than ?.
As mentioned above, there are two major aspects in which adaptive approximation
is different from free knot spline approximation: (a) a smaller set of numbers to choose
knots from and (b) a special, and restrictive, way to select knots from the set. It turns
out that (b) is the reason for its drawback. Although it is also the reason why adaptive
approximation is simple (and we want to keep it that way), it does not mean we have to
keep all the knots it produces. In this paper, we modify the usual adaptive algorithm

in two ways. The idea is that of splitting AND merging intervals/cubes used in a
recent paper by Cohen et al. [11]. The two new algorithms generate partitions of
[0, 1] with fewer dyadic knots which are nearly balanced in some sense. In section 4,
we prove that they have the same approximation order as that of free knot splines.
3.2. Algorithm I. We start with the original adaptive procedure with some

E > 0, which generates a partition S = {I}i=1 of [0, 1] into good intervals. The

number N' may be much larger than it has to be. To decrease it, we merge some
of the intervals I'. We begin with IV and check the union of IV and I1. If it is still

a good interval, that is, if its measure E(I{ U I) < ?, we add I3 to the union and
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check whether ?(I1 U I2 U I3) < e, and we proceed until we find the largest good union
I1 U ... U Ik in the sense that

?(Il u ui )<e
but

?(IU... UIk+i) >e or k=N'.
We name IP U.. U I as II. If k < N', we continue with I+1 and find the next
largest good union as 12. At the end of this procedure, we obtain a modified partition
consisting of N < N' good intervals P = {Ii}N i for which each union Ji := Ii U Ii+
is bad,

?(Ji) = ?(Ii U IJ,+ ) > , i = 1,2,... , N- 1.
This partition is considered nearly balanced. For the size of N we have
[N/2]

(3.8) N < 1 + 2. [N/2] < 1 + 2 Z (J2i-1)
i=1

3.3. Algorithm II. Our second algorithm generates a nearly bala

in another way. It does not make heavy use of prescribed tolerance E; ra

intervals with relatively small measures while dividing those with
the ordinary adaptive algorithms, we start with dividing [0, 1] int
and 12 of equal length. However, this is where the similarity ends.
measures S(Ii) and S(12) and divide the interval with larger measur
pieces. In the case of equal measure, we divide, rather randomly, th
Now we have three intervals and are ready for the three-step loop b

Step 1. Assume there is currently a partition {I}1I and Ij h

measure among all Ii. If ?(Ij+l) < M := 0maxi (Ii) = OS(Ij), w

is a fixed parameter, we check the union of Ij+l U Ij+2 to see whe
S(Ij+1 U Ij+2) < M. If so, add the next interval Ij+3 into the unio
measure again. We continue until we get a largest union Ui=j+l1i w
less than M, and replace this union by the intervals it contains. Th

we find the next largest union Uij+1+ll+m2i in the same manner a
intervals by their union. Furthermore, we do the same to the interv

Ij (but keep Ij intact). In this way we obtain a new partition with
having the largest measure. This partition is nearly balanced in th
measure of the union of any two consecutive new intervals is no less
(because these new intervals were largest unions of old intervals). A
step we renumber the new intervals and update the value of k.
Step 2. Check whether the new partition produced in Step 1 is sa
an application-specific criterion, for instance, whether k has reached a

n or the error is reduced to a certain level. If not, continue with S
define the final spline by (2.15) and terminate the algorithm.
Step 3. Divide the interval with the largest measure (Ij) into tw
renumber the intervals, update the values of k and M, and then go
REMARK. In Step 1, if Ii and 11+l are the two newest intervals (
with equal length), one needs only to check Ii-1 U Ii if I - 1,1 7 j, a
if I + 1, l + 2 - j, since other unions of two consecutive intervals h

This content downloaded from
146.7.114.79 on Mon, 27 Sep 2021 19:52:23 UTC
All use subject to https://about.jstor.org/terms

MODIFIED ADAPTIVE ALGORITHMS

1021

less than the value of M in the previous iteration, which is, in turn, no
current M. We stated it in the way above only because it shows the pur
step more clearly.

It should be pointed out that one needs to be careful about the stoppin
in Algorithm II. For example, if it is applied to the characteristic fun

X[V/2, ](x) with E(I) = r(f, II, I)p, p < oo, after two iterations we
have k = 3 and ?(I1) = ?(I3) = 0. The break point v2/2 in this exam

replaced by any number in (0, 1) which does not have a finite binary re
such as 0.4. If k > n = 4 is used as the sole stopping criterion, the algorit
into infinite loop. Fortunately, the error in this example still tends to

infinite loop can be avoided by adding error checking in the criterion. The n

shows this is the case in general.

LEMMA 3.1. Let ? be an interval function satisfying (3.1) and (3
E > 0 and n > 0 be prescribed. Then the criterion

(3.9) max?(Ii) <i E or k > n
will terminate Algorithm II.

Proof. We show that if k never exceeds n, then maxi /(Ii) -- 0 as the number

of iterations goes to oo. Let 0 < 0 < 1 be fixed. Let M := 0maxi (Ii) with the
max taken at one moment. Fix this M and denote the goup of all subintervals in

the partition with "large" errors by G := {Ii I ?(Ii) > M}. Let M := 0 maxi (Ii)

be as in Step 1, changing from iteration to iteration. We have M > M from now on.
We first make a few observations. Since the interval currently having the largest
measure is always in Gj, each iteration cuts a member of GM. However, the algorithm

will not merge any member Ii E GMH with another interval because ?(Ii) > M > M
already; any union of Ii with another interval would have even larger measure by

(3.1). By (3.2), there exists r7 > 0 such that lIi > r7 for any Ii c GM. Note all
intervals in a partition are disjoint, thus the total length of the intervals in GM is no

larger than 1, and its cardinal number IGj?i < 1/rl.
From these observations, we conclude the following. When an iteration cuts a
member Ii of GC into two "children" of equal length, one of the three cases will
happen: (a) neither child of Ii belongs to GM, thus IIi > r7 is removed from the total
length of GM^; (b) exactly one of the children belongs to it (hence having a length
> r7) and the other child, with the same length li1L/2 > r7, is removed from GM; or (c)

both children belong to it. The case (a) decreases |G|I by 1, (b) keeps it unchanged,
and (c) increases it by 1. Now one can see that at most [3/77] + 1 iterations will empty
GM, since at least one third of them will be cases (a) or (b) to keep IG6/I < 1/77, which

will remove all the total length of GM, thus emptying it. This reduces the maximum
error maxi ?(I) by a factor 0 < 1. Repeat this enough times and the maximum error
will eventually tend to 0. [

Although (3.2) does not say anything about the convergence rate of E(I) as II -I
0, and the proof of the above lemma may make it sound extremely slow, one can expect

a fairly fast convergence in most cases. For example, in the case E(I) = w,(f, II, I)p,

if f is in the generalized Lipschitz space Lip*(a,p) := Lip*(a, Lp[a, bl), 0 < a < r,

that is, if

If[Lip* '= if Lip*(a,p) '= sup(t - r(f, t, [a, b])p) < oo,
t>O
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then for any I C [a, b]

?(I) = r(f, IIl, I)p < r (f, III, [a, b])p < II If IfLip*.
We feel it is safe to say that most functions in applications belong to Lip* (a, p) with
an a reasonably away from 0, at least on subintervals not containing singularities,
thus halving an interval often reduces its error by a factor of 2a.

A natural question that may arise here is: How complex are the new algorithms?
We give brief comparisons below to answer this question. Algorithm I is straight forward. It is the original adaptive algorithm with a second (merging) phase added.
This phase consists of no more than N' + N < 2N' merging attempts, where N' is
the number of subintervals the original algorithm generates, and N that of the final
subintervals. As for Algorithm II, there are two major differences from the original
version. The first one, as mentioned in the remark after the algorithm description,
is: up to two merging attempts are made after cutting each interval. The other one
is in the book-keeping. In the original version, a vector is needed to record errors
on all intervals (or to indicate which intervals are bad), while Algorithm II keeps the
index of the interval that has the largest error ?(I) in a scalar variable, in addition
to the vector containing all errors. This requires a search for the largest element in
the vector after each cutting or merging operation.
One can see from above that the new algorithms are not much more complex
in terms of programming steps. The added CPU time, in terms of the number of
arithmetic operations, results mainly from the evaluations of the error measure E(I)
required by merging operations. Our estimate is that either algorithm uses two or
three times as much CPU time as the original algorithm. More information on CPU
time will be given in section 5 together with numerical details.

4. Approximation power of the algorithms. We now show that our modified
adaptive algorithms have the full power of nonlinear approximation. More precisely,
we prove that they produce piecewise polynomials satisfying the very same Jackson
inequalities for free knot spline approximation (with possibly larger constants on the
right-hand side since the partitions are not exactly balanced). As we mentioned
earlier, the corresponding Bernstein inequalities hold true for all splines; therefore we
are really proving that the approximation spaces for the modified adaptive algorithms

are the same as those for free knot spline approximation.
We state below our results as three main theorems, parallel to Theorems B, C,
and D, respectively. In fact, we can prove most results of this kind for our algorithms,

such as Kahane's theorems and its generalization [13, Theorems 12.4.3 and 5], but
the proofs would be too similar to the ones below.
We recall that throughout this paper, Ij denotes the interval with largest measure
among all Ii in the partition, the union of any two consecutive intervals Ji = Ii U Ii+1

has a measure ?(Ji) > ((Ij), and Ji is called bad in Algorithm I. All PP functions

on the resulting partitions are defined by (2.15).
THEOREM 4.1. Let n and r be positive integers, and let 0 < p < oc, 0 < a < r,

and y := (a + p-l)-1. If f E Bc, then the two modified adaptive algorithms (with

(i) E(I) = fI G(x) dx and E = n-l o G(x) dx, where G(x) is defined in (2.8) or (ii)
?(I) = Er(f, I)p and e = n-1 f I ) produce PP functions S of (2.15) that satisfy
the Jackson inequality

(4.1)

Ilf - Sllp < Cn-"lflBa.
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From Theorem A we obtain the approximation space A (Lp, {d d
product. It turns out to be the same as A (Lp, {En,r}), which is n

since ZEd is dense in En,r. The surprising part is that one can get such
mant using a simple adaptive algorithm.
COROLLARY 4.2. Let 0 < p < oo, 0 < q < oo, O < a < / < r, and y =
(a + p-l)-l. For approximation by PP functions in d n,r we have

(4.2) Aq (Lp), d,}) = (Lp
In particular,

(4.3) Ac(Lp) (Lp, B3),a/, = Bo.

Proof of Theorem 4.1. The proofs of the theorem in the cases (i) a
very similar. We only consider (i) and remark that, in the case (ii), th

E1N/2]
If l (J2 -< -Clf IB- plays the major role.
L~~i=1 Bc(J2i-1)

PP approximants produced by Algorithm I. Let E(I):= S G(x) dx, w

in (2.8), and e := n-lMY, where

M = G(x) dx

We claim that the number N of intervals it produces is no greater than
by (3.8)

[N/2] S(J2_1) [N2J _ G(x) dx

N < + i= i<1+2)3
+ 2

2n ]1

< 1 + M G G(x)dx = 2n+ 1.
The rest of the proof of (4.1) is similar to that of (2.4) (cf. section 12.8, p. 386 of
[13]); we sketch it here for completeness. It is proved in [13] that for any f E B"[O, 1],

M is equivalent to IflB[0, 1] with constants of equivalence depending only on r and
y, and that for such an f

(4.4) Er(f, I)p < Clf B-(I) < C G(x) dx = C(I)) /
Define the approximant S by (2.15) and we have
N

N

IIf
i=l

<

-

Sip

i=l

cn

n-P/M

here
in
the
fifth
we
have
used
the
PP
approximants
above,
and
use
(3.9
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to maxi (li) < E (thus giving less than n pieces), it is the same situation as with
Algorithm I. Otherwise we have n pieces when it terminates, and (4.1) follows:

f SIP ZEr(fIIi)P? Z (jCG(x)d )Px Y

< Cn G(x)dx)- ? Cn( f G(x) dx)
< (j G(x)dx) n-PaMP < Cn-Palf up

THEOREM 4.3. Under the conditions of Theorem C, the modified adapt

rithms (with S(I) := f1 co(x))dx and E := n- fI Io(x)'Ydx) produce PP appro
S in Ed that satisfy the Jackson inequality:

(4.5) ud(f)p ? f - SHlp < Cn-r WK.l(r
Proof of Theorem 4.3.
PP approximants produced by Algorithm I. Let

&(I) = p(x) ^1dx, M Io(x dx) idx llllly, and E := n1M-Y.

Defining Pi as the Taylor polynomial for f of degree r - 1 at the point x.+I (not b
L, approximation), we have (see equation (4.15) in Chapter 12 of [13])

(4.6) flf - PifL1p(I) ? CflcHL,(I) = C) JW-lI

Using (4.6) in place of (4.4), then (4.5) for p < oc can be proved by arguments v

similar to those in the proof of Theorem 4.1 by Algorithm I. We also refer the reader

to the proof of Theorem C in [13]. For p - oc, the estimate of N is the same and

need only to replace (ZN l -P l ())1 by Max1<i<N Hlf - Pi2 Lz(Ij):
Jlf - Sllc -1<i<N
max flf - PillL,.(I)
? C max lpllL,(I2)
1<i<N
C
1<i<N

max

(jj)1/-1

<

PP approximants produced by Algorithm II. Let S(I), E, and M be
above. Use (3.9) again as the stopping criterion in Step 2. If the algori
because maxi E(li) K E, it is the same situation as in Algorithm I. O
p < oc we have n intervals, and
n

n

li p= i p (10 <C-7llslY (1i) ( n(1 j)L(r
i=1

i=1

[n/2] \ ply

< Cn - 3<CnlP 7MP = CnTP M
in 1 2
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where we have used the inequality (4.6) in the second step, and -y
the last one. For p - oo, we make similar changes to those in Algor

lif - s1k=
-max Ilf
- PilIL.(I) < C max h0,L,(I) = CKrP11
1<i<n
1<i<n

[n1/2]

\L

<C -3 L(J) <Cn-'I'YM =CnM U
i=1

2

THEOREM
and =y (a +

,F(l)

:E,(f,

satisfy

the

4.4. Let n and
p1')-1. If f E

I)-r

and

Jackson

E

:6

n

inequali

(4.7) If - Sllp < Cn-?lf Iv,

Using Theorems 4.4 d A Awe have the following characteriz
COROLLARY 4.5. For approximation by PP functions in

Ac(Lp) := AO'(Lp, { Ed,r}) = (Lp, V,Vp)a/o,q.
In particular, if p < oc0

Ao(Lp) = (Lp, Vo,,,p)0/0 = Be.

Proof of Theorem 4.4. It suffices to show (2.14) since (4.7
from it with any t > 0 and n := [t1'] + 1 (see the end of sec
for p < oc. The case of p = oc can be verified by making ch
the proof of the L, case in the previous theorem.

PP approximants produced by Algorithm I. Let

E := n--Y/PQ(f, 0,yt) P. From (3.8), the number N of interva

can be estimated as

N < Cn.

Indeed, if N > 2n (otherwise, it's done) we have

[N12]j Er (f i J2i- 1) Cn-Y/P [N12]

N ? 1 ? 2___
I n'/P Q(f,t)p
- 3(f wt)W(f, J2j-j1, J2j-1) ? Cn-7/P
i=1
where

N

<

we

Cn.
N

have

Now

u

(2

N

lif - p
slip
- v Er(f,
E Pi) TL i)
p
p(i)
i=1

<

PP
n

:=

CN

=

(n--Y1p(f,tg)l)p1,

approximants
[t-1]

because

+

max

1

and

E(li)
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the same partition; otherwise there are n intervals when it terminates. In the latter
case, we have
/n

\

1/P>

n

\

l/p

lif - slip Eli-IIIP ) < C E (fI I)p
i=1

i=l

[n/2]

<

CnX/pWr(f,

Ijl,Ij)p

T=l

<
5.

1/7

Cnl/P

.

Numerical

rithms

have

i

n-l17

<

Cn

nC"

implementa

the

implementation,

same

we

appr

prefer

A

nomial pieces n, while e in
Ilf - Sl (though it is closely
computer, using Fortran 90

is

?(I)

the

=

Er(f,

square

interval

(

Ii

root

=

I)2

[ti,

[f(x)]2dxz

(5.1) h 3f

unless

function

ti+l]

-

is

we

in

th

estim

([f(x1)]2

+

+ ... + 2[f(Xnp-2)]2 + 4[f(Xnp_1)]2 +
and its Loo norm is estimated by

(5.2) max If(xi)l,
1<i<np

where ti = x1 < x2 < ... < Xnp = ti+ are equally distributed nodes, np is a progr
parameter roughly set as 6 times r, and h = (ti+ - ti)/np. The best L2 polynom
approximant on Ii, discretized by (5.1) as an overdetermined np x r system of li
equations for the least squares method, is calculated by either QR decomposition
singular value decomposition by calling LINPACK subroutines Sqrdc and Sqrsl,
Ssvdc (or their double precision counterparts). The latter takes longer but we d

not see any difference in the first four or five digits of the local approximation erro

they computed; thus we did not test it extensively.
The Lo version of algorithm is basically the same, except that we use ?(I) = Il
PI loo, estimated by (5.2). The local polynomials PI (and the global smooth splin
are still obtained by the least squares method, that is, still best L2 approximan
This is common in the literature, and it is justified by the fact that the best
polynomial approximant is also a near-best Loo polynomial on the same interval;
Lemma 3.2 of DeVore and Popov [16].
The number of polynomial pieces is used as the main termination criterion, w
E in (3.9) is set to a small value mainly to protect the program from falling into infin
loops, rather than the sophisticated ones as in proofs in the previous section. It turne
out that infinite loop is not a problem. A nonfull rank matrix in the least squ
method is a problem, which happens far before it falls into an infinite loop. T
is because if Ii is too small, the machine will have difficulties distinguishing the
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points needed in (5.1). Therefore, we added a third condition to protect
from failing: stop the program when

(5.3) ti+ - ti < np ' max([ti , Iti+ll) * Em.

We also added a second part in the code, namely, finding an L2 smooth sp
approximation to the function with the knot sequence {ti} +2_, where the int
knots a < t2 < t3 < .' < tn < b are the break points of the PP function obtained
by Algorithm II, used as single knots, and the auxiliary knots are set as t2-r =

t3-r = .. = tl = a, and tn+1 = tn+2 = . .= tn+r = b. Despite the fact that the
partitions are guaranteed to be good only for PP functions, they usually work well
for smooth splines, too. De Boor gave some theoretical justification in the discussion
of his subroutine Newnot [4, Chapter XII].
The least square objective function for finding this smooth spline S is
nsn+l

(5.4) E wj[f(7) -S(7)]2,
j=1

where n, set as 5r+ 1, is the number of equal pieces into which we cut each subinter

Ii, rj are the points resulted from such cutting, and the weights wj are chose
that (5.4) becomes a composite trapezoidal rule for the integral f [f(x) - S(x)]

wj = (ti+1 - ti)/ns if Tj E (ti, ti+i); Wj = (ti+1 - ti-)/(2ns) if rj = ti for s
2 < i < n; wi = (t2 - a)/(2n) and wn+n+l = (b - tl)/(2ns). The actual calcula
of the B-spline coefficients of
n

S(x) = CiBir(x),
i=2-r

where Nir(x) := N(x; ti,..., ti+r) are the B-splines with
so that E Nir(x) - 1, is done by de Boor's subroutine L
We used the source code of all the subroutines in the b
on the Internet.

We tested our code on a SUN UltraSparc, with a clock frequency 167MHz, 128MB
of RAM, and running Solaris 2.5.1. The speed is so fast that it is not an issue here:
for finding break points, it is somewhere from 0.015 second for n = 6 to 0.1 second for

n = 30 when printing minimum amount of messages on the screen, and it is less than
10% of these for computing smooth splines. We also tested the code on a 300 MHz
Pentium II machine with 64 MB of RAM running Windows NT 4.0. The speed is at
least three times as fast. None of the problems we tested used more than 0.1 second.
(The reason for the great difference in speed may be that the SUN we used is a file
server, not ideal for numerical computation.) There is still room for improvement in
efficiency. For example, one can use a value of np, larger than what we use, at the
beginning and decrease it as n increases (and the error on each subinterval decreases).
The value of n, should be related to n, too, for the same reason.

The main cost of CPU time is the evaluation of the error measure ?(I) for each
subinterval I. We use ?(I) = Er(f, I)2, estimated by QR decomposition, as an example. Each such problem involves np function evaluations, and (np - )r2 arithmetic
operations required in QR decomposition, plus some more for estimating the error
from the resulting matrices. Each cutting of intervals requires two E(I) evaluations,
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TABLE 5.1

Approximation order of f(x) = ax on [0, 1].
r

1

1

2

2

3

3

4

4

5

5

n 2-60 11-60 2-60 11-60 2-60 11-60 2-60 11-60 2-60 11-60

a (L2) 1.00 1.00 1.95 1.99 2.91 2.98 3.89 4.20 4.91 5.48
a (Lo,) 0.98 0.99 1.90 1.96 2.81 3.05 3.62 4.05 4.42 4.97

and each merging attempt requires one. Our numerical experi
ical run resulting in n subintervals cuts intervals about 2n tim
in up to two attempts of merging subintervals. That gives
problems, each of which involves np function evaluations plu
operations. In view of the approximation order we proved in t

the fact that np is roughly a multiple of r, we think it pays to u

at least 4 or 5. For r = 5, the error will reach the machine ep
when n is somewhere between 30 and 70 in most cases.

We use the square root function f(x) = ax to test the PP function approximat
order. This function is only in the Lipschitz space Lip( , Lo), thus the approximati
order is only 1/2 for splines with equally spaced knots in the Lo norm, no mat
what their order r is. By Theorem 4.3, we should have en := I f -Sn p < Cn-r, wh
Sn is the function consisting of n polynomial pieces computed by Algorithm II us

?(I) = fI p(x)Y dx := fS [f(r)(x) l dx, and we have combined |II I| in the theor

into the constant C. After the knot sequence has been found, QR decomposition is

used at the end of the program on each subinterval to estimate en. Since the error
decreases fast for r = 5, double precision had to be used in QR decomposition for

large values of n. Assume that what we actually obtain from the code is en = Cn-~,

where a is the approximation order. Since logen = logC - a log n, if we plot the

points (xn,yn) := (logn, logen) in the plane, they should form a line. Since such

a plot zigzags very much, we calculated the least squares line y = -ax + b fitting

(Xn, Yn) to find the order. Table 5.1 gives values of a for different r using both L2 and
Loo norms. We should mention that the points (Xn, Yn) for small values of n are too
low and ruin the obvious line pattern formed by those for larger n, thus we give two
values of a, one from the points for n = 2,... , 60, and the other from n = 11,... , 60.
As can be seen from the table, the latter values are right around or even exceed r.

REMARK. We tried some power of Er(f,I)p for ?(I) and felt, in view of (4.6),
it would yield a better balance of subintervals, thus a higher order. But the orders so
obtained were well below r (4.46 for r = 5 and p = oo, e.g.). The reason might be that
f^I p is additive, but (power of) Er (f, I)p is not.
To illustrate the advantage of interval merging, we compare the original adaptive
algorithm and our modified ones with the function

f(x) 1log2(2-m + x)
-m

This function is in C??, and is decreasing and convex on [0, 1] with

f(1) _ -2-m/(mln2). We use m = 50, r = 1, and ?(Ii) = El(f, I
El(f, Ii)oo = (f(xi) - f(xi+i))/2 since f is decreasing on [0, 1]. T

comparison in numbers of knots produced for the same approximation error by the
original adaptive algorithm and our Algorithm II. Both programs try to put first knots
near x = 0 where the graph is very steep. The original algorithm has to, as pointed

out early, lay down knots 2-1,2-2,...,2-23 one by one before reaching an error of
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TABLE 5.2

Comparison in numbers of interior knots produced by the original and modified adaptive alg

rithms for the same error in approximating f(x) = - log2(2-m + x)/m.
Error 0.27 0.23 0.14 0.12 0.060 0.032

Original 23 27 36 38 44 47
Alg. II 1 2 3 5 10 15

0.27, while Algorithm II, after tryin
but the last interval, puts the very f
It

is

interesting

to

watch

how

Algori

in successive iterations without incr
screen output shows that in iteration
to

0.25

and

then

to

0.125,

while

the

err

it moves the break point all the wa
to 0.27. What happened internally is
into [0, 0.25] and [0.25, 0.5]. Since th
smaller than that on [0, 0.25], it then
effect of these steps is moving the
Iteration 0: # of intervals = 2, Knots & errors:
errors=

4.90000E-01 1.OOOOOE-02

L_\infty error on [a, b] = 4.90000E-01
knots=

0.OOOOOE+00 5.00000E-01 1.OOOOOE+00

Iteration 1: # of intervals = 2, Knots & errors:
errors=

4.80000E-01 2.00000E-02

L_\infty error on [a, b] = 4.80000E-01
knots=

0.OOOOOE+00 2.50000E-01 1.OOOOOE+00

Iteration 2: # of intervals = 2, Knots & errors:
errors=

4.70000E-01 3.00000E-02

L_\infty error on [a, b] = 4.70000E-01
knots=

0.OOOOOE+00 1.25000E-01 1.OOOOOE+00

(Many lines deleted....)
Iteration 22: # of intervals = 2, Knots & errors:
errors=

2.70000E-01 2.30000E-01

L_\infty error on [a, b] = 2.70000E-01
knots=

0.OOOOOE+00 1.19209E-07 1.OOOOOE+00
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TABLE 5.3

Approximation errors to the Runge function on [-5, 5].

n If - Sn2Vlf - Sn 2/oc Ilf - Sn fS oo, Hu Ilf - Snl \ LM
3

0.0035

0.029

0.074

5

0.00084

0.0058

0.013

7

0.00029

9

0.00011

0.0039

0.0098

0.00087

0.0023

0.079

0.0035

0.070

0.0032

11 0.000039 0.00018 0.00091 0.00086 0.00090

We now consider the infamous Rung
other hand, is hard to interpolate or a
mated it by the knot removal algorith
the rth derivative of the function on
the rest of the paper, we use r = 4. In
of Lyche and M0rken (LM) [22] and Hu
n- 1), we list our errors measured in
smooth spline Sn, also that of Sn mea
/b- a since it is more comparable to t
The errors by LM are estimated from

our algorithm, we only expected to comp

three times as many knots. It turns ou
good as theirs, which were produced b
By now, the reader may begin to wo
0 < 0 < 1 in Step 1 of Algorithm II, us
of Algorithm II. We tried 0 = 1 with a
except that the number of polynomial

square root function using ?(I) = fI

instead. It is true that in theory it mi
is to find a nearly balanced partition
infinite loop does not happen. It did
the need for a value slightly larger than
Runge function. What happens with 0
the same largest measure at the moment
then the outcome of the next iteration
will very often interfere with the proce
may not make the approximation error w
knot sequence becomes unsymmetrical
most algorithms in the literature produc
it would be hard to compare our resu
used 0 = 1.01 in preparation of Table
function

x2 if x< v/2/2,
( 1 otherwise,
which has a jump at v-/2. As we mentioned in the discussion before Lemma 3.1, since
v//2 has no finite binary representation, this function can never be approximated
exactly by a PP function with dyadic break points. The program (with p = oo) keeps
cutting and merging around the jump (since the number of pieces is always 3 after
two iterations), until it is stopped by the criterion (5.3), resulting in t2 = 0.70710659
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FIG. 5.1. Titanium Heat Data (circles). The final spline (solid line) has 15 interior knots. The
errors for preapproximation (dotted) and for the final spline (dashed) use scales on the right.

and t3 = 0.70710754. The PP function matches f exactly on the computer screen
since the two points are indistinguishable. One can very well combine them into a
single break point, thus virtually reproducing f. The original adaptive algorithm, in
contrast, would put many many knots around the jump while trying to narrow the
subinterval containing the jump: 0.5,0.75, 0.625, 0.6875, 0.71875,.... All these knots
are useless except the newest two.
In practice, one often wants to approximate discrete data points other than known

functions as in the previous examples. In this case, we preapproximate the points by
a spline with as many parameters as we wish to use, then apply our algorithm to this
spline. For smooth-looking data, we interpolate the data by a C1 cubic spline with
knots at the data points, using de Boor's subroutine Cubspl in [4]. This worked very
well. We produced some sample data points from the Runge function and square root
function and applied this approach to them. It resulted in virtually the same knot
sequences as those generated by directly approximating the original functions.
In the real world, however, it is likely that the data will contain errors. If the
data points are interpolated, one can see small wiggles in the graph, which tricks the
program laying knots in areas where the curve is otherwise flat. One such example
is the Titanium Heat Data (experimentally determined), see [4, Chapter XIII], and
also LM [22] and Hu [20]. In Figure 5.1 the reader can see wiggles on both the left
and right. De Boor [4, Chapter XIV] suggests that the data be approximated by a
less smooth spline. We absolutely agree. For the same reason, we used fewer knots
for preapproximating spline in the flat parts at both ends, than we did near the high
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peak around 900?, trying to ignore the wiggles. In fact, we used almost the same knot

sequence for preapproximating spline as in Figure 4 of [20].
TABLE 5.4

Approximation errors to the Titanium Heat Data.

Obtained by Order # of knots Error
De

Boor

LM

4

6

15

6

0.032

0.045

Hu

4

10

0.048

Hu

4

13

0.024

Alg. II 4 11 0.070
Alg. II 4 15 0.031

Since de Boor, LM, and Hu all used Lo
also used the Lo version of our progra
mation to the Titanium Data obtained b
an error of 0.031. Table 5.4 gives a comp

the same data.
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