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In this paper a novel method for 2D image compression is proposed and demonstrated through 
high quality reconstruction with compression ratios up to 99%. The proposed novel algorithm is 
based on a two-level Discrete Cosine Transform (DCT) followed by Hexadata coding and 
arithmetic coding at compression stage. The novel method consists of four main steps:1) A two-
level DCT is applied to an image to reinforce the low frequency coefficients and increase the 
number of high frequency coefficients to facilitate the compression process; 2) The Hexadata 
coding algorithm is applied to each high frequency matrix separately through five different keys 
to reduce each matrix to 1/6 of their original size; 3) Build a probability table of original high-
frequency data required in the decoding step; and 4) Apply arithmetic coding to compress each 
of the outputs of steps (2) and (3). At decompression stage, arithmetic decoding and a Fast 
Matching Search Algorithm (FMS-Algorithm) decodes the high frequency coefficients of step 
(2) using the probability table of step (3). Finally, two level inverse DCT is applied to decode the 
high frequency coefficients to reconstruct the image. The technique is demonstrated on still 
images including video streaming from YouTube. The results show that the proposed method 
yields high compression ratios up to 99% with better perceptual quality of reconstructed images 
as compared with the popular JPEG method. 
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1. Introduction 
JPEG [1], [2] is the most widely used technique for image compression. It consists of simple steps and efficient 
hardware and software implementations of JPEG are widely available. Although JPEG was first developed for 2D 
image compression, it is also commonly used for encoding document-images (i.e. documents consisting of multiple 
images). Unfortunately, document-images encoded by the JPEG algorithm show blocks of artefacts at higher 
compression ratios [3,4]. Such artefacts significantly reduce the visual quality and clarity of the text, graphics and 
images when decompressed. Recently, several new coding methods have been developed for image compression [5]. 
However, the encoding processes of these methods are also ultimately more complex than the JPEG algorithm. For 
this reason, the JPEG algorithm remains the preferred coding method for image, document-image and video 
compression, and especially firmware systems [6,7]. 
 
The contribution of this research is to introduce and demonstrate a new method for image compression based on 
two-level DCT with Hexadata coding and arithmetic coding. The novelty of the proposed Hexadata compression 
algorithm is to reduce coefficients in high-frequency matrices. A common knowledge in data compression is that 
unrepeated coefficients or unrepeated sequences make it more difficult to compress data and, for this reason, the 
novel proposed method helps out by squeezing six data items into a single value. This new idea is successfully 
demonstrated on different types of high-quality images.     
 
The advantages of the method are the elimination of block artefacts, high compression ratios and high perceptual 
quality of the decoded images. This is contrasted with the JPEG technique whose main problem is very low visual 
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quality at higher compression ratios due to block artefacts and reduced colour level. Experiments described in 
Section 6 show the superiority of the proposed method as compared to JPEG. 
 
The steps in the proposed compression algorithm are illustrated in pseudocode as follows: 
 
 Hexadata coding algorithm in pseudocode: 
 
//Read image from disk: 
img = read_image(path);  
//Break image into non-overlapping blocks: 
xBlock = divide_image_into_blocks(img);  
//First level DCT: 
bDCT = apply_DCT_to_each_block(xBlock); 
bDCT_Q=Quantization_Process(Factor, bDCT);  
//DC and AC coefficients are kept into separate matrices: 
[DC1_Matrix, AC1_Matrix] = extract_DC_AC_coefficients(bDCT_Q);  
//Divide DC1 matrix into non-overlapping blocks: 
xBlock2 = divide_DC_matrix_into_blocks(DC1_Matrix);  
// Second level DCT: 
bDCT2 = apply_DCT_to_each_row(xBlock2); 
bDCT2_Q=uniform_Quantization_Process(K, bDCT2);  
 // For each row save DC values as array and AC as concatenated matrix: 
[DC2_Array, AC2_Matrix] = extract_DC_AC_coefficients(bDCT2_Q); 
// Apply Hexadata and arithmetic coding algorithms: 
[AC_Encoding1] = HexaDataCoding(AC1_Matrix); 
  [Compression_Level1] = ArithmeticCoding(Encoding1); 
[AC_Encoding2] = HexaDataCoding(AC2_Matrix); 
  [Compression_Level2] = ArithmeticCoding(Encoding2); 
 




The rest of the paper is organized as follows. Section 2 introduces the Hexadata (HD) compression method, Section 
3 elaborates on the two-level DCT, Section 4 describes the decompression steps, Section 5 presents experimental 
results, Section 6 shows a comparative analysis with JPEG mainly from a visual perceptual quality assessment, and 
finally Section 7 presents conclusions from the current study. 
 
 
2. The Hexadata Compression Method 
The Hexadata compression as proposed in this paper is applied to high frequency coefficients obtained from the 
DCT. The proposed method is based on converting 6 data items to a single value using 5 different keys. Figure 1 









Figure 1: The Hexadata coding algorithm converts a set of original data to a stream of compressed data. The 
compression keys K1 … K5 are randomly generated. 
The following steps illustrate the Hexadata compression method: 







Step 1: The method reduces each group of six data items to a single value; this single value can be seen as a 
compressed-encrypted data as without knowing the compression keys the original data cannot be recovered. 
The process is thus, based on a set of five different keys applied to the data hierarchically. The following 
equation represents the first stage of Hexadata compression: 
 
𝐸(𝑖) = 𝐾1 × 𝐷(𝑛) + 𝐾2 × 𝐷(𝑛 + 1) + 𝐾3 × 𝐷(𝑛 + 2)                                       (1) 
 
Where E(i) is the encoded output from the stream of original data D(n). The keys K1, K2, K3 are randomly 
generated and i is the index of encoded data items.  
 
Step 2: The output from step 1 is converted to another stream of encoded data by multiplying each two values 
by their respective second level keys as shown in Figure 2 through the following equation:  
 
𝑋(𝑗) = 𝐾4 × 𝐸(𝑖) + 𝐾5 × 𝐸(𝑖 + 1)                                                                            (2) 
 
Where X(j) is the final compressed output from previous encoded data E(i) and K4, K5 are the randomly 




Figure 2: The Hexadata compression algorithm: compression keys are hierarchically applied to the data. 
 
The reason we refer to the proposed algorithm Hexadata (HD) compression is because the length (number of 
items) of an array is minimized to 1/6 of their original length as each six items of data are converted to a single 
value. The key values K1, K2, K3, K4 and K5 are generated by a key generator algorithm according to the 
following steps [11,12]: 
 
M  = (max(data))/2; // max value of array to be compressed 
K1 = 1;             // set first 0 < key <=1      
K2 = K1+M+F;        // Where F >=1 is an integer scaling factor. 
K3 = F*M*(K1+K2);   // Where * is the multiplication operator. 
K4 = rand;          // second level keys randomly generated by 





Figure 3: Illustration of the proposed Hexadata compression applied to a sample of high-frequency data. 
3. The Two-level DCT Method 
Siddeq and Rodrigues used two different types of discrete transforms (DWT and DCT) since 2014 reported in 
various publications [8-12]. The rationale behind using different transformations is to try and increase the number of 
high-frequency coefficients as these can help increasing compression ratios without loss of quality. In this research 
we apply the DCT [1,2] twice as it is a very efficient transformation capable of producing the sought high-frequency 
coefficients. The reason behind applying DCT twice is similar to DWT combined with DCT, as mentioned above in 
previous research. In practical terms, we show in this paper that applying DCT twice increases the number of high-
frequency coefficients with reduced number of low-frequency coefficients, which is one of the advantages of the 
DCT we want to fully exploit.        
 
Lossy image compression methods make use of quantization that can be of many types such as scalar, uniform and 
dot-division matrix [5]. Our method is based on dot-division matrix, with a quantization matrix n × n containing 
data generated through Equation 3. The proposed compression algorithm begins by dividing an image into non-
overlapping n × n blocks (n ≥ 8) and then apply the DCT to produce de-correlated coefficients [3,4] followed by the 
proposed quantization equation:  
𝑄(𝑖,𝑗) = {
1,    𝑖 𝑎𝑛𝑑 𝑗 = 1
𝐿,    𝑖 𝑎𝑛𝑑  𝑗 ≠ 1
                                                                                                                                     (3) 
 
Where i,j=1,2,…,n  and the quantization factor is an integer L≥1. Each of n×n blocks are quantized by Eq. (3) using 
dot division matrix followed by truncation of the result. The main reason to use this type of quantization is to 
remove insignificant coefficients and increases the number of zeros in each block. The parameter L main role is to 
increase or decrease the quality of an image. Thus, image details are reduced as the value of L increases. The range 
of L depends on the maximum absolute value of DCT coefficients; thus, there is not a fixed limit for the factor L. 
 
After the transformation, each block in the frequency domain consists of a DC-component at location (0,0) 
representing the average value of the samples in the block while all other coefficients are called the AC coefficients. 
Each DC-coefficient is saved into a one-dimensional array called the DC_array, whose size is thus, the number of 
DC-coefficients in the image. The array is then divided into m sub-arrays (m ≥ 8) and each sub-array is transformed 
by a one-dimensional DCT followed by a thresholding by the linear equation q(i)=K to remove insignificant 
coefficients. We recommend using K ≥ 2 so not to lose fine details in the image. The reason to use a double DCT in 
the sequence as described here is to increase the number of high-frequency components and reduce the DC-
components to a minimum. After this stage, all DC components are compressed by arithmetic coding.  
 
Please note that only the AC coefficients are encoded by the Hexadata algorithm and then Arithmetic Coding, which 
is a lossless transformation, plays an important role in helping to increase compression ratios significantly [15]. All 




As part of Hexa-data coding, a probability table is built representing a set of unique input data. This table is required 
at decompression stage. Figure 4 illustrates the probability data for some encoded data. We stress that sorting 
ascending is a very important step in the proposed method to speed up decompression, as a binary search method is 
used to determine the original data items composed of a single compressed value. For the same reason of speeding 




















Figure 5: Proposed data transformations by two-level DCT and Hexadata Coding algorithm 
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4. The Decompression Algorithm   
To decode the data, we reverse the compression steps. Decompression begins with arithmetic decoding then 
matching each compressed data with the outputs in the probability table. Thereafter, if the match is successful, the 
result will be the relevant 6 data items representing the decoded data. The method comprises a binary search within 
the probability table. Figure 6 illustrates the decoding steps. A Fast Matching Search algorithm based on binary 
search compares, at every iteration, the estimated values (i.e. the possible decoded values) of the data items with the 
items at the middle of the probability table. The probability table is split into 2, then each half (left or right) split into 
2 again and so on. If the result matches then the estimated data items are the relevant 6 data representing the 
decompressed data. Otherwise, if the estimated value is less than the one obtained from the probability table, then 
the algorithm start searching again on the left sub-array or on the right sub-array if the value is greater [13]. There is 
no possibility of “Not Matched”, because all the probabilities have been saved in the probability table at 
compression stage. This decoding method runs much faster than our previous algorithm proposed in the Patent WO 
2016/135510A1 [14]. 
 
Figure 6: Reversing the Hexadata algorithm at decompression.  
The inverse Hexadata algorithm is based on binary search algorithm, where matches in the probability table 
represent the decoded data. All high-frequency coefficients are decompressed by the inverse Hexadata algorithm and 
combined with the decompressed DC values (i.e. DC values decompressed by arithmetic decoding). The inverse 
DCT is then applied to the combined data obtaining the DC components. Similarly, the decoded DC components are 
combined with the decompressed high-frequency values followed by an inverse two dimensional DCT to obtain the 
original decompressed image. The decompression algorithm is illustrated in Figure 7. 
5. Experimental Results  
The proposed algorithm was implemented in MATLAB R2014a running on an Intel Core i7-3740QM 
microprocessor (8-CPUs) with Video card: GTX 960 NVIDIA. Before compression, we transform the RGB colour 
image to YCbCr format, which is used by most image compression algorithms for efficiency reasons [1,2]. Also, 
most image information is present in the first layer “Y” called brightness, while other components of “CbCr” 
contain less information about the image [3] and can be compressed more aggressively. 
 
In this section we describe results in two parts: 
1) We apply the method to general 2D images of different sizes and evaluate the quality of the images and their 
RMSE and SSIM [19]. 
2) We apply the proposed compression and decompression technique to a stream of video images.  
 
Table 1 shows the first part of results by applying the compression method to four selected images shown in Figures 






























Y Cb Cr 
Girl 
High Quality 19.7  32 x 32 8 5 20 20 57  353  1.43 0.97 
Medium Quality 19.7  32 x 32 8 10 40 40 109 184  1.59 0.98 
Low Quality 19.7  32 x 32 8 30 70 70 248 81.1  2.04 0.82 
 
Backyard 
High Quality 48.2  32 x 32 8 9 10 10 18 2.59  3.2 0.91 
Medium Quality 48.2  64 x 64 8 20 20 20 99 495  7.3 0.899 
Low Quality 48.2  64 x 64 8 20 20 20 178 276  8.2 0.892 
 
BMW 
High Quality 38.7  32 x 32 8 20 50 50 46 854  4.8 0.893 
Medium Quality 38.7  32 x 32 8 50 150 150 78 504  7.4 0.886 
Low Quality 38.7  64 x 64 8 10 20 20 149 265  9.2 0.878 
 
Big Ben 
High Quality 28.5  32 x 32 8 50 50 50 41 706  6.9 0.95 
Medium Quality 28.5  32 x 32 8 100 100 100 75 389  9.5 0.881 
Low Quality 28.5  64 x 64 8 150 200 200 116 251  12.1 0.81 
 
 
Note that the total compressed image sizes in Table 1 include the probability table which is saved in the header file 
(see Figure 4). The information in the probability table is needed at decompression stage and it can be used as part 
of an encryption key for security applications as, without this information, the image is un-recoverable.  CR in Table 
1 refer to Compression Ratio [2]    
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Compression ratio= 0.0175, RMSE=1.43                         Compression radio=0.0091, RMSE=1.59 
 
Compression ratio= 0.004, RMSE=2.04 
              
Figure 8: Decompressed image by our approach: (left-top) represents high quality decompressed 
image with RMSE=1.43 by keeping most of details of the image, (Right-top) medium image quality 
RMSE=1.59 by removing some high-frequencies coefficients, which is not much different from 
previous decompressed image, (Middle-down) decompressed image and RMSE=2.04 which is a lower 
quality image as quantization removes some details from the low and high-frequency coefficients. 






RMSE=3.2                                    RMSE=7.3                                          RMSE=8.2 
 Compression Ratio=0.053           Compression Ratio=0.01           Compression Ratio=0.0055 
Zoomed-in part of the decompressed Backyard images 
 
Figure 9: Decompressed image by our approach. Left column: high quality decompressed image with 
RMSE=3.1 by keeping low-frequency details and most of high-frequency details. Middle column: 
medium image quality with RMSE=7.3 part of high-frequencies coefficients removed by quantization 
process, which is not much different from the original image. Right column: decompressed image with 
RMSE=8.2 represents a lower quality image as quantization removes some details of the low and most 
of high-frequency coefficients. Moreover, the DCT block size varies according to image quality; this is 
to demonstrate the ability of our proposed algorithm of using different block sizes.   
 
 





Compression Ratio=0.012, RMSE=7.4 
 
 
Compression Ratio=0.0066, RMSE=9.2 
Zoomed-in part of the decompressed BMW images 
 
Figure 10: Our approach compresses a high-resolution 2D image to over 99%. Top row: represents 
decompressed 2D image with RMSE=4.8 still a high-resolution image. Middle row: decompressed 2D 
image with RMSE=7.4, in this stage most of high-frequencies are removed and some low-frequency 
data are changed. Although the RMSE is larger than previous value, image details are still preserved. 









Compression Ratio=0.013, RMSE=9.5 
 
 
Compression Ratio=0.008, RMSE=12.1 
 
Figure 11: Decompressed image by our approach. Top row: high quality decompressed image with 
RMSE=6.9 by keeping low-frequency details and most of high-frequency details with quantization 
factor (L=50). Middle row: medium image quality with some degradation with RMSE=9.5and high-
frequency coefficients partially removed by quantization factor (L=100). Bottom row: decompressed 
image with RMSE=12.1is a lower quality image as some details of the low and most of high-frequency 
coefficients are removed by quantization. This level of compression (over 99%) shows block artefacts. 
 
Having demonstrated the algorithm for still images, we turn our attention to video compression. Table 2 illustrates 
results of the proposed method. The quality of video is largely dependent on the quantization factor used and the DCT 
block size. In general, it can be stated that the larger the quantization factor the lower the quality of the image, and the 












































Y Cb Cr 
Video_1 
379.52  64 5.93  32x32 16 15 35 35 391 0.97 1.7 0.972 
379.52  64 5.93  64x64 16 35 45 45 387 0.98 2.29 0.951 




336.6  128 2.63  32x32 16 10 25 25 369 0.91 2.7 0.93 
336.6  128 2.63  16x16 8 50 100 100 374 0.899 5.2 0.88 
336.6  128 2.63  16x16 16 100 150 150 391 0.892 7.4 0.789 
 
Note that on video compression quoted in Table 2 each frame is compressed independently and each frame has its 
local information (keys, probability table). Therefore, each compressed frame includes its local information 
independently. The reason behind using different block sizes of 16x6 and 8x8 is to show the ability of our proposed 
method to compress images at higher compression ratios using different block sizes. Changing block sizes can 
reduce the DC-components and increase the AC-coefficients as shown by our experiments. Comparing with the 
JPEG algorithm, the fact that JPEG is fixed on one level DCT and on block size of 8x8 is a handicap leading to 
lower image quality at high compression ratios. 
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Frame 62                                 Frame 63                              Frame 64 
 
 
(a). Decompressed Video_1 consist of 64 frames, average RMSE =1.7 
 
 
Frame 57                                 Frame 58                                Frame 59                                Fram e 60                               Frame 61 
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Frame 57                                 Frame 58                                Frame 59                                Fram e 60                               Frame 61 
 
 
Frame 62                                 Frame 63                                Frame 64 
 
(c). Shows last 10 frames from the decompressed Video_1, average RMSE= 2.67 
 
Figure 12: Decompressed video "Behind Enemy Lines Movie CLIP (2001) HD". (a) Shows decompressed video 
with average RMSE for 64 frames at 1.7, and compression ratio of 0.989. (b) Shows just the last 10 frames from the 
decompressed video for comparison with previous frames in (a). Some degradation is observed in the decompressed 
and the average RMSE for 64 frames is 2.29 yielding compression ratio of 0.993. (c) RMSE =2.67 for all frames. 
The last 10 frames show degradation in the decompressed video. The degradation is negligible in comparison with 
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(c). Shows just the last 18 frames of 128 decompressed Video_2 frames, average RMSE =7.4 
 
Figure 13: Decompressed video "MotoGP™_Indianapolis_2014_Best_slow_motion". (a) Shows the 
decompressed video for 128 frames with average RMSE=2.7, and video compression ratio of 0.942. (b) Shows just 





degradation appeared in the decompressed video. The average RMSE for 128 frames is 5.2 and compression ratio of 
0.982. (c) Shows the last 18 decompressed frames which shows some degradation with RMSE of 7.4and 
compression ratio of 0.989 (i.e. the degradation appears only after zooming-in). 
6. Comparison with the JPEG Technique   
The JPEG technique applied to the images and videos used in Section 5 yields good visual quality with lower 
compression complexity. However, the JPEG technique is unable to produce good visual quality at higher 
compression ratios, as the quality of the image is significantly degraded [15, 16]. Meanwhile the colour levels are 
reduced; in other words, real greyscales are lost yielding unreal 2D images. Figures 14, 15 and 16 show a 
comparison between JPEG and the proposed HD coding compression technique. The comparison is based on visual 
properties at higher compression ratios. 
 
 
 JPEG, RMSE=10.2, compressed size=112KB 
 
HD-Coding, RMSE=2.04, compressed size=80.1KB 
 
 
JPEG, RMSE=16.5, compressed size=295KB 
 
HD-Coding, RMSE=8.2, compressed size=276KB 
 
 
JPEG, RMSE=11.8, compressed size=303KB 
 





JPEG, RMSE=15, compressed size=261KB 
 
HD-Coding, RMSE=12.1, compressed size=251KB 
 
Left column: compressed and decompressed images by JPEG technique compared with our proposed HD coding 
(right column) at higher compression ratios. The JPEG technique could not reach the expected compressed size, 
also degradation clearly appears in the images. The JPEG compression reduces the colour levels in the image for 
higher compression ratios, and this affects image quality. 
 
Figure 14: Visual quality comparison between JPEG and our proposed HD coding technique. 
 
 
(a) As we can see samples of "Video_1" compressed by JPEG technique (i.e. each image compressed 







(b) Samples of "Video_1" compressed by our proposed technique HD-Coding (i.e. each image compressed 
independently, total compressed video size= 1.99 Mbytes), Average RMSE = 7.4.  (See Table 2) 
Figure 15: (a) shows the decompressed Video_1 by JPEG at higher compression ratio, the stream of the images is 
completely degraded, especially the details on the face. (b) Decompressed same video at higher compression ratio, 




(a) As we can see samples of "Video_2" compressed by JPEG technique (i.e. each image compressed 






(b) Samples of "Video_2" compressed by our proposed HD coding technique (i.e. each image compressed 
independently, total compressed video size= 4.05 MB), average RMSE = 7.4 (see Table 2). 
Figure 16 (a) shows the decompressed Video_2 by JPEG at higher compression ratio, the stream of the images is 
slightly degraded. (b) Decompressed same video at higher compression ratio, we cannot identify degradations, but 
the RMSE is slightly higher than JPEG's RMSE, which means mathematically (i.e. according to RMSE rules) JPEG 
is better than our approach in this case. 
 
Additionally, we applied our proposed algorithm to three greyscale images which are very popular in digital image 
compression [2,3] providing thus, a direct comparison for common images used in the literature. Table 3 and Figure 
17 shows results of our proposed algorithm for greyscale images while Figure 18 shows results for JPEG 
compression. 
 





1st Level DCT 
block size 









Lena 1.0 MB 16x16 8 70 32 31.6 KB 4.79 0.776 
Woman 256 KB 8x8 8 50 9 26.1 KB 14.01 0.678 
Apples 1.37 KB 32x32 8 70 55 25.2 KB 4.29 0.808 
 
The comparison between JPEG and our proposed method in Figures 15 and 16 are based on the RMSE and higher 
compression ratios. Our proposed algorithm shows superior performance to JPEG compressing Lena and Apples 
images while for the Woman image JPEG is the winner. This means our proposed algorithm works very well for 





Lena Compressed size=31.6 KB, Women Compressed size=26 .1 KB, Apples Compressed size=25.2 KB 
(Compressed images by our proposed method) 
 
Figure 17: Our method: (Left): Lena's image compressed by our method with RMSE=4.79, (Middle) Woman's 
image with RMSE=14.01, (Right) Apple's image with RMSE=4.29. 
    
 
Lena Compressed size=32.1 KB, Women Compressed size=24 .4 KB, Apples Compressed size=29 KB 
(Compressed images by JPEG technique)  
 
Figure 18: JPEG method: (Left) Lena's image compressed by JPEG with RMSE=5.9, (Middle) Woman's image 
with RMSE=9.3, (Right) Apple's image with RMSE=6.4. 
 
A further comparison with previous work of Siddeq and Rodrigues which was based on two discrete transformations 
DWT and DCT is made here. Note that a main disadvantage of previous work is the complexity of the compression 
algorithms [9,10,11]. Table 4 shows the compression ratio for the Minimize-Matrix-Size algorithm (previous work 
[10,11,14]) compared with our proposed approach described in this paper. It is important to stress the novelties of 
the proposed approach which are the reduced number of steps at compression and decompression stages, resulting in 
faster reconstruction from compressed data with higher compression ratios. Additionally, the compression is 
intrinsically more secure with five different keys which presents an advantage to image compression of security 
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To summarize the comparative analysis, results show that our proposed compression algorithm is capable of 
compressing images at higher compression ratios over 99% with no substantial degradation. In other words, it can 
compress to higher compression ratios than the JPEG technique and our previous work. However, the length of the 
compressed information placed at the header file required at decompression stage (e.g. the probability table which 
can be quite large) negatively affect file sizes.  
 
The main contributions of the proposed method are highlighted as follows. 
A-  Faster than and with higher compression ratios than our previous work [10,11,14]. The main reason is that 
search runs sequentially in previous work with decoding time from seconds to minutes depending on the 
size of image. In the work presented here, decoding times are less than a second to a few seconds 
depending on the size of the image.  
B- Images are compressed using five different keys while in our previous work we used three different keys. 
This means that the proposed method has higher security credentials than previous work as keys can be 
used as password protecting the file. 
 
 
7. Conclusion   
This paper presented a new method for image and video compression and demonstrated the quality of compression 
through RMSE and visual quality of reconstructed images. Similar to JPEG technique which is based on the DCT, 
our proposed HD coding method is based on a two-level DCT, and is significantly different from JPEG in the way 
the transformations are applied. It embodies a number of additional steps at compression stage where the most 
important and significant ones are the compression of high frequency data by the Hexadata algorithm, leading to 
increased compression ratios, and the coding of the data by using five different keys which are generated by a key 
generator.  
 
At decompression stage, a binary fast matching search algorithm is used to recover the high-frequency matrix, using 
the same five symmetric keys (i.e. the same keys used in the compression steps). Another feature of the algorithm is 
its reduced complexity making it much faster than any of our previous work. The results demonstrate that the 
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approach yields high image quality at high compression ratios compared with JPEG technique and our previous 
work. Furthermore, it is demonstrated that it is able to reconstruct video frames at high compression ratios. 
 
On the down side, the complexity of HD coding method with multiple steps is greater than that of existing codecs 
such as JPEG due to the coding of each six items of data which also increases the execution time for large images. 
We are working on increasing the compression ratio of header file information and on increasing performance 
through concurrent programming techniques and results will be reported in the near future. 
 
As future work, we intend to address the issue of security by protecting the generated keys (and perhaps some 
further information from the header such as probability table) by encrypting those with standard algorithms such as 
AES which are proven methods. This would make the proposed method a per-file compression technique with 
partial encryption as, without the encrypted information, data cannot be recovered.  
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