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ABSTRACT
In this paper, we focus on the problem of blind joint calibration of
multiband transceivers and time-delay (TD) estimation of multipath
channels. We show that this problem can be formulated as a partic-
ular case of covariance matching. Although this problem is severely
ill-posed, prior information about radio-frequency chain distortions
and multipath channel sparsity is used for regularization. This ap-
proach leads to a biconvex optimization problem, which is formu-
lated as a rank-constrained linear system and solved by a simple
group Lasso algorithm. Numerical experiments show that the pro-
posed algorithm provides better calibration and higher resolution for
TD estimation than current state-of-the-art methods.
Index Terms— blind calibration, ranging, localization, time-of-
arrival estimation, sparse covariance matching, multipath estimation
1. INTRODUCTION
Localization in communication networks often requires the estima-
tion of the range between sensor and anchor nodes [1]. The rang-
ing typically starts with the exchange of known probing signals and
the estimation of the channel, i.e., the RF chains effect and multi-
path propagation, between nodes [2]. While for communication the
channel is estimated to perform equalization, in localization scenar-
ios, the goal is to remove any bias in range estimation introduced by
it.
As a large frequency band (aperture) must be covered during
channel probing to increase the resolution of range estimates [3],
nodes are required to have integrated wideband RF chains. These
often introduce frequency-dependent gain and phase distortions in
the probing signals due to the used amplifiers and anti-aliasing fil-
ters [4]. For instance, consider low-rate acquisition of multipath sig-
nals [5–7]. Due to the large frequency aperture required during sam-
pling [8], sampling methods are impaired by distortions introduced
in RF chains. As these effects can significantly deteriorate range es-
timation, they need to be estimated and corrected in a calibration
process. Unfortunately, in localization scenarios, calibration is chal-
lenging as the sensor nodes are diverse, and manual calibration of
each node is not practical.
As calibration is common in many fields, e.g., communications
[9–11], radio astronomy [12–14], and medical imaging [15], many
algorithms have been proposed for blind calibration. While some of
them assume prior knowledge of the measurement matrix, e.g., array
response, or the second-order statistics of the calibration parameters,
others rely on the Toeplitz structure of the covariance matrix related
to the underlying sensor array. Differently from these works, we ex-
ploit the properties of the communication channel and formulate the
joint blind calibration and time-delay estimation as a special case of
a covariance matching problem [16]. Even though this formulation
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leads to an ill-posed problem, using prior information about the dis-
tortions of RF chains and the sparsity of the multipath channel the
problem can be regularized. Here, we consider that gain distortions
of RF chains are slowly varying with frequency, while phase distor-
tions are negligible [17]. This assumption allows us to approximate
the distortions of the RF chains with a set of known basis functions,
leading to a biconvex problem in the calibration and time-delay (TD)
parameters. Although biconvex optimization algorithms are applica-
ble, e.g., [18, 19], the approach in [18] does not consider multiple
measurement scenarios, and the algorithm in [19] has a high latency
and no convergence guarantees. Therefore, we propose to re-cast the
biconvex optimization problem as a rank-1 constrained linear system
using the lifting technique [20–22], which can be solved efficiently
as a group Lasso problem. The proposed algorithm is benchmarked
through simulations by comparing its performance with algorithms
proposed in [19, 23]. The results show that the proposed algorithm
provides better calibration performance and a higher resolution for
TD estimation.
2. PROBLEM FORMULATION AND DATA MODEL
Consider an ultra-wideband (UWB) channel model defined by its
continuous-time impulse and frequency response as
h(t) =
K∑
k=1
αkδ(t− τk) and H(ω) =
K∑
k=1
αke
−jωτk , (1)
whereK is the number of resolvable multipath components (MPCs),
α = [α1, . . . , αK ]
T ∈ CK and τ = [τ1, . . . , τK ]T ∈ RK+ collect
unknown gains and TDs of the MPCs, respectively [24]. We assume
that the gains of the MPCs are slowly varying with time according
to a Rician distribution.
In this work, we are interested in estimatingα and τ by probing
the channel using the known wideband OFDM probing signal s(t)
transmitted over i = 0, . . . , L − 1, frequency bands. The probed
frequency bands areWi = [ωi − B2 , ωi + B2 ], where B is the band-
width, and ωi is the central angular frequency of the ith band. The
channel probing is performed P times during the channel coherence
time. During this time, we assume that multipath gains are slowly
varying. We consider that realistic transceivers are used for the chan-
nel probing. Our objective then is to perform blind calibration of RF
chains and estimate the TDs, τ , from the collected measurements.
Continous-time signal model: We consider a baseband sig-
nal model and assume ideal conversion to and from the pass-
band. The unknown response of the RF chains at the ith band
is modeled using equivalent linear and time-invariant low-pass fil-
ters gi(t) = gTx,i(t) ∗ gRx,i(t), where the corresponding CTFT
Gi(ω) = GTx,i(ω)GRx,i(ω) has passband [−B2 , B2 ]. The com-
pound impulse response of the RF chains and the channel is ci(t) =
gi(t) ∗ hi(t), where hi(t) is the baseband equivalent impulse re-
sponse of the ith channel band, and its CTFT isHi(ω) = H(ωi+ω).
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Consider that there is no inter-symbol interference and that
OFDM probing signal is defined as
s(t) =
{∑N−1
n=0 sne
jωscnt, t ∈ [−TCP, Tsym]
0, otherwise ,
where the known pilot symbols are s = [s0, . . . , sN−1]T ∈ CN , the
sub-carrier spacing is ωsc, TCP is the duration of the cyclic prefix,
and Tsym = 2pi/ωsc is the duration of one symbol. The CTFT of the
signal received at the ith band after conversion to the baseband and
low-pass filtering is
Yi(ω) = S(ω)Ci(ω) +Wi(ω), ω ∈ [−B
2
,
B
2
] , (2)
where Yi(ω) = 0, otherwise, Ci(ω) = Gi(ω)Hi(ω), and Wi(ω) is
low-pass filtered Gaussian white noise.
Discrete-time signal model: The receiver samples yi(t) with pe-
riod Ts = 1/B, performs packet detection, symbol synchronization,
and removes the cyclic prefix. During the duration of one symbol
N complex samples are collected, i.e., Tsym = NTs. Next, a N -
point DFT is applied on the collected samples, and DFT coefficients
obtained during the pth probing interval are stacked in the increas-
ing order of the their frequencies in yi(p) ∈ CN . The discrete data
model of the processed signals [cf. (2)] received during P probing
intervals can be written as
yi(p) = diag(s)ci(p) + wi(p) , p = 1, . . . , P , (3)
where ci = diag(gi)hi(p), and wi(p) ∈ CN is zero-mean white
Gaussian distributed noise. The samples of Gi(ω) at the subcarrier
frequencies are collected in gi = [gi,0, . . . , gi,N−1]T ∈ CN , where
gi,n = ρi,ne
jψi,n with ρi,n andψi,n denoting the unknown gain and
phase distortions of the RF chains, respectively. Likewise, hi(p) ∈
CN collects samples of Hi(ω) in increasing order of frequencies as
Hi[n] = H (ωi + nωsc) , n = −N
2
, . . . ,
N
2
, (4)
where ωsc = 2piNTs , and we assume that N is an even number. We
consider that bands {Wi}L−1i=0 are laying on the discrete frequency
grid ωi = ω0 + niωsc, where ni ∈ N, and ω0 denotes the lowest
frequency considered during channel probing.
Inserting the channel model (1) into (4) gives
Hi[n] =
K∑
k=1
αke
−jniωscτke−jnωscτk , (5)
where we absorbed e−jω0τk in αk ∀ k. The channel vector hi(p)
satisfies the model
hi(p) = Mdiag(θi)α(p) , (6)
where M = [m1, . . . ,mK ] ∈ CN×K is a Vandermonde matrix
with its kth column given by
mk =
[
1, e−jωscτk , . . . , e−j(N−1)ωscτk
]T
.
Likewise, θi = [θi,1, . . . , θi,K ]T ∈ CK , where θi,k = e−jniωscτk
are band-dependent phase shifts of the MPCs.
Data model: Each ci is estimated by deconvolution of (3) as
ci(p) = diag−1(s)yi(p) .
The deconvolved measurements satisfy the model
ci(p) = diag(gi)Mdiag(θi)α(p) + w′i(p) , (7)
where the pilot symbols have constant magnitude and w′i(p) =
diag−1(s)wi(p) is zero-mean white Gaussian distributed noise.
The estimates of the compound frequency response, ci(p), are
stacked in c(p) = [cT1 (p), . . . , cTL(p)]
T ∈ CNL. From (7), the
model for c(p) is
c(p) = diag(g)A(τ )α(p) + w(p) , (8)
where A(τ ) = [a(τ1), . . . ,a(τK)] ∈ CNL×K has the multiple
invariance structure
A(τ ) =

M
Mdiag(θ1)
...
Mdiag(θL−1)
 , g =

g1
g2
...
gL
 ,
and likewise, w(p) ∈ CNL collects w′i(p), i = 0, . . . , L− 1.
Stacking all the estimates of the compound frequency responses,
collected during P probing intervals in C = [c(1), . . . , c(P )] ∈
CNL×P , leads to the model [cf.(8)]
C = diag(g)A(τ )X + W , (9)
where X = [α(1), . . . ,α(P )] ∈ CK×P , and W collects w(p) ∀ p.
3. JOINT BLIND CALIBRATION AND TD ESTIMATION
Our objective is to estimate the unknown response of the RF chains,
g, and TDs, τ , of the MPCs from the measurement matrix C. We
first introduce a general problem, and then propose an efficient algo-
rithm for solving it. Joint blind calibration and TD estimation can be
formulated as the following optimization problem
gˆ, τˆ , Xˆ = min
g,τ ,X
‖C− diag(g)A(τ )X‖2F , (10)
where ‖ · ‖F is the Frobenius norm of a matrix. This problem is
clearly ill-posed and non linear, making it difficult to solve without
further assumptions or prior information. Therefore, we use prior
knowledge about the frequency response of RF chains and the spar-
sity of the multipath channels to reformulate the problem.
Assumptions: The magnitude of the frequency response of RF
chains is slowly varying with frequency, while phase distortions are
usually negligible [17]. Therefore, the entries of g are slowly chang-
ing, and it can be approximated as g = Bp, where the columns
of B ∈ CNL×R are R known basis functions and p are unknown
calibrating parameters. In this paper, we assume that columns of B
are the first R Chebyshev polynomials of the first kind as they offer
near minimax polynomial approximation of g in an interval [25].
Let the maximum expected TD to be estimated in the ranging
scenario be τmax = dmaxc + τtot, where dmax is the maximum dis-
tance, c is the speed of light, and τtot is the total delay spread of the
channel. Assuming that the unknown TDs lay on a uniform grid of
M  NL delays, i.e., τk ∈ T = {0, τmaxM , . . . , τmax(M−1)M }, the
following optimization problem can be formulated to solve the joint
blind calibration and TD estimation
pˆ, Xˆs = min
p,Xs
‖C− diag(Bp)ADXs‖2F + λ‖XTs ‖2,1 , (11)
where AD = [a(t0), . . . ,a(tM−1)] ∈ CNL×M is a dictionary ma-
trix with column vector defined in (8), tm = mM τmax and Xs ∈
CM×P is a row sparse matrix. The regularization parameter λ > 0
is determining the sparsity (i.e., number of non-zero rows in Xs),
and ‖[a1, . . . ,an]‖2,1 :=∑ni=1 ‖ai‖2 is the `2,1-norm of a matrix
which is known to promote column sparsity.
Although the optimization problem in (11) is biconvex, i.e. it is
convex in p for fixed Xs and convex in Xs for fixed p, and alter-
nating minimization can be used to estimate both Xs and p, the lack
of convergence guarantees and the high computational complexity
makes (11) unpractical. Therefore, we propose a method that offers
a better solution using ideas of covariance matching.
Let us assume that (1) is a wide-sense stationary and uncor-
related scattering (WSSUS) fading channel. Therefore, α(p)
and w(p) are statistically independent and mutually uncorre-
lated variables with covariance matrices Σα = diag(σα), σα =
[σ2α,1, . . . , σ
2
α,K ]
T , and Σw = σ2wINL, where INL is theNL×NL
identity matrix [26]. With these assumptions, we can write the co-
variance matrix of c(p) as
Rc := E{c(p)cH(p)} ∈ CNL×NL ,
= diag(g)A(τ )ΣαAH(τ )diag(g¯) + σ2wINL ,
(12)
where (·) denotes complex conjugation. To obtain a linear measure-
ment model, we vectorize (12) and write it as
rc = diag(g ⊗ g)K(τ )σα + rw , (13)
where ⊗ is the Kronecker product, K(τ ) = A(τ ) ◦ A(τ ) ∈
C(NL)
2×K , ◦ denotes the Khatri-Rao product and rw = σ2wvec(INL).
Here, vec(·) stacks the columns of the matrix.
Algorithm: The covariance matrix can be estimated from mea-
surements as Rˆc = 1P CC
H , where its vectorized form is rˆc =
vec(Rˆc). Here, we assume a priori knowledge of the noise power
σ2w, and we define r˜c = rˆc − rw. For the case with unknown σ2w,
we can first estimate it according to [27]. Considering the mod-
elling assumption on g and multipath channel sparsity, and using the
properties of the Kronecker product, we can rewrite (13) as
rc = diag(Dz)KDrα + rw , (14)
where D = B ⊗ B has size (NL)2 × R2, z = p ⊗ p ∈ CR2 ,
KD = AD◦AD ∈ C(NL)2×M is a dictionary matrix and rα ∈ RM
is a K sparse vector that collects the powers of the MPCs. The
unknown parameters in the data model are the calibrating parameters
z and the powers of the MPCs rα. Note that finding the columns of
KD that correspond to the non-zero elements of rα is equivalent
to estimating τ . To estimate these parameters, we formulate the
following sparse covariance matching optimization problem
zˆ, rˆα = min
z,rα
‖r˜c − diag(Dz)KDrα‖22 + λ‖rα‖1 , (15)
where ‖ · ‖2 denotes the `2-norm of the vector, λ > 0 controls the
level of sparsity of rα, and ‖ · ‖1 is the `1-norm of a vector.
Similar to (11), the objective function of this optimization prob-
lem is biconvex in the unknown parameters z and rα. To alleviate
difficulties arising from the biconvexity of the objective function,
we reformulate (15) as a problem involving solving a linear system
whose solution obeys a rank-1 constraint by lifting the unknown vari-
ables. The elements of rc can be written as
[rc]n = [Dz]nk
T
nrα + [rw]n = d
T
nzr
T
αkn + [rw]n , ∀n, (16)
where dTn and kTn denote the nth row of D and KD , respectively.
Let us define the rank-1 matrix Q := zrTα and the linear operator
Algorithm 1: Joint Blind Calibration and TD Estimation
Input: {T ,B,Γ, r˜c, λ}
qˆ← arg minq ‖r˜c − Γvec(Q)‖22 + λ‖Q‖2,1;
Qˆ← unvec(qˆ);
{zˆ,∼, rˆs} ← svds(Q, 1);
Z← unvec(zˆ);
{∼,∼, pˆ} ← svds(Z, 1);
gˆ← Bpˆ;
{σˆα, indxSet} ← find(rˆs ∼= 0);
τˆ ← T (indxSet);
Output: {pˆ, gˆ, σˆα, τˆ}
A : CR2×M → CNL as
rc = A(Q) + rw := vec({dTnQkn}NLn=1) + rw . (17)
Given that dTnQkn = (kn ⊗ dn)T vec(Q) ∀n, (17) becomes
rc = Γq + rw , (18)
where the nth row of Γ ∈ CNL×R2M (the matrix representation of
the operator A) is γTn = (kn ⊗ dn)T , and q = vec(Q).
The problem of estimating z and rα then reduces to finding a
rank-1 matrix Q satisfying the set of linear constrains (18). The
solution of this problem can be found by
Qˆ = min
Q
‖r˜c − Γvec(Q)‖22 + λ‖Q‖∗ , (19)
where ‖·‖∗ denotes the nuclear norm of a matrix which promotes low
rank solutions. To further simplify the problem, we use the sparsity
of Q. Due to rα, the matrix Q is not only rank-1 but also column
sparse. Since for any matrix L, ‖L‖2,1 > ‖L‖∗ holds, we can use
the ‖ · ‖2,1-norm to regularize (19) instead of ‖ · ‖∗ following [18]
and obtain a simpler formulation. Therefore, to estimate z and rα it
is sufficient to solve
qˆ = arg min
q
‖r˜c − Γvec(Q)‖22 + λ‖Q‖2,1 , (20)
where the regularization parameter λ > 0 is set to be proportional to
the noise power σ2w. This problem, besides of being convex, can be
identified as a group Lasso problem, which can be solved efficiently.
Here, we use the spectral gradient-projection method [28, 29].
To estimate z and σα after solving (20), first Q is reconstructed
from q, and then the singular value decomposition is used to find the
best rank-1 approximation of Q in the `2-sense [30]. Then, z and rα
are found as the left and right principal singular vectors, respectively.
Similarly, to estimate the calibrating parameters p, first matrix Z ∈
CR×R is constructed from z, and then p is proportional, up to a
complex scaling factor, to the right principal singular vector of Z.
As this scaling ambiguity does not influence performance of the TD
estimation, it can be ignored. The estimates for parameters g, τ , and
σα immediately follow. This procedure is summarized in Alg. 1 1.
As the resolution of τ estimates from (20) is restricted by the
resolution of the chosen grid T , in case that the TDs τ do not lie
exactly on the grid T , this algorithm can be extended with grid-less
estimation methods such as multiple invariance ESPRIT [31, 32].
1MATLAB notation has been used for simplicity.
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Fig. 1: RMSE for estimated calibration (a-b) and time-delay (c-d), vs number of snapshots and signal to noise ratio.
4. NUMERICAL EXPERIMENTS
This section evaluates the performance of the proposed algorithm
via numerical simulations. We consider a scenario where the mul-
tipath channel has eight dominant MPCs, i.e. K = 8, with gains
distributed according to a Rician distribution. The continuous-time
channel is modeled using a 2 GHz grid, with channel tap delays
spaced at 500 ps. We consider that the receiver estimates the chan-
nel frequency response in four frequency bands, i.e., L = 4, using a
probing signals with N = 64 subcarriers and a bandwidth of B =
20 MHz. The central frequencies of the bands are {10, 70, 130, 280}
MHz, respectively. The gain errors, i.e., elements of g, are drawn
uniformly from the interval of [−3, 3]dB, considering that gain vari-
ations are smooth over subcarriers. During the simulations, g is kept
fixed. To evaluate performance for TD estimation, we use the root
mean Square error (RMSE) of the first multipath component TD es-
timate. To evaluate the performance of the calibration, we use the av-
erage RMSE of the gain estimates over all the subcarriers and bands.
The RMSE are computed using 103 independent Monte-Carlo trials
and compared with RMSEs of the algorithms proposed in [19, 23]
which are shortly denoted with ALMIN and BLC, respectively.
The original formulation of the BLC algorithm does not require
knowledge of the noise covariance Σw, as the authors in [23] as-
sume that the nonideal response of the sensor array is affecting both
signal and noise. While this is typically the case for the acoustic sen-
sor vectors, this assumption does not hold for calibrating RF chains.
Therefore, we provide a good initial estimate on the true Σw to the
BLC algorithm. Likewise, the ALMIN algorithm is initialized with
a good initial guess on g, and to limit its computational complexity
the maximum number of iterations is set to eight.
Fig. 1a shows the calibration performance of the proposed,
ALMIN and BLC algorithms with respect to the number of snap-
shots P . The signal to noise ratio (SNR) is set to 5 dB and kept fixed
during trials. From Fig. 1a, we observe that calibration RMSE de-
creases as the number of snapshots increases for all three algorithms
due to better estimation of the covariance matrix, Rˆc, and a better
model matching [cf. (20)].
In the second scenario, we fixed the number of snapshots to
P = 400, and evaluated the methods performance for different SNR
regimes. From Fig. 1b, it is seen that calibration RMSE decreases
with SNR. However, for a SNR above 5 dB for the proposed and
ALMIN algorithm or a SNR above 15 dB for the BLC algorithm, it
saturates, due to model mismatch related to the limited number of
snapshots.
The same simulation scenarios are repeated for the TD estima-
tion, and the corresponding RMSEs are shown in Fig. 1c and Fig.
1d. In addition to the algorithms mentioned above, the RMSEs of
the estimates obtained using the `1 based algorithm with perfectly
calibrated and uncalibrated RF chains are shown. From Fig. 1c, we
observe that for a sufficient number of snapshots, the proposed algo-
rithm is able to recover exactly the TD of the first MPC. However,
the BLC and ALMIN algorithm are biased due to the model mis-
match and the limited number of iterations allowed for convergence,
respectively. In Fig. 1d, the RMSEs are shown for P = 400 snap-
shots and different SNR levels. It is seen that in the case of a limited
number of snapshots, the RMSEs of all algorithms are saturated for
SNR above 5 dB. Therefore, all the algorithms are biased compared
to the `1 based estimation with perfect calibration. This is a conse-
quence of errors in the estimation of the covariance matrix from the
limited number of snapshots.
5. CONCLUSIONS
In this paper, we proposed an algorithm for joint blind calibration
and time-delay estimation for multiband ranging by formulating this
problem as a particular case of a covariance matching. Although
this problem is severely ill-posed, prior information about RF chain
distortions and multipath channel sparsity was used to regularize it.
The resulting optimization problem though is biconvex, can be re-
casted as a rank-1 constrained linear system of equations using lift-
ing, which can be solved efficiently using a group Lasso algorithm.
Future directions aim towards finding optimal regularization param-
eters and extensions to support off-grid time-delay estimation.
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