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Abstract
We determine the limiting empirical singular value distribution for random uni-
tary matrices with Haar distribution and discrete Fourier transform (DFT) matrices
when a random set of columns and rows is removed.
1 Introduction
An n× n Hermitian matrix A determines a distribution on the real line by
fA(x) =
1
n
n∑
i=1
δλi(x),
where λ1, ..., λn are the eigenvalues of A. Wigner was the first to determine the limiting
behavior of such a distribution when the matrixA is random [18]. He initially considered
symmetric matrices with 0’s on the diagonal and independent plus or minus 1’s in the
upper-triangle and showed that when scaled by 1√
n
the empirical distribution converges
in probability to the Semicircular Law
fW (x) =
{ 1
2π
√
4− x2 when |x| ≤ 2
0 otherwise .
Wigner later proved that the same limiting distribution holds for symmetric random vari-
ables with finite moments [19].
The second classical type of random matrix is the Wishart matrix [20]. Let H ∈
Cm×n have independent Gaussian entries with variance 1
n
. ThenHH∗ is called a Wishart
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matrix. Marcˇenko and Pastur showed that the empirical distribution of HH∗ converges
in probability to
fHH∗(x) = max(0, 1− n
m
)δ(x) +
√
(x− c−)(c+ − x)
2πx
· I[c,c+],
where c± = (1 −
√
m
n
)2 [10]. Independently, Silverstein and Grenander used a similar
technique and proved almost sure convergence [9].
This paper applies the approach of Marcˇenko and Pastur to a question originating in
geometric functional analysis: we address the singular values of random submatrices of
random unitary matrices with Haar distribution and of discrete Fourier transform (DFT)
matrices when a random subset of columns and rows is removed and determine their
limiting empirical singular value distribution. Let Un denote the n × n random unitary
matrix with Haar distribution, and Un a realization of this random matrix. Let T and Ω
be subsets of {1, ..., n}. We define UΩT to be the matrix obtained from Un by removing
rows with indices not in Ω and columns with indices not in T . The n × n DFT matrix
has entries
Fjk =
1√
n
e−2πi(j−1)(k−1)/n.
F is unitary, and we define FΩT analogously to UΩT .
We show that when each index is included in Ω independently with probability (1−q)
and in T independently with probability (1− p), then the limiting empirical distribution
of UΩTU∗ΩT and FΩTFΩT depends only on the parameters p and q and converges almost
surely to
fp,q(x) =
√
(1− r−x )( r+x − 1)
2pi(1 − x)(1−max(p, q)) · I(r−,r+)(x) +
max(0, 1 − (p+ q))
1−max(p, q) · δ(x− 1),
where
r− = (
√
p(1− q)−
√
q(1− p))2
and
r+ = (
√
p(1− q) +
√
q(1− p))2.
This is formally stated as Theorem 3.1.
The eigenvalue distribution of random unitary matrices with a fixed proportion of
the bottom rows and right-most columns removed has already been studied. In the case
when these proportions are equal, i.e. when the resulting matrix is square, the limiting
empirical eigenvalue density was derived in [22], which builds on the work in [11].
The interest in the spectrum of these matrices from the perspective of geometric
functional analysis is in the largest and smallest eigenvalues of UΩTU∗ΩT and FΩTFΩT ,
initially perhaps asymptotically, but ideally for finite dimension. These eigenvalues are
related to discrete uncertainty principles, as well as random projections and embeddings.
More discussion of their significance is given following Theorem 3.1. The first works
on the extremal eigenvalues in the Wishart case were [6, 21, 3], and in the Wigner case it
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was [2]. It is important to note that the limiting empirical distributions were determined
in these two cases before the behavior of the extremal eigenvalues was proved and were
essential in that effort. We hope that the distribution presented here leads to similar
developments.
1.1 Notation
To make notation easiest, a single subscript will denote the dimension of a square matrix,
while a double index will refer to an entry of the matrix. Thus Fn will denote the n-
dimensional DFT matrix, and
Fjk =
1√
n
e−2πi(j−1)(k−1)/n
will denote its entry at index (j, k). Un will denote the random unitary matrix with Haar
distribution and of dimension n and Un will denote a realization of this random variable.
When we want to make the original dimension apparent, we write FΩnTn . UΩT and
UΩnTn denote the analogous random variables for the Haar case. We will use V to denote
an arbitrary unitary matrix.
We find it helpful to also work with matrices with rows and columns set to zero rather
than removed. For clarity we make the following definitions.
Definition 1.1 A square matrix is called a diagonal projection matrix if its off-diagonal
entries are all zero and its diagonal entries are zero or one.
Definition 1.2 A random diagonal projection matrix will be called a Bernoulli diagonal
projection matrix if the diagonal entries are independent and equal to 1 with probability
1− p and equal to 0 with probability p.
The matrices Pn and Qn will denote independent Bernoulli diagonal projection ma-
trices. Asymptotically, Pn and Qn randomly “erase” the percentage p and q respectively
of a vector. For a matrix A, A∗ denotes the conjugate transpose of A.
Note 1.3 Throughout this paper we take the square root of a complex number to be
uniquely defined by having argument in [0, π). The reader will see that this is justified.
Note 1.4 When either p or q is 0 or 1, the corresponding matrix is trivial. For the
convergence of several sums in later proofs, we assume that p, q ∈ (0, 1).
2 The Stieltjes and η Transforms
Our main tool is the Stieltjes transform, which is only defined for real random variables.
Thus, we will determine the limiting eigenvalue distribution of
PnFnQnF
∗
nPn,
3
which of course is real and contained in [0, 1].
The Stieltjes transform of a real random variable X with distribution function FX(x)
is a function mX : C+ → R defined by
mX(z) = EX
[
1
X − z
]
.
If FX is continuous at x, then fX(x) can be recovered by the Stieltjes inversion for-
mula [1]
fX(x) =
1
π
lim
ω→0
ℑ mX(x+ iω). (1)
We will determine the Stieltjes transforms of PnFnQnF ∗nPn and PnUnQnU∗nPn by first
using the η-transform, which was introduced by Tulino and Verdu´ in [16]. For a real
valued random variable X , the η-transform is also a function ηX : C+ → R defined by
ηX(z) = EX
[
1
1 + zX
]
.
Note that for z in an appropriate region of convergence
mX(z) = −1
z
∞∑
k=0
(z)−kE[Xk]
and
ηX(z) =
∞∑
k=0
(−z)kE[Xk], (2)
so that
mX(z) = −1
z
ηX(−1
z
). (3)
In this section we determine the η-transform for the matrices PnFnQnF ∗nPn and
PnUnQnU∗nPn, Proposition 2.6. We require several lemmas en route to this proposition.
Lemma 2.1 Let P¯ be a mean-zero, random diagonal matrix with independent entries in
[−1, 1] and of dimension n. Then there exists a constant Cm such that for dimension n
and all 1 ≤ i, j ≤ n,
E|F ∗P¯F |mi,j ≤ Cmn−m/2.
The constant Cm increases with m.
Proof Since F ∗P¯F is Toeplitz we look at (F ∗P¯F )0,l = 1n
∑n
k=1 P¯k,ke
2πi(k−1)(l−1)/n
.
Set Yk = ℜP¯k,ke2πi(k−1)(l−1)/n and Zk = ℑP¯k,ke2πi(k−1)(l−1)/n. The Yk, k = 1, ..., n, are
independent random variables, and −1 ≤ Yk ≤ 1 for all k. The same also holds for the
Zk. Since the P¯k are mean-zero, E
∑n
k=1 Yk = 0 and E
∑n
k=1 Zk = 0. We have
P(| 1
n
n∑
k=1
(Yk + iZk)| > t) ≤ P(| 1
n
n∑
k=1
Yk| > t√
2
∪ | 1
n
n∑
k=1
Zk| > t√
2
)
4
≤ P(| 1
n
n∑
k=1
Yk| > t√
2
) + P(| 1
n
n∑
k=1
Zk| > t√
2
)
≤ 4e−t2 n4 ,
where the last inequality is Hoeffding’s inequality.
Lastly,
E| 1
n
n∑
k=1
(Yk + iZk)|m =
∫ ∞
0
msm−1P(| 1
n
n∑
k=1
(Yk + iZk)| ≥ s)ds
≤ 4m
∫ ∞
0
sm−1e−
s2n
4 ds
= 4m
∫ ∞
0
2m−1
(
t
n
)(m−1)/2
e−t(nt)−1/2dt
= m2m+1n−m/2
∫ ∞
0
t
m
2
−1e−tdt
= m2m+1n−m/2Γ(
m
2
− 1).
For the Haar case we use the work of Garnaev and Gluskin [5, 7]. The probability
given in Theorem 3 in [7] combined with the main theorem of [5] give the following
theorem. Here Bmp denotes the unit ball in lp(Rm), and PH denotes the orthogonal
projection onto the subspace H .
Theorem 2.2 (Main Theorem in [5]) LetH be anm-dimensional subspace of Rn,m <
n, with Grassmanian distribution. Then there exist absolute constants c and M depend-
ing only on the ratio of n to m such that with probability 1− e−cn
PHB
n
2 ⊂
M√
n
PHB
n
∞.
Lemma 2.3 Let P¯ be a mean-zero random diagonal matrix with independent entries in
[−1, 1] and of dimension n. Then there exists a constant Cm such that for dimension n
and all 1 ≤ i, j ≤ n,
EP¯ ,U |[U∗P¯U ]i,j |m ≤ Cmn−m/2.
The constant Cm increases with m.
Proof We set Tij = [U∗P¯U ]i,j . We take c to be the constant given by Theorem 2.2 for
a random 2-dimensional subspace of a larger dimension m0 for some large m0. Since c
is non-decreasing as 2/n→ 0, we may use the decay constant for an arbitrary large m0.
M is also the constant given by Theorem 2.2 for a random 2-dimensional subspace of a
larger dimension m0. Denote by ~ui the ith column of U .
EP¯ ,U |Ti,j|m
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= E[|Ti,j |m
∣∣ ‖~ui‖∞ ≤ M and ‖~uj‖∞ ≤M ] · P(∣∣ ‖~ui‖∞ ≤M and ‖~uj‖∞ ≤M)
+ E[|Ti,j |m|
∣∣ ‖~ui‖∞ > M or ‖~uj‖∞ > M ] · P(∣∣ ‖~ui‖∞ > M or ‖~uj‖∞ > M)
≤ E[|Ti,j |m|
∣∣ ‖~ui‖∞ ≤M and ‖~uj‖∞ ≤ M ] + e−cn.
Set Yk = nℜP¯k,kU∗i,kUk,j and Zk = nℑP¯k,kU∗i,kUk,j . The Yk, k = 1, ..., n, are indepen-
dent random variables, and −M2 ≤ Yk ≤ M2 for all k. The same also holds for the
Zk. Since the P¯k are mean-zero, E
∑n
k=1 Yk = 0 and E
∑n
k=1Zk = 0. Now we may
repeat the calculation used in the proof of Lemma 2.1 keeping in mind the factor M2.
We incorporate e−cn into Cn−m/2.
We again use V to represent either a DFT matrix or a random unitary matrix. We then
define the matrix Wn = PnVn; however, in what follows we will not write the subscript
n. We denote the ith column of Wn denoted wi, and define the following quantity.
Ai = I + zPV QV
∗P − zQi,iwiw∗i (4)
= I + z
∑
j 6=i
Qj,jwjw
∗
j . (5)
Lemma 2.4 In both the DFT and the Haar cases, for |z| < 1 the random variable
w∗iA
−1
i wi defined in equation (5) equals a deterministic constant D(z) independent of
the dimension n plus a random part that depends on the dimension and that converges
almost surely to 0 with respect to dimension independent of the index i. That is, in
dimension n, w∗iA−1i wi = D(z) +Xn,i, where D(z) is independent of n and
P(|Xn,i| > ǫ) = O(ǫ−4n−2).
Proof We arbitrarily select an index i and denote it i∗. If |z| < 1, then for any realization
of Pn and Qn every entry of the following sum converges:
W ∗A−1i∗ W = V
∗P (I + zPV QV ∗P − zQ(i∗ ,i∗)w∗iw∗i∗)−1PV
= V ∗P
∞∑
k=0
(−z)k(PV QV ∗P − zQ(i∗,i∗)w∗iw∗i∗)kPV.
For |z| < 1, for any δ we may choose K such that
∣∣[V ∗P ∞∑
k=K+1
(−z)k(PV QV ∗P )kPV ](i∗,i∗)
∣∣ < δ
for any realization of Q, independent of n. For now we just take K to be a large inte-
ger. Observe that equation (4) is equivalent to requiring the random matrix Q to have a
deterministic zero at the entry (i∗, i∗). Therefore we set Q˜i,i = Qi,i − (1− q) for i 6= i∗
and Q˜i∗,i∗ = −(1 − q). Note that PV (1 − q)IV ∗P = (1 − q)P . For a fixed K we now
consider
V ∗P
K∑
k=0
(−z)k(PVQV ∗P − zQ(i∗,i∗)w∗iw∗i∗)kPV
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=K∑
k=0
(−z)kV ∗P [PV Q˜V ∗P + (1− q)P ]kPV
=
K∑
k=0
(−z)k
k∑
j=0
(
k
j
)
(1− q)jV ∗P [PV Q˜V ∗P ]k−jP jPV
=
K∑
k=0
(−z)k
k∑
j=0
(
k
j
)
(1− q)jV ∗P [V Q˜V ∗P ]k−jV.
Now we center the P matrices. Set P˜ = P − (1− p)I . Then
V ∗P [V Q˜V ∗P ]kV = V ∗(P˜ + (1− p)I)[V Q˜V ∗(P˜ + (1− p)I)]kV
=
∑
α
(1− p)k+1−|α|V ∗P˜ α0V Q˜V ∗P˜ α1V Q˜ · · · P˜ αkV
for α0, ..., αk equaling 0 or 1 and |α| equalling the sum of the αi’s. In the case that all αi’s
are 0, we recall that Q˜i∗,i∗ = −(1−q), and thus the (i∗, i∗) entry of (6) is deterministic in
that case. Thus, the (i∗, i∗) entry of (6) equals a constant independent of n plus a linear
combination of the (i∗, i∗) entries of matrices of the form
V ∗P˜ α0V Q˜V ∗P˜ α1V Q˜ · · · P˜ αkV
with αi 6= 0 for at least one i. We continue to center each random diagonal matrix in
this way such that eventually we only have constant terms, independent of n, and terms
of the form
V ∗P¯ (1)V Q¯(1) · · ·V ∗P¯ (k)V Q¯(k)V ∗P¯ (k+1)V (6)
for some centered matrices (except for the (i∗, i∗)-entry) P¯ (1), ...., P¯ (k+1) and Q¯(1)...Q¯(k)
and some 1 < k ≤ K. Note that the dimension n plays no role in these expansions.
Thus the term in equation (6) has a deterministic part independent of the dimension and
a random part that is a sum of terms of the form (6). The number of such terms depends
only on K; call this quantity K1.
We set T (i) = V ∗P¯ (i)V and consider a term of the form (6).
E|(T (1)Q¯(1) · · ·T (k)Q¯(k)T (k+1))(i∗,i∗)|4 (7)
=
∑
l,m,r,s
{EQ¯(1)l1 · · · Q¯
(k)
lk
Q¯(1)m1 · · · Q¯(k)mkQ¯(1)r1 · · · Q¯(k)rk Q¯(1)s1 · · · Q¯(k)sk }
×ET (1)i∗,l1 · · ·T
(k+1)
lk,i∗
T
(1)
i∗,m1
· · ·T (k+1)mk,i∗ T
(1)
i∗,r1
· · ·T (k+1)rk,i∗ T
(1)
i∗,s1
· · ·T (k+1)sk,i∗ }.
By Lemma 2.1, EPn,Qn|T (l)i,j |m ≤ Cmn−(m+1)/2 in the DFT case for 1 ≤ i, j ≤ n.
Lemma 2.3 delivers the same bound for EUn,Pn,Qn|T (l)i,j |m in the Haar case.
E|T (1)i∗,l1...T
(k+1)
lk ,i∗
T
(1)
i∗,m1
...T
(k+1)
mk ,i∗
T
(1)
i∗,r1
...T
(k+1)
rk ,i∗
T
(1)
i∗,s1
...T
(k+1)
sk,i∗
|
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≤ (E|T (1)i∗,l1 |4(k+1) · · ·E|T
(k)
lk,i∗
|4(k+1) · · · · · ·E|T (1)i∗,s1|4(k+1) · · ·E|T (k)sk,i∗|4(k+1))1/(4(k+1))
≤ C4(k+1)n−(4(k+1))/2
≤ CK1n−(2k+2).
We now bound ∑
l,m,r,s
EQ¯
(1)
l1
· · · Q¯(k)lk Q¯(1)m1 · · · Q¯(k)mkQ¯(1)r1 · · · Q¯(k)rk Q¯(1)s1 · · · Q¯(k)sk . (8)
The expectations in line (8) are all less than or equal 1, so the summability is solely a
question of how many terms in the sums there are. Since the Q¯(i)’s are independent and
centered, the expectation of a product of Q¯i’s is zero if there is not at least the square
of each term or the non-zero term Q¯(i)(i∗,i∗). Regardless of whether i∗ is an index in an
expectation, the number of possible other indices is at most 2k, and for j = 1, ..., 2k,
there are nonzero expectations for j terms different from i∗. Once j integers out of
{1, ..., n} are chosen, the number of ways to assign them to 4k positions is independent
of n. Call this number Cj,4k. The number of ways to choose j different numbers out of n
is
(
n
j
) ≤ nj . Set C ′k = 2max1≤j≤2k Cj,2k. Then the term in line (8) is less than or equal
to
2k∑
j=1
Cj,4kn
j ≤ 2k max
1≤j≤2k
Cj,4kn
2k
≤ K1C ′K1n2k.
Then
P(
∣∣ sum of all terms of the form (6)∣∣ > ǫ)
≤ K1 · P(| one such term | > ǫ
K1
)
= K1 · P
(
| one such term |4 >
(
ǫ
K1
)4)
≤ K1 · (K41ǫ−4CK1n−(2k+2)) · (K1C ′K1n2k)
= K61ǫ
−4CK1C
′
K1n
−2. (9)
Since the terms (9) are summable with respect to n, the Borel-Cantelli lemma implies
that the sum of the random terms∑
l∈{1,...,n}k
T
(1)
i,l1
Q¯
(1)
l1
· · · Q¯(k)lk T
(k+1)
lk+1,i
converges almost surely to 0 for all k as n→∞.
This argument is independent of which index we denote i∗, and so the convergence
is almost sure to the same constant independent of the placement of the zero.
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By taking the limit as the dimension implicit in line (6) tends to infinity, we obtain
the constant DK(z). Then {Dk(z)}∞k=1 is a Cauchy sequence, and, if we denote its limit
D(z), then we have |Dk(z)−D(z)| ≤ |z|
k
1−|z| .
To show the almost sure convergence we let ǫ > 0 be given. Choose K large enough
so that |z|
K
1−|z| ≤ ǫ/4 and |DK(z)−D(z)| ≤ ǫ/4. In the following calculation the matrices
are of dimension n, as indexed by the sum. Using (9) we have
∞∑
n=1
P(|[W ∗A−1i W ]ii −D(z)| > ǫ)
=
∞∑
n=1
P(|[V ∗P
∞∑
k=0
(−z)k(PVQV ∗P )kPV ]ii −D(z)| > ǫ)
≤
∞∑
n=1
P(|[V ∗P
K∑
k=0
(−z)k(PVQV ∗P )kPV ]ii −DK(z)|
+|DK(z)−D(z)|+ |[V ∗P
∞∑
k=K+1
(−z)k(PVQV ∗P )kPV ]ii| > ǫ)
≤
∞∑
n=1
P(|[V ∗P
K∑
k=0
(−z)k(PVQV ∗P )kPV ]ii −DK(z)| > ǫ/2)
≤
∞∑
n=1
24K61ǫ
−4CK1C
′
K1
n−2,
which is finite. The Borel-Cantelli lemma now gives the almost sure convergence of
[W ∗A−1i W ]ii to D(z) for all i.
The following lemma is essentially due to Tulino, Verdu´, Caire and Shamai, and was
developed in their work on (deterministic) Toeplitz matrices conjugated by a random
Bernoulli projection matrix, which they call ’erasure matrices’ [17]. The manipulations
and the insight concerning the term [W ∗A−1i W ]ii are theirs. However, [W ∗A−1i W ]ii has
a different form in the work presented here. As a consequence, the proof of Lemma 2.5
requires the preceding lemmas, which are our own. The proof given here is also self-
contained. Equation (10) certainly holds more broadly than just the case covered in [17]
and the work presented here. Similar general settings where such equations hold are
proved in [15].
Lemma 2.5 The η-transforms of PnFnQnF ∗nPn andPnUnQnU∗nPn converge almost surely
to the same function, which we denote ηp,q. This function is a solution to the implicit
equation
ηp,q(z) = ηQ
(
z − z p
ηp,q(z)
)
, (10)
where ηQ is the asymptotic η-transform of Qn.
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Proof We return to the set-up given in equations (4) and (5). We again at first let V stand
for an arbitrary unitary matrix. Recall that Wn = PnVn and that wi is the ith column of
Wn. As defined in (4) and (5)
Ai = I + zPV QV
∗P − zQi,iwiw∗i
= I + z
∑
j 6=i
Qj,jwjw
∗
j .
Ai is invertible for z /∈ [−1, 0], and one can verify directly that
(I + zPV QV ∗P )−1 = A−1i −
zQi,i
1 + zQi,iw
∗
iA
−1
i wi
A−1i wiw
∗
iA
−1
i . (11)
Now we multiply both sides of equation (11) by zQi,iwiw∗i and obtain
zQi,iwiw
∗
i (I + zPV QV
∗P )−1
= zQi,iwiw
∗
iA
−1
i −
z2Q2i,iwiw
∗
i
1 + zQi,iw∗iA
−1
i wi
A−1i wiw
∗
iA
−1
i
= zQi,iwiw
∗
iA
−1
i (1−
zQi,iw
∗
iA
−1
i wi
1 + zQi,iw∗iA
−1
i wi
)
=
zQi,i
1 + zQi,iw∗iA
−1
i wi
wiw
∗
iA
−1
i .
Summing over i gives
zPV QV ∗P (I + zPV QV ∗P )−1 =
n∑
i=1
zQi,iwiw
∗
i (I + zPV QV
∗P )−1 (12)
=
n∑
i=1
zQi,i
1 + zQi,iw∗iA
−1
i wi
wiw
∗
iA
−1
i . (13)
We use the following observation: let M ∈ Cn×n be a positive matrix and λ1, ..., λn its
eigenvalues. Then
tr((I +M)−1) =
1
n
n∑
i=1
1
1 + λi
=
1
n
n∑
i=1
1 + λi
1 + λi
− 1
n
n∑
i=1
λi
1 + λi
= 1− tr(M(I +M)−1).
Similarly, using equation (13),
tr((I + zPV QV ∗P )−1) = 1− tr(zPV QV ∗P (I + zPV QV ∗P )−1)
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tr((I + zPV QV ∗P )−1) = 1− tr(zQV ∗P (I + zPV QV ∗P )−1PV ∗)
= 1− tr(
n∑
i=1
zQi,iwiw
∗
iA
−1
i
1 + zQi,iw∗iA
−1
i wi
)
= 1− 1
n
n∑
i=1
zQi,iw
∗
iA
−1
i wi
1 + zQi,iw∗iA
−1
i wi
=
1
n
n∑
i=1
1
1 + zQi,iw∗iA
−1
i wi
.
We note
tr(V ∗P (I + zPV QV ∗P )−1PV )
= tr(P (I + zPV QV ∗P )−1P )
= tr((I + zPV QV ∗P )−1)− 1
n
n∑
i=1
1{Pi,i = 0}[(I + zPV QV ∗P )−1]i,i
= tr((I + zPV QV ∗P )−1)− 1
n
n∑
i=1
1{Pi,i = 0}, (14)
where the last line follows from using that [(I + zPV QV ∗P )−1]i,i = 1 when Pi,i = 0.
Lemma 2.4 states that when Vn = Fn or when it has Haar distribution w∗iA−1i wi
converges almost surely to a number D(z) independent of i as n → ∞. This constant
is the same for both the Fourier and the Haar case. Writing E for both EPn,Qn and
EPn,Qn,Un ,
ηp,q(z) = lim
n→∞
E tr((I + zPV QV ∗P )−1)
= lim
n→∞
E
1
n
n∑
i=1
1
1 + zQi,iw∗iA
−1
i wi
.
Let Cz be the decay constant given in Lemma 2.4. For each i we write w∗iA−1i wi =
D(z) + Xn,i, where D(z) is the deterministic part independent of dimension, as in
Lemma 2.4.
P(| 1
n
n∑
i=1
1
1 + zQi,i(D(z) +Xn,i)
− ηQ(zD(z))| > ǫ)
≤ P(| 1
n
n∑
i=1
1
1 + zQi,i(D(z) +Xn,i)
− 1
n
n∑
i=1
1
1 + zQi,iD(z)
|
+| 1
n
n∑
i=1
1
1 + zQi,iD(z)
− ηQ(D(z)z)| > ǫ)
≤ P(| 1
n
n∑
i=1
1
1 + zQi,i(D(z) +Xn,i)
− 1
n
n∑
i=1
1
1 + zQi,iD(z)
| > ǫ
2
)
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+P(| 1
n
n∑
i=1
1
1 + zQi,iD(z)
− ηQ(D(z)z)| > ǫ
2
) (15)
≤ 2P( 1
n
n∑
i=1
| zQi,iXn,i
(1 + zQi,iD(z))(1 + zQi,i(D(z) +Xn,i))
| > ǫ
2
) (16)
≤ 25ǫ−4 1
n
n∑
i=1
E| zQi,iXn,i
(1 + zQi,iD(z))(1 + zQi,i(D(z) +Xn,i))
|4 (17)
≤ 25CzCdCrn−2, (18)
where we use the exponential Bernstein bound for the term in line (15) and incorpo-
rate it into the 2 in line (16). For the last inequality (18) we use Cd to take care of the
denominator, which is possible for z in a small enough circle around the origin. As in
Lemma 2.4, we truncate the infinite sum implicit in each Xn,i at some index K and col-
lect the remainder in the term Cr. The remaining terms in the numerator are all products
of terms of the form (7) with powers summing to 4, and so the work of Lemma 2.4 ap-
plies. We use Lemma 2.4 for the final inequality. Using the Borel-Cantelli lemma, we
now have the almost sure convergence
1
n
n∑
i=1
1
1 + zQi,iw∗iA
−1
i wi
a.s→ ηQ(zD(z)).
Using this and Lemma 2.4 again,
D(z)ηp,q(z) = lim
n→∞
E
1
n
n∑
i=1
w∗iA
−1
i wi
1 + zQi,iw∗iA
−1
i wi
= lim
n→∞
E
1
n
n∑
i=1
w∗i (I + zWQW
∗)−1wi
= lim
n→∞
Etr(W ∗(I + zWQW ∗)−1W )
= ηp,q(z)− p, (19)
where equation (19) follows from taking the limit with respect to n of the expectation of
equation (14).
Proposition 2.6 Let Pn and Qn be independent Bernoulli as defined above, with ex-
pected traces 1 − p ∈ (0, 1) and 1 − q ∈ (0, 1) respectively. Then the η-transforms of
PnFnQnF
∗
nPn and PnUnQnU∗nPn converge almost surely to the asymptotic η-transform
ηp,q(z) =
1 + (p+ q)z +
√
1 + (2(p+ q)− 4pq)z + ((p+ q)2 − 4pq)z2
2(1 + z)
.
Proof The proof is the same for both types of matrices, so we write it only for the
DFT case. The matrices FnQnF ∗n have only eigenvalues 1 and 0, and their limiting
η-transform is
ηFQF ∗(z) = ηQ(z) =
1− qz
1 + z
.
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Applying equation (10) from Lemma 2.5 yields
ηp,q(z) =
1 + q(z − z p
ηp,q(z)
)
1 + (z − z p
ηp,q(z)
)
,
which leads to the equation
(1 + z)η2p,q(z)− (1 + (p + q)z)ηp,q(z) + pqz = 0.
This equation has the solutions
1 + (p+ q)z ±√(1 + (p+ q)z)2 − 4(1 + z)pqz
2(1 + z)
.
Noting that ηp,q(0) must equal 1, we choose the solution with addition. We thus have
ηp,q(z) =
1 + (p+ q)z +
√
1 + (2(p+ q)− 4pq)z + (p− q)2z2
2(1 + z)
. (20)
3 Limiting Empirical Distributions
Theorem 3.1 For i = 1, ..., n let i be contained in Ωn independently with probability
(1 − q) and, also independently, let i be included in Tn with probability (1 − p). Then
the empirical distributions of the min(|Tn|, |Ωn|) largest eigenvalues of FΩnTnF ∗ΩnTn andUΩnTnU∗ΩnTn converge almost surely to
fp,q(x) =
√
(1− r−x )( r+x − 1)
2pi(1 − x)(1−max(p, q)) · I(r−,r+)(x) +
max(0, 1 − (p+ q))
1−max(p, q) · δ(x− 1) (21)
where
r− = (
√
p(1− q)−
√
q(1− p))2
and
r+ = (
√
p(1− q) +
√
q(1− p))2.
Note that r− = 0 only when p = q; that is, when FΩnTnF ∗ΩnTn or UΩnTnU∗ΩnTn is asymp-
totically square. Therefore, when p 6= q the support of the limiting distribution begins at
r− > 0. Also, r+ = 1 only when p + q = 1, so when p + q 6= 1 there is a gap in the
support of the limiting distribution from r+ to 1. When r− 6= 0 and r+ 6= 1 the contin-
uous part of the measure begins at r− and makes an arc ending at r+. When r− = 0 or
r+ = 1, the continuous part of (21) tends to ∞ as x → 0 or x → 1. When p + q < 1
there is a point mass of measure 1− (p+ q) at 1, and when p+ q > 1, the support stops
at r+ and there is no point mass at 1. In Figure 1 the continuous part of the asymptotic
distribution is plotted against empirical values for several parameter pairs p and q.
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(d)   p=0.5, q=0.3, DFT Matrix
Figure 1: Empirical eigenvalue distribution plotted against continuous part of asymptotic
distribution. In plots (a) and (b) the matrices are submatrices of a random unitary matrix
with Haar distribution. In plots (c) and (d) the matrices are submatrices of the DFT
matrix. In each case, the original matrix dimension was 100/(1−max(p, q)), so that the
submatrices all had expected dimensions 100 × 100. Each random matrix was realized
100 times.
We discuss the relationship between Theorem 3.1 and uncertainty principles and
other areas before turning to the proof. We focus first on the DFT case and assume
that the dimension is n. The norm of a DFT matrix with a set of rows and columns
removed equals 1 if and only if there exists a vector with time support corresponding
to the remaining columns and frequency support corresponding to the remaining rows.
That is, denoting Fx = xˆ, in the notation of this paper, ‖FΩT‖ = 1 if and only if there
exists x ∈ Cn such that supp(x) ⊂ T and supp(xˆ) ⊂ Ω. One is then interested in
determining conditions on the cardinality of |Ω| and |T | such that ‖FΩT‖ < 1, where
generally at least one set is random and a statement is made in some probabilistic form.
This non-asymptotic question has been studied intensively over the last ten years. Recent
results and a general discussion can be found in [14]. While Theorem 3.1 does not assert
the non-existence of any vectors, it does state when certain vectors do exist and sheds
light on one of the main theorems in this area, namely that of Tao.
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Theorem 3.2 (Tao, [13]) If n is prime and |Ω|+ |T | < n, then ‖FΩT‖ < 1.
Note that since Tao’s theorem requires n to be prime, it precludes the case that |Ω|
n
+ |T |
n
=
1. Theorem 3.1 says that if |Ωn|
n
+ |Tn|
n
→ 1, then ‖FΩnTn‖ converges almost surely to
1, and in fact this also holds for random unitary matrices UΩnTnU∗ΩnTn . Almost sure
convergence and the existence of infinitely many primes imply that for all ǫ1, ǫ2 > 0,
there exists a prime n and sets Ωn, Tn ⊂ {1, ..., n} such that |Ωn|n + |Tn|n < 1 + ǫ1 and
‖FΩnTn‖ > 1 − ǫ2. In fact, the proportion of subsets for which ‖FΩnTn‖ < 1 − ǫ2
converges to 0 as n → ∞. Moreover, as n increases, the Haar measure of the set of
unitary matrices U such that ‖UΩnTn‖ > 1 − ǫ2 for random sets satisfying |Ωn|n + |Tn|n <
1 + ǫ1 also converges to 1.
A further area of interest is the smallest eigenvalue of FΩnTnF ∗ΩnTn or UΩnTnU∗ΩnTn;
in particular, one would like to bound the smallest eigenvalue away from 0. See [12] for
recent results in the setting of independent matrix entries. While Theorem 3.1 does not
make any statement on when the smallest eigenvalue is strictly positive, it does say that
if |Ωn||Tn| → 1, then the smallest eigenvalue of FΩnTnF ∗ΩnTn and UΩnTnU∗ΩnTn converge to 0.
This corresponds to the behavior of square matrices with independent entries, though in
that case non-asymptotic bounds away from 0 exist [12].
Theorem 3.1 and some numerical experiments suggest the obvious conjecture that
the largest and smallest eigenvalues converge to the edge of the limiting support. This
would imply that Tao’s result gives the general uncertainty principle behavior for DFT
and random unitary matrices, and that the submatrices that do not have this behavior have
measure zero asymptotically. As was the case for the Wigner and Wishart distributions,
we hope that the limiting empirical distribution is helpful in determining the behavior of
the extremal eigenvalues.
We note, lastly, that a potential further step in this direction is restricted isometry
properties. Here one set, say Tn, is taken at random and one seeks to bound the extremal
eigenvalues of FΩnTnF ∗ΩnTn or UΩnTnU∗ΩnTn when Ωn ranges over all subsets of certain
cardinality. This property of random matrices is central to compressed sensing and has
received enormous attention in recent years; see [4] for a recent overview.
Proof [Proof of Theorem 3.1.] We give the proof using the notation for the DFT case,
but the two are identical. We begin by working with PnFnQnF ∗nPn, where Pn and Qn
are a sequence of independent Bernoulli diagonal projection matrices, as defined earlier,
with expected traces 1 − p ∈ (0, 1) and 1 − q ∈ (0, 1) respectively. By Proposition 2.6
we have
| 1
n
n∑
i=1
1
1 + zλi
− ηp,q(z)| a.s.−→ 0 (22)
for all z ∈ C+. By applying this to −1
z
, multiplying both terms in (22) by −1
z
and using
equation (3), we obtain
| 1
n
n∑
i=1
1
z − λi −mp,q(z)|
a.s.−→ 0.
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Thus, the random measures induced by the eigenvalues at each dimension n converge
almost surely to the probability measure corresponding to mp,q [1] (Theorem 2.4.4(c)
in [1] also holds for almost sure convergence). By equation (3) the limiting Stieltjes
transform is
mp,q(z) =
−1
z
·
1− (p+ q)1
z
+
√
1 + (2(p+ q)− 4pq)(−1
z
) + (p− q)2(1
z
)2
2(1− 1
z
)
=
1− (p+ q)1
z
+
√
1− (2(p+ q)− 4pq)1
z
+ (p− q)2 1
z2
2(1− z) ,
and we are interested in the inverse Stieltjes transform
lim
ω→0+
1
π
ℑ mp,q(x+ iω).
mp,q(x + iω) is a continuous function of both x and ω for x ∈ (0, 1). Thus, using
equation (1) for x ∈ (0, 1),
fp,q(x) =
1
π
ℑ
1− (p+ q) 1
x
+
√
1− (2(p+ q)− 4pq) 1
x
+ (p− q)2 1
x2
2(1− x)
= ℑ
√
1− (2(p+ q)− 4pq) 1
x
+ (p− q)2 1
x2
2π(1− x) . (23)
Imitating Marcˇenko and Pastur [10], we denote the roots of the equation x2 − (2(p +
q)− 4pq)x+ (p− q)2 = 0 by r− and r+. These values are
r− =
(2(p+ q)− 4pq)−√(2(p+ q)− 4pq)2 − 4(p− q)2
2
=
(2(p+ q)− 4pq)− 2√(p+ q − 2pq − (p− q))(p+ q − 2pq + (p− q))
2
=
(2(p+ q)− 4pq)− 2√(2q(1− p))(2p(1− q))
2
= p(1− q) + q(1− p)− 2
√
p(1− q)q(1− p)
= (
√
p(1− q)−
√
q(1− p))2
and r+ = (
√
p(1− q) +√q(1− p))2, as defined in the statement of the theorem. For
x ∈ (0, 1) equation (23) is now
fPFQF ∗P (x) = ℑ
√
1− (2(p+ q)− 4pq) 1
x
+ (p− q)2 1
x2
2π(1− x)
= ℑ
√
(1− r−
x
)(1− r+
x
)
2π(1− x) (24)
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=√
(1− r−
x
)( r+
x
− 1)
2π(1− x) · I[r−,r+](x).
We now determine the density at x = 0, for which we need to find the asymptotic
proportion of zero eigenvalues of PnFnQnF ∗nPn or PnUnQnU∗nPn. This proportion is
given by limr→∞ ηp,q(r), since the latter quantity gives the measure of the set 0 with
respect to the measure fp,q. We have
lim
r→∞
ηp,q(r) = lim
r→∞
1 + (p+ q)r +
√
1 + (2(p+ q)− 4pq)r + (p− q)2r2
2(1 + r)
=
(p+ q) + |p− q|
2
= max(p, q). (25)
Lastly, we investigate the point x = 1. We denote by µ(1) the measure of the set
{1} with respect to the limiting distribution. Let X denote the random variable of the
eigenvalues. We first must address the convergence of
∑∞
k=0(−z)kEXk. If p + q 6= 1
and p 6= q, then 0 < r− and r+ < 1, and
EXk ≤ ‖
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) I[r−,r+]‖∞ ·
∫ r+
0
rk+dx+ µ(1)
= ‖
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) I[r−,r+]‖∞ · r
k+1
+ + µ(1).
If p+ q 6= 1 and p = q, which implies r− = 0, then we pick a small ǫ and have
EXk ≤
∫ ǫ
0
ǫk
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) dx
+‖
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) I[ǫ,r+]‖∞ ·
∫ r+
0
rk+dx+ µ(1).
When p + q = 1 and when z belongs to a region of convergence to be determined
shortly, equation (2) implies
ηp,q(z) =
∞∑
k=0
(−z)kEXk
=
∞∑
k=0
(−z)k
∫ r+
r−
xk
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) dx+
∞∑
k=0
µ(1)(−z)k
=
∞∑
k=0
(−z)k
∫ r+
r−
xk
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) dx+
µ(1)
1 + z
. (26)
Since we have assumed that neither p or q equals 1 or 0, we have r− < 1. We show
that the sum on the left side of equation (26) converges for |z| ≤ 1/r−. We define
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⌊k⌋e =
{ k k even
k − 1 k odd .∣∣∣∣∣
∞∑
k=0
(−z)k
∫ 1
r−
xk
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) dx
∣∣∣∣∣
≤
2∑
k=0
|z|kEXk +
∞∑
k=3
|z|k
∫ 1
r−
xk
√
1
x
− 1
2π(1− x)dx
=
2∑
k=0
|z|kEXk +
∞∑
k=3
|z|k
∫ 1
r−
xk
√
1−x
x
2π(1− x)dx
=
2∑
k=0
|z|kEXk + 1
2π
∞∑
k=3
|z|k
∫ 1
r−
xk−1/2(1− x)−1/2dx
≤
2∑
k=0
|z|kEXk + |z|
2π
∞∑
k=2
|z|k
∫ 1
r−
xk(1− x)−1/2dx
≤
2∑
k=0
|z|kEXk + |z|
2π
∞∑
k=2
|z|k
∫ 1
r−
x⌊k⌋e(1− x)−1/2dx (27)
=
2∑
k=0
|z|kEXk + |z|
2π
∞∑
k=2
|z|k2(1− r−)1/2
⌊k⌋e∑
j=0
(−1)j(⌊k⌋e
j
)
(1− r−)⌊k⌋e−j
2(⌊k⌋e − j) + 3 .
The integral in line (27) is given by equation 2.221 in [8]. One may verify that(
n
k
)
(1− r+)n−k
2(n− k) + 3 −
(
n
k−1
)
(1− r+)n−k+1
2(n− k + 1) + 3 <
(
n
k
)
(1− r+)n−k −
(
n
k − 1
)
(1− r+)n−k+1,
so that
⌊k⌋e∑
j=0
(−1)j(⌊k⌋e
j
)
(1− r−)⌊k⌋e−j
2(⌊k⌋e − j) + 3 ≤
⌊k⌋e∑
j=0
(−1)j
(⌊k⌋e
j
)
(1− r−)⌊k⌋e−j = r⌊k⌋e− .
Thus
(27) ≤
2∑
k=0
|z|kEXk + |z|
2π
(1− r−)1/2
∞∑
k=2
|z|−kr⌊k⌋e− ,
which converges for all |z| < 1/r−. This gives
µ(1) = (1 + z)ηp,q(z)− (1 + z)
∞∑
k=0
zk
∫ r+
r−
xk
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) dx, (28)
where equation (28) holds for all values |z| < 1, and the sum on the right side of equa-
tion (28) remains finite as z → −1. Convergence of the necessary sums and integrals is
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now established for all p, q ∈ (0, 1). Using the equation for ηp,q(z) from Proposition 2.6,
(1 + z)ηp,q(z) =
1 + (p+ q)z +
√
1 + (2(p+ q)− 4pq)z + ((p+ q)2 − 4pq)z2
2
.
Allowing z → −1, we have
µ(1) =
1− (p+ q) +√(1− (p+ q))2
2
=
1− (p+ q) + |1− (p + q)|
2
. (29)
When p+ q ≥ 1, equation (29) is equal to 0, and when p+ q < 0, equation (29) is equal
to 1−min(p, q). From equations (25) and (29), it follows that when p+ q > 1∫ r+
r−
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) dx = 1−max(p, q),
and when p + q ≤ 1, ∫ r+
r−
√
(1− r−
x
)( r+
x
− 1)
2π(1− x) dx = min(p, q).
Now it only remains to remove the point mass at 0 and normalize the distribution by
1/(1−max(p, q)).
For the following corollary we define the n singular values of the matrix PnFnQn to
be the (positive) square roots of the n eigenvalues of the matrix PnFnQnF ∗nPn. We thus
have the following limiting distribution for the singular values of PnFnQn.
Corollary 3.3 For i = 1, ..., n let i be contained in Ωn independently with probability
(1 − q) and, also independently, let i be included in Tn with probability (1 − p). Then
the empirical distributions of the min(|Tn|, |Ωn|) largest singular values of FΩnTn and
UΩnTn converge almost surely to
f sp,q(x) =
√
x2(1− r
s
−
x )(
rs
+
x − 1)
2pi(1 − x2)(1−max(p, q)) · I(rs−,rs+)(x) +
max(0, 1 − (p+ q))
1−max(p, q) · δ(x − 1)
where
rs− = |
√
p(1− q)−
√
q(1− p)|
and
rs+ =
√
p(1− q) +
√
q(1− p).
Proof The measures for the singular values 0 and 1 are the same as the eigenvalues 0
and 1 of the previous theorem. Also, the continuous part of the measure will clearly have
support [rs−, rs+] = [
√
r−,
√
r+]. Using equation (24), we have
f sp,q(x) = 2xfp,q(x
2)
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= ℑ 2x
√
(1− r−
x2
)(1− r+
x2
)
2π(1− x2)
= ℑ x
√
(1− r−
x2
)( r+
x2
− 1)
π(1− x2)
=
√
x2(1− r−
x2
)( r+
x2
− 1)
π(1− x2) · I[
√
r−,
√
r+](x).
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