Abstract. It is often necessary to estimate the probability of certain events occurring in a system. For instance, knowing the probability of events triggering a shutdown sequence allows us to estimate the availability of the system. One approach is to run the system multiple times and then construct a probabilistic model to estimate the probability. When the probability of the event to be estimated is low, many system runs are necessary in order to generate an accurate estimation. For complex cyber-physical systems, each system run is costly and time-consuming, and thus it is important to reduce the number of system runs while providing accurate estimation. In this work, we assume that the user can actively tune the initial configuration of the system before the system runs and answer the following research question: how should the user set the initial configuration so that a better estimation can be learned with fewer system runs. The proposed approach has been implemented and evaluated with a set of benchmark models, random generated models, and a real-world water treatment system.
Introduction
It is often necessary to estimate the probability of certain events occurring in a given system. In the following, we describe a real-world scenario where such a task arises. The SWaT testbed 1 at Singapore University of Technology and Design is a complex water treatment system that consists of multiple phases including filtering and chemical dosing, etc. The system is safety critical and has built-in monitors that check violation of safety requirements. For instance, waterlevel monitors are put in place to check whether the level of water in tanks is too low or too high. Whenever a monitor issues a safety alarm, a shutdown sequence is triggered so that the system halts and expert engineers are called upon to inspect the system. Such a design guarantees that safety violation is detected at runtime, at the cost of potentially shutting the system down occasionally. To show that the system satisfies certain availability requirements, we would like to show that the likelihood of triggering the shutdown sequence is low, i.e., the probability of shutdown triggering events occurring is below a certain threshold.
One way to solve the problem is to run the system multiple times, observe how the system evolves through time, construct a probabilistic model of the system (i.e., a discrete-time Markov Chain [5] ) and estimate the probability of the interesting events based on the model. To observe how the system evolves at runtime, we can introduce a logger in the system to record the system state, e.g., to log the sensor readings of the water level and the status of the valves and pumps in the system. To construct the Markov Chain model, we can apply an estimation function to estimate the transition probability between system states. Commonly used estimators include empirical frequency, Laplace estimator [9] and Good-Turing estimator [10] . To estimate the probability of the interesting events occurring, we additionally need an initial probability distribution, i.e., the probability of having certain initial configuration of the system (e.g., the initial water level of the tanks and the status of the actuators), which we can often obtain either through historical data or expert experience. When we run the system multiple times, the same initial distribution is applied to configure the system accordingly.
Such a method however may not be effective if the interesting events have low probability. For instance, some events may only be triggered under certain particular initial configurations. For instance, the event of water underflow may only occur when the initial water level is set to be near the boundary and the water valve is set to drain the water. If there are a large number of possible initial configurations and these particular initial configurations have low probability according to the initial distribution, it would take many system runs so that we can trigger the events for a sufficient number of times and estimate their probability accurately. However, conducting an experiment to run a system like the water treatment system (or other real-world cyber-physical systems) often has non-negligible cost. Thus, it is desirable to reduce the number of system runs while being able to accurately estimate the transition probability based on which we compute the probability of the interesting events.
In this work, we propose to smartly configure the system initially so that during the system runs, "interesting" system transitions are more likely to be triggered (than configuring the system according to the originally given initial distribution). Our idea is to first get an initial estimation of the transition probabilities, based on which we calculate an 'optimal' initial distribution which we should follow to conduct further experiments. Intuitively, an initial distribution is considered optimal if the estimation of the transition probabilities based on the experiment results according to the initial distribution is more accurate than other initial distributions. Afterwards, we run the system multiple times according to the optimal initial distribution and update the estimation of the transition probabilities accordingly. We repeat the process until a stopping criteria is satisfied.
Our method can be viewed as an active learning method for Markov Chain models [5] , which are useful in modeling and analyzing a wide range of systems [20] . The method is designed to learn a Markov Chain model actively in a particular setting. That is, we assume that a prior initial distribution is given, and we are allowed to tune the initial probability distribution but not the transition probability distributions, which yields a weaker and more realistic requirement than other distribution manipulation techniques for rare event analysis like importance sampling [12] . In addition, our method is not restricted to one particular way of estimating transition probability. We show that our method works for common estimation techniques like empirical frequency, Laplace estimator and Good-Turing estimator. In order to evaluate the effectiveness of our approach, we implemented a prototype tool in Java called IDO (short for Initial Distribution Optimizer). We set up experiments to compare IDO with alternative approaches. The experiment results show that IDO always estimates more accurately with the same number of system runs, or requires fewer system runs to achieve the same level of accuracy. Our test subjects include several benchmark systems, a set of randomly generated models, and the SWaT testbed mentioned above.
Problem Definition
We will formally state the problem that we consider in this paper upon discretetime Markov chains (DTMCs), a widely-used formalization that models probabilistic transition system with a finite number of states [20] . Before that, we will present a succinct review of DTMCs and introduce our notations. Note that different from the standard definition, we distinguish a set of initial states from the rest and constrain that the initial distribution μ only assign probabilities to initial states. The value P (s, s ) (where s, s ∈ S) is the conditional probability of visiting s given the current state is s. When the set of states S is indexed or enumerated in order (which is often the case), we denote the ith state of S as s i , and P (s i , s j ) as p ij . Given a path s i1 . . . s i k , the probability of observing that path is μ i1 p i1i2 . . .
The Model
Which depends not only on the transition matrix P but also on the initial distribution μ. Figure 1 shows an example DTMC with four states and two initial states. Transition probabilities are labeled upon arrows, and the initial states are attached by the label "start". Not drawing an arrow means a zero transition probability.
The Problem
The problem we investigate in this work can be defined as follows. Given a system that is modeled as a DTMC with a fixed set of states and an initial distribution, how to estimate (1) its transition matrix, and (2) the probability of reaching certain states (a.k.a. the reachability probability)? In this paper, we assume the transition matrix is fixed, but we can try different initial configurations when running the system. In our SWaT testbed [1] , for example, we can set different levels of water in tanks (and/or other configurations such as the initial pH value of the water) when we initialize the system, and once the system is turned on, we can only observe how the system evolves through time, but not affect how it goes.
Contrary to our approach, a passive approach to solve the problem is to set the initial configuration of the system as the given initial distribution μ and run the system multiple times. After a couple times of experiments, the actual transition matrix P can be estimated based on the experiment results (and subsequently the reachability probability can be estimated, too). In the beginning of every experiment, an initial state s is randomly generated according to the initial distribution μ. Starting from s, the system transits to the next state according to the transition matrix P , and then transits the third state, and so on, until a certain number of steps are taken and a path is obtained. Such a random path, often denoted as π, is a random variable whose distribution is fully decided by the initial distribution μ and the transition matrix P . We denote that as π ∼ (P, μ). By abuse use of notation, we write Π ∼ (P, μ) if Π is a set of paths that are independently generated from P and μ. Once a sample set Π ∼ (P, μ) is obtained, an estimation function (a.k.a. an estimator) is applied on Π to generate an estimation P of the transition matrix P . In practice, there are three commonly used estimators, which we introduce in the next definition. [9] : P L (s, t) = (1 + # s,t )/(n + # s ), where n is the total number of states in M; -The Good-Turing estimator [10] :
where N r = |{t ∈ S|# s,t = r}| is the number of states which are visited after s exactly r times in Π.
The empirical frequency estimator estimates the transition probability based on the frequency. It may be problematic if the system contains transitions with low probability. That is, if a transition from s to t is not observed in Π because the actual P (s, t) is small, P E (s, t) is zero by the empirical frequency estimator. The Laplace estimator overcomes this problem by adding a constant 1 to the numerator and the number of state to the denominator of the estimated transition probability. In other words, if state t is never visited after state s, the probability P L (s, t) = 1/(n + # s ). The Good-Turing estimator is widely used when the amount of samples is relatively small compared to the number of states. We skip the discussion on how the Good-Turing estimator works intuitively and refer the readers to [10] for comprehensive discussion on when different estimators are effective. Once an estimation of P is obtained, we can calculate the probability of reaching certain state straightforwardly using methods like probabilistic model checking [5] .
All the above-mentioned estimators guarantee that they converge to an accurate estimate of P with an unbounded number of samples. It might however take a large number of samples in order to obtain an accurate estimate of P . In practice, we may not be able to run a complex system (like the SWaT tested) for many times since each run has non-negligible cost in terms of money and time.
In this work, we aim to develop a method which allows us to reduce the number of samples required to generate an accurate estimate of P by actively choosing
the initial state to sample from. Ideally, it should work with any of the abovementioned estimators. In particular, the question is: if a user is only allowed to tune the initial distribution (e.g., by initializing the system using a probability distribution of initial configuration/inputs different from μ 0 ), how should she/he tune the initial distribution so that we can estimate P more effectively? We believe this is a realistic assumption. Consider the above-mentioned SWaT test bed for example. The user can only choose a set of initial configurations following certain distribution to perform experiments and simply observe how the system evolves afterwards.
Our Approach
Our approach is inspired and built on the idea of active learning, one that has been studied extensively in automaton learning (e.g., [4] ) and classifier learning (e.g., [7] ). The basic idea is to sample smartly, based on the current estimation P of the transition matrix, so as to obtain informative samples that effectively improve the estimation.
The overall algorithm is shown in Algorithm 1. Initially, since we do not have any knowledge of P , we obtain samples of the system with the user-provided initial distribution μ. After obtaining some number of samples, we apply an estimator to obtain an estimate P at line 4. Based on P and the current samples Π, we compute an "optimal" initial distribution μ 0 with respect to our objective at line 5. Then, we repeat from line 3, i.e., acquire more samples Π based on μ 0 , add them to Π and apply the estimator on the updated Π to obtain an updated estimation of P . The process continues until a stopping criterion is satisfied. This approach is inspired by the expectation-maximization (EM) algorithm from statistics [16] .
Algorithm 1. Sampling based on active learning
1: Let μ0 be μ, Π be empty; 2: while stopping criteria unsatisfied do 3:
Sample the system N times to obtain Π ∼ (M, μ0);
Apply an estimator to obtain P based on Π; 6:
Set μ0 to be the optimal initial distribution computed based on P and Π; 7: end while 8: Output P ;
Estimating Transition Probability
In order to identify the "optimal" initial distribution, we must firstly identify our analysis objective. In this work, our overall objective is to estimate the transition probability and reachability probability. In the following, we first focus on estimating the transition matrix P . The accuracy of an estimation P of P can be measured using measurements such as the mean squared error (MSE), the standard deviation, or bias [3] . As an example, the MSE of an estimation P is defined as
Ideally, we would like to identify an initial distribution μ 0 such that the estimation would be most accurate. However, since the actual transition matrix P is unknown, we cannot directly compare the estimation P and P (e.g., in term of MSE). Thus, we need to define an alternative optimization objective. The optimization objective is important as it should guarantee that not only will we eventually learn P accurately, but also we will do it in a more effective way than sampling according to μ. Intuitively, a sample is most useful in improving our estimation if it can help eliminate most uncertainty in our current learning result. In general, if a state is rarely visited by the training samples, the estimation of the transition probability from this state is likely to be inaccurate, whereas transition probabilities from a state which is often visited is likely to be estimated more accurately. For instance, given the DTMC in Fig. 1 , it is hard to estimate the probability of transitioning from state s 1 to s 2 if a limited number of samples are available and s 1 is visited only a few times. Based on this observation, the following optimization objective is adopted.
where D is the set of all initial distributions that only assigns non-zero probability to initial states; and E(s, μ 0 , P , N, k) is the expected number of times a state s is visited if we sample N paths (each of which with k transitions) according to the initial distribution μ 0 and the transition matrix P . It is defined as follows.
where μ 0 P l (s) is the probability of visiting state s after l transitions. Intuitively, we would like to identify an initial distribution μ 0 so as to maximize the probability of visiting the least likely state to be visited within k steps.
Optimization. In each iteration, given current sample set Π, let γ = min s∈S # s and i = argmin s∈S # s . The optimization objective of Eq. 3.2 turns to the following.
The initial distribution μ 0 has two constraints: (1) every element of μ 0 is between 0 and 1; (2) the sum of the elements are equal to 1. This forms a standard linear optimization problem [2] which can be solved by applying a linear optimization solver like Gurobi [11] . We then generate the 'optimal' initial distribution μ 0 by solving the optimization problem stated in Eq. 3.4 over the constraints.
Convergence. In this section, we discuss why the above objective works. In particular, we show that it guarantees we would always converge to an accurate estimation of P and our estimation P monotonically improves, no matter which of the three above-mentioned estimators are used.
The following notations are frequently used. We define · as the max norm A = max ij |a ij |. Notice that the estimator P is a random variable that is fully determined by the path samples, whose distribution is given by P, so we simply use the same notation P(φ) with φ being a predicate to denote the probability of φ being true. The choice of matrix normality in this paper is mainly a taste of flavor. Different norms will result in different actual bounds of the inequalities that will be presented later, but since our goal here is to establish that the estimation P getting closer and closer to the actual value P , i.e., P − P → 0, using different norms will not make a difference, thanks to the next proposition, whose proof we omit. 
Definition 3. An estimator is strongly-consistent, if
where for any > 0, δ( , γ) is a non-increasing function as γ increases.
Estimators defined as above guarantee that, by optimizing our optimization objective, P will converge to P (strongly-consistency), and P will improve monotonically (stability). This is stated in the following Lemma. Proof. Recall that our algorithm samples according to an initial distribution which maximizes min s∈S E(s, μ 0 , P , N, k) during each iteration. As it goes to ∞, by the definition of a strongly-consistent and stable estimator, the maximum difference between two entries of P and P converges to 0. Thus, for every entry (i, j), we have |p ij − p ij | ≤ P − P → 0, i.e., the estimation P converges to P .
Next, we establish all above-mentioned estimators are strongly-consistent and stable.
Lemma 2. The empirical frequency estimator, Laplace estimator and GoodTuring estimator are all strongly-consistent and stable.
Proof. Let n be the number of states in the DTMC, # s be the number that state s is visited, and γ = min s # s . For each 1 ≤ k ≤ n, we have # k ≥ γ. Let (i, j) be the index pair such that p ij − p ij = P − P . By Chebyshev inequality, we have 
and is non-increasing as γ increases.
Laplace Estimator. It is easy to prove
Varp ij ≤ γ 4(γ + n) 2 → 0 as γ → ∞ and is non-increasing as γ increases.
Good-Turing Estimator. Assume state j occurs λ times after state i, i.e., # ij = λ. From the results of [15] , for ∀σ > 0, the approximate bound is: In both cases, the bounds go to 0 as γ → ∞ and is monotonically decreasing as γ increases.
Thus, we have the following Theorem on the correctness of Algorithm 1.
Theorem 1. The estimation P returned by Algorithm 1 eventually converges to P for the empirical frequency estimator, Laplace estimator and Good-Turing estimator.
Proof. By Lemmas 1 and 2.
Stopping Criteria of Algorithm 1. We provide two stopping criteria for two common scenarios when the algorithm is used in practice. The first is when we have a limited sampling budget, which is a very common case in reality. For instance, we can run the system only for a bounded number of times, in which case Algorithm 1 terminates when we run out of budget. The other scenario is when we require our estimation P be as close as possible to the actual P with a high probability. That is, P(|p ij −p ij | < ) > 1 − α for all i and j, where the sampling parameters and α are positive numbers close to 0. Given and α, we calculate a threshold ξ on the minimum number of # i to satisfy the requirement based on the bounds described in the proof of Lemma 2. Then we run Algorithm 1 until γ = min s∈S # s ≥ ξ. Note that the latter scenario often results in a larger sample size given a small and α, as we observed from our experiments described in Sect. 4.2.
Approximation of Optimization.
In Algorithm 1, the optimal initial distribution is calculated based on the estimation P , instead of the actual P . In the following, we aim to show that sampling according to the optimal initial distributions calculated based on P approximates sampling according to the actual optimal initial distribution in terms of the numbers that states are visited.
Assume P and P are n × n square matrices and their difference is bounded by . Define A = I + P + P 2 + · · · + P l−1 and
be the l-step accumulation matrices of P and P respectively for l > 0. The next proposition shows the difference between A and A is bounded by O(l 2 ) .
Proposition 2. A −
Recall that P and P are transition matrices. We have τ 0 = 0, and for any k > 0,
Next, we take the initial distribution μ into consideration. We use subscript i to denote the ith projection of vectors.
Proposition 3. For any μ and i, |(μA)
Proof. Assume μ = (μ 1 , . . . , μ n ), A = (a ij ) n×n , and A = (â ij ) n×n . Notice that μ is a distribution, so μ 1 + · · ·+ μ n = 1 and 0 ≤ μ i ≤ 1, for each i = 1, . . . , n, and
Recall that our optimization goal is formula (3.2), in which the estimation P is used as an approximation of the actual transition matrix P , and as a result, the optimal initial distributionμ opt = arg max μ min i (μ A) i is in general not the actual (unknown) optimal initial distribution μ opt = arg max μ min i (μA) i . The next proposition shows that even so, it makes little difference whether we do sampling according toμ opt or μ opt , as long as our estimation P gets close enough to the actual P .
Proposition 4. Under previous notations and conditions, | min
Recall that # s is the expected number of times we visit a state s when sampling according to (P, μ). In particular, we write # s if paths are sampled from the optimal initial distribution obtained by solving the optimization problem (3.2), i.e., from (P,μ opt ). Then Proposition 4 directly leads to the next main theorem, which guarantees that solving the approximate optimization problem gives us an approximate solution to the original optimization problem, and thus justifies our approach.
Theorem 2. Using previous notations, | max
where l is the length of each path sample and n is the dimension of the transition matrix P and its estimation P .
Estimating Reachability Probability
In previous sections, we have shown how to obtain an approximation P of the actual transition matrix P . From now on we will assume such an approximation exists, and will use P to denote the probability measure that it defines. In this section, we will show one important application of such approximation P, which is estimating the reachability probability, the probability of reaching certain states or observing certain events occurring. Given a DTMC M = (S, S 0 , P, μ), the probability of reaching state t from state s within l steps is defined as follows.
We aim to prove that estimating reachability probability using the estimation returned by Algorithm 1 also converges to the actual reachability probability and improves monotonically, no matter which estimator is used.
To facilitate discussion, let us fix a target state s i ∈ S. We will show that
Notice that P(Reach l (s i )) (and similarly P(Reach l (s i ))) can be computed by
where P a is the amended transition matrix in which we make the state s absorbing, i.e., all outgoing transitions from s are replaced by a single self-loop at s. The next proposition provides an O(l) bound on the difference between P l a and P l a . We omit the proofs of Propositions 5 and 6 because they use the same tricks that we have seen in proving Propositions 2 and 3.
Now let us take the initial distribution μ into consideration.
Proposition 6. For any μ and i, if
This leads to the following theorem on the bound of reachability probability. 
Evaluation
We have developed a prototype implementation of our approach called IDO in 4k lines of Java code. To evaluate the effectiveness of IDO, we compare it with the passive approach (i.e., random sampling, referred to as PA) using the following metrics. Firstly, we count the minimum number of times that a state is visited among all the reachable states (referred to as MV). Note that this is precisely our optimization objective. By measuring MV, we aim to check whether the optimization technique we adopt has worked as expected. The larger the MV value is, the better. Secondly, we compare the estimated probability of reaching a state of interest. We use the relative difference from the estimated reachability probability to the actual reachability probability (RRD) as a measure, which is defined as
A smaller RRD indicates a more precise estimation of reachability probability. If there are more than one state of interest, we calculate the average RRD. Thirdly, we compare the estimated transition matrix P using the standard notion MSE (defined by Eq. 3.1). A smaller MSE indicates a more precise estimation. For a fair comparison, the experiments are designed such that the number of samples used are the same for IDO and PA, i.e., using the first stopping criteria.
Test Subjects
Three groups of systems are used for our evaluation. The first set contains three benchmark systems, i.e., the small example shown in Fig. 1 and two systems from the literature [6] . One is the queuing model. In a queuing model, customers arrive at a station for service. States represent the number of persons in the queue. We consider a scenario where the only possible transitions are the arrival or departure of someone. The number of transitions between two consecutive observations are assumed to be independent and identically distributed (i.i.d.). For convenience, we assume a maximum number of persons in the queue to be 10. Thus, the Markov chain has 11 possible states and a transition matrix as follows: 
We set the first 6 states as initial states and assume an initial uniform distribution over the 6 states. The reachability probability of interest is the probability of reaching the last 3 states in 11 (which is the number of states) steps. Based on the above model, the precise reachability probability can be calculated as: 0.0444, 0.0194 and 0.0075 respectively. The other model is the hollow matrix. This case study deals with Markov chains that changes state at each transition. The transition matrix is as follows. We set the first 2 states as initial states and assume a distribution (0.99, 0.01) over them. The reachability probabilities of interests are reaching the last 2 states in 4 (number of states) steps, which are 0.0147 and 0.0159 respectively. The second group is a set of randomly generated models (referred to as rmc). These models are generated with different numbers of states and transition densities using an approach similar to the approach in [17] . For reachability analysis, we choose first half of the states to be the initial states and assume a uniform initial distribution over them. We select those states with reachability probability less than 0.05 as states of interest, since we are interested in improving reachability probability of low probability states.
The last group contains the SWaT testbed [1] . SWaT is a real world complex system which involves a series of water treatments process from raw water like ultra-filtration, chemical dosing, dechlorination through an ultraviolet system, etc. The system is safety critical and ideally we want to accurately estimate the probability of reaching some bad states, like tank overflow or underflow, abnormal water pH level, etc. Modeling SWaT is challenging and thus we would like to have a way of estimating the transition probability as well as some reachability probability. SWaT has many configurable parameters which can be set before the system starts and it can be restarted if necessary. However, restarting SWaT is non-trivial as we have to follow a predefined shutdown sequence and thus we would like to obtain some precise estimation with as few restarts as possible. In our experiment, we focus on tank overflow or underflow. We select states with normal tank levels as initial states and assume a uniform initial distribution over them. Furthermore, we select states with abnormal tank level as states of interest.
Experiment Results
We first show the experiment results on the benchmark systems. probability of reaching some states according to the original initial distribution. IDO has significantly better estimation of both the reachability probability (in terms of RRD) as well as the transition probability (in terms of MSE). The second row shows the results of the hollow matrix. It can be observed that the improvement of MV and the probability estimation are not as significant as for the first example. A closer investigation shows that the reason is that its two initial states have very high probability of transitioning to each other. As a result, adjusting the initial distribution does not effectively change how the other states are visited. The third row shows the results of the queuing model. We observe a noticeable improvement in terms of MV, RRD ad MSE. This is because that a state of the queuing model can only be transit from its neighboring states. Since the states of interests here are the states in the last (e.g. state 9, 10, 11), an initial distribution which favors the latter part of the initial states (e.g. state 5, 6 ) is more likely to reach the target states. IDO successfully identifies such an initial distribution, which subsequently leads to more visits of the target states. Next, we present the experiment results on the random models. The results are shown in Fig. 3 . We consider random models with 8 states or 16 states. We randomly generate a set of 20 models of 8 states and 20 models of 16 states and present the average results, to avoid the influence of randomness. It can be observed that IDO improves MV, RRD and MSE in almost all the cases. On one hand, we observe from the results that as the state number increases, IDO's improvement over PA in terms of MSE goes down. The reason is that IDO targets to improve the worst estimated transitions, while MSE is computed in terms of all transitions. Consequently, the improvement is flattened with a large number of transitions. On the other hand, we observe a more and more significant improvement in terms of reachability estimation when the number of states increases. This is due to the fact that IDO actively selects an initial distribution which is likely to visit the target state most often, which effectively improves the estimation. In comparison, random sampling using a uniform initial distribution may visit the target states much less. We remark this is an important advantage of IDO since for complex systems, there are often many states and we are often interested in estimating the probability of certain unlikely states (e.g., unsafe states). Considering the extreme case when only one initial state s 0 would lead to visit of some target state s t . If the number of initial states is large, there is a very low probability to sample s 0 through uniform random sampling. As a result, s t is rarely visited. In comparison, IDO optimizes the initial distribution and samples from s 0 with probability 1. Lastly, we report the results on the SWaT testbed. One difficulty we face in evaluating the effectiveness of our approach for SWaT is that we do not have the actual DTMC model. To overcome this problem, we run a large number of simulations (120 k traces, each trace is a simulation of half an hour of real world system with uniform initial distribution), and then apply empirical frequency to estimate the transition probability, which we regard as an approximation of the actual transition matrix. We remark that all the traces of SWaT are generated using a simulator which fully mimics the testbed, and for each trace the running time of the simulator is scaled less than the running time of the actual system. Note that we define a state of SWaT as a combination of sensor values. Since the target states that we are looking into are overflow and underflow of water tanks, we collect those sensors that indicate water levels to encode states. In other words, we abstract away the internal states for simplicity. We further abstract the sensor values (which are continuous float variables) into discrete states. Two different abstraction are experimented, one with 64 states and the other with 216 states. In our experiment, we generate the first estimation P based on 5000 traces (randomly selected from the 120 K traces). Afterwards, we iteratively refine the estimation using IDO by adding and learning from additional 5000 traces each time. The total number of traces used by IDO and PA are the same. Similarly, we compare the MV, MSE and RRD of a set of target states, whose reachability probabilities are less than 0.01, for IDO and PA respectively. The results are shown in Table 1 . It can be observed that the MSE is expectedly not improving as we have many states to take average on. However, we can see from the results of RRD that IDO effectively improves our estimation of probability of water tank overflow or underflow which interests us. Furthermore, we observe almost negligible overhead of IDO over PA in terms of running time. 
Conclusion and Related Work
In this paper, we proposed an active learning approach to "smartly" tune the system configurations so as to generate traces that can effectively improve our current probability estimation. We prove that our algorithm converges under three existing common estimators. Our experiment results show that our approach effectively improves random sampling in terms of probability estimation and reachability analysis (especially). This work is mainly related to the following three lines of work. Firstly, it is a further effort in the recent trend of learning probabilistic models for model checking [14, 18, 19] . Instead of learning from fixed data, we propose to actively sample the system for more informative traces to make learning more effective for reachability analysis [13] . Such an active learning idea is applied in [8] to learn Markov decision process actively by choosing optimal actions in each step. Secondly, importance sampling [12] is another approach of smart sampling, but it may require us to change the probability distribution in the process of system operation, which is sometimes unrealistic for cyber-physical systems. Our work differs in that we only require to tune the initial distribution by adjusting the initial configuration of the system. Lastly, this work relies and works on a variety of estimators [9, 10, 15] , which are designed for different applications.
