Abstract-In this paper is presented an investigation of the speech recognition classification performance. This investigation on the speech recognition classification performance is performed using two standard neural networks structures as the classifier. The utilized standard neural network types include Feed-forward Neural Network (NN) with back propagation algorithm and a Radial Basis Functions Neural Networks.
 Suprasegmental aspects: Influence of intonation and putting stress on syllables. These aspects influence the pronunciation of a word.  Continuous character of the speech: when we speak, seldom there is a break between words. Speech is mostly one uninterrupted stream of sounds. This makes it very hard to detect individual words.  Other external factors are: position of the microphone in respect to the speaker, direction of the microphone and many others. Neural networks are composed of simple computational elements operating in parallel [1] . The network function is determined largely by the connections between elements. We can train a neural network so that a particular input leads to a specific target output.
In this paper we discuss the usability of two different types of neural networks like Feedforward-back propagation neural netwoprk and Radial Basis Functions neural network for speech recognition using MATLAB. With all of them we try to classify the input samples to known output words.
In the next chapter of this paper, a general introduction to speech recognition will be given. Some basic ideas, problems and challenges of the speech recognition process is discussed. In the third chapter we focus on the signal preprocessing necessary for extracting the relevant information from the speech signal. The implementation of the neural network classifiers is a subject of the fourth chapter. The conclusion remarks are given in the last chapter of the paper.
II. GENERAL STRUCTURE AND PROBLEMS OF A SPEECH RECOGNITION PROCESS
The speech recognition process can generally be divided in many different components illustrated in Fig. 1 
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The first block, which consists of the acoustic environment plus the transduction equipment (microphone, preamplifier and AD-converter) can have a strong effect on the generated speech representations. For instance we can have additional impact generated from additive noise or room reverberation.
The second block is intended to deal with these problems, as well as deriving acoustic representations that are both good at separating classes of speech sounds and effective at suppressing irrelevant sources of variation.
The third block must be capable of extracting speech specific features of the pre-processed signal. This can be done with a variety of techniques like cepstrum analysis and the spectrogram.
The fourth block tries to classify the extracted features and relates the input sound to the best fitting sound in a known 'vocabulary set' and represents this as an output.
The commonly used techniques for speech classification include:
A. Dynamic Time Warping (DTW)
This technique compares words with reference words. Every reference word has a set of spectra; but there is no distinction between separate sounds in the word. Because a word can be pronounced at different speeds, a time normalization will be necessary. Dynamic Time Warping is a programming technique where the time dimension of the unknown word is changed (stretched and shrinked) until there is a similarity with a reference word.
B. Hidden Markov Moddelling (HMM)
Untill now, this is the most successful and most used pattern recognition method for speech recognition. It's a mathematical model derived from a Markov Model. Speech recognition uses a slightly adapted Markov Model. Speech is split into the smallest audible entities (not only vowels and consonants but also conjugated sound like ou, ea, eu,...). All these entities are represented as states in the Markov Model. As a word enters the Hidden Markov Model it is compared to the best suited model (entity). According to transition probabilities there exist a transition from one state to another. For example: the probability of a word starting with xq is almost zero. A state can also have a transistion to it's own if the sound repeats itself. Markov Models seems to perform quite well in noisy environments because every sound entity is treated separately. If a sound entity is lost in the noise, the model might be able to guess that entity based on the probability of going from one sound entity to another.
C. Neural Networks (NN)
Neural networks have many similarities with Markov models. Both are statistical models which are represented as graphs. Where Markov models use probabilities for state transitions, neural networks use connection strengths and functions. A key difference is that neural networks are fundamentally parallel while Markov chains are serial. Frequencies in speech, occur in parallel, while syllable series and words are essentially serial. This means that both techniques are very powerful in a different context.
As in the neural network, the challenge is to set the appropriate weights of the connection, the Markov model challenge is finding the appropriate transition and observation probabilities. In many speech recognition systems, both techniques are implemented together and work in a symbiotic relationship. Neural networks perform very well at learning phoneme probability from highly parallel audio input, while Markov models can use the phoneme observation probabilities that neural networks provide to produce the likeliest phoneme sequence or word. This is at the core of a hybrid approach to natural language understanding.
In this paper speech features (spectrogram and cepstrum) will be sequentially presented at neural network inputs and will be classified at the output of the network. This process is visualised in Fig. 2 . classification process in the NN In this paper we focus on two typical NNs: Multilayer Feedforward (backpropagation) networks and Radial basis networks. These network topologies as their performance in speech recognition are discussed into detail in the next chapters.
III. IMPLEMENTATION OF SIGNAL-PREPROCESSING
In the previous section we have discussed the general structure of a speech recognition system. In this paper we put the main focus on the neural networks and not on the signal pre-processing, although signal pre-processing has a big impact on the performance of the speech classifier. It is important to feed the neural network with normalized input. Recorded samples never produce identical waveforms; the length, amplitude, background noise may vary. Therefore we need to perform signal pre-processing to extract only the speech related information. This means that using the right features is crucial for successful classification. Good features simplify the design of a classifier whereas weak features (with little discrimination power) can hardly be compensated with any classifier. We can divide this process on some distinctive steps like:
A. Representing the speech Speech can be represented in different ways. Depending on the situation and the kind of speech information that needs to be present, one representation domain might be more appropriate than the other one. a) Waveform This is the most general way to represent a signal [2] , [3] , [4] . Variations of amplitude in time are presented. The biggest disadvantage of this method is that it cannot represent speech related information. A time-domain signal as such contains too much irrelevant data to use it directly for classification. Fig.3 shows the time domain representation of the words 'left' and 'one'. It is immediately clear that based upon this representation, it would be difficult to extract relevant speech information and thus cannot be used as input for the neural network classifier. The complete sample is split into different time-frames (with a 50% overlap). For every time-frame, the short-term frequency spectrum is calculated.
Although the spectrogram provides a good visual representation of speech it still varies significantly between samples. Samples never start at exactly the same moment, words may be pronounced faster or slower and they might have different intensities at different times. Fig.5 represents two spectrograms of the word 'left' but they are calculated from two different samples. As you can see, they both show somewhat the same pattern, but the second sample is shifted in time compared to the first sample. As these patterns vary so much, makes them useless as input for the neural network unless some more signal preprocessing is performed. c) Cepstrum and Mel Frequency Cepstrum Coefficients We know that human ears, for frequencies lower than 1 kHz, hear tones with a linear scale instead of logarithmic scale for the frequencies higher that 1 kHz. The melfrequency scale is a linear frequency spacing below 1000 Hz and a logarithmic spacing above 1000 Hz. The voice signals have most of their energy in the low frequencies. It is also very natural to use a mel-spaced filter bank showing the above characteristics.
The following approximate formula is used to compute the mels for a given frequency in Hz:
For each tone with an actual frequency f (in Hz), a subjective pitch is measured on a scale called the 'mel' scale. The pitch of a 1 kHz tone, 40 dB above the perceptual hearing threshold is defined as 1000 mels.
The cepstrum is the forward Fourier transform of a spectrum. It is thus the spectrum of a spectrum, and has certain properties that make it useful in many types of signal analysis. One of its more powerful attributes is the fact that any periodicities, or repeated patterns, in a spectrum will be sensed as one or two specific components in the cepstrum. If a spectrum contains several sets of sidebands or harmonic series, they can be confusing because of overlap. But in the cepstrum, they will be separated in a way similar to the way the spectrum separates repetitive time patterns in the waveform.
In Fig. 6 the cepstrum of the words 'left' and 'one' is shown. Both charts show a different shape characteristic for that specific word. We discussed that the spectrogram have time dependant problems and the cepstrum is an ideal method for coping with these problems. 
A cepstral analysis is a popular method for feature extraction in speech recognition applications, and can be accomplished using the Mel Frequency Cepstrum Coefficient analysis (MFCC).
B. Signal Pre-processing
As the neural network will have to do the speech classification, it is very important to feed the network inputs with relevant data. It's obvious that an appropriate preprocessing is necessary in order to be sure that the input of the neural network is characteristic for every word while having a small spread amongst samples of the same word. Noise and difference in amplitude of the signal can distort the integrity of a word while timing variations can cause a large spread amongst samples of the same word [5] , [6] .
These problems are dealt with in the signal preprocessing part which is composed of different sub stages: Filtering, Entropy based endpoint detection and Mel Frequency Cepstrum Coefficients.
Filtering stage -samples are recorded with a standard microphone. So they contain besides speech signals a lot of distortion and noise due to the quality of the microphone or just because of picked up background noise. In this first step we perform some digital filtering to eliminate low and high frequency noise. As speech is situated in the frequency domain between 300 Hz and 3750 Hz, a bandpass filtering is performed on the input signal. This is done by passing the input signal successively trough a FIR low pass filter and then through a FIR high pass filter. An FIR filter has the advantage above an IIR filter that it has a linear phase response. The frequency response of the low pass and high pass filter is shown in Fig.8 . Entropy based Endpoint detection stage -one of the most difficult parts to deal with in speech recognition is to determine the start point (and maybe also the endpoint) of a word. Fig. 5 shows twice the spectrogram of the word 'left', but both samples are slightly shifted in time and are not appropriate as the neural network inputs. The challenge is thus to deal with that time shift.
Entropy based detection is a good method for determining the start point of relevant content in a signal [7] . In addition it performs well for signals containing a lot of background noise.
First the entropy of a speech signal is be computed. Then a decision criterion is set to find the beginning of the signal's relevant content. This point is the new starting point of the signal. The entropy H can be defined as:
with pk as the probability density The start point is set where the entropy curve crosses the line
If we compute the entropy for the word 'left' we obtain the data shown on Fig.9 . The horizontal line represents the decision criteria lambda, while the vertical line determines the start time. Once we know the start point of the relevant information in the signal we can adapt our spectrogram and shift the start point to the beginning of the spectrogram. This is illustrated in Fig.10 , where the entropy detection is performed on the word 'left'. The left picture shows the original speech signal where the right one is showing the time shifted spectrogram after entropy based begin point detection, padded with zero's. These spectrograms contain 80 time frames which contain 129 frequencies each. This means a total of 80x129=10320 points which is too large to use them all as input for the neural network. Therefore a selection resulting in a smaller set of points is necessary.
One such a solution is usage of Mel Frequency Cepstrum Coefficients (MFCC) [8] . As the entropy based endpoint detection alone is an efficient method in extracting the necessary input data for the NN, the need for some better pre-processing algorithm arises. Therefore using the Mel Frequency Cepstrum coefficients is be a better strategy. We used the function melcepst, which is not a standard build in MATLAB function that returns the MFCC's of a speech sample. The amount of coefficients returned can be given as a parameter to that function. Taking many coefficients yields to a better approximation of the signal (more details), but becomes more sensitive to small variations of the different input samples. Using a fewer coefficients results into a rougher approximation of the speech signal. An amount of 10 to 20 coefficients is optimal as input for the NN.
IV. NEURAL NETWORK IMPLEMENTATIONS
Many authors used neural networks for speech recognition in the past [9] , [10] , [11] , [12] . For our implementation the MATLAB Neural Network toolbox has been used to create, train and simulate the networks [13] . For every word we used 200 recorded samples. From these 200 samples, 100 samples were used for training, while the other 100 were be used to test the network (as these not included in the training set). The trained network can also be tested with real time input from a microphone.
A. Multilayer Feedforward Network
The first type of neural nets used for speech classification is a Multilayer Feedforward Network using Back Propagation alghorithm for training.
This type of NN is the most popular NN and is used worldwide in many different types of applications. Our network consists of an input layer, one hidden layer and an output layer.
We already discussed into detail the importance of the consistency of the neural network inputs. Feeding the NN with al data points from the spectrogram would be too much, as the spectrogram consists of 80x129=10320 data points the NN would require the same amount of inputs. Therefore we use a set of Mel Frequency Cepstrum coefficients as input for the neural network. As we only need ten up to twenty of them to represent a word, the neural network will only have 10 to 20 inputs. The input values are in a range of -5 up to 1.5. For every input neuron this parameter is set. In our design we put all these input ranges in a 'InputLayer' variable matrix.
Therefore we select a much smaller set of data points from each spectrogram. For every selected time frame we pick some frequencies. Taking 8 time frames with 10 frequency points each results in a NN input of 80 values, which is still a large input set, but with lesser dimension than the full spectrogram. The hidden layer consists of non-linear sigmoidal activation function neurons using the 'tansig' MATLAB NN Toolbox function. The amount of neurons depends on some factors like the amount of input data and output layer neuron number, the needed generalization capacity of the network and the size of the training set.
First the Oja rule of thumb is applied to make a first guess on how many hidden layer neurons are required.
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where H is number of hidden layer neurons, N is the size of the input layer, M is the size of the output layer and T is the training set size.
If for example we want to recognize five words (with a training set of 100 samples per word). The NN has 15 inputs (MFCCs) and 5 outputs
Applying the Oja rule of thumb results in 5 neurons in the hidden layer. Tests show that this amount was ideal for recognizing five words. Recognizing more words required more hidden layer units, as the NN generalized the input data too much and was underfitted to recognize the showed input data.
The output layer consists of linear activation function elements. We used such a coding, that the amount of output neurons is equal to the amount of words we want to recognize. A value of 1 in the output matrix means that the NN classified the input to a specific word corresponding to that 1 in the output matrix.
The design of this particular network is show on Fig.11 . In this example, the input layer has 20 inputs (MFCCs) and the minimum and maximum values are contained in the InputLayer matrix. The hidden layer contains 7 'tansig' neurons. The output also has 7 linear neurons. This network is designed to recognize seven different words.
Once the network is created, it can be trained for a specific problem by presenting training inputs and their corresponding targets (supervised training). A set of 100 samples of each word can is used as training data. The network is trained in batch mode which means that the weights and biases of the network are updated only after the entire training set has been applied to the network. The gradients calculated at each training example are added together to determine the change in the weights and biases. In most cases, 100 up to 200 epochs are enough to train the network sufficiently. In the training phase the network error reaches almost zero as can be seen on Fig. 12 . The trained network was simulated with inputs that were not in the training set. We observed that the trained network performs very well. It is possible to recognize more than ten words.
When the number of words that have to be recognized increases the number of hidden layer neurons also has to be increased. The amount of neurons needed is almost equal to the amount of words to recognize. Increasing the number of hidden layer units causes the training time to grow sensitively. The performance of the network is mainly dependent on the quality of the signal preprocessing. The NN doesn't manage to work properly on input data coming from the spectrogram, but performs very well with MFCCs as input having more than 90% successful classification rate.
B. Radial Basis Function Network
Another approach to classify the speech samples is to make use of Radial Basis Function Network. This network also consists of three layers: an input layer, a hidden layer and an output layer. The main difference of this type of network is that the hidden layer has (Gaussian) mapping functions. Mostly they are used for function approximation, but they can also solve classification problems. Radial means that they are symmetric around their centre, basis functions means that a linear combination of their functions can generate (approximate) an arbitrary function. The input layer is similar to the input layer of the Multilayer Feedforward Network used. The RBF network consists of one hidden layer of neurons with basis functions. At the input of each neuron, the distance between the neuron's centre and the input vector is calculated. The output of the neuron is then formed by applying the basis function to this distance. The RBF network output is formed by a weighted sum of the neuron outputs and the unity bias. The output layer is similar to the output layer of those in Multilayer Feed forward Networks.
Radial basis networks were designed with the MATLAB function 'newrbe'. This function can create a network with zero error on training vectors.
On Fig. 13 a RBF capable of recognizing 9 words (with 9 outputs) with an input of MFCCs is given. For a good approximation of the Mel Frequency Cepstrum Coefficients, 450 hidden layer neurons are needed, which is a lot more than the 9 sigmoid hidden layer neurons needed in the Multilayer Feedforward Network.
When simulating the trained network here also the network is capable of recognizing words that are not in the training set. The performance depends very much on the chosen spread. A too large spread causes a lower performance which means that the network tends to make more classification errors. This type of NN is practical for large training sets and it performs very well for a small spread. The amount of hidden layer neurons needed increases very fast the more words need to be recognized.
V. CONCLUSION
This paper is showing that neural networks can be very powerful speech signal classifiers. A small set of words could be recognized with some very simplified models. The pre-processing quality is giving the biggest impact on the neural networks performance. In some cases where the spectrogram combined with entropy based endpoint detection is used we observed poor classification performance results, making this combination as a poor strategy for the pre-processing stage. On the other hand we observed that Mel Frequency Ceptstrum Coefficients are a very reliable tool for the pre-processing stage, with the good results they provide. Both the Multilayer Feedforward Network with backpropagation algorithm and the Radial Basis Functions Neural Network are achieving satisfying results when Mel Frequency Ceptstrum Coefficients are used.
