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Abstract
While the classical differential uniformity (c = 1) is invariant un-
der the CCZ-equivalence, the newly defined [9] concept of c-differential
uniformity, in general is not invariant under EA or CCZ-equivalence,
as was observed in [10]. In this paper, we find an intriguing behav-
ior of the inverse function, namely, that adding some appropriate lin-
earized monomials increases the c-differential uniformity significantly,
for some c. For example, adding the linearized monomial x2
d
to x2
n
−2,
where d is the largest nontrivial divisor of n, increases the mentioned
c-differential uniformity from 2 or 3 (for c 6= 0) to ≥ 2d + 2, which in
the case of AES’ inverse function on F28 is a significant value of 18.
Keywords: Boolean and p-ary functions, c-differentials, differential unifor-
mity, perfect and almost perfect c-nonlinearity, perturbations
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1 Introduction and basic definitions
We defined in [9] a multiplier differential and difference distribution table (in
any characteristic) and later we extended the notion of boomerang connec-
tivity table in [21]. We characterized some of the known perfect nonlinear
functions and the inverse function through this new concept. We also char-
acterized this concept via the Walsh transforms as Li et al. [13] did for the
classical boomerang uniformity. Several papers have been written mean-
while, on this concept of c-differential uniformity (which, unbeknown to us
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in [9], generalized the recent [1] concept of quasi planarity: a quasi planar
function is simply a PcN function for c = −1) .
We will introduce here only some needed notation on Boolean (binary,
p = 2) and p-ary functions (where p is an odd prime), and the reader can
consult [5, 6, 7, 8, 15, 22] for more on these objects.
For a positive integer n and p a prime number, we let Fpn be the finite
field with pn elements, and F∗pn = Fpn \ {0} be the multiplicative group
(for a 6= 0, we often write 1a to mean the inverse of a in the multiplicative
group). We let Fnp be the n-dimensional vector space over Fp. We use #S
to denote the cardinality of a set S and z¯, for the complex conjugate. We
call a function from Fpn (or F
n
p) to Fp a p-ary function on n variables. For
positive integers n and m, any map F : Fpn → Fpm (or, F
n
p → F
m
p ) is
called a vectorial p-ary function, or (n,m)-function. When m = n, F can
be uniquely represented as a univariate polynomial over Fpn (using some
identification, via a basis, of the finite field with the vector space) of the
form F (x) =
∑pn−1
i=0 aix
i, ai ∈ Fpn, whose algebraic degree is then the largest
Hamming weight of the exponents i with ai 6= 0. For f : Fpn → Fp we define
the Walsh-Hadamard transform to be the integer-valued function Wf (u) =∑
x∈Fpn
ζf(x)−Trn(ux)p , u ∈ Fpn , where ζp = e
2πi
p and Trn : Fpn → Fp is the
absolute trace function, given by Trn(x) =
n−1∑
i=0
xp
i
(we will denote it by Tr,
if the dimension is clear from the context). The Walsh transformWF (a, b) of
an (n,m)-function F at a ∈ Fpn , b ∈ Fpm is the Walsh-Hadamard transform
of its component function Trm(bF (x)) at a, that is,
WF (a, b) =
∑
x∈Fpn
ζTrm(bF (x))−Trn(ax)p .
(If one wishes to work with vector spaces, then one can replace the Tr by
any scalar product on that environment.)
Given a p-ary function f , the derivative of f with respect to a ∈ Fpn is
the p-ary function Daf(x) = f(x+ a)− f(x), for all x ∈ Fpn , which can be
naturally extended to vectorial p-ary functions.
For an (n, n)-function F , and a, b ∈ Fpn , we let ∆F (a, b) = #{x ∈ Fpn :
F (x + a) − F (x) = b}. We call the quantity δF = max{∆F (a, b) : a, b ∈
Fpn , a 6= 0} the differential uniformity of F . If δF = δ, then we say that F is
differentially δ-uniform. If δ = 1, then F is called a perfect nonlinear (PN)
function, or planar function. If δ = 2, then F is called an almost perfect
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nonlinear (APN) function. It is well known that PN functions do not exist
if p = 2.
For a p-ary (n,m)-function F : Fpn → Fpm, and c ∈ Fpm, the (multi-
plicative) c-derivative of F with respect to a ∈ Fpn is the function
cDaF (x) = F (x+ a)− cF (x), for all x ∈ Fpn.
For an (n, n)-function F , and a, b ∈ Fpn, we let the entries of the c-
Difference Distribution Table (c-DDT) be defined by c∆F (a, b) = #{x ∈
Fpn : F (x+ a)− cF (x) = b}. We call the quantity
δF,c = max {c∆F (a, b) | a, b ∈ Fpn , and a 6= 0 if c = 1}
the c-differential uniformity of F . If δF,c = δ, then we say that F is dif-
ferentially (c, δ)-uniform (or that F has c-uniformity δ, or for short, F is
δ-uniform c-DDT). If δ = 1, then F is called a perfect c-nonlinear (PcN)
function (certainly, for c = 1, they only exist for odd characteristic p; how-
ever, as proven in [9], there exist PcN functions for p = 2, for all c 6= 1).
If δ = 2, then F is called an almost perfect c-nonlinear (APcN) function.
When we need to specify the constant c for which the function is PcN or
APcN, then we may use the notation c-PN, or c-APN. It is easy to see that
if F is an (n, n)-function, that is, F : Fpn → Fpn , then F is PcN if and only
if cDaF is a permutation polynomial.
In [9, 10, 20, 23] various characterizations of the c-differential uniformity
were found, and some of the known perfect and almost perfect nonlinear
functions have been investigated. In [21], the concept of boomerang unifor-
mity was extended to c-boomerang uniformity and characterized via Walsh
transforms, and some of the known perfect nonlinear and the inverse func-
tion in all characteristics was dealt with via the c-boomerang uniformity
concept.
The rest of the paper is organized as follows. Section 2 gives several
background lemmas needed for the remaining of the paper. Section 3 in-
vestigates c-differential uniformity for an EA-perturbation via a linearized
monomial of the inverse function. Section 4 concludes the paper.
2 Some lemmas
We will be using throughout Hilbert’s Theorem 90 (see [4]), which states that
if F →֒ K is a cyclic Galois extension and σ is a generator of the Galois group
Gal(K/F), then for x ∈ K, the relative trace TrK/F(x) =
|Gal(K/F)|−1∑
i=0
σi(x) =
3
0 if and only if x = σ(y) − y, for some y ∈ K. We also need the following
two lemmas.
Lemma 1. Let n be a positive integer. We have:
(i) The equation ax2+bx+c = 0, with a, b ∈ F2n, a 6= 0, has two solutions
in F2n if Tr
(
ac
b2
)
= 0, and zero solutions otherwise (see [2]).
(ii) The equation ax2 + bx + c = 0, with a, b ∈ Fpn, p odd, has (two,
respectively, one) solutions in Fpn if and only if the discriminant b
2−
4ac is a (nonzero, respectively, zero) square in Fpn.
(iii) The equation x3 + ax+ b = 0, with a, b ∈ F2n, b 6= 0, has (denoting by
t1, t2 the roots of t
2 + bt+ a3 = 0):
(i) three solutions in F2n if and only if Tr(a
3/b2) = Tr(1) and t1, t2
are cubes in F2n for n even, and in F22n for n odd;
(ii) a unique solution in F2n if and only if Tr(a
3/b2) 6= Tr(1);
(iii) no solutions in F2n if and only if Tr(a
3/b2) = Tr(1) and t1, t2 are
not cubes in F2n (n even), F22n (n odd).
Lemma 2 ([9]). Let p, k, n be integers greater than or equal to 1 (we take
k ≤ n, though the result can be shown in general). Then
gcd(2k + 1, 2n − 1) =
2gcd(2k,n) − 1
2gcd(k,n) − 1
, and if p > 2, then,
gcd(pk + 1, pn − 1) = 2, if
n
gcd(n, k)
is odd,
gcd(pk + 1, pn − 1) = pgcd(k,n) + 1, if
n
gcd(n, k)
is even.
Consequently, if either n is odd, or n ≡ 2 (mod 4) and k is even, then
gcd(2k + 1, 2n − 1) = 1 and gcd(pk + 1, pn − 1) = 2, if p > 2.
3 The c-differential uniformity of some EA-perturbed
inverse function
We showed in [9] that the inverse function is PcN for c = 0, and it is 2 or 3
depending upon the parameter c (we found precisely those conditions).
In our main result of this paper we see that performing a simple mod-
ification of the inverse function increases significantly the maximum value
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in its c-differential spectrum size. In the following, we take p prime, n ≥ 4
an integer, and 0 ≤ t < n an integer such that ap
t+1 + 1 has a root (and
consequently, gcd(pt + 1, pn − 1) roots) in the field Fpn . If p = 2, this last
condition is superflous.
Theorem 3. Let p be a prime number, n ≥ 4, F (x) = xp
n−2 be the inverse
function on Fpn, and 1 6= c ∈ Fpn. Then, the c-differential uniformity, δG,c,
of G(x) = F (x)+xp
t
satisfies pgcd(n,t)+2 ≤ δG,c ≤ p
t+4, if ngcd(n,t) is even,
and 4 ≤ δG,c ≤ p
t + 4, if ngcd(n,t) is odd.
Proof. The c-differential uniformity equation for G for c ∈ Fpn at (a, b) ∈
Fpn × Fpn is
(x+ a)p
n−2 + (x+ a)p
t
− cxp
n−2 − cxp
t
= b. (1)
We first assume that a 6= 0. We consider several cases.
Case (i). Let x = 0. Equation (1) becomes
1
a
+ ap
t
= b.
Thus, for any a 6= 0 and b = 1a + a
pt , we have a solution of (1), regardless of
the value of c.
Case (ii). Let x = a. Equation (1) becomes
−c
(
1
a
+ ap
t
)
= b,
and we have yet another solution to (1), for c given by the above displayed
equation. Surely, if a is such that ap
t+1+1 = 0; there are gcd(pt+1, pn− 1)
such a’s (which, by Lemma 1, is gcd(2t+1, 2n−1) = 2
gcd(2t,n)−1
2gcd(t,n)−1
if p = 2, and
if p > 2, the number of such a’s is 2 when ngcd(n,t) is odd, and p
gcd(n,t) + 1,
when ngcd(n,t) is even), then bmust be zero and again c can be taken arbitrary.
We make an observation here: the two solutions from Cases (i) and
(ii) cannot be combined unless b = 0, ap
t+1 + 1 = 0 (and arbitrary c), or
b = 1a + a
pt and c = −1.
Case (iii). Let x 6= 0, a. Equation (1) becomes
1
x+ a
+ (1− c)xp
t
−
c
x
= b− ap
t
, that is,
x+ (1− c)xp
t+1(x+ a)− c(x+ a) = (b− ap
t
)x(x+ a), or,
xp
t+2 + axp
t+1 +
b− ap
t
c− 1
x2 +
ab+ c− ap
t+1 − 1
c− 1
x+
ac
c− 1
= 0. (2)
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We therefore infer that the maximum number of solutions for the c-differential
uniformity is βG,c ≤ p
t + 4. To get a lower bound, we take a = 0, obtaining
xp
t+2 +
b
c− 1
x2 + x = 0,
with solution x = 0 and cofactor
xp
t+1 +
b
c− 1
x+ 1 = 0. (3)
Multiplying (3) by
(
b
c−1
)pt+1
and relabeling x 7→ 1−cb x (if b 6= 0, otherwise,
we look at xp
t+1 + 1 = 0, which has ≤ pgcd(n,t) + 1 solutions), we obtain
xp
t+1 −Bx+B = 0, (4)
where B =
(
b
c−1
)pt+1
and we can apply [3, Theorem 5.6]. Using the no-
tations from [3], we let FQ = Fpn ∩ Fpt = Fpgcd(n,t) (so, Q = p
gcd(n,t)),
m = [Fpn : FQ] =
n
gcd(n,t) . From [3, Theorem 5.6], we know that there are
Qm−1 −Q
Q2 − 1
,
Qm−1 − 1
Q2 − 1
, for m even, respectively odd, values of B such that
Equation (4) has Q + 1 solutions. Let T be the set of all such B. Thus,
|T |=
Qm−1 −Q
Q2 − 1
, for m even, and |T |=
Qm−1 − 1
Q2 − 1
, for m odd.
To get our claimed lower bound, we just need to argue that we can always
find b, c such that B ∈ T . Ifm = ngcd(n,t) is odd, then gcd(p
t+1, pn−1) = 1, 2,
for p = 2, respectively, p > 2, and we can take any B ∈ T , if p = 2, and
B = B˜2 ∈ T (such a B˜ does exists, for example, B˜ = 0) and a random c 6= 1,
and b = (c+1)B˜
2
pt+1 . The number of solutions of (3) for these parameters is
therefore Q+1. If m = ngcd(n,t) is even, then gcd(p
t+1, pn−1) = Q+1. We
again use [3], by taking B = B˜Q+1 ∈ T (such a B˜ does exists, for example,
B˜ = 0) and a random c 6= 1, and b = (c+ 1)B˜
Q+1
pt+1 .
If a = 0, the c-differential equation becomes xp
n−2 + xp
t
= b. If b = 0,
this equation has x = 0 as a root and moreover, xp
n−pt−2 + 1 = 0, which is
equivalent to xp
t+1+1 = 0. We therefore have ≤ 1+pgcd(p
t+1,pn−1) solutions,
which equals 1 + 2
gcd(2t,n)−1
2gcd(t,n)−1
if p = 2, and if p > 2, equals 3 when ngcd(n,t) is
odd, and pgcd(n,t)+2, when ngcd(n,t) is even. If b 6= 0, the mentioned equation
is equivalent to (multiplying by x 6= 0)
xp
t+1 − bx+ 1 = 0.
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We argued above in Case (iii) that this equation has Q+ 1 solutions. The
theorem is shown.
Remark 1. We could have taken a = b = 0 from the beginning and get the
lower bound, but we wanted to emphasize that there are many other entries
in the c-DUT table of G lower bounded by pgcd(n,t) + 2.
Remark 2. In the proof above, for p = 2, one could use [11], where it was
shown that an equation of the form x2
t+1 + x + A = 0 has Q + 1 zeros for
Qm−1−1
Q2−1
, Q
m−1−Q
Q2−1
, for m odd, respectively, even, values of the parameter A.
Surely, multiplying (3) by
(
b
c+1
) 1
2t (which always exists) and performing the
substitution x 7→ x
(
b
c+1
) 1
2t
gives us the equation x2
t+1+x+
(
c+ 1
b
)1+ 1
2t
=
0, and we can apply the same technique as in the proof above, though, exis-
tence of values b, c such that A =
(
c+1
b
) 2t+1
2t is not in question anymore for
any A 6= 0.
The following corollary is immediate. It implies that if n = 8, for the
inverse function F (x) = x254 used in AES (Advanced Encryption System),
the c-differential uniformity of G(x) = x254 + x4 has βG,c ≥ 18, for some c.
Corollary 4. Let n ≥ 4, F (x) = xp
n−2 be the inverse function on Fpn, and
d |n be the largest divisor of n such that ngcd(n,t) is even and there exists a
such that ap
t+1 + 1 = 0, G(x) = xp
n−2 + xp
d
. Then, there exists c such that
βG,c ≥ p
d + 2.
Next, we find some values of t for which the upper bound pt + 4, or the
lower bound pgcd(t,n)+2 are attained by βG,c for some c. We will show that,
in fact, this will happen for p = 2, t = 0 and n even, respectively, n odd.
Theorem 5. Let n ≥ 4, F (x) = x2
n−2 be the inverse function on F2n, and
1 6= c ∈ F2n. Then, if n is even, the c-differential uniformity of G(x) =
F (x) + x is δG,c = 5, for some c; if n is odd, there exists c such that
δG,c = 4. Moreover, if G(x) = F (x) + x
2 and n is even, then there exists c
such that δG,c = 5; if n is odd and there exists a such that Tr
(
a2
a2+a+1
)
=
Tr
(
a4
(a+1)5
)
= 0, then δG,c = 5 for some c (for example, c = 1+
1
(a3+a2+1)
1
2
).
Proof. Below, we will not go through the corresponding Cases (i) and (ii)
as in Theorem 3 since these arguments are independent of t, but we will
refer to them.
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Let G(x) = F (x) + x. In that case, we must investigate the equation
x3 +
(
a+
b+ a2
t
1 + c
)
x2 +
1 + c+ ab+ a2
t+1
1 + c
x+
ac
1 + c
= 0. (5)
To achieve the maximum 5 number of solutions x, then b = 0, a2
t+1/t→0=
a2 = 1 (thus, a = 1), rendering
x3 +
c
1 + c
x2 +
c
1 + c
x+
c
1 + c
= 0. (6)
Replacing y = x+ cc+1 , we get
y3 +
c
(c+ 1)2
y +
c
(c+ 1)2
= 0. (7)
By Lemma 1, this last equation has three solutions if and only if c 6= 0 and
Tr
(
c
(c+1)2
)
= Tr(1) and the roots t1, t2 of t
2 + c(c+1)2 t+
(
c
(c+1)2
)3
= 0 are
cubes in F2n , F22n , for n even, respectively, n odd. We quickly see that
Tr
(
c
(c+1)2
)
= Tr
(
c+1+1
(c+1)2
)
= Tr
(
1
c+1 +
1
(c+1)2
)
= 0 = Tr(1), via Hilbert’s
Theorem 90. Therefore, this can only be potentially achieved if n is even.
We would need to argue that for n even we can always find some c, such
that the solutions to t2+ c
(c+1)2
t+
(
c
(c+1)2
)3
= 0 are cubes in F2n . The roots
of this equation can be quickly found to be
t1 =
c
(c+ 1)3
, t2 =
c2
(c+ 1)3
.
We immediately see that if we take c to be a cube, then both of these roots
are cubes, and consequently we have three roots for (6). We need to argue
that they are not repeated roots. Since we are working over binary, it would
be sufficient to check that the coefficient of x2, namely cc+1 is not a root,
which is easy since the left hand side of (6) at cc+1 is exactly
c
c+1 6= 0,
because c 6= 0.
For n odd, we cannot combine Cases (i) and (ii), but the same argument
reveals four solutions for (6) and our first claim is shown.
Let now t = 1. If b = 0, a2
t+1/t→1= a
3 = 1 (for n even, we have two
options, either a = 1, or a2 + a+1 = 0; for n odd, we can only have a = 1).
Equation (2) becomes
x4 + ax3 +
a2
1 + c
x2 +
c
1 + c
x+
ac
1 + c
= 0.
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If a = 1, the above equation becomes
x4 + x3 +
1
c+ 1
x2 +
c
1 + c
x+
c
1 + c
= 0,
which can be written as
(x2 + x+ 1)((c + 1)x2 + c) = 0,
therefore, we easily get 3 roots for the above equation, which combined with
the ones from Cases (i) and (ii), renders 5 altogether, for n even. There are
many values of c we can take: for example, for any x 6= 0, 1, a not a root of
x2+x+1, then we take c = x
2
x2+1 . Surely, if not both Cases (i) and (ii) hold
simultaneously, then we still cannot get more than 5 solutions (we may still
get 5 solutions, though).
If n is odd, then a = 1 cannot give us more than 3 roots (since x2+x+1 6=
0, under n odd), so we assume that a 6= 1. Again, under n odd, if b = 0 and
c = 0, and Equation (2) becomes
x4 + ax3 + a2x2 + (1 + a3)x = 0,
with solutions x = 0, a + 1, and (x + a)2 + (x + a) + 1 = 0, but the last
equation cannot hold, for n odd. Next, we take 1a + a
2t = b (Case (i)), and
so,
x4 + ax3 +
1
a(c+ 1)
x2 +
c
c+ 1
x+
ac
c+ 1
= 0.
We will find some values of a, c such that the above polynomial can be
factored as
x4+ax3+
1
a(c+ 1)
x2+
c
c+ 1
x+
ac
c+ 1
= (x2+Ax+a)
(
x2 +Bx+
c
c+ 1
)
.
Solving the obtained system, we find that
A =
a2(c+ 1) + c
a(c+ 1) + c
, B =
(a+ 1)c
a(c+ 1) + c
,
when c =
(
a3 + a2
a3 + a2 + 1
)1/2
= 1 +
1
(a3 + a2 + 1)
1
2
.
Moreover, each factor in the factorization above has two distinct roots (when
AB 6= 0) if Tr
(
a
A2
)
= Tr
(
a2
a2+a+1
)
= 0 and Tr
(
c
(c+1)B2
)
= Tr
(
a4
(a+1)5
)
= 0.
Under the assumption that there are values of a 6= 1 for n odd such that
both of these traces are 0 (computation reveals that it always happen, but
we have been unable to show that in general), the claim is shown.
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4 Concluding remarks
In this paper we investigate the c-differential uniformity of some inverse EA-
equivalent functions. We show that their c-differential uniformity spectrum
tends to increase significantly for some c, which is not a desirable feature,
we believe. Surely, it would be interesting to look at perturbations of the in-
verse function by general linearized polynomials, or consider other PN/APN
functions under EA-transformations and investigate their c-differential uni-
formity.
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