Solution of fractional differential equations is an emerging area of present day research because such equations arise in various applied fields. In this paper we have developed analytical method to solve the system of fractional differential equations in-terms of Mittag-Leffler function and generalized Sine and Cosine functions, where the fractional derivative operator is of Jumarie type. The use of Jumarie type fractional derivative, which is modified Rieman-Liouvellie fractional derivative, eases the solution to such fractional order systems. The use of this type of Jumarie fractional derivative gives a conjugation with classical methods of solution of system of linear integer order differential equations, by usage of Mittag-Leffler and generalized trigonometric functions. The ease of this method and its conjugation to classical method to solve system of linear fractional differential equation is appealing to researchers in fractional dynamic systems. Here after developing the method, the algorithm is applied in physical system of fractional differential equation. The analytical results obtained are then graphically plotted for several examples for system of linear fractional differential equation.
Introduction
The fractional calculus is a current research topic in applied sciences such as applied mathematics, physics, mathematical biology and engineering. The rule of fractional derivative is not unique till date. The definition of fractional derivative is given by many authors. The commonly used definition is the Riemann-Liouvellie (R-L) definition [1] [2] [3] [4] [5] . Other useful definition includes Caputo definition of fractional derivative (1967) [1] [2] [3] [4] [5] ]. Jumarie's left handed modification of R-L fractional derivative is useful to avoid nonzero fractional derivative of a constant functions [7] . Recently in the paper [8] Ghosh et al proposed a theory of characterization of non-differentiable points with Jumarie type fractional derivative with right handed modification of R-L fractional derivative. The differential equations in different form of fractional derivatives give different type of solutions [1] [2] [3] [4] [5] . Therefore, there is no standard algorithm to solve fractional differential equations. Thus the solution and its interpretation of the fractional differential equations is a rising field of Applied Mathematics. To solve the linear and non-linear differential equations recently used methods are Predictor-Corrector method [9] , Adomain decomposition method [2, [10] [11] , Homotopy Perturbation Method [12] Variational Iteration Method [13] , Differential transform method [14] . Recently in [15] Ghosh et al developed analytical method for solution of linear fractional differential equations with Jumarie type derivative [7] in terms of Mittag-Leffler functions and generalized sine and cosine functions. This new finding of [15] has been extended in this paper to get analytical solution of system of linear fractional differential equations. In section 1.0 we have defined some important definitions of fractional derivative that is basic Riemann-Liouvellie (RL) fractional derivative, the Caputo fractional derivative, the Jumarie fractional derivative, the Mittag-Leffler function and generalized Sine and Cosine functions. In section 2.0 solution of system of fractional differential equations has been described and in section 3.0 an application of this method to physical system has been discussed.
The basic definitions of fractional derivatives and some higher transcendental functions: a) Basic definitions of fractional derivative: i) Riemann-Liouvellie (R-L) definition
The R-L definition of the left fractional derivative is, 
Where: 1, : is positive integer . ii) Caputo definition M. Caputo defines the fractional derivative in the following form [6] [ ]
This means that a fractional differential equation composed with RL fractional derivatives require concept of fractional initial states, sometimes they are hard to interpret physically [2] .
iii) Modified definitions of fractional derivative :
To overcome the fractional derivative of a constant, non-zero, another modification of the definition of left R-L type fractional derivative of the function ( ), in the interval [ , ] f x a bwas proposed by Jumarie [7] in the form, that is following.
In (1.5), the first expression is just fractional integration; the second line is RL derivative of order 0 1
e use the third line; that is first we differentiate the offset function with order 0 ( m α < − formula of second line, and then apply whole m order ferentiation to it. Here we chose integer m , just less than the real number
The logic of Jumarie fractional derivative is that, we do RL fractional derivative operation on a new function by forming that new function from a given function by offsetting the value of the function at the start point. Here the differentiability requirement as demanded by Caputo definition is not there. Also the fractional derivative of constant function is zero, which is non-zero by RL fractional derivative definition.
We have recently modified the right R-L definition of fractional derivative of the function ( ), in the interval
In the same paper [8], we have shown that both the modifications (1.5) and (1.6) give fractional derivatives of non-differentiable points their values are different, at that point, but we get finite values there, of fractional derivatives. Whereas in classical integer order calculus, where we have different values of right and left derivatives at non differentiable points in approach limit from left side or right side, but infinity (or minus infinity) at that point, where function is non-differentiable. But in case of Jumarie fractional derivative and right modified RL fractional derivative [8], there is no approach limit at the nondifferentiable points, but a finite value is obtained at that non differentiable point of the function. The difference is that integer order calculus returns infinity or minus infinity at non-differentiable points, where as the Jumarie fractional derivative returns a finite number indicating the character of otherwise non-differentiable points in a function, in left sense or right sense. This has a significant application in characterizing otherwise non-differentiable but continuous points in the function. However, the finite value of the non differentiable point after fractional differentiation depends on the interval length. In the rest of the paper J D υ will represent Jumarie fractional derivative.
b) d Cosine functions Mittag-Leffler function and the generalized Sine an
The Mittag-Leffler function was in -Leffler troduced by the Swedish mathematician Gösta Mittag [17] [18] [19] [20] ( 1 2 ) (1 3 )
( 1 2 ) (1 ) ( 1 3 ) (1 2 ) 1 (1 ) ( 1 2 ) (1 3
is a solution is a solution of the fractional differential equation [15] 
( 1 2 ) sin ( )
The above series form of fractional Sine and Cosine are used to plots, in solutions. It can be easily shown that [15] , [16]
This has been proved by the following term by term differentiation. The series presentation of (1 ) ( 1 4 ) ( 1 3 ) ( 1 6 ) (1 5 ) ....... (1 ) ( 1 3 ) sin ( )
Similarly we can get the expression for fractional derivative of Jumarie type of order α fo sin r ( ) x α α .
System of linear fractional differential equations
Before considering the system of fractional differential equations we state the results [15] which arises in solving a single linear fractional differential equations composed by Jumarie derivative; we will be using the following theorems. , and x and are functions of . In matrix form we write the (2.1) in following way
The above system (2.1) can be written in the following form .2) we get the following steps. 
From above we obtain the following 
.(2.7)
Again to solve the system of fractional differential equation (2.1) we use the method similar to as used in classical differential equations.
Since has solution in the form .e. ii)
The roots are real and equal i 1 2 (say)
The roots are complex i.e. of the fo a y 1 2 , ( p iq
Case -I
For real and distinct roots 1 λ and 2 λ , we write
The solution of (2.1) is 
Thus the general solution is 
x c E t c E t y c E t c E t

x E t E t y E t E t
Case -II
Similarly we get by repeating the above steps for y as follows ( ) ( ) The linear combination of 1 x and 2 x , gives x and linear combination of 1 y and 2 y gives y , which is represented as following
With , M N as arbitrary constants, determined from initial states. We demonstrate by following examples. ( 1 3) 5 (1 3 ) ( 1 3 
Similarly the solution for can be written in the form
( 1 3 ) (2 ) cos (3 ) sin (3 ) (2 ) cos (3 ) 3sin (3 ) 3cos (3 ) sin (3 )
cos (3 ) 3sin (3 ) and (2 ) 3cos (3 ) (2 ) cos (3 ) 3sin (3 ) 3cos (3 ) sin (3 )
where M and N are arbitrary constants. Using initial conditions (0
Hence the required solution is, (2 ) 2 cos (3 ) 4sin (3 ) (2 ) cos (3 ) 5sin (3 ) x E t t t y E t t t Numerical simulation in figure-3 shows that for α = 0.6, 0.8 and 1.0 after the initiation ( 0 t ) = of the system ( ) x t and both oscillate, Period of oscillation changes with decrease of ( ) y t α .
Case-III
In this case roots of the equations (2.9) being equal, that is 1 2 λ λ λ = = . Then one solution will be of the form 
α -th order differentiating for above x and y we obtain the following Hence the solution is, Numerical simulation in figure-4 
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From the above discussion of the three cases one can state a theorem in the following form
Theorem 4:
The solutions of the system of differential equations , Where , 
