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Abstract: In this paper, we discuss stable pairs, which were first studied
by S. Paul, and give a proof for a result I learned from him. As a consequence,
we will show that the K-stability implies the CM-stability.
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1 Introduction
Let G be the linear group SL(N + 1,C) and V, W be its two rational repre-
sentations. 1 By the rationality, say for V, we mean that for all α ∈ V∨ (dual
space) and v ∈ V \ {0}, the matrix coefficient ϕα,v is a regular function on G,
that is, ϕα,v ∈ C[G], where
∗Supported partially by NSF and NSFC grants
1Our arguments here also work for any classical subgroups of GL(N + 1,C) after some
modifications, moreover, all representations in this paper are finite dimensional and complex.
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ϕα,v : G 7→ C, ϕα,v(σ) = α(ρ(σ)v). (1.1)
Recall that by an one-parameter subgroup of G, we mean a homomorphism:
λ : C∗ 7→ G, where C∗ = C\{0} is the multiplicative group consisting of all
non-zero complex numbers. For any such a λ and v ∈ V, we can associate a
weight as the unique integer wλ(v) such that there is a non-zero limit v0 in V:
lim
t→0
t−wλ(v)λ(t)(v) = v0 6= 0. (1.2)
Let T be a maximal algebraic torus of G and write gl(N + 1,C) as gl for
simplicity. Given such a T, its character lattice is defined by
MZ = HomZ(T,C∗). (1.3)
Its dual lattice, denoted by NZ, consists of all one parameter subgroups con-
tained in T. More explicitly, for each ` ∈ NZ, the corresponding one-parameter
subgroup λ` is given by
m(λ`(t)) = t
(`,m), ∀m ∈MZ, t ∈ T,
where (·, ·) is the standard pairing: NZ ×MZ 7→ Z.
We have an associated vector space
MR = MZ ⊗Z R ∼= RN.
Since V is rational, it decomposes under the action of T into weight spaces
V =
⊕
a∈A
Va, where Va = {v ∈ V | t · v = a(t) v , t ∈ T}. (1.4)
Here A = {a ∈MZ | Va 6= 0}.
Given any v ∈ V \ {0}, we denote by A(v) the set of all a ∈ A with va 6= 0,
where va is the projection of v into Va.
The weight polytope N (v) of v is defined to be the convex hull of A(v) in
MR. Since V is a rational representation, N (v) is a rational polytope.
There is a natural representation gl(N + 1,C), which consists of all (N +
1)× (N + 1) matrices, by left multiplication:
G× gl(N + 1,C) 7→ gl(N + 1,C) : (σ,B) 7→ σB.
The weight polytope N (I) of the identity matrix I in gl is the standard
N -simplex which contains the origin in MR. Then we define degree deg(V) of
V by
deg(V) = min{k ∈ Z |k > 0 and N (v) ⊂ kN (I) for all 0 6= v ∈ V }. (1.5)
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Clearly, this definition implies
q wλ(I) ≤ wλ(v).
where q = deg(V).
Now we can introduce the notion of K-stability due to S. Paul [Pa13].
Definition 1.1. Let v ∈ V\{0} and w ∈W\{0}.
• We call (v, w) K-semistable if for any one-parameter subgroup λ of G, we
have wλ(w) ≤ wλ(v).
• We call (v, w) K-stable if it is K-semistable and wλ(w) < wλ(v) whenever
the one-parameter subgroup λ satisfying: deg(V)wλ(I) < wλ(v).
Here is our main theorem.
Theorem 1.2. If (v, w) is K-stable, then there is an integer m > 0 such that
for any one-parameter subgroup λ of G, we have
m (wλ(v) − wλ(w)) ≥ wλ(v) − deg(V)wλ(I). (1.6)
Remark 1.3. We may also say that (v, w) is uniformly K-stable if (1.6) is
satisfied for any one-parameter subgroups.
We denote by || · || a Hermitian norm on both V and W and define
pv,w(σ) = log ||σ(w)||2 − log ||σ(v)||2. (1.7)
Then we have
Theorem 1.4. If (v, w) is K-stable, then there is an integer m > 0 and a
uniform constant C such that
mpv,w(σ) ≥ deg(V ) log ||σ||2 − log ||σ(v)||2 − C. (1.8)
The organization of this paper is as follows: In next section, we recall a
theorem on K-semistability first given by S. Paul and a proof of this theorem by
S. Boucksom, T. Hisamoto and M. Jonsson. In Section 3, we show a connection
between K-stability and positivity of certain line bundle. This line bundle is
actually the CM-bundle in the case of constant scalar curvature Ka¨hler metrics.
In Section 4, we prove Theorem 1.2 and its consequence, Theorem 1.4. In
Section 5, we give an application of our main theorem. We show that the K-
stability implies the CM-stability. In Appendix A, we give a proof of a variant
of Richardson’s lemma due to S. Paul.
Acknowledgment: I would like to thank Chenyang Xu and Xiaohua Zhu
for inspiring conversations as well as useful comments on earlier version of this
paper.
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2 Hilbert-Mumford-Paul criterion
In this section, we discuss a theorem which was first given by S. Paul in [Pa12a].
Theorem 2.1. Let (v, w) be a pair in (V\{0})×(W\{0}), then pv,w is bounded
from below on G if and only if (v, w) is K-semistable.
This theorem has an equivalent form. Consider orbits G[v,w] ⊂ P(V⊕W)
and G[v, 0] ⊂ P(V⊕{0}) ⊂ P(V⊕W), where [v, w] (resp,. [v, 0]) denotes the
corresponding point in the projective space P(V⊕W) (resp. P(V⊕ {0})). We
denote their closures by G[v, w] and G[v, 0].
It is shown by S. Paul in [Pa12a] that
pv,w(σ) = log tan
2 d(σ([v, w]), σ([v, 0])), (2.1)
where d(·, ·) is the distance function of the Fubini-Study metric on P(V ⊕W).
It follows that pv,w is bounded from below on G if and only if there is a constant
c > 0 such that
d(σ([v, w]), σ([v, 0])) ≥ c on G.
It follows that pv,w is bounded from below on G if and only if
G[v, w] ∩ G[v, 0] = ∅. (2.2)
Therefore, we have
Theorem 2.2. The pair (v, w) is K-semistable if and only if (2.2) holds.
Remark 2.3. In [Pa12a], S. Paul called (v, w) semistable if (2.2) holds. In
the case that V = C is a trivial representation, we can take v = 1, then (1, w)
is semistable if and only if 0 is not in the closure of the affine orbit Gw. In
other words, w is semistable in the usual sense of Geometric Invariant Theory.
This shows that the K-stability generalizes the notion of stability in classical
Geometric Invariant Theory.
Let us give a proof of Theorem 2.2 following S. Boucksom, T. Hisamoto and
M. Jonsson in [BHJ17]. This proof is based on the following theorem ([BHJ17],
Theorem 5.6).
Theorem 2.4. Let U be any rational representation of G. If the (Zariski)
closure of the G-orbit of a point x ∈ P(U) meets a G-invariant Zariski closed
subset Z ⊂ P(U), then some z ∈ Z ∩Gx can be reached by an one-parameter
subgroup λ of G, i.e. λ(t)(x) converge to z as t tends to 0.
Note that a given z ∈ Z ∩Gx may not be reachable by any one-parameter
subgroup unless the stabilizer of z in G is reductive.
Clearly, in order to prove Theorem 2.2, we only need to prove that if (v, w)
is not K-stable, then two closures of orbits G[v, w] and G[v, 0] do not intersect.
If it is not true, then Z∩G[v, w] 6= ∅, where Z = P(V⊕{0}). Since Z is a closed
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G-invariant subset in P(V ⊕W), by Theorem 2.4, we have an one-parameter
subgroup λ of G such that
lim
t→0
λ(t)([v, w]) ∈ P(V ⊕ {0}).
This is equivalent to saying that wλ(w) > wλ(v). This contradicts to the
K-semistability condition. So Theorem 2.1 is proved.
3 Positivity vs stability
In this section, we will interpret the stability in terms of positivity of certain
line bundle. This interpretation will be used in proving our main theorems. We
assume that (v, w) ∈ V ×W be as before and is K-semistable.
Let pi : P˜(V,W) 7→ P(V⊕W) be the blow-up of P(V⊕W) along subvarieties
P(V⊕{0}) and P({0}⊕W). Then P˜(V,W) is a smooth projective variety with a
natural G-action and pi is an isomorphism on the complement of the exceptional
loci over P(V ⊕ {0}) and P({0} ⊕W). Since neither v nor w is zero, the orbit
G[v, w] lies in the complement of P(V ⊕ {0}) and P({0} ⊕W), so it lifts to an
orbit pi−1(G[v, w]) in P˜(V,W). Let G¯ be a smooth variety compactifying G.
The action of G induces a holomorphic map
φ : G 7→ P˜(V,W), φ(σ) = pi−1(σ([v, w])).
Since our assumption that the representations of G on V and W are rational,
by (1.1), φ is made of polynomials on G, so there is a blow-up G˜ of G¯ along
G¯\G such that it extends to a holomorphic map
φ˜ : G˜ 7→ P˜(V,W).
There are two natural projections:
piV : P˜(V,W) 7→ P(V ⊕ {0}) and piW : P˜(V,W) 7→ P({0} ⊕W).
For any vector space U, we will denote by HU the hyperplane bundle over
P(U). Then its inverse H−1U is the universal bundle over P(U), so we have
H−1U \ZU = U\{0}, (3.1)
where ZU denotes the zero section of H
−1
U . It follows that for any non-zero
u ∈ U, we can regard σ(u) as a point in the fiber of H−1U over σ([u]) ⊂ P(U).
Since σ(u) 6= 0, σ(u)−1 can be naturally regarded as a point in the fiber of HU
over σ([u]). Now we define a line bundle over P˜(V,W):
L = pi∗VH
−1
V ⊗ pi∗WHW. (3.2)
Put
p˜iV = piV · φ˜ : G˜ 7→ P(V ⊕ {0}) and piW = piW · φ˜ : G˜ 7→ P({0} ⊕W).
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Since they maps G onto the orbits G[v] and G[w] respectively, we have a natural
section Sv,w of φ˜
∗L over G:
Sv,w(σ) = p˜i
∗
Vσ(v)⊗ p˜i∗Wσ(w)−1, ∀σ ∈ G.
The Hermitian norms on V and W induce Hermitian metrics on line bundles
HV and HW, consequently, we have a natural Hermitian metric || · ||L on L and
consequently, φ∗L. We observe
pv,w(σ) = − log ||Sv,w||2L.
Then on X, we have
pv,w ≥ −2c if and only of ||Sv,w||L ≤ ec. (3.3)
Hence, by well-known extension theorem for holomorphic functions, Sv,w can be
extended to be a holomorphic section over G˜. The converse is also true. Hence,
we have shown
Lemma 3.1. The functional pv,w is bounded from below if and only if Sv,w
extends as a holomorphic section over G˜, equivalently, (v, w) is K-semistable if
and only if Sv,w extends as a holomorphic section.
Next we discuss the case of K-stability. Recall that G has a natural repre-
sentation gl = gl(N + 1,C). Set U = gl⊗q and u = I⊗q, where q = deg(V).
We have said that (v, u) is K-semistable, moreover, for some uniform c > 0, we
have
pv,u(σ) = deg(V) log ||σ|| − log ||σ(v)|| ≥ − c, ∀σ ∈ G.
Here ||σ|| is actually the Hilbert-Schmidt norm of σ ∈ gl.
As above, we have a blow-up variety P˜(V,U) of P(V⊕U) along subvarieties
P(V ⊕ {0}) and P({0} ⊕U), together with a holomorphic map
φ′ : G 7→ P˜(V,U), φ′(σ) = σ([v,u]).
Moreover, we may choose the blow-up G˜ of G¯ above such that ψ extends to a
holomorphic map
φ˜′ : G˜ 7→ P˜(V,U).
As above, we have a line bundle on P˜(V,U)
L′ = pi∗VH
−1
V ⊗ pi∗UHU. (3.4)
The orbit G([v,w], [v,u]) can be also lifted to a G-orbit in P˜(V,W)× P˜(V,U)
and induces a holomorphic map:
ψ˜ = (φ˜, φ˜′) : G˜ 7→ P˜(V,W)× P˜(V,U).
We also have two holomorphic sections Sv,w and Sv,u of line bundles φ
∗L and
(φ′)∗L′, which are both equipped with natural Hermitian metrics || · ||L and
|| · ||L′ , over G˜. Theorem 1.4 can be put in an equivalent form:
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Theorem 3.2. If (v, w) is K-stable, then there is an integer m > 0 such that
for some constant C > 0,
||Sv,w||mL ≤ C ||Sv,u||L′ . (3.5)
Because the vanishing order of Sv,u along each irreducible divisor D ⊂ G˜\G
is always finite and there are only finitely many of irreducible divisors G˜\G,
(3.5) is the same as saying: For any irreducible divisor D ⊂ G˜\G, Sv,w vanishes
along D so long as Sv,u does. This last statement is plausible, but a direct proof
is not available. Instead, we will prove Theorem 1.4 or 3.2 through consideration
of maximal tori in G.
4 Proof of main theorem
In this section, we prove Theorem 1.2 and Theorem 1.4. We will adopt the
notations in last section. Let T be a maximal torus of G, then any other
maximal torus T′ is of the form T′ = τ ·T · τ−1. We will fix a maximal torus
T. It admits a compactification T¯ which is simply a product of CP 1 in the case
of G = SL(N + 1,C). Put
P = P˜(V,W)× P˜(V,U).
Consider the holomorphic map induced by the G-action:
f : T×P 7→ P, f(σ,x) = σ(x).
By (1.1), this map can be made of polynomials on G = SL(N + 1,C), so there
is a blow-up variety pi : Z˜ 7→ Z, where Z = T¯ × P, such that it extends to a
holomorphic map
f˜ : Z˜ 7→ P.
For each x ∈ P, its preimage in T×P is given by
f−1(x) = {(σ−1, σ(x)) | σ ∈ T} ⊂ T×P.
This is isomorphic to T. We denote by T˜x the closure of f
−1(x) in Z˜, clearly,
we have T˜x ⊂ f˜−1(x) which is closed in Z˜.
Lemma 4.1. Let ω be a fixed Ka¨hler metric on Z˜, then there is a constant
C = C(ω,T), which is independent of x ∈ P, satisfying:∫
T˜x
ωN ≤ C,
where N is the dimension of T.
Proof. There is a subvariety B ⊂ P of complex codimension at least 2 such that
for any x outside B, f˜−1(x) is a subvariety of dimension N and consequently, it
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coincides with T˜x. Clearly, all T˜x for x ∈ P\B are homologous to each other,
so we have ∫
T˜x
ωN = C(ω,T), ∀x ∈ P\B, (4.1)
i.e., these integrals stay as a constant. For any x ∈ B, we can choose a sequence
of xi ∈ P\B converging to x such that limxi = x. By (4.1), T˜xi form a
bounded family in P, so by taking a subsequence if necessary, we may assume
that T˜xi converge to a subvariety (possibly non-reduced) D∞ in Z˜. Clearly, T˜x
is contained in D∞ as one component. Hence, by using (4.1) for xi, we get∫
T˜x
ωN ≤ C. (4.2)
The lemma is proved.
Next we recall L over P˜(V,W) and L′ over P˜(V,U) introduced in last
section. Through projections, they pull back to two line bundles L˜ and L˜′ over
Z˜. For any τ ∈ G, we put x = (τ([v, w]), τ([v, u])), then restrictions of L˜ and
L˜′ to each T˜x ⊂ Z˜ have two holomorphic sections Sv,w and Sv,u constructed in
a similar way as we did in last section. Actually, if we identify T˜x with a closure
of the orbit T · τ ⊂ G in G˜, then these are simply those Sv,w and Sv,u over
G˜ from last section restricted to T˜x. Note that both L˜ and L˜
′ have naturally
induced Hermitian metrics || · ||L˜ and || · ||L˜′ .
Proposition 4.2. There is an uniform integer m > 0 such that for τ ∈ G,
there is a constant Cx,
||Sv,w||mL˜ ≤ Cx ||Sv,u||L˜′ on T¯x. (4.3)
Proof. We will prove (4.3) in two steps. Without loss of generality, we may take
τ = Id. First we claim that for any irreducible divisor D ⊂ T˜x\T(x), Sv,w
vanishes along D whenever Sv,u = 0 on D. This can be proved by applying a
variant of Richardson’s lemma which already appeared in [Pa13].
Lemma 4.3. For any z ∈ T˜x\T(x), there is a one-parameter subgroup λ :
C∗ 7→ T such that λ(t)(x)→ ς(z) for some ς ∈ T as t→ 0.
Now we choose z to be a generic point in D, by the above lemma, we have
a one-parameter subgroup λ satisfying:
lim
t→0
λ(t)(x) = ς(z).
Since D is T-invariant, ς(z) is a generic point in D. By the K-stability condition,
Sv,w restricted to the closure of λ(C∗) must vanish at ς(z), so Sv,w vanishes along
D.
Next we show that there is an uniform upper bound on vanishing order of
Sv,u along any irreducible components of T˜x\T(x). To see this, we take the
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Ka¨hler metric ω on Z˜ as in Lemma 4.1 and denote by R˜L′ the curvature form
of the Hermitian metric || · ||˜L′ . Then we have∑
i
mi [Di] − RL˜′ =
√−1 ∂∂¯ log ||Sv,u||2L˜′ , (4.4)
where {Di}i is the collection of irreducible components of T˜x\T(x) and each
mi is the vanishing order of Sv,u along Di. Integrating ω
N−1 on both sides of
(4.4), we get ∑
i
mi
∫
Di
ωN−1 =
∫
T˜x
RL˜′ ∧ ωN−1. (4.5)
Since the curvature RL˜′ is bounded by a multiple of ω, by Lemma 4.1, the right
side of (4.5) is bounded from above by an uniform constant. Hence, if we let
m be a positive integer bigger than the right side of (4.5), we have mi ≤ m for
each i. We have seen above that Sv,w vanishes along Di so long as mi ≥ 1, so
Smv,w · S−1v,u extends to a holomorphic section of L˜⊗ (L˜′)−1 over T˜x. Thus (4.3)
holds and our proposition is proved.
Now let m be given in Proposition 4.2, put x = ([v, w], [v, u]) and consider
a function Fx on G:
Fx(σ) = m(log ||σ(w)||2 − log ||σ(v)||2) − (log ||σ(u)||2 − log ||σ(v)||2). (4.6)
It is the same as
Fx(σ) = − log
( ||Sv,w||2mL
||Sv,u||2L′
)
. (4.7)
For each one-parameter subgroup λ ⊂ G, we have
Fx(λ(t)) = [m(wλ(w)− wλ(v))− (q wλ(I)− wλ(v))] log |t|2 + O(1), (4.8)
where O(1) denotes a bounded quantity.
Each one-parameter subgroup λ is contained in a maximal torus τ ·T · τ−1
of G. Then λ¯ = τ−1 · λ · τ is an one-parameter subgroup in T. Note that
Fx(λ(t)) = Fx(τ · λ¯ · τ−1).
Using this and (4.6), we can deduce the following expansion as we did in (4.8),
Fx(λ(t)) = [m(wλ¯(w¯)− wλ¯(v¯))− (qwλ¯(τ)− wλ¯(v¯))] log |t|2 +O(1), (4.9)
where w¯ = τ−1(w) and v¯ = τ−1(v). This, together with (4.8), implies that the
coefficients in front of log |t|2 in (4.8) and (4.9) are equal. In fact, by similar
arguments using expansions, we have
wλ(w)− wλ(v) = wλ¯(w¯)− wλ¯(v¯))
q wλ(I)− wλ(v) = q wλ¯(ι)− wλ¯(v¯),
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where ι = τ−1. We also have
Fι(x)(λ¯(t)) = [m(wλ¯(w¯)− wλ¯(v¯))− (q wλ¯(ι)− wλ¯(v¯))] log |t|2 +O(1). (4.10)
By (4.7) and Proposition 4.2, Fι(x)(λ¯(t)) = Fx(λ¯(t)·ι) is bounded from below
on T. It follows from this and (4.10) that
m(wλ¯(w¯)− wλ¯(v¯))− (q wλ¯(ι)− wλ¯(v¯)) ≤ 0.
Consequently, we have
m(wλ(w)− wλ(v))− (q wλ(I)− wλ(v)) ≤ 0. (4.11)
This concludes the proof of Theorem 1.2.
Next, by using (4.11) and Theorem 2.1 (also [BHJ17], Theorem 5.4 (ii)), we
conclude the proof of Theorem 1.4
5 K-stability vs CM-stability
In this section, as an application of Theorem 1.2, we give a proof of the main
theorem in [Ti14].2 We will follow closely discussions in [Ti14].
Let M be a projective manifold polarized by an ample line bundle L. By the
Kodaira embedding theorem, for ` sufficiently large, a basis of H0(M,L`) gives
an embedding φ` : M 7→ CPN , where N = dimCH0(M,L`) − 1. Any other
basis gives an embedding of the form σ · φ`, where σ ∈ G = SL(N + 1,C). We
fix such an embedding.
The CM-stability introduced in [Ti97] is defined in terms of Mabuchi’s K-
energy:
Mω0(ϕ) = −
1
V
∫ 1
0
∫
M
ϕ (Ric(ωtϕ)− µωtϕ) ∧ ωn−1tϕ ∧ dt, (5.1)
where ω0 is a Ka¨her metric with Ka¨hler class 2pic1(L) and
ωϕ = ω0 +
√−1 ∂∂¯ ϕ and µ = c1(M) · c1(L)
n−1
c1(L)n
. (5.2)
Given an embedding M ⊂ CPN by K−`M , we have an induced function on
G = SL(N + 1,C) which acts on CPN :
F(σ) = Mω0(ψσ), (5.3)
where ψσ is defined by
1
`
σ∗ωFS = ω0 +
√−1 ∂∂¯ ψσ. (5.4)
2The proof in [Ti14] needs additional arguments for the reduction from G to it maximal
tori. It was thought that one can complete this reduction by applying a result in [Pa12a]. It
turns out that additional arguments are needed and provided here.
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Note that F(σ) is well-defined since ψσ is unique modulo addition of constants.
Similarly, we can define J on G by
J(σ) = Jω0(ψσ), (5.5)
where
Jω0(ϕ) =
n−1∑
i=0
i+ 1
n+ 1
∫
M
√−1 ∂ϕ ∧ ∂¯ϕ ∧ ωi0 ∧ ωn−i−1ϕ . (5.6)
Definition 5.1. We call M CM-semistable with respect to L` if F is bounded
from below and CM-stable with respect to L` if F bounded from below and is
proper modulo J, i.e., for any sequence σi ∈ G,
F(σi)→∞ whenever J(σi)→∞. (5.7)
We say (M,L) CM-stable (resp. CM-semistable) if M is CM-stable (resp. CM-
semistable) with respect to L` for all sufficiently large `.
Theorem 5.2. Let (M,L) be a polarized projective manifold which is K-stable.
Then M is CM-stable with respect to any L` which is very ample. In particular,
(M,L) is CM-stable.
We refer the readers to [Ti13] for the definition of the K-stability. Clearly,
Theorem 5.2 follows from the following theorem.
Theorem 5.3. Let (M,L) be a polarized projective manifold which is K-stable
with respect to L`. Then there are positive constants δ and C, which may depend
on `, such that
F(σ) ≥ δ J(σ) − C on G. (5.8)
The rest of this section is devoted to the proof of Theorem 5.3.
First we recall Theorem 2.4 in [Ti14] which relates the K-stability to the
asymptotic behavior of the K-energy.
Theorem 5.4. If (M,L) is K-stable with respect to L`, then F is proper along
any one-parameter subgroup λ of G.
Here by properness along λ, we mean that F is bounded from below along
λ and for any sequence ti → 0, F(λ(ti)) diverge to ∞ whenever J(λ(ti))→∞.
Next we recall the Chow coordinate and Hyperdiscriminant of M ([Pa08]):
Let G(N−n−1, N) the Grassmannian of all (N−n−1)-dimensional subspaces
in CPN . We define
ZM = {P ∈ G(N − n− 1, N) |P ∩M 6= ∅ }. (5.9)
Then ZM is an irreducible divisor of G(N−n−1, N) and determines a non-zero
homogeneous polynomial RM ∈ C[M(n+1)×(N+1)], unique modulo scaling, of
degree (n + 1)d, where Mk×l denotes the space of all k × l matrices. We call
RM the Chow coordinate or the M -resultant of M .
11
Next consider the Segre embedding:
M × CPn−1 ⊂ CPN × CPn−1 7→ P(M∨n×(N+1)),
where M∨k×l denotes its dual space of Mk×l. Then we define
YM = {H ⊂ P(M∨n×(N+1)) |Tp(M × CPn−1) ⊂ H for some p }. (5.10)
Then YM is a divisor in P(M∨n×(N+1)) of degree d¯ = (n(n + 1) − µ) d. This
determines a homogeneous polynomial ∆M in C[Mn×(N+1)], unique modulo
scaling, of degree d¯. We call ∆M the hyperdiscriminant of M .
Set
r = (n+ 1) dd¯, V = Cr[M(n+1)×(N+1)], W = Cr[Mn×(N+1)],
where Cr[Ck] denotes the space of homogeneous polynomials of degree r on Ck.
Following [Pa12b], we associate M with the pair (R(M),∆(M)) in V ×W,
where R(M) = Rd¯M and ∆(M) = ∆
(n+1)d
M . It follows from [Pa08] that
|F(σ) − an pR(M),∆(M)(σ) | ≤ C, ∀σ ∈ G (5.11)
where an > 0 and C are uniform constants.
For each one-parameter subgroup λ ∈ NZ, we have
pR(M),∆(M)(λ(t)) = (wλ(∆(M)) − wλ(R(M))) log |t|2 + O(1). (5.12)
Since F is bounded from below on G, we deduce from (5.11) and (5.12) that
wλ(R(M)) − wλ(∆(M)) ≥ 0. (5.13)
Hence, (R(M),∆(M)) is K-semistable as a pair. Moreover, we see
lim
t→0
F(λ(t)) = ∞ ⇐⇒ wλ(R(M)) − wλ(∆(M)) > 0. (5.14)
On the other hand, by Lemma 3.2 in [Ti14], we have
|J(σ) − pR(M),Ir(σ) | ≤ C, ∀σ ∈ G. (5.15)
Here, as in previous sections, I denotes the identity in gl and Ir ∈ U = gl⊗r.
For any one-parameter subgroup λ, we also have
pR(M),Ir (λ(t)) = (r wλ(I) − wλ(R(M))) log |t|2 + O(1). (5.16)
Combining this with (5.15), we have
lim
t→0
J(λ(t)) = ∞ ⇐⇒ wλ(R(M)) − r wλ(I) > 0. (5.17)
Using (5.14), (5.17) and Theorem 5.4, we show that (R(M),∆(M)) is K-stable
as a pair.
Hence, Theorem 5.3 follows from Theorem 1.4.
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6 A final remark
In this section, we discuss another approach to proving Theorem 1.2. I strongly
believe that this approach can be worked out. If so, the resulting proof would be
simpler than the one we gave in Section 4. We will adopt notations from Section
1 and 2. For simplicity, we first recall an interpretation of K-semistability of S.
Paul in terms of polytopes (cf. [Pa08]).
Proposition 6.1. Let (v, w), V, W, G and T as in Section 1. Then (v, w) is
K-semistable if and only if for any τ ∈ G, we have
N (τ(v)) ⊂ N (τ(w)). (6.1)
Let us explain why this proposition holds. We observe that for any one-
parameter subgroup λ` ⊂ T (` ∈ NZ):
wλ`(τ(w)) = inf{ (`,m) |m ∈ A(τ(w)) }, (6.2)
wλ`(τ(v)) = inf{ (`,m) |m ∈ A(τ(v)) }. (6.3)
If (6.1) is false, then we can find m′ ∈ A(τ(v)) which is not contained in
N (τ(w)). This means that there is a linear function ` : MR 7→ R such that
`|A(τ(w)) ≥ 0 and `(m′) < 0. Since both V and W are rational representations,
we may take ` to be integral, i.e., ` ∈ NZ. Thus,
wλ`(τ(v)) ≤ (`,m′) < 0 while wλ`(τ(w)) ≥ 0.
This implies that (v, w) is not K-semistable. So the K-semistability implies
(6.1). The other direction is clear.
Similarly, we can express the K-stability of (v, w) in terms of polytopes
N (τ(v)), N (τ(w)) and N (τ) corresponding to representations V, W and gl|.
Note that For any τ ∈ G, N (τ) is always the standard N-simplex N (I). In view
of (6.2) and (6.3), we see that (v, w) is K-stable if and only if it is K-semistable
and for any τ ∈ G and ` ∈ NZ,
q inf{(`,m) |m ∈ N (I)} < inf{(`,m) |m ∈ A(τ(v))}.
⇒ inf{(`,m) |m ∈ A(τ(w))} < inf{(`,m) |m ∈ A(τ(v))} (6.4)
Theorem 1.2 is equivalent to that for any there is an integer k such that τ ∈ G
and ` ∈ NZ,
k (inf{(`,m) |m ∈ A(τ(v))} − inf{(`,m) |m ∈ A(τ(w))}) (6.5)
≥ inf{(`,m) |m ∈ A(τ(v))} − q inf{(`,m) |m ∈ N (I)}.
By the semi-continuity, there should be only finitely many possibly different
N (τ(v)) and N (τ(w)), so we believe that there will be a direct proof of (6.5).
This above approach to proving (6.5) may be applied to proving uniform
K-stability for a K-stable polarized manifold (M,L) as in Section 5. For each
sufficiently large `, we have a pair (R`(M),∆`(M)) associated to the embedding
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given byH0(M,L`). As we have shown in Section 5, such a pair (R`(M),∆`(M))
is uniformly K-stable. Since the ring R(M,L) is finitely generated, where
R(M,L) = ⊕∞`=1H0(M,L`),
the related polytopes N (R`(M)), N (∆`(M)) for all ` should be determined
by finitely many such polytopes, so we may have an uniform estimate for k
appeared in (6.5) for all `. This would lead to a proof of the uniform K-stability
of (M,L). However, because the relations among those polytopes N (R`(M)),
N (∆`(M)) are implicit, the proof may be tricky.
7 Appendix A: Proof of Lemma 4.3
In this appendix, following [Pa13], we give a proof of Lemma 4.3 which we
restate as follows:
Lemma 7.1. For any z ∈ T˜\Tx, where x = ([v, w], [v, u]), there is a one-
parameter subgroup λ : C∗ 7→ T such that λ(t)x → τ(z) for some τ ∈ T as
t→ 0.
Proof. We may assume that T˜ is a smooth subvariety in a projective space P(E)
for a G-representation E. We can have the following decomposition:
E =
∑
a∈A
Ea, where Ea = {u ∈ E | t · u = a(t) u , t ∈ T }.
Accordingly, we can write
z =
∑
a∈A
za, za ∈ Ea.
Pick up a za 6= 0, say the first one za0 , then we have E = C⊕F and can regard
F as a subspace in P(E), moreover, F admits T-action and a decomposition:
F =
∑
a∈A′
Fa, where Fa = {u ∈ F | t · u = a(t) u , t ∈ T }, (7.1)
where a′ = A\{a0}. We fix a basis {ei}1≤i≤d′ of F such that t · ei = ai(t)ei
for some ai ∈ A′.3 Since z ∈ F ⊂ P(E), Tx ⊂ F. Clearly, Z = T˜ ∩ F\Tx is
T-invariant and closed, furthermore, there are t` ∈ T such that t` → 0 and t` ·x
converge to z ∈ Z as ` goes to ∞.
By rearranging the indices, we may write
x =
d′∑
i=1
xi ei, z =
d′∑
j=k
zj ej,
3For i 6= j, we may still have ai = aj .
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where 1 ≤ k ≤ d′, xi 6= 0 and zj 6= 0. Our assumption implies that ai(t`)xi
converge to 0 for i < k and converge to zi for i ≥ k. Since xi 6= 0 and zj 6= 0,
we get
lim
`→∞
ai(t`) = 0 ∀ i < k and lim
`→∞
aj(t`) =
zj
xj
= 1 ∀ j ≥ k.
Consider the quotient
pi : MR 7→ W = MR/Mz, where Mz =
d′⊕
j=k
R · aj .
Denote by ∆ the convex hull (in W ) of ai for i = 1, · · · , k − 1.
We claim that 0 /∈ ∆. This can be shown as follows: If the claim is false,
then there are real constants r1, · · · , rk−1 ≥ 0 such that
some ri > 0,
k−1∑
i=1
ri ai = 0 mod Mz,
hence, there are ck, · · · , cd′ such that
k−1∑
i=1
ri ai =
d′∑
j=k
cj aj .
Hence, for all t ∈ T, we have
k−1∏
i=1
|ai(t)|ri =
d′∏
j=k
|aj(t)|cj . (7.2)
By plugging in the sequence {t`}, we get a contradiction since the left side of
(7.2) tends to zero while the right side does not. This proves our claim.
Using this claim and the Hyperplane Separation Theorem, one can get a
linear functional f : W 7→ R such that f(pi(ai)) > 0 for i < k. Furthermore,
one can choose this to be rational. Next we lift f to
F = f · pi : MR 7→ R.
Then F is a rational linear functional on MR. Multiplying it by an integer,
we may even assume that F is integer-valued. Therefore, it induces an one-
parameter subgroup λ : C∗ 7→ T satisfying:
lim
t→0
λ(t)x =
d′∑
j=k
xjej = x
′. (7.3)
Since a(t`)xj converge to zj for any j ≥ k, we have Tz ⊂ Tx′. On the other
hand, both orbits Tz and Tx′ have the same dimension, so Tz = Tx′. It
follows that there is a τ ∈ T such that
lim
t→0
λ(t)x = τ(z). (7.4)
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The lemma is proved.
8 Appendix B: A variant proof of Theorem 1.2
by Li Yan and Xiaohua Zhu
In this appendix, we give an element proof of Theorem 1.2 by an approach in
Section 6.
8.1 Stability and polytopes of weights
Let V be a linear space with a r-dimensional torus T -action. Then we can
decompose it into a direct sum of T-invariant subspaces such that
V = ⊕µ∈IVmµVˇµ, (8.1)
where IV is a finite set of characters of T, Vµ’s are one-dimensional irreducible
representations of T with multiplicity mµ. Thus for any v ∈ V, there are some
α ∈ IV and non zero constants cvα ∈ C such that
v =
∑
α
cvαeα,
where eα ∈ mαVˇα. It follows that for any one parameter sub-group λ(t) of T
with its Lie algebra λ ∈ Zr,
λ(t)(v) =
∑
α
cvαt
〈λ,Λα〉eα,
where Λα are weights as characters of T associated to v.
Set a convex hull of weights {Λα} by N (v) and Let vN (v)(·) be a support
function of N (v). Then by (1.2), it is easy to see that the weight wλ(v) of v
associated to λ(t) is equal to
wλ(v) = min
α
〈λ,Λα〉 = −vN (v)(−λ). (8.2)
Now we assume that V is a linear presentation space of a reductive Lie group
G with a maximal torus T. Then for any one parameter subgroup λ(t)′, there
is a σ ∈ G and one parameter sub-group λ(t) of T such that
λ(t)′ = σ · λ(t) · σ−1 ⊆ T′ = σ ·T · σ−1.
Thus σ(Vˇµ) are one-dimensional irreducible representations of torus T
′ with
property
V = ⊕µ∈IVmµσ(Vˇµ).
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In fact, for the vector v′ = σ−1v, there are non zero constants cv
′
α′ ∈ C such that
v′ =
∑
α′
cv
′
α′eα′
and
λ(t)′v′ =
∑
α′
cv
′
α′t
〈λ,Λα′ 〉eα′ ,
where eα′ ∈ mα′σ(Vˇα′) and Λα′ are weights as characters of T associated to
v′. Denote by the convex hull of weights {Λα′} by N σ(v). It is clear that such
convex hulls N σ(v) are finitely many since V is a finitely dimensional linear
space. Moreover, the weight wλ′(v) of λ(t)
′ is given by
wλ′(v) = min
α′
〈λ,Λα′〉 = −vNσ(v)(−λ). (8.3)
Hence, by (8.3), we have the following proposition.
Proposition 8.1. (1) Pair (v, w) is K-semistable with respect to G iff
N σ(v) ⊆ N σ(w), ∀ σ ∈ G. (8.4)
(2) Pair (v, w) is K-stable with respect to G iff ( (8.4)) is satisfied and
{x| vNσ(v)(x) = vNσ(w)(x)} ⊆ {x|vNσ(v)(x) = vdeg(V )Nσ(I)(x)}, ∀ σ ∈ G.(8.5)
(3) Pair (v, w) is uniform K-stable with respect to G iff there is an m ∈ N+
such that (
1− 1
m
)
N σ(v) + 1
m
deg(V)N σ(I) ⊆ N σ(w). (8.6)
8.2 K-stability implies K-uniform stability
. As we discussed Section 8.1, the numbers of convex hulls N σ(v), N σ(w) and
N σ(Id). are all finite. Thus by Proposition 8.1 (3), Theorem 1.2 is reduced to
prove
Theorem 8.2. Let V,W be two linear space with a torus T -action. Suppose
that pair (v, w) ∈ (V \ {0}) × (W \ {0}) is K-stable with respect to T. Then
there is an m ∈ N+ such that(
1− 1
m
)
N (v) + 1
m
deg(V )N (I) ⊆ N (w). (8.7)
To prove Theorem 8.2, we first state a result for the support function of
convex polytope. Let
P = ∩A∈A{lA(y) = aA − uA(y) ≥ 0} (8.8)
be a convex polytope and FPA ⊆ {lA(y) = 0} be its (codim 1) facets. For I ⊆ A,
we denote
FPI = ∩i∈IFPi .
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Lemma 8.3. The set
ΩPI = {x| vP (x) = 〈x, y〉, ∀y ∈ FPI } = SpanR≥0{ui|i ∈ I}.
Proof. By definition
ΩPI = {x| 〈x, y − y′〉 ≥ 0, ∀y ∈ FPI and y′ ∈ P}
= ∩y∈FPI ,y′∈P
(
SpanR+{y − y′}
)∨
.
By the convexity of P , this is equivalent to
ΩPI =
(
SpanR+{y − y′|y ∈ FPI and y′ ∈ ∪i∈IFPi }
)∨
. (8.9)
Thus the lemma is true.
Proof of Theorem 8.2. Since (v, w) is K-stable, by Proposition 8.1 (1), we have
(8.4). In particular, if
dist(∂N (v), ∂N (w)) ≥ 0 > 0,
there is a δ0 > 0 such that for any δ ∈ (0, δ0),
(1− δ)N (v) + δ deg(V )N (I) ⊆ N (w),
since N (I) is compact. The theorem then follows from Proposition 8.1 (3).
In the following, we assume that
dist(∂N (v), ∂N (w)) = 0.
Then
{x| vN (w)(x) = vN (w)(x)}
= {x| vN (w)(x) = 〈x, y〉 and vN (w)(x) = 〈x, y〉, for some y ∈ ∂N (v) ∩ ∂N (w)}.
(8.10)
By Proposition 8.1 (2), we see that for any x as above there is y ∈ ∂(deg(V )N (I))∩
N (v) ∩ ∂N (w) such that
vN (v)(x) = vdeg(V )N (I)(x) = 〈x, y〉.
In particular,
(∂N (v) ∩ ∂ deg(V )N (I) ∩ ∂N (w)) 6= ∅. (8.11)
Recall by the definition of deg(V ) that
N (v) ⊆ deg(V )N (I).
Then, by (8.11), there are some facets F
N (v)
I , F
deg(V )N (Id)
J and F
N (w)
K ofN (v),deg(V )N (I)
and N (w), respectively, such that
F
N (v)
I ⊆
(
F
deg(V )N (Id)
J ∩ FN (w)K
)
,
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where each F♦♠ above contains a point y ∈ (∂N (v) ∩ ∂ deg(V )N (I) ∩ ∂N (w))
in its relative interior. Thus by Proposition 8.1 (2) together with Lemma 8.3
and (8.10), we get (see Figure 1-2 for 4 possible stable cases in dimension 2,
according to different codimensions of F♦♠ ),
Ω
N (w)
K ⊆ Ωdeg(V )N (I)J ⊆ ΩN (v)I .
Hence, by the duality property (8.9), there are compact sets Ω1 ⊆ Ω2, both
Figure 1: Stable examples in 2-dimension
Figure 2: Stable examples in 2-dimension
contain F
N (v)
I such that (for simplicity, see Figure 3 for the case (d) in Figure
2),
(Ωi ∩N (v)) ⊆ (Ωi ∩ deg(V )N (I)) ⊆ (Ωi ∩N (w)), i = 1, 2. (8.12)
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Figure 3:
Without loss of generality, we may assume there is only one facet F
N (v)
I of
N (v) such that
F
N (v)
I ⊆ (∂N (v) ∩ ∂ deg(V )N (I) ∩ ∂N (w)) . (8.13)
We consider the following two cases.
(i) Outside Ω1. Then we have
dist(N (v) \ Ω1, ∂N (w)) ≥ 0 > 0.
Thus there is a δ′0 > 0 such that for any δ
′ ∈ (0, δ′0),
(1− δ′) (N (v) \ Ω1) + δ′ deg(V )N (I) ⊆ N (w).
(ii) Inside Ω1. Then by (8.12), (8.13) and convexity of each N (·), there is a
δ0 > 0 such that for any δ ∈ (0, δ0),
(1− δ) (Ω1 ∩N (v)) + δ deg(V )N (Id) ⊆ (Ω2 ∩N (w)).
Therefore, by choosing
m =
[
1
min{δ0, δ′0}
]
+ 1,
we get (8.7) immediately.
8.3 CM-stability
In this subsection, we first give a direct proof of Theorem 2.1, then we use
Theorem 1.2 to derive Theorem 1.4.
Recall the functional on G associated to the pair (v, w) ∈ V \{0}×W \{0}
in Section 2,
pv,w(σ) = log ||σ(w)||2 − log ||σ(v)||2, σ ∈ G.
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Without loss of generality, we may assume that ‖ · ‖ is an euclidean norm of
vector in V or W and it is invariant under the maximal compact group K which
complexifies G. We note that there is a uniform constant δ0 such that for any
indices i, l it holds
inf{|(kv)i| (kv)i 6= 0, k ∈ K} ≥ δ0 and inf{|(kw)l| (kw)l 6= 0, k ∈ K} ≥ δ0.
Thus for any one parameter subgroup λ(s), and k, k′. ∈ K, we get
pv;w(k
′λ(s)k) = pv;w(k−1λ(s)k) = pv;w(λ(s)k)
= −[maxa∈Λ(kv)〈a, tλ〉 −maxa′∈Λ(kw)〈a′, tλ〉]log1
s
+O(1)
= (wk−1λk(v)− wk−1λk(w))log1s +O(1), ∀ |s|  1,
where O(1) means a uniform bounded constant and tλ denote the Lie algebra
of λ(s).
By the semi-stability of (v, w), the function
fkv,kw(t) = [maxa′∈Λ(kw)〈a′, t〉 −maxa∈Λ(kv)〈a, t〉] ≥ 0
for all t ∈ Zn and so for all t ∈ Qn. Thus, fkv,kw(t) can be extended to a
non-negative continuous function in Rn.
Fix a small s > 0, for example, s = 1100 . Then, for any t = (t1, ..., tn) ∈ T,
there is t = (t1, ..., tn) ∈ Rn such that
(|t1|, ..., |tn|) = (st1 , ..., stn).
It follows that
pv;w(k
′tk) = pv;w(tk) = fkv,kw(t)log
1
s
+O(1)
≥ −C. (8.14)
Hence, we prove
Theorem 8.4. (1) Pair (v, w) is K-semistable with respect to G. Then
pv;w(σ) ≥ −C, ∀ σ ∈ G. (8.15)
(2) Pair (v, w) is K-stable with respect to G. Then there is an m ∈ N+ such
that
mpv;w(σ) ≥ pv;I(σ)− C
≥ deg(V ) log ||σ||2 − log ||σ(v)||2 − C, ∀ σ ∈ G. (8.16)
Proof. By the K ×K decomposition of G, for any σ ∈ G, there are k, k′ ∈ K
and t ∈ T such that σ = k′tk. Thus (8.15) follows from (8.14). Next, we can
consider the following energy p˜v;w;I,
p˜v;w;I(σ) = mpv;w(σ)− pv;I(σ), ∀ σ ∈ G.
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Then as in the proof of (8.14), we have
p˜v;w;I(k
′tk) = f˜kv,kw,kI(t)log
1
s
+O(1),
where
f˜kv,kw,kI(t)
= m[maxa′∈Λ(kw)〈a′, t〉 −maxa∈Λ(kv)〈a, t〉]− [maxa′′∈Λ(kI)〈a′′, t〉 −maxa∈Λ(kv)〈a, t〉]
is a non-negative continuous function in Rn by Theorem 1.2. Thus we get
p˜v;w;I(σ) ≥ −C, ∀ σ ∈ G,
which implies (8.16).
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