A lightweight multiagent system is deployed at each node in a communications network with the aim of self-organising the network as usage alters. The distributed, light-weight, co-operative multiagent system guarantees scalability of the approach. As the solution is distributed it is unsuitable to achieve any global optimisation goal -it simply seeks to continually improve network performance as demands change. Algorithms are described for adjusting the communication channels and for adjusting the network links. Experiments show that the method is robust and delivers good performance.
Introduction
The work discussed is based on previous work in the area of mesh networking and in particular in distributed algorithms at Columbia University, Microsoft Research, University of Maryland and Georgia Institute of Technology. In particular: [1] , [2] , [3] and [4] . The system described is fully distributed across the network with each node autonomously acting on the basis of signals that it observes. The actions at each node are determined by its proactive and reactive reasoning -in this sense the solution is agent-like although it does not exhibit all of the characteristics of an intelligent multiagent system. The term lightweight agent refers to this level of functionality. There are three principal inputs to this work that we assume are available to the proposed methods: -A load model. Given any contiguous set of nodes in a mesh, the load model specifies the actual or desired level of traffic flowing into, or out of, nodes in that set. -A load balancing algorithm. Given any contiguous set of nodes in a mesh and the load model for that set, the load balancing algorithm determines how the traffic is allocated to links in the mesh so as to reach its desired destination. -An interference model. Given any contiguous set of nodes in a mesh, the interference model stipulates the interference level that each node in the mesh gives to the other nodes in the mesh given a known level of background interference due to transmission devices that are external to the mesh.
The work described below makes no restrictions on these three inputs other than that they are available to every node in the mesh. The load model, and so too the load balancing algorithm, will only be of value to a method for self-organisation if together they enable future load to be predicted with some certainty. We assume that the load is predictable. Below we introduce some terms, concepts and notation. Section 2 describes the role of the load balancing algorithm that our methods take as a given input. The measurement of interference cost is discussed in Section 3. Methods for the adjusting the channels in a multi-radio mesh networks for predictable load are described in Section 4, and for adjusting the links in Section 5. Future plans are described in Section 6.
The discrete time intervals mentioned below, e.g. t, t + 1, are sufficiently spaced to permit what has to be done to be done.
A node is a set of radio interfaces (or "antennae") where each interface is associated with a particular channel, together with a controller that (intelligently we hope) assigns the channel on each interface. Interfaces that are part of the same node are assumed to be 'close' topologically, but this is not important. We assume for simplicity that each interface has its own, independent MAC layer.
A link is a pair of interfaces where each interface is assigned the same channel. The idea is that two interfaces communicate through a shared link. That is, if an interface is part of a link its state will be "listening and transmitting", otherwise its state will be "listening only".
Notation: nodes are denoted by Latin letters: a, b, c,. . . , the interfaces for node a are denoted by: a[i] for i = 1, . . . , and links are denoted by Greek letters: α, β, γ,. . . . The interfaces communicate using an illocutionary communication language that is defined informally (for the time being) with illocutions being encapsulated in quotation marks: "·".
For any node n, S n is the set of nodes in node n's interference range. Likewise, for any link α, S α is the set of links that contain nodes n's interference range ∀n ∈ α.
Given a node a, define V a = ∪ n∈Sa S n . Γ t x is channel used by x to communicate at time t where x may be either an interface or a link.
f (·, ·) is an interference cost function that is defined between two interfaces or two links. It estimates the cost of interference to one interface caused by transmission from the other interface. This function relies on estimates of the interference level and the level of load (i.e.: traffic volume). So this function requires an interference model and a load model. This function is described in Section 3.
An interface is either 'locked' or 'unlocked'. A locked interface is either locked because it has committed to lock itself for a period of time on request from another interface, or it is 'self-locked' because it has recently instigated one of the self-organisation procedures in Section 4.
The abbreviation SNIR means "signal to noise plus interference ratio".
The Load Balancing Algorithm
We assume that if the external demands on a set of nodes S are known and that there is a load balancing algorithm -that may or may not be intelligent -that determines
