Abstract The occurrence of multiple jumps in 2D atomic-scale friction measurements is used to quantify the viscous damping accompanying the stick-slip motion of a sharp tip in contact with a NaCl(001) surface. Multiple slips are observed without apparent wear for normal forces between 13 and 91 nN. For scans parallel to [100] directions, the tip jumps between minima of the substrate corrugation potential in a zigzag fashion. An algorithm is applied to determine histograms of lateral force jumps which characterize multiple slips. The same algorithm is used to classify multiple slips occurring in calculated lateral force maps. Comparisons between simulations and experiments indicate that the nanometer-sized contact is underdamped at intermediate loads (13-26 nN) and becomes slightly overdamped at higher loads. The proposed procedure is a novel way to estimate the lateral contact damping which plays an important role in the interpretation of measurements of the velocity and temperature dependence of friction, of slip duration, and of the reduction of friction by applied perpendicular or parallel oscillations.
Introduction
Since the invention of the friction force microscope (FFM) [1] , stick-slip movement was found to be characteristic for a sharp tip at the end of a cantilever which is moved perpendicular to its axis in soft contact with an atomically flat surface. Since the periodicity of the observed sawtooth-like lateral force pattern often corresponds to the spacing between adjacent unit cells, such experimental observations were readily associated with atomic stick-slip motion, where the tip slips between energetically favored neighboring lattice sites [1, 2] . Each slip is accompanied by a jump in the lateral force F L at the corresponding position x s of the cantilever support.
The 1D Tomlinson model [3] has often been used to interpret such atomic-scale friction phenomena. A particle representing the tip is dragged by an elastic spring of stiffness k eff connected to a support moving at a constant velocity v over a sinusoidal potential of peak-to-peak amplitude E 0 and period a representing the surface. Note that k eff accounts for the combined torsion of the cantilever and the contact shear. In contrast to earlier assumptions [4] , recent atomic-scale FFM measurements on alkali halide surfaces at loads in the few nN range have shown that k eff * 1 N/m is typically dominated by the lateral contact stiffness, so that the entities which are most deflected during each stick stage are the contacting atoms at the tip apex and at the sample surface rather than the cantilever [5, 6] . Atoms further away are also deflected sideways, albeit less because more atoms take up the stresses generated in the contact region. The net shear displacements in that region, in opposite directions at the apex and at the surface, can in principle exceed several lattice spacings but still remain elastic. During each slip, the energy stored in the preceding stick stage is released and carried away from the contact. In the wearless regime realized at low loads, the stressed atoms return to their respective equilibrium positions on time scales which are long compared to typical periods of lattice vibrations, but almost instantaneous compared to the time required to scan over a surface unit cell. Actually, FFM experiments suggest that transfer of the softer material initially occurs until a regular stick-slip pattern is observed. This is confirmed by simulations on ionic crystals which show that the tip apex then adopts a ''self-limited structure'' at a given load [7] . As long as this structure remains relatively sharp, the tip deforms more than the sample, hence contributes more to the slip distance and to the accompanying energy dissipation. Asserting that the tip slips, as is often done for the sake of exposition, therefore also has a physical basis.
Within the Tomlinson model, slips over more than one lattice spacing a can in principle occur for a sufficiently strong corrugation amplitude E 0 and/or a sufficiently low k eff . In the quasi-static limit, the number of minima in the total potential energy determines the possible landing points of the tip after a slip. The Tomlinson parameter g = 2p 2 E 0 /k eff a 2 can distinguish regimes where the tip is sliding smoothly (g \ 1), executes stick-slip motion with single slips (1 \ g \ 4.6) or, possibly exhibits double slips (4.6 \ g \ 7.79) or even bigger multiple slips (g [ 7.79) . Whereas a few authors focused attention on the occurrence of single versus double slips as a function of additional parameters (contact damping, support velocity, temperature) [8] [9] [10] , Medyanik et al. [11] derived the abovementioned g threshold values from a simple analytic criterion. Most studies, however, assumed that the tip slips to the adjacent available energy minimum once the current minimum disappears as the support is slowly pulled past a critical position x sc (mod a). This is justified if lateral contact vibrations are overdamped, owing to coupling to substrate (and/or tip) excitations, so that the energy released in each jump is dissipated quicker than the tip would cross a lattice spacing in the absence of damping. This inelastic coupling increases with decreasing tip-sample distance, just as for atoms or molecules adsorbed with different bond strengths on a clean surface [12] . One therefore expects the contact damping to increase with applied load, at least for dry friction of sub-nanometersized single-asperity contacts. Effects due to interface incommensurability, roughness, defects, or adsorbed species, which are especially relevant in wider area contacts [13, 14] are then likely not so important. Recent FFM measurements on graphite showed transitions from single to double and to triple slips with increasing load, in agreement with the above-mentioned threshold g values [11] . This is qualitatively in accordance with the nearindependence of k eff and the linear dependence of E 0 on the applied load previously measured on NaCl(001) in ultra-high vacuum (UHV) [5] . However, it is by no means obvious whether the increase in g with load should dominate over the expected increase in c, as seems required to explain the transitions in question.
In dynamic extensions of the Tomlinson model [4, 8, 9, 15] , an effective tip or contact mass m and damping coefficient c are introduced in the equation of motion for the tip in contact, thus making the prediction of multiple slips more realistic. Since some fraction of the tip kinetic energy is lost during each jump due to nonzero damping, not all energy minima can be reached. Thus, the number of possible slips calculated from g alone must be considered as an upper limit which may be achieved in the strongly underdamped case. In the opposite case, multiple jumps become suppressed, as mentioned earlier. Thus, the occurrence of multiple slips and the lateral contact damping are intimately connected. This study provides a novel way to estimate c relative to a critical value which distinguishes overdamped from underdamped contacts. The lateral contact damping plays an important role in the interpretation of FFM measurements of the velocity and temperature dependence of friction [16, 17] , of slip duration [18] , and of the reduction of friction by applied perpendicular [19, 20] or parallel oscillations [21] .
Direct estimates of c have so far been obtained in a few situations where a viscous contribution to the average friction proportional to the support velocity could be detected. Thus, Bilas et al. [22] found c & 10 -5 kg s -1 * 5c c for an FFM tip scanning on NbSe 2 in air by comparing measured velocity-dependent friction curves with simulated ones. The damping was attributed to viscous drag by adsorbed water. At low scan velocities and loads, regular single slips were observed, consistent with overdamping. Yabing et al. [23] estimated c & 5 9 10 -6 kg s -1 for a voltage-dependent contribution to the friction of oxidized highly n-doped GaAs forward-biased by means of a platinum-coated tip in UHV conditions. They associated the small excess friction with electric coupling to slowly relaxing trapped charges in the oxide. Reinstädtler et al. [24] obtained c & 10 -6 kg s -1 from the measured quality factor in air of the torsional resonance of a cantilever in contact with an oxidized silicon sample driven by ultrasonic shear waves under ambient conditions. The contact was described by a lateral stiffness and damping coefficient, but zero inertial mass.
In all those cases, the contacts had estimated radii of several nanometers and therefore encompassed many atoms. The measured load dependence of the average friction, assumed proportional to the contact area was well described by continuum elasticity models. The proportionality constant (shear strength) roughly plays the same role as the slope of E 0 versus load, although no sitedependent corrugation potential enters such models. Their applicability has recently been questioned on the basis of large-scale atomistic simulations [14] which reveal that multiple contacts are formed and broken even for nominal contact radii of several nanometers.
An absolute determination of contact damping from atomically resolved FFM measurements appears impossible because scan velocities are orders of magnitude lower than those required to directly detect the viscous friction force -cv. The interpretation of such measurements relies on uncertain assumptions about the contact mass or the angular frequency x x ¼ ffiffi ð p k eff =mÞ of lateral contact vibrations, the damping rate C = c/m or the ratio C/C c , C c = 2x x being the critical damping rate. In particular, identifying m with the mass of the whole tip, x x with the torsional resonances frequency of the cantilever in contact or C with the full width at half-maximum of the corresponding spectral peak is unfortunately not justified for atomic-scale contacts [18] .
One-Dimensional Model
In order to illustrate how damped dynamics determines the landing point of the tip, we display in Fig. 1 the potential profile U(x) (surface corrugation ? energy stored in the spring) at the onset of a slip together with the variation of the tip (kinetic ? potential) energy during the slip event for two values of the relative damping c/c c . For the sake of simplicity, the calculations are performed within the 1D Tomlinson model without thermal activation.
During the preceding stick stage, the tip is located in a potential minimum satisfying the mechanical equilibrium condition dU/dx = 0. This adiabatic approximation holds as long as the support velocity v is low so that slips occur much faster than the time to move over one lattice spacing a. The slip is initiated at the tip position x c where in addition the equilibrium becomes unstable, i.e., d
2 U/ dx 2 = 0. For the chosen value g = 12.8, the instability occurs at x c /a = 0.2645 when the support is at x sc /a = 2.2934. In both cases shown, the tip executes oscillations, i.e., its dynamics is underdamped in the potential well where it is trapped. A particular well is selected if the energy reduced by damping during the initial tip swing drops below the nearest blocking potential maximum. The damping range allowing double slips
On the one hand, the spring extension just before a slip is then (x sc -x c ) & pE 0 /(k eff a) [5] , and contributes almost exclusively to the stored potential energy. On the other hand, the potential energy after completion of as slip to the lowest well (around x = x sc ) is nearly -E 0 /2. Therefore, the energy released and dissipated during such a slip is approximately
hence is dominated by the first, harmonic spring term. For g = 12.8, Eq. 1 predicts DE max = 3.7E 0 , which is remarkably close to the calculated value for the double slip illustrated in Fig. 1 . In accordance with this conclusion, this figure, and similar plots for other values of c/c c (data not shown), illustrates that during most of the ''slip time,'' the modulation of the total potential by the surface corrugation has a relatively small influence on the ''total energy trajectory'' which ends up in the lowest well. Thus, although for large g the curvatures at the minima of the corrugation potential are higher than k eff , the critical damping for the energetically most favorable slips is largely determined by k eff . Note finally that at a finite temperature slips can be prematurely activated over the energy barrier which vanishes when x s = x sc [16, 17, 25] . As a consequence of the underlying probability distribution of initial tip positions and velocities, slips of different lengths can randomly occur along single scan lines around the above-mentioned g threshold values in the underdamped case. This has been observed in previous simulations [8, 9, 10] and experiments [11] , as well as in this study (see Fig. 4 ). 8, slips of up to 4a are in principle allowed [11] , but only a and 2a slips are realized in the two illustrated cases
Method
In this article, we present and analyze room temperature lateral force measurements performed over a NaCl(001) substrate in UHV for a wider range of applied loads than hitherto studied in our group [5] . As shown in that study, the amplitude of the tip-sample corrugation potential is a linear function of the applied load. One can therefore control the parameter g, which can in turn be experimen-
where F L max is the maximal lateral force experienced by the tip, a = 0.564 nm is the lattice spacing of NaCl, k exp is the slope of the stick part of the lateral force versus support displacement, itself connected to the effective stiffness via k eff ¼ gþ1 g k exp [5, 6] .
As illustrated in Fig. 2 , for scans along h100i directions parallel to the (001) cleavage surface of rocksalt-type crystals, previous FFM simulations in two dimensions [15, 20] , as well as those discussed below, show that the tip slips over saddle points connecting adjacent minima of the corrugation potential, at least for g values not close to 1. As a consequence, the double and quadruple slips illustrated in Fig. 2 correspond to the single and double slips discussed in Sect. 2.
A sorting algorithm was applied to both experimental and computed lateral force data in order to classify slipevents according to the magnitude DF L of particular jumps and thus to distinguish among single, double, triple, or quadruple slips.
The dynamic 2D Tomlinson model used to interpret our experimental room temperature data is based on coupled Langevin equations for the x and y tip coordinates, namely
and similarly for y, where m is the effective mass of the tip in contact, c its lateral damping coefficient, and n(t) a stochastic term proportional to c according to the fluctuation-dissipation theorem [16, 17] . In accordance with the discussion of Eq. 1, critical damping is defined by c c ¼ 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffi k eff m tip p : Referring c to c c makes the analysis independent of the effective mass, which is not accurately known. For computational convenience, we set m = 10 -12 kg; this choice enables efficient computations on a PC with a time step which allows a fine sampling of the fast tip motion during slips.
The interaction potential U int (x, y) is represented by the lowest Fourier component of the rocksalt lattice for the corrugation part and by an isotropic harmonic spring term, as recently justified by a comparison of calculated and measured lateral force maps on the same system [20] 
where x s = vt is the position of the support uniformly scanned along a [100] scan line specified by y. These coupled equations were solved numerically using Ermak's algorithm [27] . Two-dimensional lateral force maps were generated [20] using realistic parameters (v, E 0 , k eff , T) corresponding to previous measurements on the same system [5] . Simulations were done for a range of damping coefficients on both sides of c c . By comparing the resulting histograms of DF L from experiment and theory, an estimation of c/c c can be made for different loads, an aspect barely discussed in the literature, although it quite important in the field of nanotribology.
Experimental Setup
The measurements have been performed at room temperature in a home-built FFM operated in a UHV-environment with a pressure p \ 1 9 10 -10 mbar [28] . The deflection of a laser beam focused on the very end of the cantilever is tracked via a 4-quadrant photodiode (beam deflection (001) surface. The tip jumps from one minima to the next one in a zigzag fashion in steps of a/2, which is the distance between two consecutive minima of the 2D corrugation potential projected on the scan direction. Whether the Na ? -or the Cl --sublattice correspond to the potential minima depends on the unknown nature and structure of the tip apex [26] method). The vertical deflection of the beam is proportional to the normal force, whereas the horizontal deflection is proportional to the component of the lateral force along the fast scan direction (perpendicular to the cantilever axis).
The (001) surface of an in situ cleaved NaCl crystal was used as the sample. To remove surface charges created during the cleavage process, the crystal was heated up to 140°C for 30 min in UHV. Rectangular silicon cantilevers with spring constants of k N = 0.097 N/m for normal bending and k T = 64 N/m for torsion were used. Elastic thin beam theory was applied to determine those stiffness, while for the sensitivity calibration of the beam-deflection setup the procedure described in [29] was used. Normal loads varying between 13 and 91 nN were applied to the cantilever, which was scanned at a velocity of 13 nm s -1 parallel to the [100] direction of the surface. Above this range, wear processes set in. All normal forces are defined with respect to the unbent cantilever (i.e., without adding adhesion forces).
Results and Discussion
As in previous 2D simulations of scans along the [100] direction [15] , the tip exhibits regular zigzag slips between adjacent corrugation energy minima in the overdamped case.
In the underdamped case, multiple jumps of the type sketched in Fig. 2 appeared as g was successively increased, although no sharp threshold values could be identified at room temperature. The force variation during a n-tuple jump is then given by n 9 a/2 9 k eff . Note that for all values of g [ 1, double slips occurred when the path of the support is very close to the atomic rows. As discussed in Sect. 3, they correspond to single slips by a in the 1D Tomlinson model. If the time resolution of the calculated friction maps is rather low, it is not possible to distinguish between two very fast consecutive a/2 jumps and a direct jump by a. For a realistic comparison, the same time and spatial resolutions were set in both experiment and simulations. However, the resulting artifacts do not affect our general conclusions.
By adjusting the damping c in the range of 0.1 -10 Á c c , an upper limit for the damping can be estimated. For g = 12.8, the calculated histograms which show the onset of multiple slips are shown in Fig. 3 . Solutions of Eqs. 2-3 for fixed x s (i.e., assuming that support motion during a slip can be neglected) only depend on the dimensionless parameters g, E 0 /k B T, and C/x x , x x being the angular frequency of some characteristic vibration of the model. With our choice x x ¼ ffiffi ð p k eff =mÞ and the definition C c = 2x x appropriate for a damped harmonic oscillator, energetically most favored multiple jumps for a given g appear in distributions like those shown in Fig. 3 once c becomes slightly undercritical. This consequence of the discussion in Sect. 2 provides a simple criterion to estimate the ratio c/c c from jump histograms obtained from FFM measurements. Figure 4 shows an example of the coexistence of different force jumps DF L in an experimental scan. For the five values of the normal load that have been thoroughly analyzed, namely 13, 26, 39, 78, and 91 nN, the corresponding values of k eff only varied in the range of 5.2 and 5.9 N/m. This is consistent with a contact encompassing just a few atoms. The amplitude E 0 of the corrugation potential was extracted from the measured maximum lateral force F max versus load [5] and subsequently increased by 25% in order to roughly account for thermal activation which lowers the value of F max [16, 17, 20] . Experimental histograms of force jumps are shown in Fig. 5 . For the lowest loads, g = 5.6 and g = 7.1, mostly single slips with a small number of double slips occur. For higher loads, triple and quadruple slips could also be identified. Owing to the significant amount of instrumental noise in the experimental data, the histograms do not exhibit separated peaks like in Fig. 3 , but rather a continuous distribution extending to higher DF L at higher loads.
Conclusions
From a systematic visual comparison of experimental and simulated scans and histograms of DF L , the following conclusions concerning the relative damping can be drawn for the last three plots in Fig. 5 . When g = 8.2: c \ 0.3 Á c c , when g = 12.8: c \ 1.0 Á c c , and when g = 14.5: c \ 1.5 Á c c . The successive appearance of higher multiple slips with increasing load can therefore be used to quantitatively estimate the ratio c/c c in the range where an atomic-scale contact can be maintained without wear. Recalling that the load dependence of the critical damping c c , which in our model only comes from k eff , is practically negligible, these conclusions imply that the load dependence of the lateral contact damping is weaker than that of the surface corrugation amplitude E 0 , at least for the system under study. More generally, the lateral vibrations of an atomic-scale or nanometer-size contact with a clean crystal surface is not necessarily overdamped as often assumed. Upon increasing the load at room temperature, smooth crossovers from an underdamped regime to a critical damped state and finally to a slightly overdamped regime have been observed before wear sets in, previously on cleaved graphite [11] , and now on the NaCl(001) surface. Note finally that no systematic excitation of cantilever oscillations has been observed right after a lateral force jump, although several resonances of the cantilever in contact lie within the 3 MHz cutoff of our recording electronics [18] . This is expected if the effective mass of the contact is orders of magnitudes smaller than the masses of the tip as a whole and of the cantilever [19, 30] . The motion of the contact being much faster than the mechanical resonance modes of the cantilever in contact, no such modes can be effectively excited. Since the signals arising from the bending and torsion of the cantilever are filtered above the 3 MHz cutoff, the actual dynamics of the tip cannot be followed. It can nevertheless manifest itself at temperatures such that thermal activation induces frequent random contact slips over the time scale of cantilever torsional oscillations [30] . It is then necessary to consider the coupled dynamics of the contact and the cantilever [4, 18] . Whether the contact motion is underdamped [31] or overdamped [32] is then also of concern. Because multiple slips occur for relatively large values of g, hence E 0 , we have neglected the dynamics of the cantilever in this study. 
