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Abstract
Different descriptions used to model a point-defect in an elastic continuum are reviewed. The emphasis
is put on the elastic dipole approximation, which is shown to be equivalent to the infinitesimal Eshelby
inclusion and to the infinitesimal dislocation loop. Knowing this elastic dipole, a second rank tensor fully
characterizing the point-defect, one can directly obtain the long-range elastic field induced by the point-defect
and its interaction with other elastic fields. The polarizability of the point-defect, resulting from the elastic
dipole dependence with the applied strain, is also introduced. Parameterization of such an elastic model,
either from experiments or from atomic simulations, is discussed. Different examples, like elastodiffusion
and bias calculations, are finally considered to illustrate the usefulness of such an elastic model to describe
the evolution of a point-defect in a external elastic field.
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1. Introduction
Point-defects in crystalline solids, being either
intrinsic like vacancies, self-interstitial atoms, and
their small clusters, or extrinsic like impurities and
dopants, play a major role in materials properties
and their kinetic evolution. Some properties of
these point-defects, like their formation and migra-
tion energies, are mainly determined by the region
in the immediate vicinity of the defect where the
crystal structure is strongly perturbed. An atomic
description appears thus natural to model these
properties, and atomic simulations relying either
on ab initio calculations [1] or empirical potentials
have now become a routine tool to study point-
defects structures and energies. But point-defects
also induce a long-range perturbation of the host
lattice, leading to an elastic interaction with other
structural defects, impurities or an applied elastic
field. An atomic description thus appears unnec-
essary to capture the interaction arising from this
long-range part, and sometimes is also impossible
because of the reduced size of the simulation cell in
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atomic approaches. Elasticity theory becomes then
the natural framework. It allows a quantitative de-
scription of the point-defect interaction with other
defects.
Following the seminal work of Eshelby [2], the
simplest elastic model of a point-defect corresponds
to a spherical inclusion forced into a spherical
hole of slightly different size in an infinite elastic
medium. This description accounts for the point-
defect relaxation volume and its interaction with a
pressure field (size interaction). It can be enriched
by considering an ellipsoidal inclusion, thus leading
to a interaction with also the deviatoric component
of the stress field (shape interaction), and by as-
signing different elastic constants to the inclusion
(inhomogeneity) to describe the variations of the
point-defect “size” and “shape” with the strain field
where it is immersed. Other elastic descriptions of
the point-defect are possible. In particular, it can
be modeled by an equivalent distribution of point-
forces. The long-range elastic field of the point-
defect and its interaction with other stress sources
are then fully characterized by the first moment of
this force distribution, a second-rank tensor called
the elastic dipole. This description is rather natu-
ral when modeling point-defects and it can be used
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to extract elastic dipoles from atomic simulations.
These different descriptions are equivalent in the
long-range limit, and allow for a quantitative mod-
eling of the elastic field induced by the point-defect,
as long as the elastic anisotropy of the matrix is
considered.
This article reviews these different elastic models
which can be used to describe a point-defect and il-
lustrates their usefulness with chosen examples. Af-
ter a short reminder of elasticity theory (Sec. 2), we
introduce the different descriptions of a point-defect
within elasticity theory (Sec. 3), favoring the elas-
tic dipole description and showing its equivalence
with the infinitesimal Eshelby inclusion as well as
with an infinitesimal dislocation loop. The next
section (Sec. 4) describes how the characteristics of
the point-defect needed to model it within elasticity
theory can be obtained either from atomistic simu-
lations or from experiments. We finally give some
applications in Sec. 5, where results of such an elas-
tic model are compared to direct atomic simulations
to assess its validity. The usefulness of this elastic
description is illustrated in this section for elastod-
iffusion and for the calculation of bias factors, as
well as for the modeling of isolated point-defects in
atomistic simulations.
2. Elasticity theory
Before describing the modeling of a point-defect
within elasticity theory, it is worth recalling the
main aspects of the theory [3], in particular the un-
derlying assumptions, some definitions and useful
results.
2.1. Displacement, distortion and strain
Elasticity theory is based on a continuous de-
scription of solid bodies. It relates the forces, ei-
ther internal or external, exerting on the solid to
its deformation. To do so, one first defines the
elastic displacement field. If ~R and ~r are the po-
sition of a point respectively in the unstrained and
the strained body, the displacement at this point is
given by
~u(~R) = ~r − ~R.
One can then define the distortion tensor ∂ui / ∂Rj
which expresses how an infinitesimal vector
#  »
dR in
the unstrained solid is transformed in
# »
dr in the
strained body through the relation
dri =
(
δij +
∂ui
∂Rj
)
dRj ,
where summation over repeated indices is implicit
(Einstein convention) and δij is the Kronecker sym-
bol.
Of central importance to the elasticity theory is
the dimensionless strain tensor, defined by
εij(~R) =
1
2
[(
δin +
∂un
∂Ri
)(
δnj +
∂un
∂Rj
)
− δij
]
=
1
2
(
∂ui
∂Rj
+
∂uj
∂Ri
+
∂un
∂Ri
∂un
∂Rj
)
.
This symmetric tensor expresses the change of size
and shape of a body as a result of a force acting on
it. The length dL of the infinitesimal vector
#  »
dR in
the unstrained body is thus transformed into dl in
the strained body, through the relation
dl2 = dL2 + 2εijdRidRj .
Assuming small deformation, a common assump-
tion of linear elasticity, only the leading terms of
the distortion are kept. The strain tensor then cor-
responds to the symmetric part of the distortion
tensor, as
εij(~R) =
1
2
(
∂ui
∂Rj
+
∂uj
∂Ri
)
. (1)
The antisymmetric part of the distortion tensor cor-
responds to the infinitesimal rigid body rotation. It
does not lead to any energetic contribution within
linear elasticity in the absence of internal torque.
With this small deformation assumption, there
is no distinction between Lagrangian coordinates ~R
and Eulerian coordinates ~r when describing elastic
fields. One can equally write, for instance, ~u(~r) or
~u(~R) for the displacement field, which are equiva-
lent to the leading order of the distortion.
2.2. Stress
The force
#  »
δF acting on a volume element δV of
a strained body is composed of two contributions,
the sum of external body forces ~f and the internal
forces arising from atomic interactions. Because of
the mutual cancellation of forces between particles
inside the volume δV , only forces corresponding to
the interaction with outside particles appear in this
last contribution, which is thus proportional to the
surface elements
#  »
dS defining the volume element
δV . One obtains
δFi =
∫
δV
fidV +
∮
δS
σijdSj ,
2
where σ is the stress tensor defining internal forces.
Considering the mechanical equilibrium of the
volume element δV , the absence of resultant force
leads to the equation
∂σij(~r)
∂rj
+ fi(~r) = 0, (2)
whereas the absence of torque ensures the symme-
try of the stress tensor.
At the boundary of the strained body, internal
forces are balanced by applied forces. If ~T adS is the
force applied on the infinitesimal surface element
dS, this leads to the boundary condition
σijnj = T
a
i , (3)
where ~n is the outward-pointing normal to the sur-
face element dS.
The work δw, defined per volume unit, of these
internal forces is given by
δw = −σijδεij ,
where δεij is the strain change during the deforma-
tion increase, and the sign convention is δw > 0
when the energy flux goes outwards the elastic
body. This leads to the following thermodynamic
definition of the stress tensor
σij =
(
∂e
∂εij
)
s
=
(
∂f
∂εij
)
T
,
where e, s, and f = e− Ts are the internal energy,
entropy, and free energy of the elastic body defined
per volume unit.
2.3. Hooke’s law
To go further, one needs a constitutive equation
for the energy or the free energy. Taking as a ref-
erence the undeformed state corresponding to the
elastic body at equilibrium without any external
force, either body or applied stress, the energy is at
a minimum for ε = 0 and then
σij(ε = 0) =
∂e
∂εij
∣∣∣∣
ε=0
= 0.
The leading order terms of the series expansion of
the energy are then
e(T, ε) = e0(T ) +
1
2
Cijklεijεkl,
where e0(T ) = e(T, ε = 0) is the energy of the un-
strained body at temperature T . The elastic con-
stants Cijkl entering this expression are thus de-
fined by
Cijkl =
∂2e
∂εij∂εkl
.
This is a fourth-rank tensor which obeys minor
symmetry Cijkl = Cjikl = Cijlk because of the
strain tensor symmetry and also major symmetry
Cijkl = Cklij because of allowed permutation of
partial derivatives. This leads to at most 21 inde-
pendent coefficients, which can be further reduced
by considering the symmetries of the solid body [4].
This series expansion of the energy leads to a
linear relation, the Hooke’s law, between the stress
and the strain
σij = Cijklεkl, (4)
which was summarized in 1678 by Robert Hooke as
Ut tensio, sic vis.1
2.4. Elastic equilibrium, superposition principle
Combining Hooke’s law (4) with the small defor-
mation definition (1) of the strain tensor and the
equilibrium condition (2), one obtains the equation
obeyed by the displacement at equilibrium
Cijkl
∂2uk(~r)
∂rj∂rl
+ fi(~r) = 0. (5)
The elastic equilibrium is given by the solution
which verifies the boundary conditions, σijnj = T
a
i
for imposed applied forces and ui = u
a
i for imposed
applied displacements.
As elastic equilibrium is defined by the solution
of a linear partial differential equation (Eq. 5),
the superposition principle holds. If two elastic
fields, characterized by their displacement ~u1(~r)
and ~u2(~r), correspond to equilibrium for the re-
spective body forces ~f1 and ~f2 and the respective
boundary conditions (~ua1, ~T a1) and (~ua2, ~T a2), then
the elastic equilibrium for the body forces ~f1 + ~f2
and the boundary conditions (~ua1 +~ua2, ~T a1 + ~T a2)
is given by the sum of these two elastic fields. The
total elastic energy is composed of the contribu-
tions of each elastic field taken separately and an
1As the extension, so the force.
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interaction energy given by
Eint =
∫
V
σ1ij(~r) ε
2
ij(~r) dV
=
∫
V
σ2ij(~r) ε
1
ij(~r) dV .
(6)
This equation can be used to define interaction en-
ergy between two defects.
The superposition principle allows making use
of Green’s function. The elastic Green’s function
Gkn(~r) is the solution of the equilibrium equation
for a unit point-force
Cijkl
∂2Gkn(~r)
∂rj∂rl
+ δin δ(~r) = 0, (7)
where δ(~r) is the Dirac delta function, i.e. δ(~r) = 0
if ~r 6= ~0 and δ(~0) = ∞. Gkn(~r) therefore corre-
sponds to the displacement along the rk axis for
a unit point-force applied along the rn axis at the
origin. The solution of elastic equilibrium for the
force distribution ~f(~r) is then given by
uk(~r) =
∫
V
Gkn(~r − ~r ′)fn(~r ′)dV ′,
σij(~r) = Cijkl
∫
V
Gkn,l(~r − ~r ′)fn(~r ′)dV ′,
where we have introduced the notation Gkn,l =
∂Gkn / ∂rl for partial derivatives.
An analytical expression of the Green’s function
exists for isotropic elasticity. Considering the elas-
tic constants Cijkl = λδijδkl + µ(δikδjl + δilδjk),
where λ and µ are the Lame´ coefficients, the Green’s
function is given by
Gkn(~r) =
1
8piµ
[
λ+ 3µ
λ+ 2µ
δkn +
λ+ µ
λ+ 2µ
ηkηn
]
1
r
,
with r = ‖~r‖ and ~η = ~r/r. No analytical expression
exists in the more general case of elastic anisotropy,
but the Green’s function, and its successive deriva-
tives, can be calculated efficiently from the elastic
constants using the numerical scheme of Barnett
[5, 6]. Whatever the anisotropy, the Green’s func-
tion and its derivatives will show the same variation
with the distance r,2 leading to the general expres-
sions
Gkn(~r) = gkn(~η)
1
r
, Gkn,l(~r) = hknl(~η)
1
r2
, . . .
2The scaling with the distance r is a consequence of Eq.
(7), given that the δ(~r) function is homogeneous of degree
−3.
where the anisotropy enters only in the angular de-
pendence gkn(~η), hknl(~η), . . .
3. Elastic model of a point-defect
Different models can be used to describe a point-
defect within elasticity theory. One such model is
the elastic dipole. We first describe this model and
then demonstrate the analogy with a description of
the point-defect as an infinitesimal Eshelby inclu-
sion or an infinitesimal dislocation loop. We finally
introduce the polarizability of the point-defect.
3.1. Elastic dipole
A point-defect can be described in a continu-
ous solid body as an equilibrated distribution of
point-forces [6–9]. Considering a point-defect lo-
cated at the origin modeled by such a force distri-
bution ~f(~r) =
∑N
q=1
~F q δ (~r − ~aq), i.e. consisting of
N forces ~F q each acting at position ~aq, the elastic
displacement field of the point-defect is, according
to linear elasticity theory, given by
ui(~r) =
N∑
q=1
Gij(~r − ~aq)F qj ,
where we have used the elastic Green’s function.
Far from the point-defect, we have ‖~r‖  ‖~aq‖ and
we can make a series expansion of the Green’s func-
tion:
ui(~r) = Gij(~r)
N∑
q=1
F qj − Gij,k(~r)
N∑
q=1
F qj a
q
k
+ O
(‖~aq‖2).
As the force distribution is equilibrated, its resul-
tant
∑
q
~F q is null. The displacement is thus given,
to the leading order, by
ui(~r) = −Gij,k(~r)Pjk, (8)
and the corresponding stress field by
σij(~r) = −CijklGkm,nl(~r)Pmn, (9)
where the elastic dipole is defined as the first mo-
ment of the point-force distribution,
Pjk =
N∑
q=1
F qj a
q
k. (10)
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This dipole is a second rank tensor which fully
characterizes the point-defect within elasticity the-
ory [6–9]. It is symmetric because the torque∑
q
~F q × ~aq must be null for the force distribution
to be equilibrated.
Equations (8) and (9) show that the elastic dis-
placement and the stress created by a point-defect
are long-ranged, respectively decaying as 1/r2 and
1/r3 with the distance r to the point-defect.
The elastic dipole is directly linked to the point-
defect relaxation volume. Considering a finite vol-
ume V of external surface S enclosing the point-
defect, this relaxation volume is defined as
∆V =
∮
S
ui(~r) dSi,
where ~u(~r) is the superposition of the displacement
created by the point-defect (Eq. 8) and the elastic
displacement due to image forces ensuring null trac-
tions on the external surface S. Use of the Gauss
theorem, of the equilibrium condition (5) and of the
elastic dipole definition (10) leads to the result [8]
∆V = SiiklPkl, (11)
where the elastic compliances Sijkl are the in-
verse of the elastic constants, i.e. SijklCklmn =
1
2 (δimδjn + δinδjm). For a crystal with cubic sym-
metry, this equation can be further simplified [8]
to show that the relaxation volume is equal to the
trace of the elastic dipole divided by three times the
bulk modulus. More generally, as it will become
clear with the comparison to the Eshelby’s inclu-
sion, this elastic dipole is the source term defining
the relaxation volume of the point-defect. Its trace
gives rise to the size interaction, whereas its de-
viator, i.e. the presence of off-diagonal terms and
differences in the diagonal components, leads to the
shape interaction.
Of particular importance is the interaction en-
ergy of the point-defect with an external elastic field
~uext(~r). Considering the point-forces distribution
representative of the point-defect, this interaction
energy can be simply written as [6]
Eint = −
N∑
q=1
F qi u
ext
i (~a
q).
If we now assume that the external field is slowly
varying close to the point-defect, one can make a
series expansion of the corresponding displacement
~uext(~r). The interaction energy is then, to first or-
der,
Eint = −uexti (~0)
N∑
q=1
F qi − uexti,j (~0)
N∑
q=1
F qi a
q
j .
Finally, using the equilibrium properties of the
point-forces distribution, one obtains
Eint = −Pij εextij (~0), (12)
thus showing that the interaction energy is simply
the product of the elastic dipole with the value at
the point-defect location of the external strain field.
Higher order contributions to the interaction energy
involve successive gradients of the external strain
field coupled with higher moments of the multipole
expansion of the force distribution, and can be gen-
erally safely ignored. This simple expression of the
interaction energy is the workhorse of the modeling
of point-defects within linear elasticity in a multi-
scale approach.
Instead of working with the elastic dipole tensor,
one sometimes rather uses the so-called λ-tensor
[10] which expresses the strain variation of a matrix
volume with the point-defect volume concentration
c,
λij =
1
Ωat
∂ε¯ij
∂c
, (13)
where ε¯ is the homogeneous strain induced by the
point-defects in a stress-free state and Ωat is the
atomic volume of the reference solid. As it will
become clear when discussing parameterization of
the elastic dipole from experiments (§4.2), these two
quantities are simply linked by the relation
Pij = Ωat Cijkl λkl. (14)
Using this λ-tensor to characterize the point-defect,
Eq. (12) describing its elastic interaction with an
external elastic field becomes
Eint = −Ωat λij σextij (~0),
where σextij (~0) is the value of the external stress field
at the point-defect position.
3.2. Analogy with Eshelby’s inclusion
The Eshelby’s inclusion [11, 12] is another
widespread model which can be used to describe
a point-defect in an elastic continuum. As it will
be shown below, it is equivalent to the dipole de-
scription in the limit of an infinitesimal inclusion.
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In this model, the point-defect is described as an
inclusion of volume ΩI and of surface SI, having the
same elastic constants as the matrix. This inclu-
sion undergoes a change of shape described by the
eigenstrain ε∗ij(~r), corresponding to the strain that
would adopt the inclusion if it was free to relax and
was not constrained by the surrounding matrix. Es-
helby proposed a general approach [11] to solve the
corresponding equilibrium problem and determine
the elastic fields in the inclusion and the surround-
ing matrix. This solution is obtained by considering
the three following steps:
1. Take the inclusion out of the matrix and let it
adopt its eigenstrain ε∗ij(~r). At this stage, the
stress is null everywhere.
2. Strain back the inclusion so it will fit the hole
in the matrix. The elastic strain exactly com-
pensates for the eigenstrain, so the stress in
the inclusion is −Cijklε∗kl(~r). This operation is
performed by applying to the external surface
of the inclusion the traction forces correspond-
ing to this stress
dTi(~r) = −Cijkl ε∗kl(~r) dSj ,
where
#  »
dS is an element of the inclusion exter-
nal surface at the point ~r.
3. After the inclusion has been welded back into
its hole, the traction forces are relaxed. Using
Green’s function, the corresponding displace-
ment in the matrix is then
un(~r) =
∮
SI
Gni(~r − ~r ′) dTi(~r ′),
= −
∮
SI
Gni(~r − ~r ′)Cijkl ε∗kl(~r ′) dS ′j .
Applying Gauss theorem and the equilibrium condi-
tion satisfied by the eigenstrain ε∗ij(~r), one obtains
the following expression for the elastic displacement
in the matrix
un(~r) = −
∫
ΩI
Gni,j(~r − ~r ′)Cijkl ε∗kl(~r ′) dV ′,
(15)
and for the corresponding stress field
σpq(~r) = −
∫
ΩI
CpqmnGni,jm(~r − ~r ′)
Cijkl ε
∗
kl(~r
′) dV ′. (16)
Inside the inclusion, one needs to add the stress
−Cijklε∗kl(~r) corresponding to the strain applied in
step 2.
Far from the inclusion, we have ‖~r‖  ‖~r ′‖. We
can therefore neglect the variations of the Green’s
function derivatives inside Eqs. 15 and 16. This
corresponds to the infinitesimal inclusion assump-
tion. For such an infinitesimal inclusion located at
the origin, one therefore obtains the following elas-
tic fields
un(~r) = −Gni,j(~r)Cijkl ΩI ε¯∗kl, (17)
σpq(~r) = −CpqmnGni,jm(~r)Cijkl ΩI ε¯∗kl, (18)
where we have defined the volume average of the
inclusion eigenstrain, ε¯∗ij =
1
ΩI
∫
ΩI
εij(~r) dV . Com-
paring these expressions with the ones describing
the elastic field of an elastic dipole (Eqs. 8 and
9), we see that they are the same for any ~r value
provided the dipole tensor and the inclusion eigen-
strain check the relation
Pij = ΩI Cijkl ε¯
∗
kl. (19)
The descriptions of a point-defect as an elastic
dipole, i.e. as a distribution of point-forces keep-
ing only the first moment of the distribution, or as
an infinitesimal Eshelby inclusion, i.e. in the limit
of an inclusion volume ΩI → 0 keeping the prod-
uct ΩI ε¯
∗
ij constant, are therefore equivalent. The
point-defect can be thus characterized either by its
elastic dipole tensor Pij or by its eigenstrain tensor
Qij = ΩI ε¯
∗
ij [13].
Of course, the same equivalence is obtained when
considering the interaction energy with an external
stress field. For a general inclusion, Eshelby showed
that this interaction energy is simply given by
Eint = −
∫
ΩI
ε∗ij(~r)σ
ext
ij (~r) dV , (20)
where the integral only runs on the inclusion vol-
ume. In the limiting case of an infinitesimal inclu-
sion, one can neglect the variations of the external
stress field inside the inclusion. One thus obtains
the following interaction energy,
Eint = −ΩI ε¯∗ij σextij (~0), (21)
which is equivalent to the expression (12) for an
elastic dipole when the equivalence relation (19) is
verified.
3.3. Analogy with dislocation loops
A point-defect can also be considered as an in-
finitesimal dislocation loop. This appears natu-
ral as dislocation loops are known to be elastically
equivalent to platelet Eshelby’s inclusions [14, 15].
6
The elastic displacement and stress fields of a dis-
location loop of Burgers vector ~b are respectively
given by the Burger’s and the Mura’s formulae [16]
ui(~r) = Cjklm bm∫
A
Gij,k(~r − ~r ′)nl(~r ′) dA ′,
(22)
σij(~r) = Cijkl lnhCpqmnbm∮
L
Gkp,q(~r − ~r ′) ζh(~r ′) dl ′.
(23)
The displacement is defined by a surface integral
on the surface A enclosed by the dislocation loop,
with ~n(~r ′) the local normal to the surface element
dA ′ in ~r ′, and the stress by a line integral along
the loop of total line length L. ~ζ is the unit vector
along the loop, and lnh is the permutation tensor.
Like for the Eshelby’s inclusion, far from the loop
(‖~r‖  ‖~r ′‖), we can use a series expansion of the
Green’s function derivatives and keep only the lead-
ing term. Considering a loop located at the origin,
we thus obtain
ui(~r) =Cjklm bmAlGij,k(~r), (24)
σpq(~r) =Cpqin Cjklm bmAlGij,kn(~r), (25)
where ~A is the surface vector defining the area of
the loop. These expressions are equal to the ones
obtained for an elastic dipole (8) and (9), with
the equivalent dipole tensor of the dislocation loop
given by
Pjk = −Cjklm bmAl. (26)
Looking at the interaction with an external stress
field, the interaction energy with the dislocation
loop is given by
Eint =
∫
A
σextij (~r) bi nj dA. (27)
For an infinitesimal loop, it simply becomes
Eint = σextij (~0) biAj , (28)
which is equivalent to the expression (12) obtained
for an elastic dipole when the equivalent dipole ten-
sor of the dislocation loop is given by Eq. (26).
3.4. Polarizability
The equivalent point-forces distribution of a
point-defect can be altered by an applied elastic
field [17]. This applied elastic field thus leads to an
induced elastic dipole and the total elastic dipole of
the point-defect now depends on the applied strain
εext:
Pij(ε
ext) = P 0ij + αijklε
ext
kl , (29)
where P 0ij is the permanent elastic dipole in absence
of applied strain and αijkl is the point-defect diae-
lastic polarizability [18–20]. Considering the anal-
ogy with the Eshelby’s inclusion, this polarizability
corresponds to an infinitesimal inhomogeneous in-
clusion, i.e. an inclusion with different elastic con-
stants than the surrounding matrix. It describes
the fact that the matrix close to the point-defect
has a different elastic response to an applied strain
because of the perturbations of the atomic bonding
caused by the point-defect. For the analogy with
an infinitesimal dislocation loop, the polarizability
corresponds to the fact that the loop can change its
shape by glide on its prismatic cylinder (or in its
habit plane for a pure glide loop) under the action
of the applied elastic field.
Following Schober [18], the interaction of a point-
defect located at the origin with an applied strain
is now given by
Eint = −P 0ij εextij (~0)−
1
2
αijkl ε
ext
ij (~0) ε
ext
kl (~0). (30)
This expression of the interaction energy, which
includes the defect polarizability, has important
consequences for the modeling of point-defects as
it shows that some coupling is possible between
two different applied elastic fields. Considering the
point-defect interaction with the two strain fields
ε(1) and ε(2) originating from two different sources,
the interaction energy is now given by
Eint = − P 0ij
(
ε
(1)
ij + ε
(2)
ij
)
− 1
2
αijkl
(
ε
(1)
ij + ε
(2)
ij
)(
ε
(1)
kl + ε
(2)
kl
)
,
= − P 0ijε(1)ij −
1
2
αijkl ε
(1)
ij ε
(1)
kl
− P 0ijε(2)ij −
1
2
αijkl ε
(2)
ij ε
(2)
kl
− αijkl ε(1)ij ε(2)kl .
The last line therefore shows that, without the
polarizability, the interaction energy of the point-
defect with the two strain fields will be simply the
superposition of the two interaction energies with
each strain fields considered separately. A coupling
is introduced only through the polarizability. Such
a coupling is for instance at the origin of one of the
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mechanisms proposed to explain creep under irra-
diation. Indeed, because of the polarizability, the
interaction of point-defects, either vacancies or self-
interstitial atoms, with dislocations under an ap-
plied stress depends on the dislocation orientation
with respect to the applied stress. This stronger in-
teraction with some dislocation families leads to a
larger drift term in the diffusion equation of the
point-defect and thus to a greater absorption of
the point-defect by these dislocations, a mechanism
known as Stress Induced Preferential Absorption
(or SIPA) [21–24]. This polarizability is also the
cause, in alloy solid solutions, of the variation of
the matrix elastic constants with their solute con-
tent.
This diaelastic polarizability caused by the per-
turbation of the elastic response of the surrounding
matrix manifests itself at the lowest temperature,
even 0 K, and whatever the characteristic time of
the applied strain. At finite temperature there may
be another source of polarizability. If the point-
defect can adopt different configurations, for in-
stance different variants corresponding to different
orientations of the point-defect like for a carbon in-
terstitial atom in a body-centered cubic Fe matrix,
then the occupancy distribution of these configu-
rations will be modified under an applied stress or
strain. This possible redistribution of the point-
defect gives rise to anelasticity [10], the most fa-
mous case being the Snoek relaxation in iron alloys
containing interstitial solute atoms like C and N
[25]. When thermally activated transitions between
the different configurations of the point-defect are
fast enough compared to the characteristic time of
the applied stress, the distribution of the different
configurations corresponds to thermal equilibrium.
Assuming that all configurations have the same en-
ergy in a stress-free state and denoting by Pµij the
elastic dipole of the configuration µ, the average
dipole of the point-defect is then given by
〈Pij〉 =
∑
µ exp (P
µ
klε
ext
kl / kT )P
µ
ij∑
µ exp (P
µ
klε
ext
kl / kT )
.
As a consequence, the average elastic dipole of the
point-defect distribution is now depending on the
applied stress and on the temperature, an effect
known as paraelasticity [17]. At temperatures high
enough to allow for transition between the different
configurations, the interaction energy of the con-
figurations with the applied strain is usually small
compared to kT . One can make a series expansion
of the exponentials to obtain
〈Pij〉 = 1
nv
nv∑
µ=1
Pµij
−
(
1
nv2
nv∑
µ,ν=1
PµijP
ν
kl −
1
nv
nv∑
µ=1
PµijP
µ
kl
)
εextkl
kT
,
where nv is the number of configurations. This
leads to the same linear variation of the elastic
dipole with the applied strain as for the diaelastic
polarizability (Eq. 29), except that the paraelastic
polarizability is depending on the temperature.
4. Parameterization of elastic dipoles
To properly model a point-defect with continuum
elasticity theory, one only needs to know its elastic
dipole. It is then possible to describe the elastic
displacement (Eq. 8) or the stress field (Eq. 9)
induced by the point-defect, and also to calculate
its interaction with an external elastic field (Eq.
12). This elastic dipole can be determined either
using atomistic simulations or from experiments.
4.1. From atomistic simulations
Different strategies can be considered for the
identification of elastic dipoles in atomistic simu-
lations. This elastic dipole can be directly deduced
from the stress existing in the simulation box, or
from a fit of the atomic displacements, or finally
from a summation of the Kanzaki forces. We ex-
amine here these three techniques and discuss their
merits and drawbacks.
Definition from the stress
Let us consider a simulation box of volume V ,
the equilibrium volume of the pristine bulk mate-
rial. We introduce one point-defect in the simula-
tion box and assume periodic boundary conditions
to preclude any difficulty associated with surfaces.
Elasticity theory can be used to predict the vari-
ation of the energy of the simulation box submit-
ted to a homogeneous strain ε. Using the interac-
tion energy of a point-defect with an external strain
given in Eq. (12), one obtains
E(ε) = E0 + E
PD +
V
2
Cijklεijεkl − Pijεij , (31)
with E0 the bulk reference energy and E
PD the
point-defect energy, which can contain a contribu-
tion from the interactions of the point-defect with
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its periodic images (see section 5.4). The average
residual stress on the simulation box is obtained by
simple derivation as3
〈σij(ε)〉 = 1
V
∂E
∂εij
,
= Cijklεkl − 1
V
Pij .
(32)
In the particular case where the periodicity vectors
are kept fixed between the defective and pristine
supercells (ε = 0), the elastic dipole is proportional
to the residual stress weighted by the supercell vol-
ume:
Pij = −V 〈σij〉. (33)
This residual stress corresponds to the stress in-
crease, after atomic relaxation, due to the intro-
duction of the point-defect into the simulation box.
When this equation is used to determine the elas-
tic dipole in ab initio calculations, one should pay
attention to the spurious stress which may exist in
the equilibrium perfect supercell because of finite
convergence criteria of such calculations. This spu-
rious stress has to be subtracted from the stress of
the defective supercell, so the residual stress enter-
ing Eq. 33 is only the stress increment associated
with the introduction of the point-defect.
One can also consider the opposite situation
where a homogeneous strain ε¯ has been applied to
cancel the residual stress. The elastic dipole is then
proportional to this homogeneous strain:
Pij = V Cijklε¯kl. (34)
One would nevertheless generally prefer working
with fixed periodicity vectors (ε = 0) as σ = 0 cal-
culations necessitate an increased number of force
calculations, as well as an increased precision for ab
initio calculations. In the more general case where a
homogeneous strain is applied and a residual stress
is observed, the elastic dipole can still be derived
from these two quantities using Eq. (32).
This definition of the elastic dipole from the
residual stress (Eq. 33), or more generally from
both the applied strain and the residual stress (Eq.
32), is to be related to the dipole tensor measure-
ment first proposed by Gillan [28, 29], where the
elastic dipole is equal to the strain derivative of the
formation energy, evaluated at zero strain. Instead
of doing this derivative numerically, one can simply
3See also Refs. [26] and [27] for other proofs.
use the analytical derivative, i.e. the stress on the
simulation box, which is a standard output of any
atomistic simulations code, including ab initio cal-
culations. This technique to extract elastic dipoles
from atomistic simulations has been validated [30–
32], through successful comparisons of interaction
energies between point-defects with external strain
fields, as given by direct atomistic simulations and
as given by the elasticity theory predictions using
the elastic dipole identified through Eq. (33). The
residual stress therefore leads to quantitative esti-
mates of the elastic dipoles.
Definition from the displacement field
The elastic dipole can also be obtained from the
displacement field, as proposed by Chen et al. [33].
Using the displacement field ~uat(~R) obtained after
relaxation in atomistic simulations, a least-square
fit of the displacement field ~uel(~R) predicted by
elasticity theory can be realized, using the dipole
components of the dipole as fit variables. A reason-
able cost function for the least-square fit is
f(Pij) =
∑
~R
‖~R‖>rexcl
∥∥∥R2 [~uel(~R)− ~uat(~R)]∥∥∥2 , (35)
with rexcl the radius of a small zone around the
point-defect, so as to exclude from the fit the atomic
positions where elasticity does not hold. The R2
factor accounts for the scaling of the displacement
field with the distance to the point-defect, thus giv-
ing a similar weight to all atomic positions included
into the fit. For atomistic simulations with periodic
boundary conditions, one needs to superimpose the
elastic displacements of the point-defect with its pe-
riodic images, which can be done by simple summa-
tion, taking care of the conditional convergence of
the corresponding sum [32]. With large simulation
boxes (≥ 1500 atoms), the obtained elastic dipole
components agree with the values deduced from the
residual stress, and the choice of rexcl is not critical.
The number of atomic positions included in the fit,
and for which elasticity is valid, is sufficiently high
to avoid issues arising from the defect core zone [32].
In contrast, for small simulation boxes of a few hun-
dred atoms, i.e. typical of ab initio simulations, the
obtained Pij values are highly sensitive to rexcl, and
their convergence with rexcl cannot be guaranteed.
This fit of the displacement field appears therefore
impractical to obtain precise values of the elastic
dipole in ab initio calculations.
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(a) unrelaxed vacancy (b) relaxed vacancy
(c) 0th order approx. (d) 1st order approx.
Figure 1: Procedure for the computation of the Kanzaki
forces in the case of a vacancy. The white spheres corre-
spond to atoms at their perfect bulk positions, i.e. before
relaxation, the white square to the vacancy, and the black
spheres to the atoms at their relaxed position around the
defect.
Definition from the Kanzaki forces
The definition given in Eq. (10) of the elastic
dipole as the first moment of the point-force dis-
tribution offers a third way to extract this elastic
dipole from atomic simulations. This corresponds
to the Kanzaki force method [8, 34–41]. Kanzaki
forces are defined as the forces which have to be
applied to the atoms in the neighborhood of the
point-defect to produce the same displacement field
in the pristine crystal as in the defective supercell.
Computation of these Kanzaki forces can be per-
formed following the procedure given in Ref. [39],
which is illustrated for a vacancy in Fig. 1. Start-
ing from the relaxed structure of the point-defect
(Fig. 1b), the defect is restored in the simulation
cell, e.g. the suppressed atom is added back for the
vacancy case (Fig. 1c). A static force calculation
is performed then and provides the opposite of the
searched forces on all atoms in the obtained simula-
tion cell. These atomic forces are used to compute
the elastic dipole Pij =
∑
q F
q
j a
q
i , with
~F q the op-
posite of the force acting on atom at ~aq, assuming
the point-defect is located at the origin. The sum-
mation is usually restricted to atoms located inside
a sphere of radius r∞.
As Kanzaki’s technique is valid only in the har-
monic approximation, one checks that the atomic
forces entering the elastic dipole definition are in
the harmonic regime by restoring larger and larger
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Figure 2: Elastic dipole components of the SIA octahedral
configuration in hcp Zr, as a function of the cutoff radius r∞
of the force summation normalized by the lattice parameter
a. Values are obtained by the Kanzaki’s forces approach on
a simulation box containing 12800 atoms, restoring (a) only
the point-defect, and (b) up to 16 defect neighbor shells.
The horizontal lines are the values deduced from the residual
stress. Calculations have been performed with the EAM #3
potential of Ref. [42] (see Ref. [32] for more details).
defect neighboring shells to their perfect bulk posi-
tions [39] (Fig. 1c-d), computing the forces on the
obtained restored structures, and then the elastic
dipole. The case where n defect neighbor shells
are restored is referred to as the nth order approx-
imation. As the restored zone becomes larger, the
atoms remaining at their relaxed positions are more
likely to sit in an harmonic region. The convergence
of the resulting elastic dipole components with re-
spect to n thus enables to evaluate the harmonicity
aspect.
Fig. 2 provides the elastic dipole values as a func-
tion of the cutoff radius r∞, for the octahedral con-
figuration of the self-interstitial atom (SIA) in hcp
Zr. Only the point-defect has been restored in Fig.
2a (approximation 0), whereas the restoration zone
extends to the 16th nearest-neighbors in Fig. 2b.
Constant Pij values are reached for a cutoff radius
r∞ ∼ 2.5 a and ∼ 4 a, respectively, showing that
the defect-induced forces are long-ranged [32, 41].
As a result, the supercell needs to be large enough
to avoid convolution of the force field by periodic
boundary conditions and a high precision on the
atomic forces is required. Comparing with the elas-
tic dipole deduced from the residual stress, one can-
not only restore the point-defect (approximation 0
in Fig. 2a) to obtain a quantitative estimate with
the Kanzaki method. A restoration zone extending
at least to the 16th nearest neighbors is necessary
for this point-defect to obtain the correct elastic
dipole. As the anharmonic region depends on the
defect and on the material, one cannot choose a pri-
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ori a radius for the restoration zone, but one needs
to check the convergence of the elastic dipole with
the size of this restoration zone.
Discussion
These three approaches lead to the same values
of the elastic dipole when large enough supercells
are used, thus confirming the consistency of this
elastic description of the point-defect. This has
been checked in Ref. [32] for the vacancy and var-
ious configurations of the SIA in hcp Zr. But for
small simulation cells typical of ab initio calcula-
tions, both the fit of the displacement field and the
calculation from the Kanzaki forces are usually not
precise enough because of the too large defect core
region, i.e. the region which has to be excluded from
the displacement fit or the restoration zone for the
Kanzaki forces. This is penalizing for ab initio cal-
culations, even for point-defects as simple as the H
solute or the vacancy in hcp Zr [32, 43]. Besides,
the Kanzaki’s technique requires additional calcu-
lations to obtain the defect-induced forces and to
check that the forces entering the dipole definition
are in the harmonic regime. As this restoration
zone is extended, the defect-induced forces become
smaller and the precision has to be increased. The
definition from the residual stress appears indeed
as the only method leading to reliable Pij values
within ab initio simulations. It is also easy to apply,
as it does not require any post treatment nor ad-
ditional calculations: it only uses the homogeneous
stress on the simulation box and the knowledge of
the defect position is not needed.
All these methods can be of course also used to
determine the diaelastic polarizability. One only
needs to get the elastic dipole for various applied
strains. The linear equation (29) then leads the
stress-free elastic dipole P 0ij and the polarizability
αijkl. The most convenient method remains a def-
inition from the residual stress. Considering the
polarizability, Eq. (32) now writes
〈σij(ε)〉 =
(
Cijkl − 1
V
αijkl
)
εkl − 1
V
Pij , (36)
thus showing that the polarizability is associated
with a variation of the elastic constants propor-
tional to the point-defect volume fraction. This
linear variation of the elastic constants arising from
the point-defect polarizability has been character-
ized for vacancies and SIAs in face-centered cubic
(fcc) copper [44], or various solute atoms in body-
centered cubic (bcc) iron [45, 46].
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Figure 3: Elastic dipole of a C atom lying in a [001] octa-
hedral interstitial site in bcc Fe as a function of the inverse
volume V of the supercell. The elastic dipole has been de-
duced from the residual stress in ab initio calculations (see
Ref. [47] for more details).
One consequence of the diaelastic polarizability
is that the elastic dipole may depend on the size
of the supercell with periodic boundary conditions.
The strain at the point-defect position is indeed the
superposition of the homogeneous strain εij and the
strains created by the periodic images of the point-
defect εpij . In the ε = 0 case for instance, the ob-
tained elastic dipole is then
Pij = P
0
ij + αijklε
p
kl. (37)
As the strain created by a point-defect varies as the
inverse of the cube of the separation distance (Eq.
9), the last term in Eq. (37) scales with the inverse
of the supercell volume. Therefore, when homoth-
etic supercells are used, one generally observes the
following volume variation
Pij = P
0
ij +
δPij
V
,
which can be used to extrapolate the elastic dipole
to an infinite volume, i.e. to the dilute limit [26, 32,
47]. An example of this linear variation with the
inverse volume is shown in Fig. 3 for an interstitial
C atom in a bcc Fe matrix.
4.2. From experiments
From an experimental perspective, when trying
to extract elastic dipole of point-defects, both the
symmetry and the magnitude of the components
of the elastic dipole tensor are a priori unknown,
and possibly also the number of defect-types into
the material. We first restrict ourselves to the case
where only one single type of point-defect with a
known symmetry is present.
If the point-defect has a lower symmetry than
the host crystal, then it can adopt several variants
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which are equivalent by symmetry but possess dif-
ferent orientations. The energy of such a volume V
containing different variants of the point-defect and
submitted to a homogeneous strain is
E(ε) = E0 + E
PD +
V
2
Cijklεijεkl
− V
nv∑
µ=1
cµP
µ
ijεij , (38)
with nv the total number of different variants and
cµ the volume concentration of variant µ. This rela-
tion assumes that the different point-defects are not
interacting, which is valid in the dilute limit. For
zero stress conditions, as usually the case in experi-
ments, the average strain induced by this assembly
of point-defects is
ε¯ij = Sijkl
nv∑
µ=1
cµP
µ
kl, (39)
with Sijkl the inverse of the elastic constants Cijkl.
This linear relation between the strain and the
point-defect concentrations corresponds to a Veg-
ard’s law and allows for many connections with ex-
periments. It generalizes Eq. 34 to the case of a
volume containing a population of the same point-
defect with different variants. As mentioned in §3.1,
point-defects in experiments are sometimes rather
characterized by their λ-tensor [10]. Combining the
definition of this λ-tensor (Eq. 13) with Eq. (39),
one shows the equivalence of both definitions:
λµij =
1
Ωat
Sijkl P
µ
kl,
or equivalently Eq. (14).
When the point-defect has only one variant or
when only one variant is selected by breaking the
symmetry – through either a phase transformation
(e.g. martensitic [48, 49]) or the interaction with an
applied strain field for instance – the variations of
the material lattice constants with the defect con-
centration follow the defect symmetry. If the point-
defect concentration is known, the elastic dipole
components are therefore fully accessible by mea-
suring lattice parameter variations, e.g. by dilatom-
etry or X-ray diffraction using the Bragg reflections.
On the other hand, for a completely disordered
solid solution of point-defects with various variants
(nv > 1), the average distortion induced by the
point-defect population does not modify the parent
crystal symmetry [10]. Each variant is equiproba-
ble, i.e. cµ = c0/nv with c0 the nominal point-defect
concentration. The stress-free strain induced by the
point-defect (Eq. 39) thus becomes
ε¯ij = c0 Sijkl 〈Pkl〉 with 〈Pkl〉 = 1
nv
nv∑
µ=1
Pµkl.
Measurements of the lattice parameter variations
with the total defect concentration give thus access
only to some sets of combinations of the Pij com-
ponents. For instance, if we consider a point-defect
in a cubic crystal, like a C solute in an octahedral
site of a bcc Fe crystal, one obtains the following
variation of the lattice parameter with the solute
concentration
a(c0) = a0
(
1 +
Tr (P )
3 (C11 + 2C12)
c0
)
, (40)
with C11 and C12 the elastic constants in Voigt no-
tation. This variation can again be characterized
using dilatometry or X-ray diffraction. But know-
ing Tr (P ) is not sufficient for a point-defect with
a lower symmetry than the cubic symmetry of the
crystal, as the elastic dipole has several indepen-
dent components (two for the C solute atom in bcc
Fe). Additional information is therefore needed to
fully characterize the point-defect.
For those defects having a lower symmetry than
their parent crystal, the anelastic relaxation ex-
periments may provide such supplementary data
[10, 50]. By applying an appropriate stress, a split-
ting of the point-defect energy levels occurs, and a
redistribution of the defect populations is operated.
The relaxation of the compliance moduli then gives
access to other combinations of the elastic dipole
components. Not all of the relaxations are allowed
by symmetry, as illustrated for the C solute in bcc
Fe, where only the quantity |P11 − P33| is accessi-
ble [51]. The number of parameters accessible from
anelastic measurements is lower than the indepen-
dent components of the defect elastic dipole. This
technique must then be used in combination with
other measurements, like the variations of the lat-
tice parameter.
Alternatively, a useful technique working with
a random defect distribution is the diffuse Huang
scattering. The diffuse scattering of X-rays near
Bragg reflections [52–54] reflects the distortion scat-
tering caused by the long-range part of the defect-
induced displacement field. It thus provides infor-
mation about the strength of the point-defect elas-
tic dipole. The scattered intensity is proportional –
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in the dilute limit – to the defect concentration and
to a linear combination of quadratic expressions of
the elastic dipole components. The coefficients of
this combination are functions of the crystal elastic
constants and of the scattering vector in the vicin-
ity of a given reciprocal lattice vector. Therefore,
by an appropriate choice of the relative scattering
direction, the quadratic expressions can be deter-
mined separately.
Except for simple point-defects like a substitu-
tional solute atom or a single vacancy, the defect
symmetry may be unknown. Both anelastic re-
laxation and Huang scattering experiments provide
important information for the determination of the
defect symmetry. The presence of relaxation peaks
in anelasticity is a direct consequence of the defect
symmetry [10, 50]. Within Huang scattering ex-
periments, information about the defect symmetry
is obtained either by the analysis of the morphol-
ogy of iso-intensity curves or through an appropri-
ate choice of scattering directions to measure the
Huang intensity.
To conclude, when extracting elastic dipoles from
experiments, one must usually rely on a combina-
tion of several experimental techniques to obtain all
components.
5. Some applications
5.1. Solute interaction with a dislocation
This elastic modeling can be used for instance to
describe the interaction of a point-defect with other
structural defects. To illustrate, and also validate,
this approach, we consider a C interstitial atom in-
teracting with a dislocation in a bcc iron matrix.
This interstitial atom occupies the octahedral sites
of the bcc lattice. As these sites have a tetragonal
symmetry, the elastic dipole Pij of the C atoms has
two independent components and gives thus rise to
both a size and a shape interaction. The interaction
energy of the C atom with a dislocation is given
by Eq. (12) where the external strain εextij is the
strain created by the dislocation at the position of
the C atom. This has been compared in Ref. [55]
to direct results of atomistic simulations, using for
the C elastic dipole and for the elastic constants
the values given by the empirical potential used for
the atomistic simulations. Results show that elas-
tic theory leads to a quantitative prediction when
all ingredients are included in the elastic model, i.e.
when elastic anisotropy is taken into account to cal-
culate the strain field created by the dislocation and
(a) Screw dislocation (h = 4d110 ' 8.1 A˚)
(b) Edge dislocation (h = −9d110 ' −18.2 A˚)
Figure 4: Binding energy Ebind = −Eint between a screw
or an edge dislocation and a C atom in bcc iron for different
positions x of the dislocation in its glide plane. The C atom
is lying in a [100] octahedral interstitial site at a fixed dis-
tance h of the dislocation glide plane. Symbols correspond to
atomistic simulations and lines to elasticity theory, consid-
ering all components of the stress created by the dislocation
or only the pressure, and using isotropic or anisotropic elas-
ticity.
when both the dilatation and the tetragonal distor-
tion induced by the C atom are considered (Fig.
4). The agreement between both techniques is per-
fect except when the C atom is in the dislocation
core. With isotropic elasticity, the agreement with
atomistic simulations is only qualitative, and when
the shape interaction is not considered, i.e. when
the C atom is modeled as a simple dilatation center
(Pij = P δij), elastic theory fails to predict this in-
teraction (Fig. 4). The same comparison between
atomistic simulations and elasticity theory has been
performed for a vacancy and a SIA interacting with
a screw dislocation still in bcc iron [41]. The agree-
ment was not as good as for the C atom. But in this
work, the elastic dipoles of the point-defects were
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obtained from the Kanzaki forces, using the 0th or-
der approximation, which is usually not as precise
as the definition from the stress (cf. § 4.1) and may
explain some of the discrepancies.
One can also use elasticity theory to predict how
the migration barriers of the point-defect are mod-
ified by a strain field. The migration energy is the
energy difference between the saddle point and the
stable position. Its dependence with an applied
strain field ε(~r) is thus described by
Em[ε] = Em0 + P
ini
ij εij(~rini)− P sadij εij(~rsad), (41)
where P iniij and P
sad
ij are the elastic dipoles of the
point-defect respectively at its initial stable position
~rini and at the saddle point ~rsad, and E
m
0 is the mi-
gration energy without elastic interaction. Still for
a C atom interacting with a dislocation in a bcc Fe
matrix, comparison of this expression with results
of direct atomistic simulations show a good agree-
ment [56], as soon as the C atom is far enough from
the dislocation core. Similar conclusions, on the va-
lidity of equation (41) to describe the variation of
the solute migration energy with an applied strain,
have been reached for a SIA diffusing in bcc Fe [33],
a vacancy in hcp zirconium [30] or a Si impurity in
fcc nickel [31].
5.2. Elastodiffusion
This simple model predicting the variation of the
migration energy with an applied strain field (Eq.
41) can be used to study elastodiffusion. Elastodif-
fusion refers to the diffusion variations induced by
an elastic field [57], either externally applied or in-
ternal through the presence of structural defects.
Important implications exist for materials, such as
transport and segregation of point-defects to dislo-
cations leading to the formation of Cottrell atmo-
spheres [58], irradiation creep [59], or anisotropic
diffusion of dopants in semiconductor thin films
[60, 61].
At the atomic scale, solid state diffusion oc-
curs through the succession of thermally activated
atomic jumps from stable to other stable positions,
with atoms jumping either on vacancy sites or on in-
terstitial sites of the host lattice. Within transition
state theory [62], the frequency of such a transition
is given by
Γα = ν
0
α exp (−Emα / kT ), (42)
where ν0α is the attempt frequency for the transition
α and Emα is the migration energy.
Considering the effect of a small strain field on
this bulk system, the diffusion network and the
site topology will not be modified. On the other
hand, the presence of this small strain field modi-
fies the migration energies and the attempt frequen-
cies. As shown in the previous section, the elastic
dipole description of the point-defect can predict
the modification of the stable and saddle point en-
ergies, and thus of the migration energy (Eq. 41).
Ignoring the strain effect on attempt frequencies,
the incorporation of the modified energy barriers
into stochastic simulations like atomistic or object
kinetic Monte Carlo (OKMC) methods enables to
characterize the point-defect elastodiffusion effect.
This approach has been used, for instance, to study
the directional diffusion of point-defects in the het-
erogeneous strain field of a dislocation, correspond-
ing to a biased random walk [30, 56, 63].
Diffusion in a continuous solid body is character-
ized by the diffusion tensor Dij which expresses the
proportionality between the diffusion flux and the
concentration gradient (Fick’s law). The effect of
an applied strain is then described by the elastodif-
fusion fourth-rank tensor dijkl [57], which gives the
linear dependence of the diffusion tensor with the
strain:
Dij = D
0
ij + dijkl εkl. (43)
This elastodiffusion tensor obeys the minor symme-
tries dijkl = djikl = dijlk, because of the symmetry
of the diffusion and deformation tensors, and also
the crystal symmetries. Starting from the atom-
istic events as defined by their transition frequen-
cies (Eq. 42), the diffusion coefficient, and its varia-
tion under an applied strain, can be evaluated from
the long time evolution of the point-defect trajec-
tories in stochastic simulations [64]. Alternatively,
analytical approaches can be developed to provide
expressions [65, 66]. The elastodiffusion can thus
be computed by a perturbative approach, starting
from the analytical expression of the diffusion ten-
sor [57, 67]. This results in two different contri-
butions: a geometrical contribution caused by the
overall change of the jump vectors and a contri-
bution due to the change in energy barriers as de-
scribed by Eq. (41). This last contribution is thus
a function of the elastic dipoles at the saddle point
and stable positions. It is found to have an impor-
tant magnitude in various systems [57, 67], being for
instance notably predominant for interstitial impu-
rities in hcp Mg [68]. It is temperature-dependent,
sometimes leading to complex variations with non-
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monotonic variations and also sign changes for some
of its components [68]. As noted by Dederichs and
Schroeder [57], the elastic dipole at the saddle point
completely determines the stress-induced diffusion
anisotropy in cubic crystals. Experimental mea-
surement of the elastodiffusion tensor components
can therefore provide useful information about the
saddle point configurations.
Both approaches, relying either on stochastic
simulations or analytical models, are now usually
informed with ab initio computed formation and
migration energies, and attempt frequencies. The
elastic modeling of a point-defect through its elastic
dipole offers thus a convenient way to transfer the
information about the effects of an applied strain,
as obtained from atomistic simulations, to the dif-
fusion framework.
5.3. Bias calculations
Point-defect diffusion and absorption by elements
of the microstructure such as dislocations, cavities,
grain boundaries and precipitates play an impor-
tant role in the macroscopic evolution of materi-
als. It is especially true under irradiation, since in
this case not only vacancies but also self-interstitial
atoms (SIAs) migrate to these sinks. Owing to
their large dipole tensor components, SIAs gener-
ally interact more than vacancies with the stress
fields generated by sinks. This leads to a differ-
ence in point-defect fluxes to a given sink known
as the “absorption bias”. For example, in the “dis-
location bias model” [69], which is one of the most
popular models to explain irradiation void swelling,
dislocations are known as biased sinks: they absorb
more interstitials than vacancies. Voids, which pro-
duce shorter range stress fields, are considered as
neutral sinks, meaning that their absorption bias is
zero. Since SIAs and vacancies are produced in the
same quantity, the preferential absorption of SIAs
by dislocations leads to a net flux of vacancies to
voids and thus to void growth. Similar explanations
based on absorption biases have been given to ratio-
nalize irradiation creep [21] and irradiation growth
in hexagonal materials [70]. In order to predict the
kinetics of such phenomena, a precise evaluation of
absorption biases is necessary.
Following the rate theory formalism [69], the ab-
sorption bias of a given sink can be written as the
relative difference of sink strengths for interstitials
(k2i ) and vacancies (k
2
v) [71]. The strength of a sink
for a point-defect θ (θ = i, v) is related to the loss
rate φθ through
φθ = k
2
θDθcθ, (44)
where Dθ is the diffusion coefficient free of elastic
interactions and cθ is the volume concentration of
θ.
The sink strength can be calculated with differ-
ent methods, for example by solving the diffusion
equation around the sink [57, 69] or an associated
phase field model [72], or by performing object ki-
netic Monte Carlo simulations (OKMC) [73, 74]. It
should be noted that analytical solution of the diffu-
sion equation is limited to a few cases and often re-
quires the defect properties or the stress field to be
simplified [75–77], so in general numerical simula-
tions are necessary [78–81]. In the following we con-
sider the OKMC approach, due to its simplicity and
its flexibility to introduce complex diffusion mech-
anisms and the effect of stress fields [30, 82, 83].
In OKMC simulations of sink strengths, a sink
is introduced in a simulation box where periodic
boundary conditions are used and point-defects are
generated at a given rate K. They diffuse in the
box by successive atomic jumps until they are ab-
sorbed by the sink. For each defect in the simula-
tion box, the jump frequencies of all jumps from the
current stable state to the possible final states are
calculated and the next event is chosen according
to the standard residence time algorithm [84, 85].
The jump frequency of event α is given by Eq. (42),
considering the strain dependence of the migration
energy through Eq. (41).
The sink strength is deduced from the average
number of defects in the box Nθ at steady state by
the following equation [83]:
k2θ =
K
DθNθ
, (45)
from which the bias is deduced:
B =
k2i − k2v
k2i
. (46)
Another method is often used for the calculation
of sink strengths with OKMC [73, 74]. For each
defect, the number of jumps it performs before it
is absorbed by the sink is registered. The sink
strength is then deduced from the average num-
ber of jumps. Although this method is equivalent
to the method based on the average concentration
in the non-interacting case, it is no more valid if
elastic interactions are included. In this case the
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Figure 5: Sink strengths of a twist grain boundary (θ = 7.5°)
for (a) vacancies and (b) SIAs, and (c) absorption bias, as
a function of the layer thickness d. (see Ref. [83] for more
details).
average time before absorption should be measured
instead of the average number of jumps, since jump
frequencies now depend on the location of the de-
fect and are usually higher. Therefore, applying
this method in the interacting case often leads to
an underestimation of sink strengths.
As an illustration, we consider the study pub-
lished in Ref. [83], where sink strengths of
semi-coherent interfaces have been calculated with
OKMC, taking into account the effect of the strain
field generated by the interfaces. The strain is the
sum of the coherency strain and of the strain due
to interface dislocations. It has been calculated by
a semi-analytical method within the framework of
anisotropic elasticity [83, 86, 87]. We consider the
case of a twist grain boundary in Ag, which pro-
duces a purely deviatoric strain field. Two grain
boundaries distant from each other by d are intro-
duced in the box and periodic boundary conditions
are applied.
Dipole tensors of vacancies and SIAs in Ag have
been computed by DFT for both stable and saddle
positions [83], using the residual stress definition
(Eq. 33). At the ground state, the elastic dipole
of the vacancy is isotropic and the one of the SIA
almost isotropic. On the other hand, the elastic
dipole tensors have a significant deviatoric compo-
nent for both point-defects at their saddle point.
Sink strengths of the twist grain boundary are
shown in Fig. 5-(a,b) as a function of the layer thick-
ness d and compared to the analytical result with
no elastic interactions k2 = 12/d2. Sink strengths
for both vacancies and SIAs are significantly in-
creased when elastic interactions are included and
when anisotropy at saddle point is taken into ac-
count, especially for thinner layers. However, if
the saddle point is considered isotropic, the non-
interacting case is recovered. This is due to the
deviatoric character of the strain field: since the
dipole tensor of the vacancy in its ground state is
purely hydrostatic, the interaction energy of a va-
cancy with the strain field is zero and there is no
thermodynamic driving force for the absorption of
the vacancy. A similar result is obtained for SIAs,
because of their almost purely hydrostatic dipole for
their ground state. Fig. 5c shows the evolution of
the bias. For this interface, saddle point anisotropy
leads to a negative bias, meaning that vacancies
tend to be more absorbed than interstitials.
This approach has also been recently used for the
calculation of the sink strength of straight disloca-
tions and cavities in aluminum [88]. In both cases,
saddle point anisotropy appears to have a signifi-
cant influence on the sink strengths. This confirms
analytical results obtained with various levels of ap-
proximation [77, 89, 90].
5.4. Isolated defect in atomistic simulations
The elastic modeling of point-defects is also use-
ful in the context of atomistic simulations. Such
simulations, in particular ab initio calculations, are
now unavoidable to obtain the point-defects ener-
getics, like their formation and migration energies
[1]. However, an ongoing issue is their difficulty to
obtain the properties of isolated defects. One can
use atomistic simulations with controlled surface to
model an isolated point-defect [91–95], but then,
the excess energy associated with the point-defect
could be exactly set apart from the one of the exter-
nal surfaces or interfaces only for interatomic poten-
tials with a cutoff interaction radius, correspond-
ing to short-range empirical potentials like EAM.
For more complex potentials or for ab initio cal-
culations, the absence of any interaction cutoff pre-
vents an unambiguous definition of the point-defect
energy. A supercell approach relying on periodic
boundary conditions is therefore usually preferred.
The combined effect of periodic boundary condi-
tions and of the limited size of such calculations, for
numerical cost reasons, makes the computed prop-
erties difficult to converge for defects inducing long-
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range effects. This problem is well-known in the
context of charged point-defects, where long-range
Coulombian interactions exist between the defect
and its periodic images and for which corrective
schemes have been developed [96–98]. For neutral
defects, interactions between periodic images also
exist. These interactions are of elastic origin and
decay like the inverse cube of the separation dis-
tance. Consequently, the computed excess energies
are those of a periodic array of interacting point-
defects, and converge with the inverse of the su-
percell volume to the energy of the isolated defect.
This can be penalizing for defects inducing large
distortions, like SIAs or clusters, or for atomic cal-
culations where only small supercells are reachable.
The elastic description of a point-defect allows cal-
culating this spurious elastic interaction associated
with periodic boundary conditions to obtain the en-
ergy properties of the isolated point-defect [99].
After atomic relaxation, the excess energy of a
supercell containing one point-defect is given by:
EPDPBC(ε¯ = 0) = E
PD
∞ +
1
2
EintPBC, (47)
where EPD∞ is the excess energy of the isolated de-
fect and EintPBC is the interaction energy of the de-
fect with its periodic images. The factor 1/2 arises
because half of the interaction is devoted to the de-
fect itself and the other goes to its periodic images.
Continuous linear elasticity theory can be used to
evaluate this elastic interaction. If the point-defect
is characterized by the elastic dipole Pij , following
Eq. 12, this interaction energy is given by
EintPBC = −Pij εPBCij , (48)
with εPBCij the strain created by the defect periodic
images. It can be obtained by direct summation
εPBCij = −
∑
n,m,p
′
Gik,jl(n~a1 +m~a2 + p~a3)Pkl. (49)
with ~a1, ~a2 and ~a3 the periodicity vectors of the su-
percell. The prime sign indicates that the diverging
term (n = m = p = 0) has been excluded from the
sum. As the second derivative of the Green’s func-
tion Gik,jl(~r) is decaying like 1/r
3, this sum is only
conditionally convergent. It can be regularized fol-
lowing the numerical scheme proposed by Cai [100].
After computing the point-defect energy with an
atomistic simulation code, this energy can be cor-
rected by subtracting the interaction energy with
the periodic images (Eq. 47) to obtain the proper-
ties of the isolated defect. This interaction energy is
computed from the elastic constants of the perfect
crystal, which are needed to evaluate the Green’s
function and its derivative (cf. § 2.3), and from the
residual stress of the defective supercell to deter-
mine the point-defect elastic dipole (cf. § 4.1). This
is therefore a simple post-treatment, which does not
involve any fitting procedure and which can be per-
formed using the Aneto program provided as sup-
plemental material of Ref. [99].
We have assumed in Eq. (47) that the supercell
containing the point-defect has the same periodic-
ity vector than the perfect supercell, i.e. the applied
homogenous strain ε¯ is null. This corresponds to
the easiest boundary conditions in atomistic simu-
lations of point-defects. But sometimes, one prefers
to relax also the periodicity vectors to nullify the
stress in the supercell. Both these ε¯ = 0 and σ = 0
conditions converge to the same energy EPD∞ in the
thermodynamic limit but different energies are ob-
tained for too small supercells. The elastic model
can be further developed to rationalize this differ-
ence [26, 99]. For σ = 0 conditions, a strain ε¯ is ap-
plied to the defective supercell to nullify its stress.
Eq. (47) therefore needs to be complemented with
the energy contribution of this deformation
∆E(ε¯) =
V
2
Cijklε¯ij ε¯kl − Pij ε¯ij .
This applied strain ε¯ in zero stress calculations is
linked to the elastic dipole by Eq. (34). The excess
energy of the supercell containing one point-defect
is thus now given by
EPDPBC(σ = 0) = E
PD
∞ +
1
2
EintPBC −
1
2V
SijklPijPkl
= EPDPBC(ε¯ = 0)−
1
2V
SijklPijPkl,
(50)
where the elastic compliances of the bulk material
Sijkl are the inverse tensor of the elastic constants
Cijkl. This equation shows that ε¯ = 0 and σ = 0
conditions lead to point-defect excess energies dif-
fering by a factor proportional to the inverse of the
supercell volume and to the square of the elastic
dipole. This difference will be therefore important
for small supercells and/or point-defects inducing
an important perturbation of the host lattice. But
once corrected through Eqs. (47) or (50), both ap-
proaches should lead to the same value. σ = 0
calculations appear therefore unnecessary.
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Figure 6: Formation energy of a SIA cluster containing eight
interstitials in bcc iron calculated for fixed periodicity vec-
tors (ε¯ = 0) or at zero stress (σ = 0) for different sizes of the
simulation cell: (a) C15 aggregate and (b) parallel-dumbell
configuration with a 〈111〉 orientation. Atomistic simula-
tions are performed either with the M07 empirical potential
[101] (EAM) or with ab initio calculations (GGA). Filled
symbols refer to uncorrected results and open symbols to
the results corrected by the elastic model (see Ref. [99] for
more details).
We illustrate the usefulness of this elastic post-
treatment on an atomistic study of SIA clusters in
bcc iron. These clusters appear under irradiation
and can adopt different morphologies [101]. In par-
ticular, some clusters can have a 3D structure with
an underlying crystal symmetry corresponding to
the C15 Laves’ phase, and others have a planar
structure corresponding to dislocation loop clusters
with 1/2 〈111〉 Burgers vectors.
The formation energies of two different configura-
tions of a cluster containing 8 SIAs, a C15 aggregate
and a planar aggregate of parallel-dumbells with a
〈111〉 orientation, are shown in Fig. 6 for differ-
ent supercell sizes. They have been first calculated
with an empirical EAM potential [101]: with fixed
periodicity vectors (ε¯ = 0), one needs at least 2000
atoms for the C15 aggregate and 4000 atoms for
the 〈111〉 planar configuration to get a formation
energy converged to a precision better than 0.1 eV.
The convergence is slightly faster for zero stress cal-
culations (σ = 0) in the case of the C15 aggregate
(Fig. 6a), but the opposite is true in the case of
the 〈111〉 planar configuration (Fig. 6b). When
we add the elastic correction, the convergence is
improved for both cluster configurations. The cor-
rected ε¯ = 0 and σ = 0 calculations lead then to
the same formation energies, except for the small-
est simulation cell (128 lattice sites) in the case of
the 〈111〉 cluster. These formation energies have
been also obtained with ab initio calculations for a
simulation cell containing 250 lattice sites (Fig. 6).
Uncorrected ε¯ = 0 calculations lead to an energy
difference ∆E = −5.6 eV between the C15 and the
〈111〉 planar configuration, whereas this energy dif-
ference is only ∆E = −0.6 eV in σ = 0 calculations.
This variation of the energy difference is rational-
ized once the elastic correction is added, and a good
precision is obtained with this approach coupling ab
initio calculations and elasticity theory, with an en-
ergy difference of ∆E = 3.5 ± 0.2 eV. This elastic
correction has been shown to accelerate the conver-
gence of the point-defect formation and/or migra-
tion energies obtained from atomistic simulations,
in particular from ab initio calculations, in numer-
ous other cases like SIA in hcp Zr [99, 102], vacancy
in diamond silicon [99], or solute interstitials in bcc
iron [103].
6. Conclusions
Elasticity theory provides thus an efficient frame-
work to model point-defects. Describing the point-
defect as an equilibrated distribution of point-
forces, the long range elastic field of the defect and
its interaction with other elastic fields are fully char-
acterized by the first moment of this force distri-
bution, a second rank symmetric tensor called the
elastic dipole. This description is equivalent to an
infinitesimal Eshelby inclusion or an infinitesimal
dislocation loop. Knowing only the elastic con-
stants of the matrix and the elastic dipole, a quan-
titative modeling of the point-defect and its inter-
actions is thus obtained. The value of this elas-
tic dipole can be either deduced from experimen-
tal data, like Vegard’s law parameters, or extracted
from atomistic simulations. In this latter case, care
must be taken to avoid finite-size effects, in particu-
lar for ab initio calculations. The definition through
the residual stress appears as the most precise one
to obtain the dipole tensors.
The elastic description offers a convenient frame-
work to bridge the scales between an atomic and
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a continuum description so as to consider the in-
teraction of the point-defects with various complex
elastic fields. This upscaling approach has already
proven its efficiency in the modeling of elastodif-
fusion or in the calculation of absorption bias un-
der irradiation. As the numerical evaluation of the
elastic Green’s function and its derivatives does not
present nowadays any technical difficulty, such an
elastic model offers also a nice route to simulate the
evolution of a whole population of point-defects in
a complex microstructure, considering their mutual
interaction and their interaction with other struc-
tural defects, in the same spirit as dislocation dy-
namics simulations are now routinely used to model
the evolution of a dislocation microstructure.
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