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Abstract 
 
The dynamic behaviors of a mixed spin (1/2-1) hexagonal Ising nanowire (HIN) with core-shell 
structure in the presence of a time dependent magnetic field are investigated by using the 
effective-field theory with correlations based on the Glauber-type stochastic dynamics (DEFT).  
According to the values of interaction parameters, temperature dependence of the dynamic 
magnetizations, the hysteresis loop areas and the dynamic correlations are investigated to 
characterize the nature (first- or second-order) of the dynamic phase transitions (DPTs). Dynamic 
phase diagrams, including compensation points, are also obtained. Moreover, from the thermal 
variations of the dynamic total magnetization, the five compensation types can be found under 
certain conditions, namely the Q-, R-, S-, P-, and N-types.   
 
Keywords: Hexagonal Ising nanowire, Effective-field theory, Glauber-type stochastic dynamics, 
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1. Introduction 
 
Recently, magnetic nanomaterials (nanoparticles, nanofilms, nanorods, nanobelts, nanowires and 
nanotubes etc.) have attracted a great interest both theoretically and experimentally. The reason is 
that these materials can be used technological area, such as biomedical applications [1, 2], 
sensors [3], nonlinear optics [4], permanent magnets [5], environmental remediation [6], and 
information storage devices [7–9]. In particular, magnetic nanowire systems have attracted 
considerable attention not only because of their academic interest, but also the technological 
applications. In the experimental area, the magnetic nanowires have been synthesized and their 
magnetic properties have been investigated, such as Fe–Co [10], Co–Pt [11], Ni [12], Ga1-
xCuxN [13], Fe [14], Fe3O4 [15], Co [16], Fe–Pt [17], Ni-Fe [18], Co-Cu [19] etc. In theoretical 
area, the magnetic nanowires have been investigated within the various theoretical methods, such 
as effective-field theory (EFT) with correlations [20-24], Monte Carlo Simulations (MCS) [25]. 
On the other hand, the mixed spin Ising systems have attracted a great deal of attention and 
intensively investigated within the concept of statistical physics. These systems have observed 
many new phenomena that cannot be exhibit in single-spin Ising systems. The most extensively 
mixed system is mixed spin (1/2-1) Ising system. This model has been studied by the mean-field 
approximation (MFA) [26–29], MCS [30, 31] and EFT with correlation [32-35]. Moreover, some 
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further works about magnetic nanomaterials of mixed spin (1/2-1) Ising system were given [36-
40]. 
Finally, we should also mentioned that the dynamic phase transition (DPT) temperature has 
attracted much attention in recent years, both theoretically [41–49] and experimentally [50–54]. 
However, as far as we know, the DPT temperatures of the magnetic nanostructured materials 
have only been investigated a few works by usin EFT [55-58] and MCs [59-60]. Therefore, the 
aim of this paper is to investigate temperature dependence of the dynamic magnetizations and the 
dynamic phase diagrams, including compensation points, of the HIN in an oscillating magnetic 
field within the DEFT. 
 
The paper is organized as follows. In Section II, we define the model and give briefly the 
formulation of a mixed spin (1/2-1) HIN by using the DEFT. In Section III, we present the 
numerical results and discussions. Finally, Section IV contains the summary and conclusions.  
 
2. Model and Formulation 
 
The Hamiltonian of the hexagonal Ising nanowire (HIN) includes nearest neighbor interactions 
and the crystal field is given as follows:  
 
 2S i j C m n 1 i m i i m
ij mn im i i m
Hൌ‐J S S ‐J σ σ ‐J S σ ‐D S ‐h t S ൅ σ            (1)  
 
 
where 1/2  and S 1, 0  . The JS, JC and J1 are the exchange interaction parameters between 
the two nearest-neighbor magnetic particles at the shell surface, core and between the shell 
surface and core, respectively (see Fig. 1). D is a Hamiltonian parameter and stands for the 
single-ion anisotropy (i.e. crystal field). The surface exchange interaction  S C SJ J 1  and 
interfacial coupling 
1 Cr J / J  are often defined to clarify the effects of the surface and interfacial 
exchange interactions on the physical properties in the nanosystem, respectively. hሺtሻ is a time-
dependent external oscillating magnetic field and is given as    .0h t ൌh  sin wt  In here, h0 and 
ω ൌ 2πν are the amplitude and the angular frequency of the oscillating field, respectively. The 
system is in contact with an isothermal heat bath at absolute temperature TA. 
 
For the mixed spin (1/2-1) HIN system, within the framework of the EFT with correlations, one 
can easily find the magnetizations mS, mC and quadrupole moment qS as coupled equations as 
follows: 
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where x     is the differential operator. The functions F(x) and G(x) are defined as 
 
 m 2sinh[β(x+h)]F x = exp(-βD)+2cosh[β(x+h)]                          (3a) 
 
 q 2cosh[β(x+h)]F x = exp(-βD)+2cosh[β(x+h)]            (3b) 
 
   m 1 1G x  = tanh β x + h2 2
   
.            (3c) 
 
where B A1/k T , TA is the absolute temperature and kB is the Boltzman factor.  
 
In this point, we can obtain the set of the dynamical effective-field equations by means of the 
Glauber-type stochastic dynamics. We employ the Glauber transition rates, which the system 
evolves according to the Glauber-type stochastic process at a rate of 1   transitions per unit time. 
Hence, the frequency of spin flipping, f, is 1  . After some manipulations the set of dynamic 
equations of motion for the magnetizations are obtained as: 
 
 S S CS m fdm =dt m , m                            (4a) 
  
 C C SC mdm =d mt g m , ,                        (4b) 
 
In here, f and g functions came from the expanding right-hand side of Eqs. 2(a) and 2(b), 
respectively. These functions consist long coefficients that and can be easily calculated by 
employing differential operator technique, namely      exp a f x f x a   . But, these 
coefficients will not be expressed here because of complicate and long expressions. The dynamic 
order parameters or dynamic magnetizations as the time-averaged magnetization over a period of 
the oscillating magnetic field are given as  
 
    wM ( ) ,
2
m t dt                                                   (5) 
 
where α = S (Shell), C (Core), T (Total) which correspond to the dynamic magnetizations for the 
shell, core, and the dynamic total magnetization, respectively. On the other hand, the hysteresis 
loop area is defined by Acharyya [43] as 
 
0A (t)dh h w (t)cos(wt)dt,m m             (6) 
 
which corresponds to the energy loss due to the hysteresis. The dynamic correlations are 
calculated as 
 
0whwC (t) h(t)dt (t)sin(wt)dt.
2 2
m m          (7) 
 
We should also mention that in the numerical calculations, the hysteresis loop areas Aα and the 
dynamic correlations Cα are also measure in units JC. The dynamic total magnetization MT 
vanishes at the compensation temperature Tcomp. Then, the compensation point can be determined 
by looking for the crossing point between the absolute values of the surface and the core 
magnetizations. Therefore, at the compensation point, we must have 
 
   S comp C compM T = M T ,       (8) 
and 
          S comp C compsgn M T = -sgn M T .                   (9) 
 
We also require that Tcomp < TC, where TC is the critical point temperature. In the next section we 
will give the numerical results of these equations. 
 
3.  Numerical Results and Discussions 
 
In this section, we investigate behavior of time variations of average order parameters to find 
phases in this system. Then, we calculated phase diagrams in the different planes, namely the (T, 
h), (D, T), (r, T) and (ΔS, T) planes. Finally, we obtain the dynamic compensation points and 
determine different dynamic compensation behaviors. We has fixed JC = 1.0 throughout of the 
paper. 
 
3.1. The phases in the system: Time variations of average order parameters 
 
At first, the time variations of the average shell and core magnetizations are investigated to obtain 
the phases in the system. In order to determine the behaviors of time variations of the average 
magnetizations, the stationary solutions of the dynamic effective-field coupled equations, namely 
Eqs. (4a)-(4b), have been studied for various values of the system parameters.  The stationary 
solutions of these equations will be a periodic function of  with period 2; that is, 
   S Sm ξ+2π = m ξ  and    C Cm ξ+2π =m ξ .  Moreover, they can be one of the three types 
according to whether they have or do not have the properties 
 
         S Sm ξ+π = -m ξ ,           (10a) 
and 
         C Cm ξ+π = - m ξ .          (10b) 
 
where ξ = ωt. By utilizing the Adams-Moulton predictor-corrector method, we can solve Eqs. 
(10a) and (10b) for a given set of parameters and initial values. The first type solution of Eqs. 
(10a) and (10b) is a symmetric solution and it corresponds to a paramagnetic (p) phase. In the 
symmetric solution, average shell and core magnetizations delayed with respect to the external 
magnetic field. The second type solution of Eqs. (10a) and (10b) is called a non-symmetric 
solution that corresponds to a ferrimagnetic (i) solution. In this case, average shell and core 
magnetizations do not follow the external magnetic field any more, but instead of oscillating 
around zero value. The results of these solutions are presented in Fig. 2. Fig. 2(a)-(c) display p, i 
and nonmagnetic (nm) fundamental phases for different physical parameters and initial values, 
respectivelly. In Fig. 2(a), the initial values of average shell magnetization mS = 1.0 and -1.0,  and 
average core magnetization mC = 0.5 and -0.5 and oscillate around zero value, namely
   C Sm ξ = m ξ  =0 . Hence, the system shows symetric solution, namely p phase. In Fig. 2(b), 
average shell and core magnetizations have different initial values. The shell magnetization 
oscillates around 1.0 value, core magnetization oscillates around 0.5 value and system illustrates i 
phase. In Fig. 2(c), shell magnetization oscillates around the zero value and is delayed with 
respect to the external magnetic field and core magnetization does not follow the external 
magnetic field anymore, but instead of oscillating around a zero value, it oscillates around 0.5 
value and system illustrates nm phase. These solutions do not depend on the initial values, seen in 
Fig. 2(a)-(c) explicitly. 
  
3.2. Thermal behaviors of the dynamic magnetizations 
 
The dynamic order parameters or the dynamic shell and core magnetizations as the time-averaged 
magnetization over a period of the oscillating magnetic field have given Eq. (5). With the 
combination of the Adams-Moulton predictor corrector and Romberg integration numerical 
methods, we solve Eq. (5) and examine the thermal behavior of dynamic magnetizations Mα (α = 
S (shell), C (core) and T (total)) for different values of system parameters. The thermal behaviors 
of dynamic magnetizations gives the dynamic phase transition (DPT) point and the type of the 
dynamic phase transition. Figs. 3(a)-(d) are presented for obtained numerical results of Eqs. (5), 
(6) and (11). In Fig. 3, TC and Tt display the critical or the second-order phase transitions and the 
first-order phase transition temperatures, respectively. The Aα, is dynamic hysteresis loop area 
and Cα is dynamic correlations. Fig. 3(a) shows the thermal behavior of dynamic magnetizations, 
dynamic hysteresis loop area and dynamic correlation for r = 1.0, ∆S = 0.5, D = 0.0 and h0 = 2.0 
values. At zero temperature, MS = 1.0 and MC = 0.5 and with the increase of temperature they 
decrease to zero continuously; thus the system undergoes a second order phase transition from 
the ferrimagnetic (i) phase to the paramagnetic (p) phase at TC = 3.9. We have checked the 
stability of dynamical phase transition between the phases of the system by examine the dynamic 
hysteresis loop areas Aα and the dynamic correlations Cα. The dynamic hysteresis loop areas and 
the dynamic correlations become a maximum and a minimum (negative) at the second-order 
phase transition temperature TC, respectively. For r = -0.1, ∆S = -0.5, D = 0.0 and h0 = 1.0 values, 
the dynamic behavior of Mα, Aα and Cα is obtained in Fig. 3(b). In this figure, MS and MC take 
1.0 and -0.5 values at zero temperature, and they exhibits a continuous move to zero from these 
values. Hence, the system undergoes a second-order phase transition from the i phase to the p 
phase at TC = 1.08. The AS and AT dynamic hysteresis loop areas and the CS and CT dynamic 
correlations become a maximum and a minimum (negative) at the second-order phase transition 
temperature TC, respectively. Moreover, the AC does not become a maximum and the CC, become 
a maximum (positive) at TC. Fig. 3(c) is plotted for r = 1.0, ∆S = 0.0, D = 0.0 and h0 = 3.7 values. 
In this figure, at zero temperature MS = 1.0 and MC = 0.5 and they decrease zero discontinuously 
as the temperature increases; hence, the system undergoes a first-order phase transition from the i 
phase to the p phase at Tt = 0.53. Therefore, Tt is the first-order phase transition temperature 
where the discontinuity or jump occurs. We also checked this dynamic discontinuous transition to 
investigate the thermal behavior of the dynamic hysteresis loop areas Aα and dynamic 
correlations Cα, as seen in figure. As temperature increase from zero, the Aα and Cα increase from 
zero to a certain positive nonzero values, and Aα and Cα suddenly jump to the higher positive and 
lower negative values, respectively. Fig. 3(d) is obtained for r = 1.0, ∆S = 0.0, D = 0.0 and h0 = 
3.4 and different initial values. We can see that the system undergoes two successive phase 
transitions; the first is a first-order phase transition from the p phase to the i phase at Tt=0.78, the 
second is a second-order one from the i phase to p phase at TC=1.36. While the Aα decrease from 
zero as the temperature increase, the Cα increase from zero. They suddenly jump at Tt=0.78 
values. Then, with the temperature increase the Aα become a maximum and Cα become a 
minimum (negative) at the second-order phase transition temperature TC = 1.36.  
 
3.3.  Dynamic phase diagrams 
 
Now, we can obtain the dynamic phase diagrams of the system. The dynamic phase diagrams are 
represented in the (h, T), (D, T), (ΔS, T) and (r, T) planes for different values of the physical 
parameters of the system. In Fig. 4, the solid and dashed lines stand for the second- and first-
order phase transition lines, respectively. The dashed-dotted line illustrates the behavior of 
compensation temperatures. The dynamic tricritical point (TCP) is represented by a filled circle. 
The phase diagram in the (h, T) plane are illustrated in Fig. 4(a) for r = -1.0, ΔS = -0.9 and D = -
1.5 values. In Fig. 4(a), the system displays one dynamic TCP where signals the change from a 
first- to a second-order phase transition. Phase diagram contains i and p phases. Fig. 4(b) show 
the phase diagram in the (D, T) plane for the h0 = 0.1, r = -1.0 and ΔS = -0.9 values. As clearly 
seen from Fig. 4(b), the phase diagram include only second-order phase transition. The phase 
diagram contains i, p and nonmagnetic (nm) phases as well as compensation temperatures. One 
can clearly see that in low temperature and crystal field values, the system show nm phase. For h0 
= 0.1, r = -1.0 and D = -1.5 values, the phase diagram is plotted in the (ΔS, T) plane as seen in 
Fig. 4(c). Similar to Fig. 4(b), Fig. 4(c) also contains only second-order phase transition and 
compensation temperature. Phase diagram displays i and p phases. With the increase of surface 
exchange interaction parameter (ΔS), the phase transition temperature is increase. Finally, Fig. 
4(d) is obtained to show the phase diagram in (r, T) plane for h0 = 0.1, ΔS = -0.9 and D = -1.5 
values. The phase diagram contains i, p and nm phases, second-order phase transition lines as 
well as compensation temperatures. 
 
3.4. The total magnetization behavior of mixed spin (1/2-1) HIN system 
  
Fig. 5(a) displays the effect of the core-shell interfacial coupling on the total magnetization MT 
behavior. Fig. 5(a) is obtained for h0 = 0.5, D = 0.0, ΔS = -0.5 fixed values and r = -0.01, -0.5 and 
-1.0. In this figure, the P- and Q-type of compensation behaviors are obtained for r = -0.01, and -
0.5 and -1.0 values, respectively. For the same values, the total dynamic hysteresis loop area AT 
and total dynamic correlations CT are obtained, as seen in Fig. 5(b) and 5(c), respectively.  Fig. 
6(a) is plotted for h0 = 0.5, r = -1.0, D = 0.0 fixed values and for ΔS = -0.99, -0.5, and 0.0 values 
to investigate the effect of the surface shell coupling on the MT behavior. For ΔS = -0.99, and -0.5 
and 0.0 values, the S- and Q-type of compensation behaviors are observed, respectively. In Fig. 
6(b) and 6(c), the total dynamic hysteresis loop area AT and total dynamic correlations CT are 
presented, respectively. It can be easily seen from Fig. 6(b) that phase transition temperature is 
growing with the increase of the ΔS values. Fig. 7(a) illustrates the influence of the crystal field 
on the MT behavior. Fig. 7(a) is obtained for h0 = 0.5, r = -1.0, ΔS = -0.5 fixed values and D = -
1.0, -0.5 and 0.0. While the R-type is obtained for D = -1.0, the Q-type of compensation 
behaviors is observed for D = -0.5 and 0.0 values. 
 
 
 
 
3.5. The Compensation types of mixed spin (1/2-1) HIN system 
 
As known, the existence of the compensation temperature in a magnetic nanoparticle has 
important applications in the field of thermo-magnetic recording. In this purpose, we also studied 
the temperature variation of the total magnetization for various values of physical parameters of 
the system to obtain the compensation temperature and determine compensation types by using 
Eqs. (8) and (9).  Fig. 8(a) shows the Q-type behaviors for the curve labeled h0 = 0.1, r = 0.75, ΔS 
= -0.5 and D = 0.25. The R-type behavior is obtained in Fig. 8(b) for h0 = 0.1, r = 1.0, ΔS = -0.75 
and D = -0.25. Fig. 8(c) indicates the P-type behaviors for h0 = 0.1, r = 1.0, ΔS = -0.99 and D = 
0.0 values. For h0 = 0.5, r = -0.01, ΔS = -0.5 and D = 0.0 values, the S-type behaviors is obtained 
as seen in Fig. 8(d). For h0 = 0.1, r = -0.75, ΔS = -0.99 and D = -1.0 values, the N-type behaviors 
have observed as seen in Fig. 8(e). The Q-, R-, P- and N- types of compensations behaviors 
classified in the Néel theory [61] and S-type was obtained by Strecka [62]. It is also worth noting 
that recently the Q-, R-, S- and N-type [36] and the Q-, R-, N-, M-, P-, and S- type [35, 63] 
behaviors have been obtained in the mixed Ising nanoparticles and mixed hexagonal Ising 
nanowire systems, respectively. 
 
4. Summary and Conclusion 
 
Within the DEFT with correlations the dynamic phase transition points (DPTs), dynamic phase 
diagrams and dynamic compensation behaviors of the mixed spin (1/2-1) HIN system under a 
time oscillating longitudinal magnetic field were investigated. By utilizing the Glauber-type 
stochastic process, the EFT equations of motion for the average shell and core magnetizations are 
obtained for the system. We were presented the dynamic phase diagrams in the (h, T), (D, T), 
(ΔS, T)  and (r, T)  planes. Our results show that the dynamic phase diagrams contain the i, p and 
nm fundamental phases as well as TCP point and compensation temperature. The Q-, R-, P-, S- 
and N-types of compensation behaviors [35, 61, 62] have obtained in the system. We found that 
the dynamic behavior of the system strongly depends on the values of the interaction parameters. 
Finaly, although the equilibrium phase transitions of the nanosystems have been conspicuously 
studied, the dynamic or nonequilibrium properties of these systems have not been investigated 
considerably. Hence, we hope that our work contributes to close this shortcoming in the 
literature.  
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List of Figure Captions 
 
Fig. 1. (Color online) Schematic presentation of hexagonal Ising nanowire. The blue and red 
spheres indicate magnetic atoms at the surface shell and core, respectively. 
Fig. 2. (Color online) Time variations of the core and shell magnetizations (mC and mS):  
(a) Paramagnetic phase (p), r = 1.0, ∆S = 0.5, D = 0.0 and h0 = 2.0 and T = 4.5. 
(b) Ferrimagnetic phase (f), r = -0.1, ∆S = -0.5, D = 0.0 and h0 = 1.0, and T = 0.5. 
(c) Nonmagnetic phase (nm), r = -0.25, ∆S = -0.9, D = -1.5 and h0 = 0.1, and T = 0.1.  
Fig. 3. (Color online) Thermal behaviors of the dynamic core and shell magnetizations with the 
various values of r and ∆S. 
   (a) r = 1.0, ∆S = 0.5, D = 0.0 and h0 = 2.0 
   (b) r = -0.1, ∆S = -0.5, D = 0.0 and h0 = 1.0 
   (c) r = 1.0, ∆S = 0.0, D = 0.0 and h0 = 3.7 
            (d) r = 1.0, ∆S = 0.0, D = 0.0 and h0 = 3.4 
Fig. 4.  The dynamic phase diagrams in the (h, T), (D, T), (ΔS, T) and (r, T) planes of the 
hexagonal Ising nanowire. The solid and dashed lines stand for the second- and first-
order phase transition lines, respectively. The dashed-dotted line illustrates the behavior 
of compensation temperatures. The dynamic tricritical point (TCP) is represented by a 
filled circle. 
   (a) r = -1.0, ΔS = -0.9 and D = -1.5  
    (b) r = -1.0, ΔS = -0.9 and h0 = 0.1  
   (c) r = -1.0, h0 = 0.1 and D = -1.5   
   (d) ΔS = -0.9, h0 = 0.1 and D = -1.5 
Fig. 5. (Color online) For h0 = 0.5, D = 0.0, ΔS = -0.5 fixed values and r = -0.01, -0.5 and -1.0 
values 
   (a) Total dynamic magnetization 
    (b) Total dynamic correlations  
   (c) Total dynamic hysteresis loop area. 
Fig. 6. Same as with Fig. 5, but for h0 = 0.5, r = -1.0, D = 0.0 fixed values and for ΔS = -0.99, -
0.5, and 0.0 values 
   (a) Total dynamic magnetization 
    (b) Total dynamic correlations  
   (c) Total dynamic hysteresis loop area. 
Fig. 7. Same as with Fig. 5, but for h0 = 0.5, r = -1.0, ΔS = -0.5 fixed values and D = -1.0, -0.5 
and 0.0. values 
   (a) Total dynamic magnetization 
    (b) Total dynamic correlations  
   (c) Total dynamic hysteresis loop area. 
Fig. 8. The type of compensation behaviors for:  
(a) h0 = 0.1, r = 0.75, ΔS = -0.5 and D = 0.25. 
(b) h0 = 0.1, r = 1.0, ΔS = -0.75 and D = -0.25. 
(c) h0 = 0.1, r = 1.0, ΔS = -0.99 and D = 0.0. 
(d) h0 = 0.5, r = -0.01, ΔS = -0.5 and D = 0.0. 
(e) h0 = 0.1, r = -0.75, ΔS = -0.99 and D = -1.0. 
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