Abstract-In video coding, the coding decisions made during the encoding of a reference frame impact the achievable rate distortion performance of all inter-predicted frames which refer to it. Most encoders operate frame-by-frame and do not specifi cally consider this inter-dependency. In this paper, a multi-frame transform coefficient optimization method for H.265/HEVC is proposed. The inter-frame dependencies are described using a linear signal model, such that the optimization problem can be cast in the form of an £1 -regularized least squares problem. A simple functional relationship between the regularization param eter and the quantization paramter is empirically found. Bit rate savings are in the range of 7-10 % for a simple IPPP ... prediction structure and about 3 % for a random access configuration.
I. INTRODUCTION
In video coding, there are inter-frame dependencies due to motion-compensated prediction. The achievable rate distortion performance of an inter-coded frame depends on the coding decisions made during the encoding of its reference frames. Ty pically, in the encoding of the reference frames, the impact on their referring frames is either not considered at all or only via some rough heuristic (e.g., by using some fixed QP cascading rule in hierarchical prediction structures). In this paper, a multi-frame rate distortion optimization algorithm is described which determines transform coefficient levels such that their impact on subsequent frames is taken into account.
II. LINEAR MODEL OF VIDEO DECODING
This work uses the linear signal model of the reconstruction process for a series of consecutive frames as proposed in [1], [2] . In the following the individual parts of the model are described in detail. Note that although to simplify matters only the luma samples are considered, the concepts could easily be extended to also include the chroma samples.
Under the assumption of a group of N > 1 frames under consideration, each having a width of Wand a height of H luma samples, there are K = N . W . H luma samples total.
The following K x 1 column vectors are introduced:
• s, the vector of reconstructed samples, Note that the samples from the individual frames are stacked into column vectors according to some mapping rule, e.g. Z scan or raster scan order. Even though the used mapping, as long as one-to-one and onto, is in principle arbitrary, in the following frame-by-frame Z-scan mapping in coding order is assumed, because this particular mapping has the following two nice properties: 1 . ) All samples belonging to the same transform block receive consecutive indices. 2.) A sample with index i can, due to prediction, only depend on other samples with an index smaller than i.
Using the above notation, and neglecting any filtering op eration on the reconstructed signal samples, the reconstructed signal can be written as follows:
A.
Matrix notation of inverse transform
The residual signal is obtained from the transform co efficient levels by a scaling operation, which depends on the quantization step size, followed by inverse transform. In matrix notation, this can be written by usage of a K x K scaling/inverse transform matrix T = [tl t2 ... tKJ and the K x 1 column vector c of the transform coefficient levels as follows:
Each column ti of T contains the scaled basis function (basis image) corresponding to transform coefficient Ci.
B. Matrix notation of motion-compensated prediction
The prediction signal can be split into two parts,
• the variable part that depends on reconstructed samples of the N frames under consideration, and
• the fixed part which either depends on reconstructed samples of other ("previous" in coding order) frames, that are outside the set of N frames under consideration, or which is generated by some static prediction method (e.g., DC intra prediction mode).
If the fixed part is denoted as p, the prediction signal can be written in matrix notation by usage of a K x K prediction matrix M as follows:
It is assumed in the following that the matrix M represents only the motion-compensated prediction signal, whereas the intra prediction signal is included in the fixed prediction signal p. s= §+r =p+Ms+ Tc
Note that since M is a very large matrix, direct computation of the inverse of (I -M) is not practical. However since 
The operational optimization of a video encoder is typically based on a Lagrangian approach, meaning that a weighted sum of the distortion of the reconstructed video samples and the corresponding bit rate is minimized [3] . In most encoder im plementations, this rate distortion optimization (RDO) is done block-by-block. This paper is based on the idea originating from [1], [2] , [4] , that, assuming known and fixed prediction parameters (i.e., prediction modes, motion vectors, and refer ence indices), the transform coefficients of a reference frame can be chosen in such a way that the impact on the referring frames is taken into account and consequently the overall rate distortion performance is improved. For that purpose, a group of N consecutive frames in coding order is jointly optimized. There is an interdependency between prediction parameters and transform coefficients which is resolved in the following way. In a first step, the prediction parameters and transform coefficients for the individual frames are determined using the ordinary encoding method as in the reference encoder implementation. Then, in a second step, the transform coeffi cients for this group of frames are redetermined, utilizing the now known inter-frame dependencies. In the following, the second step, in which the transform coefficients are optimized under consideration of inter-frame dependencies, is described in more detail.
Formally, a numerical optimization problem is stated where the optimization variables are the transform coefficients c of the N frames. As in the usual Lagrangian approach, a weighted sum of the distortion term D( c) and an approxi mation of the bit rate R( c) is minimized, where the trade-off between the two is controlled by a regularization parameter /1:
The function J(c) is the (approximated) rate distortion cost of the coefficient vector c.
A. Definition of the distortion function D( c)
In video coding, the squared error between original and reconstruction is typically used as the distortion measure. Therefore, the sum of squared differences between original and reconstructed sample values (squared £2-norm of the difference signal) is used here as the distortion metric.
In addition to the nomenclature of the previous chapter, the
The distortion function D( c) can then be defined as follows:
The new vector y equals the original sample values, subtracted by the motion-compensated fixed prediction signal. The ma trix A is the reconstruction operator, i.e. inverse transform followed by motion-compensated prediction.
B. Definition of the rate function R( c)
The actual bit rate that results from encoding the transform coefficient vector c is a very intricate function due to sophis ticated entropy coding methods that are employed in state of the art video coding standards. In particular, the bit rate for encoding a transform coefficient Ci depends on the previously encoded transform coefficients. Therefore the actual bit rate is not additive in the sense, that the bit rate for each Ci can be determined independently, and the total bit rate corresponds to the sum of the individual bit rates. Since the actual bit rate cannot be stated in analytical form, a simple surrogate is used. As a first simplification, an additive rate function R( c)
is assumed, such that
i =O Furthermore, it is assumed, that the individual Ri ( . ) are all the same, such that
The function RO(Ci) should be defined in such a way that a smaller transform coefficient (in absolute value) results in a smaller value of Ro (Ci), since a smaller transform coefficient (in absolute value) results in smaller number of encoded binary symbols (bins) and, thus, typically in a smaller bit rate. As the simplest function with this property, RO(Ci) is defined as the absolute value of Ci, i.e. RO(Ci) = I Ci l .
The resulting surrogate rate function R( c) is consequently obtained as the £l-norm of the transform coefficient vector c:
i =O
C. Regularized least squares problem
With the above definitions of D( c) and R( c), the multi frame transform coefficient optimization problem (9) is ob tained in the following standard form:
Numerical optimization problems of this type are called £1-regularized least squares problems. They have attracted much interest in recent years. An introductory overview with focus on signal processing can be found in [5] . An appealing property of this kind of optimization problem is that it leads to a sparse solution vector. The sparsity, i.e. the fraction of zero components, is controlled by the regularization parameter p,.
A larger value of p, corresponds to a larger sparsity, since the impact of the regularization term is increased. The problem (17) can be solved using the iterative shrinkage/thresholding algorithm (ISTA) [5] , [6] .
IV. DESCRIPTION OF THE ALGORITHM
The general structure of the algorithm follows closely the one proposed in [2, Sec. 4.2]. In order to limit the resulting computational complexity, intra-predicted blocks are excluded from the optimization, because intra-prediction leads to long prediction chains and the computational complexity of the algorithm is to a large degree governed by the length of the longest prediction chain vmax.
Given a regularization parameter p, and a number N of frames to optimize jointly, the optimization algorithm for H.265/HEVC proceeds as follows. 1) Since I slices are not included in the optimization, the first frame is ordinarily encoded using HM and a variable M is set equal to l.
2) The frames M, M + 1, ... , M + N -1 (in coding order)
are ordinarily encoded using HM such that their block partitioning, prediction modes, motion vectors etc. are known.
3) The multi-frame transform coefficient problem (17) is solved for these frames, given the inter-frame dependen cies from the previous step, represented in the matrix A, and the regularization parameter p,. 4) An integer approximation for the real-valued elements of the solution vector Co p t has to be found. Note that simple rounding may not be a feasible option here, since H.265/HEVC supports a coding tool named sign data hiding (SDH) [7] , where for a group of 16 transform coefficients, the sign of one of these coefficients is coded using the parity of the sum of the absolute values of all the 16 coefficients. Obviously, this limits the freedom to choose an arbitrary combination of transform coef ficients, and therefore has to be considered. If the sum parity of the coefficients obtained by simple rounding does not match the one required for SDH, the value of one coefficient has to be modified. For this purpose, the coefficient is chosen, where this modification leads to the smallest deviation from the real-valued coefficient as obtained from the solution algorithm. 5) The integer-valued coefficients obtained in the previous step are used for the inter-coded blocks of frame M, the coefficients of the intra-coded blocks are re-estimated, since they depend on the reconstructed samples of neighboring blocks which might have changed.
6) M:= IvI + 1 and execution continues at step 2.
V. EXPERIMENTAL RESULT S
In this section, the previously described algorithm is ap plied to the H.265/HEVC video coding standard using a modified version of the HM 10.0 reference encoder. The test sequences and encoder settings as in the so-called "common test conditions" (CTC) [8] are used. There are three basic configurations defined in the CTC: All-intra, random access (RA), and low delay. The first configuration, which uses intra only, is out of scope for this work, since there is no inter-frame prediction and, consequently, no inter-frame dependencies. The last configuration is also inapplicable here, because the computational burden required to perform the multi-frame optimization as well as the structural delay caused by the multi-frame look-ahead exclude low delay coding scenarios.
So, from a use case perspective, the focus will be on the random access coding scenario. Still, in the following, the optimization method is first studied using a simple IPPP ... prediction structure using one reference frame, i.e. each P frame references its directly preceding frame, and infinite intra period, i.e. only the first frame is coded as an I frame. All frames are encoded using the same quantization parameter (QP) value. The other encoder settings are kept as in the RA configuration. Based on the insights derived from the analysis of this simple IPPP ... prediction structure, the behaviour for the RA configuration is studied.
A. Determination of the optimal regularization parameter Each value of p, results in one operating point (i.e., bit rate and distortion) of the multi-frame optimization. A simple rule for determining the optimal value of p, is sought after. In a first step, for each combination of sequence and QP, the optimal operating point is determined. For the definition of the optimal operating point, two cases have to be distinguished. If there are operating points lying above the HM anchor curve (i.e., corresponding to a coding gain), then the optimal operating point is defined as the point above the anchor curve whose minimal distance to the HM anchor curve is maximal. If there are no such points, then the optimal operating point is defined as the point whose minimal distance to the HM anchor curve is minimal, such that the distance from the HM anchor curve (which corresponds to the coding loss) is minimized. Based on the optimal operating point, a range of acceptable points is defined. The range of acceptable points has been defined based on the slope of the rate distortion curve in the optimal point. Using the range of points whose slope is within ±30% of the slope in the optimal point has empirically been found to be expedient. An exemplary case is shown in Fig. 1 (note that a logarithmic scale has been used for the bit rate on the x-axis). The two outer hollow circles mark the range of acceptable points and the center hollow circle indicates the optimal operating point. The set of all the values of the regularization parameter p, which lead to acceptable operating points is the set of acceptable p, values for a given sequence and a given QP value. The resulting intervals are shown in Fig. 2 for QP E {22, 26, 30, 34, 38}. 104 ,---,----,---,----,---,----,---,----,-- -+-data points for N=3 regression line for N=3 regression line for N=4
Log-linear regression analysis of the optimal JL value over the QP.
The operating point resulting from this rule is shown in Fig. 1 marked with an "X" symbol.
B. Bit rate savings 1) IPPP ... prediction structure: The overall bit rate sav ings relative to HM 10.0 in terms of the Bj0ntegaard delta bit rate (BD bit rate) [9] are shown in Table I . It can be seen that a larger number N of frames which are optimized jointly, results in higher bit rate savings. The only case where a coding loss is observed, is the NebutaFestival sequence. For this sequence, a significantly large fraction of intra-predicted blocks is observed, which is problematic for the multi-frame optimization method for two reasons: First, since the intra predicted blocks are not considered in the optimization, the optimization will only affect a smaller number of transform coefficients. Second, since the intra-predicted blocks break the temporal prediction chain, there is also less to be gained for those coefficients which are included in the optimization, because there will be a smaller number of samples referring to these. An overall run-time increase by a factor of 10-20 relative the HM reference encoder is observed for the Class C and D sequences. For larger resolutions, a further run-time increase can be limited by the usage of a spatial sliding window, such that each frame is split into a series of smaller sized "optimization windows," which are processed sequentially.
2) RA prediction structure: The multi-frame optimization is also applied to the RA configuration of [8] , which uses a periodic prediction structure with Group of Picture (GOP) of eight frames. Note that only the so-called "key frames" (i.e. the first frame in coding order of each GOP), are included in the optimization. Obviously, there is no point in applying the optimization to the four non-reference frames within each GOP, because they do not serve as prediction reference and therefore there are no inter-frame dependencies which could be exploited. Inclusion of the other (non-key) reference frames did not show coding efficiency improvements. The correspond ing results are shown in Table II for different intra periods. The column denoted as x k means that k times the intra period as in [8] has been used, which corresponds to a random access period of approximately k seconds. Average bit rate savings of about 3 % BD bit rate can be observed, with a maximum of 10 % for the BQTerrace sequence at 1920x 1080 resolution. The optimization fails for the RaceHorses sequence, both at 832x480 and 416x240 resolution, but even in the worst test case, this results only in an overall bit rate increase of 0.3 %. Ty pically, a longer intra period leads to higher bit rate savings. As after each intra frame the prediction chain is interrupted and the multi-frame optimization is started anew, a shorter distance between these restarts will lead to smaller bit rate savings.
VI. CONCLUSIONS
A multi-frame transform coefficient optimization algorithm for H.265/HEVC has been presented. The achievable coding efficiency improvement depends on the length of the prediction chain, which is the longest in an IPPP ... setting. Similarly, in a random access (RA) configuration, the resulting coding gains are higher for longer intra periods. Preliminary results indicate that by inclusion of the intra-predicted blocks the coding efficiency can be further improved, which might particularly benefit the RA scenario, where for the so-called "key frames" the ratio of intra-predicted blocks is generally higher than in an IPPP ... setting.
