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Abstract
We identify the column vectors of an n × k matrix (k  n) with a k-tuple of vectors in the n dimensional
vector space Cn. The value of the alternative k-multiple linear functional D on the vector space of all n × k
matrices is uniquely determined by the value on the finite subset {(ei1 , . . . , eik ) | i1 < · · · < ik} of k-tuples
of elements in the canonical basis {e1, . . . , en}. Cullis [C.E. Cullis, Matrices and Determinoids, vol. 1,
Cambridge University Press, 1913; vol. 2, 1918; vol. 3, 1925] called the value D(X) of the functional D at
an n × k matrix X satisfying
D(ei1 , . . . , eik ) = (−1)
∑k
=1(i−),
the determinoid (which we call determinant throughout this paper) of X. In this article we study several
properties of such matrices and give a characterization of the determinants by using the Laplace expansion
property known for square matrices.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Long time has passed since Cullis gave a lecture on the determinants for rectangular (not
necessarily square) matrices at Calcutta University. The lecture notes consisting of big three
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volumes entitled “Matrices and Determinoids” [1] was published from Cambridge University
Press in 1913 (vol. 1), 1918 (vol. 2) and 1925 (vol. 3). While, in these lecture notes, many size of
determinants for rectangular matrices have been computed, it seems that the mathematical expla-
nation including the definitions of the determinant for rectangular matrices was not described in a
sophisticated way. In order to define such an object the determinant must satisfy the alternativity,
the multilinearity with respect to the column vectors of a matrix, and some normalizing condition.
In this paper we reformulate all these conditions in the form of vectors in a Grassmann algebra. We
introduce two kinds of determinants, a Cullis determinant and a simpler but new determinant in
Definition 6. These two turn out to be a sister determinats through our discussion on determinants,
especially in the argument on the Laplace expansion of the determinant. Throughout this paper
our main concerns are to elucidate reasons why Cullis chose such a normalization. One of the
answers is obtained as a characterization of the Cullis determinant in Theorem 12.
2. Sign of injection
Let I denote the set {1, 2, . . . , n} of indices, and K a subset {1, . . . , k}. Let SIk denote the set
of injections of K to I and CIk the family
{σ(K) | σ ∈ SIk } (where σ(K) = {σ(1), . . . , σ (k)})
of the images of such injections. This coincides with the family of subsets of k elements in I and
the family consists of
(
n
k
)
elements. For each c ∈ CIk , the sign of c is define by
sgnI (c) = (−1)
∑k
=1(i−),
where i1, . . . , ik is the increasing arrangement of elements in c. For a permutation of i1, . . . , ik
given by
π =
(
i1 · · · ik
m1 · · · mk
)
the cardinality ν(π) of the set {(ik, i) | k <  and mk > m} is called the number of inversions
and the sign of the permutation π is defined as
sgn(π) = (−1)ν(π).
There will not cause any confusion even if we use the same symbol sgn for sets in CIk as well as
for permutations.
Definition 1. The sign sgnnk(σ ) for an injection σ ∈ SIk is defined to be the product of the sign
of the set σ(K) ∈ CIk and the sign of the permutation
π =
(
i1 · · · ik
σ (1) · · · σ(k)
)
,
where i1, . . . , ik is the increasing arrangement of elements in σ(K).
In particular, when c consists of a single element i ∈ I , the sgnI (c) is −1 or 1 according as i
is even or odd.
Remark 1. The set SIn is identified with the nth symmetric group Sn. Further, if we interpretate
the image σ(K) of σ as the k − 1 simplex, sgnnk(σ ) indicates the orientation of the k − 1 simplex
(σ (1), . . . , σ (k)) based on the orientation of the k − 1 simplex (1, . . . , k).
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Lemma 2. Let i1, . . . , ik and ik+1, . . . , in be the increasing arrangements of elements in c and
I \ c, respectively. Then
sgnI (c) = sgn
(
1 2 · · · n
i1 i2 · · · in
)
.
Proof. The signs of permutations(
1 2 3 · · · i1 − 1 i1
i1 1 2 · · · i1 − 2 i1 − 1
)
and (
1 2 3 · · · i1 i1 + 1 i1 + 2 · · · i2
i1 i2 1 · · · i1 − 2 i1 − 1 i1 + 1 · · · i2 − 1
)
are (−1)i1−1 and (−1)(i1−1)+(i2−2), respectively. Repeating the same arguments up to ik , we get
the proof. 
The above discussion can be applicable to K instead of I . Then for any d ∈ CK (  k) it is
easy to see that sgnK(d) = sgnI (d) by definition. Moreover for any subset J of I consisting of
k elements, using the increasing bijection ρ : J → K , we define the sign of d ∈ CJ (  k) by
sgnJ (d) = sgnK(ρ(d)).
This is the case ρ(d) ∈ CI and hence
sgnJ (d) = sgnK(ρ(d)) = sgnI (ρ(d)).
Lemma 3. Let c ∈ CIk and d ∈ CI ( < k) with d ⊂ c. If i1, . . . , ik is the increasing arrangement
of elements in c and ip1 , . . . , ip is the increasing arrangement of elements in d, then
sgnI (c \ d) = (−1)
∑
α=1(k−pα)−((−1)/2)sgnI\d(c \ d).
Proof. The signs sgnI (c \ d) is given by
(−1)
∑p1−1
p=1 (ip−p)+
∑p2−1
p=p1+1(ip−(p−1))+···+
∑k
p=p+1(ip−(p−)).
Let ρ : I \ d → {1, . . . , n − } be the increasing bijection. Then ρ(im′) = im′ for m′ with 1 
m′ < p1, andρ(ipm+m′) = ipm+m′ − m form′ with 1  m′ < pm+1 − pm, where ip+1 = k. Then
the sign sgnI\d(c \ d) is given by
(−1)
∑p1−1
p=1 (ip−p)+
∑p2−1
p=p1+1((ip−1)−(p−1))+···+
∑k
p=p+1((ip−)−(p−)).
Comparing the above two signs, we see that the difference of two exponents is given by
(p2 − 1 − p1) + 2(p3 − 1 − p2) + · · · + ( − 1)(p − 1 − p−1) + (k − p)
= k − (( − 1)/2) −
∑
α=1
pα =
∑
α=1
(k − pα) − (( − 1)/2).
This completes the proof. 
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3. Basic facts from Grassmann algebras
The k times tensor product (Cn)⊗k = Cn ⊗ · · · ⊗ Cn of the n dimensional vector space Cn is
the nk dimensional vector space. Let {e1, e2, . . . , en} be the canonical basis of Cn. Then the set
{e1 ⊗ · · · ⊗ ek | 1  i  n(i = 1, . . . , k)} is an orthonormal basis of (Cn)⊗k with respect to
the canonical inner product. Furthermore, there exists a projection Ak on (Cn)⊗k defined by
Ak(x1 ⊗ · · · ⊗ xk ) =
1
k !
∑
σ∈Sk
sgn(σ )xσ(1) ⊗ · · · ⊗ xσ(k) ,
where Sk is the kth symmetric group. Using the notations of exterior product, we denote the vector√
k!Ak(x1 ⊗ · · · ⊗ xk ) and the subspace Ak(Cn)⊗k by
x1 ∧ · · · ∧ xk ,
k∧
Cn,
respectively. The vector and the subspace are called the k-vector and the k-fold exterior power,
respectively and the dimension of the subspace is
(
n
k
)
. For two k-vectors x1 ∧ · · · ∧ xk and
y1 ∧ · · · ∧ yk in this subspace, denoting by ((xi |yj )) or ((xi |yj ))ij the k × k matrix with (xi |yj )
the (i, j) entries, we find that
(x1 ∧ · · · ∧ xk|y1 ∧ · · · ∧ yk) = det k((xi |yj )).
In what follows we denote the determinant of a k × k matrix X by det k(X). For each c ∈ CIk ,
using σ ∈ SIk with σ(K) = c, we set
eIc = sgnnk(σ )eσ(1) ∧ · · · ∧ eσ(k).
The right hand side does not depend on the choice of σ . In this case the set {eIc | c ∈ CIk} becomes
an orthonormal basis of
∧k Cn. Using the increasing arrangement i1, . . . , ik of elements in c, we
find that
ei1 ∧ · · · ∧ eik = sgnI (c)eIc .
Denote this vector by e˜Ic . Then the set {e˜Ic | c ∈ CIk} is also an orthonormal basis of
∧k Cn.
Next we consider the direct sum of such k-fold exterior powers:
∧
Cn =
n⊕
k=0
k∧
Cn,
which is considered to be an inner product space, where we set
∧0 Cn = C for some unit vector
.
For each n × k matrix B with k  n we denote by(B) the linear operator on∧Cn satisfying
(B)(x1 ∧ · · · ∧ x) = Bx1 ∧ · · · ∧ Bx ( = 0, 1, . . . , k).
When n = k, it holds that (B1)(B2) = (B1B2), (B∗) = (B)∗, and so on.
Since the k-fold exterior power
∧k Cn and the (n − k)-fold exterior power∧n−k Cn have the
same dimension, these spaces form a dual pair with respect to the bilinear functional
〈x1 ∧ · · · ∧ xk, xk+1 ∧ · · · ∧ xn〉 = det n((x1, . . . , xn)),
where (x1, . . . , xn) is an n × n matrix with xj the j th column.
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Lemma 4
1. For any permutation π ∈ Sn on I,
〈eπ(1) ∧ · · · ∧ eπ(k), eπ(k+1) ∧ · · · ∧ eπ(n)〉 = sgn(π).
2. If mi = mj for some pair i, j with i /= j, then
〈em1 ∧ · · · ∧ emk , emk+1 ∧ · · · ∧ emn〉 = 0.
3. For each c ∈ Cnk , it holds that 〈eIc , eII\c〉 = sgnI (I \ c).
We regard the space
∧n−k Cn as the dual of∧k Cn for all k ∈ I and extend this to the whole
of the inner product space
∧
Cn. Then there exists a conjugate linear operator J on∧Cn defined
by {
J :∧n−k Cn →∧k Cn (k = 0, 1, . . . , n),
(x1 ∧ · · · ∧ xk|J (xk+1 ∧ · · · ∧ xn)) = detn((x1, . . . , xn)).
In case of the real vector space this operator is the so-called Hodge operator. It is an antiuni-
tary with J 2ξ = (−1)k(n−k)ξ for ξ ∈∧k Cn. Indeed, sgnI (c)sgnI (I \ c) = (−1)k(n−k), which
follows from Lemma 5 below. In particular, for any permutation π ∈ Sn on I
J (eπ(k+1) ∧ · · · ∧ eπ(n)) = sgn(π)eπ(1) ∧ · · · ∧ eπ(k).
Now, the exterior product on
∧
Cn is defined by
ξ ∧ η =
⎧⎪⎨⎪⎩
√(
 + k

)
A+k(ξ ⊗ η) ( + k  n),
0 ( + k > n)
for ξ ∈∧ Cn and η ∈∧k Cn. Then ξ ∧  =  ∧ ξ = ξ and the exterior product satisfies the
associative law (ξ ∧ η) ∧ ζ = ξ ∧ (η ∧ ζ ). The inner product space ∧Cn turns out to be a so-
called Grassmann algebra (or exterior algebra). On this algebra, there exists a linear operator a(x)
for x ∈ Cn defined by
a(x)(x1 ∧ · · · ∧ xk) = x ∧ x1 ∧ · · · ∧ xk (k = 0, 1, . . . , n − 1),
a(x)(x1 ∧ · · · ∧ xn) = 0.
The adjoint operator is given by
a(x)∗(x1 ∧ · · · ∧ xk) =
k∑
=1
(−1)+1(x|x)x1 ∧ · · · ∧ x̂  ∧ · · · ∧ xk.
The operators a(x) and a(x)∗ are called a creation and an annihilation operator, respectively. They
satisfy the anti-commutation relation:
a(x)a(y) + a(y)a(x) = 0, a(x)∗a(y) + a(y)a(x)∗ = (y|x)1,
where 1 is the identity opeartor. It is easy to see that
Lemma 5. For each c ∈ CIk , it holds that
1. eIc = Je˜II\c.
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2. eIc ∧ e˜II\c =
(
n
k
)−1/2∑
d∈CIk An(e
I
d ⊗ e˜II\d) = eII (= e1 ∧ e2 ∧ · · · ∧ en).
Remark 2. When we regard eIc as a vector representation of a k − 1 simplex c ∈ CIk , the anni-
hilation operator a(1)∗ gives the boundary operator on
∧
Cn, where 1 is the column vector
e1 + · · · + en whose whole entries are the number 1.
4. Definition of determinants
Now we begin by discussing the determinants for rectangular matrices by using the structure
of Grassmann algebras.
Definition 6. Let 1  k  n and K = {1, 2, . . . , k}. For an n × k matrix X, we define
detnk(X) =
∑
c∈CIk
((X)eKK |eIc ), (1)
Detnk(X) =
∑
c∈CIk
((X)eKK |e˜Ic ). (2)
We call detnk(X) Cullis’ determinant, and Detnk(X) co-Cullis’ determinant.
When k = n, eII = e˜II = e1 ∧ · · · ∧ en = J and
detnn(X) = Detnn(X) = ((X)eII |J) = detn(X).
The determinant for matrices with longer row than column is defined to be that for their transpose.
Therefore we can restrict our discussion to the case 1  k  n in the following.
In what follows we discuss whether the determinants defined above have suitable properties
deserving its name. Notice that (X)eKK = x1 ∧ · · · ∧ xk for X = (x1, . . . , xk).
Proposition 7
1. Both determinants detnk(X) and Detnk(X) are alternative and k-linear with respect to the
column vectors of X.
2. In case of k = n, both determinants coincide with the usual determinant for a square matrix.
For each c ∈ CIk we denote by Pc the projection to the k dimensional subspace spanned by{em | m ∈ c}. This is a diagonal matrix with entries 1 or 0 according as the indices of the diagonal
elements belong to c or not. Furthermore, the restriction of (Pc) to the k-fold exterior power
is the projection to the 1 dimensional subspace CeIc and {(Pc) | c ∈ CIk} gives an orthogonal
decomposition to 1 dimensional subspaces of the k-fold exterior power.
Let Y be an n × k matrix. For each d ∈ CI the  × k matrix obtained by deleting the rows
with indices belonging to I \ d is denoted by Pd |Y .
Lemma 8. Let X = (x1, . . . , xk) be an n × k matrix and c ∈ CIk .
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1. Let ik+1, . . . , in be the increasing arrangement of elements in I \ c. Then
detnk(PcX) = (x1 ∧ · · · ∧ xk|eIc )
= detn((x1, . . . , xk, eik+1 , . . . , ein)).
2. Detnk(PcX) = sgnI (c)detnk(PcX) = detk(Pc|X).
3. detnk(X) =∑c∈CIk detnk(PcX).
4. Detnk(X) =∑c∈CIk Detnk(PcX).
Proof. 1. Using the fact that (Pc)eIc′ = δcc′eIc , we rewrite the determinant
detnk(PcX) =
⎛⎜⎝Pcx1 ∧ · · · ∧ Pcxk
∣∣∣∣∣ ∑
c′∈CIk
eIc′
⎞⎟⎠
= (x1 ∧ · · · ∧ xk|eIc ) = (x1 ∧ · · · ∧ xk|Je˜II\c)
= detn((x1, . . . , xk, eik+1 , . . . , ein)).
Assertions 2, 3 and 4 are obtained directly. 
Let us try to compute the Cullis’ determinants for some cases.
Example 9
1. If X is a vector x = (xi), then each c ∈ CI1 is of the form {i} for some i ∈ I and detn1(X) =
(x|∑ni=1 eI{i}) =∑ni=1(−1)i−1xi .
2. If X = (xij ) is an n × 2 matrix of the form (x1, x2), then
detn2(X) =
⎛⎝x1 ∧ x2
∣∣∣∣∣∑
i<j
sgnI ({i, j})ei ∧ ej
⎞⎠
=
∑
i<j
(−1)i+j+1(x1 ∧ x2|ei ∧ ej ) =
∑
i<j
(−1)i+j+1
∣∣∣∣xi1 xi2xj1 xj2
∣∣∣∣ .
3. If X is of the form (x1, . . . , xn−2), then J
∑
i<j ei ∧ ej =
∑
c∈CIn−2 e
I
c and
det n,n−2(X) =
⎛⎜⎝x1 ∧ · · · ∧ xn−2
∣∣∣∣∣ ∑
c∈CIn−2
eIc
⎞⎟⎠
=
〈
x1 ∧ · · · ∧ xn−2,
∑
i<j
ei ∧ ej
〉
=
∑
i<j
detn((x1, . . . , xn−2, ei, ej )).
4. If X is of the form (x1, . . . , xn−1), then J
∑n
i=1 ei =
∑
c∈CIn−1 e
I
c and
Y. Nakagami, H. Yanai / Linear Algebra and its Applications 422 (2007) 422–441 429
detn,n−1(X) =
⎛⎜⎝x1 ∧ · · · ∧ xn−1
∣∣∣∣∣ ∑
c∈CIn−1
eIc
⎞⎟⎠
=
〈
x1 ∧ · · · ∧ xn−1,
n∑
i=1
ei
〉
= detn((x1, . . . , xn−1, 1)).
The multilinearity and the alternativity for rows hold neither for the determinants detnk(X)
nor Detnk(X). However, they have the following property for the exchange of rows.
Proposition 10. Let X be an n × k matrix. For each π ∈ Sn let U be the unitary matrix on
Cn satisfying Uei = eπ(i)(i ∈ I ) and let ν(π|c) be the number of inversions of the mapping
π|c : c → π(c). Then
1. detnk(U∗X) =∑c∈CIk (−1)ν(π|c)sgnI (c)sgnI (π(c)) det nk(Pπ(c)X),
2. Detnk(U∗X) =∑c∈CIk (−1)ν(π|c)Detnk(Pπ(c)X),
where π(c) = {π(i1), . . . , π(ik)} for c = {i1, . . . , ik}. In this case, it holds that sgnI (c) ×
sgnI (π(c)) = (−1)
∑k
p=1(π(ip)+ip).
Proof. 1. Let i1, . . . , ik be the increasing arrangement of elements in c ∈ CIk . Then
(U)e˜Ic = (U)(ei1 ∧ · · · ∧ eik ) = Uei1 ∧ · · · ∧ Ueik
= eπ(i1) ∧ · · · ∧ eπ(ik) = (−1)ν(π|c)e˜Iπ(c).
Hence we have
detnk(U∗X) =
⎛⎜⎝U∗x1 ∧ · · · ∧ U∗xk∣∣∣ ∑
c∈CIk
eIc
⎞⎟⎠
=
⎛⎜⎝(U∗)(x1 ∧ · · · ∧ xk)∣∣∣ ∑
c∈CIk
eIc
⎞⎟⎠
=
⎛⎜⎝x1 ∧ · · · ∧ xk∣∣∣(U) ∑
c∈CIk
eIc
⎞⎟⎠
=
⎛⎜⎝x1 ∧ · · · ∧ xk∣∣∣ ∑
c∈CIk
(−1)ν(π|c)sgnI (c)sgnI (π(c))eIπ(c)
⎞⎟⎠
=
∑
c∈CIk
(−1)ν(π|c)sgnI (c)sgnI (π(c)) det nk(Pπ(c)X).
2. It is easy to see from the above computation. 
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This proposition tells us that the Cullis’ determinant for rectangular matrices depend heavily
on the choice of a basis.
Remark 3. It follows from Proposition 10 that there exists no direct connection between two
different matrices detnk(PI\dY ) and detn−,k(PI\d |Y ) for an n × k matrix Y and d ∈ CI .
5. A characterization for Cullis’ determinant
In this section we discuss several conditions which must be satisfied by rectangular matrices.
For any k, n with 1  k  n we denote the vector space of all n × k matrices by Mn,k(C).
We start with the discussion on the Laplace expansion for square matrices. The second expan-
sion in the following proposition is the familiar one, in which each (−1)k(n−k)detn,n−k(PI\cY )
is the cofactor of detk(Pc |X).
Proposition 11. For X ∈ Mn,k(C) and Y ∈ Mn,n−k(C), it holds that
detn((X, Y )) =
∑
c∈CIk
det nk(PcX) det n−k(PI\c|Y )
= (−1)k(n−k)
∑
c∈CIk
det k(Pc|X) det n,n−k(PI\cY ).
Proof. Let X = (x1, . . . , xk) and Y = (y1, . . . , yn−k). By virtue of Lemmas 5 and 8 the first
equation turns out to be
detn((X, Y )) = (x1 ∧ · · · ∧ xk|J (y1 ∧ · · · ∧ yn−k))
=
∑
c∈CIk
(x1 ∧ · · · ∧ xk|eIc )(eIc |J (y1 ∧ · · · ∧ yn−k))
=
∑
c∈CIk
det nk(PcX)(y1 ∧ · · · ∧ yn−k|e˜II\c)
=
∑
c∈CIk
det nk(PcX)Detn,n−k(PI\cY ).
Making use of Lemma 8 again, we can show the first equation. Replacing {eIc | c ∈ CIk} by
{e˜Ic | c ∈ CIk} in the above argument, we can obtain a similar expansion for the second. 
Remark 4. The idea of the above proof of Laplace expansion is similar to that of Theorem 3.3
in Section 4.3 in [3].
For any n × n matrix B we find that
(J(B∗)J ∗(B)(x1 ∧ · · · ∧ xk)|J (xk+1 ∧ · · · ∧ xn))
= ((B)(x1 ∧ · · · ∧ xk)|J(B)(xk+1 ∧ · · · ∧ xn))
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= detn((Bx1, . . . , Bxn)) = detn(B) det n((x1, . . . , xn))
= (detn(B)(x1 ∧ · · · ∧ xk)|J (xk+1 ∧ · · · ∧ xn))
for any k = 0, 1, . . . , n and xi (i = 1, . . . , n). Hence we have a formula
J(B∗)J ∗(B) = detn(B)1,
where 1 is the identity operator on
∧
Cn. This corresponds to Theorem 3.2 in the same section
in [3].
Using the notation in Proposition 11, we set B = (X, Y ) and K = {1, 2, . . . , k}. Since J ∗ =
(−1)k(n−k)J on∧k Cn and JeKK = (−1)k(n−k)eI\KI\K , we see that
detn(B) = (J(B∗)J ∗(B)eKK |eKK) = ((B)eKK |J(B)J ∗eKK)
= (−1)k(n−k)
∑
c∈CIk
((B)eKK |e˜Ic )(e˜Ic |J(B)JeKK)
= (−1)k(n−k)
∑
c∈CIk
((B)eKK |e˜Ic )((B)eI\KI\K |eII\c),
which corresponds to the Laplace expansion in [3].
Let Dnk be a linear functional on Mn,k(C) such that Dnk(X) is k-linear and alternative with
respect to the column vectors of X. In the following we identify such a linear functional on
Mn,k(C) with an alternative k linear functional.
Here we show a characteristic property which is proper to the Cullis’ determinants among such
alternative multilinear functionals.
Theorem 12. For an alternative k-linear functional Dnk, the following two conditions are equiv-
arent:
1. For any c ∈ CIk , if i1, . . . , ik is the increasing arrangement of elements in c, then
Dnk(ei1 , . . . , eik ) = sgnI (c).
2. For any X ∈ Mn,k(C) and Y ∈ Mn,n−k(C)
detn((X, Y )) =
∑
c∈CIk
Dnk(PcX) det n−k(PI\c|Y ). (3)
If either of conditions is satisfied, then Dnk = detnk.
Proof. 1 ⇒ 2. By Proposition 11.
2 ⇒ 1. For each d ∈ CIk , using the increasing arrangement ik+1, . . . , in of elements in I \ d,
we set EI\d = (eik+1 , . . . , ein). It follows from formula (3) that
detn((X,EI\d)) =
∑
c∈CIk
Dnk(PcX)detn−k(PI\c|EI\d)
= Dnk(PdX) det n−k(PI\d |EI\d).
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Since the left hand side and the second factor on the right hand side are square matrices, we find
that
detn((X,EI\d)) = detn((x1, . . . xk, eik+1 , . . . , ein)) = detnk(PdX),
detn−k(PI\d |EI\d) = det n−k(1n−k) = 1,
where 1n−k is the unit matrix of the matrix algebra Mn−k,n−k(C). Thus detnk(PdX) = Dnk(PdX).
In case of d = {i1, . . . , ik} ∈ CIk and i1 < · · · < ik , we set Ed = (ei1 , . . . , eik ). Then Pd ′Ed =
δdd ′Ed and hence
Dnk(Ed) = Dnk(PdEd) = det nk(PdEd)
=
∑
d ′∈CIk
detnk(Pd ′Ed) = detnk(Ed) = sgnI (d).
Moreover, since the value of the functional Dnk is determined uniquely on the set {(ei1 , . . . , eik ) |
1  i1 < · · · < ik  n}, we have Dnk(X) = detnk(X). 
6. Several expansions
Now we show several expansions of the determinants for rectangular matrices similarly as
those for square matrices.
6.1. General expansions
The most familier expansion for determinants is obtained as follows:
Theorem 13. Let 1  k  n. For any n × k matrix X = (xij ) the following two expansions hold:
detnk(X) =
∑
σ∈SIk
sgnnk(σ )xσ(1)1xσ(2)2 · · · xσ(k)k,
Detnk(X) =
∑
σ∈SIk
(−1)ν(σ )xσ(1)1xσ(2)2 · · · xσ(k)k.
Proof. Let X = (x1, . . . , xk). Using the k linearity, we can expand the Cullis’ determinant
detnk(X) =∑c∈CIk (x1 ∧ · · · ∧ xk|eIc ) as follows:∑
c∈CIk
∑
{m1,...,mk}=c
(em1 ∧ · · · ∧ emk |eIc )xm11 · · · xmkk
=
∑
c∈CIk
∑
{m1,...,mk}=c
sgnI (c)sgn
(
i1 · · · ik
m1 · · · mk
)
xm11 · · · xmkk
=
∑
σ∈SIk
sgnnk(σ )xσ(1)1 · · · xσ(k)k,
where i1, . . . , ik is the increasing arrangement of elements in c.
Y. Nakagami, H. Yanai / Linear Algebra and its Applications 422 (2007) 422–441 433
To prove the second expansion for a co-Cullis’ determinant we replace sgnI (c) by 1 in the
above second equality. Since the sign sgn(π)of the permutationπ from the increasing arrangement
i1, . . . , ik of elements of σ(K) to σ(1), . . . , σ (k) is given by (−1)ν(π) = (−1)ν(σ ), we get the
second. 
6.2. Expansions by column
Before going into the discussion on the expansion with respect to a column vector, we prepare
the following two lemmas.
Lemma 14. Let i1, . . . , ik be the increasing arrangement of elements in c ∈ CIk . Then
a(em)
∗eIc =
{
(−1)m−k+j+1eIc\{m} (m = ij ),
0 (m /∈ c),
a(em)
∗e˜Ic =
{
(−1)j+1e˜Ic\{m} (m = ij ),
0 (m /∈ c).
Proof. Using the alternativity of the exterior product, we see that
a(em)
∗e˜Ic = a(em)∗ei1 ∧ · · · ∧ eik
=
k∑
=1
(−1)+1(ei |em)ei1 ∧ · · · ∧ êi ∧ · · · ∧ eik
=
{
(−1)j+1ei1 ∧ · · · ∧ êij ∧ · · · ∧ eik (m = ij ),
0 (m /∈ c).
Then we obtain the second formula. When m = ij , we have
sgnI (c)sgnI (c \ {m})(−1)j+1 = (−1)m−k(−1)j+1 = (−1)m−k+j+1.
Hence we get the first formula. 
Now we consider the relation between the determinants of matrix and the reduced one. For
each d ∈ CI , we denote by xd the vector in the subspace PI\dCn = Cn− obtained from the
vector x ∈ Cn by deleting the entries with indices belonging to d. Then edi = 0 for i ∈ d and
the set {edi | i /∈ d} is an orthonormal basis of PI\dCn. For each e ∈ CI\dk− (0   < k  n) and
the increasing arrangement j1, . . . , jk− of elements in e, we put
e˜e
I\d = edj1 ∧ · · · ∧ edjk− and e
I\d
e = sgnI\d(e)e˜eI\d .
In the above or the subsequent formulas obtained in our lemmas we notice that sgnI ({m}) =
(−1)m+1 and sgnI ({i}) = (−1)i+1, respectively.
Lemma 15. For any vectors y1, . . . , yk−1 in Cn and c ∈ CIk it holds that
(y1 ∧ · · · ∧ yk−1|a(ei)∗eIc ) =
⎧⎨⎩(−1)i+1
(
y
{i}
1 ∧ · · · ∧ y
{i}
k−1|eI\{i}c\{i}
)
(i ∈ c),
0 (i /∈ c).
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Proof. Let i1, . . . , ik be the increasing arrangement of elements in c. It remains to show the case
i = ij for some j . The left hand side is
(−1)i−k+j+1
(
y1 ∧ · · · ∧ yk−1|eIc\{i}
)
by Lemma 14. Since
(y1 ∧ · · · ∧ yk−1|e˜Ic\{i}) = detk−1((yα|eiβ )αβ) = detk−1
((
y
{i}
α |e{i}iβ
)
αβ
)
=
(
y
{i}
1 ∧ · · · ∧ y
{i}
k−1|e˜I\{i}c\{i}
)
and sgnI (c \ {i}) = (−1)k−j sgnI\{i}(c \ {i}) by Lemma 3, we have the desired equality. 
It is worth while to be noticing that, in the expansion of the Cullis’ determinant with respect to
a column vector, we have only to rewrite the creation operator for the column by the annihilation
operator obtained as the adjoint.
For each n × k (k > 1) matrix Y we denote by Yij the (n − 1) × (k − 1) matrix obtained from
Y by deleting the ith row and the j th column. Further, we denote by Pc in general the diagonal
matrix whose diagonal entries are 1 or 0 according as the indices belong to c or not.
Theorem 16. Let 1 < k  n. For any n × k matrix X = (xij ) the expansions for the j th column
are given by
detnk(X) =
n∑
i=1
(−1)i+j xijdetn−1,k−1(Xij ),
Detnk(X) = (−1)j
n∑
i=1
xij
∑
d∈CI\{i}k−1
(−1)(d∪{i})Detn−1,k−1(PdXij ),
where (c) indicates that i is the (c)th element in c in the increasing order.
Proof. Let X = (x1, . . . , xk). By virtue of Lemma 15 we find that
detnk(X) = (−1)j−1
⎛⎜⎝a(xj )(x1 ∧ · · · ∧ x̂ j ∧ · · · ∧ xk)
∣∣∣∣∣ ∑
c∈CIk
eIc
⎞⎟⎠
= (−1)j−1
n∑
i=1
xij
⎛⎜⎝x1 ∧ · · · ∧ x̂ j ∧ · · · ∧ xk|a(ei)∗ ∑
c∈CIk
eIc
⎞⎟⎠
= (−1)j−1
n∑
i=1
xij (−1)i+1
⎛⎜⎝x{i}1 ∧ · · · ∧ x̂{i}j ∧ · · · ∧ x{i}k
∣∣∣∣∣ ∑
d∈CI\{i}k−1
e
I\{i}
d
⎞⎟⎠
=
n∑
i=1
(−1)i+j xij det n−1,k−1(Xij ).
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From the second line in the above computation we find by using Lemma 14 again that
Detnk(X) = (−1)j−1
n∑
i=1
xij
⎛⎜⎝x1 ∧ · · · ∧ x̂ j ∧ · · · ∧ xk|a(ei)∗ ∑
c∈CIk
e˜
I
c
⎞⎟⎠
= (−1)j−1
n∑
i=1
xij
∑
c∈CIk
(−1)(c)+1
(
x1 ∧ · · · ∧ x̂ j ∧ · · · ∧ xk|e˜Ic\{i}
)
= (−1)j
n∑
i=1
xij
∑
d∈CI\{i}k−1
(−1)(d∪{i})
(
x
{i}
1 ∧ · · · ∧ x̂
{i}
j ∧ · · · ∧ x
{i}
k |e˜I\{i}d
)
= (−1)j
n∑
i=1
xij
∑
d∈CI\{i}k−1
(−1)(d∪{i})Detn−1,k−1(PdXij ). 
6.3. Laplace expansion
We start with the discussion on generalizations of Lemmas 14 and 15.
Lemma 17. Let c ∈ CIk and d ∈ CI ( < k) with d ⊂ c. If i1, . . . , ik is the increasing arrange-
ment of elements in c and ip1 , . . . , ip is the increasing arrangement of elements in d, then
a(eip )
∗ · · · a(eip1 )∗eIc = sgnI (d)sgnI (c \ d)sgnI\d(c \ d)eIc\d .
Proof. By virtue of Lemma 14 we find that
a(eip )
∗ · · · a(eip1 )∗eIc
= (−1)ip1−k+p1+1a(eip )∗ · · · a(eip2 )∗eIc\{ip1 }
= (−1)(ip1−k+p1+1)+(ip2−(k−1)+(p2−1)+1)a(eip )∗ · · · a(eip3 )∗eIc\{ip1 ,ip2 }
...
= (−1)
∑
α=1(ipα−k+pα+1)eIc\d .
Since the coefficient of the vector on the right hand side is computed as follows:
(−1)
∑
α=1(ipα−k+pα+1) = sgnI (d)(−1)
∑
α=1(−k+pα)+(−1)/2
= sgnI (d)sgnI (c \ d)sgnI\d(c \ d)
by Lemma 3, we have the desired equality. 
Lemma 18. Let c ∈Ik with i1, . . . , ik the increasing arrangement of elements in c and d ∈ CI . If
y1, . . . , yk− are vectors in Cn then
1. (y1 ∧ · · · ∧ yk−|e˜Ic\d) = (y
d
1 ∧ · · · ∧ y
d
k−|e˜I\dc\d ) whenever d ⊂ c,
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2. (y1 ∧ · · · ∧ yk−|a(eip )∗ · · · a(eip1 )∗eIc ) =
{
sgnI (d)(y
d
1 ∧ · · · ∧ y
d
k−|eI\dc\d ) (d ⊂ c),
0 (d /⊂ c),
where ip1 , . . . , ip is the increasing arrangement of elements in d whenever d ⊂ c.
Proof. Let j1, . . . , jk− is the increasing arrangement of elements in c \ d. Then the first equality
is nothing but the following equality:
detk−((yα|ejβ )αβ) = detk−((y
d
α|edjβ )αβ).
Combining Lemma 17 and the first equality, we get
(y1 ∧ · · · ∧ yk−|a(eip )∗ · · · a(eip1 )∗eIc )
= sgnI (d)sgnI (c \ d)sgnI\d(c \ d)(y1 ∧ · · · ∧ yk−|eIc\d)
= sgnI (d)sgnI\d(c \ d)(y1 ∧ · · · ∧ yk−|e˜Ic\d)
= sgnI (d)sgnI\d(c \ d)(yd1 ∧ · · · ∧ y
d
k−|e˜I\dc\d ). 
Now we generalize the Laplace expansion for square matrices obtained in Proposition 11 to
that for rectangular matrices.
Theorem 19 (Laplace expansion). Let 1   < k  n. For any matrix X1 ∈ Mn,(C) and X2 ∈
Mn,k−(C) it holds that
detnk((X1, X2)) =
∑
d∈CI
detn(PdX1)Detn,k−(PI\dX2).
In particular, in case of n = k, it holds that
detn((X1, X2)) =
∑
d∈CI
detn(PdX1)detn−(PI\d |X2).
Proof. Let X1 = (x1, . . . , x) and X2 = (x+1, . . . , xk). By the associative law for the exterior
product and Lemma 8, we have
x1 ∧ · · · ∧ xk = (x1 ∧ · · · ∧ x) ∧ (x+1 ∧ · · · ∧ xk)
=
∑
d∈CI
detn(PdX1)eId ∧ (x+1 ∧ · · · ∧ xk)
=
∑
d∈CI
detn(PdX1)sgnI (d)e˜
I
d ∧ (x+1 ∧ · · · ∧ xk).
Therefore, by Lemmas 17 and 18, we find that
detnk((X1, X2)) =
⎛⎜⎝x1 ∧ · · · ∧ xk
∣∣∣∣∣ ∑
c∈CIk
eIc
⎞⎟⎠
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=
∑
d∈CI
det n(PdX1)sgnI (d)
⎛⎜⎝e˜Id ∧ x+1 ∧ · · · ∧ xk
∣∣∣∣∣ ∑
c∈CIk
eIc
⎞⎟⎠
=
∑
d∈CI
det n(PdX1)
⎛⎜⎝xd+1 ∧ · · · ∧ xdk
∣∣∣∣∣ ∑
e∈CI\dk−
e
I\d
e
⎞⎟⎠
=
∑
d∈CI
detn(PdX1)Detn,k−(PI\dX2). 
Remark 5. The idea of the above proof is the same as that for square matrices in Example 3.2 of
Section 3.1 in [3].
7. Cullis’ vector
We denote the vector
∑
c∈CIk e
I
c in the k-fold exterior power used to define the Cullis’ deter-
minant by
d
I
k =
∑
c∈CIk
eIc ,
which we call the Cullis’ vector. In this section we investigate its properties. To begin with, we
discuss the relationship between determinants with different numbers of columns.
Lemma 20. For any n × k (k < n) matrix X we set Y = (X, 1). Then Y is an n × (k + 1) matrix
and
detn,k+1(Y ) = detnk(X) if n − k is odd,
detn,k+1(Y ) = 0 if n − k is even.
Proof. Since k < n, the determinant detn,k+1(Y ) has the Laplace expansion∑
d∈CIk
detnk(PdX)detn−k,1(PI\d |1).
On the other hand, the matrix PI\d |1 is a vector inCn−k . Hence detn−k,1(PI\d |1) is 0 or 1 according
as n − k is even or odd. This completes the proof by Lemma 8. 
Corollary 21. Let X be an n × (n − 1) matrix. It is necessary and sufficient that there exists a row
vector yi belonging to the plane
{∑
j∈I\{i} λjyj |
∑
j∈I\{i} λj = 1
}
spanned by the remaining
row vectors yj for j ∈ I \ {i} that detn,n−1(X) = 0.
From the above lemma we get immediately an important property on the Cullis’ vector.
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Proposition 22. Let 1 < k  n. Then
a(1)∗dIk = (−1)k−1d
I
k−1 if n − k is even,
a(1)∗dIk = 0 if n − k is odd.
Now, we consider the embedding
π : x ∈ Cn →
(
x
0
)
∈ Cn+1
from the vector space Cn to the vector space Cn+1. Let π(X) be the matrix (π(x1), . . . , π(xk))
for X = (x1, . . . , xk). Then
detnk(X) =
∑
c∈CIk
det nk(PcX)
=
∑
c∈CI∪{n+1}k ,n+1/∈c
detn+1,k(Pcπ(X)) = detn+1,k(π(X)).
In this case, for m = n, n − 2, n − 4, . . . , we have
d
I
m−1 = (−1)m−1a(1)∗d
I
m,
and for m = n − 1, n − 3, n − 5, . . . , we have
π(d
I
m−1) = (−1)m−1a(1n+1)∗d
I∪{n+1}
m −
∑
c∈CI∪{n+1}k−1 ,n+1∈c
eI∪{n+1}c ,
where{
π(eIc ) = sgnnk(σ )π(xσ(1)) ∧ · · · ∧ π(xσ(k)) (c = σ(K)),
π(d
I
m−1) =
∑
c∈CIk π(e
I
c ).
The Laplace expansion for Cullis’ vector is expressed as follows:
Proposition 23. Let 1   < k  n. Then
d
I
k =
1√(
k

) ∑
d∈CI
∑
e∈CI\dk−
sgnI\d(e)eId ⊗ e˜Ie .
Proof. The Cullis’ determinant of X = (x1, . . . , xk) is of the form
(x1 ∧ · · · ∧ xk|d
I
k) =
√
k!(Ak(x1 ⊗ · · · ⊗ xk)|d
I
k) =
√
k!(x1 ⊗ · · · ⊗ xk|d
I
k).
On the other hand, by a formula obtained in the proof of Laplace expansion, we find that∑
d∈CI
∑
e∈CI\dk−
(x1 ∧ · · · ∧ x|eId)sgnI\d(e)(x+1 ∧ · · · ∧ xk|e˜Ie )
=
∑
d∈CI
∑
e∈CI\dk−
√
!(k − )!(A(x1⊗ · · · ⊗x)|eId) sgnI\d(e)(Ak−(x+1⊗ · · · ⊗xk)|e˜Ie )
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=
∑
d∈CI
∑
e∈CI\dk−
√
!(k − )!sgnI\d(e)(x1 ⊗ · · · ⊗ xk|eId ⊗ e˜Ie ).
Thus we have√
k!dIk =
√
!(k − )!
∑
d∈CI
∑
e∈CI\dk−
sgnI\d(e)eId ⊗ e˜Ie . 
8. Determinants for product of matrices
We show the relationship between the product of two matrices and the determinants. In this
section, for any n × k matrix X we denote by X|Pd for d ∈ CK (  k) the n ×  matrix obtained
from X by deleting the columns with indices belonging to K \ d, where Pd is the k × k diagonal
matrix with diagonal entries 1 or 0 according as the indices belong to d or not.
Proposition 24. Let 1    k  n. Then for any n × k matrix X and any k ×  matrix Y it holds
that
1. detn(XY) =∑d∈CL detn(X|Pd )det(Pd |Y ).
2. Detn(XY) =∑d∈CL Detn(X|Pd ) det (Pd |Y ).
In particular, in case of k =  it holds that
1. detnk(XY) = det nk(X) det k(Y ).
2. Detnk(XY) = Detnk(X)detk(Y ).
Proof. Notice that XY is an n ×  matrix. Let XY = (z1, . . . , z) and Y = (yij ). Then the column
vectors are of the form zj =
∑k
mj=1 xmj ymj j (j = 1, . . . , ). Then
z1 ∧ · · · ∧ z =
⎛⎝ k∑
m1=1
xm1ym11
⎞⎠ ∧ · · · ∧
⎛⎝ k∑
m=1
xmym
⎞⎠
=
k∑
m1=1,...,m=1
ym11 · · · ymxm1 ∧ · · · ∧ xm
=
∑
d∈CL
∑
{m1,...,m}=d
ym11 · · · ymxm1 ∧ · · · ∧ xm
=
∑
d∈CL
⎛⎝ ∑
{m1,...,m}=d
sgn
(
i1 · · · i
m1 · · · m
)
ym11 · · · ym
⎞⎠ xi1 ∧ · · · ∧ xi
=
∑
d∈CL
detn(X|Pd )det(Pd |Y )eId,
where i1, . . . , i is the increasing arrangement of elements in d. 
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9. Examples
Example 25. Similarly as Example 3.2 in Section 4.3 in [3], if A and B are n × n matrices, then
detn(A + B) = Tr∧Cn(J(A∗)J ∗(B))
holds without assuming the diagonalizability of A. Indeed, if A and B are of the form (a1, . . . , an)
and (b1, . . . , bn), then
detn(A + B) = ((a1 + b1) ∧ · · · ∧ (an + bn)|J).
For each c ∈ CIk (k = 0, 1, . . . , n) we set
x(c) = x1 ∧ · · · ∧ xn,
where xi = ai for i ∈ I \ c and xi = bi for i ∈ c. If i1, . . . , ik and j1, . . . , jn−k are the increasing
arrangements of elements of c and I \ c respectively, then x(c) = sgnI (c)bi1 ∧ · · · ∧ bik ∧ aj1 ∧
· · · ∧ ajn−k . Since
∑
c∈CIk e
I
c ⊗ e˜II\c =
√(
n
k
)
J and AnJ = J by Lemma 5, it follows that
detn(A + B) =
n∑
k=0
∑
c∈CIk
(x(c)|J)
=
n∑
k=0
∑
c∈CIk
sgnI (c)(bi1 ∧ · · · ∧ bik ∧ aj1 ∧ · · · ∧ ajn−k |J)
=
n∑
k=0
∑
c∈CIk
((B)eIc ∧ (A)e˜II\c|J)
=
n∑
k=0
∑
c∈CIk
√(
n
k
)
(An((B)e
I
c ⊗ (A)e˜II\c)|J)
=
n∑
k=0
∑
c∈CIk
∑
d∈CIk
(((B) ⊗ (A))eIc ⊗ e˜II\c|eId ⊗ e˜II\d)
=
n∑
k=0
∑
c∈CIk
∑
d∈CIk
((B)eIc |eId)(eId |J(A)e˜II\c)
=
n∑
k=0
∑
c∈CIk
((B)eIc |J(A)e˜II\c)
=
n∑
k=0
∑
c∈CIk
(J(A)∗J ∗(B)eIc |eIc )
= Tr∧Cn(J(A∗)J ∗(B)).
Therefore for any n × k matrices X, Y we find that
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detnk(X + Y ) = Tr∧Cn
⎛⎜⎝∑
c∈CIk
J((X, PI\c|PI\c ))∗J ∗((Y, PI\c|PI\c ))
⎞⎟⎠ .
Example 26. If X and Y are n × k matrices, then
detk(X∗Y ) =
∑
c∈CIk
detkn(X∗Pc)detnk(PcY )
=
∑
c∈CIk
Detkn(X∗Pc)Detnk(PcY ).
Indeed, if X = (x1, . . . , xk) and Y = (y1, . . . , yk), then
detk(X∗Y ) = detk((yi |xj )) = (y1 ∧ · · · ∧ yk|x1 ∧ · · · ∧ xk)
= (J (x1 ∧ · · · ∧ xk)|J (y1 ∧ · · · ∧ yk))
=
∑
c∈CIk
(J (x1 ∧ · · · ∧ xk)|e˜Ic )(e˜Ic |J (y1 ∧ · · · ∧ yk))
=
∑
c∈CIk
(eIc |x1 ∧ · · · ∧ xk)(y1 ∧ · · · ∧ yk|eIc )
=
∑
c∈CIk
detkn(X∗Pc)detnk(PcY ).
Replacing e˜Ic by eIc , we get the second equality.
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