Abstract: We consider a queueing network consisting of multiservers in parallel and connected to a merger queue. All servers have an infinite capacity buffers. The configuration is decomposed into two subsystems: merging multiservers and merger server and then analyzed in isolation. All times are assumed to be exponentially distributed. First we set and solve the equations for the aggregated merger queue, then express the occupancy probabilities of the original queue through the probabilities of the aggregated one, which reduces significantly the number of equations describing the behavior of the network. Using the fore-mentioned result, we derive expressions for the occupancy probabilities and other parameters of the merging queue.
Introduction
Queueing network models are extensively used to describe the behavior of complex real-life physical systems in manufacturing and production, health care, telecommunication, computer and software engineering, see e.g. [2, 7, 8, 9, 11] . The methods applied fall into two major categories -simulation and analytical. The simulation most sophisticated and detailed representation of of the system and most accurate results related to performance [8] . It is most expensive, how-ever, in terms of development and computing time, and prove to design errors because of its complexity.
The analytical models are simpler and less expensive and in many cases, especially at early design stages, provide good estimates of the performance metrics. The general exact model represents the network by a continuous time discrete-state Markov chain [1] . Blockings of different types are taken into account by the number of blocked servers in the states of the network. These methods are the most accurate analytical methods but applicable mostly to small networks because the number of states grows enormously for a large number of servers. Mean Value Analysis (MVA) is used for closed configurations, infinite intermediate buffer, and some types of blocking [9] . Under some assumptions MVA can be applied to finite capacity buffers.
Approximate approaches significantly overcome the limitations of the exact methods. Diffusion approximation is based on the replacement of the discrete queueing process by a continuous one, without losing the characteristics of the original process [4] . It gives relatively accurate results for large networks although accuracy is difficult to be checked. Decomposition principle, one of most commonly used approach is implemented in three steps: 1) network decomposition into subsystems, 2) analysis of each subsystem in isolation, 3) analysis of the new aggregated system.
The methods differ usually in Steps 2 and 3. Phase-type approximation (PH) assumes PH distributed service times, and is restricted to small networks due to the complexity of the PH mechanism [6] . In [7] the network is broken down to nodes (single servers or multiservers) and a system of equations for the underlying Markov process is developed. The equations for all nodes are to be solved simultaneously. The states of each node are the numbers of active, waiting and blocked units, respectively, and this gives rise to the number of the unknowns. Another heuristic model is developed in [10] . Introduction of pseudo-arrival rates and and effective service rates makes possible analysis of broad range of network types where blocked arrivals are rejected. The occupancy probabilities for the aggregated merger server of merge configuration with single servers and finite buffers can be computed from a simple birth-death process, and then performance metrics can be expressed as a function of these probabilities, thus significantly reducing the number of the unknowns [5, 6] . In this paper we develop model of merged multiservers also taking the advantage of the birth-death process.
Model Description and Analysis
The system studied consists of M parallel multiservers, or merging queues, with outputs connected to a single server, or merged queue, referred below as a server 0 or queue 0 as well. The arrivals to multiserver i are independent and follow exponential distribution with a rate λ i (i = 1, ..., M ). Each multiserver has N i single identical units with exponentially distributed service times with rate µ i and a common buffer with B i positions (i = 1, ..., M ). The service time of the server 0 is also exponentially distributed with rate µ and its buffer size is N . The index i can be viewed as the sequential number of the multiservers and runs from 1 to M unless otherwise stated. The arrivals to any multiserver are dispatched to some of its units if there is one free, and if all single units are occupied the request waits in the corresponding buffer. When an arrival finds no free position in the buffer (buffer is full), however, it is lost, or rejected. After completion of the service at multiserver i the request proceeds to server 0 , and is taken immediately into service if the server is free (no queue at server 0 ), otherwise is placed into the buffer 0 and waits. Requests at queue 0 are served on First Come First Served (FCFS) basis until there is at least one free position in buffer 0 . When the buffer 0 becomes full all incoming arrivals from multiservers i are blocked, and the multiservers are forced to wait, so that there is no loss of requests at server 0 , but some delay is inserted due to the fact the this blocking after service (BAS) leads to a closing of a single unit from the multiserver from which the request originates. The number of the operating units of that multiserver is reduced by one. As the time progresses the number of units L i forced to shut down can vary from 0 to N i , i.e. at some point all units of multiserver i are blocked and it produces no requests to server 0 . Blocking contributes to the degradation of the total system throughput, i.e. to the increase of the number of the rejected requests at the inputs of the multiservers by inserting additional time required to wait to join the merged queue. If
L i units are blocked by the merged queue then any newly generated request from the merging queues must wait for the server 0 to complete the service of j + 1 requests, or in other words to make free j + 1 places in its buffer. The approach used is to decompose the system into individual queues, and analyze each individual queue separately. We assume that there are Poisson arrivals with rateλ . If, however, j units in the system are blocked the time needed to complete the service of j + 1 requests by server 0 must be added to
as explained above. Its distribution represents the sum of j + 1 independent exponentially distributed random variables, each of which has a parameter of µ. f The system is considered to be balanced and all probabilities in this paper are steady-state ones.
Analysis of the Merged Queue
The goal of this analysis is to express the occupancy probabilities of queue 0 as a function of the arrivals ratesλ
, N i , and N . The arrival ratesλ
are measured on the output of the multiserver i. The states of the queue are represented by the number of the requests in the queue, but if there is a blocking the order of the blocked units counts, since they are being unblocked on a FCFS basis, and consequently the number of the states increases enormously. The problem is dealt with disregarding the order of the blocked units, and aggregating the states, which have same number of units into one state. The states of such aggregated system are denoted by k (k = 0, ..., N + K) and represent the number of units waiting for service at queue 0 including the blocked units, if any. We define λ a (k) as a transition rate from state k to state k + 1 for the aggregated system. After solving the aggregated queue the occupancy probabilities inclusive of the order of arrivals of the blocked units are expressed in terms of the aggregated probabilities. The aggregated states of queue 0 follow simple birth and death process [3] and its steady-state probabilities are determined by the following expressions
Let us denote by 
, where the term
is the number of ways 
where
Proof. We define the aggregated rates λ a (k) as follows:
and
The balance equations of the original nonaggregated system are
If we insert (1) and (4) into the above equations after some simplifications one can show that they are satisfied, and this concludes the proof.
Analysis of the Merging Queues
In this subsection we first express the ratesλ
in terms of the parameters of multiservers. Applying the conservation flow rule to queue i yields
By summing the above equations over i, we obtain
which is in fact the conservation flow for queue 0 . The rateλ
is the rate measured at the input of queue 0 and it is smaller thanλ
After inserting (4) into the above, one can show that
We now define α
[N + j] as the conditional probability that, upon completion of service at server i when N i − L i units are operational and there are N + j units at queue 0 , a request is blocked. It can be viewed as well as a probability that at the point of completion of service at multiserver i, the new arrival sees only L i units blocked, there are N + j units in the extended buffer of server 0 , given that N i − L i units are not blocked,
The expected value of the clearance time
We set ρ
] and derive the probabilities of rejection f
The majority of the analyses of queueing networks having splitting assume the routing probabilities from/to queues are constants and known in advance. In some cases, however, for example, asynchronuous web servers, this concept is not applicable [8] . After completion of service at queue 0 the job is routed to a server for specific processing tied to the upstream. The jobs procecessed at the multiserver i after server 0 proceed to a server that processes only requests originating from this particular multiserver. The routing probability equals obviouslyλ i /λ.
Example
The state-transition diagram for a configuration of two multiservers each having two single servers is shown in Figure 1 . Figure 1 The occupancy probabilities are 
Concluding Remarks
The merits of this model could be summarized as follows:
1) Relatively small number of equations.
2) Deep insight into the performance metrics since all probabilities, including those of all permutations of the blocked units can be calculated with insignificant computational effort.
3) Applicable to different splitting configurations since the output rates of the downstream of queue 0 are explicitly computed.
For N i = 1, i = 1, ..., M , the equations derived here fully coincide with those reported in [5] , [6] .
