Abstract. Nonsmoothness pervades optimization, but the way it typically arises is highly structured. Nonsmooth behavior of an objective function is usually associated, locally, with an active manifold: on this manifold the function is smooth, whereas in normal directions it is "veeshaped." Active set ideas in optimization depend heavily on this structure. Important examples of such functions include the pointwise maximum of some smooth functions and the maximum eigenvalue of a parametrized symmetric matrix. Among possible foundations for practical nonsmooth optimization, this broad class of "partly smooth" functions seems a promising candidate, enjoying a powerful calculus and sensitivity theory. In particular, we show under a natural regularity condition that critical points of partly smooth functions are stable: small perturbations to the function cause small movements of the critical point on the active manifold.
Introduction.
Optimality conditions throughout the field of optimization are intimately bound up with nonsmoothness. As a simple example, consider the problem of minimizing a sum of Euclidean norms (cf. [1] ):
for given matrices A i and vectors b i . Except at the origin, the Euclidean norm is a smooth function, by which we will always mean twice continuously differentiable. Yet its nonsmoothness is crucial to any understanding of this problem. Associated with an optimal solution x 0 is an "active set" {i : A i x 0 = b i }, often nonempty, so the objective function h is nonsmooth at x 0 . Furthermore, under reasonable conditions this active set is stable under small perturbations to the problem. (See [6, 20] for active set algorithms.)
This particular problem could be rephrased as a conic quadratic program, amenable to contemporary interior point techniques [1, 3] . Nonetheless, as in linear programming, the active set is an important tool for understanding the problem.
This phenomenon of nonsmoothness inducing a certain "activity" central to optimality conditions repeats many times throughout optimization. Consider the following examples.
(a) Classical nonlinear programming and minimax. At an optimal solution of a nonlinear constrained optimization problem, some subset of the inequality constraints is active (that is, those constraints hold with equality): under reasonable conditions (see, for example, [8] ), this active set is stable under small perturbations to the problem. (b) Sums of norms. Rather more generally than our initial example, we could consider the problem
where each function F i is smooth and u denotes a vector of parameters. Under reasonable conditions the active set at an optimal x 0 , I(x 0 , u) := {i : F i (x 0 , u) = 0}, is stable under small changes in u. Any smooth norm could be used in place of the Euclidean norm (cf. [7] ).
(c) Semidefinite programming and eigenvalue optimization. The primal variable in a semidefinite program is a positive semidefinite matrix (see [16] , for example). An optimal solution has a zero eigenvalue with a certain multiplicity: under reasonable conditions, this multiplicity is stable under small perturbations to the problem.
Relatedly, consider the eigenvalue optimization problem (see, for example, [14] )
where the smooth function F takes real symmetric matrix values, u denotes a vector of parameters, and the function λ 1 (·) is the largest eigenvalue. At an optimal solution this largest eigenvalue has a certain multiplicity, which under reasonable conditions is stable under small changes in u. where F now takes arbitrary square matrix values and the function α(·) is the spectral abscissa (the largest real part of an eigenvalue). An optimal matrix generally has several distinct "active" eigenvalues with real part equal to its spectral abscissa, and each such eigenvalue has an associated algebraic multiplicity (the geometric multiplicity typically being one): under reasonable conditions this pattern of multiplicities is stable under small changes in u (see [5] ).
Each of these problems has optimal solutions with a corresponding "activity," which is stable under small perturbations to the problem. In nonlinear minimax or sums of norms, the activity consists of subsets of indices; in eigenvalue optimization or spectral abscissa minimization, it consists of a certain pattern of multiplicities. These "activities" have powerful algorithmic significance: in each case, once the activity of an optimal solution is known, finding it (at least locally) is a smooth minimization problem.
Let us summarize. The problem of minimizing a nonsmooth function is common in practice. But the nonsmoothness of a typical such function is highly structured: it induces a certain "activity" at an optimal solution, which under reasonable conditions is stable under small perturbations to the problem. Once the activity is known, the optimization problem is locally smooth.
The central idea of this current work is that the "activity" corresponds to a manifold. Each of the functions h above is what we will call partly smooth. Specifically, in a neighborhood of the point of interest x 0 there is a manifold M (the active manifold) containing x 0 , with certain properties. Loosely speaking, the function h behaves smoothly as we move on the active manifold M and "sharply" if we move normal to the manifold; furthermore, in any fixed direction its directional derivative behaves continuously as we move on M and upper semicontinuously if we allow perturbations off it. (For closed convex functions, for example, this latter semicontinuity property, known as "regularity," is automatic.) We give the precise description in Definition 2.7.
The idea of partial smoothness at first sight appears rather intricate, but we shall find many interesting examples in practice. Each of our four examples is partly smooth under reasonable conditions. Given the parameter vector u, the four active manifolds are defined near x 0 as follows:
has same active eigenvalue multiplicities as F (x 0 , u)}. Furthermore, we shall see that partly smooth functions have a robust calculus. Thus they form a rich, practical class of nonsmooth functions.
The literature contains many classes of nonsmooth functions more open to analysis than general, potentially pathological nonsmooth functions. A useful example is "amenability" [23, Def. 10 .23], a powerful notion for combining smooth and convex techniques, again with a robust calculus. As we shall see, the real function | · | is partly smooth at the origin relative to the active manifold {0}, but it is not amenable at the origin (see [23, Ex. 10 .25(a)]), and it is not hard to construct similar Lipschitz examples using the fact that amenable functions are locally regular [23, Ex. 10.25(b) ]. On the other hand, the convex, piecewise linear-quadratic function x → x 2 1 is not partly smooth relative to any manifold containing the origin.
The distinctive feature of partial smoothness is the notion of the active manifold: it is this idea that decouples the smooth behavior of the function from its "sharp" behavior. The importance of this general structure was realized for convex functions in [22] , although not rigorously developed. The notion of active manifold is also implicit in the approach to polyhedral minimization via "structure functionals" [17] . In the nonconvex case the notion of the active manifold is familiar from active set methods for classical nonlinear programming (see [9] , for example). In eigenvalue optimization the role of the active manifold is well known; see [21] and [24] , for example. In spectral abscissa minimization, the idea is used heavily in [5] .
For convex functions, partial smoothness is closely related to the "U-Lagrangian" techniques of [12] : the active manifold is the "gully-shaped valley" of that work, and the normal and tangent spaces to the manifold correspond to the "U − V decomposition" originating with the earlier work in [13] and developed for the maximum eigenvalue in [18, 19] . The idea of a "fast track" [15] is also closely related. We link the U-Lagrangian theory to partial smoothness towards the end of the current work. Notice, however, that many interesting examples of partly smooth functions are not convex: convexity is not the real driving force behind this theory.
Another closely related idea is the notion of an "identifiable surface" of a convex set [26] , which is a subset of the boundary having a suitable "sharpness" property. In [26] it is shown that, if the solution of an optimization problem posed over such a set lies in an identifiable surface, then various standard constrained optimization algorithms "identify" the surface after a finite number of iterations. Hence the idea of identifiability is a powerful tool for algorithmic analysis.
Remarkably, as we shall see, for convex sets, the ideas of identifiability and partial smoothness coincide, reinforcing the power of this theory. By contrast with identifiability, however, partial smoothness is defined in a more geometric manner, and once again is not dependent on convexity.
To demonstrate the power of partly smooth techniques, our culminating result is a sensitivity theorem. In classical nonlinear programming, if a local minimizer has linearly independent active constraints and satisfies strict complementarity and a strong second-order condition, then the minimizer depends smoothly on the parameters of the problem (see [8] , for example). An analogous result for eigenvalue optimization appears in [24] and for spectral abscissa minimization, in [5] . Our work here shows how partial smoothness unifies this work. To sketch the idea, suppose the function h is partly smooth at a point x 0 relative to the active manifold M. If x 0 is a strong second-order minimizer of the smooth, restricted function h| M , and is a "sharp" minimizer of the restriction to the normal space h| x0+N M (x0) , then the critical point x 0 varies smoothly over M as the parameters of the problem vary. Back in the context of nonlinear programming, our "sharp minimizer" condition corresponds to the usual strict complementarity condition, and the usual linear independence assumption becomes a transversality condition allowing us to apply a chain rule.
The proof of our sensitivity result amounts to local reduction to a smooth equalityconstrained problem. Such a reduction is a standard approach to sensitivity results in nonlinear programming (see [4, Rem. 4 .127], for example), and also works in semidefinite programming [4, p. 495] . By comparison, we are able here to consider rather general optimization problems, and without recourse to general nonsmooth secondorder theory (such as [23, Chap. 13] , for example), but the price of this generality is that we must settle for critical points in our sensitivity analysis, rather than local minimizers (see the example in section 7).
Partial smoothness seems a promising framework for practical nonsmooth optimization. Partly smooth functions form a wide and robust class, with many of the properties sought by previously cited researchers interested in algorithm development, stemming from the decoupling of the smooth and sharp behaviors. We defer algorithmic discussion to a later work.
Partial smoothness.
We begin with some elementary definitions. We follow the notation and terminology of [23] throughout.
We consider a fixed Euclidean space X (a finite-dimensional real inner product space). We denote the subspace parallel to a nonempty convex set C ⊂ X by par C. Thus for any point x ∈ C we have
where aff C is the affine span of C. Easy exercises show par (AC) = Apar C for any linear map A, and par (C 1 × C 2 ) = par C 1 × par C 2 for arbitrary nonempty convex sets C 1 and C 2 . We denote the extended reals by R = [−∞, +∞]. The lineality space of a sublinear function f : X → R is the subspace
Let us consider a function h : X → R, finite at a point x ∈ X. We review some definitions from [23] . The subderivative dh(x)(·) : X → R is defined by
and the set of regular subgradients is (see [23, Ex. 8.4] )
The set of subgradients is
while the set of horizon subgradients is [23, Thm. 8.30] . This is the case in particular for any closed convex function h, and in this case ∂h is the usual subdifferential in the sense of convex analysis.
Proposition 2.1 (lineality space of subderivative). If the function h is regular at the point x ∈ X, and has a subgradient there, then
Proof. We know w ∈ lin dh(x) if and only if dh(x)(w) + dh(x)(−w) > 0, which by [23, Thm. 8.30 ] is equivalent to the existence of subgradients y and z of h at x satisfying y − z, w > 0, or equivalently w ∈ (∂h(x) − ∂h(x)) ⊥ . The result follows.
Given a set M ⊂ X containing a point x, we call a function f : M → R smooth around x if x has an open neighborhood V in X such that some smooth function g : V → R agrees with f on M ∩V . We call such a function g a smooth representative of f around x. Note that in this case f is also smooth around any nearby point in
We call the function f smooth if it is smooth around every point in M.
A "manifold" in X, loosely speaking, is a set consisting locally of the solutions of some smooth equations with linearly independent gradients. To be more precise, we say that a set M ⊂ X is a manifold (of codimension m) around a point x ∈ X if x ∈ M and there is an open set V ⊂ X containing x such that
where the smooth function F : V → R m has surjective derivative throughout V . In this case, the tangent space to M at x is given by
(which is independent of the choice of F ), and the normal space to M at x is the orthogonal complement of the tangent space, namely
(where R(·) denotes range). The set M is then Clarke regular at x, and its normal cone there is exactly the normal space [23, Ex. 6.8].
We call a set M a manifold (of codimension m) if M is a manifold of codimension m around every point in M. (More precisely, M is an "m-codimensional manifold embedded in X"; see [25] 
If the function f : M → R is smooth around x and M is a manifold around x, then x is a critical point of f if and only if
where g is any smooth representative of f around x. In particular, this holds if x is a local minimizer of f .
The indicator function δ M takes the value 0 on M and +∞ otherwise.
Proposition 2.2 (subgradients and smoothness). Suppose the set M ⊂ X is a manifold around the point x ∈ M. For a function h : X → R, if the restriction h| M is smooth around x, then∂
for any smooth representative g of h| M around x, and hence
and the result follows.
Putting this together with the previous result, we arrive at the following proposition. (2.5) and the horizon subdifferential satisfies
Proposition 2.4 (smoothness and lineality). Suppose the set M ⊂ X is a manifold around the point x. Suppose also that the function h : X → R has a subgradient at x and is regular there, and furthermore that the restriction h| M is smooth around x. Then the subderivative dh(x) is linear on the tangent space, or in other words
Furthermore, the following properties are equivalent:
(i) The lineality and tangent spaces coincide:
(ii) The subdifferential and normal space are parallel:
(iii) h is "sharp" in normal directions at x, by which we mean
Finally, if any of the above three properties hold, then ∇g(x) ∈ aff ∂h(x) for any smooth representative g of h| M and hence the following properties are equivalent:
Proof. The first inclusion follows from Propositions 2.1 and 2.2, and the second (2.6) follows from the fact that ∂ ∞ h(x) is the recession cone of ∂h(x). The equivalence of statements (i) and (ii) is also a consequence of Proposition 2.1. On the other hand, by Proposition 2.2, statement (ii) fails if and only if there exists a nonzero vector w in N M (x) orthogonal to par ∂h(x), or in other words satisfying
and since we have
this is in turn equivalent to statement (iii) failing.
For the last statement, note that inclusion (2.3), regularity, and property (ii) imply ∇g(x) ∈ aff ∂h(x), and hence aff ∂h(x) = ∇g(x) + N M (x). This shows that properties (a) and (b) are equivalent, and the equivalence of properties (b) and (c) follows from property (ii).
We are now ready for the key definition. Definition 2.7. Suppose that the set M ⊂ X contains the point x. The function h : X → R is partly smooth at x relative to M if M is a manifold around x and the following four properties hold:
(i) (restricted smoothness) the restriction h| M is smooth around x; (ii) (regularity) at every point close to x in M, the function h is regular and has a subgradient; 
and regularity at x amounts to upper semicontinuity of the function dh(·)(w) at x for all directions w [23, Ex. 9.15 and Cor. 8.19] . This justifies the description of partial smoothness we gave in the introduction. (c) Although the definition of partial smoothness is for a function h defined everywhere on the space X, it extends unchanged to a function defined only close to the point of interest, since partial smoothness depends only on properties of h near that point. For a partly smooth function, the "normal sharpness" condition (iii), or equivalently, conditions (iii*) (tangent linearity of subderivative) and (iii**) (normals parallel to subdifferential), are all "stable": the fact that they hold at the point x 0 implies that they also hold at all nearby points in the active manifold. That is the content of the following result.
Proposition 2.10 (local normal sharpness). If the function h : X → R is partly smooth at the point x 0 relative to the set M ⊂ X, then all points x ∈ M close to x 0 satisfy the condition
or equivalently, the condition
Proof. The two properties are equivalent by Note 2.9. By Proposition 2.2 (subgradients and smoothness) we know N M (x) ⊃ par ∂h(x), so if the result fails, then there is a sequence of points x r ∈ M approaching x 0 and a sequence of unit vectors y r ∈ N M (x r ) orthogonal to par ∂h(x r ). Taking a subsequence, we can suppose that y r approaches a unit vector y 0 ∈ N M (x 0 ). Now for arbitrary subgradients u 0 , v 0 ∈ ∂h(x 0 ), by the continuity of ∂h there exist sequences u r ∈ ∂h(x r ) approaching u 0 and v r ∈ ∂h(x r ) approaching v 0 , and they must satisfy y r , u r − v r = 0. Taking the limit shows y 0 , u 0 − v 0 = 0, so since u 0 and v 0 were arbitrary we deduce y 0 is orthogonal to par ∂h(x 0 ) = N M (x 0 ), which contradicts the fact that y 0 is a unit vector in N M (x 0 ).
We end this section with a simple characterization of partly smooth sets. Proposition 2.11 (partly smooth sets). Suppose that the set M ⊂ X contains the point x 0 . A set S ⊂ X is partly smooth at x 0 relative to M if and only if M is a manifold around x 0 and the following four properties hold:
Proof. This is an easy exercise using the facts that the set S is Clarke regular at the point x ∈ S if and only if δ S is regular there, and that ∂δ S (x) = N S (x), and then applying property (iii**) (normals parallel to subdifferential) in Note 2.9.
The definition of partial smoothness looks a little involved at first sight, but we shall see that there are many important examples.
Basic examples.
In this section we describe a few basic examples of partly smooth functions. In the next section we describe some calculus rules for building more complex examples. 
(where B denotes the closed unit ball in X). Thus the normal space is again parallel to the subdifferential, and this subdifferential varies continuously as x varies in M. In fact, the Euclidean norm could be replaced by any other norm in this example, providing we replace B in the subdifferential formula above with the dual ball.
Notice in particular that the norm · is partly smooth at the origin relative to the origin.
Example 3.4 (polyhedral functions). Given any function h : X → R that is polyhedral (that is, its epigraph is a polyhedral set) and any point x 0 at which h is finite, there is a natural manifold about x 0 relative to which h is partly smooth. To see this we express h in the form (see [23, Thm. 2 
+∞ otherwise for some finite index sets I = ∅ and J and given vectors a i and c j in X and reals b i and d j (for i ∈ I and j ∈ J). For any point x ∈ X, define "active" index sets
Define the set
where I 0 = I(x 0 ) and J 0 = J(x 0 ). It is easy to see that M x0 is a manifold around x 0 . We claim that h is partly smooth at x 0 relative to M x0 . To see this observe first that for any index i ∈ I 0 we have 
Thus the normal space is parallel to the subdifferential, which is constant on M x0 . In particular, the basic max function mx : R n → R defined by mx x = max i x i is partly smooth at any point x 0 ∈ R n relative to the set
where
Example 3.6 (largest eigenvalue). The Euclidean space S n consists of the n-by-n real symmetric matrices with the inner product x, y = trace(xy), for x, y ∈ S n . The functions λ 1 (x) ≥ λ 2 (x) ≥ · · · ≥ λ n (x) denote the eigenvalues of x (listed in decreasing order by multiplicity). Then the largest eigenvalue is partly smooth relative to the manifold
To see this, note first that the set M m above is indeed a manifold (see [18] , for example). Furthermore we can write the maximum eigenvalue as
and the right-hand side is a smooth function of x on M m (see [11] , for example). Second, λ 1 is convex (see [10] , for example) and so is regular everywhere. Now, by [18] , as x varies in M m there is an n-by-m matrix Q(x), depending continuously on x, whose columns are a basis for the eigenspace of x corresponding to λ 1 (x), and then we have
where S n + denotes the positive semidefinite matrices [18, Thm. 4.7] . It is easy to see from this that the normal space is parallel to the subdifferential, which varies continuously on M m .
Example 3.7 (spectral abscissa). The Euclidean space M n consists of the n-by-n complex matrices with the (real) inner product x, y = Re trace(x * y) for x, y ∈ M n . The spectral abscissa α(x) is the largest of the real parts of the eigenvalues of x.
Given any list φ = (n 1 , n 2 , . . . , n r ) of positive integers with sum no greater than n, let M φ denote the subset of M n consisting of matrices x satisfying the following properties:
(i) x has r distinct "active" eigenvalues λ 1 , λ 2 , . . . , λ r with real part α(x), and all its other eigenvalues have real part strictly less than α(x); (ii) each active eigenvalue λ j has algebraic multiplicity n j and geometric multiplicity one. Classic results of Arnold [2] show that M φ is a manifold.
In fact the spectral abscissa α is partly smooth relative to M φ (see [5] ).
Calculus.
In this section we show that partly smooth functions form a robust class by proving a variety of calculus rules. Our fundamental result considers the composition of a partly smooth function with a smooth function, and requires a transversality condition. Consider Euclidean spaces X and Z, an open set W ⊂ Z containing a point z, a smooth map Φ : W → X, and a set M ⊂ X. We say Φ is transversal to M at z if M is a manifold around Φ(z), and 
M).
Proof. An immediate consequence of transversality is that the set Φ −1 (M) is a manifold around any point z ∈ Φ −1 (M) close to z 0 , with normal space
and transversality also holds at all such z. Given a smooth representative g of h| M around Φ(z 0 ), it is easy to see that g •Φ is a smooth representative of (h • Φ)| Φ −1 (M) around z 0 , so this latter function is smooth around z 0 .
Consider any point z ∈ Φ −1 (M) close to z 0 . By inclusion (2.6) we know
Transversality at z therefore implies
so by [23, Thm. 10.6], h • Φ is regular at z, with subdifferential
Now, the normal space is parallel to the subdifferential, since
so it remains only to check the inner semicontinuity property of the subdifferential. Consider therefore a convergent sequence of points z r → z 0 in Φ −1 (M), and a subgradient w ∈ ∂(h • Φ)(z 0 ). By (4.4) there is a subgradient y ∈ ∂h(Φ(z 0 )) such that ∇Φ(z 0 ) * y = w. Since Φ(z r ) → Φ(z 0 ) in M and ∂h is continuous on M at Φ(z 0 ), there must be subgradients y r ∈ ∂h(Φ(z r )) approaching y. But Φ is smooth, so the vectors ∇Φ(z r ) * y r ∈ ∂(h • Φ)(z r ) approach w, as required. For example, suppose Φ(z 0 ) = 0 and ∇Φ(z 0 ) is surjective. Then the function z → Φ(z) is partly smooth at z 0 relative to Φ −1 (0). By applying this result with h = δ S , we obtain conditions guaranteeing that the set Φ −1 (S) is partly smooth if the set S is smooth. 
with regularity providing each h i is regular at x i [23, Prop. 10.5] .
For example, the function
is partly smooth at the origin relative to the origin. Applying this result to indicator functions shows that direct products of partly smooth sets are partly smooth. 
Then the function i h i is partly smooth at
Proof. We apply the chain rule (Theorem 4.2) and Proposition 4.5 (separability) with
Applying this result to indicator functions gives conditions guaranteeing that intersections of partly smooth sets are partly smooth. 
If the point z 0 ∈ W satisfies
then the function h : W → R defined by h(z) = max j Φ j (z) is partly smooth at z 0 relative to the set
Proof. We apply the chain rule (Theorem 4.2) with X = R n , M = M Φ(z0) as in (3.5) , and h = mx, the basic max function of Example 3.4. The transversality condition follows easily from condition (4.9).
To apply the idea of partial smoothness to optimization problems with constraints, we need conditions to recognize partly smooth level sets. That is the aim of the last result of this section. 
is partly smooth at x 0 relative to the set
Proof. We can choose an open neighborhood V of x 0 , and smooth functions g : V → R and F : V → R m , such that g agrees with h on the set
and F has surjective derivative throughout V . If we choose a sufficiently small neighborhood V , then the set
is a manifold around x 0 since
Thus M 0 is indeed a manifold around x 0 . We now need to check the four conditions of Proposition 2.11 (partly smooth sets). Clearly property (i) holds, since M 0 ⊂ M.
The assumption that x 0 is not a critical point of h| M is equivalent to 0 ∈ aff ∂(x 0 ), by Proposition 2.4, so in particular we know 0 ∈ ∂h(x 0 ). Since the subdifferential mapping ∂h is continuous relative to M, it follows that 0 ∈ ∂h(x) for all points x ∈ M close to x 0 . (In fact this follows just from outer semicontinuity.)
Now consider a point x ∈ M 0 close to x 0 . Notice that h is regular at x 0 and thus locally lower semicontinuous. We can apply [23, Prop. 10.3] to deduce that the level set L is Clarke regular at x (which proves property (ii)), and
Notice that the right-hand side is closed (since the normal cone is always closed), and it contains R + ∂h(x) and hence also cl R + ∂h(x). On the other hand, by regularity we have
Putting these observations together, we deduce the representation 
and since h is partly smooth at x 0 relative to M we also know
Furthermore, Proposition 2.4 implies
Hence certainly we have
which proves property (iii).
It remains to prove that the normal cone mapping N L (·) is inner semicontinuous at x 0 relative to M 0 , or in other words
Using (4.12) we can rewrite this as
Since the lim inf is always closed, it suffices to prove
To this end, suppose that the sequence of points x r ∈ M 0 converges to x 0 , and consider a vector y = µz for some real µ ≥ 0 and subgradient z ∈ ∂h(x 0 ). Since the subdifferential map ∂h is continuous at x 0 relative to M, there exist subgradients z r ∈ ∂h(x r ) approaching z, and then we have vectors µz r ∈ R + ∂h(x r ) approaching y as required.
Corollary 4.13 (smooth constraints). Suppose W is an open subset of the Euclidean space Z, and the function Φ : W → R n is smooth. For any point z in the set
define the "active set"
If the point z 0 ∈ L satisfies the condition
then the set L is partly smooth at z 0 relative to the set
Proof. We apply Theorem 4.10 (level sets) to the smooth max function h defined in Corollary 4.8. Notice
so 0 ∈ aff ∂h(z 0 ) by the linear independence assumption, and hence z 0 is not a critical point of h| M for the set M defined in Corollary 4.8.
Example 4.14 (semidefinite cone). The convex cone S n − of negative semidefinite matrices is partly smooth relative to the manifold {x ∈ S n − : rank x = k} for any integer k = 0, 1, . . . , n. To see this, we simply apply Theorem 4.10 to the largest eigenvalue.
Example 4.15 (semistable matrices). A matrix x ∈ M n is semistable if all its eigenvalues lie in the closed left half-plane, or in other words, with the notation of Example 3.7 (spectral abscissa), if α(x) ≤ 0. The (nonconvex) cone of semistable matrices is partly smooth relative to the manifold
for any list of multiplicities φ. To see this, we apply Theorem 4.10 to the spectral abscissa, using the fact that any subgradient of the spectral abscissa at any point has trace one.
Sensitivity.
This section considers the stability of critical points of parametric partly smooth functions. Throughout this section we make the following assumption.
Assumption 5.1 (transversal embedding). For Euclidean spaces Y and Z, the set Q ⊂ Y × Z is a manifold containing the point (y 0 , z 0 ) and satisfies the condition
Notice that this assumption is "stable": if it holds at the point (y 0 , z 0 ), then it also holds at all nearby points in Q.
For each vector y ∈ Y we define the set
Since the condition in Assumption 5.1 is exactly the transversality condition (4.1) for the map Φ : Z → Y × Z defined by Φ(z) = (y 0 , z), the set Q y0 is a manifold around z 0 . In fact the following result, whose proof is immediate, shows that rather more is true: providing y is close to y 0 , the set Q y has the structure of a manifold close to z 0 . Clearly if the restriction p| Q is smooth, then so is the restriction p y | Qy . The next result shows an analogous property for partial smoothness. Proof. There are open neighborhoods U of z 0 and V of y 0 such that Q y ∩ U is a manifold for all y ∈ V and
Hence for any pointsŷ ∈ V andẑ ∈ Qŷ ∩U we can apply the chain rule (Theorem 4.2) atẑ with the map Φ : Z → Y × Z defined by Φ(z) = (ŷ, z) to deduce that the function pŷ = p • Φ is partly smooth atẑ relative to the manifold Qŷ ∩ U .
Our main aim in this work is to study sensitivity of critical points for partly smooth functions. Just as in classical sensitivity analysis for nonlinear programming, we need second-order conditions to make progress. To approach a more complete sensitivity theory, we combine the smooth analysis of a partly smooth function on its active manifold with a study of its behavior in normal directions. That is the idea of the following definition.
Definition 5.6 (strong critical point). For a Euclidean space X, suppose the function h : X → R is partly smooth at the point x 0 relative to the set M ⊂ X. We call x 0 a strong critical point of h relative to M if (i) x 0 is a strong local minimizer of h| M , and (ii) 0 ∈ ri ∂h(x 0 ). In the next section we see that the condition 0 ∈ ri ∂h(x 0 ) could be written equivalently as x 0 being a "sharp" local minimizer of the function h| x0+N M (x0) .
We are now ready for the main result. Comparing it with the classical result Theorem 5.5 above, we see that the extra assumption of strong criticality implies that the parametrized minimizer is also a strong critical point. For all large r we can separate in the subspace proj Z N Q (y r , Ψ(y r )) to deduce the existence of a unit vector z r in this subspace, satisfying inf z r , proj Z ∂p(y r , Ψ(y r )) ≥ 0.
After taking a subsequence, we can assume z r approaches a nonzero vector z ∈ Z. Now, since the point (y r , Ψ(y r )) converges to the point (y 0 , z 0 ) in the manifold Q, it follows that the subspace N Q (y r , Ψ(y r )) converges to the subspace N Q (y 0 , z 0 ), so Assumption 5.1 implies that the subspace proj Z N Q (y r , Ψ(y r )) converges to the subspace proj Z N Q (y 0 , z 0 ), by [23, Ex. 4 .28]. Hence we deduce
To see this, consider any vector u ∈ proj Z ∂p(y 0 , z 0 ). Partial smoothness implies that ∂p(y r , Ψ(y r )) converges to ∂p(y 0 , z 0 ), so again by [23, Ex. 4 .28] we deduce that proj Z ∂p(y r , Ψ(y r )) converges to proj Z ∂p(y 0 , z 0 ). Thus there is a sequence of vectors u r ∈ proj Z ∂p(y r , Ψ(y r )) converging to u. Since z r , u r ≥ 0 for all r, we deduce z, u ≥ 0, as we claimed.
Thus inequality (5.9) holds, so the origin is separated from the convex set proj Z ∂p(y 0 , z 0 ) in its affine span (the subspace proj Z N Q (y 0 , z 0 )). But this contradicts relation (5.8), so the proof is complete.
6. U − V decomposition and identifiable surfaces. As we remarked in the introduction, our development is closely related to the U-Lagrangian theory for convex functions of Lemaréchal, Oustry, and Sagastizábal (see, for example, [12] ). The key idea of that theory is, for a given convex function h : X → R, to decompose X as a sum of two orthogonal subspaces, U and V: h behaves "sharply" at the point of interest if we perturb in directions in the V space, whereas it behaves smoothly if we perturb in directions in the U space.
Our purpose in this section is to draw the connection between this idea and partial smoothness. The development is a nice illustration of various features of the theory of partial smoothness.
We call a local minimizer x of an arbitrary function h : (i) the function v is smooth near the origin; (ii) for small vectors u ∈ U and w ∈ V, 
Notice that for a small vector u ∈ U, the function (6.2) is exactly p u , and property (ii) shows
It is easy to check 
To see the "only if" direction of the last statement, we simply consider the function (6.2) with y = 0 and u = 0. In the converse direction, since x is a local minimizer of h| M , we know aff ∂h(x) = V, by Proposition 2.4 (smoothness and lineality), and since the origin is a sharp local minimizer of the function p 0 , we deduce 0 ∈ int ∂p 0 (0) = int proj V ∂h(x), just like the proof of Theorem 5.7. It follows that 0 ∈ ri ∂h(x).
The spaces U and V in the above result coincide with those in [12] in the convex case.
The idea of partial smoothness is also closely related to the notion of an identifiable surface [26] We can assume, after taking a subsequence, that the sequence {y r } converges to some unit vector y 0 ∈ N M (x 0 ), and since w j ∈ ri N S (x 0 ), there exists a real δ > 0 such that w j − δy 0 ∈ N S (x 0 ). Now, since the mapping N S is continuous, there exist vectors v r ∈ N S (x r ) approaching w j − δy 0 . But we know y r , ∇F (x r ) * e j < y r , v r for r = 1, 2, . . . , so taking the limit as r → ∞ gives the contradiction y 0 , w j ≤ y 0 , w j − δy 0 .
7.
Example. The idea of a strong critical point decouples behavior in the active manifold from behavior in directions normal to it. Restricting to the active manifold, a strong critical point is a strong local minimizer, whereas, as we saw in the previous section, any point in the active manifold is a sharp local minimizer with respect to perturbations in normal directions.
One might hope that these properties suffice to ensure that strong critical points of reasonable functions are local minimizers. Unfortunately, this is not the case. We present in this section a locally Lipschitz, everywhere regular function f : R 2 → R, partly smooth relative to two distinct manifolds containing the origin. Relative to one manifold, the origin is a strong critical point. However, f restricted to the other manifold has a strong local maximum at the origin.
We partition R 2 into four disjoint sets It is easy to check that f is everywhere continuous and in fact is continuously differentiable except on the manifolds where [u, v] denotes the line segment between the points u, v ∈ R 2 . The calculation at every point except the origin is routine, since f is either continuously differentiable at such points or can be written locally as the maximum of two continuously differentiable functions. At the origin we use the inequality We next claim ∂f =∂f everywhere, so f is everywhere regular. As above, this is routine everywhere except at the origin, where it follows using (7.1).
Now it is straightforward to check that the function f is partly smooth relative to both the manifolds M 1 and M 2 , and that the origin is a strong critical point relative to M 1 . But f (x, y) = −x 2 on M 2 , so the origin is not a local minimizer. In summary, although strong criticality is significant for sensitivity analysis, it is not a sufficient condition for optimality.
