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We employ large-scale quantum Monte Carlo simulations to study the properties of ultra-cold
bosonic atom gases in optical lattices. Based on the stochastic series expansion technique, we
analyze the ground state phase diagram of the effective Bose-Hubbard model describing the
strongly correlated atom gas. After examining the superfluid to Mott-insulator transition of
ultra-cold gases on cubic lattices, we analyze the novel phases induced by extending the setup
to include a frustrated lattice geometry or randomness in the interatomic interaction strength.
We find that on the triangular lattice the presence of frustration in the underlying lattice leads
to the emergence of a supersolid state of matter, due to a novel order-by-disorder effect from
a macroscopic degeneracy of the model in the classical limit. Furthermore, we show that the
presence of randomness in the interaction strength leads to the formation of a Bose-glass phase
of the atoms, and the presence of a tri-critical point in the zero-temperature phase diagram. We
discuss possible experimental realization of these scenarios.
1 Strongly Correlated Systems
Strong electronic correlations have become an active research area of solid state physics
in the last decades, due to their relevance for e.g. heavy fermion compounds1, high-
temperature superconductors2, and quantum magnetism3. Furthermore, ultra-cold atomic
gases in optical lattices provide a new exciting bridge between the physics of these quan-
tum condensed matter systems and the field of quantum optics4, 5. In the project ”Numer-
ical studies of correlated quantum systems” novel numerical schemes are developed and
employed to effectively simulate such systems. In addition to the work detailed below, re-
search at the Institut fu¨r Theoretische Physik III focuses on the following topics: Efficient
quantum Monte Carlo algorithms were constructed, which allow a detailed analysis of the
spectral properties of the one-dimensional t−J model6. Using large scale numerical simu-
lations, evidence for the presence of spinon, holon and antiholon excitation was provided6.
Ultra-cold atoms in optical lattices were examined using novel exact numerical methods,
which allow for the study of both equilibrium and non-equilibrium properties 7–16. E.g.,
a quasi-condensate was found to emerge during free expansion of the atomic cloud out
of a Fock state, where the coherent matter wave forms an atom laser11, 15. Novel numer-
ical techniques were developed and tested at NIC Ju¨lich for the study of time-dependent
and non-equilibrium properties of strongly correlated systems, based on the density matrix
renormalization group17. After successful testing, this method is now applied to a detailed
study of coherent matter wave formations of ultra-cold atoms under non-equilibrium con-
ditions. Furthermore, we analyze quantum magnetic systems. In particular, we studied
the ground state properties and dynamics of quasiperiodic quantum antiferromagnets18–20.
Using large scale numerical simulations we also studied thermal and quantum phase tran-
sitions in systems of weakly-coupled spin-dimers in the presence of high magnetic fields22.
We established universal critical properties for the Bose-Einstein condensation (BEC) of
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Figure 1. Schematic phase diagram of weakly coupled dimers with a bimodal random distribution of intra-dimer
exchange interactions (J1 > J2) and a weak inter-dimer exchange J ′ in the presence of an external magnetic
field h. Red regions indicate BECs of the magnet excitations, and blue regions the novel Bose-glass phases,
emerging from the bond-randomness. (J ′/J1)c denotes the quantum critical point at h = 0 in the absence of
randomness.
magnetic excitations in such systems21, and recently proved the formation of a Bose-glass
phase of these magnetic excitations in the presence of randomness23. A schematic phase
diagram of such a system is shown in Fig 1, exhibiting two Bose-glass phases next to a
BEC of magnetic excitations.
2 Ultra-Cold Atom Gases in Optical Lattices
Since the first realizations of BEC in magnetically trapped dilute alkali vapors24–26, the
study of ultra-cold atomic gases (of temperatures down to fractions of microkelvins) has
become an active research area of physics. After these first experiments with weakly in-
teracting bosons, among many other achievements the creation of spinor27 and dipolar28
condensates has extended the range of observed phenomena. Furthermore, quantum de-
generacy was observed in the fermionic case29, and first steps towards strongly correlated
systems have been made4, 5. Confining the atomic cloud to an optical lattice formed by
interfering laser beams leads to physical situations similar to the one encountered in solid
state physics30. A gas of bosonic atoms under such conditions is described by the Hamil-
tonian of the Bose-Hubbard model31,
H = −t
∑
〈i,j〉
(
b†ibj + h.c.
)
+
U
2
∑
i
ni(ni − 1) +
∑
i
Vini. (1)
Here, t denotes the nearest neighbor hopping amplitude, and U an on site repulsion be-
tween the bosons. Furthermore, bi (b†i ) denote annilation (creation) operators for bosons
on lattice site i, and ni = b†ibi the local density. The ratio t/U is tuneable by varying
the depth of the optical lattice potential30, which in allows particular to access the regime
U  t of strongly correlated bosons. Vi denotes a local potential due to the presence of
a (usually harmonic) external trapping potential, which confines the atomic gas. In the
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uniform case (Vi = 0), this model has a superfluid phase for low values of U/t and Mott-
insulator regions of commensurate densities for stronger interactions31. The transition from
a superfluid BEC to a Mott-insulator has been achieved for atoms in both one- and three-
dimensional optical lattices upon increasing the optical lattice depth5, 32. Quantum Monte
Carlo simulations allow for a qualitative analysis of these experiments.
3 Stochastic Series Expansion Quantum Monte Carlo
We use the stochastic series expansion (SSE) quantum Monte Carlo technique33, 34, which
is based on a high temperature series expansion of the partition function Z of the quantum
lattice model in Eq. (1) in the inverse temperature β = 1/kBT :
Z = Tr exp(−βH) =
∞∑
n=0
βn
n!
∑
{i1,...,in}
∑
{b1,...,bn}
〈i1| −Hb1 |i2〉 · · · 〈in| −Hbn |i1〉. (2)
The Hamiltonian H is decomposed into a sum of single-bond terms H =
∑
bHb, and we
inserted complete sets of basis states. For a bosonic system with a positive hopping ampli-
tude t > 0 all terms contributing to Eq. (2) have a positive weight, and thus a Monte Carlo
importance sampling of Z can be performed efficiently. Each Monte Carlo step consists of
two consecutively applied update schemes: First, in a local, diagonal update, the expansion
order n changes by adding/removing diagonal single-bond terms, while keeping the inter-
mediate states and offdiagonal terms fixed. Then in a second, nonlocal update scheme,
the offdiagonal terms and intermediate states are modified using a directed loop update
scheme35, 36, which allows efficient simulations at low temperatures and quantum phase
transitions. The results presented below were obtained using an highly optimized C++ im-
plementation of the algorithm based on the ALPS library37 with native checkpointing and
MPI inter-node communication.
4 The Superfluid to Mott-Insulator Transition
The presence of a magnetic confinement potential in the experiments on bosonic atoms in
optical lattices5, 32 leads to spatial confinement and an inhomogeneous density distribution
of the atoms inside the trap30. The local density of the atoms can however not be measured
in current experiments. Instead, absorption images are taken during free expansion of
the atomic cloud, which reveal the initial momentum distribution n(k) of the atoms. The
gradual loss of interference patterns in such images upon increasing the optical lattice depth
gave first indications for the passage from a coherent superfluid BEC to the coexistence
of large incoherent Mott-insulator and small superfluid regions5. Using quantum Monte
Carlo simulations, the corresponding changes in the density distribution of the confined
Bose gas inside the optical lattice can be analyzed38–40. As an example, in Fig. 2 density
distributions are shown for the case of bosons confined to a two-dimensional lattice in (a)
the superfluid and (b) the coexistence regime. In the latter case, the strong interactions lead
to the formation of a Mott-insulating region with integer density (here ni = 1) at the trap
center, surrounded by a superfluid shell. We confirmed the coexistence of superfluid and
Mott-insulating regions by analyzing the local compressibility κ in these inhomogeneous
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Figure 2. Local density distribution of two-dimensional confined bosonic atoms, (a) in the superfluid phase for
U/t = 6.7, and (b) in the coexistence regime for U/t = 25.
Figure 3. Spatial dependence of the local compressibility κ of bosons confined to a two-dimensional lattice for
U/t = 25. A superfluid shell surrounds the central Mott-insulator.
systems38, 39. As an example, the spatial dependence of κ for the case of Fig. 2 b) is
shown in Fig. 3, clearly resolving a compressible superfluid ring surrounding the cental
incompressible Mott-insulator. In the following, we consider possible extensions of the
experimental setup, by including novel lattice geometries and the effects of disorder in our
numerical simulations.
5 Supersolid Lattice Bosons
Recently, evidence was reported for a possible supersolid phase of 4He, derived from non-
classical momenta of inertia in torsional oscillator experiments41. Such a state of matter is
characterized by the simultaneous presence of both diagonal and off-diagonal long range
order in form of a superfluid with periodic density modulations, breaking both U(1) and
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Figure 4. Ground state phase diagram of hard-core bosons on the triangular lattice, obtained from quantum
Monte Carlo simulations. Solid lines denote continuous quantum phase transition lines, whereas dashed lines
denote first-order transitions. The system is half-filled for µ/V = 3.
translational symmetry42, 43. Whether the recent observations on 4He are indeed due to
the presence of a supersolid state, is still under debate44–46, and thus the possibility of
supersolid phases in translational invariant systems remains unsettled.
Turning to the case of an underlying regular lattice, various proposals have been pre-
sented, how to realize a supersolid by loading ultra-cold atoms in optical lattices: such
schemes are based on the generation of longer ranged interparticle interactions using dipo-
lar gases47, Bose-Fermi mixtures48 or excited states in higher bands49. The crystalline
order relevant for diagonal long range order in such a supersolid is not the trivial density
modulation enforced by the optical lattice but implies an additional superstructure in the
bosonic density distribution. Analytical studies using mean-field theory and renormaliza-
tion group methods indeed found stable supersolid phases in many models, such as the
extended Bose-Hubbard model on the square lattice,
H = −t
∑
〈i,j〉
(
b†ibj + h.c.
)
+ V
∑
〈i,j〉
ninj +
U
2
∑
i
ni(ni − 1)− µ
∑
i
ni, (3)
in particular in the hard-core limit, U/V → ∞ close to half-filling. Here, V denotes a
nearest-neighbor repulsion and µ the chemical potential of the bosons. However, subse-
quent numerical calculations showed, that the supersolid state is unstable towards phase
separation for U > 4V , i.e. for dominant on-site interactions50, 51.
Since it is possible to generate optical lattices which depart from the square lattice ge-
ometry52, the question arises, if stable supersolid phases exist in realistic parameter regimes
using different lattice structures. We performed quantum Monte Carlo simulations for the
extended Bose-Hubbard model, Eq. (3), on the triangular lattice to study the interplay of
supersolidity and geometric frustration53. In Fig. 4 we show the phase diagram obtained
from our simulations in the hard-core limit.
In addition to the superfluid phase at large values of t/V , the system shows two solid
phases for low values of t/V < 0.2, with densities ρ = 1/3 and ρ = 2/3, respectively. We
found that upon doping these solid phases towards half-filling, ρ = 1/2, two supersolid
phases emerge, with a first order transition line at ρ = 1/2, separating the low- and high-
215
density supersolids53. Supersolidity in this model emerges by an order-by-disorder effect54
out of a hugely degenerate state of the frustrated classical model at t = 055, driven by quan-
tum fluctuations53. Doping the ρ = 2/3 solid with additional bosons (or the ρ = 1/3 solid
with holes), a possible super-solid is unstable towards phase separation due to the prolifera-
tion of domain-walls, giving rise to a first-order transition to the superfluid53, 51. Our results
are in qualitative agreement with analytical findings56, which however overestimated the
extents of the solid and supersolid phases. While an earlier numerical study57 did not find
a supersolid phase at half-filling, recent studies confirm our calculations58, 59.
Our preliminary results for the case of hard-core bosons on the Kagome´-lattice, for
which a supersolid phase was obtained in spin-wave approximation56, indicate that the
increased quantum fluctuations destroy supersolidity. Compared to the case of the square
lattice, the triangular lattice thus offers the experimentally easiest possibility for realizing
order-by-disorder phenomena and supersolid phases of ultra-cold atoms on optical lattices.
6 Bosons with Random Interaction Strength
Another means of realizing novel quantum phases of bosons in optical lattices is random-
ness produced by e.g. additional incommensurable lattices60, or by laser speckles61. They
can lead to Anderson localization62 and Bose-glass phases31.
We proposed a novel means of realizing randomness for bosons in optical lattices,
by employing the extreme sensitivity of the bosonic scattering potential at the verge of a
Feshbach resonance63, 64, leading to a random interaction strength U in the Bose-Hubbard
model65. In our scenario bosons on an atom chip66 are considered close to an electric wire,
producing a spatially random magnetic field66. This will induce random variations in the
local interaction strength, if the bosons are set near the Feshbach resonance by the overall
off-set field65. We studied the phase diagram of the one-dimensional random-U Bose-
Hubbard model using both a strong coupling expansion (SCE)67 and SSE quantum Monte
Carlo simulations65, and contrasted our model to the case of randomness in the chemical
potential31. The resulting zero-temperature phase diagram for a uniformly distributed in-
teraction strength, U(1 − ) ≤ Ui ≤ U(1 + ), is shown in Fig. 5 for  = 0.25. Similar
to the case of a random chemical potential31, the disordered system exhibits a Bose-glass
regime, identified as an insulating, but compressible phase. However, in the random-U
case, the disorder selectively destroys all Mott-insulating regions above an -dependent
filling factor (n ≥ 3 for  = 0.25). Furthermore, we find that the Bose-glass phase does
not extend into the low-density region of the phase diagram, µ < 0, giving rise to a tri-
critical point along the lower boundary of the n = 1 Mott-lobe. Estimates of the relevant
length scales indicate that our scenario can indeed be realized using currently available
experimental techniques65.
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Figure 5. Zero-temperature phase diagram of bosons on a one-dimensional optical lattice with random interaction
strength of  = 0.25, obtained from SSE simulations of 200 sites and a third-order SCE for the thermodynamic
limit (TDL). The extent of the Mott-lobes in the pure case ( = 0) from SCE is indicated by the dashed line,
whereas the dot-dashed line shows the SCE results for a finite system of L = 200 sites.
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