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1 緒論
1.1 研究の背景
近年,様々なものがデジタル情報化されデータとして蓄積できるようになり,人
はそれらの蓄積されたデータを利用して,そこから新たな価値を創出しようとして
いる．たとえば顧客データや購買データといった企業が独自で保持している大規
模なデータなどがその例である．それらのデータから購買予測につながる知見を
発見したり,新商品の開発に役立つ情報を得たりというように,データのマーケティ
ングへの活用が期待されている．データを分析する際には,それらのデータを生成
するモデルがあると考え,そのようなモデルを推定することで,データに内在する
傾向や特徴を知ることができる．このようなモデルをベースモデルと呼ぶ．この
とき,得られたデータが一つのモデルから生成されている場合は,得られたデータ
全てをモデルの推定に用いることができるが,複数のモデルから生成されたデータ
である場合は,データをモデルに基づいて分類する必要がある．データの分類には
主成分分析や因子分析,k-means法などが用いられるが,データが確率モデルによっ
て生成されている場合や,データの空間的トポロジーが入り組んでいる場合は適切
な分類を行うことができない．したがって,このような確率モデルに基づいたデー
タの分類を可能にするための手法や,データのトポロジーに基づいた分類の手法を
確立させることは重要なことである．
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1.2 問題点と課題
前節でも述べたように,確率モデルから生成されたデータや,複雑なトポロジー
を持つデータにおける分類手法の確立は未だ十分とは言いがたい．確率モデルか
ら生成されるデータについては直接データを用いるのではなく,その背景にある確
率モデルに基づいてデータを分類する必要があるが,実際にはこのようなモデルは
直接観測することができず,そのモデルから出力されたデータしか観測できない場
合が多い．例えば株価の変動や,タンパク質間相互作用,音声データなどの場合で
ある．このような確率モデルを分類する手法はこれまで多くの研究がなされ,特に
確率モデルのなかでも音声認識,文脈情報処理,画像認識,ゲノム解析などといった
分野で幅広く活用され有用な成果を得てきた隠れマルコフモデルは,現在でも音声
認識の「Siri」などに用いられ,その実用性は高い．しかし,隠れマルコフモデルの
分類においては,内部状態のトポロジーやパラメータをテストデータから推測し,
モデルをいくつか作成した後で,どのモデルに実データがあてはまるかによって分
類する手法がとられ,モデルがいくつに分かれるかを事前に決定する必要があり,
モデルの適切なクラスタ数をどのように選択するかが問題となっていた [1][2]．
また,確率モデルでなくとも複雑なトポロジーをもつデータをクラスタリングす
ることは容易ではなく,データの空間的なつながりを考慮した分類手法が必要不可
欠である．この問題に対し,データのトポロジーにもとづいた分類を可能にする自
己組織化マップ [3]と呼ばれる手法が考案されたが,実際のデータにおいては,同じ
要素間に異なる関係性をもつ混合モデルや,それぞれの要素間に異なる関係性を持
つような混合モデルが存在し,自己組織化マップを用いてもこの手の混合モデルを
分類することは難しく, このような分類手法を確立することは非常に重要なことで
ある．データを分析する際に,因果関係のない不要な要素を含んだデータを分析し
ても,そのノイズに分析結果が悪影響を受けることがあり,データから価値ある知
見を得ることが出来なくなる恐れがある．したがって,不要な要素を単に除けば済
むことではあるが,このときに,要素に因果関係があるかどうかを人が経験や常識
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に捉われて要素を限定しすぎると,データから得られる新たな知見の可能性を限定
してしまう事にもなりかねないため,データ分析においては,まず初めに因果関係
がある要素を主観に捉われず適切に抽出する必要がある．分析対象となるモデル
が決まっているときは,分析対象でないモデルと分析対象のモデルとの間の要素の
違いを解析すればよいが,対象となるモデルが決定しておらず,異なるモデルが混
在する可能性がある場合は,要素間の特徴を解析することは極めて困難になる [4]．
このような問題に対して因子化情報量基準を用いた手法が考案され,前者の同じ要
素間に異なる関係性をもつデータの分類手法は確立されつつある [5]．しかし後者
のようなそれぞれの要素間に異なる関係性を持つ混合モデルの分類は未だ確立さ
れていない．混合モデルのデータ分類に関する研究は今後, 必要不可欠である．
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1.3 本研究の目的
本研究においては,確率モデルの分類を実現するために,教師なしでデータを分
類することが可能で,分類結果を視覚的に提示することができる自己組織化マップ
と,確率モデルの内部パラメータが直接わからないシステムをモデル化することが
可能な隠れマルコフモデルを用いた分類手法を提案することを第１の目的とする．
また,要素間に異なる関係性を持つ混合モデルの分類が分類可能なアルゴリズムを
開発することを第２の目的としている．前者の手法は,自己組織化マップのノード
に隠れマルコフモデルを用いることで確率モデルの分類結果をマップ上に視覚的
に提示することが可能なシステムの開発を目指す．自己組織化マップと隠れマル
コフモデルを組み合わせた確率モデルの分類手法 [6][7]はすでに存在しているが,
モデルの状態遷移に制約があったり,分類が適切に行えていないなどの課題が残り,
改良が必要であり,これらの手法を本研究では発展させることを検討する．また,後
者の混合モデルの分類においては,自己組織化マップを用いて因果関係のある要素
を抽出することで,モデルの分類が可能なアルゴリズムの開発を行う． ここでは,
3次元のデータに対して分類が可能なアルゴリズムを考案し,そのアルゴリズムを
発展させることを検討するために,異なるモデルが混合した 3次元データをモデル
に基づいて分類できるアルゴリズムの開発を目的とする．
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2 自己組織化マップ（Self-Organizing Map:SOM）
2.1 SOMとは
自己組織化マップとは,コホネン (T．Kohonen)により提案されたニューラルネッ
トワークの一つで，人の大脳皮質の視覚野をモデル化した教師なし学習モデルで
ある．SOMの学習アルゴリズムによって学習されたデータは,空間的トポロジー
を保ちながら低次元のマップに写像することすることができ, 基本的には,マップ
に写像されたデータの距離関係はデータ同士の類似度が低ければ低いほど遠くに，
高ければ高いほど近くにマッピングされる．例えば,図 1のように, マップ上で距
離の近い２つのデータ（data 2, data3）は,データの性質が近く離れた２つのデー
タ (data1, data2)は,互いに類似度の低いデータであることを意味する．このよう
に,単に数理的計算によってデータ間の関係性を求めるだけではなく,二次元のマッ
プなどに写像することで,視覚的に類似したデータを発見することの出来る手法で
もある．
図 1: SOMにおけるデータのマッピング
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2.2 SOMの原理
ここでは,例 (図 2)を用いて SOMの学習アルゴリズムについて説明する．まず,
ここでは分かりやすいように,データの性質の近さを色の近さで置き換えて考える．
例えば,data2と data3のデータは類似したデータであるから,data2を暗い緑,data3
を明るい緑とする．それに対して,data1は先ほどの 2つのデータとは異なるデー
図 2: SOMに用いるデータの例と２次元の SOMマップ
タであり,data1は赤色として考えることにする．また,図 2の下側に,SOMの学習
によって data1～data3の高次元データを低次元に写像するための二次元平面マッ
プを示す．ここでは説明のため,このマップは 6× 6＝ 36のマスをもつとし,それ
ぞれのデータをマッピングするための領域および,データ間のトポロジーを学習す
るための領域として用いる．このような領域を SOMにおいてはノードと呼び,基
本的にこれらは均一にマップ上に配置される．この説明においては,1つのマスを
1つのノードとしてとらえているが,各格子点を各ノードとして説明されることも
ある．
ノードには,入力データと同じ次元をもったベクトルが内包されており, 初期化
により,各要素のパラメータは初めランダムな値に設定される (図 3)．マップの各
マスの色は,ノードに内包されているベクトルの性質を疑似的に色に置き換えたも
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のであり,各マスのランダムな色は,各マスに内包されたベクトルの各要素が乱数
で初期化されていることを示している．
図 3: SOMにおけるマップの初期化の例
次に,data1に最も近いデータをマップ上から探す．このとき,data1に類似したパ
ラメータをもつノードの位置は図 3の矢印で示した位置になる．このような,入力
データに最も類似したパラメータをもつノードの位置は勝者ノード (winner node)
と呼ばれる．
次に、この勝者ノードとその近傍のノードのパラメータを data1のデータに近
づくように更新する．このとき,図 4のように勝者ノードから離れれば離れるほど
近づける度合いが弱まるように更新する．これは,勝者ノードから遠い距離にある
ノードはほとんど更新されないことを意味し,一方で勝者ノードに近いノードは,
強く更新されることを意味している．
したがって,近傍のノードの更新後は data1の勝者ノードに近いノードほどマッ
プ上におけるノードのパラメータは data1に類似しているといえる．
data1と同様に,data2に近いデータを持つノードをマップ上から探し, その位置
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図 4: data1におけるマップ上のノードの更新
をdata2の勝者ノードとし,近傍を更新する．この勝者ノードは先ほどの更新によっ
て data1の近傍から見つかる可能性は低くなる（図 5）．
したがって, data2の勝者ノードの近傍は更新によって data2に類似したノード
になるため, data2に類似している data3の勝者ノードは data2の勝者ノードの近
くで発見される可能性が高くなる（図 6）．
このように,それぞれのデータに対し勝者ノードを求め,マップの更新終わった
状態を１回目の学習と呼ぶ．
上記のような更新（学習）によって,data3は data2の近くで,data2は data1から
遠い位置というように,それぞれの勝者ノードの位置が,データの類似関係にもと
づいてマップ上に写像される確率は高いが,一回の学習だけでは適切なマップを得
ることは難しい．通常はこのような更新を何度も繰り返すことで適切なマップを
得る．マップの初期化の仕方や,更新の仕方によっては,一回の学習によってもと
のデータの類似関係をマップ上に写像できるという報告もあるが,特殊なケースで
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図 5: data2におけるマップ上のノードの更新
図 6: data3におけるマップ上のノードの更新
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あり,一般的に SOMの学習アルゴリズムは,マップの初期化の後,次に示す学習ス
テップを学習回分繰り返すことになる．ノード自身がマップ上を動くのではなく,
ノードが内包する値が学習によって変化するため入力データと最も類似したデー
タをもつノード（勝者ノード）の場所が学習のたびに変化する．
以下に SOMの学習アルゴリズムを示す．
2.2.1 SOMの学習アルゴリズム
STEP 1: データの読み込み 　
ある入力ベクトル (データ)vjを選択し，学習データとして SOMに読み込む．
STEP 2: 勝者ノードの決定 　
vj ベクトルに最も近い重みベクトルwを持った勝者ノードN jk を探すN
j
k
は以下の式に従う．
N jk = min
k
fj(k) (1)
ただし，fj(k) =
vuut nX
t=1
(ajt   wkt)2 (2)
STEP 3: ノードの更新 　
勝者ノードN jkとその近傍のノードの重みベクトルwkを以下の式に従って
vjベクトルに近づける．
h(Pjx ; Pjx) = exp(
 jPjx   Pjxj2
2
) (3)
wk =   h(Pjx ; Pjx)fj(k) (4)
wnewk = wk +wk (5)
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ただし，
Pjxは勝者ノードN jkのマップ上における位置，Pjxはその近傍ノードの位
置を表し jPjx   Pjxjは勝者ノードと近傍ノードのマップ上での距離である．
また，は初期近傍範囲，は学習係数と呼ばれ学習回数に応じて減衰する
関数であり，近傍範囲は学習とともに小さくなる（図 7）．
図 7: 近傍範囲の変化
このようにして 2～4の手順をすべての入力ベクトルに対して行い重みベクトル
wを更新していく．これを学習回数分繰り返し，最終的な各入力ベクトルに対す
る勝者ノードの位置関係が入力データの類似関係として反映される．
2.3 SOMにおける問題点とその解決法
2.3.1 マップの端による不均一学習
図 8はData1～Data5までの色情報を各要素が 0～255の 4ビットの三原色R,G,B
であらわし，これを入力ベクトルとし SOMの学習に用いた結果を示したもので
ある．これは，分類として近いデータであるはずのData2とData5がマップの左
上角と右下角の離れた位置にお互いがマッピングされてしまった例である．類似
度が近いもの同士がマップ上で距離的に近い位置に配置されるのが理想であるが，
マップの初期値の与え方や,データを学習させる順番によって,このような例外も
起こり得る．この原因としてはマップの端に勝者ニューロンがきて近傍を更新す
る際，学習をする範囲がマップの外に及ぶ場合ノードが存在しないためこの範囲
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においては学習ができず，他の入力データと競合できるノード数が減ることによっ
て起こるものである．これまで,例にあげてきた SOMは平面 SOM（Plane-SOM）
と呼ばれるもので、このように端のノードにおいては図に赤く示した領域を学習
できないため, 中央にあるノードに対し,更新できるノードが４分の３少なくなる．
更新できないノードが少ないことは,その周りのノードが類似する勝者ノードとし
て選ばれない確率が高くなることを意味する．つまりノードが場所によっては同
じ条件で学習できない恐れがありマップの端の影響をなくす必要がある．実際に
そのための,手法がいくつかありそのうちの一つがマップの上下左右をつなげるこ
とでマップの端を無くしたトーラス状の SOMである (図 9:上２つ)．しかし,トー
ラス状の SOMにおいては,データをマッピングした際，視覚的に分類が理解しに
くくなる問題が生じるため, 球面状の SOMが考案された (図 9:下)．このような端
をなくす手法を用いることで,不均一学習を防ぐことができる．
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図 8: SOMにおける色情報の学習結果
2.4 球面自己組織化マップ (S-SOM)
　
SOMにおけるデータの分類において端をなくし，かつマッピングの結果を理解し
やすくする方法として球面状のマップを用いたSOMが提案されている [8][9][10][11]．
しかし，球面を２次元の平面として表示すると，球面の裏側のマッピングが見え
ず全体の分類を見ることができない．したがって，球面のマップを表示する際，人
が球面を回転させ，マップの任意の位置を見ることができるシステムの作成が必
要となり，これには三次元の描画は必要不可欠である．本研究では文献 [9]で用い
られているOpenGLによる球面描画より，より高速に描画でき，Windowsアプリ
ケーション作成時に適したWindowsの標準開発環境を提供するAPI群の一つであ
るDirectXを用いて描画する [12][13]．
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図 9: SOMのマップの端をなくすための一例
2.4.1 S-SOMにおけるシステム開発について
DirectXにおける３D描画では面の描画の際，三角形の面を張り合わせていくこ
とで任意の面を構成し仮想空間に形を作る．この物体をどこから見たときの描画
を行うかを，仮想カメラの位置と向きを指定することで，このカメラに映る視野
範囲を描画できる．この時，プログラム内では任意の面を構成する三角形の頂点
座標を格納する頂点配列を用意し，それぞれの三角形について反時計回りに頂点
を格納する（図 10）．反時計回りでなく時計回りで格納してもよいが,このシステ
ムにおいてはカメラに対して反時計回りに格納されたポリゴンのみを描画し，時
計回りのポリゴンは描画しないようにしている．これはカメラに対して表向きと
裏向きを考える概念であり，カメラからは見えない裏向きの面を描画しないこと
（これをカリングという）で描画する際の負担を減らし，より高速な描画を可能に
するものである．
　
球面を作成する際は，ポリゴンの張り合わせによってこの球面を作る必要があ
り，その作成方法は正二十面体の面である三角形それぞれについてその辺の中点
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図 10: ポリゴンの頂点座標の格納
を求め，正二十面体に外接する球面上に写像することによってできる点をその三
角形からできる新たな頂点とし結ぶことで，一つの三角形でできた面を，４つの
面に増やすことができる．この操作をすべての面に対しおこなうことで正二十面
体の分割をする．（図 11）．この工程を繰り返すことで，正二十面体から球面を得
ることができる．
図 11: 球面の作成方法
このように分割してできたひとつひとつの三角形が球面を作るためのポリゴン
となり，頂点配列に反時計回りのカリングを考慮してそれぞれの三角形の頂点座
標を格納する．このときこの頂点配列から，それぞれ頂点座標を得られるが，ポ
リゴンによる球面を考えるため，いくつもの同じ頂点座標をこの頂点配列が含む
ことになり，この頂点配列をそのまま S-SOMにおけるノードの位置情報として扱
うことができない．このため，この頂点配列から SOMに必要な頂点のみを別の配
列に格納する必要があり，これらの頂点を見つけるための時間が分割数が多けれ
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ば多いほどかかることになる．また，SOMの学習後にこの球面上への分類結果を
反映する際にも SOM用の頂点情報を含む配列から球面を描画するためのポリゴン
用の配列に変換する計算が必要で，S-SOMにおいてこの計算過程はシステムに負
担をかける．
したがって，本研究ではポリゴン用頂点配列と SOM用頂点配列との関連情報を
テーブル化し保存しておき，描画に必要なポリゴン情報と SOMの頂点座標の相互
関係を参照する必要がある場合は，このテーブルを用いることで処理の高速化を
実現した．また，処理同士が重ならないものについてはプログラムをスレッド化
し並列計算をさせることでシステムの高速化を実現している（図 12）．
図 12: S-SOMの面描画システム概要図
2.4.2 S-SOMの学習アルゴリズム
n次元で m個の入力データ vj = faj1; aj2; aj3; :::; ajng(j = 1; 2; 3; :::;m)を S-
SOMに学習させることを考える．このとき，マップ上における l個すべてのノー
ドNk(k = 1; 2; 3; :::; l)は入力データと同じ次元のwk = fwk1; wk2; wk3; :::; wkngな
る重みベクトルを持つ．
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以下に S-SOMの学習ステップを示す
STEP 1: 重みベクトルwの初期化 　
マップ上のすべてのノードがもつ重みベクトルwを乱数で初期化する．
STEP 2: 入力ベクトル vの読み込み 　
ある入力ベクトル vjを選択し，学習データとして SOMに読み込む．
STEP 3: 勝者ノードの決定 　
vj ベクトルに最も近い重みベクトルwを持った勝者ノードN jk を探すN
j
k
は以下の式に従う．
N jk = min
k
fj(k) (6)
ただし，
fj(k) =
vuut nX
t=1
(ajt   wkt)2 (7)
STEP 4: ノードの更新 　
勝者ノードN jkとその近傍のノードの重みベクトルwkを以下の式に従って
vjベクトルに近づける．
h(Pjx ; Pjx) = exp(
 jPjx   Pjxj
2
) (8)
wk =   h(Pjx ; Pjx)fj(k) (9)
wnewk = wk +wk (10)
ただし，Pjxは勝者ノードN jkのマップ上における位置，Pjxはその近傍ノー
ドの位置を表し jPjx   Pjxjは球の中心に対する勝者ノードと近傍ノードの
マップ上での立体角である．は初期近傍範囲の広さを表す立体角，は学
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習係数．の近傍は学習回数とともに小さくなるように設定し（図 13）は
減衰関数を用いる．
図 13: S-SOMにおける近傍範囲の変化
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2.4.3 S-SOMにおけるU-matrix
よく SOMの例で用いられる動物データを本研究で作成した S-SOM学習させた
結果を図 14に示す．学習させる入力ベクトルはそれぞれの動物の特徴を要素に分
け，当てはまる要素には 1それ以外には 0の値を設定した．
図 14: S-SOMによる動物マップ
このマッピング結果は大きく分けて上が鳥類、下が四足動物というように中央
をはしる青以外の山によって境界線を境に分けることができる．このように，マッ
プにおける分類をわかりやすくするために，類似度の遠いデータ同士の間に山を
つくるなどし，分類をより視覚的に理解できるようにした手法をU-matrixという．
本研究においてはカラーリングも行っている．
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以下に S-SOMにおけるU-matrixについて記述する．
S-SOMの球面が正二十面体を分割数を n分割して作成されたものであれば，n-1
分割目に作られる点を S-SOMにおけるノードとし，n分割目によって各ノードの
間にできる新たな頂点を各ノードが内包する重みベクトルの差を記憶するユニッ
トとして扱う．図 16は図 15における面の一部で，隣り合う６面からなる領域を球
の中心方向にみたものである．この六角形の角と中心がノードの位置で，三角形
それぞれの辺の中央がU-matrixのユニットとなる．
　
ユニットTgには各ノード間の差を保存する変数U gabを内包している．ただし、U
g
ab
は隣接するノードNaとノードNbにおける重みベクトルの差を意味し U gab = U
g
ba
が成り立ちU gab; U
g
baをまとめてU gと定義する．ここで，マップ上におけるノード
Nk(k = 1; 2; 3; :::; l)が重みベクトルwk = fwk1; wk2; wk3; :::; wkngを内包している
とすれば，SOMの学習後，U gabは以下の式で求めることができる．
U gab =
vuut nX
j=1
(waj   wbj)2 (11)
このとき，ユニット Tg，ノードNaを持つそれぞれの頂点の球の中心からの距
離を Va; Vgとするとそれぞれの頂点の位置は，球の半径 Lを用いて次式に従い更
新される．
Vg = L  (U g + maxh(U
h) M minh(Uh)
maxh(Uh) minh(Uh) ) (12)
Va = L  1
6
X
j
(U gaj +
maxh(U
h) M minh(Uh)
maxh(Uh) minh(Uh) ) (13)
ただし，
 =
M   1
maxh(Uh) minh(Uh) (14)
Vgはmin
h
(Uh)を 0;max
h
(Uh)をMに正規化した際の U gの値に Lをかけたもの
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で，球面の頂点位置は最大でも球の中心からM  L離れることを意味する．一方，
Vaについては，ノードNaに隣接する 6つのユニットが持つ変数Uaを正規化した
値の平均値と Lとの積になる．
図 15: S-SOMにおけるU-matrix
図 16: S-SOMにおけるU-matrixの概念図
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3 隠れマルコフモデル
　
3.1 隠れマルコフモデル (HMM)とは
隠れマルコフモデルとは初期状態から始まり，確率的に状態遷移していきなが
ら各状態において確率的にシンボルを１つ出力するもので，現在の状態のみによっ
て次の状態の遷移が確率的に決まるマルコフ性をもつモデルである．このように状
態遷移を繰り返しながら，最終状態で遷移を停止する．観測することができるのは
各状態から出力されるシンボル出力のみで，これらのシンボルがどの状態を遷移し
ながら出力されたものであるかは観測することができない．しかし，Baum-Welch
algorithmを用いることで，観測されたシンボル系列からモデルのパラメータを推
測することができる．また，モデルが内包するこれらのパラメータから，観測され
るシンボルが出力される尤もらしい経路を推定することができるViterbi algorithm
とよばれる手法がある．これらのアルゴリズムについては後に記述する．
　
　
3.2 HMMにおけるアルゴリズム
HMMにおける各パラメータを以下のように定義する．
 Q = fq1; q2; q3; :::; qkg : 状態 qの集合
 ai;j : 状態 qiから状態 qjに遷移する状態遷移確率．ただし，
X
j
ai;j = 1
 si(x) : 状態 iからシンボル xを出力するシンボル出力確率．ただし，最終状態
ではシンボルは出力しない．それ以外では
X
x
si(x) = 1が成り立つ．
 w[t] : 遷移 t回目において出力されるシンボル．
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  : HMMに内包される状態遷移確率およびシンボル出力確率のパラメータの
集合．
3.2.1 Forward algorithm
Forward algorithmとはHMMにおいてシンボル出力系列wが観測されたとき，
シンボル出力系列wが出力される確率を求めるアルゴリズムである．
シンボルがN 個観測されるときはその経路RはN 個の状態を遷移したことに
なる．ただし，経路Rは一つとは限らない．経路RがM 個あるとすれば，経路
Rは以下の式で定義できる．
Rm(W ) = frm[0]; rm[1]; rm[2]; :::; rm[N ]g　　　 (m = 1; 2; 3; :::;M) (15)
ここで，rm[t]は経路Rm(W )において、遷移回数 t回目における遷移した状態の
番号を表し，シンボル系列 Sが観測される確率（尤度は）Lwは次のようになる．
Lw =
MX
m=1
NX
t=1
sg(m;t 1)(w[t])  ag(m;t 1);j　　ただし g(m; t) = rm[t] (16)
具体的には，図 17に示す状態数４，シンボル出力を A;B;C の３種類とした
HMMにおいて観測されるシンボル系列wが AABC であるとすると，このモデ
ルがシンボル系列wを出力できる状態遷移の経路は全部で３通りあることになる
（表 1）．
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図 17: モデルの例
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表 1: シンボル系列wを出力できる経路
このとき，それぞれの状態遷移での経路R1～R3におけるシンボル系列wを出
力する確率は以下の通りである．
経路R1:
a0;0  s0(w[1])  a0;1  s0(w[2])  a1;2  s1(w[3])  a2;3  s2(w[4])
= a0;0  s0(A)  a0;1  s0(A)  a1;2  s1(B)  a2;3  s2(C)
= 0:2  0:3  0:8  0:3  0:5  0:1  0:3  0:2
= 0:0000432 (17)
経路R2:
a0;1  s0(w[1])  a1;1  s1(w[2])  a1;2  s1(w[3])  a2;3  s2(w[4])
= a0;1  s0(A)  a1;1  s1(A)  a1;2  s1(B)  a2;3  s2(C)
= 0:8  0:3  0:5  0:7  0:5  0:1  0:3  0:2
= 0:0002520 (18)
経路R3:
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a0;1  s0(w[1])  a1;2  s1(w[2])  a2;2  s2(w[3])  a2;3  s2(w[4])
= a0;1  s0(A)  a1;2  s1(A)  a2;2  s2(B)  a2;3  s2(C)
= 0:8  0:3  0:5  0:7  0:7  0:3  0:3  0:2
= 0:0010584 (19)
よって，このモデルにおいてシンボル系列wを出力する確率，つまり尤度 Lw
は式 17～式 19によって求めたそれぞれの確率の和であり以下の計算で求まる．
Lw = 0:0000432 + 0:0002520 + 0:0010584
= 0:0013536 (20)
しかし，式 17～式 19の計算には重複している部分があり，再計算をするため計
算効率が悪い．特に，状態数が増えたりシンボル出力系列の長さが長くなると，取
り得る状態遷移の経路は急激に増え，この方法では計算の重複する箇所も増える
ため計算に時間がかかる．したがって尤度をもとめる際には，計算途中を記憶し
ておくことで計算の重複を避けて尤度を求めることが可能な次の再帰式にもとづ
く動的計画法アルゴリズムを用いる．このアルゴリズムはForward algorithmと呼
ばれている．
fj(t) = si(w[t])
X
qi2Q
fi(t  1)ai;j　　　　（ t  1） (21)
ただし f0(0) = 1とする．
fj(t)は、遷移回数 t回目において最後の状態が qjという条件のもとでシンボル系
列w = fw[1]; w[2]; ::::; w[t]g が出力される確率である．
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Forward algorithmによって,尤度 Lwをもとめる場合の計算は次のように行う．
　
　
f0(0) = 1:0
f0(1) = f0(0)  a0;0  s0(w[1]) = f0(0)  a0;0  s0(A)
= 1:0  0:2  0:3 = 0:06
f1(1) = f0(0)  a0;1  s0(w[1]) = f0(0)  a0;1  s0(A)
= 1:0  0:8  0:3 = 0:24
f1(2) = f0(1)  a0;1  s0(w[2]) + f1(1)  a1;1  s1(w[2])
= f0(1)  a0;1  s0(A) + f1(1)  a1;1  s1(A)
= 0:06  0:8  0:3 + 0:24  0:5  0:7
= 0:0984
f2(2) = f1(1)  a1;2  s1(w[2]) = f1(1)  a1;2  s1(A)
= 0:24  0:5  0:7 = 0:084
f2(3) = f1(2)  a1;2  s1(w[3]) + f2(2)  a2;2  s2(w[3])
= f1(2)  a1;2  s1(B) + f2(2)  a2;2  s2(B)
= 0:0984  0:5  0:1 + 0:084  0:7  0:3 = 0:02256
f3(4) = f2(3)  a2;3  s2(w[4]) = f2(3)  a2;3  s2(C)
= 0:02256  0:3  0:2 = 0:0013536
これより尤度 Lw = f3(4) = 0:0013536となり，この値は式 20に等しい．
29
3.2.2 Backward algorithm
Forward algorithm ではシンボル系列wが与えられたとき，初期状態から qjで
終わる経路を考えたが，Backward algorithmにおいては後ろ向きに，最終状態か
ら qj で終わる経路において，w = fw[N ]; w[N   1]; ::::; w[t + 1]gを出力する確率
を求めるものであり，その確率を bj(t)は以下の式で定義される．
bi(t) =
X
qj2Q
bj(t+ 1)ai;j  si(w[t+ 1]) (22)
図17におけるモデルに対しての観測シンボル系列AABCの尤度LwをBackward
algorithmを用いて求める場合は次のように計算する．
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b3(4) = 1:0
b2(3) = b3(4)  a2;3  s2(w[4]) = b3(4)  a2;3  s2(C)
= 1:0  0:3  0:2 = 0:06
b2(2) = b2(3)  a2;2  s2(w[3]) = b2(3)  a2;2  s2(B)
= 0:06  0:7  0:3 = 0:0126
b1(2) = b2(3)  a1;2  s1(w[3]) = b2(3)  a1;2  s1(B)
= 0:06  0:5  0:1 = 0:003
b1(1) = b2(2)  a1;2  s1(w[2]) + b1(2)  a1;1  s1(w[2])
= b2(2)  a1;2  s1(A) + b1(2)  a1;1  s1(A)
= 0:0126  0:5  0:7 + 0:003  0:5  0:7 = 0:00546
b0(1) = b1(2)  a0;1  s0(w[2]) = b1(2)  a0;1  s0(A)
= 0:003  0:8  0:3 = 0:00072
b0(0) = b1(1)  a0;1  s0(w[1]) + b0(1)  a0;0  s0(w[1])
= b1(1)  a0;1  s0(A) + b0(1)  a0;0  s0(A)
= 0:00546  0:8  0:3 + 0:00072  0:2  0:3 = 0:0013536
よって Lw = b0(0) = 0:0013536
したがって，Backward algorithmを用いてもとめた b0(0)は Forward algorithm
を用いてもとめた f3(4)と等しくなり，以下の式が成り立つ．
b0(0) = f3(4)
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3.2.3 Viterbi algorithm
Forward algorithmにおいて，fj(t) = si(w[t])
X
qi2Q
fi(t  1)ai;jと再帰式によりシ
ンボル系列wが出力されるすべての経路を求めるが，Viterbi algorithmでは，そ
れらの経路のうち，シンボル系列W を出力する尤度が最大になる経路Rm(w)を
求める．
Lw = argmax
NX
t=0
sg(m;t)(w[t])  ag(m;t);j　　ただし g(m; t) = rm[t] (23)
この経路は，動的計画法アルゴリズムの次式
fj(t) = si(w[t])max
q2Q
fi(t  1)ai;j (24)
を計算することで求めることができる．
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3.2.4 Baum-Welch algorithm
HMMで観測される出力系列から，どの経路を通ったかをViterbi algorithmに
おいて求めることができた．しかし，これはHMMに内包しているパラメータ
が既知であることが前提であり，隠れマルコフモデルにおいては観測できるのは
パラメータではなく，出力されるシンボル系列wのみであった，したがって，
Viterbi algorithmのみではシンボル系列wを出力する尤もらしいパラメータを
推定できない，
そこで，Baum-Welch algorithmでは未知のパラメータを仮定して考え，この
パラメータを内包するHMMにおいてシンボル系列wが出力されるとき，各状態
遷移および各状態からシンボルが出力される回数の期待値を求めることによって
これらの期待値から尤もらしいパラメータを求め，仮定したパラメータを新し
く求まったパラメータに置き換える．この過程を繰り返し，パラメータを更新し
ていくことで未知のパラメータを推定する．
このアルゴリズムによって更新を繰り返していくことで Forward algorithmに
よって求まる尤度Lwは極大値に達するまで増大していくものであり，最大値では
ない．（図 18）この極大値に関しては初期パラメータの与え方によっては最適なパ
ラメータに収束するとは限らない．ただし，状態遷移において次の遷移が自身に
戻ることを除いて，以前の状態には遷移しない left-to-lightのモデルにおいては収
束性がよいことが知られている．
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図 18: Baum-Welch algorithmによる尤度の変化
以下にBaum-Welch algorithmにけるパラメータの更新について記述する．変数
を次のように定義する．
 Oi;j : シンボル列集合W = fw1;w2; :::;wlgを与えたとき，状態 qiから状態 qj
に遷移が起こる回数の期待値．
 Ei(x) : シンボル列集合W = fw1;w2; :::;wlgを与えたとき，シンボル xが状態
qiから出力される回数の期待値．
 P (wkj) :シンボル列集合W = fw1;w2; :::;wlgを与えたとき，パラメータを
内包するモデルがシンボル系列wkを出力する尤度Lwであり，P (wkj) = Lw
が成り立つ．ここで，モデルがシンボル列集合Wを出力する尤度 P (Wj)
は次のように定義できる．
P (Wj) =
Pl
k=1 Lk
l
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これは尤度の平均値を意味する．
また,期待値Oi;jおよびEi(x)は以下の式で計算できる．ただし，t  1
Oi;j =
lX
k=1
1
P (wkj)
X
t
fki (t  1)  ai;j  si(wk[t])  bkj (t) (25)
Ei(x) =
lX
k=1
1
P (wkj)
X
t:wk[t]=x
fki (t  1)  bki (t  1) (26)
上式から得られる期待値Oi;jおよびEi(x)から新しいパラメータ ai;jおよび si(x)
を次式で求めることができる．
ai;j =
Oi;jP
j Oi;j
(27)
si(x) =
Ei(x)P
x0 Ei(x
0)
(28)
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具体的な例として図 17におけるモデルからシンボル系列AABCが観測された
とした場合を考える．ただし，モデルからシンボル系列AABCが観測される尤度
を Lwとする．このとき，シンボル系列は一つであるから，式は次のようになる．
Oi;j =
1X
k=1
1
P (wkj)
X
t
fi(t  1)  ai;j  si(w1[t])  bj(t)
=
1
P (w1j)
X
t
fi(t  1)  ai;j  si(w1[t])  bj(t)
=
X
t
fi(t  1)  ai;j  si(w1[t])  bj(t)
Lw
ここで遷移回数 t回目において，状態 qiから状態 qjに遷移する確率を t(i; j)とす
れば，
t(i; j) =
fi(t  1)  ai;j  si(wk[t])  bj(t)
Lw
であるので，以下の式が成り立つ．
Oi;j =
X
t
t(i; j)
新たな値に更新する際には，次の PROCESS1～PROCESS4の流れでプログラ
ム内では求めている．
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PROCESS 1　期待値ステップ t(i; j)を求める
　
t(i; j)については次の計算式によって求めることができる．
1(0; 0) =
f0(0)  a0;0  s0(w1[1])  b0(1)
Lw
=
f0(0)  a0;0  s0(A)  b0(1)
Lw
=
1:0  0:2  0:3  0:00072
0:00135360
= 0:03191489・・・
1(0; 1) =
f0(0)  a0;1  s0(w1[1])  b1(1)
Lw
=
f0(0)  a0;1  s0(A)  b1(1)
Lw
=
1:0  0:8  0:3  0:00546
0:00135360
= 0:96808510・・・
2(0; 1) =
f0(1)  a0;1  s0(w1[2])  b1(2)
Lw
=
f0(1)  a0;1  s0(A)  b1(2)
Lw
=
0:06  0:8  0:3  0:003
0:00135360
= 0:03191489・・・
2(1; 1) =
f1(1)  a1;1  s1(w1[2])  b1(2)
Lw
=
f1(1)  a1;1  s1(A)  b1(2)
Lw
=
0:24  0:5  0:7  0:003
0:00135360
= 0:18617021・・・
2(1; 2) =
f1(1)  a1;2  s1(w1[2])  b2(2)
Lw
=
f1(1)  a1;2  s1(A)  b2(2)
Lw
=
0:24  0:5  0:7  0:0126
0:00135360
= 0:78191489・・・
3(1; 2) =
f1(2)  a1;2  s1(w1[3])  b2(3)
Lw
=
f1(2)  a1;2  s1(B)  b2(3)
Lw
=
0:0984  0:5  0:1  0:06
0:00135360
= 0:21808510・・・
3(2; 2) =
f2(2)  a2;2  s2(w1[3])  b2(3)
Lw
=
f2(2)  a2;2  s2(B)  b2(3)
Lw
=
0:084  0:7  0:3  0:06
0:00135360
= 0:78191489・・・
4(2; 3) =
f2(3)  a2;3  s2(w1[4])  b3(4)
Lw
=
f2(3)  a2;3  s2(C)  b3(4)
Lw
=
0:02256  0:3  0:2  1:0
0:00135360
= 1:0・・・
　
37
これらの式において
8>>>>>>>><>>>>>>>>:
1(0; 0) + 1(0; 1) = 1:0
2(0; 1) + 2(1; 1) + 2(1; 2) = 1:0
3(1; 2) + 3(2; 2) = 1:0
4(2; 3) = 1:0
が成り立つ．
　
　
PROCESS 2　新たな状態遷移確率 ai;jの計算
　
PROCESS 1によって t(i; j) を求めたところで、新たな状態遷移確率 ai;j =
Oi;jP
j Oi;j
の値を求める．
Oi;jの値はOi;j =
X
t
t(i; j)，
X
j
Oi;j =
X
t
X
j
t(i; j)であるから，ai;jは次の
式（29）で表すことができる．
ai;j =
P
t t(i; j)P
t
P
j t(i; j)
(29)
したがって，各 ai;jは次の計算式でもとまる．
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a0;0 =
1(0; 0)
1(0; 0) + 1(0; 1) + 2(0; 1)
=
0:03191489
0:03191489 + 0:96808510 + 0:03191489
; 0:03092783
a0;1 =
1(0; 1) + 2(0; 1)
1(0; 0) + 1(0; 1) + 2(0; 1)
=
0:03191489
0:03191489 + 0:96808510 + 0:03191489
; 0:96907217
a1;1 =
2(1; 1)
2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:18617021
0:18617021 + 0:78191489 + 0:21808510
; 0:15695067
a1;2 =
2(1; 2) + 3(1; 2)
2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:78191489 + 0:21808510
0:18617021 + 0:78191489 + 0:21808510
; 0:84304933
a2;2 =
3(2; 2)
3(2; 2) + 4(2; 3)
=
0:78191489
0:78191489 + 1:0
; 0:43880597
a2;3 =
4(2; 3)
3(2; 2) + 4(2; 3)
=
1:0
0:78191489 + 1:0
; 0:56119403
観測されるシンボル系列が複数ある場合は，それぞれのシンボル系列に対する
期待値ステップから各 ai;jを求め，その平均値 ai;jを更新後の状態遷移確率として
用いる．
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PROCESS 3　新たなシンボル出力確率 si(x)の計算
　
ここでは，更新後に設定するシンボル出力確率 si(x)を求める．出力されるシ
ンボル系列が一つの場合を考えているので，尤度 Lw を用いて
lX
k=1
1
P (wkj) は
lX
k=1
1
P (wkj) =
1X
k=1
1
P (w1j) =
1
Lw
と表すことができる．
　
したがって，式（26）は
Ei(x) =
1
Lw
X
t:wk[t]=x
fi(t  1)  bi(t  1) (30)
と書き換えられる．さらに上式（30）に式（22）を代入して，
Ei(x) =
1
Lw
X
t:wk[t]=x
fi(t  1)  bi(t  1)
=
1
Lw
X
t:wk[t]=x
fi(t  1) 
X
qj2Q
bj(t)ai;j  si(w[t])
=
P
t:wk[t]=x
fi(t  1) 
P
qj2Q bj(t)ai;j  si(w[t])
Lw
=
X
t:wk[t]=x
X
qj2Q
fi(t  1)  bj(t)ai;j  si(w[t])
Lw
(31)
ここで，
t(i; j) =
fi(t  1)  ai;j  si(wk[t])  bj(t)
Lw
を式（31）に代入すると，
Ei(x) =
X
t:wk[t]=x
X
qj2Q
fi(t  1)  bj(t)ai;j  si(w[t])
Lw
=
X
t:wk[t]=x
X
qj2Q
t(i; j) (32)
40
よって，式（28）は次のように書き換えることができる．
si(x) =
Ei(x)P
x0 Ei(x
0)
=
P
t:wk[t]=x
P
qj2Q t(i; j)P
x0
P
t:wk[t]=x
P
qj2Q t(i; j)
=
P
t:wk[t]=x
P
qj2Q t(i; j)P
t
P
qj2Q t(i; j)
(33)
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式（33）より，新たに設定する各シンボル出力確率 si(x)次の計算式でもとまる．
s0(A) =
1(0; 0) + 1(0; 1) + 2(0; 1)
1(0; 0) + 1(0; 1) + 2(0; 1)
= 1:0
s0(B) =
0
1(0; 0) + 1(0; 1) + 2(0; 1)
= 0:0
s0(C) =
0
1(0; 0) + 1(0; 1) + 2(0; 1)
= 0:0
s1(A) =
2(1; 1) + 2(1; 2)
2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:18617021 + 0:78191489
0:18617021 + 0:78191489 + 0:21808510
; 0:81614350
s1(B) =
3(1; 2)
2(1; 1) + 2(1; 2) + 3(1; 2)
=
0:21808510
0:18617021 + 0:78191489 + 0:21808510
; 0:18385650
s1(C) =
0
2(1; 1) + 2(1; 2) + 3(1; 2)
= 0:0
s2(A) =
0
3(2; 2) + 4(2; 3)
= 0:0
s2(B) =
3(2; 2)
3(2; 2) + 4(2; 3)
=
0:78191489
0:78191489 + 1:0
; 0:43880597
s2(C) =
4(2; 3)
3(2; 2) + 4(2; 3)
=
1:0
0:78191489 + 1:0
; 0:56119403
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3.3 HMMにおける経路の求め方
本研究では，Forward algorithm，Backward algorithm，Baum-Welch algorithm
において，各パラメータの値を求める際に経路をもとに計算することで高速に計
算できるようにした．具体的な求め方については図 17のモデルにおいてシンボル
系列AABCを出力できる経路（表 1）を求めることを例にして考える．
このとき，遷移 t回目において各状態から各状態へ遷移できるかを記憶するため
の行列集合G = fG1; G2; ::::Gt; ::::Glgを用意する．状態数が k個の時のGtはそれ
ぞれの遷移回数 tに対して k× k行列を用意したもので，
　
　
Gt =
2666666664
 t(0; 0)  t(0; 1)     t(0; k   1)
 t(1; 0)  t(1; 1)     t(1; k   1)
...
...
. . .
...
 t(k   1; 0)  t(k   1; 1)     t(k   1; k   1)
3777777775
　
を意味する．
　
　
この例では，状態数は 4であるから k = 4となる行列Gtを考える．この行列に
おける各 t(i; j)の値は，遷移回数 t回目において，状態 iからシンボル si(w[t])を
出力可能な場所かつ状態 iから状態 jに遷移可能な場所は 0をセットし，状態 iか
らシンボル si(w[t])を出力可能または状態 iから状態 jに遷移不可能な場所は 1
にセットする．ここで設定する 0や 1の値には意味はなく，便宜上用いるものと
する．
具体的には一回目の遷移 t = 1の場合，出力されるシンボルはAであるから，状
態 iからシンボルAが出力されない場合は， 1(i; 8j) =  1である．また,状態 iか
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らシンボル Aが出力される場合であっても状態 iから状態 jに遷移できない場合
は  1(i; j) =  1となる．
ここで重要なのは，状態 iから状態 j に遷移できない場合というのはある遷移
回数における，という条件のもとではない．これはモデルが内包するパラメータ
にのみ依存する設定であり，遷移回数は関係ない．ただし，初期状態からの遷移
t = 1の場合と最終状態への遷移 t = 4の場合については，それぞれ，どの状態か
ら始まり，終わるかを考慮しなくてはならないので次の条件が必要とされる．
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■ 初期状態からの遷移　：　 t = 1のとき 　
t = 1のときは，初期状態 0からの遷移のみ考えればよく，状態 i = 0以外の
状態からの遷移はおきないため，行列G1における i 6= 0の行はすべて 1に
設定する．
■ 最終状態への遷移　：　 t = 4のとき 　
t = 4（ここでは例として 4が最終状態への遷移）のときは，状態 iからの状
態 3(. . .　 k  1 = 4  1 = 3)への遷移のみ考えればよく，ai;3 6= 0を満たす i
行以外の行はすべて 1に設定する．
　
　
したがって,それぞれの値は以下のようになる．ただし初期状態では状態 0から
遷移するので状態 i = 0以外のすべての行は 1である．
 1(0; 0) = 0　 (
.
.
.　 s0(A)  a0;0 6= 0)
 1(0; 1) = 0　 (
.
.
.　 s0(A)  a0;1 6= 0)
 1(0; 2) =  1　 (. . .　 s0(A)  a0;1 = 0)
 1(0; 3) =  1　 (. . .　 s0(A)  a0;1 = 0)
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 1(1; 0) =  1　 1(2; 0) =  1　 1(3; 0) =  1
 1(1; 1) =  1　 1(2; 1) =  1　 1(3; 1) =  1
 1(1; 2) =  1　 1(2; 2) =  1　 1(3; 2) =  1
 1(1; 3) =  1　 1(2; 3) =  1　 1(3; 3) =  1
このようにして各遷移 t回目における行列Gtの値を設定した結果を図 19に示す．
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図 19: 行列Gtの設定例
　
こうして値を設定した行列Gtについて次のステップに示す操作を行い値を書き
換える．
　
■ STEP　１　：前向きによる更新 　
遷移回数 1回目に関する行列G1の j列がすべて 1であれば，遷移回数 2回
目に関する行列G2の j行をすべて 1に更新する．図 20に示すように行列
G1の各列のすべてについて，それに対応する行列G2の各行を更新した後，
同じように行列G3; G4に関しても更新を行う．
この操作は t = 1回目から始め，行列Gtにおける j列のすべてが 1の場合
は，行列Gt+1における j行全てを 1に設定するものである．t = l  1にな
るまでこの操作をおこなうことで，行列集合Gを更新する．
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図 20: 前向きによる行列集合Gの更新
■ STEP　２　：後ろ向きによる更新 　
前向きによる更新後，今後は逆向きに更新を行っていく．遷移回数が最終の
t = lから始め行列Gtにおける i行のすべてが 1の場合は，行列Gt 1にお
ける i列全てを 1に設定する．この操作を t = 2になるまで繰り返し，行列
集合Gを再び更新する（図 21）．
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図 21: 後ろ向きによる行列集合Gの更新
こうして STEP１～STEP２までの前向きと後ろ向きによる更新を行うことで，
遷移回数 t回目において状態 iから状態 jに遷移できるかできないかは行列Gtに
おける  t(i; j)が 0であるか 1であるかによって判断できる．0であれば遷移可
能で 1であれば遷移不可能となる．このことは，シンボル系列AABCを出力で
きるすべての経路が明らかになったことであり，実際に図 22に示す経路が表 1に
示す経路と等しくなる．
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図 22: 行列集合Gから明らかになる経路
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4 隠れマルコフ球面自己組織化マップ(HMM-S-SOM)
隠れマルコフ球面自己組織化マップとは,S-SOMのノードに隠れマルコフモデル
を用いたものであり（図 23）,入力データには,ベクトルではなく文字列集合を用い
る. ノード上に内包された隠れマルコフモデルは,すべて同じ構造を持つ．この自
己組織化マップは,データを直接分類するのではなくデータの背景にある確率モデ
ルにもとづいて,確率モデルを球面上にクラスタリングし,その分類結果を視覚的に
も容易に提示することのできる学習モデルである．S-SOMとHMM-S-SOMの違い
については表 2に示す．ノードや入力データの形式の違い以外に,勝者ノードの決
定方法や,ノードの更新の方法が異なる．その詳細については,次のHMM-S-SOM
の学習アルゴリズムの説明に記す．
図 23: 隠れマルコフ球面自己組織化マップ
51
表 2: S-SOMとHMM-S-SOMの比較
4.1 HMM-S-SOMの学習アルゴリズム
STEP 0: ノードの初期化 　
球面上における各ノードが内包するHMMのパラメータkを乱数を用いて
初期化する
STEP 1: 入力データの読み込み 　
入力データである文字列集合を一つ読み込む
STEP 2: 勝者ノードの決定 　
文字列集合に対し各ノードのパラメータをBaum-Welch algorithmを用いて
十分に更新したと仮定した際にその文字列集合を出力する確率（尤度）の極
値が STEP 3の更新によって最も高くなるノードをそのデータに対する勝者
ノードとする．十分に更新という意味は,更新しても尤度に変化が見られな
くなり,値が極大値に近づくまで更新するという意味である
STEP 3: ノードの更新 　勝者ノードにおける HMMモデルを Baum-Welch al-
gorithmを用いて更新し,近傍のノードにおけるHMMのパラメータを SOM
のアルゴリズムを用いて更新する
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SOMのアルゴリズムと同様, STEP1～STEP3を全てのデータについて行い, こ
れを学習回数分くり返す．STEP2において,更新後の尤度を用いるのは,更新前に
尤度が最も高いモデルが更新後に最も尤度の高いモデルになるとは限らないから
であり,実際に,図 24に示す２つのモデルの尤度の変化のように更新前に尤度が高
かったモデルが,更新後に他のモデルより尤度が低くなる場合がある．また,更新
後の尤度を知るために,Baum-Welch algorithmによるモデルの更新をノード上の
HMMに対して行うと,モデルのパラメータが変わってしまうため,プログラム上で
は,他のメモリ上にモデルのパラメータを移して,Baum-Welch algorithmによるモ
デルの更新後の値を計算する．実際のマップ上におけるHMMモデルのパラメー
タの更新は,STEP3で行う．
図 24: 尤度の更新前と更新後の変化
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4.2 人工データを用いた実験
分類の対象である隠れマルコフモデルは,状態遷移が前の状態に戻らない left to
right型と,前の状態にも戻れるErgodic型の混合したサンプルデータを用いて分類
の評価を行った．この際、マップ球面の表示において, ノード間のパラメータの差
をより視覚的に表現できるU-matrixと呼ばれる手法を用いた．この手法を用いて
本研究ではノード間のパラメータ同士の差を,ノードとノードの間にあるU-matrix
に保存しておきそのU-matrixに基づいてノードの位置を高くすることでノード間
の差を山で表現している．また,この山の高さによって色を変え,より分類結果が容
易に判断できるようにした．ノード間におけるモデルの差の計算方法は, 人工デー
タについては状態数４,シンボルは A,B,Cの 3つを内包する HMMを用いた．こ
のモデルのパラメータが異なるHMMモデルM1;M3; :::;M10の１０個用意し, そ
れぞれのモデルから人工的に初期状態から,最終状態までこれらのパラメータに基
づいて確率的に遷移させながらシンボル列を出力させ,これをそれぞれのモデルか
ら５０個用意し,それぞれのモデルから観測されるこれらのシンボル列集合を入力
データとして用いた（図 25）．
各モデルの状態遷移確率のパラメータは表 3～12に示す値に設定し, 各モデルの
シンボル出力確率のパラメータは表 13～22に示す値に設定した．
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表 3: M1における状態遷移確率 表 4: M2における状態遷移確率
表 5: M3における状態遷移確率 表 6: M4における状態遷移確率
表 7: M5における状態遷移確率 表 8: M6における状態遷移確率
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表 9: M7における状態遷移確率 表 10: M8における状態遷移確率
表 11: M9における状態遷移確率 表 12: M10における状態遷移確率
表 13: M1におけるシンボル出力確率 表 14: M2におけるシンボル出力確率
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表 15: M3におけるシンボル出力確率 表 16: M4におけるシンボル出力確率
表 17: M5におけるシンボル出力確率 表 18: M6におけるシンボル出力確率
表 19: M7におけるシンボル出力確率 表 20: M8におけるシンボル出力確率
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表 21: M9におけるシンボル出力確率 表 22: M10におけるシンボル出力確
率
図 25: 実験に用いた人工モデル
4.2.1 HMM-S-SOMにおける人工データでの実験結果
このように各モデルから作成したデータをHMM-S-SOMに学習させた結果を下
図 26に示す．
この図 26におけるグラフの縦軸はモデルM1に対応する文字列集合 Data1を
M1～M10に対して尤度を求めたものである．このグラフからわかることは，元のモ
デルにおいてM1に対しM10が類似度の高いモデルといえ，M3;M8;M9;M7;M2;M5;M6;M4
の順でモデルM1との類似度は低くなっている．また,U-matrixの計算はHMMの
パラメータの差を用いて算出しており,このU-matrixの表示はHMMにおけるモ
デルの構造の類似度を示している．勝者ノード間の境界は山となってところどこ
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図 26: モデルの構造にもとづいた表示結果
ろ現れているが,山に連続性はなくHMMのパラメータでの学習は大まかにしかで
きていないことが分かる．
また,モデル間の類似度を表す尤度の表示においては,図 27のようになった．
マップ上に不規則に山ができていることから、その場所では学習過程において
あるモデルの強い学習がおこり,あるモデルの局所解を学習しているノードがある
ことを示すもので,マッピングが適切に行えていないことを示している．実際に,
同じ実験を数回行ったが,model 1とmodel 4が同じ位置にマッピングされるなど
マップの再現性に乏しい結果となった．
以上の結果から,HMMのパラメータおよび尤度に関するＵ-matrixの表示のどち
らに関してもノード間の差が明確ではなく,モデルの分類を視覚的に理解すること
は困難である．
これらの問題を解決するためにベクトル統合型隠れマルコフ球面自己組織化マッ
プを開発した．次章に,詳細を示す．
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図 27: 尤度にもとづいた表示結果
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5 ベクトル統合型隠れマルコフ球面自己組織化マップ
(F-HMM-S-SOM)
　前章で紹介した隠れマルコフ球面自己組織化マップの学習アルゴリズムにお
いて,勝者ノードを更新する際に Baum-Welch algorithmを用いたが,この手法に
よるノードの更新では,SOMによる学習率を無視する形で過学習が起こることが
分かった．この問題を解決するためには,HMMモデルの状態遷移とシンボル出力
の傾向を考慮しつつ,更新の際の学習率も考慮できるような学習の手法が必要であ
る．そこで,従来の SOMの学習に用いられるベクトルの形式でHMMモデルの状
態遷移とシンボル出力の傾向を考慮できる頻度ベクトルを提案し,このベクトルを
隠れマルコフ球面自己組織化マップのノードに統合したベクトル統合型隠れマル
コフ球面自己組織化マップ (F-HMM-S-SOM)を開発した (図 28)．
図 28: F-HMM-S-SOMにおけるノード
なお,マップ上の全てのノードは同じ構造をもっており,各ノード上のHMMが
内包する状態数とシンボル数は同じで, 頻度ベクトルの次元についても各ノードは
同じ次元をもつ．この自己組織化マップはシンボル列集合を入力データとし,各入
力データにおけるシンボル系列集合を出力するような確率モデルをそれぞれ推測
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し,これらのモデルをマップ上に学習していくことでモデルの分類を行っていく．
F-S-HMM-SOMの学習アルゴリズムにおいて扱われるこの頻度ベクトルは,入力
データのシンボル列集合におけるシンボルの出力頻度をベクトル化したデータで
ある．頻度ベクトルは次のように構成する．
　
　シンボル出力の種類をA,B,Cの三種類とした場合,状態遷移を行うごとにシン
ボルを出力する隠れマルコフモデルから n回目の遷移で出力されるシンボルと,次
の遷移 n + 1回目で出力されるシンボルの組み合わせは,A,B,Cの二つの組み合わ
せを考えると９通りできる．また,一回の遷移で遷移を終えるような場合は,一文
字しか出力しないので,一文字を出力するA,B,Cの三通りを含めて,状態遷移前と
状態遷移後に出力する文字組み合わせは１２通りの可能性がある．入力ベクトル
における文字列集合において最大のシンボル列の長さを lとおくと,最大でも l  1
回目の遷移で出力されるシンボルと、次の遷移 l回目で出力されるシンボルの組み
合わせを考えることになるため,このシンボル列を頻度ベクトルに変換した際のベ
クトルの最大の次元数は 12  (l  1)となる．したがって文字の種類をm,最大のシ
ンボル列の長さを lmaxとおくと,入力頻度ベクトルの次元数は (m2 +m)(lmax  1)
になる．入力データの文字列集合をACCB, BCCとした場合具体的に入力データ
から入力頻度ベクトルへの変換は次のようになる．
�まず,２つの文字列の長さをもったウィンドウを用意し,それぞれの文字列につ
いてその文字列の先頭からウィンドウを一文字ずつずらしながら,ウィンドウ内の 2
文字の組み合わせが１２通りのうちどれにあてはまるかを調べる．たとえば,ACCB
の文字列であれば,初めの２文字の組み合わせはACであり,図 29のようにACの要
素を１にセットし,他の要素は 0にセットすることで,初めのウィンドウ内の文字列
は"000001000000"のベクトルに変換される．同じようにして,その次のウィンドウ
内の文字列CCはベクトル"000000000001"に変換され,さらにその次のウィンド内
の文字列CBはベクトル"000000000010"に変換される．このようにしてACCBは
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ベクトル"000001000000000000000001000000000010"　として定義される．このよ
うな方法で,BCCの文字列はベクトル"000000001000000000000001"に変換される．
図 29: シンボルのベクトル変換の手法
�次に,このようにしてそれぞれの文字列から求めた、すべてのベクトルについ
ての和をもとめ,それぞれの要素を変換されたベクトルの個数で割ることで,入力
データの文字列集合に対する頻度ベクトルをそれぞれの要素の平均値で定義する
図 30．ただし,ベクトルの長さは最長のもに合わせ,残りの成分を 0(図 30:青色の
部分)にする．
この学習の手法（学習アルゴリズム）については次に詳細を記す．
 k : HMM－S-SOMでの各ノードにおけるHMMのパラメータでk = fAk; Skg
であるとする．ここで，
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図 30: 頻度ベクトル
Ak =
2666666664
ak01 a
k
02    ak0j
ak11 a
k
12    ak1j
...
...
. . .
...
aki1 a
k
i2    akij
3777777775
　　　　 Sk =
2666666664
sk01 s
k
02    sk0h
sk11 a
k
12    sk1h
...
...
. . .
...
ski1 s
k
i2    skih
3777777775
ai;jは状態 iから状態 jに遷移する確率．si;hは状態 iにおいてシンボル xhを
出力するシンボル出力確率
 X : 学習させるシンボル列集合
X = fx1; x2; x3; :::; xhg
V = fv1; v2; v3; :::; vhg
STEP 1: ノードの初期化 　球面上における各ノードが内包する HMMのパラ
メータkとベクトルをランダムな値で初期化しておく．
STEP 2: 類似度の計算 　各入力データWnに対して、Baum-Welch algorithm
を用いて球面上ノードNiにおけるHMMのパラメータを更新した際の尤度
Liと,各ノードNiにおけるベクトルと入力ベクトルとのユークリッド距離
Eiを計算する．
STEP 3: 勝者ノードの決定 　　　各入力データに対して, 　
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(1  Ei
Emax
) Li 　が最小となるノードを勝者ノードとする．ここで,Emaxは
入力ベクトルと各ノードのベクトルとのユークリッド距離Eiのうち最大の
値を表す．
STEP 4: 勝者ノードの更新 勝者ノードのパラメータを Baum-Welch algorithm
を用いて十分に更新する．また,勝者ノードが内包するベクトルを入力デー
タにおけるベクトルに近づける．
STEP 5: 近傍ノードの決定 近傍ノードのパラメータをを勝者ノードのパラメー
タに近づける．
ベクトルについては,SOMの学習パラメータに従って更新をおこなう．隠れ
マルコフモデルのパラメータについては次のように更新を行う．勝者ノード
Nnkとその近傍のノードの行列パラメータkを以下の式に従って更新する．
ただし，STEP 4の実行後における勝者ノードNnkが内包するHMMの行列
パラメータをnk = fAnk ; Snkgとする．8><>: A =   h(Pnx ; Pnx)(A
n
k   Ak)
Anewk = Ak +A8><>: S =   h(Pnx ; Pnx)(S
n
k   Sk)
Snewk = Sk +S
　
newk をk更新後のパラメータとすればnewk = fAnewk ; Snewk gとなる．
ただし，
h(Pnx ; Pnx) = exp(
 jPnx   Pnxj
2
)
Pjxは勝者ノードN jkのマップ上における位置，Pjxはその近傍ノードの位
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置を表し jPjx   Pjxjは球の中心に対する勝者ノードと近傍ノードのマップ
上での立体角である．なお，この立体角は学習回数とともに小さくしていく．
学習係数 は学習回数とともに減衰する関数をとる．
この後,Baum-Welch algorithmで５回更新をおこなう．
STEP 6: SOMにおけるパラメータの更新 SOMにおけるパラメータを更新し、
STEP2～STEP5を学習回数分繰り返す．
なお,本研究においては,学習アルゴリズムの開発だけでなく,頻度ベクトルでの
ノード間の類似関係をU-matrixの表示に反映できるようなシステムや,データを
操作するためのユーザインターフェースついても開発をおこなった．
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5.1 F-HMM-S-SOMにおける人工データを用いた実験
この実験においては,ベクトル統合型隠れマルコフ球面自己組織化マップでのモ
デルの推定および分類について, HMM-S-SOMの実験に用いたものと同じ人工デー
タを用いて検証することで,従来と比較してより適切にマッピングできるかどうか
の評価をおこなった．
5.1.1 F-HMM-S-SOMにおける人工データでの実験結果
HMMのパラメータの類似度での U-matrix表示における分類結果を図 31に示
す．球面上に現れた境界は,隣接したノードにおけるモデルのパラメータの差が大
きいことを示すもので, モデルの違いを学習できていることが分かる．
図 31: HMMパラメータもとづくU-matrix表示での分類結果
また,モデルとしての類似度を表す尤度の表示 (図 32)においては,モデル間の類
似度を表すグラフとおなじ相対関係を表す境界がマップ上に表示され,モデルの類
似度を適切に学習できたといえる．
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図 32: 尤度にもとづくU-matrix表示での分類結果
5.2 F-HMM-S-SOMにおける実データを用いた実験
この実験においては,ベクトル統合型隠れマルコフ球面自己組織化マップでのモ
デルの推定および分類について, 実データとして,DNAデータと株価データを用い
て従来のアルゴリズム (HMM-S-SOM)と比較してより適切にマッピングできるか
どうかの評価をおこなった．
5.2.1 DNAデータを用いた実験とその結果
この実験においては,生物の DNAの塩基配列である ATGCの配列を入力デー
タとして学習を行った．この生物データは,ATGCの塩基配列を文献 [14]の方法で
処理し,長さ６シーケンスをそれぞれの生物に対し 1024個用意した．つまり,生物
一つに対して 6文字列が 1024個集まった文字列集合が一つの生物におけるデータ
となる．生物の種類としては, ヒト (Hsall),ネズミ（Mmuall）,犬 (Cfaall),大腸菌
（Ecoall）,ショウジョウバエ (Dmaall),イネ (Osaall)を用意した．これらを,HMM-
S-SOMに学習させた結果を,尤度における類似度にもとづいたU-matrix表示で表
したものを図 33に示す．
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図 33: HMM-S-SOMにおける生物データの分類結果
この図におけるくぼみのあるところは,局所的な学習を表している場所で,それ
ぞれのデータの位置がこのくぼみにマッピングされているのがわかる.これはモデ
ルが学習の過程で孤立してしまい適切な分類ができなかったことを示している. 一
方F-HMM-S-SOMについては,HMMパラメータに関するU-matrixの表示から,モ
デルもパラメータの違いを学習できており (図 34),モデルの類似度に関しても局所
的に学習が行われているノードはなく均一的に学習が行えたといえる (図 35)．分
類結果のマップから大きく分けて,犬,イネ,ショウジョウバエのグループと大腸菌,
ヒト,ネズミに分類がされ,犬はイネとショウジョウバエに対し境界ができており,
モデルとしては離れていることが確認できた．また,大腸菌についても,ヒトとネ
ズミに対して境界線をもち,ヒトとネズミのモデルから少し離れた関係にあること
が示され適切にモデルの違いを学習できているといえる．
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図 34: F-HMM-S-SOMにおける生物データの分類結果:尤度にもとづいたU-matrix
表示
図 35: F-HMM-S-SOMにおける生物データの分類結果:モデルの構造にもとづい
たU-matrix表示
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5.2.2 株価データを用いた実験とその結果
この実験においては,時系列の実データとして 2010年の九州電力会社の日足株
価データを用いた．図 36は６１日分の１０月から１２月までの株価データである．
しかし,株価のグラフは数値のデータであり,このままでは今回作成した,離散的な
隠れマルコフモデルでの学習は行えない．そこで,これらの数値としてのデータを
文字列集合のデータに変換する必要がある．文字列集合への具体的な変換方法は
次のように行った．
まず初めに,５日間の幅を持ったウィンドウを用意し, このウィンドウを一日ず
つずらしながら１０日分のデータを文字列集合に変換することを考える．
例えば,図 36のようにはじめは赤の場所にウィンドウがある場合, このウィンド
ウ内における５日間のグラフの上がり下がりについてみると初めは下がり,次は上
がり,そして少し停滞して最後に下がる．このとき, 上がるときは U,下がるとき
はD,停滞するときは Sの文字に変換し, 上がりが急な時はいくつかのUに変換す
る．下がるときも、停滞するときも同様に変化の大きいときは連続したDに変換
をおこなう．このようにして一つの文字列ができる．このウィンドウを緑の位置
にくるまで１日ずつずらしながら同じようにこの５日間の区間を文字列に変換し
ていくことで１０個の文字列が含まれる文字列集合を１組生成することができる．
このようにして,６１日の株価データからは文字列集合が４７組得られ,これらを
F-HMM-S-SOMの入力データとして用いた．
このようにして変換された文字列集合の背景にあるモデルの学習を行うために,F-
HMM-S-SOMに用いるノード上におけるHMMは全て同じ構造をもち,図 37のよ
うに状態数は最終状態を含め 4つ,出力シンボルの種類はU,S,Dの 3つとした．
　
　
実験結果
実験結果については,Umatrixによるモデル間の表示に加え,データの時系列にも
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図 36: 九州電力の日足株価
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図 37: 株価分類の実験に用いる隠れマルコフモデルの構造
とづいて順番に線で繋いでいくことで, 単にモデルの分類結果を示すのではなく,
時系列の流れがわかるような表示で分類結果を示している. 具体的には時刻 t番目
のデータと t+1番目のデータの勝者ノードの２点間を線で繋なぎ,時系列でのデー
タのつながりを視覚化できるようにした．HMM-S-SOMとF-HMM-S-SOMのマッ
ピング結果の比較を次の２つの図 38と図 39に分けて示す．データ 0からデータ２
２までのモデルの分類結果を図 38に,データ 22からデータ 46までの分類結果を
図 39に示す．
それぞれの図において,上が頻度を考慮しない S-HMM-SOMの場合と, 下が頻度
を考慮した F-S-HMM-SOM場合である．マップ上の赤の線は,前の日のデータと
次の日のデータを線で結んだもので,これがデータの時系列における連続性を表示
したものである．S-HMM-SOMのマップは赤い線が球面を貫いて互いに交わり、
時系列情報を保持できていないことが分かる．また,U-matrix表示についてはマッ
プに孤立した山が見られる．これは学習過程において過学習がおこりモデルを適
切に分類できていないことを示すもので, モデルの類似性についても適切にマッピ
ングできていないことがわかる．一方で,F-S-HMM-SOMのマップは,線が球面上
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図 38: 株価データの分類結果の比較
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図 39: 株価データの分類結果の比較
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で連続的につながり,時系列情報が順に写像されていることが分かる．U-matrix表
示においても,モデル間に境界線みられ,モデルを分類できていると考えられる．時
系列の並びに関しては,前の日のデータと次の日のデータの球面に沿った距離の平
均をとると, F-S-HMM-SOMでは 1.377,S-HMM-SOMでは 2.623であった．この
値は球面上にマッピングされた時系列データがどれほど連続的にマッピングされ
ているかを示しており, 値が小さいほど,連続性が良いといえる.一方で,２つの連
続したデータにおけるモデルの尤度の差を算出した結果を図 40に示す．この図に
おけるグラフは,縦軸がモデルの違いの度合いを示し,横軸がデータの番号を表し
ている．グラフの頻度を考慮しない S-HMM-SOM（図 40の上）では,それぞれの
モデルで過学習がおこりグラフに激しい上下が見られ,モデルの数に対しクラスタ
数が多いことを示しており,モデルを適切に分類できていないことが分かる．一方,
頻度を考慮した F-S-HMM-SOM（図 40の下）では,色で示した位置でモデルの変
化が起きていることを示しており,モデルを適切にクラスタリングできていること
が分かる．
しかし,マップ上にモデルが分類できたことと,株価の変動を推測するために適
切にクラスタリングされているかについては,別の問題であり,これを評価する必
要がある．
そこで,株価の変動を評価するために「移動平均線」と呼ばれるグラフを用いる
ことにした．この移動平均線は株価変動を知るための指標として,区間ごとの平均
値をグラフにしたものであり, 実際に,多くのトレーダーにとって,区間ごとの平均
値は企業の株価変動を見極める重要な指標となっている．この移動平均線から企
業の状態や,株価の変動を読み解くことはトレーダーにとって,まず初めに習得す
べきスキルであり,このような背景から,移動平均線の指標は株価変動の傾向を推
測するための指標として機能している．
したがって,移動平均線の傾向がマップに反映されていなくては,適切なマップ
とは言えない．本研究でもちいた電力会社の株価の移動平均線とマップを比較す
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図 40: マップ上におけるモデルの差
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るために, まずは,企業のそれぞれの区間での平均値をグラフにしたものを図 41の
下に示す．
このグラフからから,読み取れることは,初めの７つ目までのデータは株価平均
は下がり,その後上昇を続けたあと停滞を経て,平均株価は下がりはじめ緩やかに
下がり幅が小さくなっていく様子が分かる．
この移動平行線のグラフとデータのマッピング結果との比較を次の２つの図に
分けて評価した．データ 0からデータ 23までのモデルの分類結果を図 42に,デー
タ 24からデータ 46までの分類結果を図 43に示す．
企業業績が良くない初めの約 5つまでのデータはマップの赤い領域にマッピン
グされているのが分かる．その後業績が良い方向に転じ,マップ上においてデータ
５からデータ７にかけてマッピングされる位置に大きな変化が見られる．その後,
企業の業績は良い状態が続き,マッピングされる位置は緑の領域になるが, その後
の業績は停滞し,マッピングされる位置もやや上の方へ移動していくのがわかる．
データ２ 4以降は企業の業績は緩やかに下がり始め, 分類結果においてはオレン
ジの領域にマッピングされている．
企業の業績の下がり方は徐々に緩やかになり, マッピングされる位置においても
停滞の要素を含んだ緑色の領域にこのようにやや寄っていくのが分かる．これは,
この区間のデータは停滞の要素を含んでいるためマッピングの位置も停滞の集ま
る領域に引っ張られる形でモデルが分類されたためと考えられる．
このように,モデルの分類を行いながら,時系列情報と株価の移動平行線の傾向
を再現することができ,適切な分類結果を得ることができたといえる．
しかし，本研究の目的は，テストデータを適切に表現できるモデルを得ること
ではない．我々の興味は，このモデルが未知のデータを再現することができるか
ということである．
実際に，先によって得られたマップ上の株価の変動を学習したモデルを用いて
株価の予測実験を行い，未知のデータに対しても汎用性の高いモデルが得られて
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図 41: 株価のデータの移動平均線
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図 42: 移動平均線との比較�
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図 43: 移動平均線との比較�
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いるかの定量的評価をおこなった．
予測に用いる学習データは，翌年２０１１年度における九州電力の株価データ
を 230日分のデータに対して予測の評価を行った．
予測の方法は，今後の株価の上がり下がりについて予測をしたいデータに対し，
過去１４日分のデータを，図 36に示す変換方法で文字列集合に変換し，この文字
列集合を出力する確率が最も高いモデルをマップ上から探す．これによって，現在
の株価の状態が，２０１０年の，どの日の状態に近いかを知ることができる．そ
して，その日から５日後の株価の変動を調べることで，株価の変動を予測する．
予測の評価方法は，現在の株価の状態に最も類似している過去の状態の５日後
の株価が上がっていれば，実際の５日後の株価も上がると予測し，下がっていれ
ば下がると予測する．このようにして，２３０日分のデータ中何日分当たってい
るかを評価する．
この実験結果を表 23に示す．
表 23: 予測結果
実験の結果，頻度を考慮しない場合の予測精度が約４９％であるのに対し，頻
度を考慮した場合は約１６％予測精度が向上し，新たなデータに対しても有用な
結果を得ることができた．これは，頻度を考慮した場合は，考慮しない場合に比
べて汎化性能が高いことを示しており，既知データだけでなく，新たなデータに
対してもモデルの当てはまりが良いことを示している．
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6 因果関係考慮型二層球面自己組織化マップ
データ分析においては,まず初めに因果関係がある要素を適切に抽出する必要が
ある．分析対象となるモデルが決まっているときは,分析対象でないモデルと分析
対象のモデルとの間の要素の違いを解析すればよい．しかし,対象となるモデルが
決定しておらず,異なるモデルが混在している可能性のある場合は要素間の特徴を
解析することは極めて困難になる．実際にこれまでの研究における隠れマルコフ
モデルの分類は,一つのデータの背景にあるモデルの数が１種類ということを前提
にしており,モデルが複数考えられる場合には応用することができない．そこでま
ずは,３次元のデータに対して分類が可能なアルゴリズムを考え,そのアルゴリズ
ムを発展させていくことにした．異なるモデルから出力されるデータが混合した
場合,それらを識別するためには各要素の分布のわずかな差を学習する必要がある．
そこで注目したのが自己組織化マップにおける,類似したデータを学習の際に引き
寄せる性質である．逆に言えば引き寄せられない要素は類似していないというこ
とでもある．自己組織化マップのアルゴリズムにおいて,勝者ノードの近傍範囲を
更新する前に,近傍範囲に存在する他の勝者ノードが内包する各要素の分布の広が
りをチェビシェフの不等式を用いることで評価し,要素間の関係性を学習できる自
己組織化マップ（因果関係考慮型二層球面自己組織化マップ）の開発をおこなっ
た．この自己組織化マップの表面は仮想的に球面を２層（図 44）にしたもので,上
部から 1層目,2層目となる構造である．本研究においては,２層目で止めているが
より細かな分類のために将来的には多層になることを想定してアルゴリズムが組
まれている．
因果関係考慮型 SOMは入力データ vjを学習するためのベクトルxiを 1層目の
ノードに,２層目のノードには因果関係のある要素を記憶するためのマスクベクト
ル (mask-vector)wiをそれぞれ内包している．マスクベクトルwiの要素数は,入力
ベクトルの要素数をもち,各要素は 0から 1までの値をとる．この 1と 0の意味に
ついては,1に近い要素同士は因果関係があり,0に近い要素は因果関係のない要素
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図 44: マップの構造と受容野
であることを示す．初め,このマスクベクトルの要素は全て 1に設定してあり,学
習によって 0か 1に近づくように更新されていく．また,1層目には 2層目の受容野
があり,その広さは立体角で 30°とする．これは最終的な近傍範囲の約 5倍に設定
してあり, あまり大きすぎるとノイズが学習に悪影響を与えてしまい,また,小さす
ぎると要素間の因果関係の学習が不十分になり,実験により決定した．
図 45: 因果関係考慮型 SOMの概念図
また,入力データは直接学習させるのではなく,入力層を介して学習させる（図
45）．入力層のノードは入力データの要素にフィルタをかけて,必要でない要素が
入力されないように抑制をかける働きをもつフィルタベクトルhaがノードに内包
されている．入力層におけるノードの個数は入力データ数に等しく,そのノードに
内包されているフィルタベクトルの要素数についても入力データと同じ要素数を
もっている．
以下が学習アルゴリズムである．
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STEP 1: 初期化 　
1層目のベクトル xi = fxi0; xi1; :::; xingは乱数によって初期化し, 入力層の
フィルタベクトル ha = fha0; ha1; :::; hangと 2層目のマスクベクトルwi =
fwi0; wi1; :::; wingの要素を全て 1に設定する．
STEP 2: 勝者ノードの決定 　
次の式を最小値にするようなノード iを勝者ノードとする．
[argmin]i
1
L
sX
j
fwij  (haj  vaj   wij  xij)g2 (34)
ただし,Lは次の式に従う．
L =
qP
j w
2
ij
このときの勝者ノードにおけるwiをwi と表記する．
STEP 3: パラメータの更新 　
勝者ノードの真下にある二層目のノード（wi）の受容野範囲に,
他の勝者ノードがある場合,勝者ノードのベクトルと他の勝者ノードのベク
トルとのユークリッド距離の平均値をベクトルaに保存する．
ベクトルaの各要素aiは小さい順に並び替えてベクトル!に写像する（図
46）．
図 46: ベクトルのソート
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チェビシェフの不等式を用いた次式 (35)を満たすような最小のmを検索する．
[argmin]mf 1
m
mX
k=2
(
!k
!m
)2g   (35)
ここで,は学習の閾値で 0:5以上の数値で調節される．の要素 tから !の
要素 kに変換する関数を f(t) = kとすると, f(t)  mのとき
wnewit = w
old
it + (1  woldit ) (36)
m < f(t)のとき
wnewit = w
old
it + (0  woldit ) (37)
となるように更新する．ただし,は 0 <  < 1となるような学習係数である．
また,二層目におけるベクトルwi の全要素が閾値を超えたときベクトルwi
のベクトルはそれらの閾値に従い 1または 0の値に設定され勝者ノードに対
応するフィルタベクトル haに転写される．
　
STEP 4: 勝者ノード,近傍ノードの更新 　
勝者ノードと近傍ノードの各パラメータは次の式に従い更新される．
xnewj = x
old
j + (va   xoldj ) (38)
wnewj = w
old
j + (w

i  woldj ) (39)
は学習係数で,学習回数と共に収束し,0 <  < 1の値をとり, は学習回数
に寄らず一定の値を取る定数で 0 <  < 1の間で調節される．
86
STEP2～STEP4の操作を,各入力データに対して行い, 学習回数分これらの操作を
繰り返すことで因果関係の学習を行う．
このようにして,最終的に導出された各入力データに対する入力層におけるフィ
ルタベクトル haの各成分が, そのデータがどの要素に因果関係をもつかを示すこ
とになる．
　
　
6.1 人工データを用いた実験とその結果
実験結果の表示においては, フィルタベクトル haの値を因果関係の組み合わせ
ごとに自動識別して分類し, ３次元空間上にプロットした．
本研究において用いた人工データを生成するモデルはそれぞれ以下のモデル 1～
モデル 3の三種類用意し, 次のようなデータになっている, 以下に示す,数式内の
noiseは擬似乱数列生成器の一つであるMersenne Twister[15]を用いて 0～1の一
様乱数を生成している．
　
【モデル 1】x,yに正の相関があり,zはランダムなデータを生成するモデル．
　8><>: y = 3  x+ noisez = noise
　
【モデル 2】xの値が 0.5以下のとき, x,yに正の相関があり,zはランダムなデー
タを出力するモデルと、x,yに負の相関があり,zはランダムなデータを出力するモ
デルの混合モデル
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図 47: モデル１
8><>: y = 3  x+ noisez = noise (x  0:5)
　
　8><>: y =  2  x+ noisez = noise (x > 0:5)
　
【モデル 3】xの値が 0.5以下のとき,xとｙに相関があり,zにはランダムノイズ
がのったデータを出力するモデルと, xの値が 0.5以上のとき,yと zに相関がある
データを出力するモデルの混合モデル．
　8><>: y = 3  x+ 2  noisez = noise (x  0:5)
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図 48: モデル 2
8><>: y =  2  z + noise+ 2x = noise (x > 0:5)
以下にそれぞれの実験結果を示す．
6.1.1 モデル１に関する実験結果
モデル１に対する実験結果を図 50に示す．この,実験結果の緑の点は因果関係考
慮型のアルゴリズムによって, xと yに因果関係があると判定されたデータである．
model 1 においては因果関係を適切に判別できたデータの割合は 100％であっ
た．相関のない zの要素は学習時にマスクベクトルの要素から外され,適切な学習
が行えたといえる．実際の xと yの相関係数は 0.819であり,強い相関係数におい
て因果関係を適切に学習できた．
この学習アルゴリズムの勝者ノードの決定について一般的な SOMの手法で行っ
た場合の実験結果を図 51に示す．
　 従来の SOMの手法においては, 他の約 8割のデータは,全ての要素に因果関
89
図 49: モデル 3
図 50: モデル１の実験結果
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　図 51: SOMの学習アルゴリズムにおけるモデル１の実験結果
係があると判定されており, xと yに因果関係があると判定されたデータは９点だ
けで, 従来のアルゴリズムでは因果関係を発見することはできないという結果を
得た．
6.1.2 モデル 2に関する実験結果
モデル２に対する実験結果を図 52に示す．この,実験結果の緑の点は xと yに
因果関係があると判定されたデータでありまた,青の点は xと yと zに因果関係の
あるデータと判定されたデータである．モデル２においては,因果関係を適切に判
別できたデータの割合は 95％であった. 相関係数が 0.335と弱い相関であるにも
関わらず,有用な結果を得ることができた．
従来の SOMのアルゴリズムにおいては図 53のような結果を得た,
この分類結果では,約８割のデータがxとyと zに因果関係をもち, xとyに因果関
係をもつと判定されたデータは 2点のみであった．従来のアルゴリズムでは,model
２の因果関係についても因果関係の識別できなかった．
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図 52: モデル２の実験結果
図 53: SOMの学習アルゴリズムにおけるモデル２の実験結果
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6.1.3 モデル 3に関する実験結果
モデル 3における,因果関係考慮型自己組織化マップの学習結果を図 54に示す．
図 55は図 54を xy軸平面についてみた場合を示す．青い点は xと yに因果関係が
あることを示し,緑は yとｚに因果関係があることを示すデータである．この結果
を見ると,x,yのみに因果関係があるはずのデータの中に,yと z間に因果関係がある
ことを示す点が含まれていた．xの値が 0.5以上のグループと 0.5以下のグループ
にきれいに分かれるのが理想的な結果であるが,実験結果はそうならなかった．し
かし,は因果関係を適切に判別できたデータの割合は約 78％であり,有用な結果を
得ることができたといえる．
図 54: モデル３の実験結果
　
　
yzの因果関係のデータが,xyの因果関係のデータに混入してしまう結果になった
のは, 図 56をみると理解できる．
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図 55: モデル３の実験結果：ｘｙ平面
図 56: モデル３の実験結果：ｙｚ平面
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図 56は,図 54を yz平面についてみた図である．この緑の円の領域における緑
の点がが,yzに因果関係があると判定されたデータであり, yz平面でみると非常に
データが密集し,xyに因果関係のあるデータも当然含まれている．実際には,x方向
の奥行があるが,学習の過程において yzでの因果関係をもつと判断され始めた緑
の円の領域では,x方向の奥行について学習を徐々に弱めるようになるため, このと
きに,まだ学習しきれていない xyに因果関係をもつデータがいくつかこの領域の
データに引きずられデータが誤認識されたと考えられる．したがって,このような
引きずりを抑えることで,解析精度は向上すると考えられる．
　
　一方で,従来の SOMによる学習においては, 図 57に示すような結果となった．
　
図 57: SOMの学習アルゴリズムにおけるモデル３の実験結果
　
従来のアルゴリズムにおいては,これもほとんどのデータが全ての要素間に因果
関係があるとされ,その他のデータでは元の因果関係には含まれない xと zの間に
因果関係のあるデータとして分類されるものまであった．SOMのアルゴリズムの
因果関係を学習することができず,実験結果にノイズが現れただけだった．
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7 結論
　本研究では、隠れマルコフモデルを用いて,確率モデルなどの分類を可能にす
るために隠れマルコフ自己組織化マップを改良し，学習データの背景にある元の
モデルにもとづいて,隠れマルコフモデルを最適にクラスタリングすることが可能
なアルゴリズムを開発し,人工データと実データの両方を用いて実験と評価をおこ
なった．従来の学習アルゴリズムに,入力データにおけるシンボルの出力頻度を考
慮することで,人工データ,実データともに,モデルの分類を適切に行うことができ
た,実データでのDNAの分類に関しては,学習時の過学習を抑えたことで生物の類
似性に基づいてモデルが分かれ,尤度の表示においては生物のモデル間に境界線が
現れ,適切なマップを得ることができた．また,株価を用いた企業動向の分類にお
いては,時系列情報を保持しながらモデルの学習を行うことができ,また,マップ上
に移動平均線の傾向が再現でき,有用な結果を得ることができた．このことは,も
とから文字列であるようなデータを分類できるだけではなく,グラフのように徐々
に変化する時間的に連続なデータについても分類でき,グラフで表されるデータの
多くを隠れマルコフモデルで分類できる可能性があることを意味しており,これは
今回提案した手法が幅広い分野に応用できる可能性を示唆するものである．
次に,因果関係を学習する自己組織化マップにおいては,本研究で開発したアル
ゴリズムによって,人工データでの実験では適切に因果関係を学習することができ,
有用な結果を得ることができた．また,因果関係を学習することのできるアルゴリ
ズムについても開発を行った．開発した学習アルゴリズムの実験では,一つのモデ
ルを含んだモデル１のデータの因果関係を判別する実験においては,全てのデータ
を適切に学習することができた．またモデル２においては同じ要素間に因果関係
をもつ異なる２つのモデルの混合で,その学習結果においては同じ要素間の因果関
係をもつデータとして三次元空間にプロットされた.このことは,因果関係が同じ
要素を含む異なるモデル間のモデル同士を分類できないことを示しているが,要素
間の因果関係にもとづいて,まずはデータをこの学習アルゴリズムを用いて分類し,
96
その後はそれぞれカテゴライズされたデータに対して, k-means法などを適用する
ことで分類が可能なため,この問題に対しては議論する必要はない. モデル３にお
けるデータの学習結果においては,データ同士がある軸の方向から見ると重なって
いるような場合には適切に学習することのできるデータの割合がモデル１とモデ
ルに 2の学習結果に比べ少なく,学習アルゴリズムを改善する必要があることが分
かった．しかし,この課題は学習過程で他の要素に更新値が引きずられないように,
更新式に禁止項を考慮することなどによって改善できると考えられる.今後,これ
らの課題を解決し,因果関係考慮型 SOMと F-HMM-S-SOMを組み合わせたアル
ゴリズムを開発することで,モデル数が未知数であるデータの分類や,混合モデル
の分類に応用できることが期待できる．
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