Deep learning algorithms have been widely applied to the recognition of remote-sensing images due to their excellent performance on various recognition problems with sufficient data. However, limited data on synthetic aperture radar (SAR) images degrade the performance of neural networks for SAR automatic target recognition (ATR). To address this problem, this paper presents a new deep feature fusion framework by combining the Gabor features and information of raw SAR images and fusing the feature vectors extracted from different layers in our proposed neural network. Gabor features improve the richness of SAR image features. The number of free parameters of neural networks is largely reduced by utilizing large-scale convolutional kernel factorization and global average pooling. Moreover, the fusion of feature vectors from different layers helps improve the recognition performance of neural networks. Experimental results on the MSTAR dataset demonstrate the effectiveness of our proposed method. The proposed neural network can achieve an average accuracy of 99% on the classification of ten-class targets and even achieve a high recognition accuracy on limited data and noisy data.
I. INTRODUCTION
Synthetic aperture radar (SAR) plays a significant role in modern remote-sensing technology because of the imaging characteristics of day-and-night and weather-independence. SAR has been used in many different applications, such as geographical survey, climate change research, environment and Earth system monitoring, multidimensional mapping and military surveillance [1] , [2] . Therefore, SAR automatic target recognition (ATR) has very high application value in both military and commercial fields.
Although SAR images have these superior advantages over optical images, SAR images are relatively more difficult to interpret due to speckle noise, backscattering oriented pixel intensity representation, geometric distortions, high
The associate editor coordinating the review of this manuscript and approving it for publication was Junjie Wu. sensitivity to the target position and so on [3] . Additionally, the features extracted from SAR images is not as rich as those from optical images, especially in texture and color. Additionally, it is often time consuming and laborious to obtain SAR images and perform manual labeling on a large scale. Therefore, SAR ATR is still a challenging problem in modern remote-sensing technology.
According to [3] , the SAR ATR processing is split into three distinctive stages: detection (also known as prescreen), low-level classification (LLC, also known as discrimination) and high-level classification (HLC). The first two stages together are known as the focus and attention (FOA) .
Detection aims to identify all regions of interest (ROIs) from a large scene in the input SAR image [4] . The LLC classifier serves as a discriminator to determine whether the ROI extracted by the detector is a candidate, or a nontarget (i.e., clutter) and thus rejected [5] . The candidates verified by the LLC classifier are passed into a HLC stage in the SAR ATR processing chain. The HLC classifier receives the candidates provided by the LLC stage and classifies them into corresponding categories. Our work mainly focuses on the construction of the HLC classifier.
For classification, the mainstream classification methods can be broadly classified into three categories: feature-based methods, model-based methods and deep learning methods [6] - [10] . The feature-based method is a pattern recognition approach that relies heavily on features to represent the target. The feature extraction is designed to reduce the redundant information from the region of interest (ROI) while keeping the effective and significant representation of the target. Feature extraction of the SAR images has been researched by many scholars for many years. The features that have been widely used in SAR ATR in recent years include target template, geometry feature, transform domain feature, and scattering feature [6] , [7] , [11] - [14] . After feature extraction, the classifier is employed to give the exact category information of the target. The early template-based classification method can find the optimal match between the target data and the template database by utilizing the mean square error classifier. However, this method shows considerable dependency on the richness of the template library, which degrades its performance in practice, especially when applied to extended operating conditions [12] . With the emergence of powerful supervised classifiers, machine learning-based classifiers such as neural networks [15] , SVM [7] and Adaboost [8] have been widely used in SAR ATR. Machine learning-based ATR demonstrates good recognition performance, whereas it considerably depends on the manually engineered feature, and the recognition accuracy is relatively lower than that of the deep learning method. The performance of supervised learning methods highly relies on the quality of feature representation. That is, discriminative features play a pivotal role in target recognition. However, the presence of speckle noises, an inherent issue in an active coherent imaging system, seriously degrades the visual appearance and diminishes the feature extraction of the SAR image. Additionally, the feature-based method shows relatively poor performance when applied to extended operation conditions (EOC). Therefore, the major drawback of this method is that it has limited knowledge and almost no intelligence and reasoning capability to learn from the dynamic environment and adapt to it.
To overcome the flaw of feature-based methods, a modelbased method is proposed. The steps of model-based methods are as follows: first, produce a set of hypotheses concerning target category and pose with the given SAR image chip; then, the SAR images of the targets in the hypothesis list are predicted using target computer-aided design model and electromagnetic simulation software; and finally, a set of predicted features are compared with those extracted from the actual SAR image chips. Model-based methods achieve high recognition accuracy by constructing a high-fidelity model; however, it also seems impractical
to construct a precise model of some noncooperative targets.
In recent years, emerging deep neural network methods have demonstrated excellent target recognition capability and have been widely applied in remote-sensing communities [10] , [16] . The deep-learning-based SAR ATR has become a popular topic and has outperformed traditional approaches. Simon et al. [17] proposed a method by introducing a prioritized class to improve the recognition accuracy of a certain category. Jun et al. [18] proposed a method for data augmentation of SAR images. Lin et al. [19] achieved high recognition accuracy of SAR targets under limited data by introducing a high way unit. Kechagias-Stamatis and Aouf [20] combined the methods of sparse representation and deep learning to achieve a decision-level fusion of target recognition results. Zhang et al. [21] constructed a corresponding SAR picture sequence based on the imaging azimuth of the SAR picture and achieved a high recognition rate on an RNN network. Deng et al. [22] utilized the stacked autoencoder structure to extract unsupervised learned features from the SAR images and achieved 92% accuracy, which is relatively lower than the accuracy achieved by the CNNs. Kang et al. [23] proposed a feature fusion framework for SAR STR based on stacked autoencoder and achieved good performance in their experiments. Pei et al. [24] designed a multiview deep learning framework to combine information from SAR images with different azimuths and proved that the multiview deep learning framework would help improve the accuracy.
Different from the traditional manually designed and extracted features used in SAR recognition, deep neural networks automatically extract deep and excellent representations of the target. However, it is still challenging to utilize deep CNN for SAR recognition because CNN always requires a large volume of training data. To classify an unseen image, the CNN needs to learn from hundreds of thousands of labeled images. In contrast, after learning just a few images, humans can obtain remarkable abilities to accurately classify an image they have never seen. Therefore, CNNs usually show a considerable dependence on the number of training samples, i.e., The more training samples the neural network can obtain, the better the performance it can achieve. In reality, it is difficult to obtain enough training samples because SAR data are expensive to obtain and time consuming to manually annotate. There are several feasible solutions to the problem of limited data in deep learning communities. One strategy is to first conduct a supervised pretraining of CNN with a large dataset and then fine-tune the network on a task-specific small dataset. However, it seems unrealistic to apply to SAR ATR because there is no such large dataset in the SAR image field, such as ImageNet [25] in the optical image field. It is unrealistic to transfer the network pretrained with optical data to SAR data for the different imaging mechanisms. The other strategy is to apply a valid data augmentation method to enrich the dataset. However, in reality, it is generally difficult to determine an optimal and effective strategy to augment SAR data. In this paper, we propose a novel neural network structure to extract the deep representation of SAR targets, even with limited training data.
In this paper, a neural network combining the Gabor feature and automatically extracted features by CNN and fusing the low-level feature maps and high-level feature maps is introduced. This paper is distinguished by two main novel contributions.
1) We propose an inception module initialized by multiscale and multioriented Gabor filters to enhance the richness and effectiveness of low-level feature representations of limited SAR data. 2) We propose fusing information from low-level feature maps, midlevel feature maps and high-level feature maps to enhance the recognition ability of neural networks.
II. ALGORITHM DESCRIPTION
Here, we first introduce the general layout of our proposed neural network and then describe the details of each component used in the network. Finally, we provide a detailed description of the training method. The structure of the proposed neural network is shown in Fig.1 . The whole network structure can be divided into three parts: a preprocessing module initialized with Gabor filters, an improved CNN and a feature fusion module.
A. GABOR FILTER INITIALIZED INCEPTION MODULE
The Gabor filter is similar in frequency and direction as the human visual system. It is sensitive to the edge of the target and can provide good direction selection characteristics. Gabor transform coefficients reflect the scattering mechanism of objects, which have both multiscale and multiorientation characteristics and can evaluate local spatial frequencies [26] - [28] . Magnitude SAR imagery is an orientation-sensitive, grayscale variant; moreover, it has complex geometric distortions and a fixed scale irrespective of the range to the sensors. These special characteristics originate from space-varying scattering, various imaging conditions, and SAR imaging mechanisms and are often important considerations for feature selection. The orientation-sensitive characteristic of the SAR image is compatible with the orientation-varying characteristic of the Gabor filter. Meanwhile, the low-level Gabor feature will be an excellent complement to the texture features of SAR images. The Gabor filter can be viewed as an orientation-dependent bandpass filter, which is orientation-sensitive and rotation-variant. To convert rotation-variant features to rotation-invariant features, a circularly symmetric Gabor filter is commonly employed, in which all directions for each passband are considered. The magnitudes of each Gabor filtered image reflect the signal power in the corresponding filter pass band and are used as Gabor features [29] . In this paper, the convolutional kernels in the first layer are initialized by Gabor filters with multiple scales and multiple orientations. A two-dimensional Gabor function g(x, y) can be written as:
where G(.) denotes the Gabor filter, λ is the sinusoidal plane wavelength, θ denotes the orientation of the Gabor kernel function, φ is the phase shift, σ represents the standard deviation of the Gaussian function, γ is the ratio of x and y direction, (x, y) is the image pixel coordinates. The visualization of Gabor kernels is shown in Fig.2 . Inspired by the inception module in GoogleNet [30] , we propose the inception module initialized by multiscaled and multiorientated Gabor filters as a preprocess module in our framework. The basic structure of the module is depicted as Fig.3 .
We initialize the kernels of the convolutional layer with multiscaled and multiorientated Gabor filters in this module so that we can train an end-to-end neural network without the step of manually extracting Gabor features first. Let the feature maps obtained by convolving the Gabor filters of size S i × S i and SAR images be
Here, θ i denotes the orientation of the Gabor filter, f θ i S i represents the feature map obtained by convolving the Gabor filters of size S i × S i and orientation θ i with SAR images, and the notation [·|·|·] denotes the concatenation of 2D matrices along the feature channel dimension. By stacking the low-level Gabor feature maps and the raw image along the channel dimension, this method can enrich the features of targets used for recognition.
B. STRUCTURE OF THE NEURAL NETWORK
The convolutional layers play a major role in our network. Due to the use of weight sharing and local connectivity, the number of parameters to be learned is significantly reduced in the convolutional layers compared with the fully connected layers. For limited SAR image data, utilizing a convolutional network structure that contains fewer parameters than fully connected layers helps suppress overfitting. Meanwhile, the convolutional layers can automatically extract the identification feature from the previous layer or input raw images. Let a (l−1) i be the ith feature map of the (l-1)th convolutional layer in the neural network, and the feature map of the lth convolutional layer can be obtained by the feature maps in the previous layer by a convolutional operation. The feedforward propagation in the convolutional layer for each unit is processed as follows.
where a (l) j is the jth feature map in the lth layer, the symbol ⊗ denotes the convolutional operation, the b (l) j represents the bias of the lth convolutional layer, and g(·) is the nonlinear activation function. Generally, small convolutional kernels are more effective in feature extraction than larger kernels [30] - [32] . As shown in Fig.4 , two 3 × 3 convolution kernels can function as a 5 × 5 convolution kernel, while the space consumption and time consumption caused by two 3 × 3 convolution kernels are smaller than a single 5 × 5 convolutional kernel with the same channel dimensions, i.e., the computational consumption and space consumption of the 5 × 5 convolutional kernel are 18 25 as much as two 3 × 3 convolutional kernels. For the SAR ATR system, while considering high accuracy, it is also necessary to consider the memory size in the devices occupied by the network parameters and the overall computing time of the network. Therefore, all convolution kernels except the inception module initialized by the Gabor filters in this paper are sized 1 × 1 or 3 × 3.
Assume that the size of the feature map of the (l-1)th layer is W (l−1) ×H (l−1) , the size of the convolutional kernel is W k × H k , the stride is S and padding is P, and the size of the feature maps of the lth layer is
In this paper, padding is set to 0 to reduce the dimension of the feature maps so that the neural network will not extend too deep. Although pooling plays a major role in reducing the width and height dimensions of feature maps, convolution without padding also makes a difference. As shown in Fig.5 , we draw on the network structure of A-ConvNet [16] , which VOLUME 7, 2019 is a fairly effective neural network structure for SAR ATR and improves on this basis: replace the 5×5 and 6×6 convolution layers with two 3 × 3 convolution layers, and add the global average pooling layer at the end to guarantee that the output of the layer before softmax is sized 1×1×C, where C denotes the number of categories to be classified.
The comparison of the number of parameters between our proposed neural network and other networks is listed in Table 1 . Here, the convolutional layer, the pooling layer, and the fully connected layer are counted as one type of layer in the neural network. As shown in the table, we built a deeper network than other methods but simultaneously reduced the total number of parameters. Convolutional operation is a type of linear transform. Therefore, it is necessary to apply the nonlinear function to the output of the convolutional layers to enhance the expression capacity of the feature maps. The sigmoid function, tanh function and ReLU function are three types of the most commonly used activation functions in neural networks. ReLU is the best choice among them for alleviating the ''vanishing gradient problem''. The ReLU function controls its gradient in a certain range rather than an arbitrary range; that is, the gradient equals 0(x < 0) or 1(x > 0). The ReLU function is defined as follows.
The pooling layers contribute to extracting the local feature from the previous feature map. Additionally, it serves to reduce the spatial size of the representation in our neural network. Generally, there are two types of pooling operators: average pooling and max pooling. In average pooling, the pooling operator calculates the average response of a certain patch of the input feature map through a window, whereas max pooling maps a subregion of the previous feature map to its maximum response. The max pooling operation is utilized in the trunk of our framework and can be formulated as follows.
Here, p 1 and p 2 denote the size of the pooling window. While choosing the size of the pooling window, the relatively large size is supposed to be avoided because a larger pooling size will remove too much local information in the previous feature maps and result in poor performance of the entire neural network. The average pooling operation is utilized in the global average pooling layer and can be formulated as follows.
It is known that the parameters in the fully connected layers occupy most of the total number of parameters in the neural network. Additionally, containing more parameters often means that the network is more inclined to overfit because of the increasing network model complexity. Replacing the fully connected layers with global average pooling layers is a powerful method for reducing the number of parameters, thus reducing the degree of overfitting of the neural network. Assume that the input to the global average pooling layer is a size of W × H × C; then, the size of the pooling window is generally W × H . Therefore, after the pooling operation, we can obtain feature maps with 1 × 1 × C size, which can be directly applied to the softmax layer. After the convolutional layers and pooling layers extract the deep and good representation of the raw images, softmax nonlinearity is applied to the output layer to perform the multiclass classification, which gives the posterior probabilities of each class and can be formulated as
where z (L) is the input of the softmax layer and computed by the previous convolutional layers, which are actually feature maps of size 1 × 1 × C. The output of the softmax layer is a C-dimensional vector, and the element of the vector corresponds to the probability of each class.
C. FUSION OF MULTIPLE FEATURE MAPS
In general, it is difficult to select an optimal network structure for a specific target recognition problem, which usually has to be verified by a large number of experiments. Due to the SAR image characteristics of insufficient texture and color, a relatively shallow network can achieve as good a recognition performance as a much deeper network. At the same time, the low-level feature maps of the neural network also have a powerful ability to express category information [33] , [34] , whereas the high-level feature map contains more abstract and more task-specific information. To merge information from low-level and high-level feature maps to achieve a better recognition performance, one branch CNN is inserted after each pooling layer in our proposed network, as shown in Fig.1 . Each branch CNN is composed of three components: 1×1 convolution, ReLU function and global average pooling.
Here, we also utilize the 1 × 1 convolutional kernels, which not only reduce the dimensions of feature maps but also achieve cross-channel information interaction and information fusion; i.e., it is equivalent to the cross-channel parametric pooling layer. It also plays an adaptive role in selecting the optimal network structure under a fixed number of layers. How to properly combine the feature maps from different layers is becoming a critical task. In the related literature [35] - [41] , the methods of feature fusion can be generally categorized into two classes: adding features from different layers in a componentwise manner and concatenating features from different layers. Considering that the width and height dimensions of feature maps from different layers are generally different, simply concatenating the feature maps in the channel dimension seems unreasonable and impractical.
In this paper, we propose a weighted sum method to fuse the information from different-level feature maps inspired by the work in [42] , as shown in Fig.6 . Assume that the CNN used in this paper sends M branches. First, for mth branch, supposing that the size of input feature maps is S m w ×S m h ×D m , where S m w , S m h and D m represent the width, height, and depth of the mth input feature maps accordingly, the size of output feature maps is scaled to S m w × S m h × C through the 1 × 1 convolution as equation11 shows.
Here, X m i denotes the ith feature map, which is the input of the mth branch, C is the output channel dimension and the number of target categories, b m j denotes the bias. The fixed channel dimension guarantees that the all feature maps from different branches have the same channel dimension C.
Then, the nonlinear activation layer follows.
After that, The global average pooling (GAP) layer, which conducts the average pooling operation on a S m w ×S m h window, pools the feature maps into a 1 × 1 × C feature vector as equation13 shows.
Finally,we could get the feature vectors from different feature layers with the same dimension 1 × 1 × C. Let g m denotes the C-dimensional vector, which is the final output of the mth branch.
Therefore, we can obtain M feature vectors from M branches G = (g 1 , g 2 , · · · , g M ) The elements of the C-dimensional feature vector obtained from different layers actually represent the information corresponding to categories to be classified. [42] proposed the fusion strategy which linearly weighs each feature vector and adds each feature vector elementwisely. Assume the weighting parameter of the mth branch is λ m , which is a learnable parameter in neural network. The weighting parameter will get updated from initial value during the backpropagation of neural network and finally converge to certain value. The CNN's final feature vector can be expressed as the following linear combination.
However, the weighting parameters of feature vectors extracted from deep layers tend to converge to much larger value than those from other shallow layers in our experiments, thus, weakening the influence of feature vector from the shallow layers. To obtain a better feature representation and fuse the feature vectors from different layers more properly, we apply sigmoid function to each weighting parameter so that the value of these parameters is restricted to interval of (0, 1) as Fig.6 shows. The CNN's final feature vector can be expressed as follow.
Here, σ (·) denotes the sigmoid function. We also explore the different ways of fusing features including element-wise production, element-wise summation and concatenation as shown in Fig.7 . The experiment result is shown in Table11 in experiment section. The result also shows that applying restriction on weighting parameters is good way to obtain more superior representation of targets. This type of structure achieves connection of information from different feature maps and makes the network adaptive to choose the feature maps of which layer to utilize more. Additionally, by skip connection, this kind of structure can suppress gradient-vanishing or gradient explosion [43] . And the reuse of low-level features maps generates more comprehensive and deep representation of targets [44] .
D. NETWORK TRAINING
In this section, we will show the training procedure, which aims to find optimal parameters to sufficiently express the whole network. Given a labeled training set of m training samples (x (i) , y (i) ), i = 1, · · · , m, where y (i) refers to the true label, the cross-entropy loss function is defined as
To minimize the loss function, we apply the Adam optimization algorithm [45] in the process of backpropagation, which can accelerate the speed of convergence of the network. The formulation used to implement the Adam optimization algorithm is as follows.
Here, t denotes the steps of the training iteration, g t represents the gradient about parameter θ, and f t (θ t−1 ) represents the loss function with updated parameter θ t−1 . m t and v t are the biased first moment estimate and biased second raw moment estimate, and β 1 and β 2 are the exponential decay rates for the moment estimates.m t andv t are biased-corrected first moment estimates and biased-corrected second raw moment estimates. By computingm t andv t , we can update the parameters θ t .
Batch normalization [31] is an effective method for reducing internal covariate shift. Additionally, it can effectively suppress the vanishing gradient and accelerate the training of neural networks. Moreover, batch norms can play a role in regularization, thus improving the recognition accuracy of neural networks. Assume a minibatch is composed of m values, which can be expressed as B = z (1) , z (2) , z (3) , · · · , z (m) , where z (i) denotes the ith value in the batch, and batch normalization on a certain batch can be calculated as follows. 
where γ and β are learnable parameters. The weights of each convolutional layer are initialized with the He initialization method [46] , i.e., Gaussian distributions with zero mean and standard deviation of √ 2/n, where n is the number of inputs to each unit. Dropout [47] is also an extremely effective regularization technique to reduce overfitting. During training, dropout is implemented by randomly setting the output of each hidden unit to zero with a certain probability. In this experiment, we choose 0.5. The inception module initialized with Gabor filter parameters uses the Gabor filters with 3 scales and 8 directions, including scales of 5 × 5, 7 × 7 and 9 × 9 and directions of 0, 1 8 π, 1 4 π, 3 8 π, 1 2 π, 5 8 π, 3 4 π and 7 8 π.
III. EXPERIMENT AND RESULTS
In this paper, the MSTAR dataset is used to evaluate the performance of the proposed method. The high-resolution MSTAR SAR data were collected by the Defense Advanced Research Projects Agency (DARPA) and the Air Force Research Laboratory (AFRL). Hundreds of thousands of SAR images containing ground targets were collected, including different target types, aspect angles, depression angles, serial numbers, and articulation, only a small subset of which are publicly available on the website [48] . The dataset consists of X-band SAR images with 1 foot by 1 foot resolution and 0 • ∼ 360 • aspect coverage, which contains ten types of vehicle targets, as shown in Fig.8 To assess the performance of the proposed neural network, the algorithm is tested under both standard operating conditions (SOC) and extended operation conditions (EOC). Here, SOC refers to the serial numbers and target configurations of training samples being the same as those of the testing samples, but the aspects and depression are slightly different. EOC indicates that the training set is significantly different from the testing set in terms of depression angle, target articulation, and version variants. 
A. RESULT UNDER SOC
For the SOC experiment, all ten types of vehicle targets are used to evaluate the multiclassification performance. To meet the requirements of the SOC experiment, namely, the close situation between the training and testing sets, the image sets with the same serial numbers and different depression angles are selected as the training and testing sets as listed in Table 2 . Each target has views at 15 • and 17 • depression angles and has just a few hundred images that are relatively insufficient when applied to deep learning tasks. The data in depression 17 • are used for training and the other for testing. Except for the depression angle, the aspect angles of these two sets may be different. Otherwise, the employed training set is only in the hundreds level. In the MSTAR dataset, all images are 128 × 128, and the target occupies a smaller portion of the center of each image. There is still a large redundant background in the SAR images. In this paper, all 128 × 128 SAR images are cropped, and the most central 88 × 88 size slices are saved. Unlike the implementation of A-ConvNet, we crop the center of the images to reduce redundancy of the background of the image, not for data augmentation. Thus, we can ensure that the cropped images not only reduce the redundant information but also save the useful information of targets and target shadows. Table 3 shows the confusion matrix of the SOC test scenario. Each row in the confusion matrix denotes the actual target class, and each column represents the class predicted by the network.
The recognition performance of our proposed neural network structure is shown in Table 3 , and there are only 4 images misclassified of all 2,426 testing samples. To demonstrate the effectiveness of our proposed neural network, we compare it with other widely cited methods. The dataset used for each method can be slightly different. The training and testing datasets used for ResNet [49] are less than those used in this paper. The dataset used for A-ConvNet is the same as the dataset we used except that data augmentation was used to expand the training dataset. The dataset used for the multiview deep learning framework is a combination of four SAR images with different aspect angles in the SOC of the SAR dataset. The SVM and SRC methods cited from [50] both use the pre-processing step of image down-sampling, which is different from those using PCA as pre-processing step in subsection C. As Table 4 shows, our method shows the best recognition performance on SOC experiments among these cited methods.
B. RESULT UNDER EOC
EOCs play a role in assessing network generalizability. It is meaningful and comparable that experiments should be performed with the conscious isolation of EOCs, and such sensitivity results can be extended to operational scenarios [51] . When the depressions differ considerably, the SAR image of the same target will be significantly different under the same azimuth. Therefore, the EOC-1 experiment selects SAR images of 2S1, BRDM-2, T-72 and ZSU-234 under depression 17 • as listed in Table 2 as the training set and those under 30 • as listed in Table 5 as the testing set. In the EOC-2 test scenario, the isolated factors are target configuration variance and target version variance, which is also adopted by other ATR methods for testing. In this experiment setup, the training set is composed of four targets, including BMP-2, BRDM-2, BTR-70 and T-72, in 17 • depression angles chosen from Table 2 . The two groups of testing sets are listed in Table 7 and Table 9 , containing two version variants of BMP-2 and ten version variants of T-72 at both 15 • and 17 • depression angles.
In this experiment, we implement the data augmentation method in [18] considering that the size of the training set is just at the hundred-level, and the volume of the test set is much larger. The experimental results show great recognition performance under EOC-1, EOC-2 (configuration variants) and EOC-2 (version variants). As shown in Table 6 , Table 8 and Table 10 , our neural network achieves recognition rates of 97.39%, 98.97%, 98.85%. The target T-72 is easily misclassified as BMP-2, which is probably because of the similar appearance and image representation between them.
C. 10-CLASS ATR AT A LIMITED DATA LEVEL
In this part, the proposed neural network is tested on SOC but with only a certain percentage of the total dataset. The samples at 17 • used in the SOC experiment cover a full range of 0 • ∼ 360 • aspect views, which are usually impractical to obtain. In fact, the number of images which need to predict is usually much larger than the number of images used for training, i.e. there is a relatively large imbalance between the numbers of training set and test set. Therefore, it is necessary to test our proposed neural network under limited training sample conditions. In this experiment, a certain percentage of samples at the 17 • depression angle is randomly selected to construct the training set, and all the samples at the 15 • depression angle are tested.
First, we conduct the ablation experiments to demonstrate the effectiveness of our method. As we show in Fig.9 , under the full training data set condition, the Gabor filters initialized deep feature fusion network performs on par with the same neural network with the randomly initialized inception layer, with a slight improvement on accuracy. As the ratio of training samples drops, the performance of network with Gabor features tend to be more robust to limited data since the Gabor features improve the richness of the low level features and play a similar role as data augmentation [52] . Additionally, the inception module does not exert an effective influence on the improvement of the recognition accuracy while we compare the two curves named ''Inception module + feature fusion'' and ''Feature fusion''. This is mainly because the inception structure is just applied to the first layer of the neural network not all layers. The neural network with feature fusion structure gets higher accuracy than the neural network without feature fusion structure since the feature fusion structure can extract more comprehensive and deeper feature representation of targets.
To test the effectiveness of the deep feature fusion structure with different numbers of training samples. We visualize the distribution of output of each single branch and the fusion structure when the ratio of training samples is 0.2 and 1. Fig.12 is the PCA projections of each feature vector extracted from each layer. As shown in this figure, the representation of samples of three targets, BRDM-2, ZIL-131 and ZSU-234, from the test set becomes more separable as the neural network becomes deeper and the representation of these three targets in the fusion layer is more separable than other branches. The scatter figures also demonstrate that the much less training data does not undermine the recognition ability of neural network too much. Fig.13 shows the recognition performance of each branch and the final fusion. Without fusion, the branch with the deepest neural network structure can only achieve a recognition accuracy of 96%. All these branches can contribute to the final recognition performance. And the performance of neural network trained with dataset with ratio of 0.2 is about 6% drop on accuracy compared with the model trained with full dataset.
We also test the different ways to fuse feature vectors from different layers. The result are shown in Table11.
Our method also has an equal or better performance compared with other methods under limited data condition. Here we cite A-ConvNet [16] , SVM [50] , SRC [50] , our method without Gabor features, Ensemble Model [19] and ResNet [49] for comparison. The SVM and SRC methods use PCA as pre-processing step, i.e., project the original image into a 125-d vector. The results used for comparison are cited from [19] , [50] . The A-ConvNet is tested under the condition without data augmentation, and it shows a relatively poor capacity to achieve good performance with limited training data compared with the high accuracy of 99.13%. In particular, while the ratio of training data is below 30% [19] , the accuracy drops considerably. As shown in Fig.10 , the recognition accuracy of our proposed method increases with the increasing percentage of training samples. However, our method shows less sensitivity to the number of training samples compared with most of other methods. As Fig.10 shows, when the proportion of training samples drops to 20%, our proposed method can still achieve a recognition accuracy of approximately 90%, in contrast, the recognition accuracy of most other methods shows a significant decline. Additionally, our method, Ensemble Model and ResNet have roughly the same performance with limited training data. Because the performance of these three methods is difficult to distinguish clearly in Fig.10 . We plot the other figure with smaller vertical spacing to distinguish them clearly from ratio 0.3 to 1 and Fig.11 shows the slight difference of these three methods. This figure shows that our method performs even better than the other two methods with an increasement within 1%.
D. 10-CLASS ATR AT VARIOUS NOISE LEVELS
In this experiment, we introduce different degrees of noise into the MSTAR images and use the noisy images to evaluate the robustness of the proposed network. The method of noise simulation is to select a certain percentage of pixels in the target scene and replace them with samples generated from a uniform distribution [16] . The noisy images are shown in Fig.14. Our method demonstrates superior antinoise performance. When the noise ratio is small, our method can still achieve a recognition rate higher than 95%, but when the noise ratio is further increased, the performance of the network decreases significantly, so it is necessary to denoise the input image for correct prediction. Because the Gabor feature is employed in our method, the expected antinoise performance may be solid. As shown in Table 12 , our method, which employs the Gabor features, has better performance than that without Gabor features. 
IV. CONCLUSION
SAR ATR is an important technology with performance that meets the requirements of many remote-sensing applications. However, limited SAR image data and speckle noise pose great challenges to effective SAR recognition. This paper has presented a novel neural network framework for SAR ATR based on fusing the information of raw images and Gabor features and fusing the low-level and high-level feature maps. The proposed method designs a novel Gabor filter initialized inception module to enhance the effectiveness of SAR features and reduce the influence of speckle noise on the final recognition accuracy. By utilizing the small 3 × 3 and 1 × 1 convolutional kernels and global average pooling layers, our method enhances the ability to generate deep representations of SAR images and reduces the influence of overfitting. The fusion of different-level feature maps enables better performance in generating a better deep representation of targets, thus achieving better recognition accuracy. The proposed method achieves roughly the same or even better performance compared with the state-of-the-art methods under limited data condition. The experimental results demonstrate that the proposed method can achieve high recognition accuracy in both SOC and EOC with limited data and slightly noisy data.
