We revisit the regular-expression matching problem with respect to prefix-freeness of the pattern. It is known that a prefix-free pattern gives only a linear number of matching substrings in the size of an input text. We improve the previous algorithm and suggest an efficient algorithm that finds all pairs (start, end) of start and end positions of all matching substrings with a single scan of the input when the pattern is a prefix-free regular expression.
Introduction
The regular-expression matching problem is an extension of the pattern matching problem, for which a pattern is given as a regular expression E. If L(E) consists of a single string, then the problem is the string matching problem [3, 10] and if L(E) is a finite language, then we obtain the multiple keyword matching problem [2] . For an infinite regular pattern, Aho [1] showed that we can determine whether or not there is a substring of T that is in L(E) in O(mn) time using O(m) space, where m is the size of a pattern regular expression E and n is the size of an input text T . Crochemore and Hancart [6] presented an algorithm, which is a modified version of Aho's algorithm, to find all end positions of matching substrings in O(mn) time using O(m) space. Myers et al. [11] solved the problem of identifying start positions and end positions of all matching substrings in O(mn log n) time using O(m log n) space. Regular-expression matching has been adopted in many applications such as Google RE2, grep, vi, emacs and perl.
In the regular-expression matching problem, there are a quadratic number of matching substrings with respect to the size of an input in the worst-case. On the other hand, Han [7] studied pattern matching rules that guarantee a linear number of matchings. Clarke and Cormack [4] hinted that if an input regular expression is infix-free, then there are at most a linear number of matching substrings and it ensures a faster running time. Recently, Han et al. [8] observed that the prefix-free pattern also has at most a linear number of matching substrings and designed efficient algorithms that identify all pairs (start, end) of start and end positions of matching substrings for prefix-free regular-expression patterns and infix-free regular-expression patterns. Their algorithms read the input text twice. We revisit the prefix-free pattern matching algorithm by Han et al. [8] and develop an algorithm that finds all pairs (start, end) of all matching substrings with a single scan of the input text. Note that it is crucial to reduce the number of scans in pattern matching especially when an input size is very large such as biodata or protein data. Although we do not have a specific application for the prefix-free regular-expression matching, the new algorithm should be useful in some applications using large size of inputs. This is the motivation of our research.
In Sec. 2, we define some basic notions. We then, in Sec. 3, briefly describe how we can solve the regular-expression matching problem using the Thompson construction [12] . We design an improved prefix-free regular-expression matching algorithm that needs only single scan of the input text in Sec. 4 and conclude the paper in Sec. 5.
Preliminaries
Let Σ denote a finite alphabet of characters and Σ * denote the set of all strings over Σ. A language over Σ is any subset of Σ * . Given two strings x and y in Σ * , x is said to be a prefix of y if there is a string w such that xw = y. Given a set X of strings over Σ, X is prefix-free if no string in X is a prefix of any other string in X. Given a string x, let x R be the reversal of x, in which case X R = {x R | x ∈ X}. The symbol ∅ denotes the empty language and the character λ denotes the empty string. A finite-state automaton (FA) A is specified by a tuple (Q, Σ, δ, s, F ), where Q is a finite set of states, Σ is an input alphabet, δ : Q × Σ → 2 Q is a transition function, s ∈ Q is the start state and F ⊆ Q is a set of final states. If F consists of a single state f , we use f instead of {f } for simplicity. The size |A| of A is the number of states and the number of transitions. For a transition q ∈ δ(p, a) in A, we say that p has an out-transition and q has an in-transition. A string x over Σ is accepted by A if there is a labeled path from s to a final state in F that spells out x. The language L(A) of an FA A is the set of all strings spelled out by paths from s to a final state in F . We assume that A has only useful states; that is, each state appears on some path from the start state to some final state. We define a (regular) language L to be prefix-free if L is a prefix-free set. A regular expression E is prefix-free if L(E) is prefix-free. The size |E| of E is the number of symbol appearances in E over Σ.
For complete background knowledge in automata theory, the reader may refer to textbooks [9, 13] .
Regular-Expression Matching
The regular-expression matching problem is formally defined as follows: Definition 1. Given a regular expression E and a text T = w 1 w 2 · · · w n , the regular-expression matching problem is to identify all pairs (start, end ) of start and end positions of all matching substrings of T that belong to L(E). 
For the regular-expression matching problem, we use the Thompson construction [12] for E to process T . Figure 1 is the inductive Thompson construction. Given E over Σ, we first prepend Σ * to E; thus, allowing matching to begin at any position in an input T . We construct the Thompson automaton A E = (Q, Σ, δ, s, f ) for Σ * E, where Q is the set of states, Σ is an input alphabet, δ is a set of transitions, s ∈ Q is the start state and f ∈ Q is the final state. Then we use ExpressionMatching (EM) described in Fig. 2 to process T .
The algorithm in Fig. 2 has two sub-functions: null(X) and goto(X, w j ). The function null(X) computes all states in A that can be reached from a state in the set X of states by null transitions. The function goto(X, w j ) gives all states that can be reached from a state in X by a transition with w j , the current input character. The goto(X, w j ) function is computed efficiently using two stacks and a bit vector indexed by states. One stack is used to store Q, the current set of states, and the other stack to determine the next set of states. Since each state has at most two out-transitions, each state on the first stack can add at most two new states to the second stack. The bit vector is used to quickly determine whether or not a state is already on the second stack so that we do not add it twice. The algorithm runs in O(mn) using O(m) space [1, 6] .
3. An example of running the algorithm in Fig. 2 . The matching substring pairs are (1, 4) , (1, 6) , (4, 6) , (1, 9) , (4, 9) , (6, 9) , (7, 9) , (1, 12) , (4, 12) , (6, 12) , (7, 12) , (9, 12 ).
Once we have identified all end positions of matching substrings, we can find the corresponding start positions of each end position using T R and E R . Since there are at most n possible end positions, we can thus solve the regular-expression matching problem in O(mn 2 ) time using O(m) space.
Prefix-Free Regular-Expression Matching
Recently Han et al. [8] considered the case when the pattern regular expression E is prefix-free; namely, for any two distinct strings x, y ∈ L(E), x is not a prefix of y. They noticed that if E is prefix-free, then there are at most n matching substrings of T , where n = |T |. Based on this observation, they proposed an O(mn) runtime algorithm using O(m) space, which reads T twice. For large size of inputs such as protein data or DNA data, it is desirable to read the input as fewer as possible. This motivates us to investigate a prefix-free regular-expression matching algorithm that reads T only once. Given a prefix-free regular expression E and an input T = w 1 w 2 · · · w n , we consider all positions w i , for 1 ≤ i ≤ n, of T as possible end positions of matching substrings and look for start positions of matching substrings. Since we search for start positions, we read T backward and report a matching pair when we find a start position. For the backward processing, we construct the Thompson automaton A E R of E R , the reversal of E.
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Lemma 2. If a state r of a Thompson automaton A E R = (Q, Σ, δ, s, f ) is reached from two different states p and q, where p ∈ X u and q ∈ X v , when reading a character w h in PEM, where h ≤ u < v, then both paths from p and q via r cannot reach f by reading any prefix of the remaining input in PEM.
Proof. Notice that it is not possible that one path reaches f while the other path does not since both paths must share the same path after reading w h and arriving at r. Assume that both paths reach f after reading some prefix w h−1 · · · w g of the remaining input from r, where g < h. It implies that both strings str1 = w g · · · w h · · · w u and str2
We have the following three cases for w u and w v :
(1) Both u and v are end positions of the matching substrings: This implies that str1, str2 ∈ L(E), which contradicts the prefix-freeness of L(E) since str1 is a prefix of str2. Therefore both paths from p and q via r cannot reach f by reading any prefix of the remaining input.
Lemma 2 shows that if a state r is reached from two different sets of reachable states when reading a character w h in PEM, then r should not belong to both sets since both paths via r cannot reach the final state by reading any remaining input. Thus, each state of A E R appears in at most one reachable set in PEM. Based on this observation, we establish the following properties:
Lemma 3. For any two sets X u and X v in PEM, for 1 ≤ u < v ≤ n,
where m is the number of states in A E R .
Based on Lemma 2, we design the null p function as described in Fig. 4 . Note that in line 9-14 in null p , we explore all states of A E R that are reachable by λ-transitions from each set X i of states. We can use any efficient graph exploring algorithms such as DFS (Depth-First Search) or BFS (Breadth-First Search). (See the textbook [5] for details on DFS or BFS.) There are three possible cases:
(1) If the state q ′ that is being visited currently is explored the first time, then we put a mark that q ′ is reached from a state in X i (line 12). (2) If q ′ is already visited from another state in X i , then we continue to explore the remaining states via λ-transitions (line 13). (3) Finally, if q ′ is already visited from a state that is not in X i , then we put a mark that q ′ should not belong to any state sets due to Lemma 2 (line 14).
Since we can explore all states and mark the state status in O(|A E R |) = O(m) time and the sum of all |X i | is at most m as shown in Lemma 3, the running time for the submodule in line 9-14 is O(m).
We run a similar step for the next set X j−1 of reachable states for the next position j−1 of T in line 15-18. Here we only consider the start state s. This step requires for reading the next character w j−1 in the main module (line 3-7). Note that we also need to remove all states that are reachable by λ-transitions from a state q ′ with q ′ in = −1 (in other words, q ′ is reached by two different state sets). For this step, we once again run DFS and mark such states as described in line 19-22 in PEM. It is easy to verify that both steps run in O(m) time.
Finally, once we have finished to classify which state is reached from which state set, and which state is reached from two different state sets, then we recompute the state sets for the next input character in line 23-25. This requires O(m) time. Therefore, the total running time of PEM is O(mn). Proof. It is easy to verify that a matching substring w = w i w i+1 · · · w j of T is identified by PEM. Since w ∈ L(E), there exists an accepting path
This implies that the set X j of reachable states for position j in T should keep maintaining reachable states when reading each character from w j to w i in PEM. Moreover when the algorithm reads w i , the final state f should be included in X j and, thus, PEM reports (i, j), which is (start, end) of w.
Next we calculate the running time and space for the algorithm. Lemmas 2 and 3 guarantee that we need at most O(m) time to update all sets of reachable states for each character w i of T in PEM since a state in a Thompson automaton has at most two in-transitions and two out-transitions (See Fig. 1) . In other words, at any step of reading a character from T in line 3-25 of PEM, the total size of the sets of reachable states is at most O(m). Therefore, the total running time of PEM is O(m) × n = O(mn). Note that we use only O(m) space for computation since
The proposed algorithm seems similar to the prefix-free regular-expression matching algorithm by Han et al. [8] . Yet, the main difference is the number of scans of T . Our algorithm considers all positions of T as candidates for end positions of matching substrings and searches for matching substrings; namely, the algorithm reads T once. On the other hand, the algorithm by Han et al. [8] first computes all end positions by reading T forward and finds corresponding start positions from the end positions by reading T backward; namely, their algorithm reads T twice.
Since the new approach considers all positions, it seems to require more processing time. However, our empirical study shows that if a position w i is not a valid end position, then X i becomes empty soon and PEM does not need to consider X i anymore.
The algorithm PEM can be used in other subfamilies of regular-expression patterns. Given a suffix-free regular expression E, its reversal E R is prefix-free. We also know that an infix-free regular expression is also prefix-free. Thus, we establish the following statement from Theorem 4.
Corollary 5. Given a suffix-free regular expression or an infix-free regular expression as a pattern E and a text T , we can find all pairs (start, end ) of start and end positions of all matching substrings in O(mn) time using O(m) space with a single scan of T , where m = |E| and n = |T |.
Note that the previous efficient algorithm for the infix-free regular-expression matching problem reads T twice [8] and PEM reads only once.
Conclusions
We have revisited the prefix-free regular-expression matching problem. Given a text T and a prefix-free regular expression E, Han et al. [8] suggested an O(mn) algorithm for finding all pairs (start, end) of start and end positions of all matching substrings. This algorithm reads T twice. We have observed that we can reduce the number of scans of the input text if we know that the pattern is prefix-free. Based on this observation, we have designed an improved prefix-free regular-expression matching algorithm, which runs in O(mn) but requires single scan of T . Note that |T | ≫ |E| in practice and, thus, it is desirable to read T as fewer as possible. Therefore, the new algorithm improves the previous algorithm.
