Abstract. With development of computer and network technology, people access to the Internet grew exponentially, data become an integral part of people's life. More and more companies begin to use load balancing and database replication technology, to ease the pressure on access to network devices and ensure data integrity. In this paper, the structure of load balancing cluster is analyzed, the process of integrating Apache and Tomcat based on Linux OS is described. On this basis, MySQL database replication is completed. Test results show that the performance of the load balancing cluster system is significantly higher than that of the single server, to a certain extent, database replication technology can ensure the integrity and accuracy of data.
Introduction
With the continuous development of science and technology, network information resources are increasingly rich, and people have higher request to network service. Network devices, such as server and database and so on, are the basis for the user to have a good Internet experience. However, network devices that are used by some websites may not be able to load large amounts of concurrent access and data [1] .
Load balancing cluster can share a large number of concurrent accesses to each sub-server, so as to improve the performance of the system [2] . Compared to traditional servers, the cluster system has the advantages of expansibility, fault tolerance, higher throughput, maintainability and more cost-effective [3] .
The meaning of database replication is to keep two or more database content consistent, or keep part of content consistent as needed. Database replication is able to enhance the availability of the database, enhance the fault tolerance ability of the network. It meets the needs of the current application, and is widely used.
In this paper, we study load balancing cluster and database replication based on Linux operating system. The structure is organized as follows: Section 2 introduces the load balancing cluster architecture, method of integrating Apache and Tomcat, and establishes load balancing cluster. Section 3 presents the principle of MySQL database replication, and implements database synchronization function. Finally, Section 4 concludes the paper and points out further work.
Load Balancing Cluster

Load Balancing Cluster Architecture.
Load balancing cluster architecture of integrating Apache and Tomcat through JK plug-in is shown as Fig.1 . When a user sends a request through the browser, Apache first determines the type of request, if the request is static, then by the Apache analysis, and the results back to the client. If the request is dynamic, such as JSP, Apache will give the job to JK, JK will assign jobs to Tomcats according to load balancing algorithm. Tomcat analysis is completed, results back to the client by Apache. JK plays the role of scheduling in this process, avoids the situation occurrence, that one Tomcat too busy, another idle. So that Tomcats will achieve the purpose of cooperation and improve performance.
Establish Load Balancing Cluster
In the Linux operating system, after the correct installation of the configuration software, through the integrating Tomcat and Apache to establish the load balancing cluster.
Set Tomcat. Modify the configuration file server.xml of Tomcat. First, <Connector> is used when AJP is connected to Apache and Tomcat. Modify <Connector> content. Then, remove comments of <Engine >, named for the Tomcat that we have installed. That is, modify the value of the jvmRoute to "Tomcat instance name". In this paper, we install two Tomcats, and named as tomcat1 and tomcat2. Finally, add <Cluster> content to <Engine> or <Host> elements. Final configuration file of tomcat1 is shown as Fig.2 . At the same time, we need to modify configuration file of tomcat2. Configuration file of tomcat1 and tomcat2 are a little different, as shown in Fig.3 . Set Apache. Httpd.conf is the configuration file of Apache. At the end of the file, load mod_jk Module, specify the path to workers.properties, set jk log level and where to put the jk log, select the log format, and so on. Expanded content is shown as Fig.4 .
Create workers.properties file.The workers.properties file that added to the httpd.conf file does not exist, so we need to create our own. The workers.properties file used to register the workload manager(Tomcat). In this paper, two Tomcats are registered in the file, as workload managers. Workers.properties file is shown as Fig.5 . 
Test performance.
Using JMeter as a testing tool for server performance, simulate 1000, 1500, 2000, 2500, 3000 users to access the server separately. Access results of single server are shown as Table 1 . Access results of load balancing cluster are shown as Table 2 . By comparing the table 1 and table 2 , in the same amount of traffic, the average response time, 50% user response time, 90% user response time, minimum response time, Maximum response time and error rate of the load balancing cluster are greatly improved compared with the single server. Experimental results show that, the performance of load balancing cluster is significantly higher than that of single server.
MySQL Database Replication
Principle of Database Replication
MySQL replication is a solution, in which multiple MySQL database can achieve master slave synchronization. Asynchronous is its feature. It is widely used in different occasion, which needs MySQL have a higher performance and higher reliability requirements.
MySQL replication is an asynchronous replication process. Copy from one MySQL instance (we call it Master) to another MySQL instance(we call it Slave). Implementation process of the entire synchronization between Master and Slave is mainly completed by the three threads. Two threads (SQL thread and IO thread) in the Slave, another thread(IO thread) in the Master [4] .
MySQL replication process is shown as Fig.6 . Figure 6 . MySQL replication process
The basic process of MySQL replication is as follows [5] :
(1) Master records the binary log, after the completion, Master notification storage engine to commit transaction. Slave IO thread is connected to the Master, and requests to read the contents of the specified location in the specified log file.
(2) Master receives requests from Slave, reads the corresponding information according to the Slave request, and returns the result to Slave IO thread. The result includes log information, the name and location of the information returned, which is in the binary log file on the Master.
(3) After receiving the information, Slave IO thread will write the information to the end of the log relay file on the Slave, then, read the name and location of the bin-log file on the Master, and record the information to the master-info file.
(4) Slave SQL thread detects relay log file, after detection a new increase in the content of log relay, it will immediately parses the contents of the file. Slave SQL thread receives updates from the Master, and performs the copy of these updates. So the data on Master and Slave are exactly the same.
Implemention of Database Replication
Set Master. The Master's IP address is 172.18.145.104. In the my.cnf file, which is the configuration file of MySQL, server-id is the unique identity of the database server, and usually server-id of Master is set to 1. Binlog-do-db is the name of the database that needs replication. MySQL replication is performed by using a binary log file, so need to open the MySQL log function by log-bin. In the paper, we set server-id = 1 , binlog-do-db=train, log-bin=mysql-bin.
After setup, grant replication permission to Slave. Then, show master status, the result is shown as Fig.7 . In the configuration file of MySQL, set related information. In the paper, we set server-id = 2, master-host = 172.18.145.104 , master-user = root, master-password = root , master-port = 3306. Where master-host is the IP address of the Master, and master-user, master-password, master-port are account information for database replication, these correspond to grant replication permission account information.
Then, modify MySQL permissions. Finally, execute the contents shown in Fig.8 . on the MySQL command line. Where master_log_file corresponds to Master's File, and master_log_pos corresponds to Master's Position.
Database Replication Test
Show Slave status, and the result is shown as Fig.9 . MySQL replication uses Slave_IO_Running and Slave_SQL_Running, and status of them are "Yes". This shows Slave IO thread and SQL thread run well, so MySQL replication is successful. 
Conclusions
In this paper, we introduce the structure and process of load balancing, implement load balancing cluster by integrating Tomcat and Apache, and provide related configuration files. Then, we introduce the principle of database replication, implement MySQL replication by setting Mater and Slave. Finally, we prove that the performance of load balancing cluster is superior by simulation test. The future research work is doing research on load balancing algorithm, to improve working efficiency of the cluster.
