Computation of moments of transformed random variables is a problem appearing in many engineering applications. The current methods for moment transformation are mostly based on the classical quadrature rules, which cannot account for the approximation errors. Our aim is to design a method for moment transformation of Gaussian random variables, which accounts for the error in the numerically computed mean. We employ an instance of Bayesian quadrature, called Gaussian process quadrature (GPQ), which allows us to treat the integral itself as a random variable, where the integral variance informs us about the incurred integration error. Experiments on the coordinate transformation and nonlinear filtering examples show that the proposed GPQ moment transform performs better than the classical transforms.
I. INTRODUCTION
T HE goal of a moment transformation is to compute statistical moments of random variables transformed through an arbitrary nonlinear function. The moment transforms find their uses in such problems as sensor system design [1] , optimal control [2] , [3] , and they are also an indispensable part of local nonlinear filters and smoothers [4] - [8] . These algorithms estimate the state of dynamical systems based on noisy measurements and are applied in solving a broad array of engineering problems such as aircraft guidance [9] , GPS navigation [10] , weather forecasting [11] , telecommunications [12] , and finance [13] to name a few.
Recursive nonlinear filters can be divided into two categories: global and local. Particle filters are typical representatives of the global filters, which are characterized by weaker assumptions and higher computational demands. On the contrary, the local filters tradeoff more limiting assumptions for computational simplicity. For tractability reasons, the local filters often leverage The authors are with the New Technologies for the Information Society, European Centre of Excellence, Faculty of Applied Sciences, University of West Bohemia, Pilsen 306 14, Czech Republic (e-mail: jacobnzw@ ntis.zcu.cz; straka30@ntis.zcu.cz).
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Digital Object Identifier 10.1109/TAC. 2017.2774444 the joint Gaussianity assumption of state and measurement. The main problem then lies in computation of transformed means and covariances, which are subsequently combined with a measurement in an update rule to produce the filtering state estimate. Examples of well-known local nonlinear filters include the unscented Kalman filter (UKF) [14] , the cubature Kalman filter (CKF) [15] , and the Gauss-Hermite Kalman filter (GHKF) [7] , which are collectively known as sigma-point filters, and which are characterized by their reliance on the classical numerical integration schemes. A limitation of classical integral approximations, such as the Gauss-Hermite (GH) quadrature, is that they are specifically designed to achieve zero error on a narrow class of functions (typically polynomials up to a given degree). Since many nonlinearities encountered in practical problems do not fall into this category, the integrals are, more often than not, approximated with errors, which go unaccounted for. Even though the error estimates for the classical rules exist, their computation is tedious in practice as they require higher order derivatives [16] .
In recent years, the Bayesian quadrature (BQ) has gained attention as an exciting alternative for approximate evaluation of integrals. According to [17] , the origins of this method lie as far as Poincaré's publication [18] from 1896. Later developments came with O'Hagan's work on Bayes-Hermite quadrature [19] and the Bayesian Monte Carlo [20] . Seeing BQ as an instance of a probabilistic approach to numerical computing spawned an emerging field of probabilistic numerics with its share of contributions [21] - [23] . Contrary to the classical rules, the BQ minimizes an average error on a wider class of functions [22] , [24] . The numerical integration process is treated as a problem of Bayesian inference, where, in accordance with the Bayesian paradigm, an integral prior is transformed into a posterior by conditioning on obtained evaluations of the integrated function. The result of the integration is much more informative, because it is no longer a single value, but an entire distribution. The posterior mean estimates the integral value, whereas the posterior variance can be construed as a model of the integration error. The BQ approach is uniquely suited to the purpose of our study, which is accounting for the integration errors in the moment transformation process.
Application of the BQ in nonlinear sigma-point filtering was first investigated by Särkkä et al. [25] , where the authors elucidate connections between the BQ and the classical rules, but their algorithms do not make use of the integral variance. When our Gaussian process quadrature (GPQ) moment transform is applied in the nonlinear sigma-point filtering, it leads to an approach similar to the previously proposed Gaussian process assumed density filter (GP-ADF) [26] and the Gaussian process unscented Kalman filter (GP-UKF) [27] . Both GP-ADF and GP-UKF use the GP models for system identification that takes place prior to running the filters. In our case, however, the crucial difference lies in the fact that the resulting GPQ filters do not require a system identification phase.
In our previous contribution [28] , we showed how to incorporate integral variance into a nonlinear sigma-point filtering algorithm. The goal of this paper is to crystallize the results of the previous publication into a widely applicable general GPQ moment transform. Applications in sigma-point filtering are enriched with a target-tracking example and additional numerical experiments on common nonlinear coordinate transformation are provided. We also further analyze properties of the proposed transform and give a theoretical proof for positive semidefiniteness of the resulting covariance matrix.
The rest of this paper is organized as follows. Section II introduces the general problem of the classical quadrature based moment transforms. Section III outlines the Gaussian process regression model. In Section IV, we outline the GPQ and describe the proposed moment transform based on the GPQ. Issues pertaining to the choice of the kernel parameters are discussed in Section V. Application of the GPQ in the local nonlinear filtering is described in Section VI. Numerical experiments and performance evaluations are in Section VII. Finally, Section VIII concludes this paper.
II. PROBLEM STATEMENT
Consider an input Gaussian random variable x ∈ R D with mean m and covariance P transformed through a nonlinear vector function y = g(x)
x ∼ N (m, P)
producing an output y ∈ R E . A basic assumption throughout this paper is that the function g is known in a sense that it can be evaluated for any input argument. Even though the output is not Gaussian (due to the nonlinearity of g), we will assume that both variables are jointly Gaussian distributed so that
where the transformed moments are given by the following Gaussian weighted integrals:
where E[·] and C[·] denote expectation and covariance operators, respectively, and N(x|m, P) denotes the probability density of Gaussian random variable x. The goal of a moment transform is to compute the moments of the output variable y in (3)-(5) given the moments m and P of the input variable x.
The main problem stems from the fact that, in general, the integrand g is nonlinear, which consequently makes the integrals analytically intractable. A standard procedure, in such case, is to resort to numerical approximation of the moment integrals by one of the well-known classical quadrature rules. First, an integral w.r.t. a Gaussian with arbitrary mean and covariance is converted to an integral over a standard Gaussian, such that g(x)N(x|m, P)dx = g(m + Lξ)N(ξ|0, I)dξ, (6) where we used a change of variables x = m + Lξ with P = LL . Then, the standard numerical integration rules can be applied, which leads to a weighted sum approximation of the integral
where w n are the quadrature weights and x n = m + Lξ n are the sigma-points (evaluation points, design points, abscissas), both of which are prescribed by the specific quadrature rule to satisfy certain optimality criteria. The vectors ξ n are called unit sigma-points. For instance, the rth-order GH rule [16] , [29] uses sigmapoints, which are determined as the roots of the rth degree univariate Hermite polynomial H r (x). GH handles the integration of vector-valued functions (D > 1) by a multidimensional grid of points formed by the Cartesian product, leading to the exponential growth (N = r D ) w.r.t. dimension D, which precludes their practical utility. The rule incurs no integration error if the integrand is a (multivariate) polynomial of overall degree ≤ 2r − 1. The well-known Unscented transform (UT) [14] is also a simple quadrature rule that uses N = 2D + 1 deterministically chosen sigma-points. The UT rule can integrate (multivariate) polynomials of degree ≤ 3 1 without incurring approximation error. The third-order spherical-radial (SR) integration rule, which is a basis of the CKF [15] , is very similar to the UT, but lacks the center point. The UT and the SR rule are all instances of the fully symmetric rules [30] . All of these, together with the GH rule, are all examples of classical numerical quadratures.
Whenever the integrand does not follow the polynomial assumptions, the quadratures mentioned above will inevitably produce errors in the output moments in (3)-(5), which we would like to account for. BQ framework, upon which we base our proposed moment transform, is uniquely suited for this task.
III. GAUSSIAN PROCESS REGRESSION
The main difference between the classical quadrature and the BQ is that in the Bayesian case the whole numerical procedure is viewed as a probabilistic inference, where, after conditioning on the data, an entire density over the solution is obtained as a result (rather than a single value). That is to say, we start with a prior distribution over the integral which is then transformed into a posterior distribution given our sigma-points and function evaluations. Prior over the integral is induced by putting a prior on the integrated function itself.
A. Gaussian Process Regression Model
Uncertainty over functions is naturally expressed by a stochastic process. In the BQ, the Gaussian process (GP) priors are used for their favorable analytical properties. GP is a collection of random variables indexed by elements of an index set X , any finite number of which has a joint Gaussian density [31] . A function distributed according to a GP will be denoted as
where x and x are elements of an index set X ≡ R D . The GP is uniquely determined by its mean function m(x) and covariance function (kernel) k(x, x ). From now on, mean function will be assumed m(x) = 0, which is a nonrestrictive analytically beneficial choice (discussed later). Choosing a kernel, which in principle can be any symmetric positive definite function of two arguments, introduces modeling assumptions about the function g(x). Since the GP regression is a nonparametric model, it is more expressive than a parametric fixed-order polynomial regression models used in construction of the classical quadrature rules. In Bayesian terms, choosing a kernel specifies a GP prior p(g) over functions. Updating the prior with the data D = {(x n , g(x n ))} N n =1 , which consist of the sigma-points X = [x 1 . . . x N ] and the function evaluations y = [g(x 1 ) . . . g(x N )] , leads to a GP posterior p(g | D) with predictive mean and variance given by
x n ) and V denotes the variance operator. The element of K at position (n, m) is given by
where C is the covariance operator. These simple equations follow from the formula for conditional Gaussian densities [31] . Fig. 1 depicts predictive moments of the GP posterior. Notice that in places where the function evaluations are lacking, the GP model is more uncertain.
The choice of the GP prior mean function m(x) has an effect on the predictions made for test inputs far away from the observed data. In such cases, the GP model predictions revert back to the values of the prior mean function at the test input. If a nominal model of the underlying function is known and the above-mentioned behavior is undesirable, the nominal model can be used as a prior mean function, in which case, the GP will effectively model the discrepancies between observations and the model [32] .
The choice of the kernel, on the other hand, is vastly more significant [31] . The often-used radial basis function (RBF) kernel, which we also use, effectively turns the GP regression model into a smoother. Stein [33] criticized the RBF kernel for placing too unrealistic assumptions on the modeled function as it assumes its infinite differentiability and he further proposed the use of Matrn class of kernels, which allow for specification of the degree of differentiability. While we are aware of the validity of all these considerations, we are, nevertheless, using the RBF kernel, because it facilitates analytic computation of the quadrature weights, as will become apparent in the following section.
IV. GPQ MOMENT TRANSFORMATION
We propose a moment transform based on the GPQ and show how it implicitly utilizes the posterior integral variance in the moment transformation process. First, we define a general GPQ moment transform, which is applicable for any kernel function, and then give relations for a concrete transform based on the popular RBF kernel.
A. Gaussian Process Quadrature
At first, introducing randomness 2 over a known integrand may seem quite counterintuitive. However, consider the fact that the quadrature rule of the form (7) only sees the integrand through a limited number of function values, which effectively means that the rule is unaware of the function behavior in the areas where no evaluations are available. The GP regression model then serves as an instrument allowing us to acknowledge this reality.
Using a GP for modeling the integrand has great analytical advantages. Namely, the posterior density over the integral is Gaussian, which is due to the fact that an integral is a linear operator acting on a Gaussian distributed function. The posterior mean and variance of the integral E
where q = E x [k(x)] and E x,x [·] denotes an expectation w.r.t. both variables x and x . From (11), we can see that the mean of the integral is identical to integrating the GP posterior mean, which effectively serves as an approximation of the integrated function. Note that had we chosen a nonzero GP prior mean function in (8) [31] . The posterior variance of the integral, given by (12) , can be construed as a model of the integration error. Fig. 2 depicts the schematic view of the GP quadrature, where integral is applied to a GP distributed integrand yielding a Gaussian density over the value of the integral. Alternatively, one could imagine integrating each realization of the GP posterior separately, yielding a different result every time.
In the light of this view, we can think of the classical quadratures as returning the Dirac distribution over the solution, where all the probability mass is concentrated at a single value. In this regard, the BQ rule is more realistic, because it is able to acknowledge the uncertainty in the integrand due to the limited number of available evaluations.
It is also worth noting that the classical quadrature rules define precise locations of sigma-points, whereas the BQ does not prescribe any point sets, which raises questions about their placement. In [19] and [24] , the optimal point set is determined by minimizing the posterior integral variance (12) . Another approach developed in [34] uses a sequential active sampling scheme. Applications of GPQ in this paper rely on the point sets of the classical rules.
B. Incorporating Integration Error
We begin by employing a GPQ for approximate evaluation of the moment integrals in (3)- (5) . Let us first consider a case when the nonlinearity in (1) is a scalar function g(x) : R D → R.
Since the source of uncertainty is now not only in the input x but in the nonlinearity g as well, the transformed moments also need to reflect this fact. The GPQ transform then approximates the moments as follows:
where using the law of total expectation and variance, we can further write
Equation (14a) shows that the mean of the integral is equivalent to integrating the GP mean function. Since the variance decompositions in (14b) and (14c) are equivalent, both can be used to achieve the same goal. The form (14c) was utilized in the derivation of the GP-ADF [35] , which relies on the solution to the problem of prediction with GPs at uncertain inputs [36] . So, even though these results were derived to solve a seemingly different problem, we point out that by using the form of (14c), the uncertainty of the mean integral [as seen in the last term of (14b)] is implicitly reflected in the resulting covariance. Furthermore, the form (14c) is preferable, because it is more amenable to analytical expression and implementation. Note that for the deterministic case, when the integrand variance V g [g(x)] = 0 and the integral variance V g [E x [g(x)]] = 0, (14a)-(14d) fall back to the classical expressions given by (3)- (5) . Compared to the deterministic case, the transformed GPQ variance is inflated by the uncertainty in the knowledge of g.
C. Derivations of the GPQ Transformed Moments
So far, we have stated the results only for the case of scalar function. In the following summary, general vector functions g(x) : R D → R E are modeled by a single GP. That is, one GP models every output dimension using the same values of kernel parameters. Note that in the following derivations, we omit the conditioning on data and use the shorthand no-
Furthermore, we will restrict our derivations to Gaussian integrals, so that, by the decoupling substitution, we can write E x [g(x)] = E ξ [g](ξ) [see (6) ], whereg(ξ) g(m + Lξ).
Expressions for the GPQ transformed moments are derived by plugging in the GP predictive moments from (9) to (10) into the general expressions in (14a)-(14d). The transformed mean in (14a) thus becomes
where the eth column of Y, given by [y e 1 . . . y e N ] , comprises function values of the eth output of g(x). The transformed covariance in (14c) can be decomposed as
The diagonal matrix in the last term of (16) reflects the fact that the outputs of g are not correlated. Finally, the cross covariance becomes
In summary, the proposed general GPQ-based Gaussian approximation of the joint distribution of x and the transformed random variable y = g(x), where x ∼ N(m, P) is given by
where the transformed moments are computed by Algorithm 1.
Note that the unit sigma-points ξ n can be chosen arbitrarily, because the GPQ does not prescribe any. The advantage of using the decoupling substitution [see (6) ] is that it allows us to formulate the GPQ weights as independent of the input moments, which becomes useful in filtering applications. Evidently, the GPQ moment transform hinges upon the kernel expectations denoted by q, Q, and R. Since we are already using one quadrature to approximate the moments, it is thus preferable that these expectations be analytically tractable. A list of tractable kernel-density pairs is provided in [22] . A popular choice in many applications is an RBF kernel, expectations of which are summarized below.
Theorem 1 (GPQ transform with RBF kernel): Assuming a change of variables has taken place in the Gaussian weighted integrals given by (6) and the kernel is of the form
where α is a scaling parameter and Λ = diag ([ 2 1 . . . 2 D ]) is a lengthscale, then the kernel expectations in Algorithm 1 take on the form
where C 1 = α 2 |Λ −1 + I| − 1 2 , C 2 = α 4 |2Λ −1 + I| − 1 2 , and z nm = Λ −1 (ξ n + ξ m ).
Proof: The expressions can be derived by writing the RBF kernel as a Gaussian density and making use of the formulas for the product of two Gaussian densities (and the normalizing constant). For space reasons, we omit the fairly straightforward, but nevertheless lengthy and tedious derivations, which can be found in [37] .
An important requirement of moment transforms is that they produce valid covariance matrices. Theorem 2 states that the proposed GPQ transform always produces a positive semidefinite covariance matrix. For the proof, we use the following lemma.
Lemma 1: For any m × n matrix X and a positive definite n × n matrix A, the matrix XAX is positive semidefinite.
Proof: See [38, Observation 7.1.6, p. 399]. In the following, let A 0 ⇔ x Ax ≥ 0 ∀x ∈ R n for any n × n matrix A.
Theorem 2: The GPQ transformed covariance Π A is positive semidefinite.
Proof: Using the expressions for the GPQ weights from Algorithm 1, we can write
. From the property of covariance matrices, it follows that Q 0. The Lemma 1 implies that Π = Z QZ 0 for any matrix Z. Finally, since σ 2 ≥ 0, we have that Π A = Π + σ 2 I 0.
V. CHOICE OF KERNEL PARAMETERS
It is now evident that the GPQ transformed moments depend on the kernel parameters, which need to be set prior to computing the weights. A typical approach in the GP regression would be to optimize the kernel parameters by marginal likelihood (evidence) maximization. However, in the BQ setting, this method would likely yield unreliable parameter estimates due to the inherently minimal amount of data available. For these reasons, we resorted to a manual choice of the parameter values, which were mostly informed by the prior knowledge of the integrated function. In the following theorem, we prove the independence of the GPQ weights on the kernel scaling parameter.
Theorem 3 (Kernel scaling independence): Assume a scaled version of a kernel is used so thatk(x, x ) = c · k(x, x ), then the weights of the GPQ transform given in Algorithm 1 are independent of the scaling parameter c.
Proof: Define a scaled kernel matrix K = cK, and scaled kernel expectations
Plugging into the expressions for the GPQ weights, we get
Corollary 1: The kernel scaling affects only the additive term in the transformed covariance, which becomes σ 2 = c[k − tr(QK −1 )]. The transformed mean μ A and cross covariance in C A are unaffected by the scaling.
Since the kernel scaling parameter has no effect on the GPQ weights in Algorithm 1 as shown by Theorem 3, the main attention is given to the input lengthscales. The form of Λ in the RBF kernel formulation above exhibits the so-called automatic relevance determination (ARD). That is to say, by optimizing the lengthscales d dimensions contributing most to the variability in the data can be discovered, where a small d would indicate high relevance of the dth dimension and vice versa. As an initial guideline, we considered a priori knowledge of the nonlinear transformations encountered in the experiments. Whenever a certain output is observed to be linearly dependent on the dth input, the lengthscale parameter d should be set to a large value relative to all other lengthscales { e : e = d}. Conversely, when strong nonlinearity is encountered, a relatively small value of lengthscale should be selected. Several proposed nonlinearity measures [39] could be utilized as an aid for assessing severity of the nonlinearity in question.
Further points to consider are the numerical issues while calculating the kernel matrix inverse. Choosing a lengthscale that is too high would cause the kernel matrix to become singular. Generally speaking, the smaller the distance between the sigma-points, the lower is the upper bound on the lengthscale.
With these guidelines in mind, the parameters can be further fine-tuned by evaluating relevant performance criteria, which in all cases involves running preliminary simulations. In Section VII, where the GPQ is applied in nonlinear filtering, Fig. 5 illustrates sensitivity of the overall filter performance to changing lengthscale.
VI. MOMENT TRANSFORMS IN FILTERING
An important application area for the moment transforms is in local filtering algorithms [4] , [5] , [8] , [28] , which estimate an evolving system state from noisy measurements. Filters are essentially inference algorithms operating on a state-space model, which is given by the following two discrete-time equations:
describing the system dynamics and the state observation (measurement) process, respectively. The evolution of the system state 
where the likelihood p(z k | x k ) is obtained from (23b) and the prior p(x k | z 1:k −1 ) is given by the Chapman-Kolmogorov equation (25) where the transition density p(x k | x k −1 ) is obtained from the system dynamics given by (23a).
Local Gaussian filters make the simplifying assumption that the state and measurement are jointly Gaussian distributed so that
where the index notation k|k − 1 means that the relevant quantity at time k is computed from past measurement z 1:k −1 . Advantage of this simplification is that the posterior is now parametrized by the conditional mean and covariance, which are available in the closed form.
Using any moment transform computation of the moments m x k |k −1 , P x k |k −1 effectively amounts to the prediction step (time-update) of the filter. The proposed GP quadrature Kalman filter (GPQKF) in Algorithm 2 achieves this by using the GPQ moment transform from Algorithm 1 in a setting where the input moments are m x k −1|k −1 , P x k −1|k −1 and the nonlinearity in (1) is the system dynamics f (x k −1 ). Note that when the noise is additive, the state noise covariance matrix Q has to be added to transformed covariance Π A . The problem setup in (1) also covers the nonadditive noise case, because one can simply augment the state with the noise [40] . In a similar manner, the measurement moments m z k |k −1 , P z k |k −1 , P xz k |k −1 are obtained by applying the GPQ moment transform on input moments m x k |k −1 , P x k |k −1 with the measurement model h(x k ) as the nonlinear mapping. Finally, using an update rule, the state and measurement moments of the joint density in (26) are combined to arrive at the approximate filtered mean and covariance of the state.
VII. EXPERIMENTS
The proposed GPQ moment transform is first tested on a polar-to-Cartesian coordinate transformation, while the later experiments focus on its applications in the nonlinear filtering. In all cases, the GPQ transform uses the RBF kernel given by (20) . Since the sigma-point locations are not prescribed and their choice is entirely arbitrary, we used the point-sets of the classical rules mentioned in Section II for all examples. The acronym GPQKF denotes all nonlinear Kalman filters based on the GPQ regardless of which point set they use.
A. Mapping From Polar to Cartesian Coordinates
The conversion from polar to Cartesian coordinates is a ubiquitous nonlinearity appearing in radar sensors or laser range finders and is given by
Since the mapping is conditionally linear (for a fixed θ) and we use a kernel with ARD in the moment transform, we can exploit this fact and set the kernel lengthscales to = [60 6] while the scaling was set to α = 1. Note that we set the lengthscale corresponding to the range to a relatively large value, because the larger lengthscales in the kernel correspond to a slower variation in the approximated function.
We compared the performance of the SR transform, which is the basis of the CKF [15] , and the GPQ transform with SR points (GPQ-SR) for 100 different input moments. About ten different positions on a spiral in polar coordinates were chosen as input means m i = [r i θ i ]. For each mean, we assigned ten different input covariance matrices P j = diag ([σ 2 r σ 2 θ,j ]), where σ r = 0.5 m and azimuth standard deviations were uniformly placed in the interval σ θ,j ∈ [6 • , 36 • ] for j = 1, . . . , 10. Fig. 3 depicts the input means in polar coordinates. As a measure of an agreement between the approximate moments (μ A , Π A ) and the ground-truth moments (μ, Π), we used the symmetrized Kullback-Leibler divergence of two Gaussian densities given by
where E = dim(y). The ground-truth transformed mean and covariance were computed using the Monte Carlo method with 10 000 samples. Two SKL scores were considered; the average over means and an average over azimuth variances. Fig. 4 shows the SKL score calculated for each configuration on the spiral. The left pane of Fig. 4 shows results for individual means averaged over the azimuth variances, whereas the right pane displays averaged SKL over the means. In both cases, our proposed moment transform outperforms the classical quadrature transform with the same SR point set.
B. Univariate Nonstationary Growth Model (UNGM)
The performance of nonlinear sigma-point filters based on the GPQ transform was first tested in [28] on a UNGM, where the system dynamics and the observation model are given by
with the state noise q k −1 ∼ N(0, 10), the measurement noise r k ∼ N(0, 1), and initial conditions x 0|0 ∼ N(0, 5). This model is frequently used as a benchmark for the particle filtering algorithms [41] , [42] .
For this problem, all of the considered GPQKFs used the same kernel scaling α = 1. The lengthscale was set to = 3.0 for the UT, = 0.3 for SR and GH-5, and = 0.1 for all higher order GH sigma-point sets. The GPQKFs that used the UT and GH sigma-points of order 5, 7, 10, 15, and 20 were compared with their classical quadrature-based counterparts, namely, the UKF and the GHKF of the same orders. The UKF operated with κ = 0. We performed 100 simulations, each for K = 500 time steps. As a baseline for comparison, we used the bootstrap filter with stratified resampling and 10 000 particles (BS-PF).
For evaluation of the filter performance, we used the rootmean-square error (RMSE)
to measure the overall difference between the state estimate m 
was used to measure the overall model fit [43] . As a metric that takes into account the estimated state covariance, the inclination indicator [44] given by
was used, where Σ k is the sample mean-square-error matrix. The filter is said to be optimistic if it underestimates the actual error, which is indicated by ν > 0 and vice versa. A perfectly credible filter would provide ν = 0, that is, it would neither overestimate nor underestimate the actual error. Tables I to III show average values of the performance criteria across simulations with bootstrapped estimates of ±2 standard deviations [45] . Note that N in the tables denotes the number of sigma-points.
As evidenced by the results in Table I , the BQ achieves superior RMSE performance for all sigma-point sets. In the classical quadrature case, the performance improves with increasing number of sigma-points used. Table II shows that the performance of GPQKF is clearly superior in terms of NLL, which indicates that the estimates produced by the GPQ-based filters are better representations of the unknown true state development. The self-assessment of the filter performance is more credible in the case of GPQ, as indicated by lower inclination ν in the Table III . This indicates that the GPQ-based filters are more conservative in their covariance estimates-a consequence of including integral variance (additional uncertainty), which the classical quadrature-based filters do not employ. Also note that the variance of all the evaluated criteria for GPQ-based filters is mostly an order of magnitude lower.
Sensitivity of the filter performance to changing kernel lengthscale is shown in Fig. 5 , which shows GPQKF with UT sigma-points.
C. Target Tracking
As a more application-oriented example, we considered a target-tracking scenario adopted from [14] and [46] . A spherical object falls down from high altitude entering the Earth's atmosphere with a high velocity. The nonlinear dynamics is described by the following set of differential equations:
where γ = 0.164 is a constant and the system state x = [p v θ] consists of position (altitude) p, velocity v, and a constant ballistic parameter θ. The zero-mean state noise is characterized by
The range measurements are produced at discrete time intervals by a radar positioned at the altitude of 30 km and 30 km horizontally to the vertical path of the falling object. Thus, the observation model is
where (s x , s y ) is the radar position. The measurements were generated with frequency 10 Hz and the measurement noise is zero mean with variance σ 2 y = 9.2903 × 10 −4 km 2 . The mean and covariance of the system initial condition were set to 
which implies a lighter object than in reality.
In the experiments, we focused on the comparison of our GPQKF with the UT points and the UKF, because this filter was previously used in [14] to demonstrate its superiority over the EKF on the same tracking problem. The parameters of the UKF were set to κ = 0, α = 1, β = 2 following the recommended heuristics [40] . The GPQKF used different kernel parameters for the dynamics, α f = 0.5, Λ f = diag[10 10 10], and the measurement nonlinearity, α h = 0.5, Λ h = diag [15 20 20] . All filters operated with a discrete-time model obtained by the Euler approximation with step size Δt = 0.1 s. The discretized model is given by 
We generated 100 truth trajectories by simulating the continuous-time dynamics, given by (33a)-(33c), for 30 time steps by the fourth-order Runge-Kutta scheme and computed the average RMSE and inclination indicator ν for both tested filters. Fig. 6 shows realizations of the altitude and velocity trajectories along with the average trajectory. Note that when the object is passing directly in front of the radar at approximately t = 10 s (i.e., altitude 30 km), the system is almost unobservable. Fig. 7 depicts the RMSE for each time step averaged over trajectory simulations. The RMSE of the GPQKF tends to be better for all state vector components. The biggest difference is evident in the RMSE of the ballistic parameter where GPQKF shows significantly better performance during the period of the greatest deceleration. Overall, the UKF shows signs of an unbalanced estimator as evidenced from Fig. 8 , where the inclination ν rises significantly above zero, indicating excessive optimism. The GPQKF manages to stay mostly balanced (ν wobbles around zero) with the exception of velocity, where it tips toward pessimism toward the end of the trajectory. This behavior is mostly likely caused by the inclusion of additional functional uncertainty in the transformed covariance, as shown in (14b) and (14c).
VIII. CONCLUSION
In this paper, we have shown how a Bayesian view of quadrature can be leveraged for the design of general purpose moment transform. Unlike the classical transforms, the proposed GPQ transform accounts for the integration error incurred in computing the mean by inflating the transformed covariance. The underlying model in the proposed transform is a nonparametric GP regression model, which brings a number of advantages. Namely, the transform is not restricted by polynomial assumptions on the integrand (unlike the classical methods) and it quantifies predictive uncertainty, which eventually translates into integral uncertainty. The proposed moment transform is entirely general in that the equations hold for any kernel and input density; however, analytically tractable kernel-density pairs are preferable. We showed that the transform may outperform classical transforms on a coordinate conversion and two nonlinear sigma-point filtering examples. In both experiments, the filters based on the GPQ give more realistic estimates of the covariance, hence are better at self-assessing their estimation error. Currently, the biggest challenge is finding optimal values of the kernel parameters.
