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EXPANDING ACTIONS: MINIMALITY AND ERGODICITY
PABLO G. BARRIENTOS, ABBAS FAKHARI,
DOMINIQUE MALICET, AND ALIASGHAR SARIZADEH
Abstract. We prove that every expanding minimal semigroup action of C1 diffeomorphisms
of a compact manifold (resp. C1+α conformal) is robustly minimal (resp. ergodic with respect
to Lebesgue measure). We also show how, locally, a blending region yields the robustness of
the minimality and implies ergodicity.
1. Introduction
Minimality and ergodicity are two popular themes in dynamical systems. Minimality can
be thought of as a property involving some complexity for the orbits of an action coming
from the fact that the action is irreducible from topological point of view. From probabilistic
point of view, the counterpart to this notion corresponds to ergodicity. It is natural to ask to
what extent the properties of ergodicity and minimality are related. In general, ergodicity
does not imply minimality. Indeed, one can easily construct examples of ergodic group
actions having a global fixed points. A natural question arises in the opposite direction:
Under which conditions a smooth minimal action on a compact manifold is
Lebesgue-ergodic?
The example of Furstenberg [7] shows that minimality does not imply ergodicity in general,.
Namely, Furstenberg constructs a minimal analytic diffeomorphism of T2 preserving the
Lebesgue measure but not ergodic. In the case of unit circle, a classical theorem by Katok
andHerman states that aC1-diffeomorphismwith derivative of boundedvariation is ergodic
provided its rotation number is irrational (see [15, 10]). Contrarily in [19], the authors
constructed minimal C1-diffeomorphisms on the unit circle which are not ergodic.
The concept of expanding action was initially conceived to study the ergodicity of the
circle actions. In light of the rich consequences for expanding action on the unit circle (see,
[18, 13]), it is natural to consider an extended notion. We start with a precise definition of
this extension.
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Definition 1.1. An action of a semigroup Γ of diffeomorphims of compact manifold M is expanding
if for every z ∈ M there is g ∈ Γ such that m(Dg−1(z)) > 1, where m(T) = ‖T−1‖−1 denotes the
co-norm of a linear transformation T.
Notice that by a very simple compactness type argument one can show that the expanding
property is robust, i.e., persistsunder theperturbation of the generators. Thiswork is devoted
to prove the robust minimality of minimal expanding action and the ergodicity of conformal
action with respect to the Lebesgue measure.
Minimality and ergodicity should state that the orbit of every non-trivial set, from the
topological and the measure theoretical point of view, fills most of the space. In order to
introduce ergodicity and minimality for group and semigroup actions we should first deal
with the meaning of invariant set. Observe that the orbits are both forward and backward
invariant under the group actions while they are only forward invariant in the case of
semigroup actions. According to this observation, we say that a setA ⊂M is (totally) invariant
for a group action, generated by a family F , if f (A) = A, for all f ∈ F . However, we need
to slightly change the definition in the case of semigroup action. We say that A is (forward)
invariant for the semigroup action, generated by F , if f (A) ⊂ A, for all f ∈ F . Nevertheless,
we can unify both saying that A is Γ-invariant if f (A) ⊂ A for all f ∈ Γ where Γ denotes the
group/semigroup generated by F . Since every group can be seen as a semigroup choosing
an appropriate set of generators, in what follows we will assume that Γ is a semigroup.
The action of Γ onM is minimal if every closed Γ-invariant set is either empty or coincides
with the whole of manifold. If Γ is finitely generated, robust minimality means that the
minimality of the action does not disappear perturbing the initial generators. There are
several examples of robustly minimal actions: in dimension one by [9] and by [8, 11] for
every boundaryless compact manifold. In our first theorem, we identify the expanding
property as an important feature in determining the robust minilality.
Theorem A. Every expanding minimal finitely generated semigroup action of C1 diffeomorphisms
on a compact manifold is C1-robustly minimal.
In fact, we will prove that any expanding semigroup of diffeomorphisms (not necessarily
finitely generated) acting minimally has a finitely generated sub-semigroup whose action is
also expanding and robustly minimal (see Theorem 3.1).
The second main result is due to the ergodicity of minimal actions. The definition of
ergodicity can be naturally extended to a quasi-invariant measure which is measure whose
push-forward is absolutely continuouswith respect to itself. Here, we focus on the Lebesgue
measure which is quasi-invariant for C1 (local) diffeomorphisms. The action of Γ is ergodic
with respect to a quasi-invariant probability measure µ if µ(A) ∈ {0, 1}, for all Γ-invariant set
A ⊂M. Since theC1-regularity is not sufficient to conclude the ergodicity from theminimality
([19]), the majority of the results, obtained up to now, are in the context of C1+α-regularity.
For instance, following essential idea of [23], Navas proved in [18] that every expanding
minimal action of a group of C1+α diffeomorphisms of the unit circle is Lebesgue-ergodic.
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This is the main motivation behind the next theorem. We extend the result for semigroup
actions in any compact Riemannian manifold assuming conformality.
Recall that a diffeomorphism g of compact Riemannian manifold M is a conformal map if
there exists a function a : M → R such that for all x ∈ M we have that Dg(x) = a(x) Isom(x),
where Isom(x) denotes an isometry of TxM. Clearly, a(x) = ‖Dg(x)‖ = m(Dg(x)), for all x ∈ M.
Theorem B. Every expanding minimal semigroup action of C1+α conformal diffeomorphisms of a
compact Riemannian manifold is ergodic with respect to the Lebesgue measure.
Notice that in one dimensional case any diffeomorphism is conformal. Hence combining
Theorems A and B we get the following.
Corollary C. Every expanding minimal finitely generated semigroup action of C1+α diffeomorphisms
of the circle is C1+α-robustly ergodic with respect to the Lebesgue measure.
By C1+α-robust ergodicity we mean that this ergodicity property persists under C1-pertur-
bation among the generators with Ho¨lder continuous derivative. A completely non-trivial
example of a persistent ergodic action in higher dimension can be found in [5]. There, the
authors show that if the rotation R1, . . . ,Rm generate SOd+1, for even number d, then their
action on the sphere Sd is stable ergodic with respect to the Lebesgue measure. That is, if fi
are C∞ diffeomorphisms sufficiently close to Ri and preserve the Lebesgue measure then the
action generated by fi is also ergodic.
In this paperwe identify a local feature, called blending region, allowingus to get robustness
of minimality and ergodicity (see Theorem 6.7). As an application, we get, for the first time
as far as we know, examples of C1+α-robustly Lebesgue-ergodic semigroup actions in any
surface.
Corollary D. Any boundaryless compact surface admits a C1+α-robustly minimal Lebesgue-ergodic
finitely generated semigroup action whose generators are not necessarily conformal maps.
Thiswork is organized as follows: In Section 2we compare the, a priori, different notions of
minimality (resp. ergodicity) in the case of one generator. In Section 3, we prove TheoremA.
The proof of Theorem B is handled in Section 4.1. The rest of the paper is dedicated to the
study of local features allowing us to construct new classes of ergodic expanding minimal
actions.
2. General observations in the case of one generator
Given a diffeomorphism f of a compact manifold M, one can study the iterations of the
map from two points of view. The first, consists to consider full orbits, i.e., forward and
backward iterations of f , called Z-action of f . The second only considers forward iterations
of f , calledN-action of f (or cascade). Since we have introduced different notion of invariance
for group and semigroup actions, a priori, one could expect different type of minimality and
for the Z-action and theN-action. However, it is easy to prove the following:
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Proposition 2.1. The Z-action of f is minimal if and only if theN-action of f is minimal.
As in the case of minimality, the ergodicity of the N-action implies the ergodicity of the
Z-action. In the case of invariant measures, one can also get the converse. Recall that a
measure µ on M is said to be invariant under f if µ( f−1(A)) = µ(A) for all measurable set
A ⊂ M, that is f∗µ = µ, in terms of the push-forward. The following proposition states that
if µ is an invariant measure of f then µ(A) ∈ {0, 1} for all measurable set so that f (A) = A if
and only if µ(A) ∈ {0, 1} for all measurable set so that f (A) ⊂ A.
Proposition 2.2. Let µ be an invariant measure of f . The Z-action of f is ergodic with respect µ if
and only if theN-action of f is ergodic with respect to µ.
Proof. It suffices to see that the ergodicity of theZ-action implies the ergodicity of the cascade.
In order to do this, consider a measurable set A ⊂ M such that f (A) ⊂ A. We will prove that
µ(A) ∈ {0, 1}. Consider
Θ =
∞⋃
n=0
f−n(A).
Observe that f (Θ) = Θ. Indeed, by assumption A ⊂ f−1(A) and therefore, f−1(Θ) = f−1(A) ∪
f−2(A)∪ · · · = A∪ f−1(A)∪ f−2(A)∪ · · · = Θ. By the ergodicity of theZ-action with respect to
µ, µ(Θ) ∈ {0, 1}. If µ(Θ) = 0 then µ(A) = 0. On the other hand, if µ(Θ) = 1 then themeasure of
M \Θ =
∞⋂
n=0
f−n(Ac)
is zero, where Ac = M \ A. Now, by the inclusion f−(n+1)(Ac) ⊂ f−n(Ac), for every ε > 0
there exists n0 ∈ N such that µ( f
−n(Ac)) < ε, for any n ≥ n0. By the invariance of µ, we get
that µ(Ac) < ε, for all ε > 0 and consequently µ(A) = 1. This concludes the proof of the
proposition. 
As far as the authors know, if µ is a quasi-invariant but not invariant then the problem of
equivalence between the ergodicity for Z-actions and for N-action remains open. For the
actions generated bymore than onemap, theminimality/ergodicity of the group action does
not imply, in general, the minimality/ergodicity of the semigroup action. A simple example
can be constructed as follows:
Example 2.3. Consider a pair of diffeomorphisms f0, f1 of the circle C
2-close enough to rotations
with zero rotation number, no fixed points in common and with an ss-interval (compact interval
whose endpoints are consecutive attracting fixed points, one of f0 and one of f1). According to
Theorem A and Theorem 5.4 in [2], the group action generated by these two maps is minimal while
the semigroup action cannot be minimal. In fact, the ss-interval is a non-empty closed invariant set
for the semigroup action different of the circle S1. Since this set has positive but not full Lebesgue
measure, the semigroup action cannot be also Lebesgue-ergodic. However, according to Theorem D
in [18], the group action is ergodic with respect to the Lebesgue measure (see also [2]).
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3. Minimality of expanding actions
We get the proof of Theorem A as a corollary of the following more general result.
Theorem 3.1. Let Γ be a semigroup of C1 diffeomorphisms acting on a compact manifold M. Assume
that the action is expanding andminimal. Then, there exists a finite setG ⊂ Γ such that the semigroup
action generated by G is C1-robustly minimal.
In order to prove theoremabove, we need the following lemmawhich is obtained straight-
forwardly by a compactness argument.
Lemma 3.2. The action of Γ on M is expanding if and only if there are h1, . . . , hk ∈ Γ, open balls
B1, . . . ,Bk in M and a constant κ > 1 such that
M = B1 ∪ · · · ∪ Bk, and m(Dh
−1
i (x)) > κ, for all x ∈ Bi and i = 1, . . . , k.
As an immediate consequence of the lemma above one has the following corollary.
Corollary 3.3. The set of expanding (finitely generated) semigroup actions of C1 diffeomorphisms of
a compact manifold M is open.
We prove Theorem 3.1 using the main idea of Lemma 10.2 in [3].
Proof of Theorem 3.1. Lemma 3.2 provides a finite open cover {B1, . . . ,Bk} of M, a constant
κ > 1, a finite subset G1 of F and elements h1, . . . , hk in the semigroup generated by G1 such
that
d(hi(x), hi(y)) < κ
−1d(x, y), for all x, y ∈ h−1i (Bi) and i = 1, . . . , k.
Let L > 0 be a Lebesgue number of cover {B1, . . . ,Bk}. Take 0 < ε ≤ L/2. SinceM is a compact
and locally connected, every open ball of a uniform small size is connected. Hence, we also
ask ε > 0 small enough so that every open ball of radius r ≤ ε is a connected set. Since
the Γ-orbit of any point x is dense, one can choose a finite ε/4-dense set of points in the
Γ-orbit of x, say Gx. Since Gx Consists of finitely many elements of Γ, one can find a finite set
Gx ⊂ Γ in such a way that the orbit, under the action of semigroup generated by Gx, of any
sufficintly close point to x is also ε/2-dense. Using a compactness argument, one can find a
finite subset G2 ∈ Γ such that the orbit, under the action of semigroup generated by G2, is
ε/2-dense. Now, we consider the sub-semigroupΥ of Γ generated by G = G1∪G2 and prove
the C1-robust minimality of its action To do this, let us to take any semigroup Υ˜ generated by
sufficiently small C1-perturbation of the generatorsG ofΥ such that the following properties
hold:
• every point inM has ε-dense Υ˜-orbit, and
• there are a finite open cover {B1, . . . ,Bk} ofMwith a Lebesguenumber greater than L/2
and maps {h1, . . . , hk} in Υ˜ such that the restriction of any hi to h
−1
i
(Bi) is a contraction
of rate κ−1.
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Take y ∈ Bi and r > 0 such that B(y, r) ⊂ Bi with r ≤ κ
−1ε. We claim that
hi(B(h
−1
i (y), κr)) ⊂ B(y, r).
Indeed, since the restriction of hi to h
−1
i
(Bi) is a contraction of rate κ
−1, one has that
hi(B(h
−1
i
(y), κr)) ⊂ B(y, r) ∪ (M \ Bi). By the inequality κr ≤ ε, B(h
−1
i
(y), κr) is connected
and the claim is deduced.
Finally, for a given point x ∈M, we prove the density of the Υ˜-orbit of x. Take an arbitrary
point y ∈ M and choose 1 ≤ i ≤ k in such a way that B(y, κ−1ε) ⊂ Bi. By ε-density of
the Υ˜-orbit of x, there is h ∈ Υ˜ such that h(x) ∈ B(h−1
i
(y), ε). The claim above implies that
hi ◦ h(x) ∈ B(y, κ
−1ε). This shows κ−1ε-density of the Υ˜-orbit of x. Processing by induction,
one can get κ−nε-density of the Υ˜-orbit of x, for any n ∈ N, which proves the density of the
Υ˜-orbit of x. 
4. Ergodicity of expanding actions
4.1. Proof of Theorem B. The notion of expanding action of diffeomorphisms allows us to
adapt the Sullivan’s exponential expansion strategy in [23] to prove Theorem B following
the spirit of [18]. To accomplish this task, some preliminary lemmas are required.
Lemma 4.1. An action of a semigroup Γ of continuous maps on a compact space X is minimal if and
only if for every open set U ⊂ X, there exist T1, . . . ,Tm ∈ Γ such that X = T
−1
1
(U) ∪ · · · ∪ T−1m (U).
Consider a family of maps H = {h1, . . . , hk}. Given n ∈ N and a sequence ω = ω1ω2 · · · ∈
Ω = {1, . . . , k}N we denote hnω = hωn ◦ · · · ◦ hω1 . We also denote by diaminfA and diamsupA
the diameter of the largest ball inside of A and the smallest ball containing A respectively.
Lemma 4.2 (Bounded Distortion). Consider a family H = {h1, . . . , hk} of C
1+α diffeomorphisms
of a compact Riemannian manifold M and an open covering M = B1 ∪ · · · ∪ Bk in such a way that
m(Dh j(x)) > 1, for all x ∈ B j. Then,
(1) there exists LH > 0 such that for every n ∈N,
L−1
H
<
∣∣∣∣∣detDh
n
ω(x)
detDhnω(y)
∣∣∣∣∣ < LH for all x, y ∈M
and any ω = ω1ω2 · · · ∈ Ω for which h
i
ω(x), h
i
ω(y) ∈ Bωi+1 , for 0 ≤ i < n − 1.
(2) if, in addition, h j are conformal maps, there exists KH > 0 such that for every n ∈ N,
diaminf hnω(B) ≥ KH · diamsup h
n
ω(B) for all open ball B ⊂ M and ω = ω1ω2 · · · ∈ Ω for
which hiω(B) ⊂ Bωi+1 , for 0 ≤ i < n − 1.
Proof. Put ̥ j = log |detDh j|. By the assumption, ̥ j is α-Ho¨lder and so there is a constant
C > 0 such that for any x, y, |̥ j(x) − ̥ j(y)| ≤ Cd(x, y)
α. Fixing n ∈ N, let x, y be two points
in M and ω a sequence in Ω for which hiω(x), h
i
ω(y) ∈ Bωi+1 , for 0 ≤ i < n − 1. Since h j is an
expanding map on B j, there exists a constant κ > 1 such that κd(x, y) ≤ d(h j(x), h j(y)), for all
x, y ∈ B j and j = 1, . . . , k. Thus,
κ d(hiω(x), h
i
ω(y)) ≤ d(h
i+1
ω (x), h
i+1
ω (y))
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and hence,
d(hiω(x), h
i
ω(y)) ≤ κ
−(n−i)d(hnω(x), h
n
ω(y)) ≤ Kκ
−(n−i),
for all i = 0, . . . , n − 1 where K = max j=1,...,k diam(B j). This implies that
log
|detDhnω(x)|
|detDhnω(y)|
=
n−1∑
i=0
|̥ωi+1(h
i
ω(x)) − ̥ωi+1 (h
i
ω(y))| ≤ C
n−1∑
i=0
d(hiω(x), h
i
ω(y))
α
≤ C
n−1∑
i=0
(Kκ−(n−i))α ≤ CKα
∞∑
i=0
κ−iα.
Taking LH = exp{CK
ακ−α/(1 − κ−α)}, the desired first inequality holds. To prove the second
inequality, first, note that
2r · inf
x∈B
m(Dhnω(x)) ≤ diaminf h
n
ω(B) ≤ diamsup h
n
ω(B) ≤ 2r · sup
x∈B
‖Dhnω(x)‖,
where r > 0 is the radius of the open ball B. On the other hand, from the conformality of h j
‖Dhnω(x)‖ = m(Dh
n
ω(x)) =
n−1∏
i=0
aωi+1(h
i
ω(x))
def
= anω(x).
Hence,
diamsup hnω(B)
diaminf hnω(B)
≤
sup{anω(x) : x ∈ B}
inf{anω(x) : x ∈ B}
. (1)
Since ̥ j = log |a j| is α-Ho¨lder and |a j(x)| > 1, for all x ∈ B j, by means of an analogous
distortion argument as above, one can get similarly a constant K˜H > 0 such that
log
|anω(x)|
|anω(y)|
≤ K˜H , (2)
for any two points x, y and sequence ω for which hiω(x), h
i
ω(y) ∈ Bωi+1 , for 0 ≤ i < n − 1. In
view of the inclusion hiω(B) ⊂ Bωi+1 , for 0 ≤ i < n − 1, and combining (1) and (2) one can get
the second inequality for KH = exp(K˜H ) > 0. 
A point x ∈ M is a Lebesgue density point of a measurable set A ⊂M if
lim
r→0
λ(A ∩ B(x, r))
λ(B(x, r))
= 1,
where λ is the normalized Lebesgue measure of M. Denote by DP(A) the set of density
points of A. We use the notation E⊂˚ F, and say that E is contained (mod 0) in F, if λ(E \ F) = 0.
The following proposition is the main key ingredient to prove Theorem B.
Proposition 4.3. Consider an expanding action of a semigroup Γ of C1+α conformal diffeomorphisms
of a compact Riemannian manifold M. Then, there exists r > 0 such that for every Γ-invariant set
A ⊂ M whose complementary Ac
def
= M \ A has positive Lebesgue measure there exist an open ball B
of radius r > 0 so that λ(B \ Ac) = 0, i.e., B⊂˚Ac.
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Proof. By Lemma 3.2, there are maps g1, . . . , gk in Γ, open sets B1, . . . ,Bk ofM and a constant
κ > 1 such that M = B1 ∪ · · · ∪ Bk and m(Dg
−1
i
(x)) > κ, for all x ∈ Bi and i = 1, . . . , k. To
simplify the notation take hi = g
−1
i
. Let L > 0 be a Lebesgue number of the open cover
above. The Lebesgue density theorem allows us to take a density point x0 of A
c =M \A. For
every 0 < δ < L/2, open ball B(x0, δ) is contained in some Bi. Moreover, by the expanding
property of hi on Bi, the set hi(B(x0, δ)) contains an open ball of radius κδ centered at hi(x0).
If diamsup hi(B(x0, δ)) < L then hi(B(x0, δ)) is again contained in some element of the cover,
say B j. Repeating the process one can show that h j ◦ hi(B(x0, δ)) contains an open ball of
radius κ2δ centered at h j ◦ hi(x0). Since this process provides open balls of strictly increasing
radius, one gets n ∈N and ω j ∈ {1, . . . , k}, for j = 1, . . . , n, such that for h = hωn ◦ · · · ◦ hω1 the
followings hold:
h(B(x0, δ)) ⊂ Bωi+1 , for 0 ≤ i < n, and diamsup h(B(x0, δ)) ≥ L.
According to the second item in Lemma 4.2, h(B(x0, δ)) contains a ball of radius LKH/2.
Therefore, there exists a sequence ω ∈ Ω = {1, . . . , k}N such that for each t ∈ N, taking
δt = L/4t, there exists n = n(t) ∈N and xt ∈M such that
B(xt, LKH/2) ⊂ h
n
ω(B(x0, δt)). (3)
By the compactness ofM, taking a subsequence if necessary, xt converges to some point, say
x. Hence, there exists t0 ∈N such that
B(x, r) ⊂ B(xt, LKH/2), for all t ≥ t0, (4)
where r = LKH/4 > 0. On the other hand, the inclusions (3) and (4), and the (forward)
Γ-invariance of A implies that g−1(Ac) ⊂ Ac, for all g ∈ Γ. Hence, for every t ≥ t0,
hnω(B(x0, δt) \ A
c) ⊃ hnω(B(x0, δt)) \ A
c ⊃ B(x, r) \ Ac.
For every t ≥ t0 one has that,
λ(B(x, r) \ Ac)
λ(M)
≤
λ(hnω(B(x0, δt) \ A
c))
λ(hnω(B(x0, δt)))
≤ LH
λ(B(x0, δt) \ A
c)
λ(B(x0, δt))
. (5)
The last inequality is implied by the bounded distortion property, Lemma 4.2. Indeed, by
the construction, for every z ∈ B(x0, δt) one has that h
i
ω(z) ∈ Bωi+1 , for 0 ≤ i < n. Now, it
suffices to note that
λ(hnω(B(x0, δt) \ A
c)) =
∫
B(x0,δt)\Ac
|detDhnω| dλ
≤ λ(B(x0, δt) \ A
c) sup
z∈B(x0 ,δt)
|detDhnω(z)|,
λ(hnω(B(x0, δt))) =
∫
B(x0,δt)
|detDhnω| dλ
≥ λ(B(x0, δt)) inf
z∈B(x0 ,δt)
|detDhnω(z)|
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and therefore, Lemma 4.2 implies that
λ(hnω(B(x0, δt) \ A
c))
λ(hnω(B(x0, δt)))
≤ LH
λ(B(x0, δt) \ A
c)
λ(B(x0, δt))
.
Since x0 ∈ DP(A
c), one gets that
lim
t→∞
λ(B(x0, δt) \ A
c)/λ(B(x0, δt)) = 0.
Now, inequality (5) implies that λ(B(x, r) \ Ac) = 0 and the proof is complete. 
Now, we are ready to prove Theorem B.
Proof of Theorem B. Consider an expanding minimal action of a semigroup Γ of C1+α confor-
mal diffeomorphisms of a compact manifoldM. LetA be a (forward) Γ-invariant measurable
set. Observe that Ac =M \A is also an invariant set for the backward semigroup action, i.e.,
for the action of the semigroup generated by the inverse maps of Γ. Supposing λ(Ac) > 0,
we prove λ(Ac) = 1.
By Proposition 4.3, there exists x ∈ M and r > 0 such that B(x, r) ⊂˚Ac. In view of the
minimality of the action, Lemma 4.1 provides T1, . . . ,Tm ∈ Γ in such a way that
M = T−11 (B(x, r)) ∪ · · · ∪ T
−1
m (B(x, r)).
Since Ac is a forward invariant for the backward semigroup action, one has that
T−1i (B(x, r)) \ A
c ⊂ T−1i (B(x, r) \ A
c),
for all i = 1, . . . ,m. Hence, the quasi-invariance of λ for C1-diffeomorphisms implies that
λ(T−1
i
(B(x, r)) \Ac) = 0 and so λ(M \Ac) = 0. This proves that λ(Ac) = 1 concluding the proof
of the theorem. 
5. Contracting iterated function systems
In this section we study contracting iteration function systems (IFSs for short), i.e, semi-
group actions generated by finitely many contracting maps. These actions have a unique
compact minimal (self-similar) IFS-invariant set called Hutchinson attractor. The restriction
of IFS to this attractor is minimal and expanding. We first study the local ergodicity on
Hutchinson attractor of contracting IFS (see Theorem 5.3). Afterward, we apply this local
ergodicity to show the equivalence between the (unique) stationary measure of contracting
IFSs and the Lebesgue measure (Proposition 5.7).
5.1. Contracting iterated function systems. Recall that by an iterated function system (IFS)
we understand the action of a semigroup generated by a finite family of continuousmaps on
a metric space. IFS is said to be contracting if its generators are contracting maps. A crucial
fact about the contracting IFS is that it has unique compact set ∆, called Hutchinson attractor,
satisfying
∆ =
k⋃
i=1
hi(∆), (6)
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where h1, . . . , hk are the generators [14]. Denote by IFS(H ) the semigroup generated by a
familyH = {h1, . . . , hk} of C
1 contracting maps of a manifoldM. Clearly, the action of IFS(H )
on the Hutchinson attractor ∆ is minimal and expanding.
In what follows, we work with the contacting IFS whose Hutchinson attractor ∆ has
positive Lebesgue measure. For instance, this is the case of a contracting IFS realized by a
blending region (see Subsection 6).
Definition 5.1. A contracting IFS is ergodic on the Hutchinson attractor ∆ (with respect to λ)
if λ(A) ∈ {0, λ(∆)}, for all IFS-invariant λ-measurable set A ⊂ ∆.
In order to study the local ergodicity with respect to Lebesgue measure λ we need to
impose a regularity criterion.
Definition 5.2. We say that IFS(H ) is Vitali-regular (V-regular) if there is a Vitali-regular cover
V ⊂ {h(∆) : h ∈ IFS(H )}
of its Hutchinson attractor ∆. This means that there is a constant C > 0 such that
• for any V ∈ V, (diamV)d ≤ Cλ(V), where d = dimM,
• for any δ > 0 and x ∈ ∆, there is V ∈ V, with x ∈ V and diamV ≤ δ.
We say that IFS(H ) has bounded distortion (BD) if there is L > 0 such that for every h ∈ IFS(H ),
L−1 <
∣∣∣∣∣detDh(x)detDh(y)
∣∣∣∣∣ < L, for any x, y ∈ ∆.
Finally, a contracting IFS is BDV-regular if it is Vitali-regular and has bounded distortion.
It is not hard to see that the conformality of the elements ofH implies Vitali-regularity of
IFS(H ). On the other hand, there are two classical tools to guarantee the bounded distortion
property. One is C1+α-regularity of the generators and the other one, which is actually
weaker, is Dini-regularity of the generators. Recall that a C1-map φ is Dini if,
∫ 1
0
Ω(log ‖Dφ(·)‖, t)
t
dt < ∞,
where Ω(p, t) is the modulus of continuity of p : M → R. If the generators are C1+α the
bounded distortion follows arguing as in Lemma 4.2. By means of similar arguments one
can also prove the bounded distortion property for Dini-contracting IFS (see [6]).
5.2. Local ergodicity on Hutchinson attractor. The main result of this subsection is the
following.
Theorem 5.3. Every BDV-regular contracting IFS on the Hutchinson attractor is ergodic with
respect to the Lebesgue measure.
We provide the proof of Theorem 5.3 through a few lemmas.
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Lemma 5.4. Every Vitali-regular contracting IFS satisfies the following property: for any x ∈ DP(∆)
there are two constants C1,C2 > 0 such that for every δ > 0 there isVδ ⊂ {h(∆) : h ∈ IFS(H )} with
C1λ(B(x, δ)) ≥ λ(
⋃
V∈Vδ
V) =
∑
V∈Vδ
λ(V) ≥ C2λ(B(x, δ) ∩ ∆). (7)
Proof. Fix x ∈ ∆ and δ > 0. Since the contracting IFS is Vitali-regular, by Vitali’s cover-
ing theorem for the Lebesgue measure, there exists a finite or countably infinite disjoint
subcollectionVδ of {h(∆) : h ∈ IFS(H )} such that
B(x, δ) ∩ ∆=˚
⊎
V∈Vδ
V.
This implies (7) taking C1 = C2 = 1. 
As before, we denote by IFS(H ) the semigroup generated by the family of contracting
mapsH = {h1, . . . , hk}. Given a set A ⊂M put
Orb−
H
(A) =
⋃
h∈IFS(H)
h−1(A) ∪ A.
Lemma 5.5. Assume that IFS(H ) satisfies (7) and A is a measurable set of M. Then
λ(Orb−
H
(A) ∩ ∆) ∈ {0, λ(∆)}.
Moreover, if DP(A) ∩DP(∆) , ∅ then it always holds that ∆ ⊂˚Orb−
H
(A).
Proof. PutΘ = Orb−
H
(A). By the assumptionλ(∆) > 0and soone canassume thatλ(Θ∩∆) > 0.
We prove λ(∆ \Θ) = 0.
The Lebesgue density theorem implies the existence of a density point x of Θ∩∆. Hence,
one can find δ0 > 0 such that
λ(B(x, δ) ∩ ∆) > λ(B(x, δ))/2, for all δ0 ≥ δ > 0.
By assumption, there are two constants C1,C2 > 0 such that for every δ > 0 with δ ≤ δ0, there
isVδ ⊂ {h(∆) : h ∈ IFS(H )} satisfying the following inequalities
C1λ(B(x, δ)) ≥ λ(
⋃
V∈Vδ
V) =
∑
V∈Vδ
λ(V) ≥ C2λ(B(x, δ) ∩ ∆).
By the backward invariance of Θ, i.e. h−1(Θ) ⊂ Θ, for all h ∈ IFS(H ), one gets that
λ(B(x, δ) \Θ)
λ(B(x, δ))
≥
1
C1
λ(∪V∈Vδ (V \Θ))
λ(B(x, δ))
=
1
C1
∑
V∈Vδ
λ(V \Θ)
λ(B(x, δ))
≥
1
C1
∑
h(∆)∈Vδ
λ(h(∆ \Θ))
λ(B(x, δ))
.
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Since the IFS has bounded distortion (with constant L > 0), it follows that
∑
h(∆)∈Vδ
λ(h(∆ \Θ))
λ(B(x, δ))
=
∑
h(∆)∈Vδ
λ(h(∆ \Θ))
λ(h(∆))
λ(h(∆))
λ(B(x, δ))
≥ L
λ(∆ \Θ)
λ(∆)
∑
V∈Vδ
λ(V)
λ(B(x, δ))
≥ LC2
λ(∆ \Θ)
λ(∆)
λ(B(x, δ) ∩ ∆)
λ(B(x, δ))
>
LC2
2
λ(∆ \Θ)
λ(∆)
.
Therefore, one obtains
λ(B(x, δ) \Θ)
λ(B(x, δ))
≥
L
2
C2
C1
λ(∆ \Θ)
λ(∆)
, for all 0 < δ ≤ δ0.
Since x is a Lebesgue density point of Θ one gets
0 = lim
δ→0
λ(B(x, δ) \Θ)
λ(B(x, δ))
≥
L
2
C2
C1
λ(∆ \Θ)
λ(∆)
.
This implies that λ(∆ \ Θ) = 0 concluding the proof of the first part of the lemma. Now, to
show the second part, take a density point x of both A and ∆. Since A ⊂ Θ, the argument
above shows that
λ(B(x, δ) \ A)
λ(B(x, δ))
≥
λ(B(x, δ) \Θ)
λ(B(x, δ))
>
L
2
C2
C1
λ(∆ \Θ)
λ(∆)
.
As x is a density point of A one can get λ(∆ \Θ) = 0, concluding the lemma. 
Proof of Theorem 5.3. LetA be a measurable set containing in the Hutchinson attractor ∆ such
that h(A) ⊂ A, for all h ∈ IFS(H ). Putting Aˆ = ∆ \ A, wee claim that
h−1(Aˆ ∩ h(∆)) ⊂ Aˆ, for all h ∈ IFS(H ).
By contradiction, suppose x is a point of Aˆ ∩ h(∆) such that h−1(x) < Aˆ. Since x ∈ Aˆ, by the
invariance, x < h(A), that is h−1(x) < A. On the other hand, by the assumption, h−1(x) < Aˆ.
Hence h−1(x) < ∆which yields a contradiction. Thus,
Orb−
H
(Aˆ) ∩ ∆ =
⋃
h∈IFS(H)
h−1(Aˆ ∩ h(∆)) ∪ (Aˆ ∩ ∆) = Aˆ.
Now, by Lemma 5.5 one has that λ(Aˆ) ∈ {0, λ(∆)}, that means λ(A) equals to either zero or
λ(∆), concluding the proof. 
Remark 5.6. Theorem 5.3 is also valid for the Hausdorff s-dimensional measure. More details on the
adaption of the proof above to such case can be found in [6, 12].
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5.3. Stationary measures. We apply the local ergodicity on the Hutchinson attractor to
study the important question concerning the equivalence of the stationary measure and The
Lebesgue measure ([17, 16, 21, 20]). Recall that a probability measure µ is stationary measure
for IFS(h1, . . . , hk) with positive probabilities p1, . . . , pk (
∑k
i=1 pi = 1) if
µ =
k∑
i=1
pi · (µ ◦ h
−1
i ). (8)
It is well known that any contracting IFS admits a unique stationary measure ([4, 14]).
Proposition 5.7. Suppose that µ is the stationary probability measure on M corresponding to a
BDV-regular contracting IFS. Let ∆ be the support of µ. If µ is not singular to Lebesgue measure λ,
then
(1) µ is absolutely continuous with respect to λ,
(2) λ|∆ is absolutely continuous with respect to µ.
Proof. By [14] the support ∆ of the unique stationary measure µ is the Hutchinson attractor.
Using the Lebesgue decomposition one can split µ = µac + µs into an absolute part and
a singular part. Observe that both measures µac and µs satisfy the self-similarity relation
like (8). Thus µ is either singular or absolutely continuouswith respect to Lebesguemeasure.
To conclude the result, we will prove that if µ is not singular with respect to Lebesgue
measure λ then µ is equivalent to the restriction of λ to the support of µ. Suppose that µ is
absolutely continuous but not equivalent to the restriction of the Lebesgue measure. This
implies that λ(∆) > 0 and, simultaneously, the existence of a measurable set A ⊂ ∆ with
λ(A) > 0 and µ(A) = 0. Let
Θ = Orb−
H
(A) ∩ ∆.
Since λ(A) > 0, Lemma 5.5 implies that λ(Θ) = λ(∆). On the other hand, the self-similarity
of the measure implies that µ(h−1(A)) = 0, for all h ∈ IFS(H ) and hence µ(Θ) = 0. This means
that µ is singular with respect to the restriction of the Lebesgue measure, contradicting the
absolute continuity of µ. 
Remark 5.8. Again, following [12], this result may easily be generalized to the case of a Hausdorff
s-dimensional measure and also to a probability measure µ satisfying eigen-equation
λµ =
k∑
i=1
pi(·)(µ ◦ h
−1
i ),
for some λ > 0, where pi(·) is a family of continuous probability functions on M.
6. Blending regions
In this section we introduce the notion of blending region for semigroup actions as local
feature allowing us to provide a broad class of minimal actions having the expanding prop-
erty (see Theorem 6.2). In fact, this is perhaps the simplest way to yield a C1-robust minimal
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action. Blending regions are also connected with Hutchinson attractor with not empty in-
terior of certain contracting IFSs. This connection allows to apply the results of Section 5.1
to construct a class of actions, not necessarily conformal, for which minimality implies
ergodicity, assuming some local extra regularity in the blending region (see Theorem 6.7).
6.1. Blending regions. As it is mentioned before the notion of blending region is the main
tool to produce robust minimal actions ([1, 2, 8, 11]). Following the same essential strategies,
we prove a slightly different result on robust minimality (see Theorem 6.2 below). We begin
by the formal definition of the notion.
Definition 6.1. An open set B ⊂M is called blending region for a semigroup Γ of diffeomorphisms
of M if there exist h1, . . . , hk ∈ Γ and an open set D ⊂M such that B ⊂ D and
(1) B ⊂ h1(B) ∪ · · · ∪ hk(B),
(2) hi : D→ D is a contracting map for i = 1, . . . , k.
The semigroup action generated by H = {h1, . . . , hk} on D is called associated contracting it-
erated function system. A blending region B is said to be globalized if there exist maps
T1, . . . ,Tm, S1, . . . , Sn ∈ Γ such that
M = T−11 (B) ∪ · · · ∪ T
−1
m (B) = S1(B) ∪ · · · ∪ Sn(B).
It is not difficult to see that if Γ acts forward and backward minimally onM then any open
subset ofM is globalized for Γ. For instance, this is the case of a minimal group action.
6.2. Globalized blending regions, a criterium to yield robust minimality. Theorem 6.2,
below, provides relatively broad class of examples of robustly minimal actions. More pre-
cisely, it says that if the minimality of an action realized by a blending region then the action
is robustly minimal. In view of Theorem A, the main point of the proof is that the existence
of a blending region for a minimal action converts the action into an expanding one.
Theorem6.2. Consider a finitely generated semigroupΓ of C1-diffeomorphisms of a compactmanifold
M. Assume that there exist a globalized open set B ⊂ M for Γ, an open set D ⊂ M with B ⊂ D and
maps h1, h2, · · · ∈ Γ such that each hi : D→ D is a contraction of rate β < 1 and
B ⊂
∞⋃
i=1
hi(B). (9)
Then, the action of Γ is expanding and C1-robustly minimal.
Remark 6.3. In Definition 6.1, the covering property (1) holds for the closure of B. Roughly, the
strength of this definition is the robustness of the property under the perturbation of the generators.
In Theorem 6.2, we weaken this covering property and deduce again the robust minimality.
Before proving the theorem we prove a basic lemma.
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Lemma 6.4. Let B be an open set satisfying the covering property (9). Then for every x ∈ B, there is
a sequence (in)n≥1, in ∈N such that
x = lim
n→∞
hi1 ◦ · · · ◦ hin (y), for all y ∈ B.
Proof. We define recursively the sequence (in)n≥1: once we have found an integer in such that
x ∈ hi1 ◦ · · · ◦ hin (B),
we deduce from (9) that
x ∈ hi1 ◦ · · · ◦ hin (B) ⊂
+∞⋃
i=1
hi1 ◦ · · · ◦ hin ◦ hi(B).
So, we can find in+1 so that x ∈ hi1 ◦ · · · ◦ hin ◦ hin+1 (B). In such a way we have constructed a
sequence of integers (in)n≥1 such that
x ∈
⋂
n≥1
hi1 ◦ · · · ◦ hin (B).
Moreover, since each hi is a contraction in D of rate 0 < β < 1, it follows that
diam(hi1 ◦ · · · ◦ hin (B)) ≤ β
ndiam(B).
Since x ∈ hi1 ◦ · · · ◦ hin (B), we deduce that for a given y ∈ B,
d(hi1 ◦ · · · ◦ hin(y), x) ≤ diam(hi1 ◦ · · · ◦ hin (B)) ≤ β
ndiam(B)m
for every n ∈N. Since 0 < β < 1 then hi1 ◦ · · · ◦ hin (y) converges to x. 
Proof of Theorem 6.2. Since Given a point x ∈ M, in view of covering M = S1(B) ∪ · · · ∪ Sn(B),
there is i ∈ {1, . . . , n} such that S−1
i
(x) ∈ B. The covering property (9) allows us to iterate
S−1
i
(x) by some h−1
i
remaining in B. Since m(Dh−1
i
(z)) ≥ β−1, for all z ∈ hi(B) and i = 1, . . . , k,
repeating this argument one gets g ∈ Γ such that m(Dg−1(x)) > 1.
Given an open set U and a point x inM, by globalization property, one gets
M = T−11 (B) ∪ · · · ∪ T
−1
m (B) = S1(B) ∪ · · ·Sn(B),
one can find i and k in such a way that Ti(x) ∈ B and B ∩ S
−1
k
(U) contains an open set.
By Lemma 6.4, any point in B has dense orbit in B, and so, there exists h ∈ Γ such that
h ◦ Ti(x) ∈ S
−1
k
(U) or Sk ◦ h ◦ Ti(x) ∈ U. This shows the minimality of the action. Now,
Theorem A implies C1-robustly minimality of the action. 
6.3. Ergodicity from globalized blending regions. As a direct consequence of Theorem B
and Theorem 6.2 one gets the following:
Corollary 6.5. Every semigroup action of C1+α conformal diffeomorphisms having a globalized
blending region is ergodic with respect to the Lebesgue measure.
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Two global assumptions, conformality and C1+α-regularity, are involved in the result
above. In the sequel, using globalized blending regions,we provide a new class of Lebesgue-
ergodic minimal expanding actions in which the assumptions hold only in a local region.
Let B be a blending region for a semigroup Γ as in Definition 6.1. Note that in view of the
covering property (9) and equality (6), one can easily get the inclusion B ⊂ ∆.
Definition 6.6. We say that B is a BDV-regular blending region if the associated contracting IFS
is BDV-regular. We say that B is a C1+α blending region or a conformal blending regions if the
generators of the associated contracting IFS are C1+α contracting or conformal maps respectively.
Notice that in dimension one, every C1+α blending region is BDV-regular. Just like the
one dimensional case, considering C1+α-diffeomorphisms with complex eigenvalues one
can get a BDV-regular blending region in dimension two. These particular cases provide
C1+α-robustly conformal blending regions. In higher dimensions, C1+α-conformal blending
regions are also BDV-regular. However, this regularity, i.e. C1+α-conformality, does not
persist in general under perturbations of the associated contracting IFS.
Theorem 6.7. Consider a semigroup Γ of C1-diffeomorphisms of a compact manifold. Suppose that
there exists a globalized BDV-regular blending region B for Γ. Then, the action of Γ is ergodic with
respect to the Lebesgue measure (and C1-robustly minimal). Moreover, the ergodicity persists under
C1-perturbations of the generators so that B remains as a BDV-regular blending region.
The main novelty of Theorem 6.7 is the local regularity assumption, despite what was
done in Theorem B (or Corollary 6.5). That is, the regularity which is needed in Theorem 6.7
limited to associated generators of the contracting maps in the local blending region B.
For instance, to clarify the issue, consider an action Γ on the circle with a blending region B
whose associated contractingmaps are C1+α in a neighborhood of B. Theorem 6.7 implies the
ergodicity of such action. Moreover, aswehave notified above, one can easily constructC1+α-
robust conformal blending regions in dimension two using complex eigenvalues. Hence, as
consequence of this theorem we get Corollary D and also the following:
Corollary 6.8. Every forward and backward minimal semigroup action (in particular minimal group
actions) of C1-diffeomorphisms of a compact manifold with a BDV-regular blending region is robustly1
ergodic with respect to the Lebesgue measure.
To prove Theorem 6.7 we need the following lemma.
Lemma 6.9. Consider a semigroup Γ of C1-diffeomorphisms of M. Suppose that there are an open
set B ⊂ M and maps S1, . . . , Sn ∈ Γ such that M = S1(B) ∪ · · · ∪ Sn(B). Then, B ∩ DP(M \ A) , ∅
for all Γ-invariant set A ⊂M whose complementary has positive measure.
Proof. LetA be a forward invariant set, i.e., g(A) ⊂ Γ, for all g ∈ Γ, such that its complementary
Ac = M \ A has positive Lebesgue measure. Suppose that DP(Ac) ∩ B = ∅. The Lebesgue
1This robustness should be understood in the sense describes in Theorem 6.7
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density theorem implies that λ(Ac ∩ B) = 0. On the other hand, in view of the (forward)
invariance, we have
Ac = Ac ∩M = Ac ∩
( n⋃
i=1
Si(B)
)
⊂
n⋃
i=1
Si(A
c ∩ B).
Now, the quasi-invariance of the Lebesgue measure implies λ(Si(A
c ∩ B)) = 0, for all i =
1, . . . , n and hence λ(Ac) = 0. This contradiction concludes the proof in this case. 
Now, we are ready to prove Theorem 6.7.
Proof of Theorem 6.7. In view of Theorem 6.2, the action of Γ on M is C1-robustly minimal.
It remains to prove the ergodicity of the action with respect to the Lebesgue measure. Let
H ⊂ Γ be a finite family of generators of the associated BDV-regular contracting IFS with the
blending region B. As mentioned before,
B ⊂ ∆ = Orb+
H
(x), for all x ∈ ∆,
where Orb+
H
(x) = {h(x) : h ∈ IFS(H )} and ∆ is the Hutchinson attractor. By assumption, there
exist maps T1, . . . ,Tm, S1, . . . , Sn ∈ Γ such that
M = T−11 (B) ∪ · · · ∪ T
−1
m (B) = S1(B) ∪ · · · ∪ Sn(B).
Consider a measurable set A ⊂ M such that g(A) ⊂ A, for all g ∈ Γ. Suppose that λ(Ac) > 0
where Ac =M \ A. We will prove that λ(Ac) = 1.
By Lemma 6.9, B∩DP(Ac) , ∅. Since B is an open set in ∆ one has thatDP(Ac)∩DP(∆) , ∅.
Hence, Lemma 5.5 and the invariance of Ac imply that
B ⊂ ∆ ⊂˚Orb−
H
(Ac) = Ac.
Since g−1(Ac) ⊂ Ac, for g ∈ Γ, then T−1
i
(B)\Ac ⊂ T−1
i
(B\Ac) for all i. Now, the quasi-invariance
of λ forC1-diffeomorphisms implies that λ(T−1
i
(B)\Ac) = 0 and so λ(M\Ac) = 0. This proves
that λ(Ac) = 1, concluding the proof. 
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