Clusters are useful to identify required object from the huge amount of datasets. There are lots of clustering methods, used to create clusters. Single linkage clustering method is an example of hierarchical agglomerative clustering which is used to merge objects in a cluster, based on minimum distance. In this paper we performed an experiment on two dimensional spaces where multiple objects are available and combine in clusters by Euclidean distance. In this paper, MATLAB is used to calculate the distance between two objects and constructing distance matrix. After completing the whole single linage clustering method dendogram has been prepared. This dendogram is similar to minimum spanning tree because it is prepared using minimum distance of objects. These prepared clusters and dendogram are useful for finding different knowledge from the huge data.
INTRODUCTION
Today the whole world depends on the data because it is our need. Every one store the large amount of data for different purpose and uses for future analysis and management [3] . Peoples have the requirement to categorize these data into different sets according to their need, is called clustering. This categorization process is mostly done by the people on the bases of similarities or dissimilarities based on the some rules or standards. The process of data classification may be supervised or unsupervised it depends on whether they assign new inputs to one of a finite number of discrete supervised classes or unsupervised categories, respectively [11] [12] [4] . In supervised classification, the mapping from a set of input data vectors to a finite set of discrete class labels is modeled in terms of some mathematical function f=y(A,B), where B is a vector of adjustable parameters. The values of these parameters are determined (optimized) by an inductive learning algorithm (also termed inducer), whose aim is to minimize an empirical risk functional (related to an inductive principle) on a finite data set of input-output examples [11] . Clustering or exploratory is an unsupervised classification data analysis process in which no labeled data are available [7] [9] . The goal of clustering is to separate a finite unlabeled data set into a finite and discrete set of objects rather than provide an accurate characterization of unobserved samples generated from the same probability distribution [13] [12] . Fig.1 shows the clustering process which is applied on datasets. Backer and Jain [10] defined that "in clustering process an document or group of object is divided into a number of more or less similar subgroups on the bases of similarity measurement". There are lots of clustering algorithms available today which are used to partition data into a certain number of clusters/groups/categories. Most researchers describe a cluster by considering the object similarity and the external separation [8] , [9] , i.e. patterns in the same cluster should be similar to other while patterns in different clusters or groups will be dissimilar. Both the similarity and the dissimilarity should be examinable in a clear and meaningful way. Clusters are useful to search relevant document from the available groups and it provides the searching efficiency because it is applied on the smaller collection instead of whole document collections. The purpose of this paper is to provide a comprehensive and systematic description about the clustering algorithms which is mostly useful in statistics, computer science, machine learning and other areas. In this paper, we mainly focus on the single linkage clustering technique which is the part of hierarchical clustering. Before applying clustering method it is important to use data mining preprocessing activities such as stemming and removing stop words [16] . For preprocessing of data we can also use predefined algorithms.
CLUSTERING METHODS
Clustering is a process of dividing objects into multiple groups using their similarity or dissimilarity. There are various methods for data clustering, each have their own significances. Some important clustering methods are as follows.
Distance and Similarity Measures
It is important to find out the distance or similarity of objects for clustering processes. There are different formulas for distance calculations some are given below. 
Hierarchical Clustering
These methods can be divided as follows.
Agglomerative Hierarchical Clustering
This is a bottom up approach. In this method all objects are initially represents to own cluster. Then clusters are merged until desire cluster structure is obtained.
Divisive Hierarchical Clustering
This is a top down approach. In this method all objects initially belongs to one cluster. Then clusters are divided into their own sub clusters. This process continue until desire cluster structure is obtained.
Partitioning based Methods
In these methods objects are relocates by moving them from one cluster to another. In these methods it is require that the number of clusters will be pre-set by the user. The examples of such type of clustering are : K-medoids, K-mean, Probabilistic and Density based.
SINGLE LINKAGE CLUSTERING
It is a type of agglomerative hierarchical clustering method. It works on bottom-up strategy in which each point compared with others. Each object is placed in a separate cluster, and at each step we merge the closest pair of clusters, until certain termination conditions are satisfied. Single linkage clustering method can find arbitrary shaped cluster in many applications [2] . For the single link, the nearest distance of two clusters is defined as the minimum of the distance between any two points in the two clusters. By the graph terminology, if we start with all points, each one a separate cluster on its own called a singleton cluster and then add links between all points one at a time using shortest links first, and then these single links combines the points into clusters. (i.e. the points with the shortest distance between each other are combined into a cluster first, and then the next shortest distances are combined, and so on). Fig. 3 to 5 shows the different distance values between objects. 
Dendogram
It is used to show the same information as the graph, however distance or threshold are in vertical and points or objects are at the horizontal axis [5] . The height at which two clusters are merged in the dendogram reflects the distance of two clusters. 
Distance Matrix
A distance matrix is a matrix or two-dimensional array contains the distances of two pairs from a set of points. This matrix will have a size of N×N where N is the number of points in a graph [19] . 
Plotting Objects in 2D space
Here we plot attributes x and y in n dimensional space. In above dataset p1, p2, p3..p7 are 7 objects and x and y shows 2 dimensional space. 
Calculating Distance Matrix
In this step we calculate a distance matrix. This distance matrix is prepared by calculating the distance from each object to all other using Euclidean distance measure.
Distance between two points i and j is where x i1 is the value of attribute 1 for i and x j1 is the value of attribute 1 for j, and so on. As many attributes we have shown up to x in in the formula.
d (p1, p2) = Similarly we calculate the distance between all points. Here we have calculated distance matrix using MATLAB which is shown in Table 2 . 
Assigning Objects into cluster
Now we select two objects with the shortest distance in the matrix and then merge them together. .p6 .p4 .p2
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In Table 2 shortest distance points are p3 and p7. So that we merge these two points in one cluster as shown in Fig. 8 . By combining (p3, p7) together in a single cluster it became one entry. We again recalculate the distance from each point to new cluster (p3, p7). In single link method the proximity of two cluster is defined as the minimum distance between two clusters therefore the distance of (p3,p7) and p1 will calculated asdis {(p3,p7),p1}=Min{distance(p3,p1),distance(p7,p1)} =Min {0.1118, 0.1868}
=0.1118
Similarly we calculate the distance between (p3, p7) to p2, p4, p5 and p6. Similarly we repeat above steps until all the objects are not assigned into appropriate clusters. In above matrix the smallest distance is 0.1020 between p2 and p4, so these points are merging together.
Fig 9: Objects in 2 Dimensional space with two clusters
Similarly the points p2 and p4 are merged together and prepare a cluster which is shown in Fig. 9 . This whole process of recalculating distance matrix and combining objects into clusters are repeated. Thus we find final clusters as shown in Fig. 10 .
Fig 10: Objects in 2 Dimensional space with final clusters
The various clusters prepared by above single linkage clustering method can also be displayed as a dendogram which is shown in Fig.11 .
Fig 11: Dendogram of the obtained clusters
Here we would like the data partitioned into several clusters for unsupervised learning. Therefore the process required to stop clustering at some point -either the user will specify the number of clusters he would like to have, or the process has to make a decision on its own. In above example if we stop at the threshold (distance) 0.12 then we have {(p3, p7, p1, p6), (p2, p4), (p5)} that means 3 clusters. But if we stop at threshold 0.1, we have only cluster (p3, p7) and (p2, p4).
CONCLUSION
This paper describes the process of making clusters from the given datasets using single link hierarchical agglomerative clustering. Distance calculations are preformed using MATLAB, which provide the fast result. After applying whole method we finally obtain number of clusters and dendogram which can be used as a minimum spanning tree for .p5
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searching or other purposes. In the future research we plan to design a framework for fast searching that reduces the search time and complexity. Further we can apply this clustering method on the different kind of datasets.
