Abstract. The concentration measure principle is presented in an abstract way to encompass and unify different concentration properties. We give a general overview of the links between concentration properties, transport-entropy inequalities, and logarithmic Sobolev inequalities for some specific transport costs. By giving few examples, we emphasize optimal weak transport costs as an efficient tool to establish new transport inequality and new concentration principles for discrete measures (the binomial law, the Poisson measure, the uniform law on the symmetric group).
Introduction
Of isoperimetric inspiration, the concentration of measure phenomenon has been pushed forward by V. Milman in the 70's in the study of the asymptotic geometry of Banach spaces and then in-depth studied by many authors including Gromov [GM83, Gro99] , Talagrand [Tal95] , Maurey [Mau91] , Ledoux [Led97, BL97] , Bobkov [Bob97, BL00] . This principle has applications in numerous fields of mathematics. The book by M. Ledoux [Led01] is devoted to this subject. It presents numerous examples and probabilistic, analytical and geometrical technics related to this notion. We also refer to the monographs [BLM13, Mas07] for more applications of this principle in statistics and probability theory. We also warmly recommend the surveys [GL10, Goz15] by Gozlan and Léonard about transport-entropy inequalities. The main purpose of this paper is to complement these surveys in view of the recent developments.
In the present paper, the concentration of measure principle is formalized in an abstract way to encompass and unify different concentration properties investigated in the literature. The definition of this principle with enlargements of sets takes its origin from the papers by M. Talagrand [Tal95, Tal96b, Tal96a] . We propose a functional formulation of the concentration principle, rigorously introduced in [GRST14b] . We emphasize three types of cost functions that provide most of the enlargements of sets considered in the literature, the usual cost functions, the barycentric cost functions and the universal cost functions.
The concentration properties associated to usual cost functions and its related functional inequalities have been widely studied these last years. Now, it is a challenge to develop new concentration inequalities that could capture precise dimensional concentration behavior for particular classes of functions, especially in discrete setting. In this document, we present some concentration results for discrete measures associated to the above weak transport costs. In the spirit of the early works by Talagrand [Tal95, Tal96b, Tal96a] , we believe that entropy-functional inequalities associated to new weak transport costs could be adapted to understand some concentration challenging problems.
The third section of this paper put forward the transport-entropy inequality (also called transport inequality) associated to the above different costs functions, as a fondamental tool in the study of concentration properties in product spaces. This entropy-inequality is an alternative to the logarithmic Sobolev inequality and its variants, to establish concentration properties in product spaces. The main feature of these two inequalities is for each, a tensorization property, that provides concentration results in high dimension spaces. We will briefly recall the links between these two kinds of entropy-inequalities and the concentration of measure principle.
Section 4 is focussed on the concentration properties and transport inequalities related to the so-called barycentric costs. These transport costs, weaker than the usual one, are adapted to derive new transport inequalities for discrete measures (see Section 4.2). Indeed, let us recall that the Talagrand's transport inequality T 2 is never satisfied by discrete measures. Recently, in the context of the study of curvature notion in discrete spaces, other transport inequalities have been proposed, mainly in the works by Erbar-Maas [Maa11, EM12] . However, due to the very abstract definition of the optimal transport costs, the associated concentration of measure phenomenon remains difficult to interpret.
Barycentric optimal transport costs can be expressed using optimal transport costs by considering the notion of convex order on probability measures (see Proposition 4.1). Moreover, most of the results with usual transport costs can be adapted for barycentric transport costs. First, barycentric transport inequalities are equivalent to logarithmic Sobolev inequalities restricted to a class of convex or concave functions (see Section 4.1). In an other direction, on the real line, as for usual transport costs, for any optimal barycentric transport cost, there exists an optimal coupling which is independent of the convex function involved in the barycentric cost (see Section 4.3). This independence property allows to characterize the probability measures satisfying a barycentric transport inequality on the real line. As a byproduct of this characterization, the "convex" Poincaré inequality on the real line is equivalent to a barycentric transport inequality with some specific convex cost function (see Section 4.4).
Section 5 is devoted to examples of universal transport inequalities such as the so-called Csizár-Kullback-Pinsker inequality. The most emblematic universal transport inequality of this document is the Marton's transport inequality with its weak cost ‹ T 2 [Mar96b] . In the papers [Sam03, Sam07] , the Marton's cost has been improved to reach optimal Bernstein bounds for suprema of empirical bounded independent processes (see Section 5.1). This method is an alternative to the so-called Herbst's method, first used by Ledoux to get deviation bounds for suprema of empirical processes [Led97] . In Section 5.2, we recall the results of [Sam00] and [Pau14] that extends Marton's inequality to any measure on a product space, with weak dependences of its marginals.
The last Section 5.3 concerns recent transport inequalities obtained for the uniform probability measure on the symmetric group. Theses inequalities are obtained from the Csizár-Kullback-Pinsker inequality or the Marton's inequality ‹ T 2 , by using other tensorization arguments. The proofs are inspired by the work by Talagrand on the symmetric group [Tal95] .
The works presented in this survey could be extended in different directions.
A first challenge is to define other costs functions that may capture new concentration's properties, as for the uniform measure on the symmetric group, for Gibbs measure or for other non-product measures under dependence properties. The new costs functions presented in this survey are of particular interest in discrete setting (discrete cube, binomial law, Poisson measure) and we may use it in other discrete framework such as Poisson processes.
Another direction is to develop the multimarginal transport inequalities in discrete and continuous setting. We wonder whether this multimarginal approach allows to reach superconcentration-properties. In this field, the works by Dembo [Dem97] and Talagrand [Tal96a] are also a guideline.
These last years, the concept of curvature in discrete setting has emerged [Oll09, OV12, EM12, EMT15, Hil14] by analogy of the concept of lower bounded curvature in continuous setting in metric spaces [Vil09, AGS14, AGS15] . These notions could be revisited by relating the notion of curvatures to different cost functions, the paper [GRST14a] is a first attempt in that direction.
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The barycentric cost functions 6 3. Let (X , d) be a Polish metric space (separable, complete), with Borel σ-field B(X ). We denote by P(A) the set of probability measures on a subset A ∈ B(X ), and for q ≥ 1, we denote by P q (A) the set of probability measures p on A such that d(x 0 , y) q dp(y) < +∞ for a point x 0 .
We assume that a notion of pseudo-distance from a point x ∈ X to a subset A ⊂ X is given, denoted by c(x, A) ∈ [0, +∞], and such that c(x, A) ≥ 0 and c(x, A) = 0 if x ∈ A. The usual example is
For r ≥ 0, the enlargement of A associated to this pseudo-distance is defined by
be an increasing function with β(0) = 0. A probability measure µ satisfies a concentration principle with profile β and cost c, if there exist a 1 , a 2 > 0 such that for all subsets A ∈ B(X ) and for all r ≥ 0,
If µ satisfies a concentration principle with profile β, then for all A ∈ B(X ) with measure µ(A) ≥ 1/2, one has
This last property is the classical formulation of a concentration of measure principle. Actually, these two formulations are equivalent, up to constants, as soon as
(see Lemma 5.6 [GRST14b] ). This inclusion depends of the kind of enlargement and is not satisfied for some enlargements.
In all this document, the pseudo-distance c(x, A) is defined from a cost function.
Definition 2.2. A cost function is a function
such that the function p → c(x, p) is convex, and c(x, δ x ) = 0 for all x ∈ X (δ x denotes the Dirac measure at point x). Then we define the pseudo-distance c by
Here, for the sake of simplicity, the same notation c is used for the pseudo-distance and the cost function c.
In this document, we consider three kinds of cost functions with following definitions.
The usual cost functions. Usually, the transport cost is a function defined on X × X rather than X × P(X ). such that for all x ∈ X and all p ∈ P(X ), ω(x, x) = 0 and c(x, p) = ω(x, y)dp(y).
In that case, p → c(x, p) is an affine function. The pseudo-distance inf p∈P(A) c(x, p) is reached at Dirac measures, the extremal points of the convex set P(A), therefore
By the way, the pseudo-distance is exactly the classical one associated to the cost ω. The most studied cost functions ω are ω(
In the case ω(x, y) = d(x, y) one has c(x, A) = d(x, A) and we simply denote by A r the enlargement A r,c .
The universal cost functions. These cost functions have been introduced by Talagrand [Tal96b] and Marton [Mar96b] in order to solve different types of concentration's problems, for example the deviations of suprema of empirical processes, of the largest increasing subsequence, the bin-packing problem, etc ... These transport costs are the main tools of the so-called "convex hull" method of [Tal96b, Tal96a] and in the papers [Mar97, Sam00, Sam03, Sam07, Pau14].
We denote by 1 x =y the Hamming distance between two points x and y in X , defined by 1 x =y = γ(d(x, y)), where γ : R + → R + is the function defined by γ(h) = 1 if h = 0 and γ(0) = 0. Definition 2.4. Let α : R + → [0, +∞] be a lower semi-continuous convex function and let µ 0 be a probability measure on X . We define two classes of universal cost functions.
• A cost function c : X × P(X ) → [0, +∞] is called universal and associated to the function α, if
for all x ∈ X and for all p ∈ P(X ). 
for all (x, p) ∈ X × P(X ) such that p is absolutely continuous with respect to µ 0 on the set X \ {x}, and c(x, p) = +∞ otherwise.
These universal cost functions are independent of the distance d on X , and therefore of the geometry of the space X .
The barycentric cost functions. The so-called barycentric costs are defined on X = R n equipped with the Euclidean distance, d(x, y) = |x − y|, x, y ∈ R n . They have been introduced in the paper [GRST14b] to reach optimal concentration properties for discrete measures (see Section 4.2). As explained in [GRST14b] , they are also related to the convex (τ )-property by Maurey [Mau91] .
Let us observe that the concentration property associated to this cost function is weaker than the one associated to the usual cost function with ω(x, y) = θ(x − y), x, y ∈ X , since by Jensen's inequality c(x, p) ≤ θ(x − y)dp(y).
A functional formulation of the concentration principle of Definition 2.1 is presented in [GRST14b] . This second definition is associated to the following type of infimum-convolution operator, introduced in [Sam07, GRST14b] : for any mesurable function ϕ : X → R ∪ {∞} bounded from below
For a usual cost function, c(x, p) = ω(x, y)dp(y), since the function p → ϕdp+ c(x, p) is affine, the operator R c ϕ is the classical infimum-convolution operator associated to the cost function ω,
The functional formulation of the concentration principle is given by the following result. 
(ii) For all measurable functions ϕ : X → R ∪ {∞} bounded from below,
∀m ∈ R, ∀r ≥ 0.
Proof. Given A ∈ B(X ), let i A be the zero function on A and equal to +∞ on X \ A. By applying (ii) with the function ϕ = i A and with m = 0, we get (i) since
Conversely, given a function ϕ, we apply (1) with A = {ϕ ≤ m}. Then, (2) follows from the fact that
For a usual cost function of type c(x, p) = α(d(x, y))dp(y), x ∈ X , p ∈ P(X ), where α : R + → R + is one-to-one, the common way to write the concentration principle is to use the classical enlargement A t = {x ∈ X , d(x, A) ≤ t}. Since A r,c = A t for r = α(t), (i) can be rewritten as follows: for all A ∈ B(X ) and all t ≥ 0,
In that case, going back to early P. Lévy's ideas, we may formalize the concentration property by using the class of 1-Lipschitz functions f (cf. [Led01] ). As in the previous proof, by choosing A = {f ≤ m}, m ∈ R, we show that A t ⊂ {f ≤ m + t}, t ≥ 0. This provides the following equivalent functional formulation : for all 1-Lipschitz functions f : X → R,
Let us assume moreover that α is convex. The inequality (2) can be also derived from (ii) applied to the fonction ϕ = λf , λ > 0, assuming first that f is bounded from below. Since f is 1-Lipschitz, R c ϕ is close to ϕ and its closeness is controled by λ. More precisely, one has for any x ∈ X
with α * (λ) = sup v≥0 {λv − α(v)}. Therefore, by replacing m by λm, (ii) provides: for all 1-Lipschitz function f , bounded from below, and for all λ ≥ 0,
Since α : R + → R + is one to one convex and α(0) = 0, α is increasing and for all t > 0, ∂α(t) ⊂ (0, +∞), where ∂α(t) denotes the subdifferential of α at point t. As a consequence, the last inequality implies property (2) for all 1-Lipschitz functions bounded from below by choosing by choosing r = α(t) and λ ∈ ∂α(t) such that λt = α(t) + α * (λ). Then, by monotone convergence, the property (2) extends to all 1-Lipschitz functions.
Finally, the property (2) implies the classical concentration property for 1-Lipschitz functions f around their median m f (see [Led01] , Chapter 1). By applying (2) to f or to −f , and by choosing m = m f or m = −m f , we get
Transport-entropy inequalities
This section emphasizes the transport-entropy inequalities in the study of concentration of measure phenomenon on product spaces. As for the logarithmic Sobolev inequalities, the tensorization properties of the transport inequalities make it an effective tool to prove concentration properties in product spaces. The last part of this section briefly recalls the links between the transport-entropy inequalities and the logarithmic Sobolev inequalities.
Let us first recall the original links between isoperimetric properties and concentration of measure properties. Let µ be a measure on a metric space (X , d). For any Borel set A, the surface measure of A is defined by
The isoperimetric problem is to determine the smaller surface measure µ + (∂A) among all Borel set A of fixed measure µ(A). Namely, we want to find the largest function, denoted by I µ : R + → R + such that for all A ∈ B(X ),
The function I µ is called isoperimetric profile of the measure µ.
is an increasing smooth function, the isoperimetric inequality (3) provides a lower estimate of the measure of A t (see Proposition 2.1 [Led01] ): for all t ≥ 0,
Therefore, if µ is a probability measure, we get the following concentration property, for all A ∈ B(X ) with µ(A) ≥ 1/2,
is the Euclidean space and µ is the Lesbegue measure, or when X = S n is the unit Euclidean sphere of R n+1 with its geodesic distance d and µ = σ n is the uniform law on S n , the isoperimetric profile is given by
where for all r ≥ 0, v(r) is the measure of a ball of radius r (see [Lév51] ). As a consequence, if
where B is a ball of X , then
Therefore the property (4) implies that the balls are extremal sets with following meaning: for all Borel sets A and for all balls B with measure µ(B) = µ(A),
for all t ≥ 0. Actually, this property is equivalent to the isoperimetric inequality since it implies,
In this way, the concentration profile of σ n is given by the estimate of the measures of the spherical balls: for all A ∈ B(S n ) with σ
where B is a half-sphere, σ n (B) = 1/2. The proof of the estimate given by the last inequality is given after Corollary 2.2 in [Led01] .
By volume expansion, since the uniform law of the sphere of R n+1 of radius √ n goes to the canonical Gaussian measure on R N , we get the isoperimetric profile of the Gaussian measure (cf. [Led93, Led01] ). Half hyperplanes are extremal sets for the standard Gaussian measure γ n on R n and one has
2 /2 du, r ∈ R, and ϕ = Φ , Φ is the cumulative distribution function of the standard Gaussian law on R. It provides the following concentration property:
On the discrete cube, X = {0, 1} n , equipped with the uniform probability measure µ n and the Hamming distance defined by
the extremal sets A minimizing µ n (A t ) for µ n (A) ≥ 1/2, have been identified (see [Har66, WW77] ). This provides the following concentration property: for any
In the last three basics examples, the sphere (5), the Gaussian space (6) and the discrete cube (7), we observe that in high dimension, n >> 1, dimension is a crucial parameter that quantifies the measure concentration phenomenon.
In high dimension, isoperimetric problems are often hard to establish and few of them are solved. Therefore, we need other methods to prove concentration properties. Moreover, it is well known that the concentration property do not tensorize properly. For that purpose, "entropic" methods are efficient alternative tools. They enable to enlarge considerably the class of examples of concentration properties on high dimensional spaces, thanks to the tensorization properties of the entropy.
For concentration, the main two useful entropic methods are the one associated to the logarithmic Sobolev inequality with the so-called "Herbst's argument" (cf. chapter 5. [Led01] ), and the one based on transport inequalities with the so-called "Marton's argument" (cf. chapter 6. [Led01] ). This paper mainly concerns this second one. For example, the concentration result (6) for the Gaussian measure on R n , or (7) for the uniform law on the discrete cube, are easy consequences of the tensorization property of the transport inequalities.
3.1. Transport inequalities and concentration properties. Let Π(µ, ν) denote the set of probability measures on the product space X ×X , with first marginal µ and second marginal ν. The probability space P(X ) is endowed with the σ-field generated by the applications
where A is any Borel set of X and B is the Borel σ-field on [0, 1].
Since X is a Polish space, any measure π ∈ Π(µ, ν) can be decomposed as follows
where p : x ∈ X → p x ∈ P(X ) is a measurable map µ-almost-surely uniquely determined; p is a probability kernel satisfying
The cost function c defines the following optimal transport cost T c , introduced in [GRST14b] .
Definition 3.1. The optimal transport cost between to probability measures µ and ν on X , associated to c : X × P(X ) → [0, +∞], is the quantity
where, given π ∈ Π(µ, ν), the kernel p = (p x ) x∈X is such that dπ(x, y) = dµ(x)dp x (y).
At first sight, T c (ν|µ) is not a symmetric quantity of µ and ν. As example, for a usual cost, c(x, p x ) = ω(x, y)dp x (y),
x ∈ X , the optimal cost T c (ν|µ) corresponds to the usual optimal transport cost linked to the cost function ω,
Let us present transport inequalities associated to the optimal transport costs T c (ν|µ). We emphasize a general version that exactly provides the concentration of measure property of Definition 2.1 by the Marton's argument.
Definition 3.2. Let a 1 , a 2 > 0 and let β : R + → R + be a non-decreasing function. The probability measure µ ∈ P(X ) satisfies the transport inequality
where H(ν 1 |µ) is the relative entropy of ν 1 with respect to µ defined by
if ν 1 is absolutely continuous with respect to µ (ν 1 << µ), and H(ν 1 |µ) = +∞ otherwise.
In most cases, the inequality T c,β (a 1 , a 2 ) is called weak transport inequality, and for some particular costs c : X × ×P(X ) → [0, +∞], with inequality is called barycentric transport inequality (see Section 4), or universal transport inequality (see Section 5).
Generally, the transport inequalities T c,β (0, a 2 ) or T c,β (a 1 , 0) do not make sense. Indeed, they should imply β(T c (ν 1 |µ)) = 0, ∀ν 1 ∈ P(X ), or even β(T c (µ|ν 2 )) = 0, ∀ν 2 ∈ P(X ), which are never satisfied, except in degenerated cases (for example c = 0 or β = 0). However, with the convention 0.∞ = 0, the transport inequality T c,β (b, ∞) corresponds to the common transport inequality
and T c,β (∞, b) corresponds to the common transport inequality
These two inequalities are identical for symmetric optimal transport costs. When β is the identity, we simply denote by T c (a 1 , a 2 ), T Let us recall the Marton's argument. Given A ∈ B(X ), if ν 1 is the renormalized restriction of µ to A and ν 2 the renormalized restriction of µ to B = X \ A r,c , r ≥ 0,
, and T c (ν 1 |ν 2 ) ≥ r (sice for all x ∈ X \ A r,c and all p ∈ P(A), c(x.p) ≥ r). Consequently, since β is non-decreasing, the transport inequality T c,β (a 1 , a 2 ) provides
which is the concentration property of Definition 2.1.
For a better comprehension, let us illustrate Definition 3.2 by few examples of transport inequalities.
If c is the usual cost function c(x, p)
The transport inequality T 2 (b), first considered by Talagrand [Tal96c] , and satisfied by the standard Gaussian measure µ = γ n on R n for b = 2, corresponds to the transport inequalities T
A special feature of the inequality T 2 (b) is its equivalence to the familly of transport
, then by the triangular inequality for the Wasserstein metric,
From the identity (
, we get that for all t ∈ (0, 1),
Conversely if µ verifies T c (b/t, b/(1 − t)) for all t ∈ (0, 1), then by choosing ν 2 = µ and then when t goes to 1, we recover the transport inequality T 2 (b).
More generally, assume that c is a usual cost of type c(
If moreover α is increasing, α(0) = α (0) = 0 and α satisfies the following ∆ 2 -condition, [RR91] : there exists a positive constant C such that
then, we may use the following change of metric Lemma given in [GRS13] .
Lemma 3.1. With the above conditions, setting p α = sup h>0
This Lemma together with the triangular inequality gives for all ν 1 , ν 2 ∈ P(X ),
where the Wasserstein distance W pα is understood with respect to the distance d α of Lemma 3.1 Then, observing that p α > 1 when the function α is not linear, and using the identity
we get that µ satisfies the usual transport inequality
if and only if µ satisfies the following transport inequalities: for all t ∈ (0, 1),
Here is another example of transport inequality. When c(x, p) = 2 1 x =y dp(y), the universal optimal transport cost T c (ν|µ) is in fact the total variation distance between the measures µ and ν
The Csizár-Kullback-Pinsker inequality [Pin64, Csi67, Kul67] that holds for any (reference) probability measure µ,
corresponds to the transport inequalities T − t) ) for all t ∈ (0, 1). This inequality and its improvements are known for their numerous applications in probability, in analysis and in information theory (cf. [Vil09] , page 636).
As a last example, let us consider the universal cost function c(x, p) = Å 1 x =y dp(y)
Then, the transport inequalities T 
3.2. Functional formulation of transport inequality, the dual Kantorovich Theorem. The dual functional formulation of usual transport inequalities has been obtained by Bobkov and Götze [BG99] and then expanded in the paper [GL10] . This dual form is based on the duality between the relative entropy and the log-Laplace transform. Namely, for any continuous bounded function g : X → R,
A simple proof of this identity is given in [GL10] and one more general in [GRS11a] .
The second argument is the dual Kantorovich Theorem. This theorem is wellknown for usual lower semi-continuous cost functions ω :
where C b (X ) is the set of continuous bounded functions on X and
In the paper [GRST14b] , as the function p ∈ P(X ) → c(x, p) is convex, this result is extended to weak transport costs T c , under weak regularity additional assumptions on the cost c : X × P(X ) → [0, +∞] (see Theorem 3.5, [GRST14b] ). Overall, the result is the following,
where R c ϕ is the infimum-convolution operator (1) previously defined,
To be precise, we should slightly modify the sets C b (X ) and P(X ), depending on the type of involved cost function c (see [GRST14b] ).
The two duality identities (11) and (13) provide the following functional formulation of the transport-entropy inequality T c,β (a 1 , a 2 ). (1) The probability measure µ satisfies T c,β (a 1 , a 2 ).
(2) For all functions ϕ ∈ C b (X ) and for all λ ≥ 0,
Point (2) generalizes the infimum-convolution view point of transport inequalities introduced by Maurey [Mau91] , the so-called (τ )-property. a 2 ) , then the general dual Kantorovich identity (13) implies that for all ϕ ∈ C b (X ) and all λ ≥ 0,
Idea of the proof (1) ⇒ (2). One has β(t)
Point (2) follows by reordering the terms of this inequality, by optimizing over all probability measures ν 1 and ν 2 , and then by applying the dual formula (11), with the function g = λR c ϕ/a 2 and with the function g = −λϕ/a 1 .
By density of the set of the bounded continuous functions in L 1 (µ), and then by monotone convergence, (2) also holds for all measurable functions ϕ : X → (−∞, +∞] bounded from below.
Given A ∈ B(X ), let us consider the function i A equal to 0 on A, and to +∞ on its complement. Applying (2) to the function ϕ = i A , since R c i A (x) = c(x, A), x ∈ X , the transport inequality T c,β (a 1 , a 2 ) provides the Talagrand's formulation of concentration properties (cf. [Tal95, Tal96a, Tal96b] ):
When the function β is the identity, one has β * = i (−∞,1] and Proposition 3.1 is writing as follows.
Proposition 3.2. [GRST14b]
The following statements are equivalent.
(1) The probability µ satisfies T c (a 1 , a 2 ).
3.3. Tensorization -Characterization by dimension-free concentration properties. The transport entropy inequalities tensorize, and this provides concentration results in high dimension.
Proposition 3.3. Let X 1 and X 2 be Polish spaces. Let β 1 : R + → R + , β 2 : R + → R + be convex functions and let β : R + → R + be defined by
If µ 1 ∈ P(X 1 ) and µ 2 ∈ P(X 2 ) satisfy respectively the transport inequalities T c1,β1 (a 1 , a 2 ) and T c2,β2 (a 1 , a 2 ), then µ 1 ⊗ µ 2 ∈ P(X 1 × X 2 ) satisfies the transport inequality T c,β (a 1 , a 2 ) with for all x = (x 1 , x 2 ) ∈ X 1 × X 2 , and all p ∈ P(X 1 × X 2 ) with marginals p 1 ∈ P(X 1 ) and p 2 ∈ P(X 2 )
The proof of this proposition exactly follows the one of Theorem 4.11 [GRST14b] for which β 1 (t) = β 2 (t) = β(t) = t, t ≥ 0. We could also follow the tensorization proof given in [Sam07] on the dual functional form of such transport inequalities.
This tensorization property is a consequence of the tensorization properties of the relative entropy and of the optimal transport cost: for any measure ν ∈ P(X 1 × X 2 ) with decomposition dν(x 1 , x 2 ) = dν 1 (x 1 )dν x1 2 (x 2 ), one has
and for any other measure ν ∈ P(X 1 × X 2 ) with decomposition dν (x 1 , x 2 ) = dν 1 (x 1 )dν
where c = c 1 ⊕ c 2 . The error term ε can be chosen equal to 0 when X 1 and X 2 are compact spaces.
Therefore, if µ ∈ P(X ) satisfies the transport inequality T c,β (a 1 , a 2 ), then µ n = µ⊗· · ·⊗µ ∈ P(X n ) satisfies T c n ,β n (a 1 , a 2 ), with for all p ∈ P(X n ), with marginals
and since β is convex,
From the transport inequality T c n ,β n (a 1 , a 2 ), we get that µ n satisfies the following concentration property, for all A ∈ B(X n ),
The concentration profile in the right-hand side is independent of n if and only if β is linear. In that case, we say that µ satisfies a dimension-free concentration property.
Definition 3.3.
A measure µ ∈ P(X ) satisfies a dimension-free concentration property associated to a cost function c : X × P(X ), if for all n ≥ 1, and for all A ∈ B(X n ),
Actually, Gozlan has proved that for usual enlargements associated to the cost function ω(x, y) = α (d(x, y) ), this dimension-free concentration property is equivalent to a transport inequality (see [Goz09] ). Its proof is based on large deviation technics. In the paper [GRST14b] , a simpler approach, starting from the dual formulation of transport inequalities, allows to extend Gozlan's result to any transport inequality T c (a 1 , a 2 ).
Proposition 3.4. [GRST14b] The following statements are equivalent.
(ii) For all integers n ≥ 1 and for all functions ϕ ∈ C b (X n ),
Idea of the proof. As already explained, (i) ⇒ (ii) is a consequence of the tensorization properties of the inequality T c (a 1 , a 2 ).
In order to get (ii) ⇒ (i), we estimate the product of exponential moments of R c ⊕n ϕ and −ϕ using the tail distribution estimates given by (ii). More precisely, (ii) provides: for all ε > 0,
where K(ε, a 1 , a 2 ) is a constant independent of n. We want to "tighten" this inequality by replacing this constant by 1. For that purpose, let us choose
By independence, the last inequality can be rewritten as follows
The result follows from this inequality as n goes to +∞ and then ε goes to 0.
3.4. Connections with logarithmic Sobolev inequalities. In this section, we assume that the closed balls of the Polish metric space (X , d) are compact. In this part, the transport costs are associated to usual cost functions on a metric space (X , d):
where α : For any locally Lipschitz function f : X → R, the gradient norms of f at a non-isolated point x ∈ X are defined by 
where α * (h) = sup t≥0 {ht − α(t)} and for any function g :
In the same way, we define the logarithmic Sobolev inequality LogSob
If X is a Riemannian manifold, we simply note LogSob α (b). When α is quadratic, α(t) = t 2 , t ≥ 0, α * (h) = h 2 /4, h ≥ 0, the logarithmic Sobolev inequalities are denoted by LogSob As a first result, the well-known Otto-Villani Theorem asserts that the Talagrand's transport inequality is a consequence of the logarithmic Sobolev inequality. In the heuristic part of [OV00], Otto and Villani give the idea of their proof of this result by interpreting the Wasserstein space (P 2 (X), W 2 ) as a Riemannian manifold and by considering the gradient flow of the relative entropy ν → H(ν|µ). Bobkov, Gentil and Ledoux [BGL01] give another proof based on the Hopf-Lax formula for the solutions of the Hamilton-Jacobi equation. More precisely, on a Riemannian manifold X , the infimum-convolution operator
is a semi-group, solution of the Hamilton-Jacobi equation
A counter example, showing that Otto-Villani's Theorem can not be reversed in full generality, has been given by Cattiaux and Guillin [CG06] (see also [Goz07] ).
Then Otto-Villani's result has been complemented by Gozlan and al. in a series of papers [GRS11b, GRS13, GRS14] . Following the Hamilton-Jacobi approach by Bobkov-Gentil-Ledoux, the modified logarithmic Sobolev inequality LogSob − α (b) is characterized in terms of hypercontractivity property of the operator Q t f defined by
for all bounded function f : X → R.
Theorem 3.2. [GRS14]
Assume that α satisfies the ∆ 2 -condition (8). Then the exponents r α ≤ p α defined by
are both finite. Moreover, the measure µ satisfies LogSob 
By choosing t o = b(p α − 1) and after some easy computations this theorem implies the following Otto-Villani Theorem, extended to any metric space and for any cost function α satisfying the ∆ 2 -condition. This result exactly recovers Otto-Villani Theorem 3.1 since p α = r α = 2 for
Theorem 3.3. [GRS14] Suppose that α verifies the ∆ 2 -condition (8). If µ verifies LogSob
Popular functions α appearing as cost functions in the literature are the functions α = α p1,p2 , with p 1 ≥ 2 and p 2 ≥ 1 defined by
Any such function satisfies the ∆ 2 -condition with r α = min(p 1 , p 2 ) and p α = max(p 1 , p 2 ).
As examples, the best known measures on R n satisfying the logarithmic Sobolev inequality LogSob α2,p (b) for some b > 0 are the standard Gaussian measure for p = 2 [Gro75] , the exponential measure for p = 1 [BL97] , and more generally the probability measures dµ p = e (1) There exists C 1 > 0, such that µ satisfies the transport inequality T α (C 1 ).
(2) There exist C 2 > 0 and λ > 0, such that µ satisfies the following (τ )-logSobolev inequality: for all locally Lipschitz functions f : X → R, 
The logarithmic Sobolev inequality at point (2) is called (τ ) − LogSob α (C 2 , λ), as a reference to the (τ )-property by Maurey [Mau91] for which the infimumconvolution operator also occurs.
A main application of this characterization is the following perturbation result. This type of perturbation's result has been established by Holley and Stroock [HS87] for usual logarithmic Sobolev inequalities. This corollary follows by applying their arguments to logarithmic Sobolev inequalities restricted to a class of functions.
Some results around "barycentric" costs
In all this part, c is a barycentric cost function,
x − y dp(y)
where θ : R n → R + is a convex function. Most of the results of this section extend to lower semi-continuous convex functions θ :
In that case, the optimal transport cost T c (ν|µ) between µ and ν in P(R n ) is denoted by T θ (ν|µ). The following specific Kantorovich dual expression of T θ (ν|µ) has been obtained in [GRST14b] (see Theorem 2.11)
Qϕ dµ − ϕ dν ; ϕ convex, Lipschitz, bounded from below ™ .
In the supremum, Qϕ is the usual infimum-convolution operator,
Therefore, by a restriction to convex functions, the operator Qϕ replaces the operator R c ϕ in the dual formula (13).
Let γ and ν be two probability measures on R n . By definition, the measure γ is dominated by ν in the convex order, and we note γ ν, if for all convex functions f : R n → R,
The following Strassen's Theorem provides an alternative definition of the convex order.
Theorem 4.1. [Str65] Let γ and ν be two probability measures on R n , then γ ν if and only if there exists a martingale (X, Y ) for which X has law γ and Y has law ν. Namely, if π is the law of the couple (X, Y ), with decomposition dπ(x, y) = dγ(x)dp x (y), where p is a Markov Kernel such that γp = ν, then one has for γ-almost every x, y dp x (y) = x.
Idea of the proof. A simple proof follows from the dual Kantorovich expression of the optimal barycentric cost:
(see Proposition 3.2. [GRST14b] ). Therefore, if dπ * (x, y) = dγ(x)dp * x (y) is the law of (X, Y ), with marginals γ and ν, then 0 ≤ T 1 (ν|γ) ≤ x − y dp *
It follows that T 1 (ν|γ) = 0 and the dual expression of T 1 (ν|γ) gives
for every convex, 1-Lipschitz, lower bounded function f . This inequality extends to any lower bounded convex function and then to any convex function by monotone convergence, which means that ν γ. One way to prove this is to use the fact that if f is convex lower-bounded then the classical infimum convolution operator Q t f (x) := inf y∈R n f (y) + 1 t |x − y| is convex 1/t-Lipschitz and Q t f (x) is increasing to f (x) as t goes to 0 for all x ∈ R n .
Let µ ∈ P(R n ) be such that for any γ ∈ P(R n ), there exists an optimal transport map S * : R n → R n such that S * #µ = γ and
This assumption is satisfied for example when µ is absolutely continuous with respect to the Lebesgue measure and θ is smooth and strictly convex (see e.g. [Vil09] , Theorem 9.4, Theorem 10.28). Then the optimal barycentric transport cost T θ can be expressed in terms of the usual transport cost T θ as follows.
Proposition 4.1. Under the above conditions on the probability measure µ ∈ P(R n ), for any probability measure ν such that T θ (ν|µ) < ∞,
Proof. Let γ ν. From the previous Strassen's Theorem, there exists a kernel p * such that γp * = ν and x = y dp * x (y) γ-almost surely. Furthermore, by hypotheses, there exists a transport map S * : R n → R n such that S * #µ = γ and
Let us consider the kernel defined by p x (dy) = p * S * (x) (dy). We may simply check that µp = ν and for µ-almost every x, y dp x (y) = y dp * S * (x) (y) = S * (x). Therefore, T θ (γ, µ) = θ x − y dp x (y) dµ(x) ≥ T θ (ν|µ), and by optimizing over all probability measures γ, with γ ν, we get
To prove the reverse inequality, let us consider a kernel p such that µp = ν and θ Å x − y dp x (y)
Let S : R n → R n be the measurable map defined by S(x) = y dp x (y), for µ-almost every x. Let γ be the push forward measure of µ by the map S, γ = S#µ. Then, one has γ ν, since by Jensen's inequality, for all convex functions f : R n → R,
and moreover θ Å x − y dp x (y)
We get the expected inequality by optimizing this inequality over all kernels p such that µp = ν.
Barycentric transport inequality and logarithmic Sobolev inequalities.
As for the usual transport costs, connections have been established between barycentric transport inequalities and logarithmic Sobolev inequalities restricted to a class of functions (see [GRST14b, AS15] ). To simplify, in this section we only consider the case θ(h) = h 2 where · is a fixed norm on R n . In that case we note T θ = T 2 .
The next results have been obtained by Gozlan and al. [GRST14b] thanks to the Kantorovich dual expression (15) of T 2 , and by applying the technics linked to the Hamilton-Jacobi equation satisfied by the semi-group Q t ϕ,
From the non-symmetry of the optimal transport cost T 2 (ν|µ), they establish two different results one corresponding to the transport inequality T (1) There exists C 1 > 0 such that µ satisfies
(2) There exists C 2 > 0 such that for all convex Lipschitz functions ϕ : R n → R bounded from below,
(3) There exist C 3 > 0 and λ > 0, such that for all concave Lipschitz functions ψ : R n → R, bounded from below and λ · 2 -convex,
where · * is the dual norm · on R n .
Recall that if · = | · | is the Euclidean norm, a function ψ is λ · 2 -convex if and only if its Hessian is bounded from below by −2λI (in the sense of quadratic forms).
Let us observe that in Theorem 4.2, point (1) is equivalent to point (2) with the same constant C 1 = C 2 . (1) There exists C 1 > 0 such that µ satisfies
(2) There exists C 2 > 0 such that for all Lipschitz convex functions ϕ : R n → R, bounded from below,
(3) There exists C 3 > 0 such that for all Lipschitz convex functions ϕ : R n → R, bounded from below,
where · * is the dual norm of · on R n . (4) There exists C 4 > 0 such that for all Lipschitz convex functions ϕ : R n → R, bounded from below,
where for all h :
Let us observe that in this theorem, point (1) is equivalent to point (2) with the same constant C 1 = C 2 , and point (3) is equivalent to point (4) with the same constant C 3 = C 4 . The other links between the constants in the two last theorems are given in [GRST14b] .
The logarithmic Sobolev inequality restricted to the class of convex functions of point (3) has been investigated in [Ada05, AS15] , where sufficient conditions on the probability measure µ are given for such an inequality to hold. 4.2. Barycentric transport inequalities for the binomial law and the Poisson measure. Discrete probability measures do not generally satisfy the Talagrand's transport inequality T 2 . To be convinced, it suffices to consider µ ρ , a convex combinaison of two Dirac measures at two distinct points a and b, µ ρ =
We get a contradiction as q goes to ρ by observing that H(µ q |µ ρ ) = o(|q − ρ|).
However the measure µ ρ satisfies the transport inequality
To get other transport inequalities, one strategy is to replace the usual transport cost by a barycentric cost. To simplify, let µ ρ be the Bernoulli measure of parameter ρ ∈ (0, 1) (a = 0 and b = 1). In [Sam03] and [GRST14b] (see Proposition 7.1), the barycentric transport inequality T c (1/(1 − t), 1/t) , t ∈ (0, 1) with cost
is established for the Bernoulli measure µ ρ , with an optimal cost function θ ρ,t : one has,
By tensorization, it provides a barycentric transport inequality for the product measure µ
By projection, and observing that by convexity
a barycentric transport inequality follows for the binomial law µ n,ρ with parameters n and ρ (see [GRST14b] , Corollary 7.7),
where θ ρ,t,n (h) = nθ ρ,t (h/n), h ∈ R. Finally, by the weak convergence of the measure µ n,ρn towards the Poisson measure p λ with parameter λ > 0 when ρ n = λ/n, an optimal barycentric transport inequality is obtained for the Poisson measure
One specific feature of the cost function c λ,t is to be zero for h ≥ 0. For more details, we refer to Proposition 7.11 [GRST14b] .
One other famous strategy to establish transport inequalities in discrete setting is coming from the notion of curvature on discrete spaces introduced by Maas [Maa11] . Transport inequalities for invariant reversible measures of Markov chains are obtained from curvature type conditions (see also [EM12, EM14, EMT15] ). The optimal transport cost is defined by an abstract Benamou-Brenier type formula which is not associated to a transport cost function. This optimal cost is not comparable to a barycentric cost.
In an other direction, transport inequalities for Poisson processes of different types are proposed by Ma and al. in [MSWW11] .
4.3. Optimal transport coupling for barycentric costs on R. This part concerns the construction of an optimal coupling π * that optimizes the optimal barycentric cost on the real line (in dimension one).
The cost function θ : R → R is assumed to be even (we believe that this condition can be removed). For any probability measure µ, we denote by F µ its cumulative distribution function, F µ (x) = µ(−∞, x], and by F −1 µ its general inverse
Let µ and γ be two probability measures on R. Assume that µ has no atoms, then it is well-known that for all convex cost functions θ, the usual optimal transport cost T θ (µ, γ) is reached for the optimal deterministic coupling measure
where S * is the monotone transport map defined by S
In other words, there exists a monotone transport map S * , independent of θ and such that
We want the same kind of result of independence of the function θ for an optimal coupling of the barycentric cost T θ (ν|µ). For that purpose, we will use the following preliminary result of [GRS + 15] (Theorem 1.3).
Theorem 4.4. Let µ, ν ∈ P 1 (R). There existsγ ∈ P 1 (R) such thatγ ν and for any even convex function θ, one has
This result is still available when µ has atoms and it seems that the even condition on θ can be removed.
Based on the facts set out above, if µ has no atoms,
and sinceγ ν, according to Strassen's Theorem 4.1, there exists a kernel p * such thatγp * = ν andγ-almost surely y dp * x (y) = x. Sinceγ is independent of θ, le kernel p * is also independent of θ. Moreover, since S * #µ =γ, we get for µ-almost every x, y dp * S * (x) (y) = S * (x), and it finally gives
which is independent of the even convex function θ.
4.4. Characterization of probability measures satisfying a barycentric transport inequality on R. We know how to characterize the probability measures on R satisfying different functional inequalities as the Poincaré inequality [Muc72] , the logarithmic Sobolev inequality [BG99, BR03] (see also chapter 6, [ABC + 00]), the usual transport inequalities [Goz12] . In each of these cases, the characterization can be given by criteria of Hardy type, on the tails of distribution and on the densities of the involved measures. This section concerns the characterization of the barycentric transport inequalities. The approach is the one introduced by Gozlan [Goz12] .
Let τ be the exponential law on R, with density e −|x| /2. For any µ ∈ P(R), let us note U µ the unique left-continuous monotone transport map from the measure τ to the measure µ,
Here is one of the main result of [Goz12] : a probability measure µ satisfies the transport inequality T 2 (C) with C > 0 if and only if it satisfies the Poincaré inequality and the following condition: there exists b ≥ 0 such that
that enforces a particular behavior of the tails of distribution of the measure µ.
In [GRS + 15], an analogous result is obtained for the barycentric transport inequality with costs T θ . Let us note θ a (t) = θ(at), t ∈ R, for any a > 0. 
Measures satisfying a barycentric transport inequality do not necessarily verify a Poincaré inequality since there support is not necessarily connected (for example the Bernoulli and the binomial laws as explained in Section 4.2). However, the condition (16) of the above theorem implies for u = 1: there exists h > 0 such that
Bobkov and Götze [BG99] have proved that this condition is equivalent to the existence of a Poincaré inequality restricted to convex functions satisfied by the measure µ. Therefore, probability measures satisfying (16) necessarily satisfy a socalled "convex" Poincaré inequality. More precisely, the following result has been established by Feldheim and al. [FMNW15] , and also independently by Gozlan (a) There exists C > 0 such that for all convex functions f on R,
and T
where the function θ 1 is defined by
Universal transport inequalities
We call universal any transport inequality that holds for any (reference) probability measure µ on X .
The most popular and commonly used universal transport inequality, mentioned in Section 3.1, is the Csizár-Kullback-Pinsker inequality [Csi67, Kul67, Pin64],
where µ − ν T V is the total variation distance between µ and ν,
The functional dual formulation of the Csizár-Kullback-Pinsker inequality is the following exponential inequality, for any function f : X → R such that sup x,y∈X |f (
when c(x, p) = α Å 1 x =y dp(y) ã , x ∈ X , p ∈ P(X ), and
if (x, p) is such that p is absolutely continuous with respect to µ on X \ {x}, and c(x, p) = +∞ otherwise. In [Sam07] , Theorem 1.1 and 1.2 give the following variants of the Csizár-Kullback-Pinsker inequality.
Theorem 5.1. [Sam07, GRST14b] Let X be a compact metric space, µ ∈ P(X ) and t ∈ (0, 1).
(a) For any probability measures ν 1 and ν 2 on X , one has
where the convex cost function
and α t (u) = +∞ if u > 1.
As t goes to 0, it implies
, and α 0 (u) = +∞ if u > 1.
As t goes to 1, it implies
For any probability measures ν 1 and ν 2 on X , one has
When t goes to 0 this implies
with β 0 (u) = (1 + u) log(1 + u) − u, u ≥ 0, and when t goes to 1, it implies
By using the estimate , α t (u) ≥ u 2 /2 = α(u), for all t ∈ [0, 1], u ≥ 0, the transport inequalities of point (a) provide the Marton's transport inequalities [Mar96b] associated to the quadratic cost function α:
or even for every t ∈ (0, 1),
By optimizing in t, this inequality can be rewritten
As explained in Section 3.3, these transport inequalities can be tensorised on product spaces, and provide concentration results for product measures, or even weakly dependent measures. The concentration principle related to this kind of ndimensional costs have been introduced by Talagrand [Tal96a, Tal96c] , especially to prove deviations inequalities for suprema of empirical processes of Bernstein type.
The optimal deviation results for suprema of empirical processes that follow from Theorem 5.1 are briefly recalled in Section 5.1 below. Then in Section 5.2, we summarise results obtained in a weak dependence framework concerning the Marton's transport inequalities (20) in [Sam00] and [Pau14] . Finally, in Section 5.3, we suggest a different way to tensorize the Csizár-Kullback-Pinsker inequality or the Marton's inequality. It provides new weak transport inequalities for the uniform law on the symmetric group (see [Sam15] ). These results are guided by the concentration results by Talagrand [Tal95] . 5.1. Bernstein's type of deviation inequalities for suprema of independent empirical processes. The first Bernstein's type of deviation inequalities for suprema of independent empirical processes have been obtained by Talagrand [Tal96b, Tal96a] with the so-called "convex hull" method. These inequalities are of particular interest in statistics [Mas00b, Mas07] .
Ledoux [Led97] has proposed an "entropic" method that allows to simply recover the results by Talagrand. This approach is based on the tensorization property of the entropy and the so called Herbst's argument. Then, it has been widely developed, mainly to reach optimal deviation bounds for the suprema of independent empirical processes [Mas00a, BLM00, Rio01, BLM03, Rio02, Bou03, KR05, Rio12, Rio13, BLM13].
In the continuation of the works by Talagrand, Marton [Mar96a, Mar96b] , Dembo [Dem97] and Maurey [Mau91] , the transport-entropy method has been developped in [Sam07] as an alternative approach to achieve the best constants in the deviation inequalities of suprema of empirical processes.
Another approach has been proposed by Panchenko, based on symmetrization technics [Pan01, Pan02, Pan03] . Finally, to complete the picture, Stein's methods have been pushed forward by Chatterjee to reach similar concentration properties to the one by Talagrand [Cha05, Cha07, CD10, Pau14] . The main interest of this last method is that it extends to dependence cases, under Dobrushin type of conditions. Let us present some concentration results for suprema of empirical processes that follow from the transport inequalities of Theorem 5.1 after tensorization. Let F be a countable set and let (X 1,t ) t∈F , . . . , (X n,t ) t∈F be n independent processes. We are interested by the deviations of the random variable
Let us note
where (X i,t ) t∈F is an independent copy of X i = (X i,t ) t∈F and E[ · |X i,t ] denotes the conditional expectation, given X i,t . In the following theorem, for all t ∈ F and all i ∈ {1, . . . , n}, M i,t and m i,t are numerical constants limiting the random variables X i,t .
Theorem 5.2.
(a) Assume that X i,t ≤ M i,t , and E (M i,t − X i,t ) 2 ≤ 1, for all i and all t, then for all u ≥ 0,
then for all u ≥ 0,
The optimality of these results is discussed in [Sam07] . Recall that by usual symmetrization's technics ([LT91], Lemma 6.3 and Theorem 4.12), the variance term E[V ] can be estimated as follows
In [Ada08] , by using Hoffman-Jørgensen's inequality and some other results by Talagrand, Adamczak extends the concentration properties to suprema of unbounded random variables, by truncation arguments of the random variables.
Idea of the proof. We only present one elementary proof of (b) to show the links between the transport inequality with cost "
T βt and the deviations of a function around its mean.
Let µ i denote the law of the process X i = (X i,t ) t∈F . Point (b) simply follows from the dual form of the tensorized transport inequality (19): X = R F , for any
where µ = µ 1 ⊗ · · · ⊗ µ n and for all x = (x 1 , . . . ,
the probability measures p i are the marginals of p. Let us choose g = λf with λ ≥ 0 and
To simplify, we assume that for all x ∈ X n , the supremum is reached at a single point τ (x) ∈ F:
as a consequence, for all x,
where β * 0 (s) = e s − s − 1, s ≥ 0. The second last inequality is a consequence of the fact that [
By inserting the previous estimate of "
Qg(x) in the transport inequality (21), we get for all λ ≥ 0, E e −λZ ≤ e
. The deviation inequality of (b) directly follows by the Markov inequality, optimizing over all λ ≥ 0. 5.2. Marton's transport inequality for weakly dependent random variables. The paper [Sam00] presents a tensorization scheme of the Marton's inequality (20) when µ is a probability measure on the product space X n , whose marginals are weakly dependent of each other, more precisely if µ is the law the n first random variables X 1 , . . . , X n of a Φ-mixing process. This tensorization scheme is based on the construction of couplings similar to the one of [Mar03] .
To simplify, one may assume that X is a finite set. Given a sequence of random variables X 1 , . . . , X n with values in X , for 1 ≤ i < j ≤ n, let us note
the law of (X j , . . . , X n ) knowing that X 1 = x 1 , . . . , X i−1 = x i−1 , X i = x i , and let Γ = (γ i,j ) 1≤i,j≤n be the upper triangular matrix defined by
for i < j and γ ii = 1.
Theorem 5.3. [Sam00] According to the previous notations, for all probability measures µ and ν on X n , one has
where Γ denotes the operator norm of the matrix Γ from (R n , | · |) to (R n , | · |).
Note that since the Marton's cost ‹ T 2 in dimension n also satisfies the triangular inequality (10), the two weak transport inequalities of this theorem are equivalent to the following family of transport inequalities, for all t ∈ (0, 1), for all µ, ν 1 , ν 2 ∈ P(X n ),
or equivalently, applying Theorem 3.1 for all functions g : X n → R bounded from below, Å e t Qg dµ ã 1/t Å e −(1−t)g dµ ã 1/(1−t) ≤ 1, where
1 xi =yi dp(y) ã 2 .
In particular, applying this inequality to the function g = i A , with A ⊂ X n , we get the Talagrand's concentration result extended to any measure µ ∈ P(X n ): for all subsets A ⊂ X n , for all t ∈ (0, 1), α i 1 xi =yi dp(y)
Å 1 xi =yi dp(y)
The second equality follows from the linearity of the expression in p and from the fact that Dirac measures are the extremal points of the convex set P(A). The third equality is a consequence of Sion's minimax Theorem [Sio58, Kom88] since the expression is linear in p and α, and therefore convex in p and concave in α.
When µ is the law of some independent random variables, the property (22) exactly recovers Talagrand's concentration results [Tal95] since Γ = Id = 1. Theorem 5.3 complements the results by Marton for contracting Markov chains [Mar96b, Mar97] . More generally, assume that the sequence (X k ) k≥1 is a Doeblin recurrent Markov chain with kernel K; in other words, there exists a probability measure m, an integer r and a real ρ ∈ (0, 1) such that for all x ∈ X and all subsets A ⊂ X Among these results, we want to emphasize a result by Paulin [Pau14] that exactly concerns the Talagrand's concentration property (22) obtained by using Stein's methods, following Chatterjee's approach [Cha07] . .
Examples of applications of this concentration result are presented in [Pau14] (the stochastic travelling salesman problem, Steiner trees).
Transport inequalities for the uniform law on the symmetric group.
In this section we present transport inequalities for the uniform law on the symmetric group S n , that provide concentration results obtained by Maurey [Mau79] and Talagrand [Tal95] .
Let µ be the uniform law on S n , µ(σ) = This result has been generalized by Milman and Schechtman, to some groups whose distance is invariant by translation [MS86] . Talagrand has obtained another concentration property, stronger in terms of the dependence in n, obtained by the so-called "convex-hull" method. Here is the Talagrand's property with slightly modified notations. This property implies the one of the previous theorem up to constant. This result has been first generalized to product of symmetric groups by McDiarmid [McD02] , and then further by Luczak and McDiarmid, to cover more general permutation groups which act suitably "locally" [LM03] .
Theorems 5.5 and 5.6 are consequences of the following transport inequalities.
Proof of point (a) in Theorem 5.7. Since the distance W 1 satisfies a triangular inequality, it suffices to prove that for all probability measures ν 1 on S n , 1 2(n − 1) W 2 1 (ν 1 , µ) ≤ H(ν 1 |µ).
According to Proposition 3.1, the dual formulation of this inequality is the following, for all function ϕ on S n and all λ ≥ 0, 1 σ(k) =τ (k) dp(τ ) .
We will prove the inequality (23) by induction on n.
When n = 2, S n is the two point space
Qϕ(σ) = inf
p∈P(Sn) ß ϕdp + 2 1 σ =τ dp(τ )
™ .
The inequality (23) corresponds exactly to the dual form of the Csizár-KullbackPinsker inequality given by Proposition 3.1: for any probability measure ν on a separable metric space X , for any measurable function f : X → R,
with Rf (x) = inf p∈P(X ) ß f dp + 2 1 x =y dp(y)
The induction step is also a consequence of the dual form (24) of the Csizár-Kullback-Pinsker inequality. Let (H i ) 1≤i≤n be the partition of S n defined by,
If p is a probability measure on S n , it admits a unique decomposition defined by
with p i ∈ P(H i ) andp(i) = p(H i ).
Thus, we define a probability measurep on {1, . . . , n}. In particular, for the uniform law µ on S n , one has
where µ i is the uniform law on H i , µ i (σ) = 
