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Abstract
The full replica symmetry breaking free energy of the Ising spin glass on ran-
dom regular graphs is given by the solutions of two auxiliary variational prob-
lems inside a global (physical) variational problem on the order parameter. In
this paper, we provide a detailed study of the auxiliary variational problems. We
get the self-consistency equation for the auxiliary order parameter and obtain
the existence and uniqueness results. We also show that the full replica sym-
metry breaking free energy functional recovers the discrete replica symmetry
breaking solutions, by imposing some proper conditions on the physical order
parameter.
1 Introduction
The solution of the Sherrington and Kirkpatrick model (SK) [1,2], obtained by Parisi
through the so-called replica symmetry breaking ansatz (RSB) [3–5]f, represents one
of the most remarkable milestones in the study of disordered and glassy systems. In
the last thirty years, great efforts have been accomplished to extend the results of the
fully connected models to a wider and more refined class of spin glasses.
Spin glasses on random sparse graphs (diluted spin glasses) are a class of mean-
field models including the notion of nearest neighbors, which is absent in the infinite
range case. Unfortunately, diluted spin glass theory turns to be a remarkably compli-
cated challenge; in the last thirty years, little progress has been achieved.
By the cavity method, Parisi, Mézard, and Zecchina obtained an extension of
the so-called discrete RSB theory for such class of models [6] and proposed an al-
gorithm that successfully provides the 1-RSB approximation of the solution [7]. The
manuscript [9] derives the full-RSB free energy functional, through a martingale rep-
resentation of the free energy and the order parameter (martingale approach). The
method is based on the hierarchical random overlap structure, proposed by Aizen-
man, Sims and Starr [8] and on the representation of hierarchical exchangeable ran-
dom variables, introduced by Austin and Panchenko [10,11]. Indeed, mean-field spin
1
glass models seem to be characterized by the hierarchical exchangeability of pure
states [12].
In [9], the free energy is the sum of two variational problems, the so-called auxil-
iary variational problems, inside a global variational problem, the so-called physical
variational problem. This approach takes inspiration from the variational represen-
tation of the Parisi functional, proposed by Chen and Auffinger [13].
The equation of the full-RSB free energy leads to several mathematical issues.
Moreover, it is worth noting that the discrete RSB solutions cannot be obtained by
the free energy functional proposed in [9].
In this paper we propose a modification of the free energy functional, proposed
in [9], in order to take into account also the discrete RSB solutions, and provides a
detailed mathematical study of the auxiliary variational problems.
The next section is a brief review of the main results of [9]. Section 3 provides
a proper formulation of the auxiliary variational problem and fixes some notations.
In Section 4, we derive the self-consistency equation of the order parameter of the
auxiliary variational problem. We prove that the solution of such equation provides
the solution of the auxiliary variational problem and obtain the uniqueness result.
The existence result is the main topic of Section 5. The results of this last section
prove that for a proper choice of the parameters of the free energy, the free energy
presented in this manuscript encodes the discrete-RSB theories.
2 The Full-RSB formula
In this section, we recall the free energy functional presented in [9]. We consider a
particular time-reparametrization of the order parameters. In such a way, we obtain
a complete theory, that takes into account all the discrete RSB solutions. Moreover,
we write the free energy in terms of the cavity magnetizationsm, instead of the cavity
fields h:
m= tanh(βh). (1)
The full-RSB free energy functional is obtained by considering the cavity magnetiza-
tions as Wiener functionals.
Let Ω :=C([0,1],R2k) be the space of continuous functions ω : [0,1]→R2k with the
pointwise convergence topology and the Borel σ−algebra F . LetWν be the probability
measure such as the coordinate map process
W(ω) := {W(q,ω)=ω(q); q ∈ [0,1]} , (2)
together with its natural filtration, is a vector process where the 2× k components
are independent Brownian motions, and the starting point W(0,ω)=ω(0) is a normal
distributed point in R2k. In the following, such Brownian motion will be simply indi-
cated by ω. We denote by ν the multivariate normal distribution of a 2k−dimensional
real random vector. The probability space is equipped with the usual augmentation
of the natural filtration of the Brownian motion is denoted by {Fq}q∈[0,1].
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Let us introduce the random variables Ψ(e) : Ω→ R and Ψ(v) : Ω→ R, defined as
follows
Ψ
(e)(1,ω)=
k∑
i=1
log
(
1+ J1,2Y m(1,ωi)m(1,ωi+k)
)
,
Ψ
(v)(1,ω)=
1∑
i=0
log
( ∑
σ∈{−1,1}
k∏
j=1
(
1+ J0, jY σm(1,ω j+k×i)
))
.
(3)
The quantities J1,2 and J0, j are 0,1−valued random variables with probability mea-
sure P, such as:
P({−1})=P({1})=
1
2
(4)
The symbol Y stands for
Y = tanh(β) (5)
where β is the inverse of the temperature. The cavity magnetization m is a real
valued functional m :C([0,1],R)→R, measurable with respect to F1.
m(1,ωi)=m(1, {ωi(q
′);0≤ q′ ≤ 1}),
Ψ
(e/v)(1,ω)=Ψ(e/v)(1, {ω(q′);0≤ q′ ≤ 1}),
(6)
where the symbolΨ(e/v) refers both toΨ(e) andΨ(v). We denote by E (xr) the following
Doléand-Dade exponential (DDE):
E (xr; q,ω)= exp
(∫q
0
x(q)r(q′,ω ) ·dω(q′)−
1
2
∫q
0
dqx2(q)‖r(q′,ω )‖2
)
. (7)
The variable r is a vector stochastic process, adapted to the filtration {Fq}q∈[0,1], with
2c components. We use the shorthand notation (q,ω) ( or (q,ω)), after a symbol in-
dicating a stochastic process or a random variable, to denote that such quantity de-
pends on q ∈ [0,1] and on the realization of the Brownian motion ω(q′) (or ω(q′) ) at
each time 0≤ q′ ≤ q:
r(q,ω)= r(q, {ω(q′);0≤ q′ ≤ q}) . (8)
Let us define
Γ
(
Ψ
(e/v), x, r; 0,ω(0)
)
= E
[
E (xr;1,ω)Ψ(e/v)(1,ω )
∣∣∣{ω(0)}]
−
1
2
E
[∫1
0
dq x(q)E (xr; q,ω)‖r(q,ω )‖2
∣∣∣ {ω(0)}] , (9)
where E [·|{ω(0)}] is the expectation value with respect to the vectorial Brownian mo-
tion ω, conditionally to a fixed realization of the starting point ω(0).
The auxiliary variational representation is given by
φ(e/v)(0,ω(0))=max
r
Γ
(
Ψ
(e/v), x, r; 0,ω(0)
)
. (10)
The maximum in (10) must be obtained by taking the cavity magnetizaton functional
m fixed.
3
The RSB free energy per spin of the Ising spin glass on a random regular graph,
presented in [9], is given by:
f =−β inf
m
{∫
dν(ω(0))φ(v)(0,ω(0))−
∫
dν(ω(0))φ(e)(0,ω(0))
}
. (11)
We may guess that the auxiliary variational problem (10) can be solve by imposing a
proper stationary condition:
δΓ
(
Ψ
(e/v), x, r; 0,ω(0)
)
δr i(q,ω )
= 0. (12)
In the next section we will provide a detailed mathematical analysis of the auxiliary
variational problem.
3 General formulation of the problem
In this section we define a generalization of the auxiliary variational problem (10). In
particular, we define a functional with the same form as (10), depending on a random
variables Ψ and on a function x : [0,1]→ [0,1].
Throughout this and the next chapter, the symbol ω denotes a n−dimensional
Brownian motion (n ∈ N), starting from a random point ω(0) at q = 0, defined on
a given probability space (Ω,F ,ν×W) (it is not the same probability space of the
previous chapter). The symbol ν denotes the probability measure associated to ω(0),
whileW is the probability measure associated to ω−ω(0). Let {Fq}q∈[0,1] be the usual
augmented natural filtration of ω.
We denote by Eν[.] the expectation value with respect the probability measure
ν×W. We use the short-hand notation E[.] for the expectation value with respect the
probability measureW, conditionally to a given realization of ω(0):
E[.]= Eν[.|F0]= Eν[.|{ω(0)}] . (13)
We denote by
∫
dν(ω(0)). the average with respect the starting point:
Eν[.]=
∫
dν(ω(0))E[.] . (14)
Let us define define
• L∞1 (Ω),the space of F1−measurable bounded
1 random variables X :Ω→R.
• L
p
1 (Ω),the space of F1−measurable bounded random variables X :Ω→ R, such
as Eν [|X (1,ω)|
p]<∞.
1A F1−measurable random variable X :Ω→ R is bounded if there exist a constant M ≤∞ such as
|X (ω)| ≤M with probability 1
4
• H
p
[0,1]
(Ω), the space of n−dimensional adapted processes r : [0,1]×Ω→Rn satis-
fying Eν
[(∫1
0 dq‖r(q,ω)‖
2
) p
2
]
<∞, with p ≥ 1.
• S
p
[0,1]
(Ω), the space of n−dimensional adapted processes φ : [0,1]×Ω→ R satis-
fying Eν
[
sup
q∈[0,1]
|φ(q,ω)|p
]
<∞.
For convenience, we introduce the following notation
X ∈ L∞1 (Ω) : a.s.−max
ω∈Ω
|X (1,ω)| = inf {M ∈R; |X (1,ω)| ≤M a.s.} ,
r ∈H
p
[0,1]
(Ω) : ‖r‖2,p = Eν
[(∫1
0
dq‖r(q,ω)‖2
) p
2
] 1
p
,
φ ∈ S
p
[0,1]
(Ω) : ‖φ‖∞,p = Eν
[
sup
q∈[0,1]
|φ(q,ω)|p
] 1
p
.
(15)
We denote by χ the set of increasing deterministic function x : [0,1]→ [0,1]:
χ :=
{
x : [0,1]→ [0,1]; , x(0)= 0, 0< x(q)≤ x(q′)∀0< q≤ q′ ≤ 1
}
. (16)
Let us endow the set χ with the uniform norm ‖x‖∞ = supq∈[0,1] x(q).
Given a process r ∈H
p
[0,1]
(Ω), with p ≥ 2, a function x ∈ χ and a number q′ ∈ [0,1],
let ζ(r, x|q′) be the process defined by:
ζ(r, x; q,ω|q′)
=
∫q
q′
x(q′)r(q′ ,ω) ·dω(q′)−
1
2
∫q
q′
dq′ x2(q′)‖r(q′ ,ω)‖2 , if q≥ q′ (17)
and
ζ(r, x; q,ω|q′)= 0, if q< q′ , (18)
As in (7), let E (xr) and E (xr|q′) be the DDE defined as
E (xr)= eζ(r,x)→ E (xr; q,ω)= eζ(r,x;q,ω) ,
E (xr|q′)= eζ(r,x|q
′)→ E (xr; q,ω|q′)= eζ(r,x;q,ω|q
′) .
(19)
The symbol xr ∈ denotes the process taking values x(q)r(q,ω).
In the following, given any symbols K and α and a number q′ ∈ [0,1], the notation
K (α|q′) refers to an adapted process with a functional dependency on a parameter α
and the number q′, while K (α; q,ω|q′)=K (α; q, {ω(q′′);0≤ q′′ ≤ q}|q′) is the a value of
the process at a given "time" q ∈ [0,1] and a given realization of the Brownian motion
ω; we also set K (α)=K (α|0).
Now, let us define the set D̂[0,1](Ω) ⊂ H
p
[0,1]
(Ω), with p ≥ 1, where each element
r ∈ D̂[0,1](Ω) identifies a constant Cr ≥ 0 such as
|ζ(r, x;1,ω)| ≤Cr a.s. . (20)
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As far as we know, the set D̂[0,1](Ω) is not a vector space.
Note that, if r ∈ D̂[0,1](Ω), then the DDE E (xr) is a true martingale. This property
assures that:
E[E (xr; q,ω|q′)|Fq′′ ]= 1, ∀ 0≤ q
′′ ≤ q′ ≤ q≤ 1 and r ∈ D̂[0,1](R
d) . (21)
and
E (xr; q,ω|q′)≥ e−Cr a.s. . (22)
For this reason, the martingale E (xr) can be considered as a probability density func-
tion of a probability measure W˜xr equivalent
2 to W.
Given two processes r and v in D̂[0,1](Ω), let us introduce the binary functional
DKL( ·‖ · ) : D̂[0,1](Ω)× D̂[0,1](Ω)→ [0,∞) defined by:
DKL(r ‖v )= Eν
[
E (xr; q,ω) log
(
E (xr; q,ω)
E (xv; q,ω)
)]
= Eν
[
E (xr; q,ω)
∫1
0
dq x2(q)‖r(q,ω)−v(q,ω)‖2
]
(23)
Because of the property (20), the above quantity is defined for all pair of processes in
D̂[0,1](Ω)× D̂[0,1](Ω). Let also define
D
sym
KL
(r ‖v )=max
{
DKL(r ‖v ),DKL(v‖r )
}
(24)
Note that the quantity DKL(r ‖v ) and DKL(v‖r ) are actually the relative entropies
(or Kullback–Leibler divergences) between the two probability-densities/DDEs E (xv)
and E (xr). Indeed, for any r ∈ D̂[0,1](Ω), one finds DK ,L(r ‖r )= 0.
Moreover, if two processes r and v in D̂[0,1](Ω) verify the relation
D
sym
KL
(r ‖v )= 0, (25)
then the two corresponding DDEs are two statistical equivalent densities, i.e for each
F−measurable bounded random variable A :Ω→R, they verify the equivalence:
Eν [E (xr)A(1,ω)]= Eν [E (xv)A(1,ω)]. (26)
The relations (25) and (26) are equivalence relations.
By the relation (26), we may argue that if (25) holds, then the processes r and v
are "similar", in some sense. This observation justifies the introduction of the quotient
set D[0,1](Ω).
Definition 3.1. Given a process r ∈ D̂[0,1](Ω), let [r] be the equivalence class
[r] := {v ∈ D̂[0,1](Ω); D
sym
KL
(r ‖v )= 0} . (27)
We denote by D[0,1](Ω) the set of the equivalence classes:
D[0,1](Ω) := {[r]; r ∈ D̂[0,1](Ω)} . (28)
2Two probability measures W˜ andW, defined on the same measurable space (Ω,F ), are equivalent if,
given any set A ∈F , then W[A]= 0 if and only if W˜[A]= 0
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By abuse of notation, henceforth we will omit the square bracket around the ele-
ments of the space D[0,1](Ω).
Now, we formulate the variational problems that we aim to study in this paper.
Definition 3.2. For a given n ∈ N, the call RSB value process the functional Γ(n) :
L∞1 (Ω)×χ×D[0,1](Ω)→ S
p
[0,1]
(R) defined as follows:
Γ
(n)(Ψ, x,r; q,ω)= E
[
E (xr;1,ω|q)Ψ(1,ω )
∣∣Fq]
−
1
2
E
[∫1
q
dq′ x(q′)E (xr; q′,ω|q)‖r(q′,ω)‖2
∣∣∣∣Fq ] , (29)
where
• the random variableΨ ∈ L∞1 (Ω) is the claim;
• the function x ∈ χ is the POP (Parisi Order Parameter);
• the process r ∈D[0,1](Ω) is the control parameter.
We say that a pair (Ψ, x) ∈ L∞1 (Ω)×χ allows the RSB expectation if there exists a solu-
tion pair (φ(n)(Ψ, x),r(Ψ, x))∈ S
p
[0,1]
(Ω)×D[0,1](Ω) such that:
φ(n)(Ψ, x; q,ω)=Γ(n)(Ψ, x,r(Ψ, x); q,ω)= sup
r∈D[0,1](Ω)
Γ
(n)(Ψ, x,r; q,ω) . (30)
and the following quantity
Σ
(n)(Ψ, x)=
∫
dν(ω(0))φ(n)(Ψ, x;0,ω(0))=
∫
dν(ω(0)) sup
r∈D[0,1](Ω)
Γ
(n)(Ψ, x,r;0,ω(0)) (31)
is the RSB expectation of Ψ, driven by x.
For the rest of the chapter we will omit the superscript ·(n) and we consider a
generic dimension n. We consider only bounded claims because of the fact that, at
non-zero temperature, the random variableΨ(e) andΨ(v) , defined in (3), are bounded.
Throughout the chapter, we consider a real constant c <∞ and assume that the
claim Ψ is bounded by:
|Ψ(1,ω)| ≤ c , a.s. . (32)
The aim of the next section is obtaining a self-consistency equation for the solution
pair.
4 Backward Stochastic Differential equations
In this section we compute the variation of RSB−value process with respect the con-
trol parameter.
In the first subsection, we remind some properties of the Doléan-Dade exponential.
In the second subsection, we provide a proper definition of the stationary condition
(12), and we get an equation for the control parameter.
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4.1 Properties of the Doléans-Dade exponential (DDE)
In this subsection, we remind some fundamental facts about the DDEs and fix some
notations. The DDEs play a crucial role in stochastic theory, and a vast literature has
been produced about (see for example Chapter VIII of [14]).
The Doéans-Dade exponential (DDE) is defined as the unique strong solution of
the following stochastic differential equation [14,15]:
E (xr; q′,ω|q)= 1+
∫q′
q
E (xr; q′′,ω|q′)x(q)r(q′′,ω) ·dω(q) , 0≤ q≤ q′ ≤ 1. (33)
For any given process r ∈D[0,1](Ω), the DDE E (xr) defined in (7) is a true martingale;
the martingale condition implies that DDE E (xr) is a positive process with
E[E (xr; q,ω)]= 1 ∀q ∈ [0,1]. (34)
Then, we can define a probability measure W˜xr on the measurable space (Ω,F ), equiv-
alent to the Wiener measure W and such as the DDE E (xr) is the Radon-Nikodym
derivative of W˜xr with respect toW [14,16]:
dW˜xr
dW
(ω)= E ( xr;1,ω ) . (35)
Definition 4.1. Let r ∈ D[0,1](Ω) and x ∈ χ. For any F1−measurable random vari-
able A, the expectation of A with respect the probability measure W˜xr is the linear
functional A 7→ E˜xr[A]∈R, defined as follows:
E˜xr [A(ω )]= E [E ( xr;1,ω ) A(ω ) ] . (36)
Moreover, by Bayes Theorem, the conditional expectation value is given by
E˜xr
[
A(ω )
∣∣Fq]= E[E (xr;1,ω|q)A(ω ) ∣∣Fq] , ∀q ∈ [0,1] . (37)
For any process r ∈D[0,1](Ω), we define the vector semimartingale Wxr such as:
Wxr (q,ω)=ω(q)−
∫q
0
dq′ x(q′)r(ω, q′ ). (38)
or equivalently:
dWxr (q,ω)= dω(q)−dq xr (ω, x ) . (39)
By Cameron-Martin-Girsanov Theorem (CMG) [17, 18], the vector semimartingale
Wxr is a vector Brownian motion with respect the probability measure W˜xr and the
filtration {Fq}q∈[0,1].
As a consequence, the stochastic integral of any vector processes u ∈H
p
[0,1]
(Ω) (for
any p ≥ 1) with respect the process Wxr, is a {Fq}q∈[0,1]−martingale with respect W˜xr:
E˜xr
[∫q1
0
u(q ,ω ) ·dWxr (q,ω)
∣∣∣∣Fq2]=
{∫q1
0
u(q ,ω ) ·dWxr (q,ω), ifq1 ≤ q2,∫q2
0 u(q ,ω ) ·dWxr (q,ω), ifq1 > q2,
(40)
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and
E˜xr
[∫1
0
u(q ,ω ) ·dWxr (q,ω)}
]
= 0. (41)
Moreover, the expectation value of the product between two stochastic integrals verify
the Itô isometry
E˜xr
[∫1
0
u(q,ω) ·dWxr (q,ω)
∫1
0
v(q,ω) ·dWxr (q,ω)}
]
=
E˜xr
[∫1
0
dqu(q,ω) ·v(q,ω) }
]
, (42)
for any pair of processes u and v in H
p
[0,1]
(Ω), with p ≥ 2.
By combining (41) with the definition (38), we also have:
E˜xr
[∫1
0
u(q ,ω ) ·dω(q)
]
= E˜xr
[∫1
0
dq x(q)u(q,ω) · r(q,ω)
]
(43)
We end the subsection by providing the following notation. Let r and v be two pro-
cesses in D[0,1](Ω), we define
E (xv; q′,Wxr|q)= exp
(∫q′
q
v(q,ω) ·dWxr(q,ω)−
1
2
∫q′
q
dq x(q)‖v(q,ω)‖2
)
. (44)
The DDE E (xv) is a martingale with respect the probability measure W˜xr and verify
all the above relation, by substituting E→ E˜xr and ω(q)→Wxr(q,ω).
Now, we have all the necessary tools to address the study of the RSB-expectation.
4.2 The stationary condition
Now, we provide a proper definition of "stationary condition". Throughout the subsec-
tion, the claim Ψ and the POP x are kept fixed.
Given two vector processes r ∈ D[0,1](Ω) and u ∈ D[0,1](Ω) and a number ǫ ∈ [0,1],
let
Θ
ǫ (Ψ, x, r,u; q,ω )= ǫΓ (Ψ, x,r; q,ω )+ (1−ǫ)Γ (Ψ, x,u; q,ω ) (45)
and
ρǫ(Ψ, x, r,u; q,ω)= (1−ǫ)E ( xr; q,ω)+ǫE ( xu; q,ω) . (46)
Note that, by (21) and (22), since 0≤ ǫ≤ 1, then ρ(Ψ, x, r,u) is a strictly positive and
bounded martingale of mean 1. As a consequence, there exists a process vǫ(r,u) ∈
D[0,1](Ω) such as:
ρǫ(Ψ, x, r,u; q,ω)= E ( xvǫ(r,u); q,ω) , (47)
and
Θ
ǫ (Ψ, x, r,u; q,ω )=Γ
(
Ψ, x,vǫ(r,u); q,ω
)
. (48)
9
A straightforward computation yields:
vǫ(r,u; q,ω)=
(1−ǫ)r(q,ω)E ( xr; q,ω)+ǫu(q,ω)E (xu;q,ω)
(1−ǫ)E ( xr; q,ω)+ǫE ( xu; q,ω)
. (49)
Let
δu(q,ω)= ∂ǫv
ǫ(r,u; q,ω)
∣∣
ǫ=0 , (50)
where the symbol ∂ǫ denote the derivative over ǫ by taking all the other parameters
fixed.
We define the directional derivative of the functional r 7→Γ(Ψ, x,r) along the path
{r,u} by
Π (Ψ, x, r,δu; q,ω )= ∂ǫΓ
(
Ψ, x,vǫ(r,u); q,ω
)∣∣
ǫ=0
= E˜xr
[
Ψ(1,ω )
∫1
q
x(q′)δu(q′,ω) ·dWxr(q
′,ω)
∣∣∣∣Fq]
−
1
2
E˜xr
[∫1
q
dq′ x(q′)
∫q′
q
x(q′′)δu(q′′,ω) ·dWxr(q
′′,ω)
∥∥r(q′,ω)∥∥2 ∣∣∣∣Fq]
− E˜xr
[∫1
q
dq′ x(q′)δu(q′,ω) · r(q′,ω)
∣∣∣∣Fq] . (51)
In the following, the process xδu will be called direction.
We guess that the set of all the possible directions xδu, defined as in (50), is
actually is actually dense on H
p
[0,1]
(Ω). For this reason, we give the following definition
of stationary point.
Definition 4.2 (Stationary point). A stationary point r∗ of the functional Γ(Ψ, x,.) is
a vector stochastic process in D[0,1](Ω), such as the directional derivative (51) vanishes
for any direction xδu ∈H
p
[0,1]
(Ω):
Π
(
Ψ, x, r∗,δu; q,ω
)
= 0, ∀xδu ∈H
p
[0,1]
(Ω) . (52)
The above equation is the stationary condition.
Such definition will be justified a posteriori. We want to obtain an equation for
the auxiliary order parameter that is equivalent to the above stationary condition
and does not depend on the derivative direction δu.
By relation (40), the second expectation value in (51) can be rewritten in such a
way
1
2
E˜xr
[ ∫1
q
dq′ x(q′)
∫q′
q
x(q′′)u(q′′,ω) ·dWxr(q
′′,ω)‖r(q′,ω)‖2
∣∣∣∣Fq]=
1
2
E˜xr
[∫1
q
x(q′)u(q′,ω) ·dWxr (q,ω)
∫1
q
dq′ x(q′)‖r(q′,ω)‖2
∣∣∣∣Fq] (53)
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and, by formula (42), the third expectation value leads to
E˜xr
[∫1
q
dq′ x(q′)δu(q′,ω) · r(q′,ω)
∣∣∣∣Fq]
= E˜xr
[∫1
q
x(q′)δu(q′,ω) ·dWxr(q
′,ω)
∫1
q
r(q′,ω) ·dWxr(q
′,ω)
∣∣∣∣Fq] . (54)
Combining the above formulas in (51), we can rewrite the directional derivative (51)
in such a way:
Π (Ψ, x, r,δu; q,ω )= E˜xr
[
π (Ψ, x, r;1,ω |q)
∫1
q
x(q′)u(q′,ω) ·dWxr(q
′,ω)
∣∣∣∣Fq] , (55)
with
π (Ψ, x, r;1,ω |q)
=Ψ(1,ω )−
∫1
q
r(q′ ,ω ) ·dWxr(q
′,ω)−
1
2
∫1
q
dq′ x(q′)
∥∥r(q′,ω)∥∥2 . (56)
In the following we will refer to this quantity as random RSB.
A process r∗ is a stationary point, according to the definition (52), if and only if the
random RSB π (Ψ, x, r|q) is uncorrelated, under the measure W˜xr, to all the random
variables of the form
A(1,ω|q )=
∫1
q
x(q′)δu(q′,ω) ·dWxr(q
′,ω), with xδu ∈H
p
[0,1]
(Ω). (57)
This condition provides the stationary equation for the control parametr r. The fol-
lowing theorem is one of the most important results of the paper.
Theorem 4.1. Let us consider a claim Ψ ∈ L∞1 (Ω) and a POP x ∈ χ. A control pa-
rameter r∗ ∈ D[0,1](Ω) verifies the stationary condition (52) if and only if, at any time
q ∈ [0,1], the random RSB π (Ψ, x, r∗|q) is Fq−measurable.
In particular, this implies that there exists a process φ : [0,1]×Ω→ R, adapted to
the filtration {Fq′ }q′∈[0,1], such as
π (Ψ, x, r;1,ω |q)=φ(q,ω) , (58)
so we find the equation:
φ(q,ω)=Ψ(1,ω )−
∫1
q
r∗(q′ ,ω ) ·dω(q′)+
1
2
∫1
q
dq′ x(q′)‖r∗(q′,ω)‖2. (59)
The above equation is the stationary equation that generate the RSB expectation.
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We remind that the random RSB is Fq−measurable if, given a realization of the
vector Brownian motion ω, π (Ψ, x, r;1,ω|q) depends only on {ω(q′), 0 ≤ q′ ≤ q }. The
equation (59) is the stationary equation of the control parameter.
Note that all the components of r∗ and the process φ are unknowns of the equa-
tion. However, such class of equations may have a unique solution, since the condition
that both the process φ and r are adapted provides a further constraint. The right-
hand member of the equation, indeed, is a sum of random quantities that are F1
measurable. We must look for a control parameter r∗, depending only on the past,
such as to "delete the dependence of the future".
The stationary equation can be rewritten in stochastic differential notation as
dφ(q,ω)= dω(q) · r∗(q ,ω )−
1
2
dq x(q)‖r∗(q,ω)‖2 (60)
together with the end point condition
φ(1,ω)=Ψ(1,ω). (61)
This kind of equation are called backward stochastic differential equation (BSDE)
[19].
BSDEs arise in many optimization and control problems, where the aim to fulfill
a given "claim" (the claim Ψ(1,ω)) and the control parameters depend only on the
past(so we consider only adapted process).
Proof of Theorem 4.1. If the control parameter r∗ ∈ D[0,1](Ω) verifies the condition of
(59), then there exists an adapted process φ such as
Π(Ψ, x, r∗,δu; q,ω)
= E˜xr∗
[
π(Ψ, x, r∗;1,ω|q)
∫1
0
x(q)δu(q,ω) ·dWxr∗ (q,ω)
∣∣∣∣Fq]
=φ(q,ω)E˜xr∗
[∫1
0
x(q)δu(q,ω) ·dWxr∗ (q,ω)
∣∣∣∣Fq] . (62)
The process φ can be pulled outside the conditional expectation value, since it is
Fq−measurable. The stationarity (52) follows from the martingale property (41).
Conversely, suppose that the process r∗ is a stationary point, according to the
definition (52). We have to show that the set of the random variables of the form (57)
is dense in L
p
1
(Ω).
Consider the process v ∈D[0,1](Ω), defined as
v(q,ω)= f (q)− x(q)r∗(q,ω) , (63)
where f : [0,1]→Rm is any deterministic and function such as
∫1
0 dq‖f (q)‖
p = 1, with
p ≥ 2 . Using standard notation [20], we wright that f ∈ Lp([0,1],Rn).
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Since xδu ∈ H
p
[0,1]
(Ω), and x(q) > 0 for all q > 0, then we can consider a class of
directions of the form:
x(q′)δu(q′,ω)= v(q′,ω)E
(
v; q′,Wxr∗
∣∣q) , with q′ ≥ q (64)
Then by property (33) of DDEs, one get∫1
q
x(q′)δu(q′,ω) ·dWxr∗(q
′,ω)=
E (f ; q′,ω|q)
E (xr∗; q′,ω|q)
−1. (65)
Replacing the above direction in (55), the stationary condition (52) yields
E
[
E (f ; q′,ω|q)π(Ψ, x, r∗;1,ω|q)
∣∣Fq]
= E˜xr∗
[
π(Ψ, x, r∗;1,ω|q)
∣∣Fq] ,∀ f ∈ Lp([0,1],Rn). (66)
Note that the expectation value on the left-hand side member of the equation is with
respect the probability measure W and on the right-hand the expectation is with re-
spect W˜xr∗ .
The linear span of the set
{
E (f ; q′,ω|q), f ∈ Lp([0,1],Rn)
}
is dense in L
p
1(Ω) (Lemma
4.3.2. in [15]), so the above equation implies:
π(Ψ, x, r∗;1,ω|q)= E˜xr∗
[
π(Ψ, x, r∗;1,ω|q) |Fq
]
a.s.. (67)
By the definition of conditional expectation, the right member in the above equation
is an Fq−measurable random variable, so we may consider an adapted process φ,
such as
φ(q,ω)=π(Ψ, x, r∗;1,ω|q) . (68)
that conclude the proof.
The meaning of the process φ is stated in the following
Corollary 4.1.1. Given a claim Ψ ∈ L∞1 (Ω) and a POP x ∈ χ, if the pair of processes
(φ,r∗) ∈ S
p
[0,1]
(Ω)×D[0,1](Ω) is a solution of the BSDE (59), then
φ(q,ω)=Γ(Ψ, x,r∗; q,ω) . (69)
Proof. Since φ(q,.) is Fq−measurable, then φ(q,ω)= E˜xr∗ [φ(q,ω)|Fq]; then the proof
is given by replacing φ with (59) and using the relation (43).
If the solution of the stationary condition has a unique solution and provides the
global maximum of the RSB value process, then the BSDE (59) determines completely
the RSB expectation. We will discuss this matter in the next subsection.
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4.3 Global maximum condition
In this subsection, we prove that the solution of the stationary condition provides the
global maximum of the RSB value function. We also discuss some property of the
so-called RSB expectation, that we defined in (31).
First of all, we need to state the following result.
Theorem 4.2. For any give claim and POP (Ψ, x) ∈ L∞1 (Ω)×χ, there exist a unique
pair of processes (φ(Ψ, x),r(Ψ, x) ) ∈ S
p
[0,1]
(Ω)×D[0,1](Ω) that is a soluion of the BSDE
(59).
We will devote the next chapter to the proof of the existence result. The unique-
ness is discussed in this subsection.
We proceed in the same way as in the proof of Corollary 4.1.1. Let (φ,r∗) be a solu-
tion of (59) corresponding to a claimΨ and a POP x. Since φ(q,.) is a Fq−measurable
random variable, the conditional expectation E˜xv[.|Fq] of both side in the equation
(59), for any v ∈D[0,1](Ω), yields
φ(q,ω)= E˜xv
[
π(Ψ, x, r∗; 1,ω|q) |Fq
]
= E˜xv
[
Ψ(1,ω )|Fq
]
+
1
2
E˜xv
[∫
dqx(q)r∗(q,ω) ·
(
r∗(q,ω)−2v(q,ω)
) ∣∣∣∣Fq] . (70)
In the rest of the thesis, we will prefer to use a notation that explicitates the depen-
dence of φ and r∗ on the calim and the POP.The solution of the BSDE (59), for a given
pair (Ψ, x) ∈ L∞1 ×χ will be denoted by (φ(Ψ, x),r(Ψ, x) ).
The following Lemma is an immediate consequence of the above identity.
Lemma 4.3. Let us consider a claim Ψ and a POP x and the corresponding BSDE
solution (φ(Ψ, x),r(Ψ, x) ). For any v ∈D[0,1](Ω) the RSB value process Γ verifies:
Γ(Ψ, x,r(Ψ, x); q,ω)
=Γ(Ψ, x,v; q,ω)+
1
2
Exv
[∫
dqx(q)‖r(Ψ, x; q,ω)−v(q,ω)‖2
∣∣∣∣Fq] (71)
Proof. Let us consider two processes r and v in D[0,1](Ω). By definition 3.2, the RSB
value process Γ(Ψ, x,v) is given by
Γ(Ψ, x, v; q,ω)
= E˜xv
[
Ψ(1,ω ) |Fq
]
−
1
2
E˜xv
[∫
dqx(q) ‖v(q,ω)‖2
∣∣∣∣Fq]
= E˜xv
[
Ψ(1,ω ) |Fq
]
+
1
2
E˜xv
[∫
dqx(q) r(q,ω) · (r(q,ω)−2v(q,ω))
∣∣∣∣Fq]
−
1
2
E˜xv
[∫
dqx(q) ‖v(q,ω)− r(q,ω)‖2
∣∣∣∣Fq] .
(72)
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Then, if r = r(Ψ, x), then, by replacing the identity (70) in the above formula, we get
Γ(Ψ, x, v; q,ω)=φ(Ψ, x; q,ω)−
1
2
E˜xv
[∫
dqx(q) ‖v(q,ω)− r(Ψ, x; q,ω)‖2
∣∣∣∣Fq] (73)
so, using Corollary (68), we end the prove.
From the above lemma, we obtain the most remarkable result of this section.
Theorem 4.4. Given the pair (Ψ, x) ∈ L∞1 (Ω)×χ, let (φ(Ψ, x),r(Ψ, x) ) be the solution of
the BSDE (59), then
φ(Ψ, x; q,ω)= max
r∈D[0,1](Ω)
Γ(Ψ, x,r; q,ω) . (74)
An other important consequence of Lemma 4.3, is the uniqueness result.
Proof of Theorem 4.2: uniqueness. For any pair of processes r1 and r2 in D[0,1](Ω), let
D(r1,r2; q,ω)= E˜xr1
[∫
dqx(q) ‖r1(q,ω)− r2(q,ω)‖
2
∣∣∣∣Fq] (75)
The above quantity is obviously non-negative.
Assume, by contradiction, that there exist two distinct pairs (φ1,r1) and (φ2,r2),
on S
p
[0,1]
(Ω)×D[0,1](Ω), that are solutions of the BSDE (59). Applying Lemma 4.3 for
both, we get
Γ (Ψ, x,r2|ω(0))=Γ (Ψ, x,r1|ω(0))−
1
2
D(r2,r1; q,ω) (76)
and
Γ (Ψ, x,r1|ω(0))=Γ (Ψ, x,r2|ω(0))−
1
2
D(r1,r2; q,ω). (77)
After some straightforward manipulations, we get
D(r1,r2; q,ω)=−D(r1,r2; q,ω). (78)
Since both D(r2,r1; q,ω) and D(r1,r2; q,ω) are non-negative, then the above relation
implies
D(r1,r2; q,ω)=D(r2,r1; q,ω)= 0. (79)
Moreover it is easy to show that:
0≤DKL(r1‖r2)≤ E˜xr1 [D(r1,r2; q,ω)] . (80)
Then, by the definition of the vector space D[0,1](Ω) 3.1, if the comparing function
between two process r1 and r2 vanishes, than the two processes are equivalent and
correspond to the same element of D[0,1](Ω).
We end the section by providing some property of the solution (φ(Ψ, x),r(Ψ, x))
associate to (Ψ, x). The following statement are direct consequences of the maximum
principle 4.4 and the uniqueness in 4.2.
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Proposition 4.5. The solution of the BSDE (59) verifies
• Let α be a constant, (φ(α, x; q,ω),r(α, x; q,ω))= (α,0) a.s., ∀q ∈ [0,1];
• Let α be a constant, (φ(α+Ψ, x; q,ω),r(α+Ψ, x; q,ω))= (α+φ(Ψ, x; q′,ω),r(Ψ, x; q,ω))
a.s., ∀q ∈ [0,1];
• If Ψ1 ≤Ψ2 a.s., then φ(Ψ1, x; q,ω)≤φ(Ψ2, x; q,ω)a.s.
• φ(αΨ1 +βΨ2, x; q,ω) ≤ αφ(Ψ1, x; q,ω)+βφ(Ψ2, x; q,ω)a.s. for any constant α
and β.
Proof. The first and the second properties are trivially proved by observing that (α,0)
(resp. (α+φ(Ψ, x; q,ω),r(Ψ, x; q,ω)) ) is actually a solution of the BSDE.
For the third property, let (φ1,r1) and (φ2,r2) be the solutions associated to (Ψ1, x)
and (Ψ2, x) respectively, withΨ1 ≤Ψ2, then
φ(Ψ1, x; q,ω)=Γ(Ψ1, x,r1; q,ω)
≤Γ(Ψ2, x,r1; q,ω)≤Γ(Ψ2, x,r2; q,ω)=φ(Ψ2, x; q,ω). (81)
The fourth relation can be proved in a similar way.
The above results extends to the non-Markovian RSB the stochastic representa-
tion of the Parisi PDE (equation III.55 of chapter III of [5]), proposed by Chen and
Auffinger (Theorem 3 in [13]). It is worth noting that Chen and Auffinger prove the
variational representation of the Parisi formula, starting from the Parisi PDE and
providing a stochastic representation.
Because non-Markovianity, we can not deal with a PDE, so the result is obtained
by a completely different approach.
5 Solution of Backward Stochastic Differential equations
This section, the existence of the solution of the stationary equation (59) is proved. In
the first paragraph, the solution is explicitly derived for a piecewise constant Parisi
order parameter function x. Thence, in the second paragraph, the existence result is
extended to any allowable Parisi order parameter by continuity. The results of the
first section prove that the full-RSB-scheme provides a complete theory, that takes
into account all the discrete-RSB solutions.
5.1 The discrete-RSB solution
We start by explicitly deriving the solution in the case where the Parisi parameter x
is a piecewise constant function:
A remarkable result of this paragraph is that, in this case, the free energy func-
tional is equivalent to the one obtained in the discrete−RSB case (Eq. 22 in [9]).
Consider two increasing sequences of K+2∈N numbers q0, . . ., qK+1 and x0, . . . , xK+1
with
0= q0 ≤ q1 ≤ ·· · ≤ qK ≤ qK+1 = 1 (82)
and
0= x0 < x1 ≤ ·· · ≤ xK ≤ xK+1 = 1. (83)
The number x1 must be non-zero.
The piecewise constant Parisi parameter function is constructed by such two se-
quences in such a way:
x(q)=
K+1∑
n=1
xi1(qi−1,qi ](q). (84)
We denote by χ◦ ⊂ χ the space of function of this form, for any K ∈N.
In this case, the right hand member of the BSDE (59) is a sum of integrals defined
on the intervals (qi, qi+1]; in each interval, the Parisi parameter x is a constant and
it can be put outside the integral:
φ (q ,ω )=Ψ(qK+1,ω)
−
K∑
i=nq
(∫qi+1
qi∧q
r( p ,ω ) ·dω(p)−
1
2
xi+1
∫qi+1
qi∧q
dp ‖r( p,ω )‖2
)
, (85)
where nq is the integer number such as
qnq ≤ q< qnq+1 (86)
and
qi∧ q=max { q, qi } . (87)
We want to derive a self-consistency equation for the process φ that is equivalent to
the BSDE (85).
Let us consider the random variable ζ(r, x;1,.|q), defined according to (17):
ζ(r, x;1,ω|q)= log E (xr;1,ω|q)
=
K∑
i=nq
(
xi+1
∫qi+1
qi∧q
r( p ,ω ) ·dω(p)−
1
2
x2i+1
∫qi+1
qi∧q
dp ‖r( p,ω )‖2
)
. (88)
Using the equation (85), one finds:
ζ(r, x;1,ω|q)=
K∑
i=nq
xi+1
(
φ(qn+1 ,ω )−φ(qn∧ q ,ω )
)
, (89)
thus
exp
(
x(q)φ(qnq+1,ω)
)
= exp
(
x(q)φ(q,ω)
)
E
(
xr; q,ω|qnq+1
)
. (90)
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Let us assume, for now, that the DDE E (xr) is a true martingale. This assumption
will be tested a posteriori. The martingale property implies that
E
[
E
(
xr; q,ω|qnq+1
) ∣∣∣Fq]= 1, (91)
then the self-consistency equation for the RSB value process φ can be derived by
considering the following identity:
φ (q ,ω )=
1
x(q)
log exp
(
x(q)φ (q ,ω )
)
=
1
x(q)
log
(
exp
(
x(q)φ(q ,ω )
)
E
[
E ( xr; q,ω|qnq+1 )
∣∣∣Fq]) . (92)
By replacing the equality (90) in the above representation, we get:
φ (q ,ω )=
1
x(q)
log E
[
exp
(
x(q)φ(qnq+1 ,ω )
)∣∣Fq] . (93)
The equation (93) computed at the discontinuity points 0, q1, · · · , qK leads to an
iterative backward map that allows to derive progressively the K+2 random variables
φ(qK ,ω ), · · · , φ(0,ω ) from the Wiener functionalΨ(1,ω ):
φ (qn,ω )=
1
xn+1
log E
[
exp
(
xn+1φ(qn+1 ,ω )
) ∣∣Fqn] . (94)
Note that the above iteration is equivalent to the discrete-RSB iteration given by
equations 21 and 22 in [9].
Proposition 5.1. For any function x ∈ χ◦, the process φ, solution of the equation (93),
is bounded, with
‖φ‖∞,p ≤ a.s.−max
ω∈Ω
|Ψ (1,ω ) | ≤ c. (95)
As a consequence φ ∈ S
p
[0,1]
(Ω), for any p ≥ 1.
Proof. We start by proving the boundedness of the random variables φ(qK ,ω ), · · · ,
φ(0,ω ), by decreasing induction on qn. For q= qK+1 = 1, the Wiener functional φ(1,.)
is bounded by (32):
a.s.−max
ω∈Ω
|φ(1,ω)| = a.s.−max
ω∈Ω
|Ψ(1,ω)| ≤ c (96)
and using the decreasing induction hypothesis on qn we get
a.s.−max
ω∈Ω
|φ (qn−1,ω ) | =max
ω∈Ω
∣∣∣∣ 1xn log E
[
exp
(
xnφ(qn ,ω )
) ∣∣∣Fqn−1]∣∣∣∣
≤
1
xn
log E
[
exp
(
xna.s.−max
ω∈Ω
|φ(qn ,ω )|
)∣∣∣∣Fqn−1]
= a.s.−max
ω∈Ω
|φ(qn ,ω )|, (97)
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proving that
a.s.−max
ω∈Ω
|φ (qn,ω ) | ≤ a.s.−max
ω∈Ω
|φ (1,ω ) | ≤ c. (98)
Boundedness property trivially extends to the whole process φ, for all q ∈ (0,1], by
equation (93).
Proposition 5.2. For any function x ∈ χ◦, the process φ, solution of the equation (93),
is an absolutely continuous functional with respect the claim. More specifically, given
two claims Ψ1 and Ψ2 in L
∞
1 (Ω), let φ(Ψ1, x) and φ(Ψ2, x) the solution corresponding
to the two claims, then the following inequality holds
‖φ(Ψ1, x)−φ(Ψ2, x)‖∞,p = a.s.−max
ω∈Ω
|Ψ1(1,ω )−Ψ2(1,ω )|. (99)
Proof. Let
δΨ=Ψ1−Ψ2, (100)
and
∆= a.s.−max
ω∈Ω
|Ψ1(1,ω )−Ψ2(1,ω )| . (101)
Now, we introduce the normalized displacement δΨ̂, given by:
δΨ̂=
1
∆
(Ψ1−Ψ2) ; (102)
Proposition 4.5 implies that
φ(Ψ1, x)=φ(Ψ2+∆δΨ̂, x)≤φ(Ψ2)+∆φ(δΨ̂, x) (103)
and, since
Ψ2 =Ψ1−∆δΨ̂≤Ψ1+∆|δΨ̂| , (104)
it follows that
φ(Ψ2, x)≤φ(Ψ1+∆|δΨ̂|, x)≤φ(Ψ1)+∆φ(|δΨ̂|, x). (105)
Proposition (95) yields
a.s.−max
ω∈Ω
|δΨ̂| = 1−→‖φ(δΨ̂, x)‖∞,p ≤‖φ(|δΨ̂|, x)‖∞,p = 1, (106)
then we conclude that
−∆≤φ(Ψ1, x; q,ω)−φ(Ψ2, x; q,ω)≤∆ (107)
that ends the proof.
Now, it remains to derive the vector process r (the auxiliary order parameter) that,
together with the process φ, verifies the equation (85), and such as the DDE E (xr) is
a martingale.
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The auxiliary order parameter is derived as follows. In each interval [qn, qn+1],
with 0≤ n≤K , we define a process Jn adapted to the filtration {Fq, q ∈ [qn, qn+1]}, in
such a way:
Jn(q,ω)= E
[
exp
(
xn+1φ(qn+1 ,ω )
) ∣∣∣Fq] , qn ≤ q≤ qn+1. (108)
Since the Wiener functional φ(qn+1 , · ) is bounded, the process Jn is a strictly positive
bounded martingale for q ∈ [qn, qn+1]. By the martingale representation theorem for
the Brownian motion, there exists a unique process Mn in H
p
[qn ,qn+1]
(Ω), for any p ≥ 1,
such as
Jn(q,ω)= Jn(qn,ω)+
∫q
qn
Mn(p,ω) ·dω(p), qn ≤ q≤ qn+1. (109)
Since the process Jn is strictly positive and continuous for all q ∈ [qn, qn+1], we can
appy the Itô formula to the process logJn, with the result that
logJnq (q,ω)=
logJn(qn,ω)+
∫q
qn
1
Jn(p,ω)
Mn(p,ω) ·dω(p)−
1
2
∫q
qn
1
J2n(p,ω)
‖M(p,ω)‖2dp (110)
and thus we get
φ(qnq+1,ω)−φ(q,ω)=
1
xnq
logJnq (qnq ,ω)−
1
xnq
logJnq (q,ω)
=
∫qnq+1
q
1
xnq+1Jnq (p,ω)
Mnq (p,ω) ·dω(p)−
1
2
∫qnq+1
q
xnq+1
x2
nq+1
J2nq (p,ω)
‖Mnq (p,ω)‖
2dp.
(111)
Since xn > 0 for all n>0, then the integrals in the above equation are defined. Put
r(q,ω)=
K∑
n=1
1
xiJi−1(q,ω)
Mi−1(q,ω)1[qi−1,qi )(q) (112)
then the pair (φ, r) satisfies the BSDE (85). Moreover the process r verifies the fol-
lowing remarkable property, that will be crucial for the rest of the section.
Proposition 5.3. For all ω ∈Ω, the process r, given by (112), verifies the following
inequality ∣∣∣∣∫1
0
x(q′)r(x′ ,ω) ·dω(q′)−
1
2
∫1
0
dq′ x2(q′)‖r(q′ ,ω)‖2
∣∣∣∣≤ 2c (113)
that implies:
e−2c ≤ E (xr; q,ω)≤ e2c, ∀ω ∈Ω (114)
The above results implies that the DDE process E (xr) is a true martingale, so the
vector process r is a proper solution of the auxiliary variational problem and identify
an element of the domain set D[0,1](Ω).
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Proof. The proof of the inequality (113) is given by combining the equation (89) with
the inequality (95), we obtain that∣∣∣∣∫1
0
x(q′)r(q′ ,ω) ·dω(q)−
1
2
∫1
0
dq′ x2(q′)‖r(q′ ,ω)‖2
∣∣∣∣= |ζ(r, x;1,ω)|
≤ |Ψ(1,ω) |+
K−1∑
i=0
(xi+1− xi)|φ(qi ,ω) | ≤ 2c.
(115)
It is worth noting that, since the processes Ji−1 and the function x are strictly
positive, and the process Mi is in H
p
[0,1]
(Ω), then the process r is in H
p
[0,1]
(Ω), for any
p ≥ 1. However, the boundedness of the process φ implies a stronger properties for
the process r that is stated in the following proposition.
Proposition 5.4. For every p ∈ [0,∞), there exist a universal constant K p such as
for all the functions x ∈ χ◦, the vector process r, obtained by solving the equation (59),
verifies:
E˜xr
[(∫1
q
dq′‖r(q′,ω)‖2
) p
2
]
≤K p (116)
and
E
[(∫1
q
dq′‖r(q′,ω)‖2
) p
2
]
≤ e2cK p. (117)
We recall that the expectation value E[.] and E˜xr[.] are evaluated by taking the
value of the starting point of the Brownian motion ω(0) fixed. The above inequalities
are to be understood in an almost sure sense with respect the probability measure ν.
The second inequality is a trivial consequence of the first one and Proposition 5.3,
indeed:
E
[(∫1
q
dq′‖r(q′,ω)‖2
) p
2
]
≤ e2cE˜xr
[(∫1
q
dq′‖r(q′,ω)‖2
) p
2
]
. (118)
So, we just prove (116).
Proof. Let (τn,n ∈N) be the sequence of stopping times defined as follows
τn = sup
{
q ∈ [0,1];
∫q
0
dq′ x(q′)2‖r(q′,ω)‖2 ≤ n2
}
(119)
and put inf;= 1. For each n ∈N, we set
rn(q,ω)= r(q,ω)θ(τn− q), (120)
where the function θ is the Heaviside theta function. Since the stochastic integral∫1
0 dq x(q)
2‖r(q,ω)‖2 has a finite expectation, then τn ↑ 1a.s.. We start by proving the
proposition for rn and then we take the limit n→∞.
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Let us define
ζn(α,β;ω)= α
∫τn
0
x(q)r(q,ω) ·dω(q)−
β
2
∫τn
0
dpx(q)2‖r(q,ω)‖2, (121)
where α and β are two real numbers. We have
ζ(r, x;τn,ω)= ζn
(
1
2 ,
1
4 ,ω
)
+ζn
(
1
2 ,
3
4 ,ω
)
≤ ζn
(
1
2 ,
1
4 ,ω
)
+ 12ζ(r, x;τn,ω). (122)
The definition of τn and of the process rn implies that DDE E (xrn/2), is a true strictly
positive martingale, that is
E
[
E
(
1
2 xrn;1,ω
)]
= E
[
eζn(
1
2
, 1
4
,ω)
]
= 1, (123)
so we can consider the Girsanov change of measure from the n−component Wiener
measureW to the equivalent measure W˜xrn /2.
As usual, the symbol E˜xrn /2[
.] will denotes the expectation value with respect the
measure W˜xrn/2 and the process Wxrn /2 is the n−components vector Brownian motion
with respect the measure W˜xrn/2:
Wrn /2(q,ω)=ω(q)−
1
2
∫q
0
dq′x(q′)r(q′,ω). (124)
From a straightforward computation, we get
E˜xrn
[(∫τn
0
dq′‖r(q′,ω)‖2
) p
2
]
≤ E˜ 1
2
xrn
[
e
1
2
ζ(r,x;τn ,ω)
(∫τn
0
dq′ ‖r(q′,ω)‖2
∣∣∣∣)
p
2
]
. (125)
and Hölder inequality for any p ≥ 1 yields
E˜ 1
2
xrn
[
e
1
2
ζ(r,x;τn ,ω)
(∫1
0
dq′‖rn(q
′,ω)‖2
∣∣∣∣)
p
2
]
≤ E˜ 1
2
xrn
[(∫1
0
dq′‖rn(q
′,ω)‖2
∣∣∣∣)p ]
1
2
E˜ 1
2
xrn
[
eζ(r,x;τn,ω)
]1
2 . (126)
and by Burkholder-Davis-Gundy inequality [14], there exist a universal constant Cp,
depending on p, such as:
E˜ 1
2
xrn
[(∫1
0
dq′‖rn(q
′,ω)‖2
∣∣∣∣)p ]
≤CpE˜ 1
2
xrn
[(
sup
q∈[0,1]
∣∣∣∣∫1
0
dW1
2
rn
(q′,ω)rn(q
′,ω)
∣∣∣∣
)2p]
. (127)
By definition (124) and the stationary equation (59), we have∫q
0
dW1
2
rn
(q′,ω)rn(q
′,ω)
=
∫q
0
dω(q′)rn(q
′,ω)−
1
2
∫q
0
dq′x(q′)‖rn(q
′,ω)‖2
=φ(q)−φ(0). (128)
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By propositions 95 and 114, the inequalities (126) and (127) yield:
E˜xrn
[(∫τn
0
dq′‖r(q′,ω)‖2
) p
2
]
≤
√
Cpe
ccp, ∀n ∈N (129)
that proves the inequality (116) with K p =
√
Cpe
ccp.
The inequality (117) is an immediate consequence of the inequality (114) and
(116).
By proposition 5.4 the H
p
[0,1]
(Ω)−norm of the process r is dominated by a constant
that dose not depends on the POP. This property will play a crucial role in the next
paragraph.
5.2 Extension to continuous POP
In this paragraph we prove the existence of the solution of the BSDE (59) when the
Parisi order parameter is a generic increasing function x ∈ χ. The proof is quite tech-
nical and relies on several intermediate results.
Intuitively, we may proceed by approximating the POP through elements of χ◦.
We show that given a proper sequence of functions in χ◦ that converges uniformly to
a POP x ∈ χ, the sequence of the solutions converges to a solution of the stationary
equation (59) corresponding to x.
To this aim, we need to study the dependence of the processes defined in (93) and
(112) on the corresponding POP. Let us denote by (φ(x),r(x)) the solution of the BSDE
(59) corresponding to a given POP x ∈χ◦.
Note that, since the elements of χ◦ are strictly positive functions, the map χ◦ ∋ x 7→
φ(x) ∈ S
p
[0,1]
(Ω) is continuous and infinitely differentiable. By contrast, a continuous
POP x may be arbitrary close to 0 at q→ 0, so the extension of this property to the
general case is not obvious.
The results in the next proposition allows to compare two process φ(x(1)) and
φ(x(2)), corresponding to the piecewise constant POPs x(0) and x(1).
Proposition 5.5. Let (φ(t),r(t)) be the solutions relating to the Parisi order parameters
x(t) respectively. The next results Consider two POPs x(0) and x(1) in χ◦. Let
δx= x(1)− x(0), (130)
and consider
x(t) = (1− t)x(0)+ tx(1) ∈ χ◦. (131)
Let (φ(t),r(t)) be the solution corresponding to the POP x(t). Then, for all q ∈ [0,1] and
t ∈ [0,1] and almost all ω ∈Ω, the quantity φ(t)(q,ω) is derivable on t and
∂φ(t)(q,ω)
∂t
=
1
2
E˜x(t)r(t)
[∫1
q
dpδx(p)‖r(t)(p,ω)‖2
∣∣∣∣Fq] , (132)
An immediate consequence of the above proposition is:
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Corollary 5.5.1. Given two POPs x(0) and x(1) in χ◦ such as
x(0)(q)≤ x(1)(q),∀q ∈ [0,1] (133)
then
φ(x(0))≤φ(x(1)). (134)
Proof of Proposition 5.5. Let K be the number of discontinuity points 0 = q0 < q1 <
·· ·qK < qK+1 = 1 of the function x
(t).
We start by proving the formula of the first derivative. At q = 1, the random
variable φ(t)(1,.) does not depends on t, that is
∂
∂t
φ(t)(1,ω)=
∂
∂t
Ψ(1,ω)= 0. (135)
For q < 1, we proceed by differentiating the right member of the recursion (94).
The chain rule yields a recursive equation for the derivative of φ(t). For q ∈ [qn, qn+1],
with 0≤ n≤K , we have:
∂
∂t
φ(t)(q,ω)=
∂
∂t
(
1
x(t)(q)
log E
[
exp
(
x(t)(q)φ(t)(qnq+1 ,ω )
)∣∣∣Fq])
=
δx(q)
x(t)(q)
E
[
exp
(
φ(t)(qnq+1 ,ω )
)
φ(t)(qnq+1 ,ω )
∣∣Fq]
E
[
exp
(
x(t)(q)φ(t)(qnq+1 ,ω )
) ∣∣Fq]
−
δx(q)
(x(t)(q))2
log E
[
exp
(
x(t)(q)φ(t)(qnq+1 ,ω )
)∣∣Fq]
+
E
[
exp
(
x(t)(q)φ(t)(qnq+1 ,ω )
)
∂
∂t
φ(t)(qnq+1 ,ω )
∣∣Fq]
E
[
exp
(
x(t)(q)φ(t)(qnq+1 ,ω )
)∣∣Fq] . (136)
Now, the equation (94) implies
E
[
exp
(
x(t)(q)φ(t)(qnq+1 ,ω )
) ∣∣∣Fq]= exp(x(t)n φ(t)(qnq+1 ,ω )) (137)
and
δx(q)
(x(t)(q))2
log E
[
exp
(
x(t)(q)φ(t)(qnq+1 ,ω )
)∣∣∣Fq]= δx(q)
x(t)(q)
φ(t) (q ,ω ) (138)
and, since φ(q,.) is Fq measurable, we have the following identity:
φ(q,ω)= E˜x(t)r(t)
[
φ(t)(q,ω)
∣∣Fq]. (139)
By replacing the above three relations in the equation (136), we finally get
∂φ(t)(q,ω)
∂t
=
δxnq
xtnq
E˜x(t)r(t)
[
φ(t)(qn+1,ω)−φ
(t)(q,ω)
∣∣Fq]+ E˜x(t)r(t) [∂φ(t)(qn+1,ω)∂t
∣∣∣∣Fq] .
(140)
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The solution of the above recursive equation, together with the starting condition
(135), is
∂φ(t)(q,ω)
∂t
=
K∑
n=nq
δxn+1
xt
n+1
E˜x(t)r(t)
[
φ(t)(qn+1,ω)−φ
(t)(qn∧ q,ω)
∣∣Fq]. (141)
Substituting the process φ with the stationary equation for discrete Parisi order pa-
rameter (85), one finds:
δxn
xtn
E˜x(t)r(t)
[
φ(t)(qn+1,ω)−φ
(t)(qn,ω)
∣∣Fqnq ]
=
δxn
xtn
E˜x(t)r(t)
[∫qn+1
qn
dω(q′) · r(q′,ω)−
x
(t)
n
2
∫qn+1
qn
dq′‖r(q′,ω)‖2
∣∣∣∣Fqnq ]
=
δxn
2
E˜x(t)r(t)
[∫qn+1
qn
dq′‖r(q′,ω)‖2
∣∣∣∣Fqnq ] ,
(142)
that proves (132).
From the above results and the proposition 5.4, we deuce that the process ∂tφ
(t) is
almost surely bounded.
Now, we state the most remarkable property of the map χ◦ ∋ x 7→ (φ(x),r(x) ) ∈
S
p
[0,1]
(Ω)
Theorem 5.6. Let x(1) and x(2) be two elements of χ◦. Then, for any p > 1 there exist a
constant K p depending only p such that:
EW
[
sup
q∈[0,1]
∣∣∣φ(x(2); q,ω)−φ(x(1); q,ω)∣∣∣p] 1p ≤K p‖x(2)− x(1)‖∞ (143)
and
EW
[(∫1
0
∥∥∥r(x(2); q,ω)− r(x(1); q,ω)∥∥∥)p] 1p ≤K p‖x(2)− x(1)‖∞. (144)
This implies, in particular, that if two POP x(1) and x(2) are "close to each other”,
then the "level of approximation” of the solutions (φ(x(1),r(x(1)) provided by the solu-
tion (φ(x(2),r(x(2)) depends only by the ‖ · ‖∞−distance between the two POPs. This
result is very important. In fact, any POP in χ is arbitrary close to a POP in χ◦.
Proof. The inequality (5.6) is an immediate consequence of the equation (132) and
the proposition 5.4. Put
δx= x(2)− x(1), δφ=φ(x(2))−φ(x(1)), δr = r(x(2))− r(x(1)). (145)
Sinceφ(x(1)) and φ(x(2)) are bounded and the processes r(x(1)) and r(x(2)) are inH
p
[0,1]
(Ω),
then the process δφ is bounded and δr is in H
p
[0,1]
(Ω).
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We use the same notation of theorem 5.5. Let
x(t)(q)= tx(1)(q)+ (1− t)x(2)(q)∈ χ◦, t ∈ [0,1]. (146)
By theorem 5.5, the process φ(t) is derivable over t, that implies
δφ(q,ω)=
∫1
0
dt
∂φ(t)(q,ω)
∂t
=
1
2
∫1
0
dt E˜x(t)r(t)
[∫1
q
dpδx(p)‖r(t)(p,ω)‖2
∣∣∣∣Fq] (147)
from which it follows that
|δφ(q,ω)| ≤
1
2
∫1
0
dt E˜x(t)r(t)
[∫1
0
dpδx(q′)‖r(t)(q′,ω)‖2
∣∣∣∣Fq] (148)
Since the process δr is in H
p
[0,1]
(Ω), then the process integrated over t in the right-
hand side of the above inequality is a non-negative martingale bounded in Lp with
respect the probability measure W˜r(t) , for all t ∈ [0,1]. As a consequence, Doob inequal-
ity and the proposition 5.4 yield
E˜x(t)r(t)
[(
sup
q∈[0,1]
E˜x(t)r(t)
[∫1
0
dpδx(q′)‖r(t)(q′,ω)‖2
∣∣∣∣Fq]
)p]
≤
(
p
p−1
)p
E˜x(t)r(t)
[(∫1
0
dq′δx(q′)‖r(t)(q′,ω)‖2
)p]
≤
(
p
p−1
)p
(K p‖δx‖∞)
p,
∀t ∈ [0,1] and p > 1
(149)
Combining the above result with the inequalities (148) and the proposition 5.4, and
since the process δφ is bounded, we finally get:
EW
[
sup
q∈[0,1]
|δφ(q,ω)|p
]
≤ EW
[
sup
q∈[0,1]
(∫1
0
dt
∂φ(t)(q,ω)
∂t
)p]
≤ e2c
(
p
2(p−1)
)p
sup
t∈[0,1]
E˜x(t)r(t)
[(∫1
0
dq′δx(q′)‖r(t)(q′,ω)‖2
)p]
≤
(
pK p
2(p−1)
)p
e2c‖δx‖
p
∞,∀p > 1
(150)
that proves the inequality (143), with ap = e
2c/ppK p/(2p−2).
Now we prove that the process δr has the same bound. At q = 1, the process δφ
verifies:
δφ(1,ω)= 0, (151)
and from the two auxiliary stationary equations associated to the POPs x(1) and to
x(2) and the above relation, one gets
0= δφ(1,ω)= δφ(0,ω)+
∫1
0
δr(q,ω) ·dω(q)−
1
2
∫1
0
dqδx(q)‖r2(q,ω)‖
2
−
1
2
∫1
0
dq x(1)(q) (r1(q,ω)+ r2(q,ω)) ·δr(q,ω).
(152)
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By applying the Itô formula to (δφ(1,ω))2, it follows that
(δφ(0,ω))2+2
∫1
0
δφ(q,ω)r(q,ω) ·dω(q)−
∫1
0
dqδx(q)δφ(q,ω)‖r2(q,ω)‖
2
−
∫1
0
dq x(1)(q)δφ(q,ω) (r1(q,ω)+ r2(q,ω) ) ·δr(q,ω)+
∫1
0
dq‖δr2(q,ω)‖
2 = 0.
(153)
All the quantities in the above expression are in L
p
[0,1]
(Ω). We put
∫1
0 dq‖δr2(q,ω)‖
2
on the left-hand side of the equation and the other terms in the right-hand side and
take the absolute value raised to the power p of both side. Using the inequality
|A+B+C+D|p ≤ 4p−1(|A|p+|B|p+|C|p+|D|p) and taking the expectation value, we
gets
EW
[(∫1
0
dq‖δr2(q,ω)‖
2
)p]
≤ I+ II+ III+ IV (154)
where
I= 4p−1EW
[∣∣δφ(0,ω)∣∣2p]≤ 4p−1a2p
2p
‖δx‖
2p
∞ , (155)
II= 2∗8p−1EW
[∣∣∣∣∫1
0
δφ(q,ω)δr(q,ω) ·dω(q)
∣∣∣∣p]
≤ 2
5
2
p−2pp−1(p−1)EW
[(∫1
0
dq
(
δφ(q,ω)
)2
‖δr(q,ω)‖2
) p
2
]
≤ 2
5
2
p−2pp−1(p−1)EW
[(
sup
q∈[0,1]
|δφ(q,ω)|p
)(∫1
0
dq‖δr(q,ω)‖2
) p
2
]
≤ 2
5
2
p−2pp−1(p−1)a
p
2p
‖δx‖
p
∞EW
[(∫1
0
dq‖δr(q,ω)‖2
)p]1/2
,
(156)
III= 4p−1EW
[∣∣∣∣∫1
0
dqδx(q)δφ(q,ω)‖r2(q,ω)‖
2
∣∣∣∣p]
≤ 4p−1EW
[(
sup
q∈[0,1]
|δφ(q,ω)|p
)(∫1
0
dq |δx(q)|‖r2(q,ω)‖
2
)p]
≤ 4p−1EW
[
sup
q∈[0,1]
|δφ(q,ω)|2p
] 1
2
EW
[(∫1
0
dq |δx(q)|‖r2(q,ω)‖
2
)2p] 12
≤ 4p−1a
p
2p e
cK
p
2p‖δx‖
2p
∞
(157)
IV= 4p−1EW
[∣∣∣∣∫1
0
dq x(1)(q)δφ(q,ω) (r1(q,ω)+ r2(q,ω) ) ·δr(q,ω)
∣∣∣∣p]
≤ 4p−1EW
[
sup
q∈[0,1]
|δφ(q,ω)|p
∣∣∣∣∫1
0
dq x(1)(q) (r1(q,ω)+ r2(q,ω) ) ·δr(q,ω)
∣∣∣∣p
]
≤ 4p−1e
c
2K
p/2
2p
a
p
4p
‖δx‖
p
∞EW
[(∫1
0
dq‖δr(q,ω)‖2
)p]1/2
(158)
If we set
X = EW
[(∫1
0
dq‖δr(q,ω)‖2
)p]1/2
(159)
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and combine the above inequalities in , the inequality has the form:
X2 ≤αp‖δx‖
p
∞X +βp‖δx‖
2p
∞ (160)
where αp and βp are two positive constants that depends only on p. That implies
that
X ≤
1
2
(
αp+
√
α2p+4βp
)
‖δx‖
p
∞. (161)
and the proof is ended.
We now present the main result of this paragraph.
Theorem 5.7. Given a POP x ∈ χ, consider a sequence of piecewise constant POPs
(x(k))⊂χ◦, where
‖x(k)− x‖∞ ≤ 2
−k (162)
The sequence of the solutions
(
(φx(k) ,rx(k))
)
converges almost surely and in H
p
[0,1]
(Ω)×
H
p
[0,1]
(Ω) norm to a pair (φ,r) that is a solution of the auxiliary stationary equation
(59) corresponding to the POP x.
Proof. Let us consider the sequence of pairs of non-negative random variables ((Uk,Vk) ),
where
Uk = sup
q∈[0,1]
∣∣φx(k+1)(q,ω)−φx(k)(q,ω)∣∣ (163)
and
Vk =
∫1
0
dq‖rx(k+1)(q,ω)− rx(k)(q,ω)‖
2. (164)
Theorem (5.6) yields:
EW
[
U
p
k
]
≤ ap2
−pk, EW
[
V
p
k
]
≤ bp2
−pk, (165)
consequently
∞∑
k=1
EW
[
U
p
k
]
≤∞,
∞∑
k=1
EW
[
V
p
k
]
≤∞. (166)
from which it is straightforward to obtain that the sequence
(
(φx(k) ,rx(k))
)
converges
in S
p
[0,1]
(Ω)×H
p
[0,1]
(Ω) to a pair (φ,r). Moreover, by Markov inequality and (166), one
gets
W [{ω ∈Ω;Uk > ǫ}]≤
E
[
U
p
k
]
ǫp
≤ ap
(
1
2kǫ
)p
, (167)
and in the same way:
W [{ω ∈Ω;Vk > ǫ}]≤ bp
(
1
2kǫ
)p
, (168)
where W[A] denotes the probability that the event A occurs, according to the proba-
bility measureW.
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By Borel-Cantelli lemma [16], the above two Markov inequalities together with
the convergence results in (166) imply that the sequence
(
(U
p
k
,V
p
k
)
)
converges almost
surely to (0,0) with respect the probability measure W. In particular that implies
that the sequence
(
(φx(k) ,rx(k))
)
converges almost surely to the pair (φ,r). Moreover,
the definition of (Uk) implies that (φx(k) ) converges to φ almost surely uniformly in the
interval [0,1], so the process φ is continuous.
It remains to show that the pair (φ,r) is a solution of the equation (59) correspond-
ing to the POP x. Since the process r is in H
p
[0,1]
(Ω), for any p ≥ 1, then the Itô integral∫1
q dω(q
′) · r(q′,ω) and the integral
∫1
q dq
′x(q′)‖r(q′,ω)‖2 exist and are in S
q
[0,1]
(Ω), for
any q≥ 1. Let
Ik(q;ω)=
∫1
q
dω(q′) · rx(k) (q
′,ω), IIk(q,ω)=
∫1
q
dq′x(k)(q′)‖rx(k)(q
′,ω)‖2 (169)
and
I(q;ω)=
∫1
q
dω(q′) · r(q′,ω), II(q,ω)=
∫1
q
dq′x(q′)‖r(q′,ω)‖2. (170)
Note that Ik, IIk, I and II are not adapted process, so we use the notation (q;ω) instead
of (q,ω). We must prove the almost sure convergence of the sequences (Ik) and (IIk)
to I and II respectively.
Let us define the following non-negative random variables
Gk = sup
q∈[0,1]
|Ik(q;ω)− I(q;ω) | = sup
q∈[0,1]
∣∣∣∣∫1
q
dω(q′) ·
(
rx(k) (q
′,ω)− r(q′,ω)
)∣∣∣∣ (171)
and
Fk = sup
q∈[0,1]
|IIk(q;ω)− II(q;ω) |
= sup
q∈[0,1]
∣∣∣∣∫1
q
dq′
(
x(k)(q′)‖rx(k)(q
′,ω)‖2− x(q′)‖r(q′,ω)‖2
)∣∣∣∣ . (172)
By BDG inequality, there is a positive constant Cp, depending only on p, such as
EW
[
G
p
k
]
≤CpEW
[
V
p/2
k
]
≤Cpbp2
−kp. (173)
Moreover, the inequality (116) yields
EW
[
F
p
k
]
≤ ‖x(k)− x‖
p
∞EW
[(∫1
q
dq′‖r(k)(q′,ω)‖2
)p]
+EW
[(∫1
q
dq′x(q′)‖r(k)(q′,ω)− r(q′,ω)‖2
)p]
≤ 2−ke2c(2c)2+EW
[
V
p/2
k
]
≤ 2−kcp
(174)
where cp is a positive constant depending only on p. As for the sequences (Uk) and
(Vk), the above two inequalities imply that the sequences (Gk) and (Fk) converge
in Lp(W,Ω) and almost surely to 0, so the random variables (Ik) and (IIk) converge
almost surely uniformly in q ∈ [0,1] to I and II respectively, and the proof is ended.
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Finally, we end this section with the following obvious, but important result
Theorem 5.8. The propositions 5.1, 5.4, 5.5 and 5.6 hold for all the allowable POP
x ∈χ. In particular, we have
δφ(x; q′,ω)
δx(q)
= θ(q− q′)E˜xr
[
‖r(q,ω)‖2
∣∣Fq′] . (175)
This result is a straightforward consequence of the convergence result of Theorem
5.7.
By corollary 4.1.1, the above theorem provides some important properties on the
dependence of the Non-Markov RSB expectation Σ(Ψ, x) defined in (3.2).
6 Conclusion
This manuscript expands the results presented in [9] on the full-RSB variational free
energy of the Ising spin glass on random regular graphs. In particular, it provides a
detailed mathematical analysis of the so-called auxiliary variational problem.
We prove that the solution of the auxiliary variational problem is the solution of
a proper backward stochastic differential equation. Finally, we provide the existence
and uniqueness results for such an equation.
Remarkably, for a proper choice of the physical order parameters, the full-RSB
free energy is equivalent to the discrete-RSB free energy, presented in [9].
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