ABSTRACT Many deep-learning character recognition methods have been developed over the past few years. Chinese characters are widely used in many countries; however, the deep-learning-based Chinese character recognition methods are faced with various problems, such as a large amount of data required for training, numerous parameters, and a large consumption of computing resources. Concept learning is a hominine learning approach. Unlike existing deep-learning models, conceptual model learning can be realized by using as little as one sample. This paper is the first to propose a handwritten Chinese character recognition method based on concept learning. Different from the existing image representation-based character recognition methods, the proposed method builds a meta stroke library with prior knowledge, and then, presents a Chinese character conceptual model based on stroke relationship learning using a character stroke extraction method and Bayesian program learning. During character recognition, Monte Carlo Markov chain sampling is utilized to obtain the character generation model for each character conceptual. This generation model can calculate the probability of the target and training characters being the same classification, and thereby determines the classification of the target character. The experimental results indicate that, with the proposed method, the conceptual model of each character can be built for character classification prediction using as few as one character sample. Our approach obtains better performance than the state-of-the-art methods on ICDAR-2013 competition dataset.
I. INTRODUCTION
Character recognition is a popular subject in pattern recognition. Over the past few decades, many researchers have focused on Chinese character recognition [1] - [6] . However, handwritten Chinese character recognition (HCCR) is still challenging for various reasons, including variations in handwriting between different individuals, character similarities, and the large number of characters that must be classified. Handwritten character recognition is complicated and usually contains the following three steps: text line detection and division, character segmentation and extraction from the text line, and character recognition. To address HCCR problems,
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A number of methods have been applied to address character recognition issues over the past few decades [1] . In general, there are two key steps for character recognition: (a) extracting features from the character image and (b) analysis and recognition of the character sequence of a given word component output by the classifier. In both strategies, different computer vision techniques are usually used to process and detect character images. Alternatively, the column pixels are directly used as the features.
Principal component analysis (PCA) is used to extract the character components in fixed-size images [7] , [8] . In a study by Bideault et al. [9] , a histogram of oriented gradients (HOG) was proposed for character feature extraction. Graves and Schmidhuber [10] used the feature extraction of VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ column pixels for the character image, such as the mean, centroid, conversion, and fusion. Pixel features were directly used as the inputs of the character models [11] .
To recognize and analyze handwritten characters, the words must be converted into character sequences. The hidden Markov model (HMM) [8] and connectionist temporal classification (CTC) [12] are the most commonly used methods. The features contained in character images are extracted as the input of the classifier, which is a posteriori estimate based on an artificial neural network (ANN) and Gaussian mixture model (GMM) [13] - [15] . Deep learning has become the most influential model in computer vision and pattern recognition. Many new achievements in character recognition have been made with the application of deep learning [16] , [17] . A cellular neural network (CNN) was used by Jaderberg et al. [16] for the optical character recognition (OCR) of natural scene images. A deep CNN was applied to fixed-dictionary character recognition by Poznanski and Wolf [17] , but the character recognition performance of this method decreased with increasing dictionary size. CNNs have also been successfully applied to Chinese character recognition and exhibited superior performance [18] - [20] . In the most traditional CNN-based Chinese character recognition method, the image of a given character (including handwritten features) is taken as the input of the CNN, and character recognition is realized by means of character image classification. An improved method that enhanced the recognition performance of the CNN which included handwriting changes in the feature image using a spatio-temporal feature composition strategy for characters was developed by Yang et al. [19] . Although the CNN model is superior to traditional methods in character recognition, there are also deficiencies in this image classification-based model: 1) sufficient knowledge of a certain field is required to extract complex image features; 2) large amounts of training data are needed to enhance the model accuracy; and 3) the handwritten strokes of characters must be converted to images.
The recurrent neural network (RNN), especially long short-term memory (LSTM), is an important model in character recognition. With this method, the sequence structures of handwritten characters are processed without knowledge of the field. Various strategies have been used by researchers for character feature extraction and character analysis, and multiple RNN-based character recognition models have been proposed [8] , [21] - [24] . A RNN-HMM hybrid model was developed by Doetsch et al. [8] for handwritten English character recognition. In this method, the HMM was used for data training, while labeled data frames were taken as the input of the RNN. A RNN-based improved model called a multidimensional recurrent neural network (MDRNN) was proposed by Graves and Fernández [21] , which extended the twodimensional property of handwritten images. To address inair handwritten Chinese character recognition, Ren et al. [22] developed an RNN-based end-to-end character recognizer, in which the sequence of handwritten points served as the input, and feature extraction was not required. In a study by Xie et al. [23] , the handwriting extraction method was improved by converting pen-tip trajectories into informative signature feature maps. In addition, a multi-spatialcontext fully convolutional recurrent network (MC-FCRN) was developed to generate a handwriting prediction sequence using the multi-spatial-context in characteristic mapping. RNNs have not only been used for Chinese character recognition. A RNN-based Chinese character generation model that had an end-to-end structure integrating LSTM and a gated recurrent unit (GRU) without knowledge of the particular field was developed by Zhang et al. [24] .
As discussed above, excellent achievements in Chinese character recognition have been made using deep-learning methods. However, whether they are CNN-based, RNNbased, or improved methods, these methods are still deficient. These methods require large amounts of training data and consume significant amounts of computing resources to achieve favorable performances. Model performance can be enhanced by means of data enhancement [25] , however a smaller amount of training data results in reduced model accuracy.
Humans are able to learn new concepts and reasoning from a small sample, which is also known as ''one-shot learning.'' In a study by Ghahramani [26] , a conceptual model framework describing the methods of learning from data using experiential knowledge was proposed. To make the model training and performance closer to the human learning process, a conceptual learning model was put forward by Lake et al. [27] , which was a new hominine learning method that integrated probability distributions with the cognition and learning of the potential rules of the human brain. This was a conceptual model built using the framework of Bayesian program learning (BPL) [27] , which provides the machine with the ability to perform one-shot learning and generalization. A computational model where images were divided into shapes and colors was developed by Ahmed and Bikmal [28] . By calculating the possibility of each category using a Bayesian rule, this model required only one sample to learn from.
Herein, this is the first work on using the concept learning for handwritten Chinese character recognition. In this framework, character concept learning that simulates human learning begins from basic character strokes; thus, character learning is no longer simple end-to-end learning. Instead, the method aims to acquire a conceptual model corresponding to each different character. The model utilizes the strokes composing the character, including the stroke sequence and stroke combination. The contributions of this study are summarized as follows: 1) A concept-learning-based handwritten Chinese character recognition method framework is proposed. The proposed method differs from existing ones, such as CNNs and RNNs. This is the first method, to the best of our knowledge, to focus on handwritten Chinese character recognition using the concept learning. Unlike existing methods, e.g., CNNs and RNNs, this method does not require a large sample size for training. Instead, model training and building is realized with as few as one sample. 2) A stroke-width-and directional-distance-histogram-based Chinese character stroke extraction method are proposed to extract effective strokes by merging redundant feature point in stroke intersection regions.
The rest of this paper is organized as follows. Table 1 introduces the variables and meaning descriptions used in the paper. Section II presents the method for character stroke extraction. Section III describes the construction of the character concept model and recognition method. The proposed method is evaluated with experimental results, and the implementation detail and analysis of the method are also discussed in Section IV. Finally, the outcome of this work is summarized in Section V.
II. CHARACTER STROKE EXTRACTION METHOD
Various stroke representation methods have been proposed in previous works [24] , [29] , [30] , but are rarely concerned with the processing of redundant strokes. Since the character conceptual model is based on the character strokes and the stroke relations, character stroke extraction plays an important role in generating the entire character conceptual model. During stroke extraction procedure, redundant strokes may occur in stroke intersection regions, which will degrade the performance of the model. Thus, we propose the novel stroke extraction method based on the stroke widths and directional distance histograms for the Chinese characters.
For the sake of description, the following terms are defined. As shown in Fig. 1 , the red points are feature points which can be marked as end points and intersection points. The end points are the feature points at the end of the stroke skeleton, such as 1, 2, 3 and 4. While the intersections points occur when several red points merge together, for instance, feature points 5, 6, 7, 8, and 9 are merged into an intersection point 9. Thus, the end points and intersection points are principal points in the extraction of character strokes. The character skeleton can be extracted from the character image after binarization. Based on the positions of the skeleton pixel points and the principal points of skeleton strokes, the stroke linked by the principal points can be extracted.
As shown in Fig. 2 , using XiaoZhuan characters as an example, stroke skeleton distortion will occur at stroke intersections that occur in redundant strokes between these feature points or, in some extreme cases, unreasonable redundant strokes. Redundant strokes can impact the accuracy of the character conceptual model and lead to recognition errors.
To address this issue, a stroke-width and directionaldistance-histogram-based Chinese character stroke extraction method is depicted in Fig. 3 .
A. EXTRACTION OF FEATURE POINT
In the feature point extraction, the input Chinese character image is binarized, followed by single-pixel-wide character skeleton extraction using the thinning method developed by Lam et al. [29] ; this is shown by the green lines in the character area of Fig. 2 . Next, the method proposed by Liu et al. [30] is used to obtain the character skeleton feature points by calculating the eight neighborhood pixel values of the skeleton pixel points. The neighborhood of skeleton pixel point P is shown in Fig. 4 . Supposing that the pixel value of each skeleton pixel point is 1 in the binarized image and 0 in the other areas, the skeleton points complying with (1) are considered to be feature points.
where N (P) means there is only one pixel point with a value of 1 in the neighborhood of the stroke skeleton pixel point P. Such skeleton points are used as end points. N c (P) is calculated using (2), where and point P is considered a feature point.
As shown in Figs. 1 and 2 , a stroke-width-based intersection point acquisition (SWIP) method is proposed to address the problem that there are multiple feature points at one stroke intersection (only one point is actually required) when the aforementioned feature point extraction method is used.
B. STROKE-WIDTH-BASED INTERSECTION POINT ACQUISITION
The stroke-width-based intersection point acquisition method, which is described in Algorithm 1, focuses on the calculation of the Euler distance (d) between neighboring intersection points. When d is smaller than threshold T , the intersection points are merged using the maximum circle method [31] . As shown in Fig. 5 , the stroke width is the transverse width of the stroke segment in which each end point is located based on the angle of the stroke skeleton. The number of character end points (n) is obtained using (1) . To avoid failure in calculating stroke width due to excessively short strokes corresponding to the end point and enhance the calculation accuracy of the angle of the skeleton point, the skeleton segment spline where the skeleton end point is located was smoothed. The skeleton segments where the number of pixel points is smaller than e were interpolated to e pixel points (empirical value e = 10). Skeleton segment splines are shown as yellow curves in − −− → P i1 P ie , − −− → P ie P i2 ← linear interpolate where end point P ie is located 4: calculate angle θ i between − −− → P i1 P ie and − −− → P i1 P i2
calculate stroke width w i as: w i ← 1 2 θ i 6: end for 7: calculate stroke width w of sample character as:
acquire interaction point (x l , y l ) using the maximum circle method 10: 
end if End
The blue spline points that are distances of e/2 and e away from the red point P e (x e , y e ) in the spline curve are selected and denoted as P 1 (x 1 , y 1 ) and P 2 (x 2 , y 2 ), respectively. As shown by the white arrow in Fig. 5 , the angle of point P 1 (x 1 , y 1 ) is the angle (θ ) between vectors − − → P 1 P e = (x e − x 1 , y e − y 1 ) and
. Angle θ is obtained using (3): As shown in Fig. 5 , there is a red line segment that is the angular bisector of θ and is between the edges of the stroke. The length (W ) of this line segment is taken as the width of the stroke in which the current end point is located. As shown in (4), the stroke width (W ) of the sample character can be obtained by taking the average value of all the n end points on the skeleton followed by the same operation.
If the Euler distance (d) between feature points is smaller than threshold T threshold in (4), they are merged into one intersection point using the maximum circle method.
It is necessary to correct the distorted character skeletons after the feature points are merged. If all the feature points are principal points (end points and intersection points) after the feature point extraction, the skeletons between the principal points can be directly acquired as strokes. However, the maximum circles of the feature points in the same stroke crossing region will not intersect if these feature points are too distant from each other. In this case, there will still be multiple unmerged feature points in the stroke crossing region using maximum circle method, which will result in distortion at the stroke intersection. To address this problem, a directionaldistance-histogram-based crossing region location method is proposed in this study.
C. DIRECTIONAL-DISTANCE-HISTOGRAM BASED CROSSING REGION LOCATION
As shown in Fig. 6 , the horizontal and vertical strokes cross in the white region. P f and D Pf are defined as the stroke skeleton intersection point (the red point at the center) and the distance between intersection point P f and the edge point of the stroke along the ρ-th direction, respectively. ρ = 3m, where m is an empirical integer between 0 and 120. The yellow intersection point in Fig. 7 is merged by the previous two red feature points using the SWIP method. Based on the analysis above, the histogram of direction-distance (HODD) of this intersection point can be obtained by taking ρ and D Pf as the horizontal and vertical axes, respectively, as shown in Fig. 8 .
As shown in Figs. 6 and 7, the four intersection edge points used to locate the stroke crossing region correspond to the positions of the four troughs of the histogram in Fig. 8 . The positions of the four troughs are found based on the HODD of the intersection point. The equal neighboring columns of the HODD are deleted first, followed by the identification of the directions corresponding to the positions of the four troughs on the HODD using (5) . t is the serial number of the position of a trough on the HODD. The segmentation point can be located by combining t with the corresponding direction ρ and direction distance D Pf .
The region surrounded by the stroke crossing region segmentation points is represented by the positions of the four troughs in Fig. 8 . This region is the stroke crossing region. The stroke skeletons within this region are deleted. Linear interpolation from the edge of this region to the intersection points is conducted to correct the stroke skeleton distortion in the crossing region. Algorithm 2 illustrates the 
output t = i // t is segmentation point 8: end if 9: end for End The segmentation points in stroke crossing region correspond to the positions of the four troughs in Fig. 8 are shown as the four green points in Fig. 9 . They are connected end to end to circle into the stroke crossing region. The stroke skeletons within this region are deleted. Linear interpolation from the edge of this region to the intersection points is conducted to correct the stroke skeleton distortion in the crossing region. Fig. 10 shows the comparison before and after the correction. The feature points at the stroke intersection are merged without influencing the end points. The skeletons between neighboring principal points serve as the strokes to be extracted, which can be used for follow-up character conceptual modeling and recognition.
III. CHARACTER CONCEPTUAL MODEL BUILDING AND RECOGNITION METHOD
In the concept-learning-based handwritten Chinese character recognition method, the strokes constructing a certain character are extracted using the aforementioned character stroke extraction method. Next, these strokes undergo stochastic traversal to generate different handwriting forms of the character. These different forms are subsequently modeled using BPL. The models with the highest probability are taken as the conceptual model of the Chinese character. During character recognition, the character conceptual model of the training sample is fitted to the target sample. Finally, the classification of the target character is predicted based on the fitting probability. The proposed concept-learning-based HCCR method contains two major steps. One step is character conceptual modeling in which each Chinese character is decomposed into sub-strokes using the character stroke extraction method. This is followed by the conceptual modeling of the training sample based on the stroke and stroke connection relationship. The other step is character classification prediction in which the classification of the training character sample that fits the target sample most closely (probability value) is determined to be the target classification to be predicted by building the target character generation model, as shown in Fig. 11 .
A. CONSTRUCTION OF CHARACTER CONCEPTUAL MODEL
To build the character conceptual model, a reasonable decomposition of the character sample is required until the basic strokes (elements) are obtained. Next, character conceptual models are built based on the strokes, stroke combination sequence, and stroke connection relationships, described as follows:
Step 1: A character meta stroke library is constructed, which includes the basic character strokes s ij = {z ij , x ij , y ij }, stroke sequence, and the relations between various strokes (R). Control point x ij follows a normal distribution P(x ij |z ij ), and scale y ij follows a gamma distribution P(y ij |z ij ), where z ij is the index value of the basic stroke.
Step 2: The strokes and handwriting styles of training character sample I C are extracted. The character image skeleton is thinned first to ensure there is only one pixel point on each point of the strokes. Next, the feature points of the thinned image are calculated. The SWIP and DDHCR are used to handle distorted and redundant strokes, thereby yielding the strokes between principal points. A stochastic traversal of strokes is carried out to generate multiple traversal modes and construct strokes using basic strokes. With multiple traversals, the stroke S i and handwriting forms of the character sample can be obtained. The more times the traversal is conducted, the higher the accuracy of the conceptual model.
Step 3: Breakpoint sampling of the stroke S i is conducted using a greedy algorithm [32] . If the error among the splines of the stroke control points in the traversal process before the fitting and that after the fitting are larger than the threshold, the stroke S i is broken into sub-strokes s ij = {z ij , x ij , y ij }. Considering that the different stroke control points follow a normal distribution and the scales follow a gamma distribution, the probabilities of the broken substrokes in these two distributions are determined. The stroke in the meta stroke library corresponding to the maximum probability is the matched stroke (represented by its index value z ij ). The spline trajectory of the current stroke control points is fit with the trajectory obtained by the previous traversal. If the fitting error is smaller than the threshold, the point-breaking method is correct; otherwise, breakpoint re-sampling is needed until the sub-strokes match with the strokes in the stroke library. All the n i sub-strokes of stroke S i can be obtained using this method. The composition process of n i sub-strokes is obtained using the first-order transition probabilities of various strokes in the meta stroke library, expressed as P(z i ) = P(z i1 ) n i j=2 P(z ij |z i(j−1) ). Thus, the joint probability distribution of S i can be obtained as follows:
Step 4: The parameters of each stroke relation P(R i |ξ i , S 1 , . . . , S i−1 ), including the connection relationship ξ i (along, start, end, and independent), the stroke starting position L i , and the position (τ i ) where strokes are connected, are obtained based on the relevant stroke in the meta stroke library, after the stroke S i is determined.
Step 5: With the combination relationship set to condition R, the conceptual model φ of the training character sample is generated by combining k strokes. The joint probability distribution of the conceptual model φ is calculated as follows:
. k models with the highest probabilities, namely φ 1 , . . . , φ k , are selected as the conceptual models of this character.
Based on the steps above, the conceptual models corresponding to different characters can be built. Essentially, a character conceptual model is a model hierarchically connected by the Bayesian network based on parameters such as the sub-strokes, stroke sequence, and stroke connection relations. In other words, one character corresponds to a unique Bayesian network. When a new character is recognized and classified, the pre-built character Bayesian network is fit to the new character. Since there is a different Bayesian network for each character, the fitting of the target sample will also appear with different joint probability distributions. The character classification with the highest probability is taken as the result of target sample classification. In a one-shot learning task, however, the conceptual model of each classification of Chinese characters can be built using a training sample containing only one Chinese character. The establishment of Chinese character conceptual model is depicted in Algorithm 3.
B. PREDICTION OF CHARACTER CLASSIFICATION
To predict the classification of the target character sample, the generation model can be obtained by fitting the prebuilt character conceptual model to the target character.
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Algorithm 3 Establishment of Chinese Character Conceptual Model
Input:training sample I C Output:character conceptual model φ Begin 1: count number of sample stroke k as: k ← P (k) 2: for i = 1 to k do 3: count number of sample sub-stroke n i as: n i ← P(n i |k) 4: calculate the joint probability distribution of S i as:
acquire stroke relation R as:
. . , S i−1 ) 6: end for 7: build concept model φ as:
. , S i−1 ) End
Next, a Bayesian program learning is used to calculate the probability (training sample I C and target sample I T to the same classification). The character classification with the highest probability is the target classification.
The classification of target sample I T is predicted based on k candidate models built using training sample I C . First, the K ×N Monte Carlo Markov chain (MCMC) [27] samples (φ 11 , . . . , φ 1n , . . . , φ k1 , . . . , φ kn ) of each candidate conceptual model in the training sample I C are calculated. Next, based on the strokes of the target sample I T , the MCMC samples of the candidate conceptual models are generated and fitted to the strokes of target sample I T after parameter adjustment, thereby generating a fitting model ϕ Tk . In this way, the task of predicting the classification of sample I T is converted to one of finding the classification of sample I C that fits to target sample I T with the highest probability, i.e., making the value of P(I T |I C ) the largest. Conceptual models are fitted to target sample I T , the probability models are ϕ T 1 . . . ϕ Tk . The probability P(I T |I C ) represents the possibility of I T and I C being the same classification. The probability that each classification (I 1 , . . . , I c ) is of the same classification as target sample I T is calculated using (6) . The character classification with the highest probability in I C is the classification of target sample I T . Equation (6) is as follows:
Specifically, ϕ Tk is obtained by fitting conceptual model φ k to target sample I T , as shown in (7):
The process of character prediction classification is as follows:
Step 1: The K × N MCMC samples of k candidate conceptual models φ k of training sample I C are calculated.
Step 2: For each MCMC sample φ kn of conceptual model φ k , the starting point and shape of each stroke are traversed while the stroke combination classifications R remain unchanged in target sample I T . The MCMC samples are fitted to target sample I T by sampling relevant parameters and generating fitting models ϕ T 1 , . . . , ϕ Tk .
Step 3: The sampling character global transformation parameters P(A Tk ) are used to make the strokes of fitting model ϕ Tk fall within the stroke range of the target sample as much as possible.
Step 4: The probability of each classification of I 1 , . . . , I c and target sample I T being the same classification is calculated using (6) . The character classification with the highest probability is the target classification.
IV. EXPERIMENT A. DATA DESCRIPTION
Four hundred classifications of XiaoZhuan characters (http://www.ziti123.com/ziti/zhuanshu/) were selected from the standard XiaoZhuan font database as experimental subjects. First, they were downloaded from the XiaoZhuan file in TTF format and the XiaoZhuan characters were exported to the standard character library with BabelMap software. As shown in Fig. 12 , they were stochastically divided into 20 groups. In addition, the handwritten samples provided by 22 participants were collected. In each group, the XiaoZhuan characters in the first row were standard fonts, and those in the second to seventh rows were the corresponding handwritten characters. Twenty standard XiaoZhuan characters served as the training sample, while the corresponding 20 handwritten XiaoZhuan characters were the target sample. The testing and operating environment of this experiment was as follows: processor: Inter Core (TM) i7-7500U CPU running at 2.70 GHz; RAM: 8.00 GB; operating system: Win 10, 64 bit; software, MatLabR2015b.
First, XiaoZhuan samples received pre-processing to ensure all the characters were of the same size i.e. 105 × 105. This was followed by sample image binarization, with the pixel value of the character area set to 1 and that of the blank area set to 0. In the experiment, different handwriting samples in each row belonged to the same character concept. The conceptual model of XiaoZhuan was built by learning the standard XiaoZhuan character. The conceptual learning result was not a simple XiaoZhuan character recognition. Instead, it aimed to obtain a model containing the strokes composing the XiaoZhuan character samples and stroke connection relations. Thus, it was more a model for learning the writing processes of XiaoZhuan characters, thereby predicting target sample classifications with fewer samples (e.g., one sample) by building the Chinese character conceptual models. 
B. RESULTS AND ANALYSIS 1) STROKE EXTRACTION a: PRINCIPAL POINT EXTRACTION
Training sample I C contains the standard XiaoZhuan character images shown in Fig. 13(a) . The pre-treated XiaoZhuan character images were thinned to ensure that there was only one pixel on each point in the image, as shown in Fig. 13(b) . Seven feature points of this training image, including four end points ((21, 34) , (21, 66) , (88, 38), (88, 63)) and the other three feature points ((23, 45), (22, 56) , and (23, 56)) (they represent the positions of pixels in the 105 × 105 matrix), were obtained using the proposed method. Considering that there were redundant feature points, the SWIP and maximum circle method could be used to remove feature point (23, 56) ; therefore, six principal points of the training sample were obtained (Fig. 14) .
b: STROKE SEGMENT EXTRACTION
As shown in Fig. 14 , with the redundant feature points removed, the DDHCR location was determined to delete the stroke skeleton between feature point (22, 56) and redundant point (23, 56) so that it could be reasonably connected to the intersection point. This would facilitate accurate stroke extraction and final acquisition of the stroke skeleton. As shown in Fig. 15 , five stroke segments (marked by different colors) were extracted.
2) CONSTRUCTION OF CONCEPTUAL MODEL FOR TRAINING SAMPLE
For the purpose of handwritten character classification prediction, the character conceptual model was built by learning sample data of multiple specific characters. The concrete concept of this character could be generated by building these conceptual models. In other words, character recognition based on a small sample size could be realized by learning the handwriting form of this character.
a: META STROKE LIBRARY
A stroke could be represented by five control points and the scale parameter. In the meta stroke library, different basic strokes corresponded to different directional control points x ij and scales y ij (control points and scales were subject to normal and gamma distributions, respectively). This process was demonstrated by the first stroke of training character as shown in Fig. 13(a) . The index value of this stroke was seven in the 1212 basic strokes of the meta stroke library. All 10 parameters from the coordinates ((x i , x i+5 )(i = 1, . . . , 5) ) of the five control points of the seventh basic stroke in the meta stroke library and stroke scales y complied with normal and gamma distributions, respectively. Their corresponding parameters are shown in Fig. 16 . 
b: EXTRACTION OF STROKES AND HANDWRITINGS FROM THE CHARACTER TRAINING SAMPLE
Stochastic stroke traversal was carried out after extracting character strokes, and therefore, multiple traversal modes as well as the strokes that were made up of the corresponding sub-strokes of this character were obtained. First, a certain principal point (six in total) was stochastically selected as the starting point of the character trajectory traversal. It was supposed that principal point (21, 34) was the starting point of the traversal. The path between neighboring principal points was obtained. The end point of this path was taken as the new starting point of the traversal. If this new starting point was an end point, however, it suggested that this stroke was complete, and the traversal should be continued by stochastically generating a starting point. Otherwise, this stroke did not end, and the traversal continued with this new starting point until it reached the end point. Meanwhile, different writing sequences and stroke directions were optimized. There were 57 strokes and 75 handwriting forms of this character obtained with multiple traversals. Different handwriting forms might be traversed with the same stroke, as shown in Fig. 17 (the coordinate points represent the positions of stroke pixels in the 105 × 105 matrix).
c: STROKE OPTIMIZATION WITH META STROKE LIBRARY
A greedy algorithm was used to sample each stroke breakpoint, thereby determining whether it was necessary to break the stroke into sub-strokes until they matched with the strokes in the meta stroke library. The first stroke in the previous step is used as an example. To match the stroke specifications in the meta stroke library, stroke smoothing and coordinate transformation were conducted, thereby yielding the two-dimensional coordinates of the five control points ((−57.48,0.07), (−24.84,0.52), (0.00, −43.00), (24.84,0.13), and (57.48,1.34)) and the stroke scale parameter (the distance of the stroke in the Y direction/image size=32/105=0.3048). Subsequently, the probability of each stroke was calculated based on the five control points and scale parameter of this sub-stroke and the probability distribution of the stroke in the meta library. The stroke with the highest probability was selected. Thus, it could be determined that its index value z ij was 7. The distribution that parameters of the seventh stroke were subject to is shown in Fig. 16 . Finally, the spline trajectories generated by the five control points of this sub-stroke were fitted with original trajectories. The fitting error was the mode length of the coordinate of the point corresponding to the two trajectories. Breakpoint re-sampling was not required since the max fitting error was 0.46, which was smaller than the empirical threshold of 3.
All 57 strokes were optimized using the above method, while each stroke was decomposed into the sub-strokes which must be matched with the basic strokes in the meta stroke library.
d: ACQUISITION OF RELATIONSHIP PARAMETER OF EACH STROKE
When each stroke was determined, the relationship parameters (R) between various strokes could be obtained based on the meta stroke library. As shown in Fig. 18 , the relationship parameters (R) between various strokes, including the connection relations between various strokes, the stroke starting positions, and the specific positions where strokes were connected, could be obtained. The connection relations were as follows: the second and third strokes were connected with a sub-stroke of the first stroke in the middle, denoted as ξ 1,2 = Along and ξ 1,3 = Along, respectively. The substrokes of the second and the third strokes were independent, FIGURE 18. Basic character strokes and stroke sequence. TABLE 2. Joint probability distribution (k = 5) of candidate conceptual model.
FIGURE 19.
Five candidate conceptual models.
and were denoted as ξ 2,3 = Independent. The stroke starting points were L 1 = (21, 34). The stroke connection positions were as follows: the i-th stroke was connected to some position of a stroke in the front and were denoted as τ 1,2 = (23, 45) and τ 3,1 = (22, 56), respectively.
e: GENERATION OF THE CHARACTER CONCEPTUAL MODEL
The conceptual model φ for each character consists of k models that are of different writing styles and stroke connection relationships. The concept model was obtained by computing the joint probability distribution of φ. The n = 1 conceptual model was generated for a character when one training process was carried out. The models φ 1 , . . . , φ k (k = 5) with the highest probabilities, as shown in Table 2 , could be selected as the conceptual models of this character, as shown in Fig. 19 (the numbers are stroke sequences and starting positions and different colors indicate different writing sequences).
3) PREDICTION OF CLASSIFICATION FOR TARGET SAMPLE a: TARGET SAMPLE PRE-PROCESSING
The target character is shown in Fig. 20 . The target sample received pre-processing to ensure that all the character sizes were 105 × 105. This was followed by sample image binarization, with the pixel value of the character area set to 1 and that of the blank area set to 0.
b: CONCEPTUAL MODEL MCMC SAMPLING
A total of 5 × 10 sampling samples (φ kn : φ 1,1 , . . . , φ 1,10 , . . . , φ 5,1 , . . . , φ 5,10 ) were obtained by means of MCMC sampling of each of the five candidate conceptual models φ 1 , φ 2 , . . . , φ 5 built, as shown in Fig. 21 . 
c: MCMC SAMPLE-BASED GENERATION MODEL
Each stroke was traversed based on each MCMC sample φ kn . A fitting model ϕ Tk was generated by optimization of the starting point, shape, and scale parameter of each stroke. When the conceptual model was φ 1 , the starting point, shape, and scale parameter of each stroke in conceptual model φ 1 could be transformed based on the target sample, thereby yielding the corresponding generation model ϕ Tk . The generation models ϕ T 1 1 and ϕ T 2 1 are shown in Fig. 22 . stroke of conceptual model φ 1 varied little due to the generation model ϕ T 2 1 . The less the stroke changed, the higher the probability was. In (6) , represents the degree of the approximation between the strokes before and after the fitting. The better the stroke of model ϕ T 2 1 approximated target sample T 2 , the larger P(I T 2 |ϕ T 2 1 ). Therefore, P(I T |I C ) could be maximized only when the training and target samples were of the same classification. As shown in Fig. 23 , the probabilities of target sample T 1 /T 2 and training sample I C could be calculated using (8) and (9), respectively: log(max
log(max
By comparison, the probability that target sample T 2 and the training sample I C fell into the same classification was larger than that of the target sample T 1 and the training sample I C being the same classification. In other words, target sample T 2 was of the same classification as training sample I C . Thus, handwritten character classification prediction was realized.
To verify the effectiveness of the concept learning method in character recognition, the character recognition accuracy were evaluated. Four hundred different standard XiaoZhuan characters were stochastically divided into 20 groups. Each group contained 20 classifications in which there was one standard XiaoZhuan character used as the training sample and five corresponding handwritten XiaoZhuan characters as the target samples. Thus, there were 100 target samples in each group. The experimental results using the proposed method are shown in Fig. 24 .
C. COMPARISON WITH DIFFERENT METHODS
To further demonstrate the performance of our method, we compared the proposed method with the state-of-the-art approaches for their effectiveness on the ICDAR-2013 HCCR competition dataset. The ICDAR-2013 dataset consists of CASIA-OLHWDB1.0 & 1.1 and ICDAR-2013 test set [33] . The ICDAR-2013 test set was sampled from 60 different writers and includes 224,590 samples from 3755 character classes. Some samples of handwritten Chinese characters are shown in Fig. 25 . The experimental results are summarized in Table 3 .
As revealed in results for ICDAR-2013 in Table 3 , the traditional method [6] slightly outperforms the human performance with respect to the accuracy; however, the deeplearning-based approaches surpass the traditional method to a large extent [18] , [19] , [24] , [33] - [35] . The winner of the ICDAR-2011 competition employed a multilayer perceptron (MLP) classifier. Consequently, the prevalent deep-learning methods have dominated the field of HCCR.
The previous work used the path signature feature map and a deep convolutional neural network (CNN) [33] . A better performance (97.64%) was achieved in [34] with domainspecific knowledge and a CNN. However, CNN methods have a particular requirement of transforming the online character handwriting into some image-like representation and generating sufficient extra sampling to improve recognition accuracy. Recently, the best performance was achieved in [24] , which requires a large amount of complex data processing, such as, eliminating redundant points and coordinate normalization. Subsequently, to reduce the complexity of data processing, Ren et al. [35] used a recurrent neural networks (RNN) directly to deal with the raw sequential data by a simple coordinate normalization, which achieves a better performance (97.60%).
We here propose a handwritten Chinese character recognition method that uses concept learning and compare it to these previous methods of HCCR. As shown by the results on ICDAR-2013 in Table 3 , our approach achieves competitive recognition performance with as few as one training sample from the mixed dataset composed of the standard Chinese character database and OLHWDB1.1. In the previous experiments, better recognition performance can be achieved by using the standard Chinese character database alone. To improve the performance, we used the mixed dataset to train the model. Our method builds n = 5 concept models where k is set to 5 for each character during the training process, which means that training samples are augmented and the model performance is also improved. One conceptual model for each character consists of k models φ 1 , . . . , φ k . Subtle differences may exist among these models. Moreover, the more complicated the character samples are, the more differently the models may be built at every training stage. Thus, many conceptual models need to be built to improve the performance. The number of corresponding fitting models increases. Each fitting corresponds to a predictive result of a character. Finally, the recognition results of target characters are obtained by computing the average value of predictive results.
For handwritten Chinese character recognition, our method is advantageous as only one sample is needed to train the model, which is different from the state-of-the-art deeplearning methods which have a requirement of a large amount of data to serve as a training model. Our method has also another competitive characteristic. For previous deep-learning approaches, the test set is nearly identical to the training set in feature distributions. On the contrary, the model for our method is trained by the mixed dataset, and the target characters from handwritten characters of ICDAR-2013 test set are verified. This means our method has more adaptability for new samples and more generalization ability than the other methods. The applicability of our approach is that it can be also used to recognize Latin character, English character, digit as well as various characters, which have a requirement of stroke starting/ending point information.
However, a limitation of our method is that the number of conceptual models will be increased by character complexity to obtain better performance, which will be time-consuming for constructing and fitting these models.
We have also paid attention to IAHCC-UCAS2016 dataset which is an in-air handwritten Chinese character dataset and is applied in previous many research work for character recognition. Each character in the IAHCC-UCAS2016 was written in a single stroke not including any pen-up/pen-down information [25] , [35] , [36] . However, the construction of conceptual model depends on the relationship among strokes which has s requirement of a stroke starting/ending point information. Our stroke extraction approach may be not suitable for use on IAHCC-UCAS2016. When our method is applied to address the problem of character recognition like IAHCC-UCAS2016 dataset, we will develop a new stroke extraction method to obtain strokes with starting/ending point information in future work.
V. CONCLUSION
In this study, we advocate the use of the concept learning for the recognition of handwritten Chinese characters. This work is the first, to the best our knowledge, to propose a handwritten Chinese character recognition approach based on concept learning. In our method, a Chinese character conceptual model was built by using character stroke extraction and Bayesian program learning, and a character generation model for each character conceptual model built by using Monte Carlo Markov Chain sampling during the character recognition. The experimental results show that the proposed method can train the conceptual model for character classification prediction using as few as one character sample. Moreover, our method obtains better performance than the state-of-theart methods on ICDAR-2013 dataset. Yat-sen University. His current research interests include industrial intelligence, process system engineering, product quality control, and process optimal. VOLUME 7, 2019 
