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Abstract
We propose a variational splitting technique for the generalized-α method to solve hyper-
bolic partial differential equations. We use tensor-product meshes to develop the splitting
method, which has a computational cost that grows linearly with respect to the total
number of degrees of freedom for multi-dimensional problems. We consider standard
C0 finite elements as well as smoother B-splines in isogeometric analysis for the spatial
discretization. We also study the spectrum of the amplification matrix to establish the
unconditional stability of the method. We then show that the stability behavior affects
the overall behavior of the integrator on the entire interval and not only at the limits 0
and∞. We use various examples to demonstrate the performance of the method and the
optimal approximation accuracy. For the numerical tests, we compute the L2 and H
1
norms to show the optimal convergence of the discrete method in space and second-order
accuracy in time.
Keywords: generalized-α method, splitting technique, finite element, isogeometric
analysis, spectrum analysis, hyperbolic equation, wave propagation
1. Introduction
The generalized-α method is an implicit method for solving dynamic problems, which
is second-order accurate and provides user-controlled numerical dissipation. Chung and
Hulbert in [5] proposed this method to solve structural dynamics problems in which
the underlying partial differential equations are hyperbolic. The generalized-α method
balances the high and low-frequency dissipation. This algorithm minimizes the low-
frequency dissipation while it maximizes the high-frequency dissipation [5].
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Various methods provide control over dissipation. For example, the Newmark meth-
ods [14] control dissipation, whereas it has high dissipation in the low-frequency region.
Similarly, the θ method [18], the θ1 method [10], and the ρ method proposed by Bazzi
and Anderheggen [2] have high dissipation in the low-frequency region. The generalized-
α method includes the description of the aforementioned these time integrators in a
single framework. Furthermore, particular choices of the free parameters, reduce the
algebraic system resulting from the generalized-α method to those of the HHT-α [9] and
WBZ-α [19] methods.
Splitting techniques approximate the linear systems and to reduce the computation
cost [16]. Reducing the dimension of the matrices resulting from implicit numerical
schemes, [16] and domain decomposition methods [15, Chapter 8] are two examples. In
this work, we use the idea of operator splitting and adapt it to tensor-product approxi-
mations in the context of the classical finite elements and isogeometric analysis for the
spatial discretization. We use splitting methods to reduce the computational cost of this
class of meshes significantly. We solve the multi-dimensional problems with computa-
tional time and storage that grow proportionally to the number of degrees of freedom in
the system. The results reported in [7, 8, 12, 13] show that alternating direction splitting
solvers based on tensor-product provide an overall linear computational cost at every
time step for various problems. In [3], we introduced a variational splitting for parabolic
problems, and herein, we extend the idea to hyperbolic problems. That is, we propose a
splitting for the generalized-α method for hyperbolic equations. We use tensor-product
grids to formulate the variational formulation for multi-dimensional problems. We then
write the d-dimensional formulation as a product of d formulations in each dimension
plus error terms. We refer to these formulations as variationally separable. Based on
the variational separability, we present a splitting technique to solve the resulting linear
systems with a linear computational cost. With sufficient regularity, the approximate so-
lution converges to the exact solution with optimal rates in space and time while reducing
the computational cost significantly.
The rest of this paper is as follows. Section 2 describes the hyperbolic problem under
consideration and introduces the particular spatial discretizations to arrive at the matrix
formulations of the problem. Section 3 presents a temporal discretization using the
generalized-α method. Therein, we also introduce various splitting methods. Section 4
establishes the stability of the splitting schemes. We show numerically in Section 5 that
the approximate solution converges optimally to the exact solution. We also verify that
the computational cost is linear. Concluding remarks are given in Section 6.
2. Problem statement
Let Ω = (0, 1)d ⊂ Rd, d = 2, 3, be an open and bounded domain. We consider the
wave propagation problem
utt −∆u = f, (x, t) ∈ Ω× ]0, T [,
u = uD, (x, t) ∈ ∂Ω× ]0, T [,
u = d0, (x, t) ∈ Ω, t = 0,
u˙ = v0, (x, t) ∈ Ω, t = 0.
(2.1)
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where ∆ is the Laplacian, f is the forcing function, d0 and v0 are the given initial
displacement and velocity, respectively. We write the hyperbolic equation (2.1) in weak
form. Below, we first discretize this problem in the spatial domain using isogeometric
analysis.
2.1. Spatial semi-discretization
The spatial discretization results in an approximate solution uh(·, t) in the finite-
dimensional space generated by the isogeometric elements for t ≥ 0 as a solution of an
initial value problem written in a system of ordinary differential equations. The matrix
resulting from the wave propagation equation becomes:
MU¨ +KU = F, (2.2)
where M and K are the mass and stiffness matrices, respectively; see, for example, [3]
for the detailed derivations. F is the applied-load vector, which is a given function of
time. U is the vector of displacement unknowns, and superposed dots indicate temporal
differentiation, that is, U˙ and U¨ are the velocity and acceleration vectors, respectively.
2.2. Fully-discrete time-marching scheme
The initial boundary-value problem consists of finding a function U = U(t) which
satisfies (2.2) and the initial conditions
U(0) = U0, U˙(0) = V0, (2.3)
Considering a time marching 0 = t0 < t1 < · · · < tN = T , Un, Vn, and An are given
approximations to U(tn), U˙(tn), and U¨(tn), respectively. Using a Taylor expansion, lin-
ear expressions for Un+1 and Vn+1 are delivered. An+1 is obtained by considering the
equation of (2.2) at the time-step n+ 1.
3. The generalized-α based splitting method
We control the numerical dissipation in the higher frequency regions by using the
generalized-α method [5] which we write as
Un+1 = Un + τvn +
τ2
2
An + τ
2βJAnK, (3.1a)
Vn+1 = Vn + τAn + τγJAnK, (3.1b)
MAn+αm = −KUn+αf + Fn+αf , (3.1c)
with initical conditions
U0 = U(0), V0 = V (0), A0 =M
−1(F0 −KU0), (3.2)
where Fn+αf = F (tn+αf ) and
Wn+αg =Wn + αgJWnK, JWnK =Wn+1 −Wn, W = U, V,A, g = m, f. (3.3)
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We use αm rather than 1 − αm as originally used in [5], which is standard usage (e.g.,
see [1]). The method is second-order accurate in time when
γ =
1
2
+ αm − αf . (3.4)
We selected the parameters as
αm ≥ αf ≥ 1
2
, (3.5)
to achieve unconditional stability. Finally, the user-control of the high-frequency damping
requires the use of the following definitions:
β =
1
4
(1 + αm − αf )2,
αf =
1
1 + ρ∞
,
αm =
2− ρ∞
1 + ρ∞
,
(3.6)
where ρ∞ defines the ratio of the amplitude of the highest frequency in the system after
the first time step. In order to derive our splitting scheme, we perform the following
elimination. From (3.1), (3.4), and (3.5), we have
An+αm = An + αmJAnK, (3.7a)
Vn+αf = Vn + αf (Vn+1 − Vn)
= Vn + αf
(
Vn + τAn + τγJAnK− Vn
)
= Vn + ταfAn + ταfγJAnK, (3.7b)
Un+αf = Un + αf (Un+1 − Un)
= Un + αf
(
Un + τVn +
τ2
2
An + τ
2βJAnK− Un
)
= Un + ταf (Vn +
τ
2
An) + τ
2αfβJAnK, (3.7c)
which we plug into (3.1c) to yield
(
αmM + τ
2αfβK
)
JAnK = Fn+αf −
(
MAn +K
(
Un + ταfVn +
τ2
2
αfAn
))
= Fn+αf −
(
M +
τ2
2
αfK
)
An −
(
ταfK
)
Vn −KUn.
(3.8)
Therefore, we rewrite (3.8) as
αmGJAnK = Fn+αf −
(
M +
τ2
2
αfK
)
An − ταfKVn −KUn, (3.9)
where
G =M + ηK, η =
τ2αfβ
αm
. (3.10)
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Here, after solving (3.9) and obtaining An+1, we calculate Vn+1 using the second equation
in (3.7). We then calculate Un+1 using equation (3.7c) and repeat this procedure at each
step as time marches forward. The overall procedure only requires solving one matrix
problem at each time step; that is, we invert G only once. This matrix has a tensor-
product structure, which allows us to develop splitting schemes. We present and analyze
our splitting schemes as follows.
3.1. Splitting method
For a Galerkin discretization of (2.1) on tensor-product meshes in 2D, we have (for
the derivation, see [3])
M =Mx ⊗My,
K = Kx ⊗My +Mx ⊗Ky, (3.11)
where M ξ and Kξ with ξ = x, y are the 1D mass and stiffness matrices, respectively.
The operator ⊗ is a tensor product. Now, we rewrite
G = (Mx + ηKx)⊗ (My + ηKy)− Tη, (3.12)
where
Tη = η
2Kx ⊗Ky = O(η2). (3.13)
Thus, Tη is of order of O(τ4). Now, to propose our method, we approximate G as
G˜ = (Mx + ηKx)⊗ (My + ηKy). (3.14)
We split the 3D system using a similar argument.
As we show in section 4, using only G˜ on the left-hand side of (3.9) lacks the user-
control on the numerical dissipation and unconditional stability. Thus we substitute K
by an approximation derived from (3.14). To obtain it, we use (3.10) to obtain this
equivalent expression:
K =
1
η
(M + ηK)− 1
η
M. (3.15)
Then, the approximation we use becomes
K ≈ 1
η
(
G˜−M
)
. (3.16)
Now, we rewrite (3.9) as
αmG˜JAnK = Fn+αf −MAn −
1
η
(
G˜−M
)
·
[
τ2αf
2
An + ταfVn + Un
]
. (3.17)
This modification is second-order accurate in time, while it reduces the matrix-
assembly cost for the system as only G˜ is needed. Additionally, the system in (3.17)
provides the user-control on the numerical dissipation. We analyze this method in sec-
tion 4.2. Algorithm 1 summarizes the method .
Remark 1. The solution cost of the linear system with a matrix
(
Mξ + ηKξ
)
−1
, where
ξ = x, y, z, is linear with respect to the number of degrees of freedom (see for example [12,
13]). Therefore, the overall cost to solve the resulting multi-dimensional system is linear
as it consists of two or three linear systems for 2D and 3D problems, respectively.
In the next section, we analyze the method focusing on the stability property and
present its advantages.
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Algorithm 1 Variationally separable splitting for the generalized-α method for 2D hy-
perbolic problems
Set T, τ, ρ∞,M
ξ,Kξ, U0, V0, F0, where M
ξ and Kξ are the mass an stiffness matrices
in ξ direction, where ξ = x, y.
for n = 1 until n = T
τ
do,
Set Rn = Fn+αf −MAn −
1
η
(
G˜−M
)
·
[
τ2αf
2
An + ταfVn + Un
]
.
Reassemble Rn as a matrix representation, which rows and columns belong to
values corresponding to x and y directions.
Solve αm(M
x + ηKx)JA˜nK = Rn for JA˜nK
Solve (My + ηKy)JAnK = JA˜nK for JAnK
Update Vn+1 from An+1 using (3.7b).
Update Un+1 form Vn+1 and An+1 using (3.7c).
end for
4. Spectral analysis
We start the analysis with the standard generalized-αmethod. The following analysis
follows closely the approach introduced in [3, 5]. Throughout this section, we set F = 0.
4.1. The generalized-α method
The standard generalized-α method, combined with (3.9), (3.1a) and (3.1b), results
in the following:

 U
n+1
τV n+1
τ2An+1

 =


I − τ2αf 2J I − τ2α3fJ 12I − α2fR
−τ2γJ I − τ2γαfJ I − γR
−τ2J −τ2αfJ I −R

 ·

 U
n
τV n
τ2An

 , (4.1)
where I is an identity matrix and we denote
J = (αmG)
−1K, R = (αmG)
−1
(
M +
τ2
2
αfK
)
. (4.2)
To study its stability, we spectrally decompose the matrixK with respect toM (c.f., [11])
to obtain:
K =MPΛP−1, (4.3)
where Λ is a diagonal matrix with entries to be the eigenvalues of the generalized eigen-
value problem
Kv = ΛMv (4.4)
and P is the matrix formed by the eigenvectors. We sort the eigenvalues in ascending
order and are listed in Λ, and the j-th column of P is associated with the eigenvalue λj
corresponds to the j-th diagonal entry of Λ.
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Using (4.3) and (3.10), and considering I = PIP−1, we calculate
G−1 = (M + ηK)−1 = (M + ηMPΛP−1)−1
=
(
MP (I + ηΛ)P−1
)
−1
= P (I + ηΛ)−1P−1M−1.
(4.5)
Finally we obtain:
G−1K =
(
P (I + ηΛ)−1P−1M−1
)(
MPΛP−1
)
= P (I + ηΛ)−1ΛP−1,
G−1M =
(
P (I + ηΛ)−1P−1M−1
)
M = P (I + ηΛ)−1P−1.
(4.6)
If we define E = (I + ηΛ)−1, we can rewrite the amplification matrix in (4.1) as:
Ξ =


I − τ2αf 2J I − τ2α3fJ 12I − α2fR
−τ2γJ I − τ2γαfJ I − γR
−τ2J −τ2αfJ I −R


=

P 0 00 P 0
0 0 P




I − τ2 αf 2
αm
EΛ I − τ2 αf 2
αm
EΛ 1
2
+
αf
2
αm
(− E − τ2
2
αfEΛ
)
−τ2 γ
αm
EΛ I − τ2γ αf
αm
EΛ I + γ
αm
(− E − τ2
2
αfEΛ
)
− τ2
αm
EΛ −τ2 αf
αm
EΛ I + 1
αm
(− E − τ2
2
αfEΛ
)



P
−1 0 0
0 P−1 0
0 0 P−1

 .
(4.7)
Thus, we have

 U
n
τV n
τ2An

 =

P 0 00 P 0
0 0 P




I − τ2 αf 2
αm
EΛ I − τ2 αf 2
αm
EΛ 1
2
+
αf
2
αm
(− E − τ2
2
αfEΛ
)
−τ2 γ
αm
EΛ I − τ2γ αf
αm
EΛ I + γ
αm
(− E − τ2
2
αfEΛ
)
− τ2
αm
EΛ −τ2 αf
αm
EΛ I + 1
αm
(− E − τ2
2
αfEΛ
)


n

P
−1 0 0
0 P−1 0
0 0 P−1



 U
0
τV 0
τ2A0

 .
(4.8)
Let us denote the matrix raised to power n by Ξ˜. The method is unconditionally stable
when the spectral radius of this matrix is bound by one. Herein, we omit the analysis
for brevity and state that the method is unconditionally stable for specific values for αm
and αf given in (3.6). We also refer the reader to [3] in which we detailed the analysis.
4.2. Stability of the splitting schemes
Here, we first analyze the scenario of only applying the approximating G˜ and then
the proposed splitting approach. Similarly, we consider the spectral decomposition of
each of the directional matrices Kξ with respect to its directional Mξ and obtain
Kξ =MξPξDξP
−1
ξ , (4.9)
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where Dξ is a diagonal matrix with entries being the eigenvalues of the generalized
eigenvalue problem
Kξvξ = λξMξvξ (4.10)
and Pξ is a matrix, with all the columns being the eigenvectors. Herein, ξ = x, y, z
specifies each of the coordinate directions. We state the analysis for 2D splitting and
similarly to the case of generalized-α scheme; we calculate the required terms as follows
(for more details see [3])
G˜−1 = PxExP
−1
x M
−1
x ⊗ PyEyP−1y M−1y ,
G˜−1M =
(
Px ⊗ Py
)
·
(
Ex ⊗ Ey
)
·
(
P−1x ⊗ P−1y
)
,
G˜−1K =
(
Px ⊗ Py
)
·
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)
·
(
P−1x ⊗ P−1y
)
.
(4.11)
where:
Eξ = (I + ηDξ)
−1, ξ = x, y. (4.12)
If we use the following identity:
I = PxIxP
−1
x ⊗ PyIyP−1y =
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy
)
·
(
P−1x ⊗ P−1y
)
, (4.13)
then, the blocks of the amplification matrix are:
Ξ11 =
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy − τ2αf
2
αm
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)) · (P−1x ⊗ P−1y
)
,
Ξ12 =
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy − τ2αf
3
αm
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)) · (P−1x ⊗ P−1y
)
,
Ξ13 =
(
Px ⊗ Py
)
·
(
(
1
2
− α2f )(Ix ⊗ Iy) +
αf
2
αm
(
αm(Ix ⊗ Iy)− E
− τ
2
2
αf
(
ExDx ⊗ Ey + Ex ⊗ EyDy
))) · (P−1x ⊗ P−1y
)
,
Ξ21 =
(
Px ⊗ Py
)
·
(
− τ2 γ
αm
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)) · (P−1x ⊗ P−1y
)
,
Ξ22 =
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy − τ2γ αf
αm
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)) · (P−1x ⊗ P−1y
)
,
Ξ23 =
(
Px ⊗ Py
)
·
((
Ix ⊗ Iy − γ
αm
(
Ex ⊗ Ey
)− τ2γ
2αm
αf
(
ExDx ⊗ Ey + Ex ⊗ EyDy
))) · (P−1x ⊗ P−1y
)
,
Ξ31 =
(
Px ⊗ Py
)
·
(
− τ
2
αm
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)) · (P−1x ⊗ P−1y
)
,
Ξ32 =
(
Px ⊗ Py
)
·
(
− τ2 αf
αm
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)) · (P−1x ⊗ P−1y
)
,
Ξ33 =
(
Px ⊗ Py
)
·
(
Ix ⊗ Iy − 1
αm
(
Ex ⊗ Ey
)− τ2
2αm
αf
(
ExDx ⊗ Ey + Ex ⊗ EyDy
)) · (P−1x ⊗ P−1y
)
.
(4.14)
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By denoting ζ = ExDx ⊗ Ey + Ex ⊗ EyDy and E˜ = Ex ⊗ Ey, we write the matrix as:
Ξ =

Px ⊗ Py 0 00 Px ⊗ Py 0
0 0 Px ⊗ Py




I − τ2 αf 2
αm
ζ I − τ2 αf 3
αm
ζ 1
2
I +
αf
2
αm
(− E˜ − τ2
2
αfζ
)
−τ2 γ
αm
ζ I − τ2γ αf
αm
ζ I − γ
αm
E˜ − τ2γ
2αm
αfζ
− τ2
αm
ζ −τ2 αf
αm
ζ I − 1
αm
E˜ − τ2
2αm
αfζ


n

P
−1
x ⊗ P−1y 0 0
0 P−1x ⊗ P−1y 0
0 0 P−1x ⊗ P−1y

 .
(4.15)
The stability of the method follows the same logic as analysis of the generalized-α
method by calculating the spectral radius of:
Ξ˜ =


I − τ2 αf 2
αm
ζ I − τ2 αf 3
αm
ζ 1
2
I +
αf
2
αm
(− E˜ − τ2
2
αf ζ
)
−τ2 γ
αm
ζ I − τ2γ αf
αm
ζ I − γ
αm
E˜ − τ2γ
2αm
αfζ
− τ2
αm
ζ −τ2 αf
αm
ζ I − 1
αm
E˜ − τ2
2αm
αfζ

 . (4.16)
First, by defining σ = τ2Dξ, we consider the two limiting cases for σ: σ → 0 and σ →∞.
In the limit σ → 0, since Dξ is diagonal, Eξ → I and consequently, we have τ2ζ → 0 and
E → I . Hence, Ξ˜ becomes upper triangular and the eigenvalues are obtained as:
λ1 = λ2 = 1, λ3 = 1− 1
αm
. (4.17)
Hence, due to the equal multiplicity with the dimension of the stiffness matrix in 2D, K,
the following condition is required:
αm ≥ 1
2
. (4.18)
In the case of infinite time step, the matrix Ξ˜ becomes:
Ξ˜ =

I I
1
2
I
0 I I
0 0 I

 . (4.19)
Here, we look into the proposed splitting method (3.17) in more detail to discuss its need
to consider the finite time-step sizes. We first show in figure 1 that the largest eigenvalue
for the system with G˜ only used on the left-hand side is not bounded by 1 as T , scaled
by τ2K, grows. If we only split the left-hand side, the largest eigenvalue is not bounded
for finite time steps, while it is bounded for the cases σ → 0 or σ →∞. To address this
unboundedness of the eigenvalue, we propose the splitting introduced in (3.17), which is
unconditionally stable and provides dissipation control to the user even when σ → ∞.
By following a similar argument, we obtain the amplification matrix as:
Ξ˜ =


I − 1
αf
(
I − E˜) E˜ I
2
− β( I
2β
− ( I
2β
− 1)E˜)
− γ
βαf
(
I − E˜) I − γ
β
(
I − E˜) I − γ( I
2β
− ( I
2β
− 1)E˜)
− 1
βαf
(
I − E˜) − 1
β
(
I − E˜) I − ( I
2β
− ( I
2β
− 1)E˜)

 . (4.20)
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Figure 1: Largest eigenvalue of approximating G˜ (on the left) and the proposed splitting (on the right).
For the case of σ → 0, the eigenvalues of amplification matrix (4.20) are
λ1 = 0, λ2 = λ3 = 1. (4.21)
Likewise, for σ →∞, we have
Ξ˜ =


I − I
αf
0 0
− γI
βαf
I − γI
β
I − γI
2β
− I
βαf
− I
β
I − I
2β

 . (4.22)
We show the bounded eigenvalues of (4.20) for the case of T = 1, concluded from the
figure 1 as well as the eigenvalues of (4.22) for various αm and αf . In order to control
0.5 1 1.5 2
m
0.5
1
1.5
f
0 0.2 0.4 0.6 0.8 1
m
=1
0.5 1 1.5 2
m
0.5
1
1.5
f
0 0.2 0.4 0.6 0.8 1
Figure 2: The region for bounded eigenvalues of the splitting method for T = 1 (left) and T → ∞ (right)
.
the high-frequency dissipation, we follow the idea proposed in [5], by expressing the two
parameters αm and αf in terms of the spectral radius ρ∞ of (4.22). By setting each of
the eigenvalues of (4.22) equal to −ρ∞, we state αf = 11+ρ∞ that is the similar to the
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generalized-α method. We also state that αm =
2−ρ∞
1+ρ∞
for ρ∞ ≤ 0.5, and αm = 1 for
0.5 ≤ ρ∞ ≤ 1. Hence, the method is unconditionally stable as well as A-stable by setting
ρ∞ = 0.
Remark 2. The conditions on αm, αf for unconditional stability for the 3D splitting are
the same as for the 2D splitting. The analysis is more involved, but it follows the same
logic. We do not include it for brevity.
Finally, we present the corresponding error estimates. From the above analysis, the
splitting schemes have second-order accuracy in time. Stability and consistency imply the
method’s convergence. Thus, following the classical estimation (see, for example, [17]),
for regular solutions, we have the error estimates
‖unh − u(tn)‖0,Ω ≤ C(u)(hp+1 + τ2),
|unh − u(tn)|1,Ω ≤ C(u)(hp + τ2),
(4.23)
where unh is the approximate solution at time tn and C(u) is a positive constant inde-
pendent of the mesh size h and the time-step size τ .
5. Numerical examples
We now use the splitting methods proposed on several numerical examples to validate
the efficiency and accuracy of the proposed methods. In all cases, we obtain optimal
convergence rates for the spatial and temporal resolutions of the mesh. Additionally, we
show a linear computational cost of the splitting schemes with respect to the total number
of degrees of freedom in the system. Here, we consider the partial differential model
problem (2.1) with the corresponding forcing function, boundary, and initial conditions
derived from an exact solution
u =


u(x, y, t) = sin(pix) sin(piy)
(
sin(
√
2pit) + cos(
√
2pit)
)
, in 2D,
u(x, y, z, t) = sin(pix) sin(piy) sin(piz)
(
sin(
√
3pit) + cos(
√
3pit)
)
, in 3D.
(5.1)
We first validate our linear computation cost estimates. The inversion of the matrix
is the main cost of solving (3.9). Here, the required number of operations for a 1D case
is O(m) as a function of the degrees of freedom m when using Gaussian elimination to
invert the matrix, M + ηK. By adopting the proposed splitting techniques, inversion of
G˜ requires O(mxmy) and O(mxmymz) for the 2D and 3D cases, respectively.
To show the computational cost for the wave propagation problem (2.1) in both
2D and 3D, we refer to figure 3. This figure shows that the required cost for solving
the multi-dimensional matrix problems of the proposed splitting scheme grows linearly
to the total number of degrees of freedom in the system. Herein, as an example, we
use a direct solver that is Gaussian elimination and three settings of the C0 and C1
quadratic elements as well as C2 cubic isogeometric elements for the spatial discretization.
The figure shows linear cost when applying the method for 2D and 3D cases. This
proportionality validates the efficiency of the splitting scheme when solving the resulting
matrix problems. Additionally, this approximation allows the use of direct solvers for
problems of arbitrary dimension.
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Figure 3: The computational cost (linear) of the proposed splitting scheme when using C0 and C1
quadratic elements and C2 cubic isogeometric elements with ρ∞ = 0.5 in 2D (left) and in 3D (right).
In figure 4, we show the L2 norm and H1 semi-norm to study the space convergence
of the methods for displacement for the final time of 0.1 when choosing the fixed time
steps τ = 10−3 and τ = 10−4 for C1 quadratic and C2 cubic elements, respectively.
Additionally, we show that the method can also be used in conjunction with the classical
finite element and delivers the optimal convergence rates, p+1 in L2 norm, and p in H1
norm. Here, the splitting technique delivers the same error as the direct solution of the
generalized-α method for ρ∞ = 0, 0.5, 1. Figure 5 also shows the space convergence of
the velocity for C1 quadratic and C2 cubic isogeometric elements.
Lastly, we provide numerical evidence of the second-order convergence in time for
our method. Figure 6 illustrates L2 norm for the case in which the number of elements
N = 100 × 100 for FEM and IGA with quadratic elements, and N = 64 × 64 for IGA
cubic elements. The final time T is set to be 0.1.
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Figure 4: Space-convergence of the splitting technique as well as generalized-α method for ρ∞ = 0, 0.5, 1
in L2 norm and H1 semi-norm when using p = 2, C1, p = 3, C2 and classical finite elements p = 2, C0
for space discretization.
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Figure 5: Space-convergence of the velocity obtained using the splitting technique and generalized-α
method for ρ∞ = 0, 0.5, 1 in L2 norm and H1 semi-norm when using p = 2, C1, p = 3, C2 for space
discretization.
6. Concluding remarks
We introduce a splitting technique for hyperbolic equations, which model wave prop-
agation and structural dynamics. The method modifies the generalized-α method for
temporal discretization. The proposed splitting method is unconditionally stable and
provides second-order accuracy in time as well as optimal convergence rates in space.
Another essential feature of the schemes is that the cost of solving the resulting algebraic
system is proportional to the total number of degrees of freedom. Hence, the cost of the
overall computation diminishes significantly for multidimensional problems.
These splitting schemes will be extended to higher-order generalized-α methods that
we propose in [4] and [6] as well as phase-field problems and to other time integrators.
These advances will be reported shortly.
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