Abstract-Delay and disruption tolerant networks (DTNs) adopt the store-carry-and-forward paradigm. Each node stores messages in buffer storage and waits for either an appropriate forwarding opportunity or the message's expiration time, i.e., its time-to-live (TTL). There are two key issues that influence the performance of DTN routing: (1) the forwarding policy that determines whether a message should be forwarded to an encountered node and (2) the buffer management policy that determines which message should be sent from the queue in first (i.e., message scheduling) and which message should be dropped when the buffer storage is full. In this paper, we propose a DTN routing protocol to fit well with the considered island scenario in which a source node and a destination node are located at different islands connected by a ferry. Our proposal integrates three features: (1) binary spray; (2) hop-distance-based forwarding; and (3) remaining TTL consideration for message scheduling based on global knowledge regarding the network. We also evaluate our proposed protocol by comparing it with other popular protocols, namely Epidemic as a baseline and PRoPHETv2 that performs well according to our previous study regarding the island scenario. Our simulation results show that our protocol is able to outperform the other routing protocols, drastically reducing overhead and, at the same time, significantly increasing the total size (amount) of delivered messages. Further, comparative results between features (1) and (2) only and our full proposal (i.e., features (1), (2), and (3)) suggest that remaining TTL consideration has a positive impact on performance.
I. INTRODUCTION
Delay and disruption tolerant networks (DTNs) perform well in practice, even though there is no end-to-end path guarantee. To deliver a message from source node to destination node, store-carry-forward-based routing is used [1] ; with this approach, each node has buffer storage to store messages for a long period of time as they await an appropriate forwarding opportunity or until the time-to-live (TTL) expires. In DTNs, due to the large uncertainty of relay node mobility and reachability between relay nodes, delivering a single copy of a message along a single path to the message's destination is very unreliable. Therefore, a multi-copy approach is often used to help make delivery to the destination more reliable; using this approach, a message is duplicated in the network, and those copies are delivered (i.e., spread) along multiple paths to the destination. In the last decade, many routing protocols have been proposed for DTNs, two key issues governing DTN routing are as follows: (1) the forwarding policy that determines whether a message should be forwarded (i.e., copied) to an encountered node and (2) the buffer management policy that determines which message should be sent from the queue (i.e., message scheduling) and which message should be dropped when buffer storage is full. The buffer management policy is important for DTN performance especially during congestion where the resources allocated for forwarding (i.e., transmission bandwidth × contact duration) and for storing are insufficient in relation to the total size (amount) or density of messages to be transferred on the network.
In this paper, we consider DTN message delivery over multiple separated areas in general, then focus on a more specific scenario, i.e., the island scenario, in which a single source node and a single destination node are located on two different islands. Generally, we assume that a limited number of destinations (e.g., servers, gateways, special terminals, etc.) are stationary and located at some areas that are different from the source node's areas. In our previous study, we compared several popular DTN routing protocols via simulation and found that there is no single best routing algorithm for the island scenario in different conditions (e.g., congestion levels) [2] . Therefore, we need to develop a new routing protocol that includes an efficient buffer management (involving message scheduling) to increase the performance of DTNs in the island scenario, especially under congested conditions. We propose a practical scheme by adequately combining known techniques adopted to the island scenario in which the source and destination nodes are located in two separate areas (e.g., islands) connected by limited relay nodes (e.g., a ferry). The ferry periodically shuttles between two islands and is a bottleneck for end-to-end delivery, because it is the only way to convey messages between islands; more specifically, the messages left behind must wait for the next ferry, which may take a substantial amount of time. Further, since the ferry takes time to make the trip, some messages may expire during the trip.
Considering the above bottleneck, we propose a protocol called spray-and hop-distance-based and TTL consideration (SNHD-TTL), which integrates the following three features: (1) binary-spray; (2) hop-distance-based forwarding; and (3) TTL consideration. To deliver each message from the source to the ferry quickly and efficiently, we use binary spray with an appropriate copy limit. To deliver each message from the ferry to the destination quickly and efficiently, we use hop-distancebased forwarding to the destination. To ensure high priority forwarding of messages that will expire if assigned as a low priority, we propose node location-dependent remaining TTLbased message scheduling. To implement such scheduling, we estimate the expected time a message takes to reach its destination depending on its current location, then compare that time with the remaining TTL of the message.
In addition to this introductory section, the rest of this paper is organized as follows. Section II summarizes related study regarding forwarding and buffer management policies. Section III presents our proposed routing protocol. Section IV describes the evaluation scenario. Section V describes our simulation results. Finally, the conclusion and directions for future work are described in Section VI.
II. RELATED STUDIES

A. Forwarding
The forwarding policy determines which messages should be forwarded when two nodes encounter one another. If the number of messages that can be forwarded within a contact duration is enough (i.e., the transmission bandwidth is large enough and/or the contact duration is long enough) and the number of messages that can be stored in a node is sufficient, the simplest, fastest, and most reliable way to deliver messages to the destination is Epidemic routing (EP) [3] , in which messages are spread to all encountered nodes of the network. When two nodes encounter one another, they exchange a list of message IDs and compare those IDs to determine which message is not already in storage in the other node; next, those messages are forwarded to the other node; however, its resource consumption increases significantly as the number of message copies increases. Several studies have focused on trying to reduce resource consumption [4] [5] [6] ; these studies introduced forwarding decisions for controlled flooding, one of the studies using history-based or utility-based routing; results of these studies have shown good performance in comparison with simple flooding. One of the most well-known protocols in this category is the probabilistic routing protocol using history of encounters and transitivity (PRoPHET) [6] .
Spray and Wait (SNW) routers [5] use the capabilities of EP for fast message forwarding and reliability of direct transmission, with a limitation of message copies (i.e., controlled flooding) to decrease the number of message transmissions in the network. The approach here consists of the following two phases: (1) a spray phase, described in Section III-A and (2) a wait phase in which a relay node moves and waits for an opportunity to directly meet up with the destination. Since the wait phase does not perform well in some scenarios, including our island scenario, Spray and Focus (SNF) [5] has been proposed to address this problem; the difference between SNF and SNW is that after the spray phase, SNF uses utilitybased forwarding to improve delivery probability.
Forwarding a message to encountered nodes nearer to its destination (i.e., at a shorter distance) is one of the basic approaches; however, a key issue is how distance to the destination is defined and estimated (e.g., expected number of hops, expected time, expected success probability, etc.). While more sophisticated schemes have been studied and proposed, we adopt a simple hop-distance-based forwarding approach, which we describe in Section III-B. An example of a more sophisticated scheme is presented in [7] , in which a path cost is computed based on the meeting probability of each hop along the destination, and a shortest cost path is selected. As another example, You et al. proposed a hop-count-based heuristic routing protocol for mobile DTNs, which calculates heuristic estimations based on hop count information [12] . In particular, they use a slide-window mechanism and dynamically update the average hop count matrix.
B. Buffer Management
There are two kinds of buffer management policies: how to select messages to be dropped from the buffer storage when the buffer storage is full, and how to select messages to be sent to a contacted next node (i.e., scheduling) in a limited duration of contact with a limited transmission bandwidth. Zhang et al. studied the utilization of traditional buffer management policies, such as drop front (DF) and drop tail (DT); they concluded that the DF policy outperforms DT [8] . Fathima and Wahibanu proposed a buffer management scheme with different queues handling messages at different priorities; when a buffer is full, a message on a low-priority queue is dropped first to create space for a new message [9] . Krifa et al. proposed sophisticated buffer management schemes called global knowledge-based drop and history-based drop [10] ; these approaches use statistical learning to approximate global knowledge, estimating the number of copies of a message. Unfortunately, this method may produce inaccurate results as the number of network nodes increases.
III. SPRAY AND HOP-DISTANCE-BASED ROUTING PROTOCOL
In this paper, we propose a spray-and hop-distance-based with TTL consideration (SNHD-TTL) routing protocol, which is illustrated in Figure 1 . Our protocol combines the following three techniques: (1) binary spray for fast and limited message delivery, with the fast delivery of messages ensuring that the remaining TTL of each message is not decreased too quickly and the limited number of message copies preventing buffer full conditions; (2) hop distance to destination-based forwarding to prevent unnecessary message transmissions, such as forwarding messages to other nodes that have the same location or forwarding messages to another node that cannot reach the destination node; and (3) node location-dependent remaining TTL message scheduling to give priority in the message queue before forwarding to another node; this priority divides the message queue depending on node location and remaining TTL. Here, a high-priority message has a small remaining TTL, but could reach the destination node. The subsections below provide further details regarding each component of this protocol.
A. Binary Spray
To initially spread each newly generated message from its source node to relay nodes while controlling the number of copies, binary spray is introduced in which a copy limit is defined as the permitted number of copies of a message [5] . Each message has initial copy limit L when generated at its source node. For a message with a copy limit of n (n >1) stored at node A, whenever node A encounters another node B, that message is forwarded to node B and the message'-s copy limit is changed to half its original value (i.e., n/2) at both nodes A and B. For messages with a copy limit of 1 stored at node A, hop distance-based forwarding is performed (described next). 
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B. Hop Distance based Forwarding
After the binary spray phase, i.e., when a message with copy limit is 1, we use the hop distance to reach a destination node to determine message forwarding. A node that periodically encounters the destination directly (i.e., a "good" nearest node) has the smallest hop distance value of 1. If a node encounters this nearest node, messages are surely forwarded to this nearest node, and those messages will likely be delivered to the destination later; however, a node that encounters the destination once but never goes back again (i.e., a "bad" nearest node) also has a hop distance value Fig. 3 . Flowchart of the Node Location Dependent Remaining TTL-based Message Scheduling of 1, and thus messages forwarded to this nearest node will never be delivered to the destination. Moreover, since those nearest nodes can move around and contact other nodes in the destination area (i.e., within the destination node's island), the largest hop distance to the destination may eventually become 2 in that area as time proceeds. In future work, we aim to introduce more sophisticated distance management. Figure 2 shows the update process for hop distance at each node, i.e., when node A encounters node B, and if node B is a destination node, node A will reset its hop distance value to 1. The hop distance value will increase by 1 if node B is not a destination node but has a hop distance value and node A does not have a hop distance value. But if node A already has a hop distance value, this method will check the hop distance value, and if the hop distance value of node B is smaller than that of node A, node A will take on the hop distance value of node B, increase it by 1, then update to its hop distance value. The message will then be forwarded to an encountered node only if the node has a lower hop distance to the destination node than its hop distance value.
C. Node Location-Dependent Remaining TTL-based Message Scheduling
Consideration of remaining TTL has been studied in the present study. Krita et al. [10] considered the remaining TTL and developed an optimal joint scheduling and buffer management scheme based on estimated necessary parameters using locally collected statistics by assuming homogeneous and simply modeled mobility. In our proposal, node location is considered to fit in heterogeneous and specific scenarios. Some global knowledge about the network, e.g., the travel and wait times of the ferry and message delivery time statistics, as shown in Figure 4 , are used to define two variables, namely the expected average time for a message to reach its destination (W) and the expected maximum time to reach the destination (W'), both of which are dependent on its location.
• Nodes in island A 
Here, Aavg is the average message delivery time from source to station A, Amax is the maximum message delivery time from source to station A, Bavg is the average message delivery time from station B to the destination node, Bmax is the maximum message delivery time from station A to the destination node, T W is the wait time on the ferry (traveling from station B to station A, including the wait time at the stations), T W avg is the average value of T W , and F T is the duration of time the ferry travels from station A and station B. Figure 3 shows a flowchart of our proposed message scheduling algorithm. Using W and W', the priority of each message in the contact duration is determined as follows: the priority is low if remaining TTL < W, high if W < remaining TTL ≤ W', and middle if W'< remaining TTL. Next, the messages that passed the criteria of the spray phase or the hop distance-based forwarding phase are forwarded to the contacted node in order of its priority. For messages with the same priority, random selection is applied. When buffer storage is full and a new message arrives, a "drop-oldest" policy is used to drop the oldest messages.
IV. EVALUATION SCENARIO
The performance of SNHD-TTL has been evaluated in terms of the total size (amount) of delivered messages, the overhead ratio, and the latency average compared with two popular DTN routing protocols, i.e., EP and PRoPHETv2 (PV2) [4] used The Opportunistic Network Environment [11] . The aim of our simulation study was to understand the impact of combining various techniques (i.e., binary spray, hop distance-based forwarding, and remaining TTL-based message scheduling) on improving the performance of the DTN routing protocol. We also evaluated a version of EP that implemented our message scheduling algorithm in EP called EP-TTL, as well as our proposed protocol without our message scheduling (i.e., SNHD). To find the impact of the number of copies As shown in Figure 5 , we considered a real-life scenario in which two islands, Island A (main) and Island B (small), are connected by a ferry between stations in each node, with buses and cars as relay nodes on each of the islands. The source node was located on the main island, whereas the destination node was located on the small island. We assume large size (amount) of message will be sent from Island A to Island B. Table 1 summarizes the simulation parameters used in our evaluations.
V. SIMULATION RESULTS
A. Total Size of Delivered Message
The total size of delivered messages is defined as the size of the message multiplied by the number of successfully delivered Figure 6(a) shows the total size of delivered messages with a TTL of 240 min. As the total generated size (i.e., the x-axis in the figure) increases, the interval time between message generations decreases, causing increased network congestion. In non-or weakly congested states, the performance of each protocol is similar. Figure 6(b) shows the total size of delivered messages with a TTL of 480 min; this increase of message TTL caused a congested state, since the total size of generated messages was 409.6 MB. It also caused an increase in the total size of delivered messages of SNHD-TTL.
In highly congested states, performance depends on the implemented algorithm in each of the protocols. SNHD-TTL outperformed the other routing protocols since the total size of generated messages was 819.2 MB; further, the priority of message queueing and the forwarding decision based on the hop distance to the destination node affected the message transmission of SNHD-TTL more efficiently as compared with the other routing protocols. The messages with remaining TTL values that predicted whether the destination node can be reached provides a high priority for forwarding in the next contact. For buffer management, we compared EP with EP-TTL and SNHD with SNHD-TTL. For EP-TTL, we found that this method did not significantly improve performance as compared with EP when TTL was 240 min; however, at a TTL value of 480 min, the performance of EP-TTL was better than original EP. Conversely, our proposed message scheduling had an impact on the performance of SNHD, as shown in Figures  6(a) and 6(b) ; more specifically, SNHD-TTL was better as compared with SNHD. Overhead ratio with various total size of generated messages message, which reflects transmission efficiency. The overhead increased as the total generated message size increased, but each protocol behaved differently. With a TTL value of 240 min, the maximum overhead ratio of all routing protocols except for SNHD and SNHD-TTL was about 28 messages, but when TTL was increased to 480 min, the overhead also increased by approximately 55 messages, depending on the algorithm of each protocol. Further, SNHD and SNHD-TTL had lower overhead than the other protocols since the total size of generated messages was 819.2 MB with a TTL value of 240 min and 409.6 MB when TTL was set to 480 min. Our implementation of binary spray, which limited the number of message copies and hop distance-based forwarding for SNHD and SNHD-TTL, decreased the number of copies of each message as compared with the other routing protocols. We also found EP to be the simplest protocol with the highest overhead, while EP-TTL exhibited lower overhead than the original EP in mildly congested states. Further, SNH-TTL had lower overhead than SNHD, which implies the node location-dependent remaining TTL-based message scheduling was effective. Figures 8(a) and 8(b) show the latency average for TTL values of 240 min and 480 min, respectively; the latency average is the average time between message generation at the source and when it is received at the destination. Increasing the message TTL value increased the latency average of all routing protocols. The remaining TTL consideration in message scheduling did not always yield higher priority for younger messages, and hop distance-based forwarding caused some messages to wait longer in the buffer as compared with the random queue implementation of PV2 and EP. Therefore, in several cases, SNHD-TTL exhibited a higher latency than the other protocols. Increasing message TTL from 240 min to 480 min increased the latency average of all routing 
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D. Impact of Varying the Number of copies (L)
As shown in Figures 9(a) and 9(b) , we evaluated the impact of the number of generated message copies (L) on the message delivery performance of SNHD-TTL. Differing L had a significant impact since the size of generated messages totaled 1638.4 MB; note that message delivery for all L values was almost the same from 204.8 MB to 819.2 MB, because the network capacity was large enough for all messages. When a congested state occurred, the larger number of copies caused a decrease in performance, because as L increased, the number of message transmissions also increased. Small L values had better message delivery performance, because small L values cause increases in the hop distance-based forwarding phase; conversely, increasing L yielded small increases in the performance of hop distance-based forwarding.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we proposed the spray and hop distance-based routing protocol with remaining TTL consideration (SNHD-TTL) for message scheduling that integrated three techniques, i.e., binary spray, hop distance-based forwarding, and node location-dependent remaining TTL, to fit an island scenario. In SNHD-TTL, global knowledge regarding the network was also used for TTL-based message scheduling. Applying these combined techniques, we observed that SNHD-TTL outperformed the other evaluated routing protocols. Results also showed that in congested states, a smaller number of message copies was better. For our future work, we aim to consider how to dynamically learn and estimate W and W'in real systems. Such evaluations should be done in new scenarios with multiple sources and destinations. 
