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HOW TO CALCULATE THE FEDOSOV STAR–PRODUCT
(EXERCICES DE STYLE)
OLGA KRAVCHENKO
To the memory of Mosh Flato
Abstract
This is an expository note on Fedosov’s construction of deformation quantization. Given a symplectic
manifold and a connection on it, we show how to calculate the star-product step by step.
We draw simple diagrams to solve the recursive equations for the Fedosov connection and for flat
sections of the Weyl algebra bundle corresponding to functions.
We also reflect on the differences of symplectic and Riemannian geometries.
Key–words: deformation quantization, Weyl algebra, Fedosov quantization
AMS classification (2000): 53D55
1. Deformation quantization of a symplectic manifold
1.1. Fedosov’s idea: Koszul–type resolution.
We consider a deformation quantization of a symplectic manifold (M,ω0) as a deformation of an
algebra of smooth functions on M in the direction of the Poisson bracket [1].
Definition 1.1. Deformation quantization of a symplectic manifold (M,ω0) is an associative algebra
structure on A = C∞(M)[[t]] over C[[t]], called a ∗-product, such that for any a = a(x, t) =∑∞
k=0 t
kak(x) and b = b(x, t) =
∑∞
k=0 t
kbk(x), ak(x), bk(x) ∈ C
∞(M)
1. The product ∗ is local, that is in the ∗-product a(x, t) ∗ b(x, t) =
∑∞
k=0 t
kck(x), the coefficients
ck(x) depend only on ai, bj and their derivatives ∂
αai, ∂
βb with i + j + |α|+ |β| ≤ k.
2. It is a formal deformation of the commutative algebra C∞(M) : c0(x) = a0(x)b0(x).
3. Let {·, ·} be the Poisson bracket of functions, given by a bivector field dual to the form ω0.
There is a correspondence principle:
[a, b] :=
i
t
(a ∗ b− b ∗ a) = {a0(x), b0(x)} + t r(a, b),
where r(a, b) ∈ A.
4. There is a unit: a(x, t) ∗ 1 = 1 ∗ a(x, t) = a(x, t).
Fedosov found a geometric way to perform the deformation quantization [4, 5] (also see [9] for a
comprehensive exposition). The following idea lies behind Fedosov’s construction — a Koszul–type
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resolution is considered for C∞(M)[[t]] :
C∞(M)[[t]]
Q
→ A0
D
→ A1
D
→ A2
D
→ . . . . (1)
It means that cohomology groups of this complex are all zero, and in particular we get C∞(M)[[t]] :=
ImQ ∼= KerD. If each term of the resolution has a noncommutative associative structure and
moreover D respects this structure, then it provides the space C∞(M)[[t]] with a new associative
noncommutative product. Namely, let ◦ : A0 ⊗ A0 → A0 be such a product on A0. Then we get a
product on C∞(M)[[t]] as follows:
a ∗ b = Q−1
(
Q(a) ◦Q(b)
)
. (2)
(D respects the product, so since D is zero on Q(a) and Q(b), it must be zero on Q(a) ◦ Q(b), so
the product is in the kernel of D, that is in the image of Q, and its preimage Q−1 is well defined.)
The product on A0 should also verify certain properties to certify the axioms of the deformation
quantization, so it is a very special resolution.
Fedosov constructs such a resolution by using the differential forms on the manifold with values in
the Weyl algebra bundle (with Moyal-Vey fibrewise product) [4]. The main step then is to find the
differential on it, D, which would respect the algebra structure. This differential is called Fedosov
connection and is obtained by an iteration procedure from a torsion free symplectic connection on
the manifold.
1.2. Weyl algebra of a vector space.
Let E be a vector space with a non–degenerate skew-symmetric form ω. The algebra of polynomials
on E is the algebra of symmetric powers of E∗, S(E∗), and it has a skew-symmetric form on it which
is dual to ω. Let e be a point in E and {ek} denote its linear coordinates in E with respect to some
fixed basis. Then {ek} define a basis in E∗. Let ωkl be the matrix for the skew-symmetric form on
E∗. Let us consider the power series in t with values in S(E∗):
Definition 1.2. The Weyl algebra W (E∗) of a vector space E∗ is an associative algebra
W (E∗) = S(E∗)[[T ]] : a(e, t) =
∑
k≥0
ak(e)t
k,
with the product structure given by the Moyal–Vey product:
a ◦ b(e, h) = exp {−
it
2
ωkl
∂
∂xk
∂
∂zl
} a(x, t) b(z, t)
∣∣∣∣
x=z=e
. (3)
The Lie bracket is defined with respect to this product. We can look at this algebra as at a completion
of the universal enveloping algebra of the Heisenberg algebra on E∗ ⊕ tC, namely, the algebra with
relations
ek ◦ el − el ◦ ek = −itωkl (4)
where ωkl = ω(ek, el) defines a Poisson bracket on E∗.
Let us consider the product of the Weyl algebra and the exterior algebra of the space E∗: W (E∗)⊗
ΛE∗. Let dxk be the basis in ΛE∗ corresponding to ek in W (E∗).
There is a decreasing filtration on the Weyl algebra W (E∗): W0 ⊃ W1 ⊃ W2 ⊃ ... given by the
degree of generators. The generators e’s have degree 1 and t has degree 2:
Wp = {elements with degree ≥ p}.
One can define a grading on W as follows
griW = {elements with degree = i}.
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it is isomorphic to Wi/Wi+1. One can see that the product (3) preserves the grading (since the
relation (4) is homogeneous).
Definition 1.3. An operator on W (E∗) ⊗ ΛE∗ is said to be of degree k if it maps Wi ⊗ ΛE
∗ to
Wi+k ⊗ ΛE
∗ for all i.
Such an operator defines maps griW ⊗ ΛE
∗ to gri+kW ⊗ ΛE
∗ for all i.
Definition 1.4. Derivation on W (E∗)⊗ ΛE∗ is a linear operator which satisfies the Leibnitz rule:
D(ab) = (Da)b+ (−1)a˜D˜a(Db)
where a˜ and D˜ are corresponding degrees. It turns out that all C[[t]]–linear derivations are inner [2].
Lemma 1.5. Any linear derivation D on W (E∗) ⊗ ΛE∗ is inner, namely there exists such v ∈
W (E∗) so that Da =
i
t
[v, a] for any a ∈ W (E∗)
Proof. Indeed, for the generators ∂
∂ek
a = i2t [ωkle
l, a]. So for any derivation one can get a formula:
Da =
i
t
[
1
2
ωkle
kDel, a].
One can define two natural operators on the algebra W (E∗) ⊗ ΛE∗: δ and δ∗ of degree −1 and 1
correspondingly, such that δ is the lift of the “identity” operator
u : ek ⊗ 1→ 1⊗ dxk
and δ∗ is the lift of its inverse. On monomials ei1 ⊗ ...⊗ eim ⊗ dxj1 ∧ ... ∧ dxjn ∈ Wm(E∗)⊗ ΛnE∗
δ and δ∗ can be written as follows:
δ : ei1 ⊗ ...⊗ eim ⊗ dxj1 ∧ ... ∧ dxjn 7→
m∑
k=1
ei1 ⊗ ...êik ...⊗ eim ⊗ dxik ∧ dxj1 ∧ ... ∧ dxjn
δ∗ : ei1 ⊗ ...⊗ eim ⊗ dxj1 ∧ ...dxjn 7→
n∑
l=1
(−1)lejl ⊗ ei1 ⊗ ...⊗ eim ⊗ dxj1 ∧ ...d̂xjl ... ∧ dxjn .
Lemma 1.6. Operators δ and δ∗ have the following properties:
δa = dxl
∂a
∂el
= [−
i
t
ωkl e
kdxl, a], δ∗a = ylι ∂
∂xl
a, δ2 = δ∗2 = 0
On monomials ei1 ⊗ ...⊗ eim ⊗ dxj1 ∧ ... ∧ dxjn from grmW (E
∗)⊗ ΛnE∗
δδ∗ + δ∗δ = (m+ n)Id,
where Id is the identity operator. Any element a ∈ grmW (E
∗)⊗ ΛnE∗ has a decomposition:
a =
1
m+ n
(δδ∗a+ δ∗δa) + a0.
where a0 is a projection of a ∈ W (E
∗)⊗ ΛE∗ to the center of the algebra, that is the summands in
a which do not contain e-s.
4 OLGA KRAVCHENKO
1.3. Symplectic connections (symplectic covariant derivatives).
The term symplectic connection in this section is in fact a symplectic covariant derivative.
Let us consider connections on a manifold M .
Proposition 1.7. Let ω be a skew-symmetric 2-form on TM . Let ∇ be a torsion free connection
preserving this form. Then ω is necessarily closed.
Proof. The skew-symmetry of ω is the following condition: ω(X,Y ) = −ω(Y,X). The connection
∇ is torsion–free when ∇XY −∇YX = [X,Y ]. Suppose such ∇ exists. The connection ∇ preserves
the form ω when ∇ω = 0. This means that for all X,Y, Z ∈ TM :
∇X(ω(Y, Z)) = ω(∇XY, Z) + ω(Y,∇XZ) (5)
Since ω(Y, Z) is a function ∇X(ω(Y, Z)) = Xω(Y, Z). Then,
Xω(Y, Z) − Y ω(X,Z) + Zω(X,Y )
= ω(∇XY, Z)− ω(∇XZ, Y )− ω(∇YX,Z)
+ ω(∇Y Z,X) + ω(∇ZX,Y )− ω(∇ZY,X)
= ω([X,Y ], Z)− ω([X,Z], Y ) + ω([Y, Z], X)
which is exactly the condition dω = 0.
Remark 1.8. Here we want to make an analogy with a Riemannian case. The Riemannian metric is a
symmetric two-form and there is a unique torsion free connection compatible with it (the Levi–Civita
connection).
In symplectic case we deal with a skew-symmetric form. There are many different torsion free
connections preserving the form if the form is closed.
The statement of uniqueness of Levi–Civita connection in the Riemannian case is substituted by the
requirement for the form to be closed in the skew-symmetric setting:
• Symmetric: Torsion–free compatible connection always exists and unique (Levi–Civita con-
nection).
• Skew-symmetric: Torsion–free compatible connection exists if the form is closed and, in
general, not unique.
Here we are mostly interested in the case when M is a symplectic manifold, that is when there is
a symplectic form ω on M (a closed and nondegenerate 2-form on TM).
Definition 1.9. A connection which preserves a symplectic form is called a symplectic connection.
Any connection on a symplectic manifold gives rise to a symplectic connection:
Proposition 1.10. [10] [11]. Let (M,ω) be a symplectic manifold. Then for every connection ∇
there exists a three–tensor S, such that
∇˜ = ∇+ S
is a symplectic connection.
Then for X,Y ∈ TM
∇ˆXY = ∇˜XY −
1
2
Tor(X,Y )
defines a torsion–free connection compatible with the form ω. Here 2–form Tor is the torsion of ∇˜
Tor(X,Y ) = ∇˜XY − ∇˜YX − ∇˜[X,Y ]
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Then S is defined as follows:
SXY =
1
2
{(∇Xω)(Y, .)}
♯,
where ♯ : T ∗M → TM is the inverse to ♭, given by :
♭ : TM → T ∗M
u♭ = ω(u, .) for u ∈ TM.
Symplectic connections form an affine space with the associated vector space A1(M, sp(2n)), the Lie
algebra sp(2n)–valued one-forms on M .
1.4. Weyl algebra bundle and Fedosov’s theorem.
Let M2n be a symplectic manifold with a symplectic form ω. In local coordinates at a point x:
ω = ωkldx
k ∧ dxl.
The symplectic form on a manifold M defines a Poisson bracket on functions on M . For any two
functions a, b ∈ C∞(M):
{a, b} = ωkl
∂a
∂xk
∂b
∂xl
(6)
where (ωkl) = (ωkl)
−1 (as matrix coefficients).
We can define the bundle of Weyl algebras W → M , with the fibre at a point x ∈ M being the
Weyl algebra of the vector space T ∗x M . Let {e
1, ...e2n} be 2n generators in T ∗x M , corresponding to
dxk. The form ωkl defines a pointwise Moyal–Vey product.
The filtration and the grading inW are inherited fromW (T ∗x M) at each point x ∈M . We denote
by Wk the k-th graded component in W :
W = ⊕iW
k
A symplectic connection, ∇, satisfying (5) can be naturally lifted to act on any symmetric power of
the cotangent bundle (by the Leibniz rule). Moreover, since the cotangent bundle T ∗M ∼= W1, we
can lift ∇ to be an operator on sections Γ(M,Wk) with values in Γ(M, T ∗M ⊗Wk). By abuse of
notations this operator is also called ∇.
The connection ∇ preserves the grading, in other words it is an operator of degree zero. It is clear
that in general this connection is not flat: ∇2 6= 0. Fedosov’s idea is that for WM bundle one can
add to the initial symplectic connection some operators not preserving the grading so that the sum
gives a flat connection on the Weyl bundle.
Theorem 1.11. (Fedosov.) There is a unique set of operators rk : Γ(M,W
k)→ Γ(M, T ∗M⊗W i+k)
such that
D = −δ +∇+ r1 + r2 + . . . (7)
D2 = 0, and δ∗ri = 0.
There is a one-to-one correspondence between formal series in t with coefficients in smooth functions
C∞(M) and horizontal sections of this connection:
Q : C∞(M)[[t]]→ Γflat(M,WM ). (8)
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Main idea of the proof is to use the following complex:
0→ Γ(M,W)
δ
→ A1(M,W)
δ
→ A2(M,W)
δ
→ . . . , (9)
where An(M,W) denotes C∞–sections of n–form bundle with values in the bundle W ,
Ak(M,W) = Γ(M,ΛkT ∗M ⊗W).
This complex is exact since δ is homotopic to identity by δ∗. For each i the equation for ri has the
form
δ(ri) = function(∇, r1, . . . , ri−1). (10)
However it is not difficult to show that this function is in the kernel of δ hence ri exists.
The noncommutative associative structure on the Weyl bundle determines a ∗–product on func-
tions by the correspondence 2.
In fact, the equation D2 = 0 is just the Maurer–Cartan equation for a flat connection. One can
see the analogy with Kazhdan connection [6] on the algebra of formal vector fields. Notice that
δ = dxk ∂
∂ek
is of degree −1. The flatness of the connection is given by the recurrent procedure,
namely starting from the terms of degree −1 and 0 one can get other terms step by step. While
Kazhdan connection does not have a parameter involved it has the same structure – it starts with
known −1 and 0 degree terms. Other terms are of higher degree and can be recovered one by one.
Let us also mention here that the connection D can be written as a sum of two terms – one is a
derivation along the manifold, the usual differential d, and the other is an endomorphism of a fibre,
let us call it Γ. Since all endomorphisms are inner one can write it as an adjoint action with respect
to the Moyal product. Γ acts adjointly by an operator from Γ(M,W) to Γ(M, T ∗M ⊗W).
D = d+ Γ = d+
i
t
[γ, ·]◦, (11)
where the Lie bracket is the commutator bracket, and γ ∈ Γ(M, T ∗M ⊗ W). Then the equation
D2 = 0 becomes:
dΓ +
1
2
[Γ,Γ]◦ = 0.
The same equation for γ then is as follows:
ω + dγ +
i
t
[γ, γ]◦
2
= 0, (12)
where ω is a central 2–form. This equation states that D2 is given by an adjoint action of a central
element, so it is zero. However it turns out to be very important which exactly form ω is given in the
center by the connectionD. Inner automorphisms of the Weyl algebra are given by the adjoint action
by elements of the algebra (Lemma 1.5). Its central extension gives the whole algebra. Curvature
of Fedosov connection is zero, however its lift to the central extension is nonzero.
Definition 1.12. The characteristic class of the deformation is the cohomology class of the form
[ω] ∈ H2(M)[[t]].
2. Calculations from diagrams.
Fedosov quantization produces the system of recursively defined equations in order to find the
flat connection and then another system for the flat sections of this connection. Fedosov proved that
there are no obstructions to solutions. In what follows we show how to obtain these equations step
by step from diagrams, which present all equations at once. Since there are other situations when
HOW TO CALCULATE THE FEDOSOV STAR–PRODUCT (EXERCICES DE STYLE) 7
one has to solve systems of recursive equations on graded objects we also hope that our presentation
might be useful in some other calculations possibly of completely different origin.
2.1. Fedosov connection.
Let Ap(W i) = Γ(M,ΛpT ∗M ⊗W i). Let us represent the action of
D = −δ +∇+ r1 + r2 + r3 + r4 + . . .
by arrows pointing in directions corresponding to the degree of each component.
Namely, rk : A
0(W i)→ A1(W i+k) is drawn to go from the point corresponding to the level i in
the first column to the point in the second column k rows down: δ goes up one row, ∇ is on the
same level, r1 goes down one level and so on. Same operators act between first and second column.
A2(W i−2) (-2)
A1(W i−1) A2(W i−1) (-1)
A0(W i) A1(W i) A2(W i) (0)
A1(W i+1) A2(W i+1) (1)
A1(W i+2) A2(W i+2) (2)
A1(W i+3) ... (3)
[
[
[
[
[
[
[℄
−δ
w
∇
'
'
'
'
'
'
')
r1











r2
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
46
r3
[
[
[
[
[
[
[℄
−δ
w
∇
'
'
'
'
'
'
')
r1











r2
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
46
r3
[
[
[
[
[
[
[℄
−δ
w
∇
'
'
'
'
'
'
')
r1











[
[
[
[
[
[
[℄
−δ
w
∇
'
'
'
'
'
'
')
r1
[
[
[
[
[
[
[℄
−δ
w
∇
[
[
[
[
[
[
[℄
−δ
Key observation. The curvature is equal to 0 if the connection applied twice to any element
a ∈ Γ(M,W): D2a = 0 is 0 in each degree. In other words: the sum of arrows coming to the second
column A2(W i) should be 0 for every i.
Showing that this is true for any element in A0(W i) = Γ(M,W i) for any i will do.
First two terms, δ of degree −1 and ∇ of degree 0, are known, our purpose is to find the other
terms recursively.
For every degree i we get equations on operators:
• Level (-2): δ2 = 0
• Level (-1): −[δ,∇] = 0
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• Level (0): −[δ, r1] +∇
2 = 0
• Level (1): −[δ, r2] + [∇, r1] = 0
• Level (2): −[δ, r3] + [∇, r2] +
[r1,r1]
2 = 0
• Level (3): −[δ, r4] + [∇, r3] + [r1, r2] = 0
These equations are the graded components of
D2 = (−δ +∇+ [r, .])2 = ∇2 − [δ, r] + [∇, r] + r2 = 0
where r = r1 + r2 + . . . It is solved recursively: in each degree k ≥ 0 one gets an equation involving
only ri with i ≤ k.
Let us show what happens in the first few equations.
Degree −2. The equation is δ2 = 0. It is satisfied by the Lemma (1.6).
Degree −1. Next one is [δ,∇] = 0. It is true by a simple calculation.
For this equation we need that the connection ∇ is torsion–free.
Degree 0. Here is the first nontrivial calculation. We have to find such r1 that −[δ, r1] = ∇
2.
a) Existence. First of all:
[δ,∇2] = [δ,∇]∇−∇[δ,∇]
which is 0 by the previous equation.
There is an operator δ∗ which is a homotopy for δ.
δ∗δ∗ = 0, δδ∗ + δ∗δ = id c (13)
This c is a number of y ’s and dx ’s, for example for a term yi1 . . . yipdxj1 . . . dxjq this number
c = p+ q. Let us put
r1 = δ
∗∇2
then indeed:
[δ, r1] = δ(r1) = δ(δ
∗∇2) = ∇2
and also δ∗r1 = 0.
b) Uniqueness.
Let r′1 = r1 + α, such that δ
∗α = 0. Then α = δ∗β for some β. Hence, δδ∗β = 0, because
δ(r1 + α) = δr1.
From (13) we get that β = δ∗δβ and α = δ∗β = δ∗(δ∗δβ) = 0
Degree 1. [δ, r2] = [∇, r1] gives the equation on the operator r2.
a) Existence. Again we show
[δ, [∇, r1]] = [[δ,∇], r1]− [∇, [δ, r1]] = 0
b) Uniqueness. r2 = δ
∗([∇, r1]) similar to the previous one.
Recursively getting similar equations for rn one finds the Fedosov connection. Here are first few
terms:
D = δ +∇+ δ−1∇2 + δ−1{∇, δ−1∇2}+ . . .
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2.2. Flat sections and the ∗–product.
Series in t with functional coefficients are in one-to-one correspondence with flat sections of Fedosov
connection:
Q : C∞(M)[[t]]→ A0(W )
Fedosov connection maps in a unique way each series
a = a0 + ta1 + t
2a2 + . . .
to a flat section of the Weyl algebra bundle
A = a+A1 +A2 +A3 + . . .
verifying an equation:
δ−1(A− a) = 0.
This last condition makes the operator Q−1 : A0(W ) → C∞(M)[[t]] simple, namely it is just an
evaluation of A ∈ A0(W ) at zero value of coordinates along the fibres W . This condition could be
changed for any other condition fixing the zero section in A0(W ) (see [3]).
The condition of flatness:
DA = 0
can be represented by the fact that for all i sum of operators rk which get to A
1(W i) must be 0. It
again gives a recursive system of equations.
a0 A0(W 0) A1(W 0)
A1 A
0(W 1) A1(W 1)
ta1 +A2 A
0(W 2) A1(W 2)
A3 A
0(W 3) A1(W 3)
t2a2 +A4 A
0(W 4) A1(W 4)
w
∇
'
'
'
'
'
'
'
')
r1













r2
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
46
r3
[
[
[
[
[
[
[
[℄
−δ
w
∇
'
'
'
'
'
'
'
')
r1













r2
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
4
46
r3
[
[
[
[
[
[
[
[℄
−δ
w
∇
'
'
'
'
'
'
'
')
r1













r2
[
[
[
[
[
[
[
[℄
−δ
w
∇
'
'
'
'
'
'
'
')
r1
[
[
[
[
[
[
[
[℄
−δ
w
∇
We notice that all rk kill functions, because rk acts as adjoint operators and functions are in the
center of A0(W ), so rk(ai) = 0. Hence first few equations following from the diagram above are
1. ∇a0 − δA1 = 0
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2. ∇A1 − δ(ta1 +A2) = 0
3. r1A1 +∇(ta1 +A2)− δA3 = 0
4. r2A1 + r1A2 +∇A3 − δ(t
2a2 +A4) = 0
5. r3A1 + r2A2 + r1A3 +∇(t
2a2 +A4)− δA5 = 0
Let dxk be a local frame in T ∗M . Then let the corresponding generators in W be {ek}. Then Ai
are of the form Ak1...kie
k1 . . . eki .
The symplectic connection ∇ locally can be written as:
∇ = dxl
∂
∂xl
+
i
2t
[Γjkldx
lekel, ]
So for the first terms of the flat section corresponding to a = a0 we get:
1. A1 = δ
−1∇a = δ−1da = ∂lae
l
2. A2 = δ
−1∇A1 = δ
−1∇(∂lae
l) = {∂k∂la+ Γkl
l∂ja}e
kel
The first few terms in the ∗–product of two functions a, b ∈ C∞(M) are:
a ∗ b = ab−
it
2
ωkl∂ia∂jb− t
2(∂i∂ja+ Γ
l
kl∂la)ω
imωjn(∂m∂nb+ Γ
k
mn∂kb) + . . .
2.3. Standard example of deformation quantization.
The procedure of deformation quantization requires calculations which are not obvious and most of
the time do not give nice formulas. However in few cases for particular manifolds one can calculate
the ∗–product explicitly. The first trivial example is the quantization of R2n with a standard
symplectic form. Let {x1, . . . , x2n} be a local coordinate system at some point x ∈ R2n. The
Darboux symplectic form in these coordinates is
ω = dxi ∧ dxi+n, 1 ≤ i ≤ n
The standard symplectic form and the trivial connection ∇ = d give an algebra of differential
operators in R2n. Namely, using calculations from the diagrams we get the Fedosov connection to
be:
D = d− δ or in coordinates D = dxk(
∂
∂xk
−
∂
∂ek
).
Flat section of such a connection corresponding to a function a under the quantization map is as
follows
A = a+ ek
∂a
∂xk
+ ekel
∂2a
∂xk∂xl
+ · · · .
We see that it gives a formula for Taylor decomposition of a function a at a point x. In fact the ek
terms can be considered as jets. Then the ∗–product of two flat sections is given by the formula (3).
It is easy to deduce that for two functions a and b the ∗–product is
a ∗ b = exp {−it
∂
∂yk
∂
∂zn+k
}a(y)b(z)|y=z=x
= ab− it
∂a
∂xk
∂b
∂xn+k
+
t2
2
(
∂2a
∂xk∂xl
)(
∂2b
∂xn+k∂xn+l
) + · · · .
(14)
Let us map C∞(R2n) to differential operators on Rn, considered as polynomials on T ∗Rn. Then the
∗–product gives exactly the product of differential symbols.
Remark 2.1. The same scheme actually works for any cotangent bundle T ∗M with the canonical
symplectic form – the quantized algebra of functions on T ∗M is isomorphic to the algebra of differ-
ential operators on M . This observation leads to various types of index theorems [8], also [7],[12].
HOW TO CALCULATE THE FEDOSOV STAR–PRODUCT (EXERCICES DE STYLE) 11
References
[1] F.Bayen, M.Flato, C.Fronsdal, A.Lichnerowicz, D.Sternheimer. Deformation theory and quantization, I,II.
Ann.Phys.111(1978), 61-151.
[2] J.Donin. On the quantization of Poisson brackets, Preprint q-alg/9505028, Int. J. Mod. Phys. A11 (1996) 863.
[3] C.Emmrich, A.Weinstein. The Differential Geometry of Fedosov’s Quantization, Preprint hep-th/9311094.
[4] B.Fedosov. A simple geometric construction of deformation quantization, J.of Diff.Geom. 40 (1994), 213–238.
[5] B.Fedosov. Deformation Quantization and Index Theory, Academie Verlag GmbH, Berlin (1996).
[6] I.M.Gelfand, D.A.Kazhdan, D.B.Fuks. The action of infinite dimensional Lie algebras, Funct. Anal. Appl. 6
(1972), 9–13.
[7] E.Getzler. The Bargmann representation, generalized Dirac operators and the index of pseudodifferential operators
on Rn, Contemporary Math. (Proceedings of conference at Keio University, July 1994).
[8] S.Gutt. An explicit ∗-product on the cotangent bundle of a Lie group, Lett. in Math.Phys. 7 (1983), 249–258.
[9] P.B.A. Lecomte Existence des star-produits selon B.Fedosov, Se´minaire 95.005, Institut de Mathe´matique Uni-
versite´ de Lie`ge (1995).
[10] A.Lichnerowicz. Connexions symplectiques et ⋆–produits invariants, C.R.Acad.Sc.Paris, t.291 (1980), 413–417.
[11] J.E.Marsden, T.Ratiu, G.Raugel. Symplectic connections and the linearization of Hamiltonian systems, Proc. of
Royal Soc. of Edinburgh, 117A (1991), 329–380.
[12] R.Nest, B.Tsygan. Algebraic index theorem for families, Advances in Math. vol.113, No 2 (1995), 151–205.
Institut Girard Desargues UMR 5028, Universit Lyon-I, 43, boulevard du 11 novembre 1918, 69622
Villeurbanne Cedex, France, ok@alum.mit.edu
