In this paper converses of a generalized Jensen's inequality for a continuous field of self-adjoint operators, a unital field of positive linear mappings and real-valued continuous convex functions are studied. New refined converses are presented by using the Mond-Pečarić method improvement. Obtained results are applied to refine selected inequalities with power functions. MSC: 47A63; 47A64
Introduction
Let T be a locally compact Hausdorff space and let A be a C * -algebra of operators on some Hilbert space H. We say that a field (x t ) t∈T of operators in A is continuous if the function t → x t is norm continuous on T. If in addition μ is a Radon measure on T and the function t → x t is integrable, then we can form the Bochner integral T x t dμ(t), which is the unique element in A such that ϕ
T x t dμ(t) = T ϕ(x t ) dμ(t)
for every linear functional ϕ in the norm dual A * .
Assume further that there is a field (φ t ) t∈T of positive linear mappings φ t : A → B from A to another C * -algebra B of operators on a Hilbert space K . We recall that a linear mapping φ : A → B is said to be positive if φ(x) ≥  for all x ≥ . We say that such a field (φ t ) t∈T is continuous if the function t → φ t (x) is continuous for every x ∈ A. Let the C * -algebras include the identity operators and let the function t → φ t ( H ) be integrable with T φ t ( H ) dμ(t) = k K for some positive scalar k. If T φ t ( H ) dμ(t) =  K , we say that a field (φ t ) t∈T is unital. Let B(H) be the C * -algebra of all bounded linear operators on a Hilbert space H. We define bounds of a self-adjoint operator x ∈ B(H) by For an operator x ∈ B(H), we define the operator |x| := (x * x) / . Obviously, if x is selfadjoint, then |x| = (x  ) / .
Jensen's inequality is one of the most important inequalities. It has many applications in mathematics and statistics and some other well-known inequalities are its special cases.
Let f be an operator convex function defined on an interval I. Davis [] proved the socalled Jensen operator inequality
where φ : A → B(K) is a unital completely positive linear mapping from a C * -algebra A to linear operators on a Hilbert space K , and x is a self-adjoint element in A with spectrum in I. Subsequently, Choi [] noted that it is enough to assume that φ is unital and positive. 
where f is an operator convex function.
There is an extensive literature devoted to Jensen's inequality concerning different refinements and extensive results, e.g., see [-]. Mićić et al. [] proved that the discrete version of () stands without operator convexity of f under a condition on the spectra of operators. Recently, Mićić et 
where m x and M x , m x ≤ M x , are the bounds of the operator x = T φ t (x t ) dμ(t) and
If f : I → R is a continuous convex (resp. concave) function provided that the interval I contains all m t , M t , then
holds, where 
Using the Mond-Pečarić method, in [] the following generalized converse of Jensen's operator inequality () is presented Let m x and M x , m x ≤ M x , be the bounds of the self-adjoint operator x = T φ t (x t ) dμ(t) and
and F is bounded.
If f is convex and F is an operator monotone in the first variable, then
F T φ t f (x t ) dμ(t), g T φ t (x t ) dμ(t) ≤ C   K ≤ C K , (  ) http://www.journalofinequalitiesandapplications.com/content/2013/1/353 where constants C  ≡ C  (F, f , g, m, M, m x , M x ) and C ≡ C(F, f , g, m, M) are C  = sup m x ≤z≤M x F k f z + l f , g(z) = sup M-Mx M-m ≤p≤ M-mx M-m F pf (m) + ( -p)f (M), g pm + ( -p)M , C = sup m≤z≤M F k f z + l f , g(z) = sup ≤p≤ F pf (m) + ( -p)f (M), g pm + ( -p)M .
If f is concave, then reverse inequalities are valid in () with inf instead of sup in bounds C  and C.
In this paper, we present refined converses of Jensen's operator inequality. Applying these results, we further refine selected inequalities with power functions.
Main results
In the following we assume that (x t ) t∈T is a bounded continuous field of self-adjoint elements in a unital C * -algebra A with the spectra in [m, M], m < M, defined on a locally compact Hausdorff space T equipped with a bounded Radon measure μ and that (φ t ) t∈T is a unital field of positive linear mappings φ t : A → B between C * -algebras.
For convenience, we introduce abbreviations x and δ f as follows:
where m, M, m < M, are some scalars such that the spectra of
where
To prove our main result related to converse Jensen's inequality, we need the following lemma.
Lemma  Let f be a convex function on an interval I, m, M ∈ I and p
Proof These results follow from [, Theorem , p.] for n = . For the reader's convenience, we give an elementary proof of ().
Using Jensen's inequality and its reverse, we get
Replacing a  and a  by p  and p  , respectively, and putting
which gives the right-hand side of (). Similarly, replacing b  and b  by p  and p  , respectively, and putting a  = a  = p  , A = p  and B =  in (), we obtain the left-hand side of ().
then we have an equality in ().
The main result of an improvement of the Mond-Pečarić method follows.
Lemma  Let (x t ) t∈T , (φ t ) t∈T , m and M be as above. Then
for every continuous convex function f : [m, M] → R, where x and δ f are defined by () and (), respectively.
If f is concave, then the reverse inequality is valid in ().
Proof We prove only the convex case. By using () we get
Then, for any z ∈ [m, M], we can write
By using () we get
, by utilizing the functional calculus to (), we obtain
Applying a positive linear mapping φ t , integrating and using T φ t ( H ) dμ(t) =  K , we get the first inequality in () since
By using that δ f x ≥ , the second inequality in () holds.
We can use Lemma  to obtain refinements of some other inequalities mentioned in the introduction. First, we present a refinement of Theorem . 
If f is convex and F is operator monotone in the first variable, then Proof We prove only the convex case. Then
Using operator monotonicity of F(·, v) in the first variable, we obtain ().
Difference-type converse inequalities
By using Jensen's operator inequality, we obtain that 
If f is concave, then the reverse inequality is valid in () with min instead of max.
Remark  () Obviously,
for every convex function f , every α ∈ R, and m x  K ≤ y ≤ x, where m x is the lower bound of x.
() According to [, Corollary .], we can determine the constant in the RHS of ().
(i) Let f be convex. We can determine the value C α in
as follows:
• if α ≤ , g is convex or α ≥ , g is concave, then
• if α ≤ , g is concave or α ≥ , g is convex, then
(ii) Let f be concave. We can determine the value c α in
• if α ≤ , g is convex or α ≥ , g is concave, then c α is equal to the right-hand side in () with reverse inequality signs; • if α ≤ , g is concave or α ≥ , g is convex, then c α is equal to the right-hand side in () with min instead of max.
Theorem  and Remark () applied to functions f (z) = z p and g(z) = z q give the following corollary, which is a refinement of [, Corollary .].

Corollary  Let (x t ) t∈T be a field of strictly positive operators, let m x and M x , m x ≤ M x , be the bounds of the operator x = T φ t (x t ) dμ(t). Let x be defined by (). (i)
where the constant C α is determined as follows:
(ii) Let p ∈ (, ). Then
where the constant c α is determined as follows: http://www.journalofinequalitiesandapplications.com/content/2013/1/353 
where x and δ f are defined by () and (), respectively, and
Furthermore, if f is strictly convex differentiable, then the boundC K -δ f x satisfies the following condition:
where m x is the lower bound of the operator x. We can determine the valueC in () as follows:
In the dual case, when f is concave, the reverse inequality is valid in () with min instead of max in (). Furthermore, if f is strictly concave differentiable, then the boundC K -δ f x satisfies the following condition:
We can determine the valueC in () with z  , which equals the right-hand side in () with reverse inequality signs.
Example  We give examples for the matrix cases and T = {, }. We put f (t) = t  , which is convex, but not operator convex. Also, we define mappings  ,  : (I) First, we observe an example without the spectra condition (see Figure (a) ). Then we obtain a refined inequality as in (), but do not have refined Jensen's inequality.
 (rounded to three decimal places). We have
(II) Next, we observe an example with the spectra condition (see Figure (b) ). Then we obtain a series of inequalities involving refined Jensen's inequality and its converses. 
Applying Theorem  to f (t) = t p , we obtain the following refinement of [, Corol- 
Corollary  Let (x t ) t∈T be a field of strictly positive operators, let m x and M x , m x ≤ M x , be the bounds of the operator x = T φ t (x t ) dμ(t). Let x be defined by (). Then
where f is convex and g > . Applying Theorem  and Theorem , we obtain the following two refinements of (). Proof We prove only the convex case. Let
Theorem 
and
By using (), we obtain (). Inequality () follows directly from Theorem  by putting
Remark  () Inequality () is a refinement of () since δ f x ≥ . Also, () is a refinement of () since m x ≥  and g >  implies
() Let the assumptions of Theorem  hold. Generally, there is no relation between the right-hand sides of inequalities () and () under the operator order (see Example ).
}, then the following order holds: 
 (rounded to three decimal places). We have
} = .. We remark that there is no relation between matrices in the right-hand sides of equalities () and ().
Remark  Similar to [, Corollary .], we can determine the constant in the RHS of ().
(i) Let f be convex. We can determine the value C in http://www.journalofinequalitiesandapplications.com/content/2013/1/353
Also, we can determine the constant D in
in the same way as the above constant C but without m x . (ii) Let f be concave. We can determine the value c in
• if g is convex, then c is equal to the right-hand side in () with min instead of max;
• if g is concave, then c is equal to the right-hand side in () with reverse inequality signs. Also, we can determine the constant d in 
