Abstract. We develop singular Weyl-Titchmarsh-Kodaira theory for onedimensional Dirac operators. In particular, we establish existence of a spectral transformation as well as local Borg-Marchenko and Hochstadt-Lieberman type uniqueness results. Finally, we give some applications to the case of radial Dirac operators.
Introduction
The main aim of the present paper is to develop singular Weyl-TitchmarshKodaira theory for one-dimensional Dirac operators. Classical Weyl-TitchmarshKodaira theory was originally developed for one-dimensional Schrödinger operators with one regular endpoint and has been extended to a number of other operators including Dirac operators. Moreover, it has been shown by Kodaira [26] , Kac [25] and more recently by Fulton [18] , Gesztesy and Zinchenko [22] , Fulton and Langer [19] , Kurasov and Luger [32] , and Kostenko, Sakhnovich, and Teschl [27] , [28] , [29] , [30] , [31] that many aspects of this classical theory still can be established at a singular endpoint. It has recently proven to be a powerful tool for inverse spectral theory for these operators and further refinements were given by some of us in [9] , [10] , [12] , [13] , [16] , [30] . The analogous theory for one-dimensional Dirac operators is still missing and it is the purpose of the present paper to fill this gap.
As our first main result we establish existence of a spectral measure and the corresponding spectral transform (Theorem 2.3). Furthermore, we prove a local Borg-Marchenko [6, 38] result (Theorem 7.2), which generalizes the classical result whose local version was first established by Clark and Gesztesy [7] . Next, in Section 8, we apply our results to radial Dirac operators. Namely, we show that for this class of Dirac operators the singular Weyl function is a generalized Nevanlinna function (Theorem 8.4) and prove a local Borg-Marchenko result (Theorem 8.6). Finally, we show that in the case of purely discrete spectra the spectral measure uniquely determines the operator (Theorem 9.2) and use this to establish a general Hochstadt-Lieberman-type uniqueness result (Theorem 9.3). An alternate approach using the theory of de Branges spaces will be given in [14] and spectral asymptotics for the singular Weyl functions will be given in [15] .
For closely related research we also refer to [11, 12, 13, 17, 20, 21, 36, 37] .
Singular Weyl-Titchmarsh-Kodaira theory
We will be concerned with Dirac operators in the Hilbert space L 2 (I, C 2 ), where I = (a, b) ⊆ R (with −∞ ≤ a < b ≤ ∞) is an arbitrary interval. To this end we consider the differential expression (2.1)
Here the potential matrix Q(x) is given by (2.2) Q(x) = q el (x)1l + q am (x)σ 1 + (m + q sc (x))σ 3 , σ 1 , σ 2 , σ 3 denote the Pauli matrices (2.3)
and m, q sc , q el , and q am are interpreted as mass, scalar potential, electrostatic potential, and anomalous magnetic moment, respectively (see [47] , Chapter 4). As usual, we require that m ∈ [0, ∞) and that q sc , q el , q am ∈ L 1 loc (I) are real-valued. We don't include a magnetic momentτ = τ + σ 2 q mg (x) since it can be easily eliminated by a simple gauge transformation τ = Γ −1τ Γ, Γ = exp(−i x q mg (r)dr). Let us also mention that there is a gauge transformation which gets rid of q am under some additional assumptions (see [34] , Section 7.1.1).
Finally, if one solution u is known, a second solution v can be found using d'Alembert reduction (cf., e.g., [46, Section 3.4] ). In fact, if τ u = zu, then is also a second solution with W (ṽ, u) = 1.
If τ is in the limit point case at both a and b, then τ gives rise to a unique selfadjoint operator H when defined maximally (cf., e.g., [34] , [49] , [50] ). Otherwise, we fix a boundary condition at each endpoint where τ is in the limit circle case. Explicitly, such an operator H is given by
where
W a (u − , f ) = W b (u + , f ) = 0}, (2.11) with (2.12) W x (f, g) = i f * (x), σ 2 g(x) = f 1 (x)g 2 (x) − f 2 (x)g 1 (x) the usual Wronskian (we remark that the limit W a,b (., ..) = lim x→a,b W x (., ..) exists for functions as in (2.11) ). Here the function u − (resp. u + ) used to generate the boundary condition at a (resp. b) can be chosen to be a nontrivial solution of τ u = 0 if τ is in the limit circle case at a (resp. b) and zero else. Moreover, let c(z, x) and s(z, x) be the solutions of τ u = z u corresponding to the initial conditions c 1 (z, c) = 1, c 2 (z, c) = 0 and s 1 (z, c) = 0, s 2 (z, c) = 1. Then we can define the Weyl solutions
where m ± (z) are the Weyl m-functions corresponding to the base point c and associated with H We refer to the monographs [34] , [49] , [50] for background and also to [47] for further information about Dirac operators and their applications.
For the rest of this section we will closely follow the presentation from [28] . Most proofs can be done literally following the arguments in [28] and hence we will omit them here. Our first ingredient to define an analogous singular Weyl function at a is a system of real entire solutions Θ(z, x) and Φ(z, x) such that Φ(z, x) lies in the domain of H near a and such that the Wronskian satisfies W (Θ(z), Φ(z)) = 1. To this end, we require the following hypothesis, which turns out necessary and sufficient for such a system of solutions to exist. Hypothesis 2.1. Suppose that the spectrum of H D (a,c) is purely discrete. Lemma 2.2. The following properties are equivalent:
There is a real entire solution Φ(z, x), which is non-trivial and lies in the domain of H near a for each z ∈ C. (iii) There are real entire solutions Θ(z, x), Φ(z, x) with W (Θ(z), Φ(z)) = 1, such that Φ(z, x) is non-trivial and lies in the domain of H near a for each z ∈ C.
Given such a system of real entire solutions Θ(z, x) and Φ(z, x), we define the singular Weyl function
) such that the solution lying in the domain of H near b is given by
where α(z) = −W (Φ(z), u + (z)). It is immediate from the definition that the singular Weyl function M (z) is analytic in C\R and satisfies M (z) = M (z * ) * . Note that M (z) will in general not be a Herglotz-Nevanlinna function. However, following literally the argument in [28, Lemma 3.2] , one infers that associated with M (z) is a corresponding spectral measure ρ given by the Stieltjes-Livšić inversion formula
Theorem 2.3. Suppose Hypothesis 2.1 and let the spectral measure ρ be given by (2.17). The mapping
wheref is defined by
is unitary and its inverse
Moreover, U maps H to multiplication by λ. Note that the right-hand sides of (2.19) and (2.21) are to be understood as limits in L 2 (R, dρ) and L 2 (I, C 2 ), respectively.
Corollary 2.4. The sets
are minimal supports for ρ ac , ρ s , ρ pp and ρ, respectively. We could even restrict ourselves to values of λ where the lim sup is a lim (finite or infinite). Moreover, the spectrum of H is given by the closure of Σ, (2.26) σ(H) = Σ, the point spectrum (the set of eigenvalues) is given by Σ p ,
and the absolutely continuous spectrum is given by the essential closure of Σ ac ,
where |Ω| denotes the Lebesgue measure of a Borel set Ω.
Rather than u + (z, x), we will use
For the resolvent we have
is the Green's function of H. We conclude this section with a simple fact concerning the spectral transformation of the Green's function of H which will turn out to be useful later on.
Lemma 2.5. Recall the Green's function
for every x ∈ I and every z ∈ C \ σ(H). Here G i (z, x, .) has to be interpreted as
Proof. First we observe that, by (2.31),
2 ), i = 1, 2, for every x ∈ I and every z ∈ C \ σ(H). Moreover, we have
where the left-hand side is given by (2.30) and the right-hand side can be written as
Hence both sides are equal in L 2 (I, C 2 ) and hence in particular for almost every x ∈ I. Moreover, iff has compact support we can drop the limit and both sides are continuous with respect to x, showing equality for all x ∈ I in this case. Since such f are dense the claim follows.
Differentiating with respect to z, we get: Corollary 2.6. We even have
for every x ∈ I, k ∈ N 0 and z ∈ C \ σ(H).
Proof. We prove the claim by induction. For the case k = 0, (2.35) is just (2.33).
For k = 1 we have
Now suppose (2.35) holds for k = n. Then we have
where Remark 2.7. It is important to point out that a fundamental system Θ(z, x), Φ(z, x) of solutions is not unique and any other such system is given bỹ
where f (z), g(z) are entire functions with f (z) real and g(z) real modulo iπ. The singular Weyl functions are related viã
and the corresponding spectral measure is given by
In particular, the two measures are mutually absolutely continuous and the associated spectral transformations just differ by a simple rescaling with the positive function e −2g(λ) .
Next, the following integral representation shows that M (z) can be reconstructed from ρ up to an entire function.
Theorem 2.8 ([28]
). Let M (z) be a singular Weyl function and ρ its associated spectral measure. Then there exists an entire function g(z) such that g(λ) ≥ 0 for λ ∈ R and e −g(λ) ∈ L 2 (R, dρ). Moreover, for any entire functionĝ(z) such that g(λ) > 0 for λ ∈ R and
where E(z) is a real entire function.
Remark 2.9. Choosing a real entire function g(z) such that exp(−2g(λ)) ∈ L 1 (R, dρ) we see that
for some real entire function E(z). Hence if we choose f (z) = exp(−g(z))E(z) and switch to a new system of solutions as in Remark 2.7, then we see that the new singular Weyl function is a Herglotz-Nevanlinna functioñ
As another consequence we get a criterion when our singular Weyl function is a generalized Nevanlinna function with no nonreal poles and the only generalized pole of nonpositive type at ∞. We will denote the set of all such generalized Nevanlinna functions by N 
In order to identify possible values of k one can try to bound λ −k by linear combi-
by Lemma 2.5. As a final ingredient we will need the following simple lemma on high energy asymptotics of our real entire solution Φ(z, x).
Lemma 2.11. If Φ(z, x) is a real entire solution which lies in the domain of H near a, then for every
and the well-known asymptotics (cf. [7] , [34, Lemma 7.2.1] -in fact this also follows as a special case from Lemma 8.3 below)
we see (2.42) for x 0 = c and x > c. The second component follows similarly from
The case x < x 0 follows after reversing the roles of x 0 and x. Since c is arbitrary, the proof is complete.
Supersymmetry
In this section we want to establish the connection with the standard theory for one-dimensional Schrödinger operators (cf. [28] ) if our Dirac operator is supersymmetric, that is, q el = q sc = 0. In this case we can write our operator as
Here we use A q and a q for the operator and differential expression, respectively. It is straightforward to check (cf. [45, Problem 9.3] ) that A q is closed and that its adjoint is given by
In particular, our operator H is self-adjoint. Note that if τ is in the limit point case at a (or b), then the boundary conditions in (3.3) hold automatically at the corresponding endpoint. However, in the limit circle case the operator H is associated with a specific boundary condition (for instance, in the case when both endpoint are regular, the boundary conditions in (3.3) are precisely the Dirichlet conditions).
A straightforward computation verifies
Here, A * q A q and A q A * q are generalized one-dimensional Schrödinger operators of the type considered in [11, 12] .
Note that in this case τ u = zu is equivalent to
By spectral mapping, (3.4) implies that Hypothesis 2.1 will hold if and only if the corresponding hypothesis holds for A * q A q (or A q A * q ). Consequently, Theorem 8.4 from [12] implies that there is a system of entire solutions φ(ζ, x), θ(ζ, x) for (a q a *
is a corresponding system for our Dirac operator H. Note that since a * q θ(0, x) = 0 the solution Θ(z, x) is indeed entire. Moreover, by Theorem 3.4 of [29] ,
lies in the domain of H near b (here m q (ζ) is the singular Weyl function of A q A * q ). Note that while in [29] we assumed q am ∈ AC(a, b) the results extend to the present situation in a straightforward manner.
We summarize our main findings from this section in the following theorem.
Theorem 3.1. Let our Dirac operator H be given by (3.1). And suppose the spectrum of the Schrödinger-type operator A q A * q is purely discrete when restricted to (a, c). Then H satisfies Hypothesis 2.1 and the singular Weyl function associated with the fundamental system (3.7) is given by
where m q (ζ) is the singular Weyl function of A q A * q . We will use this connection to investigate an illustrative example in the next section.
An example: The unperturbed radial Dirac operator
In this section we completely solve a prototypical example of a Dirac operator with two singular endpoints, namely the unperturbed radial Dirac operator. We will use this explicit example to illustrate some results from the foregoing sections. Additional information about the radial Dirac operator mentioned in this section can be found in [4, 23, 47] . Explicitly, we look at the case where the interval is the positive half-axis and the potential Q(x) is given by
As the case κ < 0 can be reduced to the case κ > 0 by the simple gauge transformation −σ 1 τ σ 1 , we restrict our attention to the case κ ≥ 0. This particular Dirac operator is of the type considered in the previous section and hence can be reduced to the analysis of the Bessel equation
For the analysis of this equation in the context of singular Weyl-TitchmarshKodaira theory we refer to (e.g.) [27] . Here we just state the relevant results.
Recall that a particular fundamental system of entire solutions of (4.2) satisfying
, where J ν and Y ν are the usual Bessel and Neumann functions [40] . All branch cuts are chosen along the negative real axis unless explicitly stated otherwise. If ν is an integer they of course reduce to spherical Bessel and Neumann functions and can be expressed in terms of trigonometric functions (cf. e.g. [40] , [45, Section 10.4] ). Finally, the Weyl solution is given by
and the singular Weyl function is
where H
l+1/2 = J l+1/2 + iY l+1/2 are the Hankel functions of the first kind. Using these formulae, and abbreviating
we immediately obtain the regular radial solution
and the singular radial solution
Using [40, formulas (5.5.3), (10.6.2)], we obtain
as well as
By construction we have
and our singular Weyl function defined by
is given by
The associated spectral measure is given by
Furthermore, one infers that M κ (z) is in the generalized Nevanlinna class N ∞ κ0 with κ 0 = ⌊κ + 1/4⌋.
The limit circle case
In this section we are going to extend [28, Appendix A] to the case of onedimensional Dirac operators. More precisely, we show that whenever τ is in the limit circle case at a, we may introduce a particular fundamental system such that the corresponding singular Weyl function is a Herglotz-Nevanlinna function. The proofs only require straightforward adaptations and we hence omit them here (details can be found in [8] ).
To this end, we start with a Hypothesis which will turn out to be equivalent to the claim that τ is in the limit circle case at a.
Hypothesis 5.1. Fix λ 0 ∈ R and suppose that Φ 0 (x) and Θ 0 (x) are two real-valued solutions of τ u = λ 0 u which satisfy W (Θ 0 , Φ 0 ) = 1. Assume that the limits
exist for every solution u(z, x) of τ u = zu.
Remark 5.2. Hypothesis 5.1 is independent of the choice of λ 0 ∈ R.
Indeed, let Φ 1 (x) and Θ 1 (x) be two real-valued solutions of τ u = λ 1 u for some
The Plücker identity (5.2) remains valid in the limit x → a. If Hypothesis 5.1 holds, the limit lim x→a W x (Φ 1 , u(z)) exists, as then all limits on the right-hand side of (5.3) exist. To see that lim x→a W x (Θ 1 , u(z)) exists as well, one just needs to replace Φ 1 (x) by Θ 1 (x) in the above calculation. Altogether we have shown that, if Hypothesis 5.1 holds for one λ 0 ∈ R, then it also holds for any other λ 1 ∈ R which justifies Remark 5.2.
Lemma 5.3. If τ is in the limit circle case at a, then Hypothesis 5.1 holds. In this case, the limits (5.1) are holomorphic with respect to z whenever u(z, x) is.
Now suppose τ satisfies Hypothesis 5.1 and set
Hereby, the solutions s(z, x) and c(z, x) are defined in the same way as in Section 2. Observe that we have Φ(z, x) * = Φ(z * , x) and Θ(z, x) * = Θ(z * , x). Moreover, an easy calculation shows Φ(λ 0 , x) = Φ 0 (x) and Θ(λ 0 , x) = Θ 0 (x). 
Now we will prove that Hypothesis 5.1 is in fact equivalent to τ being in the limit circle case at a. Corollary 5.5. If Hypothesis 5.1 holds, then τ is in the limit circle case at a. Moreover, the solutions Φ(z, x) and Θ(z, x) defined in (5.4) and (5.5) satisfy
We are now able to introduce the singular Weyl function M (z) associated with the solutions Φ(z, x) and Θ(z, x). As in Section 2, this is done by requiring that
and that Ψ(z, x) satisfies the boundary condition of H at b if τ is limit circle at b.
The following theorem contains the main result of this section.
Theorem 5.7. Suppose Hypothesis 5.1, let H be some self-adjoint operator associated with τ and let the boundary condition at a be induced by Φ 0 . Then the singular Weyl function defined in (5.10) is a Herglotz-Nevanlinna function and satisfies
Lemma 5.8. Suppose Hypothesis 5.1, let H be some self-adjoint operator associated with τ and let the boundary condition at a be induced by Φ 0 . Denote by U the associated spectral transform from Section 2. Then we have
Differentiating with respect to z we even obtain
We conclude this section by refining the integral representation of M (z) which has been established in Theorem 2.8.
Corollary 5.9. Suppose the same assumptions as in Theorem 5.7. Then we have
where ρ (which is exactly the spectral measure from Section 2) satisfies R dρ = ∞ and R dρ(λ) 1+λ 2 < ∞.
Exponential growth rates
It turns out that the real entire fundamental system Θ(z, x), Φ(z, x) from Section 2 is not sufficient for the proofs of our inverse uniqueness results. To this end we will need information on the growth order of the functions Θ( · , x) and Φ( · , x). Our presentation in this section will closely follow [16, Section 3] .
We will say a real entire solution Φ(z, x) is of growth order at most s ≥ 0 if the entire functions Φ 1 ( · , x) and Φ 2 ( · , x) are of growth order at most s for all x ∈ I. Our first aim is to extend Lemma 2.2 and to establish the connection between the growth order of Φ(z, x) and the convergence exponent of the spectrum. We begin by recalling some basic notation and refer to the classical book by Levin [33] for proofs and further background.
Given some discrete set S ⊆ C, the number
is called the convergence exponent of S. Moreover, the smallest p ∈ N 0 such that (6.2) µ∈S 1 1 + |µ| p+1 < ∞ will be referred to as the genus of S. Introducing the elementary factors
if ζ = 0 and E p (0, z) = z, we recall that the product µ∈S E p (µ, z) converges locally uniformly to an entire function of growth order s, where s and p are the convergence exponent and genus of S, respectively. Note that the eigenvalues µ j , ν j , j ∈ Z are precisely the zeros of Φ 1 ( · , c) and Φ 2 ( · , c), respectively. Also recall that both spectra are interlacing (due to the fact that the quotient of the functions Φ 1 ( · , c) and Φ 2 ( · , c) is a Herglotz-Nevanlinna function)
and that Krein's theorem [33, Theorem 27.2.1] states
for some real constant C = 0. Now consider the real entire functions
where p ∈ N 0 is the genus of the sequences of eigenvalues. Then clearly α(z) and β(z) are of growth order at most s by Borel's theorem (see [33, Theorem 4.3.3] ). Next note that m − (z) = e h(z)β (z)α(z) −1 for some entire function h(z) since the right-hand side has the same poles and zeros as m − (z). Comparing this with Krein's formula (6.4), we obtain that h(z) is in fact a polynomial of degree at most p:
where the sums converge absolutely by the interlacing property of the eigenvalues.
In particular, the function β(z) = −m − (z)α(z) = −e h(z)β (z) is of growth order at most s as well. Hence the solution Φ(z, x) with Φ 2 (z, c) = α(z) and Φ 1 (z, c) = β(z), z ∈ C lies in the domain of H near a and is of growth order at most s.
For the converse, let Φ(z, x) be a real entire solution of growth order at most s which lies in the domain of H near a. Then m − (z) = −Φ 2 (z, c)/Φ 1 (z, c) and hence the spectrum of H D (a,c) is discrete and coincides with the zeros of Φ 1 ( · , c). Now since the function Φ 1 ( · , c) is of growth order at most s, its zeros are of convergence exponent at most s.
Given a real entire solution Φ(z, x) of growth order s ≥ 1 we are not able to prove the existence of a second solution Θ(z, x) of the same growth order. However, we recall the following lemma which provides a criterion to ensure the existence of a second solution Θ(z, x) which has growth order arbitrarily close to s. To this end, we denote by R s (C) the set of all entire functions f (z) such that |f (z)| ≤ Be A|z| s for some constants A, B > 0. We will write Φ(z, .) ∈ R s (C) if and only if Φ 1 (z, .), Φ 2 (z, .) ∈ R s (C).
Lemma 6.2 ([16, 28]).
Let s ≥ 1 and suppose that Φ(., x) ∈ R s (C) for one (and hence for all) x ∈ I. Then there is a real entire second solution Θ(z, x) ∈ R s (C) with W (Θ(z), Φ(z)) = 1 if and only if
for some constants a, b > 0 and some y ∈ I.
The previous result enables us to provide a sufficient condition for a second solution of order s + ε to exist, in terms of the interlacing zeros of Φ 1 ( · , c) and Φ 2 ( · , c), which we denote by {µ j } j∈Z and {ν j } j∈Z respectively. Finally, observe that under the assumptions in this section, one can always use the functionĝ(z) = exp(z 2⌈(p+1)/2⌉ ) in Theorem 2.8.
A local Borg-Marchenko uniqueness result
Now we turn to our Borg-Marchenko uniqueness result. Our argument will adapt the main strategy from [28] to the present situation (see also [5, 6] ). We will assume that our Dirac operator H is in standard form, that is, normalised such that
First of all we note that by
we see that Φ 1 (z, c) and Φ 2 (z, c) have the same asymptotic growth as |z| → ∞ along nonreal rays and hence it does not matter which one we take for this purpose.
Lemma 7.1 ([28]).
For each x ∈ I, the singular Weyl function M (z) and the Weyl solution Ψ(z, x) defined in (2.29) have the following asymptotics:
(1 + o(1)) , (7.4) as Im(z) → ∞.
In particular, (7.3) shows that asymptotics of M (z) immediately follow once one has corresponding asymptotics for the solutions Θ(z, x) and Φ(z, x). Moreover, the leading asymptotics depend only on the values of Q(x) near the endpoint a (and on the choice of Θ(z, x) and Φ(z, x)). The following local Borg-Marchenko type uniqueness result shows that the converse is true as well.
In order to state this theorem, let Q(x) andQ(x) be two potentials on two intervals (a, b) and (a,b), respectively. By H andH we denote some corresponding self-adjoint operators with separated boundary conditions. Furthermore, we will denote all quantities associated withH by adding a twiddle. We will also use the common short-hand notation h 1 (z) ∼ h 2 (z) to abbreviate the asymptotic relation (1))) as |z| → ∞ in some specified manner. Theorem 7.2. Suppose Θ(z, x),Θ(z, x), Φ(z, x),Φ(z, x) are of growth order at most s for some s ≥ 1 andΦ 1 (z, x) ∼ Φ 1 (z, x) for one (and hence by (2.42) for all) x ∈ (a, b) ∩ (a,b) as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of opening angles less than π /s. Then for each c ∈ (a, b) ∩ (a,b), the following properties are equivalent:
(i) We have Q(x) =Q(x) for almost all x ∈ (a, c) and W (Φ,Φ)(a) = 0.
(ii) For each δ > 0 there is an entire function f (z) of growth order at most s such thatM
as |z| → ∞ in the sector |Im(z)| ≥ δ |Re(z)|.
Proof. If (i) holds, then by Remark 6.4 the solutions are related bỹ
for some polynomial g(z) of degree at most s and some real entire function f (z) of growth order at most s. From the asymptotic behavior of the functions Φ 1 (z, x), Φ 1 (z, x) we infer that g = 0. Now the asymptotics in Lemma 7.1 show that
For the converse suppose that property (ii) holds and for every fixed x ∈ (a, c) and j = 1, 2 consider the entire function
Since away from the real axis this function may be written as
it vanishes as |z| → ∞ along our nonreal rays. In fact, for the first two terms this follows from (7.4) together with our hypothesis that Φ j ( · , x) andΦ j ( · , x) have the same asymptotics. The last term tends to zero because of our assumption on the difference of the Weyl functions. Moreover, by our hypothesis, G is of growth order at most s and thus we can apply the Phragmén-Lindelöf theorem (e.g., [33, Section 6.1]) in the sectors bounded by our rays. Thus G is bounded on all of C and by Liouville's theorem it must be zero (since it vanishes along a ray); that is,
Dividing both sides of this identity by Φ j (z, x)Φ j (z, x), differentiating with respect to x, and using W (Θ, Φ) = W (Θ,Φ) = 1 shows
for j = 1, 2 and almost all x ∈ (a, c). Hence the poles on both sides must coincide, implying Φ j (z, x) =Φ j (z, x) as well as Q 11 (x) =Q 11 (x) for almost all x ∈ (a, c). But this also implies W (Φ,Φ)(a) and Q 12 (x) =Q 12 (x) finishing the proof.
Note that the implication (ii) ⇒ (i) could also be proved under somewhat weaker conditions. First of all the assumption on the growth of the entire functions f (z) is only due to the use of the Phragmén-Lindelöf principle. Hence it would also suffice that for each ε > 0 we have
for some increasing sequence of positive numbers r n ↑ ∞ and constants A, B ∈ R. Furthermore, for this implication to hold it would also suffice that the solutions have the same order of magnitude as |z| → ∞ along our nonreal rays instead of the same asymptotics. Lastly, it would also be enough to only know the asymptotics of the difference of the Weyl functions in (ii) along the nonreal rays.
While at first sight it might look like the condition on the asymptotics of the solutions Φ 1 (z, x) andΦ 1 (z, x) requires knowledge about them, this is not the case, since the high energy asymptotics will only involve some qualitative information on the kind of the singularity at a. Next, the appearance of the additional freedom of the function f (z) just reflects the fact that we only ensure the same normalization for the solutions Φ(z, x) andΦ(z, x) but not for Θ(z, x) andΘ(z, x) (cf. Remark 6.4).
are of growth order at most s for some s ≥ 1 andΦ 1 (z, x) ∼ Φ 1 (z, x) for some x ∈ (a, b)∩(a,b) as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of opening angles less than π /s. IfM
for some entire function f (z) of growth order at most s, then H =H.
Proof. Without loss of generality, we may suppose that b ≤b. Then Theorem 7.2 shows that Q(x) =Q(x) for almost all x ∈ (a, b) and that the boundary condition at a (if any) is the same. As in the proof of Theorem 7.2 one has (7.5) as well as (7.6) with g = 0 (note that the function f in (7.5) turns out to be the same as the one in (7.8)) and hencẽ
for every x ∈ (a, b) and z ∈ C\R. If b <b, then the right endpoint b of H would be regular asQ is integrable over [c, b] . Therefore, Ψ(z, x) and thus alsoΨ(z, x) would satisfy some boundary condition at b, which is not possible. Hence we necessarily have b =b and finally, since Ψ(z, x) =Ψ(z, x), H andH also have the same boundary condition at b (if any).
Note that instead of assumption (7.8) it would also suffice to presume that for each fixed value c ∈ (a, b) ∩ (a,b) one has
as |z| → ∞ along our nonreal rays andM (z 0 ) = M (z 0 ) + f (z 0 ) for some z 0 ∈ C\R.
Applications to perturbed radial Dirac operators
In this section we investigate perturbations of the free radial Dirac operator from Section 4 with symmetric real-valued potentials Q(x) on an interval (0, b) satisfying
For notational simplicity, we choose m = 0 as it can be absorbed in P (x) anyway.
Under these assumptions, the regular solution of τ u = zu will satisfy
). For its investigation we will need the following standard estimates (see, e.g., Appendix A in [27] ).
Lemma 8.1 ([27]). For every
there is a constant C such that for every z ∈ C and 0 < y ≤ x ≤ 1 the following estimates hold:
For the case l = − 1 2 , one has to replace the estimates for K l by
Based on these estimates, we can solve (8.2) in the usual way. 
Hereby, . is the operator norm corresponding to the euclidean norm on C 2 .
Proof. Using the estimates from Lemma 8.1, we immediately get
for some constant C > 0, all z ∈ C and 0 < x ≤ 1 as well as
, for all z ∈ C and 0 < y ≤ x ≤ 1. Hereby, we have also employed the inequality 2 ). Now we can construct Φ(z, x) using the standard iterative procedure. Namely, let (8.13) and Φ 0 (z, x) = Φ κ (z, x). Using induction and the estimates from above one shows
n near zero. Therefore, the sum in (8.13) converges uniformly near zero (and also locally uniformly in z ∈ C) to a solution of the integral equation (8.2) with the required estimate (8.11).
Since it is readily verified that a solution of the integral equation (8.2) is a solution of τ u = zu, Lemma 8.2 gives rise to a real entire solution Φ(z, x). In the following, we will also need the asymptotics of this solution as Im(z) → ∞. The next result was first shown in [42] for the special case κ ∈ N 0 . We give a streamlined proof which works for every κ ≥ 0. Lemma 8.3. If the potential Q(x) is of the form in (8.1) with its trace normalized to zero, then the solution of (8.2) has the asymptotics (8.14)
as |z| → ∞ for all x near zero. In particular,
as |z| → ∞ in any sector | arg(±z)| < π − δ.
Proof. We will first establish the claim for the case when P has a bounded continuous derivative near zero. More precisely, we suppose that
Firstly, let us estimate the Φ 1 (z, x) defined in (8.13) by decomposing it in
In order to estimate Π(z, x), we integrate by parts to obtain
Using the identities
as well as the relations provided in Section 4, we compute
Noting that (cf. [30, Section 2])
and, in particular,
From all this we immediately infer
, for all 0 < y ≤ x ≤ 1. Hence we arrive at the following estimate for x near zero
where the constant B P depends on the potential as follows
. Similarly, in order to estimate Υ(z, x), consider the function
Using this estimate, after iteration we obtain
which implies (8.14) since ε > 0 can be chosen arbitrarily small. Finally, utilizing the asymptotics (cf. [48] Sect. VII.21 and VII.22)
from which the very last claim follows.
Now we are ready to prove our main results in this section. 
In particular, M (z) ∈ N ∞ κ0 for some κ 0 ≤ ⌈κ⌉. Using (8.14), we can even strengthen Lemma 6.2 in this special case. Lemma 8.5. Suppose that the potential Q(x) is of the form (8.1) and let Φ(z, x) be as in Lemma 8.2. Then there is a second solution Θ(z, x) with W (Θ(z), Φ(z)) = 1 and such that Θ(., x) is of finite exponential type for every x ∈ (0, b).
Proof. The estimate in Lemma 8.3 imply the asymptotics
has no zeros in the closed upper half plane, this shows
for some c > 0. Conjugating z shows that the same estimate holds for Im(z) ≤ 0 and thus the claim is a consequence of Lemma 6.2. Hereby, also note that Θ(., x) is of finite exponential type for every x ∈ (0, b) if and only if it is for some x ∈ (0, b).
In particular, the results of the previous sections apply to this example. For instance, Theorem 7.2 now takes the following form. as z → ∞ along the imaginary axis, then Q(x) =Q(x) for almost all x ∈ (0, c).
To be precise, the claim of Theorem 8.6 is somewhat stronger than the one in Theorem 7.2 and does not immediately follow from there. However, due to the fact that the exponential types of our solutions Φ(z, x) and Θ(z, x) are known to be finite, a simple modification of the proof of Theorem 7.2 yields the claim.
For further results concerning the (inverse) spectral theory of radial Dirac operators see [1, 2, 3, 35, 36, 37, 39, 41, 42, 43, 44] 9. Uniqueness results for operators with discrete spectra Now we are finally able to investigate when the spectral measure determines the potential for operators with purely discrete spectrum. In this respect, observe that the uniqueness results for the singular Weyl function from the previous sections do not immediately yield such results. In fact, if ρ =ρ, then the difference of the corresponding singular Weyl functions is an entire function by Theorem 2.8. However, in order to apply Corollary 7.3 we would need some bound on the growth order of this function. Fortunately, in the case of purely discrete spectrum with finite convergence exponent, refinements of the arguments in the proof of Theorem 7.2 show that the growth condition is superfluous. We continue to assume that our Dirac operators are in standard form, that is, normalized such that (9.1) q el ≡ 0.
Corollary 9.1 ([16]
). Suppose Φ(z, x),Φ(z, x) are of growth order at most s for some s ≥ 1 andΦ(z, x) ∼ Φ(z, x) for an x ∈ (a, b) ∩ (a,b) as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of opening angles less than π /s. Furthermore, assume that H andH have purely discrete spectra with convergence exponent at most s. If
for some entire function f (z), then H =H.
Now the lack of a growth restriction in Corollary 9.1 implies that it immediately translates into a corresponding uniqueness result for the spectral measure.
Theorem 9.2 ([16]
). Suppose that Φ(z, x),Φ(z, x) are of growth order at most s for some s ≥ 1 andΦ(z, x) ∼ Φ(z, x) for an x ∈ (a, b) ∩ (a,b) as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of opening angles less than π /s. Furthermore, assume that H andH have purely discrete spectra with convergence exponent at most s. If the corresponding spectral measures ρ andρ are equal, then we have H =H.
Proof. Since the spectral measures are the same, Theorem 2.8 shows that the difference of the corresponding singular Weyl functions is an entire function and Corollary 9.1 is applicable.
We remark that similar results can be proven using the theory of de Branges spaces [9, 14] . However, our assumptions on Φ(z, x) here are of a different nature and more convenient to derive in certain situations; [16, Section 6] . Nevertheless, in some sense our assumptions here are stronger since they exclude (in the case I = R) the possibility that one potential is a translation of the other one (which clearly would leave the spectral measure invariant).
Also note that in the case of discrete spectra, the spectral measure is uniquely determined by the eigenvalues λ n and the corresponding norming constants As another application, we are also able to prove a generalization of HochstadtLieberman type uniqueness results. To this end, let us consider an operator H whose spectrum is purely discrete and has convergence exponent (at most) s. Since the operator H . Suppose H is an operator with purely discrete spectrum of finite convergence exponent s. Let Φ(z.x) and Π(z, x) be entire solutions of growth order at most s which lie in the domain of H near a and b, respectively, and suppose there is a c ∈ I such that (9.5) Π 1 (z, c)
as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of opening angles less than π /s. Then every other isospectral operatorH for which Q(x) = Q(x) almost everywhere on (a, c) and which is associated with the same boundary condition at a (if any) is equal to H.
Note that by (2.42) the growth of Φ( · , c) will increase as c increases while (by reflection) the growth of Π( · , c) will decrease. In particular, if the bound (9.5) holds for some c, then it will hold for any other c ′ > c as well. As an example, we give a generalization of the Hochstadt-Lieberman result from [24] to Dirac operators on (0, 1) with radial-type singularities at both endpoints. If 0 ≤ κ < 1 /2, then we choose the boundary condition at zero which is induced by the solutions Φ(z, x) from Section 8. SupposeH satisfiesQ(x) = Q(x) for x ∈ (0, 1 /2 + ε) and has the same boundary condition at zero if 0 ≤ κ < 1 /2, where ε = 0 if η ≥ κ and ε > 0 if η < κ. Then, H =H if both have the same spectrum.
Proof. Immediate from Theorem 9.3 together with the asymptotics of solutions for H given in Lemma 8.3.
