Recently, the Lanczos bidiagonalization method over tensor space has been proposed for computing the maximum and minimum singular values of a tensor sum T. The method over tensor space is practical in memory and has a simple implementation due to recent developments in tensor computations; however, there is still room for improvement in the convergence to the minimum singular value. This study reconstructed an invert Lanczos bidiagonalization method from vector space to tensor space. The resulting algorithm requires solving linear systems at each iteration step. Using standard direct methods, such as the LU decomposition for solving the linear systems requires a huge memory of O(n ). Therefore, this paper proposes a tensor-structure-preserving direct methods of T whose memory requirements are of O(n ), which is equivalent to the order of iterative methods. Numerical examples indicate that the number of iterations tends to be much smaller than that of the conventional method.
Introduction
Consider computing the minimum singular value of the following generalized tensor sum [1] :
T := I n ⊗ I m ⊗ A + I n ⊗ B ⊗ I + C ⊗ I m ⊗ I ∈ R mn× mn ,
where A ∈ R × , B ∈ R m×m , C ∈ R n×n , I m is the m × m identity matrix, the symbol "⊗" denotes the Kronecker product, and matrix T is assumed to be large, sparse, and nonsingular. The matrix T arises in a nite di erence discretization of the following three-dimensional constantcoe cient partial di erential equation: −a · (∇ * ∇) + b · ∇ + c u(x, y, z) = g (x, y, z) in Ω, u(x, y, z) = on ∂Ω,
where Ω = ( , ) × ( , ) × ( , ), a, b ∈ R , c ∈ R, and the symbol "*" denotes elementwise products. If a = ( , , ), then a · (∇ * ∇) = ∆. With regard to e cient numerical methods for linear systems Tx = f , see [2, 3] . Recently, Ohashi and Sogabe [1] proposed the Lanczos bidiagonalization method over tensor space to compute the maximum/minimum singular values of T in (1) . The method was obtained from reconstructing the Lanczos bidiagonalization method, which is widely known as the Golub-Kahan bidiagonalization method [5] , over tensor space. The method over tensor space succeeded in avoiding large memory usage due to the two-fold Kronecker product structure of T, and was thus found to be practical. However, there is still room for improvement in terms of the number of iterations. In fact, as shown by the numerical result of Ohashi and Sogabe [1] -see Fig. 5 .2(a)-there is case in which the number of iterations required for the minimum singular value is about 5 times greater than that for the maximum singular value. This paper proposes an e cient, with respect to the number of iterations, computation of the minimum singular value of the tensor sum T. The key approach is to reconstruct the Lanczos bidiagonalization method over tensor space for T − not T. The resulting algorithm requires two linear systems of the form Tx k = b k and T T y k = c k at each iteration step k, where the superscript T represents the transpose. In order to solve such linear systems with iteration-dependent multiple right-hand-sides, some direct method, e.g., the LU decomposition, may be a suitable method. However, a direct method requires a huge memory of O(n ) when = m = n in (1), due to loss of the Kronecker product structure. This motivates the consideration of a structurepreserving direct approach to solving Tx k = b k and T T y k = c k using the eigenvalue decomposition and the Schur decomposition of small matrices A, B, and C. This new structure-preserving approach will reduce O(n ) to O(n ). The rest of this paper is organized as follows. Section 2 describes the Lanczos bidiagonalization method over tensor space for T. Section 3 describes the reconstruction of a Lanczos bidiagonalization method over tensor space for T − and proposes two implementations of matrix-vector multiplications of T − and (T − ) T .
Section 4 presents the numerical experiments, while Section 5 provides the concluding remarks. Throughout of this paper, notations of tensor operations, e.g., n-mode products and tensor norms, are the same as in the paper by Kolda and Bader [4] . Moreover, small bold letters w, x, y are used for vectors, capital letters A, B, C are used for matrices, and calligraphic bold letters P, Q, R are used for third-order tensors.
The Lanczos bidiagonalization method over tensor space for T
In this section, the Lanczos bidiagonalization method over tensor space [1] is brie y explained. The algorithm is the reconstruction of the Lanczos bidiagonalization method [5] from vector space to tensor space and is shown in Algorithm 1.
Algorithm 1
The Lanczos bidiagonalization method over tensor space for T 1: Choose an initial tensor P ∈ R ×m×n such that P = .
2: Q := P × A + P × B + P × C; 3: α := Q ; 4: Q := Q /α ; 5: for i = , , . . . , k do 6:
β i := R i ; 8:
9:
α i+ := Q i+ ;
11:
Q i+ := Q i+ /α i+ ; 12: end for Using α i and β i obtained from the k steps of Algorithm 1, the upper bidiagonal matrix D k is generated as follows:
If the relative residual norms R k · |e 
7:
8:
11: 
approximates the minimum singular value of T, i.e., σ
In order to run Algorithm 2 e ciently, with respect to memory usage, implementations of vec
and vec − ((T − ) T q i ) are required. Therefore, T − is implicitly generated from decompositions of much smaller matrices A, B, and C, rather than using T to compute the matrix-vector multiplications. In order to implicitly generate T − , the following two decompositions are considered: rst, the eigenvalue decomposition shown in Section 3.1; second, the Schur decomposition shown in Section 3.2.
. On the computations of vec − (T − p i+ ) and vec − ((T − ) T q i ) using the right and left eigenvectors of matrices A, B, and C In this subsection, an implementation over tensor space using the eigenvalues and the right and left eigenvectors of A, B, and C is described. Here, we assume that A, B, and C are diagonalizable since T must have the eigenvalue decomposition.
Let Λ be the diagonal matrix whose diagonal elements are the eigenvalues of T, let X and Y be the matrices whose column vectors are the right and left vectors of T, respectively, and let D := Y H X, where the superscript H represents the conjugate transpose. Then, T − can be decomposed into
X, Y, D, and Λ are obtained from computations for A, B, and C below. First, using the de nition of T, we have
where X (A) and Y (A) are the matrices whose column vectors are the right and left eigenvectors of A, respectively, and
, and Y (C) are also the matrices de ned in the same way as X (A) and Y (A) . Second, from (5) and the de nition of D, it follows that
Here, let
, and 
k and diag(d) denotes a diagonal matrix whose diagonals are elements of a vector d.
Using (4)- (6),
Here, let L := vec − (diag(Λ − )), where diag(Λ − ) is the vector whose i-th element is (
From the de nition of L, the mode products, (7), and (8), the following implementations of vec − (T − p i+ ) and vec − ((T − ) T q i ) are obtained:
The symbol "*" is the elementwise product, i.e., (A * B) ijk = a ijk b ijk for A, B ∈ R ×m×n , and L denotes the elementwise complex conjugate of L, i.e., (A) ijk = a ijk . Using Algorithm 2 with Algorithms 3-1 and 3-2, only matrices much smaller than T,
, and D (C) , and × m × n tensors, P i , Q i , L, and Z are required. Therefore, the memory requirement is of O(n ) when = m = n.
. On the computations of vec − (T − p i+ ) and vec − ((T − ) T q i ) using the Schur decomposition of matrices A, B, and C In this subsection, another implementation over tensor space using the complex Schur decomposition of A, B, and C is described. Here, Li et al. [6] proposed the solver of Tx = b based on the Schur decomposition, where x and b are unknown and given vectors, respectively. Note that in order to implement Algorithm 2, solvers of the forms Tx k = b k and T T y k = c k are required at each iteration step k.
Using the complex Schur decomposition, T can be decomposed into
, where Q (T) is the unitary matrix and R (T) is the upper triangular matrix. Furthermore, A, B, and C are also decomposed into
, and R (C) as follows:
Substituting (9) into
Here, let W = vec − (w) and X = vec − (x). Then, applying vec − operator to (10)- (12), the following algorithm is obtained from the relations between the tensor product and n-mode products.
Algorithm 4-1(A) Computation of vec −
T − p i+ using the Schur decomposition
As can be seen from Algorithm 4-1(A), X is computed by utilizing the vec − operator for the solution of the linear system of the form R (T) x = w. Assuming that = m = n and A, B, and C are dense, the memory requirement of R (T) is of O(n ). Therefore, it is necessary to implement the second line of Algorithm 4-1(A) using not the large matrix R (T) , but the smaller matrices R (A) , R (B) , and R (C) to decrease the memory requirement. Now, that the focus is placed on the structure of R (T) , i.e., the mn × mn block upper triangular matrix when R (T) is partitioned into × blocks. Using this structure, an implementation that is based on the backward substitution is described. In the beginning, X is set to the zero tensor O ×m×n . Second, x :mn , which denotes the (m, n) mode-1 (column) bers of X is computed by solving the following linear system via backward substitution: From here, (T − )
Applying vec − operator to (14)-(16), the following algorithm is obtained.
Algorithm 4-2(A) Computation of vec −
T − T q i using the Schur decomposition
X is computed by applying the vec − operator to the solution of the linear system with the lower trian- 
, Q (C) and tensors W and X, using Algorithms 4-1(A) and 4-2(A) with Algorithms 4-1(B) and 4-2(B), respectively. Supposing that = m = n, the memory requirement is of O(n ). If the real Schur decomposition is used instead of the complex Schur decomposition, the diagonal blocks of upper triangular matrices R (A) , R (B) , and R (C) are either × or × matrices. Therefore, using the real Schur decomposition, the ordinary back substitution and forward substitution are modi ed in the 5-th lines of Algorithms 4-1(B) and 4-2(B) to solve the linear systems for the above upper triangular matrices. 
Numerical examples
This section gives the results of the numerical experiments using Algorithm 2 (shown in Section 3) to compute the minimum singular values of the test matrices T. For comparison, the results of the numerical experiments using Algorithm 1 [1] , which is the conventional method of Algorithm 2, are also given. All computations were carried out using MATLAB R2018a version on Windows 7 on a workstation with two Xeon processors (2.4GHz). All the initial guesses P , which are used for Algorithms 1 and 2, are tensors with random numbers which are uniformly distributed in the interval (0,1). The stopping criteria of Algorithms 1 and 2 is R k · |e
. Numerical results
In this subsection, the average numbers of iterations, the average required times, and the accuracies of the approximate minimum singular values of T by Algorithms 1 and 2 are compared. Algorithm 2 was implemented using Algorithms 3-1 and 3-2 or Algorithms 4-1(A) and 4-2(A) with Algorithms 4-1(B) and 4-2(B).
In Section 4.1.1, the rst test matrices T in (1) are the same as the test matrices of the numerical examples by Ohashi and Sogabe [1] , which were obtained from a 7-point central di erence discretization of the PDE in (2) over an (n + ) × (n + ) × (n + ) grid. The test matrices T in (1) are generated from
where a i and b i (i = , , ) correspond to the i-th elements of a and b in (2), respectively. Here, h = /(n + ), and M and M are given below.
In Section 4.1.2, the second test matrices T in (1) are made from random matrices A, B, and C. The random numbers in the matrices are uniformly distributed in the interval (0,1).
In all of the tables in Section 4.1.1, we show the average number of iterations and the average required CPU time computed by 10 runs of our algorithms and the conventional algorithm using 10 types of random initial tensors. In Section 4.1.2, we use 10 types of random matrices A, B, and C as test matrices, and we show the average number of iterations and the average required CPU time computed by 10 runs of our algorithms and the conventional algorithm using 10 types of random initial tensors.
. . Numerical results for T composed of A, B, C in (17)-(19)
The rst test matrices T were obtained from the following two sets of parameters: rst, a = ( , , ), b = ( , , ), and c = ; second, a = ( , , ), b = ( , , ), and c = . Note that T with the rst set of parameters has high symmetry from (17)-(19) and that T with the second set has low symmetry, as can be seen from the de nitions of A, B, and C in (17)-(19) .
First, in Tables 1-3 , numerical results for T with high symmetry, which are obtained from the rst set of parameters, are displayed. Tables 1 and 2 summarize the average number of iterations and the average required time by Algorithms 1 and 2. Table 3 
where σ (T) m is computed by the MATLAB function svd. Table 1 : Numbers of iterations of Algorithms 1 and 2 for high symmetry T in (1). T is generated from a = ( , , ), b = ( , , ), and c = in (17)- (19), and the size of T is n × n . The symbol "-" means that the algorithm did not converge to the minimum singular values of T. -(A) . . . . . Table 2 : Required time (sec) of Algorithms 1 and 2 for high symmetry T in (1). T is generated from a = ( , , ), b = ( , , ), and c = in (17)-(19), and the size of T is n × n . The symbol "-" means that the algorithm did not converge to the minimum singular values of T. . e- † From Table 1 , both Algorithm 2 with Algorithms 3-1 and 3-2 and Algorithm 2 with Algorithms 4-1(A) and 4-2(A) required about 6 iterations to satisfy the stopping criteria. Moreover, the accuracies of the obtained approximate minimum singular values of T were about − from Table 3 . Namely, for T with high symmetry, both Algorithm 2 with Algorithms 3-1 and 3-2 and Algorithm 2 with Algorithms 4-1(A) and 4-2(A) seem stable, since the numbers of iterations of Algorithm 2 tend to not depend on the size of T from Table 1 . Comparing the required time in Table 2 , Algorithm 2 with Algorithms 3-1 and 3-2 required the least time among all of the algorithms. Next, the average number of iterations and the average required time by Algorithms 1 and 2 for T with low symmetry are displayed in Tables 4 and 5 , respectively. The relative errors between the approximate minimum singular values of T in Table 4 and the minimum singular values of T computed by the MATLAB function svd are shown in Table 6 . Table 4 : Numbers of iterations of Algorithms 1 and 2 for T with low symmetry. T were generated from a = ( , , ), b = ( , , ), and c = in (17)- (19), and the size of T is n × n . The symbol "-" means that the algorithm did not converge to the minimum singular values of T. Table 4 , barring the results for which Algorithm 2 did not converge, both Algorithm 2 with Algorithms 3-1 and 3-2 and Algorithm 2 with Algorithms 4-1(A) and 4-2(A) required about 10 iterations to compute the approximate minimum singular values of T, with an accuracy of about − from Table 6 . Thus, for matrix T with low symmetry, Algorithm 2 for T − also converged faster than Algorithm 1 for T concerning the number of iterations. On the other hand, regarding the required time in Table 5 , Algorithm 1 converged the most rapidly among all of the algorithms. Focusing on the cases n = , , , Algorithm 2 with Algorithms 3-1 and 3-2 did not converge to the minimum singular value of T. These results may be caused by the condition numbers of X (A) , X (B) , X (C) , Y (A) , Y (B) , and Y (C) in Algorithms 3-1 and 3-2, where the condition numbers are shown in Table 7 , i.e., computed T − may completely di er from original T − . Table 4 .
. e+ . e+ . e+ . e+ . e+
From Tables 4 and 7 According to all of the above results, Algorithm 2 requires much fewer iterations than Algorithm 1 when the minimum singular value of T is computed. Moreover, the implementation of Algorithm 2 with Algorithms 4-1(A) and 4-2(A) using the Schur decomposition is more robust than that of Algorithm 2 with Algorithms 3-1 and 3-2 using the eigendecomposition. Especially, Algorithm 2 with Algorithms 4-1(A) and 4-2(A) is the stablest method regardless of the condition number of T. However, you can choose Algorithm 2 with Algorithms 3-1 and 3-2 if you know that the matrices which have the eigenvectors of T are not ill-conditioned since Algorithm 2 with Algorithms 4-1(A) and 4-2(A) is the method which requires the more extended time than Algorithm 2 with Algorithms 3-1 and 3-2.
. . Numerical results for T composed of random matrices A, B, C
Here, we present Tables 8-10 which are results for T composed of random matrices A, B, C. Tables 8 and 9 show the average number of iterations and the average required time, respectively. Table 10 shows the relative errors between the approximate minimum singular value of T in Table 8 . Tables 8-10 , Algorithm 1 did not converge for all T composed of random numbers. However, Algorithm 2 with Algorithms 3-1 and 3-2 and Algorithm 2 with Algorithms 4-1(A) and 4-2(A) converged to the approximate minimum singular values whose accuracies are − . Namely, Algorithm 2 is hardly a ected by the structure of T. From Table 9 , the required times by Algorithm 2 with Algorithms 3-1 and 3-2 were much less than Algorithm 2 with Algorithms 4-1(A) and 4-2(A). Therefore, for T composed of random matrices, it seems that Algorithm 2 with Algorithms 3-1 and 3-2 using the eigendecomposition is the most suitable method with regard to the stability and the rapidity.
Concluding remarks
This paper presented an invert Lanczos bidiagonalization method over tensor space with tensor-structurepreserving direct methods. From the results of the numerical examples obtained from PDE, it was found that the number of iterations by the proposed algorithm was at most 260 times lower than that of the conventional method [1] . Furthermore, when T has low symmetry, the proposed method using the Schur decomposition was more robust in terms of the number of iterations and the accuracy, than that using the eigendecomposition. From the results of the numerical examples of random matrices, we con rmed that the proposed algorithm implementing either the Schur decomposition or the eigendecomposition was similarly more robust than the conventional method. Comparing the proposed algorithms, the implementation by the eigendecomposition converged more rapidly than the implementation by the Schur decomposition. However, the implementation by the Schur decomposition was more robust concerning the condition number of the matrices with the eigenvectors of T than the implementation by the eigendecomposition. Our future work will be as follows: 1) the result in this paper will be extended to a shift-and-invert Lanczos bidiagonalization over tensor space for computing singular triplets close to a given target point. Up to now, there has been a certain freedom over tensor space, yielding several algorithms. Therefore, nding the best algorithm among these will be required. Furthermore, combining successful restarting techniques and shift strategies, see, e.g., excellent work [7] [8] [9] [10] [11] will also be required; 2) when matrices A, B, and C are large and sparse, the proposed algorithm may require Krylov subspace methods [3] . In this case, it is of prime importance to nd memory-e cient preconditioners, e.g., some tensor-structure-preserving preconditioner based on implicit wavelet preconditioners [12, 13] .
