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On traces of operators, associated with actions of compact
Lie groups
Savin A.Yu., Sternin B.Yu.
Abstract
Given a pair (M,X), where X is a smooth submanifold in a closed smooth manifold M ,
we study the operation, which takes each operator D on the ambient manifold to a certain
operator on the submanifold. The latter operator is called the trace of D. More precisely, we
study traces of operators, associated with actions of compact Lie groups on M . We show that
traces of such operators are localized at special submanifolds in X and study the structure
of the traces on these submanifolds.
1 Statement of the problem
Let (M,X) be a pair, where M is a smooth manifold and X is a smooth submanifold in M . The
embedding of X in M is denoted by i : X →M .
Given an operator D acting on functions on M , we define its trace on X as
i∗Di∗ : H
s(X) −→ Hs−d−ν(X), (1)
where i∗ : Hs(M)→ Hs−ν/2(X) is the boundary operator induced by the embedding i : X →M ,
while i∗ : H
s(X)→ Hs−ν/2(M) is the coboundary operator conjugate to i∗, d is the order of D, ν
is the codimension of X in M . We denote the trace by i!(D).
The aim of this paper is to study traces of G-operators on M . This class of operators is
associated with a smooth action of a compact Lie group G on M . Then a G-operator is defined
by an integral of the form
D =
∫
G
DgTgdg, (2)
where Tg stands for the shift operator
Tgu = g
−1∗u
induced by a diffeomorphism g ∈ G, dg is the Haar measure on G, {Dg} is a smooth family of
pseudodifferential operators (ψDO below) parametrized by g ∈ G.
The notion of trace in the smooth theory, i.e., in the situation, when the group is trivial,
appeared in the works [1–3]. There it was shown, in particular, that the trace of a pseudod-
ifferential operator is a pseudodifferential operator on X . This fact made it possible to apply
pseudodifferential operators in the theory of Sobolev problems.
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If a nontrivial group G acts on M and we consider G-operators (2) (see [4–6]), the situation is
completely different. Namely, the trace of a G-operator on a submanifold is an operator localized
at a certain submanifold in X (for instance, it can be localized at a point, see [7, 8]). Moreover,
the trace is not a pseudodifferential operator and is an operator of fundamentally new nature, for
instance, it can be localized at a point(this can happen at the isolated fixed point of the group
action), and to describe such operators, one needs not only Fourier transform (as for ψDO’s), but
also Mellin transform.
The present paper is devoted to studying this new class of operators. The main result is a
localization theorem, which describes the set, on which the operator is localized. This theorem is
given in Section 2. In subsequent sections we consider a number of examples, which clarify the
situation both from the geometric (Section 3) and analytic (Section 4) points of view. Namely,
we consider the situation when X is invariant with respect to the group action (in this case the
trace of a G-operator is again a G-operator on X), we also consider noninvariant submanifolds X ,
in which case the trace is localized on a lower-dimensional submanifold.
The work was partially supported by RFBR (projects 15-01-08392 and 16-01-00373), by
Deutsche Forschungsgemeinschaft (DFG), and also the Ministry of education and science of Rus-
sian Federation, agreement N 02.a03.21.0008. We are also grateful to the referee for useful remarks
on a preliminary version of the paper.
2 Localization theorem
As we stressed in the introduction, the trace of a G-operator D on a submanifold X ⊂ M is
generally localized at a certain subset in X . To describe this set, we consider the following two
closed subsets in X :
1. The set of points whose orbits are contained in X
XG = {x ∈ X | Gx ⊂ X}, where Gx denotes the orbit of x;
2. The set of points whose orbits touch X
X˜G = {x ∈ X | Tx(Gx) ⊂ TxX}.
Obviously, we have XG ⊂ X˜G.
Below we assume that the following condition is satisfied:
Condition 2.1. For each closed subset Z ⊂ X˜G\XG there exists a family of open subsets Uε ⊂ X ,
which contract to Z as ε→ 0, and such that the volume of the open set in G
Gε = {g ∈ G | gUε ∩X 6= ∅}
tends to zero as ε→ 0.
Condition 2.1 is easy to check in examples (see below). The meaning of this condition is clear:
an element g ∈ G takes the neighborhood Uε to a set disjoint with X for almost all g (roughly
speaking, if an orbit is not contained in X , then it is outside of X almost everywhere).
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Figure 1: A neighborhood of a point x0, at which the orbit is not tangent to X .
Definition 2.1. An operator A is localized on a subset Y ⊂ X , if all compositions Aϕ are compact,
whenever ϕ is a smooth function equal to zero in a neighborhood of Y .
Theorem 2.1. (on localization) The trace of a G-operator D on a submanifold X is localized on
the subset XG ⊂ X. In particular, if XG is empty, then the trace is a compact operator.
Proof. 1. Consider the operator
Di∗ =
∫
G
DgTgi∗dg. (3)
Note that there is no restriction operator in this expression. We claim that this operator (and
hence the trace i∗Di∗) is localized on the subset X˜G.
To prove this statement, we fix an arbitrary point x0 ∈ X \ X˜G and show that the operator
(3) is compact on the subspace of functions supported in a neighborhood of x0. To this end, we
decompose the integral (3) over G into a finite sum of integrals over small neighborhoods and
move the shift operator at an arbitrary point in each neighborhood outside the integral sign. This
enables us without loss of generality to pass to an operator of the form (3), where the integration is
carried out over a small neighborhood of the identity in G. Further, we identify this neighborhood
with a neighborhood U of zero in the Lie algebra denoted by G. By the assumption, x0 ∈ X \ X˜G,
i.e., at x0 the orbit Gx0 is not tangent to X . Hence, there exists a vector h ∈ G such that the
corresponding vector field on M is not tangent to X at x0 (and also in a neighborhood of this
point by continuity , see Fig. 1).
Then the integral (3) (recall that this integral is actually only over U) can be considered as
an iterated integral: first along h and then over directions transverse to h. Let us show that the
integral in the direction of h
ε∫
−ε
D′aTexp(ah)i∗da, where D
′
a ≡ Dexp a for simplicity, (4)
is a compact operator.
Lemma 2.1. The operator (4) acts continuously in the spaces Hs(X) → Hs−(d+(ν−1)/2)(M). In
particular, it is compact as an operator of order d+ ν.
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Proof. The idea of the proof is that integration along h is an integration in a transverse direction
to X , and, when we perform it, there disappears one of the δ-functions, which enter in the
coboundary operator, hence, we get the summand −1/2 in the formula given above. Let us give
a detailed proof.
1. In a neighborhood of x0 we introduce coordinates x, y, t in M , in which X is determined by
the equations y = 0, t = 0, while the action of an element exp(ah) with |a| small on M is equal
to exp(ah)(x, y, t) = (x, y, t+ a). The operator (4) is denoted by A for simplicity and we write it
explicitly as
Au =
ε∫
−ε
D′au(x)δ(y)δ(t− a)da =
=
∫∫∫
ei(xξ+yη+tτ)
[ ε∫
−ε
e−iτaσ(D′a)(x, y, t, ξ, η, τ)da
]
u˜(ξ)dξdηdτ. (5)
Here the coordinates ξ, η, τ are dual to x, y, t, while σ(D′a) is the symbol of the pseudodifferential
operator D′a, and u˜(ξ) stands for the Fourier transform of u(x)
2. Given u ∈ Hs(X), we have to show that Au ∈ Hs
′
(M), where s′ = s − d − ν/2 + 1/2.
Indeed, integrating by parts the expression in the square brackets in (5), we obtain the estimate∣∣∣∣∣∣
ε∫
−ε
e−iτaσ(Da)(x, y, t, ξ, η, τ)da
∣∣∣∣∣∣ ≤ C(1 + |τ |)−1(1 + |ξ|+ |η|+ |τ |)d. (6)
Here C is some constant. Hence, we have
‖Au‖2s′ ≤ C
∫∫∫
u˜(ξ)2(1 + |τ |)−2(1 + |ξ|+ |η|+ |τ |)2d+2s
′
dξdηdτ ≤
≤ C
∫∫
u˜(ξ)2(1 + |τ |)−2(1 + |ξ|+ |τ |)2d+2s
′+ν−1dξdτ ≤ C
∫
u˜(ξ)2(1 + |ξ|)2sdξ = ‖u‖2s. (7)
Here the first inequality follows from the properties of the Fourier transform, the second is obtained
by integration over η and using the spherical coordinates η = (1+ |ξ|+ |τ |)rω; the third inequality
is obtained using the change of variables 1 + |τ | = |ξ|p as follows
∫
R
(1 + |τ |)−2(1 + |ξ|+ |τ |)2d+2s
′+ν−1dτ = 2|ξ|−2+2d+2s
′+ν−1+1
∞∫
|ξ|−1
p−2(1 + p)2d+2s
′+ν−1dp
= C|ξ|s−1 ×
(
|ξ| if |ξ| > 1
|ξ|1−s if |ξ| < 1
)
≤ C(1 + |ξ|)2s. (8)
The proof of the lemma is now complete.
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2. Let us show that the trace i∗Di∗ is indeed supported on the subset XG ⊂ X˜G. To this end,
we consider an arbitrary function ϕ ∈ C∞(X), which vanishes in a neighborhood of XG. We claim
that the operator
i∗Di∗ϕ : H
s(X) −→ Hs−d−ν(X)
is compact. Indeed, let us use Condition 2.1 and take Z equal to X˜G ∩ suppϕ.
Consider the decomposition
i∗Di∗ϕ =
∫
Gε
i∗DgTgi∗ϕdg +
∫
G\Gε
i∗DgTgi∗ϕdg. (9)
Here the first integral has a small norm (since vol(Gε) → 0 as ε → 0), while the second integral
is, on the one hand, (by Item 1 above) supported on Z, and on the other hand, on this set it is
compact by locality (indeed, if x ∈ Uε and g ∈ G \ Gε, then gx ∈ M \ X , hence i
∗DgTgi∗ϕ is
compact). As ε → 0, it follows from the decomposition (9) into a sum of an operator with small
norm and a compact operator that the operator on the left hand side of the equality is compact.
The proof of the localization theorem is now complete.
3 Examples (geometry)
Let us give examples of manifolds and group actions and apply the localization theorem (Theo-
rem 2.1) to them.
Rotations of lines in the plane. M = R2, X = R1, while G = S1 is the group of rotations
around the origin. Here there are two possibilities, depending on whether the line X passes
through the origin or not. If the line passes through the origin, then the traces of operators are
supported at the fixed point XG = X˜G = {A} (see Fig. 2, Item 1). If the line does not pass
through the fixed point, then the traces of operators are all compact. More precisely, each such
line has a unique point X˜G = A, whose orbit touches X , while there are no fixed points: XG = ∅
(see Fig. 2, Item 2). Meanwhile, Condition 2.1 is satisfied (as Uε we can take an interval of length
ε with center at A).
Shifts of the plane. M = R2, X = S1, while G = R is the group of translations (see Fig. 2,
Item 3). This example is similar to the previous one, namely, the orbits are tangent to X at the
points denoted by A and B, while there are no fixed points: X˜G = {A} ∪ {B}, XG = ∅. Hence,
traces of operators on X are compact (Condition 2.1 is satisfied in this case). On Fig. 2, Item 4
we consider and example, in which our Condition 2.1 is not satisfied (here XG = ∅, while X˜G
consists of the horizontal intervals).
Rotations of lines in R3. M = R3, X = R1, while G = S1 is the group of rotations about the
OZ-axis, while the line X and the axis of rotation intersect and form angle α (see Fig. 3, Item 1).
In this case traces of G-operators are localized at the intersection of the two lines, except the case,
when α = 0 (more precisely, for α 6= 0 we have X˜G = XG = {A}).
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Figure 2: Rotations and shifts of the plane.
Figure 3: Rotations in R3.
Rotations of circles in R3. M = R3, X = S1, while G = S1 is the group of rotations about the
OZ-axis and the circle X touches the axis of rotation (see Fig. 3, Item 2). In this case the trace
of operators is localized at the point, where the circle meets the axis of rotation. This degenerate
case is interesting, since the trace is also localized at a one-point set and there arizes the question
about the nature of this operator.
Rotations of planes in R3. M = R3, X = R2, G = S1 is the group of rotations around the
OZ-axis, while the normal to the plane X and the axis of rotation form an angle equal to α (see
Fig. 3, Item 3). In this case traces of G-operators are localized at the point of intersection of the
plane with the axis of rotation (more precisely, X˜G = is the line l, while XG = {A}).
Rotations and shifts of spheres in R3. M = R3, X = S2, while G = S1 × R1 is the group
generated by rotations about OZ and shifts along this axis. The sphere X has center at the origin
(see Fig. 4, Item 1). In this case traces of G-operators are compact. Indeed, the orbits touch
the spheres at the equator X˜G = S
1, while none of the orbits is contained in the sphere and thus
XG = ∅ (Condition 2.1 is satisfied in this case).
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Figure 4: Actions of Lie groups 1) G = S1 × R and 2) SO(3) in R3.
Arbitrary rotations of a line in R3. M = R3, X = R1, while G = SO(3) is the group of
all rotations about the origin. Here the line X passes through the origin. In this case traces of
G-operators are localized at the origin (see Fig. 4, Item 2).
4 Examples (analysis)
In this section we consider examples and study the nature of traces of G-operators in a neighbor-
hood of the set, on which they are localized.
Example 1. Let a submanifold X ⊂ M be G-invariant, i.e. we have X = XG = X˜G. In this
case traces of G-operators on M are localized on the entire manifold X by Theorem 2.1. It turns
out, that in this invariant situation the trace is actually, a G-operator on X with respect to the
restriction of the action of G on X and the corresponding shift operators
T ′g : H
s(X) −→ Hs(X), T ′gu(x) = u(g
−1x).
More precisely, the following statement is true.
Proposition 4.1. The trace of a G-operator D (see (2)) on a G-invariant submanifold X is a
G-operator on X, i.e., we have
i!(D) =
∫
G
D′gT
′
gdg, (10)
where D′g is a smooth family of pseudodifferential operators on X.
Proof. Let us compute the trace of the integrand in (2). We have
i!(DgTg)u(x) = i
∗DgTg(u(x)⊗ δX) = i
∗Dg(T
′
gu(x)⊗ δX) = (i
∗Dgi∗)(T
′
gu(x)) = i
!(Dg)T
′
gu(x).
Here we used the fact that G is compact and chose a G-invariant δ-function supported on X .
Hence, integration over G gives the desired equality (10), where D′g = i
!(Dg) is a pseudodifferential
operator on the submanifold.
The proof of the proposition is now complete.
Of course, a submanifold is not G-invariant in general. Below we study traces in such situations.
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Example 2. Let X ⊂ R3 be the plane
−x sinα + z cosα = 0.
A basis in this plane is given by the vectors e1 = (cosα, 0, sinα), e2 = (0, 1, 0). A normal vector
is equal to e3 = (− sinα, 0, cosα). The coordinates in the basis e1, e2, e3 ∈ R
3 are denoted by
(u, v, w). These coordinates are related with the coordinates x, y, z as
(x, y, z) = (u cosα− w sinα, v, u sinα + w cosα). (11)
In R3, we consider the scalar G-operator
D = ∆−1
∫
S1
Tϕdϕ, (12)
where ∆ stands for the Laplacian, while Tϕ is the shift operator associated with the group of
rotations about the OZ-axis:
(Tϕf)(x, y, z) = f(x cosϕ− y sinϕ, x sinϕ+ y cosϕ, z).
Let us study the trace
i!(D) = i∗
∆−1 ∫
S1
Tϕdϕ
 i∗ : Hs(X)→ Hs+1(X), s ∈ (−1, 0), (13)
of D on X .
Proposition 4.2. The trace of operator (12) is localized at the point (0, 0, 0) of intersection of
the plane X with the axis of rotation.
Proof. In this case a direct computation shows that X˜S1 = {y = 0,−x sinα+z cosα = 0} is a line,
while XS1 = {(0, 0, 0)} is a point. Hence, by Theorem 2.1 the trace is localized at (0, 0, 0).
So, the trace is localized at the fixed point of the group action. Let us study its structure by
freezing the coefficients of the operator at this point. Below, it will be more convenient to work
with zero-order operators. We make reduction to this case by taking products of our operator with
appropriate powers of the Laplacian ∆X on X , i.e., from operator (12) we pass to the operator
∆
1/2
X i
∗
∆−1 ∫
S1
Tϕdϕ
 i∗ : Hs(R2)→ Hs(R2). (14)
A direct computation shows that in the dual space with respect to the Fourier transform
operator (14) is written as an integral operator as
f(s, t) 7−→ (u2 + v2)1/2
∫
R
dw
2pi∫
0
dϕ
u2 + v2 + w2
×
f
(
u(cos2 α cosϕ+sin2 α)+v cosα sinϕ+w sinα cosα(1−cosϕ),−u cosα sinϕ+v cosϕ+w sinα sinϕ
)
:
: H˜s(R2s,t) −→ H˜
s(R2u,v). (15)
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Here we used the fact that operators on the physical space are transformed to the following
operators on the dual space:
• the coboundary operator i∗ is transformed to the operator
pi∗f(x, y, z) = f(x cosα + z sinα, y)
where pi : R3 → R2 denotes the projection;
• the rotation operator Tϕ is transformed to the rotation operator
T˜ϕf(x, y, z) = f(x cosϕ+ y sinϕ,−x sinϕ+ y cosϕ, z);
• the boundary operator i∗ is transformed to the operator of integration with respect to w:
pi∗f(u, v) =
∫
R
f(u cosα− w sinα, v, u sinα + w cosα)dw
(here we used the change of variables (11));
• replacing the operators in the composition (14) by the corresponding operators on the dual
space, we obtain precisely the operator (15);
• the space H˜s(R2u,v) is the closure of the set of smooth compactly-supported functions with
respect to the norm
‖f‖2s =
∫
R2
|f(u, v)|2(1 + u2 + v2)sdudv.
Below we use polar coordinates on X :
s = ρ cosψ, t = ρ sinψ and u = r cosω, v = r sinω.
In the integral in (15) we make the following change of variables (w, ϕ) 7→ (ρ, ψ):
u(cos2 α cosϕ + sin2 α) +v cosα sinϕ +w sinα cosα(1− cosϕ) = ρ cosψ,
−u cosα sinϕ +v cosϕ +w sinα sinϕ = ρ sinψ.
(16)
It turns out that this change of variables is one-to-one, while the inverse change is equal to
(cumbersome computations are omitted):
tan
ϕ
2
=
ρ cosψ − u
(v + ρ sinψ) cosα
,
w = u cotα−
v cotϕ
sinα
+
ρ sinψ
sinα sinϕ
=
=
u2(1− 2 cos2 α)− 2ρu cosψ sin2 α + ρ2(cos2 ψ + sin2 ψ cos2 α)− v2 cos2 α
2(ρ cosψ − u) cosα sinα
=
=
sin2 α(ρ cosψ − u)2 + cos2 α(ρ2 − r2)
2(ρ cosψ − u) cosα sinα
.
(17)
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Figure 5: Change of variables (w, ϕ) 7→ (ρ, ω).
Let us describe the geometric meaning of this change of variables. In the (s, t)-plane we have an
ellipse (defined parametrically in terms of ϕ):
s = u(cos2 α cosϕ+ sin2 α) + v cosα sinϕ, t = −u cosα sinϕ+ v cosϕ.
As ϕ increases, the corresponding point goes around the ellipse clockwise, starting from the point
(u, v) (see Fig. 5). Further, for each point of this ellipse (i.e., for a given ϕ) equations (16) define
a line in the (s, t)-plane, which passes through this point with parameter w along the line (this
line degenerates to a point for ϕ = 0). A direct computation shows that this line passes through
the above mentioned point of the ellipse and the point with the coordinates (u,−v).
Clearly, the mapping (w, ϕ) 7→ (ρ, ω) is a diffeomorphism, except at the points, which lie on
the vertical line passing through the point (u,−v) of the ellipse.
Making the change of variables (16), we rewrite the product of the differentials in (15) in the
new coordinates as
dϕdw =
ρdρdψ
cosα sinα((1− cosϕ)(w sinα− u cosα) + v sinϕ)
=
ρdρdψ
sinα(ρ cosψ − u)
. (18)
Substituting (16) and (18) in the integral operator (15), we rewrite this integral operator as
f(s, t) 7−→ r
∞∫
0
dρ
2pi∫
0
ρdψ
(r2 + w2) sinα|ρ cosψ − u|
f(ρ cosψ, ρ sinψ) =
∞∫
0
K(ρ/r)f(ρ)
dρ
ρ
, (19)
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where K(ρ) is a family of integral operators on the circle equal to
(K(ρ)f)(ω) =
2pi∫
0
ρ2
(1 + w2) sinα|ρ cosψ − cosω|
f(ψ)dψ =
=
2pi∫
0
4 sinα cos2 αρ2|ρ cosψ − cosω|
4 cos2 α sin2 α(ρ cosψ − cosω)2 +
(
sin2 α(ρ cosψ − cosω)2 + cos2 α(ρ2 − 1)
)2f(ψ)dψ. (20)
Since the operator-function K(ρ/r) in (19) is homogeneous of degree zero with respect to the pair
of its arguments, operator (19) is nothing but the Mellin convolution in the variable r. Hence, it
is algebraized if we apply the Mellin transform Mρ→p. Here by algebraization we mean that the
operator is written as an operator of multiplication by the function
K̂(p) =Mρ→pK(ρ) =
∞∫
0
ρpK(ρ)
dρ
ρ
. (21)
Necessary properties of this operator-function are described in the following two lemmas.
Lemma 4.1. The operator-function K(ρ) ranges in integral operators with smooth kernel for all
ρ > 0 and ρ 6= 1, and its operator norm in the space L2(S1) has the following estimates
‖K(ρ)‖ =

O(ρ2), if ρ < 1/2,
O
(
|ρ− 1|−1/2
)
, if 1/2 < ρ < 2,
O(ρ−1), if ρ > 2.
(22)
Proof. 1. The singularities of the Schwarz kernel of the operator (20) correspond to the zeroes of
the denominator. Since this denominator is a sum of squares, the singularities of the denominator
are determined from the equations
ρ cosψ − cosω = 0, ρ2 − 1 = 0,
which are equivalent to ρ = 1, ψ = ±ω. This implies that for ρ 6= 1 the denominator has no
zeroes, hence, the Schwarz kernel is smooth. The first statement in the lemma is now proved.
2. Estimates of the integral kernel and the operator norm as ρ→∞ and ρ→ 0 are obtained
similarly. Namely, as ρ→∞ the numerator in (20) is equal to O(ρ3) and the denominator has a
lower bound ≥ Cρ4, which gives us the desired estimate. Finally, as ρ → 0 the numerator is of
order O(ρ2), while the denominator is separated from zero, which gives the desired estimate.
3. It remains to estimate the norm of operator K(ρ) as ρ → 1. So, we consider ρ close but
not equal to 1. To estimate the norm of the integral operator K(ρ), we use the Schur test (e.g.,
see [9]) and estimate the integrals∫
S1
|K(ρ, ω, ψ)|dω,
∫
S1
|K(ρ, ω, ψ)|dψ
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of the kernel K(ρ, ω, ψ) uniformly in ω, ψ. Let us estimate the first of the integrals (the second is
estimated similarly). We have
∫
S1
|K(ρ, ω, ψ)|dω ≤ C
ψ+ε∫
ψ−ε
|ρ cosψ − cosω|dω
(ρ cosψ − cosω)2 +
(
tan2 α(ρ cosψ − cosω)2 + (ρ2 − 1)
)2 ≤
≤ C
ε2∫
−ε1
|(ρ− 1) cosψ − t|dt[
((ρ− 1) cosψ − t)2 +
(
tan2 α((ρ− 1) cosψ − t)2 + (ρ2 − 1)
)2]√
| sin2 ψ − 2t cosψ − t2|
(23)
(for some numbers ε1, ε2 ≥ 0, which are bounded uniformly in ψ and ρ). In the last inequality in
(23) we reduced our integral to an integral over a small neighborhood of the point ψ, since the
integrand is uniformly bounded whenever |ω±ψ| > ε and is an even function. Then in the second
inequality we made the change of variable ω 7→ t:
cosω = cosψ + t, dω =
±dt√
| sin2 ψ − 2t cosψ − t2|
.
Then in the latter integral in (23) we make the change of variable t = |ρ− 1|τ ; then we obtain∫
S1
|K(ρ, ω, ψ)|dω ≤
≤ C
ε2|ρ−1|−1∫
−ε1|ρ−1|−1
| cosψ ∓ τ |[
(cosψ ∓ τ)2 +
(
tan2 α(ρ− 1)(cosψ ∓ τ)2 + (ρ+ 1)
)2]×
×
dτ√
| sin2 ψ − 2τ |ρ− 1| cosψ − τ 2|ρ− 1|2|
≤
≤ C
ε2|ρ−1|−1∫
−ε1|ρ−1|−1
dτ
(|τ |+ 1)
√
|(|ρ− 1|τ + cosψ + 1)(|ρ− 1|τ + cosψ − 1)|
(24)
The second inequality here follows from the fact that the numerator is O(|τ | + 1), while the
expression in square brackets in the denominator is nonzero, and ≥ τ 2 at infinity. The last
integral in (24) admits the estimate
≤ C
ε2|ρ−1|−1∫
−ε1|ρ−1|−1
dτ
|τ |+ 1
≤ C ln |ρ− 1|−1,
provided that | cosψ±1| > ε1, ε2. Let us now consider the case, when one of the numbers cosψ±1
is small. For definiteness, we consider the case, when ψ is close to zero (the case, when ψ is close
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to pi is considered similarly). Then we have the following estimate of the integral in (24)
≤ C
ε2|ρ−1|−1∫
−ε1|ρ−1|−1
dτ
(|τ |+ 1)
√
||ρ− 1|τ + cosψ − 1|
=
=
C√
|ρ− 1|
ε2|ρ−1|−1∫
−ε1|ρ−1|−1
dτ
(|τ |+ 1)
√∣∣∣∣τ + cosψ − 1|ρ− 1|
∣∣∣∣
≤
C√
|ρ− 1|
. (25)
Thus, we obtain the estimate∫
S1
|K(ρ, ω, ψ)|dω = O(|ρ− 1|−1/2) as ρ→ 1 .
Similarly, we obtain ∫
S1
|K(ρ, ω, ψ)|dψ = O(|ρ− 1|−1/2).
These estimates and the Schur test [9] give the desired norm estimate of the integral operator
‖K(ρ)‖ = O(|ρ− 1|−1/2).
The proof of the lemma is now complete.
Lemma 4.2. The operator-function K̂(p) (see (22)) enjoys the following properties
1) it is holomorphic for all p in the vertical strip
{−2 < Re p < 1} ⊂ C;
2) it ranges in integral oeprators on S1 with smooth kernel;
3) as Im p→∞ in the above described vertical strip, we have ‖K̂(p)‖ → 0.
Proof. Indeed, for all p in the vertical strip the integral (21) converges, since the integral of norms
∞∫
0
|ρp−1| · ‖K(ρ)‖dρ
is absolutely convergent by the estimates (22). The remaining statements of the lemma follow
from well-known properties of the Mellin transform.
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We are now ready to describe the structure of the trace (13). Namely, we showed that this
trace is localized at the fixed point and after applying Fourier and then Mellin transform in the
radial variable in the dual space, the operator reduces to an operator of multiplication by the
function K̂(p). Gathering these transformations, we obtain a representation of the trace (13) in
the form
∆
−1/2
X χF
−1χ′M−1p→ρK̂(p)Mρ→pχ
′Fχ : Hs(X) −→ Hs+1(X). (26)
Here F is the Fourier transform, Mr→p is the Mellin transform in the radial variable in the
dual space, while the cut-off functions χ, χ′ are written to obtain a bounded operator in the
corresponding function spaces. In more detail, χ is a smooth function on X equal to zero outside
a small neighborhood of zero and is identically equal to one in a small neighborhood of zero, while
χ′ is a function in the dual space identically equal to one at infinity and zero in a neighborhood
of zero. The trace (13) and the operator (26) are equal up to compact summands by the locality
principle.
Example 3 On the product R2x,z × S
1
y, we consider the action
gϕ(x, y, z) = (x cosϕ+ z sinϕ, y + ϕ,−x sinϕ + z cosϕ), ϕ ∈ S
1
of the group S1ϕ (this action consists of screw motions: shifts along y by ϕ and rotations in the
XOZ-plane by angle ϕ).
Let us study the trace of the G-operator
D = ∆−1
∫
S1
Tϕdϕ, where Tϕu(x, y, z) = u(g
−1
ϕ (x, y, z)),
on the submanifold equal to the horizontal coordinate plane: X = {z = 0}.
By the localization theorem the trace
i!(D) = i∗
∆−1 ∫
S1
Tϕdϕ
 i∗ : Hs(X)→ Hs+1(X), s ∈ (−1, 0), (27)
is localized at the submanifold XS1 = {x = z = 0} ⊂ X equal to the the OY -axis, about which
we make rotations.
Then we represent Hs(X) as the space of sections of a Hilbert bundle over XS1 with fiber
Hs(R) and we denote this bundle by Hs(XS1).
We represent the shift operator as the composition
Tϕ = T
′
ϕT
′′
ϕ
of the shift T ′ϕ along XS1 and a rotation T
′′
ϕ in the XOZ-plane.
The structure of the trace (27) is described in the following proposition.
Proposition 4.3. The trace (27) is a G-operator with operator-valued symbol on XS1 modulo
compact summands. More precisely, the trace can be written as
i!(D) =
∫
S1
(
i∗∆−1T ′′ϕ i∗
)
T ′ϕdϕ : H
s(XS1)→H
s+1(XS1), (28)
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where the operator in brackets is a family of pseudodifferential operators on XS1 with operator-
valued symbols. Moreover, the operators in the family continuously depend on ϕ in operator norm
for all ϕ 6= 0, pi and the norms of the operators and their symbols are uniformly bounded for all ϕ.
Remark 4.1. Note that pseudodifferential operators with operator-valued symbols of nonzero
order were introduced in [10].
Remark 4.2. The operator family i∗∆−1T ′′ϕ i∗ is not norm continuous at ϕ = 0 and pi. This is
easy to see, since for small ϕ 6= 0 the corresponding operator is localized at XS1 ⊂ X , while for
ϕ = 0 it is a pseudodifferential operator and, hence, is localized on the entire submanifold X .
Similarly, one shows that there is no limit in norm as ϕ→ pi.
Proof. A direct computation shows that (28) holds. Let us show that the operator in round
brackets in (28) is a pseudodifferential operator with operator-valued symbol on XS1. Indeed,
writing this operator as
T ′′ϕ i
∗
ϕ∆
−1i∗,
where iϕ : gϕX → R
2 × S1 stands for the shift of the initial submanifold X by an element gϕ, one
can show that this operator is a ψDO, since the factor T ′′ϕ acts as identity along the base XS1 ,
while i∗ϕ∆
−1i∗ is a translator and, as shown in [11], is a ψDO.
The boundedness of norms of these operators follows from their definition. To prove the
norm boundedness of the operator family i∗∆−1T ′′ϕ i∗, and also obtain uniform boundedness of the
symbols, we calculate the symbol (as an operator in the space dual with respect to the Fourier
transform of functions depending on ξ, η). This operator is equal to
u(ξ, η) 7→
∫
R
u(ξ cosϕ− ζ sinϕ, η)dζ
ξ2 + η2 + ζ2
=
∫
R
u(z, η)dz
| sinϕ|
(
ξ2 + η2 +
(
ξ cosϕ−z
sinϕ
)2) =
= | sinϕ|
∫
R
u(z, η)dz
ξ2 − 2ξz cosϕ+ z2 + η2 sin2 ϕ
. (29)
Here we made the change of variable z = ξ cosϕ − ζ sinϕ in the integral. We denote the latter
symbol by Aϕ(η). It smoothly depends on η and is twisted homogeneous (e.g., see [10]) with
respect to this variable:
Aϕ(λη) = λ
−1
κ
−1
λ Aϕ(η)κλ, for all λ > 0,
where κλf(z) = f(λz) denotes the action of the group R+ of dilations.
It remains to show that the symbol remains bounded as ϕ→ 0. By twisted homogeneity and
unitarity of the group κλ, we assume that η = 1 and obtain
Aϕ(1)u = | sinϕ|
∫
R
u(z)dz
(ξ − z cosϕ)2 + sin2 ϕ〈z〉2
.
Here we use the notation 〈x〉 = (1 + x2)1/2.
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The commutative diagram
L2(Rz, 〈z〉
2s)
Aϕ(1)
//
〈z〉s

L2(Rz, 〈z〉
2(s+1))
〈z〉s+1

L2(Rz) // L
2(Rz)
(30)
imples that the norm of Aϕ(1) is equal to the L
2-norm of the operator 〈ξ〉sAϕ〈z
−s〉. So, it remains
to estimate the norm of the integral operator in L2(R):
u(z) 7−→
∫
R
〈ξ〉s+1| sinϕ|〈z〉−su(z)dz
(ξ − z cosϕ)2 + sin2 ϕ〈z〉2
.
The kernel of this integral operator is denoted by K(ξ, z). To estimate the norm of this integral
operator, we use the Schur test. To this end, let us obtain the uniform boundedness of the integrals∫
R
|K(ξ, z)|dz,
∫
R
|K(ξ, z)|dξ. (31)
Let us estimate the first integral (the second is estimated similarly).
We have∫
R
|K(ξ, z)|dz =
∫
R
〈ξ〉s+1| sinϕ|〈z〉−sdz
(z − ξ cosϕ)2 + sin2 ϕ〈ξ〉2
=
∫
R
dt
t2 + 1
〈ξ〉s
(
〈ξ cosϕ+ | sinϕ|〈ξ〉t〉
)−s
=
=
∫
R
dt
t2 + 1
(
1
〈ξ〉
+
(
ξ
〈ξ〉
cosϕ+ | sinϕ|t
)2)−s/2
≤
≤
∫
R
dt
t2 + 1
(1 + (1 + |t|)2)−s/2 <∞. (32)
Here in the second equality we made the change of variable z = ξ cosϕ+ | sinϕ|〈ξ〉t in the integral;
while the first inequality follows from the fact that x−s is increasing for s < 0; the latter integral
converges, since 2 + s < 1.
Estimates of the norm of the second integral in (31) are obtained along the same lines.
So, by the Schur test the norm of the symbol is uniformly bounded. The continuity with respect
to the operator norm follows from the fact that, as is easy to see, the symbol is differentiable with
respect to the parameter ϕ if sinϕ 6= 0. Hence, the operator with this symbol continuously
depends on this parameter in the operator norm.
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