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In a discussion in spring 2001, Alexei Borodin showed us recursion re-
lations for the Toeplitz determinants going with the symbols et(z+z
−1) and
(1− ξz)α (1− ξz−1)β . Borodin obtained these relations using Riemann-Hilbert
methods; see the recent work of Borodin [5] and also Borodin-Deift [6] and
Baik [4]. The nature of Borodin’s recursion relations pointed towards the
Toeplitz lattice and its Virasoro algebra, introduced by us in [3]. In this
paper, we take the Toeplitz and Virasoro approach for a fairly large class of
symbols, leading to a systematic way of generating recursion relations. The
latter are very naturally expressed in terms of the L-matrices appearing in
the Toeplitz lattice equations. As a surprise, we find, compared to Borodin’s,
a different set of relations, except for the 3-step relations associated with the
symbol et(z+z
−1).
0 Introduction and main results
The weight
ρ(z) := eP1(z)+P2(z
−1)zγ(1− d1z)γ′1(1− d2z)γ′2(1− d−11 z−1)γ
′′
1 (1− d−12 z−1)γ
′′
2
(0.0.1)
with
P1(z) :=
N1∑
1
uiz
i
i
and P2(z) :=
N2∑
1
u−iz
i
i
, (0.0.2)
2
has a natural involution
˜: z ↔ z−1, (0.0.3)
which induces an involution on the following quantities:
˜ : P1(z)↔ P2(z−1), ui ↔ u−i, N1 ↔ N2, γ ↔ −γ, di ↔ d−1i , γ′i ↔ γ′′i .
(0.0.4)
The multiple integral below is known to be expressible, both, as the deter-
minant of a Toeplitz matrix and as an integral over the group U(n),
I(ε)n :=
1
n!
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
zεkρ(zk)
dzk
2πizk
)
= det
(∫
S1
zε+i−jρ(z)
dz
2πiz
)
1≤i,j≤n
=
∫
U(n)
det (Uερ(U)) dU, (0.0.5)
which for some special choices of ρ has an interesting interpretation in terms
of random permutations; for that matter, look at the examples in section 4.
Consider the basic variables, with In := I
(0)
n , I±n = I
(±1)
n ,
xn = (−1)n I
+
n
In
, yn = (−1)n I
−
n
In
and vn = 1− xnyn = In−1In+1
I2n
. (0.0.6)
See section 1.1 for explanations. Then the basic object
In =
∫
U(n)
det (ρ(U)) dU = det
(∫
S1
zi−jρ(z)
dz
2πiz
)
1≤i,j≤n
,
which appears in several problems of random words and permutations, is
obtained from the xn, yn and I1, by means of the formula
In = I
n
1
n−1∏
1
(1− xiyi)n−i. (0.0.7)
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The following matrices, intimately related to the Toeplitz lattice, will play
an important role in this work :
L1 :=


−x1y0 1− x1y1 0 0
−x2y0 −x2y1 1− x2y2 0
−x3y0 −x3y1 −x3y2 1− x3y3
−x4y0 −x4y1 −x4y2 −x4y3
. . .

 (0.0.8)
and
L2 :=


−x0y1 −x0y2 −x0y3 −x0y4
1− x1y1 −x1y2 −x1y3 −x1y4
0 1− x2y2 −x2y3 −x2y4
0 0 1− x3y3 −x3y4
. . .

 . (0.0.9)
The Toeplitz lattice and its relation to the Toda lattice will be discussed in
Section 1.1.
Define the matrices, depending on the positive integer n ≥ 1, and the
exponents γ, γ′i and γ
′′
i in (0.0.1),
L(n)1 := (aI + bL1 + cL21)P ′1(L1) + c(n + γ′1 + γ′2 + γ)L1
L(n)2 := (cI + bL2 + aL22)P ′2(L2) + a(n + γ′′1 + γ′′2 − γ)L2, (0.0.10)
and depending on arbitrary parameters a, b, c. The involution ,˜ defined in
(0.0.3) and (0.0.4) induces involutions
In ↔ In, I+n ↔ I−n , xn ↔ yn, a↔ c, b↔ b, and so L1 ↔ L⊤2 , L(n)1 ↔ L(n)⊤2 .
(0.0.11)
Also note that (self-dual case)
ρ(z) = ρ(z−1) implies xn = yn, L1 = L
⊤
2 , L(n)1 = L(n)⊤2 . (0.0.12)
Given a matrix A(n) containing explicitly the parameter n, the “discrete
derivative” ∂n is defined as
∂nA(n)nn := A(n+ 1)n+1,n+1 −A(n)nn. (0.0.13)
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Rational relations: In the Theorem 0.1, we show the polynomial relation-
ships between consecutive (xi, yi)’s. When the degrees of P1 and P2 differ by
at most one, they actually lead to inductive rational relations, as is stated
in Theorem 0.2. These relations are obtained by observing that the multiple
integral (0.0.5) satisfy the Toeplitz lattice and an SL(2,Z)-set of Virasoro
relations in the ui-variables; see [3].
Theorem 0.1 For the weight (0.0.1), the vectors (xk)k≥1 and (yk)k≥1 satisfy
two finite difference relations, involving a finite number of steps:
• Case 1. When d1, d2, d1 − d2, |γ′1| + |γ′′1 |, |γ′2| + |γ′′2 | 6= 0 in the weight
(0.0.1), then the relations are
∂n(L(n)1 −L(n)2 )n,n + (cL1 − aL2)nn = 0 (0.0.14)
∂n(vnL(n)1 −L(n)2 )n+1,n +
(
cL21 + bL1
)
n+1,n+1
− C = 0, (0.0.15)
for all n ≥ 1, and where
a = 1, b = −d1 − d2, c = d1d2.
C is a constant independent of n, thus expressable in terms of the initial
value:
C := (v1L(1)1 −L(1)2 )2,1 +
(
cL21 + bL1
)
1,1
. (0.0.16)
Only the first relation is self-dual for the involution˜ .
• Case 2. When d1 6= 0, γ′1 6= 0, γ′2 = γ′′1 = γ′′2 = d2 = 0, we may rescale z
so that d1 = −1 and so
ρ(z) = zγ(1 + z)γ
′
1eP1(z)+P2(z
−1).
Then the same equations (0.0.14) and (0.0.15) are satisfied, where a, b, c can
be chosen in two different ways, one being the dual of the other, namely
(a, b, c) = (1, 1, 0) or (a, b, c) = (0, 1, 1).
• Case 3. d1 = d2 = γ′1 = γ′2 = γ′′1 = γ′′2 = 0. Then
ρ(z) := zγeP1(z)+P2(z
−1)
5
and a, b, c can be chosen totally arbitrary. Here it will be more advantageous
to pick different relations, both of which are polynomials, dual to each other,

Γn(x, y) :=
vn
yn

 − (L1P ′1(L1))n+1,n+1 − (L2P ′2(L2))n,n
+(P ′1(L1))n+1,n + (P
′
2(L2))n,n+1

 + nxn = 0
Γ˜n(x, y) :=
vn
xn

 − (L1P ′1(L1))n,n − (L2P ′2(L2))n+1,n+1
+(P ′1(L1))n+1,n + (P
′
2(L2))n,n+1

 + nyn = 0
(0.0.17)
Theorem 0.2 Requiring N1 = N2 or N2 ± 1 in the weight (0.0.1), the xn
and yn’s can be expressed rationally in terms of lower x’s and y’s, and thus,
from (0.0.7), In can be expressed in the terms of the x’s and y’s. To be
precise,
• Case 1 leads to two inductive rational N1 +N2 + 4-step relations
xn = Fn(xn−1, yn−1, . . . , xn−N1−N2−3, yn−N1−N2−3)
yn = Gn(xn−1, yn−1, . . . , xn−N1−N2−3, yn−N1−N2−3).
• Case 2 leads to two inductive rational N1 +N2 + 3-step relations (0.0.14)
and (0.0.15), such that1
when N1 = N2 or N1 = N2 + 1, use (a, b, c) = (1, 1, 0)
when N2 = N1 or N2 = N1 + 1, use (a, b, c) = (0, 1, 1).
Thus, we find rational functions Fn and Gn:
xn = Fn(xn−1, yn−1, . . . , xn−N1−N2−2, yn−N1−N2−2)
yn = Gn(xn−1, yn−1, . . . , xn−N1−N2−2, yn−N1−N2−2).
• Case 3 leads to two inductive N1 +N2 + 1-step rational relations
xn = Fn(xn−1, yn−1, . . . , xn−N1−N2 , yn−N1−N2)
yn = Gn(xn−1, yn−1, . . . , xn−N1−N2, yn−N1−N2).
1Both solutions can be used, when N1 = N2.
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Corollary 0.3 For the self-dual weight
ρ(z) = e
∑N
1
ui
i
(zi+z−i),
the polynomial2 in xk−N , xk−N+1, . . . , xk, . . . , xk+N ,
Γk := kxk − vk
xk


(
N∑
1
uiL
i
1
)
k+1,k+1
+
(
N∑
1
uiL
i
1
)
k,k
− 2
(
N∑
1
uiL
i−1
1
)
k+1,k


= kxk + vk
N∑
1
ui

k+i−1∑
j=k−1
xj+1(L
i−1
1 )k+1,j+1 +
k+1∑
j=k−i+1
xj−1(L
i−1
1 )jk

 = 0
(0.0.18)
leads to recurrence relations
xn = Fn(xn−1, . . . , xn−2N ).
Remark: In the self-dual case, i.e., when ρ(z) = ρ(z−1), the first equation
(0.0.14) vanishes identically and the two equations in (0.0.17) become iden-
tical. Only one equation is required, since all xn = yn.
Remark: By the duality a ↔ c, b ↔ b, L1 ↔ L⊤2 , equations (0.0.14) and
(0.0.15) map into


∂n(L(n)1 −L(n)2 )n,n + (cL1 − aL2)nn = 0
∂n(L(n)1 − vnL(n)2 )n,n+1 −
(
aL22 + bL2
)
n+1,n+1
= C ′,
(0.0.19)
where C ′ is now:
C ′ := (L(1)1 − v1L(1)2 )1,2 −
(
aL22 + bL2
)
1,1
. (0.0.20)
An invariant manifold: The relations appearing in Theorem 0.1 for each
of the cases happen to define an invariant manifold for the first Toeplitz flow.
We shall do this here for case 3, where
ρ(z) := zγeP1(z)+P2(z
−1).
This case has the extra feature that the relations themselves (0.0.17) satisfy
an interesting system of differential equations. These statements will be es-
tablished in section 3, as an immediate consequence of the Virasoro relations
satisfied by the multiple integrals.
2The matrix L1 appearing in (0.0.18) is the matrix (0.0.8), with yi = xi.
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Theorem 0.4 Let xn = xn(t1, s1) and yn = yn(t1, s1) flow according to the
differential equations (vn := 1− xnyn)
∂xk
∂t1
= vkxk+1
∂yk
∂t1
= −vkyk−1
(Toeplitz Lattice) (0.0.21)
∂xk
∂s1
= vkxk−1
∂yk
∂s1
= −vkyk+1.
and the ui, appearing in the polynomials P1(z) and P2(z), according to
∂uk
∂t1
= δk,1
∂uk
∂s1
= −δk,−1.
Then:
(i) The polynomial recurrence relations Γn and Γ˜n, defined in (0.0.17), satisfy
the differential equations
∂
∂
{
t1
s1
}Γn = vnΓn±1 + xn±1 (xnΓ˜n − ynΓn)
∂
∂
{
t1
s1
} Γ˜n = −vnΓ˜n∓1 + yn∓1 (xnΓ˜n − ynΓn) . (0.0.22)
(ii) The locus M is an invariant manifold for the t1 and s1-flows (0.0.21)
above, where
M :=
⋂
n≥0
{
(xk, yk)k≥0 , such that Γn(x, y) = 0 and Γ˜n(x, y) = 0
}
.
(0.0.23)
Corollary 0.5 Let xn = xn(t) flow according to the differential equations
(vn := 1− x2n)
∂xn
∂t
= vn(xn+1 − xn−1), (0.0.24)
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which is obtained by taking the linear combination ∂
∂t1
− ∂
∂s1
of the Toeplitz
vector fields above and setting all xk = yk. Let the ui, appearing in the
self-dual weight
ρ(z) = e
∑N
1
ui
i
(zi+z−i),
flow according to
∂uk
∂t
= δk,1.
Then:
(i) The polynomial recurrence relations Γn , as in (0.0.18), satisfy the dif-
ferential equations
∂Γn
∂t
= vn(Γn+1 − Γn−1). (0.0.25)
(ii) The locus N is an invariant manifold for the t-flow (0.0.24) above, where
N :=
⋂
n≥0
{(xk)k≥0 , such that Γn(x, x) = 0} . (0.0.26)
Singularity confinement: For the self-dual weight
ρ(z) = e
∑N
1
ui
i
(zi+z−i),
the polynomial relations (remember Corollary 0.3) in xk−N , xk−N+1, . . . , xk,
. . . , xk+N ,
0 = kxk − vk
xk


(
N∑
1
uiL
i
1
)
k+1,k+1
+
(
N∑
1
uiL
i
1
)
k,k
− 2
(
N∑
1
uiL
i−1
1
)
k+1,k


lead, in effect, to rational recurrence relations in the xi,
xk = Fk(xk−1, . . . , xk−2N ; u1, . . . , uN), (0.0.27)
depending rationally on the coefficients u1, . . . , uN appearing in the weight
ρ(z).
The following Theorem tells us -roughly speaking- that the recurrence
relations (0.0.27) for special initial condition leads to a solution, where one
xn blows up and all other xk are finite. This is a kind of discrete Painleve´
property, called “singularity confinement”; see Grammaticos, Nijhoff and Ra-
mani [9], who define this to be discrete Painleve´ recursion relations. For these
9
recurrence equations (0.0.27), the precise analytical statement of this phe-
nomenon is stated in Corollary 0.7, claiming there is a generic solution with
the kind of singularity above. The technique used here to prove Corollary
0.7 is to deform the variables xk and yk by means of the Toeplitz lattice;
part (i) of Theorem 0.6 below shows that the Toeplitz lattice has a generic
solution x0, x1, . . . , with all xk, k 6= n finite and one xn blowing up. This
is reminiscent of the Painleve´ property of algebraic integrable systems, which
originates in the work of S. Kowalewski; see [1] and references within. Part
(ii) of Theorem 0.6 shows that these series can be made to stay within the
locus N, by restricting the free parameters. The proof of Theorem 0.6 and
Corollary 0.7, which will be given in a subsequent paper, uses heavily the
ideas of Theorem 0.4 and Corollary 0,5.
Theorem 0.6 (i) Consider the system of differential equations (with bound-
ary condition x0 = 1)
∂xk
∂t
= (1− x2k)(xk+1 − xk−1), for k = 0, 1, 2, . . . , (0.0.28)
and for a fixed, but arbitrary integer n > 0, let
. . . , αn−3, αn−2, c, d, αn+2, αn+3, . . . (0.0.29)
be free parameters. Then the system (0.0.28) has a unique “formal” Laurent
solution, with xn and only xn blowing up, having the form:
xk(t) = αk + . . . , for |k − n| ≥ 2
xn−1(t) = ±1 + ct+ . . .
xn(t) =
1
t
(∓1
2
+ c−d
8
t+ . . . )
xn+1(t) = ∓1 + dt+ . . . .
(0.0.30)
The coefficients in the series (0.0.30) are polynomials in the free parameters
(0.0.29). This solution is generic, since
#{free parameters}+ 1 = #{variables},
with the “1” accounting for the t-parameter.
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(ii) Given the 2N − 1 free parameters αn−2N , . . . , αn−2, the series (0.0.30)
above are “formal” Laurent solutions to the recurrence relations (0.0.18)
xk = Fk(xk−1, . . . , xk−2N ; u1 + t, . . . , uN), (0.0.31)
with the remaining free parameters c, d, αi for i ≤ n − 2N − 1 or i ≥
n − 2, being rational functions of αn−2N , . . . , αn−2 and the parameters u =
(u1, . . . , uN).
This Theorem leads to the “Painleve´ singularity confinement” property
for the recursive equations (0.0.27); the precise statement goes as follows:
Corollary 0.7 (Singularity confinement) Given arbitrary initial data
(xn−2N , . . . , xn−2) = (x
(0)
n−2N , . . . , x
(0)
n−2) =: γ
and setting
xn−1 = ±1 + ε, (0.0.32)
the recurrence relations (0.0.27), namely
xk = Fk(xk−1, . . . , xk−2N ; u1, . . . , uN),
have a “generic” formal series solution in ε of the form (i.e., depending on
2N − 1 degrees of freedom)
xn−1(t) = ±1 + ε
xn(t) =
1
ε
(
x(0)n (γ, u) +O(ε)
)
xn+1(t) = ∓1 +O(ε)
xk(t) = x
(0)
k (γ, u) +O(ε), for k ≥ n+ 2,
(0.0.33)
with all coefficients of the ε-series depending rationally on γ = (x
(0)
n−2N , . . . , x
(0)
n−2)
and u := (u1, . . . , uN).
Remark: The initial condition (0.0.32) is the most general initial condition
leading to blow-up at the nth step.
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Theorem 0.6 and Corollary 0.7 will be established elsewhere, as well as anal-
ogous statements that can be made for the non-symmetric weight
ρ(z) = e
∑N
1 (
ui
i
zi+
u−i
i
z−i).
Examples: Several examples will be discusssed in section 4. It is also
interesting to point out that each of the examples discussed in that section are
related to random permutations, random words and point processes. They
also admit a representation as a Fredholm determinant of an interesting
kernel; concerning the latter, see Borodin and Okounkov [7].
1 The Toeplitz lattice and its Virasoro alge-
bra
1.1 The Toeplitz lattice
Consider the inner-product on the circle
〈f(z), g(z)〉t,s :=
∮
S1
dz
2πiz
f(z)g(z−1)e
∑∞
1
(tizi−siz−i), (1.1.1)
the associated moments µk−ℓ(t, s) := 〈yk, zℓ〉t,s, and the determinants (τ -
functions)
τn(t, s) := det (µk−ℓ(t, s))0≤k,ℓ≤n−1
=
1
n!
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
e
∑∞
1 (tiz
i
k
−siz
−i
k
) dzk
2πizk
)
=
∫
U(n)
e
∑∞
1
Tr(tiM i−siM¯ i)dM (1.1.2)
and
τ±n (t, s) = det (µk−ℓ±1(t, s))0≤k,ℓ≤n−1 ,
=
1
n!
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
z±1k e
∑∞
1 (tiz
i
k
−siz
−i
k
) dzk
2πizk
)
=
∫
U(n)
(detM)±1e
∑∞
1
Tr(tiM i−siM¯ i)dM (1.1.3)
12
The following τ -function expressions are actually polynomials 3
p(1)n (t, s; u) = u
n τn(t− [u−1], s)
τn(t, s)
=
1
n!τn
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
(u− zk)e
∑∞
1
(tizik−siz
−i
k
) dzk
2πizk
)
=
1
τn(t, s)
∫
U(n)
det(uI −M)e
∑∞
1
Tr(tiM i−siM¯ i)dM
(1.1.4)
p(2)n (t, s; u) = u
n τn(t, s+ [u
−1])
τn(t, s)
=
1
n!τn
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
(u− z−1k )e
∑∞
1
(tizik−siz
−i
k
) dzk
2πizk
)
=
1
τn(t, s)
∫
U(n)
det(uI − M¯)e
∑∞
1
Tr(tiM i−siM¯ i)dM (1.1.5)
and are bi-orthogonal for the inner-product above
〈p(1)n , p(2)m 〉t,s = δnmhn(t, s), with hn :=
τn+1
τn
, (1.1.6)
Define4
xn(t, s) := p
(1)
n (t, s; 0)
=
(−1)n
n!τn
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
zke
∑∞
1 (tiz
i
k
−siz
−i
k
) dzk
2πizk
)
=
pn(−∂˜t)τn(t, s)
τn(t, s)
= (−1)n τ
+
n (t, s)
τn(t, s)
yn(t, s) : := p
(2)
n (t, s; 0)
=
(−1)n
n!τn
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
z−1k e
∑∞
1
(tiz
i
k
−siz
−i
k
) dzk
2πizk
)
=
pn(∂˜s)τn(t, s)
τn(t, s)
= (−1)n τ
−
n (t, s)
τn(t, s)
. (1.1.7)
3For α ∈ C, define [α] := (α, α2/2, α3/3, . . . ) ∈ C∞.
4 ∂˜ = (∂/∂t1, (1/2)∂/∂t2, (1/3)∂/∂t3, . . . ), and pk are the elementary Schur functions:∑∞
k=0 pk(t)z
k := exp(
∑∞
i=1 tiz
i).
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Throughout the paper, set5
vn := 1− xnyn = 1− p(1)n (t, s; 0)p(2)n (t, s; 0)
=
hn
hn−1
=
τn+1τn−1
τ 2n
(1.1.8)
In [3], it was pointed out that the quantities xn and yn satisfy the following
integrable Hamiltonian system
∂xn
∂ti
= (1− xnyn)∂H
(1)
i
∂yn
∂yn
∂ti
= −(1− xnyn)∂H
(1)
i
∂xn
∂xn
∂si
= (1− xnyn)∂H
(2)
i
∂yn
∂yn
∂si
= −(1− xnyn)∂H
(2)
i
∂xn
, (1.1.9)
(Toeplitz lattice)
with initial condition xn(0, 0) = yn(0, 0) = 0 for n ≥ 1 and boundary condi-
tion x0(t, s) = y0(t, s) = 1. This fact will be established in Proposition 1.1
below. The traces
H
(k)
i = −
1
i
Tr Lik, i = 1, 2, 3, ..., k = 1, 2 (1.1.10)
of the matrices Li below are integrals in involution with regard to the sym-
plectic structure
ω :=
∞∑
1
dxk ∧ dyk
1− xkyk ,
where L1 and L2 are given by the “ rank 2” semi-infinite matrices
L1 :=


−x1y0 1− x1y1 0 0
−x2y0 −x2y1 1− x2y2 0
−x3y0 −x3y1 −x3y2 1− x3y3
−x4y0 −x4y1 −x4y2 −x4y3
. . .


5By computing 〈p(1)n+1(u) − up(1)n (u), p(2)m+1(u) − up(2)m (u)〉 in two different ways, in a
straightforward way and in another way, using
p
(1)
n+1(u)− up(1)n (u) = p(1)n+1(0)unp(2)n (u−1)
p
(2)
n+1(u)− up(2)n (u) = p(2)n+1(0)unp(1)n (u−1).
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and
L2 :=


−x0y1 −x0y2 −x0y3 −x0y4
1− x1y1 −x1y2 −x1y3 −x1y4
0 1− x2y2 −x2y3 −x2y4
0 0 1− x3y3 −x3y4
. . .

 .
Written out, the differential equations (1.1.9) read6
∂xn
∂ti
= (1− xnyn)∂H
(1)
i
∂yn
=
hn
hn−1
∂
∂yn
(
−1
i
T rLi1
)
, using 1− xnyn = hn
hn−1
=
hn
hn−1
〈
Li−11 ,−
∂L1
∂yn
〉
=
hn
hn−1
〈
Li−11 ,
n+1
↓

0
...
O 0 O
xn
xn+1
xn+2
...


← n
〉
=
hn
hn−1
∑
j≥n
(Li−11 )n+1,jxj , (1.1.11)
and similarly
6Introduce the inner-product
〈A,B〉 = trAB⊤,
which differentiated behaves as
∂
∂x
trAn = 〈nAn−1, ∂A
∂x
〉.
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∂xn
∂si
= (1− xnyn)∂H
(2)
i
∂yn
=
hn
hn−1
〈
Li−12 ,−
∂L2
∂yn
〉
=
hn
hn−1
〈
Li−12 ,
n
↓

x0
...
O xn O
0
0
...


〉
=
hn
hn−1
n+1∑
j=1
(Li−12 )n,jxj−1
=
hn
hn−1
n+1∑
j=n−i+1
(Li−12 )n,jxj−1 , (1.1.12)
using in the last identity the obvious fact that
(Lα2 )ij = 0, unless j ≥ i− α. (1.1.13)
By the duality, mentioned in (1.1.15) below, one reads off the differential
equations for the yn’s.
Setting
Lˆ1 := hL1h
−1 and Lˆ2 := L2,
the “rank 2”-structure of Lˆ1 and Lˆ2 is preserved by the equations
∂Lˆi
∂tn
=
[(
Lˆn1
)
+
, Lˆi
]
and
∂Lˆi
∂sn
=
[(
Lˆn2
)
−
, Lˆi
]
i = 1, 2 and n = 1, 2, . . .
(Two-Toda Lattice) (1.1.14)
The Toda and toeplitz lattices have an involution, compatible with the invo-
lution˜, introduced in (0.0.3),
xn ↔ yn, tn ↔ −sn, L1 ↔ L⊤2 . (1.1.15)
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The Proposition below was merely taken for granted in [3]. Here we give
a complete proof.
Proposition 1.1 The two-Toda lattice flows (1.1.14) are equivalent to the
Hamiltonian Toeplitz lattice flows (1.1.9).
Proof: From the general 2-Toda theory, as related to biorthogonal polyno-
mials, we know that the vector (see [2])
Ψ1 := (Ψ1,n)n≥0 = e
∑∞
1
tiz
i (
p(1)n (t, s; z)
)
n≥0
(1.1.16)
with
Ψ1,n = e
∑∞
1
tizizn
τn(t− [z−1], s)
τn(t, s)
= e
∑∞
1
tizip(1)n (t, s; z), (1.1.17)
is an eigenvector for the matrix L1,
L1Ψ1 = zΨ1,
and (1.1.16) satisfies the differential equations
∂Ψ1
∂tn
= (Lˆn1 )+Ψ1 and
∂Ψ1
∂sn
= (Lˆn2 )−Ψ1. (1.1.18)
So, from (1.1.16), (1.1.17) and (1.1.18), it follows that the vector p(1)(z) :=
(p
(1)
n (t, s; z))n≥0 satisfies the differential equations
∂p(1)(z)
∂tn
= (Lˆn1 )+p
(1)(z)− znp(1)(z)
∂p(1)(z)
∂sn
= (Lˆn2 )−p
(1)(z). (1.1.19)
Since (1.1.7) implies p(1)(t, s; 0) = (x0, x1, . . . )
⊤, the differential equations
(1.1.19) evaluated at z = 0 read
∂x
∂ti
= (Lˆi1)+x and
∂x
∂si
= (Lˆi2)−x,
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yielding componentwise (remember Lˆ1 = hL1h
−1)
∂xn
∂ti
= hn
∑
j≥n
(Li1)n+1,j+1
xj
hj
(1.1.20)
∂xn
∂si
=
∑
1≤j≤n
(Li2)n+1,jxj−1 =
n∑
j=n+1−i
(Li2)n+1,jxj−1. (1.1.21)
The point of Proposition 1.1 is to show that the equations (1.1.21), obtained
via the 2-Toda lattice, are equivalent to the equations (1.1.11), (1.1.12),
coming from the Toeplitz lattice, i.e., we must show, for n ≥ 0,
∑
j≥n
(Li1)n+1,j+1
xj
hj
=
1
hn−1
∑
j≥n
(Li−11 )n+1,jxj (1.1.22)
n∑
j=n−i+1
(Li2)n+1,jxj−1 =
hn
hn−1
n+1∑
j=n−i+1
(Li−12 )njxj−1 (1.1.23)
by duality, it suffices to show equations just for the xn-variables.
To show (1.1.22), compute, using xjyj = 1− hj/hj−1:∑
j≥n
(Li1)n+1,j+1
xj
hj
=
∑
r≥j≥n
(Li−11 )n+1,r(L1)r,j+1
xj
hj
=
∑
r≥j≥n
(Li−11 )n+1,r(δr,j − xryj)
xj
hj
=
∑
j≥n
(Li−11 )n+1,j
xj
hj
−
∑
r≥j≥n
(Li−11 )n+1,rxr
(
1
hj
− 1
hj−1
)
=
∑
j≥n
(Li−11 )n+1,j
xj
hj
−
∑
r≥n
(Li−11 )n+1,rxr
(
1
hr
− 1
hn−1
)
=
1
hn−1
∑
r≥n
(Li−11 )n+1,rxr
Next establish (1.1.23), using
(L2)n+1,n = hn/hn−1 = 1− xnyn (1.1.24)
(L2)n+1,rxj−1 = xn(L2)jr provided r > n and r > j − 1 (1.1.25)
18
Indeed, setting i = k + 1, one computes
n∑
j=n−k
(Lk+12 )n+1,j xj−1 −
hn
hn−1
n+1∑
j=n−k
(Lk2)nj xj−1
=
n∑
j=n−k
j+k∑
r=n
(L2)n+1,r(L
k
2)rjxj−1 −
hn
hn−1
n+1∑
j=n−k
(Lk2)njxj−1
=
hn
hn−1
n∑
j=n−k
(Lk2)njxj−1 −
hn
hn−1
n+1∑
j=n−k
(Lk2)njxj−1
+
n∑
j=n−k
j+k∑
r=n+1
(L2)n+1,r(L
k
2)rjxj−1 using (1.1.24)
∗
= xn
(
−(L2)n+1,n(Lk2)n,n+1 +
n∑
j=n−k
j+k∑
r=n+1
(L2)jr(L
k
2)rj
)
= 0, (1.1.26)
using in
∗
= formulas (1.1.24), (1.1.25) and the inequalities n−k−1 ≤ j−1 ≤
n− 1 < n+ 1 ≤ r ≤ j + k.
As a last step, we show that indeed the last expression (1.1.26) vanishes.
The first expression in the bracket equals
(L2)n+1,n(L
k
2)n,n+1
= (L2)n+1,n
∑
n≤β1+1≤β2+2≤β3+3≤
...≤βk−1+k−1≤n+k+1
(L2)nβ1(L2)β1β2 . . . (L2)βk−1,n+1 ,
(1.1.27)
whereas the second expression in the bracket of (1.1.26) equals, upon setting
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α0 = r, αk = j:
n∑
j=n−k
j+k∑
r=n+1
(L2)jr(L
k
2)rj
=
n+k∑
r=n+1
n∑
j=r−k
(L2)jr(L
k
2)rj
=
∑
n+1≤α0≤α1+1≤α2+2≤
...≤αk−1+k−1≤αk+k≤n+k
(L2)α0,α1(L2)α1,α2 . . . (L2)αk−1,αk(L2)αk ,α0
(1.1.28)
Each term in this sum is a product of k+1 entries of L2, with indices αi+ i,
squeezed between n+1 and n+k. Therefore, we must have for some 1 ≤ j ≤ k
that
αj + j = αj+1 + j + 1 = n+ j + 1,
and so for that (αj, αj+1), we have
(L2)αj ,αj+1 = (L2)n+1,n,
which appears in every term of the sum (1.1.28); it can therefore be taken out,
leaving sums of products of k terms. The inequalities under the summation
sign of (1.1.28) can then be written as follows
n+ j + 1
‖
n+ j + 1
‖
n+1 ≤ α0 ≤ α1+1 ≤ . . . ≤ αj−1+j−1 ≤ αj+j = αj+1+j+1 ≤ αj+2+j+2 ≤ . . . ≤ αk+k ≤ n+k
Add k−j to the sequence above, from n+1 up to including αj+j = n+j+1
and −j− 1 to the sequence above, starting with αj+1+ j+1 = n+ j+1, up
to n+ k, yielding the two sequences
n+ k − j + 1 ≤ α0 + k − j ≤ . . . ≤ αj−1 + k − 1 ≤ n+ k + 1
and
n ≤ αj+2 + 1 ≤ . . . ≤ αk + k − j − 1 ≤ n+ k − j − 1
Since obviously n + k − j − 1 < n + k − j + 1, we have the inequalities
appearing in the summation of formula (1.1.27), but with β’s replaced by
α’s. This ends the proof of Proposition 1.1.
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According to [3], we also have (h := diag(h0, h1, . . . ) = diag(
τ1
τ0
, τ2
τ1
, . . . ))
xn+1yn+1 = 1− hn+1hn yn+1xn+1 = 1−
hn+1
hn
xn+1yn = − ∂∂t1 log hn yn+1xn = ∂∂s1 log hn
xn+1yn−1 = −hn−1hn
(
∂
∂t1
)2
log τn yn+1xn−1 = −hn−1hn
(
∂
∂s1
)2
log τn
(1.1.29)
xn+1yn−k = −hn−k
hn
pk+1(∂˜t)τn−k+1 ◦ τn
τn−k+1τn
yn+1xn−k = −hn−k
hn
pk+1(−∂˜s)τn−k+1 ◦ τn
τn−k+1τn
, k ≥ 0. (1.1.30)
Lemma 1.2 The ti- and si-derivatives of xn and yn can be expressed in
terms of the elements on the main diagonal and one above and below the
main diagonal of Lik and L
i−1
k :
xnyn
vn
∑
i≥1
(
αi
∂
∂ti
− βi ∂
∂si
)
log xn = yn
∂
∂yn
∑
i≥1
(
αiH
(1)
i − βiH(2)i
)
=
∑
i≥1


αi
(
−(Li1)n+1,n+1 + (Li−11 )n+1,n
)
+βi
(
(Li2)nn − (Li−12 )n,n+1
)


xnyn
vn
∑
i≥1
(
αi
∂
∂ti
− βi ∂
∂si
)
log yn = −xn ∂
∂xn
∑
i≥1
(
αiH
(1)
i − βiH(2)i
)
=
∑
i≥1


αi
(
(Li1)nn − (Li−11 )n+1,n
)
−βi
(
(Li2)n+1,n+1 − (Li−12 )n,n+1
)


(1.1.31)
21
In particular, we have
xnyn
vn
(
c
∂
∂t1
− a ∂
∂s1
)
log xn = yn
∂
∂yn
(cH
(1)
1 − aH(2)1 )
= −axn−1yn + cxn+1yn
= a(L2)nn − c(L1)n+1,n+1
xnyn
vn
(
c
∂
∂t1
− a ∂
∂s1
)
log yn = −xn ∂
∂xn
(cH
(1)
1 − aH(2)1 )
= axnyn+1 − cxnyn−1
= −a(L2)n+1,n+1 + c(L1)nn. (1.1.32)
Proof: The first equality in each of the identities above follows immediately
from the Hamiltonian vector fields (1.1.9), with Hamiltonians (1.1.10). Note
the following(
xn
∂
∂xn
− yn ∂
∂yn
)
L1 =
n+1
↓
n→


0
O
... O
0
−xny0 −xny1 . . . −xnyn−1 −xnyn + xnyn 0 . . .
xn+1yn
xn+2yn O
O
...


and
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(
xn
∂
∂xn
− yn ∂
∂yn
)
L2 =
n
↓
n + 1→


x0yn
O
... O
xn−1yn−1
0 . . . . . . 0 xnyn − xnyn −xnyn+1 −xnyn+2 . . .
0
O
... O


(1.1.33)
We shall also need the following trivial identities:
(
Li1
)
nn
=


(
L1L
i−1
1
)
nn
= −xn
n+1∑
j=1
yj−1
(
Li−11
)
jn
+
(
Li−11
)
n+1,n
(
Li−11 L1
)
nn
= −yn−1
n+i−2∑
j=n−2
xj+1
(
Li−11
)
n,j+1
+
(
Li−11
)
n,n−1
and
(
Li2
)
nn
=


(
L2L
i−1
2
)
nn
= −xn−1
n+i−2∑
j=n−2
yj+1
(
Li−12
)
j+1,n
+
(
Li−12
)
n−1,n
(
Li−12 L2
)
nn
= −yn
n+1∑
j=1
xj−1
(
Li−12
)
n,j
+
(
Li−12
)
n,n+1
(1.1.34)
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We now have (see the definition (1.1.10) of H
(k)
i )
yn
∂
∂yn
∑
i≥1
(
αiH
(1)
i − βiH(2)i
)
= −yn ∂
∂yn
∑
i≥1
tr
(
αi
i
Li1 −
βi
i
Li2
)
=
〈∑
i≥1
αiL
i−1
1 ,−yn
∂
∂yn
L1
〉
−
〈∑
i≥1
βiL
i−1
2 ,−yn
∂
∂yn
L2
〉
=
∑
i≥1
αi
(
yn
n+i−1∑
j=n−1
xj+1(L
i−1
1 )n+1,j+1
)
+
∑
i≥1
βi
(
−yn
n+1∑
j=1
xj−1(L
i−1
2 )n,j
)
using (1.1.33)
=
∑
i≥1
αi
(−(Li1)n+1,n+1 + (Li−11 )n+1,n)+∑
i≥1
βi
(
(Li2)nn − (Li−12 )n,n+1
)
,
using in the last equality identities (1.1.34).
Similarly, one computes
−xn ∂
∂xn
∑
i≥1
(
αiH
(1)
i − βiH(2)i
)
= xn
∂
∂xn
∑
i≥1
tr
(
αi
i
Li1 −
βi
i
Li2
)
=
〈∑
i≥1
αiL
i−1
1 , xn
∂
∂xn
L1
〉
−
〈∑
i≥1
βiL
i−1
2 , xn
∂
∂xn
L2
〉
=
∑
i≥1
αi
(
−xn
n+1∑
j=1
yj−1(L
i−1
1 )j,n
)
+
∑
i≥1
βi
(
xn
n+i−1∑
j=n−1
yj+1(L
i−1
2 )j+1,n+1
)
=
∑
i≥1
αi
(
(Li1)nn − (Li−11 )n+1,n
)
+
∑
i≥1
βi
(−(Li2)n+1,n+1 + (Li−12 )n,n+1)
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The last couple of relations (1.1.32) follow from specializing (1.1.31) to
i = 1, thus ending the proof of Lemma 1.2.
Lemma 1.3 (
∂Li1
∂t1
)
nn
= vn(L
i
1)n+1,n − vn−1(Li1)n,n−1(
∂Li2
∂t1
)
nn
= (Li2)n+1,n − (Li2)n,n−1(
∂Li1
∂s1
)
nn
= (Li1)n−1,n − (Li1)n,n+1(
∂Li2
∂s1
)
nn
= vn−1(L
i
2)n−1,n − vn(Li2)n,n+1
Proof: From the Toda equations (1.1.14) for Lˆi, one computes the t1-flow
for Lˆ1, where h := diag(h1, h2, . . . ) and where A+, A++ and A0 denote the
upper-triangular, strictly upper-triangular and diagonal part of the matrix
A, (remember L1 = h
−1Lˆ1h)
∂Li1
∂t1
=
∂
∂t1
(h−1Lˆi1h)
= h−1
∂Lˆi1
∂t1
h− ∂ log h
∂t1
h−1Lˆi1h + h
−1Lˆi1h
∂ log h
∂t1
= [h−1(Lˆ1)+h, h
−1Lˆi1h]−
[
∂ log h
∂t1
, h−1Lˆi1h
]
=
[
(L1)+ − ∂ log h
∂t1
, Li1
]
= [(L1)++, L
i
1], using (1.1.29)
= [diag(v1, v2, . . . )Λ, L
i
1].
Hence, setting vn = hn/hn−1 = 1− xnyn(
∂Li1
∂t1
)
0
= diag
(
v1(L
i
1)21, v2(L
i
1)32 − v1(Li1)21, . . .
)
.
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In particular, (
∂Li1
∂t1
)
nn
= vn(L
i
1)n+1,n − vn−1(Li1)n,n−1(
∂L1
∂t1
)
n,n
= −vnxn+1yn−1 + vn−1xnyn−2.
We also need the t1-derivative of L
i
2,
∂Li2
∂t1
= [(Lˆ1)+, L
i
2]
=




−x1y0 1
O
−x2y1 1
−x3y2 1
O
. . .
. . .

 , L
i
2


hence (
∂Li2
∂t1
)
0
= diag
(
(Li2)21, (L
i
2)3,2 − (Li2)2,1, (Li2)4,3 − (Li2)3,2, . . .
)
,
leading to (
∂Li2
∂t1
)
n,n
= (Li2)n+1,n − (Li2)n,n−1(
∂L2
∂t1
)
n,n
= xn−1yn−1 − xnyn,
while the latter relations of Lemma 1.3 are obtained from the first two by
the 2-Toda involution (1.1.15). This ends the proof of Lemma 1.3.
1.2 Virasoro constraints
According to [3], the (vector) vertex operator7
X12(t, s; u, v) = Λ
−1e
∑∞
1
(tiui−sivi)e
−
∑∞
1 (
u−i
i
∂
∂ti
− v
−i
i
∂
∂si
)
χ(uv), (1.2.1)
7For v = (v0, v1, . . . )
⊤, (Λv)n = vn+1, (Λ
⊤v)n = vn−1, and χ(z) := (1, z, z
2, ...).
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acting on vectors of functions of t and s, interacts with the operators J
(i)
k (t) =(
J
(i)
k,n(t, n)
)
n≥0
, as follows: (for definitions, see the appendix 1)
ukX12(t, s; u, v) =
[
J
(1)
k (t),X12(t, s; u, v)
]
∂
∂u
uk+1X12(t, s; u, v) =
[
J
(2)
k (t),X12(t, s; u, v)
]
. (1.2.2)
A similar statement can be made, upon replacing the operators uk and ∂
∂u
uk+1
by vk and ∂
∂v
vk+1, and upon using J˜
(i)
k (s) = J
(i)
k (−s).
Also consider the vertex operator, integrated over the unit circle and
depending on an integer γ,
Y
γ(t, s) =
∫
S1
du
2πiu
uγX12(t, s; u, u
−1). (1.2.3)
and the vector Virasoro constraint Vγk(t, s) := (V
γ
k,n)n≥0
V
γ
k := J
(2)
k (t)− J(2)−k(−s)− (k − γ)
(
θJ
(1)
k (t) + (1− θ)J(1)−k(−s)
)
(1.2.4)
depending on a free parameter θ.
Theorem 1.4 (Adler-van Moerbeke [3]) The multiple integrals over the unit
circle S1,
τγn (t, s) =
1
n!
∫
(S1)n
|∆n(z)|2
n∏
k=1
zγke
∑∞
1
(tizik−siz
−i
k
) dzk
2πizk
, n > 0, (1.2.5)
with I0 = 1, satisfy an SL(2,Z)-algebra of Virasoro constraints:
V
γ
k,nτn(t, s) = 0, for


k = −1, θ = 0
k = 0, θ arbitrary
k = 1, θ = 1

 only. (1.2.6)
Working out the Virasoro equations of Appendix 1 (for β = 1/2)
V
γ
k,n
:= J
(2)
k,n(t, n)− J(2)−k,n(−s, n)− (k − γ)
(
θJ
(1)
k,n(t, n) + (1− θ)J(1)−k,n(−s, n)
)
=
1
2
(
J
(2)
k (t)− J (2)−k (−s) + (2n+ k + 1)J (1)k (t)− (2n− k + 1)J (1)−k (−s)
)
−(k − γ)
(
θJ
(1)
k (t) + (1− θ)J (1)−k (−s)
)
+ γnδk,0, (1.2.7)
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one finds Virasoro constraints for the integral τγn :
V
γ
−1,nτ
γ
n =

∑
i≥1
(i+ 1)ti+1
∂
∂ti
−
∑
i≥2
(i − 1)si−1 ∂
∂si
+ nt1 + (n− γ) ∂
∂s1

 τγn = 0
V
γ
0,nτ
γ
n =
∑
i≥1
(
iti
∂
∂ti
− isi ∂
∂si
)
τγn + γnτ
γ
n = 0 (1.2.8)
V
γ
1,nτ
γ
n =

−∑
i≥1
(i + 1)si+1
∂
∂si
+
∑
i≥2
(i− 1)ti−1 ∂
∂ti
+ ns1 + (n+ γ)
∂
∂t1

 τγn = 0.
The theorem is based on two lemmas:
Lemma 1.5 The following commutation relations hold:
u−γu
d
du
uk+γX12(t, s; u, u
−1) =
[
V
γ
k,X12(t, s; u, u
−1)
]
, (1.2.9)
and
[Yγ,Vγk] = 0. (1.2.10)
Proof: Using (1.2.2), a standard computation shows
u
d
du
ukX12(t, s; u, u
−1) (1.2.11)
=
(
uk+1
d
du
+ kuk
)
X12(t, s; u, u
−1)
=
(
uk+1
∂
∂u
− v1−k ∂
∂v
+ kuk
)
X12(t, s; u, v)
∣∣∣∣
v=u−1
=
(
∂
∂u
uk+1 − ∂
∂v
v1−k − kuk
)
X12(t, s; u, v)
∣∣∣∣
v=u−1
=
(
∂
∂u
uk+1 − ∂
∂v
v1−k − kθuk − k(1− θ)v−k
)
X12(t, s; u, v)
∣∣∣∣
v=u−1
=
[
J
(2)
k (t)− J(2)−k(−s)− k
(
θJ
(1)
k (t) + (1− θ) J(1)−k(−s)
)
,
X12(t, s; u, u
−1)
]
=
[
V
(0)
k ,X12(t, s; u, u
−1)
]
, (1.2.12)
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from which (1.2.9) follows, for γ = 0. More generally, we compute
u−γu
d
du
uk+γX12(t, s; u, u
−1) (1.2.13)
=
(
uk+1
d
du
+ kuk
)
X12(t, s; u, u
−1) + γukX12(t, s; u, u
−1)
=
[
V
(0)
k ,X12(t, s; u, u
−1)
]
+ γ
(
θuk + (1− θ) v−k)∣∣
v=u−1
X12
=
[
V
(0)
k + γ
(
θJ
(1)
k (t) + (1− θ)J(1)−k(−s)
)
,X12(t, s; u, u
−1)
]
=
[
V
γ
k,X12(t, s; u, u
−1)
]
(1.2.14)
from which (1.2.9) follows. We then have
[Vγk ,Y
γ(t, s)] =
[
V
γ
k,
∫
S1
X12(t, s; u, u
−1)uγ
du
2πiu
]
=
∫
S1
[
V
γ
k ,X12(t, s; u, u
−1)
]
uγ
du
2πiu
=
∫
S1
du
2πi
d
du
uk+γX12(t, s; u, u
−1)
= 0,
leading to (1.2.10).
Lemma 1.6 The vector I := (In)n≥0, with In = n!τ
γ
n , is a fixed point for the
vertex operator Yγ,
Y
γ (t, s)I(t, s) = I(t, s). (1.2.15)
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Proof: Setting ρ(dz) = zγdz, one computes , for n ≥ 1,
In(t, s) = n!τ
γ
n (t, s)
=
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
e
∑∞
1 (tiz
i
k
−siz
−i
k
)ρ(dzk)
2πizk
)
=
∫
S1
ρ(du)
2πiu
e
∑∞
1 (tiu
i−siu
−i)un−1u−n+1∫
(S1)n−1
∆n−1(z)∆¯n−1(z)
n−1∏
k=1
(
1− zk
u
)(
1− u
zk
)
e
∑∞
1
(tizik−siz
−i
k
)ρ(dzk)
2πizk
=
∫
S1
ρ(du)
2πiu
e
∑∞
1
(tiui−siu−i) e
−
∑∞
1
(
u−i
i
∂
∂ti
−u
i
i
∂
∂si
)
∫
(S1)n−1
∆n−1(z)∆¯n−1(z)
n−1∏
k=1
e
∑∞
1 (tiz
i
k
−siz
−i
k
)ρ(dzk)
2πizk
=
∫
S1
ρ(du)
2πiu
e
∑∞
1 (tiu
i−siu
−i)e
−
∑∞
1
(
u−i
i
∂
∂ti
−u
i
i
∂
∂si
)
In−1(t, s)
=
(
Y
γ(t, s)I(t, s)
)
n
, (1.2.16)
from which (1.2.15) follows.
Proof of Theorem 1.4: From (1.2.10), we have
0 = ([Vγk, (Y
γ)n]I)n
= (Vγk(Y
γ)nI − (Yγ)nVγkI)n
= (VγkI − (Yγ)nVγkI)n .
Taking the nth component and taking into account the presence of Λ−1 in
X12(t, s; u, u
−1), we find
0 = (VγkI − YnVγkI)n
= VγkIn −
∫
S1
du
2πiu
e
∑∞
1 (tiu
i−siu
−i)e
−
∑∞
1
(
u−i
i
∂
∂ti
−u
i
i
∂
∂si
)
. . .
∫
S1
du
2πiu
e
∑∞
1 (tiu
i−siu
−i)e
−
∑∞
1
(
u−i
i
∂
∂ti
−u
i
i
∂
∂si
)
V
γ
kI0.
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Remember from (1.2.7), Vγk(t, s) has the following form
V
γ
k(t, s) =
1
2
(
J
(2)
k (t)− J (2)−k(−s) + (2n+ k + 1)J (1)k (t)− (2n− k + 1)J (1)−k(−s)
)
−(k − γ)
(
θJ
(1)
k (t) + (1− θ)J (1)−k(−s)
)
+ γnδk,0.
and one checks immediately that, given τ0 = 1,
V
γ
k(t, s)τ0 = 0 only for


k = −1, θ = 0
k = 0, θ arbitrary
k = 1, θ = 1

 ,
ending the proof of Theorem 1.4.
2 Rational recursion relations
2.1 Weights
Lemma 2.1
L =


iti = it
(0)
i :=


ui − (γ′1di1 + γ′2di2), for 1 ≤ i ≤ N1
−(γ′1di1 + γ′2di2), for N1 + 1 ≤ i <∞
isi = is
(0)
i :=


−u−i + (γ′′1d−i1 + γ′′2d−i2 ), for 1 ≤ i ≤ N2
(γ′′1d
−i
1 + γ
′′
2d
−i
2 ), for N2 + 1 ≤ i <∞


(2.1.1)
Then, setting γ1 = γ
′
1 + γ
′′
1 and γ2 = γ
′
2 + γ
′′
2 , we have
e
∑∞
1
(tizi−siz−i)
∣∣∣
L
= eP1(z)+P2(z
−1)(1− d1z)γ′1(1− d2z)γ′2(1− d−11 z−1)γ
′′
1 (1− d−12 z−1)γ
′′
2
= kz−γ
′′
1
−γ′′
2 eP1(z)+P2(z
−1)(1− d1z)γ1(1− d2z)γ2 (2.1.2)
with a constant k and
P1(z) :=
N1∑
1
uiz
i
i
and P2(z
−1) :=
N2∑
1
u−iz
−i
i
. (2.1.3)
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Moreover, there exist a, b, c such that
a(i+ 1)t
(0)
i+1 + bit
(0)
i + c(i− 1)t(0)i−1 = 0 for all i ≥ N1 + 2
a(i− 1)s(0)i−1 + bis(0)i + c(i+ 1)s(0)i+1 = 0 for all i ≥ N2 + 2. (2.1.4)
Then
a(i+ 1)t
(0)
i+1 + bit
(0)
i + c(i− 1)t(0)i−1 = aui+1 + bui + cui−1 + cδi1(γ′1 + γ′2),
for 1 ≤ i ≤ N1 + 1
a(i− 1)s(0)i−1 + bis(0)i + c(i+ 1)s(0)i+1 = −cu−i−1 − bu−i − au−i+1 − aδi1(γ′′1 + γ′′2 )
for 1 ≤ i ≤ N2 + 1.
(2.1.5)
upon setting u0 = uN1+1 = uN1+2 = u−N2−1 = u−N2−2 = 0.
• Case 1. d1, d2, d1 − d2 6= 0 and |γ′1| + |γ′′1 |, |γ′2| + |γ′′2 | 6= 0. Then the
unique solution to (2.1.4) is given by
a = 1, b = −d1 − d2, c = d1d2.
• Case 2. d1 6= 0, γ′1 6= 0 arbitrary, d2 = 0, γ′2 = γ′′1 = γ′′2 = 0. Then
there exist two solutions
(a, b, c) = (1,−d1, 0) and (a, b, c) = (0, 1,−d1)
such that (2.1.4) holds.
• Case 3. d1 = d2 = 0, γ′1 = γ′2 = γ′′1 = γ′′2 = 0. Then a, b, c may be
taken arbitrary.
Proof: Formula (2.1.2) follows immediately from 1 − x = exp (−∑∞1 xi/i),
while (2.1.4) and (2.1.5) are obvious.
Remark: The locus L, defined in (2.1.1), provides the only example where
(2.1.4) holds
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2.2 Rational recursion relations
Considering the t-dependent basic variables,
xn(t) = (−1)n τ
+
n (t)
τn(t)
and yn(t) = (−1)n τ
−
n (t)
τn(t)
, (2.2.1)
where τn is the integral
τ±n =
1
n!
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
zγ±1k e
∑∞
1
(tizik−siz
−i
k
) dzk
2πizk
)
τn =
1
n!
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
zγke
∑∞
1
(tizik−siz
−i
k
) dzk
2πizk
)
.
Along the locus L, defined in (2.1.1), these integrals and variables reduce
to the original integrals and variables (0.0.5) and (0.0.6). In the statement
below, we deal with the variables xn(t) and yn(t), without restricting to the
locus L.
Theorem 2.2 Set vn := 1− xnyn,
αi(t) := a(i+ 1)ti+1 + biti + c(i− 1)ti−1 + c(n+ γ)δi1
βi(s) := a(i− 1)si−1 + bisi + c(i+ 1)si+1 − a(n− γ)δi1,
and
L(n)1 =
∑
i≥1
αi(t)L
i
1 and L(n)2 = −
∑
i≥1
βi(t)L
i
2. (2.2.2)
Then the following holds:
• CASES 1 and 2: a, c not both = 0:
∂n(L(n)1 − L(n)2 )n,n + (cL1 − aL2)nn = 0 (2.2.3)
and
∂2n
(
vn−1L(n−1)1 −L(n−1)2
)
n,n−1
+ ∂n
(
c(L21)nn + b(L1)nn
)
= 0. (2.2.4)
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• CASE 3: a = c = 0, b = 1:

∑
i≥1
{
αi
(
(Li1)n+1,n+1 − (Li−11 )n+1,n
)− βi ((Li2)nn − (Li−12 )n,n+1)}
−nxnyn
vn
= 0
∑
i≥1
{
αi
(
(Li1)nn − (Li−11 )n+1,n
)− βi ((Li2)n+1,n+1 − (Li−12 )n,n+1)}
−nxnyn
vn
= 0
(2.2.5)
Remark: Written out, the equations (2.2.3) and (2.2.4) take on the following
form
(L1 − L2 + aL2 − cL1)nn − (L1 −L2 − aL2 + cL1)n+1,n+1 = 0 (2.2.6)
and
2(vnL1 −L2)n+1,n − (vn−1L1 − L2)n,n−1 − (vn+1L1 − L2)n+2,n+1
+a(vn+1 − vn−1) + b(xn+1yn − xnyn−1)
+c(2ynxn+2vn+1 − 2xnyn−2vn−1 + x2ny2n−1 − y2nx2n+1) = 0 (2.2.7)
Proof: At first, compute the first and second difference in (2.2.3) and (2.2.4),
∂n(L(n)1 − L(n)2 )n,n
= (L(n)1 − L(n)2 )n+1,n+1 − (L(n)1 −L(n)2 )n,n + (cL1 − aL2)n+1,n+1 (2.2.8)
∂2n(vn−1L(n)1 − L(n)2 )n,n−1
= (vn+1L(n)1 −L(n)2 )n+2,n+1 + (vn−1L(n)1 −L(n)2 )n,n−1 − 2(vnL(n)1 −L(n)2 )n+1,n
+2c (vn+1(L1)n+2,n+1 − vn(L1)n+1,n)− 2a
(
(L2)n+2,n+1 − (L2)n+1,n
)
= (vn+1L(n)1 −L(n)2 )n+2,n+1 + (vn−1L(n)1 −L(n)2 )n,n−1 − 2(vnL(n)1 −L(n)2 )n+1,n
+2∂n (cvn(L1)n+1,n − a(L2)n+1,n)
(2.2.9)
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In order to obtain the first identity, namely (2.2.3), form arbitrary linear
combinations of the Virasoro equations (1.2.8),
1
τγ+εn
(
aVγ+ε−1,n + bV
γ+ε
0,n + cV
γ+ε
1,n
)
τγ+εn
=


∑
i≥1
(
(a(i+ 1)ti+1 + biti + c(i− 1)ti−1) ∂
∂ti
− (a(i− 1)si−1 + bisi + c(i+ 1)si+1) ∂
∂si
)
+c(n + γ)
∂
∂t1
+ a(n− γ) ∂
∂s1


log τγ+εn
+ε
(
(−a ∂
∂s1
+ c
∂
∂t1
) log τγ+εn + bn
)
+ bγn
=
∑
i≥1
(
αi(t)
∂
∂ti
− βi(s) ∂
∂si
)
log τγ+εn
+ε
(
(c
∂
∂t1
− a ∂
∂s1
) log τγ+εn + bn
)
+ bγn = 0.
Subtracting the ε = ±1 contribution from the ε = 0 contribution and omit-
ting the lower index n in Vγ+εk,n , leads to
0 =
1
τγ+εn
(
aVγ+ε−1 + bV
γ+ε
0 + cV
γ+ε
1
)
τγ+εn −
1
τγn
(
aVγ−1 + bV
γ
0 + cV
γ
1
)
τγn
=
∑
i≥1
(
αi(t)
∂
∂ti
− βi(s) ∂
∂si
)
log
τγ+εn
τγn
+ ε
(
(c
∂
∂t1
− a ∂
∂s1
) log τγ+εn + bn
)
(2.2.10)
Set, for brevity, τn = τ
γ
n and τ
±
n = τ
γ+ε
n , V = V
γ , V± = Vγ+ε, with ε = ±1.
• CASE 1 and 2: when not both a = c = 0, the terms ∂
∂t1
log τγ+εn and
∂
∂s1
log τγ+εn are present; they cannot be easily expressed in terms of xn and yn.
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But adding the +contribution to the −contribution eliminates those terms:
0 =
xnyn
vn


1
τ+n
(
aV+−1 + bV
+
0 + cV
+
1
)
τ+n +
1
τ−n
(
aV−−1 + bV
−
0 + cV
−
1
)
τ−n
− 2
τn
(
aV−1 + bV0 + cV1
)
τn


=
xnyn
vn
(∑
i≥1
(
αi(t)
∂
∂ti
− βi(s) ∂
∂si
)
log xnyn +
(
c
∂
∂t1
− a ∂
∂s1
)
log
xn
yn
)
.
=
xnyn
vn
(∑
i≥1
(αi
∂
∂ti
− βi ∂
∂si
)(log xn + log yn) + (c
∂
∂t1
− a ∂
∂s1
)(log xn − log yn)
)
= (L(n)1 − L(n)2 + aL2 − cL1)nn − (L(n)1 − L(n)2 − aL2 + cL1)n+1,n+1,
using (2.2.1), (1.1.31) and the definition (2.2.2) of L(n)i ,
= −∂n(L(n)1 − L(n)2 )n,n + (aL2 − cL1)nn
using (2.2.8). This establishes the first relation, namely (2.2.3).
To prove the second relation (2.2.4), we take the t1-derivative of the first
relation. Using
∂αi
∂t1
= 0 for i ≥ 3
= c for i = 2
= b for i = 1
∂βi
∂t1
= 0 for i ≥ 1
we obtain
∂(L1 − L2)
∂t1
=
∑
i≥1
αi(t)
∂Li1
∂t1
+
∑
i≥1
βi(t)
∂Li2
∂t1
+ cL21 + bL1
Using the above and
(L21)n,n = x
2
ny
2
n−1 − xnyn−2vn−1 − xn+1yn−1vn
(L22)n,n = y
2
nx
2
n−1 − ynxn−2vn−1 − yn+1xn−1vn
(L22)n,n−1 = −vn−1(xn−1yn + xn−2yn−1)
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one computes, using (2.2.2) and Lemma 1.3,
0 =
∂
∂t1
(L1 − L2 + aL2 − cL1)n,n − ∂
∂t1
(L1 − L2 − aL2 + cL1)n+1,n+1
=
(
∂(L1 − L2)
∂t1
)
n,n
−
(
∂(L1 −L2)
∂t1
)
n+1,n+1
+a
((
∂L2
∂t1
)
n,n
+
(
∂L2
∂t1
)
n+1,n+1
)
−c
((
∂L1
∂t1
)
n,n
+
(
∂L1
∂t1
)
n+1,n+1
)
=
∑
i≥1
αi(t)
(
2vn(L
i
1)n+1,n − vn−1(Li1)n,n−1 − vn+1(Li1)n+2,n+1
)
+
∑
i≥1
βi(t)
(
2(Li2)n+1,n − (Li2)n,n−1 − (Li2)n+2,n+1
)
+c
(
(L21)nn − (L21)n+1,n+1 − vn+1(L1)n+2,n+1 + vn−1(L1)n,n−1
)
+a ((L2)n+2,n+1 − (L2)n,n−1) + b ((L1)nn − (L1)n+1,n+1)
= 2vn(L1)n+1,n − vn−1(L1)n,n−1 − vn+1(L1)n+2,n+1
−2(L2)n+1,n + (L2)n,n−1 + (L2)n+2,n+1
+c
(
(L21)nn − (L21)n+1,n+1 − vn+1(L1)n+2,n+1 + vn−1(L1)n,n−1
)
+a ((L2)n+2,n+1 − (L2)n,n−1) + b ((L1)nn − (L1)n+1,n+1)
∗
= 2(vnL1 −L2)n+1,n − (vn−1L1 − L2)n,n−1 − (vn+1L1 −L2)n+2,n+1
+a(vn+1 − vn−1) + b(xn+1yn − xnyn−1)
+c(2ynxn+2vn+1 − 2xnyn−2vn−1 + x2ny2n−1 − y2nx2n+1)
= 2(vnL1 −L2)n+1,n − (vn−1L1 − L2)n,n−1 − (vn+1L1 −L2)n+2,n+1
+∂n

 a ((L2)n,n−1 + (L2)n+1,n)− (c(L21)nn + b(L1)nn)
−c (vn(L1)n+1,n + vn−1(L1)n,n−1)


∗∗
= −∂2n(vn−1L1 − L2)n,n−1 + 2∂n (cvn(L1)n+1,n − a(L2)n+1,n)
+∂n

 a ((L2)n,n−1 + (L2)n+1,n)− (c(L21)nn + b(L1)nn)
−c (vn(L1)n+1,n + vn−1(L1)n,n−1)


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= −∂2n(vn−1L1 −L2)n,n−1
+∂n

 a ((L2)n,n−1 − (L2)n+1,n)− (c(L21)nn + b(L1)nn)
+c (vn(L1)n+1,n − vn−1(L1)n,n−1)


= −∂2n(vn−1L(n)1 − L(n)2 + aL2 − cvn−1L1)n,n−1
−∂n
(
c(L21)nn + b(L1)nn
)
= −∂2n(vn−1L(n−1)1 − L(n−1)2 )n,n−1 − ∂n
(
c(L21)nn + b(L1)nn
)
.
= −∂n
(
∂n(vn−1L(n−1)1 − L(n−1)2 )n,n−1 +
(
c(L21)nn + b(L1)nn
))
,
using (??) in
∗∗
=, ending the proof of identity (2.2.4). Equality
∗
= leads to the
expression in the remark after the statement of the Theorem.
• CASE 3: when both a = c = 0, the terms ∂
∂t1
log τγ+εn and
∂
∂s1
log τγ+εn are
absent in (2.2.10). So, using again (1.1.31), setting αi(t) = iti, βi(s) = isi
and b = 1, leads to the polynomials
0 = −xn
(∑
i≥1
(
αi(t)
∂
∂ti
− βi(s) ∂
∂si
)
log xn + bn
)
=
vn
yn
∑
i≥1
{
αi
(
(Li1)n+1,n+1 − (Li−11 )n+1,n
)− βi ((Li2)nn − (Li−12 )n,n+1)}
−nxn
0 = yn
(∑
i≥1
(
αi(t)
∂
∂ti
− βi(s) ∂
∂si
)
log yn − bn
)
=
vn
xn
∑
i≥1
{
αi
(
(Li1)nn − (Li−11 )n+1,n
)− βi ((Li2)n+1,n+1 − (Li−12 )n,n+1)}
−nyn, (2.2.11)
ending the proof of Theorem 2.2.
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2.3 Proof of main Theorem
Proof of Theorem 0.1: Remember the locus, defined in (2.1.1),
L =


iti = it
(0)
i :=


ui − (γ′1di1 + γ′2di2), for 1 ≤ i ≤ N1
−(γ′1di1 + γ′2di2), for N1 + 1 ≤ i <∞
isi = is
(0)
i :=


−u−i + (γ′′1d−i1 + γ′′2d−i2 ), for 1 ≤ i ≤ N2
(γ′′1d
−i
1 + γ
′′
2d
−i
2 ), for N2 + 1 ≤ i <∞


(2.3.1)
From (2.1.5) in Lemma 2.1, for all i ≥ 1,
αi(t
(0)) := aui+1 + bui + cui−1 + c(n+ γ
′
1 + γ
′
2 + γ)δi1
βi(s
(0)) := −au−i+1 − bu−i − cu−i−1 − a(n+ γ′′1 + γ′′2 − γ)δi1.
Then the locus (2.3.1) can equally be described by
L =


all αi(t) = 0, for i ≥ N1 + 2 and all βi(t) = 0, for i ≥ N2 + 2,
αi(t) = aui+1 + bui + c
(
ui−1 + δi1(n + γ
′
1 + γ
′
2 + γ)
)
and
βi(s) = −cu−i−1 − bu−i − a
(
u−i+1 + δi1(n + γ
′′
1 + γ
′′
2 − γ)
)
,
otherwise

 ,
(2.3.2)
The Li-matrices (2.2.2) now and only now are finite sums and so have the
form, setting u0 = uN1+1 = uN1+2 = u−N2−1 = u−N2−2 = 0,
L1 =
N1+1∑
1
αi(t
(0))Li1
=
N1+1∑
1
(aui+1 + bui + cui−1)L
i
1 + c
(
n+ γ′1 + γ
′
2 + γ
)
L1
=
(
aI + bL1 + cL
2
1
) N1∑
1
uiL
i−1
1 + c
(
n + γ′1 + γ
′
2 + γ
)
L1 − au1I
=
(
aI + bL1 + cL
2
1
)
P ′1(L1) + c
(
n + γ′1 + γ
′
2 + γ
)
L1 − au1I
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L2 = −
N2+1∑
1
βi(s
(0))Li2
=
N2+1∑
1
(cu−i−1 + bu−i + au−i+1)L
i
2 + a
(
n+ γ′′1 + γ
′′
2 − γ
)
L2
=
(
cI + bL2 + aL
2
2
) N2∑
1
u−iL
i−1
2 + a
(
n + γ′′1 + γ
′′
2 − γ
)
L2 − cu−1I
=
(
cI + bL2 + aL
2
2
)
P ′2(L2) + a
(
n + γ′′1 + γ
′′
2 − γ
)
L2 − cu−1I,
which are precisely the expressions L(n)i , introduced in (0.0.10), in the intro-
duction, but modulo the identity pieces. Still, the identities (2.2.3), (2.2.4)
and (2.2.5) remain valid, upon evaluating along the locus L; i.e., with αi(t(0))
and βi(s
(0)) as in (2.3.2) and t and s replaced by t(0) and s(0) in the variables
xn(t, s) and yn(t, s).
• CASE 1 and 2: not both a = c = 0. Thus, the first identity (2.2.3) holds
and the second identity (2.2.4) expresses the fact that a difference ∂n of an
expression vanishes; therefore the expression equals that same expression at
the origin. This ends the proof of identities (0.0.14) and (0.0.15) in The-
orem 0.1, upon observing the identity pieces in L1 and L2 above make no
contribution.
• CASE 3: both a = c = 0 and b = 1. From (2.1.1) or (2.3.1), setting
a = c = 0 and b = 1, we have
αi(t
(0)) = ui and βi(t
(0)) = −u−i
Remember from (0.0.2), P1(z) :=
∑N1
1
uizi
i
and P2(z) :=
∑N2
1
u−izi
i
, and so
we have ∑
i≥1
αi(t
(0))Li−11 =
∑
i≥1
uiL
i−1
1 = P
′
1(L1)
∑
i≥1
βi(t
(0))Li−12 = −
∑
i≥1
u−iL
i−1
2 = −P ′2(L2),
and so (2.2.5) leads immediately to (0.0.17), ending the proof of Theorem
0.1.
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3 Invariant manifolds for the first Toeplitz
flow
Proof of Theorem 0.4: The weight here is
ρ(z) := zγeP1(z)+P2(z
−1),
corresponding to case 3 of Theorem 0.1. From the latter, the variables xn, yn
satisfy recurrence relations

Γn(x, y) :=
vn
yn

 − (L1P ′1(L1))n+1,n+1 − (L2P ′2(L2))n,n
+(P ′1(L1))n+1,n + (P
′
2(L2))n,n+1

 + nxn = 0
Γ˜n(x, y) :=
vn
xn

 − (L1P ′1(L1))n,n − (L2P ′2(L2))n+1,n+1
+(P ′1(L1))n+1,n + (P
′
2(L2))n,n+1

 + nyn = 0,
(3.0.1)
which by virtue of (2.2.11) and the the nature of the locus (2.3.1), can be
written
Γn = V0xn + nxn
Γ˜n = −V0yn + nyn, (3.0.2)
where
V0 :=
∑
i≥1
(
ui
∂
∂ti
+ u−i
∂
∂si
)
,
in terms of the Toeplitz vector fields. Recall from section 6 (Appendix 2) the
form of the first vector field: (vn := 1− xnyn)
∂xn
∂
{
t1
s1
} = vnxn±1 ∂yn
∂
{
t1
s1
} = −vnyn∓1.
Also in statement of Theorem 0.4, we assume the ui, appearing in the poly-
nomials P1(z) and P2(z), flow according to
∂uk
∂t1
= δk,1
∂uk
∂s1
= −δk,−1. (3.0.3)
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Noticing that, from (3.0.3),[
∂
∂t1
,V0
]
=
∂
∂t1
,
[
∂
∂s1
,V0
]
= − ∂
∂s1
,
we compute
∂
∂t1
Γn = V0∂xn
∂t1
+
∂xn
∂t1
+ n
∂xn
∂t1
= V0(vnxn+1) + (n+ 1)vnxn+1
= vn (V0xn+1 + (n+ 1)xn+1) + xn+1V0(vn)
= vnΓn+1 − xn+1 (xnV0(yn) + ynV0(xn))
= vnΓn+1 − xn+1 (xn(V0(yn)− nyn) + yn(V0(xn) + nxn))
= vnΓn+1 + xn+1
(
xnΓ˜n − ynΓn
)
, (3.0.4)
Similarly, one shows
∂
∂s1
Γn = V0∂xn
∂s1
− ∂xn
∂s1
+ n
∂xn
∂s1
= V0(vnxn−1) + (n− 1)vnxn−1
= vnΓn−1 + xn−1
(
xnΓ˜n − ynΓn
)
(3.0.5)
and so by the duality˜
∂
∂t1
Γ˜n = −vnΓ˜n−1 + yn−1
(
xnΓ˜n − ynΓn
)
∂
∂s1
Γ˜n = −vnΓ˜n+1 + yn+1
(
xnΓ˜n − ynΓn
)
, (3.0.6)
thus establishing (0.0.22). Setting as in (0.0.23),
M :=
⋂
n≥0
{
(xk, yk)k≥0 , such that Γn(x, y) = 0 and Γ˜n(x, y) = 0
}
,
the differential equations (3.0.4), (3.0.5) and (3.0.6) imply at once that, along
the locus M, defined in (0.0.23),
∂
∂t1
Γn
∣∣∣∣
M
=
∂
∂t1
Γ˜n
∣∣∣∣
M
=
∂
∂s1
Γn
∣∣∣∣
M
=
∂
∂s1
Γ˜n
∣∣∣∣
M
= 0,
showing the locus M is an invariant manifold for these flows. This ends the
proof of Theorem 0.4.
42
Proof of Corollary 0.5: In the self-dual case,
Γn = Γ˜n,
since in (3.0.2) all un = u−n, xn = yn and so ∂xn/∂ti = −∂yn/∂si, ∂xn/∂si =
−∂yn/∂ti for all n, i.
From the differential equations (3.0.4) and (3.0.5), it follows that
∂
∂t1
Γn = vnΓn+1 and
∂
∂s1
Γn = vnΓn−1,
and so for ∂
∂t
= ∂
∂t1
− ∂
∂s1
,
∂Γn
∂t
= vn(Γn+1 − Γn−1)
establishing equation (0.0.25). Therefore, along the locus N, defined in
(0.0.26),
∂Γn
∂t
∣∣∣∣
N
= 0
and so the locus N is invariant with respect to the ∂/∂t vector field, ending
the proof of Corollary 0.5.
4 Rational relations for special weights
4.1 Weight et(z+z
−1)
This weight comes up by considering the uniform probability P on the group
Sk of permutations πk and
L(πk) = length of the longest (strictly) increasing subsequence of πk .
(4.1.1)
Then, according to Gessel [10], the generating function below can be ex-
pressed as the determinant of a Toeplitz matrix and thus as a unitary matrix
integral:
∞∑
k=0
t2k
k!
P (L(πk) ≤ n) = EU(n)etTr(M+M¯) (4.1.2)
=
1
n!
∫
(S1)n
|∆n(z)|2
n∏
k=1
(
et(zk+z¯k)
dzk
2πizk
)
.
43
Then
xn = (−1)nEU(n)(detM)e
tTr(M+M¯)
EU(n)etTr(M+M¯)
= (−1)n
∫
(S1)n
|∆n(z)|2
∏n
k=1
(
zke
t(zk+z¯k) dzk
2πizk
)
∫
(S1)n
|∆n(z)|2
∏n
k=1
(
et(zk+z¯k) dzk
2πizk
)
This weight is a special case of the self-dual weight of Corollary 0.3, which
lead to the relation (0.0.18). Thus we find
0 = nxn − vn
xn
(t(L1)n+1,n+1 + t(L1)nn)
= nxn − vn
xn
(−txn+1xn − txnxn−1)
yielding the 3-step relation, found by Borodin [5], with highest (respectively,
lowest) terms doubly (respectively, simply) underlined,
nxn + t(1− x2n)(xn+1 + xn−1) = 0. (4.1.3)
It is interesting to point out that this map (4.1.3) is the simplest instance
of a family of area-preserving maps of the plane, having an invariant, as
found by McMillan [8], and extended by Suris [12] to maps of the form
∂2nx(n) = f(x(n)), having an analytic invariant of two variables Φ(y, z), i.e.,
Φ(xn+1, xn) = Φ(xn, xn−1).
The invariant in the case of the maps (4.1.3) is(
1− y2) (1− z2)+ ayz, with a = −n
t
.
For more on this matter, see the review by B. Grammaticos, F. Nijhoff, A.
Ramani [9].
4.2 Weight et(z+z
−1)+s(z2+z−2)
Consider instead the subgroups of odd permutations, with 2kk! elements
Sodd2k =
{
π2k ∈ S2k, π2k : (−k, . . . ,−1, 1, . . . , k) 	
with π2k(−j) = −π2k(j), for all j
}
⊂ S2k
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Sodd2k+1 =
{
π2k+1 ∈ S2k+1, π2k : (−k, . . . ,−1, 0, 1, . . . , k) 	
with π2k+1(−j) = −π2k+1(j), for all j
}
⊂ S2k
Then, according to Rains [11] and Tracy-Widom [13], the following generat-
ing functions, again involving the length of the longest necessary sequence,
are related to matrix integrals:
∞∑
0
(
√
2 s)2k
k!
P (L(π2k) ≤ n) = EU(n)esTr(M2+M¯2)
=
1
n!
∫
(S′)n
|∆n(z)|2
n∏
k=1
(
es(z
2
k
+z−2
k
) dzk
2πzk
)
∞∑
0
(
√
2 s)2k
k!
P (L(π2k+1) ≤ n)
=
1
4
∂
∂t2
(
EU(n)e
Tr(t(M+M¯ )+s(M2+M¯2) + EU(n)e
Tr(t(M+M¯ )−s(M2+M¯2))
)∣∣∣
t=0
The weight et(z+z
−1)+s(z2+z−2) is a special case of the one in corollary 0.3,
thus leading to (0.0.17). So, we find
xn = (−1)n
EU(n)(detM)e
tT r(M+M¯ )+sTr(M2+M¯2)
EU(n)etT r(M+M¯)+sTr(M
2+M¯2)
satisfies a 5-step relation, with highest (respectively, lowest) terms doubly
(respectively, simply) underlined,
0 = nxn + tvn(xn−1 + xn+1) + 2svn
(
xn+2vn+1 + xn−2vn−1 − xn(xn+1 + xn−1)2
)
.
(4.2.1)
Also here the map has a polynomial invariant
Φ(x, y, z, u) = nyz − (1− y2)(1− z2)
(
t + 2s(x(u− y)− z(u+ y))
)
.
So we have for all n,
Φ(xn−1, xn, xn+1, xn+2) = Φ(xn, xn+1, xn+2, xn+3).
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4.3 Weight (1 + z)αe−sz
−1
Let P be the uniform probability on
Sk,α = {words πk of length k from an alphabet of α letters}.
Then, if L denotes the same as in (4.1.1), but without ‘strictly’ , we have,
according to Tracy-Widom [14] (see also [3]),
∞∑
k=0
(αs)k
k!
P
{
πk ∈ Sk,α
∣∣ L(πk) ≤ n} = EU(n) det(I +M)αe−s trM¯ .
For this weight, P1(z) = 0 and P2(z) = −sz, so that N1 = 0, N2 = 1, u−1 =
−s, and all other ui = 0. Also γ′1 = α, γ = γ′2 = γ′′1 = γ′′2 = 0. This is a
special case of Case 2 of Theorems 0.1 and 0.2. Hence, we choose
a = 0, b = c = 1,
for which one computes
L(n)1 = (n+ α)L1
L(n)2 = s(I + L2),
and so (0.0.14) and (0.0.15) become
∂n((n + α)L1 + sL2)nn + c(L1)nn = 0
∂n((n− 1 + α)vn−1L1 + sL2)n,n−1 +
(
L21 + L1
)
n,n
= same
∣∣∣
n=1
Thus spelled out, the variables
xn
yn
= (−1)nEU(n) (detM)
±1 det(I +M)αe−s trM¯
EU(n) det(I +M)αe−s trM¯
satisfy a 3-step and a 4-step relation, linear in xn+1 and yn+1:
−(n + α + 1)xn+1yn − sxnyn+1 + (n+ α− 1)xnyn−1 + sxn−1yn = 0
−vn((n+ α + 1)xn+1yn−1 − s) + vn−1((n+ α− 2)xnyn−2 − s)
+ xnyn−1(xnyn−1 − 1) = v1(s− (2 + α)x2) + x1(x1 − 1).
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4.4 Weight (1− ξz)α (1− ξz−1)β
This weight, considered by Borodin [5] and Borodin-Deift [6] and coming up
in point processes, is obtained by setting
γ′1 = α, γ
′′
2 = β , γ = γ
′
2 = γ
′′
1 = 0, d1 = ξ, d2 = ξ
−1, all ui = 0, N1 = N2 = 0.
a = c = 1, b = −ξ − ξ−1
in the weight (0.0.1). We have that
αi = (n + α)δi1 and βi = −(n+ β)δi1
and so
L(n)1 = (n+ α)L1 and L(n)2 = −(n + β)L2.
Therefore (0.0.14) and (0.0.15) read
((n+ α + 1)L1 − (n+ β + 1)L2)n+1,n+1−((n+ α− 1)L1 − (n+ β − 1)L2)nn = 0
(vn(n+ α)L1 − (n + β)L2)n+1,n − (vn−1(n− 1 + α)L1 − (n− 1 + β)L2)n,n−1
+
(
L21 + bL1
)
n,n
=
(
v1(1 + α)L1 − (1 + β)L2
)
21
+
(
L21 + bL1
)
11
,
leading to a 3-step relation and a 4-step relation in xn+1 and yn+1,
−(n+α+1)xn+1yn+(n+β+1)yn+1xn+(n+α−1)yn−1xn−(n+β−1)xn−1yn = 0.
and
−vn((n + α+ 1)xn+1yn−1 + n+ β) + vn−1((n+ α− 2)xnyn−2 + n+ β − 1)
+xnyn−1(xnyn−1 + ξ + ξ
−1)
= −v1 (x2(α + 2) + β + 1) + x1(x1 + ξ + ξ−1).
So, all xn and yn are rational expressions in terms of x1, x2, y1, y2. Note these
relations are different from those found by Borodin [5].
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5 Appendix 1: Virasoro algebras
In [2], we defined a Heisenberg and Virasoro algebra of vector operators βJ
(i)
k ,
depending on a parameter β > 0:(
β
J
(1)
k
)
n
= βJ
(1)
k + nJ
(0)
k and
(
J
(0)
k
)
n
= nJ
(0)
k = nδ0k,
and
β
J
(2)
k
= β
∑
i+j=k
: βJ
(1)
i
β
J
(1)
j : + (1− β)
(
(k + 1) βJ
(1)
k − k J(0)k
)
=
(
β. βJ
(2)
k + (2nβ + (k + 1)(1− β)) . βJ (1)k + n(nβ + 1− β)J (0)k
)
n∈Z
.
(5.0.1)
The βJ
(2)
k ’s satisfy the commutation relations: (see [2])[
β
J
(1)
k ,
β
J
(1)
ℓ
]
=
k
2β
δk,−ℓ[
β
J
(2)
k ,
β
J
(1)
ℓ
]
= −ℓ βJ(1)k+ℓ +
k(k + 1)
2
(
1
β
− 1
)
δk,−ℓ[
β
J
(2)
k ,
β
J
(2)
ℓ
]
= (k − ℓ) βJ(2)k+ℓ + c
(
k3 − k
12
)
δk,−ℓ , (5.0.2)
with central charge
c = 1− 6 (β1/2 − β−1/2)2 .
In the expressions above,
βJ
(1)
k =
∂
∂tk
for k > 0
=
1
2β
(−k)t−k for k < 0
= 0 for k = 0
βJ
(2)
k =
∑
i+j=k
∂2
∂ti∂tj
+
1
β
∑
−i+j=k
iti
∂
∂tj
+
1
4β2
∑
−i−j=k
itijtj (5.0.3)
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In particular, for β = 1/2 and 1, the βJ
(2)
k take on the form:
β
J
(2)
k (t)
∣∣∣
β=1/2
=
1
2
(
βJ
(2)
k + (2n + k + 1)
βJ
(1)
k + n(n + 1)J
(0)
k
)
n∈Z
∣∣∣∣
β=1/2
,
(5.0.4)
β
J
(2)
k (t)
∣∣∣
β=1
=
(
βJ
(2)
k + 2n
βJ
(1)
k + n
2J
(0)
k
)
n∈Z
∣∣∣
β=1
(5.0.5)
6 Appendix 2: Useful formulae about the
Toeplitz lattice
The first Toeplitz vector field (1.1.9), corresponding to the Hamiltonians
H
(1)
1 = −Tr L1 =
∞∑
0
xi+1yi, H
(2)
1 = −Tr L2 =
∞∑
0
xiyi+1,
and
H
(1)
2 = −
1
2
Tr L21 = −
1
2
∞∑
0
x2i+1y
2
i +
∞∑
0
yixi+2vi+1
H
(2)
2 = −
1
2
Tr L22 = −
1
2
∞∑
0
x2i y
2
i+1 +
∞∑
0
xiyi+2vi+1
reads:
∂xn
∂t1
= vnxn+1
∂yn
∂t1
= −vnyn−1
∂xn
∂s1
= vnxn−1
∂yn
∂s1
= −vnyn+1.
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and
∂xn
∂t2
= vn
∂H
(1)
2
∂yn
= −vn
(
x2n+1yn − xn+2vn+1 + xnxn+1yn−1
)
∂yn
∂t2
= −vn ∂H
(1)
2
∂xn
= vn
(
xny
2
n−1 − yn−2vn−1 + ynyn−1xn+1
)
∂xn
∂s2
= vn
∂H
(2)
2
∂yn
= −vn
(
x2n−1yn − xn−2vn−1 + xnxn−1yn+1
)
∂yn
∂s2
= −vn ∂H
(2)
2
∂xn
= vn
(
xny
2
n+1 − yn+2vn+1 + ynyn+1xn−1
)
7 Appendix 3: Proof of Theorem 0.2
Before giving the proof of Theorem 0.2, we need
Lemma 7.1
(
LN+11
)
nn
= −xn+Nyn−1
N∏
1
vn+i−1 + . . .− xnyn−N−1
N∏
1
vn−i
(
LN+12
)
nn
= −yn+Nxn−1
N∏
1
vn+i−1 + . . .− ynxn−N−1
N∏
1
vn−i
vn
(
LN+11
)
n+1,n
= −xn+N+1yn−1
N∏
0
vn+i + . . .− xn+1yn−N−1
N∏
0
vn−i
(
LN+12
)
n+1,n
= −yn+Nxn
N−1∏
0
vn+i + . . .− xn−Nyn
N∏
1
vn−i+1.
The two highest and two lowest terms in
L(n)1 =
N1+1∑
1
αi(t)L
i
1 and L(n)2 = −
N2+1∑
1
βi(t)L
i
2,
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are the following:
(L(n)1 )nn = −αN1+1
(
xn+N1yn−1
N1∏
1
vn+i−1 + . . .+ xnyn−N1−1
N1∏
1
vn−i
)
−αN1
(
xn+N1−1yn−1
N1−1∏
1
vn+i−1 + . . .+ xnyn−N1
N1−1∏
1
vn−i
)
+ . . .
(L(n)2 )nn = βN2+1
(
yn+N2xn−1
N2∏
1
vn+i−1 + . . .+ ynxn−N2−1
N2∏
1
vn−i
)
+βN2
(
yn+N2−1xn−1
N2−1∏
1
vn+i−1 + . . .+ ynxn−N2
N2−1∏
1
vn−i
)
+ . . .
vn(L(n)1 )n+1,n = −αN1+1
(
xn+N1+1yn−1
N1∏
0
vn+i + . . .+ xn+1yn−N1−1
N1∏
0
vn−i
)
−αN1
(
xn+N1yn−1
N1−1∏
0
vn+i + . . .+ xn+1yn−N1
N1−1∏
0
vn−i
)
+ . . .
(L(n)2 )n+1,n = βN2+1
(
yn+N2xn
N2−1∏
0
vn+i + . . .+ xn−N2yn
N2∏
1
vn−i+1
)
+βN2
(
yn+N2−1xn
N2−2∏
0
vn+i + . . .+ xn−N2+1yn
N2−1∏
1
vn−i+1
)
+ . . .
with
αN1+1 = c (uN1 + δN1,0(n + γ
′
1 + γ
′
2 + γ))
αN1 = c (uN1−1 + δN1,1(n + γ
′
1 + γ
′
2 + γ)) + buN1
−βN2+1 = a (u−N2 + δN2,0(n + γ′′1 + γ′′2 − γ))
−βN2 = a (u−N2+1 + δN2,1(n+ γ′′1 + γ′′2 − γ)) + bu−N2
Proof of Theorem 0.2:
CASE 1: a, c 6= 0: Equations (0.0.14) and (0.0.15) are two inductive equa-
tions, one having (N1 + N2 + 4) steps and the other having (N1 + N2 + 3)
steps. In the equations below, we underline twice the highest terms and once
the lowest ones. The exact equations (0.0.14) and (0.0.15) are denoted by
(0.0.14)n and (0.0.15)n.
51
• N1 = N2 = N : The two equations (0.0.14)n+1 and (0.0.15)n, form a system
of two equations in the unknowns xn+N+2 and yn+N+2, the variable with the
lowest index being yn−N−1 :
(0.0.14)n+1 = −
(
αN+1xn+N+2 yn+1 + βN+1yn+N+2 xn+1
) N∏
1
vn+i+1 + . . .
(0.0.15)n = −αN+1xn+N+2 yn
N∏
1
vn+i+1 + . . .+ αN+1yn−N−1 xn+1
N∏
0
vn−i
• N1 = N, N2 = N + 1: The two equations (0.0.14)n and (0.0.15)n form a
system of two equations in the unknowns xn+N+2 and yn+N+2, the variable
with the lowest index being xn−N−2 :
(0.0.14)n = −βN+2yn+N+2xn
N+1∏
1
vn+i + . . .+ βN+2ynxn−N−2
N+1∏
1
vn−i
(0.0.15)n = −
(
αN+1xn+N+2yn + βN+2yn+N+2xn+1
) N∏
0
vn+i+1 + . . .
• N1 = N, N2 = N−1 : The two equations (0.0.14)n and the dual equation
(0.0.15)˜n, via the involution ,˜ form a system of two equations in the unknowns
xn+N+1 and yn+N+1, the variable with the lowest index being yn−N−1 :
(0.0.14)n = −αN+1xn+N+1yn
N∏
1
vn+i + . . .+ αN+1yn−N−1xn
N∏
1
vn−i
(0.0.15)⊤n = −
(
αN+1xn+N+1yn+1 + βNyn+N+1xn
)N−1∏
0
vn+i+1 + . . .
CASE 2: All cases below lead to two inductive equations, one having (N1 +
N2 + 3) steps and the other having (N1 +N2 + 2) steps:
• N1 = N, N2 = N , a = 0, b = c = 1: The two equations (0.0.14)n
and (0.0.15)˜n, form a system of two equations in the unknowns xn+N+1 and
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yn+N+1, the variable with the lowest index being yn−N−1 :
(0.0.14)n = −αN+1xn+N+1yn
N∏
1
vn+i + . . .+ αN+1yn−N−1xn
N∏
1
vn−i
(0.0.15)˜n = −
(
αN+1xn+N+1yn+1 + βNyn+N+1xn
)N−1∏
0
vn+i+1 + . . .
• N1 = N, N2 = N + 1, a = 0, b = c = 1: The two equations (0.0.14)n+1
and (0.0.15)n form a system of two equations in the unknowns xn+N+2 and
yn+N+2, the variable with the lowest index being yn−N−1 :
(0.0.14)n+1 = −
(
αN+1xn+N+2yn+1 + βN+1yn+N+2xn+1
) N∏
1
vn+i+1 + . . .
(0.0.15)n = −αN+1xn+N+2yn
N∏
0
vn+i+1 + . . .+ αN+1yn−N−1xn+1
N∏
0
vn−i
• N1 = N, N2 = N − 1 c = 0, a = b = 1: The two equations (0.0.14)n+1
and the equation (0.0.15)˜n form a system of two equations in the unknowns
xn+N+1 and yn+N+1, the variable with the lowest index being xn−N :
(0.0.14)n+1 = −
(
αNxn+N+1yn+1 + βNyn+N+1xn+1
)N−1∏
1
vn+i+1 + . . .
(0.0.15)˜n = −βNyn+N+1xn
N−1∏
0
vn+i+1 + . . .+ βNxn−Nyn+1
N−1∏
0
vn−i
CASE 3. All cases below lead to two inductive equations, both having
N1+N2+1 steps. Using again Lemma 7.1, one searches for the highest and
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lowest terms in the relations (0.0.17):
0 = nxn +
vn
yn

 − (L1P ′1(L1))n+1,n+1 − (L2P ′2(L2))n,n
+(P ′1(L1))n+1,n + (P
′
2(L2))n,n+1


=
vn
yn

 −uN1(LN11 )n+1,n+1 − u−N2(LN22 )nn + . . .
+uN1(L
N1−1
1 )n+1,n + u−N2(L
N2−1
2 )n,n+1 + . . .


= uN1
vn
yn
(
xn+N1yn
N1−1∏
1
vn+i + . . .+ xn+1yn−N1+1
N1−1∏
1
vn+1−i
)
−uN1
vn
yn
(
. . .+ xn+1yn−N1+1
N1−2∏
1
vn−i
)
+u−N2
vn
yn
(
yn+N2−1xn−1
N2−1∏
1
vn+i−1 + . . .+ ynxn−N2
N2−1∏
1
vn−i
)
−u−N2
vn
yn
(
yn+N2−1xn−1
N2−2∏
1
vn+i + . . .
)
+ . . .
= uN1
(
xn+N1
N1−1∏
0
vn+i + . . .− xn+1yn−N1+1xn
N1−2∏
0
vn−i
)
−u−N2
(
yn+N2−1xn−1xn
N2−2∏
0
vn+i + . . .− xn−N2
N2−1∏
0
vn−i
)
+ . . . ,
and, by duality,
0 = nyn +
vn
xn

 − (L1P ′1(L1))n,n − (L2P ′2(L2))n+1,n+1
+(P ′1(L1))n+1,n + (P
′
2(L2))n,n+1


= −uN1
(
xn+N1−1yn−1yn
N1−2∏
0
vn+i + . . .− yn−N1
N1−1∏
0
vn−i
)
+u−N2
(
yn+N2
N2−1∏
0
vn+i + . . .− yn+1xn−N2+1yn
N2−2∏
0
vn−i
)
+ . . . .
Here again, one uses different indices n for each of the cases:
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• N1 = N, N2 = N
(0.0.17)n = uNxn+N
N−1∏
0
vn+i + . . .+ u−Nxn−N
N−1∏
0
vn−i + . . .
(0.0.17)˜n = u−Nyn+N
N−1∏
0
vn+i + . . .+ uNyn−N
N−1∏
0
vn−i + . . .
• N1 = N, N2 = N + 1
(0.0.17)n+1 =
(
uNxn+N+1 − u−N−1yn+N+1xnxn+1
)N−1∏
0
vn+i+1 + . . .
+u−N−1xn−N
N∏
0
vn−i+1 + . . .
(0.0.17)˜n = u−N−1yn+N+1
N∏
0
vn+i + . . .
−
(
u−N−1yn+1xn−Nyn − uNyn−N
)N−1∏
0
vn−i + . . .
• N1 = N, N2 = N − 1,
(0.0.17)n = uNxn+N
N−1∏
0
vn+i + . . .
−
(
uNxn+1yn−N+1xn − u−N+1xn−N+1
) N∏
0
vn−i + . . .
(0.0.17)˜n+1 =
(
u−N+1yn+N − uNxn+Nynyn+1
)N−2∏
0
vn+i+1 + . . .
+uNyn−N+1
N−1∏
0
vn−i+1 + . . .
This ends the proof of Theorem 0.2.
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