It has been known that sharp Sobolev embeddings into weak Lebesgue spaces are noncompact but the question of whether the measure of non-compactness of such an embedding equals to its operator norm constituted a well-known open problem. The existing theory suggested an argument that would possibly solve the problem should the target norms be disjointly superadditive, but the question of disjoint superadditivity of spaces L p,∞ has been open, too. In this paper we solve both these problems. We first show that weak Lebesgue spaces are never disjointly superadditive, so the suggested technique is ruled out. But then we show that, perhaps somewhat surprisingly, the measure of non-compactness of a sharp Sobolev embedding coincides with the embedding norm nevertheless, at least as long as p < ∞. Finally, we show that if the target space is L ∞ (which formally is also a weak Lebesgue space with p = ∞), then the things are essentially different. To give a comprehensive answer including this case, too, we develop a new method based on a rather unexpected combinatorial argument and prove thereby a general principle, whose special case implies that the measure of noncompactness, in this case, is strictly less than its norm. We develop a technique that enables us to evaluate this measure of non-compactness exactly.
Introduction
Given a linear mapping acting between two (quasi)normed linear spaces, one of the most important questions is whether it is compact. Compactness is often desired or even indispensable for specific applications in different areas of mathematics. It plays an important role in theoretical parts of functional analysis such as, for instance, in the proof of the Schauder fixed point theorem, and also in the most customary applications of functional analysis such as proving existence, uniqueness, and regularity of solutions to partial differential equations via compact embeddings of Sobolev-type spaces into various other function spaces. However, more often than not, the mapping in question is not compact.
For non-compact mapping, more subtle techniques have to be developed. For example, in 1955, G. Darbo [11] extended the Schauder theorem to certain types of non-compact operators. The main tool she used was the measure of non-compactness, which had been introduced earlier by Kuratowski in [20] in connection with different problems in general topology. An important generalization was later added by Sadovskii [28] . Later still, the notion of the measure of non-compactness proved to be very useful for various applications, and a formidable theory was developed. See e.g. [27, 33] for a general survey and more references.
The concept of measure of non-compactness of a mapping is a good device for quantifying how bad the non-compactness is, or, perhaps, how far from the class of compact maps the given operator lies. Let us recall its definition here. Throughout the paper, B X denotes the open unit ball in X centered at the origin.
Definition. Let X and Y be (quasi)normed linear spaces and let T be a bounded mapping defined on X and taking values in Y , a fact we will denote by T : X → Y . The ball measure of non-compactness α(T ) of T is defined as the infimum of radii ̺ > 0 for which there exists a finite set of balls in Y of radii ̺ that covers T (B X ).
There are other examples of measures of non-compactness, for instance, the Kuratowski measure of non-compactness which is defined analogously but with balls replaced by arbitrary sets of diameter not exceeding ̺. In our analysis, we focus on the ball measure of non-compactness even if we sometimes avoid the adjective "ball".
The measure of non-compactness is an important geometric feature of images of bounded sets under an operator, see e.g. [3] . It is intimately connected for instance to the classical entropy numbers or certain types of the so-called s-numbers, see e.g. [12, 14, 27] . Its importance stems among other reasons from Carl's inequality [6, 7] which establishes its relationship to eigenvalues of an operator. The measure of non-compactness is also related to the essential spectrum of a bounded map [12] .
From the definition of the measure of non-compactness, we easily observe that
where T denotes the norm of the operator T considered as a map from X to Y . Then T is compact if and only if α(T ) = 0, and it is as non-compact as possible if α(T ) = T . In the latter case, we say that T is maximally non-compact.
Example. A simple example of a maximally non-compact operator is the embedding of sequence spaces I : ℓ p → ℓ q for 1 ≤ p ≤ q < ∞, where I is the identity (or the embedding operator ). Indeed, we obviously have I = 1. Suppose thus that α(I) < 1 and fix ̺ such that α(I) < ̺ < 1. Then there is some m ∈ N and elements y 1 , . . . , y m of ℓ q such that
Since all y k 's belong to ℓ q , they are also elements of c 0 . Hence there is a j ∈ N such that (y k ) j < 1−̺ for each k = 1, . . . , m. But then the vector e j = (0, . . . , 0, 1, 0, . . . ) with one on the j-th position belongs to B ℓ p and does not belong to any of the balls y k + ̺B ℓ q , which is a contradiction. Consequently, α(I) = 1 and I is maximally non-compact. Interestingly, the situation is dramatically different when the target space is ℓ ∞ . Then, for any fixed p ∈ [1, ∞), the norm of I : ℓ p → ℓ ∞ is again equal to 1, but I is no longer maximally non-compact. More precisely, we will demonstrate that α(I) ≤ 2 −1/p . To this end, denote σ = 2 1−1/p , fix ̺ > σ/2, and consider m ∈ N such that
Define λ k = σk 2m for k = −m, . . . , m and let y k be the constant sequence defined by (y k ) j = λ k for every j ∈ N and k = −m, . . . , m. We show that
proving α(I) ≤ ̺. Assume that y ∈ B ℓ p . Then y ∈ B ℓ ∞ and |y j | ≤ 1 ≤ σ for every j ∈ N. We claim that
Indeed, given ε > 0, we find s, i ∈ N such that y s > sup y − ε and y i < inf y + ε. We get 
On the other hand, using the definition of λ k and (1.1),
Altogether, y ∈ y k + ̺B ℓ ∞ , and (1.2) follows. We showed that α(I) ≤ σ/2 = 2 −1/p < 1, whence I is not maximally non-compact. It is not difficult to prove that α(I) is actually equal to 2 −1/p (using similar reasoning as in the proof of Theorem 5.5), but that is beside the point here. This example is simple (and likely to be known, although we did not find it in the literature in this exact form), but it is a good illustration of much more involved attractions below.
An important operator to which the theory is often applied is the identity acting from a Sobolev space into another function space. Such an identity is also called a Sobolev embedding. Let n ∈ N and let Ω be an open, bounded and nonempty set in R n with Lipschitz boundary. Recall that the Sobolev space V k 0 X(Ω) for k ∈ N is defined as a collection of all measurable functions u : Ω → R whose extension by zero outside Ω is k-times weakly differentiable and |∇ k u| ∈ X(Ω). Here ∇ k u = (D β u) |β|=k is the vector of all the derivatives of u of order k, where, for an n-dimensional multiindex β, D β denotes ∂ β /∂x β . Once equipped with the norm
the Sobolev space V k 0 X(Ω) forms a Banach space. If X represents a classical Lebesgue space L p for some p ∈ [1, ∞], we simply write V k,p 0 (Ω). The compactness of a Sobolev embedding can constitute a crucial step in many applications in partial differential equations, probability theory, calculus of variations, mathematical physics and other disciplines and therefore it has been widely studied alongside with quantification of its absence when appropriate. To name just one of many interesting connections, let us recall that spectral properties of the Laplacian are governed by the measure of non-compactness of a Sobolev embedding [12, 15] .
The variational approach to partial differential equations with singular coefficients often requires the use of an embedding of a Sobolev space into a two-parameter Lorentz space. Compactness properties of such embeddings are crucial under various circumstances [17, 21-24, 30, 32] . Of particular interest is an embedding into a Lorentz space whose second index is equal to infinity, equivalent to a weak Lebesgue space, see [8] . However, it is a rule of thumb that if a Sobolev embedding is sharp in the sense of function spaces, then it is never compact [9, 19, 29, 30] . It is thus of interest to study how bad is its non-compactness.
Our main goal in this paper is to study maximal non-compactness of general Sobolev embeddings with emphasis on embeddings involving Lorentz-Sobolev spaces. It is worth noticing that classical Sobolev embeddings built upon Lebesgue spaces are included as particular instances.
The classical Sobolev embedding theorem (cf. e.g. [1, 2, 25] ) asserts that if n, k ∈ N, k < n, Ω is an open set in R n with Lipschitz boundary, p ∈ [1, n k ) and p * = np n−kp , then one has (1.4)
, where I is the identity operator. The Sobolev space on the left-hand side, V k,p 0 (Ω), consists of functions of highest regularity (k) and relatively small integrability (p) while, on the right-most side, the degree of integrability is increased (note that p * > p), balancing the loss of regularity. This example explains the great importance of Sobolev embeddings: it is an appropriate tool for "trading regularity for integrability".
Like the Lebesgue L p norm, the two-parameter Lorentz L p,q norm (or quasinorm, in general) captures the p-integrability of a function whereas the parameter q measures how "spread out" the mass of the function is. This extra index q thus provides a fine-tuning of the L p space with the property that L p,q 1 ⊆ L p,q 2 if q 1 ≤ q 2 . Setting q = p, we recover the Lebesgue space L p,p = L p to reveal that the Lorentz spaces refine the Lebesgue scale. For these and other details concerning Lorentz spaces, see e.g. [4, 26] .
Having Lorentz spaces at hand, the classical Sobolev embedding (1.4) can be enhanced to
in which the Lebesgue target space L p * (Ω) is replaced with the essentially smaller Lorentz space L p * ,p (Ω) making thus the embedding stronger. The latter embedding is known to be optimal in the sense that the target space cannot be replaced by any smaller rearrangement-invariant Banach function space [13, 18] . However, none of the embeddings (1.4), (1.5) is compact, and, as recent advances show [19, 29] , even when the target space is replaced by a considerably larger space L p * ,∞ (Ω), the resulting embedding
(Ω) is still not compact. In [16] it is shown that the Sobolev embedding (1.4) is maximally non-compact. In [5] , this result is extended to more general Sobolev embeddings of the form
These results leave open the case when s = ∞. Thus a natural question arises. Question 1. Given k, n ∈ N, k < n, and p ∈ [1, n k ), is (1.6) maximally non-compact? The key feature of the approach of both [16] and [5] is the fact that any Lebesgue space L p (Ω) for p ∈ [1, ∞), as well as any Lorentz space L p,q (Ω) for p, q ∈ [1, ∞), is disjointly superadditive.
Definition. We say that a (quasi)normed linear space X(Ω) containing functions defined on Ω is disjointly superadditive if there exist γ > 0 and C > 0 such that for every m ∈ N and every finite sequence of functions {f k } m k=1 with pairwise disjoint supports in Ω one has
.
In order to answer Question 1, one should first investigate the following closely related mystery.
The reason for considering Question 2 is that if the answer to it was positive, then it would be very likely that using some not-so-difficult modification of techniques of [16] and [5] one should be able to prove that the answer to Question 1 is affirmative, too. However, it turns out (Theorem 2.1) that the answer to Question 2 is negative, that is, the space L p * ,∞ (Ω) is not disjointly superadditive.
This result is interesting on its own, but it leaves us shorthanded as far as Question 1 is concerned. So, in order to answer it we have to develop new techniques. In Section 4 we prove that the answer to Question 1 is positive, even though the methods of [16] and [5] do not apply. More precisely, we in fact show that a slightly more general embedding than (1.6), namely
We obtain this result (Theorem 4.2) as a consequence of a fairly comprehensive principle (Theorem 4.1) which postulates maximal non-compactness of embeddings into weak Lebesgue spaces provided that the underlying identity operator has certain shrinking property, which roughly states that its norm over an open set Ω is attained at functions having their supports restricted to any (arbitrarily small) open subset of Ω. In order to be able to apply this theory to our purposes we need to know that the identity operator in (1.6) has shrinking property. We establish this fact in Proposition 3.1.
The techniques of Section 4 do not work for the case when the target space is L ∞ (Ω) although it is also a weak Lebesgue space. It was shown in [31] that a proper domain partner for a Sobolev embedding into L ∞ (Ω) is the Lorentz space L n k ,1 (Ω). More precisely, we have
There is thus one more natural, and still unanswered, problem.
Question 3. Given k, n ∈ N, k ≤ n, is the Sobolev embedding (1.7) maximally non-compact?
Let us first recall that in the very special (one-dimensional) case when n = k = 1, the answer is known. In the one-dimensional setting, Ω is replaced by a compact interval [a, b] and L ∞ (Ω) by C(a, b), the space of all continuous functions on [a, b] endowed with the L ∞ -norm. It is shown in [16] and [5] that (1.7) is not maximally non-compact in this case. However, when n = k = 1, the Lorentz space L n k ,1 (Ω) on the domain position collapses to the Lebesgue space L 1 (Ω) and things get much simpler.
The question of extending this result to the higher-dimensional and higher-order case has been one of the notoriously difficult open problems in the theory. In Section 5 we solve this problem with the help of a new method which we develop for this purpose. At the end we show that the answer to Question 3 is negative (Theorem 5.5), and we obtain this fact as a consequence of a generic quantitative statement (Theorem 5.2) which works for a wide variety of operators.
The results contained in Theorems 5.2 and 5.5 are interesting for at least two reasons. First, it is striking that the situation is so drastically different from any other embedding into a weak Lebesgue space though it accords with the example mentioned in the introduction. The second is the innovative method of proof of Theorem 5.2 based on a combinatorial argument involving a coloring-type problem, see Figure 1 . Such line of argumentation is rarely seen in the area of mathematical analysis. 
Lack of disjoint superadditivity of weak Lebesgue spaces
This section is devoted to the analysis of Question 2. We recall some definitions and fix the notation first.
Rearrangements. For a function u :
The maximal nonincreasing rearrangement of u, namely the function u * * : (0, ∞) → [0, ∞], is defined by
An alternative formula for u * * reads as
where the supremum is taken over all measurable sets E ⊆ Ω such that |E| = t, see e.g. [26, Proposition 7.4.5] . Note that the maximal nonincreasing rearrangement is subadditive, that is, given measurable functions u, v : Ω → R, we have
while for the nonincreasing rearrangement we have only
Lorentz spaces. Given 0 < p, q ≤ ∞, the functional · L p,q (Ω) is defined by
for a measurable function u : Ω → R. We adopt the notation that 1/∞ = 0. If either 1 < p < ∞ and 1 ≤ q ≤ ∞, or p = q = 1, or p = q = ∞, then · L p,q (Ω) is equivalent to a norm (cf. e.g. [4] for details), in other cases it is a quasinorm. We further define the functional · L (p,q) (Ω) as
for a measurable function u : Ω → R. If either 0 < p < ∞ and 1 ≤ q ≤ ∞, or p = q = ∞, then · L (p,q) (Ω) is a norm, in other cases it is a quasinorm. The functionals · L p,q (Ω) and · L (p,q) (Ω) are called Lorentz (quasi)norms, and the corresponding spaces L p,q (Ω) and L (p,q) (Ω), defined as collections of all measurable functions u : Ω → R such that u L p,q (Ω) < ∞ or u L (p,q) (Ω) < ∞, respectively, are called Lorentz spaces. Besides the relations mentioned in the introduction, it always holds that
By equality of spaces we mean the equality of the sets and equivalence of their norms.
Weak Lebesgue spaces. Recall that weak Lebesgue spaces coincide with Lorentz spaces when the second index equals to infinity, namely with L p,∞ (Ω) and L (p,∞) (Ω) and their norms are given by
respectively. It follows from (2.2) that · L (p,∞) (Ω) is a norm for any p > 0. On the other hand, · L p,∞ (Ω) is in general only a quasinorm. Indeed, by (2.3), we have for u, v : Ω → R measurable,
The functional · L p,∞ (Ω) is a norm only if p = ∞ and it is equivalent to a norm if 1 < p < ∞ (see e.g. [ 
Let us denote
Since the functions u k have pairwise disjoint supports, we have
where a k = s k+1 + · · · + s m for k = 0, . . . , m − 1 and a m = 0 (see Figure 2 ). Consequently,
where we have used property (2.9) to show (2.15) a j−1 = s j + · · · + s m ≤ 2s j for j = 1, . . . , m.
Now suppose that the space L r,∞ (Ω) has the disjoint superadditivity property. Then there exists γ > 0 and C > 0 such that
that is, by (2.11) and (2.14) , m ≤ C2 γ/r , which is clearly absurd because m was selected arbitrarily at the beginning.
If we consider the functional (2.5) instead of (2.4), then we obtain a slightly different result. Proof. Assume that r ∈ (0, 1]. Then, by (2.8), L (r,∞) (Ω) = L 1 (Ω) with equivalent norms, hence L (r,∞) (Ω) is disjointly superadditive. Assume that r ∈ (1, ∞]. Let m ∈ N be given and suppose that the sets E k , k = 1, . . . , m are chosen as in the proof of Theorem 2.1. Let the functions u k for k = 1, . . . , m, the numbers s k for k = 1, . . . , m and the numbers a j for j = 0, . . . , m have the same meaning as in the proof of Theorem 2.1. By (2.10), It remains to consider the case when t ∈ (0, a m−1 ]. But, for such t, Estimates (2.17) and (2.18) combined give u L (r,∞) (Ω) ≤ 4. Now, assuming that L (r,∞) (Ω) has the disjoint superadditivity property for some γ > 0 and C > 0, we conclude that m ≤ C4 γ , which is impossible, as m was arbitrary.
Remark 2.3. The only property of the measure space we required in the proof was that there exist pairwise disjoint sets of prescribed measure. Theorems 2.1 and 2.2 thus remain valid even if we replace the set Ω ⊂ R n by any non-atomic σ-finite measure space.
Shrinking property
A key step to the maximal non-compactness is shrinking property of an embedding.
Definition. Let X(Ω) and Y (Ω) be quasinormed spaces of functions defined on Ω ⊂ R n . We say that the embedding I : X(Ω) → Y (Ω) has shrinking property if for every nonempty open set G ⊂ Ω one has
In other words, shrinking property guarantees that the norm of an embedding is attained by functions having their support in arbitrary nonempty open set G. 
. We show that in fact the equalities in (3.2) hold. By the translation invariance of the Lorentz functionals, we may assume that both the balls are centered at the origin. Let us denote r 1 and r 2 the radii of B 1 and B 2 , respectively. For u ∈ V k 0 X(B 2 ), set κ = r 2 /r 1 and define u κ (x) = u(κx) for x ∈ B 1 . Clearly u κ is a Sobolev function on B 1 . We will show that
First, observe that (3.4) (u κ ) * (t) = u * (κ n t) and (3.5) (u κ ) * * (t) = u * * (κ n t)
for t > 0. Consequently,
for t ∈ (0, |B 1 |) and for each multiindex β. Now, assume that q = ∞ and X = L p,∞ . We have
where we used (3.6) and the change of variables s = κ n t. If X = L (p,∞) , we use (3.7) instead. For q < ∞, analogous computations are shown in [5, Theorem 1.2]. Thus
where we substituted s = κ n t and used the relation
For Y = L (p * ,∞) , we use (3.5) instead of (3.4). Altogether,
and (3.3) follows by (3.8) and (3.9).
Maximal non-compactness of a Sobolev embedding into weak Lebesgue space
In this section we focus on Question 1. We may assume that
Indeed, suppose that v k Y (Ω) > 2 1+ 1 r I for some k. Recall that · L (r,∞) is a norm while, by (2.7), · L r,∞ is a quasinorm with the constant 2 1/r . In any case,
In other words, B X(Ω) ∩ v k + ̺B Y (Ω) = ∅, and so the function v k can be excluded from the collection on the right-hand side of (4.1).
If Y = L r,∞ , we choose η ∈ (0, 1) such that 1 − η) ). Denote by B 1 , . . . , B m pairwise disjoint balls of the same radii, centered at x 1 , . . . , x m , respectively, and all contained in Ω. We may without loss of generality assume that |B k | < ω for all k = 1, . . . , m. By the shrinking property, there exists u 1 ∈ X(Ω) such that u 1 X(Ω) = 1, supp u 1 ⊂ B 1 and u 1 Y (Ω) > ̺ + 2ε. For each k = 2, . . . , m, we define u k :
Then all the functions u k are equimeasurable, i.e. Due to (4.1), it holds that
By the Pigeonhole principle, at least one of the balls in the union on the rightmost side of (4.7) must contain at least m/j = ℓ functions from {u 1 , . . . , u m }. More precisely, there exist i ∈ {1, . . . , j}, and distinct functions {u 1 , . . . , u ℓ } ⊂ {u 1 , . . . , u m } such that u k ∈ v i + ̺B Y (Ω) for every k = 1, . . . , ℓ. That is,
| for x ∈ Ω and k = 1, . . . , ℓ and also w = ℓ k=1 w k . Then |w| ≤ |v|, whence, thanks to the well-known lattice property of the weak Lebesgue functionals (2.6), by the definition of v, and by (4.2), we get
Since w k − u k equals either zero or v k − u k , one clearly has |w k − u k | ≤ |v k − u k |. Furthermore, by the definition of v k , v k − u k equals either zero or v i − u k , hence |v k − u k | ≤ |v i − u k |. Altogether, calling into play again the lattice property of · Y (Ω) and finally using (4.8), we obtain
Now, assume that Y = L (r,∞) . By (4.6), there is some t 0 ∈ (0, ω) such that
It is important to notice that, thanks to (4.5), t 0 is independent of k. Since the measure is non-atomic, for each k = 1, . . . , ℓ there exists E k ⊂ supp u k such that |E k | = t 0 and 
for every k = 1, . . . , ℓ.
Altogether, we have 1
Denote E = ℓ k=1 E k . Since the sets E k are pairwise disjoint, we get |E| = ℓt 0 and
thanks to (4.4) . Recall that η = 0 in this case. Estimate (4.11) now contradicts (4.9). Let Y = L r,∞ instead. By (4.6), there is t 0 ∈ (0, ω) such that
Using (2.3), we have for all k = 1, . . . , ℓ
where we have used (4.10), (4.12) and (4.3). Now, since w k 's have pairwise disjoint supports, one has
where the last inequality is due to (4.4). Finally, (4.13) contradicts (4.9).
Theorem 4.1 combined with Proposition 3.1 leads to the following result, whose special case immediately answers Question 1.
Let Ω ⊂ R n , n ∈ N, be open bounded and nonempty set with Lipschitz boundary and let k ∈ N, k < n. Suppose that X(Ω) is either L p,q (Ω) or L (p,q) (Ω) in which p ∈ [1, n k ), q ∈ [1, ∞], and Y (Ω) is either L p * ,∞ (Ω) or L (p * ,∞) (Ω), where p * = np n−kp . Then the Sobolev embedding (3.1) is maximally non-compact.
Embeddings into the space of essentially bounded functions
In this section we shall exhibit that unlimited supply of disjointly supported functions of the same norm (or, in particular, the shrinking property) on its own is not enough to guarantee maximal noncompactness of an embedding. To this end we shall investigate embeddings into L ∞ (Ω) here. We begin by introducing a new quantity assigned to such an embedding which will prove of substantial use later. Let X(Ω) be a quasinormed space of measurable functions defined on Ω and consider the identity operator (5.1)
I : X(Ω) → L ∞ (Ω).
We define the span of I by σ(I) = sup ess sup u − ess inf u : u ∈ X(Ω), u X(Ω) ≤ 1 .
Trivial inspection shows that
We shall show that if the second inequality in (5.2) is strict, that is, σ(I) < 2 I , and the domain space has the unlimited supply (shrinking) property, then I is not maximally non-compact. The principal idea in the background of this result is rather neatly illustrated with the example which was mentioned in the introductory section. A key step to the result is the following general assertion.
Proposition 5.1.
Let Ω ⊂ R n , n ∈ N, be nonempty set of positive measure. The measure of noncompactness of the embedding I in (5.1) satisfies
Proof. Suppose that ̺ > σ(I)/2 and let m ∈ N be such that
Set
Observe that
Define v k (x) = λ k for x ∈ Ω and k = −m, . . . , m.
Then of course each v k belongs to L ∞ (Ω). Now let u ∈ B X(Ω) . Then, by (5.2), we have
and, by the definition of σ(I), On the other hand, by (5.4) ,
which means that u ∈ v k + ̺B L ∞ (Ω) . Finally, if ess inf u ∈ (0, σ(I)], then, due to (5.5), u essentially takes values between 0 and σ(I), hence u ∈ v m + ̺L ∞ (Ω). This shows that α(I) < ̺. Since ̺ > σ(I)/2 was arbitrary, we get (5.3).
We shall now show that in the case when X(Ω) has the unlimited supply property, the converse inequality to (5.3) holds as well. The principal task in such a case is, given ̺ > α(I), to construct a large enough family of disjointly supported functions such that the span of the difference of each two of them exceeds 2̺.
Let Ω ⊂ R n , n ∈ N, be nonempty set of positive measure. Suppose that ̺ > 0 and assume that, for any ℓ ∈ N, there exist pairwise disjointly supported non-negative functions u k ∈ X(Ω), k = 1, . . . , ℓ, satisfying (5.8) u j − u k X(Ω) ≤ 1 for distinct j, k = 1, . . . , ℓ.
and (5.9) 2̺ > ess sup Ω u k > ̺ for k = 1, . . . , ℓ.
Then, the measure of non-compactness of embedding I in (5.1) obeys
Proof. Assume that (5.10) is not satisfied, i.e. that α(I) < ̺. This means that there exist m ∈ N and a collection {v 1 , . . . , v m−1 } ⊂ L ∞ (Ω) such that
Set ℓ = 2 m and let u 1 , . . . , u ℓ be the sequence guaranteed by the assumption of the theorem. Define
It follows from (5.8) that w i,j ∈ B X(Ω) and, due to (5.9),
for admissible indices. Now, let W 1 , . . . , W m−1 be arbitrary pairwise disjoint partitioning of the set
which is possible due to (5.11) and the fact that each w i,j belongs to B X (Ω). Observe that if two functions w and w share the same class, then there exists k ∈ {1, . . . , m − 1} such that both w and w belong to the ball v k + ̺B L ∞ (Ω) , whence
Our goal now is to show that such a partitioning is impossible with less than m classes, which would lead to a contradiction.
To have a better understanding of this setup, imagine that every w i,j is represented by a field (i, j) in a grid 2 m × 2 m . Thanks to the constraint 1 ≤ i < j ≤ 2 m , we deal just with the lower triangle under the diagonal (see Figure 1a ). A membership of w i,j to the class W c may be represented as a coloring of the corresponding field (i, j) by the color c. The partitioning condition together with (5.12) and (5.13) translates to a simple constraint: i-th line cannot share any color with i-th column for any i = 1, 2, . . . , 2 m − 1. The task is in showing that at least m colors are needed.
To this end, for each row i ∈ {1, . . . , 2 m − 1}, consider the sets
that is, the colors contained in the i-th row. We show that these sets need to be distinct across rows. Let 1 ≤ i < j ≤ 2 m be given and let c be the class index such that w i,j ∈ W c . Obviously c ∈ C i . We claim that c / ∈ C j . Indeed, assume that there is some j ′ such that w j,j ′ ∈ W c . Then both w i,j and w j,j ′ share the same class (see Figure 1b ) which means that w i,j − w j,j ′ L ∞ (Ω) ≤ 2̺, due to (5.13) . This however contradicts (5.12) and therefore C i = C j . Since i and j were chosen arbitrarily, this shows that the family {C 1 , . . . , C 2 m −1 } constitutes a collection of pairwise distinct nonempty subsets of the set of all classes {1, . . . , m − 1} which is not possible.
In order to apply Theorem 5.2 to the Sobolev embedding (1.7), we need to show that the domain Sobolev space has the unlimited supply of functions satisfying (5.8) and (5.9) . To this end we shall employ the shrinking property. Proof. Let G ⊂ Ω be nonempty open set. Suppose that B 1 and B 2 are concentric balls such that B 1 ⊂ G ⊂ Ω ⊂ B 2 . By the translation invariance, we may assume that both the balls are centered at the origin. Let r 1 and r 2 denote their radii and set κ = r 2 /r 1 . Given u ∈ V k 0 L n/k,1 (B 2 ), define u κ (x) = u(κx) for x ∈ B 1 . Then we have
and, by a simple computation,
The assertion then follows by the same argument as in Proposition 3.1.
Our next step will be exact evaluation of the span of the embedding operator I from (1.7). By a particular case of [5, Proposition 2.5], the Lorentz space L n k ,1 (Ω) is disjointly superadditive with power n/k, whence we get, for each multiindex β, The desired inequality now follows on letting ε → 0 + . To show the converse inequality, let ε > 0 be given and suppose that B 1 and B 2 are two disjoint balls of the same measure contained in Ω and let u 1 be a non-negative function supported in B 1 such that u 1 L ∞ (Ω) ≥ I − ε and u V k 0 L n/k,1 (Ω) = 1. The existence of such a function is guaranteed by shrinking property of (1.7) due to Proposition 5.3. Denote by u 2 the shift of u 1 onto the domain B 2 and define v : Ω → R by (5.19 )
Then v ∈ V k 0 L n k ,1 (Ω) and (5.20) ess sup v − ess inf v ≥ 2( I − ε).
Next, observe that The desired lower bound for σ(I) then follows by sending ε → 0 + .
Finally, we will show that, for (1.7), there is equality in (5.3), that is,
Combined with (5.14) , this provides us with an exact evaluation of the measure of non-compactness of I in (1.7). In particular, this yields a negative answer to Question 3. since I > ̺2 k/n . For each j = 2, . . . , ℓ, let v j denote a shifted copy of v 1 supported on B j . Then, due to (5.19 ) and (5.21), we have v i − v j = 2 k/n for distinct i, j = 1, . . . , ℓ, whence the functions u j = 2 −k/n v j , j = 1, . . . , ℓ, have the required properties.
In the case n = k = 1 one has I = σ(I) = 1/2. This is easy to observe using the fundamental theorem of calculus, see e.g. [5] . Note that this observation is consistent with (5.14) . For n ≥ 2 and k = 1, the inequality "≤" in (5.14) was shown in [10, Theorem 3.5(ii)].
