The magnetic response of three-dimensional Josephson junction networks to constant or slowly varying external magnetic fields is studied. General equations are written for complex networks made of n elementary cubic cells, each cell containing 12 resistively shunted ideal Josephson junctions. The magnetic-flux distribution in the network is calculated numerically as a function of the external magnetic field for different values of superconducting quantum interference device parameter, network size, and external magnetic-field direction. The magnetic-flux distribution in the network is graphically shown, first for increasing and then for decreasing values of the external magnetic flux.
The magnetic response of three-dimensional Josephson junction networks to constant or slowly varying external magnetic fields is studied. General equations are written for complex networks made of n elementary cubic cells, each cell containing 12 resistively shunted ideal Josephson junctions. The magnetic-flux distribution in the network is calculated numerically as a function of the external magnetic field for different values of superconducting quantum interference device parameter, network size, and external magnetic-field direction. The magnetic-flux distribution in the network is graphically shown, first for increasing and then for decreasing values of the external magnetic flux.
I. INTRODUCTION
Josephson-junction networks ͑JJN's͒ have been extensively studied in the last few years. The electromagnetic properties of these systems have become of interest after the discovery of high-temperature superconductivity. The interest in JJN's derives both from their potential technological application as superconducting devices 1 and from their use as model systems in the study of electromagnetic properties of high-T C granular superconductors. 2 It has been proposed that three-dimensional ͑3D͒ JJN's can be used as vectorial magnetic-field sensors, 3 so that they might open new perspectives in the realm of superconducting devices. Moreover, 3D JJN's may be used as a model to study the electromagnetic behavior of weakly coupled granular superconductors. The networks can provide a picture of the magnetic-flux distribution in the intergranular regions of these materials, which is more realistic than that provided by one or two dimensional JJN's. Indeed, the 3D JJN may open a new viewpoint into the three-dimensional magnetization of the superconducting bulk materials and help understand the bulk effects. Several research groups have already studied the 3D JJN's in the limit of negligible magnetic energy. [4] [5] [6] [7] However, regions may exist on the H-T plane where this limit does not apply as, for example, in the case of granular superconductors with m-size intergranular defects in the low-field and low-temperature limit. Here the magnetic energy of the induced currents should be taken into account.
Equations for the inductive 3D JJN were originally derived by Nakajima and Sawada. 8 We have recently studied the static magnetic response of an elementary cubic network 9 and derived analytic expressions for the lower threshold field of linearly aligned cubes 10 by using circulating loop currents with inductances. However, in the 3D JJN's the loop currents become ineffective, since they are no more unique.
In this paper, a simple JJN model of the elementary cube 9 is expanded to more complex inductive 3D JJN's, consisting of n elementary cubes. The magnetic-flux distribution and the magnetic-moment density of the system are studied. The model is based on the inductive effects of the branch currents, which in turn can be uniquely solved from magnetic fluxes. We present a few chosen examples with the aim of finding the main characteristics of the magnetic behavior of inductive 3D JJN's. The paper is organized as follows: The model is presented in Sec. II and the main results are discussed in Sec. III. Conclusions are drawn in the last section with a special emphasis on the main characteristics of 3D networks of inductively coupled Josephson-junction networks.
II. MODEL
The JJN model under study consists of elementary cubic subnetworks, which we shall call ''cubes.'' One of the cubes is sketched in the bottom right corner of the JJN shown in Fig. 1͑a͒ . We denote the number of cubes in the x, y, and z direction with n x , n y , and n z , respectively, so that n ϭn x n y n z is the total number of cubes. In the following, the structure of the network is identified by using the notation n x ϫn y ϫn z . Each cube has 12 Josephson junctions, one on each edge, as shown in Fig. 1͑b͒ . Between two adjacent cubes there are four shared junctions and one face with a magnetic flux in common. Let now the vector r define a We assume that all junctions are identical and overdamped. The resistively shunted junction ͑RSJ͒ model is used to describe their behavior: ideal Josephson junctions are characterized by a phase difference and the maximum Josephson current I J , and they are shunted by a resistance R ͓Fig. 1͑c͔͒. The gauge-invariant phase difference of the junction lying along the ͑x , ŷ , or ẑ ͒ direction in the cell at the position r is named by (r). Now, by letting the nonlinear
act upon the phase difference (r) and by setting the result equal to the current flowing through the junction, we can write the equations of motion
The relations between the normalized flux variables ⌿ ϭ/ 0 and the superconducting phase differences are obtained from the flux quantization condition for each closed face in the network:
where the p (r)'s are integer coefficients. The flux quantization equations can be written for all the faces by introducing a translation operator T , where the index gives the direction along which the translation is performed. The operator acts directly upon the position vector r. For example, when applied to the phase differences, it acts in the following way:
Similarly T acts upon the fluxes ⌿ () (r), the currents I () (r), and the flux numbers p () (r), as in Eq. ͑4͒.
If the applied magnetic field strength H is assumed to be homogeneously distributed over the network, the equation 
In this case, the magnetic flux can be calculated by completing the circulation and by adding the external magnetic field contribution, as follows:
The M () p (r,rЈ) coefficients are solved analytically for onedimensional wires ͑cf. Appendix A for details͒. Equations ͑6͒ can be expressed in matrix from as ⌽ ϭPMI b , where ⌽ ϭ () (r)Ϫ 0 H•S () (r) contains both the magnetic flux and the external field contribution, P is the matrix denoting the summation, M contains the corresponding M p (r,rЈ) terms, and I b is a column vector whose components are the branch currents.
Equations ͑1͒-͑6͒ form a set of nonlinear ordinary differential equations that applies generally to inductive 3D JJN's. The boundary of a specific network is obtained by requiring that the currents outside the network are zero.
We use the fourth-order Runge-Kutta method ͑RK4͒ to solve the above set of equations. In order to obtain the magnetic flux and the current distribution in the network, for each step of the RK4 we start by calculating the fluxes from the phase differences, Eq. ͑3͒, and then solve the branch currents from the fluxes by using Eq. ͑6͒. Because the matrix ͓PM͔ is rank-deficient, the inverse problem will be discussed in more detail in Appendix B. Finally, we substitute the branch currents in Eq. ͑2͒; in this way, Eq. ͑2͒ becomes a set of coupled nonlinear differential equations for the phase differences 's.
Since H is considered to be homogeneously distributed over the network knowing the magnetic-flux distribution in the loops, we can calculate the discretized magnetization, i.e., the magnetization for each loop to obtain
where Ќ(,). Finally, the magnetization is averaged as
where n f is the number of the loops.
III. RESULTS
We study here the magnetic response of zero-field-cooled ͑ZFC͒ networks of size 8ϫ8ϫ8 by means of the procedure set forth in the preceding section. The external magnetic field is increased with small increments in order to simulate realistic magnetic-field sweeps. For computational purposes, a normalized external flux e ϭ2 0 ͉H͉͉S͉/ 0 is defined. After each increase of ⌬ e ϭ0.1, the system is allowed to relax close to its stationary solution. If not otherwise stated, the relaxation time ⌬t after each increase of ⌬ e is ⌬t ϭ100l/R, where l is a partial self inductance of a branch, and l/R is the natural time unit of the JJN ͑typically of size 10 Ϫ10 -10 Ϫ12 s͒. Finally, the calculated magnetic flux and current distributions are recorded before the external field is again increased by ⌬ e .
In the following, we shall examine flux penetration mainly in the loops parallel to the xy plane. These loops form layers characterized by the ratio kϭr z /a, which defines the orientation and the position of the layer in space. The directions of the external magnetic field are chosen in such a way that the flux distribution in the xz and yz layers can be deduced from that in the xy layers. Thus we show the flux distribution for the ͑xy͒ faces and cut off the other faces for simplicity. For the clarity the spacing of the xy layers in the figures is larger than the spacing in the network. The values representing the magnetic fluxes in phases ϭ2/ 0 are given on the gray-color scale sketched at the bottom of the figures.
Like one-and two-dimensional JJN's ͑cf. Refs. 12-14͒, the 3D JJN can be in either a reversible or an irreversible state, and the irreversible state can again be either a network vortex or a network critical state, depending on the superconducting quantum interference device ͑SQUID͒ parameter of the system. These states resemble their analogous partners in type-II superconductors. The network critical and vortex states will be discussed in the following, in the context of the 3D JJN.
At low values of the external magnetic field, no magnetic flux penetrates irreversibly into the ZFC system, and the magnetic flux decays exponentially from the edge to the center of network, and therefore we call such a state a reversible state. As the magnetic flux begins to penetrate, the parameter ␤ϭ2lI J / 0 defines the kind of state that is formed in the network. Due to analogy we refer to the parameter ␤ as a SQUID parameter, although it is defined for a branch not for a loop. With high ␤ values a network critical state is formed in the system, whereas at low ␤ values a network vortex state occurs.
A. Network critical state
Let us now study the magnetic-flux distribution in the 8 ϫ8ϫ8 network for the value ␤ϭ2 and the field direction Ĥ ϭ(0,0,1). In Fig. 2 , magnetic-flux distributions are shown for the increasing external field values e ϭ3 ͑a͒, e ϭ6 ͑b͒, e ϭ10 ͑c͒; finally, the remanent magnetic-flux distribution is presented in ͑d͒. When the first threshold field is exceeded, the magnetic flux begins to penetrate the top and bottom layers, as shown in Fig. 2͑a͒ . After a phase-slip process, the magnetic flux has penetrated into the system in the form of Josephson network vortices ͑JNV͒, which are seen as the dark-gray spots in the layers kϭ0 and kϭ8 in Fig. 2͑a͒ . In this case ͓Ĥ ϭ(0,0,1), e ϭ3, and ␤ϭ2͔ eight JNV's penetrate the system, Fig. 2͑a͒ , two from each perimetrical side, and they are localized almost entirely in one loop with the neighboring loops only slightly affected by the penetrating flux. The parameter value ␤ϭ2 is high enough to allow for the network critical state, and in this case the magnetic flux is indeed trapped in the loops next to the edge of the network. Three dimensionality here affects the shielding properties of the system. Indeed, considerably less magnetic flux penetrates the center layers kϭ3 -5 than the top and bottom layers in Fig. 2͑a͒ . As the external field is further increased, more flux penetrates into the network with arrowlike flux fronts as shown in Figs. 2͑b͒ and ͑c͒. Taking one layer, we note that resembling flux fronts occurs also in 2D JJN's ͑Ref. 15͒ and in rectangular superconductors. 16, 17 Due to magnetic coupling, the screening effects are the strongest in the center layers, resulting in the bending of the JNV's. Even at e ϭ10, which is enough to produce a full penetration in the kϭ0 and kϭ8 layers in Fig. 2͑c͒, a flux   FIG. 2 . Magnetic-flux distributions in 8ϫ8ϫ8 network for ␤ ϭ2, Ĥ ϭ(0,0,1). ͑a͒ e ϭ3, ͑b͒ e ϭ6, ͑c͒ e ϭ10, and ͑d͒ remanent magnetic-flux distribution, e ϭ0.
free region exists in the center of the layers kϭ1 -7. Such bending has been found also in type-II superconductors of finite thickness by E. H. Brandt, by means of a theoretical critical state approach. 18 After the maximum value e ϭ15 is obtained, the e is decreased, and the magnetic flux begins to flow outward from the middle of the side faces. A further decrease in e results in further magnetic flux flowing out from the side faces, in accordance with the critical state model. 19 Finally, at e ϭ0, the remanent flux is pinned into the network, as shown in Fig. 2͑d͒ , with most of it pinned in the center layers. The remanent magnetic-flux distribution in a single layer resembles that obtained in a 2D JJN with a complete mutual inductive matrix. 15 Let us now consider the field direction Ĥ ϭ(0,1/&,1/&). We take a snapshot of an 8ϫ8ϫ8 network with ␤ϭ2 for the field values e ϭ2, 3, 6, and finally, for the remanent magnetic-flux distribution, e ϭ0, in Figs. 3͑a͒-͑d͒, respectively. At e ϭ2 ͑a͒, some junctions in the network have undergone a phase-slip process. The magnetic-field direction defines the places where the magnetic flux enters the JJN. In the case of Ĥ ϭ(0,1/&,1/&), these areas lie on the sides (n x , j,0) and (0,j,n z ), with j ϭ0¯7, of the xy layers kϭ0 and kϭn z , respectively. The sides form a kind of outmost rim for the external flux. On these edges the shielding currents in the xy and yz layers with a common branch flow in the same direction, and the maximum Josephson current is first exceeded in junctions located on these sides, whereas on the opposite edges the screening currents are opposite and cancel each other. For the case in Fig. 2͑a͒ , two JNV's penetrated the network symmetrically from each side, whereas here the penetration occurs only through two edges.
As for the direction Ĥ ϭ(0,0,1) ͓Figs. 2͑b͒ and ͑c͔͒, also in Ĥ ϭ(0,1/&,1/&) an increase in e causes the magnetic flux to penetrate the network with an arrowlike distribution ͓Figs. 3͑b͒ and ͑c͔͒. The entering vortices have their magnetic moment parallel to the external field, which can be seen by comparing the Figs. 4 and 3͑b͒. In Fig. 4 , the magnetic flux distribution is shown for xz layers for the case above with e ϭ3. Evidently, the location of the dark-gray areas shifts as one goes from the bottom xy layer denoted by k ϭ0 to the next xy layer with kϭ1 ͓Fig. 3͑b͔͒. Similar flux distribution is also present in xz layers. The shielding of the inner cells of the network, lying along lines parallel to the applied magnetic field, is obvious in this case, for only little magnetic flux is present in the centers of the middle layers ͓Figs. 3͑b͒ and ͑c͔͒. Let us, finally, look at the remanent magnetic-flux distribution, Fig. 3͑d͒ . After the field is swept back to zero from its maximum e ϭ15, the magnetic flux leaves the sides where the penetration started. A considerable amount of flux, however, is trapped in the center of the network.
B. Network vortex state
The number of loops over which a single JNV spreads depends on the SQUID parameter. This can be deduced by comparing Figs. 2 and 5. In Fig. 5 , magnetic-flux distribution is shown for the 8ϫ8ϫ8 network with ␤ϭ1 for the external flux e ϭ0.7 ͑a͒, and the remanent magnetic-flux distribution e ϭ0 ͑b͒, and with ␤ϭ0.1 for external flux e ϭ0.4 ͑c͒, and the remanent magnetic-flux distribution e ϭ0, ͑b͒, respectively. The direction of the external field was chosen to be Ĥ ϭ(0,0,1) to allow comparison with Fig. 2 .
Because at values ␤ϭ0.1 and 1 one mesh can trap only a small amount of magnetic flux, the JNV overlaps several loops with the overlap larger for ␤ϭ0.1 than for ␤ϭ1. Consequently, in both cases the flux is distributed over a large area. In fact, in the case of ␤ϭ0.1, the magnetic flux is more equally distributed over one layer of the JJN. In addition, at field values just above th , the lower threshold field of the network, the penetrated JNV's are not located in the corners but at the center of the sides. This vortex distribution resembles that reported in two-dimensional networks by Chen, Moreno, and Hernando. 20 The first threshold field is found to be in between 0.3Ͻ th Ͻ0.4 for ␤ϭ0.1, and 0.6Ͻ th Ͻ0.7 for ␤ϭ1. Finally, for Ĥ ϭ(0,0,1), and ␤ϭ0.1 and 1, the magnetic flux is almost equally distributed in adjacent layers. Furthermore, no clear signs of the network critical state is found in the remanent flux distribution for ␤ϭ1 and ␤ϭ0.1, ͓Figs. 5͑b͒ and ͑d͔͒; instead, the spacing of the trapped JNV's clearly depends on the ␤ value. Seemingly a network vortex state prevails.
For a detailed look at the transition between the network critical and vortex state, we present the magnetic-flux distribution profiles of 8ϫ8ϫ8 network at kϭ5, iϭ5, and j ϭ͓0¯7͔ in Fig. 6 for ␤ values of 2, 1, and 0.1 in ͑a͒, ͑b͒, and ͑c͒, respectively. The corresponding increasing e values are added to both ends; hence the index j runs from j ϭ0,1,2,...,9. We notice that for ␤ϭ2 ͓Fig. 6͑a͔͒, the magnetic-flux distribution is a piecewise continuous curve with a nonzero average gradient. This is analogous to what has been found in 1D and 2D JJN's. 14, 12 Because the flux profiles display behavior reminiscent of the Bean critical state model, we can argue that, besides local deviations, a network critical state has been established in the JJN. Furthermore, at full flux penetration the profiles periodically repeat the same shapes of local deviations as a function of e , the period being ⌬ e ϭ4.
In the case ␤ϭ0.1 ͓Fig. 6͑b͔͒, the system shows an average gradient close to zero and oscillates as a function of j so that the network vortex state prevails. In the network vortex state, the oscillating flux component is the only component present. Here the vortex trapping is due only to the current flowing at the edges, i.e., the trapping is caused by the surface barrier. However, with ␤ϭ1, the network might have a finite average gradient, as also supported by magnetization studies ͑Sec. III C͒. We note, that in 8ϫ8ϫ8 networks the transition from the network vortex state to network critical state is smooth, such that both a network vortex state and a network critical state behavior may be present depending on external flux value at ␤Ϸ1. At a growing ␤, the vortex state is less and less likely to occur and finally disappears altogether.
C. Magnetization of the network
Finally, we analyze the magnetic moment density m of the 8ϫ8ϫ8 network defined by Eq. ͑8͒. In Fig. 7 , the mag- netic moment density of the system is plotted as a function of the external field for values ␤ϭ2 ͑a͒ and ͑b͒, ␤ϭ1 ͑c͒, and ␤ϭ0.1 ͑d͒, and for the field directions Ĥ ϭ(0,0,1) ͑a͒, ͑c͒ ͑d͒ and Ĥ ϭ(0,1/&,1/&) ͑b͒. Note that m is scaled by a factor 2 0 S/ 0 such that m*ϭʈ2 0 Sm/ 0 ʈ. With the highest SQUID parameter value, ␤ϭ2, the system evinces strong magnetization ͑a͒ and ͑b͒, and, except for a slight ripple, the magnetization curve resembles that in Bean's critical state model. 19 The maximum magnetization of the sample is weaker for the field direction Ĥ ϭ(0,1/&,1/&) than for Ĥ ϭ(0,0,1). The periodicity of the magnetization as a function of the external magnetic flux also changes with a changing field direction, as seen by comparing the curves ͑a͒ where ⌬ e ϭ4 and ͑b͒ where ⌬ e ϭ2&. Generally, the periodicity differs from that of a 1D or 2D JJN with the difference caused by the mutual inductive coupling of branches, as shown in Fig. 7͑a͒ , where the period is ⌬ e ϭ4. At ␤ ϭ1, both the oscillation of m* as a function of the external field and its maximum absolute value are enhanced, the periodicity now being ⌬ e ϭ2, as shown in Fig. 7͑a͒ , and thus similar to that of a 2D JJN. 21 At about these ␤ values, the 3D JJN undergoes a smooth transition between the network critical and the vortex state. For example, neglecting the ripple a nonzero magnetization component prevails, indicating that a network with ␤ϭ1 still has magnetic flux pinned inside the network. Thus, at ␤ϭ1, the network has neither a clear network vortex state nor a network critical state but is in a regime of transition. When ␤ϭ0.1, the magnetic-moment density of the network is small, indicating weak screening effects. Maximum magnetization occurs at ⌬ e ϭ2 periods, and oscillation, caused by surface barrier pinning, is then clearly present.
IV. DISCUSSION
For SQUID parameters sufficiently high we found that the network screens its inner part from external magnetic flux.
This behavior results in a network critical state. At increasing fields, clear flux fronts are present and the magnetic-flux penetration starts in the middle of the side faces. Comparing the magnetic-flux distribution and the magnetic hysteresis curves of the 3D JJN with the experiments on Bi-2223 polycrystalline samples, [22] [23] [24] [25] we found that the high-␤ simulations of the 3D JJN give results which qualitatively agree with the experimental results. The above suggests that a 3D JJN with high ␤ is a valid model to describe qualitatively the low-field magnetic properties of a granular sample.
A quantitative comparison between calculations and experiments is difficult because real polycrystalline samples consist of myriads of grains with varying intergranular properties; therefore the results in this paper are tentative, and further studies are required in for more specific results on the magnetic response of a 3D JJN and on the applicability of these models for the study of the low magnetic-field behavior of granular superconductors. More detailed studies on a 3D JJN as a model for the intergranular magnetic properties of high-temperature superconductor bulks would have to include additional features such as structural disorder as well as coupling inhomogeneities.
V. CONCLUSIONS
We expanded existing inductive JJN models to 3D JJN's made of cubic subnetworks. To show the main characteristics of the magnetic behavior of small networks, we presented the magnetic-flux distribution in the 8ϫ8ϫ8 networks for cycling external magnetic fields with fixed field directions.
We found that the networks screen their inner parts from external magnetic flux, provided that the SQUID parameter is sufficiently high, whereas weak shielding is detected for low SQUID parameter values. For external magnetic fields higher than the lower threshold field of the network, the magnetic flux enters into the system in the form of Josephson network vortices whose magnetic moments have favorably the same direction as the external magnetic field. These vortices tend to penetrate deeper into the network as the external magnetic field is increased. The behavior is to some extent analogous to the penetration of magnetic flux into type-II superconductors. 26 Finally, even though further studies are required to establish a quantitative agreement between the magnetic response of 3D JJN's and granular superconductors, we believe that these model systems are natural candidates for the detailed study low-field magnetic-flux penetration in polycrystalline superconducting samples.
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APPENDIX A: INDUCTANCE CALCULATIONS
Adopting a 3D ͑Josephson-junction͒ network as a model to study the electromagnetic properties of a real granular system, we should bear in mind that the currents depicted in the circuit in Fig. 1 describe only the currents which effectively flow into the junctions. In this way the current distri- bution in Fig. 1 does not reproduce the actual current distribution of the physical system. However, a complete treatment of the physical system is rather involved since the shielding currents circulating at the grain surfaces are not easy to calculate and only a portion of the superficial current density flows through the junctions. Therefore we shall consider only the simple case of the network shown in Fig. 1 .
Since the loop current method proved ineffective with the 3D network, we developed, in Sec. II and Appendix B, a method using branch currents. Mutual inductive coupling was then taken into account by introducing a partial mutual inductance, Eq. ͑5͒. Here we consider the calculation of the inductances. In the beginning, we note that all the branches in the network in Fig. 1 are either perpendicular or parallel to each other. Because in the Neuman formula 27 the perpendicular components vanish, in the following, it is enough to deal with two parallel current blocks at a time. Let us consider two one-dimensional wires 1 and 2 of length a placed in the direction and being a distance of d ͑,͒ apart from each other on ͑, ͒ plane with centers d apart in direction. We obtain
which is solved analytically. However, if the branches ()(r) and ()(rЈ) refer to the same location (rϭrЈ), the integrand in the integral, which gives the coefficient M ͑͒ P (r,rЈ), is singular. To solve this problem we may first consider the self-inductances of a current loop. Each face of the cube can be thought to contain a square current loop made of thin cylindrical wire of diameter 2r and the side length a. The self-inductance of the whole loop is then given by 15, 27 
Each loop can be divided into four branches, each with a partial self-inductance l and a negative mutual contribution from the opposite branch m par such that L loop /4ϭlϪm par . Therefore the partial self-inductance for the branches can be obtained from
where the second part on the right is to eliminate the mutual inductive effect of the opposite branch in the loop. For a ϭ10 m and 2rϭ0.1 m, l is 9.097ϫ10 Ϫ12 H. Using the method above, we calculated the partial mutual inductance in among all the branches and built up a matrix M which was then used for 3D JJN, as described in Sec. II.
APPENDIX B: UNIQUE SOLUTION OF THE FLUX CURRENT LINKAGE
As stated previously, Eq. ͑6͒, which links the magnetic flux and branch currents, is underdetermined. Indeed, the magnetic flux ⌽ has linearly dependent components. In this case the linear dependence arises from the Maxwell equation ٌ•Bϭ0, which implies that over each closed surface A enclosing a volume V we must have
where n is the normal component of the differential surface dA. Equation ͑B1͒ means that the magnetic flux coming into the volume V must be equal to the outflowing flux. Consequently, each cube has one face whose magnetic flux can be described in terms of the fluxes across the other faces. Let us now turn to the currents. Unlike with the loop current method, Eqs. ͑1͒-͑6͒ do not imply the Kirchoff's current rule to hold for the branch currents. Instead, it has to be explicitly required. According to the rule one of the branch currents can be expressed in terms of the other currents at each node.
To make the solutions unique we may proceed as follows using simple network theory: [28] [29] [30] At first, we can remove the linearly dependent fluxes from the flux vector ⌽ . The fluxes through the faces can be calculated by introducing a tree and a co-tree in the cubic network. A facet tree is a maximal set of facets ͑ϭcubic faces͒ without any cycles, where the cycle is a set of facets without a boundary. 31 Such a tree can be made, e.g., in the way shown in Fig. 8 . Now each cofacet ͑i.e., co-tree facet͒ closes a surface with some volume within. Therefore a flux through any facet on the co-tree can be expressed in terms of the facets on the tree belonging to the path of the co-facet in question. Hence lin- early dependent fluxes can be eliminated by omitting the fluxes belonging to the co-tree, by removing the corresponding components from ⌽ and the corresponding rows from P.
Since the branch currents have to obey Kirchhoff's current rule, we introduce a tree and co-tree on the cubic edges, Fig. 9 . All the branch currents, satisfying the current rule, can be computed by solving the branch currents on the edges belonging to the co-tree. In matrix form we write
͑B2͒
where a row of Q gives a branch current belonging to the tree as a function of branch currents belonging to the co-tree, I is identity matrix, and I ct is the currents on the co-tree. The number of the edges on the co-tree is the same as the amount of the facets on the facet tree. Finally, the inverse problem can be written as ⌽ ϭͫ PMͫ Q I ͬͬI ct ,
͑B3͒
where the matrix in outer brackets is invertible. Having solved I ct , we can finally obtain the branch currents from Eq. ͑B2͒.
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