We follow the main stocks belonging to the New York Stock Exchange and to Nasdaq from 2003 to 2012, through years of normality and of crisis, and study the dynamics of networks built on two measures expressing relations between those stocks: correlation, which is symmetric and measures how similar two stocks behave, and Transfer Entropy, which is non-symmetric and measures the influence of the time series of one stock onto another in terms of the information that the time series of one stock transmits to the time series of another stock. The two measures are used in the creation of two networks that evolve in time, revealing how the relations between stocks and industrial sectors changed in times of crisis. The two networks are also used in conjunction with a dynamic model of the spreading of volatility in order to detect which are the stocks that are most likely to spread crises, according to the model. This information may be used in the building of policies aiming to reduce the effect of financial crises.
Introduction
The issue of the spreading of crises among financial markets has been a topic of intensive study, mainly after the crisis of 2008 and the subsequent crises. The mapping of the network of banks and other financial institutions is now considered essential to the understanding of how defaults can propagate from one institution to another, and understanding the network of financial institutions has been placed among the main challenges of the present (Haldane, 2009 ). This article contributes to a better understanding of a network based on stocks negotiated in the two main stock exchanges of the USA, that are also among the largest stock markets in the world: the New York Stock Exchange and the Nasdaq. In order to do so, we use two measures of how one stock relates to another: the Pearson correlation and Transfer Entropy.
The Pearson correlation, developed by Karl Pearson (1857 Pearson ( -1936 , measures how similar are the time series of two variables (stocks, in our case). Transfer Entropy (TE), developed by Thomas Schreiber (2000) , is a measure of the amount of information that the time series of one variable has on the time series of another variable that was not already in the time series of the latter. The first measure, correlation, is symmetric and based on linear relations, although there are correlation measures, like the Spearman rank correlation and the Kendall tau rank correlation, that measure nonlinear correlations. The second measure, Transfer Entropy, is dynamic, non-symmetric, and is related to Granger causality, although it is not model-dependent, and is capable of detecting nonlinear relations between variables. Both measures are applied to 464 stocks negotiated sectors are close together. The company name, tickers, sector, industry, and sub-industry of each of the stocks in the data are detailed in Appendix A. Since there is just one company in the Diversified sector, a holding company that invests in a variety of sectors, we are placing it together wit the Financial sector when producing graphs or calculating aggregate data, for visual purposes. The daily closing prices of each stock are used in order to calculate log-returns, given by R t = ln(P t ) − ln(P t−1 ) ,
where P t is the closing price of the stock at day t and P t−1 is the closing price of the same stock at day t − 1. We worked with the log-returns in order to avoid issues due to the nonstationarity of the time series of the closing prices. Working with end of trading day returns, we are not studying the high frequency trading of the market, that drives prices during the day, but the slower dynamics of prices along longer periods. We will do some work with intraday data in the near future.
Correlations
Our first analysis of the data is based on the familiar correlation structure between the stocks in our sample. We use the Pearson correlation, which is given by
where x ik is element k of the time series of variable x i and x jk is element k of the time series of variable x j , andx i andx j are the averages of both time series, respectively. The Pearson correlation is used in order to calculate the linear correlation between variables. Other types of correlation measures, like the Spearman rank correlation and the Kendall tau rank correlation, are used in order to calculate nonlinear relations between variables. Here, we apply the usual Pearson correlation because it has been shown (Sandoval, 2013) that the results using this correlation measure are very similar to the Spearman rank correlation for the financial data we are using and is much faster to compute.
The structure of the resulting correlation matrix may be visualized in Figure 1 (left, where on the right the same picture is plotted with the sectors highlighted), where we plot a heat map of the elements of the correlation matrix, with lighter colors denoting higher correlations and darker colors denoting lower correlations. The figure displays the correlations in such a way that the leftmost and lowest corner corresponds to the correlation between element 1 with itself. The number of each stock grows from left to right and from the bottom to the top. The same configuration will be used in all other representations of matrices in this article. As expected, the diagonal elements are the brightest ones, with correlation 1 between all stocks and themselves. It is also possible to identify some clusters, related with sector and industry of stocks.
One can notice some black or dark lines, corresponding to stocks that do not correlate well with other stocks in the sample. For Basic Materials, there are clusters and subsclusters, corresponding to industries; Energy is a large, compact cluster; Industrial has many subclusters based on industries, but all of them very sparse; inside Consumer, Cyclical, there are some sparse clusters and a compact one in Distribution/Wholesale; Financial has a sparse subcluster for Banks and a compact subcluster for REITS; for Communications, there is an inner cluster corresponding to the industry Media; Technology has a subcluster of the Semiconductors industry; Utilities form a compact cluster; and for Consumer, Non-Cyclical, there is a sparse subcluster for the industry Health Care Services and two very sparse ones for Healthcare Products and for Pharmaceutilcals.
Values in Figure 1 go from -0.0429 (slightly anticorrelated) to 1 (totally correlated), with a maximum of 0.9064 if we exclude the self-correlations (which are always equal to 1). We may compare these values with the ones that may be obtained by considering all time series of data, but randomly shuffling each time series independently, so that any true correlation between the time series is broken, but the probability distribution of each one is maintained. By computing 1,000 simulations randomizing the time series and then calculating the correlation matrix for each simulation leads to a minimum correlation −0.10 ± 0.01 (average ± standard deviation) and a maximum correlation 0.10 ± 0.02 (excluding self-correlations). Figure 2 shows a histogram of the correlation matrix values and a histogram obtained from the simulations with randomized data, both with the autocorrelations removed. It is clearly visible that, except for a small quantity of classes, the correlation matrix for real data presents very distinct results from the correlations obtained with randomized data. So, the correlation between stocks is well above the correlation predicted for uncorrelated data.
Transfer Entropy
Although useful for determining which stocks behave similarly to others, the correlations between them cannot establish a relation of causality or of influence, since the action of a stock on another is not necessarily symmetric. A measure that has been used in a variety of fields, and which is both dynamic and non-symmetric, is Transfer Entropy, developed by Schreiber (2000) , which is based on the concept of Shannon Entropy, first developed in the theory of information by Shannon (1948) . Transfer entropy has been used in the study of cellular automata in Computer Science, in the study of the neural cortex of the brain, in the study of social networks, in Statistics, and also in the analysis of financial markets, as in the works of Marschinski and Kantz (2002) , Baek, Jung, and Moon (2005) , Kwon and Yang (2008a) , Kwon and Yang (2008b) , Jizba, Kleinert, and Shefaat (2012) , Peter, Dimpfl, and Huergo (2012) , , Kim, An, Kwon, and Yoon (2013) , Li, Liang, Zhu, Sun, and Wu (2013) , Dimpfl and Peter (2014) , and Sandoval (2014) . In this section, we shall describe the concept of Transfer Entropy (TE) , using it to analyze the data concerning the 464 stocks in our sample and their lagged counterparts.
When one deals with variables that interact with one another, then the time series of one variable Y may influence the time series of another variable X in a future time. We may assume that the time series of X is a Markov process of degree k, what means that a state i n+1 of X depends on the k previous states of the same variable. This may be made more mathematically rigorous by defining that the time series of X is a Markov state of degree k if p (i n+1 |i n , i n−1 , · · · , i 0 ) = p (i n+1 |i n , i n−1 , · · · , i n−k+1 ) ,
where p(A|B) is the conditional probability of A given B, defined as
What expression (3) means is that the conditional probability of state i n+1 of variable X on all its previous states is the same as the conditional probability of i n+1 on its k previous states, meaning that it does not depend on states previous to the kth previous states of the same variable. One may assume that state i n+1 of variable X also depends on the previous states of variable Y . The concept is represented in Figure 3 , where the time series of a variable X, with states i n , and the time series of a variable Y , with states j n , are identified.
We may now define the concept of TE from a time series Y to a times series X as the average information contained in the source Y about the next state of the destination X that was not already contained in the destination's past. We assume that element i n+1 of the time series of variable X is influenced by the k previous states of the same variable and by the previous states of variable Y . The values of k and may vary, according to the data that is being used, and to the way one wishes to analyze the transfer of entropy of one variable to the other.
Transfer Entropy from variable Y to variable X is defined as
where i n is element n of the time series of variable X and j n is element n of the time series of variable Y , p(A, B) is the joint probability of A and B, and
is the joint probability distribution of state i n+1 , of state i n and its k predecessors, and the predecessors of state j n , as in Figure 3 . This definition of TE assumes that events on a certain day may be influenced by events of k and previous days. Since most empirical data on financial markets suggest that log-returns of the prices of stocks have low memory (what is not true for volatility), we shall assume that we have a Markov state of degree 1 with respect to variables X and Y , what means that we will consider that only the previous day in the time series of X and Y contain some information on the time series of X at some target day. By doing so, formula (5) for the TE of Y to X becomes simpler:
where we took k = = 1, meaning we are using lagged time series of one day, only. Applying (7) to our sample of data, one obtains a TE matrix, depicted in Figure 4 , on the left, and with the sectors highlighted, on the right. The figure represents the TE going from elements of the vertical axis to elements of the horizontal axis, from lines to columns. The first feature that may be observed is that, although TE is not symmetric, the TE matrix shown in Figure 4 is remarkably symmetric, although not completely so. The values of TE go from 0 (darker colors) to 0.4067 (brighter colors).
Since brighter colors imply larger TE and darker colors imply lower TE, one can notice regions of low TE being received by stocks of the Utilities sector (horizontal lines from 341 to 370), and also from this same sector to all others (vertical lines from 341 to 370). There is also little TE from stocks inside the Utilities sector. Comparing with Figure 1 , we may see that the Utilities sector is very correlated within itself, but little correlated with other sectors. We also see low TE from the Basic Materials sector, particularly from the Chemicals industry, to all others, and also from the Oil Companies industry in the Energy sector, from the Aerospace/Defense industry in the Industrial sector, part of the Retail industry of the Consumer, Cyclical sector, and from many industries of the Consumer, Non-Cyclical sector, with similar results for the stocks that receive little TE from the others.
Another feature are the larger values of TE between stocks of the Financial sector with themselves and with stocks of the other sectors. This indicates an exchange of information going both from the time series of stocks belonging to the Financial sector to the other stocks and from all stocks to the ones of the Financial sector. There is slightly less TE flowing from REITS to other REITS, what is typical of time series that behave as a block (very highly correlated, as can be seen from Figure 1 ), and thus do not exchange much information among themselves. The same explanation may be given to the lack of TE between stocks of the Utilities sector and themselves. There is also a good amount of TE from stocks belonging to the Communications and Technology sectors to other sectors and to themselves, and isolated lines of TE from stocks of the Basic Materials sector (Mining industry) and of the Consumer, Cyclical sector (Home Builders industry).
The size of the bins used in the calculations of the probabilities in (7) changes the resulting Transfer Entropy (TE) values. In Figure 4 , we use a binning size 0.02, what leads to a much larger number of bins and to a much longer calculation time, but also gives a better resolution, given the amount of data used (see Sandoval, 2014b , for a better discussion of the information of the binning size on TE).
Although useful, the picture obtained from the TE matrix is not very informative, as there is little TE from one stock to another in the same day if we use daily returns. One different approach, applied to stocks of the financial sector in many stock exchanges around the world (Sandoval, 2014b) and to stock market indices (Sandoval and Kenett, 2014) , is to consider the lagged time series of all stocks, together with the original time series, in order to build a larger set of data, twice the size of the original one, where original and lagged stocks are considered as different variables. This approach was first developed by Sandoval (2014a) in order to study stock markets around the world, which do not operate at the same times, using correlation. When applied to TE, one obtains very interesting results, shown in Figure 5 , which displays the TE from all stocks to all stocks, original and lagged, with original stocks represented first, and lagged stocks represented next. The resulting expanded TE matrix is clearly not symmetric, and it may be divided into four sectors. The first sector (Sector 11), the lower left corner of the TE matrix, represents the TE from original to original stocks, and is the same as the TE represented in Figure 4 . Now the second sector (Sector 21), top left corner of the TE matrix, represents the TE from lagged variables to the original ones. This sector presents some interesting structure, with brighter colors indicating large values of TE from the time series of stocks on the day before to the time series of stocks of the next day. There is a bright diagonal line inside this sector, which is the TE from one stock to itself on the next day, what is to be expected from the definition used (7), and other bright regions representing the exchange of information between time series of consecutive days. The third sector (Sector 12), lower right corner, represents the TE from original to lagged indices, and it is mostly noise, what is to be expected, since the transfer of information from the future to the past is not physically possible. The last sector (Sector 22) , top right corner, shows the TE from lagged to lagged variables, and is mostly similar to Sector 11. Figure 6 offers a closer look at Sector 21, representing the TE from lagged variables to original ones. Here also, one may see that, although Transfer Entropy is an asymmetric measure, the graph is particularly symmetric. Now, one must have in mind that this is the Transfer Entropy from lagged data to original (unlagged) variables, so this is a part of the very asymmetric expanded TE matrix in Figure 5 which is rather symmetric itself. The values go from 0.0440 to 2.8029, about seven times larger than the maximum TE for sector 11.
There is a remarkable resemblance between the TE from lagged to original variables and the correlation matrix obtained before (Figure 1 ). This may be the effect of TE from one day to the other leading to the uniformity of behavior of stocks on the next day. Again, one may see strong values of TE from stocks of the Mining and Quarrying industries of the Basic Materials sector to themselves, from stocks of the Energy sector to themselves, from stocks of the Banks and REITS industries of the Financial sector to themselves, and from stocks of the Semiconductors industry of the Technology sector to themselves.
The similarity between the TE matrix for Sector 21 and the correlation matrix is striking. Figure 7 shows the scatter plot between both measures, and one can notice a nonlinear relation between them. The dots forming a vertical line at the right of the figure are due to the autocorrelations and to the TE from lagged variables to their original counterparts. The Pearson correlation coefficient of both measures is 0.6030, the Spearman rank correlation is 0.5690, and the Kendall tau rank correlation is 0.4037. These correlations are quite similar when the main diagonals of both matrices are removed. Besides the terms of autocorrelation and transfer entropy from one variable to itself on the next day, there are two groups that may be identified. The first one is for correlations close to zero, which are correlated with TE values that are either small or medium; the second one seems to be a relation between correlation and the square of TE.
This similarity between both measures indicate that the information sent from one stock to another stock on the next day and vice-versa is followed by a similar behavior of both stocks on this next day. So, the exchange of information between stocks seems to lead to a larger correlation between them on the next day.
Analyzing now the internal structures of the TE matrices for sectors 11 and 21, and comparing them with TE matrices obtained from randomized data, we may obtain an interval of validity of our results if compared with results of unrelated data. We made 10 simulations by flushing the data in each time series randomly, so as to destroy any relations between time series but maintain each probability distribution. We used just ten simulations because of the long computational times necessary to perform them, and also because there is very little difference between one simulation and another. Comparing the probability distributions of real data and of the randomized data, we obtain the probability distributions in Figure 8 , where the left graph shows the results for sector 11 and the right graph displays results for sector 21.
Most of the values for sector 11 of the TE expanded matrix fall into the possible values for randomized data, so that most results may be seen as probably resulting from pure statistical noise, but results for sector 21 clearly detach themselves from results obtained from randomized data, indicating that there is a substantial amount of information that could not possibly be generated by statistical noise.
Network structure
Now we will build a network structure for the stocks based on their correlation matrix. This will be done by representing each stock in our sample as a node and correlations between them as edges. One way to do that is to represent the nodes in an abstract space where the distances between them are associated with their correlations: stocks that are more correlated appear as nodes that are closer together, and stocks that are less correlated appear as nodes that are farther apart from each other.
There are many ways to define a distance measure based on a correlation matrix, but the most used one in applications to financial markets is given by Mantegna (1999) :
where C ij is the correlation between nodes i and j. As correlations between stocks vary from −1 (anticorrelated) to 1 (completely correlated), the distances between them vary from 0 (totally correlated) to 2 (completely anticorrelated). Totally uncorrelated stocks would have distance 1 between them. Based on the distance measures, m-dimensional coordinates are assigned to each stock using an algorithm called Classical Multidimensional Scaling (Borg and Groener, 2005) , which is based on minimizing the stress function
where δ ij is 1 for i = j and zero otherwise, n is the number of rows of the correlation matrix, andd ij is an m-dimensional Euclidean distance (which may be another type of distance for other types of multidimensional scaling). The outputs of this optimization problem are the coordinates x ia of each of the nodes, where i = 1, · · · , n is the number of nodes and a = 1, · · · , m is the number of dimensions in an m-dimensional space. The true distances are only perfectly representable in m dimensions, but it is possible for a network to be well represented in smaller dimensions. In the case of this article we shall consider m = 2 for a 2-dimensional visualization of the network, being the choice a compromise between fidelity to the original distances and the easiness of representing the networks in a two dimensional medium. Figure 9 shows the stocks represented as nodes, with legends identifying different sectors. There is a crowded center where the majority of nodes of Communications and Technology stocks concentrate. Also occupying part of the center and its neighborhood are the stocks of Consumer, Cyclical, Consumer, Non-Cyclical, Financial, and Industrial sectors. The stocks belonging to Basic Materials are spread around the Industrial and Energy sectors; the Energy and Utilities sectors are set clearly apart from the other sectors, and the one stock belonging to the Diversified sector is also apart from the other stocks. Figure 9 shows only the nodes of the network built using correlation, since drawing connections among all nodes would make the figure very confusing, since each node is connected to all others. There are filtering methods that drastically reduce the number of connections, and one of them, asset graphs, will be discussed in Subsection 5.4.
For Transfer Entropy, we may again try to produce a map of the nodes according to distances between stocks. The problem now is that distance is a symmetric measure, and Transfer Entropy is not. Another problem is that TE is not normalized. We may correct the latter problem by defining a normalized version of TE by dividing each column by the value of the TE from the lagged variable to itself. So, the TE from one lagged variable to itself is, at maximum, 1. One must be aware that this is not the measure usually called Normalized Transfer Entropy in the literature, which is calculated in a very different way, and is not used here.
By using the definition given by (8), we may calculate a matrix for which the main diagonal is zero, but this matrix is still not symmetric, as a distance matrix must be. We chose to symmetrize the matrix by setting
, what means that we always consider the smallest between the two values d ij and d ji to be the distance between i and j. The resulting distance matrix is then used, applying (9), in order to calculate a set of coordinates for each stock as a node in a space where distances are similar to the ones given by the symmetrized distance matrix. Figure 10 shows the two dimensional figure that results from this procedure, where stocks are represented as nodes colored according to sector, which is very similar to the graph obtained from correlations. The distances between nodes in the graph represent the best approximation to the distances calculated using the distance matrix based on Transfer Entropy.
Other choices for normalization or symmetrizing would lead to different graphs, but only slightly different. From Figure 10 , one may see a detachment of the stocks belonging to the Energy, Financial, and Utilities industries. The other stocks seem to concentrate in a large cluster, although they maintain some coherence inside that cluster.
Node Strength
The correlation and Transfer Entropy networks produced by the correlation matrix of stocks and the TE between lagged and original stocks are weighted networks, what means that the edges between nodes (stocks) have values attached to them, which are the correlations or the TE relations between stocks. For such networks, the main measure of the centrality of a node (in many ways, of its importance in the network) is Node Strength (N S) (Newman, 2010) , which for an undirected network such as the one obtained through correlation is the sum of all weights of the edges of a node (stock) with other nodes (stocks),
where C ij is element (i, j) of the correlation matrix, and N is the number of stocks in our sample (464 stocks). Since Transfer Entropy is asymmetric, there is a difference between the Transfer Entropy from one stock to all others and the Transfer Entropy from all stocks to one stock, so that the network formed using TE is a directed one. For directed networks, Node Strength assumes two guises: In Node Strength (N S in ), which is the sum of the weights of all edges that go from all nodes to a particular node, and Out Node Strength (N S out ), which is the sum of the weights of a node to all other nodes (Newman, 2010) , Table 2 . Classification of stocks with highest Node Strength, their sector and industry classifications. Only the ten stocks with highest centrality values are shown. Table 3 represents the centrality results for the network based on TE, showing the top 10 stocks according to in or out Node Strength. All top 10 companies whose stocks receive the most information from all other stocks belong to the Financial sector, and mainly to the Insurance industry, what is understandable, since the prices of stocks belonging to insurance companies are highly influenced by the prices of companies they ensure. Now the companies whose stocks send the most information to all other stocks are more diverse, with two stocks of companies that belong to the Financial sector occupying the two top positions. Most stocks of the Financial sector are both major senders and major receivers of information. Table 3 . Classification of stocks with highest Node Strength, their sector and industry classifications. Only the ten stocks with highest centrality values are shown.
Aggregate Data
In order to understand how sectors relate to one another, we made use of aggregate data, which resulted in correlations and TE relations between sectors. The aggregate data was constructed in the following way: first, we calculated the correlations between stocks belonging to the same sector, and then constructed a correlation matrix for each sector. From those correlation matrices, we calculated eigenvalues and eigenvectors for each correlation matrix, with each eigenvector being a vector associated to one of the scalar eigenvalues. For each of them, one eigenvalue detaches from all others, being much larger than most of them, what was first seen in stock markets in the work of Laloux, Cizeau, Bouchaud, and Potters (1999), and verified by a number of other works since then for many types of markets (for a comprehensive bibliography on the subject, see Sandoval and Franca, 2012) . Each eigenvalue may be seen as an indicator of the level of risk of a portfolio built with the stocks (or indices) of the correlation matrix by using the elements of the eigenvector associated with it as weights for each stock in the portfolio. So, the highest eigenvalue expresses the risk of a portfolio with the maximum risk, and associated to this eigenvalue is an eigenvector that is remarkably homogeneous in terms of the weights given to each element of this portfolio. This largest eigenvalue is then associated with the systemic risk of the market, being the corresponding eigenvector associated with a market mode.
The agreement of an index built using as weights the elements of the eigenvector corresponding to the largest eigenvalue of the correlation matrix of stocks of a certain stock market, when compared to that stock market index, as an example, is nearly perfect. So, we may use this eigenvector in order to build an index for each sector, and then use all indices thus obtained in order to calculate a correlation matrix and a TE matrix. The results are plotted in Figure 11 . Both graphs reveal similar information, indicating again a relation between the transfer of information of a sector from one day before to the next day of another sector and the correlation of both in the next day. There is a lot of interaction between the Basic Materials sector and the Industrial Sector, and the Energy sector doesn't seem to interact much with the others, except for a light interaction with the Basic Materials sector. The Industrial sector interacts strongly with the Consumer, Cyclical, Financial, Communications and Technology sectors, what also happens in a lesser degree with the interactions of the Financial sector. Actually, these 5 sectors form a highly interacting block, with stronger interactions between the Communications and Technology sectors. It is worthwhile remembering that the one stock belonging to the Diversified sector has been incorporated into the Financial sector. Tables 4 and 5 show the Node Strengths, and the In and Out Node Strengths, for the correlation and the TE matrices. The most central sector according to correlation is the Industrial one, followed by Communications. The sectors wit the smallest value for Node Strength are Energy and Utilities. According to TE, the Industrial sector is the main sender and receiver of information, followed by the Communications and Financial sectors. The Energy and the Utilities sectors are the ones that send and receive the least information from the other sectors, although it is worth remembering that the energy sector is very much correlated with itself and also share much information among its stocks. One cans also see in Table 5 that there is a slight asymmetry between the In and Out Node Strengths of sectors. As an example, the Financial sector sends slightly more information than it receives, and the Communications sector receives slightly more information than it sends. It is interesting to analyze these asymmetries between sent and received information, what is done in the next section.
Asymmetries in Transfer Entropy
As we could see, although Transfer Entropy is an asymmetric measure, it is highly symmetric if we consider the Transfer Entropy from lagged variables to original ones. The differences between T I→J and T J→I will be called here Excess Transfer Entropy, defined in terms of sector 21 of the TE matrix as
where TESect21 is just sector 21 of the TE matrix. The result is an antisymmetric matrix with information on the difference between the amount of information a time series of a stock I transfer to the time series of another stock J on the next day and the amount of information that stock J transfer to stock I of the next day. For our set of data, it ranges from -0.0897 to 0.0897. The graphs of both the ExcessTE matrix for all stocks and the ExcessTE matrix for aggregate data by sectors are drawn in Figure 12 (left graph for stocks and right graph for sectors). The first graph highlights regions of high excess TE, from some particular stocks to all others, the main region being due to lagged variables to the stocks belonging to the Utilities sector. For aggregate data (right graph), there is an Excess TE from the Energy sector to the Basic Materials, Industrial, Consumer, Cyclical, Financial, Communications, Utilities, and Consumer, Non-Cyclical sectors. There is also a strong Excess TE from Consumer, Cyclical to Basic Materials, and to the Technology, Utilities and Consumer, Non-Cyclical sectors. The Financial sector also has an Excess TE to these same sectors, with emphasis on Excess TE to the Utilities sector. Table 6 shows the In and Out Node Strengths of the top 10 stocks that have the major imbalances between the information they send and the information they receive from all other stocks. The major Excess receivers are a major oil company and a major pharmaceutical company, followed by two energy companies, and the top excess senders are quite diverse.
In order to analyze which are the major excess sender and receiver sectors, we calculate the In and Out Node Strengths of the Excess TE data for aggregate data. The result is in 
Asset Graphs
As mentioned before, there are many ways to filter the large amount of information provided by the correlation and the TE matrices. One way to do so is to use asset graphs, which are networks built by establishing a threshold value above or below which all interactions are not considered, leaving fewer connections and nodes. Asset graphs have been used in a variety of works in finance, like in Onela, Chakraborti, Kaski, and Kertész (2002), (2003), (2004), Onela, Chakraborti, Kaski, and Kertész, and Kanto (2003), , Sinha and Pan (2003) , Ausloos and Lambiotte (2007) , and Sandoval (2012) . In our particular case, we shall use threshold values for the correlation matrix and for the TE matrix below which edges between the nodes (stocks) are not considered, and all nodes not connected to any other node are also deleted. We used as examples threshold values that made it possible to distinguish between many clusters, a compromise between having too many connections or too few of them. For correlation, we used a threshold value 0.8. So, a new matrix was built on the correlation matrix, where all elements of the matrix for which the corresponding element in the correlation matrix was below the threshold was set to zero and all elements above it were set to one, what is called an adjacency matrix. Then, all nodes without any connection were removed, resulting in a network of fewer nodes and fewer edges. The result is plotted in Figure 13 , where one can see 13 clusters, some of them as small as two nodes and the largest of them, corresponding to REITS, with 14 nodes. The sectors and industries that make up the clusters are specified in the same figure, with large networks of Oil & Gas companies and also of Banks. Stocks are represented by their tickers, as in Appendix A.
An asset graph based on TE with threshold value 0.7 is built and is shown in Figure 14 . The clusters formed are similar to the clusters obtained from correlation, but now the cluster of REITS is smaller, the cluster of banks is larger, and there is just one large cluster of Oil & Gas companies. There is also a cluster of Insurance companies now. In this network, single directed links are represented with arrows, and links that occur in both directions are represented as lines without arrows.
Dynamics
The use of data for the production of static measurements of the relations between stocks offer some information about them, but the dynamics of those relations reveal how they evolve in time and how they react to external phenomena and to consequences of their own interactions. In this section, we study the dynamics of the correlations and of the exchange of information of the time series of stocks as measured by the Pearson correlation and Transfer Entropy, respectively. We start by considering snapshots by semester, and then use running windows in order to study the development of the relations between stocks as measured by correlation and by Transfer Entropy.
The correlations between stocks change in time, becoming larger in times of crisis. Figure 15 shows correlation matrices calculated using data semester by semester, from 2003 to 2012. It is easy to notice the much brighter colors in the second semester of 2008 (the height of the US Subprime Crisis) and in the second semester of 2011 (the height of the European Sovereign Debt Crisis). The average correlation in 2011 was even higher than in the crisis of 2008, thus showing that during part of the European Sovereign Debt Crisis the stocks of the US market behaved essentially in the same way. Looking at sectors, the Energy sector is very connected in itself, but not very connected to others, particularly prior to 2008. Some similar behavior can be seen for the Utilities sector, during some periods of time before and after 2008.
In a recent work, Buccheri, Marmi, and Mantegna (2013) also studied the correlations within the US stock market, but using industrial indices on a larger span of time than ours, with comparable results when within the same time span we use.
In Figure 16 , we analyze the evolution of TE from lagged to original variables in time, using windows comprising data from each semester from 2003 to 2012. For the calculations in Figure 16 , we used a binning of size 0.1, since it is more appropriate due to the small sample for each semester and also faster to calculate. One may see a rise in Transfer Entropy during periods of crisis, like at the 2008 Subprime Crisis and the 2011 European Sovereign Debt Crisis, very much like the rise of correlation in periods of crisis. Just prior to the crisis of 2008, we can detect a rise in the TE between stocks of the REITS industry in the Financial sector, in the Communications sector, and in the Technology sector.
For a more continuous analysis of the evolution of correlation and TE along the years, we considered running windows of 100 days of data each, shifting by one day at a time. For each correlation matrix calculated, we calculated the average of the node strengths of all stocks; for each TE matrix, we calculated the average in and out node strengths of all stocks. Then, by dividing these node strengths by the number of stocks, N = 464, we obtained what we call the Mean Correlation (average of the node strengths divided by N ), and the Mean In and Out Transfer Entropy (respectively, the in and out node strengths, divided by N ). In Figure 17 , we plot the mean volatility of stocks (as given by the absolute values of their log-returns) together with the mean correlation (calculated from the correlation matrices) and the mean in and out transfer entropy (calculated from the TE matrices). Since the results for correlation and TE are based on windows of 100 days of data, we plot each result at the last day of the window, so that we never consider effects that are in the future of the day to which the result is associated. As a consequence, all averages on node strengths appear as zero in the first 100 days, what does not happen for the mean volatility.
Looking at Figure 17 , the mean correlation is large for the periods of crisis, at the end of 2008, at the begining of 2010, and at the end of 2011. Note that the mean correlation between stocks is larger for the period related with the height of the European Sovereign Debt Crisis than it was during the 2008 Subprime Crisis. The mean in and out TEs are almost indistinguishable from each other, and both have the same behavior as the mean correlation between stocks: there is a rise in mean Transfer Entropy in times of crisis. There are, though, some important differences. The first one is that the mean TE in and the mean TE out both present lower results to the crisis in 2010 than the results obtained with correlation, following more closely the rises and falls of the volatility. Now the mean correlation rises with the crisis of 2008, but then remains high for the remaining time. So, although there hasn't been a steady rise in the exchange of information between stocks, there seems to be a steady rise in the correlation between them.
We may wish to analyze the behavior of stocks separately. This is done by considering the node strength of each stock and their in and out node strengths. In Figure 18 , we plot the volatility of each stock in the sample in time, calculated as the absolute value of its log-return, the mean correlation, given by the stock's node strength in the correlation matrix, and the mean in and out TE, given by the stock's in and out node strengths, respectively.
In Figure 18 , the vertical lines represent the stocks in the sample (464 of them), with the numbers delimiting each sector, and the horizontal lines represent time, as measured in years. The result of each window of 100 days is associated with the last day of the window, so the measures based on moving windows begin to appear on the 100th day of each graph, except for volatility. Note that, due to the use of windows of 100 days in the calculations of the mean correlation and the mean in and out TEs, their images appear smeared when compared with the image for volatility.
Analyzing the volatility graph, one can see three different episodes of crisis in the 10 years spanned by the data. The main one occurs at the end of 2008, and corresponds to the 2008 Subprime Mortgage Crisis of the USA. It follows two smaller periods of high volatility at the beginning of 2008, and the crisis at the end of the year starts in the Financial sector, rapidly propagating to all the other sectors. The crisis subsides only at the end of 2009, and does not affect much the Utilities sector, and slightly less the Consumer, Non-Cyclic sector. The second crisis hits, not with the same strength of the 2008 crisis, by the middle of 2010. At the time, the first signs of real instability of the Eurozone became clear when the Greek government showed no signs of being able to pay the interest on their foreign debt. By the end of 2011, the third wave of high volatility hits, stronger than the one in 2010, but still weaker than the one of 2008, when the crisis had spread to other countries of the Eurozone and there were questions about the efficacy of the policies determined by the major economic players in Europe.
Looking at the plot of the mean correlation, we can see that all stocks behave similarly in time, increasing their mean correlation with the market in times of crisis. One exception can be seen for the stocks of the Energy sector, which exhibit very low mean correlations just prior to the 2008 US Subprime Crisis (dark spot in the middle of the graph), what may be associated with the 2000s energy crisis. The correlations within the Energy sector remained high for a longer period than the correlation within other industries after the crisis of 2008.
Since Figure 6 . The T E in ranges from 0.0127 to 0.5298 and the T E out ranges from 0.0138 to 0.4535. So, the minimum and maximum values of T E out are slightly smaller than the minimum and maximum values of T E in . Again, the mean in and out TEs are weaker than the mean correlations in some periods of crises. In the crisis of 2008, both TE and correlation registered peaks, but at the end of 2010, there was an increase in both volatility and correlation without a similar increase in TE. For the end of 2011, there was high correlation and medium volatility and TE.
Simulations with the network based on Transfer Entropy
As stated in the introduction to this article, there is a belief that the network structure of banks influence the way a shock may propagate. Usually, banks that are more connected are the major spreaders of shocks, but a bank that is not so connected, but whose connections are themselves central, can also be the agent of the propagation of a shock. There is also the issue of back-reaction: a shock may influence other banks that, on their turn, may influence back the bank from which the shock started, and one may even obtain self reinforcement, so that a small crisis may trigger a much bigger one.
Here, we are using stock prices (log-returns) in order to study how one stock relates with another. So, we are not analyzing just defaults or just the banking system, but a larger system made of stocks of a diversity of industries of the US economy. In our modeling of the propagation of crises, we shall consider the trigger of a shock as a considerable drop on the value of a stock, like a 30% fall in its value. This shock then propagates on the network as a factor of the original shock being applied to its neighbors (all stocks, in our case), and we shall consider this factor to be proportional to the TE from the stock to each of its neighbors. We shall be using the network built on TE and not on correlation because we want the shocks to propagate from one day to another (we shall assume a day as our unit of time). In order to avoid influence from one stock to itself on the next day, what would lead to self reinforcement of effects, we set the main diagonal elements of the TE matrix for Sector 21 to zero.
Also, in order to make the effect of shocks decrease in time, we will multiply each iteration by a negative exponential. Our model for the propagation of shocks may be described by the following equation:
where V T j,t is the transpose of the volatility (absolute value of the log-return) of stock j at time t, V i,t+1 is the volatility of stock i at time t + 1 (units of one day), and M T E ij is the Transfer Entropy from i to j (from lagged to original variables) with the main diagonal set to zero. So, the volatility of a stock on the following day will depend on the sum of the transfer entropies of all other stocks, multiplied by the volatilities of those stocks on the previous day, times a decreasing exponential factor. This is a very crude model, which does not take into account a diversity of factors, like the reaction of prices when they have a fall or rise that is beyond the value that the market sees fit for a stock, or the capacity of some stocks of absorbing shocks, but it gives some interesting enough results for the propagation of shocks in a real network of stocks.
In order to use our model for the observation of the propagation of shocks, we shall start with all volatilities set to zero and set one of them as 0.3, which would be equivalent to a large fall (or rise) of the stock of the company. Then, we calculate the volatilities of all stocks, including the original one, by using (13). The results are then used in the calculation of the next period of time and so on, until the shock has subsided. We do this for all stocks in the sample, each one starting its own shock, and analyze the differences in the propagation of the shocks. Figure 19 shows the effect of a shock starting with the J. P. Morgan (bank), with Exxon Mobil (oil & gas), and with Microsoft (computer software). The graphs show a three dimensional view of the volatility in time according to stock. We can see that the shocks propagate very rapidly to all stocks, but they hit different sectors with distinct strengths. According to the simulations, a high volatility in the stocks of Exxon Mobil (oil & gas) would cause a greater shock than a similar volatility in the stocks of the J. P. Morgan, and a high volatility in the stocks of Microsoft (computer software) would lead to an average propagation when comparing to the two other stocks. Figure 20 shows the propagation of a shock to the J. P. Morgan bank on the network built using correlation, which is very similar to the network obtained with TE, but which is built without the need for manually imposing constraints. Higher volatility is represented by darker dots and lower volatility is represented by brighter dots. The shock starting at the Financial sector spreads to all sectors, with low intensity first, and then causes an increasing wave of volatility that concentrates on the densely populated region involving most sectors, but mainly the Industrial, Communications and Technology sectors, fading away after that. Although our model is rather crude, it replicates the behavior that can be observed from the volatilities in Figure 11 , where a rise in one particular sector (Financial, in that case) rapidly propagates to all other stocks.
As the shocks reach their heights at day 4, we shall use the average volatility at this day as a measure of how strong is the wave produced by the shock in one stock. We shall call this measure Shock Propagation Strength. Table 8 shows the top 10 stocks according to this measure, their company names, sectors, and industries. Most belong to the Technology and Communications sectors, which are some of the most central in the network. So, although they do not have the largest Node Strengths, or In and Out Node Strengths, they are reasonably central in a region of central nodes. Belonging to a more populated area of the network, they are the most likely ones to propagate shocks when we consider our crude model. We may also apply a systemic shock to all stocks by setting, for example, all volatilities to 0.1, or apply shocks to sectors. Figure 21 shows the effects of shocks of intensity 0.1 to, respectively, all stocks, stocks of the Financial sector, and stocks of the Technology sector. Due to the rapid spread of shocks in the network and to the model used, all figures look similar, expect for scale, that is much higher if the shock is applied to all stocks, and similar in the case of the shock being applied to the Financial or to the Technology sectors.
Because of the way the simulation was constructed, stocks that are more influential in terms of having high Out Node Strengths, and which "live" in regions where stocks are also more connected are the most likely ones to disseminate a crisis. Other types of models would lead to different results, but they closely follow other results based on other types of network models which only include banks or other financial institutions.
In order to close this article, we would like to show some figures that depict the Node Strengths and Shock Propagation Strength on the network formed by correlations, all represent in Figure 20 . The dots represent the positions occupied by stocks in the network, which is the same type of graph obtained in Figure 9 . Darker colors represent higher values of the measures being depicted and brighter colors represent lower values for these measures. The first graph shows the Node Strength, derived from correlations, and the second and third graphs show the In and Out Node Strengths derived from Transfer Entropy. The last graph shows the Shock Propagation Strength, calculated in this section. Node Strength spreads mostly evenly among stocks, and In and Out Node Strengths tend to concentrate in the Financial sector. Now, the Shock Propagation Strength concentrates in regions of high concentrations of nodes.
Conclusions
The two networks built using the correlations between stocks of the US stock market and using the Transfer Entropy from stocks in one day to stocks on the next day proved to be very similar, indicating that a large exchange of information between stocks from one day to another is associated with their similar behavior on this next day. We could see the importance of some sectors of the US economy in the dissemination of information, like the Financial and the Industrial sectors, and the role of receivers of information like the Utilities and Energy sectors. By using moving windows, we could see how correlation and Transfer Entropy rise in times of crises and how correlation has been growing after the crisis of 2008, what did not happen to Transfer Entropy. By building a model based on Transfer Entropy, we could simulate how volatility may propagate in a network of stocks and how sectors that occupy more central positions, like the Communications and Technology sectors, have major roles in the propagation of crises. Some future work will involve working with high frequency data and developing better models for the spread of crises. Correlation for randomized data Correlation Fig. 2 . Histograms for the correlation matrix and for the correlation matrices obtained with 1,000 simulations with randomized data. 19 . The spread of a volatility shock among the stocks in the sample in time. The axis that goes from 0 to 464 represents the stocks, the axis that goes from 0 to 8 represents the number of days from the occurrence of the first shock (at day 1), and the vertical axis represents the volatility of each stock. This figure is absent in this version of the article, since it is very heavy in terms of bits. 21 . The spread of a volatility shock among the stocks in the sample in time. The axis that goes from 0 to 464 represents the stocks, the axis that goes from 0 to 8 represents the number of days from the occurrence of the first shock (at day 1), and the vertical axis represents the volatility of each stock. The first graph represents a shock of intensity 0.1 to the entire system of stocks, the second and third graphs represent a shock of the same intensity, but now applied to the Financial and the Technology sectors, respectively. This figure is absent in this version of the article, since it is very heavy in terms of bits. 
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