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DIFFERENTIAL CALCULUS ON QUANTUM COMPLEX
GRASSMANN MANIFOLDS I: CONSTRUCTION
STEFAN KOLB
Abstract. Covariant first order differential calculus over quantum complex
Grassmann manifolds is considered. It is shown by a Pusz–Woronowicz type
argument that under restriction to calculi close to classical Ka¨hler differen-
tials there exist exactly two such calculi for the homogeneous coordinate ring.
Complexification and localization procedures are used to induce covariant first
order differential calculi over quantum Grassmann manifolds. It is shown that
these differential calculi behave in many respects as their classical counterparts.
As an example the q-deformed Chern character of the tautological bundle is
constructed.
Covariant first order differential calculus is a concept first introduced by S. L. Wo-
ronowicz [Wor87], [Wor89] to generalize the notion of differential form from com-
mutative algebra to quantum groups and quantum spaces. The task to find well
behaved analogues of differential forms for the noncommutative deformed coordi-
nate algebras appearing in the framework of quantum groups is still of considerable
interest [Her98], [Sch99], [SV98]. In [PW89] W. Pusz and S.L. Woronowicz proved
that for the quantum vector space of dimension ≥ 3 there exist exactly two dif-
ferential calculi freely generated by the differentials of the generators. In [Pod92]
P. Podles´ classified differential structures on the quantum 2-sphere S2qc which have
certain properties similar to classical differential forms. It turned out, that only in
the so called quantum subgroup case c = 0 such a differential calculus exists and is
then uniquely determined.
Podles´ quantum 2-sphere is an example of a q-deformed Grassmann manifold.
The undeformed Grassmann manifold Gr(r,N) of r-dimensional subspaces in CN
is a projective algebraic variety. It is well known [CP94] that its homogeneous
coordinate ring O(Vr) can be q-deformed to a quantum space Oq(Vr). On the
other hand M. Noumi, M. S. Dijkhuizen and T. Sugitani introduced a large class
of quantum Grassmannians [NDS97]. Here only the quantum subgroup case is
considered and will be denoted by Oq(Gr(r,N)). The aim of this paper is to
construct a canonical covariant first order differential calculus over Oq(Gr(r,N))
and investigate its properties.
The q-deformed coordinate rings Oq(Vr) and Oq(Gr(r,N)) are closely related.
More explicitly we consider the complexification of Oq(Vr), an algebra obtained
by adding complex conjugate elements. This complexification has a distinguished
Key words and phrases. Quantum groups, quantum spaces, quantum Grassmann manifolds,
differential calculus.
2000 Mathematics Subject Classification. Primary 58B32, 81R50; Secondary 14M15.
This work was supported by the Deutsche Forschungsgemeinschaft within the scope of the
postgraduate scholarship programme “Graduiertenkolleg Quantenfeldtheorie” at the University
of Leipzig.
1
2 STEFAN KOLB
invariant element, and Oq(Gr(r,N)) can be obtained as a subalgebra of the local-
ization with respect to this element. It is the main observation of our work that this
construction allows an analogue on the level of differential calculus. To achieve this
the notions of complexification and localization of first order differential calculus
are introduced. In generalization of the above mentioned classification result of
[PW89] differential calculi over Oq(Vr) are classified. For this purpose the U(slN )-
module structure of classical Ka¨hler differentials over O(Vr) is analyzed. Under
suitable additional assumptions all covariant first order differential calculi with the
same Uq(slN )-module structure are classified and it is seen that exactly two such
calculi exist. Complexification and localization then lead to a calculus Γ1q(Gr(r,N))
over Oq(Gr(r,N)) which in the case of S
2
q0 is seen to be isomorphic to the calcu-
lus constructed by Podles´. Thus a relationship between the calculus of Pusz and
Woronowicz on the quantum plane and Podles´’ calculus on S2q0 is established and
generalized to arbitrary Grassmann manifolds.
The construction of Γ1q(Gr(r,N)) given here allows to perform explicit computa-
tions. As an example it is shown that as a left module Γ1q(Gr(r,N)) is generated by
the differentials of the generators of Oq(Gr(r,N)). The dimension of Γ
1
q(Gr(r,N))
in the sense of [Her] is estimated.
Considering Oq(Gr(r,N)) in terms of the appropriate set of generators and re-
lations it is straightforward to construct a q-deformed analogue of the module of
sections of the tautological bundle over Gr(r,N). This allows to introduce the
q-deformed Chern character of the tautological bundle. It is a sum of closed dif-
ferential forms in the universal higher order differential calculus of Γ1q(Gr(r,N))
which are seen to be central. Thus it is to be expected that the cohomology ring is
independent of the deformation parameter.
The ordering of the paper is as follows. Section 1 serves to fix notations. In
Section 2 quantum Grassmann manifolds are recalled. The notion of complexi-
fication and localization are applied to the homogeneous coordinate ring Oq(Vr)
establishing the relation between Oq(Vr) and Oq(Gr(r,N)). This part owes much
to the detailed analysis of [Sto98]. Explicit relations for different sets of generators
of Oq(Gr(r,N)) are established. In a slight digression these relations are used to
calculate the kernel of the quantum analogue of the canonical map dual to the
inclusion Gr(r−1, N−1) →֒ Gr(r,N). The explicit relations between different sets
of generators involve a considerable number of R-matrices. To simplify notations
the graphical calculus of [Tur94] is used. In Appendix A this calculus is recalled
and useful simplifications of morphisms often met in our framework are provided.
The explicit construction of the canonical covariant first order differential calculus
is performed in Section 3. First the notations of localization and complexification
for differential calculus on q-spaces are introduced. Then under suitable additional
assumptions all differential calculi over the homogeneous coordinate ring Oq(Vr)
are classified. They are factored by their torsion submodules and then turn out to
be given by relations of R-matrix type. Localization and complexification is applied
to induce the desired calculus over Oq(Gr(r,N)).
The last section is devoted to the construction of the q-deformed Chern character
for the tautological bundle over Gr(r,N).
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1. Notations and conventions
Unless stated otherwise all notations and conventions coincide with those used
in [KS97]. Throughout this work qk 6= 1 for all k ∈ N is assumed.
The q-deformed universal enveloping algebra Uq(slN ) is the complex algebra
generated by elements Ei, Fi,Ki and K
−1
i , i = 1, . . . , N−1 and relations
KiK
−1
i = K
−1
i Ki = 1
KiKj = KjKi
KiEj = q
aijEjKi
KiFj = q
−aijFjKi
EiFj − FjEi = δij
Ki −K
−1
i
q − q−1
1−aij∑
k=0
(−1)k
(
1− aij
k
)
q
E
1−aij−k
i EjE
k
i = 0, i 6= j
1−aij∑
k=0
(−1)k
(
1− aij
k
)
q
F
1−aij−k
i FjF
k
i = 0, i 6= j.
Here
aij =


2 if i = j,
−1 if |i−j| = 1,
0 else
denotes the Cartan matrix of slN and the q-deformed binomial coefficient is defined
by (
n
k
)
q
=
[n][n−1] . . . [n−k+1]
[1][2] . . . [k]
where [x] = q
x−q−x
q−q−1 . The algebra Uq(slN ) obtains a Hopf algebra structure by
∆Ki = Ki ⊗Ki
∆Ei = Ei ⊗Ki + 1⊗ Ei
∆Fi = Fi ⊗ 1 +K
−1
i ⊗ Fi
ǫ(Ki) = 1, ǫ(Ei) = ǫ(Fi) = 0
S(Ki) = K
−1
i , S(Ei) = −EiK
−1
i , S(Fi) = −KiFi.
Among the irreducible finite dimensional representations of Uq(slN ) are the so called
type 1 representations V (λ) which are uniquely determined by a highest weight
λ. More explicitly if ωi, i = 1, . . . , N−1 denote the fundamental weights and if
λ =
∑
i λiωi ∈
∑
i N0ωi is a dominant integral weight there exists v ∈ V (λ) such
that
Fiv = 0, K
−1
i v = q
λiv.(1.1)
Dually the q-deformed algebra of regular functions Oq(SL(N)) is the subalgebra
of the dual Hopf algebra of Uq(slN ) generated by the matrix coefficients of the
irreducible type 1 representations. It is generated by the matrix coefficients uij,
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i, j = 1, . . . , N of the vector representation. By construction the type 1 representa-
tions of Uq(slN ) coincide with the right Oq(SL(N))-comodules. If q ∈ R the Hopf
algebra Oq(SL(N)) can be endowed with a ∗-structure by (u
i
j)
∗ = S(uji ) and is
then denoted by Oq(SU(N)). The category of type 1 representations of Uq(slN ) is
a braided monoidal category. There exists a universal r-form
r : Oq(SL(N))⊗Oq(SL(N))→ C
such that the braiding RˆVW : V ⊗W →W ⊗ V can be written as
v ⊗ w 7→ w(0) ⊗ v(0)r(v(1), w(1))
where Sweedler notation is used. The convolution inverse of r is denoted by r. For
any a, b ∈ Oq(SL(N)) the relations
r(a(1), b(1))a(2)b(2) = b(1)a(1)r(a(2), b(2))(1.2)
r(a(1), b(1))b(2)a(2) = a(1)b(1)r(a(2), b(2))(1.3)
hold. In terms of the solution
Rˆklij =


q if i = j = k = l,
1 if i = l 6= j = k,
q − q−1 if k = i < j = l,
0 else
(1.4)
of the braid relation the universal r-form is determined by
r(uli, u
k
j ) = pRˆ
kl
ij(1.5)
where p ∈ C satisfies pN = q−1. This universal r-form is real, i.e.
r(a∗, b∗) = r(b, a).
Introduce variants of the Rˆ-matrix by
Rˇklij = Rˆ
ji
lk R´
kl
ij = Rˆ
ik
jl R`
kl
ij = q
2j−2kRˆljki
(Rˇ−)klij = (Rˆ
−1)jilk (R´
−)klij = (Rˆ
−1)ikjl (R`
−)klij = q
2j−2k(Rˆ−1)ljki.
The meaning of these variants becomes clear if one relates them to the universal
r-form
Rˇklij = p
−1r(S(uil), S(u
j
k)) (Rˇ
−)klij = pr(S(u
j
k), S(u
i
l))(1.6)
R´klij = p
−1r(ukj , S(u
i
l)) (R´
−)klij = pr(S(u
i
l), u
k
j )(1.7)
R`klij = p
−1r(S(ujk), u
l
i) (R`
−)klij = pr(u
l
i, S(u
j
k)).(1.8)
In terms of the matrix coefficients uij of the vector representation V (ω1) the matrix
coefficients of the fundamental representation V (ωs) are given by s-minors. More
explicitly let I = {i1< . . . <is} and J = {j1< . . . <js} denote subsets of {1, . . . , N}.
Define
DIJ :=
∑
σ∈Ss
(−q)ℓ(σ)u
iσ(1)
j1
. . . u
iσ(s)
js
where Ss denotes the symmetric group in s elements and ℓ(σ) is the length of the
permutation σ ∈ Ss. Then the matrix coefficients
{xI := D
{r+1,...,N}
I | I = {i1< . . . <is} ⊂ {1, . . . , N}}
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form a basis of a left Uq(slN )-module isomorphic to V (ωs) with corresponding right
Oq(SL(N))-comodule structure
∆(xI) = xJ ⊗D
J
I .
As for the vector representation (1.4) a solution (RˆKLIJ ) of the braid relation on
V (ωs)⊗ V (ωs) is given by
r(DLI ,D
K
J ) = p
s2RˆKLIJ .(1.9)
In analogy to (1.6)-(1.8) define
RˇKLIJ = p
−s2r(S(DIL), S(D
J
K)) (Rˇ
−)KLIJ = p
s2r(S(DJK), S(D
I
L))(1.10)
R´KLIJ = p
−s2r(DKJ , S(D
I
L)) (R´
−)KLIJ = p
s2r(S(DIL),D
K
J )(1.11)
R`KLIJ = p
−s2r(S(DJK),D
L
I ) (R`
−)KLIJ = p
s2r(DLI , S(D
J
K)).(1.12)
For further details on q-deformed universal enveloping algebras Uq(g) and coor-
dinate algebras Oq(G) consult [KS97].
For any subset S of a complex vector space V the symbol LinC will denote the
complex linear span of S. For any linear map A : V ⊗n → V ⊗m and some tensor
power V ⊗p, p ≥ k+n the map Id⊗k⊗A⊗ Id⊗p−k−n on V ⊗p will be denoted by the
symbol Ak+1,...,k+n.
2. Quantum Grassmann manifolds
2.1. Localization and Complexification. Let X denote an Uq(g)-module alge-
bra without zero divisors and let 1 ∈ S ⊂ X denote a left and right Ore subset,
i.e. S is multiplicatively closed and satisfies
∀x ∈ X , s ∈ S ∃xL, xR ∈ X , sL, sR ∈ S sLx = xLs, xsR = sxR.
Then the localization X (S) is defined [MR88]. It is possible to give criteria when
the Uq(g)-module structure of X induces a Uq(g)-module structure on X (S) [LR97].
In the example considered here the existence of such an action of Uq(g) will be
straightforward.
Let now q ∈ R and consider the compact real form of some quantum groupOq(G)
with real universal r-form r. Assume X = ⊕λXλ where Xλ are irreducible type 1
representations of Uq(g), i.e. X is also an Oq(G)-comodule algebra. Let X denote
the complex conjugate vector space with the opposite multiplication x · y := yx.
Then X is also an Oq(G)-comodule algebra with comultiplication
∆X : x 7→ x(0) ⊗ x
∗
(1) ∈ X ⊗Oq(G).
Assume further that X is given by generators and homogeneous relations. For any
homogeneous x ∈ X (resp. y ∈ X ) let deg(x) (resp. deg(y)) denote the degree,
i.e. the number of generators occurring in each summand of x (resp. y). Then for
each λ ∈ C the tensor product Xλ
C
:= X ⊗ X obtains an algebra structure by
(x⊗ y) · (x′ ⊗ y′) = λdeg(y) deg(x
′)(xx′(0))⊗ (y(0)y
′)r(y(1), x
′
(1))(2.1)
and turns into an Oq(G)-comodule algebra ([KS97], Lemma 10.31). The algebra
X λ
C
will be called the complexification of X . If λ ∈ R then X λ
C
is a ∗-algebra with
(x⊗ y)∗ = y ⊗ x.
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2.2. The homogeneous coordinate ring. The Grassmann manifold Gr(r,N)
of r-dimensional subspaces of CN is the SL(N)-orbit of a highest weight vector
v ∈ V (ωr) in the projective space P(V (ωr)). Its homogeneous coordinate ring
O(Vr) is generated by the set of functions
{fℓ := ℓ(· v)|ℓ ∈ V (ωr)
∗}(2.2)
inO(SL(N)). This approach allows a well known analogue in the q-deformed setting
for arbitrary flag manifolds [CP94],[LR92],[TT91],[Soi92]. We restrict ourselves to
the special case of Grassmannians. More explicitly, if v ∈ V (ωr) is a highest
weight vector then Oq(Vr) is defined to be the subalgebra generated by the matrix
coefficients (2.2) in Oq(SL(N)).
Proposition 2.1. ([Soi92], Prop. 1) As a Uq(slN )-module algebra Oq(Vr) is iso-
morphic to the direct sum ⊕k≥0V (kωr)
∗ endowed with the Cartan multiplication.
Recall that the Cartan multiplication is given on homogeneous components by
the projection
V (kωr)
∗ ⊗ V (mωr)
∗ → V ((k +m)ωr)
∗.
The q-deformed coordinate algebra Oq(Vr) can further be described in terms of
generators V (ωr)
∗ = V (ωs), s = N−r, and relations by V (ωs)⊗V (ωs) ⊃ V (λ) = 0
if λ 6= 2ωs [Bra94], [TT91]. The notation s = N−r will be used throughout this
paper.
The eigenvalue of the braiding Rˆωs,ωs induced by the universal r-form on V (2ωs) ⊂
V (ωs) ⊗ V (ωs) is given by q
s(N−s)/N , compare [KS97] 8.4.3, Prop. 22. Thus the
eigenvalue of the rescaled braiding (RˆKLIJ ) on V (2ωs) ⊂ V (ωs) ⊗ V (ωs) equals q
s.
This eigenvalue occurs on no other irreducible subspace of V (ωs)⊗ V (ωs). There-
fore the q-deformed homogeneous coordinate ring Oq(Vr) can also be defined by
generators xI and relations
xIxJ = q
−sxKxLRˆ
KL
IJ .
The complexification Oq(Vr)
λ
C
can also be given explicitly in terms of generators
and relations.
Lemma 2.1. Let (xI) denote the basis of V (ωs) from above and let (yI) denote the
dual basis of V (ωs)
∗ = V (ωr). Then the complexification Oq(Vr)
λ
C
is isomorphic to
Oq(Vr)⊗Oq(Vs)
and a complete list of relations is given by
xIxJ = q
−s xKxLRˆ
KL
IJ(2.3)
yIyJ = q
s yKyL(Rˇ
−)KLIJ(2.4)
yIxJ = p
−s2λxKyL(R´
−)KLIJ .(2.5)
If λ = ps
2
qs then any invariant element c ∈ V (ωs)⊗ V (ωr) ⊂ Oq(Vr)
λ
C
is central.
Proof. To prove (2.5) note that ∆xI = xJ ⊗D
J
I implies ∆yI = yJ ⊗ S(D
I
J) and by
definition
yIxJ = λxKyLr(S(D
I
L),D
K
J ) = p
−s2λxKyL(R´
−)KLIJ .
DIFFERENTIAL CALCULUS ON QUANTUM GRASSMANNIANS I 7
Decomposition of the tensor product V (ωs) ⊗ V (ωr) yields that any invariant el-
ement c ∈ V (ωs) ⊗ V (ωr) is a complex multiple of
∑
I xIyI . Now the last state-
ment follows from the relations (1.9)–(1.12) and the properties of the universal
r-form.
In what follows we will only consider the case λ = ps
2
qs and drop the index λ.
2.3. q-Grassmann Manifolds. The complex Grassmann manifold Gr(r,N) has
the structure of a homogeneous space Gr(r,N) ∼= G/K with G = SU(N) and
K = S(U(r)×U(N−r)). The harmonic analysis of the square integrable functions
on Gr(r,N) endowed with the Haar measure is given by [Hel84], V Thm. 4.3,
L2(Gr(r,N)) =
⊕̂
λ∈P+
K
V (λ).
Here P+K denotes the set of K-spherical dominant weights. In the case of Gr(r,N)
the set P+K consists of all weights of the form [Hel84], V Thm. 4.1, [Sto98], Thm. 4.2.1,
λ =
min(r,s)∑
i=1
ni(ωi + ωN−i), ni ∈ N0(2.6)
where as before s = N−r. The direct sum
O(Gr(r,N)) =
⊕
λ∈P+
K
V (λ)
is multiplicatively closed and will be called the coordinate algebra of Gr(r,N). As
Gr(r,N) is a projective variety this notion deviates from the classical formalism of
algebraic geometry.
Consider the generators V (ωs) ⊂ O(Vr) of the homogeneous coordinate ring of
Gr(r,N). To any f ∈ V (ωs) associate a complex conjugate function f
∗ defined by
f∗(p) = f(p).
The vector space V (ωs) of complex conjugate functions is endowed with the complex
conjugate scalar multiplication, i.e. (λ·f∗)(p) = λf(p). The SU(N)-invariant scalar
product on V (ωs) induces an isomorphism of representations
V (ωs) → V (ωs)
∗ = V (ωr)
f∗ 7→ 〈·, f〉
which extends to an isomorphism of algebras
O(Vr)→ O(Vs).
Denote the algebra of functions on the affine cone Vr generated by V (ωs) and V (ωs)
by O(Vr)C. The multiplication O(Vr) ⊗ O(Vs) → O(Vr)C can be seen to be an
isomorphism. Let c ∈ V (ωs)⊗V (ωr) ⊂ O(Vr)C denote a nonzero invariant element
(which is uniquely determined up to a scalar factor) and consider the algebra of
functions on Vr generated by
V = LinC
{xy
c
∣∣∣ x ∈ V (ωs) ⊂ O(Vr), y ∈ V (ωr) ⊂ O(Vs)} .
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The representation V is isomorphic to
V ∼=
min(s,r)⊕
k=0
V (ωk + ωN−k)
where by abuse of notation V (ω0 + ωN−0) denotes the trivial representation. The
elements of V are homogeneous of degree 0 and therefore induce functions on the
Grassmann manifold. As the localization O(Vr)C(c) has no zero divisors the el-
ements of V generate the algebra O(Gr(r,N)). Thus classically O(Gr(r,N)) is
isomorphic to the subalgebra of O(Vr)C(c) generated by V .
This construction of O(Gr(r,N)) allows a straightforward analogue in the q-
deformed setting, q ∈ R \ {−1, 0, 1}. Namely consider the complexification
Oq(Vr)C ∼= Oq(Vr)⊗Oq(Vs)
of Oq(Vr) and let c ∈ V (ωs) ⊗ V (ωr) ⊂ Oq(Vr)C denote a nonzero invariant ele-
ment. By Lemma 2.1 the element c is central in Oq(Vr)C. The subalgebra of the
localization Oq(Vr)C(c) generated by
V = LinC
{xy
c
∣∣∣ x ∈ V (ωs) ⊂ Oq(Vr), y ∈ V (ωr) ⊂ Oq(Vs)}
will be denoted by Oq(Gr(r,N)) and will be called the q-deformed coordinate alge-
bra of the Grassmann manifold. This definition ofOq(Gr(r,N)) will prove useful for
our purpose as one can use the FODC on Oq(Vr) to induce a FODC on Oq(Vr)C(c)
and therefore on the q-deformed Grassmann manifold. The aim of the next theorem
is to make contact with the definition of Oq(Gr(r,N)) in the literature.
By construction there is an inclusion
Oq(Vr) →֒ Oq(SL(N))
xI 7→ D
{r+1,...,N}
I
which induces a covariant ∗-algebra homomorphism
iC : Oq(Vr)C → Oq(SU(N)).
Indeed, map yI to (D
{r+1,...,N}
I )
∗ = S(DI{r+1,...,N}). It follows from (1.2) that for
A = {r+1, . . . , N}
S(DIA)D
A
J =
∑
M,N,K,L
R`AAMND
M
K S(D
L
N )(R´
−)KLIJ .
Now (R`)AAMN = q
sδMAδNA and therefore iC(xI) and iC(yJ) satisfy the relation (2.5).
Note that iC(c) = 1. Therefore iC induces a map denoted by the same symbol
iC : Oq(Gr(r,N))→ Oq(SL(N)).
Define K ⊂ Uq(slN ) to be the subalgebra generated by
{Ei, Fi,Kj | i 6= r, j = 1, . . . , N − 1}(2.7)
and set K+ = {k ∈ K | ǫ(k) = 0}. The following theorem implies that iC is an
isomorphism of Oq(Gr(r,N)) onto the q-deformed coordinate algebra
Oq(U/K) = {b ∈ Oq(SL(N)) | 〈k, b(1)〉b(2) = 0 for all k ∈ K
+}
of the Grassmann manifold defined for instance in [DS99](5.1). Here 〈·, ·〉 denotes
the pairing Uq(slN )⊗Oq(SL(N))→ C given in [KS97], 9.4.
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Theorem 2.2. Oq(Gr(r,N)) ∼=
⊕
λ∈P+
K
V (λ).
Proof. Note first that for any k ∈ N
V (kωs)⊗ V (kωr) ∼= V ((k−1)ωs)⊗ V ((k−1)ωr)⊕⊕
(n1,n2,... )
V

min(r,s)∑
i=1
ni(ωi + ωN−i)

(2.8)
where the summation is over all min(r, s)-tuples (n1, n2, . . . ) such that
∑
i ni = k.
As a vector space Oq(Gr(r,N)) ⊂ Oq(Vr)C(c) is generated by subspaces
Wk :=
1
ck
V (kωs)⊗ V (kωr) ⊂ Oq(Vr)C(c)
consisting of all k-fold products of elements of V . In Oq(Gr(r,N)) the subspace
Wk,k−1 ⊂Wk isomorphic to
V ((k − 1)ωs)⊗ V ((k − 1)ωr)
is identified with Wk−1. Indeed, if vi ∈ Oq(Vr)C denotes a highest weight vector of
V (ωi + ωN−i) ⊂ V (ωs)⊗ V (ωr) ⊂ Oq(Vr)C
the element cℓvn11 . . . v
nr
r ,
∑
ni+ ℓ = k is up to a scalar multiple the unique highest
weight vector in V (kωs)⊗V (kωr) ⊂ Oq(Vr)C of weight
∑
ni(ωi+ωN−i). Dividing
by ck implies the claimed identification ofWk,k−1 withWk−1 in Oq(Gr(r,N)). Now
the claim of the theorem follows from (2.8).
Note the inclusion iC(Oq(Gr(r,N))) ⊂ Oq(U/K). In fact it is known that Im(iC)
and Oq(U/K) are isomorphic and that the decomposition of Im(iC) into irreducible
modules is the same as the decomposition of Oq(Gr(r,N)) in Theorem 2.2 [Sto98].
This implies the following Corollary.
Corollary 2.3. The map iC : Oq(Gr(r,N))→ Oq(U/K) is an isomorphism of left
Uq(slN )-module algebras.
2.4. Generators and relations. To present Oq(Gr(r,N)) in terms of generators
and relations consider the standard basis xI ∈ Λ
s(CN ) = V (ωs) with multi-indices
I = (i1 < · · · < is) ⊂ {1, . . . , N}. If e1, . . . , eN denotes the standard basis of
V (ω1) = C
N then
xI =
∑
σ∈Ss
(−q)ℓ(σ)eσ(i1) ⊗ · · · ⊗ eσ(is) ∈ V (ωs) ⊂ V (ω1)
⊗s.(2.9)
Let further e∗1, . . . , e
∗
N denote the dual basis of V (ωN−1) = (C
N )∗ and define
yI =
∑
σ∈Ss
(−q)ℓ(σ)e∗σ(is) ⊗ · · · ⊗ e
∗
σ(i1)
∈ V (ωr) ⊂ V (ωN−1)
⊗s.(2.10)
Evaluation
e∗i1 ⊗ . . .⊗ e
∗
ik(ejk ⊗ . . .⊗ ej1) = δi1j1 . . . δikjk
leads to
yI(xJ ) =
(∑
σ∈Ss
q2ℓ(σ)
)
δIJ = q
s(s−1)/2[s]!δIJ .
10 STEFAN KOLB
Thus up to normalization (yI)I is the dual basis of (xI)I . The element
c =
∑
I
xI ⊗ yI ∈ V (ωs)⊗ V (ωr) ⊂ Oq(Vr)C(2.11)
is invariant and the generators zIJ = xIyJ/c ∈ Oq(Gr(r,N)) fulfill the relations
tr(z) :=
∑
I
zII =1(2.12)
∑
J
q−szIMzNKR`
MN
JJ =zIK(2.13)
zIRzSLR`
RS
KJP
IK
MN =0(2.14)
zIRzSLR`
RS
KJP
JL
MN =0.(2.15)
Here P (resp. P ) denotes any projector onto a subspace V (µ) ⊂ V (ωs)⊗V (ωs) such
that µ 6= 2ωs (resp. V (µ) ⊂ V (ωr)⊗V (ωr) such that µ 6= 2ωr). By construction of
Oq(Gr(r,N)) as a subalgebra of Oq(Vr)C(c) it is clear that the above list of relations
is complete.
To gain geometric understanding of Oq(Gr(r,N)) it is useful to consider another
set of generators. Let zij denote the basis element of
V (0)⊕ V (ω1 + ωN−1) ⊂ V
defined as the image in Oq(Vr)C(c) of the basis vector ei ⊗ e
∗
j ∈ V (ω1)⊗ V (ωN−1)
by the map
qs(s−3)/2
[s]![s]
c
x
y
s 1
(2.16)
where the graphical calculus from Appendix A is applied.
The generator zij can be written more explicitly
zij = q
s(s−3)/2[s]![s]c−1
∑
i2,...,is
k1,...,ks
l1,...,ls
ek1 . . . eksA
k1,...,ks
i,i2,...,is
e∗ls . . . e
∗
l1Aˇ
ls,...,l1
is,...,i2,j
where A and Aˇ denote the projectors onto the invariant subspaces V (ωs) and V (ωr)
respectively. Note that Lemma A.3 implies for m1 < m2 < · · · < ms and arbitrary
i1, . . . , is
Am1,m2,...,msi1,i2,...,is = Aˇ
ms,...,m2,m1
is,...,i2,i1
=
q−s(s−1)/2
[s]!
∑
σ∈Ss
(−q)ℓ(σ)δi1,σ(m1) . . . δis,σ(ms).
Therefore
zij =
q−s(s+1)/2
[s− 1]!c
∑
i2,...,is
(−q)ℓ(i,i2,...,is)+ℓ(j,i2...,is)x{i,i2,...,is}y{j,i2,...,is}
where x{i,i2,...,is} and y{j,i2,...,is} are zero if two indices coincide and ℓ(i, i2, . . . , is)
denotes the length of the permutation which transforms i, i2, . . . , is into an increas-
ing sequence. As noted in the last section there is a ∗-algebra homomorphism
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iC : Oq(Vr)C → Oq(SU(N)) which satisfies
iC
(
(−q)ℓ(i1,i2,...,is)x{i1,i2,...,is}
)
=
∑
σ∈Ss
(−q)ℓ(σ)u
σ(r+1)
i1
. . . u
σ(N)
is
iC
(
(−q)ℓ(j1,j2,...,js)y{j1,j2,...,js}
)
=
∑
σ∈Ss
(−q)ℓ(σ)S(ujsσ(N)) . . . S(u
j1
σ(r+1))
where i1, . . . , is and j1, . . . , js are not necessarily ordered. This implies
iC(zij) =
N∑
k=r+1
q2k−2N−1uki S(u
j
k).(2.17)
Note that
x
y
s
=
c
qs(s−1)/2[s]!
.(2.18)
The generators zij will be called the little generators of Oq(Gr(r,N)) while the
generators zIJ will be called the big generators. Given a Uq(slN )-module algebra
O and any two morphisms z1, z2 ∈ Hom(V (ω1)⊗V (ωN−1),O) define their product
z1 • z2 ∈ Hom(V (ω1)⊗ V (ωN−1),O) by
(z1 • z2)ik =
∑
n
(z1)ia(z2)bkR`
ab
nn = q
2N+1
∑
j
q−2j(z1)ij(z2)jk.
Here as above (z1)ik resp. (z1 • z2)ik denotes the image of ei ⊗ e
∗
k. Graphically
z1 • z2 is represented by
z
1
z
2
Instead of (z1 • z2)ik we will also write
∑
j(z1)ij • (z2)jk or just (z1)ij • (z2)jk which
indicates that • is a q-deformed matrix multiplication.
Proposition 2.2. In Oq(Gr(r,N)) the following relations hold
1.
∑
i zii = q
−s[s],
∑
j zij • zjk = zik,
2. q2b−2jzijzkaRˆ
kb
jl Rˆ
il
cd = q
2l−2izcizjkRˆ
jl
idRˆ
ab
kl , (ReflectionEquation)
3. zIJ = (−1)
s(s−1)/2qs
2
([s]!)−1
z z z z
!
r
J
!
s
I
......... 



 ~~~~~~~~~~~~rrr
rrr
rrr
rrr
rrr
r 
%%%%%
%%
???
AAAAAAA
KKK
LLLLLL
LLLL
  
     
z }| {
s
.
Proof. Recall the following relations
Rˆuu = uuRˆ
R`uuc = ucuR`(2.19)
Rˇucuc = ucucRˇ
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which follow from the properties (1.2), (1.3) of the universal r-form. By Corollary
2.3 it suffices to verify the above relations for the elements iC(zij) ∈ Oq(SL(N)).
Property 1. is immediately checked. To verify the reflection equation note first that
Jkl =
{
q2k−2N−1 if k = l > r,
0 else
is a solution of the reflection equation
JijJkaR`
jk
lb Rˆ
il
cd = JciJjkR`
ij
dlRˇ
lk
ba.(2.20)
Then the relations (2.19) imply that zij = u
m
i S(u
j
n)Jmn is also a solution of (2.20)
concluding the proof of 2.
The last property will be verified by explicit calculation using the graphical
calculus in Appendix A.
By the above propositionOq(Gr(r,N)) can be considered as a q-deformed version
of the coordinate algebra of the affine variety of projectors onto s-dimensional
subspaces of CN .
2.5. Inclusion of quantum Grassmann manifolds. Consider the surjective
map of Hopf algebras
Oq(SU(N))→ Oq(SU(N − 1))
uij 7→
{
ǫ(uij) if i = 1 or j = 1,
ui−1j−1 else.
As the little generators zij ∈ Oq(Gr(r,N)) ⊂ Oq(SU(N)), i, j ≥ 2 map onto the
little generators zi−1,j−1 ∈ Oq(Gr(r−1, N−1)) ⊂ Oq(SU(N−1)) one obtains a
surjection
i∗r : Oq(Gr(r,N))→ Oq(Gr(r−1, N−1)).
Classically this surjection corresponds to the inclusion
Gr(r−1, N−1)→ Gr(r,N).
Proposition 2.3. Let I ⊂ Oq(Gr(r,N)), r ≥ 1 denote the ideal generated by the
set
{z1k, zl1| k, l = 1, . . . , N}.
Then ker(i∗r) = I.
Proof. Let L ⊂ Oq(Gr(r,N)) denote the ideal generated by
{zIJ | 1 ∈ I or 1 ∈ J}.
It follows from Proposition 2.2.3 and (2.17) that L ⊂ I ⊂ ker(i∗r). Therefore it
suffices to show that the induced surjection
Oq(Gr(r,N))/L → Oq(Gr(r−1, N−1))
is also injective.
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For any multi-index K = (k1 < · · · < ks), ki ∈ {2, . . . , N} let K
′ denote the
multi-index (k1−1, . . . , ks−1). Note that
R`KLIJ = R`
K′L′
I′J′(2.21)
RˆKLIJ = Rˆ
K′L′
I′J′(2.22)
if non of the occurring multi-indices I, J,K, L contains 1.
Recall that (2.12)-(2.15) form a complete set of relations for Oq(Gr(r,N)). Let
z˜IJ ∈ Oq(Gr(r,N)) denote the canonical preimage of zIJ ∈ Oq(Gr(r−1, N−1))
obtained by raising all components of the multi-indices I and J by one. It remains to
verify that modulo L the elements z˜IJ ∈ Oq(Gr(r,N)) satisfy the defining relations
(2.12)-(2.15) of Oq(Gr(r−1, N−1)) . This clearly holds for (2.12). As to (2.13)
note that (1 ∈ I or 1 ∈ J) and R`KLIJ 6= 0 imply (1 ∈ K or 1 ∈ L). Thus modulo
L summation has only to be taken over all J 6∋ 1. Now (2.21) implies that the
preimages z˜IJ satisfy the defining relation (2.13) of Oq(Gr(r−1, N−1)) modulo L.
The desired property concerning (2.14) follows from (2.21), (2.22) and the fact that
P can be replaced by Rˆ−qs, similarly for (2.15).
3. Construction of Differential Calculus
3.1. Covariant Differential Calculus. Let X denote a C-algebra. A first order
differential calculus (FODC) over X is a X -bimodule Γ together with a C-linear
map
d : X → Γ
such that Γ = LinC{a db c | a, b, c ∈ X} and d satisfies the Leibniz rule
d(ab) = a db+ da b.
Let in addition A denote a Hopf algebra and ∆X : X → X ⊗A a right A-comodule
algebra structure on X . If Γ possesses the structure of a right A-comodule
∆Γ : Γ→ Γ⊗A
such that
∆Γ(adb c) = (∆Xa)((d ⊗ Id)∆X b)(∆X c)
then Γ is called covariant. A FODC Γ over a ∗-algebra X is called a ∗-calculus if
there exists an involution ∗Γ : Γ → Γ such that ∗Γ(adb c) = c
∗d(b∗)a∗. For further
details of first order differential calculi consult [KS97].
3.2. Localization and Complexification. Let Γ denote an X -bimodule and let
1 ∈ S ⊂ X denote an Ore-subset as in section 2.1. Then
Γ(S) = X (S)⊗X Γ⊗X X (S)
is called the localization of Γ with respect to S. By the Leibniz rule the local-
ization of a covariant FODC d: X → Γ allows a uniquely determined differential
dS : X (S) → Γ(S) such that dS |X = iS ◦ d where iS denotes the canonical map
iS : Γ→ Γ(S).
To define the complexification of a FODC assume as in section 2.1 that q ∈ R
and consider the compact real form of some quantum group Oq(G). The complex
conjugate vector space Γ of Γ endowed with the opposite X -bimodule structure
a · γ := γa, γ · b := bγ, γ ∈ Γ, a, b ∈ X obtains the structure of a covariant FODC
by d = d and ∆Γ : γ 7→ γ(0) ⊗ γ
∗
(1). Assume again X to be generated by elements
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of an irreducible type 1 representation V and homogeneous relations. Consider the
X λ
C
-bimodules
ΓX := (X ⊗ X )⊗X Γ⊗X (X ⊗ X )
ΓX := (X ⊗ X )⊗X Γ⊗X (X ⊗ X )
and define Γλ := ΓX
⊕
ΓX
/
∼ , where ∼ denotes the equivalence relation
y ⊗ dx+ dy ⊗ x ∼ λdeg(y) deg(x)
(
x(0) ⊗ dy(0) + dx(0) ⊗ y(0)
)
r(y(1), x(1))(3.1)
obtained by differentiation of (2.1) using the Leibniz rule. Assume that Γ is a graded
X -bimodule and deg(dx) = deg(x) = 1 for x ∈ V . For x ∈ V ⊂ X , y ∈ V ⊂ X
impose the additional relation
y ⊗ dx = λdx(0) ⊗ y(0)r(y(1), x(1)).(3.2)
Lemma 3.1. Let Γλ
C
denote the quotient of Γλ by (3.2), then
ΓλC
∼= (X ⊗ Γ)⊕ (X ⊗ Γ).
Proof. By (3.1) the vector space Γλ
C
is equal to the quotient of ΓX ⊕ ΓX by (3.2)
and
dy ⊗ x = λx(0) ⊗ dy(0)r(y(1), x(1)).(3.3)
Thus the claim follows from
ΓX /(3.2) ∼= X ⊗ Γ, ΓX /(3.3) ∼= X ⊗ Γ.
The covariant FODC Γλ
C
will be called the complexification of Γ. If λ ∈ R then Γλ
C
is a ∗-calculus and (ΓX )∗ = ΓX .
3.3. Differential calculus over Oq(Vr). As a guiding principle in the construc-
tion of FODC over q-spaces one demands that dimensions should coincide with
dimensions in the classical situation. Recall that the classical Ka¨hler differential
1-forms over the homogeneous coordinate ring O(Vr) are given by
Ω1 =
(
O(Vr)⊗ V (ωs)
)/
R
where R denotes the O(Vr)-submodule generated by the irreducible components
V (λ) ⊂ Sym2(V (ωs)), λ 6= 2ωs. As the defining relations of O(Vr) and Ω
1 are
homogeneous Ω1 is a graded O(Vr)-module. An element is homogeneous of degree
k if it can be written as
∑
j pj ⊗ dx
j where pj are homogeneous polynomials of
degree k−1 in the generators xj of O(Vr). Denote the elements of degree k by Ω
1
k.
Lemma 3.2. The homogeneous components of the Ka¨hler differential 1-forms over
O(Vr) are given by
Ω11
∼= V (ωs)(3.4)
Ω12
∼= V (2ωs)⊕
t⊕
k=0
V (ωs−(2k+1) + ωs+(2k+1))(3.5)
Ω1k>2
∼= V (kωs)⊕ V (ωs−1 + (k − 2)ωs + ωs+1)(3.6)
where t = min(
[
s−1
2
]
,
[
r−1
2
]
) in (3.5).
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Proof. By construction the U(slN )-module structure of Ω
1
1 and Ω
1
2 is given by (3.4)
and (3.5). Indeed
Sym2(V (ωs)) =
min([ s2 ],[
r
2 ])⊕
k=0
V (ωs−2k + ωs+2k).
The irreducible components isomorphic to V (kωs) and V (ωs−1+(k− 2)ωs+ωs+1)
in V ((k−1)ωs)⊗ V (ωs) ⊂ Oq(Vr)⊗ V (ωs) are nonzero in Ω
1
k>2 because they don’t
occur in V ((k−2)ωs)⊗ Sym
2(V (ωs)).
Thus it remains to check, that the other components in V ((k−1)ωs)⊗V (ωs) can
be written in terms of the relations. This is achieved by direct computation.
The aim of this subsection is to construct a graded covariant first order differ-
ential calculus Γ over Oq(Vr) with the following properties.
1. As a left Oq(Vr)-module Γ is generated by the differentials of the generators
of Oq(Vr).
2. The FODC Γ has the same Uq(slN )-module structure as its classical counter-
part Ω1.
In the case r = N/2 to obtain uniqueness we demand instead the stronger conditions
1a. LinC{u dv|u, v ∈ V (ωs) ⊂ Oq(Vr)} = LinC{dv u|u, v ∈ V (ωs) ⊂ Oq(Vr)}.
2a. Every homogeneous component of Γ has the same Uq(slN )-module structure
as its classical counterpart Ω1.
Conditions 1., 2. and 2a. imply that one has to define Γk ⊂ Oq(Vr)⊗ V (ωs) by the
right hand side of the expression for Ω1k in Lemma 3.2. It remains to show that
Γ = ⊕kΓk can be endowed with a right Oq(Vr)-module structure and a differential
d: Oq(Vr)→ Γ such that it obtains the structure of a covariant FODC and without
factoring by a nontrivial submodule.
To define the right module structure of Γ note that the Leibniz rule, the covari-
ance, condition 1a. and the defining relations of Oq(Vr) imply that for any λ 6= 2ωs
and any
∑
xi ⊗ yi ∈ V (λ) ⊂ V (ωs)⊗ V (ωs)∑
i
dxiyi = −
∑
i
xidyi.(3.7)
Thus the right module structure of Γ is uniquely determined by a complex param-
eter cΓ such that
dt1t1 = cΓt1dt1(3.8)
for any highest weight vector t1 of V (ωs). From the structure of Uq(slN ) one obtains
that t1 ⊗ t2 − qt2 ⊗ t1 is a highest weight vector of V (ωs−1 + ωs+1) if t2 = Es(t1).
On the other hand applying Es twice to (3.8) yields
q−1dt2t1 + dt1t2 = cΓ(q
−1t2dt1 + t1dt2)
dt2t2 = cΓt2dt2.
Rewrite these equations as
dtjtj = cΓtjdtj for j = 1, 2(3.9)
dt2t1 =
cΓ + 1
q−1 + q
t1dt2 +
cΓq
−1 − q
q−1 + q
t2dt1(3.10)
dt1t2 =
cΓq − q
−1
q−1 + q
t1dt2 +
cΓ + 1
q−1 + q
t2dt1.(3.11)
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Using (3.9)–(3.11) to calculate dt1(t1t2 − qt2t1) one obtains
0 = (cΓq − q
−1)(cΓq
−1 − q)[t21dt2 − qt1t2dt1].
As by assumption the expression in the square brackets does not vanish, this implies
cΓ = q
±2. Thus it is proved that there exist at most two covariant FODC satisfying
the conditions 1. and 2. above. It follows from the covariance and the choice of c
that the right module structure of Γ given by (3.7) and (3.8) is indeed well defined.
The main result is summarized in the following theorem.
Theorem 3.3. Let r ∈ {1, . . . , N−1}. Then there exist exactly two covariant
FODC over Oq(Vr) satisfying conditions 1. and 2. (resp. 1a. and 2a. in the case
r = N/2) above.
The above theorem generalizes the classification result of [PW89] for covariant
FODC on quantum vector spaces to all homogeneous coordinate rings of quan-
tum Grassmann manifolds. Pusz’ and Woronowicz’ differential calculus on the
q-deformed vector space is obtained by application of the above construction to
Oq(VN−1). In the case N = 2, r = 1 there exist two families of FODC labelled
by a complex parameter satisfying conditions 1. and 2. [PW89]. Thus to obtain
uniqueness in this case additional requirements like 1a. and 2a. are indeed necessary.
An interesting feature of the above differential calculi over Oq(Vr) is that the
commutation relations between generators and their differentials are in general no
longer given by multiplication by the universal R-matrix. Indeed, the commutation
relations are given by a covariant map A : V (ωs)
⊗2 → V (ωs)
⊗2 with eigenvalue −1
on V (ωs)
⊗2 \ Sym2V (ωs).
This apparent deficit can be dealt with considering the Oq(Vr)-torsion in Γ.
Lemma 3.4. Let Γtor denote the Oq(Vr)-torsion submodule of Γ. Then Γtor is
concentrated in degree k = 2 and
Γtor =
⊕
λ
V (λ)(3.12)
where summation is taken over all λ = ωs−m + ωs+m with 1 < m ≤ min(s, r) odd.
Proof. Indeed, it follows from (3.6) and the covariance of the multiplication that
the elements of Γtor defined by (3.12) are annihilated by any x ∈ V (ωs) ⊂ Oq(Vr).
Assume on the other hand that x ∈ Oq(Vr), γ ∈ Γ such that xγ = 0. Without
loss of generality assume x and γ to be homogeneous, i.e.
x ∈ V (kωs) ⊂ Oq(Vr)
γ = γ1+γ2 ∈ V (lωs)⊕ V (ωs−1 + (l−2)ωs + ωs+1) ⊂ Γ.
If x and γ are linear combinations of weight vectors the summands of maximal
weight with respect to the lexicographic order of the weights are also torsion. Thus
we can even assume x and γ to be weight vectors. Choose bases (xi)i∈Ix of V (kωs)
and (γ1i )i∈I1 of V (lωs) and (γ
2
i )i∈I2 of V (ωs−1+(l−2)ωs+ωs+1) consisting of weight
vectors such that x = xix , γ
1 = γ1i1 and γ
2 = γ2i2 for some ix ∈ Ix, i1 ∈ I1 and
i2 ∈ I2. Denote by (D
x)ij , (D
1)ij , (D
2)ij ∈ Oq(SL(N)) the corresponding matrix
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coefficients, i.e.
∆xj = xi ⊗ (D
x)ij
∆γ1j = γ
1
i ⊗ (D
1)ij
∆γ2j = γ
2
i ⊗ (D
2)ij .
Now xγ = 0 implies
0 = ∆(xγ) = xiγ
1
j ⊗ (D
x)iix(D
1)ji1 + xiγ
2
m ⊗ (D
x)iix(D
2)mi2 .(3.13)
As Oq(SL(N)) is an integral domain and the weight (k + l)ωs only appears in the
product of matrix coefficients of the first summand γ1 6= 0 implies xmaxγ
1
max = 0
for the highest weight vectors xmax ∈ V (kωs) ⊂ Oq(Vr) and γ
1
max ∈ V (lωs) ⊂ Γ.
As xmaxγ
1
max is a highest weight vector of V ((k+l)ωs) ⊂ Γ this is a contra-
diction. Thus γ1 = 0, γ2 6= 0 and (3.13) would imply xmaxγ
2
max = 0 where
γ2max ∈ V (ωs−1 + (l−2)ωs + ωs+1) ⊂ Γ denotes a highest weight vector. This
again leads to a contradiction. Hence γ = 0.
In the construction of a covariant differential calculus on q-deformed Grassmann
manifolds in subsection 3.4 a localization with respect to an invariant element
c ∈ V (ωs) ⊗ V (ωs)
∗ of the complexification of Oq(Vr) will be considered. In this
localization all Γtor vanishes. Therefore it makes sense to divide by Γtor and con-
sider
Γred := Γ/Γtor =
⊕
k
Γk
where now Γk denotes the homogeneous torsion free component of degree k, i.e.
Γ1 ∼= V (ωs), Γk≥2 ∼= V (kωs)⊕ V (ωs−1 + (k − 2)ωs + ωs+1).
Note that in the case of quantum vector spaces there is no torsion and therefore
Γred = Γ is still the calculus of [PW89].
Consider the complexification Γred
C
of the calculus Γred determined by the con-
stant cΓ = q
2. By Lemma 2.1 and the general construction a complete set of
relations of Γred
C
is given by
xIxJ = q
−sxKxLRˆ
KL
IJ(3.14)
dxIxJ = q
2−sxKdxLRˆ
KL
IJ(3.15)
yIyJ = q
syKyL(Rˇ
−)KLIJ(3.16)
dyIyJ = q
s−2yKdyL(Rˇ
−1)KLIJ(3.17)
yIxJ = q
sxKyL(R´
−)KLIJ(3.18)
dxIyJ = q
−syKdxLR`
KL
IJ(3.19)
dyIxJ = q
sxKdyL(R´
−)KLIJ .(3.20)
To obtain the relations in the case cΓ = q
−2 replace (3.15) and (3.17) by
dxIxJ = q
s−2xKdxL(Rˆ
−1)KLIJ(3.21)
dyIyJ = q
2−syKdyLRˇ
KL
IJ .(3.22)
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3.4. Differential calculus over Oq(Gr(r,N)). Classical Ka¨hler differentials over
a commutative algebra A are given by Γ1(A) = I/I2 where I denotes the kernel of
the multiplication mA : A ⊗ A → A. Thus if A is a subalgebra of B the kernel of
the induced map Γ1(A)→ Γ1(B) is given by(
ker mA ∩ (ker mB)
2
)/
(ker mA)
2.
It can be shown that in the case A = O(Gr(r,N)) and B = O(Vr)C(c) this quotient
vanishes. Thus classically Ka¨hler differentials over O(Gr(r,N)) ⊂ O(Vr)C(c) coin-
cide with the O(Gr(r,N))-submodule of Γ1(O(Vr)C(c)) generated by dzIJ . This
observation and the construction of section 2.3 allow to introduce a q-deformed
version of classical Ka¨hler differentials over O(Gr(r,N)). To do so consider the
covariant FODC Γ+ over X = Oq(Vr) constructed in section 3.3 uniquely deter-
mined by cΓ = q
2. The complex conjugate FODC Γ+ for X is seen to belong to
cΓ+ = q
−2. The complexification Γ+
C
of Γ+ is a covariant FODC over XC. Localize
this FODC with respect to the invariant element c ∈ XC and denote the resulting
calculus by Γ+
C
(c). The canonical FODC over Oq(Gr(r,N)) is defined to be the
subcalculus of Γ+
C
(c) generated by Oq(Gr(r,N)) and is denoted by Γ
1
q(Gr(r,N)).
Note that Γ1q(Gr(r,N)) is a ∗-calculus as Γ
+
C
is a ∗-calculus. To perform calculations
in Γ1q(Gr(r,N)) it is useful to point out some further relations in the localization
Γ+
C
(c). Introduce partial differentiations
∂ := d⊗ Id : Oq(Vr)⊗Oq(Vr)→ Γ
+
C
(3.23)
∂ := Id⊗ d : Oq(Vr)⊗Oq(Vr)→ Γ
+
C
.(3.24)
Then in particular ∂c = dxIyI and ∂c = xIdyI . The following Lemma can be
proved by direct calculation using (3.14)–(3.22).
Lemma 3.5. In Γ+
C
(c) the following relations hold
∂c xI = q
2xI∂c ∂c xI = xI∂c
∂c yI = yI∂c ∂c yI = q
−2yI∂c
∂c cn = q2ncn∂c ∂c cn = q−2ncn∂c
∂c zIJ = zIJ∂c ∂c zIJ = zIJ∂c
dxI c = cdxI + (q
2 − 1)xI∂c dyI c = cdyI + (q
−2 − 1)yI∂c
dxI c
−1 = c−1dxI + (q
−2 − 1)c−2xI∂c dyI c
−1 = c−1dyI + (q
2 − 1)c−2yI∂c
∂zIJ = c
−1dxIyJ − zIJc
−1∂c ∂zIJ = c
−1xIdyJ − zIJc
−1∂c(3.25)
∂zIJ c
n = cn∂zIJ ∂zIJ c
n = cn∂zIJ
∂zIJ zKL = q
2zMN∂zOPT
MNOP
IJKL ∂zIJ zKL = q
−2zMN∂zOPT
MNOP
IJKL(3.26)
where T = R`23Rˆ12Rˇ
−
34R´
−
23.
Corollary 3.6. As a left Oq(Gr(r,N))-module Γ
1
q(Gr(r,N)) is generated by the
differentials dzIJ . More explicitly
dzIJzKL = (q
2 + q−2)zMNdzOPT
MNOP
IJKL − zMNzOPdzRST
OPRS
ABDLT
MNAB
IJKC C
CD
where CCD =
∑
J q
−sR`CDJJ .
DIFFERENTIAL CALCULUS ON QUANTUM GRASSMANNIANS I 19
Proof. All indices will be dropped in the calculations. Note first that by (3.26)
zdz = (q−2∂zz + q2∂zz)T−1 = (q2dzz − (q2 − q−2)∂zz)T−1
zzdz = (q−4∂zzz + q4∂zzz)T−11234T
−1
3456 = (q
4dzzz − (q4 − q−4)∂zzz)T−11234T
−1
3456
which implies by (2.13)
zdzT = q2dzz − (q2 − q−2)∂zz(3.27)
zzdzT3456T1234C45 = q
4dzz − (q4 − q−4)∂zz.(3.28)
Taking differences yields the desired relation.
Note that (3.27) implies ∂z ∈ Γ1q(Gr(r,N)) and thus also ∂z ∈ Γ
1
q(Gr(r,N)).
Therefore Γ1q(Gr(r,N)) can be written as a direct sum
Γ1q(Gr(r,N)) = Γ+ ⊕ Γ−
where Γ+ (resp. Γ−) denotes the Oq(Gr(r,N))-subbimodule generated by the set
{∂zIJ | I, J} (resp. {∂zIJ | I, J}). The differential ∂ (resp. ∂) endows Γ+ (resp. Γ−)
with the structure of a covariant FODC. Relation (3.26) implies that Γ+ (resp. Γ−)
is even generated by {∂zIJ | I, J} (resp. {∂zIJ | I, J}) as a left Oq(Gr(r,N))-module.
Writing (3.26) graphically
∂z z = q2
z
z
??
??
??
??
?






???
?
??
??
?
∂z z = q−2
z
z
??
??
??
??
?






???
?
??
??
?
(3.29)
one sees that as a left and as a right Oq(Gr(r,N))-module Γ+ (resp. Γ−) is even
generated by the differentials of the little generators {∂zij | i, j} (resp. {∂zij | i, j}).
Lemma 3.7. In terms of the little generators of Oq(Gr(r,N)) the following rela-
tions hold in Γ1q(Gr(r,N))
z • ∂z = 0 ∂z • z = ∂z(3.30)
z • ∂z = ∂z ∂z • z = 0.(3.31)
Proof. To verify (3.30) note that the second identity follows from the first one, the
projector property z•z = z and the Leibniz rule. The proof of z•∂z = 0 is performed
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graphically. If µ = qs(s−3)/2[s]![s] then by definition of the little generators
zij • ∂zjk = zij •

µc−1 x y
k
j
s 1
− c−1zjk∂c


=
µ2
c2
x
y
x
y
i
s 1
k
s 1 − c−1zik∂c
=
µ2
qsc2
x
y y
x





??
??
??
?
??




?
??????
?
??
?
s 1 s 1
i
k
− c−1zik∂c
=
µ2
qsc2
x
y y
x
i
s 1
k
s 1 − c−1zik∂c
The middle crossing can be resolved by means of Lemma A.2.
zij • ∂zjk =
µ2
[s]c2
x
y y
x
i
s 1
k
s 1 − c−1zik∂c
=
µ2qs
[s]c2
x
y
x
y
i
s 1
k
s 1 − c−1zik∂c
= 0.
The conjugate relations (3.31) follow from (3.30) by application of ∗ in the ∗-calculus
Γ+
C
(c).
Let A denote a Hopf algebra and B ⊂ A a right comodule subalgebra. Assume
that A is faithfully flat as B-module. Up to translation from right to left it was
shown in [Her] that there exists a one to one correspondence between A-covariant
FODC Γ over B and certain left ideals L ⊂ B+, where B+ = ker(ǫ|B). The dimen-
sion of a covariant FODC Γ over B is defined by
dim(Γ) = dimC(Γ/ΓB
+) = dimC(B
+/L).(3.32)
It has been proven in [MS99] that Oq(SU(N)) is a faithfully flat Oq(Gr(r,N))-
module.
Proposition 3.1. The differential calculi Γ+ and Γ− are nonisomorphic. Their
dimensions can be estimated by 0 < dim(Γ±) ≤ r(N−r).
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Proof. Note first that by construction of Γ1q(Gr(r,N)) the differentials ∂zIJ do not
vanish and therefore Γ+ 6= 0. Thus there exist i, j such that ∂zij 6= 0. Lemma 3.7
then implies that Γ+ and Γ− are not isomorphic.
To prove the second property note that for any differential calculus Γ with cor-
responding left ideal L the relation dim(Γ) = 0 implies L = B+. By the general
construction of differential calculi in terms of left ideals in [Her] this is equivalent
to Γ = 0.
The vector space Γ−/Γ−B
+ is generated by N2 elements ∂zij , i, j = 1, . . . , N .
Thus to verify the upper bound it suffices to show that ∂zij ∈ Γ−B
+ if j > r or
i ≤ r. This follows from Lemma 3.7 which implies for j > r
∂zij = q
2N−2j+1ǫ(zjj)∂zij − ∂zik • zkj = −∂zik • z
+
kj ∈ Γ−B
+.
For i ≤ r consider the relation ∂zij = zik •∂zkj . Proposition 2.2.3 implies zIJ ∈ B
+
if one of the multi-indices I or J contains an index ≤ r. Thus the explicit form of
the occurring R-matrices in (3.29) implies that zIJ∂zKL ∈ Γ−B
+ if I contains an
index ≤ r. As ∂zij = zik • ∂zkj for i ≤ r can be written as a linear combination of
such expressions zIJ∂zKL the proof for Γ− is completed.
The estimate concerning Γ+ is obtained similarly. Note first that ∂zij = ∂zik• zkj
implies ∂zij ∈ Γ+B
+ if j ≤ r. On the other hand applying (3.29) to zik • ∂zkj = 0
one obtains the relation
z
z

 ??
j
i
= 0
for any i, j. Assume i > r and apply ǫ to the right z factor. It follows from
the explicit form of the occurring R-matrices that one obtains only terms of the
following types:
• Multiples of ∂zkk , k < r
• Multiples of ∂zkj , r < k < i
• ∂zij with coefficient
q−1ε(zii) + (q
−1 − q)
∑
r<i′<i
ε(zi′i′) = q
2r−2N .
Thus by induction on i one gets ∂zij ∈ Γ+B
+ for all i > r.
For the construction of Γ1q(Gr(r,N)) one could have also started with the FODC
Γ− over X = Oq(Vr) which is uniquely determined by cΓ = q
−2. Indeed, consider
Γ−
C
and localize with respect to the invariant element c. Define complex and complex
conjugate differentiations ∂ and ∂ as in (3.23) and (3.24) with Γ+
C
replaced by Γ−
C
.
In analogy to Lemma 3.5 one obtains
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Lemma 3.8. In Γ−
C
(c) the following relations hold
∂c xI = xI∂c+ (q
−2 − 1)cdxI ∂c xI = xI∂c
∂c yI = yI∂c ∂c yI = yI∂c+ (q
2 − 1)cdyI
∂c cn = q−2ncn∂c ∂c cn = q2ncn∂c
∂c zIJ = zIJ∂c+ (q
−2 − 1)c∂zIJ ∂c zIJ = zIJ∂c+ (q
2 − 1)c∂zIJ
dxI c = q
−2cdxI dyI c = q
2cdyI
∂zIJ = q
2c−1dxIyJ − q
2zIJc
−1∂c ∂zIJ = q
−2c−1xIdyJ − q
−2zIJc
−1∂c(3.33)
∂zIJ c
n = q−2ncn∂zIJ ∂zIJ c
n = q2ncn∂zIJ
∂zIJ zKL = q
2zMN∂zOPT
MNOP
IJKL ∂zIJ zKL = q
−2zMN∂zOPT
MNOP
IJKL(3.34)
where T = R`23Rˆ12Rˇ
−
34R´
−
23.
Corollary 3.9. The Oq(Gr(r,N))-subbimodule of Γ
+
C
(c) generated by {∂zIJ | I, J}
(resp. {∂zIJ | I, J}, {dzIJ | I, J} ) is isomorphic to the subbimodule of Γ
−
C
(c) gen-
erated by {∂zIJ | I, J} (resp. {∂zIJ | I, J}, {dzIJ | I, J} ).
Proof. Note first that the Oq(Vr)C(c) subbimodules of Γ
+
C
(c) and Γ−
C
(c) gener-
ated by {∂xI | I} are isomorphic as left Oq(Vr)C(c)-modules. By (3.25) and (3.33)
there exists a left Oq(Vr)C(c)-module isomorphism of these submodules mapping
∂zIJ ∈ Γ
+
C
(c) to ∂zIJ ∈ Γ
−
C
(c). Thus the left Oq(Gr(r,N))-submodules of Γ
+
C
(c)
and Γ−
C
(c) generated by {∂zIJ | I, J} which by (3.26) and (3.34) coincide with the
Oq(Gr(r,N))-subbimodules generated by {∂zIJ | I, J} are isomorphic as left mod-
ules. But (3.26) and (3.34) also imply that the right module structures coincide.
The claims concerning ∂ and d are obtained analogously.
The above isomorphisms ofOq(Gr(r,N))-bimodules preserve the differentials. There-
fore a construction of Γ1q(Gr(r,N)) starting from Γ
− leads to the same differential
calculus.
In the case N = 2, r = 1 of Podles´’ quantum 2-sphere Oq0(S
2) = Oq(Gr(1, 2))
Proposition 3.1 implies that dim(Γ1q(Gr(1, 2))) = 2. It has been shown in [Her] that
there exists exactly one covariant first order ∗-calculus over Oq0(S
2) of dimension
2 and that this calculus coincides with the calculus of [Pod92].
4. Chern Classes
Let O(M) denote the coordinate algebra of an affine algebraic variety M . Alge-
braic vector bundles overM are in one to one correspondence to projective modules
over O(M). A projective module V can be uniquely determined by a projector
p ∈ Matk(O(M)), i.e. by a surjective map
p : O(M)k ։ V ⊂ O(M)k, p2 = p.
By the general theory [Kar87] to any such projector is associated the curvature
2-form
R = pdpdp ∈ Matk(Ω
2(M)).
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The differential forms ci ∈ Ω
2i(M) defined by
det(1 +R) = 1 + c1 + c2 + · · ·+ ck
are closed. The corresponding cohomology classes are the Chern classes of the
vector bundle. The differential forms c1, . . . , ck can be expressed in terms of the
closed forms
chl(V ) =
1
l!
tr(Rl).(4.1)
Consult the first chapter of [Kar87] for further details.
In the example of the Grassmann manifold Gr(r,N) resp. the homotope affine
algebraic variety with coordinate ring C[zij | i, j = 1, . . . , N ]
/
(z2 = z, tr(z) = N−r)
the matrix z with entries zij can be considered as a projector describing the tau-
tological bundle over Gr(r,N). The Chern classes of the tautological bundle over
Gr(r,N) generate the cohomology ring H∗(Gr(r,N)).
The aim of this section is to construct a q-deformed analogue of the differen-
tial forms chl(V (Gr(r,N))) associated with the module of sections V (Gr(r,N)) of
the tautological bundle. Consider the universal higher order differential calculus
Γ∗q(Gr(r,N)) over Oq(Gr(r,N)) with first order calculus Γ
1
q(Gr(r,N)). The matrix
z = (zij) ∈ MatN (Oq(Gr(r,N))) of little generators can be considered as a q-
deformed analogue of the projector which describes the tautological bundle. Define
q-deformed analogues of the differential forms (4.1) by
chq,l(Gr(r,N)) =
1
[l]!
tr(z • dz • dz • · · · • dz︸ ︷︷ ︸
2l
) =
1
[l]!
tr(R •R • · · · •R︸ ︷︷ ︸
l
)
Proposition 4.1. The differential forms chq,l are closed in Γ
∗
q(Gr(r,N)).
The main step of the proof is achieved by the following Lemma.
Lemma 4.1.
tr(z • ∂z • ∂z • · · · • ∂z • ∂z • ∂z) = 0
tr(∂z • ∂z • ∂z • · · · • ∂z • ∂z • z) = 0.
Proof. The proof is performed graphically. By the commutation relations (3.26)
resp. (3.29) one has
tr(z • ∂z • ∂z• · · · • ∂z • ∂z • ∂z) =
= q2
z
z
z
  
z
z
  
s 1s 1s 1s 1s 1
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= q2
z
z
z
  
z
z
  
???
??


s 1
s 1s 1s 1s 1
= q2tr(∂z • ∂z • · · · • ∂z • ∂z • ∂z • z)
= 0
where the last equation follows from (3.31). The second relation is verified analo-
gously.
Proof of Prop. 4.1. Note that in Γ∗q(Gr(r,N))
z • dz • dz = dz • dz − dz • z • dz = dz • dz • z(4.2)
and by Lemma 3.7
z • dz • dz • · · · • dz︸ ︷︷ ︸
2l+1
= z • ∂z • ∂z • · · · • ∂z(4.3)
dz • dz • · · · • dz︸ ︷︷ ︸
2l+1
•z = ∂z • ∂z • · · · • ∂z • z.(4.4)
Lemma 4.1 and the relations (4.2) - (4.4) imply
d(chq,l(Gr(r,N))) =
1
[l]!
tr(dz • · · · • dz︸ ︷︷ ︸
2l+1
)
=
1
[l]!

tr(z • dz • · · · • dz︸ ︷︷ ︸
2l+1
) + tr(dz • z • dz • · · · • dz︸ ︷︷ ︸
2l
)


=
1
[l]!

tr(z • dz • · · · • dz︸ ︷︷ ︸
2l+1
) + tr(dz • · · · • dz︸ ︷︷ ︸
2l+1
•z)


=
1
[l]!
(
tr(z • ∂z • ∂z • · · · • ∂z) + tr(∂z • ∂z • · · · • ∂z • z)
)
=0.
Corollary 4.2. The differential forms chq,l(Gr(r,N)) are central in Γ
∗(Gr(r,N)).
Proof. It follows from (3.29) that the differential forms chq,l(Gr(r,N)) commute
with the big generators zIJ . Differentiation implies the claim.
Appendix A. Graphical calculus
The finite dimensional type 1 representations of the Hopf algebra Uq(g) form a
ribbon category Uq(g)−Rep ([KS97], 8 Prop. 19, 21, resp. [Tur94] for the notion
of ribbon category). Thus there exists a functor FUq(g)−Rep from the category
of Uq(g)−Rep coloured ribbon graphs to Uq(g)Rep defined in [Tur94], Thm. 2.5,
which allows a graphical calculus for morphisms in Uq(g)−Rep. Restrict to the
case g = slN . On the second tensor power of the vector representation the braiding
of Uq(g)−Rep is given by multiplication by the R-Matrix pRˆ (1.5). To suppress
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the rational exponent p = q−1/N in this action a rescaled version of the graphical
calculus is considered.
More explicitly we restrict ourselves to tensor powers V1 ⊗ V2 ⊗ . . . ⊗ Vk where
Vi, i = 1, . . . k, denotes either the vector representation V or its dual V
∗. With
respect to the standard basis e1, . . . , eN of V (resp. e
∗
1, . . . , e
∗
N of V
∗) crossings of
lines correspond to multiplication with rescaled R-matrices as follows
V V
=ˆRˆ
V
V

=ˆR`
V

V
=ˆR´
V

V

=ˆRˇ
V V
=ˆRˆ−
V
V

=ˆR`−
V

V
=ˆR´−
V

V

=ˆRˇ−
and
V
V

denotes the canonical inclusion C→ V ⊗ V ∗.
Projections onto sub-representations will be denoted by boxes containing the
highest weight of the sub-representation. Thus
!
s
  
  
(A.1)
denotes the projection onto the alternating sub-representations V (ωs) ⊂ V
⊗s. If
a sub-representation occurs with some multiplicity the box denotes the projection
onto the whole isotypic component. Boxes labelled by
∑
i niωi will be considered
as projectors of V ⊗
∑
ini or (V ∗)⊗
∑
(N−i)ni . Thus in- and outgoing lines and lines
between boxes are often dropped. Lines labelled by s ∈ N represent s lines. With
respect to the standard basis of V (resp. V ∗) diagrams with ingoing lines labelled by
indices are identified with the image of the corresponding basis vectors. Similarly
for morphisms on V (ωs) (resp. V (ωs)
∗) and the standard basis (xI) (resp. (yI))
defined by (2.9) (resp. (2.10)).
Note that different from [Tur94] here diagrams are considered as morphisms from
the bottom to the top. This convention is motivated by the choice to consider right
comodule algebras, i.e. generators with lower indices.
Let O denote a Uq(slN )-module algebra with generators (x¯I). Assume that the
generators (x¯I) form the basis of a finite dimensional representation V of Uq(slN ).
Assume in addition that there is a given isomorphism between V and some sub-
representation of V ⊗n ⊗ (V ∗)⊗m for some m,n. Writing elements x¯ into upper
boxes with n ingoing lines labelled by V and m ingoing lines labelled by V ∗ we will
also consider the corresponding morphism as a map to the algebra O.
The following technical lemmata give a number of useful simplification results
for morphisms in Uq(slN )−Rep which finally lead to a proof of Proposition 2.2.3.
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Lemma A.1.

  
  

  
= q2nλ,µ

  
  

  
where nλ,µ = i−j if the Young tableau of V (λ) is obtained from the Young tableau
of V (µ) by adding a box in the (j, i)-position, or in terms of fundamental weights
λ = µ+ ωj − ωj−1.
Proof. Express µ =
∑
k µkωk, µk ∈ N0 in terms of the fundamental weights. By
[KS97], Prop. 8.22, the exponent nλ,µ is given by
2
|µ|
N
− (µ, µ+ 2ρ)− (ω1, ω1 + 2ρ) + (µ+ ωj − ωj−1, µ+ ωj − ωj−1 + 2ρ),
where |µ| =
∑
k kµk denotes the number of boxes of the Young diagram of V (µ).
This expression can be simplified using the relations
(ρ, ωi) =
1
2
i(N − i)
(ωi, ωj) =
1
N
i(N − j)
which hold for j ≥ i.
Lemma A.2. For k = 0, 1, . . . , s define morphisms by
φk :=
2!
s
!
s
!
s
!
s
!
s
s k
k
k
s k
and ϕk :=
2!
s
!
s
!
s
!
s
!
s
s k
k
k
s k
.
Then
φk =
qk(s−k+1)(
s
k
)
q
φ0 and ϕk =
q−k(s−k+1)(
s
k
)
q
ϕ0.
Proof. For k = 0, 1, . . . , s and m = 0, 1, . . . , k define morphisms by
λk :=
2!
s
!
s
!
s
!
s
!
s
s k
k
s k

1
k 1
and λkm :=
2!
s
!
s
!
s
!
s
!
s
??
??
???
???????



s k k m s k1
k 1
m
.
The relation Rˆ−1 = Rˆ − qˆ Id implies for m < k
λkm = λk,m+1 − qˆq
−2mφk−1
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and therefore
λk = λk0 = λkk − qˆ
(
k−1∑
m=0
q−2m
)
φk−1 = φk − qˆq
1−k[k]φk−1.(A.2)
On the other hand by Lemma A.1 one has
2!
s
!
s
!
s
!
s
!
s
s k
k
k
s k
= q2(s−k)
2!
s
!
s
!
s
!
s
!
s
??
??
??
? 



s k
k
1
s k
k 1
= q2(s−k)
2!
s
!
s
!
s
!
s
!
s
??
?
??





s k
k
1
s k
k 1
= q2(s−k+1)
2!
s
!
s
!
s
!
s
!
s
s k
k
s k

1
k 1
and therefore
φk = q
2(s−k+1)λk.(A.3)
The relations (A.2) and (A.3) imply
φk =
qˆq1−k[k]
1− q−2(s−k+1)
φk−1 =
q2(1−k)+s[k]
[s− k + 1]
φk−1 =
k∏
l=1
(
qs−2(l−1)[l]
[s− l + 1]
)
φ0
=
qk(s−k+1)(
s
k
)
q
φ0.
The claim concerning ϕk can be obtained from the result for φk as follows.
ϕk = q
−2k(s−k)
2!
s
!
s
!
s
!
s
!
s
??
??
?
?
s k
k
s k
k
= q−2k(s−k)
2!
s
!
s
!
s
!
s
!
s
??
??
?
?
s k
k
s k
k
= q−2k(s−k+1)
2!
s
!
s
!
s
!
s
!
s
s k
k
k
s k
=
q−k(s−k+1)(
s
k
)
q
φ0
where in the first and in the third equation [KS97], Prop. 8.22, is used again.
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Let As denote the antisymmetrizer, i.e. the projector onto V (ωs) ⊂ V
⊗s given
graphically by (A.1).
Lemma A.3.
As+1 =
1
[s+ 1]
(
qs(As)1,...,s − [s](As)1,...,sRˆs,s+1(As)1,...,s
)
(A.4)
=
1
[s+ 1]
(
qs(As)2,...,s+1 − [s](As)2,...,s+1Rˆ1,2(As)2,...,s+1
)
,(A.5)
where (As)1,...,s denotes the action of As on the first s tensor components of V
⊗s+1,
similarly (As)2,...,s+1, Rˆs,s+1 and Rˆ1,2.
Proof. If Ps+1 is defined by the right hand side of (A.4) then
Ps+1|V (ωs+1)⊂V ⊗(s+1) =
1
[s+ 1]
(qs + q−1[s]) = 1.
On the other hand it follows from Lemma A.2 for k = 1 that Ps+1 restricted to
V (ωs +ω1) ⊂ V (ωs)⊗V ⊂ V
⊗(s+1) does indeed vanish. This proves (A.4) and the
second expression is obtained similarly.
For k = 0, 1, . . . , s and l = 0, 1, . . . , s consider the morphisms defined by
Ψkl :=
!
s
+ !
t
!
s k
!
t+k
!
s l
!
t+l
!
s k
!
t+k
and Ψk :=
!
s
+ !
t
!
s k
!
t+k
s k t+k
.
The irreducible representation V (ωs+ωt) occurs in V (ωs−k)⊗V (ωt+k) with multi-
plicity one. Thus there exist coefficients ψkl ∈ C such that Ψkl = ψklΨk.
Lemma A.4. The coefficients ψkl satisfy the following relations:
1. ψkl = ψlk,
2. ψkl = ψkjψjl for all k > j > l,
3. ψkk = 1,
4. ψk+1,k =
[s−t−k][k+1]
[t+k+1][s−k] .
Proof. DefineW ⊂ V ⊗(s+t) to be the isotypical component of V (ωs+ωt) in V
⊗(s+t).
Define morphisms K = (As−k ⊗ At+k)|W and L = (As−l ⊗ At+l)|W . Then the
relation
ψlkψklK = ψlkKLK = KLKLK = ψ
2
klK
proves the first property. Relations 2. and 3. follow immediately from the defini-
tions. To verify 4. define coefficients ρk ∈ C, k = 0, 1, . . . , s by
!
s
+ !
t
!
s k
!
t+k
!
s k
!
t+k
s k 1
1
1
t+k 1
= ρkΨk.
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It follows from (A.4) with s replaced by s−k and from (A.5) with s replaced by
t+k that
ρk =
qs−k
[s−k]
−
[s−k+1]
[s−k]
ψk,k−1 =
qt+k
[t+k]
−
[t+k+1]
[t+k]
ψk,k+1.
This relation and the symmetry property ψk+1,k = ψk,k+1 imply the recursion
formula
ψk+1,k =
[t+k][s−k+1]
[t+k+1][s−k]
ψk,k−1 +
[s−t−2k]
[t+k+1][s−k]
.
Now property 4. follows by induction.
The above Lemma can be used to calculate all coefficients ψkl. In particular
ψ0l = ψl0 =
l−1∏
j=0
ψj+1,j =
l−1∏
j=0
[s−t−j][j+1]
[t+j+1][s−j]
=
(
s
t+l
)
q(
s
l
)
q
(
s
t
)
q
.(A.6)
Lemma A.5.
(s 1)!
s
!
s 1
!
s 1
!
s 1
  
!
s 1
!
s
!
s
!
s
  
!
s
!
s 1
!
s 1
!
s 1
  
!
s 1
= [s]s
s∏
j=0
(
s
j
)−2
q
(s 1)!
s
!
s 1
!
s 1
!
s 1
  
!
s 1
s 1 s 1 s 1 s 1
.
Proof. Note first that the irreducible representation V ((s−1)ωs) occurs in each of
the tensor powers V (ωs−1)
⊗s and V (ωs)
⊗s−1 with multiplicity one. Therefore there
exists a well defined coefficient λs such that the morphism on the left hand side
of the above equation is equal to λs times the morphism on the right hand side.
Lemma A.4 for l = 0 and k = s−t−1 can be applied successively to simplify the
diagram on the left hand side. This yields
λs =
s−1∏
t=0
ψ0,s−t−1 =
s−1∏
t=0
[s](
s
t+1
)
q
(
s
t
)
q
= [s]s
s∏
j=0
(
s
j
)−2
q
.
Lemma A.6. Set µs = q
s(s−1)(−1)s(s−1)(s−2)/6 then
!
s
  
!
s
!
s
!
s
!
s
  
!
s
!
s
!
s
s!
s
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''


   
xxxx
vvvvv
vvv
v
ttt
ppp
ppppp
pp
pp
ppp
p
qqq
s 1
1
s 2
2
s 3
3
s 1
  
= µs
s∏
j=0
(
s
j
)−1
q
!
s
  
!
s
!
s
!
s
s!
s
s s s s
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where V (ωs) is considered as a sub-representation of V
⊗s, and
!
r
  
!
r
!
r
!
r
!
r
  
!
r
!
r
!
r
s!
r
























<<<<<
<<<<<<<
???
FFFF
HHHHH
HHH
H
JJJ
NNN
NNNNN
NN
NN
NNN
N
MMM
s 1
1
s 2
2
s 3
3
s 1
  
= µ−1s
s∏
j=0
(
s
j
)−1
q
!
r
  
!
r
!
r
!
r
s!
r
s s s s
where V (ωr) is considered as a sub-representation of (V
∗)⊗s.
Proof. To prove the first relation note that Lemma A.2 implies
!
s
+ !
t
!
t
!
s
!
t
!
s
t
t
s t
=
qt(s−t+1)(
s
t
)
q
!
s
+ !
t
!
t
!
s
t
s
.
Applying this successively from the right to the left hand side of the first relation
yields the desired coefficient. The second relation is verified similarly dualizing
!
s
+ !
t
!
t
!
s
!
t
!
s
t
t
s t
=
q−t(s−t+1)(
s
t
)
q
!
s
+ !
t
!
t
!
s
t
s
.
Now the proof of the last property of Proposition 2.2 can be performed graphi-
cally. Abbreviate γ = (−q)−
s(s−1)
2 (q
s(s−3)
2 [s]![s])sc−s, then
z z z z
!
r
J
!
s
I
......... 



 ~~~~~~~~~~~~rrr
rrr
rrr
rrr
rrr
r 
%%%%%
%%
???
AAAAAAA
KKK
LLLLLL
LLLL
  
     
z }| {
s
= γ
x x x x   
y y y y
!
r
J
!
s
I
33
33
33
33
33
33
3
%%%
$$$$$$$






 



   








))
))
)
))
)
))
)777
88
888
9999
  
s 1
s 1
s 1
s 1
= γ
x x x x   
y y y y
!
r
J
(s  1)!
r
(s  1)!
s
!
s
I
 2
22
22
22
22
22
22 %%%%%%%%%%%% 




















$$$$$$$$$$$$





'
''
''
''
''
''
'44444444444444
     




 }}
}
|||
}}
}}
}}
}}sssssss
tt
ssss
ssss
333333333
444AA
A
BBB
AA
AA
AA
AAKKKKKKK
JJ
KKKK
KKKK
        
s 1
s 1
s 1
s 1 s 1
s 1
s 1
s 1
.
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By Lemma A.5 it is possible to insert s− 1 projectors onto V (ωs). This leads to
= γ[s]−s
s∏
j=1
(
s
j
)2
q
x    x x x
!
s
  
!
s
!
s
!
s
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''
''


   
xxxx
vvvvv
vvv
v
ttt
ppp
ppppp
pp
pp
ppp
p
qqq
s 1
1
s 2
2
s 3
3
s 1
  
(s 1)!
s
y
  
yyy
!
r
  
!
r
!
r
!
r
























<<<<<
<<<<<<<
???
FFFF
HHHHH
HHH
H
JJJ
NNN
NNNNN
NN
NN
NNN
N
MMM
s 1
1
s 2
2
s 3
3
s 1
  
(s 1)!
r
     
.
Now the left and the right half of the above diagram can be simplified using Lemma
A.6.
= γ[s]−s
x x x x   
y y y y
!
r
J
!
s
I
sssss
= (−1)
s(s−1)
2 q−s
2
[s]!zIJ
which proves the last property of Proposition 2.2.
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