Abstract-Gene regulatory network inference, i.e. determination of the regulatory interactions between a set of genes, provides mechanistic insights of central importance to research in systems biology. Most contemporary network inference methods rely on a sparsity/regularization coefficient, which we call ζ (zeta), to determine the degree of sparsity of the network estimates, i.e. the total number of links between the nodes. However, they offer little or no advice on how to select this sparsity coefficient, in particular for biological data with few samples. We show that an empty network is more accurate than estimates obtained for a poor choice of ζ. In order to avoid such poor choices, we propose a method for optimisation of ζ which maximizes the accuracy of the inferred network for any sparsity-dependent inference method and data set. Our procedure is based on leave one out cross optimisation and selection of the ζ value that minimizes the prediction error. We also illustrate the adverse effect of noise, few samples, and uninformative experiments on network inference and our method for optimisation of ζ. We demonstrate that our ζ optimisation method for two widely used inference algorithmsGlmnet and NIR-gives accurate and informative estimates of the network structure, given that the data is informative enough.
I. INTRODUCTION
Gene regulatory networks (GRNs) model the mechanistic interactions between genes, giving insight into how signals between genes are propagated through the genetic network and how genes could respond to exogenous and endogenous stimuli. Much work has been done on developing and evaluating algorithms for inference of regulatory networks from perturbations and responses in expression data [1] , [15] , [13] , [21] . The primary goal is to find the structure of the network, i.e. the interactions that exist within the set of nodes. Accurate prediction of the observed responses is in general not sufficient for accurate estimation of the network structure. Most contemporary inference methods rely on a sparsity/regularization coefficient, which we call ζ, to control the degree of sparsity of the network estimates, i.e. the number of links between the nodes. They however offer little or no advice on how to select this sparsity coefficient, even though it typically is crucial for accurate estimation of the structure. In particular, the low number of samples encountered in biological data sets is problematic and makes it unclear if classical model selection and cross validation strategies work. We therefore investigated if the optimal ζ value can be found based on the prediction error for data with a low number of samples and as a result propose a method for optimisation of ζ which maximizes the accuracy of the inferred network for a given inference method and data set. We apply our method to three in silico data sets with varying information content and demonstrate that our method works well when the data is informative enough.
By selecting the sparsity coefficient, one in general determines the trade off between accuracy of data prediction and model complexity. Classical model selection criteria, such as AIC, BIC, and cross validation, have long been studied and shown to under certain conditions perform a good trade off, in particular, when the number of samples is large and the model is used for data prediction [26] . These classical methods have in a few studies been used for selection of the regularization coefficient during the past decade, including applications to biological data [9] , [29] , [19] , [11] , [27] , [23] , [5] . The BIC is in [29] , [23] , [19] shown to be favorable over the other criteria tested in their study, while [27] found selection based on minimization of the prediction error in cross validation and bootstraping to be favorable over AIC and BIC. Cross validation is in [11] , [2] used for selection of the regularization coefficient in LASSO, but they instead chose the value corresponding to the sparsest model within one standard error from the minimum to decrease the number of false positives. Selection of the sparsity coefficient in network inference is only studied in [23] . In vivo data is in [2] used to infer the GRN of Halobacterium and they select ζ, but the "true" network is unknown and the performance can therefore not be properly evaluated. In silico data from the DREAM4 challenge is in [23] used for method evaluation, but they do not consider the signed topology that we are interested in. Networks with 100 genes were used to generate their data, simulating 100 multifactorial steady-state perturbation experiments. We consider a similar network inference case but use a small network and systematically vary data properties to gain insight on how to select ζ for three different inference algorithms. We focus on the relation between the prediction error and topological accuracy in network inference from data with few samples and do not therefore consider rules that make a specific trade off between predictive ability and model complexity, such as AIC and BIC.
The use of simulated data from gold standard networks for evaluation of network inference algorithms is today standard. Several in silico network and data generating software programs have therefore been created [14] , [25] , [22] . These tools use varying modeling approaches and biological mechanisms to simulate biological networks and network motifs. Data sets based on simpler directly generated linear ordinary differential equation (ODE) models have also been used in benchmarking [1] . For simplicity and control of network and data properties, we here use a linear ODE model for data generation.
II. PROBLEM DESCRIPTION
Throughout this paper we consider a system that can be approximated as a system of first order linear ODEs:
where the state vector x(t) = [x 1 (t), x 2 (t), . . . , x N (t)]
T represent actual mRNA expression changes relative to the initial state of the system. The vector
T is the desired or measured perturbation that differs from the applied one by the noise f (t) and
T is the measured response that differs from the expression changes by the noise e(t). The parameters a ij of the interaction matrix describes the influence of gene j on gene i. A positive value represents an activation, while a negative value represents an inhibition. The relative strength of the interaction is given by the value of the parameter. We make the common assumption that only steady state data is recorded and write the system in matrix notation as
Here Y is our steady state expression matrix after applying the perturbations P and A is the interaction matrix. This type of linear data model has previously been used when inferring gene regulatory networks in e.g. [12] , [20] , [18] , [24] , [17] . In this case the goal of network inference corresponds to inference of the structure of the interaction matrix A.
To obtain sparse network models a variety of methods that either directly or indirectly places a weight or constraint on the model complexity in terms of the number of non-zero parameters a ij have been developed in several fields [16] , [10] , [7] , [3] , [26] . The idea is to exclude less influential interactions while keeping the most influential ones in terms of ability to predict experimental observations by penalizing small non-zero parameters. To accomplish this, a method specific sparsity/regularization coefficient, which we here denotẽ ζ and later standardize such that ζ ∈ [0, 1], is used in most methods to set the weight or constraint on the number of links, like in the LASSO method [28] A reg (ζ) = arg min
which is one of the most well known ones. Several conditions for near ideal model selection have been established for certain methods, in particular given a suitable choice of ζ [4] , [10] , [30] , but how to in general chose ζ based on data sets with a low number of samples is still an open problem. We therefore here study how the selection of ζ affects the network estimate for data sets of the type common in Systems biology. The idea is to through numerical simulations and analysis investigate if an efficient method for selection of ζ that can be wrapped around implementations of existing inference methods could be developed. In order to be efficient the method must select a ζ value such that no network estimate that is structurally more similar to the "true" network exists for any other choice of ζ for the particular inference method. As a result we propose such a method.
III. METHODS

A. Pre-treatment of data
A model is only useful for prediction of experiments similar to the ones it was estimated from, so the validation set should only contain experiments that are linearly dependent on the experiments in the training set.
We therefore measure the degree of linear dependence between an experiment y k and the ones in the training set Y t =k as
and similarly for the perturbations. All directions of the system are sufficiently excited in the examples that we provide later on and we therefore use the smallest singular value σ N as our limit on η. The index set of the validation experiments is hence
The sparsity of the estimated network for a specific ζ value depends both on the data and the algorithm used. To simplify the comparison between different data sets and algorithms, we therefore standardize ζ, such that an empty network is obtained for ζ = 1 and a full network for ζ = 0. For Glmnet and LSCO the standardized ζ is equal to the actualζ divided by the smallestζ, such that the network estimateÂ reg = 0 for all different training data sets {Y t =k , P t =k }. For NIR the standardized ζ is (N −ζ)/N .
B. Leave one out cross optimisation
When few experiments exist, use of the whole data set to predict the network might be an attractive option but it would in general lead to over fitting of the parameters to noise. As the number of observations tend to be small, we employ a leave one out cross optimisation (LOOCO) scheme, where each experiment k that fulfills (5) in turn is left out and the remaining t = k experiments are used to estimate the model A. This model is then after re-estimation of the parameters used to predict the response in kth experiment.
Introduction of a term penalizing model complexity unfortunately also affects the estimate of most non-zero parameters, biasing them away from the value minimizing the prediction error. Though a number of approaches to reduce the bias have been constructed, see e.g. [9] , [8] , [19] , none of them removes it completely in all cases and many inference methods do not utilize these approaches. We therefore for all models reestimate the non-zero parameters using a constrained least squares (CLS) method solving the following optimization problem [18] , where the covariance is assumed to be identical in all experiments and their l 1 constraint is replaced by constraining the structure to be identical to that of the estimate given by the network inference method for the investigatedζ. It is based on the relation between weighted least squares and maximum likelihood estimators clear that the solution of this optimization problem is close to the maximum likelihood estimate under the structural constraints, given that the errors are normally distributed with the assumed covariance matrices and A init is sufficiently close to the final estimate. Consequently, the estimate is close to the the best linear unbiased estimate under the structural constraints, which is equal to the minimum variance unbiased estimate for normally distributed errors. This re-estimation therefore enables us to obtain unbiased estimates of the non-zero parameters that minimizes the prediction error. We solve this convex optimisation problem using CVX (cvxr.com/cvx) in Matlab (www.mathworks.com).
C. Selection of optimal ζ
The prediction error of all network estimatesÂ obtained by the LOOCO for a specific ζ is evaluated by the mean residual sum of squares (RSS)
Hereŷ k = −Â −1 p k is the predicted response and #V is the cardinality of the index set of the validation experiments determined in (5). We select the largest ζ value that minimizes the mean RSS ζ * max arg min
We later demonstrate that this selection gives efficient estimates for sufficiently informative data.
D. Performance evaluation
We asses the accuracy of the network estimates by comparing their structure to the "true" networkǍ used for generation of the in silico data. Both the existence and sign of each link is equally important for us, so for each estimatedÂ we measure the similarity of signed topology (SST)
The estimate corresponding to the ζ value at which the SST is maximized is most similar to the "true" network for the inference method, i.e. the efficient estimate.
E. Network inference algorithms
To demonstrate the proposed workflow we choose two commonly used network inference algorithms, Glmnet [11] and NIR [6] . Glmnet is a fast linear regression method that uses LASSO, ridge regression or a combination of them, but we only utilize LASSO. NIR is a linear regression method that uses a discrete regularisation parameter, k, representing the number of regulators per gene and does an exhaustive search of all k combinations. For comparison, we also use ordinary least squares with a cutoff (LSCO) to set all links that are weaker than the thresholdζ to zerô
F. Data sets
To be able to control and systematically vary the properties of the data, as well as evaluate the performance by comparing to the "true" network, we constructed a network with 10 nodes and 25 links ( Figure 5 and Table 1 ) and used it to generate in silico data. We want to simulate steady-state perturbation experiments of the type previously performed in vivo for inference of a ten gene network of the Snf1 signalling pathway in S. cerevisiae [20] and have therefore tuned the properties such that the network is biologically plausible. It is sparse, each gene has a negative self-loop representing mRNA degradation, the digraph forms one strong component, the degree of interampatteness is 145, it is stable, i.e. all eigenvalues are negative, and the time constants of the system are in the range 0.089 to 12 [24] . We used the network to generate data sets with different information content by varying the perturbations and noise that is added to the simulated response. We here present results for three data sets with 20, 15, and 10 experiments with SNR 35, 7, 1.5, respectively. The same white Gaussian noise realization obtained by randn in Matlab is after scaling of the variance added to the response in all three data sets. The perturbations were designed to counteract the intrinsic signal attenuation such that all directions of the system are excited and the singular values of the response matrices in all cases are in the range 0.77 to 1.2.
IV. RESULTS AND DISCUSSION
We have investigated the effect of the sparsity coefficient ζ on network inference using three different algorithms: Glmnet, NIR, and LSCO, as well as the performance of the proposed method to identify an optimal ζ value. The inference was done for 1000 ζ values covering the range from a full network to an empty one and we present the fraction of links (FOL), similarity of signed topology (SST), and residual sum of squares (RSS) of the estimated networks in Figure 1 -4. The three data sets differ only in terms of the information content. We therefore call the most informative data set with 20 experiments and SNR 35 the "informative data set", the one with 15 experiments and SNR 7 the "partly informative data set", and the one with 10 experiments and SNR 1.5 the "uninformative data set". Using Glmnet and LSCO it is possible to recover the "true" network for certain ζ values with different. The shaded green area marks the region in which the network estimates are more similar to the "true" network than an empty network. The lower boundary of this region is in other words defined by the SST of the empty network, and any network estimates with lower SST provide essentially no mechanistic understanding of the system. Previous works have typically used random networks with the correct number of links to define a lower boundary on when an inference method is useful, see e.g.
[23], but we use the empty network, since even random networks with both the correct number of links and fraction of positive and negative ones on average have a lower SST for sufficiently sparse networks, like ours (see supplemental). The shaded red area is bounded by the mean RSS for prediction of the responses in the validation set by the empty network A = 0 and the least squares estimate
The lower boundary is merely included for visual comparision to the least squares estimate, while any network estimate with a larger RSS than the upper bound essentially is useless for data prediction. By studying the green SST curve for the three methods in Figure 1 -3 it is obvious that an efficient network estimate only is obtained for a narrow range of ζ values. To get a network estimate with an SST within 5% of the best one for the informative data, ζ must be selected within a range of 0.0078 (Glmnet), 0.1 (NIR), and 0.013 (LSCO). This confirms previous reports stating that careful selection of ζ is essential to obtain a network estimate with a structure similar to that of the "true" network [23] .
By comparing the results obtained for the three data sets, the adverse effect of noise and few samples is seen. The SST of the best estimate decreases with decreasing information content for all three methods as expected (Figure 1-3) . Note that each gene will have the same indegree in the estimates given by NIR, while one gene has indegree 4, 3 genes indegree 3 and the remaining ones indegree 2 in our network (Figure 5 ), so NIR cannot for any ζ or data set give an estimate with SST one. This explains why the best NIR estimate for the informative data differs from the "true" network and why the SST of the best estimate is identical for the informative and partly informative data sets. For all three methods the RSS of the estimates increases with decreasing information content for most ζ values. The RSS is for all ζ value larger than the RSS of an empty network for the uninformative data set, illustrating that a ζ value giving efficient estimates for mechanistic inference cannot be found based on the RSS when the number of experiments or SNR is too low.
It is well known that regularization introduces a bias in the parameter estimates, and several methods intended to decrease it have been published [9] , [8] , [19] . The effect of this bias on the RSS is in our figures best seen by comparing the red RSS curve in Figure 1 A and Figure 4 A for the informative data set. The RSS curve generated after re-estimation of the non-zero parameters using constrained least squares (CLS) in Figure 1 A has its minimum near the optimal ζ, while the minimum in Figure 4 A is located at a smaller ζ value, corresponding to an estimate that has a lower SST than an empty network. In order to find the optimal ζ based on the minimum RSS, this bias must be removed. We have chosen to do such a re-estimation of the non-zero parameters, since many network inference methods with this bias exist and we want to find a method for selection of ζ that can be wrapped around any network inference method that depends on a sparsity coefficient. In [11] , [2] the previouly mentioned one standard deviation rule is used to in part compensate for the effect of bias.
Only linearly dependent experiments should be included in the validation data set to avoid predicting the outcome of experiments that the training data set lacks information about. Inclusion of such experiments in general increases the RSS for almost all ζ values and moves the minimum away from the efficient estimate. This is for the informative data set seen by comparing the RSS when all experiments are included in the validation data set used during LOOCO (Figure 4 B) and when only the experiments in V (5) are included (Figure 1 A) . The RSS of the former is at least three orders of magnitudes larger in the interesting ζ range.
By combining selection of linearly dependent experiments and unbiased re-estimation of parameters it is for sufficiently informative data based on the RSS of the validation data set possible to chose a ζ value close to the optimal one, at least for the three inference algorithms that we have investigated here (Figure 1-3) . The proposed ζ selection method hence optimizes the accuracy of the inferred network, with a tendency towards having more false positives than negatives when the "true" network cannot be found. This tendency is best seen for NIR. The "true" network has four links on one row, hence all NIR estimates for a ζ larger than 0.6 lack at least one true link, which increases the RSS and prevents us from finding the optimal ζ. Instead our method identifies the largest ζ value at which the estimate contains all links present in the "true" network and some false positives. 
V. CONCLUSION
Network estimates that are structurally close to the "true" network are only obtained within a narrow range of ζ values and estimates that are more different than the empty network are obtained for poor choices. The range of good estimates depends on both the algorithm and data set, which makes data based selection of ζ imperative. We demonstrate that the ζ value yielding highly accurate network estimates can be determined by minimization of the prediction error in a leave one out cross optimization scheme for data with only 1.5 to 2 times as many experiments as variables.
We also demonstrate the adverse effect of noise and too few samples, and how these problems can be detected based on the residual sum of squares becoming larger than for an empty network. Correct selection of ζ requires that non-informative data samples are excluded from the validation set, as well as re-estimation of biased parameters. We therefore include these two steps in the proposed method for ζ optimization. The proposed method can be wrapped around almost any regulatory network inference method and works well for sufficiently informative data, thus improving the workflow from data to network models that provide a better understanding of the biological mechanism.
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S.6. SUPPLEMENTARY MATERIAL
We here provide additional details, in particular, about the network used for data generation and simulated data. This information makes it possible to reproduce our figures. We also give additional comments on the results for interested readers.
A. In silico data sets and network properties
The gene regulatory network that we use to generate the in silico data is shown in Figure 5 and the strength of all interactions in Table 1 . The true networkǍ has 10 states, each representing the mRNA abundance of a gene. The states form a stable system with self-degradation of each mRNA. One path through all states exists, which means that it consists of one strong component.
We generated the responses in Matlab using (S2), with F = 0 and E being white Gaussian noise with the variance given in Table 2 . The perturbation matrices P and obtained response with noise Y are given in Table 5a -tab:noneinf-expr. Further properties of the data sets are shown in Table 2 .
B. Network inference and selection of ζ
The range of the actualζ values used in the three algorithms is given in Table 3 . The RSS, FOL, and SST for all three algorithms and data sets without re-estimation of the model parameters using CLS is shown in Figure 6 -8. The RSS, FOL, and SST is for Glmnet both with and without CLS when all experiments are included in the validation set shown in Figure 9 . By comparing the RSS in this figure to that for inclusion of linearly dependent experiments one sees the importance of selection of validation experiments. To make it possible to asses the benefits of using cross optimisation we also include Figure 10 and 11 where all experiments were used for training and then the mean RSS over all experiments calculated. The minimum RSS occurs in this case for full or almost full network and the parameters are over fitted to the noise in the data.
C. Similarity of signed topology of random networks
Previous works have typically used random networks with the correct number of links to define a lower boundary on when an inference method is useful, see e.g.
[23], but we use the empty network, since even random networks with both the correct number of links and fraction of positive and negative ones on average have a lower SST for sufficiently sparse networks, like ours. Based on Monte Carlo simulations in Matlab we found that the mean and median of SST is 0.6. And if we make all all diagonal elements negative in the random networks then it increases to 0.74, while it is 0.75 for an empty network.
D. Constrained least squares
To account for the fact that that our estimated network does not in all cases have a full rank and the equation to the minimisation problem presented for CLS can not be solved we added in these cases a small regularisation term of ℓ = 10 −15 to the correction term.
E. minimum RSS for informative data
It can be observed in the Figure 1 that the minimum RSS is slightly to the left of the optimal point. This can be explained by the fact that in the informative data (Figure 5b) validation set, node G is not perturbed. Therefore the algorithm can remove links in the "true" network with small effect on the prediction error. 1.2357e+00 1.2283e+00 1.3784e+00 
