In recent years, a very exciting and promising method for proving lower bounds for arithmetic circuits has been proposed. This method combines the method of depth reduction developed in the works of Agrawal and Vinay[1], Koiran [11] and Tavenas [16], and the use of the shifted partial derivative complexity measure developed in the works of Kayal [9] and Gupta et al [5] . These results inspired a flurry of other beautiful results and strong lower bounds for various classes of arithmetic circuits, in particular a recent work of Kayal et al [10] showing superpolynomial lower bounds for regular arithmetic formulas via an improved depth reduction for these formulas. It was left as an intriguing question if these methods could prove superpolynomial lower bounds for general (homogeneous) arithmetic formulas, and if so this would indeed be a breakthrough in arithmetic circuit complexity. In this paper we study the power and limitations of depth reduction and shifted partial derivatives for arithmetic formulas. We do it via studying the class of depth 4 homogeneous arithmetic circuits. We show: (1) the first superpolynomial lower bounds for the class of homogeneous depth 4 circuits with top fan-in o(log n). The core of our result is to show improved depth reduction for these circuits. This class of circuits has received much attention for the problem of polyno- * A full version of this paper is available on ECCC as mial identity testing. We give the first nontrivial lower bounds for these circuits for any top fan-in ≥ 2. (2) We show that improved depth reduction is not possible when the top fan-in is Ω(log n). In particular this shows that the depth reduction procedure of Koiran and Tavenas [11, 16] cannot be improved even for homogeneous formulas, thus strengthening the results of Fournier et al [3] who showed that depth reduction is tight for circuits, and answering some of the main open questions of [10, 3] . Our results in particular suggest that the method of improved depth reduction and shifted partial derivatives may not be powerful enough to prove superpolynomial lower bounds for (even homogeneous) arithmetic formulas.
INTRODUCTION
In a seminal paper in 1979, Valiant [18] laid out a neat theoretical framework for the study of resource bounded algebraic computation and defined the complexity classes VP and VNP as the algebraic analogs of P and NP respectively. Since then, the problem of understanding whether VNP is different from VP has been a problem of fundamental significance in Algebraic Complexity Theory. To show that VNP is different from VP, it would suffice to show that the Permanent polynomial, which is a complete problem for VNP [18] does not have polynomial sized arithmetic circuits. Unfortunately, not much progress has been made towards proving superpolynomial arithmetic circuit lower bounds for any explicit polynomial in spite of the intensive attention that the problem has received. In recent years much effort has been invested in proving lower bounds for restricted classes of arithmetic circuits. The hope is that understanding restricted classed might shed light on how to approach the much more general and seemingly harder problem. Small depth circuits are one such class which have been quite intensively studied from this perspective, and even for small depth circuits, we really only understand lower bounds for depth 2 circuits and some classes of depth 3 and depth 4 circuits [12, 14, 4, 5, 10] . Recently a very promising and exciting new framework for proving lower bounds for arithmetic circuits has emerged. The framework consists of two major components. Let C be the class of circuits one wants to prove lower bounds for. The first step is to show that any circuit in C can be efficiently depth reduced to a depth 4 circuit with bounded bottom fan-in (ΣΠΣΠ [t] circuit). This depth reduction procedure was introduced and developed in the works of Agrawal-Vinay [1] , Koiran [11] and Tavenas [16] , building upon the initial depth reduction procedure of Valiant et al [17] . The second step is to prove strong lower bounds for ΣΠΣΠ [t] circuits using the shifted partial derivative complexity measure, which was developed in the works of Kayal [9] and Gupta et al [5] . Recently this framework was used successfully to prove the first superpolynomial lower bounds for regular formulas [10] , and it seemed promising that such techniques could be used to prove lower bounds for more general classes such as general arithmetic formulas. In this paper, we successfully apply this framework to prove the first superpolynomial lower bounds for homogeneous depth 4 circuits with bounded top fan-in. We prove our results via an improved depth reduction 1 . We also show that if the bound on the top fan-in is relaxed (even by a small amount), then efficient depth reduction is not possible. In particular this suggests that the method of improved depth reduction + shifted partial derivatives seems to be not powerful enough to prove lower bounds for (even) homogeneous arithmetic formulas. This result strengthens the results in [10, 3] , and answers some of the main open questions posed in them. We now outline the major results and the sequence of events that build up to the results of this paper. In the discussion in the rest of this section, we will refer to the class of circuits of depth 4 (ΣΠΣΠ circuits) with bottom (product) fan-in bounded by t as ΣΠΣΠ [t] circuits.
Depth Reduction: In a surprising result in 2008, Agrawal and Vinay [1] showed that any homogeneous polynomial which can be computed by a polynomial sized circuit of arbitrary depth can also be computed by a subexponential sized homogeneous depth 4 ΣΠΣΠ circuit. In other words, in order to prove superpolynomial (or even exponential) lower bounds for general arithmetic circuits, it suffices to prove exponential (exp(Ω(n))) lower bounds for just depth 4 arithmetic circuits 2 ! In a follow up paper Koiran [11] improved the parameters of this depth reduction theorem and showed that in order to prove superpolynomial lower bounds for general arithmetic circuits, it suffices to prove a lower bound of the form exp(ω( √ n log 2 n)) for homogeneous ΣΠΣΠ [ √ n] (for polynomials of degree n). He also showed that to prove superpolynomial arithmetic formula lower bounds, it suffices to prove a slightly weaker lower bound of the form exp(ω( √ n log n)) for homogeneous ΣΠΣΠ [ √ n] circuits. Tavenas [16] further refined the parameters of Koiran's result and showed that for circuit lower bounds also, a lower bound of exp(ω( √ n log n)) would suffice. This sequence of works laid out an approach towards separating VNP from VP by just proving strong enough lower bounds for homogeneous circuits of depth 4. In a recent work along this line, Gupta, Kamath, Kayal and Saptharishi [6] prove that strong enough lower bounds for depth 3 circuits suffice to show superpolynomial lower bounds for circuits of arbitrary depth, although in this case, we lose the property of homogeneity that was true for the reduction to depth 4. This loss in homogeneity seems quite severe, at least with respect to proving lower bounds, and we know only weak lower bounds for non-homogeneous depth 3 circuits [14] . (For the rest of the paper, this depth reduction to non-homogeneous depth 3 circuits will not be relevant.) More precisely, the results of Tavenas [16] and Koiran [11] state the following. Theorem 1.1 ( [11, 16] ). Every polynomial size circuit of degree n in N variables can be transformed into an equivalent homogeneous ΣΠΣΠ [t] circuit with top fan-in 3 at most exp(O( n t log N )).
Depth 4 Lower Bounds and VNP vs VP: In light of the results of Agrawal-Vinay [1], Koiran [11] and Tavenas [16] , proving lower bounds for homogeneous depth 4 circuits seems like an extremely promising direction to pursue in order to separate VNP from VP. In a breakthrough result in this direction, Gupta, Kamath, Kayal and Saptharishi [5] proved that any homogeneous ΣΠΣΠ [ √ n] circuit computing the permanent must have size (and top fan-in) exp( √ n). This was strengthened in a more recent work of Kayal, Saha and Sapthar-ishi [10] , where it was shown that there is an explicit family of polynomials in VNP such that any homogeneous ΣΠΣΠ [ √ n] circuit computing it must have size (and top fan-in) at least exp(Ω( √ n log n)). More precisely, Theorem 1.2 ( [5, 10] ). For every n, there is an explicit family of polynomials in VNP in N = θ(n 2 ) variables and with degree θ(n) such that any homogeneous ΣΠΣΠ [t] circuit computing it must have top fan-in at least exp(Ω( n t log N )).
The depth reduction results combined with the lower bounds for homogeneous ΣΠΣΠ [t] circuits is indeed a remarkable collection of results. As it stands, in order to separate VP from VNP, any small asymptotic improvement in the exponent on either the lower bound front or on the depth reduction front would be sufficient! In fact for any class of circuits C for which we can improve the depth reduction parameters of Theorem 1.1, we would get superpolynomial lower bounds for that class using Theorem 1.2.
Unfortunately, it seems that in general, we cannot hope for a better depth reduction. In a recent work, Fournier, Limaye, Malod and Srinivasan [3] gave an example of an explicit polynomial in VP (of degree n and in N = n O(1) variables) such that any homogeneous ΣΠΣΠ [t] circuit computing it must have top fan-in at least exp(Ω( n t log N )). This immediately implies that the depth reduction parameters in the result of Tavenas [16] are tight for circuits. This observation, along with the fact that the hard polynomial used by Kayal et al [10] has a shifted partial derivative span only a polynomial factor away from the maximum possible value suggests that the technique of improving depth reduction and then using shifted partial derivatives may not be strong enough to separate VNP from VP 4 . In a recent result, Chillara and Mukhopadhyay [2] gave a clean unified way of way of lower bounding the shifted partial derivative complexities of the polynomials considered by [10, 3] .
Formula Lower Bounds: Even though improved depth reduction does not seem to be powerful enough to separate VNP from VP, it is conceivable that it could lead to superpolynomial lower bounds for other interesting classes, for instance homogeneous arithmetic formulas, or even general arithmetic formulas. This hope was further strengthened when Kayal et al [10] used these precise ideas to prove superpolynomial lower bounds for a restricted class of formulas which they called regular formulas. (Regular formulas are formulas which have al-ternating sum and product layers. Moreover, for every fixed layer, the fan-ins of the gates in that layer are the same and the formal degree of the formula is at most a constant times the formal degree of the polynomial being computed.) Kayal et al proved their result by showing that one can reduce any polynomial size regular formula to a ΣΠΣΠ [t] circuit (for a carefully chosen choice of t) of size asymptotically better in the exponent than the exp( n t log N ) bound (which as we just discussed is known to be tight for circuits). This improvement in depth reduction immediately leads to superpolynomial lower bounds for regular formulas by using Theorem 1.2. Removing the restriction on regularity and proving superpolynomial lower bounds for general formulas or even general homogeneous formulas would be a huge step forward -it would be by far the strongest and most natural class of arithmetic circuits for which we would be able to prove lower bounds, and it would represent a real breakthrough. The authors of the two papers [10, 3] left as a tantalizing open question whether formulas (or even homogeneous formulas) can have better depth reduction than circuits (such as is true for regular formulas). If true, this would imply superpolynomial lower bounds for (homogeneous) formulas. Indeed it seemed quite likely to be true since at the face of it, regularity of formulas of formulas did not seem like such a severe restriction at all (and indeed this was argued to be the case). Perhaps it could be also be true that every formula could be reduced to a regular formula with only a polynomial blow up in size. If so, the improved depth reduction for formulas (and hence the lower bounds) would follow from the improved depth reduction of regular formulas. Thus to summarize, the main challenge that remained was to understand the limits of the techniques of depth reduction and shifted partial derivatives. In particular, are there any other interesting classes of circuits for which improved depth reduction is possible? Is improved depth reduction possible for arithmetic formulas?
OUR RESULTS
In the sections below we formally state our results and elaborate on them in greater detail, as well as highlight some of the interesting corollaries of our proof techniques.
Lower bounds for ΣΠΣΠ(r) circuits, r = o(log n)
In the first part of the paper, we explore the limits of computation of depth 4 homogeneous circuits when the restriction for the bottom fan-in is removed. For the general model of (even homogeneous) ΣΠΣΠ circuits, only extremely weak lower bounds seem to be known. Even PIT(polynomial identity testing) for ΣΠΣΠ circuits is known only when the top fan-in is constant and the circuit is multilinear (in the multilinear case, the degree of the polynomials computed must anyway be bounded by the number of variables, and hence, multilinearity is a much bigger restriction than homogeneity 5 ). The problem of showing lower bounds for depth 4 circuits with bounded top fan-in is hence a problem that is simpler than derandomizing PIT for the same model (at least in the black box model), and it seems to be the first crucial step in that direction. Moreover, even when the top fan-in is 2, prior to this work there were no lower bounds known. Unlike the class of depth 3 circuits with bounded top fan-in which cannot even compute all polynomials irrespective of the size of the circuit, the class of ΣΠΣΠ(r) circuits is complete (even for r = 1). For more discussion on the completeness of this class, see the appendix of the full version of this paper. We consider homogeneous ΣΠΣΠ(r) circuits, which are depth 4 homogeneous circuits whose top fan-in is bounded by r. When r is a constant we prove exponential lower bounds 6 for the class of ΣΠΣΠ(r) circuits, and for any r = o(log n) we show superpolynomial lower bounds for ΣΠΣΠ(r) circuits 7 . In particular, we prove the following theorem:
Theorem 2.1. There exists an explicit family of polynomials in VNP, {N Wn}n, such that for each n, N Wn has degree θ(n), and number of variables θ(n 2 ) and such that the following holds: Let C be a homogeneous ΣΠΣΠ(r) circuit that computes N Wn. Let s be the size of C. Then s ≥ exp n Ω(1/r) log n .
Prior to this result, we are not aware of any such lower bounds for depth 4 circuits even when the top fan-in r equals 2.
Lower bounds for homogeneous ΣΠΣΠ * circuits: .
Another class of circuits we are able to prove a lower bound for is the class of depth 4 circuits where each product at the second layer (from the top) has the same degree sequence of incoming polynomials, and there is no restriction on the top fan-in. For any degree sequence D = D1, D2, . . . , D k of nonnegative integers such that Di = n, we study the class of homogeneous ΣΠ D ΣΠ circuits, which are homogeneous circuits where each Π gate at the second layer 5 In all the results of this paper, the restriction of homogeneity can be replaced by the restriction that all gates in the circuit compute polynomials of degree at most n. 6 In the rest of the paper, by exponential lower bound we will mean a lower bound of the form 2 n for some constant . 7 It is important to observe that the reduction of a polynomial sized homogeneous ΣΠΣΠ circuit with arbitrary bottom fan-in to a homogeneous ΣΠΣΠ circuit with bounded bottom fan-in as given by the results of [1, 11] can lead to circuits of size exp(Ω(n/t) log n) and so Theorem 1.2 does not imply any nontrivial lower bounds for it. is restricted to having its inputs be polynomials whose sequence of degrees is precisely D. We show that for every degree sequence D, any ΣΠ D ΣΠ circuit computing N Wn (an explicit family of polynomials in VNP) must have size at least exp (n ), for some fixed absolute constant independent of D. In particular, let the class of ΣΠΣΠ * circuits be the union of the classes of ΣΠ D ΣΠ for all D. Then our lower bounds hold for homogeneous ΣΠΣΠ * circuits as well.
Theorem 2.2. There exists an explicit family of polynomials in VNP, {N Wn}n, such that for each n, N Wn has degree θ(n), and number of variables θ(n 2 ) and such that the following holds: Let C be a homogeneous ΣΠΣΠ * circuit that computes N Wn. Let s be the size of C. Then
for some fixed absolute constant > 0.
Depth reduction is tight for ΣΠΣΠ(r)
circuits, r = Ω(log n)
The main question that was left open by both the works of [10] and [3] was to understand whether an improved depth reduction was possible for general (homogeneous) arithmetic formulas.
In particular, the following tantalizing questions naturally emerge and were left as open questions by the works of [10] and [3] .
• Can the depth reduction by Koiran and Tavenas [11, 16] be improved for formulas: In other words, can one show that for every polynomial of degree n and in N = n O(1) variables which has a polynomial sized (homogeneous) formula, it can be reduced to a ΣΠΣΠ [ √ n] circuit of size N o( √ n) ?
• Can every homogeneous arithmetic formula be converted to a regular formula with only a polynomial blow up in its size?
A positive answer to any of the above questions would suffice in proving superpolynomial lower bounds for general homogeneous arithmetic formulas. We settle both the questions and show that unfortunately neither is true. We settle these questions by constructing a an explicit family of polynomials {Qn}n, where Qn is a polynomial in θ(n 2 ) variables and is of degree θ(n), such that for each n, Qn can be computed by a polynomial sized homogeneous formula, but any ΣΠΣΠ [ √ n] circuit computing Qn must have top fan-in at least 2 Ω( √ n log N ) . Moreover Qn is computed by a polynomial size homogeneous ΣΠΣΠ(r) formula for r = θ(log n). More formally, we prove the following theorem.
Theorem 2.3. There exists an explicit family of polynomials {Qn}n and an absolute constant > 0 such that Qn is of degree θ(n), in N = θ(n 2 ) variables, and computed by a poly(n) size homogeneous ΣΠΣΠ(log n) circuit (in particular a homogeneous arithmetic formula); and for every t such that ω(log n) ≤ t ≤ n, any ΣΠΣΠ [t] circuit computing Qn must have top fan-in at least exp Ω( n t log N ) .
The above theorem follows by an interpolation argument applied to a hierarchy theorem for ΣΠΣΠ [t] circuits, which is the heart of our argument. The hierarchy theorem shows that by increasing the bound on the bottom fan-in of ΣΠΣΠ [t] circuits even slightly, we get a much richer class of arithmetic circuits. We believe this is an interesting result in its own right.
Theorem 2.4. There exists an absolute constant > 0 such that for every t with ω(log n) ≤ t ≤ n, there exists an explicit family of polynomials {Pt,n}n such that Pt,n is of degree n, has N = n 2 variables, and is computed by a poly(n) size homogeneous ΣΠΣΠ [t] circuit, and for every t s.t. t < t/20, any homogeneous ΣΠΣΠ [t ] circuit computing Pt,n must have top fan-in at least exp Ω( n t log N ) .
These results immediately imply that Koiran's and Tavenas' depth reduction [11, 16] is tight for formulas, for all but a small number of choices of the bottom fanin. In particular, it is tight for the case where the bottom fan-in is bounded by √ n. Interestingly enough, the polynomial size formulas computing Qn are of depth 4. In fact, they are a sum of O(log n) regular homogeneous formulas of depth 4. A corollary of our results is that any conversion of a general (homogeneous) formula to a regular formula must incur a quasipolynomial blow up in size. It was shown in [10] that any algebraic branching program can be converted to a regular formula with a quasipolynomial blow up in size. Since it is widely believed that formulas are much weaker than ABPs, it was conjectured that formulas, or homogeneous formulas might have a more efficient conversion (which would suffice in proving superpolynomial lower bounds for homogeneous formulas!). We show however that this is not true. Combining our results with the result of [10] , we obtain the following (tight) lower bound for converting homogeneous formulas to regular formulas.
Theorem 2.5. There exists an explicit family of polynomials {Qn}n and an absolute constant > 0 such that Qn is of degree θ(n), in N = θ(n 2 ) variables, and computed by a poly(n) size homogeneous ΣΠΣΠ(log n) circuit (in particular a homogeneous arithmetic formula); and any regular formula computing Qn must have size at least N Ω(log n) .
Organization of the paper: The rest of the paper is organized as follows. In Section 3, we introduce some preliminary notions about circuits and introduce notation which we will use in the rest of the paper. In Section 4 we provide an overview of the proof of the lower bound for homogeneous ΣΠΣΠ(r) circuits when r = o(log n). In Section 5, we show that depth reduction is tight for homogeneous arithmetic formulas by showing it is tight for homogeneous ΣΠΣΠ(Ω(log n)) circuits. We conclude with some discussion and open problems in Section 6.
PRELIMINARIES
Arithmetic Circuits: An arithmetic circuit over a field F and a set of variables x = {x1, x2, . . . , xn} is a directed acyclic graph such that every node in the graph is labelled by either a field element or a variable in x or one of the field operations +, ×. There could be one or more nodes with fan-out zero, called the output gates of the circuit. The nodes with fan-in zero indexed by the variables or field elements are called the leaf nodes. In this paper, unless otherwise mentioned, we will assume that there is unique output gate. We will refer to the length of the longest path from an output node to a leaf node as the depth of the circuit. A circuit is said to be homogeneous if the polynomial computed at every node in the circuit is a homogeneous polynomial. A circuit is said to be a formula if the underlying undirected graph is a tree. By a circuit of depth 4, we will refer to a circuit of the form ΣΠΣΠ, where the output gate is a + gate and all the nodes at a distance 2 from it are also labelled by +, and the remaining gates are labelled by ×. Observe that a depth 4 circuit can be converted into a depth 4 formula with only a polynomial blow up in size. We will therefore, use the term formula or circuit for a depth 4 circuit interchangeably in this paper. A homogeneous polynomial P (x) of degree d computed by a depth 4 circuit is of the form
Based upon this definition, we will now define the specific restrictions of depth 4 circuits that we study in this paper. Homogeneous ΣΠΣΠ(r) Circuits: The depth 4 ΣΠΣΠ circuit in Equation 1, is said to be a ΣΠΣΠ(r) circuit if the fan-in of the summation(top fan-in) is bounded by r. Observe that there is no restriction on the bottom fan-in except that implied by the restriction of homogeneity. For each i ∈ [r], the product Pi = d i j=1 Qij is said to be computed by the product gate i. Therefore, P = r i=1 Pi. Here for every i and j, Qij is an n variate homogeneous polynomial being computed by a ΣΠ circuit. The homogeneity restriction on C implies that for every product gate i,
With every product gate i ∈ [r], we can associate a multiset (Di, mi), where
and mi is a map from Di to N, which assigns to every element l in Di, the number of j ∈ [di] such that Qij has degree equal to l. For a homogeneous depth 4 circuit, computing a degree d polynomial, Equation 2 can be rewritten as
for each i in [r]. ΣΠΣΠ(r) circuits for which the multiset (Di, mi) is the same for every product gate i ∈ [r], are said to be ΣΠΣΠ * circuits.
Regular Formula: The notion of regular formulas was introduced in [10] , where superpolynomial lower bounds for this model were proved.
Definition 3.1. A formula computing a degree d polynomial in n variables is said to be regular, if it satisfies the following conditions:
1. It has alternating layers of sum and product gates.
All gates in a single layer have the same fan-in.
3. The formal degree of the formula is at most some constant multiple of the degree of the polynomial being computed.
Shifted Partial Derivatives: The complexity measure used in showing lower bounds in this paper is the dimension of the shifted partial derivatives introduced in [9] and used in [3] , [5] and [10] . For a field F, an n variate polynomial P ∈ F[x] and a positive integer k, we denote by ∂ =k P , the set of all partial derivatives of order equal to k of P . For a polynomial P and a monomial m, we denote by ∂mP the partial derivative of P with respect to m. Our proof uses the notion of shifted partial derivatives of a polynomial as defined below.
Definition 3.2 ([5]
). For an n variate polynomial P ∈ F[x] and integers k, ≥ 0, the space of shifted k th order partial derivatives of P is defined as
Nisan-Wigderson Polynomials: 8 We will now define the family of polynomials introduced in [10] . These polynomials were used to prove improved lower bounds for homogeneous ΣΠΣΠ [t] circuits. (In an earlier paper by Gupta et al [5] , a slightly weaker lower bound was shown for the permanent.) For a prime power n, let Fn be a field of size n. For the set of n 2 variables {xi,j : i, j ∈ [n]} and t ∈ [n], we define the degree n homogeneous polynomial N Wt,n as
Clearly, for every n and t, N Wt,n is in VNP. The Nisan-Wigderson polynomial family {N Wn}n is a family of polynomials in VNP such that N Wn is a polynomial of degree n + 1 in n 2 + n variables {xi,j : i, j ∈ [n]} ∪ {yi : i ∈ [n]} defined as follows
yi · N Wi,n For more on arithmetic circuits, we refer the interested reader to the survey by Shpilka and Yehudayoff [15] .
LOWER BOUNDS FOR
In this section, we provide an overview of the proof of Theorem 2.1. We refer the interested reader to the full version of this paper for the complete proof.
Proof Overview:.
Most lower bounds for arithmetic circuits proceed by identifying some kind of "progress measure", and show that for any given circuit in a circuit class, the measure is small if the size of the circuit is small, whereas for the polynomial one is trying to compute (for instance the permanent), the measure is large. In the results by Gupta et al. [5] and Kayal et al [10] , the progress measure used is the dimension of the shifted k th order partial derivative dim( ∂ =k P ≤ ), for a suitable choice of and k. It is shown that every small depth 4 circuit with bounded bottom fan-in has small dim( ∂ =k P ≤ ) compared to that of an explicit polynomial in VNP, the N Wn polynomial. Thus if a depth 4 circuit with bounded bottom fan-in must compute N Wn, then it must be large. More precisely it is shown that every product gate Qi = d j=1 Qij has dim( ∂ =k P ≤ ) much smaller than that of the permanent, provided the degrees of the Qij are small. This is the core of the argument. Combined with the sub-additivity of dim( ∂ =k P ≤ ), the result easily follows. Our proof builds upon the results of [5] and [10] , and combines the use of the progress measure dim( ∂ =k P ≤ ) with the notion of "sparsity" to prove our improved depth reduction and the lower bounds for the polynomial family {N Wn}n.
Qij is a homogeneous ΣΠΣΠ circuit computing N Wn. If all the Qij had low degree, then the results of [5] and [10] give exponential lower bounds for the top fan-in of C. Also in the extreme case where all the Qij have high degree, then since C is homogeneous, the number of Qij per product gate Qi = d j=1 Qij must be small, and hence their product cannot have too many monomials 9 . If the number of monomials is too few, we would not even be able to get all the monomials in N Wn. In general, of course there might be some high degree and some low degree polynomials, and we attempt to interpolate between the two settings to obtain our results. For each product gate Qi = d i j=1 Qij, recall that each Qij is a homogeneous polynomial of degree dij (say), and d j=1 dij = n. If the size of the circuit is at most s, then each Qij has at most s monomials. We decompose each product gate into its inputs Qij of high degree (those of degree ≥ t) and its inputs Qij of low degree (those of degree <t). Observe that there cannot be too many (greater than n/t) high degree polynomials Qij as otherwise their product would have degree exceeding n. Thus the product of all the high degree Qij cannot have more than s n/t monomials. Let H be the product of the the high degree Qij, and L be the product of the low degree Qij. Then, by writing out H as a sum of monomials (H = k h k ) and multiplying each monomial h k with L, we can expand out Q as k h k · L. Note that L is a product of low degree polynomials. Also, each h k is a monomial and hence a product of degree 1 polynomials. Thus we have expressed Q as a ΣΠΣΠ [t] circuit, where now all the product gates multiply polynomials of degree at most t. The hope at this point would be to apply this transformation to all the product gates and then possibly apply the result in [10] to obtain a lower bound. The trouble with this argument is that under the transformation described, the top fan-in of the original circuit might blow up by a factor equaling the number of monomials in H, which could be nearly as large as s n/t . With this loss in parameters, the bound given by the [10] result gives nothing nontrivial. Thus in general one cannot choose an absolute threshold t and for all product gates choose degrees greater than t to be the high degree polynomials and the ones below t to the the low degree polynomials. What we show is that by examining the degrees of the polynomials feeding into the product gates, one can carefully choose a threshold t that works for each product gate individually, though it might not be the same threshold for all gates. It turns out that this threshold that we find is purely a function of the degree sequence D of the product gate. Thus if all product gates have the same degree sequence, i.e. we have a ΣΠ D ΣΠ circuit, then we obtain exponential lower bounds. However, for general ΣΠΣΠ circuits it can be a problem, since if the threshold is different for different gates, we do not have any one single progress measure that works for all gates and thus for the entire circuit. However we are still able to show that for each gate, only very few thresholds are "bad", and when the top fan-in is o(log n), then we show there is a single threshold that will work for all gates to give superpolynomial lower bounds.
DEPTH REDUCTION IS TIGHT FOR
ΣΠΣΠ(Ω(log N )) CIRCUITS
In this section, we will show that the depth reduction procedure of Koiran and Tavenas [11, 16] as given in Theorem 1.1 is tight. On the way to this result, we will prove a Hierarchy theorem(Theorem 2.4) for formulas of depth 4 with bounded bottom fan-in. We will then build up on this proof, and prove Theorem 2.3 and Theorem 2.5. We will first provide an overview of the proof.
Proof Overview:.
We will construct an infinite family of polynomials {Qn}n (here n is a prime power), such that Qn is a homogeneous polynomial in N = θ(n 2 ) variables of degree n+1 which can be computed by a polynomial sized homogeneous ΣΠΣΠ(O(log n)) circuit. We will show that for each ω(log n) ≤ a ≤ n 800 , Qn requires homogeneous ΣΠΣΠ [a] circuits of top fan-in 2 Ω( n a log n) . In order to construct this polynomial family, we will construct for each ω(log n) ≤ t ≤ n 40 , a family of polynomials {Pt,n(x)}, such that each Pt,n(x) is a homogeneous polynomial in n 2 variables and of degree n, and can be computed by a polynomial sized homogeneous ΣΠΣΠ [t] circuit. Moreover, we will show that any homogeneous ΣΠΣΠ [t/20] circuit computing it must have top fan-in at least 2 Ω( n t log n) . We will then apply the interpolation trick of [10] to Pt,n for various t to obtain the Qn. The construction is heavily inspired by the idea of constructing hard polynomials using Nisan-Wigderson designs used in [10] . To show the lower bound for each t, we will use ideas from [2] and [3] , and show that for suitable k, ∂ =k (P (x)) has a large number of elements whose leading monomials are at a "large distance" from each other.
Proof of Theorem 2.4
For the rest of this section, we will assume that n is a prime power. For each such n, we will identify the elements of the field Fn with the elements of the set [n] = {1, 2, . . . , n}. For a parameter t which is a positive integer less than n, let us now partition the set [n] into n t parts which are roughly equal and each is of size about t. For brevity, we will indicate n t byt. We will let Ci = {t(i − 1) + 1, t(i − 1) + 2, . . . , ti} denote the i th such partition. Also, for every j ∈ [t] and i ≤ t, let C i j be the set of the i smallest elements in Cj. Let us also consider a parameter p which we will later set to an appropriately chosen constant. Let Sp be the set of all univariate polynomials of degree p over F and let Spt be the set of orderedt tuples over Sp. Clearly, |Sp| is θ(n p+1 ), when p is a constant. In the rest of the paper, we will use x to denote the set of n 2 variables {xi,j : i, j ∈ [n]} and y to denote the set of variables {y1, y2, . . . , yn}. We will use the following notion of distance between two monomials as defined in [2] .
Definition 5.1 ([2] ). Let m1 and m2 be two monomials over a set of variables. Let S1 and S2 be the multiset of variables in m1 and m2 respectively, then the distance ∆(m1, m2) between m1 and m2 is the min{|S1|−|S1 ∩ S2|, |S2|−|S1 ∩ S2|} where the cardinalities are the order of the multisets.
We will also use the following notion of distance between strings or ordered tuples. For any two strings s1, s2 of the same length, the distance between them ∆(s1, s2) is the number of coordinates at which s1, s2 disagree with each other. For brevity, we will use αm to refer to αm for any positive integer m and any real number α. Based on the notations defined, we define the class of polynomials Pp,t,n:
From the expression above, it follows that for every n, t and a constant p, Pp,t,n can be computed by a polynomial sized ΠΣΠ formula. Observe that in fact it can be computed by a regular formula 10 . We summarize this observation below.
Observation 5.2. For every n and a constant p, Pp,t,n can be computed by a ΠΣΠ regular formula of size polynomial in n.
We now intend to use the setup introduced in [2] by Chillara and Mukhopadhyay to show that this polynomial requires homogeneous ΣΠΣΠ [ t 20 ] circuits of top 10 When t divides n the formula will be exactly regular, and if not a simple modifcation could make it regular, but the details are simple and irrelevant.
fan-in at least 2 Ω( n t log n) . This forms the basis for our hierarchy theorem. In [2] the following theorem is proved, which gives a sufficient condition to show hardness for homogeneous ΣΠΣΠ [ √ n] circuits.
Theorem 5.3 (Theorem 3 in [2] ). Let f (X) be a polynomial of degree n in n O (1) variables such that for some constant δ there are n δk different polynomials in ∂ =k f for k = γ √ n(where 0 < γ < 1 is a constant) such that any two of their leading monomials have distance at least d = n c for a constant c > 1. Then, any homogeneous ΣΠΣΠ [ √ n] circuit that computes f (X) must have top fan-in at least 2 Ω( √ n log n) .
Although the result is stated for k being around √ n, the theorem is also true for k in a larger range of values of k. To show our lower bounds, we will argue that there are a "large" number of k th order partial derivatives of Pp,t,n for some appropriate k, whose leading monomials have the distance property stated above. To this end, we will now try and understand the monomial structure of the partial derivatives of an appropriately chosen order of Pp,t,n. Now, from the definition of Pp,t,n, every monomial in it can be identified by an ordered tuple of lengtht over the set of polynomials in Sp and vice versa. So, for any f = (f1, f2, . . . , ft) ∈ Spt, let
From the definitions above and that of Pp,t,n(x), it follows that
When we finally set parameters, we will always have p is a constant while t increases with n. So, for n large enough, m f divides m f and
Now, we set k = 2pt and look at the partial derivatives of Pp,t,n of order k. For each f ∈ Spt, the degree of m f equals k. Hence, ∂ =k Pp,t,n includes the set of partial derivatives of Pp,t,n with respect to m f for each f ∈ Spt.
From the definition of m f and m f , and the fact that each polynomial in Sp has degree equal to p and two distinct polynomials in Sp cannot agree on more than p points, for any f ∈ Spt and g ∈ Spt, . To prove the lower bound, we will show that there is a "large" nice subset N ⊆ Spt such any f and g in N differ in a constant fraction of all coordinates. The following lemma, which just follows from the existence and properties of Reed-Solomon codes guarantees the existence of such an N .
Lemma 5.5. Let 0 < α < 1 be any absolute constant and let q be a prime power. For any alphabet Σ of size q and positive integer m such that m < q, there is a set C of strings of length m over Σ of size q (1−α)m such that any two strings in C are at a distance at least αm apart.
Lemma 5.5 immediately implies the existence of a set N , when invoked with parameters Σ = Sp, m =t. So, we have the following corollary.
Corollary 5.6. For all α such that 0 < α < 1, there exists N ⊆ Spt of size equal to n (1−α)(p+1)t such that for any distinct pair f and g in N , f and g differ in at least αt coordinates.
Informally, the set N now gives us a large number of partial derivatives which are at a large distance from each other. We formalize this claim in the lemma below.
Lemma 5.7. For k = 2pt, the set ∂ =k Pp,t,n has a subset S of size at least n (1−α)(p+1)t such that every element in this subset is a monomial and any two such monomials are at a distance of at least αt(t − 3p) from each other.
We now essentially have all the ingredients we need for showing lower bounds for homogeneous ΣΠΣΠ [a] circuits computing Pp,t,n. We will use the following lemma which is implicit in [2] . A similar calculation also appears in [3] .
Lemma 5.8 (Implicit in [2] ).
Let Q = s i=1 Qi1Qi2 . . . Qiz where each Qij is an N variate polynomial of degree bounded by u. Also, for some r ≤ z, suppose there are s elements in ∂ =r Q such that the distance between the leading monomial of any two of these is at least d. Then, for any positive integer such that ≤ .
For p = 1, we will call the corresponding polynomial family {Pp,t,n}n as {Pt,n}n. The following theorem gives a lower bound for homogeneous ΣΠΣΠ [ t 20 ] circuits computing Pt,n.
Theorem 5.9. For any ω(log n) ≤ t ≤ n 40 , any homogeneous ΣΠΣΠ [ t 20 ] circuit computing Pt,n has top fan-in at least 2 Ω( n t log n) .
We will now build upon this theorem to obtain Theorem 2.3.
Proof of Theorem 2.3
So far, we have constructed a polynomial family Pt,n such that Pt,n requires homogeneous ΣΠΣΠ [ t 20 ] circuits with top fan-in at least n Ω( n t ) . We can now build upon the construction of Pt,n described so far to construct a single polynomial family which is hard for any homogeneous ΣΠΣΠ [a] circuit for every ω(log n) ≤ a ≤ n 800 . We will now use a variation of the interpolation trick described in Lemma 14 in [10] . The idea now is just to take a linear combination of Pa,n for O(log n) many such values of a, with coefficients being the variables y, such that for every a such that ω(log n) ≤ a ≤ n 800 , there is a t such that 20a ≤ t ≤ 400a and such that Pt,n is in the linear combination. In particular let us define the following family of polynomials Qn:
Qn(x, y) = O(log n) i=0 yi · P 20 i ,n (x)
Observe that Qn can be computed by a polynomial size homogeneous ΣΠΣΠ(log n) circuit. If Qn could be computed efficiently by a homogeneous ΣΠΣΠ [a] for some a, then so could any projection of the sum (i.e. we set all but one of the yi to 0), i.e. so could Pt,n. This contradicts Theorem 2.4. In particular we get that every ω(log n) ≤ a ≤ n 800 , any homogeneous ΣΠΣΠ [a] circuit computing Qn must have top fan-in at least 2 Ω( n a log n) . This completes the proof of Theorem 2.3.
Proof of Theorem 2.5
The proof of Theorem 2.5 follows immediately from Theorem 2.3 along with Theorem 15 from [10].
DISCUSSION AND FUTURE DIREC-TIONS
A very interesting question is to derandomize polynomial identity testing for ΣΠΣΠ(r) circuits for any constant r. So far, we only know how to do this when the ΣΠΣΠ(r) circuits are multilinear. Our our lower bound for ΣΠΣΠ(r) circuits could be viewed as a first step in this direction.
Another interesting question that we don't know how to answer is if there is a tighter hierarchy theorem than the one we show in this paper. We believe that for every t, polynomial sized ΣΠΣΠ [t] formulas should be able to compute a much richer class of polynomials than polynomial sized ΣΠΣΠ [t−1] formulas. A special case that we do not know how to answer is the relative complexity of ΣΠΣΠ [2] formulas versus ΣΠΣΠ [1] formulas (which are basically depth 3 formulas). Another kind of hierarchy question that we don't fully understand but which we think would be very interesting is to understand the relative complexity of depth d formulas versus depth d + 1 formulas for constant d. Perhaps a refinement of the depth reduction techniques of Koiran and Tavenas would shed light on these questions.
