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Abstract
With the advent of big data sets much of the computational science and engineering commu-
nities have been moving toward data-driven approaches to regression and classification. However,
they present a significant challenge due to the increasing size, complexity and dimensionality of
the problems. In this paper a multi-level kriging method that scales well with dimensions is
developed. A multi-level basis is constructed that is adapted to a random projection tree (or kD-
tree) partitioning of the observations and a sparse grid approximation. This approach identifies
the high dimensional underlying phenomena from the noise in an accurate and numerically stable
manner. Furthermore, numerically unstable covariance matrices are transformed into well con-
ditioned multi-level matrices without compromising accuracy. A-posteriori error estimates are
derived, such as the sub-exponential decay of the coefficients of the multi-level covariance ma-
trix. The multi-level method is tested on numerically unstable problems of up to 50 dimensions.
Accurate solutions with feasible computational cost are obtained.
KEY WORDS: Hierarchical Basis, Sparse Grids, Machine Learning, High Performance Com-
puting, Sparsification of Covariance Matrices, Random Projection Trees, Fast Multipole Method
1 Introduction
Big data sets arise from many fields, including, but not limited to commerce, astrophysical
sky-surveys, enviromental data, and tsunami warning systems. With the advent of big data
sets much of the computational science and engineering communities have been moving toward
data-driven approaches to regression and classification. These approaches are effective since the
underlying data is incorporated. However, they present a numerical challenge due to increasing
size, complexity and dimensionality.
Due to the high dimensionality of the underlying data many modern machine learning meth-
ods, such as classification and regression algorithms, seek a balance between accuracy and com-
putational complexity. How efficient this balance is depends on the approach. Linear methods
are fast, but only work well when there is linear separation of the data.
For non-linear description of the data, kernel approaches have been effective under certain
circumstances. These methods rely on Tikhonov regularization of the data to obtain a functional
representation, where it is assumed that the noise model of the phenomena is known. However,
this assumption is not necessarily satisfied in practice and can lead to significant errors as the
algorithm cannot distinguish between noise and the underlying phenomena.
Sparse grid polynomial approximation [3, 4, 6, 7, 10, 26–28, 31] has emerged as one of the
most appealing methods for approximating high-dimensional functions. It is simple to use and
converges significantly faster if the function at hand presents some degree of regularity. In [30]
the authors develop a sparse grid approach to high dimension classification. However, the noise
is assumed to be known, which can still lead to significant error.
To incorporate the variability of the noise model a class of machine learning algorithms based
on Bayes method have been developed. In this approach the noise model is assumed to be known
up to a class of probability distributions and an optimal choice is made that fits the training data
and noise. For example, from the Geo-statistics community a well known approach to identifying
the underlying data and noise model is known as kriging [25]. The noise model parameters are
estimated from the Maximum Likelihood Estimation (MLE) of the likelihood function.
Kriging methods are effective in separating the underlying phenomena from the noise model.
In practice the covariance matrices tend to be ill-conditioned with increasing number of obser-
vations making kriging methods numerically fragile. Moreover, applications are limited to 2 or
3 dimensions as the computational cost increases significantly with dimension.
In [8] a novel algorithm to solve kriging problems is proposed. The method is fast and robust.
In particular, it can solve kriging problems that where not tractable with previous methods.
However, this approach is limited to 2 or 3 dimensions and the computational cost scales very
fast with spatial dimension, thus making it impractical for high dimensional problems. Other
kriging methods have been developed using skeletonization factorizations [24], low-rank [29] and
Hierarchical Matrices [19, 21] approaches.
In this paper we extend the kriging approach in [8] to high dimensions. This novel approach
effectively identifies the high dimensional underlying phenomena from the noise in a numerically
stable manner. Our approach transforms high dimensional ill-conditioned covariance matrices
to numerically stable multi-level covariance matrices without compromising accuracy. In Section
2 the problem formulation is introduced. In Section 3 Multivariate polynomial approximations
and sparse grids are discussed. In section 4 it is shown how to construct a multi-level basis
with a random projection that scales well with dimension. In section 5 the construction of the
multi-level covariance matrix is discussed. In section 6 the multilevel estimator and predictor are
formulated. In section 7 error estimates for the decay of the multi-level covariance matrix and
the inverse solution are derived. These estimates are based on the Smolyak sparse grid formulas.
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Note that for the less mathematically inclined reader this section can be skipped. In section 8
the multi-level kriging method is tested on numerically unstable high dimensional problems. The
results are obtained with good accuracy and feasable computational cost.
2 Problem setup
Consider the following model for a Gaussian random field Z:
Z(x) = k(x)Tβ + ε(x), x ∈ Rd, (1)
where d is the number of spatial dimensions, k : Rd → Rp is a functional vector of the spatial
location x, β ∈ Rp is an unknown vector of coefficients, and ε is a stationary mean zero Gaussian
random field with parametric covariance function C(x,x′; θ) = cov{ε(x), ε(x′)} with an unknown
vector of positive parameters θ ∈ Rd.
Suppose that we obtain N observations and stack them in the data vector Z = (Z(x1), . . . ,
Z(xN))
T from locations S := {x1, . . . ,xN}, where x1 6= x2 6= x3 6= · · · 6= xN−1 6= xN . Let
C(θ) = cov(Z,ZT) ∈ RN×N be the covariance matrix of Z and assume it is positive definite for
all θ ∈ Rw. Define M = (k(x1) . . .k(xN))T ∈ Rn×p and assume it is of full rank, p. The model
(1) leads to the vectorial formulation
Z =Mβ + ε, (2)
where ε is a Gaussian random vector, ε ∼ N (0,C(θ)). The aim now is to:
• Estimate the unknown vectors β and θ;
• Predict Z(x0), where x0 is a new spatial location. These two tasks are particularly compu-
tationally challenging when the sample size N and number of dimensions d are large.
The unknown vectors β and θ are estimated with the log-likelihood function
ℓ(β, θ) = −n
2
log(2π)− 1
2
log det{C(θ)} − 1
2
(Z−Mβ)TC(θ)−1(Z−Mβ), (3)
which can be profiled by generalized least squares with
βˆ(θ) = {MTC(θ)−1M}−1MTC(θ)−1Z. (4)
A consequence of profiling is that the maximum likelihood estimator (MLE) of θ then tends to
be biased.
To address the prediction part, consider the best unbiased predictor Zˆ(x0) = λ0+λ
TZ where
λ = (λ1, . . . , λn)
T. The unbiased constraint implies λ0 = 0 andM
Tλ = k(x0). The minimization
of the mean squared prediction error E[{Z(x0)−λTZ}2] under the constraintMTλ = k(x0) yields
Zˆ(x0) = k(x0)
Tβˆ + c(θ)TC(θ)−1(Z−Mβˆ), (5)
where c(θ) = cov{Z, Z(x0)} ∈ Rn and βˆ is defined in (4).
Now, let α := (α1, . . . , αd) ∈ Zd, |α| := α1 + · · · + αd, x := [x1, . . . , xd]. For any h ∈ N+
(where N+ := N∪{0}) let Qdh be the set of monomials {xα11 . . . xαdd | |α| ≤ h}. The typical choice
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for the matrix M is to build it from the monomials of Qdh with cardinality
(
d+ h
h
)
. However,
as the number of dimensions d increases the size of the parameter vector β becomes difficult to
handle.
To mitigate this problem we need to control the number of polynomial terms along each
dimension while still retaining good accuracy by selecting a judicious set of polynomial functions
k(x).
The second challenge is that the covariance matrix C(θ) in many practical cases is ill-
conditioned, leading to slow and inaccurate estimates of θ. In this paper, we propose a new
transformation of the data vector Z leading to a decoupled multi-level description of the model
(1) without any loss of structure. This multi-level representation leads to significant computa-
tional benefits when computing the kriging predictor Zˆ(x0) in (5) for large sample size N and
high dimensions d.
3 Multivariate polynomial approximation
We now have to choose an appropriate model k : Rd → Rp of random field Z. The choice of k
(and thus Pp(S)) will determine the accuracy of the representation of the underlying deterministic
function. Indeed, there are two main factors that we should consider. First, the size of p and
second, the accuracy of the approximation in a suitable functional space. The balance between
these two factors should be carefully considered.
Without loss of generality for n = 1, . . . , d let Γn := [−1, 1] and Γd :=
∏d
n=1 Γn. Furthermore:
i) Let p := [p1, . . . , pd] ∈ Nd0, w ∈ R and Λ(w) ⊂ Nd0 be an index set that will determine the
indices of polynomial basis functions, i.e. p.
ii) Restrict the number of polynomials along each dimension by using the set of monomials
contained in
QΛ(w) :=
{
d∏
n=1
ypnn , with p ∈ Λ(w)
}
i.e. k(x) is built from the monomials in QΛ(w).
The choice of index set Λ(w) will determine the accuracy of the polynomial representation
and the size of p. We first consider the index set for a full Tensor Product (TP) grid Λ(w) ≡
{p ∈ Nd0 : maxdi=1 pi ≤ w}. This is a poor choice as p increases
∏d
i=1(pi+1) and quickly becomes
intractable. Another choice is the Total Degree (TD) index set, which grows as
(
d+ w
w
)
, but
still suffers from the curse of dimensionality, thus impractical for high dimensions.
Smolyak (SM) and Hyperbolic Cross (HC) index sets are a popular choice for large dimen-
sions. SM have been used extensively in sparse grid approximations of high dimensional analytic
functions [27, 28]. HC have been used in the context of Fourier approximations of high dimen-
sional functions. In Table 1 the different choices for Λ(w) are summarized.
In Figure 1 a comparison between TP,TD,SM and HC is shown. As observed, the SM and
HC grows much slower with respect to the higher polynomial order.
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Approx. space Index Set: Λ(w)
Tensor Prod. (TP) Λ(w) ≡ {p ∈ Nd+ : maxdi=1 pi ≤ w}
Total Degree (TD) Λ(w) ≡ {p ∈ Nd+ :
∑d
i=1 pi ≤ w}
Smolyak (SM) Λ(w) ≡ {p ∈ Nd+ :
∑d
i=1 f(pi) ≤ w}
f(p) =


0, p = 0
1, p = 1
⌈log2(p)⌉, p ≥ 2
Hyperbolic Cross (HC) Λ(w) ≡ {p ∈ Nd+ :
∏d
i=1(pi + 1) ≤ w}
Table 1: Index set of different polynomial approximation choices.
3.1 Sparse grids
Consider the problem of approximating a function u : Γ→ R on the domain Γd. A good choice
for approximating such functions are Smolyak sparse grids with an appropriate set of abscissas.
Note that in this paper a sparse grid representation is not explicitly used, unless the observation
nodes correspond exactly to the abscissa grid. Rather, it is used to estimate the accuracy of a
sparse multi-level covariance matrix.
For q ∈ N define the following spaces
Lq(Γd) := {v(y) |
∫
Γd
v(y)qdy <∞} and L∞(Γd) := {v(y) | sup
y∈Γd
|v(y)| <∞}.
Now, let Pp(Γd) ⊂ L2(Γd) be the span of tensor product polynomials of degree at most
p = (p1, . . . , pN); i.e., Pp(Γd) =
⊗d
n=1 Ppn(Γn) with Ppn(Γn) := span(ymn , m = 0, . . . , pn),
n = 1, . . . , d. Consider the univariate Lagrange interpolant along the nth dimension of Γd where
Im(i)n : C0(Γn)→ Pm(i)−1(Γn),
Im(i)n (v(y)) :=
m(i)∑
k=1
v(y(k)n )ln,k(y
(k)
n ),
{ln,k}m(i)k=1 is a Lagrange basis of the space Ppn(Γn), i ≥ 0 is the level of approximation and
m(i) ∈ N+ is the number of collocation nodes at level i ∈ N+ where m(0) = 0, m(1) = 1 and
m(i) ≤ m(i+ 1) if i ≥ 1.
We can now construct an interpolant by taking tensor products of Im(i)n along each dimension
n. However, as d increases the dimension of Pp increases as
∏d
n=1(pn + 1). Thus even for mod-
erate d dimensions the computational cost of the Lagrange approximation becomes intractable.
However, in the case of sufficient complex analytic regularity of the QoI with respect to the
random variables defined on Γd, the application of Smolyak sparse grids are better suited. In
the rest of this section the construction of the classical Smolyak sparse grid (see e.g. [6, 31]) is
summarized. More details can be found in [4].
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Figure 1: Index sets comparisons between Tensor Product, Total Degree, Smolyak and Hyper-
bolic Cross index sets for d = 2.
Consider the difference operator along the nth dimension
∆m(i)n :=Im(i)n − Im(i−1)n .
Given an integer w ≥ 0, called the approximation level, and a multi-index i = (i1, . . . , id) ∈ Nd+,
let g : Nd+ → N be a strictly increasing function in each argument and define a sparse grid
approximation of function v(y) ∈ C0(Γd)
Sm,gw,d [v(y)] =
∑
i∈Nd+:g(i)≤w
d⊗
n=1
∆m(in)n (v(y)) (6)
or equivalently written as
Sm,gw,d [v(y)] =
∑
i∈Nd+:g(i)≤w
c(i)
d⊗
n=1
Im(in)n (v(y)), with c(i) =
∑
j∈{0,1}d:
g(i+j)≤w
(−1)|j|. (7)
From the previous expression, the sparse grid approximation is obtained as a linear combi-
nation of full tensor product interpolations. However, the constraint g(i) ≤ w in (7) is typically
chosen so as to forbid the use of tensor grids of high degree in all directions at the same time.
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Let m(i) = (m(i1), . . . , m(id)) and consider the set of polynomial multi-degrees
Λm,g(w) = {p ∈ Nd, g(m−1(p+ 1)) ≤ w},
and corresponding set of monomials
QΛm,g(w) :=
{
d∏
n=1
ypnn , with p ∈ Λm,g(w)
}
.
Denote by PΛm,g(w)(Γ
d) the corresponding multivariate polynomial space spanned by the mono-
mials with multi-degree in Λm,g(w), i.e.
PΛm,g(w)(Γ
d) = span
{
d∏
n=1
ypnn , with p ∈ Λm,g(w)
}
.
The following result proved in [4] states that the sparse approximation formula Sm,gw,d is exact in
PΛm,g(w)(Γd):
Proposition 1.
a) For any v ∈ C0(Γd;V ), we have Sm,gw,d [v] ∈ PΛm,g(w) ⊗ V .
b) Moreover, Sm,gw,d [v] = v, ∀v ∈ PΛm,g(w) ⊗ V .
Here V denotes a Banach space defined on Γd and
C0(Γd;V ) := {v : Γd → V is continuous on Γd and max
y∈Γd
‖v(y)‖V <∞}.
The most typical choice of m and g is given by (see [6, 31])
m(i) =
{
1, for i = 1
2i−1 + 1, for i > 1
and g(i) =
d∑
n=1
(in − 1).
Furthermore Λm.g(w) := {p ∈ Nd : ∑n f(pn) ≤ f(w)} where
f(pn) =


0, pn = 0
1, pn = 1
⌈log2(pn)⌉, pn ≥ 2
.
Other choices are shown in Table 2.
This choice of m and g combined with the choice of Clenshaw-Curtis (extrema of Chebyshev
polynomials) abscissas leads to nested sequences of one dimensional interpolation formulas and
a sparse grid with a highly reduced number of nodes compared to the corresponding tensor
grid. Another good choice includes the Chebyshev Gauss-Lobatto abscissas. For any choice of
m(i) > 1 the Clenshaw-Curtis abscissas are given by
ynj = −cos
(
π(j − 1)
m(i)− 1
)
.
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Approx. space sparse grid: m, g polynomial space: Λ(w)
Total m(i) = i {p ∈ NN : ∑n pn ≤ w}
Degree (TD) g(i) =
∑
n(in − 1) ≤ w
Hyperbolic m(i) = i {p ∈ NN : ∏n(pn + 1) ≤ w + 1}
Cross (HC) g(i) =
∏
n(in) ≤ w + 1
Smolyak (SM) m(i) =
{
2i−1 + 1, i > 1
1, i = 1
{p ∈ NN : ∑n f(pn) ≤ w}
g(i) =
∑
n(in − 1) ≤ w f(p) =


0, p = 0
1, p = 1
⌈log2(p)⌉, p ≥ 2
Table 2: Sparse grids approximations formulas for TD, HC and SM.
Suppose u ∈ Ckmix(Γ;R), which is the space of continuous mixed derivatives of degree k and
is defined as
Ckmix(Γd;R) = {v : Γd → R :
∂α1,...,αdv
∂α1y1 . . . ∂αdyd
∈ C0(Γd;R), n = 1, . . . , d, αn ≤ k}.
The authors in [6] show that
‖v − Sm,gw,d [v]‖L∞(Γ) ≤ C(k, d)‖u‖Ckmix(Γ)w−k(logw)(k+2)(d−1)+1),
where for all v ∈ Ckmix(Γd;R)
‖v‖Ckmix(Γd;R) = {v : Γ→ R : maxy∈Γd
∣∣∣∣ ∂α1,...,αdv(y)∂α1y1 . . . ∂αdyd
∣∣∣∣ <∞}.
The weakness of this bound is that the coefficient C(k, d) is in general not known, thus making
it difficult to estimate a-posteriori bounds on the solution. A better choice is the L∞(Γd) bounds
derived in [28]. These bounds are explicit, and the coefficients are directly based on analytic
extensions of v(y) on a well defined region Θ ⊂ Cd.
In [27, 28] the authors derive error estimates for isotropic and anisotropic Smolyak sparse
grids with Clenshaw-Curtis and Gaussian abscissas, where the error ‖v − Sm,gw,d [v]‖L∞(Γ) exhibits
algebraic or sub-exponential convergence with respect to the number of collocation knots η (See
Theorems 3.10, 3.11, 3.18 and 3.19 in [28] for more details). However, for these estimates to
be valid v ∈ C0(Γ,R) has to admit an extension in the region defined by the polyellipse in Cd,
Eσˆ1,...,σˆd := Πdn=1En,σˆn ⊂ Θ, where
En,σˆn =
{
z ∈ C, σˆn ≥ δn ≥ 0; Re z = e
δn + e−δn
2
cos(θ), Im z =
eδn − e−δn
2
sin(θ), θ ∈ [0, 2π)
}
,
and σˆn > 0 (see Figure 2).
Remark 1. For simplicity, in [28], the error bounds assume that the term M(v) is bounded by
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.
one. We remove this assumption and modify Theorem 3.10 and 3.11 in [28] to show the error
bounds with the term M˜(v), where
M(v) ≤ M˜(v) = max
z∈Eσˆ1,...,σˆd
|v(z; θ)|
We now introduce Chebyshev polynomials. These will be useful in deriving error estimates
of the sparse grid. Let Tk : Γ1 → R, k = 0, 1, . . . , be a Chebyshev polynomial over [−1, 1], which
are defined recursively as:
T0(y) = 1, T1(y) = x
Tk+1(y) = 2xTk(y)− Tk−1(y), . . .
The following theorem describe the approximation of analytic functions with Chebyshev poly-
nomials.
Theorem 1. Let q be analytic and bounded by M on Elog ρ, ρ > 1, then the expansion
q(y) = α0 + 2
∞∑
k=1
αkTk(y),
holds for all y ∈ Elog ρ and |αk| ≤M/ρk. Furthermore if y ∈ [−1, 1] then
|q(y)− α0 − 2
m∑
k=1
αkTk(y)| ≤ 2M
ρ− 1ρ
−m
Since the interpolation operator Im(i)n is exact on the space Ppn−1, then if v is analytic on Γn
we have from Theorem 1 that
‖(I − Im(i)n )v‖L∞(Γn) ≤ (1 + Λm(i))
2M
ρ− 1ρ
−m(i),
where Λm(i) is the Lebesgue constant and is bounded by 2π
−1(log (m− 1) + 1) (see [3]). Thus,
for n = 1, . . . , d, with ρn = log σˆn we have
‖(I − Im(i)n )v‖L∞(Γd) ≤ M˜(v)C(σn)ie−σn2
i
(8)
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where σn =
σˆn
2
> 0 and C(σn) :=
2
(eσn−1)
. We have that for all n = 1, . . . , d
‖∆(v)m(i)‖L∞(Eσˆn ) = ‖(Im(i)n − Im(i−1)n )v‖L∞(Γd)
≤ ‖(I − Im(i)n )v‖L∞(Γd) + ‖(I − Im(i−1)n )v‖L∞(Γd)
≤ 2M˜(v)C(σn)ie−σn2i−1
(9)
and set
σ ≡ min
n=1,...,d
σn,
i.e. for an isotropic sparse grid the overall asymptotic sub-exponential decay rate σˆ will be
dominated by the smallest σˆn.
Theorem 2. Suppose that v ∈ C0(Γ;R) has an analytic extension on Eσˆ1,...,σˆd and bounded by
M˜(v). If w > d/ log 2 and a nested CC sparse grid is used then the following bound is valid:
‖v − Sm,gw,d v‖L∞(Γd) ≤ Q(σ, δ∗(σ), d, M˜(v))ηµ3(σ,δ
∗(σ),d) exp
(
− dσ
21/d
ηµ2(d)
)
, (10)
where σ = σˆ/2, δ∗(σ) := (e log (2)− 1)/C˜2(σ),
Q(σ, δ∗(σ), d, M˜(v)) := C1(σ, δ
∗(σ), M˜(v))
exp(σδ∗(σ)C˜2(σ))
max{1, C1(σ, δ∗(σ), M˜(v))}d
|1− C1(σ, δ∗(σ), M˜(v))|
,
µ2(d) =
log(2)
d(1+log(2d))
and µ3(σ, δ
∗(σ), d) = σδ
∗(σ)C˜2(σ)
1+log (2d)
. Furthermore, C(σ) = 4
e2σ−1
,
C˜2(σ) = 1 +
1
log 2
√
π
2σ
, δ∗(σ) =
e log (2)− 1
C˜2(σ)
, C1(σ, δ, M˜(v)) =
4M˜(v)C(σ)a(δ, σ)
eδσ
,
and
a(δ, σ) := exp
(
δσ
{
1
σ log2 (2)
+
1
log (2)
√
2σ
+ 2
(
1 +
1
log (2)
√
π
2σ
)})
.
Furthermore, if w ≤ d/ log 2 then the following algebraic convergence bound is true:
‖v − Sm,gw v‖L∞(Γd) ≤
C1(σ, δ
∗(σ), M˜(v))
|1− C1(σ, δ∗(σ), M˜(v))|
max {1, C1(σ, δ∗(σ), M˜(v))}dη−µ1 , (11)
where µ1 =
σ
1+log (2d)
.
Remark 2. As the reader might have realized, it is not necessary to show that there is a bounded
analytic extension on Eσˆ1,...,σˆd . Since the convergence rate of the isotropic sparse grid is controlled
by σˆ, it is sufficient to show that v is bounded in Eσˆ,...,σˆ :=
∏d
n=1 En,σˆ and the bound M˜(v) will be
smaller. However, an analytic extension on Eσˆ1,...,σˆd will be relevant for anisotropic sparse grids
[27], which leads to faster convergence rates. We leave this as a future avenue to explore.
Remark 3. From Lemma 3.9 [28] the total number of collocation knots η satisfy the following
bounds
d(2w − 1) ≤ η ≤ (2ed)wmin {w + 1, 2ed}
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Remark 4. An alternative choice to the Smolyak sparse grid is the Hyperbolic Cross sparse grid.
For this case we have that
m(i) = i and g(i) =
d∏
n=1
in
and Λm.g(w) := {p ∈ Nd : ∏n(pn+1) ≤ w}. The cardinality of Λm.g(w) for the HC grows much
slower than SM or TD and works very well in practice. However, to my knowledge no L∞(Γd)
error bounds exist.
Remark 5. For many practical cases all the dimensions of Γd are not equally important. In this
case the dimensionality of the sparse grid can be significantly reduced by means of a dimension
adaptive [17] or anisotropic sparse grid. It is straightforward to build related anisotropic sparse
approximation formulas by making the function g act differently on the input random variables
yn. Anisotropic sparse stochastic collocation [27] combines the advantages of isotropic sparse
collocation with those of anisotropic full tensor product collocation.
Another choice is to build quasi-optimal isotropic/anisotropic sparse grids [7, 26]. These
grids have provable exponential convergence rates. However, in general, it is not shown how to
synthesize quasi-optimal grids.
4 Multi-level approach
The general approach of this paper and multi-level basis construction are now presented. Denote
by Pp(S) the span of the columns of the design matrix M. Let L ∈ Rp×N be an orthogonal pro-
jection from Rn to Pp(S) andW ∈ R(N−p)×N be an orthogonal projection from Rn to Pp(S)⊥ (the
orthogonal complement of Pp(S)). Moreover assume that the operator
[
W
L
]
is orthonormal.
By applying the operator W to (2) we obtain ZW = WZ = W(Mβ + ε) = Wε. Our
first observation is that the trend contribution Mβ is filtered out from the data Z. We can
now formulate the estimation of the covariance parameters θ without the trend. The new log-
likelihood function becomes
ℓW (θ) = −n
2
log(2π)− 1
2
log det{CW (θ)} − 1
2
ZTWCW (θ)
−1ZW , (12)
where CW (θ) =WC(θ)W
T and ZW ∼ NN−p(0,WC(θ)WT). A consequence of the filtering is
that we obtain an unbiased estimator.
The decoupling of the likelihood function is not the only advantage of using CW(θ). The
following theorem also shows that CW(θ) is more numerically stable than C(θ).
Theorem 3. Let κ(A)→ R be the condition number of the matrix A ∈ RN×N then
κ(CW(θ)) ≤ κ(C(θ)).
Proof. To see this let v :=WTw for all w ∈ RN−p, which implies that v ∈ Rn\Pp(S) . Moreover,
this map is surjective. Now, vTC(θ)v = wTCW(θ)w for all w ∈ RN−p. Thus we have that for
all v ∈ Rn\Pp(S)
min
v∈Rn\Pp(S)
vTC(θ)v
‖v‖2 = minw∈RN−p
wTCW(θ)w
‖w‖2 and maxv∈Rn\Pp(S)
vTC(θ)v
‖v‖2 = maxw∈RN−p
wTCW(θ)w
‖w‖2 .
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Now, it is not hard to see that
0 < min
v∈Rn
vTC(θ)v
‖v‖2 ≤ minv∈Rn\Pp(S)
vTC(θ)v
‖v‖2 ≤ maxv∈Rn\Pp(S)
vTC(θ)v
‖v‖2 ≤ maxv∈Rn
vTC(θ)v
‖v‖2 .
Theorem 3 states that the condition number ofCW (θ) is less or equal to the condition number
of C(θ). Thus computing the inverse of CW (θ) (using a direct or iterative method) will generally
be more stable.
In practice, computing the inverse of CW (θ) will be much more stable than C(θ) depending
on the choice of the index set Λ(w). This has many significant implications as it will now be
possible to solve numerically unstable problems.
There are other advantages to the structure of the matrix CW (θ). In section 7 we show that
for a good choice of the P(S) the entries of CW (θ) decay rapidly, and most of the entries can
be safely eliminated without loosing accuracy. A level dependent criterion approach is shown in
section 5 that indicate which entries are computed and which ones are not. With this approach
a sparse covariance matrix C˜W is constructed such that it is close to CW in a matrix norm sense,
even if the observations are highly correlated with distance.
4.1 Random projection multi-Level basis
In this section the construction of Multi-Level Basis (MB) is shown. The MB can then be used
to: (i) form the multi-level likelihood (12), (ii) sparsify the covariance matrix CW (θ), and (iii)
improve the conditioning over the covariance matrix C(θ). But first, let us establish notations
and definitions:
• Given QΛm,g(w) and the locations S construct the design matrix M. Furthermore, form a
second set of monomials Q˜aΛm,g(w) := QΛm,g(w+a) for a = 0, 1, . . . , i.e. QΛm,g(w) ⊂ Q˜aΛm,g(w).
Denote the accuracy parameter p˜ ∈ N as the cardinality of Q˜aΛm,g(w). From the set of
monomials Q˜aΛm,g(w), for some user given parameter a ∈ N0, and the set of observations S
generate the design matrix M˜a. Denote also the space P p˜(S) as the span of the columns
of M˜a.
• For any index i, j ∈ N0, 1 ≤ i ≤ N , 1 ≤ j ≤ N , let ei[j] = δ[i− j], where δ[·] is the discrete
Kronecker delta function.
• Let φ(x,y; θ) : Γd × Γd → R be the covariance function and assumed to be a positive
definite. Let C(θ) be the covariance matrix that is formed from all the interactions between
the observation locations S i.e. CW (θ) := {φ(xi,yj)}, where i, j,= 1, . . . , N . Alternatively
we refer to φ(r; θ) as the covariance function where r := ‖x− y‖2.
Definition 1. The Mate´rn covariance function:
φ(r; θ) =
1
Γ(ν)2ν−1
(√
2ν
r
ρ
)ν
Kν
(√
2ν
r
ρ
)
,
where Γ is the gamma function, 0 < ν, 0 < ρ < ∞, and Kν is the modified Bessel function of
the second kind.
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Remark 6. The Mate´rn covariance function is a good choice for the random field model. The
parameter ρ controls the length correlation and the parameter ν changes the shape. For example,
if ν = 1/2 + n, where n ∈ N+, then (see [2])
φ(r; ρ) = exp
(
−
√
2νr
ρ
)
Γ(n+ 1)
Γ(2n+ 1)
n∑
k=1
(n+ 1)!
k!(n− k)!
(√
8vr
ρ
)n−k
and for ν →∞
ν →∞⇒ φ(r; θ)→ exp
(
− r
2
2ρ2
)
.
The first step is to decompose the domain Γd into a multi-level domain decomposition. A
first choice that comes to mind is a kD-tree decomposition of the space Rd. This is a good choice
for lower dimensions, however, as the number of dimensions d become larger a better approach
is to use a Random Projection (RP) tree [12].
First start with the root node B00 at level 0 that contains all the observation nodes in S. Now,
split these nodes into two children cells B11 and B
1
2 at level 1 according to the following rule:
1. Generate unit random vector v in Rd
2. Project all the nodes x ∈ S in the cell onto the unit vector v.
3. Split the cell with respect to the median of the projections.
For each cell B11 and B
1
2 repeat the procedure until there is at most p nodes at the leaf nodes.
Thus a binary tree is obtained, which is of the form B00 , B
1
1 , B
1
2 , B
2
3 , B
2
4 , B
2
5 , B
2
6 , . . . , where t
is the maximal depth (level) of the tree. Now, let B be the set of all the cells in the tree and
Bn be the set of all the cells at level 0 ≤ n ≤ t. The construction of the RP tree is described
in Algorithms 1 and 2. In addition, for each cell a unique node number, current tree depth,
threshold level and projection vector are also assigned. This will be useful for searching the tree.
Remark 7. A kD-tree can also be constructed with Algorithms 1 and 3.
Now, suppose there is a one-to-one mapping between the set of unit vectors E := {e1, . . . , eN},
which is denoted as leaf unit vectors, and the set of locations {x1, . . . ,xN}, i.e. xn ←→ en for
all n = 1, . . . , N . It is clear that the span of the vectors {e1, . . . , eN} is RN . The next step is to
construct a new basis of Rn that is multi-level and orthonormal.
(a) Start at the maximum level of the random projection tree, i.e. q = t.
(b) For each leaf cell Bqk ∈ Bq assume without loss of generality that there are s observations
nodes Sq := {x1, . . . ,xs} with associated vectors Cqk := {e1, . . . , es}. Denote Cqk as the span
of the vectors in Cqk .
i) Let φqj :=
∑
ei∈B
q
k
cqi,jei, j = 1, . . . , a; ψ
q
j :=
∑
ei∈B
q
k
dqi,jei, j = a + 1, . . . , s, where
cqi,j, d
q
i,j ∈ R and for some a ∈ N+. It is desired that the new discrete MB vector ψqj be
orthogonal to P p˜(S), i.e., for all g ∈ P p˜(S):
n∑
i=1
g[i]ψqj [i] = 0 (13)
12
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Figure 3: Random projection tree construction.
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Input: S, node, currentdepth, n0
Output: Tree, node
begin
if Tree = root then
node ← 0, currentdepth ← 0 Tree ← MakeTree(S, node, currentdepth + 1, n0)
else
Tree.node = node
Tree.currentdepth = currentdepth - 1
node ← node + 1
if |S| < n0 then
return (Leaf)
end
(Rule, threshold, v) ← ChooseRule(S)
(Tree.LeftTree, node) ← MakeTree(x ∈ S: Rule(x) = True, node, currentdepth +
1, n0)
(Tree.RightTree, node) ← MakeTree(x ∈ S: Rule(x) = false, node, currentdepth +
1, n0)
Tree.threshold = threshold
Tree.v = v
end
end
Algorithm 1: MakeTree(S) function
Input: S
Output: Rule, threshold, v
begin
choose a random unit vector v
Rule(x) := x · v ≤ threshold = median {z · v : z ∈ S}
end
Algorithm 2: ChooseRule(S) function for RP tree
ii) Form the matrix Mq := (M˜a)TV, where Mq ∈ Rp×S , V ∈ Rn×s, and V := [. . . , ei, . . . ]
for all ei ∈ Cqk . Now, suppose that the matrix Mq has rank a and then perform
the Singular Value Decomposition (SVD). Denote by UDV the SVD of Mq, where
U ∈ Rp˜×s, D ∈ Rs×s, and V ∈ Rs×s.
iii) To satisfy equation (13) make the following choice

cq0,1 . . . c
q
a,1 d
q
a+1,1 . . . d
q
s,1
cq0,2 . . . c
q
a,2 d
q
a+1,2 . . . d
q
s,2
...
...
...
...
...
...
cq0,s . . . c
q
a,s d
q
a+1,s . . . d
q
s,s

 := VT,
where the columns a + 1, . . . , s form an orthonormal basis of the nullspace N0(M).
Similarly, the columns 1, . . . , a form an orthonormal basis of Rs\N0(M). Since the
vectors in Cqk are orthonormal then φ
q
1, . . . ,φ
q
a,ψ
q
a+1, . . . ,ψ
q form an orthonormal basis
of S. Moreover ψqa+1, . . . ,ψq satisfy equation (13), i.e., are orthogonal to P p˜(S) and are
locally adapted to the locations contained in the cell Bqk.
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Input: S
Output: Rule, threshold, v
begin
choose a coordinate direction
Rule(x) := x · v ≤ threshold = median
end
Algorithm 3: ChooseRule(S) function for kD-tree
iv) Denote by Dqk the collection of all the vectors ψ
q
a+1, . . . ,ψ
q. Notice that the vectors
φ
q
1, . . . ,φ
q
a, which are denoted with a slight abuse of notation as the scaling vectors, are
not orthogonal to P p˜(S). They need to be further processed.
v) Let Dq be the union of the vectors in Dqk for all the cells Bqk ∈ Bqk. Denote by Wq(S) as
the span of all the vectors in Dq.
(c) The next step is to go to level q−1. For any two sibling cells denote Bqleft and Bqright at level
q denote Cq−1
k˜
as the collection of the scaling functions from both cells, for some index k˜.
(d) Let q := q − 1. If Bqk ∈ Bq is a leaf cell then repeat steps (b) to (d). However, if Bqk ∈ Bq is
not a leaf cell, then repeat steps (b) to (d), but replace the leaf unit vectors with the scaling
vectors contained in Cqk with C
q−1
k˜
.
(e) When q = −1 is reached repeat steps (b) to (d), but replace p˜ with p, e.g. P p˜(S) with Pp(S).
The ML basis vectors will span the space W−1(S) := P p˜(S)\Pp(S).
When the algorithm stops a series orthogonal subspaces W−1(S), . . . ,Wt(S) (and their
corresponding basis vectors) are obtained. These subspaces are orthogonal to V−1(S) :=
span{φ−11 , . . . , φ−1p }. Note that the orthonormal basis vectors of V−1(S) also span the space
Pp(S).
Remark 8. Following Lemma 2 in [9] it can be shown that
R
N = Pp(S)⊕W−1(S)⊕W0(S)⊕W1(S)⊕ · · · ⊕Wt(S),
where W−1(S) := P p˜(S)\Pp(S). Also, it can then be shown that at most O(Nt) computational
steps are needed to construct the multi-level basis of RN .
From the basis vectors of the subspaces (Pp(S))⊥ = ∪ti=−1Wi(S) an orthogonal projection
matrix W : RN → (Pp(S))⊥ can be built. The dimensions of W is (N − p)×N since the total
number of orthonormal vectors that span Pp(S) is p. Conversely, the total number of orthonormal
vectors that span (Pp(S))⊥ is N − p.
Let L be a matrix where each row is an orthonormal basis vector of Pp(S). For i = −1, . . . , t let
Wi be a matrix where each row is a basis vector of the space Wi(S). The matrixW ∈ R(N−p)×N
can now be formed, where W :=
[
WTt , . . . ,W
T
0 ,W
T
−1
]T
, therefore a) The matrix P :=
[
W
L
]
is orthonormal, i.e., PPT = I; b) Any vector v ∈ Rn can be written as v = LTvL +WTvW
where vL ∈ Rp and vW ∈ RN−p are unique; c) The matrix W contains at most O(Nt) non-zero
entries and L contains at most O(Np) non-zero entries. This implies that for any vector v ∈ Rn
the computational cost of applying Wv is at most O(Nt) and Lv is at most O(Np).
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Lemma 1. Assuming that n0 = 2p˜, for any level q = 0, . . . , t there is at most p˜2
q multi-level
basis vectors. For level q = −1 there is at most p− p˜ multi-level vectors.
Proof. By construction any leaf cell has at most p˜ multi-level vectors and p˜ scaling vectors that
are to be used for the next level.
Starting at the finest level t, for each cell Btk ∈ Bt there is at most p˜ multi-level vectors and
p˜ scaling vectors that are to be used for the next level. Since there is at most 2t cells then there
is at most 2tp˜ multi-level vectors.
Now, for each pair of left and right (siblings) cells at level t the parent cell at level t− 1 will
have at most 2p˜ scaling functions. Thus at most p˜ multi-level vectors and p˜ scaling vectors are
obtained that are to be used for the next level. Now, the rest of the cells at level t are leafs and
will have at most p˜ multi-level vectors and p˜ scaling vectors that are to be used for the next level.
Since there is at most 2t−1 cells at level t − 1, there is at most 2t−1p˜ multi-level vectors. Now,
follow an inductive argument until q = 0. Finally at level q = −1 there will be at most p− p˜
Lemma 2. For any level q = 0, . . . , t any multi-level vector ψqm associated with a cell B
q
k ∈ Bq
has at most 2t−q+1p˜ non zero entries.
Proof. For any leaf cell at the bottom of the tree (level t) there is at most 2p˜ observations, thus
the number of non zero entries of level q multi-level vectors is 2p˜. Combining the left and right
cells, the parent cell has at most 4p˜ observations, thus the associated multi-level vectors has 4p˜
non zero entries. By induction at any level l the number of nonzero entries is at most 2t−q+1p˜.
Now for any leaf cell at any other level l < t the number of nonzero entries is at most 2p˜.
Following an inductive argument the result is obtained.
Remark 9. Extended multi-level basis: A variation to the multi-level basis is obtained by
replacing Q˜aΛm,g(w), a ∈ N+, with an extended set of monomials. Let Λ˜m,g(w), w ∈ N+, be an
index set such that
Λ˜m,g(w) := {p ∈ Nd+, 2p ∈ Nd+ : p ∈ Λm,g(w)},
and any repeated index in Λ˜m,g(w) is removed. From this index set form the set of monomials
Q˜a
Λ˜m,g(w)
, for all a ∈ N+. As defined before, the accuracy parameter p˜ ∈ N is the cardinality of
Q˜a
Λ˜m,g(w)
and the design matrix M˜a is formed from Q˜a
Λ˜m,g(w)
and S.
5 Multi-level covariance matrix
The multi-level covariance matrix CW (θ) and sparse version C˜W (θ) can be now constructed.
Recall from the discussion in Section 4 that CW (θ) := WC(θ)W
T. From the multi-level basis
construct in Section 4.1 the following operator is built: W :=
[
WTt , . . . ,W
T
0 ,W
T
−1
]T
. Thus
the covariance matrix C(θ) is transformed into CW (θ), where each of the blocks C
i,j
W (θ) =
WiC(θ)W
T
j are formed from all the interactions of the MB vectors between levels i and j, for
all i, j = −1, . . . , t. The structure of CW (θ) is shown in Figure 4. Thus for any ψil˜ and ψjk˜
vectors there is a unique entry of Ci,jW of the form (ψ
i
k˜
)TC(θ)ψj
l˜
. The blocks Ci,jW , where i = −1
or j = −1, correspond to the case where the accuracy term p˜ > p.
5.1 Sparsification of multi-level covariance matrix
A sparse version of the covariance matrix CW (θ) can be built by using a level and distance
dependent strategy:
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1. Given a cell Blk at level l ≥ −1 identify the corresponding tree node value Tree.node and the
tree depth Tree.currentdepth. Note that the Tree.currentdepth and the MB level q are the
same for q = 0, . . . , t. However, for q = −1 the MB is associated to the Tree.currentdepth
= 0.
2. Let K ⊂ S be all the observations nodes contained in the cell Blk.
3. Let τ ≥ 0 be the distance parameter given by the user.
4. Let the Targetdepth be equal to the desired level of the tree. In the case that it is −1 then
the Targetdepth is zero.
The objective now is to find all the cells at the Targetdepth that overlap a ball with radius τ
from the projection of each of the nodes x ∈ K onto the vector Tree.v. This is done by searching
the tree from the root node. At each traversed node check that all the nodes x ∈ K satisfy the
following rule:
x · Tree.v + τ ≤ Tree.threshold.
If this is true then the search continues down the left tree, otherwise both the left and right tree
are searched. The full search algorithm is described in Algorithms 4, 5, and 6.
Input: Tree, K, Targetdepth, τ
Output: Targetnodes
begin
Targetnodes ← ∅
Targetnodes ← LocalSearchTree(Tree, K, Targetdepth, τ , Targetnodes);
end
Algorithm 4: SearchTree function(Tree, K, Targetdepth, τ)
Input: Tree, K, Targetdepth, τ , Targetnodes
Output: Targetnodes
begin
if Targetdepth = Tree.currentdepth then
return Targetnodes = Targetnodes ∪ Tree.node
end
if Tree = leaf then
return
end
Rule ← ChooseSecondRule(K, Tree, τ)
if Rule(x)=true ∀x ∈ K then
Targetnodes ← LocalSearchTree(Tree.LeftTree, K, Targetdepth, τ , Targetnodes)
else
Targetnodes ← LocalSearchTree(Tree.LeftTree, K, Targetdepth, τ , Targetnodes)
Targetnodes ← LocalSearchTree(Tree.RightTree, K, Targetdepth, τ , Targetnodes)
end
end
Algorithm 5: LocalSearchTree(Tree, K, Targetdepth, τ) function
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Input: K, Tree, τ
Output: Rule
begin
Rule(x) := x · Tree.v + τ ≤ Tree.threshold
end
Algorithm 6: ChooseSecondRule(K) function
The sparse matrix blocks Ci,jW (θ) can be built with a simple rule from Algorithm 6. Compute
all the entries of Ci,jW (θ) that correspond to the interactions between any two cells B
i
k ∈ Bi and
Bjl ∈ Bj such that the maximum Euclidean distance between any two observations x∗ ∈ Bik and
y∗ ∈ Bjl is less or equal to τi,j ≥ 0 i.e. ‖x∗− y∗‖ ≤ τi,j. Thus compute the entries (ψik˜)TC(θ)ψjl˜
for all ψi
k˜
∈ Di (i.e. columns of Di) and ψj
l˜
∈ Dj (see Algorithm 7).
In Figure 5 an example for searching local neighborhood cells of randomly placed observations
in R2 is shown. The orange nodes correspond to the source cell. By choosing a suitable value for
τ the blue nodes in the immediate cell neighborhood are found by using Algorithms 4, 5 and 6.
Remark 10. Since the matrix C˜W (θ) is symmetrical it is only necessary to compute the blocks
C
i,j
W (θ) for i = 1, . . . , t and j = i, . . . t.
Input: Tree, i, j, τi,j , Bi, Bj , Di, Di, C(θ)
Output: C˜i,jW (θ)
begin
Targetnodes ← ∅
for Bim ∈ Bi do
K← Bim
for Bjq ← LocalSearchTree(Tree, K, Targetdepth (i), τi,j, Targetnodes) do
for ψik ∈ Di do
for ψjl ∈ Dj do
Compute (ψik)
TC(θ)ψjl in C˜
i,j
W (θ)
end
end
end
end
end
Algorithm 7: Construction of sparse matrix C˜i,jW (θ)
5.2 Computation of the multi-level matrix blocks of C˜W
Given an octree multi-level tree domain decomposition in R3, as shown in [8, 9], the authors
described how to apply a Kernel Independent Fast Multipole Method (KIFMM) by [32] to com-
pute all the blocks C˜i,iW (θ) ∈ RN˜×N˜ for i = −1, . . . , t in O(N˜(t + 1)2) computational steps to a
fixed accuracy εFMM > 0.
For the random projection tree it is not possible to determine a-priori the sparsity of the sparse
blocks C˜i,jW (θ). But given a value for τ by running Algorithm 7 on every cell B
i
k ∈ Bi, at level
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W (θ)
C
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W (θ)
C
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...
C
t,t
W (θ)
Figure 4: Multi-Level covariance matrix where GW := C
−1,−1
W (θ).
i, with the Targetdepth corresponding for level j it is possible to determine the computational
cost of constructing the sparse blocks C˜i,jW (θ). Suppose that maximum number of cells B
j
k ∈ Bj
given by Algorithm 7 is bounded by some γi,j ∈ N+.
Assumption 1. Let A(θ) ∈ RM˜×N˜ be a kernel matrix formed from N˜ source observation nodes
and M˜ target nodes in the space Rd. Suppose that there exists a fast summation method that com-
putes the matrix-vector products A(θ)x with εFMM > 0 accuracy in O((N˜ +M˜ )α) computations,
for some α ≥ 1 and any x ∈ Rd.
For R3 problems the Kernel Independent Fast Multipole Method (KIFMM) is used. This
method is flexible and efficient for computing the matrix vector products C(θ)x for a large
class of kernel functions, including the Mate´rn covariance function. Experimental results show
a computational cost of about O(N˜ + M˜), α ≈ 1 with good accuracy (εFMM between 10−6 to
10−8) with a slight degrade in the accuracy with increased source nodes.
Now, for problems where d > 3, an Approximate Skeletonization Kernel Independent
Treecode (ASKIT) method [22] is used instead to compute the matrix-vector products. The
numerical results for this approach are mixed. For ν → ∞, i.e. Gaussian kernel, ASKIT ex-
hibits a computational cost of about O(N˜ + M˜), with high accuracy εFMM ≈ 10−8. However, if
N > 32, 000 the observed computational cost is only slightly better than the direct method, but
still degrades as O(N˜M˜). Now, for the Mate´rn kernel with ν <∞ , the observed computational
cost is about O(N˜M˜).
Theorem 4. The cost of computing each block C˜i,jW (θ) for i, j = 1, . . . , t by using a fast summa-
tion method with 1 ≤ α ≤ 2 is bounded by
O(γi,j p˜2i(2t−j+1p˜+ 2t−i+1p˜)α + 2p˜2t)
Proof. Let us look at the cost of computing all the interactions between any two cells Bik ∈ Bi
and Bjl ∈ Bj . Without loss of generality assume that i ≤ j. For the cell Blk there is at most
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Figure 5: Neighborhood identification from source cell on a random projection tree decomposi-
tion of observation locations in R2. The orange nodes are contained in the source cell. The blue
nodes are are contained in the local neighborhood cells. The grey dots are all the observations
that are not part of the source or local neighborhood cells.
p˜ multi-level vectors and from Lemma 2 2t−i+1p˜ non zero entries. Similarly for Bjl . All the
interactions (ψi
k˜
)TC(θ)ψj
l˜
now have to be computed, where ψi
k˜
∈ Bik and ψjl˜ ∈ B
j
l .
The term C(θ)ψj
l˜
is computed by using an FMM with 2t−j+1p˜ sources and 2t−i+1p˜ targets at
a cost of O((2t−j+1p˜+ 2t−i+1p˜)α). Since there is at most p˜ multi-level vectors in Bik and Bjl then
the cost for computing all the interactions (ψi
k˜
)TC(θ)ψj
l˜
is O(p˜(2t−j+1p˜+ 2t−i+1p˜)α + 2t−i+1p˜).
Now, at any level i there is at most 2i cells, thus the result follows.
6 Multi-level estimator and predictor
The multi-level random projection tree can be exploited in such a way to significantly reduce
the computational burden and to further increase the numerical stability of the estimation and
prediction steps. This is a direct extension of the multi-level estimator and predictor formulated
in [8] for higher dimensions.
6.1 Estimator
The multi-level likelihood function, lW (θ) (see equation (12) ), has the clear advantage of being
decoupled from the vector β. Furthermore, the multi-level covariance matrix CW (θ) will be more
numerically stable than C(θ) thus making it easier to invert and to compute the determinant.
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However, it is not necessary to perform the MLE estimation on the full covariance matrix
CW (θ), instead construct a series of multi-level likelihood functions ℓ˜
n
W (θ), n = −1, . . . t, by
applying the partial transform [WTt , . . . ,W
T
n ] to the data Z where
ℓ˜nW (θ) = −
N˜
2
log(2π)− 1
2
log det{C˜nW (θ)} −
1
2
(ZnW )
TC˜nW (θ)
−1ZnW , (14)
where ZnW := [W
T
t , . . . ,W
T
i ]
TZ, N˜ is the length of ZnW , C˜
n
W (θ) is the N˜×N˜ upper-left sub-matrix
of C˜W (θ) and C
n
W (θ) is the N˜ × N˜ upper-left sub-matrix of CW (θ).
A consequence of this approach is that the matrices CnW (θ), n = −1, . . . , t will be increasingly
more numerically stable, thus easier to solve computationally, as shown in the following theorem.
Theorem 5. Let κ(A)→ R be the condition number of the matrix A ∈ RN×N then
κ(CtW(θ)) ≤ κ(Ct−1W (θ)) ≤ · · · ≤ κ(CW(θ)) ≤ κ(C(θ)).
Proof. This proof is a simple extension of the proof in Theorem 3.
Remark 11. If C(θ) is symmetric positive definite then for n = −1, . . . , t the matrices CnW (θ)
are symmetric positive definite. The proof is immediate.
Remark 12. If the matrix C˜nW (θ) is close to C
n
W (θ), for n = 1, . . . , d, in some matrix norm
sense, the condition number of C˜nW (θ) will be close to C
n
W (θ). In section 7, for a class of
covariance functions, it can be shown that for sufficiently large τ and/or w, a ∈ N+ [with the
index set Λ(w)m,g or Λ˜(w)m,g] C˜nW (θ) will be close to C
n
W (θ). Thus C˜
n
W (θ) will be symmetric
positive definite.
6.2 Predictor
An alternative formulation for obtaining the estimate Zˆ(x0) is by solving the following problem(
C(θ) M
MT 0
)(
γˆ
βˆ
)
=
(
Z
0
)
. (15)
In [25], the authors show that the solution of this problem leads to equation (4) and γˆ(θ) =
C−1(θ)(Z− Mˆˆβ(θ)). The best unbiased predictor can be evaluated as
Zˆ(x0) = k(x0)
Tβˆ(θ) + c(θ)Tγˆ(θ) (16)
and the Mean Squared Error (MSE) at the target point x0 is given by
1 + u˜T(MTC(θ)−1M)−1u˜− c(θ)TC−1(θ)c(θ)
where u˜T := (MC−1(θ)c(θ)− k(x0)).
From (15) it is observed that MTγˆ(θ) = 0. This implies that γˆ ∈ Rn\Pp(S) and can be
uniquely rewritten as γˆ =WTγW for some γW ∈ RN−p. Now, rewrite C(θ)γˆ +Mβˆ = Z as
C(θ)WTγˆW +Mβˆ = Z. (17)
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Now apply the matrix W to equation (17) and obtain W{C(θ)WTγˆW +Mβˆ} = WZ. Since
WM = 0 then
CW (θ)γˆW = ZW .
The preconditioner PW is formed from the entries of the matrix CW . For i = −1, . . . , t and each
cell Bik ∈ Bi form a matrix Pi,k of all the interactions (ψik˜)TC(θ)ψik˜, where ψik˜ ∈ Bik. Thus,
Pi,k := [ψi1, . . . ,ψ
i
s]
TCW [ψ
i
1, . . . ,ψ
i
s]
where ψi1, . . . ,ψ
i
s ∈ Bik and s is the total number of ML basis in the cell Bik. The preconditioner
is formed as a block diagonal matrix of all the matrices Pi,k for every cell Bik ∈ B, i.e.
PW := diag(P
−1,0,P0,0,P1,0,P1,1, . . . ).
Applying the preconditioner P−1W (θ) the following system of equations
C¯W (θ)γW (θ) = Z¯W
are obtained, where C¯W (θ) := P
−1
W (θ)CW (θ) and Z¯W := P
−1
W (θ)ZW . Note that in some cases
CW (θ) will have very small condition numbers. For this case we can set PW := I, i.e. no
preconditioner.
Theorem 6. If the covariance function φ : Γd × Γd → R is positive definite, then the matrix
PW (θ) is always symmetric positive definite.
Proof. Immediate.
6.3 Estimator: Computation of log det{C˜nW} and (ZnW )T(C˜nW )−1ZnW
An approach to computing the determinant of C˜nW (θ) is to apply a sparse Cholesky factorization
technique such that GGT = C˜nW (θ), where G is a lower triangular matrix. Since the eigenvalues
of G are located on the diagonal then log det{C˜nW (θ)} = 2
∑N˜
i=1 logGii.
To reduce the fill-in of the factorization matrix G apply the matrix reordering technique in
Suite Sparse 4.2.1 package ([11, 13–16]) with the Nested Dissection (NESDIS) function package.
The sparse Cholesky factorization is performed with the lchol command from Suite Sparse 4.2.1
package.
Although in practice the combined NESDIS and sparse Cholesky factorization is highly effi-
cient, as shown by our numerical results, a worse case complexity bound can be obtained only
for d = 2 or d = 3 dimensions (see [8]).
Two choices for the computation of (ZnW )
TC˜nW (θ)
−1Z˜nW are open to us: i) a Cholesky factor-
ization of C˜nW (θ), or ii) a Preconditioned Conjugate Gradient (PCG). The PCG choice requires
significantly less memory and allows more control of the error. However, the sparse Cholesky
factorization of C˜nW (θ) has already been used to compute the determinant. Thus we can use the
same factors to compute (Z˜nW )
TC˜nW (θ)
−1Z˜nW .
6.4 Predictor: Computation of C¯W γˆW = Z¯W
For the predictor stage a different approach is used. Instead of inverting the sparse matrix
C˜W (θ) a Preconditioned Conjugate Gradient (PCG) method is employed to compute γˆW =
CW (θ)
−1ZW .
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Recall that CW =WC(θ)W
T, γˆW =Wγˆ and ZW =WZ. Thus the matrix vector products
CW (θ)γ
n
W in the PCG iteration are computed within three steps:
γnW
WTγnW−−−−→
(1)
an
C(θ)an−−−−→
(2)
bn
Wbn−−−→
(3)
CW (θ)γ
n
W
where γ0W is the initial guess and γ
n
W is the n
th iteration of the PCG.
(1) Transformation from multi-level representation to single level. This is done in at most O(Nt)
steps.
(2) Perform matrix vector product using a fast summation method. For d = 2, 3 a KIFMM is
used to compute the matrix vector products. Alternatively, for d > 3 an ASKIT method is
used to compute the matrix-vector products.
(3) Convert back to multi-level representation.
The matrix-vector products CW (θ)γ
n
W , where γ
n
W ∈ RN−p, are computed in O(Nα + 2Nt)
computational steps to a fixed accuracy εFMM > 0. Note that α ≥ 1 is dependent on the
efficiency of the fast summation method. The total computational cost is O(kNα+2Nt), where
k is the number of iterations needed to solve C¯W (θ)γ¯W (θ) = Z¯W to a predetermined accuracy
εPCG > 0.
It is important to point out that the introduction of a preconditioner can degrade the per-
formance of the PCG, in particular, if the preconditioner is ill-conditioned. The accuracy of
the PCG method εPCG has to be set such that the accuracy of the unpreconditioned system
CW (θ)γW (θ) = ZW is below a user given tolerance ε > 0.
Now compute γˆ =WTγˆW and βˆ = (M
TM)−1MT(Z−C(θ)γˆ) in at most O(Nα +Np+ p3)
computational steps. The matrix vector product c(θ)Tγˆ(θ) is computed in O(N) steps. Finally,
the total cost for computing the estimate Zˆ(x0) from (16) is O(p3 + (k + 1)Nα + 2Nt).
7 Error analysis
Consider the full solution xW = C
n
W (θ)
−1ZnW and sparse solution x˜W = C˜
n
W (θ)
−1ZnW for n =
−1, . . . , t, then the error can be bounded as
‖xW − x˜W‖l2 ≤ ‖C−1W (θ)− C˜−1W (θ)‖2‖ZW‖l2. (18)
This section is divided into three parts: i) decay of the multi-level matrix CW (θ) coefficients
ii) analyticity of the Mate´rn covariance function and finally iii) a-posteriori error estimates of
‖xW − x˜W‖l2 .
7.1 Multi-level covariance matrix decay
The decay of the coefficients of the matrix CW (θ) will depend directly on the choice of the
multivariate index set Λm,g(w) and the analytic regularity of the covariance function. In this
section two lemmas are derived that provide bounds on the magnitude of the coefficients of
CW (θ).
For the case that ν → ∞ the Mate´rn covariance function converges to a Gaussian and is
analytic on Γd × Γd. For this case error bounds that depend on the domain Γd × Γd are derived
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in Lemma 3 with respect to the subspace P p˜(S) generated by the Smolyak index set Λm,g(w+a),
where w, a ∈ N+.
In general, the Mate´rn covariance function will not be regular at the origin. If that is the
case, care has to be taken that the sparse grid domain does not cross the origin. Error bounds
that depend on the extended Smolyak index set Λ˜m,g(w + a), where w, a ∈ N+ are derived in
Lemma 4.
Lemma 3. Suppose that φ(x,y; θ) ∈ C0(Γd×Γd;R) has an analytic extension on Eσˆ,...,σˆ×Eσˆ,...,σˆ
and is bounded by M˜(φ). Let P p˜(S)⊥ be the subspace in RN generated by the Smolyak index
set Λm,g(w + a) for some w, a ∈ N+. Let Sm,gw+a,d be a sparse grid generated from the index set
Λm,g(w + a) with η(w + a) collocation nodes. For i, j = 0, . . . , t consider any multi-level vec-
tor ψim ∈ P p˜(S)⊥, with nm non-zero entries, from the cell Bim ∈ Bi and any multi-level vector
ψjq ∈ P p˜(S)⊥, with nq non-zero entries, from the cell Bjq ∈ Bj, then:
(a) if w + a > d/ log (2)∣∣∣∣∣
N∑
r=1
N∑
h=1
φ(xr,yh; θ)ψ
i
m[h]ψ
j
q[r]
∣∣∣∣∣ ≤ √nmnqM(σ, δ∗(σ), d, M˜(φ))η2µ3(σ,δ∗(σ),d) exp
(
−2dσ
21/d
ηµ2(d)
)
,
where
M(σ, δ∗(σ), d, M˜ǫ1, M˜(φ)) :=
8Q(σ, δ∗(σ), d, M˜(φ))C˜(σ)a(δ, σ)
exp(σδ∗(σ)C˜2(σ))eδσ
max {1, C˜1(σ, δ∗(σ), d, M˜ǫ1)}
|1− C˜1(σ, δ∗(σ), d, M˜ǫ1)|
,
and
M˜ǫ1(σ, δ
∗(σ), d, M˜(φ)) := Q˜(σ, δ∗(σ), d, M˜(φ))ηµ3(σ,δ∗(σ),d) exp
(
− dσ
21/d
ηµ2(d)
)
.
(b) if w + a ≤ d/ log (2)∣∣∣∣∣
N∑
r=1
N∑
h=1
φ(xr,yh; θ)ψ
i
m[h]ψ
j
q[r]
∣∣∣∣∣ ≤ √nmnq 8C(σ)a(δ, σ)C1(σ, δ
∗(σ), d, M˜(φ))
eδσ
η−2µ1
∗ max {1, C1(σ, δ
∗(σ), d, P˜ǫ1)}d
|1− C1(σ, δ∗(σ), d, P˜ǫ1)|
max {1, C1(σ, δ∗(σ), d, M˜(φ)}d
|1− C1(σ, δ∗(σ), d, M˜(φ))|
.
where
P˜ǫ1(σ, δ
∗(σ), d, M˜(φ)) :=
2C1(σ, δ
∗(σ), M˜(φ))
|1− C1(σ, δ∗(σ), M˜(φ))|
max {1, C1(σ, δ∗(σ), M˜(φ))}dη−µ1 .
Proof. Let ǫ1(x,y; θ) := (Id ⊗ Id − Sm,gw+a,d ⊗ Id)φ(x,y; θ), where Id : Cd(Γd;R) → Cd(Γd;R) is
the identity operator, and ǫ2(x,y; θ) := (Id ⊗ Id − Id ⊗ Sm,gw+a,d)ǫ1(x,y; θ). Consider any multi-
level vector ψim ∈ P p˜(S)⊥ in the cell Bm and any vector ψjq ∈ P p˜(S)⊥ from the cell Bq, where
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m, q = 0, . . . , t, then
N∑
k=1
N∑
l=1
φ(xk,yl; θ)ψ
i
m[k]ψ
j
q[l] =
N∑
k=1
ψim[k]
[
N∑
l=1
φ(xk,yl; θ)ψ
j
q[l]
]
=
N∑
k=1
ψim[k]
[
N∑
l=1
ǫ1(xk,yl; θ)− (Id ⊗ Sm,gw+a,d)φ(xk,yl; θ)ψjq[l]
]
=
N∑
k=1
ψim[k]
[
N∑
l=1
ǫ1(xk,yl; θ)ψ
j
q[l]
]
.
The last equality follows from the fact that from Proposition 1 (Id ⊗ Sm,gw+a,d)φ(x,y; θ) ∈ Id ⊗
C0(Γd;R) ⊗ PΛm,g(w). Since ψqj ∈ P p˜(S)⊥ then
∑N
l=1(Id ⊗ Sm,gw+a,d)φ(xk,yl; θ)ψjq[l] = 0. Now,
rearranging the summations:
N∑
k=1
N∑
l=1
φ(xk,yl; θ)ψ
i
m[k]ψ
j
q[l] =
N∑
l=1
ψjq[k]
[
N∑
k=1
ǫ1(xk,yl; θ)ψ
i
m[l]
]
=
N∑
l=1
ψjq[k]
[
N∑
k=1
ǫ2(xk,yl; θ) + (Sm,gw+a,d ⊗ Id)ǫ1(xk,yl; θ)ψim[l]
]
=
N∑
l=1
ψjq[k]
[
N∑
k=1
ǫ2(xk,yl; θ)ψ
i
m[l]
]
=
N∑
k=1
N∑
l=1
ǫ2(xk,yl; θ)ψ
i
m[k]ψ
j
q[l].
Now, ∣∣∣∣∣
N∑
r=1
N∑
h=1
φ(xr,yh; θ)ψ
i
m[h]ψ
j
q[r]
∣∣∣∣∣ ≤ ‖ǫ2(x,y; θ)‖L∞(Γd×Γd)
N∑
r=1
N∑
h=1
|ψim[h]ψjq[r]|
≤ ‖ǫ2(x,y; θ)‖L∞(Γd×Γd)
√
nm
√
nq‖ψim‖l2‖ψjq‖l2
= ‖ǫ2(x,y; θ)‖L∞(Γd×Γd)
√
nm
√
nq.
The last equality is due to the fact that ψim and ψ
j
q are orthonormal. The next step is to bound
the error ‖ǫ2(x,y; θ)‖L∞(Γd×Γd).
Now, extend y → z ∈ Eσˆ,...,σˆ. For this case ǫ1(·, z; θ) becomes a complex number. If w >
d/ log (2) then from Theorem 2 and equation (11) for all z ∈ Eσˆ,...,σˆ
‖ǫ1(·, z; θ)‖L∞(Γd) = ‖(Id − Sm,gw+a,d) Reφ(·, z) + i(Id − Sm,gw+a,d) Imφ(·, z)‖L∞(Γd)
≤ M˜ǫ1 := 2Q(σ, δ∗(σ), d, M˜(φ)ηµ3(σ,δ
∗(σ),d) exp
(
− dσ
21/d
ηµ2(d)
)
,
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where M˜(φ) = maxw,z∈Eσˆ,...,σˆ×Eσˆ,...,σˆ |φ(w, z)|. From Theorem 7 and equation (10) it follows that
‖ǫ2(x,y; θ)‖L∞(Γd×Γd) = ‖(Id ⊗ Id − Id ⊗ Sm,gw+a,d)ǫ1(x,y; θ)‖L∞(Γd×Γd)
= ‖(Id ⊗ (Id − Sm,gw+a,d))ǫ1(x,y; θ)‖L∞(Γd×Γd)
≤ Q(σ, δ∗(σ), d, M˜ǫ1)ηµ3(σ,δ
∗(σ),d) exp
(
− dσ
21/d
ηµ2(d)
)
.
where
Q(σ, δ∗(σ), d, M˜ǫ1) =
8Q(σ, δ∗(σ), d, M˜(φ))ηµ3(σ,δ∗(σ),d) exp (− dσ
21/d
ηµ2(d)
)
C(σ)a(δ, σ)
exp(σδ∗(σ)C2(σ))eδσ
∗ max {1, C1(σ, δ
∗(σ), d, M˜ǫ1)}
|1− C1(σ, δ∗(σ), d, M˜ǫ1)|
.
It follows that∣∣∣∣∣
N∑
r=1
N∑
h=1
φ(xr,yh; θ)ψ
i
m[h]ψ
j
q[r]
∣∣∣∣∣ ≤ √nm√nqM(σ, δ∗(σ), d, M˜(φ))η2µ3(σ,δ∗(σ),d) exp
(
−2dσ
21/d
ηµ2(d)
)
.
Now, if w ≤ d/ log (2) then from Theorem 2 for all z ∈ Eσˆ,...,σˆ
‖ǫ1(·, z; θ)‖L∞(Γd) ≤ P˜ǫ1(σ, δ∗(σ), d, M˜(φ)).
From equation (11)
‖ǫ2(x,y; θ)‖L∞(Γd×Γd) ≤
C1(σ, δ
∗(σ), P˜ǫ1)
|1− C1(σ, δ∗(σ), P˜ǫ1)|
max {1, C1(σ, δ∗(σ), P˜ǫ1)}
d
η−µ1
≤ 8C(σ)a(δ, σ)C1(σ, δ
∗(σ), d, M˜(φ))
eδσ
η−2µ1
∗ max {1, C1(σ, δ
∗(σ), d, P˜ǫ1)}d
|1− C1(σ, δ∗(σ), d, P˜ǫ1)|
max {1, C1(σ, δ∗(σ), d, M˜(φ)}d
|1− C1(σ, δ∗(σ), d, M˜(φ))|
.
There are many cases where it is not possible, or hard to prove that the covariance function
φ(x,y; θ) has a bounded analytic extension on a well defined region in Cd×Cd. For example, for
the Mate´rn covariance function (ν = 0.5), there is a derivative discontinuity at the origin. We
look at a class of covariance functions where it is possible to prove decay rates of the covariance
matrix CW (θ) whenever any two cells B
i
m ∈ Bi and Bjq ∈ Bj are well separated.
Let f be a Rd valued vector, where for n = 1, . . . , d, fn := θn(xn − yn)2. The idea is to form
a sparse grid representation of the covariance function φ(f) : Rd → R that avoids the analytic
singularity at the origin.
Consider any two cells Bim ∈ Bi and Bjq ∈ Bj . Assume that the minimum Euclidean distance
between any two observations x∗ ∈ Bim and y∗ ∈ Bjq is τi,j > 0 i.e. ‖x∗ − y∗‖ ≥ τi,j . Conversely
the maximal distance between all the observations in Bim and B
j
q is ‖x∗ − y∗‖ ≤ 2
√
d. Let
{xmin,ymin} be the minimal distance pair observations and similarly, let {xmax,ymax} be the
maximal. Thus for n = 1, . . . , d, fn ∈ [θn(xminn − yminn )2, θn(xmaxn − ymaxn )2].
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Let t be a Rd valued vector and for n = 1, . . . , d let
tn :=
2(fn − θn(xminn − yminn )2)
θn((xmaxn − ymaxn )2 − (xminn − yminn )2)
− 1 = 2((xn − yn)
2 − (xminn − yminn )2
(xmaxn − ymaxn )2 − (xminn − yminn )2
− 1. (19)
Thus t ∈ Γd and the covariance function is recast as φ(t; θ) : Γd → R.
Now, for this case the multi-level basis constructed from the observations S and the monomial
set Q˜aΛm,g(w), for some a, w ∈ N+, is not enough to show decay of the coefficients of CW (θ).
Instead, assume that the extended multi-level basis (see Remark 9) is constructed from the set
of monomials Q˜a
Λ˜m,g(w)
, with extended Smolyak index set Λ˜m,g(w + a)
Lemma 4. Suppose that φ(t; θ) ∈ C0(Γd;R) has an analytic extension on Eσˆ,...,σˆ and is bounded
by M˜(φ). Let P p˜(S)⊥ be the subspace in RN generated by the extended Smolyak index set Λ˜m,g(w+
a) for some w, a ∈ N+. Let Sm,gw+a,d be a sparse grid generated from the index set Λ˜m,g(w + a)
with η(w + a) collocation nodes. For m, q = 0, . . . , t consider any extended multi-level vector
ψim ∈ P p˜(S)⊥, with nm non-zero entries, from the cell Bim and any extended multi-level vector
ψjq ∈ P p˜(S)⊥, with nq non-zero entries, from the cell Bjq .
(a) If w + a > d/ log (2) then∣∣∣∣∣
N∑
r=1
N∑
h=1
φ(t; θ)ψim[h]ψ
j
q[r]
∣∣∣∣∣ ≤ √nmnqQ(σ, δ∗(σ), d, M˜(φ))ηµ3(σ,δ∗(σ),d) exp
(
− dσ
21/d
ηµ2(d)
)
.
(b) If w + a ≤ d/ log (2) then∣∣∣∣∣
N∑
r=1
N∑
h=1
φ(t; θ)ψim[h]ψ
j
q[r]
∣∣∣∣∣ ≤ √nmnq C1(σ, δ
∗(σ), M˜(φ))
|1− C1(σ, δ∗(σ), M˜(v))|
max {1, C1(σ, δ∗(σ), M˜(φ))}dη−µ1 .
Proof. Now, perform the Smolyak sparse grid expansion in terms of the vector t ∈ Γd and let
ǫ(t; θ) := φ(t; θ)− Sm,gw+a,dφ(t; θ).
N∑
k=1
N∑
l=1
φ(t(xk,yl); θ)ψ
i
m[k]ψ
j
q[l] =
N∑
k=1
N∑
l=1
(ǫ(t(xk,yl); θ)
+
∑
i∈Nd+:g(i)≤w
d⊗
n=1
∆m(in)n (t(xl,yl); θ)

ψim[k]ψjq[l].
Since ψim,ψ
j
q ∈ P p˜(S)⊥
N∑
k=1
N∑
l=1

 ∑
i∈Nd+:g(i)≤w
d⊗
n=1
∆m(in)n (t(xk,yl); θ)

ψim[k]ψjq[l] = 0,
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thus ∣∣∣∣∣
N∑
k=1
N∑
l=1
φ(t(xk,yl); θ)ψ
i
m[k]ψ
j
q[l]
∣∣∣∣∣ =
∣∣∣∣∣
N∑
k=1
N∑
l=1
ǫ(t(xk,yl); θ)ψ
i
m[k]ψ
j
q[l]
∣∣∣∣∣
≤ ‖ǫ(t; θ)‖L∞(Γd)
N∑
k=1
N∑
l=1
|ψim[k]||ψjq[l]|.
The result follows from Equations (10) and (11).
7.2 Analyticity of the Mate´rn covariance function
In this section the analytic extension for the Mate´rn covariance function
φ(r; θ) :=
1
Γ(ν)2ν−1
(√
2νr(θ)
)ν
Kν
(√
2νr(θ)
)
,
is analyzed on Cd or Cd × Cd, where r(θ) = (x− y)Tdiag(θ)(x− y)) 12 , θ = [θ1, . . . , θd] ∈ Rd+
are positive constants, diag(θ) ∈ Rd×d is a zero matrix with the vector θ on the diagonal, and
x,y ∈ Γd.
Recall from Remark 6 that for different values of ν ∈ R+ different shapes of the covariance
function are obtained, i.e. for ν = 1/2 + n, n ∈ N+
φ(r; ν, θ) = exp(−
√
2νr(θ))
Γ(n + 1)
Γ(2n+ 1)
n∑
k=1
(n+ 1)!
n!(n− k)!(
√
8vr(θ))n−k.
The Gaussian covariance function is first analyzed, which is the case for the Mate´rn covariance
function when ν →∞. However, the covariance function is recast in a slightly different form:
φ(x,y; θ) = exp
(−(x− y)Tdiag(θ)(x− y)) .
Lemma 5. There exists an analytic extension of the Gaussian correlation function φ(x,y; θ) :
Γd× Γd → R on (x,y) ∈
∏d
n=1 En,σˆ ×
∏d
n=1 En,σˆ ⊂ Cd. Furthermore, for all (x,y) ∈
∏d
n=1 En,σˆ ×∏d
n=1 En,σˆ
|φ(x,y; θ)| ≤ exp (2d(e2σˆ + e−2σˆ))
d∏
n=1
exp(θn).
Proof. First, the following facts from complex analysis are stated:
i) The exponential function is holomorphic on C.
ii) The polynomial functions are holomorphic on C.
iii) The sum of two holomorphic functions on C are holomorphic on C.
iv) The composition of two holomorphic functions on C are holomorphic on C.
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From ii) and iii) for all x,y ∈ Cd it follows that (x − y)Tdiag(θ)(x − y) : Cd × Cd → C is
holomorphic. From i) and iv) it is concluded that φ(x,y; θ) : Cd × Cd → C is analytic.
The next step is to bound the function φ(x,y; θ) : Cd × Cd → C. However, for the isotropic
sparse grid representation used in this paper it is sufficient to show that the analytic extension
of φ(x,y; θ) is valid on
∏d
n=1 En,σˆ ×
∏d
n=1 En,σˆ.
Now, recall the shape of the polyellipse
En,σˆn =
{
z ∈ C, σˆ ≥ δn ≥ 0; Re z = e
δn + e−δn
2
cos(θ), Im z =
eδn − e−δn
2
sin(θ), θ ∈ [0, 2π)
}
.
Therefore any z ∈ En,σˆ can be written in the form (e2δn+e−2δn )1/22 eiΩn , i =
√−1, σˆ ≥ δn ≥ 0 and
Ωn ∈ R. Thus for all x,y ∈
∏d
n=1 En,σˆ
|φ(x,y; θ)| ≤ exp
(
d∑
n=1
∣∣θn(xn − yn)2∣∣
)
≤ exp
(
d∑
n=1
θn2(e
2σˆ + e−2σˆ)
)
≤
d∏
n=1
exp(θn)
2d(e2σˆ+e−2σˆ)).
Now, the analyticity of the Mate´rn covariance function
φ(r; θ) :=
1
Γ(ν)2ν−1
(√
2νr(θ)
)ν
Kν
(√
2νr(θ)
)
.
is analyzed. Since, in general, the Mate´rn covariance function is not differentiable at the origin
then there is no analytic extension on
∏d
n=1 En,σˆ ×
∏d
n=1 En,σˆ, thus Lemma 4 will not be valid.
However, it is not necessary to show that an analytic extension of φ(x,y; θ) : Γd×Γd → R exists
for the entire domain Γd × Γd, but only on a sub-domain that does not cross the origin.
Consider any two cells Bim ∈ Bi and Bjq ∈ Bj , at levels i and j, and assume that the
minimum Euclidean distance between any two observations x∗ ∈ Bim and y∗ ∈ Bjq is τi,j > 0
i.e. ‖x∗ − y∗‖ ≥ τi,j . Conversely the maximal distance between all observations in Bim and Bjq
is ‖x∗ − y∗‖ ≤ 2√d. Let {xmin,ymin} be the minimal distance pair observations and similarly,
let {xmax,ymax} be the maximal. Furthermore, for n = 1, . . . , d, let mn := xminn − yminn and
Mn := x
max
n − ymaxn .
Let t ∈ Rd, where for n = 1, . . . , d, tn is equal to equation (19), and recast the Mate´rn
covariance function as φ(t; ν, θ) : Γd → R where
φ(t; ν, θ) :=
1
Γ(ν)2ν−1
(√
2νr(t, θ)
)ν
Kν
(√
2νr(t, θ)
)
,
t ∈ Γd and r(t, θ) =∑dn=1 θn((tn + 1)(M2n −m2n)/2 +m2n).
The next step is to find a suitable value for σˆ > 0 such that the Mate´rn function is analytic
and bounded on the region
∏d
n=1 En,σˆ. In the following Lemma an estimate of the region of
analyticity is obtained.
Lemma 6. Given any two cells Bim ∈ Bi and Bjq ∈ Bj, such that the minimum Euclidean distance
between any two observations x∗ ∈ Bim and y∗ ∈ Bjq is τi,j > 0, then there exists an analytic
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extension of φ(t; ν, θ) : Γd → R on
∏d
n=1 En,σˆi,j ⊂ Cd where
σˆi,j < log
(
τi,j
2d
+ 1−
√
τi,j
2d
(τi,j
2d
+ 2
))
.
Moreover, for all t ∈∏dn=1 En,σˆ ⊂ Cd it follows that |r(t; θ)| ≤ α(θ, σˆi,j) := ‖θ‖2 (2(3 +√2eσˆi,j )) 12
and for n ∈ N+
|φ(r; 1/2 + n, θ)| ≤ exp(−(4(3 +
√
2))1/2ν‖θ‖2) Γ(n+ 1)
Γ(2n+ 1)
n∑
k=1
(n+ 1)!
n!(n− k)!(
√
8vα(θ, σˆi,j))
n−k.
Proof. From equation (18) for n = 1, . . . , d
fn = θn
(
m2n +
(tn + 1)(M
2
n −m2n)
2
)
,
thus,
∑d
n=1m
2
n ≥ τi,j and for n = 1, . . . , d, m2n ≤ M2n ≤ 4. Recall that the Mate´rn function can
be rewritten as
φ(f ; ν, θ) =
1
Γ(ν)2ν−1
(√
2νr(f , θ)
)ν
Kν
(√
2νr(f , θ)
)
,
where r(f , θ) =
(∑d
n=1 fn
) 1
2
. Now, the square root function z
1
2 , z ∈ C, is analytic if Re z > 0.
Given that the modified Bessel functions are analytic in the complex plane and polynomials are
analytic in C, then φ(t; νθ) is analytic if t belongs in a region in Cd such that
Re
d∑
n=1
fn ≥ θmin
d∑
n=1
Re
(
m2n +
(tn + 1)(M
2
n −m2n)
2
)
> 0.
This condition is satisfied if for n = 1, . . . , d, Re tn > −1− τi,j2d , i.e. Re t ∈
∏d
n=1(−1− τi,j2d ,∞).
The next step is to embed a polyellipse Elog ρ ⊂ (−1 − τi,j2d ,∞) × (−∞i,∞i), as shown in
Figure 6. This is achieved by setting ρ <
(
τi,j
2d
+ 1−
√
τi,j
2d
( τi,j
2d
+ 2
))
.
Re
Im−1−
τi,j
2d
1−1
Elog ρ
Figure 6: Embedding of polyellipse Elog ρ in the analyticity region Re z > −1− τi,j2d . The em-
bedding is achieved for a polyellipse with ρ <
(
τi,j
2d
+ 1−
√
τi,j
2d
( τi,j
2d
+ 2
))
.
Now,
max
t∈Elog ρ
|t| =
((
ρ+ ρ−1
2
)2
+
(
ρ− ρ−1
2
)2)1/2
≤
√
2ρ,
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then for t ∈∏dn=1 En,σˆ
|r(t; θ)| ≤
(
d∑
n=1
θ2n
(
m2n +
(|tn|+ 1)(M2n −m2n)
2
))1/2
≤
(
d∑
n=1
θ2n (4 + (|tn|+ 1)4)
)1/2
≤ ‖θ‖2
(
2(3 +
√
2eσˆ)
) 1
2
.
The result follows.
7.3 A-posteriori error estimates
Given that the region of analyticity of the Mate´rn covariance function and decay rates of the
covariance matrix haven been derived, estimates for the error between the full xW = C
n
W (θ)
−1ZnW
and sparse solution x˜W = C˜
n
W (θ)
−1ZnW are shown in this section. For n = t, . . . ,−1 suppose
that σmin(C
n
W (θ))‖E‖2 < 1, where E := CnW (θ)− C˜nW (θ), then
‖CnW (θ)−1 − C˜nW (θ)−1‖2 = ‖(C˜nW (θ) + E)−1 − C˜nW (θ)−1‖2
= ‖C˜nW (θ)−1E(I− C˜nW (θ)−1E)−1C˜nW (θ)−1‖2
≤ σ−2min(C˜nW (θ))‖(I− C˜nW (θ)−1E)−1‖2‖E‖2
≤ σ−2min(C˜nW (θ))σmin(I− C˜nW (θ)−1E)‖E‖2
≤ σ−2min(C˜nW (θ))(1 + σmin(C˜nW (θ)−1E))‖E‖2
≤ σ−2min(C˜nW (θ))(1 + σmin(C˜nW (θ)−1E))‖E‖2
≤ σ−2min(C˜nW (θ))(1 + σmin(C˜nW (θ)−1)‖E‖2)‖E‖2
≤ σ−2min(C˜nW (θ))(1 + σ−1max(C˜nW (θ))‖E‖2)‖E‖2.
Note that the following singular value inequalities, which can be found in [18], where applied: If
A,B ∈ Cn,n then
i) σmin(1 + A) ≤ 1 + σmin(A).
ii) σmax(AB) ≤ σmax(A)σmax(B).
iii) σmin(AB) ≤ σmin(A)σmax(B).
iv) σmax(A
−1) = σ−1min(A).
Remark 13. The terms σmin(C˜
n
W (θ)) and σmax(C˜
n
W (θ)) can be estimated by using a Lanzcos
sparse Singular Value Decomposition (SVD) type algorithm [5, 20].
The term ‖E‖2 can be bounded as
‖E‖2 ≤
t∑
i=max{n,1}
t∑
j=max {n,1}
‖Ei,j‖2,
where for i, j = max {n, 1}, . . . , t, Ei,j := Ci,jW (θ)− C˜i,jW (θ).
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Remark 14. It is not too hard to see that for τi,j ≥ 0 Algorithm 5 leads to Ei,j = 0 if i = −1, 0
or j = −1, 0.
The contributions of the errors ‖Ei,j‖2, for i, j = max {n, 1}, . . . , t, can now be estimated,
but first, the following assumption is made:
Assumption 2. For i, j,= 1, . . . , t let τi,j := τ2
t−(i+j)/2, for some user defined parameter τ > 0.
Now, for i, j = max {1, n}, . . . , t if w+ a > d/ log (2) then from Assumption 2 and Lemma 1,
2 and 3
‖Ei,j‖2 ≤
√
2i+j p˜max{|Ei,j(:)|}
≤ 2t+1p˜2M(σ, δ∗(σ), d, M˜(φ))η2µ3(σ,δ∗(σ),d) exp
(
−2dσ
21/d
η(w + a)µ2(d)
)
,
and thus
‖E‖2 ≤ 2t+1p˜2(t−max {n, 1})2M(σ, δ∗(σ), d, M˜(φ))
η(w + a)2µ3(σ,δ
∗(σ),d) exp
(
−2dσ
21/d
η(w + a)µ2(d)
)
.
Following a similar argument for the case that w+a ≤ d/ log (2) the following theorem is proved:
Theorem 7. Suppose the same conditions as in Lemma 3 are satisfied, then from Assumption 2
‖CnW (θ)−1 − C˜nW (θ)−1‖2 ≤ σ−2min(C˜nW (θ))(1 + σ−1max(C˜nW (θ))‖E‖2)‖E‖2.
where: (a) If w + a > d/ log (2) then
‖E‖2 ≤ 2t+1p˜2(t−max {n, 1})2M(σ, δ∗(σ), d, M˜(φ))
η(w + a)2µ3(σ,δ
∗(σ),d) exp
(
−2dσ
21/d
η(w + a)µ2(d)
)
.
(b) Else if w + a ≤ d/ log (2) then
‖E‖2 ≤ 2t+4p˜2(t−max {n, 1})2C(σ)a(δ, σ)C1(σ, δ
∗(σ), d, M˜(φ))
eδσ
η−2µ1
max {1, C1(σ, δ∗(σ), d, P˜ǫ1)}d
|1− C1(σ, δ∗(σ), d, P˜ǫ1)|
max {1, C1(σ, δ∗(σ), d, M˜(φ)}d
|1− C1(σ, δ∗(σ), d, M˜(φ))|
.
Remark 15. By combining Theorem 7 and Lemma 5 the a-posteriori error bound is computed
for the Gaussian covariance function. For this bound the user can set the size of the polyellipse
parameter σˆ to one, thus σ = 1/2, M˜(φ) =
∏d
n=1 exp(θn)
2d(e2σˆ+e−2σˆ)).
Now one must deal with the more general Mate´rn covariance function error estimates . It is
straightforward to prove the following theorem.
Theorem 8. Suppose the same conditions as in Lemma 4 and Lemma 6 are satisfied and assume
that σi,j := σˆi,j/2,
0 < σˆi,j < log
(
τi,j
2d
+ 1−
√
τi,j
2d
(τi,j
2d
+ 2
))
,
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for i, j = 0, . . . , t, and
M˜(φ) := exp(−(4(3 +
√
2))1/2ν‖θ‖2) Γ(n+ 1)
Γ(2n+ 1)
n∑
k=1
(n+ 1)!
n!(n− k)!(
√
8vα(θ, σˆi,j))
n−k
for n = −1, . . . , t. Furthermore, assume the sparse covariance matrix C˜nW (θ) non zero entries
are computed with Algorithm 7 then for n = −1, . . . , t,
‖CnW (θ)−1 − C˜nW (θ)−1‖2 ≤ σ−2min(C˜nW (θ))(1 + σ−1max(C˜nW (θ))‖E‖2)‖E‖2.
where: (a) If w + a > d/ log (2) then
‖E‖2 ≤ 2t+1p˜2
t∑
i=max{n,1}
t∑
j=max {n,1}
Q(σi,j , δ∗(σi,j), d, M˜(φ))η(w + a)µ3(σ,δ∗(σi,j ),d)
exp
(
−dσi,j
21/d
η(w + a)µ2(d)
)
else if w + a ≤ d/ log (2) then
‖E‖2 ≤ 2t+1p˜2
t∑
i=max{n,1}
t∑
j=max {n,1}
C1(σi,j , δ
∗(σi,j), M˜(φ))
|1− C1(σi,j , δ∗(σi,j), M˜(φ))|
max {1, C1(σi,j , δ∗(σi,j), M˜(φ))}d
∗ η(w + a)−µ1(σi,j).
8 Numerical results
The performance of the multi-level solver for estimation and prediction formed from random
datasets in high dimensions is tested. The results show that the computational burden is signifi-
cantly reduced. In particular, it is possible to now solve ill-conditioned problems efficiently. The
implementation of the code is done with a combination of MATLAB and C++ packages:
i) Matlab: The RP/kD binary tree, multi-level basis construction, formation of the sparse
matrix CW , estimation and prediction components are written and executed on Matlab [23].
The computational bottlenecks are executed on the C++ software packages, dynamic shared
libraries, and the highly optimized BLAS and LAPACK packages contained in MATLAB.
ii) Direct and fast summation: The matlab code estimates the computational cost between
the direct and fast summation methods and chooses the most efficient approach. For the
direct method the highly optimized MATLAB arithmetic functions are used. For the fast
summation method the KIFMM (d = 3) or ASKIT (d > 3) c++ codes are used. The
KIFMM is modified to include a Hermite interpolant approximation of the Mate´rn covariance
function, which is implemented with the intel MKL package [1] (see [8] for details). The
ASKIT code is only used for the Gaussian case since the performance for the Mate´rn kernel
is only slightly better than the direct approach.
iii) Dynamic shared libraries: These are produced with the GNU gcc/g++ packages. These
libraries implement the Hermite interpolant with the intel MKL package (about 10 times
faster than Matlab Mate´rn interpolant) and link the MATLAB code to the KIFMM.
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iv) Cholesky and determinant computation: The Suite Sparse 4.2.1 package ([11, 13–16])
is used for the determinant computation of the sparse matrix C˜W (θ).
The code is executed on a single CPU (4 core Intel i7-3770 CPU @ 3.40GHz.) with Linux
Ubuntu 14.04 and 32 GB memory. To test the effectiveness of the Multi-Level solver the following
data sets are generated:
a) Random hypercube data set: The set of random observation locations Cd0, . . . ,C
d
10 vary
from 1,000, 2000, 4,000 to 512,000 knots generated on the hypercube [−1, 1]d for d dimensions.
The observations locations are also nested, i.e. Cd0 ⊂ · · · ⊂ Cd10.
b) Random n-sphere data set: The set of nested random observations Sd0 ⊂ · · · ⊂ Sd10 varies
from 1,000, 2000, 4000 to 128,000 knots generated on the n-sphere Sd−1 := {x ∈ Rd | ‖x‖2 =
1}.
c) Gaussian data set The set of observations values Zd0, Z
d
1, . . .Z
d
5 are formed from the Gaussian
random field model (1) for 1,000, 2,000, . . . 32, 000 observation locations. The data set Zdn
is generated from the set of nodes Cdn or S
d
n, with the covariance parameters (ν, ρ) and
the corresponding set of monomials QΛm,g(w). Due to memory limitations 32,000 was the
maximum size of the generated data set.
d) All the numerical test are done assuming the p˜ = p.
8.1 Numerical stability and sparsity of the covariance multi-level ma-
trix CW
The covariance matrix C(θ) becomes increasingly ill-conditioned as the number of observations
are increased, leading to instability of the numerical solver. It is now shown how effective
Theorem 3 becomes in practice. In Figure 7 the condition number of the multi-level covariance
matrix CW (θ) is plotted with respect to the cardinality p of the index set Λ(w) for different w
levels. The multilevel covariance matrix CW (θ) is built from the random cube C
d
4 or n-sphere
Sd4 observations. The covariance function is set to Mate´rn with ν = 1 and ρ = 1, 10, 100. As
the plots confirm the covariance matrix condition number significantly improves with increasing
level w for the TD, SM and HC index sets. This is in contrast with the large condition numbers
of the original covariance matrix C(θ).
In Figure 8(a) the magnitude of the multi-level covariance matrix CW (θ) is plotted for N =
8, 000 observations from the the n-sphere S33 with Mate´rn covariance parameters ν = 0.5 and
ρ = 10. Due to the large value of ρ the overlap between the covariance function at the different
locations in S33 is quite significant, thus leading to a dense covariance matrix C(θ) where the
coefficients decay slowly. This is in contrast to the large number of small entries for CW (θ),
as shown in the histogram in Figure 8(b). Note that the histogram is in terms of log10 of the
absolute value of the entries of CW (θ). From the histogram it is observed that almost all the
entries are more than 1000 smaller than the largest entries.
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Figure 7: Condition number of the multi-level covariance matrix CW (θ) with respect to the
size p of the polynomial approximation space with Total Degree, Smolyak and Hyperbolic index
sets Λ(w). The number of observations corresponds to 16,000 nodes generated on a hypercube
or hyper-sphere of dimension d = 5 or d = 10. The covariance function is chosen to be Mate´rn
with ν = 1 and ρ = 1, 10, 100. The condition number of the covariance matrix C(θ) is placed
on the top of each subplot. The MB is constructed from a RP tree. As expected, as p increases
with w the condition number of CW (θ) decreases significantly.
In Figure 8(a) and (b) the log determinant relative error | log det C˜W (θ)−log detCW (θ)||
| log detCW (θ)|
is plotted
with respect to the sparsity of C˜W (θ) by choosing an increasingly larger distance criterion pa-
rameter τ . As it is observed even for highly sparse multi-level covariance matrices the relative
error is about 1% and further improves as the sparsity is increased. Note that sparsity equal to
one means that the matrix is fully populated.
In Table 3 sparsity and construction wall clock times of the sparse matrices C˜iW (θ), i =
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Figure 8: (a) Magnitude pattern and (b) histogram of log10 abs(CW (θ)) with 100 bins where
abs(CW (θ)) ∈ R(N−p)×(N−p) is the magnitude of the entries of the matrix CW (θ). The matrix
CW (θ) is created with d = 3 dimensions, N = 8,000 random locations on the sphere (S
3
3), and
the Mate´rn covariance function with ρ = 10, ν = 0.5 (exponential), Total Degree index Set Λ(w)
with w = 4, and p = 35. As observed from (a) and (b) most of entries of the matrix CW (θ) are
very small.
t, t−1, . . . are shown. The polynomial space of the index set Λ(w) is restricted to the Hyperbolic
Cross on a n-Sphere with d = 50 dimensions. The domain decomposition is formed with a RP
tree. The level of the index set is set to w = 5, which corresponds p = 1426. The covariance
function is Mate´rn with ν = 1.25, ρ = 10. The distance criterion is set to
τi,j := 2
(t−i)/22(t−j)/2τ,
for i = 1, . . . , t and j = 1 . . . , t, where τ = 1× 10−6 or τ = 1× 10−7.
The first observation to notice is that all the sparse matrices C˜iW (θ), i = t, t− 1, . . . are very
well conditioned, thus numerically stable. This is in contrast to the original covariance matrices
that are poorly conditioned, as are shown in Table 6. The sparsity of C˜iW (θ) and the Cholesky
factor G are shown in columns 8 and 10. The construction time tcon is shown in column 9.
It is noted that the sparse matrices in Table 3 are built with a direct summation method.
Although it appears that the multi-level covariance matrices are constructed close to linear
time, the computational cost should approach quadratic time for a large enough number of
observation nodes and 0 ≤ i << t. This computational cost will be further improved as better
high dimensional fast summation techniques are developed.
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Table 3: Sparsity test on the sparse matrices C˜iW , i = t, t − 1, . . . . The polynomial space of
the index set Λ(w) is restricted to the Hyperbolic Cross on a n-Sphere with d = 50 dimensions.
The domain decomposition is formed from a RP tree. The level of the index set is w = 5, which
corresponds p = 1426. The kernel function is Mate´rn with ν = 1.25, ρ = 10. The first column
is the number of random n-Sphere nodes. The second is the maximum level of the RP tree and
i is the level of the sparse matrix C˜iW . The forth column is the size of the matrix C˜
i
W and τ is
the distance criterion parameter. The sixth column, tML, is the total time for the construction
of the multi-level basis. The seventh column is the sparsity of C˜iW . The eighth column, tcon is
the total time for the construction of the matrix C˜iW . The ninth column is the sparsity of the
Cholesky factor G (with nested dissection reordering) of the sparse matrix C˜iW . The last column
is the total time to compute the Cholesky factor G.
N t i κ(C˜iW ) Size τ tML nz(C˜
i
W (θ)) tcon nz(G) tsol
32,000 3 3 1.88 20,592 10−6 116.8 6.3% 104.4 6.3% 1.8
32,000 3 2 2.84 26,296 10−6 119.2 10.0% 346.0 10.0% 6.2
32,000 3 1 3.85 29,148 10−6 118.8 13.5% 876.2 13.8% 12.5
32,000 3 0 5.02 30,574 10−6 118.8 16.9% 1386.3 17.1% 19.3
64,000 4 4 1.93 41,184 10−7 290.7 3.1% 211.3 3.1% 3.6
64,000 4 3 2.39 52,592 10−7 310.8 4.3% 533.4 4.3% 10.0
64,000 4 2 3.21 58,296 10−7 287.8 5.9% 1143.8 5.9% 20.3
64,000 4 1 5.08 61,148 10−7 285.8 7.6% 2697.0 7.6% 87.6
128,000 5 5 2.01 82,368 10−7 632.9 1.6 % 614.7 1.6 % 17.2
128,000 5 4 2.46 105,184 10−7 660.5 2.2 % 1390.1 2.2 % 61.6
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Figure 9: Relative log determinant error | log det C˜W (θ)−log detCW (θ)||
| log detCW (θ)|
with respect to the sparsity
of C˜nW from Random hyper-sphere data S
d
3 with N =16,000 observations, Mate´rn covariance
parameters ν = 0.5, ρ = 10 and binary kD-tree. The index sets Λ(ω) are chosen from (a) Total
Degree and (b) Smolyak index sets.
8.2 Estimation
In this section estimation results are presented for the Mate´rn covariance matrix on high dimen-
sional n-Sphere random locations by solving multi-level log-likelihood
θˆ,k := argmax
θ∈(0,∞)×(0,∞)
ℓˆW (Z
d
W,k,i, θ),
where ZdW,k,i := [W
T
t , . . . ,W
T
i ]
TZdk, for i = t, t− 1, . . . .
Observation data Zd4 is built from the n-Sphere S
d
4 for d = 10 and d = 50 dimensions.
Similarly, the data set Zd5 is generated for n = 16, 000 observations. The covariance function is
Mate´rn with ν = 5/4 and ρ = 1. To test the performance of the multi-level estimator, M = 100
realizations of Zd4 and Z
d
5 are generated. Note that 32,000 was the maximum generated data sets
due to memory limitations.
The optimization problem of the log-likelihood function (14) is solved using a fmincon itera-
tion search for ν and ρ from the optimization toolbox in MATLAB [23]. The tolerance level is
set to 10−6.
In Table 4 the mean and standard deviation of the Mate´rn covariance parameter estimates νˆ
and ρˆ are presented. The mean estimate EM [νˆ] refers to the mean of M estimates νˆ for the M
realizations of the stochastic model. Similarly, stdM [νˆ] refers to the standard deviation of the
M realizations. As i is reduced from t there is a tendency of a drop in the standard deviation
stdM [νˆ] of the estimator νˆ. However, for i < t − 1 the standard deviation stdM [νˆ] does not
improve significantly.
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Table 4: Estimation of parameters νˆ and ρˆ with i) Total Degree polynomial index set Λ(w), ii)
(a) kD or (b) RP tree, iii) n-Sphere with (a) d = 10 or (b) d = 50 dimensions, iv) The parameters
of the observation data Z are formed with the following Mate´rn parameters: ν = 1.25 and ρ = 1,
v) The number of realizations of the Gaussian random field model is set to M = 100. and vi)
The distance criterion τ is set to 10−7. The first to forth columns are self-explanatory. The fifth
column is the mean error of νˆ with M realization. The sixth column is the mean error of ρˆ. The
last two columns are the standard deviation of M realizations of the parameters νˆ and ρˆ.
(a) Total Degree, kD tree, n-Sphere, d = 10, M = 100, ν = 1.25, ρ = 1, τ = 10−7
N w t i EM [νˆ − ν] EM [ρˆ− ρ] stdM [νˆ] stdM [ρˆ]
16000 2 7 7 -1.2e-02 1.3e-02 1.1e-01 5.8e-02
16000 2 7 6 -5.2e-02 2.8e-02 6.5e-02 3.8e-02
16000 2 7 5 -1.6e-01 8.8e-02 4.7e-02 3.8e-02
16000 3 5 5 2.8e-02 -1.0e-02 9.8e-02 5.3e-02
16000 3 5 4 -5.2e-02 3.1e-02 6.1e-02 3.9e-02
16000 3 5 3 -1.5e-01 9.0e-02 4.1e-02 3.4e-02
32000 2 8 8 8.5e-03 -1.1e-03 6.7e-02 3.9e-02
32000 2 8 7 -5.0e-02 2.8e-02 4.5e-02 2.9e-02
32000 2 8 6 -1.5e-01 8.4e-02 3.4e-02 2.9e-02
32000 3 6 6 6.6e-04 2.7e-03 6.9e-02 4.2e-02
32000 3 6 5 -6.1e-02 3.8e-02 4.1e-02 2.9e-02
32000 3 6 4 -1.5e-01 9.7e-02 3.0e-02 2.7e-02
(b) Hyperbolic Cross, RP tree, n-Sphere, d = 50, M = 100, ν = 1.25, ρ = 1, τ = 10−7
N w t i EM [νˆ − ν] EM [ρˆ− ρ] stdM [νˆ] stdM [ρˆ]
16000 2 7 7 -4.1e-02 3.3e-02 2.9e-01 1.0e-01
16000 2 7 6 -5.7e-02 2.5e-02 2.5e-01 6.8e-02
16000 2 7 5 -9.2e-02 2.7e-02 1.9e-01 5.3e-02
16000 3 6 6 -5.4e-03 1.3e-02 2.4e-01 6.5e-02
16000 3 6 5 -7.1e-02 2.3e-02 2.0e-01 5.5e-02
16000 3 6 4 -1.6e-01 4.1e-02 1.6e-01 5.0e-02
16000 4 2 2 -2.3e-02 2.4e-02 2.4e-01 8.8e-02
16000 4 2 1 -3.9e-02 2.0e-02 1.8e-01 6.1e-02
16000 4 2 0 -9.6e-02 3.4e-02 1.4e-01 4.7e-02
32000 2 8 8 1.3e-04 1.1e-02 2.4e-01 6.0e-02
32000 2 8 7 -2.2e-02 1.1e-02 2.0e-01 4.7e-02
32000 2 8 6 -8.0e-02 2.2e-02 1.7e-01 4.5e-02
32000 3 7 7 -2.5e-02 1.4e-02 2.1e-01 5.0e-02
32000 3 7 6 -7.0e-02 2.0e-02 1.6e-01 4.1e-02
32000 3 7 5 -1.7e-01 4.1e-02 1.2e-01 3.9e-02
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8.3 Prediction
The multi-level kriging prediction approach is now tested on the numerical solution of the system
of equations C¯W (θ)γ¯W = Z¯W for d = 3 and d = 50 dimensions.
Pre-conditioned results for computing C¯W (θ)γ¯W = Z¯W for the hypercube data set with d = 3
dimensions, kD tree, and the Total Degree index set Λ(w) are shown in Table 5. The Mate´rn
covariance coefficients θ = (ν, ρ) are set to (3/4,1/6). The relative error of the residual of PCG
method for the unpreconditioned system is set to ε = 10−3. The KIFMM is set to high accuracy.
The construction of the preconditioner PW grows initially with quadratic time. However,
around 128,000 observations the KIFMM starts to kick in and the rate is reduced to almost
linear time, as expected. The condition number of the covariance matrices are fairly large,
making this problem somewhat hard to solve numerically. The results show that 512,000 size
problems with good accuracy are feasible with a single 4-core processor.
Table 5: Pre-conditioned results for computing C¯W (θ)γ¯W = Z¯W for the hypercube data set
with d = 3 and the Total Degree index set Λ(w). The Mate´rn covariance coefficients θ = (ν, ρ)
are set to (3/4,1/6). The relative error of the residual of PCG method for the unpreconditioned
system is set to ε = 10−3. The KIFMM is set to high accuracy. The second column is the
condition number of the covariance matrix C. The third column is the number of iterations
needed to obtain 10−3 relative error of the unpreconditioned system with CW (θ). Let itr(CW )
be the number of CG iterations needed for convergence for ǫ = 10−3 residual accuracy. The fourth
column presents the wall clock times for the preconditioner computation. The PCG iteration
wall clock times for CW are given in the fifth column. The last column represents the total wall
clock time to compute γW = C¯W (θ)
−1Z¯W .
θ = (3/4, 1/6), d = 3, w = 7 (p = 120)
N κ(C) itr(CW ) PW (s) Itr (s) Total (s)
16,000 3.4× 106 91 50 145 195
32,000 3.0× 107 168 192 459 651
64,000 - 334 784 2,060 2844
128,000 - 334 3,368 5,427 8616
256,000 - 430 9,828 10,043 19871
512,000 - 970 21,618 51,248 72866
In Table 6 the multilevel prediction method is tested on a Gaussian exp(− r2
2h2
) and Mate´rn
kernels for d = 50 dimensions. The first test is for the Gaussian covariance with h =
√
10 using
the ASKIT for the matrix vector products. This case gives rise to badly condition covariance
matrices that are difficult to solve with an iterative method as shown from the very large condition
numbers of the second column. However, the multi-level prediction method is feasible to solve
large problems in high dimensions. Note the wall clock time for convergence grows quadratically.
This is mostly due to the quadratic performance of ASKIT as the number of observations increases
above 32,000. However, it is still better than using a direct approach.
The second test is for the Mate´rn covariance function with ν = 5/4 and ρ = 1. The direct
method is used for the matrix vector products as the performance of ASKIT is only just slightly
better. The covariance matrices C(θ) still have large condition numbers. However, convergence
of the multi-level covariance matrix requires only a few iterations due to the excellent condition
numbers. For this case it is not necessary to compute the pre-conditioner.
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The last test is on the Mate´rn covariance function with ν = 5/4 and ρ = 5, which gives a
fairly large overlap between the observations locations. The multi-level covariance matrices are
still well conditioned and convergence rates only require a few iterations to reach 10−3 relative
error.
Table 6: Pre-conditioned results for computing C¯W (θ)γ¯W = Z¯W for the n-sphere data set with
d = 50 dimensions, Hyperbolic Cross index set, Gaussian and Mate´rn covariance function. The
polynomial index Λ(w) corresponds to the Hyperbolic Cross. The accuracy of the unprecondi-
tioned system is set to ε = 10−3. The second column is the condition number of the covariance
matrix with respect to the n-Sphere observations S504 and S
50
5 . The prediction ML method is
tested on three cases. The forth column is the computational time needed to compute the Multi-
level Basis. (a) The first test is on the Gaussian covariance exp(− r2
2h2
) using the ASKIT Gaussian
kernel for the matrix vector products. This case is badly conditioned and difficult to solve, as
shown from the condition numbers of the second column. (b) The second test is with the Mate´rn
covariance function with ν = 5/4 and ρ = 1. The direct method is used for the matrix vector
products. (c) The last test is on the Mate´rn kernel with ν = 5/4 and ρ = 5.
(a) h =
√
10, d = 50, HC, w = 4 (p = 1376), ASKIT
N κ(C) itr(CW ) MB (s) PW (s) Itr (s) Total (s)
16,000 1.8× 109 24 45 105 235 385
32,000 1.2× 1010 62 108 338 1775 2221
64,000 - 79 263 1176 9516 10955
128,000 - 134 620 4776 77220 82616
(b) θ = (ν, ρ) = (5/4, 1), d = 50, HC, w = 4 (p = 1376), No preconditioner, Direct
N κ(C) itr(CW ) MB (s) PW (s) Itr (s) Total (s)
16,000 2.3× 104 6 45 - 350 399
32,000 4.9× 104 7 116 - 1660 1276
64,000 - 9 279 - 8370 8649
128,000 - 11 645 - 41006 41651
(c) θ = (ν, ρ) = (5/4, 5), d = 50, HC, w = 4 (p = 1376), No preconditioner, Direct
N κ(C) itr(CW ) MB (s) PW (s) Itr (s) Total (s)
16,000 2.8× 106 7 46 - 406 452
32,000 6.4× 106 9 115 - 2083 2198
64,000 - 11 272 - 10219 10491
128,000 - 14 643 - 51870 52513
9 Conclusions
In this paper a multi-level kriging method is developed that scales well with high dimensions.
A multi-level basis is constructed from a RP or kD tree and for the choice of polynomial Total
Degree, Smolyak and Hyperbolic Cross index sets Λ(w). The approach described in the paper
has the following characteristics and advantages:
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i) The multilevel method is numerically stable. Hard estimation and prediction of large di-
mensional problems are now feasible.
ii) The method is efficiently implemented by using a combination of MATLAB, c++ software
packages and dynamic libraries.
iii) Numerical results of up to 50 dimensional problems for estimation and prediction. These
problems are difficult to solve directly due to the large condition numbers, but feasible with
the multi-level method.
iv) A-posteriori error estimates for the solution of CW (θ)γW = ZW are derived for extended
Smolyak index sets.
v) The efficiency of this approach will be further improved as high dimensional fast summation
methods are developed.
vi) A-posteriori estimates for Hyperbolic Cross index sets will be studied in a future paper.
This requires deriving L∞(Γd) error estimates for the HC sparse grid.
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