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THE GINZBURG-LANDAU EQUATION IN THE
HEISENBERG GROUP
ISABEAU BIRINDELLI AND ENRICO VALDINOCI
Abstract. We consider a functional related with phase transition mod-
els in the Heisenberg group framework. We prove that level sets of local
minimizers satisfy some density estimates, that is, they behave as “codi-
mension one” sets. We thus deduce a uniform convergence property of
these level sets to interfaces with minimal area.
These results are then applied in the construction of (quasi)periodic,
plane-like minimizers, i.e., minimizers of our functional whose level sets
are contained in a spacial slab of universal size in a prescribed direction.
As a limiting case, we obtain the existence of hypersurfaces contained
in such a slab which minimize the surface area with respect to a given
periodic metric.
Keywords: Subelliptic operators and minimal surfaces on the Heisenberg
group, Allen-Cahn-Ginzburg-Landau-type functionals, geometric properties
of minimizers.
Subject Classification: 35H20, 35A30 35J70, 35B05.
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Set up and notation
Throughout this paper, χA will denote the charachteristic function of a
set A, namely χA(x) = 1 if x ∈ A and χA(x) = 0 otherwise. Also, the map
R ∋ τ 7→ τ+ agrees with τ if τ ≥ 0 and with 0 otherwise.
We will set n ∈ N, n ≥ 1 and we consider the “space”variables
x = (x1, . . . , xn) ∈ Rn and y = (y1, . . . , yn) ∈ Rn .
Also, we will often write z = (x, y) ∈ R2n and we identify it with the vector
z ∈ Cn with components zk = xk +
√−1 yk, for k = 1, . . . , n. The vector
z ∈ Cn has components zk = xk −
√−1 yk, for k = 1, . . . , n.
Given z, w ∈ Cn, the notation zw stands for the product in Cn, that is
zw =
n∑
j=1
zjwj .
Given t ∈ R, we will use the notation ξ = (z, t) = (x, y, t) ∈ R2n+1. We
will also consider the radial variables ρ′ = |z| and
(0.1) ρ = |ξ|Hn =
(
|z|4 + t2
)1/4
.
As usual, Hn denotes the Heisenberg group, endowed with the action
ξ ◦ ξ0 =
(
z + z0, t+ t0 + 2 Im (zz0)
)
.
By induction, one sees that, if K(1), . . . ,K(ℓ) ∈ R2n, then
(K(ℓ), 0) ◦ · · · ◦ (K(1), 0) ◦ (z, t) =(0.2)
=
z + ℓ∑
j=1
K(j) , t+ 2 Im
( ℓ∑
j=1
K
(j)
z +
∑
1≤m<j≤ℓ
K
(j)
K(m)
) .
We will consider the so-called “Koranyi ball” centered at ξ0 of radius r,
defined by
Br(ξ0) =
{
ξ s.t. |ξ−1 ◦ ξ0|Hn ≤ r
}
.
We also setQ := 2(n+1). If Lk denotes the k-dimensional Lebesgue measure,
one has that
L
2n+1
(
Br(ξ0)
)
= const rQ .
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As usual in the Heisenberg group setting, we consider the vector fields which
are left invariant with respect to the group action
Xk = ∂xk + 2yk∂t and Yk = ∂yk − 2xk∂t ,
for k = 1, . . . , n and which generate the whole Lie algebra together with
their commutator. We also introduce the so-called “Kohn Laplacian”
∆Hn =
n∑
k=1
(X2k + Y
2
k ) .
Given a (smooth) function u, we also introduce the intrinsic gradient:
∇Hnu = (X1u, . . . ,Xnu, Y1u, . . . , Ynu) .
For a radial (with respect to the Koranyi ball) function v = v(ρ), a direct
computation shows that
(0.3) |∇Hnv| ≤ const |v′|
and
(0.4) ∆Hnv =
( |z|
ρ
)2 (
v′′ +
Q− 1
ρ
v′
)
.
See, for instance, page 182 of [B03] for further details.
1. Statement of results
Given a domain Ω ⊆ R2n+1, we define the functional
FΩ(u) =
∫
Ω
|∇Hnu(ξ)|2 + F (ξ, u(ξ)) dξ ,
under the following structural assumptions on the “double-well potential” F :
• F is non-negative and bounded and F (ξ, 1) = F (ξ,−1) = 0;
• for any θ ∈ [0, 1), inf
|u|≤θ
F (ξ, u) ≥ γ(θ), where γ is decreasing and
strictly positive;
• there exist d ∈ [0, 2] and ℓ ∈ (0, 1) so that:
– F (ξ, t) ≥ const (1− |t|)d, if |t| ∈ (ℓ, 1);
– F is continuous in u, for |u| < 1;
– F is locally Lipschitz continuous in u for |u| < 1;
– if d > 0, Fu(ξ, u) is continuous for |u| < 1, and, if s < ℓ, then
Fu(ξ,−1 + s) ≥ const sd−1 , Fu(ξ, 1− s) ≤ −const sd−1 ;
– if d = 2, F is continuous in u for |u| ≤ 1 and Fu(ξ, u) is increas-
ing for u near ±1.
Examples of such potentials1 are given by F = Q(ξ) (1 − u2)2 and F =
Q(ξ)χ(−1,1)(u). The first type of potential, when the Heisenberg group is
1We take this opportunity to amend a typo at the end of page 164 of [V04]: the
condition “Fu(x, 1 − s) ≥ −const s
d−1” there has to be replaced by “Fu(x, 1 − s) ≤
−const sd−1”.
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replaced by standard elliptic integrands, is related to phase transition and
superfluid models (see, e.g., [R79], [GL58] and [GP58]). The latter poten-
tial is related to flame propagation and fluid jet models (see, e.g., [AC81]
and [ACF84]). The minimizers of F are lead to suitably approach a step
function, whose interface is a minimal surface (see [G85] and [M87] for de-
tails). Also, functionals of these type have been the subject of a celebrated
conjecture of De Giorgi (see, for instance, [DG79], [AAC01], [BL03] and
references therein).
We say that a function u is a local minimizer for F in the domain Ω if
FΩ(u) is well-defined and finite and
FΩ(u+ ϕ) ≥ FΩ(u) ,
for any ϕ ∈ C∞0 (Ω).
We prove the following density estimates, which, roughly speaking, state
that the level sets of minimizers behave “like sets of dimension (Q− 1)”.
Theorem 1.1. Fix δ > 0. Let u be a local minimizer for F in a domain Ω,
with |u| ≤ 1. Then:
(i) there exist positive constants c and r0, depending only on δ and on
the structural constants, such that
FBr(ξ)(u) ≤ c rQ−1 ,
for any r ≥ r0, provided that Br+δ(ξ) ⊆ Ω;
(ii) for any θ0 ∈ (0, 1), for any θ ∈ [−θ0, θ0] and for any µ0 > 0, if
(1.1) L2n+1
(
BK(ξ) ∩ {u ≥ θ}
)
≥ µ0 ,
then there exist positive constants c⋆ and r0, depending on K, µ0, θ0
and on the structural constants, such that
L
2n+1
(
Br(ξ) ∩ {u ≥ θ}
)
≥ c⋆rQ ,
for any r ≥ r0, provided that Br+δ(x) ⊆ Ω.
Analogously, if
(1.2) L2n+1
(
BK(ξ) ∩ {u ≤ θ}
)
≥ µ0 ,
then
L
2n+1
(
Br(ξ) ∩ {u ≤ θ}
)
≥ c⋆rQ ,
for any r ≥ r0, provided that Br+δ(ξ) ⊆ Ω.
The original idea of such density estimates goes back to [CC95] and
several related techniques have been recently developed in [V04], [PV05a]
and [PV05b]. In the Heisenberg group setting, a result analogous to the
one in Theorem 1.1[i] was proven in [BL03] for the case in which F (ξ, u) =
(1−u2)2. Also, our Theorem 1.1 may be seen as the extension of analogous
estimates for minimal surfaces (see, e.g., [G84]).
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As pointed out in [CC95], density estimates of these type easily imply
an L∞loc-convergence of the level sets of the minimizers. Indeed, as proven
in [MSC01], if u is a local minimizer and uε(ξ) = u(z/ε, t/ε
2), then uε con-
verges, up to subsequence, in L1loc to a step function, whith minimal interface
(with respect to the Hn-area). Then, using the argument in Theorem 2 in
[CC95] (see also the end of § 6 of [PV04a]), one deduces from Theorem 1.1[ii]
the following result:
Theorem 1.2. Fix θ ∈ (0, 1). Let |u| ≤ 1 be a local minimizer of F in a
bounded domain Ω and let uε(ξ) = u(z/ε, t/ε
2). Assume that, as ε tends to
zero, uε converges in L
1
loc to the step function χE−χΩ\E, for a suitable E ⊂
Ω. Then, {|uε| ≤ θ} converges locally uniformly to ∂E, that is dist (ξ, ∂E)→
0 uniformly for ξ ∈ {|uε| ≤ θ}∩K for any set K whose closure is contained
in Ω.
As a byproduct, we deduce from Theorem 1.2 that the level sets of the
example built in [BL03], though different from being minimal surfaces them-
selves, approach locally uniformly the hyperplane {t = 0}, when scaled via
the natural Hn-scaling.
Next is a version of Theorem 1.1 which turns out to be convenient for
applications:
Theorem 1.3. Fix θ0 ∈ (0, 1) and δ > 0. Let u be a local minimizer for F
in a domain Ω, with |u| ≤ 1. Suppose that |u(ξ0)| ≤ θ0. Then, there exist
positive constants c and r0, depending only on θ0, δ and on the structural
constants, in such a way that
L
2n+1
(
Br(ξ0) ∩ {|u| ≤ θ0}
)
≥ crQ−1 ,
for any r ≥ r0, as long as Br+δ(ξ0) ⊆ Ω.
Another topic we deal with in this paper is related to the construction
of “(quasi)periodic, plane-like” minimizers, that is, local minima of F in
any bounded domain which are either periodic or locally uniformly close to
periodic, and whose level sets are contained in a neighborhood of a given
hyperplane of universal size. These results extend the ones of [V04] to the
Heisenberg group and fit into the theory of plane-like structures for PDEs in
periodic media. They also generalize the construction of orbits and minimal
measures of prescribed rotation number (which is a classic topic in Aubry–
Mather theory) to pseudoelliptic PDEs. We refer to [M86], [B90], [CL98],
[CL01], [RS03], [RS04], [CL05], [PV05a] and [PV05b] for related results and
further motivations. We also recall that the study of the (quasi)periodic level
sets of suitable functions is also a subject of enduring interest in topology
and mathematical physics (see, e.g., [DN05]).
We now present two results, namely Theorems 1.4 and 1.6, according to
whether we consider rational or irrational frequencies. More precisely, in
the rational case, we have the following result:
6 ISABEAU BIRINDELLI AND ENRICO VALDINOCI
Theorem 1.4. Fix δ > 0. Suppose that ω ∈ Q2n \ {0}. Assume also that
(1.3) F ((k, 0) ◦ ξ, ·) = F (ξ, ·)
for any ξ ∈ Hn and any k ∈ Z2n. Then, there exists M0 > 0, depending only
on δ and on the structural constants of F , such that the following holds.
There exists a function uω : H
n → [−1, 1] which is a local minimizer for F
in any bounded domain of Hn and so that
(1.4) {ξ ∈ Hn , |uω| ≤ 1− δ} ⊆ {ξ ∈ Hn , |ξ · (ω, 0)| ≤M0 |ω|} .
Moreover, uω enjoys the following periodicity properties: for any ξ = (z, t) ∈
Hn and any k ∈ Z2n such that ω · k = 0
(1.5) uω((k, 0) ◦ ξ) = uω(ξ) ,
and
(1.6) uω(z, t) = uω(z, t+ 2) .
Finally, uω enjoys the following discrete monotonicity property: for any
k ∈ Z2n so that
(1.7) ω · k ≥ 0, we have that u((k, 0) ◦ ξ) ≥ u(ξ) for any ξ ∈ Hn.
Remark 1.5. We would like to observe that the result of Theorem 1.4 cannot
hold if one fixes ω ∈ Q2n+1 with ω2n+1 6= 0. Indeed, as we will see later, any
function satisfying a periodicity condition as in (1.5) turns out to be also
periodic in the vertical variable and hence its level sets cannot be contained
in a slab orthogonal to ω unless this slab is horizontal, that is, ω2n+1 = 0.
This may be also rephrased by saying that a function cannot be monotone
in a direction where it is periodic.
In the irrational frequency case, an analogous statement holds up to lo-
cally uniform approximation. More precisely, the following result holds true:
Theorem 1.6. Fix δ > 0. Suppose that ω ∈ R2n \ Q2n. Assume that (1.3)
holds. Then, given any sequence of vectors ωj ∈ Q2n so that
lim
j→+∞
ωj = ω ,
there exists a sequence of functions uj : H
n → [−1, 1], which are local mini-
mizers for F in any bounded domain of Hn, which satisfy the level set con-
straint and the periodicity and monotonicity properties in (1.4), (1.5), (1.6)
and (1.7) (with ωj replacing ω there), and which converge to uω uniformly
on compact subsets of Hn, up to subsequences.
We derive from Theorems 1.4–1.6 a result on (quasi)periodic minimal
surfaces in the Heisenberg group, which can be seen as the natural extension
of analogous results poven in the Euclidean case by [M86] and [H32] (for
geodesics) and by [CL01] (for general codimension one minimal surfaces).
For this, we consider a bounded function α : Hn → R. We suppose that
1/α0 ≥ α(ξ) ≥ α0 > 0
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and that
α((k, 0) ◦ ξ) = α(ξ)
for any ξ ∈ Hn and k ∈ Z2n. We consider the surface measure induced
by the metric α, that is the surface measure in Hn induced2 by the vector
field
√
α∇Hn (see [MSC01] and [FSSC01] for details). Then, given any ω ∈
R2n \ {0}, we construct a minimal surface at a universal distance from the
hyperplane {(ω, 0) · ξ = 0} which is either periodic or close to periodic
surfaces, according to whether ω is rational or irrational.
More precisely, we prove the following result:
Theorem 1.7. For any ω ∈ R2n \{0}, there exists a set Eω ⊂ Hn in such a
way ∂Eω is a local minimizer for the surface measure in H
n induced by the
metric α and ∂Eω is contained in the slab
{ξ ∈ Hn , |ξ · (ω, 0)| ≤M0 |ω|} ,
for a suitable M0 > 0, depending only on α0 and on n, but independent of ω.
2. Proof of Theorem 1.1[i]
We start with a variation of the standard Caccioppoli inequality (as ex-
posed, for instance, in [G03]). Namely, let B be a ball (say, centered at 0)
of radius 2 and B˜ be a concentric ball of radius 3, and assume that both B
and B˜ are well contained in Ω. Let η˜ ∈ C∞0 ([0, 3]) be so that 0 ≤ η˜ ≤ 1,
η˜(τ) = 1 if τ ∈ [0, 2] and |η˜′| ≤ 10. Let also η(ξ) = η˜(ρ). We observe that,
by (0.3),
|∇Hnη| ≤ const .
Then, the minimality of u implies that
F
B˜
(u) ≤ F
B˜
(u− η2u) ,
and therefore
0 ≤
∫
B˜
(
|∇Hn(η2u)|2 − 2∇Hnu · ∇Hn(η2u)
)
dξ + const ≤
≤
∫
B˜
(
4η2u2|∇Hnη|2 + η4|∇Hnu|2 + 4η3u∇Hnη · ∇Hnu−
−2η2|∇Hnu|2 − 4ηu∇Hnη · ∇Hnu
)
dξ + const ≤
≤ −
∫
B˜
η2
(
2− η2 − 1
2
)
|∇Hnu|2 dξ + const ,
where we used a suitably scaled Cauchy Inequality in the last estimate.
Thus, we obtain the following Caccioppoli-type estimate:
(2.1)
1
2
∫
B
|∇Hnu|2 ≤
∫
B˜
η2
2
|∇Hnu|2 ≤ const .
2More general metrics and wider class of vector fields may alo be taken into account,
by performing computations similar to the ones we present here.
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The proof of Theorem 1.1[i] is now a variation of the one in [CC95] (see also
Proposition 3.2 of [BL03] and [AAC01] for related techniques). For short, in
the sequel, we will omit in the notation the centers of the balls considered.
Let g˜ ∈ C∞([0, r]) be so that |g˜′| ≤ 10, g˜(τ) = −1 if τ ∈ [0, r − 1] and
g˜(r) = 1 on ∂Br. We also introduce the radial (with respect to the Koranyi
ball) function g(ξ) = g˜(ρ). By (0.3), |∇Hng| ≤ const.
Define u⋆ = min{u, g}. Since u is a local minimizer and
L
2n+1(Br \Br−1) ≤ const rQ−1 ,
we have that
FBr(u) ≤ FBr(u⋆) ≤ const
(∫
Br\Br−1
|∇Hnu⋆|2 + rQ−1
)
≤
≤ const
(∫
Br\Br−1
(|∇Hnu|2 + |∇Hng|2) + rQ−1
)
≤(2.2)
≤ const
(∫
Br\Br−1
|∇Hnu|2 + rQ−1
)
.
Let us now cover Br \ Br−1 with Koranyi balls B1, . . .BK of radius 2; by
measure theoretic considerations, one sees that it is possible to take K ≤
const rQ−1. Let B˜j be the ball concentric to Bj of radius 3. Then, from (2.2)
and (2.1), we infer that
FBr (u) ≤ const
 K∑
j=1
∫
Bj
|∇Hnu|2 + rQ−1
 ≤
≤ const (K + rQ−1) ,
which implies the desired result.
3. Proof of Theorem 1.1[ii]
We prove the first claim, the second one being analogous. Furthermore,
we observe that, with no loss of generality, we may assume θ as close to −1
as we wish. Indeed: assume the result to be true for θ⋆ (say, close to −1),
and let θ ∈ [−θ0, θ0], with θ⋆ ≤ −θ0. Then
µ0 ≤ L2n+1
(
{u ≥ θ} ∩BK
)
≤ L2n+1
(
{u ≥ θ⋆} ∩BK
)
,
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therefore, using the result for θ⋆, we deduce from Theorem 1.1[ii], that
const rQ ≤
≤ L2n+1
(
{u ≥ θ⋆} ∩Br
)
≤
≤ L2n+1
(
{u ≥ θ} ∩Br
)
+ L2n+1
(
{θ⋆ ≤ u < θ} ∩Br
)
≤
≤ L2n+1
(
{u ≥ θ} ∩Br
)
+
1
inf
u∈[θ⋆,θ0]
F
∫
Br
F (ξ, u) dξ ≤
≤ L2n+1
(
{u ≥ θ} ∩Br
)
+ constFBr(u) ≤
≤ L2n+1
(
{u ≥ θ} ∩Br
)
+ const rQ−1 ,
which gives
L
2n+1
(
{u ≥ θ} ∩Br
)
≥ const rQ .
Thus, in the rest of the proof, we may and do assume that θ is appropriately
close to −1.
Also, for further use, we recall the following recursive results:
Lemma 3.1. Fix ν ∈ N. Let vk ≥ 0 and ak ≥ 0 be two nondecreasing
sequences such that v1 + a1 ≥ c0,
v
(ν−1)/ν
k ≤ C0 (vk+1 + ak+1 − vk − ak − c1ak) ,
for any k ∈ N and some positive constants c0, c1, C0. Then, there exists
κ > 0, depending on c0, c1, and C0 such that
vk + ak ≥ κkν
for any k ∈ N.
Lemma 3.2. Fix ν ∈ N. Let ak ≥ 0 be a sequence such that a1 ≥ c0,
ak ≤ C0 Lνkν−1,( ∑
1≤j≤k
aj
)(ν−1)/ν
≤ C0
(
ak+1 +
∑
1≤j≤k
e−L(k+1−j)aj
)
,
for any k ∈ N and some positive constants L, c0, and C0. Then, if L is
suitably large (in dependence of c0 and C0), there exists κ > 0, depending
on c0 and C0, such that
ak ≥ κkν−1
for any k ∈ N.
For the proof of the above lemmata, see [CC95] or, for further details,
Lemmata 2.1 and 2.2 in [PV05b]. Here, we just mention that these iterations
may be seen as a “discrete version” of a differential estimate linking volumes
and areas in the Isoperimetric Inequality (see again [CC95] for very nice
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heuristics on this). With this, we define the quantities which will play here
the roles of the volume and of the area. Namely, we define
V(r) = L2n+1(Br ∩ {u > θ}) ,
A(r) =
∫
Br∩{u≤θ}
F (ξ, u) dξ .
The proof of Theorem 1.1[ii] follows the ideas of [CC95], as developed
in [V04], [PV05a] and [PV05b], and it is divided into three cases, according
to whether d = 0, d ∈ (0, 2) or d = 2. In any of these cases, A will denote a
suitably large free parameter, to be conveniently chosen.
3.1. The case d = 0. For any τ ∈ [0, r], let
h˜(τ) = 2(τ − r + 1)2+ − 1
and define the following radial (with respect to the Koranyi ball) function
(3.1) h(ξ) = h˜(ρ) .
Let also
(3.2) σ = min{u, h} and β = min{u− σ, 1 + θ} .
Exploiting (0.4), one sees that
(3.3) |∆Hnh| ≤ const
in Br \ Br−1. Moreover, by the Cauchy and Sobolev Inequalities (for the
latter, applied to β2, see, e.g., [VSCC92], pages 3 and 59, and the references
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on page 62), and the minimality of u, we deduce that
(∫
Br
β
2Q
Q−1
)Q−1
Q ≤
≤ const
∫
Br∩{u−σ≤1+θ}
|β| |∇Hnβ| ≤
≤ constA
(∫
Br∩{u>σ}
(|∇Hnu|2 − |∇Hnσ|2 −
−2∇Hn(u− σ) · ∇Hnσ)
)
+
+
const
A
∫
Br∩{u−σ≤1+θ}
(u− σ)2 ≤
≤ constA
(∫
Br∩{u>σ}
(|∇Hnu|2 − |∇Hnσ|2 +
+2(u− σ)∆Hnσ)
)
+
const
A
∫
Br∩{u−σ≤1+θ}
(u− σ)2 ≤
≤ constA
[ ∫
Br∩{u>σ}
(F (ξ, σ) − F (ξ, u)) +
+2
∫
Br
(u− σ)∆Hnσ
]
+
const
A
∫
Br∩{u−σ≤1+θ}
(u− σ)2 .
Note that, up to now, the condition d = 0 has not been used yet (this will
allow us to use similar procedures also for 0 < d ≤ 2).
We now observe that the left hand side of the above inequality is larger
or equal than
(∫
Br∩{u>θ}
β
2Q
Q−1
)Q−1
Q ≥ (1 + θ)2 V(r − 1)Q−1Q .
By our assumptions on F , the contribution of the right hand side in Br−1
(where σ = −1) is bounded by
− constA
∫
Br−1
F (ξ, u) +
const
A
∫
Br−1∩{u≤θ}
(u+ 1)2 ≤
≤ −
∫
Br−1∩{u≤θ}
[
constA− const
A
]
F (ξ, u) dξ ≤
≤ − constA(r − 1) ,
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if A is conveniently large. Moreover, exploiting (3.3) and the fact that d = 0,
one bounds the contribution of the right hand side in Br \Br−1 by
const
[ ∫
(Br\Br−1)∩{u≤θ}
(
F (ξ, σ) − F (ξ, u) +
+(u− σ) + (u− σ)2
)
dξ + V(r)− V(r − 1)
]
≤
≤ const
[∫
(Br\Br−1)∩{u≤θ}
F (ξ, u) dξ + V(r)− V(r − 1)
]
≤
≤ const
[
A(r)−A(r − 1) + V(r)− V(r − 1)
]
.
Then,
const
(
(V(r − 1))Q−1Q +A(r − 1)
)
≤
≤ V(r)− V(r − 1) +A(r)−A(r − 1) ,
which completes the proof of the desired result via Lemma 3.1.
3.2. The case d ∈ (0, 2). Let d′ = max{1, d} and, for τ ∈ [r − 1, r], we
define
h˜(τ) = 2(τ − r + 1)
2
2−d′
+ − 1 .
Let h, β and σ be as in (3.1) and (3.2). Recalling (0.4), one obtains that, in
Br \Br−1,
|∆Hnh| ≤ const (h+ 1)d′−1 .
Also, in the set {u > σ} we have σ = h and then the last formula implies
∆Hnh (u− σ) ≤ const (h+ 1)d′−1 (u− h) ≤
≤ const (u+ 1)d′ ,(3.4)
in (Br \Br−1) ∩ {u > σ}.
As argued in the case d = 0, Sobolev (applied to β2) and Cauchy Inequal-
ities and the minimality property of u imply that
V(r − 1)Q−1Q ≤
≤ constA
[ ∫
Br
(F (ξ, σ) − F (ξ, u)) +
+2
∫
Br
∆Hnσ (u− σ)
]
+(3.5)
+
const
A
∫
Br∩{u−σ≤1+θ}
(u− σ)2 .
We now estimate the right hand side in Br−1, in which σ = −1. For this,
note that, if θ is close to −1 and u ≤ θ, we have, by our assumptions on F ,
that
(3.6) F (ξ, u) ≥ const (1 + u)d ≥ const
22−d
(1 + u)2
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so that
const
A
∫
Br−1∩{u≤θ}
(1 + u)2 − constA
2
∫
Br−1∩{u≤θ}
F (ξ, u) ≤ 0
if we choose A suitably big. Therefore, the right hand side of (3.5) in Br−1
is negative and less than − const A(r − 1).
Note also that, since θ is close to −1 and σ ≤ u, our assumptions on F
imply that F (ξ, σ) ≤ F (ξ, u) if u ≤ θ. Thus,
constA
∫
Br\Br−1
F (ξ, σ) − F (ξ, u) ≤
≤ constAL2n+1({u > θ} ∩ (Br \Br−1)) .
What is more, using again (3.6), one sees that
const
A
∫
Br\Br−1
(u− σ)2 ≤
≤ const
A
∫
(Br\Br−1)∩{u≤θ}
(u+ 1)2 +
+
const
A
L
2n+1({u > θ} ∩ (Br \Br−1)) ≤
≤ const
A
∫
(Br\Br−1)∩{u≤θ}
F (ξ, u) +
+
const
A
L
2n+1({u > θ} ∩ (Br \Br−1)) .
Also, recalling that σ = −1 in Br−1, splitting the domain of integration into
the sets {u ≤ θ} and {u > θ}, using (3.4) and our hypotheses on F , we get∫
Br
∆Hnσ (u− σ) =
=
∫
(Br\Br−1)∩{u>σ}
∆Hnσ (u− σ) ≤
≤ constL2n+1
(
(Br \Br−1) ∩ {u > θ}
)
+
+const
∫
(Br\Br−1)∩{u≤θ}
(u+ 1)d
′ ≤
≤ constL2n+1
(
(Br \Br−1) ∩ {u > θ}
)
+
+const
∫
(Br\Br−1)∩{u≤θ}
F (ξ, u) .
Collecting the above estimates and using Lemma 3.1, the result follows.
3.3. The case d = 2. We will use here two further positive free parameters
Θ and T : we will fix Θ small enough and then choose T so that ΘT is
suitably large.
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Let k ∈ N. On page 183 of [V04], a function h˜ ∈ C2([0, (k + 1)T ]) was
constructed so that −1 ≤ h˜ ≤ 1, h˜((k + 1)T ) = 1, h˜′(0) = 0,
(3.7) h˜(τ) + 1 ≤ const e−ΘT (k+1−j)
if τ ∈ [(j − 1)T, jT ], for j = 1, . . . , k + 1,
|h˜′(τ)| ≤ constΘτ(h˜+ 1)
if τ ∈ [0, 1],
|h˜′(τ)| ≤ constΘ(h˜+ 1)
if τ ∈ [1, (k + 1)T ], and
|h˜′′(τ)| ≤ constΘ(h˜+ 1)
if τ ∈ [0, (k + 1)T ].
Let h be as in (3.1). In the light of (0.4), we thus have that
(3.8) |∆Hnh| ≤ const (h+ 1) ≤ const e−ΘT (k+1−j)
in BjT \B(j−1)T , and
(3.9) |∆Hnh| ≤ constΘ(h+ 1)
in B(k+1)T . Consequently, if Θ is suitably small and h is suitably close to −1,
then
(3.10) |∆Hnh| ≤
√
ΘFu(x, h)
in B(k+1)T . We set
(3.11) θ′ = θ − C∗e−ΘT ,
where C∗ denotes a suitably large constant. Note that, if ΘT is large enough,
then θ′ > −1. Define also
σ = min{u, h} and β = min{u− σ, 1 + θ′} .
By arguing as done on page 11, we gather from the Sobolev and Cauchy
Inequalities that(∫
B(k+1)T
β
2Q
Q−1
)Q−1
Q ≤
≤ constA
[∫
B(k+1)T∩{u>σ}
(
F (ξ, σ)− F (ξ, u) + ∆Hnσ(u− σ)
)]
+
+
const
A
∫
B(k+1)T∩{u−σ≤1+θ′}
(u− σ)2 .(3.12)
We now estimate the left hand side of (3.12). If ΘT is large enough, we
gather from (3.7) that θ − h ≥ (1 − θ0)/2 in BkT . Thus, the left hand side
of (3.12) is bigger than
constV(kT )Q−1Q .
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Let us now estimate the right hand side of (3.12). First of all, we consider
the contribution in {u ≤ θ}. Let us observe that, since −1 ≤ σ ≤ u ≤ 1,
(u+ 1)2 − (σ + 1)2 − 1
2
(u− σ)2 =
= (u− σ)
(
1
2
u+
3
2
σ + 2
)
≥ 0 .
Accordingly, in {σ < u ≤ θ},
F (ξ, u)− F (ξ, σ) =
∫ u
h
Fu(ξ, ζ) dζ ≥
≥ const
∫ u
h
(ζ + 1) dζ = const
[
(u+ 1)2 − (h+ 1)2
]
≥
≥ const (u− h)2 .(3.13)
Consequently, recalling again (3.10), we deduce that the contribution of the
right hand side of (3.12) in {u ≤ θ} is controlled by
(3.14)
∫
B(k+1)T∩{σ<u≤θ}
(
F (ξ, σ)− F (ξ, u) + const
√
ΘFu(ξ, σ)(u − σ)
)
,
as long as A is sufficiently large.
We now show that this quantity is indeed negative. Since we assumed θ
to be close to −1 (recall the discussion on page 8), we have that F and Fu
are monotone in {σ < u ≤ θ}, we have that F (ξ, σ) − F (ξ, u) is negative
and that
|Fu(ξ, σ)(u − σ)| ≤ |F (ξ, σ) − F (ξ, u)| .
Since we assumed Θ to be small, the latter inequality yields that the quantity
in (3.14) is negative.
Let us now bound the right hand side of (3.12) in {u > θ}. The contri-
bution in B(k+1)T \BkT of such term is bounded by∫
(B(k+1)T \BkT )∩{u>θ}
(
F (ξ, σ) − F (ξ, u) + (σ + 1)(u− σ) + (u− σ)2
)
,
due to (3.9), and this term is bounded by
L
2n+1
(
{u > θ} ∩ (B(k+1)T \BkT )
)
= V((k + 1)T ) − V(kT ) .
Let us now look at the contribution of the right hand side of (3.12) in
{u > θ} ∩BkT . Notice that, from (3.7),
BkT ∩ {σ < u ≤ σ + 1 + θ′} ⊆ BkT ∩ {σ < u ≤ θ} ,
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provided that C∗ in (3.11) is large enough. Consequently, the contribution
of the right hand side of (3.12) in {u > θ} ∩BkT is controlled by∫
BkT∩{u>θ}
F (ξ, σ) − F (ξ, u) + |∆Hnh| ≤
≤
k∑
j=1
∫
BjT \B(j−1)T∩{u>θ}
F (ξ, h) + |∆Hnh| .(3.15)
By our assumption on F in the case d = 2, we have that
F (ξ,−1 + s) ≤ const s ,
provided that s > 0 is small enough. Thus, by means of (3.7), and (3.8), we
bound the above term in (3.15) by
k∑
j=1
e−ΘT (k+1−j)
[
V(jT )− V((j − 1)T )
]
.
Collecting all theses estimates, we get that
const (V(kT ))Q−1Q ≤
≤ V((k + 1)T )− V(kT ) +
k∑
j=1
e−ΘT (k+1−j)
[
V(jT )− V((j − 1)T )
]
.
Then, the desired result follows from Lemma 3.2.
4. Proof of Theorem 1.2
This proof is a variation of the one on page 11 of [CC95] (see also page 69
of [PV05a]). Due to some subtleties given by the Heisenberg group and the
role played by the Koranyi ball, we provide full details for the facility of the
reader.
The proof is based on Theorem 1.1. In fact, we first notice that con-
ditions (1.1) and (1.2) in Theorem 1.1, which are somewhat unpleasant to
check, may be replaced by pointwise conditions (that is, conditions (4.1)
and (4.2) here below), that are easier to deal with. Namely, we deduce from
Theorem 1.1 the following result:
Corollary 4.1. Let δ, Ω and u be as in the statement of Theorem 1.1. Fix
θ0 ∈ (0, 1) and let θ1, θ2 ∈ (−θ0, θ0). Let ξ ∈ R2n+1 be so that
(4.1) u(ξ) ≥ θ1 .
Then, there exists positive constants c⋆ and r0, possibly depending on θ0 and
other structural constants, such that
L
2n+1
(
Br(ξ) ∩ {u ≥ θ2}
)
≥ c⋆rQ ,
for any r ≥ r0, provided that Br+δ(ξ) ⊆ Ω. Analogously, if
(4.2) u(ξ) ≤ θ1 .
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then
L
2n+1
(
Br(ξ) ∩ {u ≤ θ2}
)
≥ c⋆rQ .
Proof. We prove the first claim, the second one being analogous. We recall
that u is uniformly Ho¨lder continuous (see Theorem 2.1 in [M95]), that is,
there exist positive universal constants Λ and α so that
(4.3) |u(ζ)− u(ζ ′)| ≤ Λ |(ζ ′)−1 ◦ ζ|α ,
for any ζ, ζ ′ ∈ Ω′, for Ω′ well contained in Ω. We set
θˆ1 =
θ1 − 1
2
∈
[−θ0 − 1
2
,
θ0 − 1
2
]
⊂ (−1, 1)
and
K =
(
1− θ1
2Λ
)1/α
.
Thence, we conclude from (4.1) and (4.3) that u ≥ θˆ1 in BK(ξ). Conse-
quently,
L
2n+1
(
BK(ξ) ∩ {u ≥ θˆ1}
)
= L2n+1
(
BK(ξ)
)
= constKQ ,
thus condition (1.1) is fulfilled. So, by Theorem 1.1[ii],
(4.4) L2n+1
(
Br(ξ) ∩ {u ≥ θˆ1}
)
≥ const rQ .
Now: if θˆ1 ≥ θ2, the desired result follows directly from (4.4). If, on the
other hand, θˆ1 < θ2, we combine (4.4) with Theorem 1.1[i], to conclude that
L
2n+1
(
Br(ξ) ∩ {u ≥ θ2}
)
≥
≥ L2n+1
(
Br(ξ) ∩ {u ≥ θˆ1}
)
− L2n+1
(
Br(ξ) ∩ {θˆ1 ≤ u ≤ θ2}
)
≥
≥ L2n+1
(
Br(ξ) ∩ {u ≥ θˆ1}
)
− constFBr(ξ)(u) ≥
≥ const rQ − const rQ−1 ≥
≥ const rQ ,
if r is large enough. 
With this result, we may now complete the proof of Theorem 1.2, by
arguing as follows.
The proof of Theorem 1.2 is by contradiction. If the claim of Theorem 1.2
were false, there would exist a compact set K (say, contained in the Korany
ball of radius R), well contained in Ω, an infinitesimal sequence of εk and a
positive δ so that
sup
ξ∈{|uεk |≤θ}∩K
dist (ξ, ∂E) ≥ 8δ ,
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for any k ∈ N. Consequently, we find a sequence of points ξk ∈ {|uεk | ≤
θ} ∩K, in such a way that
(4.5) dist (ξk, ∂E) ≥ 4δ2 .
Since, by construction, ξk ∈ K ⊆ BR(0), we also have that
(4.6) |ξk|Hn ≤ R .
Of course, by possibly reducing δ, we may also assume that
(4.7) δ < min
{
1 ,
dist (K,∂Ω)
16
}
,
therefore (4.5) implies that either
(4.8) B2δ(ξk) ⊆ Ω ∩ E
or
(4.9) B2δ(ξk) ⊆ Ω \ E
for infinitely many k ∈ N. We assume that (4.8) holds (the case in which (4.9)
holds is indeed analogous). Then, (4.8) implies that
(4.10) χE − χΩ\E = 1 in B2δ(ξk)
for infinitely many k ∈ N. Also, by construction, if we set ξk = (zk, tk) and
ζk = (zk/εk, tk/ε
2
k) we have that |u(ζk)| ≤ θ. Therefore, we conclude from
Corollary 4.1 that
L
2n+1
(
Br(ζk) ∩ {u ≤ θ}
)
≥ const rQ ,
for any r ≥ r0, with r0 universal. Scaling back, this means that
(4.11) L2n+1
(
Bεkr(ξk) ∩ {uεk ≤ θ}
)
≥ const (εkr)Q ,
for any r ≥ r0. We now set
δ′ =
δ
2(1 + 8R)
.
From (4.10) and (4.11), we conclude that
(4.12) χE − χΩ\E = 1 in Bδ′(ξk)
and that, from (4.11) with r = δ
′
εk
,
(4.13) L2n+1
(
Bδ′(ξk) ∩ {uεk ≤ θ}
)
≥ const (δ′)Q ,
for infinitely many k ∈ N. Also, if
Ω′ =
⋃
k∈N
Bδ′(ξk) ,
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we deduce from (4.7) that Ω′ is well contained in Ω. We utilize this fact,
together with (4.12) and (4.13), to infer that∫
Ω′
|uεk − (χE − χΩ\E)| ≥
≥
∫
Bδ′(ξk)∩{uεk≤θ}
|uε − (χE − χΩ\E)| ≥
≥
∫
Bδ′(ξk)∩{uεk≤θ}
(1− θ) ≥
≥ const (δ′)Q (1− θ) ,
for infinitely many k ∈ N. This contradicts the assumption that uεk con-
verges to χE − χΩ\E in L1loc, thus proving Theorem 1.2.
5. Proof of Theorem 1.3
Let θ1 := (θ0 +1)/2 ∈ (θ0, 1). Then, since u is uniformly continuous, due
to [M95], we get that
Bε0(ξ0) ⊆ {|u| ≤ θ1} ,
for a universal ε0 > 0. Consequently,
L
2n+1(Bε0(ξ0) ∩ {u ≥ −θ1}) ≥ L2n+1(Bε0(ξ0) ∩ {|u| ≤ θ1}) ≥ const εQ0
and therefore, by Theorem 1.1[ii],
(5.1) L2n+1(Br(ξ0) ∩ {u ≥ −θ1}) ≥ const rQ ,
for r as in the statement of Theorem 1.3. On the other hand, using Theo-
rem 1.1[i], we have that
(5.2) L2n+1(Br(ξ0) ∩ {−θ1 ≤ u ≤ θ0}) ≤ const rQ−1 .
By collecting the estimates in (5.1) and (5.2), we deduce that
L
2n+1(Br(ξ0) ∩ {u > θ0}) ≥ const rQ − const rQ−1 ≥
≥ const rQ ,
(5.3)
as long as r0 is large enough.
Analogously,
(5.4) L2n+1(Br(ξ0) ∩ {u < −θ0}) ≥ const rQ .
Let now Sk,p denote the Sobolev-type space in the Heisenberg group set-
ting (see, for instance, [FS74]). Since u is in S1,2(Br) by construction (and so
in S1,1(Br)) and it is continuous by [M95], we can find a smooth function v
in such a way
(5.5)
∫
Br(ξ0)
|∇Hnu−∇Hnv| ≤ 1
and
(5.6) |u(ξ)− v(ξ)| ≤ θ0
4
for any ξ ∈ Br(ξ0).
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Let also
w(ξ) :=
 v(ξ) if |v(ξ)| ≤ θ0/2,θ0/2 if v(ξ) ≥ θ0/2,−θ0/2 if v(ξ) ≤ −θ0/2.
Then, w is a Lipschitz function in the Heisenberg group setting; so, by the
Coarea Formula in the Heisenberg group (see (1.4) in [MSC01]),∫
Br(ξ0)∩{|v|≤θ0/2}
|∇Hnv| =
=
∫
Br(ξ0)
|∇Hnw| =
=
∫ +∞
−∞
PerHn
(
{w = t} ∩Br(ξ0)
)
dt ≥
≥
∫ +θ0/2
−θ0/2
PerHn
(
{v = t} ∩Br(ξ0)
)
dt ,
where “PerHn” denotes the surface measure inH
n (see [MSC01] and [FSSC01]
for details).
Consequently, using the Isoperimetric Inequality in the Heisenberg group
surface theory (see, e.g., Theorem 3.5 in [FSSC01] and references therein),∫
Br(ξ0)∩{|v|≤θ0/2}
|∇Hnv| ≥
≥ const
∫ +θ0/2
−θ0/2
(
min
{
L
2n+1
(
Br(ξ0) ∩ {v < t}
)
,
L
2n+1
(
Br(ξ0) ∩ {v > t}
)})(Q−1)/Q
dt ≥
≥ const
(
min
{
L
2n+1
(
Br(ξ0) ∩ {v < −θ0/2}
)
,
L
2n+1
(
Br(ξ0) ∩ {v > θ0/2}
)})(Q−1)/Q
.
Therefore, using (5.5) and (5.6),
1 +
∫
Br(ξ0)∩{|u|≤θ0}
|∇Hnu| ≥
≥ const
(
min
{
L
2n+1
(
Br(ξ0) ∩ {u < −θ0}
)
,
L
2n+1
(
Br(ξ0) ∩ {u > θ0}
)})(Q−1)/Q
.
Accordingly,
(5.7)
∫
Br(ξ0)∩{|u|≤θ0}
|∇Hnu| ≥ const rQ−1 ,
due to (5.3) and (5.4), provided that r0 is large enough.
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We now fix A > 0 suitably big and we use the Cauchy Inequality and
Theorem 1.1[i], to deduce from (5.7) that
AL2n+1
(
Br(ξ0) ∩ {|u| ≤ θ0}
)
+
const rQ−1
A
≥
≥ AL2n+1
(
Br(ξ0) ∩ {|u| ≤ θ0}
)
+
1
A
∫
Br(ξ0)
|∇Hnu|2 ≥
≥
∫
Br(ξ0)∩{|u|≤θ0}
|∇Hnu| ≥
≥ const rQ−1 ,
from which the claim in Theorem 1.3 follows by taking A large enough.
6. Proof of Theorem 1.4
6.1. Notions of periodicity in Hn. From now on, we impose that F is in-
trinsically periodic, i.e., that it satisfies (1.3), and we fix ω = (ω1, . . . , ω2n) ∈
Q2n \ {0}.
We now see how ω naturally induces a concept of periodicity for functions
on the Heisenberg group:
Definition 6.1. u : Hn → R is a function which is ω-periodic if u(ξ) =
u((k, 0) ◦ ξ) for any k ∈ Z2n so that ω · k = 0.
We now suppose that
(6.1) n ≥ 2 ,
the case n = 1 being dealt with on page 43
We introduce the vectors kj ∈ Z2n, for j = 1, . . . , 2n, in order to have an
integer base of the 2n-dimensional lattice generated by ω. For this, let us
consider a rational orthogonal base of Q2n given by the vectors ω, v1, . . . ,
v2n−1.
By (6.1), it is easy to see3 that there exists some i and j such that
Im (vivj) 6= 0 . Let now Q ∈ N be a common multiple of the denomi-
nators of the coordinates of the vectors v1, . . . , v2n−1, ω. Then, the vectors
3Indeed, we remark that Im (vivj) is just the scalar product of vj with a vector which
we will denote v¯i := (−vi2, v
i
1,−v
i
4, v
i
3, · · · − v
i
2n, v
i
2n−1). So, fixed k = 1, . . . , 2n − 1, we
use the base property to write v¯k :=
∑2n−1
i=1 α
k
i v
i + bkω, for suitable αki , b
k ∈ R. Thus, if
0 = Im (vivj) = v¯i · vj for all i and j, then
0 = v¯k · v1 = αk1 |v
1|2
...
0 = v¯k · v2n−1 = αk2n−1 |v
2n−1|2
.
We have thus obtained that v¯k = bkω and, by the base property, bk 6= 0. But then one
gets the contradiction
0 6= b1b2 |ω|2 = v¯1 · v¯2 = v1 · v2 = 0 .
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kj := Qvj for j = 1, . . . , 2n−1 and k2n := Qω are the required integer base.
Furthermore, by construction,
(6.2) Im (k
i
kj) 6= 0 ,
for some i and j not equal to 2n.
Due to (6.2), and possibly exchanging ki with kj , we thus have that
(6.3) Θij := Im (k
i
kj) > 0 .
If m ∈ R, we define kijm := mki + kj. It follows from (0.2) and (6.3) that
(kijm, 0) ◦ (−mki, 0) ◦ (−kj , 0) ◦ (z, t) = (z, t+ 2mΘij) .
Due to the above relation (taken with m = 1) and (6.3), an ω-periodic
function is also periodic in the vertical variable, that is
(6.4) u(z, t) = u(z, t + 2Θij) .
Of course, this holds true for any i and j such that Θij 6= 0. Therefore, if u
is ω-periodic, it is also Θ-periodic in the vertical direction, with Θ being the
greatest common divisors of the Θij 6= 0. Observe that, in particular, F (·, u)
is 2-periodic in the vertical direction.
6.2. Constrained minimizers. We now fixM ≥ 10, to be chosen suitably
large in the sequel. We seek the minimizers of F among the functions that
are ω-periodic and that satisfy a constraint on the hyperplanes {ξ · (ω, 0) =
−M |ω|} and {ξ · (ω, 0) =M |ω|}.
We define
Uω :=

2n−1∑
j=1
sjk
j , sj ∈
[
− 1
2
,
1
2
) × [−Θ,Θ) .
Geometrically, Uω is a 2n-dimensional “cube” (or, better to say, rectangular
parallelopipedon) with edges of length |k1|, . . . , |k2n−1|, 2Θ.
We now flow Uω in the ω-direction, by using the Heisenberg group action.
That is, we define
(6.5) Sω :=
⋃
α∈R
(αk2n, 0) ◦ Uω .
We also introduce the horizontal projection of Sω:
Hω :=

2n−1∑
j=1
sjk
j + αk2n , sj ∈
[
− 1
2
,
1
2
)
, α ∈ R
 .
Given z =
∑
1≤j≤2n zjk
j ∈ R2n, we define
ζ(z) := 2
∑
1≤j≤2n
zjz2n Im (k
2n
kj) .
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It is easily checked that Sω may be seen as the union of intervals of length 2Θ
in the t-direction, centered at ζ(z), when z varies in Hω, that is
(6.6) Sω =
{
(z, t+ ζ(z)) , z ∈ Hω , t ∈ [−Θ,Θ)
}
.
Fixed δ ∈ (0, 1/2), let
(6.7)
YM :=
{
u ∈ S1,2loc , ω − periodic,
u(ξ) ≥ 1− δ for ξ · (ω, 0) ≥M |ω|,
u(ξ) ≤ −1 + δ for ξ · (ω, 0) ≤ −M |ω|
}
.
Then, we have the following existence result for constrained minimizers:
Proposition 6.2. For any M ≥ 1 there exists an absolute minimum in YM
of
FSω(u) =
∫
Sω
|∇Hnu(ξ)|2 + F (ξ, u(ξ)) dξ .
Moreover, if u∗ is any absolute minimizer, then
(6.8) FSω(u∗) ≤ cΘ |k1| . . . |k2n−1| ,
where c > 0 depends only on the structural constants of F .
Proof. As usual, we use the notation ξ = (z, t) for points in Hn. Set
(6.9) u0(ξ) :=

4ω
|ω| · z if | 4ω|ω| · z| ≤ 1,
1 if 4ω|ω| · z ≥ 1,
−1 if 4ω|ω| · z ≤ −1.
It is easily seen that u0 ∈ YM .
Moreover, since k2n is parallel to ω, we conclude that
Sω ∩ {|u0| 6= 1} ⊆ Sω ∩
{∣∣∣ ω|ω| · z∣∣∣ ≤ 14
}
=
= Sω ∩
{∣∣∣ k2n|k2n| · z∣∣∣ ≤ 14
}
⊆
⊆
⋃
α∈
[
− 1
4|k2n |
, 1
4|k2n|
](αk2n, 0) ◦ Uω .
Thence,
FSω(u0) ≤ cΘ|k1| . . . |k2n−1| ,
for a suitable c > 0.
Fix now R > 0 and let
DR :=
{
ξ |ω · z ∈ [−R|ω|, R|ω|]
}
∩ Sω .
Let also uk be a minimizing sequence for FSω .
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By possibly cutting uk at the ±1-levels, which makes the energy decrease,
we may assume that
(6.10) |uk| ≤ 1 ,
for any k ∈ N.
Also, for k sufficiently large,
FSω(uk) ≤ FSω(u0) < +∞ .
Hence,
sup
k∈N
‖∇Hnuk‖L2(Sω) < +∞ .
This, (6.10) and standard embedding results (see, e.g., [VSCC92]) imply that
there exists a suitable function u so that, up to subsequences, ∇Hnuk weakly
converges in L2(DR) to ∇Hnu and uk converges to u almost everywhere.
Therefore, the above mentioned weak convergence gives that
lim inf
k→+∞
∫
Sω
|∇Hnuk|2 ≥ lim inf
k→+∞
∫
DR
|∇Hnuk|2 ≥
∫
DR
|∇Hnu|2 .
Fix now an arbitrarily small a > 0. The pointwise convergence of uk, Fatou’s
Lemma and the continuity of F when the second variable is in (−1, 1) imply
that
lim inf
k→+∞
∫
Sω
F (ξ, uk) ≥ lim inf
k→+∞
∫
DR
|u|≤1−a
F (ξ, uk) ≥
∫
DR
|u|≤1−a
F (ξ, u) .
Since a > 0 may be taken as small as we wish, we conclude from the Mono-
tone Convergence Theorem that
lim inf
k→+∞
∫
Sω
F (ξ, uk) ≥
∫
DR
F (ξ, u) .
As a consequence,
inf
YM
FSω = lim inf
k→+∞
FSω(uk) ≥ FDR(u) .
Since R may be taken arbitrarily large, we conclude the proof. 
We now investigate further properties of the constrained functions in the
space YM .
Lemma 6.3. Let u, v ∈ YM . Then,
min{u, v} , max{u, v} ∈ YM
and
FSω(u) + FSω(v) = FSω(min{u, v}) + FSω(max{u, v}) ,
provided that the above quantities are finite.
Proof. The first claim is obvious. For the proof of the second statement,
just split the domain of integration Sω into Sω ∩ {u ≤ v} and Sω ∩ {u > v}
and compute. 
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We denote by MM the set of constrained minimizers given by Proposi-
tion 6.2 (for a fixed ω, which is omitted in the notation).
Lemma 6.4. If u, v ∈ MM , then so do min{u, v} and max{u, v}.
Proof. Since u, v ∈ MM ,
m := FSω (u) = FSω(v) ≤ FSω(w) ,
for any w ∈ YM . But, by Lemma 6.3, both min{u, v} and max{u, v} are in
YM and therefore
FSω (min{u, v}) ≥ m
and
FSω (max{u, v}) ≥ m.
If either
FSω (min{u, v}) > m
or
FSω (max{u, v}) > m ,
we would have that
FSω (u) + FSω (v) = 2m < FSω(min{u, v}) + FSω(max{u, v}) ,
which is in contradiction with Lemma 6.3. Therefore,
FSω(min{u, v}) = FSω(max{u, v}) = m,
proving that min{u, v} and max{u, v} are in MM . 
Lemma 6.5. Let vn ∈ MM , for any n ∈ N. Then, there exists a subse-
quence nk → +∞ and a function v ∈ MM such that vnk converges to v
uniformly on compact sets.
Proof. By [M95], vn is an equicontinuous family. Also, |vn| ≤ 1, and thus vn
converges locally uniformly to some v, up to subsequences, by the Theorem
of Ascoli. Then, by Fatou’s Lemma,
(6.11) lim inf
n→+∞
∫
Sω
F (ξ, vn(ξ)) dξ ≥
∫
Sω
F (ξ, v(ξ)) dξ .
Since YM is obviously closed under pointwise limit and vn ∈ YM , we also
have that
(6.12) v ∈ YM .
Furthermore, since all the vn’s are minimizers, it follows that FSω (vn)
takes always the same value for any n ∈ N, say
(6.13) FSω(vn) =: m ≥ 0 .
In particular, ∫
Sω
|∇Hnvn|2 ≤ m,
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thus, up to subsequences, we may assume that ∇Hnvn converges to ∇Hnv
weakly in L2. Therefore,
lim inf
n→+∞
∫
Sω
|∇Hnvn(ξ)|2 dξ ≥
∫
Sω
|∇Hnv(ξ)|2 dξ .
Combining this with (6.11) and (6.13), we thus get that FSω(v) ≤ m. There-
fore, by (6.12), we conclude that v ∈ MM . 
We now define the minimal minimizer, that is, the pointwise infimum of
all the minimizers in MM :
(6.14) uM (ξ) := inf
u∈MM
u(ξ) ,
for any ξ ∈ Hn. Note that uM is indeed a minimizer, according to the
following observation:
Lemma 6.6. uM ∈ MM .
Proof. For any ξ ∈ Hn, we consider a sequence un,ξ ∈ MM in such a way
(6.15) lim
n→+∞
un,ξ(ξ) = inf
u∈MM
u(ξ) = uM (ξ) .
Let us now write the countable set Q2n+1 as {η1, η2, . . . }. We define
(6.16) vn(ξ) := min{un,η1(ξ) , . . . , un,ηn(ξ)} .
From Lemma 6.4, we conclude that vn ∈ MM for any n ∈ N. Thus, by
Lemma 6.5, perhaps passing to a subsequence, we have that
(6.17) vn pointwise converges to a suitable v
and that
(6.18) v ∈ MM .
We show that
(6.19) uM ≥ v .
The proof of (6.19) is by contradiction. If (6.19) were false, there would
exist ε0 > 0 and ξ˜ ∈ Hn such that
uM (ξ˜) + 6ε0 ≤ v(ξ˜) .
In the light of (6.14), there exist u˜ ∈ MM such that
u˜(ξ˜) ≤ uM (ξ˜) + ε0
and therefore
u˜(ξ˜) + 5ε0 ≤ v(ξ˜) .
Since both v and u˜ are inMM , their modulus of continuity can be bounded
uniformly, thanks to [M95]. Thus, since Q2n+1 is dense in Hn, there ex-
ists m˜ ∈ N in such a way
|v(ξ˜)− v(ηm˜)| ≤ ε0 and
|u˜(ξ˜)− u˜(ηm˜)| ≤ ε0 .
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Therefore,
(6.20) u˜(ηm˜) + 3ε0 ≤ v(ηm˜) .
Recalling (6.15) and (6.17), we now take n˜ ∈ N in such a way
(6.21) n˜ ≥ m˜ ,
(6.22) un˜,ηm˜(ηm˜) ≤ inf
u∈MM
u(ηm˜) + ε0
and
(6.23) v(ηm˜) ≤ vn˜(ηm˜) + ε0 .
In particular, from (6.22),
un˜,ηm˜(ηm˜) ≤ u˜(ηm˜) + ε0
and therefore, by (6.20), (6.23), (6.21) and (6.16),
un˜,ηm˜(ηm˜) + ε0 ≤ vn˜(ηm˜) ≤ un˜,ηm˜(ηm˜) ,
which is a contradiction and thus gives the proof of (6.19).
In fact, by (6.14) and (6.18), we conclude that uM ≤ v. Therefore,
by (6.18) and (6.19),
uM = v ∈ MM ,
as desired. 
We also point out that, since uM is a minimizer (due to Lemma 6.6), by
cutting uM at the levels ±1, it easily follows that |uM | ≤ 1.
We now observe that the minimal minimizer inherits the vertical period-
icity of the functional, thus improving the one in (6.4). This fact will be of
crucial importance in the proof of Lemma 6.18 later on.
Lemma 6.7. uM is 2-periodic in the vertical variable.
Proof. If Θ = 1 there is nothing to prove, otherwise let uM,j(z, t) := uM (z, t+
2j). Since F is 2-periodic in the vertical variable and ∇Hn is invariant
with respect to vertical translations, then uM,j is also a minimizer for any
j = 0, . . . ,Θ − 1. Hence v(ξ) = min{uM (ξ), uM,1(ξ), . . . , uM,Θ−1(ξ)} is also
a minimizer by Lemma 6.4. Hence, by the definitions of uM and v,
uM ≤ v ≤ uM
and so uM = v. But v is 2-periodic in t and thus so is uM . 
Remark 6.8. Due to Lemma 6.7, without loss of generality, one may suppose
that the functions of YM are 2-periodic in the vertical variable, that Θ = 1
and that
Uω :=

2n−1∑
j=1
sjk
j , sj ∈
[
− 1
2
,
1
2
) × [−1, 1) .
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6.3. A group action on the space of functions. Given a function u :
Hn −→ R and k ∈ Z2n, we define
Tku(ξ) := u
(
(k, 0) ◦ ξ
)
,
for any ξ ∈ Hn.
Lemma 6.9. Let k ∈ Z2n. If u is ω-periodic and 2-periodic in the vertical
direction, then so is Tku.
Proof. Let h ∈ Z2n, with ω · h = 0. Let a, b ∈ Z be so that
(h, 0) ◦ (k, 0) = (h+ k, 2a) and
(k, 0) ◦ (h, 0) = (h+ k, 2b) .
By the periodicity of u,
Tku
(
(h, 0) ◦ ξ
)
= u(h+ k + z, t+ 2b) = u(h+ k + z, t+ 2a) =
= u
(
(h, 0) ◦ (k, 0) ◦ ξ
)
= u
(
(k, 0) ◦ ξ
)
= Tku(ξ) .
Thus, u is ω-periodic.
The vertical 2-periodicity is obvious. 
We now show that YM behaves nicely with respect to the action Tk:
Lemma 6.10. Let k ∈ Z2n be so that ω · k ≥ 0. Let u ∈ YM be 2-periodic
in the vertical direction. Then,
min{u, Tku} ∈ YM .
Analogously, if k ∈ Z2n is so that ω · k ≤ 0 and u ∈ YM , then
max{u, Tku} ∈ YM .
Proof. We prove the first claim, the second one being analogous. If ξ·(ω, 0) ≤
−M |ω|,
min{u, Tku}(ξ) ≤ u(ξ) ≤ −1 + δ ,
because u ∈ YM .
If ξ · (ω, 0) ≥M |ω|, let ξ′ := (k, 0) ◦ ξ. Then,
ξ′ · (ω, 0) = ξ · (ω, 0) + ω · k ≥M |ω|+ 0 =M |ω| ,
and so u(ξ) ≥ 1− δ and u(ξ′) ≥ 1− δ, since u ∈ YM . Therefore,
min{u, Tku}(ξ) = min{u(ξ) , u(ξ′)} ≥ 1− δ .
Finally, by Lemma 6.9, min{u, Tku} is ω-periodic. 
Given S ⊂ Hn, we define
TkS := {(−k, 0) ◦ ξ, ξ ∈ S} and
TkYM := {Tku, u ∈ YM} .
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Analogously, we set
FTkSω(u) :=
∫
TkSω
|∇Hnu(ξ)|2 + F (ξ, u(ξ)) dξ .
Then, since the functional F is Z2n-periodic with respect to the Heisenberg
group action, then it is invariant under the action of Tk, according to the
following observation, whose elementary proof is omitted:
Lemma 6.11. We have that
FTkSω(Tku) = FSω(u) ,
for any k ∈ Z2n.
We will see in Lemma 6.12 here below that Lemma 6.11 may in fact be
straightened for ω-periodic functions. For this scope, we need to better in-
vestigate the invariance properties of Sω. First of all, it is obvious from (6.5)
that
(6.24) Tβk2nSω = Sω ,
for any β ∈ R. Moreover,
Lemma 6.12. Let u be ω-periodic. Then, FSω(u) = FTvSω(u), for any v ∈
R2n.
Proof. The result is a consequence of the following
Claim: Let v ∈ R2n and f be an ω-periodic, integrable function. Then,∫
TvSω
f =
∫
Sω
f .
We observe that, for any fixed z ∈ R2n, the map t 7→ f(z, t) is 2Θ-periodic,
according to (6.4), and therefore
(6.25)
∫ Θ
−Θ
f(z, t+ τ) dt =
∫ Θ
−Θ
f(z, t) dt ,
for any τ ∈ R and any z ∈ R2n.
Let also
g(z) :=
∫ Θ
−Θ
f(z, t) dt .
Exploiting (6.25) and the fact that f is ω-periodic, it follows that
g(z + kj) =
∫ Θ
−Θ
f(z + kj, t) dt =
=
∫ Θ
−Θ
f
(
(kj , 0) ◦ (z, t)
)
dt =
=
∫ Θ
−Θ
f(z, t) dt =
= g(z) ,
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for j = 1, . . . , 2n− 1.
Consequently, ∫
Hω
g(z − v) dz =
∫
Hω
g(z) dz ,
for any v ∈ R2n.
Therefore, recalling also (6.6), we conclude that∫
TvSω
f =
∫
Sω
f
(
(−v, 0) ◦ ξ
)
dξ =
=
∫
Hω
∫ Θ+ζ(z)
−Θ+ζ(z)
f
(
z − v, t+ 2 Im (vz)
)
dt dz =
=
∫
Hω
∫ Θ
−Θ
f(z − v, t) dt dz =
=
∫
Hω
g(z − v) dz =
=
∫
Hω
g(z) dz =
=
∫
Sω
f ,
as desired. 
In analogy with Proposition 6.2, we denote by TkMM the set of minimiz-
ers of the functional FTkSω on the space TkYM .
Lemma 6.13. We have that u ∈ MM if and only if Tku ∈ TkMM , for any
k ∈ Z2n.
Proof. We prove the “only if” part. Let w ∈ TkYM . Then, w = Tkv, for
some v ∈ YM . Thus, exploting that u ∈ MM and Lemma 6.11, we conclude
that
FTkSω(Tku) = FSω(u) ≤ FSω(v) = FTkSω(Tkv) = FTkSω(w) ,
thence Tku is a minimizer of FTkSω in TkYM . 
Lemma 6.14. Let k ∈ Z2n such that ω · k ≥ 0. Let u ∈ MM be 2-periodic
in the vertical direction. Then, min{u, Tku} ∈ MM .
Proof. This is a variation of the proof of Lemma 6.4. We provide full details
for the facility of the reader. Let m := FSω(u). We show that
(6.26) FSω
(
min{u, Tku}
)
= m.
To prove (6.26) suppose, by contradiction, that
(6.27) FSω
(
min{u, Tku}
)
6= m.
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By Lemma 6.10, we know that
(6.28) min{u, Tku} ∈ YM .
Thus, (6.27) gives that
(6.29) FSω
(
min{u, Tku}
)
> m .
Let h := −k. By Lemma 6.10,
max{u, Thu} ∈ YM
and so
max{Tku, u} = Tk
(
max{u, Thu}
)
∈ TkYM .
Consequently, from Lemma 6.13,
FTkSω(Tku) ≤ FTkSω
(
max{u, Tku}
)
.
This and Lemma 6.11 give that
m ≤ FTkSω
(
max{u, Tku}
)
.
Therefore, by Lemma 6.12,
(6.30) m ≤ FSω
(
max{u, Tku}
)
.
Moreover, using again Lemmata 6.11 and 6.12,
(6.31) FSω(Tku) = FTkSω(u) = FSω(u) = m.
Consequently, by (6.29), (6.30) and Lemma 6.3,
2m = FSω(u) + FSω(Tku) =
= FSω
(
min{u, Tku}
)
+ FSω
(
max{u, Tku}
)
> 2m.
This contradiction gives the proof of (6.26).
The desired result thus follows from (6.26) and (6.28). 
6.4. The Birkhoff property. In Mather theory, it is quite common to
seek orbits which possess some kind of monotonicity, usually referred to as
Birkhoff property. Such property has then been extended and used also
in [CL98], [CL01] and [RS03].
We now adapt the concept of Birkhoff property, in order to deal with the
Heisenberg group.
Definition 6.15. A function u : Hn −→ R is said to satisfy the Birkhoff
property with respect to ω if for any k ∈ Z2n so that ω · k ≥ 0, we have that
Tku(ξ) ≥ u(ξ) for any ξ ∈ Hn.
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We observe that, if u satisfies the Birkhoff property and k ∈ Z2n is such
that ω · k ≤ 0, then, writing k′ := −k and ξ′ := (k, 0) ◦ ξ, we have ω · k′ ≥ 0
and thus
(6.32) u(ξ) = Tk′(ξ
′) ≥ u(ξ′) = Tku(ξ) ,
for any ξ ∈ Hn.
Lemma 6.16. Suppose that u verifies the Birkhoff property with respect
to ω. Let θ ∈ R and assume that
(6.33) S ⊆ {u < θ} .
Then,
TkS ⊆ {u < θ} ,
for any k ∈ Z2n so that ω · k ≥ 0.
Proof. Take k as above and ξ ∈ TkS. Then, there exists η ∈ S so that
ξ = (h, 0) ◦ η, with h := −k. Note that ω · h ≤ 0, thus, exploiting (6.32)
and (6.33), we conclude that
θ > u(η) ≥ Thu(η) = u((h, 0) ◦ η) = u(ξ) ,
as desired. 
We show that the minimal minimizer uM is Birkhoff (with respect to the
vector ω in the definition of Sω):
Lemma 6.17. uM satisfies the Birkhoff property.
Proof. Let k ∈ Z2n such that ω ·k ≥ 0. Then, by Lemmata 6.6, 6.7 and 6.14,
min{uM , TkuM} ∈ MM .
Therefore, by (6.14),
uM ≤ min{uM , TkuM} ≤ TkuM ,
as desired. 
Here is an interesting geometric property of Birkhoff functions:
Lemma 6.18. Let θ ∈ R, a, r > 0. Suppose that u is 2-periodic in the
vertical direction, that it satisfies the Birkhoff property with respect to ω and
that
(6.34) Br(ξ0) ⊆ {u < θ} .
Then, for any ξ ∈ Hn such that (ω, 0) · (ξ − ξ0) ≤ −a|ω|, we have that
u(ξ) < θ, as long as r and a are larger than a suitable positive universal
constant.
This result somehow guaranties that if, say u > 1− δ in a ball, then it is
so in a half space.
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Proof. Let ξ = (z, t) as requested here above. Denote also ξ0 = (z0, t0). Let
us consider the tiling T ∗ of R2n made by standard Euclidean cubes of side 1.
More explicitly, T ∗ is the collection of the cubes K+[−1/2, 1/2)2n, where K
varies in Z2n. Let Q∗ be the cube of T ∗ that contains z0. Then, there exists
p ∈ Z2n so that
(6.35) z ∈ p+Q∗ .
Then,
(6.36)
ω
|ω| · p ≤ −a+
√
2n ≤ 0 ,
provided that a is large enough.
Also, by (6.35), we get that there exists w ∈ Q∗ such that z = p + w.
Then, there exists τ ∈ R so that
(6.37) (p, 0) ◦ (w, T ) = (z, T + τ) ,
for any T ∈ R. Thus, let m be the unique integer so that
t− t0 − τ − 1
2
≤ m < t− t0 − τ + 1
2
and define T := t− τ − 2m. Then, |T − t0| ≤ 1 and so, if r is large enough,
(w, T ) ∈ Br(ξ0).
Moreover, by (6.36), (6.34) and Lemma 6.16,
(p, 0) ◦ (w, T ) ∈ T−p
(
Br(ξ0)
)
⊆ {u < θ} .
Accordingly, by the vertical periodicity and (6.37),
u(ξ) = u(z, T + τ + 2m) = u(z, T + τ) =
= u
(
(p, 0) ◦ (w, T )
)
< θ ,
as desired. 
6.5. Koranyi balls outside the interface. Let us recall that in Theo-
rem 1.1 we introduce a radius r0 which depends only on the structural data.
We now show that we can get a Koranyi ball of universally large radius,
say r0, not touching the interface.
For this, we first need to enlarge our domain Sω so that the balls of
radius r0 may comfortably fit in. We also need to enlarge our periodicity
mesh, in order to obtain local minimizers on page 43.
To these effects, given p ∈ N, we define
YpM :=
{
u ∈ S1,2loc , u
(
(pk, 0
)
◦ ξ
)
= u(ξ) = u
(
(0, 2pΘ) ◦ ξ
)
,
for any ξ ∈ Hn and k ∈ Z2n s.t. ω · k = 0 ,(6.38)
u(ξ) ≥ 1− δ for ξ · (ω, 0) ≥M |ω| ,
u(ξ) ≤ −1 + δ for ξ · (ω, 0) ≤ −M |ω|
}
.
Note that Y1M = YM , due to (6.4) and (6.7).
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Given v ∈ R2n+1 and S ⊂ Hn, we define
TvS := {(−v) ◦ ξ , ξ ∈ S} .
We also use the following notation. Given ℓ ∈ Z2n with ω · ℓ = 0, we write
ℓ =
∑
1≤j≤2n−1
ℓjkj .
Then, for p ≥ 1, we define
(6.39) Spω :=
⋃
ℓ∈Z2n, ω·ℓ=0
0≤ℓ1,...ℓ2n−1≤p−1
0≤m≤p−1
T(0,2mΘ)T(ℓ,0)Sω .
Of course, S1ω = Sω. Also, if m ∈ Z and ℓ ∈ Z2n in such a way ω · ℓ = 0, it
can be seen from (6.6) that
(6.40) T(0,2mΘ)T(ℓ,0)Sω =
{
(z, t−2mΘ+ζℓ(z)) , z ∈ Hωℓ , t ∈ [−Θ,Θ)
}
,
with
Hωℓ :=
{
z ∈ Hn | z + ℓ ∈ Hω
}
and
ζℓ(z) := ζ(z + ℓ)− 2 Im (ℓz) .
In particular, it follows that
(6.41) the union in (6.39) is non-overlapping.
We now observe that Spω enjoys a good translation invariance property:
Lemma 6.19. Let u ∈ YpM . Then, FSpω(u) = FTvSpω(u) for any v ∈ R2n+1.
Proof. The proof is a modification of the one of Lemma 6.12. The fact that
the Heisenberg group elements do not commute makes the argument quite
technical, thence we provide full details for the reader’s convenience.
The claim in Lemma 6.19 follows from the following one: if f is an inte-
grable function so that
(6.42) f
(
(pk, 0) ◦ ξ
)
= f(ξ) = f
(
(0, 2pΘ) ◦ ξ
)
for any ξ ∈ Hn and any k ∈ Z2n so that ω · k = 0, then
(6.43)
∫
TvS
p
ω
f =
∫
Spω
f ,
for any v ∈ R2n+1.
In order to prove (6.43), we deduce from (6.42) that
f(z, t+ 2Θ p) = f
(
(0, 2Θp) ◦ (z, t)
)
= f(z, t)
and so, for any fixed z ∈ R2n, the map t 7→ f(z, t) is 2Θp-periodic.
Accordingly,
(6.44)
∫ pΘ
−pΘ
f(z, t+ τ) dt =
∫ pΘ
−pΘ
f(z, t) dt ,
THE GINZBURG-LANDAU EQUATION IN THE HEISENBERG GROUP 35
for any τ ∈ R and any z ∈ R2n.
We now define
g(z) :=
∫ pΘ
−pΘ
f(z, t) dt .
It follows from (6.42) and (6.44) that
g(z + pkj) =
∫ pΘ
−pΘ
f
(
(pkj , 0) ◦ (z, t− 2p Im (kjz)
)
dt =
=
∫ pΘ
−pΘ
f
(
z, t− 2p Im (kjz)
)
dt =
=
∫ pΘ
−pΘ
f(z, t) dt =
= g(z) ,
for any 1 ≤ j ≤ 2n− 1.
Then, if
Hpω :=
⋃
ℓ∈Z2n, ω·ℓ=0
0≤ℓj≤p−1
Hωℓ =
=

2n−1∑
j=1
sjk
j + αk2n , sj ∈
[
− 1
2
,
1
2
+ p− 1
]
, α ∈ R
 ,
we conclude that
(6.45)
∫
Hpω
g(z − w) dz =
∫
Hpω
g(z) dz ,
for any w ∈ R2n.
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Take now any v = (v′, v2n+1) ∈ R2n+1. We exploit (6.39), (6.40), (6.41)
(6.44) and (6.45) to obtain that∫
Spω
f(v ◦ ξ) dξ =
=
∑
ℓ∈Z2n, ω·ℓ=0
0≤ℓj≤p−1
0≤m≤p−1
∫
Hωℓ
∫ ζℓ(z)−(2m−1)Θ
ζℓ(z)−(2m+1)Θ
f(z + v′, t+ v2n+1 + 2 Im (vz)) dt dz =
=
∑
ℓ∈Z2n, ω·ℓ=0
0≤ℓj≤p−1
∫
Hωℓ
∫ ζℓ(z)+Θ
ζℓ(z)−(2p−1)Θ
f(z + v′, t+ v2n+1 + 2 Im (vz)) dt dz =
=
∑
ℓ∈Z2n, ω·ℓ=0
0≤ℓj≤p−1
∫
Hωℓ
∫ pΘ
−pΘ
f(z + v′, t) dt dz =
=
∫
Hpω
∫ pΘ
−pΘ
f(z + v′, t) dz =
=
∫
Hpω
g(z + v′) dz =
=
∫
Hpω
g(z) .
By applying the above formula to any v and to v = 0 we thus conclude that∫
TvS
p
ω
f =
∫
Spω
f(v ◦ ξ) dξ =
∫
Hpω
g(z) =
∫
Spω
f .
This concludes the proof of (6.43) (and so the proof of Lemma 6.19). 
We denote by upM the minimal minimizer of FSpω under the constraints in
YpM . Obviously, u1M = uM .
We now show that changing Sω into S
p
ω does not change the minimal
minimizer:
Lemma 6.20. upM = uM , for any p ∈ N, p ≥ 1.
Proof. Let u be a short hand notation for upM . First, we show that
(6.46) u(z, t+ 2Θ) = u(z, t) ,
for any (z, t) ∈ Hn.
To this effect, given a ∈ N, we define
ua(ξ) := u((0, 2aΘ) ◦ ξ) .
It is easily seen that ua ∈ YpM . Also, by Lemma 6.19, FSpω (ua) = FSpω(u),
thence ua is also a minimizer. Then, as in Lemma 6.3,
u⋆ := min{u , u1 , . . . , up−1}
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is a minimizer too. Since u is the minimal minimizer, u ≤ u⋆. By construc-
tion, the converse inequality also holds, thus u = u⋆. Since
up−1((2Θ, 0) ◦ ξ) = u((2pΘ, 0) ◦ ξ) = u(ξ)
because u ∈ YpM , we deduce that u⋆ (and, then, u) is 2Θ-periodic in t. This
proves (6.46).
We now show that
(6.47) u((k, 0) ◦ ξ) = u(ξ) ,
for any k ∈ Z2n so that ω · k = 0. This will be a variation of the proof
of (6.46), but some care will be needed due to the fact that the Heisenberg
group is non-commutative. For the proof of (6.47), given ℓ ∈ Z2n so that
ω · ℓ = 0, we define
vℓ(ξ) := u((ℓ, 0) ◦ ξ) .
We have that
vℓ((0, 2pΘ) ◦ ξ) = u((ℓ, 0) ◦ (0, 2pΘ) ◦ ξ) =(6.48)
= u((0, 2pΘ) ◦ (ℓ, 0) ◦ ξ) = u((ℓ, 0) ◦ ξ) = vℓ(ξ) ,
since u ∈ YM . Moreover, if K ∈ Z2n is such that ω ·K = 0, we have that
(pK, 0) ◦ (ℓ, 0) =
= (0, 4p Im (Kℓ)) ◦ (ℓ, 0) ◦ (pK, 0) =(6.49)
=
(
0, 4p
∑
1≤a,b≤2n−1
Kaℓb Im (kakb)
)
◦ (ℓ, 0) ◦ (pK, 0) =
=
(
0, 4p
∑
1≤a,b≤2n−1
KaℓbΘab
)
◦ (ℓ, 0) ◦ (pK, 0) .
Then, since Θ divides any Θab (recall the notation on page 22), we gather
that
(pK, 0) ◦ (ℓ, 0) = (0, 2pΘµ) ◦ (ℓ, 0) ◦ (pK, 0) ,
for some µ ∈ Z, depending on K and ℓ.
Consequently, using that u ∈ YpM and (6.46),
vℓ((pK, 0) ◦ ξ) = u((ℓ, 0) ◦ (pK, 0) ◦ ξ) =
u((pK, 0) ◦ (ℓ, 0) ◦ ξ) = u((ℓ, 0) ◦ ξ) = vℓ(ξ) .
This and (6.48) imply that vℓ ∈ YpM . Moreover, by Lemma 6.19, FSpω(vℓ) =FSpω(u), thence vℓ is also a minimizer. Then, as pointed out in Lemma 6.3,
v⋆ := min{vℓ , 0 ≤ ℓ1, . . . , ℓ2n−1 ≤ p− 1}
is a minimizer too. Since u is the minimal minimizer, u ≤ v⋆. By construc-
tion, the converse inequality also holds, thus u = v⋆.
We now introduce the following notation. Given r ∈ Z, we set [r]p ∈ pZ
and {r}p ∈ {1, . . . , p− 1} in such a way r = [r]p + {r}p.
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Let now K ∈ Z2n be so that ω ·K = 0. By arguing as in (6.49), we have
that
(ℓ, 0) ◦ (K, 0) =
= (2bΘ, 0) ◦
( 2n−1∑
j=1
[(ℓj +Kj)]p k
j , 0
)
◦
( 2n−1∑
j=1
{(ℓj +Kj)}p kj , 0
)
and so
vℓ((K, 0) ◦ ξ) = u
(( 2n−1∑
j=1
{(ℓj +Kj)}p kj , 0
)
◦ ξ
)
,
since u ∈ YM and thanks to (6.47).
Therefore,
v⋆((K, 0) ◦ ξ) =
= min
{
u
(( 2n−1∑
j=1
{(ℓj +Kj)}p kj , 0
)
◦ ξ
)
,
0 ≤ ℓ1, . . . , ℓ2n−1 ≤ p− 1
}
=
= min
{
u
(( 2n−1∑
j=1
ℓ˜jkj, 0
)
◦ ξ
)
, 0 ≤ ℓ˜1, . . . , ℓ˜2n−1 ≤ p− 1
}
=
= v⋆(ξ) .
This gives that v⋆ (and thence u) satisfies (6.47), as desired.
In particular, from (6.46) and (6.47) it follows that u = upM ∈ Yω, and so
FSω(upM ) ≥ FSω(uM ).
On the other hand, it is obvious that uM ∈ Yω ⊆ Ypω and, therefore,
FSpω(uM ) ≥ FSpω(uM ).
Moreover, if ν ∈ N is the number of the non-overlapping components
of the union in (6.39) (see also (6.41)), it follows from Lemma 6.19 that
FSpω = νFSω .
These observations imply that uM is a minimizer of FSpω in YpM and
that upM is a minimizer of FSω in YM . Since both uM and upM are min-
imal minimizers, it follows that uM ≤ upM ≤ uM , as desired. 
Due to Lemma 6.20, by possibly replacing Sω with S
p
ω, we now assume
that, given r0 as in Theorem 1.3, the Koranyi balls of radius 2r0 fit inside Sω.
From now on, this suitably large p will be considered a universal constant,
as well as r0.
In this setting, by a counting argument based on the fact that FSω is
bounded independently of M , we find the desired Koranyi ball outside the
interface:
Lemma 6.21. Fix δ > 0. Fix also r0 suitably large (according to Theo-
rem 1.3). There exists M0 > 0, depending only on δ and on the structural
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constants of F , so that if M ≥ M0, then there exists a ball B⋆ of radius r0
such that
B⋆ ⊆ Sω ∩
{
|(ω, 0) · ξ| ≤ M |ω|
10
}
∩ {|uM | > 1− δ} .
Proof. Let
ΣM := Sω ∩
{
|(ω, 0) · ξ| ≤ M |ω|
10
}
.
We observe that
L
2n+1 (ΣM) ≥ c1M Θ |k1| . . . |k2n−1| ,
for a suitable c1 > 0 which may depend on p (but it does not depend
on either ω or M). By measure theoretic considerations, we thus deduce
that there are at least N Koranyi balls of radius r0 contained in ΣM whose
dialations by a constant factor κ (to be chosen appropriately large) overlap
at most a finite number of times (which is independent of ω and M), with
(6.50) N ≥ c2M Θ |k1| . . . |k2n−1|
The quantity c2 may depend on p and r0, but not on M and ω.
Let us suppose that n¯ of these Koranyi balls intersect the set {|uM | <
1 − δ} and let us count how big n¯ can be. For this, if any of the above
Koranyi balls, say B, intersects {|uM | < 1 − δ} at some point, say ξ0, then
by Theorem 1.3,
(6.51) L2n+1
(
Br0(ξo) ∩ {|uM | ≤ 1− δ}
)
≥ c3 ,
for a suitable c3 which only depends on r0.
If κ is sufficiently large, Br0 is contained in the dialation by a factor κ of
B, that we denote by κB. This and (6.51) yield that
FκB(uM ) ≥ c4 ,
with c4 > 0 independent of ω and M . By summing up above all the Ko-
ranyi balls intersecting {|uM | < 1− δ} (and by using the finite overlapping
properties of these balls), we thus conclude that
FΣM (uM ) ≥ c5n¯ ,
with c5 > 0 independent of ω and M .
The latter estimate and (6.8) imply that
n¯ ≤ c6Θ |k1| . . . |k2n−1| ,
where c6 > 0 is independent of ω and M .
This and (6.50) yield that at least one Koranyi ball of the family must be
outside {|uM | < 1− δ}, as long as M is conveniently large. 
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6.6. Unconstrained minimizer. We are now going to show that, if M
is conveniently large, then the constraints in Sω do not affect the minimal
minimizer.
First of all, we show the existence of a strip of universal size, parallel to
the constraints and at a universal distance from them, on which the minimal
minimizer takes values very close to ±1.
Lemma 6.22. Fix δ > 0 and suppose that M ≥ 100. Suppose also that the
thesis of Lemma 6.21 holds. Then, there exists
(6.52) λ ∈
[
−M
4
,
M
4
]
such that either uM (ξ) > 1 − δ or uM (ξ) < −1 + δ for any ξ = (z, t) ∈ Hn
so that
(6.53) z · ω|ω| ∈ [λ− 1, λ+ 1] .
Proof. By Lemma 6.21, there exists a Koranyi ball of universally large radius
contained in {|z · w| ≤ M/10} ∩ {|uM | > 1 − δ}. Then, the result follows
from the fact that uM is continuous, 2-periodic in t and Birkhoff (recall
Lemmata 6.7 and 6.17), by applying Lemma 6.18. 
We are now in the position of showing that uM does not vary if we enlarge
the constraints, provided that M is suitably large:
Proposition 6.23. Suppose that the hypotheses of Lemma 6.22 hold true.
Then, uM+a = uM , for any a ≥ 0.
Proof. With no loss of generality, we suppose that ω2n > 0. Let H be the
set of points ξ = (z, t) ∈ Hn satisfying (6.53) of Lemma 6.22, then either
u < −1 + δ or u > 1− δ in H.
We show, in fact that
(6.54) uM < −1 + δ in H.
To confirm (6.54), we argue by contradiction and suppose that uM > 1− δ
in H. Let j ∈ N. Then, by Lemma 6.17,
(6.55) T(0,...,0,j)uM (η) ≥ uM (η) > 1− δ
for any η ∈ H. Take now ξ = (z, t) so that ω · z ≥ (λ+ 1)|ω|. Let j0 be the
unique integer so that
j0 ∈
[ |ω|
ω2n
(
− λ− 1 + z · ω|ω|
)
,
|ω|
ω2n
(
− λ− 1 + z · ω|ω|
)
+ 1
)
.
Notice that j0 ≥ 0 by construction, thence j0 ∈ N. Also, if
η := (0, . . . , 0,−j0, 0) ◦ ξ ,
we have that
η =
(
z − (0, . . . , 0, j0), τ
)
,
THE GINZBURG-LANDAU EQUATION IN THE HEISENBERG GROUP 41
for a suitable τ ∈ R and so(
ω
|ω| , 0
)
· η ∈ [λ− 1, λ+ 1] ,
thence η ∈ H.
Exploiting (6.55), we thus conclude that
uM (ξ) = T(0,...,0,j0)uM (η) > 1− δ .
Summarizing, we have just shown that
(6.56) uM (ξ) > 1− δ
for any ξ = (z, t) ∈ Hn such that ω · z ≥ (λ+ 1)|ω|.
Let now
v := T(0,...,0,−1)uM .
Then, if (ω, 0) · ξ ≥M |ω|, we deduce that
(ω, 0) ·
(
(0, . . . , 0,−1, 0)◦ξ
)
= −ω2n+(ω, 0) ·ξ ≥ −|ω|+M |ω| ≥ (λ+1)|ω| ,
due to (6.52).
Therefore, from (6.56),
(6.57) v(ξ) ≥ 1− δ
for any ξ ∈ Hn so that (ω, 0) · ξ ≥M |ω|.
On the other hand, if (ω, 0) · ξ ≤ −M |ω|, we see that
(ω, 0) ·
(
(0, . . . , 0,−1, 0) ◦ ξ
)
= −ωn + (ω, 0) · ξ ≤M |ω| ,
and so, from the fact that uM ∈ YM , we conclude that
(6.58) v(ξ) ≤ −1 + δ
for any ξ ∈ Hn so that (ω, 0) · ξ ≤ −M |ω|.
Then, (6.57), (6.58) Lemma 6.9 and Lemma 6.7 imply that
(6.59) v ∈ YM .
Moreover, FSω (uM ) = FSω(v), due to Lemmata 6.11 and 6.12. Conse-
quently, by (6.59), v ∈ MM and so, by (6.14), uM ≤ v. Since, on the other
hand, uM ≥ v by Lemma 6.17, we deduce that uM = v.
Therefore,
uM (ξ) = uM
(
(0, . . . , 0, j, 0) ◦ ξ
)
,
for any j ∈ Z and any ξ ∈ Hn. But then, since uM ∈ YM ,
1− δ ≤ lim
j→+∞
uM (0, . . . , 0, j, 0) = lim
j→+∞
uM (0, . . . , 0,−j, 0) ≤ −1 + δ ,
which is a contradiction since we supposed δ < 1/2 (see page 23).
This proves (6.54).
We now show that if ξ = (z, t) ∈ Hn is so that ω · z ≤ (λ− 1)|ω| then
(6.60) uM (ξ) < −1 + δ .
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Indeed, if ξ is as above, let j be the unique integer so that
j ∈
( |ω|
ω2n
(
λ− 1− ω|ω| · z
)
,
|ω|
ω2n
(
λ− 1− ω|ω| · z
)
+ 1
]
.
Then, j ≥ 0 by construction and so, by Lemma 6.17,
(6.61) T(0,...,0,j)uM ≥ uM .
Moreover, if
(6.62) η := (0, . . . , 0, j, 0) ◦ ξ ,
we see that (
ω
|ω| , 0
)
· η ∈ [λ− 1, λ+ 1] ,
that is, η ∈ H.
Hence, by (6.54),
T(0,...,0,j)uM (ξ) = uM (η) < −1 + δ .
This and (6.61) yield the proof of (6.60).
We now show that the lower constraint is irrelevant for uM . More pre-
cisely, given any a ≥ 0, we show that if v is ω-periodic, v(ξ) ≤ −1 + δ for
any ξ = (z, t) ∈ Hn so that ω · z ≤ −(M + a)|ω| and v(ξ) ≥ 1 − δ for any
ξ = (z, t) ∈ Hn so that ω · z ≥M |ω|, then
(6.63) FSω(uM ) ≤ FSω (v) .
To confirm (6.63), take v as above. Let va be the minimal minimizer of
FSω in the space of such v’s. Then, by (6.60) (applied here with the lower
constraint at level M+a instead of level M), we deduce that va(ξ) ≤ −1+δ
for any ξ ∈ Hn so that ω · z ≤ (λ− 1)|ω|. In particular, by (6.52), we have
that va ∈ YM . Therefore, since uM is a minimizer in YM ,
FSω(uM ) ≤ FSω(va) ≤ FSω(v) ,
yielding the proof of (6.63).
We are now in the position of completing the proof of Proposition 6.23
by arguing as follows. Fix a ≥ 0 and take
(6.64) w ∈ YM+a .
Take also j ∈ N so that
(6.65) j >
a |ω|
ω2n
.
Let us define
w˜ := T(0,...,0,j)w .
Thus, using (6.64) and (6.65), we have that if ξ ∈ Hn is so that (ω, 0) ·
ξ ≥ M |ω|, then w˜(ξ) ≥ 1 − δ, while if (ω, 0) · ξ ≤ −(M + j + a)|ω|, then
w˜(ξ) ≤ −1 + δ.
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Therefore, from (6.63) (used here with j+a in the place of a), we deduce
that
FSω(uM ) ≤ FSω (w˜) .
Then, by Lemmata 6.11 and 6.12,
FSω(uM ) ≤ FSω (w) ,
which completes the proof of Proposition 6.23. 
We now complete the proof of Theorem 1.4 when n ≥ 2 (recall (6.1)) by
arguing as follows. If uω := uM is the minimal minimizer constructed above,
we know by (6.7) and Lemma 6.7 that the periodicity conditions (1.5)–(1.6)
and the level set condition (1.4) hold true. Also, uω satisfies the monotonic-
ity condition in (1.7), thanks to Lemma 6.17 and Definition 6.15.
To complete the proof of Theorem 1.4 when n ≥ 2, we need to show
that uω is a local minimizer in any given ball B. To this extent, we make
the following observation. Let a ∈ Z and K1, . . . Kj ∈ Z2n, with ω · K1 =
· · · = ω ·Kj = 0. Since
(pK1, 0) ◦ (pKj , 0) ◦ (0, 2apΘ) ∈ pZ2n × pΘZ ,
we deduce that the distance between the above points and the origin is large
with p (unless it is zero). Consequently, the balls obtained from B via the
group actions
(pK1, 0) ◦ (pKj , 0) ◦ (0, 2apΘ)
are far apart one from the other, for large p. Therefore, we can extend φ
in order to fulfill the periodicity in (6.38), that is, there exists φ⋆ ∈ YpM so
that φ⋆ = φ in B. Then, possibly enlarging Sω to s
p
ω as done in Lemma 6.20
(note that this does not change the minimal minimizer), we may suppose
that B lies inside Sω. Then, using Proposition 6.23, we have that FB(u +
φ) ≥ FB(u), for any φ ∈ C∞0 (B), as desired.
This ends the proof of Theorem 1.4 when n ≥ 2.
We now deal with the proof of Theorem 1.4 when n = 1.
In this case, the vertical periodicity of the minimal minimizer cannot
be recovered from the ω-periodicity, since the integer base constructed on
page 21 boils down to the two vectors k1 and k2 = Qω and so (6.2) cannot
hold.
To avoid this inconvenience, the vertical periodicity needs to be imposed
by brute force. Namely, we substitute the definition in (6.7) with the fol-
lowing:
YM :=
{
u ∈ S1,2loc ,
u
(
(k1, 0) ◦ (z, t)
)
= u(z, t) = u(z, t+ 2) for any(z, t) ∈ H1 ,
u(ξ) ≥ 1− δ for ξ · (ω, 0) ≥M |ω|,(6.66)
u(ξ) ≤ −1 + δ for ξ · (ω, 0) ≤ −M |ω|
}
.
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Then, the arguments on pages 22—43 go through verbatim.4 Remarkably,
the minimal minimizer obtained in this way is again a local minimizer in
any domain (that is, the imposed vertical periodicity does not affect the
minimization). This ends the proof of Theorem 1.4 when n = 1.
Remark 6.24. Though we do not make an explicit use of this fact, it is
interesting to note that if F is independent of t, then so does the minimal
minimizer uM . To confirm this, fix s ∈ R and let w(z, t) := uM (z, t + s).
Observe that the map
t 7−→ |∇HnuM (z, t)|2 + F
(
z, uM (z, t)
)
is Θ-periodic for any fixed z ∈ R2n, due to (6.4). Then, the fact that F does
not depend on t and (6.6) imply that
FSω (w) =
∫
Hω
∫ Θ
−Θ
|∇HnuM (z, t+ s)|2 + F
(
z, uM (z, t+ s)
)
dt dz =
=
∫
Hω
∫ Θ
−Θ
|∇HnuM (z, t)|2 + F
(
z, uM (z, t)
)
dt dz = FSω(uM ) .
Thence, since uM ∈MM by Lemma 6.6, we have that w ∈MM too. Then,
by Lemma 6.4, min{uM , w} ∈ MM . So, by (6.14), uM ≤ min{uM , w},
which says that uM (z, t) ≤ uM (z, t + s) for any s ∈ R. Then, applying the
above observation to both s and −s, we get that uM (z, t) = uM (z, t+ s) for
any s ∈ R, that is, uM does not depend on t.
Accordingly, if F does not depend on t, the minimal minimizer con-
structed here agrees with the uniformly elliptic one of [V04].
7. Proof of Theorem 1.6
We consider ω ∈ R2n \ Q2n and ωj ∈ Q2n be a sequence of rational
vectors approaching ω. Exploiting Theorem 1.4, we obtain the existence of
a function uj : H
n → [−1, 1] which is a local minimizer for F in any bounded
domain, is ωj-periodic and has the level sets {|uj | ≤ 1− δ} trapped inside a
slab normal to (ωj , 0) of sizeM0. We stress thatM0 may depend on δ and on
the structural constants of the problem, but it is independent of j. Then, to
complete the proof of Theorem 1.6, we need to show that, perhaps passing
to a subsequence, uj converges locally uniformly to a suitable u which is a
local minimizer in any bounded domain.
For this, we observe that |uj | ≤ 1 by construction and that the modulus
of continuity of uj is uniformly bounded, thanks to [M95]. Therefore, up to
subsequences, uj converges locally uniformly to a suitable u.
4In fact, in this case, the above arguments simplify, since Θ = 1 and u is ω-periodic if
and only if
u
(
(k1, 0) ◦ ξ
)
= u(ξ)
for any ξ ∈ H1. Also, Lemma 6.7 is, of course, a trivial consequence of (6.66).
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Given a bounded domain Ω, we now show that u is a local minimizer
of FΩ. For this, let φ ∈ C∞0 (Ω) and R > 0 so large that Ω ⊂ BR.
Observe that, possibly taking disjoint unions of Sω as in Lemma 6.20
(which does not affect the minimal minimizer), we may assume that BR+2
sits inside Sω.
Then, uj is a local minimizer in BR+2. Accordingly, there exists a suit-
able CR > 0 so that
(7.1)
∫
BR+1
|∇Hnuj |2 ≤ CR
for any j ∈ N, due to the Caccioppoli-type estimate in (2.1). Thus, pos-
sibly taking subsequences, we have that ∇Hnuj converges to ∇Hnu weakly
in L2(BR+1), due to the embedding results in [VSCC92].
Therefore,
(7.2)
∫
BR+α
|∇Hnu|2 ≤ lim inf
j→+∞
∫
BR+α
|∇Hnuj|2 ,
for any α ∈ [0, 1].
Also, by the continuity of F when the second variable is in (−1, 1), we
deduce from the uniform convergence of uj and Fatou’s Lemma that
lim inf
j→+∞
∫
BR
F (ξ, uj(ξ)) dξ ≥
≥ lim inf
j→+∞
∫
BR∩{|u|<1}
F (ξ, uj(ξ)) dξ ≥
≥
∫
BR∩{|u|<1}
F (ξ, u(ξ)) dξ =
=
∫
BR
F (ξ, u(ξ)) dξ .
(7.3)
By collecting the estimates in (7.2) and (7.3), we thus conclude that
(7.4) FBR(u) ≤ lim inf
j→+∞
FBR(uj) .
We now define
(7.5) εj := sup
BR+1
|u− uj| .
By the uniform convergence of uj, we have that εj converges to zero. More-
over, by (7.1) and (7.2),
(7.6)
∫
BR+1
|∇Hnu|2 ≤ CR
and so, by the absolute continuity of the Lebesgue integral,
(7.7) lim
j→+∞
∫
BR+εj
\BR
|∇Hnu|2 = 0 .
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We also set
(7.8) µj := L
2n+1(BR+εj \BR) ,
thence µj also converges to zero.
Let now τ˜j ∈ C∞0 ([0, R + εj ]) so that 0 ≤ τ˜j ≤ 1, τj(t) = 1 for any
t ∈ [0, R] and |τ˜ ′j| ≤ 10/εj . Let τj be the radial (with respect to the Koranyi
ball) function defined by τj(ξ) := τ˜j(ρ) (recall the notation in (0.1)). Then,
by (0.3),
(7.9) |∇Hnτj| ≤ const
εj
.
Let also
wj := τju+ (1− τj)uj + φ .
By construction, wj(ξ) = uj(ξ) for any ξ ∈ Hn \ BR+εj , and so, by the
minimizing property of uj,
FBR(uj) +
∫
BR+εj
\BR
|∇Hnuj|2 ≤
≤FBR+εj (uj) ≤
≤FBR+εj (wj) =
=FBR(wj) + FBR+εj \BR(wj) =
=FBR(u+ φ) +FBR+εj \BR(wj) .
(7.10)
On the other hand, exploiting (7.9) and (7.5),
|∇Hnwj| = |∇Hnτj(u− uj) + τj∇Hnu+ (1− τj)∇Hnuj +∇Hnφ| ≤
≤ C
εj
|u− uj |+ |∇Hnu|+ |∇Hnuj |+ |∇Hnφ|
≤ C + |∇Hnu|+ |∇Hnuj|
for a suitable C > 0 which may depend on R and φ, but it is independent
of j.
Using the above estimate, Cauchy Inequality and (7.8), we obtain that
FBR+εj \BR(wj) ≤
≤
∫
BR+εj
\BR
(
|∇Hnu|2 + |∇Hnuj |2
)
+
+ C
√
µj
(√∫
BR+1
|∇Hnu|2 +
√∫
BR+1
|∇Hnuj |2 + 1
)
+
+ C
√∫
BR+1
|∇Hnuj |2
∫
BR+εj
\BR
|∇Hnu|2 .
(7.11)
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We deduce from (7.1), (7.6), (7.7) and (7.11) that
FBR+εj \BR(wj) ≤ δj +
∫
BR+εj
\BR
|∇Hnuj |2 ,
for a suitable δj converging to zero.
Consequently, from (7.10),
(7.12) FBR(uj) ≤ FBR(u+ φ) + δj .
By (7.4), (7.12) and the fact that δj converges to zero, we thus conclude
that
FBR(u) ≤ FBR(u+ φ) .
Thence, since φ vanishes outside Ω,
FΩ(u) ≤ FΩ(u+ φ) ,
which shows that u is a local minimizer for F in Ω. This completes the
proof of Theorem 1.6.
8. Proof of Theorem 1.7
We suppose that ω ∈ Q2n\{0} (the general case then follows by a standard
limiting argument, see [CL01]).
Let Q(ξ) := α(ξ)2 and, for N ∈ N,
F (N)Ω (u) :=
∫
Ω
1
N
|∇Hnu(ξ)|2 + N Q(ξ)(1 − u(ξ)2)2 dξ .
Let uN be the minimal minimizer of F (N), as defined in (6.14), under the
constraint in (6.7). In particular,
(8.1) {|u| < 1− δ} ⊆ {|(ω, 0) · ξ| ≤M} .
Then, by Lemma 6.17,
(8.2) uN satisfies the Birkhoff property.
We also set
vN (z, t) := uN
(
z
N
,
t
N2
)
.
Then, vN minimizes
(8.3)
∫
|∇Hnv(z, t)|2 +Q
(
z
N
,
t
N2
) (
1− v(z, t)2
)2
dz dt
under the constraint that vN (ξ) ≥ 1 − δ if ξ · (ω, 0) ≥ MN and vN (ξ) ≤
−1 + δ if ξ · (ω, 0) ≤ −MN . Also, if k ∈ Z2n is so that ω · k = 0, then
vN ((Nk, 0) ◦ ξ) = vN (ξ) for any ξ ∈ Hn.
Notice that the structural constants of the functional in (8.3) (as they
appear on page 3) may be bounded independently of N .
Then, by performing the counting argument in Lemma 6.21, we find a
Koranyi ball of radius Nr0 contained in
{|ξ · (ω, 0)| ≤MN} ∩ {|vN | > 1− δ} ,
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if M ≥M0|ω| and M0 is large enough.
By scaling back, we find a Koranyi ball of radius r0 contained in
{|ξ · (ω, 0)| ≤M} ∩ {|uN | > 1− δ} .
Then, by using (8.2) and the argument in Proposition 6.23, we deduce
that uN is a free minimizer.
Then, possibly taking subsequences, using the results in [MSC01], we
have that uN converges in L
1
loc and almost everywhere to a step function
χE − χHn\E and ∂E has minimal surface area with respect to the metric α.
This and (8.1) imply that
∂E ⊆ {|ξ · (ω, 0)| ≤M}
as long as M ≥ M0|ω| and M0 is universally large, ending the proof of
Theorem 1.7.
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