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Abstract
This paper is concerned with an optimal control problem for semilinear evolutionary bilateral
variational inequalities. The pair of the upper and lower obstacles is taken as the control and the
corresponding state is chosen close to a desired target profile with the norms of the obstacles not too
large. Existence and optimality conditions for the problem are derived.
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1. Introduction
Let Ω ⊂ Rn be a bounded domain with smooth boundary ∂Ω , Q = Ω × (0, T ) and
Σ = ∂Ω × (0, T ). We shall study an optimal control problem in which the state y is
governed by a semilinear evolutionary bilateral variational inequality
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

y ∈ H 2,1(Q) ∩ L2(0, T ;H 10 (Ω)), y|t=0 = y0 in Ω ,
ϕ  y ψ in Q,
(yt − ∆y − f (x, t, y))(y − ϕ) 0 in Q,
(yt − ∆y − f (x, t, y))(y − ψ) 0 in Q,
(1.1)
where
H 2,1(Q) = {z ∈ L2(Q) ∣∣ zt , zx, zxx ∈ L2(Q)},
L2
(
0, T ;H 10 (Ω)
)=
{
z : (0, T ) → H 10 (Ω)
∣∣∣∣∣
T∫
0
∥∥z(·, t)∥∥2
H 10 (Ω)
dt < ∞
}
are Sobolev spaces as usual;
y0 ∈ Cα0 (Ω¯) ∩ W 2−1/p,p(Ω)
for some α ∈ (0,1) and any p > 1; and the function f :Ω × [0, T ] × R → R has the
following properties: f (·, ·, y) is measurable on Ω × [0, T ] and f (x, t, ·) is in C1(R);
moreover, there exists a constant K > 0, such that
−K  fy  0 on Ω × [0, T ] ×R (1.2)
and ∣∣f (x, t,0)∣∣K on Ω × [0, T ]. (1.3)
Let
W = {y ∈ L2(0, T ;H 10 (Ω)) ∣∣ yt ∈ L2(0, T ;H−1(Ω))}.
By [22, Lemma 3.2, Chapter II], we know that if y ∈ W, then y is almost every where
equal to a function that is continuous from [0, T ] into L2(Ω). Hence, our initial condition
is meaningful for any y ∈ W .
Set
U = {(ϕ,ψ) ∈ H 2,1(Q) × H 2,1(Q) ∣∣ ϕ ψ in Q, ϕ = 0 = ψ on Σ,
ϕ|t=0 = ψ |t=0 = y0 in Ω
}
.
It can be shown that, for any given (ϕ,ψ) ∈ U, the bilateral variational inequality (1.1) is
uniquely solvable (see Proposition 2.5 below). We will denote by y = S(ϕ,ψ) the unique
solution of (1.1) corresponding to (ϕ,ψ).
In the present paper, the pair of the upper and lower obstacles (ϕ,ψ) is taken as the
control and the corresponding state y is chosen close to a desired target profile zd ∈ L2(Q)
with the norms of the obstacles not too large in H 2,1(Q). More precisely, we try to mini-
mize the following objective functional:
J (ϕ,ψ) = 1
2
∫
Q
{(S(ϕ,ψ) − zd)2 + ϕ2t + |∆ϕ|2 + ψ2t + |∆ψ |2}dx dt,
i.e., we pose the following optimal control problem.
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J (ϕ¯, ψ¯) = inf
(ϕ,ψ)∈U
J (ϕ,ψ).
The study of variational inequalities and related optimal control problems has attracted
much attention in the literature (cf. [1–15,17–20,23,24]).
One of the main features of our problem is that the input control intervene is in the ob-
stacles. Such a case is referred to as an optimal obstacle control problem. The first work on
such problems was that of Adams, Lenhart and Yong [1] in the case where the variational
inequality is linear and associated to the Laplace operator. The key result of that paper is
that the optimal obstacle is equal to its corresponding state. By virtue of the properties of
the super-harmonic functions, the existence and uniqueness of the optimal control as well
as characterizations of the optimal pair are established. Later, Chen studies indirect obsta-
cle control problems in [8,9]. Lou considered the regularity of the obstacle control problem
in [18]. Recently, Adams and Lenhart continue the work begun in [1]; a nonzero source
term is added to the right-hand side of the state equation. They soon find that even such a
“minor” change is not a trivial alteration (cf. [2]). Some recent works in this aspect can be
found in [5,6].
In what follows, after giving some state analysis, we will focus on establishing the
existence theorem and deriving some necessary conditions for Problem (C). Our approach
applies to more general cases, for instance, the Laplacian in (1.1) may be replaced by a
general second-order uniform elliptic operator with smooth coefficients.
2. State analysis
2.1. Weak formulation
Given (ϕ,ψ) ∈ U, we set
K(ϕ,ψ) = {w ∈ W | ϕ w ψ a.e. in Q and w|t=0 = y0 a.e. in Ω}. (2.1)
Clearly, K(ϕ,ψ) is a nonempty convex and closed subset of W .
Lemma 2.1. Let y ∈ H 2,1(Q) ∩ L2(0, T ;H 10 (Ω)). Then y = S(ϕ,ψ) if and only if

y ∈ K(ϕ,ψ),∫
Q
[yt (w − y) + ∇y · ∇(w − y)]dx dt

∫
Q
f (x, t, y)(w − y)dx dt ∀w ∈ K(ϕ,ψ).
(2.2)
Proof. If y solves (1.1), then
y ∈ K(ϕ,ψ)
and, for any w ∈ K(ϕ,ψ), (w − y)+ ((w − y)− respectively) can differ from 0 only when
y − ψ < 0 (y − ϕ > 0, respectively) and therefore yt − ∆y − f  0 (yt − ∆y − f  0,
respectively). Thus, by the divergence theorem,
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∫
Q
[
yt (w − y) + ∇y · ∇(w − y) − f (x, t, y)(w − y)
]
dx dt
=
∫
Q
(yt − ∆y − f )(w − y)dx dt
=
∫
Q
(yt − ∆y − f )(w − y)+ dx dt −
∫
Q
(yt − ∆y − f )(w − y)− dx dt
 0, ∀w ∈ K(ϕ,ψ). (2.3)
On the other hand, any y ∈ H 2,1(Q) ∩ L2(0, T ;H 10 (Ω)) satisfying (2.2) must be a
solution of (1.1). In fact, fix any D ⊂⊂ Q and denote by {χn} a sequence of functions
from C∞c (Q) satisfying 0 χn  1, χn → χD (characteristic function of D) a.e. in Q, we
can insert w = y + χn(ϕ − y) and w = y + χn(ψ − y) into (2.3) in turn and get∫
Q
(yt − ∆y − f )χn(ϕ − y)dx dt  0 and
∫
Q
(yt − ∆y − f )χn(ψ − y)dx dt  0.
After passing to the limit as n → ∞, we obtain∫
D
(yt − ∆y − f )(ϕ − y)dx dt  0 and
∫
D
(yt − ∆y − f )(ψ − y)dx dt  0.
By the arbitrariness of D, we arrive at (1.1). 
The above lemma yields a weak formulation of variational bilateral problem (1.1).
Definition 2.2. Given (ϕ,ψ) ∈ U . Any function y satisfying (2.2) is called a weak solution
of evolutionary bilateral variational inequality (1.1).
2.2. Approximation to the state
Let us define
β(r) =


0, 0  r < +∞,
−r2, − 12  r < 0,
r + 14 , −∞ < r < − 12 ,
γ (r) =


0, −∞ < r < 0,
r2, 0 r < 12 ,
r − 14 , 12  r < +∞,
and introduce a family of approximation to the state equation (2.2):{
yεt − ∆yε + 1 [β(yε − ϕ) + γ (yε − ψ)] = f (x, t, yε) in Q,ε
yε|Σ = 0, yε|t=0 = y0. (2.4)ε
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Similar as before, we also denote the unique solution of (2.4)ε corresponding to (ϕ,ψ) by
yε = Sε(ϕ,ψ).
Let us start with the H 2,1-estimation and the convergence for approximate state, which
is essential in sequel.
Lemma 2.3. Given (ϕ,ψ) ∈ U, and let yε = Sε(ϕ,ψ). Then for any ε > 0,
‖yε‖H 2,1(Q)  C
(
1 + ‖ϕ‖H 2,1(Q) + ‖ψ‖H 2,1(Q)
)
, (2.5)
where C is a constant independent of ε > 0 and (ϕ,ψ) ∈ U .
Proof. To obtain (2.5), it suffices to prove the following two estimates:∥∥β(yε − ϕ)∥∥L2 (Q)  εC(1 + ‖ϕ‖H 2,1(Q)); (2.6)∥∥γ (yε − ψ)∥∥L2 (Q)  εC(1 + ‖ψ‖H 2,1(Q)), (2.7)
since (2.5) follows immediately from (2.6)–(2.7) and the standard parabolic LP -estimate
(cf. [16]).
Define
Φ(r) =
r∫
0
β(τ) dτ, r ∈R.
It can be easily seen that
Φ(r) 0, Φ ′(r) = β(r) 0 in R; Φ(r) = 0 in R+.
Thus,∫
Q
[
(yε − ϕ)tβ(yε − ϕ) + ∇(yε − ϕ) · ∇β(yε − ϕ)
]
dx dt
=
∫
Ω
Φ(yε − ϕ)|t=T dx +
∫
Q
β ′(yε − ϕ)
∣∣∇(yε − ϕ)∣∣2 dx dt
 0. (2.8)
On the assumption that
fy  0 (2.9)
we have∫
Q
f (x, t, yε)β(yε − ϕ)dx dt 
∫
Q
f (x, t, ϕ)β(yε − ϕ)dx dt. (2.10)
Multiplying (2.4)ε by εβ(yε − ϕ) and integrating over Q, also noting that
β(yε − ϕ)γ (yε − ψ) = 0 a.e. in Q,
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ε
∫
Q
[
yεtβ(yε − ϕ) + ∇yε · ∇β(yε − ϕ)
]
dx dt +
∫
Q
∣∣β(yε − ϕ)∣∣2 dx dt
= ε
∫
Q
f (x, t, yε)β(yε − ϕ)dx dt. (2.11)
Then, using (2.8), (2.10) and Hölder’s inequality, we can deduce from (2.11) that∥∥β(yε − ϕ)∥∥2L2(Q)
 ε
∫
Q
{
f (x, t, ϕ)β(yε − ϕ) −
[
ϕtβ(yε − ϕ) + ∇ϕ · ∇β(yε − ϕ)
]}
dx dt
= ε
∫
Q
[
f (x, t, ϕ) − ϕt + ∆ϕ
]
β(yε − ϕ)dx dt
 ε
[∥∥f (·, ·, ϕ(·,·))∥∥
L
2
(Q)
+ ‖ϕ‖H 2,1(Q)
]∥∥β(yε − ϕ)∥∥L2 (Q).
Recalling the assumption on the function f (see (1.2)–(1.3)), we get∥∥f (·, ·, ϕ(·,·))∥∥
L2(Q)  C
(
1 + ‖ϕ‖H 2,1(Q)
)
with C being independent of ε > 0 and ϕ. Thus, (2.6) follows.
The estimate (2.7) can be obtained similarly. 
Lemma 2.4. Given a sequence of obstacle pairs (ϕε,ψε) ∈ U . Let yε = Sε(ϕε,ψε). If the
sequence {(ϕε,ψε)} is bounded in H 2,1(Q) × H 2,1(Q), then for some subsequences (still
denoted by themselves)
ϕε → ϕ,
ψε → ψ weakly in H 2,1(Q) and strongly in L2
(
0, T ;H 10 (Ω)
)
,
yε → y
as ε goes to 0, where (ϕ,ψ) ∈ U and y = S(ϕ,ψ).
Proof. First, by Simon’s compactness lemma (cf. [21]), we know that any bounded subset
of H 2,1(Q) is relatively compact in L2(0, T ;H 10 (Ω)). Thus, by virtue of estimate (2.5),
we can extract some subsequences (still denoted by themselves), such that
ϕε → ϕ,
ψε → ψ weakly in H 2,1(Q) and strongly in L2
(
0, T ;H 10 (Ω)
)
,
yε → y.
Obviously, (ϕ,ψ) ∈ U .
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the strong convergence of (ϕε,ψε, yε) to (ϕ,ψ,y) in L2(Q), we obtain
β(y − ϕ) + γ (y − ψ) = 0 a.e. in Q.
By the definition of β(·) and γ (·), we get
ϕ(x, t) y(x, t)ψ(x, t) a.e. in Q.
Clearly, y|t=0 = y0. Hence, y ∈ K(ϕ,ψ).
For any w ∈ K(ϕ,ψ), since β(yε − ϕε) can differ from 0 only when yε < ϕε  w and
γ (yε − ψε) can differ from 0 only when yε > ψε w, we deduce from (2.4)ε that∫
Q
[
yεt (w − yε) + ∇yε · ∇(w − yε)
]
dx dt
= −1
ε
∫
Q
[
β(yε − ϕε) + γ (yε − ψε)
]
(w − yε) dx dt
+
∫
Q
f (x, t, yε)(w − yε) dx dt 
∫
Q
f (x, t, yε)(w − yε) dx dt. (2.12)
Taking the limit in (2.12), we see that y satisfies (2.2).
Hence, y = S(ϕ,ψ). 
2.3. Unique solvability of the state variational inequality
Proposition 2.5. For any given (ϕ,ψ) ∈ U, the state system (1.1) is uniquely solvable.
Moreover, let y = S(ϕ,ψ), then
‖y‖H 2,1(Q)  C
(
1 + ‖ϕ‖H 2,1(Q) + ‖ψ‖H 2,1(Q)
)
, (2.13)
where C is a constant independent of (ϕ,ψ) ∈ U .
Proof. We choose (ϕε,ψε) ≡ (ϕ,ψ) and let yε = Sε(ϕ,ψ). Then, Lemma 2.4 gives
yε → y = S(ϕ,ψ).
Passing to the limit in (2.5), we get (2.13).
To prove the uniqueness, we will assume (2.9).
Let yi (i = 1,2) be two weak solutions of the state system (1.1). Taking y2 (y1, respec-
tively) as a test function, substituting it into inequality (2.2) of y1 (y2, respectively) and
then summing up, we get
1
2
∫
Ω
(y1 − y2)2
∣∣
t=T dx +
∫
Q
∣∣∇(y1 − y2)∣∣2 dx dt

∫ [
f (x, t, y1) − f (x, t, y2)
]
(y1 − y2) dx dt.Q
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‖y1 − y2‖L2(0,T ;H 10 (Ω)) = 0,
i.e.,
y1(x, t) = y2(x, t) a.e. in Q. 
3. Existence of optimal obstacles
Theorem 3.1 (Existence theorem). Problem (C) admits at least one pair of optimal obsta-
cles (ϕ¯, ψ¯) ∈ U .
Proof. Let {(ϕk,ψk)} ⊂ U be a minimizing sequence satisfying
J (ϕk,ψk) inf
(ϕ,ψ)∈U
J (ϕ,ψ) + 1
k
. (3.1)
Then ϕk,ψk and hence, from (2.13), the corresponding state yk = S(ϕk,ψk) are H 2,1-
bounded and, up to a subsequence, converge to some ϕ¯, ψ¯ and y¯, respectively, weakly in
H 2,1(Q) and strongly in L2(0, T ;H 10 (Ω)).
Clearly, (ϕ¯, ψ¯) ∈ U .
We claim that y¯ is the state corresponding to (ϕ¯, ψ¯), i.e.,
y¯ = S(ϕ¯, ψ¯). (3.2)
In fact, yk ∈ K(ϕk,ψk) implies y¯ ∈ K(ϕ¯, ψ¯).
Moreover, for any w ∈ K(ϕ¯, ψ¯), we set wk = w ∨ ϕk ∧ ψk. Then
wk ∈ K(ϕk,ψk) and wk → w strongly in L2
(
0, T ;H 10 (Ω)
)
.
As yk = S(ϕk,ψk), we have∫
Q
[
ykt (wk − yk) + ∇yk · ∇(wk − yk)
]
dx dt 
∫
Q
f (x, t, yk)(wk − yk) dx dt,
which yields∫
Q
[
y¯t (w − y¯) + ∇y¯ · ∇(w − y¯)
]
dx dt 
∫
Q
f (x, t, y¯)(w − y¯) dx dt
after passing to the limit as k → ∞. Thus, the feasibility (3.2) is verified.
Finally, we can deduce from (3.1), (3.2) and the weak lower semi-continuity of L2-norm
that
J (ϕ¯, ψ¯) = 1
2
∫
Q
{(S(ϕ¯, ψ¯) − zd)2 + ϕ¯2t + |∆ϕ¯|2 + ψ¯2t + |∆ψ¯ |2}dx dt
 lim
k→∞
J (ϕk,ψk) = inf
(ϕ,ψ)∈U
J (ϕ,ψ).Hence (ϕ¯, ψ¯) is an optimal pair for Problem (C). 
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4.1. Approximate control problems
Let (ϕ¯, ψ¯) be an optimal pair for Problem (C) and y¯ = S(ϕ¯, ψ¯). To derive optimality
conditions for Problem (C), we first introduce a family of approximate control problems.
Define an approximate functional as follows:
Jε(ϕ,ψ) = 12
∫
Q
{
(yε − zd)2 + ϕ2t + |∆ϕ|2 + ψ2t
+ |∆ψ |2 + (ϕ − ϕ¯)2 + (ψ − ψ¯)2}dx dt,
where yε = Sε(ϕ,ψ) is the approximate state solving (2.4)ε. Let us consider the following
approximate optimal control problem:
Problem (Cε). Find a pair (ϕε,ψε) ∈ U, such that
Jε(ϕε,ψε) = inf
(ϕ,ψ)∈U
Jε(ϕ,ψ).
We can easily get
Proposition 4.1. There exists an optimal pair (ϕε,ψε) ∈ U to Problem (Cε).
4.2. Convergence lemma
Lemma 4.2. Let (ϕε,ψε) ∈ U be an optimal control pair for Problem (Cε) and yε =
Sε(ϕε,ψε). Then
ϕε → ϕ¯,
ψε → ψ¯ weakly in H 2,1(Q) and strongly in L2
(
0, T ;H 10 (Ω)
)
,
yε → y¯,
where (ϕ¯, ψ¯) ∈ U is the given optimal control pair for Problem (C) and y¯ = S(ϕ¯, ψ¯) is the
corresponding optimal state.
Proof. First we note that, by Lemma 2.3,
Jε(ϕε,ψε) Jε(ϕ¯, ψ¯) C
(
1 + ‖ϕ¯‖H 2,1(Q) + ‖ψ¯‖H 2,1(Q)
)
.
Thus, due to the form of the functional Jε, (ϕε,ψε) is bounded in H 2,1(Q) × H 2,1(Q).
Then, by Lemma 2.4, for some subsequences (still denoted by themselves)
ϕε → ϕ∗,
ψε → ψ∗ weakly in H 2,1(Q) and strongly in L2
(
0, T ;H 10 (Ω)
)
,
yε → y∗,
where (ϕ∗,ψ∗) ∈ U and y∗ = S(ϕ∗,ψ∗).
686 Q. Chen / J. Math. Anal. Appl. 307 (2005) 677–690From the weak lower semi-continuity of L2-norm, we have
J (ϕ∗,ψ∗)
 J (ϕ∗,ψ∗) + 1
2
∫
Q
{
(ϕ∗ − ϕ¯)2 + (ψ∗ − ψ¯)2}dx dt
= 1
2
∫
Q
{
(y∗ − zd)2 +
∣∣ϕ∗t ∣∣2 + |∆ϕ∗|2 + ∣∣ψ∗t ∣∣2 + |∆ψ∗|2
+ (ϕ∗ − ϕ¯)2 + (ψ∗ − ψ¯)2}dx dt
 lim
ε→0
1
2
∫
Q
{
(yε − zd)2 + ϕ2εt + |∆ϕε|2 + ψ2εt + |∆ψε|2
+ (ϕε − ϕ¯)2 + (ψε − ψ¯)2
}
dx dt
= lim
ε→0
Jε(ϕε,ψε) lim
ε→0
Jε(ϕ¯, ψ¯) = J (ϕ¯, ψ¯). (4.1)
On the other hand, (ϕ¯, ψ¯) is optimal to Problem (C), and then J (ϕ¯, ψ¯) J (ϕ∗,ψ∗). Thus,
all the equalities in (4.1) must hold. This means∫
Q
{
(ϕ∗ − ϕ¯)2 + (ψ∗ − ψ¯)2}dx dt = 0,
i.e., ϕ∗ = ϕ¯ and ψ∗ = ψ¯. By the uniqueness of the solution for (1.1), we get y∗ = y¯.
Finally, the uniqueness of the cluster point implies the convergence of the whole se-
quence.
The proof is completed. 
4.3. Necessary conditions
Now we are in a position to derive the necessary conditions for the original Problem (C).
To begin with, we give the following result on the Gâteaux-differentiability of the ap-
proximate state operator Sε.
Lemma 4.3. For any fixed ε > 0, the solution mapping Sε : (ϕ,ψ) → yε of (2.4)ε is differ-
entiable in the following sense:
Given (ϕ,ψ) ∈ U, for any u ∈ H˙ 2,1(Q) = {z ∈ H 2,1(Q) | z|∂pQ = 0},
Sε(ϕ + δu,ψ + δu) − Sε(ϕ,ψ)
δ
→ ξε weakly in W
as δ → 0. Furthermore, ξε satisfies

ξεt − ∆ξε + { 1ε [β ′(yε − ϕ) + γ ′(yε − ψ)] − fy(x, t, yε)}ξε
= 1
ε
[β ′(yε − ϕ) + γ ′(yε − ψ)]u in Q, (4.2)ξε|∂pQ = 0.
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Let (ϕε,ψε) ∈ U be optimal control pair to Problem (Cε) and yε = Sε(ϕε,ψε). For any
given u ∈ H˙ 2,1(Q), as (ϕε,ψε) is optimal to Problem (Cε), we have
0 lim
δ→0
δ−1
[
Jε(ϕε + δu,ψε + δu) − Jε(ϕε,ψε)
]
=
∫
Q
{
(yε − zd)ξε + (ϕεt + ψεt )ut + (∆ϕε + ∆ψε)∆u
+ [(ϕε − ϕ¯) + (ψε − ψ¯)]u}dx dt. (4.3)
Let pε ∈ W be the unique solution of the following equation:

−pεt − ∆pε + { 1ε [β ′(yε − ϕε) + γ ′(yε − ψε)] − fy(x, t, yε)}pε= yε − zd in Q,
pε|Σ = 0,
pε|t=T = 0.
(4.4)
Then, from (4.3), (4.4) and (4.2) in which ϕ (ψ , respectively) should be replaced by ϕε
(ψε , respectively), we may deduce that∫
Q
{
1
ε
[
β ′(yε − ϕε) + γ ′(yε − ψε)
]
pεu + (ϕεt + ψεt )ut + (∆ϕε + ∆ψε)∆u
+ [(ϕε − ϕ¯) + (ψε − ψ¯)]u
}
dx dt = 0, ∀u ∈ H˙ 2,1(Q). (4.5)
In what follows, we need some bound estimates independent of ε > 0.
Noting that β ′  0, γ ′  0 and fy  0 (cf. (2.9)), we can easily get the following esti-
mate from Eq. (4.4):
‖pε‖L2(0,T ;H 10 (Ω))  C. (4.6)
Moreover, let Sδ(·) ∈ C1(R) be a family of smooth approximation to the sign function,
satisfying the following:
S′δ(r) 0, ∀r ∈R,
and
Sδ(r) =
{1 if r > δ,
0 if r = 0,
−1 if r < −δ.
Multiplying Eq. (4.4) by εSδ(pε) and integrating it over Q, we can get∫
Q
[
β ′(yε − ϕε) + γ ′(yε − ψε)
]
pεSδ(pε) dx dt  Cε.
Letting δ → 0, we have∥[ ] ∥∥ β ′(yε − ϕε) + γ ′(yε − ψε) pε∥L1(Q)  Cε. (4.7)
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extracting some subsequence if necessary,{
pε → p¯ weakly in L2(0, T ;H 10 (Ω)),
1
ε
[β ′(yε − ϕε) + γ ′(yε − ψε)]pε → µ¯ weakly star inM0(Q¯).
Taking the limit in (4.4) and (4.5) as ε → 0, we arrive at a necessary condition for the
original Problem (C).
Theorem 4.4. Let (ϕ¯, ψ¯) be an optimal control pair of Problem (C) and y¯ = S(ϕ¯, ψ¯).
Then there exist p¯ ∈ L2(0, T ;H 10 (Ω)) and µ¯ ∈M0(Q¯) satisfying (in some weak sense){−p¯t − ∆p¯ − fy(x, t, y¯)p¯ = y¯ − zd − µ¯ in Q,
p¯|Σ = 0,
p¯|t=T = 0
(4.8)
such that∫
Q
[
(ϕ¯t + ψ¯t )ut + (∆ϕ¯ + ∆ψ¯)∆u
]
dx dt +
∫
Q
udµ¯ = 0,
∀u ∈ H˙ 2,1(Q) ∩ C0(Q¯). (4.9)
Moreover, for the one-dimensional case (n = 1), we further have
supp µ¯ ⊂ {(x, t) ∈ Q ∣∣ y¯(x, t) = ϕ¯(x, t) or y¯(x, t) = ψ¯(x, t)}. (4.10)
Remark. In the above, M0(Q¯) = C0(Q¯)∗ (where C0(Q¯) = {η ∈ C(Q¯) | η|Σ = 0}) is the
set of all Radon measures on Q¯ with the support contained in Q∪ (Ω × {0, T }). (4.8) and
(4.9) are referred to as the adjoint equation and the optimality condition respectively. The
condition (4.10) is understood as the following: for any η ∈ C0(Q¯) with suppη ⊂ Q′ =
{(x, t) ∈ Q | ϕ¯(x, t) < y¯(x, t) < ψ¯(x, t)},∫
Q
ηdµ¯ = 0.
In fact, if n = 1, the H 2,1-bounded subset is relatively compact in Cθ,θ/2(Q¯) for some
θ ∈ (0,1). Then, for any η ∈ C0(Q¯) with suppη ⊂ Q′, the uniform convergence of the
optimal approximate control and state (cf. Lemma 4.2), combined with the compactness of
suppη, ensures that, for some ε0 > 0,
ϕε(x, t) < yε(x, t) < ψε(x, t), ∀(x, t) ∈ suppη, 0 < ε < ε0,
which yields∫
Q
ηdµ¯ = lim
ε→0
∫
Q
1
ε
[
β ′(yε − ϕε) + γ ′(yε − ψε)
]
pεη dx dt
= lim
ε→0
∫
suppη
1
ε
[
β ′(yε − ϕε) + γ ′(yε − ψε)
]
pεη dx dt = 0.Thus (4.10) holds.
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and ψ¯ , respectively, such that
µ¯ = µϕ¯ + µψ¯ . (4.11)
To see this, we note that β ′  0, γ ′  0 and therefore∥∥β ′(yε − ϕε)pε∥∥L1(Q) + ∥∥γ ′(yε − ψε)pε∥∥L1(Q)
= ∥∥[β ′(yε − ϕε) + γ ′(yε − ψε)]pε∥∥L1(Q)  Cε.
Then, we may assume (for some subsequences)
1
ε
β ′(yε − ϕε)pε → µϕ¯; 1
ε
γ ′(yε − ψε)pε → µψ¯ weakly star inM0(Q¯).
This leads to (4.11).
Similar to the above, we can further prove that
suppµϕ¯ ⊂
{
(x, t) ∈ Q ∣∣ y¯(x, t) = ϕ¯(x, t)} and
suppµψ¯ ⊂
{
(x, t) ∈ Q ∣∣ y¯(x, t) = ψ¯(x, t)}
for the one-dimensional case.
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