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The research objective of this thesis is to extend the Eigenvalue Moment
Method (EMM) to bound state problems for non-Hermitian potentials, extended to
the complex plane in configuration space. The confirmation of this objective enables
the generation of converging lower and upper bounds to the discrete state energies,
thereby, defining a very accurate computational tool for analyzing such difficult prob
lems. The basic approach adopted here combines several important developments.
The first is that one can transform the one dimensional Schrödinger equation, on any
complex contour, into a fourth order, linear differential equation for the probability
density. This then defines a Nonnegativity Quantization Representation (NQR) in
which the physical solution is uniquely associated with a nonnegative, bounded, con
figuration/solution. For the problems of interest, one can then transform the NQR
differential representation into a Moment Equation representation (involving the mo
ments of the physical solution) which assumes the form of a linear recursion relation
in which the energy appears as an unknown parameter. Because of the underlying
nonnegativity (positivity) of the physical solution, it is then possible to impose the
positivity constraints emanating from the famous Moment Problem theorems in math
ematics. Its linear programming implementation defines the algorithmic structure of
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the EMM approach. The generated constraints then serve to define a converging se
quence of approximants which define lower and upper bounds for the physical values
of the discrete state energies.
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Over the last several years, there has been a considerable amount of work
[1-21] focusing on the existence of bound (L2) states for non-Hermitian Schrödinger
equation problems of the type
—~~“(x) + V(x)~(x) = E~(x), (1.1)




where the C3 coefficients are complex numbers, and the domain of definition is allowed
to extend into the complex-x plane.
For simplicity, we will henceforth assume that the above system is rescaled,
x —+ sx, so that the ratio s2 is effectively factored out.
The prototype of the above class of problems is the _(ix)N potential, for
arbitrary N, as first studied by Bender and Boettcher [1]. Their focus was to confirm
a conjecture by Bessis that the bound state eigenenergies of the ix3 potential are real,
for bound states on the real axis, ~ More generally, they proved that for arbitrary N,
there exist bound states along infinite contours in the complex-x plane, all having real
eigenenergies, E. It was conjectured by Bender and Boettcher that the reality of the
bound state (discrete) spectrum was due to the parity/time reversal (PT) invariance
of the system in question. This has been subsequently disproved through the analysis
of PT invariant systems with complex eigenenergy states. The first example of this
was discovered by Delabaere and Trinh [7], and reconfirmed by Handy [13] and Handy
et al. [14].
The objective of this thesis is to confirm the (WKB-asymptotic analysis
[1]) results of Bender and Boettcher through the implementation of an alternative
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computational method developed by Handy and colleagues. This approach has several
distinctive, and important, components.
The first involves rewriting the Schrödinger equation, for complex potentials,
as a fourth order, linear differential equation, for the probability density, S(x)
‘I’(x) 2, as first recognized by Handy [12] and subsequently refined by Handy and
Wang [15]. Within this representation, the physical solutions are bounded (exponen
tially vanish, at infinity, along the required complex contours), and correspond to
nonnegative configurations, S(x) ≥ 0.
A second feature, for the potentials of interest, is that the fourth order
representation for S(x) admits a Moment Equation representation (to be discussed
subsequently).
Because of this we can recast the quantization problem into a Moment Prob
lem [22] formulation and exploit the applicability of the Eigenvalue Moment Method
(EMM), as originally developed by Handy and Bessis [23], and its subsequent, linear
programming based, reformulation by Handy et al. [24]. The remarkable feature of
the EMM approach is that the physical eigenenergies are obtained through a conver
gent sequence of lower and upper bound approximants. Thus, one can obtain very
accurate and reliable estimates of the physical energies.
In the subsequent discussion, we first introduce the Moment Problem and
the EMM formalism. We highlight its nonlinear (through the Hankel-Hadamard
formulation) and linear programming computational implementation, through an im
portant pedagogic example, the sextic anharmonic oscillator, V(x) = c2x2 + c6x6. We
then derive the fourth order representation for S(x), and proceed with the details of
our analysis as applied to the non-Hermitian potential V(x) = _(ix)N, for integer N
values. The numerical results of this investigation have been published [21] and, for
the most part, the published work is directly incorporated in this thesis, forming the
body of Chapter 4.
CHAPTER 2
OVERVIEW OF THE MOMENT PROBLEM AND
THE EIGENVALUE MOMENT METHOD
2.1 The Moment Problem
Before the development of Quantum Mechanics, mathematicians were inter
ested in understanding the relationship between a positive function, f(x) > 0, and
its (power) moments,
L~x x~’f(x), (2.1)
p ≥ 0 and integer. The basic question was, what properties must all of the moments
have in order to conclude that the underlying function is positive, or nonnegative
(i.e., f(x) ≥ 0). This is referred to as the Moment Problem [22].
Depending on the nature of the domain, D, on which the function is defined,
the corresponding Moment Problem is given different names. Thus, if V ~ the
entire real axis, we call this the Hamburger moment problem, in recognition of the
mathematician Hamburger who proved a particular theorem, quoted below. If V
~W’, the nonnegative real axis (including zero), then we refer to the Stieltjes Moment
Problem, in recognition of Stieltjes. This particular form of the Moment Problem is
very important because it is related to the theory of Pade approximants. If V [0, 1],
the closed unit interval, then we say that we have a Hausdorff Moment Problem.
Finally, if one deals with periodic functions, f(O + 2ir) = f(9), then one has the
Trigonometric moment problem, in which the moments are defined in terms of periodic
functions
f2~r d~ e~~’°f(O). (2.2)
As already stated, in all these cases, one wants to know what properties




We emphasize that a nonnegative function can take on a zero value. In
the present work, we shall use the words nonnegative and positive interchangeably,
because the subset of points on which any physical function is zero is of measure zero,
and thus does not affect the corresponding moments.
Another issue is, suppose one is given the infinite set of numbers, {,uplp ≥ 0},
when are these the moments of a unique positive function? That is, when can we
guarantee that there are no other positive functions having the same moments? This
is an important concern, and leads to the Carlemann conditions for uniqueness [25].
Although the Stieltjes moment problem was solved in the 1800s, and the
Hamburger moment problem was solved in 1922, we shall take things in reverse order
and discuss the latter first.
A necessary (but not sufficient) condition for the Hamburger moments to
correspond to the moments of a positive function (i.e., the following conditions are
required, but by themselves are not sufficient to prove that the underlying function
is positive, or even unique) is that
+00f dx I~C~ x~i2f(x) >0, (2.3)—00 j=O
for arbitrary (complex) C,’s, except all identically zero (i.e., if all the C’s are zero,
then we get zero). Also, J> 0.
The above is clearly true if f(x) is a positive function which decays asymp
totically (lxi —+ oc) fast enough so that all the moments are finite.
We can transform the preceding integral inequality into the quadratic form
expression:
J,J
~ ~ > 0, (2.4)
j~ =O,j2=O
upon interchanging the summation and integration operations. This corrsponds to a
matrix expectation value (~lMi~) > 0, where the moment matrix, M~1,~2 =
admits ‘0’ as a row-column index value.
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The M matrix is real-symmetric, thus its J+ 1 dimensional finite projection,
~ on the corresponding vector space can only admit real eigenvalues. That is,
J
#31+32 c32 = A Gil, (2.5)
j2=O
for 0 ≤ j~ < J, can only have real eigenvalues, A E ~R, for normalized eigenvectors,
(GIG) = 1. Thus, the positive quadratic form expression in Eq.(2.4), restricted to
these eigenvectors, requires that the eigenvalues themselves be positive, A > 0.
A fundamental property is that the determinant of the J + 1 dimensional
matrix, ~ is given by the product of all its eigenvalues:
Det(M(~)) llf0A~ > 0, (2.6)
and this must be positive.
Now consider increasing J. Let ~ denote the above eigenvalues for the
J + 1 dimensional ~ matrix (i.e., 0 ≤ ~1,2 ~ J). The eigenvalues for the J + 2
dimensional~ matrix, ~ (i.e., 0 ≤ j ≤ J + 1) must interlace the previous
one:
A’~~’~ (J) < (J+1)
~ <A~j~ <A~j~’~
~(J+1) ~ (J) ~(J+1)
A2 <A2 <A3
~ (J+1) (J) (J+1)
Aj ≤A~
(2.7)
Thus, we come to the Hamburger Moment Problem theorem which states
that a necessary condition for an infinite sequence of moments to correspond to a posi
tive function, on the entire real axis, is that the Hankel-Hadamard (HH) determinants
be positive:
Det(#m+ij+i2) > 0, (2.8)
for 0 ≤ 31,2 ~ n —* oc, and m = 0. We include the ‘m’ generalization for future
reference.
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We note that the HH determinants are nonlinear in the moments.
In the Stieltjes moment case, one is interested in similar conditions as applied
to a function restricted to the nonnegative real axis, ~R+. However, in deriving the
necessary HH constraints, we will pretend that the function can be extended to the
entire real axis, by assuming that f(x) = 0, for x < 0.
Given a function with the property that it is identically zero on the negative
real axis, and positive elsewhere, we ask: how must the Hamburger moment problem
conditions be modified so as to conclude that the moments must correspond to the
type of function just defined? To this extent, we note that the Hamburger Moment
Problem conditions force f(x) ≥ 0 for all x. If we also consider the Hamburger
Moment Problem conditions on the function xf(x), then we would also force xf(x) ≥
0, for all x e ~. However, the only way that f(x) ≥ 0, and xf(x) ≥ 0, for x e ~, is
for f(x) 0, for x <0. Thus, the Stieltjes moment problem HH condition becomes
Z~m,n(pc) > 0, (2.9)
for m = 0, 1 and n ≥ 0. Since f(x) = 0 for x <0, the moments are implicitly Stieltjes
moments, that is: ,u~ = f~°° dx x~°f(x).
We can continue with the above intuitive analysis for the case of the Haus
dorif moment problem. Thus, we can pretend that f(x) = 0 both for x < 0 and
x > 1. Consistent with the previous reasoning, we extend the Hamburger condi
tions to the functions xf(x) and (1 — x)f(x). The only way all three functions
{f(x), xf(x), (1 — x)f(x)} can be nonnegative (> 0) throughout the entire real axis
is if f(x) = 0 outside of the unit interval, [0, 1]. Therefore, in addition to Eq.(2.9),
we would also need Det(íij1,j2 — P~j1+1,J2) > 0.
2.2 Moment Equation Representation
Consider the (rescaled) Schrodinger equation
—O~’Ii(x) + V(x)~’(x) = E~(x), (2.10)
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in one space dimension. We allow the potential function, V(x), to be a rational
fraction potential
V(x) = (2.11)
One is interested in generating the physical, L2, eigensolutions for the above
differential equation, and in particular, the corresponding eigenenergies, E. The Ham
burger moments for the physical solution must exist, since the physical wavefunction
solution, II’, will usually correspond to a decaying exponential type configuration.
Multiplying both sides of the Schrödinger equation by the potential denom
inator function (provided the denominator does not have a zero at a point where
‘1~ ~ 0), multiplying again by 9, and performing the necessary integration by parts,
one can transform the Schrödinger equation into a Moment Equation (ME) [12, 13, 15]
for the Hamburger moments. We emphasize that the Moment Equation is derived by
implicitly assuming that one is working only with the physical solutions, which, by
definition, are bounded (in the L2 sense) and have finite moments. All of the other
solutions of the Schrödinger equation are unbounded, and thus do not have finite
moments.
The ME relation corresponds to a linear, homogeneous, finite difference
equation of order 1 + m8, where m3 = Max{B, T} — 1. Thus 1 + m3 initialization
moments, otherwise known as missing moments, must be specified before all of the
other moments can be generated through the ME relation. The energy, E, appears as
an arbitrary parameter (although our ultimate objective is to determine the physical
energy values).
After some rewriting, the Moment Equation can be shown to take on the
form
m3
= ~M~,~(E) ~, (2.12)
where the energy dependent coefficients M~,~(E) must satisfy the moment equation,
with respect to the p-index, and in addition satisfy the initialization conditions:
(2.13)
for 0 ≤ £1,~2 <m3.
8
We note that the above ME expression shows that all of the moments are
linearly dependent on the missing moments. The homogeneous character of this




and solve for ,u~ in terms of the other missing moments. We can incorporate this into
the ME relation by substituting, ,u° = 1 — ~ j~, and regrouping the terms:
m3
= + ~ p~, (2.15)
for p ≥ 0, and
1M0(E),e=o
~ = ~ . (2.16)
I M~,,~(E) — M~,0(E), 1 ≤ £ ≤ m3
2.3 Positivity and Eigenenergy Bounds
A fundamental theorem in quantum mechanics tells us that the ground
(lowest eigenenergy) state must be positive:
‘I’~,.(x) > 0. (2.17)
Thus, given that a moment equation exists, and the ground state is positive,
it is natural to ask if the physical ground state energy can be determined by constrain
ing the moments to satisfy the corresponding Moment Problem conditions. This is
Handy’s great discovery (although first realized in the context of the nesting prop
erty of Pade approximants, not discussed here). Handy and Bessis realized that the
best formulation of this would be in terms of the Hankel-Hadamard (HH) inequality
relations. They were the first to consider combining three important theorems into
one computational program, referred to as the Eigenvalue Moment Method (EMM)
[23, 24]: (1) Moment Problem HH-constraints; (2) existence of ME relation; and (3)
the positivity of the ground state wavefunction.
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The EMM procedure achieves two important results. The first, as motivated
by Handy’s earlier interest in singular-perturbation theory and the moment problem
(and the eventual overlap with wavelet theory [26,27]), is that an EMM formulation
of quantum mechanics is ideally suited for analyzing strong coupling problems (i.e.,
where the potential function is influenced by “strong coupling” terms, for instance
V(x) = x2 + gz4, and g>> 1). Secondly, one of the more remarkable achievements
of the work of Handy and Bessis is that the EMM formulation generates converging
lower and upper bounds to the ground state energy (or any other eigenenergy whose
signature properties are known):
Ei~er <E~j~ <...<Egr < ... <E~~? ≤~ (2.18)
Many singular perturbation/strong coupling problems are so delicate that
different numerical schemes can yield significantly varying results. Having a method
that can generate converging bounds enables one to rigorously ascertain the true value
of a physical quantity. The most important example of this is the famous Quadratic
Zeeman effect [28] for hydrogenic atoms in superstrong magnetic fields [28]. In 1988
Handy et al. [24] applied the EMM procedure to this notoriously difficult problem,
generating tight bounds on the binding energy of one electron systems in intense
magnetic fields (i.e., neutron stars, etc.) of the order of iO~ Gauss and higher.
We outline the essentials of the EMM approach in the following section.
2.4 Hamburger Moment Problem Formulation of the
Eigenvalue Moment Method
Although one prefers to work within a Stieltjes moment problem represen
tation in order to explain the EMM procedure (because one can directly present the
necessary relations), for consistency, and greater generality, we develop this within
the context of the Hamburger moment representation.
We prefer to work with positive (missing moment) variables. This requires
that we convert the general, Hamburger, missing moment problem into an equivalent
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representation that only works with the first 1 + m3 even order initialization moment
variables. This is discussed below.
We first note that just because a function is positive, f(x) > 0, does not im
ply that all of its Hamburger moments are positive. Clearly, the even order Hamburger
moments must be positive I-t2p > 0; however, the odd order moments, 112p+1, need not
be. Assuming that the ME relation does not separate into two relations, one for the
even moments, and the other for the odd moments, we can always have even order
moments as independent variables. Thus, simply invert the relation in Eq.(2.12), as
applied to even order moments, ~ = ~j~O M2p,e(E) ~, for 0 ≤ p ≤ m8. Therefore,
all of the odd order missing moments, /~Le=odd, can be expressed in terms of the first
1 + m8 even order moments. Let us express this as
m8
= ~Mp,e(E) Xe, (2.19)
e=o
where Xe 112e We can then go on to impose a normalization prescription as before,
>~o Xe = 1, obtaining
m3
= ~p,O + ~ A~tp,e(E) Xe• (2.20)
e—i
The importance of this change of notation is that since the even order mo
ments are positive, the choice of normalization condition ensures that the X-moments
are restricted to lie within the unit, 1 + m3 dimensional, hypercube: (Xo, . . . , Xm8) E
[0, 1]1+ms.
We can now substitute the above ME relation into the HH inequalities:
~m,n(E;xi,. . .~xm3) >0, (2.21)
for m = 0 and ri> 0. If we take n < N, then all of the moments {p~~Ip ≤ 2N} are
required.
At a given E value, and order N, we want to know if there exists any X
values, within the unit hypercube, satisfying the above HH inequalities. It can be
argued that the ~-so1ution set to the above nonlinear inequalties, if it exists, must
correspond to a convex set.
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In practice, at a low expansion order, N, one picks a large energy interval,
and partitions it. At each energy value, within the partition, one must determine the
existence or non-existence of a X-solution set to the (nonlinear) inequality relations
in Eq.(2.21). Those E-partition points that admit a k-solution solution define the
updated (smaller) feasible energy interval. The entire procedure is repeated at the
next higher moment order (N —÷ N+1). This process is continued, thereby generating
the aforementioned converging lower and upper bounds to the ground state energy,
symbolized in Eq.(2.18).
2.5 The Linear Programming EMM Formulation: The
Cutting Method
The fact that the HH inequalities involve nonlinear expressions with respect
to the x’s made the above procedure very difficult to implement, numerically, ex
cept for problems where m3 ≥ 2. In order to circumvent this algorithmic difficulty,
Handy realized that the linear (in the moments) relation in Eq. (2.4) was very im
portant. He developed a linear programming reformulation [29] of the nonlinear,
Hankel-Hadamard, EMM procedure. This is referred to as the Cutting Method [24].
If we substitute the missing-moment moment relation in Eq.(2.4) we obtain
m3
~ Ac,e Xe <B0, (2.22)
where
J,J -~






For a given energy value, E, consider all the possible J + 1 dimensional
C-vectors, and the corresponding linear inequality relations they generate. Let us
denote the k-solution set to all of them by ~ If it exists, then the particular
energy value chosen is a possible physical value for the ground state energy. The
set of all such feasible energy values, at order J, defines an updated interval whose
endpoints correspond to lower and upper bounds for the physical answer.
The solution set ~ is the same solution set for the RH nonlinear inequality
relations z~Q,i(X) > 0, for j < J, as given in Eq. (2.21).
In order to know that ~ exists, all that is required is that we generate
just one missing moment tuple (i.e., (xi,. . . , Xms)) satisfying the above inequalities
for all possible C’s. We describe below a procedure for doing this, in a finite number
of steps.
The definition of a convex set, U, is that for any two elements in the set,
1,2 e U, the straight line connecting the two elements must also lie in the set,
~1+s ~2 ‘f°r° ≤ s~ 1.
A convex set whose boundary is made up of hyperplanes (i.e., straight lines,
in two dimensions), is referred to as a polytope. If the boundary consists of curved
hyperplanes (i.e., curved lines, in two dimensions), it is considered to be a nonlinear
convex set. Any nonlinear convex set can be thought of as the intersection of infinitely
many polytopes. Thus, all of the linear inequality constraints in Eq. (2.22) define the
nonlinear convex set solution for the corresponding HR relations.
The linear constraints in Eq.(2.22) are ideally suited for linear programming
(LP) considerations. The EMM-LP reformulation of the RH relations corresponds
to a Cutting Procedure by which an optimal, finite sequence (to each J-order), of
C-vectors is generated in order to determine if ~ exists or not. Each generated
C-vector defines a linear inequality relation within the missing moment space, as
represented by the A0 and B0 coefficients. At each step in the sequential procedure,
the increasing set of linear coefficients define a nested sequence of sub-polytopes all
lying within the original hypercube (i.e., [0, 1]1+ms).
For each of the sequentially generated polytopes, we can define its Deep
Interior Point (DIP). The DIP is the center of the largest inscribed hypersphere (i.e.,
circle, in two dimensions).
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At each DIP we can generate the appropriate moment matrix, M (two
such moment matrices must be generated in the Stieltjes formulation). This matrix
(matrices) will either be positive or not (either or both, in the Stieltjes case). If it is
not positive, then by definition, it must have a C-eigenvector of negative eigenvalue.
The eigenvector with the smallest negative eigenvalue (one or two such eigenvectors
in the Stieltjes case, depending on whether one or both moment matrices are not
positive) is used to define the next, sequentially generated, cutting-vector. If the
moment matrix is positive (both, in the Stieltjes case), then the DIP establishes the
existence of the solution set ~
One of two things must happen after a finite number of steps in the above
sequential process. Either the DIP corresponds to a positive matrix, or, after a finite
number of cuts, the original hypercube is completely eliminated, thereby confirming
that ~ does not exist.
We repeat the previous procedure in terms of the relevant mathematical
expressions.
Pick an arbitrary E value. We assume that ~ exists.
We are going to generate a set of polytopes which bound ~
The starting polytope is the unit m3 dimensional hypercube, P = [0, lJms.
We use linear programming to find the DIP, denoted as (Xo;i,. . . , Xo;rn3). At the DIP
we find any non-positive eigenvector for the matrix (refer to Eq. (2.20))
m3
M31,~2 (Xo) ~~~ (2.24)
where
11, if~=0
Xo~ = . (2.25)~ x0 £, if £> 1
If we cannot find any non-positive eigenvector, it tells us that the quadratic
form inequalities in Eq.(2.4) are satisfied for arbitrary C, hence ~ must exist,
because the DIP lies in ~




We now emphasize the following simple observation. The scalar function
A(~i,.. .,Xm3) (~IM(x)~ö) = ~Zx~ (CIM~IC), (2.27)
divides the 1+m5 dimensional missing moment space into two halves, one positive, the
other negative. They are separated by the hyperplane on which the function is zero.
In the non-positive DIP case (that is, when the associated moment matrix, evaluated
at DIP, is non-positive), the DIP lies in the non-positive region. The solution set
~ must lie in the positive half. Accordingly, the ~ nonlinear convex set must lie
within the intersection of the following two sets:
m3
C Pfl{~Ae,~x~ <B~}. (2.28)
That is, the A~,~’s define a hyperplane (line, in two dimensions) that cuts
up the polytope, 7’, resulting in a smaller polytope:
m3
P —~ 7” 7’ fl{> Aë,~~e <B~}. (2.29)
If 7” = 0, it then means that ~ does not exist. If it does, then we
use linear programming to find the new DIP, and repeat the entire procedure. In
this manner, we can quickly generate an optimal, finite set of cutting vectors (i.e.,
the corresponding A-coefficients) that quickly yield a DIP where no non-positive
eigenvectors can be found; thereby establishing the existence of~ Alternatively,
if 11(J) does not exist, then after a finite number of steps, one will have cut up the
starting polytope (i.e., the unit hypercube) into the null set!
This is the Cutting Procedure for numerically implementing EMM. So far,
it has been used in multidimensional problems with missing moment index values
m~<12.
The above cutting procedure is performed, at low order, on a large energy
interval. The feasible energy partition points (i.e., those admiting a U solution set)
then define a smaller energy interval, which is subsequently repartitioned, and ana
lyzed through the cutting algorithm, at a higher moment order. In this manner, as
previously stated, converging bounds are generated.
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In order to illustrate the above, we discuss one example, that of the sextic
anharmonic oscillator, which corresponds to an m3 = 2 problem.
CHAPTER 3
THE SEXTIC ANHARMONIC OSCILLATOR: A
PEDAGOGIC EXAMPLE
3.1 Generation of Relevant Formulas
3.1.1 Deriving the Stieltjes Moment Equation
We present a pedagogic example of the Eigenvalue Moment Method [23,
24) with respect to the ground state of the quantum, sextic anharmonic oscillator
potential, x2 + x6. The relevant Schrödinger equation is
(3.1)
Since this is an Hermitian operator problem, the domain of definition is the entire
real axis, x E ~R.
As noted before, the ground state wavefunction must be positive, ‘I’9~(x) > 0,
and exponentially bounded at infinity, becoming asymptotically zero; therefore, its
Hamburger moments exist:
+00f00 ‘~(x) 29dx, (3.2)
where p ≥ 0, and an integer.
An important relation that facilitates the ensuing analysis is that because
the potential function is a symmetric function (i.e., is invariant under the parity
operator), V(—x) = V(x), the ground state must also be symmetric. Accordingly,
the odd order Hamburger moments must be zero. Only the even order Hamburger
moments are nonzero for the physical solution. Thus we have:





For future reference, we note the integration by parts relation:
+00f ‘I”(x)9dx = x”~I”It~ — px’~’~~t~ + p(p — (3.4)
Because the physical, bounded, solution must satisfy the boundary conditions ~(x) =
o at ±00, the previous relation becomes:
±00L00 ~“(x)9dx = p(p — 1)~~_2. (3.5)
Integrating both sides of Eq.(3.1) with respect to ~ we obtain
+00 +00L00 (—~“ + (x2 + x6)~)x~’dx = f E~9dx, (3.6)
which becomes the moment equation:
p(p — 1),up_2 — I1p+6 — #p+2 + E,u~ = 0. (3.7)
We can now exploit the symmetric nature of the desired wavefunction. The
even order Hamburger moments become ordinary Stieltjes moments for a modified
function. Thus, for p —+ 2p, we have:
+00 +oo~/~)
I12p = 100 11!(x)x2”dx = 21 2~/~ x2~dx2, (3.8)
or, upon defining y
+oo~/~)
2~/~ yfdy. (3.9)
These are the Stieltjes moments for the integrand function given. In summary:
= Up. (3.10)
Making the appropriate substitution in the Hamburger moment equation,
we obtain the Stieltjes moment equation:
— 1)u~_i — ~ — u~~1 + Eu~ = 0. (3.11)
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3.1.2 Missing Moment Dependence of the Stieltjes Moment
Equation
We can rewrite Eq.(3.11) as
= — 1)u~_1 + Eu~ — ~ (3.12)
for p ≥ 0. This recursive moment equation involves the initialization (missing) mo
ment variables : u0, u1, u2. That is, any other moment can be expressed as a linear
combination of the missing moments:
(3.13)
Substituting this relation into the moment equation, and recognizing that
the missing moments are independent variables, yields the recursion relation for the
M-coefficients (the E dependence is implicitly assumed):
M~~3,1 = 2p(2p — 1)M~_1,1 + EM~,1 — M~~1,1 1 = 0, 1, 2. (3.14)
In order to quantize the system, we must impose some normalization. Since
we are dealing with positive (missing) moment variables, we can take
Uo+’U1 +U2 = 1. (3.15)
Clearly, this constraint limits the missing moments to lie within the unit hypercube,
0 < u(0), u(1), u(2) < 1. We can now generate (for instance) the zeroth order moment
in terms of the other missing moments: u0 = 1—u1 —u2. Thus, there are actually only
two unconstrained missing moments, and (ui, u2) must lie within the unit square.
In terms of the unconstrained missing moment variables, the moment/missing
moment relation becomes









M1=~ ‘ , (3.18)‘~‘ 1M~,i —M~,0, if 1 = 1,2
and
(1, if 1 = 0
= . (3.19)
1u1, if 1=1,2
The M coefficients satisfy the same recursive relation structure with respect
to the p - index:
Mp+3,l = 2p(2p — 1)1c1~_1,1 + EII2[~,1 — Mp+i,i 1 = 0, 1, 2 (3.20)
although the required initialization conditions are different (as expected):
= 1, M1,0 = 0, ~ = 0,
= —1, M1,1 = 1, M2,1 = 0, . (3.21)
= —1, Mj,2 = 0, M2,2 = 1,
3.2 Numerical Implementation of the EMM Formalism
Since the Stieltjes moments are linearly dependent on the corresponding
missing moments, and nonlinearly dependent on the energy, we can substitute this
relation into the HH determinantal inequality relations
Am,n(~) = Det(um+ni+n2) > 0, 0 <ni,2 ≤ fl _4 00, (3.22)






where the missing moment (i.e., Ui,2) and energy (E) dependence ensues upon substi
tuting the appropriate moment equation relation (i.e., Eq.(3.17)) for the correspond
ing moment-matrix element.
Computationally, in order to determine the physical ground state energy,
one first starts at some low moment order (i.e., Up<p~~~) and determines the en
ergy interval, such that for every energy value within that interval there exists a
U1, u2 solution set to Eq.(3.22). Numerically, this entails partitioning a given (ar
bitrarily large) energy interval, [E~’m~), E~m~)], and at each partition point, E~ e
[EP’m~~, determining what (unconstrained) missing moment values generate
moments, {Up<pmax}, that satisfy the HH inequalities in Eq.(3.22).
If one wants to implement the above in terms of the HH relations, then
one must also define a sufficiently fine grid within the unit square in the missing
moment space, and at each (u1, ‘u2) point assessing the compliance of the HR positivity
relations. The numerically generated set of missing moment coordinate pairs that
satisfy the HR inequalities (for the given E~ energy partition value) define a non-linear
convex missing moment solution set, U(l’m~)(E~). All of the energy partition points
for which U(l’m~~) (Es) ~ 0, in turn define a new (smaller) energy interval, for which
the entire procedure is repeated at the next moment order, Pmax ~ 2max + 1. As the
moment order increases, the feasible energy interval decreases, and the corresponding
endpoints define the lower and upper values for the ground state energy.
We summarize the procedure below.
i. Pick starting (low order) value for Pmax.
ii. Pick arbitrary starting energy interval, {E1, E2].
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iii. Partition energy interval. At each partition point, E~, determine existence or
nonexistence of (ui, u2) missing moment set, U(7’m~~x), for which the generated mo
ments, up to order Pmax, satisfy the HR determinantal inequalitites in Eq.(3.22).
This process requires one to partition the unit square (i.e., generate a mesh set of
grid points), and at each coordinate pair on the grid, determine if Eq.(3.22) is satis
fled.
iv. If for a given E~ no u1,2 can be found, that is U(l’max) = 0, then that E~ is not
a possible physical value for the ground state energy. This assumes that the missing
moment grid is sufficiently fine so that no possible solution points to Eq.(3.22) are
missed.
If for a given energy partition value, E~, there exists a missing moment
solution set, U(l’m~) ≠ o, then that E~ is a possible physical value.
v. The updated (reduced) set of energy partition points which are physically possi
ble, define a new energy interval on which the entire procedure is repeated, at the
next higher order, Pmax —+ Pmax + 1. The new energy interval can be noted as
r ~,(Pmax+1) ~,(Pmax+1)
[-‘--‘1 ‘-‘-‘2
vi. The generated set of feasible energy interval endpoints define the converging lower
and upper bounds to the physical ground state energy:
E~m~) <E~m~l) <...≤ Egr < ... <E~maz+l) ~ (3.24)
The numerical implementation of the above EMM-HR approach is discussed
in Section (2.2.1).
Clearly, the above procedure is tedious to implement on larger missing mo
ment order problems (i.e., m3 ≥ 3), since defining a grid within the unit hypercube is
prohibitively expensive. An alternative procedure, which is much more elegant and
efficient, is to implement a linear programming (LP) based, cutting method analysis,
by which to determine the existence of the U convex sets, and thereby, the physical
ground state energy [23, 24]. The numerical details are in Section (2.2.2). We refer
to this as the EMM-LP approach. It is completely equivalent to the EMM-HH, al
though much easier to implement for large missing moment order problems. Using
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this approach, Handy and co-workers have been able to analyze systems with an effec
tive missing moment order of m3 ~ 12. Further algorithmic/numerical improvements
on the LP based EMM procedure enable one to investigate larger missing moment
systems.
3i~&1 Computational Implementation of EMM-HH
In this section, we use the HR-determinants to compute the energy bounds
for the Schrödinger equation with potential V(x) = x2 + x6.
The author wrote a program in Mathematica. We briefly describe the es
sentials of our program.
(1). First, we obtain the recursive formula for generating the Stieltjes mo
ments, u~, in terms of the unconstrained missing moments, u1, u2, and the energy E
(e in program), using Eq.(3.16)-(3.19).
(2). Next, defining Pmax as the maximum moment number, we generate all
the determinants Am,n(U), with m = 0 or 1, satisfying m + 2n ≤ Pmax. For example,
jf Pmax = 6, then we generate L~o,o(u), L~o,i(u), Ao,2(u), Ao,3(u), L~i,o(u), Ai,i(’u),
(3). We must then consider a “do ioop” in order to sample all of the energy
partition values (e) lying within an arbitrary energy interval. In the numerical ex
ample, we take: O<e ~ 3, with a partition size of öe = 0.1. For each partition point
energy value (i.e., e = 0, 0.1, 0.2, ...), we write another double “do-loop” structure
in order to sample (unconstrained) missing moment coordinate pairs, (‘u(l), u(2)),
lying within the unit square: 0 < u(1), u(2) < 1. Here we take the grid size to be
= 0.01.
(4). For each energy partition value, e, we test all of the missing moment
grid points to determine which of these generate moments that have positive HR
determinants, Am,n(Ui, U2; e) > 0. These points are then stored in a file and plotted.
In Figure 1 through 8 we show the missing moment grid points that generate
positive RH determinants up to the Pmax order indicated. Clearly, as more moments
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are used, the size of the missing moment solution set quickly becomes smaller, requir
ing that we increase the energy partition point resolution (that is, make 5e smaller).
As Pmax increases, the set of energy points admitting RH solutions shrinks. Finally, in
Figure 8, at Pma~ = 7 order, we obtain energy bounds 1.380 ~ E9 ≤ 1.460. In Table
1, we give the numerical bounds for the energy, corresponding to the various figures.
In addition, we show the results for higher moment orders than those represented in
the figures.
If one proceeds to order Pmax = 30, one obtains the result 1.4356246190092 <
Egr <1.43562461901777, with Egr determined to within one part in 1012.
We expound upon the various figures below.
Figure 1. Pmax 0, 1, and 0 < e < 3, with öe = 0.1. All energies are
feasible.
Figure 2. Pmax = 2, and 0 <e < 3, with 6e = 0.1. All energies are feasible.
Figure 3. Pmax = 3, and 0 < e < 3, with Se = 0.1. All energies in this
interval are feasible; however, at e = 0.1, the size of the missing moment feasible
region is very small, in comparison to the missing moment feasible regions for other
energy values.
Figure 4. Pmax = 4, and 0 < e < 3, with Se = 0.1. Now the size of
the feasible missing moment solution is significantly small near the end point energy
values (i.e., 0 and 3).
Figure 5. Pmax = 5, and 0 < e < 3, with Se = 0.1. The previous manifes
tation becomes more pronounced. Indeed, there is no discernable missing moment
solution set for 0 < e < 1.3. It is clear that we must increase the energy resolution
(i.e., partition) size.
Figure 6. Pmax = 6, and 0 < e < 3, with Se = 0.1. The results here confirm
the previous observation.
Figure ~ Pmax = 6, and 1.3 < e < 1.6, with Se = 0.01. No discernable
missing moment solution sets found for energy values outside of the reduced interval.
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Figure 2. Distribution of (ui,u2) with Pmax = 2, 0< e <3, öe = 0.1
Figure 8. Pmax = 7, and 1.340 < e < 1.510, with ~e = 0.05.
When 2max increases, the (u1, u2) area became smaller, and its points density
is related to step length of ‘u1, u2,
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Table 1. Ground State Energy Bounds with the Increase of Pmax using RH Method
2max e interval e step e bounds
0,1,2 0.1<e < 2.9 0.1 0.1<e < 2.9
3 0.1<e < 2.9 0.1 0.1<e ≤ 2.9
4 0.1<e < 2.9 0.1 0.1<e < 2.9
5 0.1<e < 2.9 0.1 1.3<e ≤ 2.9
6 0.1<e < 2.9 0.1 1.3<e ≤ 2.9
6 1.30<e < 1.59 0.01 1.33<e < 1.48
7 1.340<e < 1.510 0.005 1.385<e < 1.455
8 1.385<e < 1.460 0.002 1.411<e < 1.459
9 1.410<e < 1.460 0.002 1.432<e < 1.452
In Table 1 we show how the ground state energy bounds change with in
creasing Pmax. Clearly, the bounds become tighter as the order increases. One should
compare the entries with the corresponding figures previously given. One can see that
when Pmax becomes 6, the bounds become 1.33 < e < 1.48, and are then used at the
next moment order.
So clearly we can see that the e bounds become tighter as Pmax increases.
3.2.2 Computational Implementation of EMM-LP
In this section we will show how to apply the Cutting Method linear pro
gramming (LP) analysis for the EMM approach. This will yield exactly the same
result as that discussed previously for the EMM-HH analysis. The illustration in
Figure 9 and Table 2, combined with a description of the EMM-LP procedure, will
facilitate the understanding of the present approach.
In the EMM-LP implementation, one uses linear programming to define an
optimal, finite, sequence of lines, in the (two dimensional) missing moment plane,
which can quickly determine the existence, or non-existence, of the U(l’m~~z) missing
moment solution set. These lines are referred to as cutting lines, since they quickly
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slice up the starting unit square into either the null set (thereby confirming that
= 0), or a finite polytope (i.e., a convex set whose boundary is made up
of intersecting straight lines) which contains the missing moment solution (thereby
determining that the associated energy partition point is feasible).
The center of the indicated polytope is very important. In the EMM-LP
algorithm, the center, referred to as the Deep Interior Point (DIP) is defined as the
center of the largest inscribed circle within the polytope. At the DIP, one determines
the negative eigenvectors of the moment matrices (i.e., m = 0,1) in Eq.(3.23) (if they
exist, otherwise the DIP must lie within U(l’m~), which in turn implies its existence).
These negative eigenvectors, in turn, define the cutting vectors, when projected into
the missing moment plane.
We give a brief overview of the numerical implementation of the above,
corresponding to the Mathematica program developed by the author.
(1). As in the EMM-HH approach, we pick a low Pmax moment order.
(2). For m = 0, 1, we generate the maximum moment matrix M~)(ui, U2; E) con
sistent with the chosen Pmax value. For example, when Pmax = 6, we work with
.A4~3~(’ui,u2; E) and ~4~2~(ui,u2; E).
(3). Having picked an arbitrary (large) energy interval, we define a sufficiently small
partition, and ioop on each E~ energy partition value (e in the program).
(4). As before, for each E~, we must determine the existence or non-existence of
U(l’m~). Within the EMM-LP, this determination is made by generating a finite
number of cutting vectors which either admit a common region, or have no such
region. The region in question is a polytope, if it exists. This polytope, 7’, will either
satisfy, U(l’m~~x) c P ~ 0, or c P = 0. Clearly, the first means that the
associated missing moment solution set exists, the second indicates that the missing
moment solution set does not exist.
(5). The generation of P is done interatively. At each step, the updated DIP must
be located. For each generated DIP, two sets of cutting vectors are generated, one
for the m = 0 moment matrix, and the other for the m = 1 moment matrix, as
defined above. This procedure continues until no cutting vectors can be found. This
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means that both moment matrices are positive (i.e, have no negative eigenvectors).
Hence the DIP must lie within U(’~’m~~) ; thereby establishing the existence of the
missing moment solution set. Alternatively, one might find that the generated, finite
sequence, of cutting vectors completely elliminates the starting unit square. This
means that no polytope is possible. That is, U(l’m~~z) =
The following is a detailed description for Pmax = 6 and E = e = 1.430. We
know from the EMM-HH analysis that there must exist a missing moment solution
set for this case. By examining the features depicted in Figure 9, the cutting aspect
of the EMM-LP approach becomes transparent.
Cell# 1 in Figure 9.
From the (positive) unit square (normalization) constraints we obtain the
starting polytope as defined by the linear inequalities:
U1 < 1, —U1 < 0, U2 < 1, —u2 < 0. (3.25)
The center of the largest inscribed circle defines the deep interior point (DIP): (~, ~).
The eigenvalues for the M~,3~(u1, U2; E)-moment matrix (Eq.(3.23)) are: 17.1485,
-3.11748, 0.812586, -0.0590889; whereas, the eigenvalues for the M~2~(ui, u2; E)
moment matrix are: 7.25663, -0.726547, 0.685419.
The presence of at least one non-positive eigenvalue tells us that the DIP
cannot lie within U(~’m~), if the latter exists. Each non-positive eigenvalue generates
a cut within the (two dimensional) missing moment space. If U(’I’m~~) exists, it must
lie on the positive side of this cut.
Cell # 2 in Figure 9.
For each set of eigenvalues, one only need consider the algebraically smallest
eigenvalue. In the present case, we must consider both the —3.11748 eigenvalue, and
the -0.726547 eigenvalue. The corresponding eigenvectors are denoted by C0 and
C1, respectively. Upon considering the expected value formed from the correspond
ing eigenvector and moment-matrix, we can generate the cuts corresponding to the
following linear inequalities (refer to the discussion in the context of Eq.(2.27)):
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—(2.98472 — 11.6864u1 — 0.518313’u2) <0,
—(1.07573 — 1.90011u1 — 1.70453u2) <0.
(3.26)
Combining these inequalities (cuts) with the original ones in Eq.(3.25) gives us an
updated polytope. For completeness, we make explicit the derivation of the above
inequalities.
We consider the two scalar functions associated with each of the eigenvectors
(refer to Eqs.(3.17-19)):
2
Am(Ui,U2) (CmIMm;oICm) +~u~(CmIMm;~IGm), (3.27)
for m = 0, 1, and adopting the definition for the indicated matrices: (P~tme).
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Mm+ji+j2,~, for 0 ~ £ < m3.
At the DIP, the scalar functions are negative, as determined by the previous
negative eigenvalues: A0(~, ~) = —3.11748 and A1(~, ~) —0.726547.
Because each of the two moment matrices, evaluated at the DIP, has a
negative eigenvalue, we know that if the U(?’m~~6) convex set exists, it must lie in the
missing moment region making the scalar functions positive. This is how Eq. (3.26)
comes about.
We can repeat the entire process, and find the updated DIP, which now
becomes: (0.12487, 0.12487). The entire process is repeated.
In Figure 9 we detail the above process step by step. In Table 2 we give
the numerical values for the generated cuts, the corresponding DIP, and the relevant
eigenvalues. We note that the last entry for the eigenvalues shows them all to be
positive. This confirms that at the chosen energy partition value, e = 1.430, to
maximum moment order, Pmax = 6, there exists a missing moment solution set.
That is, the indicated energy value is a possible physical value for the ground state
energy.
34
Table 2. Constraints, DIPs, Eigenvalues Step by Step Using Cutting Method
No. Constraints DIP Eigenvalues
1 ul < 1,—ui < 0,u2 < 1,—u2 <0 (1/2,1/2) -3.1175,-0.7265
2 —(2.9847 — 1i.6864u1 — 0.5183u2) < 0 (0.1248,0.1249) -0.6988,-1.0760
—(1.0757 — 1.9001u1 — 1.7045u2) < 0
3 —(—2.7640 + 8.8315u1 + 4.6871u2) < 0 (0.1887,0.3437) -0.0441
—(—2.0437 + 4.2625u1 + 6.5080u2) < 0
4 —(0.5338 — 0.4953u1 — 1.4091u2) < 0 (0.2091,0.2689) -0.0127
5 —(—0.5884 + 1.1946u1 + 1.2117u2) < 0 0.2276, 0.2826 all positive
The plots in Figure 9 depict the numerical results contained in Table 2. If
we compare the subplots No. 5 and No. 6 with that given for the EMM-HH approach,
we see that the indicated polytopes in Figure 9 contain the missing moment solution
set region given in Figure 7. Both methods give identical results and verify the high
level of precision possible through EMM [23, 24].
Table 3 shows the tighter and tighter energy bounds as Pmaz increases. It
can be compared with Table 1.
Actually when implementing the computation, the EMM-LP Cutting Method
is much faster than EMM-HH Method because one does not have to partition the unit
square. The DIP is automatically generated, and it, in turn, allows us to automati
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Figure 9. Cutting Lines, DIPs of Cutting Method and Comparison with RH Method
(Pmax 6, e = 1.43)
0.2 0.4 0.5 0.8
131
36
Table 3. Ground State Energy Bounds with the Increase of Pmax using Cutting
Method
Pmax e interval e step e bounds
1,2,3,4,5 0.1<e ~ 2.9 0.1 0.1≤e ~ 2.9
6 O.1<e < 2.9 0.1 e = 1.4
8 1.3<e < 1.5 0.01 1.41≤e < 1.47
10 1.4<e < 1.48 0.005 1.43≤e < 1.435
12 1.425<e < 1.44 0.001 1.428<e < 1.438
14 1.427<e ≤ 1.439 0.001 1.430<e ≤ 1.435
16 1.429<e ≤ 1.438 0.0002 1.4352≤e ≤ 1.4368
18 1.435<e < 1.4368 0.0001 1.4354<e ≤ 1.4360
20 1.4352<e < 1.460 0.001 1.4354<e < 1.4355
The value of the preceding pedagogic example is that we see the practicality
of the EMM-LP approach once a nonnegativity representation of the physical problem
is realized. This is referred to, in the next chapter, as the Nonnegativity Quantization
Representation (NQR). As indicated at the outset, our ultimate objective is to apply
this NQR computational formalism to the _(ix)N potential. This is the basic focus
of the next chapter.
CHAPTER 4
GENERATION OF CONVERGING BOUNDS FOR
THE GROUND AND EXCITED STATES OF THE
_(IX)N POTENTIAL
In their seminal work, Bender and Boettcher [1] discovered the existence of
PT invariant, bounded, solutions for the — (ix)N potential, lying within certain wedges
in the complex plane, C~, which do not include the real axis for (integer) N ≥ 4. These
bounded (exponentially vanishing at infinity, along the complex contours) solutions
are, necessarily, complex.
Since our interest is to test the effectivenes of the EMM-LP approach, we
must transform the above system into one for which the desired solutions are uniquely
nonnegative and bounded. This is made possible by utilizing the Nonnegativity
Quantization Representation (NQR) developed by Handy [12, 13], and Handy and
Wang [14]. In these works, it is shown that the one dimensional Schrodinger equa
tion, for arbitrary (complex) potential, and on any contour in the complex-x plane
(~ e ~R —~ x(~) e C), can be transformed into an equivalent, fourth order, linear
differential equation for the probability density, S(~) I’P(x(~))I2.
Returning to the Bender and Boettcher formalism, upon adopting the polar
complex number representation x IxIe~°, the “boundedness” wedges (within which
the bound states lie) are defined by
A A
°L,R — <0 < 0L,R + -i-, (4.1)
where
R —~r + ~ “L (left)” (4.2)I N—2 ~r “p j’ ~





Our interest is to examine the efficiency of the EMM-LP procedure for N ≥
4.
The present application of EMM will involve a contour made up of the two
semi-infinite rays lying within the left and right wedges, as represented by
{x~EMM complex contour} {~e~°I~: 00 -4 O} U{~e~~°I~: 0 —* oo}, (4.4)
for any 0 within the “Right” handed wedge, as defined above.
We will define moments along each of the two parts of the contour. Not
surprisingly, we find that the order of the necessary moment equations reduces signif
icantly for 9 = 9R, corresponding to the anti-Stokes line, along which the wavefunction
decays most rapidly. Consequently, the EMM bounds converge fastest when 0 =
In the following sections we discuss in detail the necessary relations for the
N = 4 case, and then the general theory for arbitrary N. We find that the moment
equation structure for the N e even and N e odd are very different.
4.1 The —(ix)4 Potential
4.1.1 The Norinegativity Quantization Representation
We will adopt the formalism developed by Handy and Wang [15]. Consider
the Schrödinger equation
—O~(x) + V(x)”I’(x) = E’~(x), (4.5)
for complex energy, E, and complex potential, V(x). Assume that the (complex)
bound state, ~(x), lies within the complex-x plane, along some infinite contour, C.




The transformed Schrödinger equation is
_(D(~)a~)2~) + V(~(~) = E~), (4.7)
where D(~) (Ocx)’, and V(~) V(x(~)). Alternatively, we may rewrite the above
as
A(~)O~I’(~) + B(~)O~(~) + C(~yJI(~) = 0, (4.8)
where A(~) —(D(~))2, B(~) = —~O~(D(~))2, and C(~) = V(~) — E.
Define
S(~) = W*(~)~J(~) (4.9)
P(~) = i1i~*(~)iIi’(~), (4.10)
= JJ(~)~9w*(~) 2 ~*(~)ow(~) (4.11)
and
T(~) =~ 2°e’~( ~“(~) (4.12)
One can then transform the Schrödinger equation into four coupled differ
ential equations for the preceding configurations (i.e., A = AR + iA1, etc.):
(S”(~) = 0, (4.13)
(S”(~) — 2P(~))A1(~) + S’(~)B1(~) + 2S(~)C1(~) — 2(BR(~) + AR(~)a~))J(~) = 0,
(4.14)
P’(~)AR(~) + 2T(~)A1(~) + 2P(~)BR(~) + S’(~)CR(~) — 2J(~)C1(~) = 0, (4.15)
and
— 2T(~)AR(~) + 2P(~)B1(~) + S’(~)C1(~) + 2J(~)CR(~) = 0. (4.16)
Usually A1 = 0 and the last equation simply serves to define T. In such
cases, only the first three equations are really coupled to each other. One can reduce
these to one fourth order linear differential equation for S; however, it is preferable to
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explicitly work with them, as given above, since in some cases they lead to additional
moment constraints not readily discernable by working solely with S.
Clearly, S and P are nonnegative configurations that must be bounded (i.e.,
L1, since ~ is L2) for physical solutions. Accordingly, we refer to the above as the
nonnegativity quantization representation (NQR).
One can easily find a contour map that maps into the required wedges, as
defined previously. Thus, x(~) = e~0~ — ~ for ~ : 0 —* oo, will map from the left
wedge into the right wedge (for an appropriate, fixed, 0 value). However, this choice
leads to large order polynomials in the above formulation, complicating the EMM
analysis.
Alternatively, we can work with the two contour maps XR,L = ~ e~0, ~ ≥ 0,
and for each of these generate the corresponding {S, P, J} configurations. These
configurations must then be matched at the origin. This approach leads to simpler
algebraic relations, and is the one adopted throughout this work.
4.1.2 Obtaining the Moment Equations for —(ix)4 Within the NQR
Formulation
Consistent with the works of Bender and Boettcher [1], and Dorey et al.
[19, 20], we will assume that the discrete states of the —(ix)4 Schrödinger equation
have real eigenenergy. The corresponding differential equation is —W” — x4’I’ = E”IJ.
Its extension into the complex plane will be denoted as
—~J!”(z) — z4”I’(z) = E’~(z). (4.17)
where z = IzIe~° = ~ IzI = ~ ≥ 0.
Within the right wedge the Schrödinger equation becomes
~I’~(~) + ~4e6~°’I’R(~) + Ee2~O1T!R = 0. (4.18)
Similarly, within the left wedge, z = = —~e~9, the corresponding differential
equation becomes
‘V’,~,(~) + ~4e 6~°~L(~) + Ee2~°1T!L(~) = 0. (4.19)
41
Upon comparing with Eq.(4.8), we identify the coefficient functions as A = 1,
B = 0, C(~) = ~4e6~6 + Ee226. Note that we do not explicitly denote the “right-left”
coefficient function C(~), since the notation “CR” will be used to refer to the real part
of the function. Thus C(~) = CR(~) + iCi(~), where
CR(~) = ~ + EC~, (4.20)
and
C1(~) = ~4S6ES2, (4.21)
involving C~ = Cos(nO), S~ = Sin(n8).
The corresponding NQR equations become
S”(~) — 2P(~) + 2(~4C6 + EC2)S(~) = 0, (4.22)
(~4S6ES2)S(~) — J’(~) = 0, (4.23)
and
P’(~) + (~~C6 + EC2)S’(~) — 2(~4S6ES2)J(~) = 0. (4.24)
Again, the distinction between the right and left NQR configurations is implicitly
assumed.
Define the power moments for the {S, F, J} configurations:
U(p) = f d~S(~)~’, (4.25)
V(p) =~ (4.26)
W(p) = f d~J(~)~. (4.27)
We multiply each of the relations in Eq.(4.22-24) by ~P and integrate over [0, ~),
making use of the integration-by-parts formulae:
f d~S”(~)e = —S~,0S’(0) + 6~S(0) +p(p — 1)U(p — 2), (4.28)
f d~P’(~)~” = —o~,0P(0) — pV(p — 1), (4.29)
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f d~J’(~)~ = —6~,0J(0) — pW(p — 1). (4.30)
The required {U, V, W} moment equations are
—6~,0S’(0) +6~,1S(0) +p(p— 1)U(p—2) — 2V(p) +2[C6U(p+4) +EC2U(p)] = 0, (4.31)
S6U(p + 4) + ES2U(p)[ó~,0J(0) +pW(p — 1)] = 0, (4.32)
—S~,0P(0) — pV(p — 1) — C6(p + 4)U(p + 3) — EC2[ö~,0S(O) + pU(p — 1)]
—2[S6W(p + 4)S2W(p)j = 0, (4.33)
p ≥ 0. Again, implicit reference to the R(right) and L(left) wedges are assumed (i.e.,
C~! ffl\ TT / ‘~ s
~R,L1~’-’)’ VR,L~P), e~c.
Eq.(4.32) generates two different relations. For p = 0 it becomes
S6U(4) + ES2U(0) = J(0). (4.34)
This defines a constraint on the U-moments. For p ≥ 1 in Eq.(4.32) the W-moments
are generated from the U-moments (i.e., take p —+ p + 1 in Eq. (4.32)):
W(p) (S6U(P + 5)±ES2U(p + 1)) ()
where p> 0.
Since Eq. (4.31) serves to generate the V-moments in terms of the U-moments,
we can couple this with the previous relation and convert Eq.(4.33) into one moment
equation for the U-moments. Thus we get:
S’(o) 32 3
—S(0)S~,2 + 2 ~ — P(0)S~,o — C2ES(0)~~,0 + U(p — 3){—p + —f-- —
+U(p — 1)[—2pC2E1 + U(p + 1)[2:s2] + U(p + 3)[—4C6 — 2pC6j
+U(p + 5)[2ES236 ~ 2ES2S~ + U(p + = 0, (4.36)
for p ~ 0. This relation must be combined with the additional constraint in Eq. (4.34).
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It is readily apparent that Eq.(4.36) separates into two distinct moment
recursion relations for the even and odd order moments. The moment equation in
Eq.(4.36) reduces to an even order moment equation for p = 2p + 1; whereas it
becomes an odd order moment equation for p = 2p. In turn, the even and odd order
U-moments are themselves moments of corresponding Stieltjes measures. Thus, in
the first case:
U(2p) = f d~S(~j~2~ = f d~ if, (4.37)
where p ≥ 0 and ~ ~2 In the second case:
w(p) U(2p +1) = f d~S(~2~’ = f di~ if. (4.38)
The respective moment equations become (i.e., p = 2p + 1, p ≥ 0, in
Eq. (4.36)):
S’(0)6~0+~(p_ 1)[—(2p+l) + 3(2p+1)2 — (2p±1)31
+p(p)[—2C2E(2p + 1)] + ~(p + 1)[Ej + j~(p + 2)[—4C6 — 206(2p + 1)],
+~(p + 3)[ES2S6( ~ 1 + 3)1 + ~i(p + 5)[~3] = 0, (4.39)
together with Eq. (4.34)
S6~(2) + ES21u(0) = J(0); (4.40)
and (i.e., p = 2p, p ≥ 0, in Eq. (4.36)):
—S(0)S~,1 — ~~,0[P(O) + C2ES(0)J + w(p — 2)[—2p + 3(~p)2 — (2~)3~
+w(p— 1)[—4pC2EJ +w(p)[~f~] +w(p+ 1)[—4C6 — 4pC6]
+w(p+ 2)[2ES2S61[2~~ 1 ~ 2p+ 5] +w(p+4)[22~5] = 0. (4.41)
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4.1.3 Relating the Boundary Terms for the Right and Left Wedges
Since the NQR configurations are generated from the wavefunction, one
must carefully define the correlations between the right and left wedge contributions
to the respective boundary terms dependent on {SR,L(O), PR,L(O), JR,L(O), SR,L(O)}.
Of course, 1J!(z) is analytic everywhere.
First, we have the following identities:
‘I’R,L(~) = ~(~e~°). (4.42)
SR,L(~) = = I~R,L(~)L (4.43)
S~,L(~) = + = 2Re(’~R,L~’T!~L). (4.44)
PR,L(~) = = IhI1~,L(~)I2. (4.45)
JR,L(~) = WR,L(~flL(~) ~R,L(~R,L(~) = Im(~(~)(~)) (4.46)
From the derivative relation
= (4.47)
it follows that
“R,L (0) = (e~°)’I” (z) I~=o. (4.48)
Define ~‘(z)I~o = /~, and e~0 =
From ‘I”s analyticity we have ‘I’R(O) = ‘~L(0), therefore:
SR(0) = SL(0). (4.49)
In addition, PR,L(O) = I’T!~,L(0)I2 = I~ ~2I2 gives
PR(0) = PL(0). (4.50)
We can get S~, S~ from:
S~(0) = ~I1(0)e_iOL~* + ~I1*(0)e~L~
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= 2CiRe(hI1(O)/~*) + 2SiIm(W(O)/~~*), (4.51)
and
S~(O) _~T!(O)e~~L~* — ~J*(O)e_iOj~
= _2CiRe(hIJ(O)L~*) + 2SiIm(hIf(O)I~*). (4.52)
Similarly, for JR(O) and JL(O):
JR(O) = OiIm(1I1(O)/.~*) — SjRe(~(O)/.~*), (4.53)
JL(O) = _CiIm(~If(O)L~*) — S1Re(LP(O)LSj. (454)
Thus, as expected, ‘1~(O) and ‘IJ’(O) are the only required boundary conditions
(in addition to specification of 0). If we assume that the bound states are PT invariant
(which is the case in this work)
~Ii*(x) = ~(x), (4.55)
for x e ~, then from ‘I”s analyticity at the origin we have
~11(0) o~ E Real, (4.56)
and
= i/3 e Imaginary. (4.57)
Inserting this above we have S(O) cr2, P(O) = ~32, and
S~,L(O) = —2S1c~/3, (4.58)
JR,L(O) = —G1o~/3, (4.59)
in particular, for PT invariant solutions:
JR,L(O) = (01~~~)). (4.60)
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4.1.4 Recursive Structure of the Moment Equation(s)
The discussion in this section will implicitly assume that S6 ~ 0 in Eq. (4.36),
otherwise the order of the finite difference/moment equation is reduced. The conse
quences of this are examined in Subsection E.
At first sight, Eq.(4.41) seems to be the easier of the two moment equations
to study within the context of the EMM analysis. However, we note that the form of
this moment equation does not change for either the right or left wedge. In addition,
despite the previous results, we cannot impose any constraints on 5(0) and P(0).
Thus, in fact, Eq.(4.41) cannot yield any bounds on the physical eigenenergy because
it does not lead to any correlation between the right and left wedge configurations.
Instead, the collective moment equation defined by Eqs. (39-40) do relate
the right and left hand wedges. More precisely, these moment equations depend on
S~,L (0) and JR,L (0) which in turn can be constrained in accordance with Eqs. (58-59).
The latter define the crucial link between the {S, F, J} configurations in both wedges.
In the following analysis we implicitly work in terms of the right-wedge
representation.
The linear, recursive structure of Eq.(4.39), tells us that all of the moments
can be generated through the expression
ji(p)~ (4.61)
p ≥ 0, where
I~4~), for 0<~<4
~ — — , (4.62)
ISR(O), for £=5
and
- 1S~e,for0<42<41, 2 — — . (4.63)
1,2 ~ for0<~1<4,e2=5
In addition, the Mp,e matrix coefficients satisfy the moment equation in
Eq. (4.39) with respect to the p-index, for fixed £:
+ ~_1,~(E) [—(2p +1) + 3(2p~ 1)2 — (2p ±
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E2S2
+A~1p,e(E) [—2C2E(2p + 1)] + 1~~[~+1,~(E) [~ ~ 1 + M~+~,~(E) [—406 — 2C6(2p + 1)]
+~~+3,~(E) [ES2S6( ~ + 3)1 + ~Ip+5,e(E) [p~3] = 0. (4.64)
We can now focus on the additional constraint in Eq.(4.40). From Eq. (4.60)
we can express S~(0) in terms of {~i(0), ji(2)}. That is,
S~(0) = _~~i (Es2 ~(0) + 56 ,42)). (4.65)
Substituting this relation in Eq.(4.61), we obtain
= ~1~1p,e(E) ~ - A~[~,5(E) (~(ES2 ~(0) + 86 ,L(2))). (4.66)
Regrouping, we have
= M~(E) ~, (4.67)
where
~ for~Ø0,2
M~4E) = — (2E~is2)I~J~5(E), for £ = 0. (4.68)
— for £ = 2
Finally, we must impose a suitable normalization. We note that all of the
independent moments (i.e., the missing moments), {~i(~)I0 ≤ £ ~ m3 = 4}, are
positive quantities. We can impose the normalization
m3=4
~ ~(~) = 1, (4.69)
which is used to constrain the zeroth order moment: ~u(0) = 1 — ~4u(~). Incorpo
rating this within Eq.(4.67) results in
m3
= ~I~[~,~(E) ~ (4.70)
where





M e(E) EE ~ . (4.72)
I M,~4E) — M~,0(E), if £ ≥ 1
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4.1.5 Numerical Implementation of EMM for —(ix)4 Potential
Since the p(p) moments are the moments of a nonnegative function, F(i~)
as noted in Eq.(4.37), they must satisfy the Moment Problem constraints
(Shohat and Tamarkin [22]):
00 2
f di~ ~ (> c~ ~) F(~) > 0, (4.73)0 p—0
for arbitrary C’s (not all identically zero), and Q ≥ 0. Because this is a Stieltjes
function, a = 0, 1.
The above integral expression becomes the quadratic form expression:
Q
~ c~ ~ ~2 > o. (474)
P1 ,P2°
Substituting the moment equation relation in Eq.(4.70), we obtain
m3
~ZA~[C; E] ~ <B~[C; E], (4.75)
where
Q




B~°~[C;E] ~ C~’ 1~t~+~1+~2,0(E) Cr2. (4.77)
P1 ,P2O
The physical energies, and corresponding missing moments, are those that
satisfy all of the linear inequalities in Eq. (4.75), for arbitrary C’s, and Q. In practice,
at a given order, Q, for any E value, we can define an optimal (finite) set of C-cutting
vectors which tell us if there exists a missing moment polytope solution, UC;E, to the
corresponding linear equations. This is done through the Eigenvalue Moment Method
(Handy and Bessis [23], Handy et al. [23, 24]), which uses basic linear programming
[29] to implement this Cutting Procedure. The nonexistence of UC;E tells us that the
associated energy value is unphysical. The existence of UC;E tells us that it may
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Table 4. Bounds for the Discrete States of P2 — (ix)4
o Pmax E~L) <Eo <E~ E~L) <E
-.3 25 1.4771490819 <E0 <1.4771509009 6.0033450031 <B1 <6.0033951480
-.3 30 1.4771497283 <B0 <1.4771497619 6.0033856565 <B1 <6.0033864674
-.4 25 1.4771497431 <B0 <1.4771498071 6.0033526131 <B1 <6.0034549921
be a physical energy value. By increasing the order systematically, the feasible (i.e.,
physically possible) energy intervals decrease in size. Their endpoints define the lower
and upper bounds to the associated discrete state energy (which must lie within the
interval).
So long as 86 ~ 0, all of the preceding formalism holds, and EMM must be
implemented on the four dimensional, unconstrained missing moment, formulation
represented in Eq. (4.70).
The results of this analysis are noted in Table 4. We only quote the results
for the first two discrete states. Note that Pmax denotes the maximum number of
moments used, 2Q + 0 ≤ Pmax. The data in Table 4 are for 6 ≠ 8R ~ —.5. As
0 —f OR, the presence of small denominators makes the accuracy problematic, as Q is
increased. However, the tightness of the bounds does appear to increase as 6 —+ °R,
which is consistent with the underlying theory. In Table 5 we can cleanly (i.e., without
introducing small denominators) define the moment problem theory along the anti-
Stokes angle, yielding fantastically superior bounds. If we take S6 = 0, we recognize
from Eq.(4.2) that this corresponds to letting 6 coincide with the anti-Stokes line for
rapid, asymptotic decrease of the wavefunction. Now the associated moment equation
reduces greatly in order, from 4 to 1! That is, Eqs. (39-40) become
S’(O) 3(2p+1)2 (2p+1)3
2 ~ ~ 1u(p — l)[—(2p + 1) + 2 2
+~t(p)[—2C2E(2p + 1)] + ~(p + 1)[E~] ~ ~(p + 2)[—4C6 — 2C6(2p + 1)] = 0,
and
ES2p(0) = J(0), (4.78)
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for 86 0, or 0 = = —~. All of the previous formalism can be implemented,
yielding the associated M coefficients.
For the special anti-Stokes angle case, the convergence rate of the bounds is
much faster, as shown in Table 5.
Table 5. Bounds for the Discrete States of P2 — (ix)4, Along Anti-Stokes Angle,
4.2 The General _(ix)~ Potential
We now consider the generic case for the _(ix)N Schrodinger equation, ex
tended into the complex-z plane:
— (~Z)~~rW(z) E1II(z). (4.79)
Along the z = ~e~8 rays (~ ≥ 0), the Schrodinger equation becomes:
and
w’f~) + i Ne~I+2:Jo11fR(~) + Ee2~9~R 0,
+ (_i)’~”~e~~ +2)O1IJ(~) + Ee2Z°1T!L(~) 0,
along the R(right) and L(left) wedges, respectively.






E~L) <E0 <E~ E~L) <E1 <E~
5 1.05<E0<1.8
10 1.470 < E0 < 1.482 5.6 < E1 < 8.0
15 1.47711 < E0 < 1.47719 5.99924 < E1 < 6.01220
20 1.4771496 < E0 < 1.4771500 6.003367 < E1 < 6.003444
25 1.477149752 < E0 < 1.477149756 6.00338596 < E1 < 6.00338640
30 1.477149753573 < E0 < 1.477149753588 6.00338608298 < E1 < 6.00338608478
H(~)~A(~)’1”(~) + B(~j~I”(~) + C(~j~’I’(~) = 0,
51
we have A = 1, B = 0, C(~) ~Nei[(N+2)O+~1 + Ee2~°. The real and imaginary parts
of the C(~) coefficient function become:
= ~NC± + EC2, (4.82)
and
= ~NS±ES (4.83)
We define C~~2 = Cos[(N + 2)0 + j~j, and S~2 = Sin[(N + 2)0 + j~], where, as
before, C~ = Cos(nO), S~ = Sin(nO).
When N is even, C~2 = (—1)’~0N+2, and S~~2 = (—1)~SN+2. When N
• + + ~L=iis odd, CN+2 = (—1) 2 SN+2, and SN+2 = (—1) 2 CN+2.
The S, P, J equations become
S”(~) — 2P(~) + 2(~C~4~2 + EC2)S(~) = 0, (4.84)
(~NS~±2ES2)S(~) — J’(~) = 0, (4.85)
and
P’(~) + (~NC~±2 + EC2)S’(~) — 2(~S~~2ES2)J(~) = 0. (4.86)
The U, V, W moment equations become
—o~,0S’(0) + o~,~S(0) +p(p — 1)U(p — 2) — 2V(p) + 2[C~~2U(p + N) + EC2U(p)J = 0,
(4.87)
S~~2U(p + N)ES2U(p) + [S~,0J(0) + pW(p — 1)] = 0, (4.88)
and
—6~,0P(0) — pV(p — 1) + C~~2{—(p + N)U(p + N — 1)] + EC2[—S~,0S(0) — pU(p — 1)]
—2[S~~2W(p + N)ES2W(p)] = 0. (4.89)
As before, Eq. (4.88) really contains two separate relations. One, when p = 0,
serves to constrain the U moments:
S~~2U(N) + ES2U(0) = J(0); (4.90)
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the other, when p > 1, serves to generate the W moments from the U’s (i.e., take
p—*p+ 1 in Eq.(4.88)):
W(p) = — (S~+2U(p + N + 1) + ES2U(p + 1)) (4.91)
p+1
We can substitute for V (i.e., Eq.(4.87)) and W (i.e., Eq.(4.91)), in Eq.(4.89),
reducing it to one moment equation for the U’s (in addition to Eq. (4.90)):
—S(o)5~,2 + S’(0)~1 — P(0)o~0—G2ES(0)6~,0 + U(p — 3)[—p+ —
+U(p — 1)[—2pC2E] + U(p + 1)[ ~ + ~ ] + U(p + N — 1)[—NC~~2 — 2pG~~2}
+U(p+N+ 1)[2ES2SN+2 + U(p+ 2N+ 1)[~~~] = 0. (4.92)
When N = 2m (even), the U moment equation separates into distinct
relations for the even and odd order moments. When N e odd, this separation does
not happen, and one must work with the U-moment equation directly.
For the N = 2m case, as explained in the context of the — (ix)4 potential,
only the even order moment relations yield eigenenergy bounds. Taking ji(p) U(2p),
as before, the a-moment equation becomes (i.e., take p = 2p + 1 in Eq. (92))
S’(O) 3(2p+1)2 (2p+1)3
2 Sp,o+/L(P_1)H(2P+1)+ 2 — 2
+~(p)[—2C2E(2p + 1)] + ~(p + 1)[E~J + ~(p + m)[—NC~~2 — 2C~~2(2p + 1)]
+~(p+m+1)[ES2S~~2( + + ~ + 1 1)]+~(p+2m+1)[ = 0. (4.93)
We note that through Eq.(4.60), JR,L(O) and S~,L(O) are linearly related
(a consequence of assuming PT invariance). However, through the constraint in
Eq.(4.90), JR,L(0) is determined by the corresponding U-moments. Thus, these
boundary terms are completely determined by the {U(0), U(N)} moments.
If S~2 ~ 0, and N is odd, taking note of the previous remarks, the indepen
dent variables become {U(0), ... , U(2N), S(0), P(0)}, which are 2N + 3 in number
(before imposing any normalization).
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Similarly, if S~~2 ~ 0, and N = 2m, then the number of independent
variables is 2m + 1 (i.e., the moments {jt(0), . . . ,
By taking 0 = 0R (i.e., Eq.(4.2)), or = 0, we can significantly reduce
the number of independent variables; and thereby increase the convergence rate of the
generated bounds. Under this simplification, the U moment equation now involves the
N + 1 independent variables {U(0),. . . , U(N — 2), S(0), P(0)}, before normalization;
and the ~i moments involve m independent variables, {~t(0),. . . , p(m — 1)} (before
imposing the normalization condition which brings it down to m — 1).
The corresponding moment equations become:
S’(O) 32 3
—S(0)S~,2 + 2 ~ — P(0)6~,0 — C2ES(0)c5~,o + U(p — 3)[—p + —~— —
+U(p — 1)[—2pC2E] + U(p + 1)[2:s2}
+U(p + N — 1)[—NG~~2 — 2pC~~2J = 0, (4.94)
and
S’(O) 3(2p+1)2 (2p+1)3
2 öp,o+p~(P)F(2P+l)+ 2 — 2
E2S22
+~t(p)[—2C2E(2p + 1)] + ~~i(p + 1){ ~ + ~ I
+~t(p+m)[—NC~~2 — 2C~~2(2p+ 1)] = 0. (4.95)
These equations hold both for the right and left wedges, provided we make explicit
the reference to a particular wedge. Thus, 8(0) —~ SR,L(0), P(0) —* PR,L(0), S’(O) —+
and U(p) —* UR,L(P), etc.
4.2.1 Recursive Expression for N e odd, U-Moment Equation
For completeness, we detail the generation of the moment-missing moment
relation in implementing the EMM algorithm for generating bounds. We focus only
on the moment formulation represented in Eq.(4.94), for 0 = 0R~ As noted, the
ensuing EMM analysis will generate the fastest bounds in this case.
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From Eq. (4.94), all of the moments are explicitly, linearly, dependent on the
{UR(O),. . ., UR(N — 2)} moments, and the boundary terms {SR(0), PR(0), S~(O)}:
N+1
UR(p) = ~ 1~2t~,~(E)x~, (4.96)
where
UR((~),0 ≤ £ <N— 2




The M coefficients satisfy Eq.(4.94) with respect to the p-index, for fixed £:
~,N_1Sp,2 + ‘~p1 — — G2ES~,N_1öp,o + ~~_3,~(E) [_p + — +
[—2pC2E] + ~p+i,e(E) [2:s2} + Mp+N_1,e(E) [—NC~~2 — 2pC~~2] = 0, (4.98)
where p ≥ 0.
In addition, the M’s must satisfy the initialization conditions:
= S~1,e2, (4.99)
for0<A~1 <N—2and0≤A?2<N+1.
From Eq.(4.60) S~(0) = ~‘-JR(0), and from Eq.(4.90), JR(0) = —ES2 UR(0),
under the assumption Sj~2 = 0. Combining these, and substituting into Eq.(4.96)
yields
N
UR(p) = ~ Mp,e(E)x~, (4.100)
where
(~- 2ESiS2p~
Mpe(E) ~ c1 p,N+1, ij — (4.101)
1Mp,~, zf~≠0
One can now proceed as in the —(ix)4 case and impose a similar normaliza
tion and EMM implementation. Note that all of the x~’~ in the above linear relation
are positive quantities.
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In Table 6 we give bounds on the first two discrete states for N = 3, 5, 7. We
have included N = 3 in order to compare with the result of Handy [12], and Handy and
Wang [15], which corresponds to a different complex-rotation EMM implementation.
The results here are superior by at least two decimal places.
Table 6. Bounds for the Discrete States of P2 — (ix)N, along Anti-Stokes angle,
— N—2ir
LJR —
N Pmax(for Ei) E~L) <Eo <PJ(U) E~L) <E1 <E~
3 28(27) 1.1562670657 <E0 <1.1562670772 4.109227 <E1 <4.109231
5 24(22) 1.908244 <Eo < 1.908273 8.5837 <B1 <8.5902
7 25(20) 3.06843 <Bo <3.06873 15.01 <B1 <16.59
4.2.2 Recursive Expression for N = 2m (even), ~i Moment
Equation




x~=~ ‘ — . (4.103)
1S~(0), £=m
The M’s must satisfy Eq.(4.95) with respect to the p-index:
+ ~~_1,~(E) [—(2p + 1) + ~ 1)2 — (2p ± i)3~ + ~I~,~(E) [—202E(2p + 1)]
+~~+1,~(E) [En] + ~p+m,e(E)[N0~+2 — 2C~~2(2p + 1)] = 0, (4.104)




for0<% ≤m—1 ando≤.e2 ≤m.
Finally, incorporating the constraint of S~ (0) on ~.t(0) (i.e., S~ (0) = — 2Egl S2 p,(o))
we obtain
rn—i
I~LR(P) = ~ Mp,~ IJ;R(e), (4.106)
where
1jc~ _2ES1S2j~ if~?=0
M~~(E) = ~ P,0 C1 p,m, (4.107)
lMp,e, if~z~O
In Table 7 we give bounds on the first two discrete states for N = 6, 8, 10.
As is clear, upon comparing with the data in Table 6, the bounds for the N E even
case, based upon the ~-EMM formalism, converge much faster than those for the
N e odd case, based on the U-EMM analysis. This cannot be avoided.
Table 7. Bounds for the Discrete States of P2 — (iX)N, Along Anti-Stokes Angle,
N—2ir
UR —
N ‘Pmax(for E1) E~L) <E0 <E~ EIL) <E1 <E~
6 30(28) 2.4393464839 < E0 <2.4393464883 11.881564834 < E1 <11.8815649156
8 30(23) 3.7964748822 < E0 <3.7964748858 20.735611 <E1 <20.735854
10 29(22) 5.5533099639 < E0 <5.5533100698 32.80778 < E1 <32.81456
CHAPTER 5
CONCLUSION
We have extended the EMM formalism to the case of discrete states with
non-Real support. The numerical implementation can be done to any desired accu
racy, although our results were done oniy to fifteen decimal place accuracy (which
does not have to coincide with the tightness of the bounds). We could have easily
doubled the accuracy of all the results appearing in the tables. The formalism devel
oped here now opens up the extension of EMM to symmetry breaking solutions for
such potentials as _(ix)N + iax, and any other rational fraction complex potential.
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