Abstract. Ultraviolet radiation in the spectral region between 280 and 315 nm (often referred to as UV-B) is harmful to living organisms. Satellite-based estimation of surface UV-B supplements the sparsely distributed ground-based UV-B monitoring networks. This study is concerned with validation of an inversion algorithm [Li et al., this issue] for retrieving spectrally integrated UV-B (no spectral weighting) and erythemal UV (EUV) (with spectral weighting) fluxes at the surface from satellite. The physical inversion algorithm contains a few analytical expressions and input parameters: the solar zenith angle, ozone amount, albedo at the top of the atmosphere (TOA), and aerosol variables. The algorithm is applied to satellite measurements of total ozone amount and 360 nm reflectance from Meteor 3/TOMS and visible reflectance from NOAA/AVHRR. The retrieved UV-B and EUV fluxes are compared with ground UV observations made at six Canadian UV observation stations with Brewer instruments from 1992 to 1994. Under allsky conditions the comparisons showed very small mean differences and relatively large standard deviations (s.d.): 0.033 W/m 2 (mean) and 0.287 W/m 2 (s.d.) for total UV-B and 3.02 mW/m 2 (mean) and 12.0 mW/m 2 (s.d.) for EUV radiation. The large standard deviations are attributed to the inhomogeneity in sky condition and mobility of cloudy scenes, which renders an inaccurate match between satellite and surface measurements. The comparisons under clear-sky conditions showed very small mean and standard differences. By means of a running average over a period of time, satellite inversion can track the variation of surface-observed UV-B and EUV very well.
Introduction
The discovery of the ozone hole in the Antarctica [Farman et al., 1985; Solomon, 1988] and the continuous ozone decrease in high and middle latitudes [WMO, 1994; Bojkov et al., 1990; McPeters et al., 1996; Wardle et al., 1997] have spawned much concern about the potential increase of harmful UV-B radiation. High UV dose rates can have a serious biological effect on human skin and DNA and ocean and forest ecosystems [Madronich, 1993; Setlow, 1974; Caldwell, et al., 1986; McKinlay et al., 1987] . Many efforts have been made to observe the trend of surface UV-B radiation using both spectral and broadband measurements [Webb et al., 1997; Bigelow et al., 1988; McKenzie et al., 1995] . A remarkable increase in UV-B has been reported in the polar region where a significant loss of stratospheric ozone occurred . An increasing trend in UV-B has also been detected in some middle-latitude areas. However, identification of the causes for the trend in middle-latitude regions is complicated by the changes in cloud and aerosol, as well as by some increase in tropospheric ozone [Kerr et al., 1993; Lubin et al., 1995] .
Ground-based instruments provide in situ measurements of current and historical UV-B over restricted regions. There are many practical impediments to the deployment of extensive ground-based observation networks. Currently, there are two popular types of ground instruments measuring UV. Easily maintained broadband instruments such as Robertson-Berger meters provide observations of some spectrally integrated UV dose rates. They do not, however, allow one to compute any biological UV dose rates. This shortcoming is overcome by UV spectroradiometers such as the widely used Brewer instruments that measure UV irradiance at various wavelengths. The UV dose rate can be derived by convolving the spectral observations with a biological action spectrum. In addition to the provision of UV dose rates, spectrometer data are used to gain information on ozone and aerosol, two major variables altering surface UV intensity [Mayer et al., 1997; Mayer and Seckmeyer, 1996] . Despite many limitations, surface UV measurement provides a benchmark database for validating satellite estimation.
A practical method for efficient derivation of global surface UV-B from Nimbus Total Ozone Mapping Spectrometer (TOMS) was proposed by Eck et al. [1995] . Their method first computes surface UV-B irradiance for clear atmosphere based on a radiative transfer model [Dave, 1964] . UV-B irradiances for cloudy sky conditions were calculated by introducing a cloud correction factor derived from TOMS reflectivity data at 360 nm or 380 nm. Aerosol attenuation effects were included by Krotkov et al. [1998] with an aerosol correction factor, similar to that for clouds, for cloud-free sky conditions. The algorithm can retrieve both spectrally resolved and integrated UV-B irradiances.
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An alternative inversion algorithm that explicitly accounts for the effects of all major factors influencing the transfer of UV radiation was recently proposed by Li et al., [this issue] . It was developed on the basis of a simplified radiative transfer model and validated against a full fledged DISORT-based UV radiative transfer model [Wang and Lenoble, 1994, 1996; Wang, 1995] . Using "satellite observations" as simulated by a fullfledged radiative transfer model as input data, the simple inversion algorithm can derive surface UV-B fluxes that are in excellent agreement with those simulated by the detailed model under a wide range of conditions with those obtained by the model [Li et al., this issue ]. The algorithm is tested in this study with real observation data collected across Canada from 1992 to 1994. The algorithm is of great potential for operational application over large areas and for a long period of observation, due to its simplicity and very few input parameters required. The major input variables are total ozone amount, albedos at the top of the atmosphere (TOA) and at the surface, and aerosol optical properties. Accuracy and efficiency are two major concerns for operational retrieval of UV fluxes. Spaceborne observation of ozone and UV has a rather long history [McPeters et al., 1993] . For example, TOMS data have been available since 1978 onboard Nimbus 7 till 1993, and on Meteor 3 during 1991-1994, on the Japanese ADEOS during 1996 -1997, and on the current Earth probe. With ozone information, surface UV fluxes can actually be retrieved from any satellite measurements at nonozone absorption bands such as the visible channel of the advanced very high resolution radiometer (AVHRR).
The following section describes in more detail both satellite and surface data sets employed in this study, followed by an outline of the inversion algorithm. Section 4 presents the results of comparisons and discussions concerning the discrepancies. The study is concluded in section 5.
Data

Ground Observation
The UV ground measurements collected in Canada have been employed in several satellite validation studies [Eck et al., 1987; Krotkov et al., 1998 ]. The Canadian UV stations are listed in Table 1 . They were all equipped with the same instrument, namely, the Brewer spectrophotometer . Most stations are located in open areas, surrounded by trees, meadows, or low houses. However, Toronto station is slightly blocked in one direction with an inclination angle of 8Њ above the horizon. Its effect is negligible on surface UV irradiance measurements except for near sunrise or sunset, which are not used in this investigation. The data quality was controlled following some strict operation procedures. Absolute calibration was performed about 6 times per year with 1000-W standard lamps for the Toronto Brewer instrument 14 and once every one or two years for other instruments by the same standard lamps and one traveling Brewer instrument to the site. The lamps are traceable to the U.S. National Institute of Standards and Technology (NIST). Radiometric stability was checked daily with an internal 20-W quartz halogen lamp. Wavelength check was carried out several times a day with reference to a mercury discharge lamp. Stray light was carefully removed. However, wavelength-dependent effect up to 4% over the operating range of temperature remained. For the Toronto Brewer the spectral responsivity drifts about 0.3-1.0% per year in comparison with 1000-W standard lamp readings [Wardle and Kerr, 1996] . The maximum uncertainty for wavelength was 0.05 nm and for radiance was 6% for the central station (Toronto) and 7% for field stations. All data, flagged as being bad quality by the producers, were excluded from the validation. Surface downwelling UV-B irradiances were obtained by integrating spectral UV irradiance measurements over the UV-B range (280 -320 nm), while EUV fluxes result from integration weighted by the erythemal action spectrum over the range 280 -400 nm.
Satellite Observation
While the inversion algorithm was adapted for readily use with TOMS data, it is applicable to any satellite sensor whose measurements are highly correlated with TOA UV albedo data, provided total ozone amounts are known. To demonstrate this, two types of satellite data, TOMS and AVHRR, are employed. The estimated UV-B and EUV are compared with ground observations. Total ozone amounts derived from TOMS were used to calculate UV-B ozone transmission. Reflectance measurements from TOMS 360 nm channel and AVHRR visible channel were converted to TOA UV albedos following spectral and angular corrections. The TOA albedos denote the effects of atmospheric scattering due to air molecules, cloud, and aerosol particles.
The Meteor-3 TOMS data obtained between 1992 and 1994 were matched with ground measurements at the Canadian UV stations. Unlike Sun-synchronous satellites having fixed local overpass time, Meteor 3 provides measurements at various local times of different solar angles so that its effect on the retrieval may be evaluated. The bulk of surface Brewer data was collected after 1990 at most stations. TOMS measured backscattered radiance by the Earth's surface and atmosphere at three ozone-sensitive and three insensitive wavelengths: 312. 35, 317.40, 331.13, 339.73, 360, and 380.16 nm [McPeters et al., 1993; Herman et al., 1996] . Total ozone amount was retrieved from TOMS. The TOMS has an instantaneous field of view (IFOV) on the Earth's surface of about 50 ϫ 50 km 2 at nadir. The TOMS level-2 data set in hierarchical data format (HDF) was used. This includes observed backscattered radiances at the six wavelengths, retrieved total ozone amount, solar zenith angle (SZA), view zenith angle (VZA), relative azimuth angle (RAA), cloud fraction, and data-quality flags.
The National Oceanographic and Atmospheric Administration (NOAA) AVHRR data acquired in 1994 were also employed for estimating surface UV radiation. The AVHRR radiometer scans the Earth in a cross-tracking mode with a maximum scan angle of 55.4Њ. The field of view degrades from a circle with a 1.1 km diameter at nadir to an ellipse (2.5 km ϫ 6.8 km in size) at the largest scanning angle. AVHRR has five channels, but only the visible reflected radiances (0.58 -0.68 m) were employed here. The AVHRR data are received at the Prince Albert satellite-receiving station in Saskatchewan, Canada, and cover most of the Canadian landmass except for a small portion of the Atlantic Provinces. The data were calibrated using postlaunch time-dependent gain and offset coefficients [Cihlar and Teillet, 1995] . Data registration was done with reference to ground control points obtained from highresolution image chips. In addition to radiance measurements, three illumination/observation angles, namely SZA, VZA, and RAA, were also available. Note that these space-borne sensors observed radiances reflected in a particular direction, while the inversion algorithm of Li et al. [this issue] requires TOA albedo, a ratio of the reflected irradiance in the entire upper hemispheric domain over the incoming downward irradiance. Albedo and reflectance (also referred to as bidirectional reflectance) are usually not identical, albeit a Lambertian reflector. For a given scene type, albedo is a function of SZA only denoted by A( o ), while reflectance is a function of all three angles a( 0 , , ). Albedos can be estimated from reflectances using angular dependence model (ADM) R( 0 , , ) [Li, 1996] :
At present, there were few sets of TOA ADMs for variable sky and surface scene conditions. Most notably is that developed for the Earth Radiation Budget Experiment (ERBE) using data primarily from the Nimbus-7 Earth Radiation Budget data [Suttles et al., 1988] . There are 12 ERBE ADMs corresponding to 12 scene types with four cloud classes over different surface types. The cloud categories are determined by cloud amount (clear, 0 -5%; partly cloud, 5-50%; mostly cloudy, 50 -95%; and overcast cloud, Ͼ95%) which is part of the TOMS level-2 product. While the ERBE ADMs were designed for broadband shortwave measurements, they are substituted here for UV-B as the first approximation. Further work is under way to assess the ensuing uncertainties.
Satellite-Retrieving Algorithm
The algorithm that Li et al. [this issue ] developed for retrieving both surface UV-B irradiance and erythemal weighted UV flux is summarized below.
where UV SFC 2 and UV SFC denote downwelling and net UV fluxes at the surface for either UV-B or EUV, respectively. R 360 is the TOA albedo at 360 nm, T O 3 ,eff is the band-mean transmittance due to ozone absorption, UV TOA 2 is UV irradiance incident at the TOA, A s is surface albedo, 0 is aerosol single-scattering albedo, e is aerosol optical thickness due to both scattering and absorption, a is same as e but for absorption only. The coefficients for total UV-B are a ϭ 0.196, b ϭ 0.798, a 2 ϭ 1.33, b 2 ϭ 1.66, while for erythemal UV, they are equal to 0.193, 0.817, 1.15, and 1.66, respectively. These coefficients were derived under a wide range of atmospheric and surface conditions [Li et al., this issue] .
Each of the terms in the equations has a clear physical meaning and represents a basic UV radiative transfer process. For example, R 360 denotes attenuation due to major scattering processes caused by atmospheric molecules, cloud and aerosol particles, and the Earth's surface. A 2 accounts for UV reduction due to aerosol absorption, T O 3 ,eff for ozone absorption, C for multiple reflection, and absorption between the aerosol and the surface layers. Therefore (3) indicates that surface UV fluxes are determined by solar UV irradiance incident at TOA, the band-mean ozone transmittance and a scattering factor related to air molecules, clouds and aerosols, and the surface. For nonabsorbing aerosols, A 2 becomes zero. For very low surface albedo the coefficient C is close to 1. In this case, the equation becomes even simpler. This is largely because the bulk of scattering and absorbing processes governing the UV transfer take place in separate layers. As a result, the majority of scattering media (bulk of air molecules, cloud particles, aerosol scatters, and Earth surface) can be treated as a single layer although their physical locations may be far apart, e.g., cloud and the surface. Their integrated effect is represented by 
where 0 is the cosine of solar zenith angle.
Ozone band-mean transmittance is calculated by exponential sum fitting:
where u is total ozone amount in atm cm. The coefficients W i Figure 2 . Comparisons between satellite-retrieved and ground-measured surface total (a) UV-B and erythemal (b) UV under all-sky conditions from 1992 to 1994. Satellite estimation was made using TOMS data, while surface data are from Canadian UV stations.
and k i were tabulated separately for total UV-B and erythemal UV at each spectral band (i) [Li et al., this issue] .
Comparison Between Satellite Estimation and Ground Observation
The retrieving algorithm requires extraterrestrial incoming solar irradiance, total ozone amount, TOA albedo, aerosol optical depth and single-scattering albedo, and surface albedo. The extraterrestrial solar irradiance was taken from the solar spectrum recommended by WMO [Fröhlich and London, 1986] . Total ozone amount is available from the TOMS level-2 data set. Surface UV-B albedo is assumed to be 0.04 for Toronto and 0.03 for other stations, according to the monthly mean surface UV reflectivity product derived from Nimbus TOMS data [Herman and Celarier, 1997; Eck et al., 1987] and some land surface observations reported by Ambach, [1988] and Feister and Grewe [1995] . TOA albedos were computed from both Meteor-3 TOMS radiance measurement at 360 nm and NOAA AVHRR visible channel data.
Aerosol optical depth data were derived from routine measurements of direct UV irradiance (normal direct Sun total ozone measurements) made about every 20 min during the day between 1992 and 1994 for Toronto. To derive aerosol optical depth from these measurements requires the use of Langley extrapolation plot of zero air mass to determine the response of the instrument outside the atmosphere. Langley plots were carried out at Mauna Loa Observatory in 1991 and 1997 at the five operational wavelength settings of the Brewer instrument and are similar to those described by Bais [1997] . The inferred optical depth is only valid for clear-sky conditions. Cloudy data were screened out by examining the temporal variability based on standard deviations computed from 10 consecutive measurements. Figure 1 shows the temporal variation and frequency distribution of aerosol optical depths in Toronto. Instantaneous values were used only when aerosol optical measurements were available. For others, the mean value of 0.31 was substituted. Somewhat ad hoc assumptions were made for aerosol optical depths at other stations due to the lack of measurements. For Winnipeg and Edmonton it was set to be 0.2, and 0.1 for the remaining remote stations. A continental aerosol model with single-scattering albedo 0.95 was applied to all stations. Uncertainties in the estimated UV fluxes due to aerosol and other input variables are discussed later.
It should be borne in mind that ground-based UV measurements also suffer from uncertainties. The most notable and widely recognized source of uncertainty for the Brewer instruments lies in the cosine correction. As the angular response of the instrument to incident solar radiance does not follow the ideal cosine function, there is a small but systematic difference between measured and true values. A correction for the effect was determined following the method of Bais et al. [1998] that corrected the measurements from a Brewer instrument deployed in Greece. A mean correction factor of 6% was derived, similar to those reported by Krotkov et al. [1998] and obtained by J. R. Herman (private communication, 1998) . Therefore an increase of 6% was made to the Brewer data. This is just a nominal correction that is intended to remove the systematic error in the data to the first order of approximation. The actual correction value would be subject to change depending on the sky illumination condition.
For the sake of comparison, satellite and surface data were matched in both time and space. The match criteria are (1) a ground station is within the footprint of a satellite pixel and is located within 30 km of the center of the pixel for cloudy conditions and 50 km for cloud-free skies; (2) time difference between satellite and ground observation is less than 7 min, which is half of the interval between the measurements made by the Toronto Brewer 14. If more than one ground measurement satisfies these criteria, the measurement with SZA closest to that of corresponding satellite pixel is retained. The comparison is limited to snow-free data obtained primarily between May and September to avoid large uncertainty in the specification of surface albedo. Note that the algorithm itself is valid for any surface, provided that surface albedo is known [Li et al., this issue] . The comparisons for surface total UV-B and EUV dose rate between satellite estimation and ground observation are shown in Figures 2a and 2b , respectively, for all stations under all-sky conditions from 1992 to 1994. The mean and standard differences (or standard deviation) are 0.033 and 0.287 W/m 2 , respectively, for surface total UV-B and 3.04 and 12.0 mW/m 2 , respectively, for EUV. The large standard differences may result from the match between satellite and surface observations. Note that a satellite observation represents a value av- eraged over an area of 50 ϫ 50 km 2 or larger, while a ground measurement usually corresponds to a much smaller area. For a nonhomogeneous cloudy scene, the point-based ground observations may be higher or lower than the aerial mean satellite-based estimates, especially for broken clouds such as cumulus. For example, Mims and Frederick [1994] observed a cloudy sky UV measurement that is about 20% higher than the clear-sky counterpart in the presence of a cumulus cloud dur- ing the 1994 Hawaii Ultraviolet Survey. This could occur when the sunlight was not obscured and the sunlight scattering from cloud sides enhances UV flux reaching the surface. Of course, the opposite may be the case when the Sun is obscured by a small cloud in an otherwise clear sky.
The mismatch between satellite and surface observations should pose a much less serious problem for a clear-sky comparison. To test this, we identified homogenous clear scenes in a series of steps. TOMS UV reflectivity data were first used to separate cloudy and clear data as a first approximation. According to Eck et al. [1987] and Herman and Celarier [1997] , all measurements with reflectivity less than 0.07 are considered as being clear initially. These "clear" scenes of at least 50 ϫ 50 km 2 , however, may encompass a small fraction of cloud that could affect the ground measurements. Therefore a second test is applied using ground data of high frequency. The test was based on the ratio of ground measurement to the expected value for a clear sky in order to remove the influence of SZA. The clear-sky values are modeled for a pure molecular atmosphere. Assuming aerosol does not have a strong diurnal variation, the fluctuation of the ratio is driven mainly by cloud. Standard deviations were computed from four consecutive ground measurements. The clear-sky data identified in the first step are subject to the test that their standard deviations are less than 0.02. Third, the ratio has to be greater than 0.6 to get rid of stationary clouds. The relatively large ratio was chosen to account for potentially large loading of aerosol. The comparison for the selected clear scenes only is shown in Figure 3a for surface total UV-B irradiance and Figure 3b for EUV. The mean difference for surface total UV-B is 0.026 W/m 2 and standard deviation only 0.14 W/m 2 , which is much smaller than for all-sky conditions. Likewise, the comparisons for EUV are also improved considerably, with mean and standard differences being 3.99 and 7.3 mW m Ϫ2 , respectively. Since the validation for EUV is similar to UV-B, the following discussions are limited to the latter only.
Averaging over time or space can considerably reduce the uncertainties caused by the mismatch in time and space between satellite and surface observations, since the mismatch is basically random. Figure 4 presents the comparisons of surface UV-B following a 10-day running average of the instantaneous values at all stations under study, similar to Eck et al. [1995] . It is seen that satellite estimation follow very closely the fluctuations as recorded by the ground instruments at every station. The mean differences and the standard deviations are much smaller than individual values. A relatively larger discrepancies are observed for some short periods of time, e.g., the comparison for Toronto during Julian days 270 to 280 of 1994 (or 94.75 in terms of the fraction of a year) when satellite-based estimates are systematically higher than ground measurements by about 0.5 W/m 2 . The discrepancy was later identified to be associated with unrecorded ground data errors. On the majority of the first 10 days in October 1994 for the Toronto UV station, the neutral density filter was in a wrong position, which caused considerable errors in UV measurements (V. Fioletov, private communication, 1998) . This implies that satellite re- trieval of UV data is of such an accuracy that it could help uncover some ground measurement errors.
Note that the primary factor driving the variation as shown in Figure 4 is SZA. Figure 5 shows the comparison of variations in UV and in SZA. It is seen that the variations in surface UV-B and SZA are just opposite in phase. Although cloud usually dictates instantaneous UV-B, its effect is much reduced after averaging. To examine if various factors affecting UV-B are treated properly in the inversion algorithm, Figure 6 plots the comparisons of observed and estimated UV-B fluxes averaged over various bins sorted according to solar zenith angle, cloud fraction and total ozone amount, as well as surface stations. An apparent dependence of the comparison on any parameter may be an indicator of an inadequate treatment of that parameter in the algorithm. This seems not to be the case for all the parameters, as the agreement is ubiquitous throughout the ranges of the variables. However, the analysis may not be sufficient, given that the input variables are not necessarily independent. Such a limitation is overcome or lessened by restricting the ranges of all input values except for the one under study. Figure 7 presents the ratios of estimated and observed UV-B as functions of three input variables under restricted conditions. It follows that most of the mean ratios are less than 1.2 for clear cases. While the plots do not suggest any significant dependence again, the large ranges of error bars due to small amount of data samples weaken the conclusion.
As discussed in section 3 and more detailed in the work of Li et al. [this issue] , our algorithm can also employ satellite visible measurements together with ozone data. This is tested with NOAA AVHRR data acquired in Canada in 1994, in combination with TOMS level-3 ozone product. The AVHRR data were used to derive TOA UV albedos at 360 nm following spectral and angular corrections as mentioned earlier. Cloud classification required to apply the ERBE ADMs is based on the criteria of Gutman et al. [1987 Gutman et al. [ , 1991 . Other procedures for the comparison are the same as for using TOMS data. The results of the comparison are presented in Figure 8 . Overall, they look similar to those for using TOMS data. The mean difference for total UV-B is 0.012 W/m 2 , and standard difference is 0.24 W/m 2 , while those for EUV are 4.1 and 9.9 mW/ m 2 , respectively. The slightly lower standard deviations are presumably due to the smaller pixel size of AVHRR pixels which allows for a better match in space. On the other hand, the differences are not significant, as the cloud scale is usually much larger than 1 km.
The above comparison results should be comprehended in light of numerous uncertainties in both the input data and the surface measurements. Although the relative variation in ex- traterrestrial UV-B solar irradiance is as little as 1% over the solar cycle [Rottman and Woods, 1997] , the absolute accuracy is uncertain to within 3%, as suggested by the discrepancy between various observations such as the Solar Stellar Irradiance Comparison Experiment (SOLSTICE), the Solar Ultraviolet Spectral Irradiance Monitor (SUSIM), and the solar backscattered ultraviolet/model 2 (SBUV/2) [Cebula et al., 1996; Woods et al., 1996; Rottman et al., 1993; Brueckner et al., 1993; Deland and Cebula, 1998 ]. The surface albedos chosen according to the studies of Eck et al. [1987] , Herman et al., [1997] , and Blumthaler and Ambach, [1988] are subject to an uncertainty of 2%. The input of ozone amount from TOMS may lead to more random uncertainty than to the mean difference, as a comparison between TOMS-derived and Brewer-measured total ozone amount showed a very small difference in the mean value but a much larger standard deviation. This is likely to be the case for aerosol, but we have much less confidence in correcting this factor due to the lack of knowledge on aerosol absorption. As elucidated by Li et al. [this issue] , the performance of the algorithm is not affected by aerosol scattering but impaired strongly by aerosol absorption. Aerosols from forest fires can be very absorptive and thus alter the retrieval significantly. Forest fire in Canadian boreal forest is quite serious in the summer of 1994 [Li et al., 1997] . Li and Kou [1998] investigated the effect of fire smoke on visible solar radiation measured in a remote boreal forest site in western Canada throughout the summer of 1994. They found that smoke reduced visible solar radiation at the surface by 6% on average and up to 20 -25% for some cases. Smoke may have a similar influence on surface UV-B.
As for the ground measurements, the accuracy of instrument absolute calibration and cosine response are two major sources of uncertainty that matter most to the mean difference. The calibration for the Brewer instruments is accurate to within 6 -7% [Wardle and Kerr, 1996] . The systematic error induced by the angular response that deviates from the cosine is only roughly corrected in this study. The aforementioned uncertainties may or may not work in the same direction, and it is thus hard to give an estimate of their accumulated effect. One can be certain, however, that it is larger than the mean differences, as we found here. As a result of these numerous uncertainties, it is hard to gain further insight into the performance of the algorithm.
Conclusions
The algorithm of Li et al. [this issue] for retrieving surface total and erythemal weighted UV fluxes from satellite has been validated in this study. The major input variables of the algorithm include total ozone amounts derived from TOMS and reflected radiance measurements made by TOMS at 360 nm or by NOAA AVHRR at visible channel. The retrieved fluxes were compared against ground-based Brewer measurements at several Canadian UV stations from 1992 to 1994. The comparisons showed very small mean differences under any sky conditions and smaller standard deviations for clear skies but larger for cloudy skies. The differences show no apparent dependence on any input parameters such as solar zenith angle, TOA albedo, total ozone amount, etc. Yet the performance of the algorithm is equally good at all stations distributed across Canada.
The larger scattering of comparisons is primarily due to the uncertainty in matching data from satellite and ground-based instruments for nonhomogeneous cloudy scenes. Variations in aerosol and ozone amounts that were not resolved by the measurements are also major contributing factors to the standard differences, especially due to strong absorbing aerosols such as those from forest fires. The mean differences are affected mainly by extraterrestrial UV irradiance, surface instrument calibration and cosine correction, and surface albedo. The magnitudes of the uncertainties in these variables are larger than the mean differences found here. As the development of the inversion algorithm was based entirely on the physics of UV radiative transfer and none are derived from observation data, its performance as revealed here is quite encouraging.
