ABSTRACT The spatial topology of the base stations in wireless networks has a profound impact on their performance evaluation and analysis. It is important to identify a proper and accurate point process model before applying any theoretical stochastic geometry analysis. In this paper, we present and describe a network-data-supported technique for fitting stationary and nonstationary point process models to real-life cellular networks using maximum likelihood/pseudolikelihood and minimum contrast methods. Nonstationary processes are of particular interest, since real-life wireless networks most often do not have a homogeneous spatial distribution. When fitting with nonstationary models, both spatial inhomogeneity and covariate effects are considered. We introduce covariates into the point process models as a potential (or secondary) effect that further influences the distribution of wireless nodes, in order to bridge the gaps between the results and measures of stationary models and simulations of real-life cellular networks. The covariates considered account for population densities in urban areas and distance from the base stations to their closest main roads in rural areas. Simulated envelope tests are used for the evaluation of goodnessof-fit. However, such envelope tests are insufficient to conclusively distinguish between the fitted models. Thus, we apply other metrics such as the Akaike information criterion and root mean square deviation to differentiate among different fitted models. Additionally, the probability of coverage is also considered as the supplementary criterion for the goodness-of-fit and model selection.
I. INTRODUCTION
The spatial configuration of base stations (BSs) has a great impact on the performance analysis of cellular networks since received signals and interference mostly depend on the distances between transmitters and receivers. A regular hexagonal grid has long been used as an idealized model for the cellular network layout [1] - [4] . However, due to the variation of the capacity demand across different service areas (such as urban and rural areas) and environmental constraints, the BSs will not exactly follow a grid-based model. Instead, realistic wireless networks are more likely to have random topologies, which makes possible the use of stochastic geometry as an efficient tool for the modeling, analysis and design of wireless networks [5] - [8] .
Stochastic geometry [9] , [10] is a mathematical study of random spatial patterns that leads to averaging over all network spatial realizations seen from a generic node, weighted by their probabilities of occurrence, for the quantities of interest such as interference, the coverage probability, and average data rate. In stochastic geometry analysis, the nodes in a wireless network are usually modeled by a convenient point process [11] , [12] , which reflects their spatial locations. The most popular models are Poisson point processes (PPPs), which have been frequently used for the analysis of cellular, ad hoc, and cognitive radio networks [13] . The complete randomness or independence property of the points makes the networks modeled by a PPP easy to analyze. However, it may not be suitable to use exclusively the PPP as a model, if the BSs are clustered according to certain social behavior (human activity and residential habits), or separated by some minimum distance due to geographical constraints. Therefore, it is worthwhile to conduct a more extensive and comprehensive analysis by taking more realistic point process models into consideration.
In [14] , Poisson cluster processes are used to model wireless ad hoc networks. Distributional properties of the interference and a numerically integrable expression for the outage probability are derived. In [15] , Matérn hard core point processes of Type I and Type II are used to model concurrent transmitters in carrier sensing multiple access (CSMA) networks. The mean interference is determined and compared with a PPP model of the same intensity. In [16] , a modified Matérn hard core point process model is proposed for the analysis of random CSMA wireless networks in general fading environments. In [17] and [18] , Ginibre point processes and determinantal point processes have been investigated as suitable models for wireless networks with spatial regularity. The α-stable distribution [19] has been shown to be an accurate model for characterizing the statistical nature of BS density in cellular networks. In [20] and [21] , various repulsive and clustered point processes, such as Strauss and Cox processes, are used for model-fitting of realistic BS deployments.
The BS locations can be interpreted as points, with the set of points forming a spatial point pattern. That pattern can be regarded as a realization of a specific point process. Finding an accurate point process model that is the most likely to yield such a point pattern realization is usually a two-step undertaking. The first step involves determining how the candidate point process models should be selected to be fitted to the point pattern from some real-life data. The second step is selection and calculation of the statistical metrics used for goodness-of-fit testing, including classic functionary summary statistics (such as the empty space distribution function F and the K function [9] , [10] ) and performance metrics more relevant to applications such as the coverage probability or average data rate [20] . If a point process model can be found that fits the observed data pattern well, the estimated values of its parameters provide summary statistics that can be used to compare ostensibly similar data sets. More ambitiously, a fitted model can provide an explanation of the underlying physical processes [5] , [6] .
In this paper, we aim to describe a network-data-supported statistical technique that finds the most appropriate point process models for the observed BS point patterns obtained from some real-life cellular networks. This technique is based on the standard statistical R package spatstat [22] , which is designed for analyzing realistic spatial point pattern data. The fitting methods implemented are generally divided into two categories: maximum likelihood/pseudolikelihood and minimum contrast. Both can be applied to stationary and nonstationary point process models. When the observed (BS) point pattern is judged to be spatially homogeneous, stationary point process models can be used for the statistical analysis using classical methods similar to [20] - [23] . However, real cellular networks are spatially inhomogeneous, with, e.g., very different densities in rural and urban areas, driven by geographic differences in demand and deployment constraints. Standard stochastic geometry methods do not model this inhomogeneity, so must be applied only in homogeneous regions of a network, and tuned separately for each one.
As the main contribution of this paper, we generalize stochastic geometry methods to inhomogeneous real networks by introducing additional input variables -which are referred to as covariates 1 -to our stochastic geometry models. The covariates help account for how the base station distribution changes over the region of interest. In this paper, we consider two different kinds of covariate, which respectively account for the population densities and for the distance from the BS to its closest main road (modeled as a line segment), and fit the nonstationary point process models to the BS point pattern observed in different areas (urban and rural). To the best of our knowledge, this is the first time that nonstationary point processes with dependence on a covariate have been used for model-fitting of cellular networks.
A simulated envelope test is used to identify point process models that fit the observed data. The selection of the best model out of these candidates is based on other statistics such as the Akaike information criterion (AIC) [24] , [25] and root mean square deviation (RMSD) [24] , or more relevant wireless metrics such as the probability of coverage. This validation aspect is essential. Some works in the literature provide results assuming a certain point process model for the wireless network, without also doing a quantitative evaluation of whether the model is a match to an actual network layout.
The rest of the paper is organized as follows. In Section II, we present some necessary mathematical preliminaries on stochastic geometry and point process theory. In Section III, we describe the fitting methods as well as the metrics and criteria used for the evaluation of goodness-of-fit and model selection. In Section IV, based on the real-life data, we fit both stationary and nonstationary point process models to the observed point patterns. In Section V, in order to enhance relevance to wireless networks, a wireless network performance metric (i.e. the probability of coverage) is used to evaluate the goodness-of-fit for different fitted models. Finally, we conclude this paper with a summary and future research directions in Section VI.
II. PRELIMINARIES AND NOTATION
Point processes are mathematical models for random point patterns. Informally, a spatial point process on the plane R 2 is a random variable taking values in the measurable space (N, N ) [11] . N is the family of all sequences φ = {x 1 , x 2 , · · · , x n } of points on R 2 satisfying the local finiteness condition, which says that each bounded subset B of R 2 contains only a finite number of points. A point process is considered to be simple if there are no duplicated points, i.e. x i = x j if i = j. The order of the points x n is of no interest, only the content of the set {x n } matters. Thus the symbols x n are dummy variables and have no particular interpretation. For example, the point x 1 need not be the point closest to the origin o of the plane. The σ -algebra N is defined as the smallest σ -algebra on N to make all measurable mappings φ → φ(B), for B running through the bounded Borel sets. A point process is said to be stationary if its characteristics are invariant under translation. That is, the processes = {x n } and x = {x n + x} have the same distribution for all x in R 2 . Furthermore, is isotropic if its characteristics are invariant under rotation. Stationarity and isotropy together yield motion-invariance [12] .
The K function (also called Ripley's K function) is one of the most common ways of characterizing and analyzing point process statistics. It describes the spatial characteristics of a point process at different distance scales and for a stationary point process can be defined as [11] K (r) = λ −1 E[number of extra points within distance r of a randomly chosen point], (1) where λ is the intensity (expected number per unit area) of points. For nonstationary point process models, its generalized analogue is called the inhomogeneous K function K in (r) [26] . Suppose is a point process with nonconstant intensity function λ(u) at each arbitrary location u ∈ R 2 . The inhomogeneous K function K in (r) is defined to be the expected value of the sum of all terms 1/λ(x j ) over all points x j in the process separated from u by a distance less than r, given that a point of is at the location u. This reduces to the ordinary K function if λ(·) is constant. Given an observed point pattern φ in the study region W , K in (r) can be estimated by summing the values
for all pairs of points x i , x j separated by a distance less than r [26] 
|W | is the area of the study region, 1 {·} is the indicator function, d[x i , x j ] is the distance between points x i and x j , and ε(x i , x j , r) is an edge correction factor such as border correction, modified border correction, translation correction or isotropic correction [23] , [26] . For isotropic correction, the edge correction factor ε(x i , x j , r) can be expressed as [26] 
where ς (x i , x j ) is a fraction of the circumference of the circle with center x i and radius d[x i , x j ] which lies inside the region W . One use of the K function (both normal and inhomogeneous versions) is for determining if a point process exhibits clustering and/or repulsion among points. In particular, application of the inhomogeneous K function allows one to inspect an observed point pattern for evidence of interpoint interactions, after allowing for spatial inhomogeneity of such point pattern data. Values of K (r) or K in (r) greater than π r 2 suggest a spatial trend of clustering, whereas values less than πr 2 suggest a spatial trend of repulsion.
A. POISSON POINT PROCESSES
The Poisson point process is the simplest and most important model for random point patterns. It plays a central role as a null model, being the starting point for the construction of many other stochastic models. It is the model for complete spatial randomness (CSR): the location of any point of a PPP is independent of the location of any other point of the process. A stationary (homogeneous) Poisson point process P is characterized by two fundamental properties: (a) the number of points of P in a bounded Borel set B has a Poisson distribution with mean λ|B| for some constant intensity λ, where |B| is the area of B; (b) the numbers of points of P in k disjoint Borel sets form k independent random variables, for arbitrary k. The points of P are uniformly randomly distributed over the area of B.
The nonstationary (or inhomogeneous) Poisson point process in P with intensity function λ(·), however, is defined by: (a) the number of points of in P in any bounded Borel set B, denoted by N ( in P ∩ B), is Poisson distributed with mean B λ(u)du, u ∈ R 2 ; (b) conditional on N ( in P ∩ B) = n, the n points are independent and identically distributed in B with density proportional to λ(·). The numbers of points in disjoint Borel sets are still independent.
The K function for both stationary and nonstationary PPPs is the same:
B. CLUSTERED POINT PROCESSES
Clustering means that some form of attraction exists between points, leading to point patterns aggregated in space. Typical models include the Matérn cluster process (MCP) and the Thomas cluster process (TCP) [11] , [12] .
A stationary Matérn cluster process is formed by taking a pattern of parent locations, generated according to a Poisson process with intensity κ, and around each parent location, generating a random number of offspring points. The number of offspring points of each parent location is a Poisson random variable with mean µ, and the offspring points are independently and uniformly distributed inside a circle with radius R MC centered on the associated parent location. The K function of the stationary Matérn cluster process is given by [12] 
where
for z ≤ 1, and (z) = 1 for z > 1. The intensity of the Matérn cluster process is λ = κ · µ.
A stationary Thomas cluster process is similar to a Matérn cluster process. The key difference is that the offspring points, rather than being uniformly distributed within a circle, are instead independently and isotropically normally distributed around the parent location with some standard deviation σ . The K function of the stationary Thomas cluster process is given by [12] 
The theoretical intensity of the Thomas cluster process is λ = κ · µ. For nonstationary Matérn and Thomas cluster processes, the intensity function is no longer a constant, but depends on the location of interest. A generalized non-and semi-parametric estimation is still available for inhomogeneous point patterns using the inhomogeneous K function described earlier [26] .
C. REGULAR POINT PROCESSES
Regularity stands for some form of repulsion between points in a point process. Among regular point processes, Gibbs point processes make up a large share of them [9] , [10] . Gibbs processes are a family of pairwise interaction models, which are generally constructed by specifying their probability densities. Pairwise interaction models have probability densities of the form [22] 
where φ = {x 1 , x 2 , · · · , x n } represents the set of points of the point pattern, n(φ) denotes the number of points in φ, ϕ is a normalizing constant, b(x i ) is the first-order term, and c(x i , x j ) is the second-order or pairwise interaction term, which must be symmetric, i.e. c(x i , x j ) = c(x j , x i ). In principle, b(·) and c(·, ·) may be arbitrary functions provided the resulting probability density is integrable with respect to the unit rate Poisson process, which has intensity λ = 1. Generally, fitting and simulation of Gibbs point processes are implemented using the Monte Carlo method [23] . Depending on different assignments for the first-and second-order terms, there are many different kinds of pairwise interaction models, leading to special cases of Gibbs point processes such as the Strauss point process and the hard core point process.
The stationary Strauss point process with interaction radius R S and parameters β S and γ S is the pairwise interaction point process in which each point contributes a factor β S to the probability density of the point pattern, and each pair of points closer than R S apart contributes a factor γ S to the density. The probability density is given by [22] 
where ϕ is a normalizing constant, β S > 0 is the intensity (or abundance) parameter, n(φ) is the number of points in the pattern, γ S ∈ [0, 1] is the second-order or interaction term, and s(φ, R S ) is the number of distinct unordered pairs of points that are closer than the interaction radius R S apart. The parameter γ S controls the strength of interaction between points. If γ S = 1, the model reduces to a Poisson point process with intensity β S . For values 0 < γ S < 1, the process is regarded as a soft core process, also exhibiting inhibition (or repulsion) between points. If γ S = 0, the model is a hard core point process. An exact tractable analytical form for the K function of the stationary Strauss point process is not available. However, an approximate expression for K (r) is [26] :
A stationary hard core point process 2 with the hard core distance R H and intensity parameter β H is a pairwise interaction point process, in which distinct points are not allowed to come closer than a distance R H apart. The probability density is zero, if any pair of points is closer than R H units apart, and otherwise equals [22] 
For nonstationary Strauss and hard core point processes, the intensity parameter β S or β H is no longer a constant, but depends on the location of interest, which hence results in locally different intensities of points.
III. FITTING METHODS AND MODEL SELECTION
Based on the types of candidate point process models, there are two common methods for model-fitting that are implemented in the R package spatstat. When the candidate model is either a Poisson point process or a regular point process (such as Gibbs point processes), the maximum likelihood/pseudolikelihood method based on the conditional intensity can be applied for fitting the model to the observed point pattern data [23] . When the candidate model is a clustered point process, the minimum contrast method based on functional summary statistics is better for model-fitting. Both methods can be applied to either stationary or nonstationary point process models [23] .
To evaluate the goodness-of-fit of a fitted model, a simulated envelope test [23] based on various functional summary statistics (such as the K function) can be used. If more than one candidate model satisfies the requirement of an envelope test, then other criteria or metrics should be used to determine the best fitted model out of all the candidate models, such as the Akaike information criterion (AIC) [25] and the root mean square deviation (RMSD) [24] .
A. CONDITIONAL INTENSITY OF POINT PROCESSES
The (Papangelou) conditional intensity [23] , denoted by λ(u, φ), is a function of both an arbitrary spatial location u and the observed point pattern φ, within the study region W . Informally, the conditional probability of finding a point of the point process inside an infinitesimal neighborhood of the location u, given the locations of all other points outside this infinitesimal region, is λ(u, φ)du. Given an observed configuration φ in a bounded region, the conditional intensity at a location u / ∈ φ for a point process is related to the probability density by
In other words, it is the ratio of the probability densities for the configuration φ with and without the point u added. A point process is attractive if λ(u, φ 1 ) ≤ λ(u, φ 2 ), and repulsive if λ(u, φ 1 ) ≥ λ(u, φ 2 ), whenever φ 1 ⊂ φ 2 . For the general pairwise interaction process, the conditional intensity is given by [23] 
where b(u) is the first-order term and c(u, x i ) is the second-order term that describes the interaction between a point at u and x i . For example, the stationary Strauss process has conditional intensity λ(u, φ) = β S γ
, where t(u, φ) is the number of points of the given point pattern φ that lie within a distance R S from the location u. The Poisson process with intensity function λ(u) has conditional intensity λ(u, φ) = λ(u), because the points of a Poisson process are mutually independent.
In spatstat, in order to implement the algorithms for the calculation of Poisson regression models, the conditional intensity is split into first-order and second-order terms and must be loglinear 3 in the parameters θ [23] . This gives
where θ = (ψ, ξ ) are often called regular parameters. S(u) is the first-order term that specifies the spatial trend of the underlying model. If S(u) is a constant, then the point process model is stationary. If S(u) is a function of the spatial coordinates of u, or an observed covariate, or a mixture of both, then the model is nonstationary. V (u, φ) is the second-order term that describes the interpoint interaction. If V (u, φ) is absent (or set to be zero), then the model is a Poisson point process. For example, the conditional intensity of a stationary Strauss process can be recast as log λ(u, φ) = log β S + (log γ S ) t(u, φ), so that θ = (log β S , log γ S ).
B. SPECIFICATION FOR THE SPATIAL TREND
In the inhomogeneous case, it is important to specify an intensity function for the fitted model in the first place. Generally, the intensity function of a nonstationary point process can be formulated in terms of spatial coordinates and/or an observed covariate. The relation between the intensity function λ(u) and the spatial coordinates is predicted non-parametrically through a so-called kernel-smoothed estimate for the observed point pattern φ. The usual kernel estimator of the intensity λ(u) is [22] λ(u) =ε(u)
where k(u) is the kernel (an arbitrary probability density function), x i is the point of φ, and
is an edge effect bias correction. By Campbell's theorem [7] , one can find thatλ(u) is an unbiased estimator ofλ
which is a smoothed version of the true intensity function λ(u). By investigating and understanding the distributional variations of the intensities at different locations, a wide variety of models (forms) for the intensity function λ(·) can be constructed in the Cartesian coordinates.
Since the true form of the intensity is generally not known, the selection of which intensity function to use is more of an art than a direct scientific derivation, and this often leads to inappropriate assumptions being made for a proper intensity function form.
A point pattern data set may also include covariate information. Similar to the Cartesian coordinates (independent variables) of the intensity function (dependent variable), a covariate is another kind of variable that is measurable and considered to have a statistical relationship with the dependent variable. Covariates may not be of primary interest compared to the independent variables when evaluating the intensity function or intensity measure of a point process model. They arise because the observed point pattern is heterogeneous. One common type of covariate information is a spatial function Z (u) defined at all spatial locations u ∈ W (i.e. the entire study region and not only at the observed data points). A second common type is another spatial point pattern, or a line segment pattern, e.g. the locations of some fixed objects of interest in the study region. This covariate pattern would be used to define a surrogate spatial function Z as in the first type above. For example, Z (u) may be the distance from u to the fixed covariate locations. In spatstat, a covariate can be applied to improve the accuracy of the schemes implemented for model-fitting because the covariate provides more information for ''dummy points'' (some other locations than the observed points in the study region). For example, given a data set containing a targeted point pattern φ X , and another covariate point pattern φ Y which may account for some control factors, if one wants to model φ X as a point process with an intensity proportional to the local intensity of φ Y , then one may formulate the intensity of φ X as λ X (u) = exp (α 0 + α 1 Z (u)), where (α 0 , α 1 ) are linear coefficients and Z (u) is the local intensity value of the point pattern φ Y at the location u. Note that one can use both the Cartesian coordinates and covariate function Z (u) to specify a fitted intensity function of an arbitrary expression,
where (x u , y u ) are the spatial coordinates of the point at location u.
C. MAXIMUM LIKELIHOOD/PSEUDOLIKELIHOOD METHOD
The likelihood function plays a fundamental role in classical approaches to statistical inference [28] . In particular, the homogeneous Poisson point process with intensity λ has density
where φ is the observed point pattern, and n(φ) is the number of points in the bounded study region W with an area of |W |.
A maximum likelihood estimator of λ can be easily derived asλ = n(φ)/|W |. Maximum likelihood estimation is in general very difficult and notoriously intractable for most spatial point process models. An alternative method is to maximize the pseudolikelihood, which is specified in terms of the conditional intensity of an underlying point process model. Consider a point process model governed by the parameter set θ and having conditional intensity λ θ (u, φ), u ∈ W . The pseudolikelihood of the point process model can be expressed as [23] 
The maximum pseudolikelihood estimation of the parameters in θ yields the values that maximize PL(θ, φ). By performing a proper quadrature scheme, 4 the definite integral on the right hand side of (17) can be approximated as
where u j ∈ W are quadrature points and w j ≥ 0 are the associated quadrature weights for j = 1, · · · , m. Assume the selection of a set of quadrature points {u j } that includes all the observed data points x i and some other dummy points. Let z j be a variable that equals 1 if u j is an observed data point, and 0 if it is a dummy point. Then, the logarithm of the pseudolikelihood can be approximated by
where y j = z j /w j and λ j = λ θ (u j , φ). Given the observed point pattern φ and a candidate model of a specified conditional intensity with the form of (13), the algorithm implemented in spatstat first chooses a suitable quadrature rule {(u j , w j )}. It then computes the vector-valued statistic s j = S(u j ), V (u j , φ) , and builds the two-value variable z j and y j = z j /w j . Finally, the algorithm calls generalized linear models to fit the Poisson loglinear regression model Y j ∼ Poisson(λ j ) where log λ j = θ · s j , and where here ''·'' denotes the dot product. The fitted coefficient vectorθ is returned as the maximum pseudolikelihood estimate of θ . For further explanation see [23] . In spatstat, the command ppm is used for fitting Poisson and Gibbs point processes to observed point pattern data. Irregular parameters, such as the interaction radius R S for the Strauss point process and the hard core distance R H for the hard core point process, cannot be estimated directly using the aforementioned algorithm. They must be given a priori before model-fitting. The statistical theory for estimating such irregular parameters is unclear. For some special cases, a maximum likelihood estimator of the irregular parameter is available. For example, when fitting a hard core point process, the maximum likelihood estimator of parameter R H is just the minimum nearest-neighbor distance in the observed point pattern [23] . For the Strauss process, the pair correlation function has a jump at R S . This leads to a useful procedure for estimating R S called the ''cusp method'' [28] .
One general strategy available in spatstat for estimating irregular parameters is to maximize the profile pseudolikelihood [23] , which means for different values of the irregular parameter, their corresponding fitted models are obtained by the maximum pseudolikelihood method and the irregular parameter value that leads to the largest maximum pseudolikelihood is selected. This can be done by the command profilepl in spatstat. The profile pseudolikelihood can be plotted and the best value of the irregular parameter is then indicated.
D. MINIMUM CONTRAST METHOD
When the pseudolikelihood is intractable or the conditional intensity is difficult to evaluate, which is typically the case for clustered point processes, an alternative method called the minimum contrast method can be used for model-fitting. The method of minimum contrast [23] is a general technique for fitting a point process model to the observed point pattern data. First, an empirical functional summary statistic 5 is computed from the observed point pattern. Second, the theoretical expected value of this functional summary statistic is derived as an algebraic expression involving the parameters of the candidate model. If the analytical expression does not exist, an average estimated version from the simulations of the candidate model could also be used. Then the model is fitted by finding the optimal parameter values that give the closest match between the theoretical and empirical curves. For example, consider a stationary Thomas cluster process and let K ϑ (r) denote the K function given in (6) , where ϑ = (κ, µ, σ ). By using the minimum contrast method, the model can be fitted by minimizing
where 0 ≤ r 0 < r 1 , the strictly positive variables p and q are exponents,K (r) is the empirical K function computed from the observed data pattern, and K ϑ (r) is the theoretical value as a function of the parameters κ and σ . Finally, the parameter µ is inferred from the estimated intensityλ, i.e. µ =λ/κ. The application of the minimum contrast to the candidate point process model is natural as long as an analytical (or even a simulated estimate) version for the functional summary statistic of interest is available. In spatstat, the command kppm is used for fitting clustered point processes to observed point pattern data. The default values are q = 1/4 and p = 2 so that the contrast criterion is the integral of the squared difference between the fourth roots of the two functions.
E. SIMULATED ENVELOPE TEST
Even simple point process models for spatial point patterns lead to intractable distributional analysis, and in order to test a fitted model against observed data, we shall make extensive use of Monte Carlo simulations. The most common method is called the simulated envelope test [23] , which is based on functional summary statistics of the observed point pattern data together with simulation envelopes to indicate the range of statistical variation. Suppose M independent simulated realizations of the fitted model inside the study region W are run. First, one may compute the estimated summary statisticĈ for each of these realizations, sayĈ (j) (r) for j = 1, · · · , M , then obtain the pointwise lower and upper envelopes of these simulated curves, C L (r) = min jĈ (j) (r) and C U (r) = max jĈ (j) (r). For any fixed value of r, consider the probability that the empirical curveĈ(r) lies outside the envelope [C L (r), C U (r)] for the simulated curves. Sincê C(r) andĈ (1) (r), · · · ,Ĉ (M ) (r) are statistically equivalent and independent, this probability is equal to 2/(M +1) by symmetry. In other words, if the fitted model is a good assumption for the observed point pattern data, then the empirical curveĈ(r) should lie within the envelope with increasing probability as M increases. Otherwise, the fitted model is rejected. Generally, the simulated envelope test is applied in a hypothetical two-step order for the model-fitting. The first step is the exploratory analysis using the simulated envelope from a Poisson null model, since the Poisson model is usually the dividing line for clustered and regular models. If the empirical curve (from the observed point pattern) is within the simulated Poisson envelope, then the fitted Poisson model will be accepted. If not, the location of the empirical curve will help to indicate a more specific model (either clustered or regular) for fitting, and again, the goodness-of-fit for such a fitted model is evaluated by the simulated envelope test.
Values of the empirical curve falling above the envelope indicate a clustered process, while values below the envelope indicate repulsion.
If the observed point pattern is judged to be spatially homogeneous, then several functional summary statistics can be used for the simulated envelope test, including:
• the K function K (r);
• the empty space distribution F(r), which is based on the distribution of the distance from a generic reference location u ∈ R 2 to the nearest point from the point process ;
• the nearest neighbor distribution G(r), which is based on the distribution of the distance from a point x ∈ to the closest other point to x from the point process ;
Among these functional summary statistics, the F, G and J functions pertain to the distance characteristics, whereas the K and L functions pertain to second-order characteristics. When testing models using minimum contrast of second-order statistics, it is natural to use distance-related statistics for complementarity, although it is known that the differences of distance characteristics for different patterns are often small [11] , [27] . There are no explicit guidelines to the selection of summary statistics within the same category (either distance or second-order); much of the time, which statistic to be used depends on the problem at hand and on the inclination of the researcher. However, an analytical expression (or approximation) for the K function tends to be available more often than for the other statistics, which may instead rely on empirical data.
Note that the functional summary statistics above are defined and estimated under the assumption that the point process is stationary (homogeneous), as implied by their use of the distance variable r between points. Therefore if the fitted model is nonstationary, deviation between the empirical and theoretical function values are not necessarily evidence of interpoint interaction of the point pattern data, since they may also be attributable to variations in the intensity functions. If the observed point pattern is judged to be spatially inhomogeneous, then at present only the inhomogeneous K function and inhomogeneous pair correlation function 6 are available in spatstat for model testing.
F. MODEL SELECTION
When comparing point process models fitted by the likelihood-based method to the same data, the Akaike information criterion (AIC) is a measure of the relative quality of these fitted models. Suppose is the model of some given point pattern φ. Let k be the number of estimated parameters in the model and L be the maximum value of the likelihood 6 In [26] , Baddeley et al. briefly discuss how to define the empty space and nearest neighbor distance distribution functions for inhomogeneous point processes. In [29] , an alternative definition of the J function for inhomogeneous point processes is proposed based on the representation in terms of product densities. function for the model, i.e. L = P (φ| {θ, }), where θ consists of the parameters that maximize the likelihood function. The basic AIC formula is defined as [25] 
Given a set of candidate models for the given observed point pattern, the preferred model is the one with the minimum AIC value. Note that the AIC does not provide a quality test of a model in the absolute sense. If all the candidate models fit poorly, the AIC will not give any indication of that. The AIC just provides a means for model selection.
A more general measure for comparing different fitted models is the root mean square deviation (RMSD) between the empirical and theoretical functional summary statistic C. The RMSD can be defined as [24] 
whereĈ(r i ) and C(r i ) are the empirical and theoretical values at some distance r i , respectively. If a theoretical value does not exist, then C(r i ) can be replaced by a simulated average valueC(r i ). Thus the smaller the RMSD value, the better the fit.
IV. MODEL-FITTING OF REAL-LIFE CELLULAR NETWORKS
In this section, we fit both stationary and nonstationary point process models to the observed point patterns, which describe the distributions of BSs from a real-life macrocellular network, although the same methodology can still be applied to micro-cellular and heterogeneous cellular networks. When fitting with stationary point process models, we assume that the observed point pattern is spatially homogeneous. When fitting with nonstationary point process models, the observed point pattern, however, is assumed to be spatially inhomogeneous.
A. OBSERVED BS POINT PATTERNS
Our work makes use of real-life data including all BS-related information from TELUS Communications, which is one of the main wireless operators in Canada. The data set includes all on-air macro BSs of LTE cellular networks, and each record of the BS contains the corresponding location information (i.e. longitude and latitude). The planar coordinates of these real-life BSs are generated by using the Matlab command distance (from the Mapping toolbox), which can calculate the radius angle υ of two site locations on the Earth. Consider a sphere surface, then the distance between the two site locations is the length of the arc d = · υ, where is the Earth's radius (an approximate value of 6371 km is used in this paper). If we consider a flat plane surface, then the distance between the two site locations should be the length of the chord d = 2 sin(υ/2). In this paper, we use the arc length d as the distance between any two locations. Given a reference location on the plane (i.e. the origin), the ordinate of each BS is obtained on the assumption that the two locations have the same longitude, whereas the abscissa is obtained assuming that the two locations have the same latitude. 7 In this paper, we mainly consider three observed BS point patterns. The detailed information of the selected BS point patterns is summarized in Table 1 , including the number of points, the area of the study region, the intensity, and the nearest neighbor distance in each data set. From Table 1 , one can observe that the BSs deployed in urban areas are much more densely spaced than those in the rural area. The high intensity of the BSs in urban areas reflects the great demand for capacity enhancement, whereas the low intensity in rural area shows relatively high requirement for network coverage. BS locations in these areas are depicted in Fig. 1 . Only square study regions are considered in this paper, although rectangular or even irregular study regions can also be studied and handled by R package spatstat.
B. FITTING WITH STATIONARY POINT PROCESS MODELS
Most analyses of observed point patterns begin with a test of complete spatial randomness (CSR). Although CSR represents an idealized model, which may be unrealistic in practice, a test of CSR is used as a means of exploring the observed data sets and indicating a more suitable model for fitting, since CSR acts as a dividing hypothesis to distinguish between observed point patterns that are broadly classified as regular or clustered.
For the CSR test we use the Kolmogorov-Smirnov (KS) test [23] , in which a comparison is made between the observed (or empirical) and theoretical (or predicted) cumulative distribution functions of the values of some variables under CSR, such as the empty space function F(r) and K function K (r). If the theoretical distribution is unknown, a KS test can still be carried out, if the theoretical distribution is replaced by an empirical average curve obtained from a number of CSR realizations within the same study region. An envelope test can also be combined with the KS test to assess the significance of departures from CSR for an observed point pattern.
Given the observed point pattern with n points in the study region W , we consider a CSR test based on the K function. Under CSR, the theoretical K function is K (r) = π r 2 . A maximum likelihood estimator of the intensity λ under CSR isλ = n/|W |. The test is performed by comparing the empirical K (r) with its theoretical version. If the observed point pattern is compatible with CSR, the two curves should be roughly overlapped. In this paper, for all the envelope tests that follow, 99 simulated realizations are used to evaluate the significance of departures from CSR. This means, 7 This is largely equivalent to finding the distance parallel to the x-axis between two points in Cartesian coordinates through projection by assuming their y values are the same, and finding the y distance by assuming their x values are the same. The main difference in our case is due to the curvature of the Earth making the exact east-west and north-south distances dependent on the geolocation of the points; however, the small differences that result are negligible on the scale of the areas being considered. if the observed point pattern is a sample of a stationary Poisson point process with intensityλ, the empirical K function will be outside the envelope only with the probability 2/(99 + 1) = 2%.
In Fig. 2(a) , inspection of the CSR test shows that the empirical K (r), for the observed rural point pattern, lies close to the curve K (r) = π r 2 and within the lower and upper envelopes throughout its range, which suggests acceptance of the test for CSR. In Fig. 2(b) , an assessment of the goodnessof-fit based on the nearest neighbor distance distribution function G(r) also demonstrates that a stationary Poisson point process with intensity λ = 0.002 km −2 is a good fit to the observed point pattern. In Fig. 3(a) , a CSR test shows that the spatial features of the observed urban A point pattern are compatible with the existence of an underlying clustering mechanism because the empirical K (r) lies above the upper envelope. Finally, in Fig. 3(b) , for urban B, the empirical K (r) is below the lower envelope of CSR. This provides an explanation for the regularity or repulsive appearance of the observed point pattern. Based on the CSR test, the observed urban A point pattern is more likely to be a sample of some clustered point process model. We therefore fit Matérn and Thomas cluster processes to the observed point pattern by means of minimum contrast of the K function. 8 Other candidate models could also be used for model-fitting, such as a Neyman-Scott cluster process with Cauchy and variance Gamma kernels, as well as a log-Gaussian Cox process [23] , [28] . By using the command kppm in spatstat, the values of the parameters can be easily observed urban A BS point pattern. According to the RMSD criterion, however, the Thomas cluster process is a better fit than the Matérn cluster process; the fitted Thomas cluster process has a RMSD value of 0.071, whereas the value is 0.098 for the fitted Matérn cluster process.
For the observed urban B BS point pattern, since the CSR test indicates a repulsive interaction between the points, we fit hard core and Strauss point processes to the observed BS point pattern. For the hard core point process, the maximum likelihood estimate of the irregular parameter R H is the minimum nearest neighbor distance in the observed point pattern, thusR H = 330 m. The fitted value of β H isβ H = 1.491 × 10 −6 . For the Strauss point process, by using the method of maximum profile pseudolikelihood (with the step size equal to 1 m), we obtain the estimated irregular parameter R S = 650 m. The corresponding fitted parameter values arê γ S = 0.22, andβ S = 4.043 × 10 −6 . In Fig. 5 , an assessment of the goodness-of-fit based on the K function shows that the Strauss point process is a good fit, whereas the hard core point process is not a proper model for the observed point pattern since its K function values for the observed data fall outside of the lower simulated envelope. According to the Akaike information criterion (AIC), the fitted Strauss point process has a value of about 719 whereas for the fitted hard core point process the value is about 809, which corroborates that the Strauss point process is a better fit.
C. FITTING WITH NONSTATIONARY POINT PROCESS MODELS
Although homogeneity is a convenient assumption for the observed point pattern, especially if, as is often the case, only a single sample (or map) is available, in many cases inhomogeneity is present. As for the deployment of BSs, there are many key issues that need to be considered or factored into the decision of a BS (or cell-site) location, such as terrestrial characteristics (which may relate to the propagation conditions), human activities, or even government restrictions. The deployments of different tiers in a multi-tier cellular network are not mutually independent, but rather are of a coordinated nature. More often than not, if the macrocell BSs are deterministically planned to begin with, then small cell BSs are more likely to be deployed away from the macrocells (usually at the macrocell edges), e.g. in order to compensate for coverage gaps. This means the distribution of macrocell BSs will, to some extent, affect the distribution of small cell BSs. Even for an observed macrocell BS point pattern, a large-scale spatial feature of human residential and working environments would also be a potential covariate for determining the distribution of macrocell BSs. In [21] , the BS layouts from different wireless operators in a shared cellular network are also shown to be correlated. Therefore the distribution of real-life BS locations simply cannot be described as spatially homogeneous. The use of stationary point process models could be invalid when fitting to an observed BS point pattern, because the deviations between the empirical and theoretical functions are not necessarily evidence of interpoint interaction, since they may also be attributable to variations in intensity.
When fitting with a nonstationary model, it is essential to specify an intensity function λ(·) ahead of any fitting methods. The intensity function can be formulated in terms of spatial coordinates, or an observed covariate, or a mixture of both. Given the specified intensity function form of interest, a further examination of the observed point pattern can be carried out through the simulated envelope test based on some functional summary statistics such as the inhomoge- neous K function and the inhomogeneous pair correlation function. Similarly to the homogeneous case, this is done by assuming that the null model is an inhomogeneous Poisson point process with the specified nonconstant intensity function. If the empirical functional summary statistic of the observed point pattern is within the simulated envelope, then the hypothesis of the observed pattern being a sample from a nonstationary Poisson model is accepted. If the empirical functional summary statistic is not within the simulated envelope, then there are two possibilities. First, it might be due to an inappropriate choice of the intensity function for the nonstationary Poisson model, hence other forms of intensity function could be proposed for verification. Second, a more specific clustered or repulsive model can be used, according to on which side of the simulated envelope the test has failed.
For the observed urban A point pattern, Fig. 6 shows a kernel-smoothed estimate of the intensity function. According to the BS distribution, one can see a large abundance of BSs located in the center, which results in the lightest color in the image, whereas blue colors correspond to locations with fewer base stations. The darker the blue, the less densely the BSs are spaced. The graphical result indicates a spatial trend of the BS intensity that decays with the distance from the study region center. In order to explore and predict a proper intensity form, one can use various regression models to characterize the variation of the local intensity (the response variable) with respect to the distance r (the predictor variable). In this paper, we will consider a loglinear regression model, that is, log λ(x u , y u ) = α 0 + α 1 x 2 u + y 2 u , because it has the best goodness-of-fit in terms of the square of the correlation between the observed intensity values and the predicted intensity values. Note that the regression analysis is only used for predicting a suitable intensity form. The regular parameters (α 0 , α 1 ) will be re-estimated by inserting the intensity form into the ppm or kppm commands in spatstat.
In Fig. 7(a) , a fitted Poisson model with an intensity log λ(x u , y u ) = α 0 +α 1 x 2 u + y 2 u is considered, where α 0 and α 1 are the regular parameters to be estimated. By inserting the intensity function into the ppm command (which is based on the maximum likelihood method (17)-(19)), we obtain α 0 = −14.001 and α 1 = −1.582 × 10 −4 m −1 . The negative values suggest a decrease of the intensity exponentially with the distance from the location to the origin. Although the empirical curve is very close to the simulated mean, the fitted model is still statistically rejected because the empirical curve is above the simulated envelope, which indicates attraction between the points. Therefore, in Fig. 7(b) , we fit a Thomas cluster process with the same intensity form to the observed urban A point pattern. By using the kppm command (which is based on the minimum contrast method), we obtain the same estimates for first-order regular parameters α 0 = −14.001 and α 1 = −1.582 × 10 −4 m −1 , whereas for the fitted cluster parameters we haveκ = 2.17 km −2 andσ = 2.44 km. The envelope test is satisfied and hence the nonstationary Thomas model is accepted as a fit to the observed urban A point pattern.
For the observed urban A point pattern, in Fig. 8 we also consider the dependence of the spatial trend on a practical covariate that accounts for the population densities (per square km) based on the 2016 census data collected by Statistics Canada [30] , [31] . Intuitively, the more people there are in an area, the more BSs are likely to be in that area. The collection areas for the census data (i.e. ''census tracts'') have various sizes and are irregularly shaped, with boundaries defined by streets, neighborhoods, waterways, etc. As an approximation that is more easily manageable for a covariate, we divide the study region into a 20 by 20 grid of 1 km × 1 km squares. Each square is assigned the population density value (normalized to the maximum 4454 per square km) of the census tract corresponding to the geographic location of the geometric center of that square. We assume that any location within the square has the same covariate value. The intensity form as a function of the covariate is not easy to be specified. Usually, the intensity function is assumed to be loglinear or proportional to the covariate [23] . In this paper, we will only use an intensity form that is loglinear with the covariate. In Fig. 9(a) , we fit a Poisson model with an intensity function log λ(u) = α 0 + α 1 Z (u) to the observed urban A point pattern. By calling the fitting command ppm, we obtain α 0 = −16.263 and α 1 = 3.747; these values suggest an increase of the intensity exponentially with the population density. The envelope test is not satisfied due to the curve being outside the upper envelope, and hence the Poisson model with the intensity loglinear to the covariate is rejected. In Fig. 9(b) , we fit a Thomas model with an intensity function log λ(u) = α 0 + α 1 Z (u) to the observed urban A point pattern. By calling the fitting command kppm, we obtain the same estimates of α 0 = −16.263 and α 1 = 3.747. For the fitted cluster parameters, we haveκ = 2.17 km −2 andσ = 2.44 km. The fitted Thomas model is statistically accepted because the empirical curve is within the simulated envelope.
For the observed urban B point pattern, we consider a similar covariate accounting for the local population densities (normalized to the maximum 9098 per square km) using a 6 by 6 grid of 1 km × 1 km squares, shown in Fig. 10 . The intensity function λ(u) of the fitted model is assumed to be log λ(u) = α 0 + α 1 Z (u), where α 0 and α 1 are the regular parameters to be estimated. Fitting the nonstationary PPP and Strauss models to the observed urban B point pattern, using the maximum likelihood method, we obtain α PPP Fig. 11(a) , an envelope test based on K in (r) indicates that with this specified intensity form, although the empirical curve is close to being within the inhomogeneous Poisson envelope, the observed point pattern still has some repulsive interactions among the points. In Fig. 11(b) , an envelope test for the goodness-of-fit shows that the nonstationary Strauss process is a good fit to the observed point pattern because the empirical K in (r) curve is within the simulated envelope. According to the AIC, the nonstationary Strauss model has a value of about 690, whereas for the fitted stationary Strauss model the value is 719, which shows that the nonstationary Strauss model is a slightly better fit.
For the observed rural point pattern, we consider a different kind of covariate that accounts for the distances from the BSs to the main roads across the rural area, because the population and BSs would most likely be located along the lines of travel. These roads are modeled as line segments in the study region. The covariate Z (u) at any location u is calculated to be the distance (in km) from u to its closest line segment, as shown in Fig. 12 . We fit a Poisson model with an intensity that is loglinear with the covariate Z (u), i.e. λ θ (u) = exp α R 0 + α R 1 Z (u) . By inserting the intensity form into fitting command ppm, we obtain α R 0 = −19.124 and α R 1 = −0.129 (km −1 ), which indicates an exponential increase of the intensity with proximity to the roads. In Fig. 13 , an envelope test shows that the nonstationary Poisson model is also a good fit to the observed rural point pattern. According to the AIC, the nonstationary Poisson model has a value of about 2037 whereas for the fitted stationary Poisson model the value is 2055, which shows that the nonstationary Poisson model is a better fit. 
V. WIRELESS PERFORMANCE METRICS FOR FITNESS ASSESSMENT
Since we aim to use point process models to describe wireless networks, it is sensible to use some more relevant metrics that characterize the network performance to evaluate the goodness-of-fit for different fitted point process models, such as the probability of coverage.
In wireless communications, the signal power decays with the distance between the transmitter and the receiver according to the power law
x ∈ R 2 is the spatial location of a test transmitter, P t (x) is the transmit power of the transmitter located at x, u ∈ R 2 is the spatial location of the receiver, h xu is a random variable accounting for the random channel (power) gain due to multipath fading and shadowing between the two locations x and u, · is the Euclidean norm, and η is the path-loss exponent. The signal-to-interference-plus-noise ratio (SINR) at the test receiver therefore can be calculated as
where u is the location of the test receiver, x 0 is the location of the desired transmitter, I = {x 1 , x 2 , · · · } is the set of the locations of the interfering BSs, and is the noise power. The summation term x∈I · · · is the aggregate interference power at the test receiver. Considering a nearest-BS connectivity policy, the coverage probability P c is defined as the probability that a randomly located user achieves a given SINR threshold T when being served by the closest BS, while the rest of the BSs act as interferers. That is,
A common assumption in the literature (that we also use in our simulations) is for h xu to be exponentially distributed (with a mean of 1), which corresponds to a Rayleigh fading scenario. Furthermore, the interference-limited scenario is typically assumed, in which may be considered negligible. Under these assumptions, when all the BSs transmit at the same power level and the path-loss exponent η = 4, the theoretical average probability of coverage achieved in a homogeneous PPP cellular network is [5] 
In the PPP case, the coverage probability becomes independent of the specific values of the transmit power P t and the PPP intensity λ, though this is not the case in general. Note that except for the homogeneous PPP model, there are no analytically tractable expressions for the coverage probability. In order to compare different fitted models, we therefore estimate the probability of coverage through Monte Carlo simulations, from which P c (T ) is determined by the average fraction of the whole area where SINR > T . For simplicity, we assume all BSs transmit with unit power, η = 4, and an interference-limited scenario, i.e.
= 0. (The SINR values therefore reduce to signal-to-interference ratio (SIR) values.) The network performance is evaluated considering some various-sized central areas of the study region, with the intention of mitigating edge effects. For the observed point pattern, 100000 SIR values are computed at locations distributed uniformly randomly over the central area of the study region. For each fitted model, 1000 realizations are generated and for each realization, the SIR values are evaluated at the same 100000 locations chosen for the observed point pattern.
For the observed urban A point pattern, we have found four fitted models that satisfy the envelope test. In Fig. 14 , we compare these fitted models in terms of the probability of coverage over two different sized central areas of the study region, i.e. 12 km × 12 km and 16 km × 16 km. The graphical results show that both the fitted stationary Matérn and Thomas models have the largest deviation from the probability of coverage of the observed point pattern. Although the Thomas model with population covariate has the closest performance to that of the observed point pattern, both the nonstationary models, i.e. Thomas model with population density covariate and distance covariate, are better than the stationary models. When comparing RMSD values with respect to the empirical curve from the observed data, in Fig. 14(a) , the fitted Thomas model with population covariate has a value of 0.043 whereas the Thomas model with distance has a value of 0.046. Both are smaller than those of the fitted stationary Thomas and Matérn models which are 0.052 and 0.051, respectively. In Fig. 14(b) , the fitted Thomas model with population covariate has a value of 0.045 and the Thomas model with distance has a value of 0.048, whereas both the fitted stationary Matérn and Thomas models have the same RMSD value of 0.055.
For the observed urban B point pattern, we have found two fitted models that satisfy the envelope test. In Fig. 15 , we compare these fitted models in terms of the probability of coverage over two different sized central areas (3 km × 3 km and 5 km × 5 km) of the study region. Although the two fitted models both satisfy the envelope test, the graphical results show that the fitted nonstationary Strauss model is a better fit than the fitted stationary Strauss model because the coverage curve of the fitted nonstationary Strauss model is closer to the curve of the observed data. This agrees with the results seen earlier when comparing the fitness of the two models using their AIC values. When comparing the RMSD values with respect to the empirical curve from the observed data, in Fig. 15(a) , the fitted nonstationary Strauss model has a value of 0.026, whereas the stationary Strauss model has a value of 0.029. In Fig. 15(b) , the fitted nonstationary Strauss model has a value of 0.019, whereas the stationary Strauss model has a value of 0.026.
For the observed rural point pattern, we have found two fitted models that satisfy the envelope test. In Fig. 16 , we compare these fitted models in terms of the probability of coverage evaluated over 90 km × 90 km and 120 km × 120 km sized central areas of the study region. The graphical results show that the coverage curve of the fitted nonstationary Poisson model is closer to the empirical coverage curve of the observed pattern than that of the fitted stationary Poisson model. This reflects the earlier fitness comparison of the two models using their AIC values. When comparing the RMSD values with respect to the empirical curve from the observed data, in Fig. 16(a) , the fitted nonstationary Poisson model has a value of 0.048, whereas the stationary Poisson model has a value of 0.055. In Fig. 16(b) , the fitted nonstationary Poisson model has a value of 0.047, whereas the stationary Poisson model has a value of 0.056.
As one can observe, there remain differences in the probability of coverage between the fitted nonstationary models and the observed point pattern. This might be due to the incompleteness of the covariate information. For example, the population density covariate is based on residences and does not account for industrial areas, shopping centers, parks, sports complexes, etc., which would also require cellular coverage. Other covariates, such as the land zoning/usage or terrain features, may also play an important role in determining the distribution of BSs.
VI. CONCLUSION
In this paper, we have presented a comprehensive analysis of the spatial modeling of real-life Canadian cellular networks. Part of the analysis uses stationary point process models, similarly to [20] , but we have also considered inhomogeneous models. Here, secondary covariate information, accounting for population densities and distance from the BSs to their closest main roads, has for the first time been introduced as a controlling factor for the intensity function of a fitted spatially inhomogeneous model. The first step of the analysis of the model-fitting is a simulated envelope test using functional summary statistics of the point process, such as the K function (or its inhomogeneous analogue, K in (r)); this test examines for deviations from a baseline Poisson point process exhibiting independence between points. Such deviations can be the result of inhomogeneous variations in intensity rather than interactions between points. Therefore, if covariate information is available or inhomogeneity is thought to be present, it should be incorporated into the model to account for this. If the empirical curve of the observed data is within the simulated envelopes, then a fitted PPP model is accepted; otherwise, the PPP model is rejected. When empirical curve is above the envelopes, clustered point process models are instead considered; when below, regular point process models are used. For each examined real-life network scenario, multiple different fitted models have been found to satisfy the conditions of an envelope test. Statistics such as the AIC and RMSD values, and more relevant wireless metrics such as the probability of coverage, have then been used for the selection of the best model among the candidates.
The stochastic geometry modeling offers an alternative way to visualize, quantify, and simulate the network. Numerical evaluations of the performance expressions derived from the stochastic geometry models can usually be calculated faster than running a full Monte Carlo simulation on the network. When it comes to a green field (from scratch) design with a predefined QoS requirement, stochastic geometry modeling has more profound effects on decisions related to, for example, how many BSs should be deployed, where to put them, and how far or how close a distance should be between the BSs. In addition, the coverage requirement is also associated with traffic-loading requirements, which in turn rely on the stochastic model chosen to determine the traffic distribution or off-loading from an existing cell site to new cell sites. Moreover, if additional covariate information on a green field is available, then the network could be designed and deployed more thoughtfully and efficiently.
We have seen that going from the lack of a covariate to the inclusion of one has improved the accuracy of the model. However, there still remain gaps, e.g. between the results of the model and the simulations of the real-life cellular network. Future research work can be foreseen such that more appropriate intensity functions can be specified for nonstationary models with the use of other covariate information, such as the propagation characteristics or traffic models derived from technical reports. For the population covariate, a finer grid could be used, or other irregular shapes more closely resembling the census areas could be adopted. Furthermore, several of these covariates could be used simultaneously. Marked point processes and multi-variate point processes [9] , [10] can also be used to model other networks such as multi-tier or cognitive radio networks. The covariates themselves could also potentially be modeled as random point or line processes instead of being deterministic. Since 1986, he has been with the Department of Electrical and Computer Engineering, University of Alberta, Edmonton, AB, Canada, where he currently holds the endowed Rohit Sharma Professorship in Communications and Signal Processing. In 1986, he was one of the key research program architects of the newly launched TRLabs, which for a long time was Canada's largest industry-university-government pre-competitive research consortium in the information and communication technology area. His research activity was closely tied to the consortium for the following three decades.
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