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In this work, the current-induced inertial effects on skyrmions hosted in ferromagnetic systems are
studied. When the dynamics is considered beyond the particle-like description, magnetic skyrmions
can deform due to a self-induced field. We perform Monte Carlo simulations to characterize the
deformation of the skyrmion during its movement. In the low-velocity regime, the deformation in the
skyrmion shape is quantified by an effective inertial mass, which is related to the dissipative force.
When skyrmions move faster, the large self-induced deformation triggers topological transitions.
The transition is characterized by the proliferation of skyrmions and different total topological
charge, which are obtained in terms of the skyrmion velocity. Our findings provide an alternative
way to describe the skyrmion dynamics that take into account the deformations of its structure.
Furthermore, the motion-induced topological phase transition brings the possibility to control the
number of ferromagnetic skyrmions by velocity effects.
I. INTRODUCTION
Over the last decades physical systems with topo-
logical protection have been the focus of extensive
research1–4. Particle-like excitations, characterized by
non-trivial topological invariants, cannot be continuously
deformed to another state with different topology, unless
enough extra energy is injected into the system. Mag-
netic skyrmions5,6 are an example of topologically stable
spin structures. These textures, characterized by a topo-
logical charge, have been predicted7–13 in magnetic sys-
tems with Dzyaloshinkii-Moriya interaction (DMI)14,15,
known as chiral magnets. The observation of mag-
netic skyrmions, in non-centrosymmetric crystals13,16–18,
cubic helimagnets19,20 and ultrathin films21,22, opened
the door to potential functionalities, e.g., as informa-
tion bits in spin-based devices23–26 or neuromorphic
systems27–29. Although it is known that applications of
skyrmions in spintronics demand specific conditions, such
as low current densities or temperature gradients26,30–41,
the difficulties to generate skyrmions and displace them
straight along the applied currents33,42 have hampered
the progress of skyrmion-based spintronics.
The dynamics of magnetic skyrmions is usually de-
scribed by the Thiele’s equation43, which derives from the
Landau-Lifshitz-Gilbert (LLG) equation7,44–47 under the
assumption of a rigid structure. However, if the rigidity
condition is relaxed, one allows the skyrmion shape to be
deformed and the texture becomes dependent on its ve-
locity. As a result, the effective dynamics is now captured
by an inertial Thiele’s equation36,48, where the mass ap-
pears as the capacity of the system to store kinetic energy
during the motion48–50. Massive dynamics of skyrmions
has been previously studied36,49 and observed in mag-
netic CoB/Pt51 and FeGe disks52. Recently, it has been
shown53 that beyond the small-driving-current regime,
deformation of skyrmions consisting of an expanding size
and noncircular shape, occurs during the transport. The
last yields interesting nonlinear effects in the relation be-
tween the charge-current and skyrmion velocity.
Topological transitions have been predicted for certain
types of magnetic textures as merons54,55, i.e., a mag-
netic vortex with a core. It was shown that under large
applied charge currents, the ultrafast switching of the
vortex polarity, generates a magnetic singularity during
the vortex annihilation56–58. This process, mediated by
the appearing of an unstable antivortex, induces a change
in the topological charge, q = pw, with p the vortex
polarity and w the chirality. Topological transitions in
skyrmion systems have been recently observed in mag-
netic multilayers59, where the number of skyrmions are
thermally controlled. In spite of some efforts60, a sys-
tematic study of topological transitions of skyrmions in-
duced by magnetic fields, temperature or charge currents
has not been addressed.
In this paper, we study the self-induced deformation
of moving skyrmions at low temperature. Using Monte
Carlo simulations we characterize the shape of current-
induced skyrmions in terms of its velocity. We have an-
alyzed two main regimes to describe the skyrmion pro-
file. At low velocities, the current-induced motion pro-
duces an effective field that modifies slightly the shape
of the skyrmion48. The later is quantified by a massive
term, which is determined as a function of the velocity
and found that is approximately constant for very low
speeds. For large velocities, we show that the deforma-
tion of skyrmions are abrupt and generates transitions
that change the total topological charge. We find that at
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2Figure 1. Representation of a magnetic skyrmion centered
at the hexagonal spin lattice with 631 sites. The color code
indicates the Sz component of the magnetization. The inset
indicates the i−th lattice site and its nearest neighbors.
certain critical velocities, the self-induced field provides
enough magnetic energy to deform the skyrmion texture
by increasing its topological charge.
This paper is organized as follows. In Sec. II we
present the theoretical model and details of the Monte
Carlo simulations. Sec. III presents our results and re-
lated discussion. In Sec. IV we summarize the conclu-
sions and prospects.
II. MODEL AND NUMERICAL METHODS
A. Classical spin Hamiltonian
We consider a ferromagnet on a hexagonal lattice, as
shown in Fig. 1. The spin system is described by the
Hamiltonian,
H =− J
∑
〈i,j〉
Si · Sj − µ
∑
i
B · Si −K
∑
i
S2iz
−
∑
〈i,j〉
Dij · (Si × Sj) , (1)
where 〈, 〉 stands for the summation over nearest neigh-
bors (NN) lattice sites. In Eq. (1), J > 0 is the ferromag-
netic exchange coupling constant between NN spins, K
is the easy-axis magnetic anisotropy constant and B rep-
resents the applied magnetic field along the x-direction.
In addition, a Dzyaloshinskii-Moriya interaction (DMI)
is included to stabilize the magnetic skyrmion. The DMI
favours a canted orientation between NN spins and it is
characterized by the vector Dij = Ddij , where D is the
DMI strength. The pattern of the magnetization vector
depends on whether dij is perpendicular or parallel to
the vector rij that connects two neighboring spins. In
this work, we consider rij · dij = 0, so that Bloch-type
skyrmions will be stabilized.
B. Self-induced field by the skyrmion motion
Let us consider the dynamics of single skyrmions in-
duced by electrical currents. From the LLG equation one
has that the skyrmion texture self-induces a field48,
Bsi =
2pi
γa
S× (v · ∇)S , (2)
which depends linearly on the skyrmion velocity v and its
magnetization S. In the previous expression γ is the gy-
romagnetic ratio and a the lattice constant. Thus, as the
skyrmion moves, the field Bsi modifies the shape of its
spin texture. The magnetization pattern changes gradu-
ally until the system reaches the steady-state, resulting
in an asymmetrically deformed skyrmion.
Representing the magnetization profile by the ansatz
S(r, t) = S(r − x(t),v(t)), the deformed skyrmion dy-
namics can be described through the generalized Thiele’s
equation36,48,
Mv˙(t) + gzˆ × v(t) + αDv(t) = F , (3)
where the external force is F, while the dissipative force is
proportional to the Gilbert damping α and the elements
Dmn =
∫
d2x (∂mS · ∂nS) with (m,n = x, y). Note that
for skyrmions at rest, the matrix elements of D satisfy
Dxx = Dyy ≡ Dr. The Magnus force is proportional to
g = 4piQ, where Q = (4pi)−1
∫
d2x S · (∂xS× ∂yS) is
the skyrmion charge. The effective mass in the inertial
term in Eq. (3) is described by the matrix M = Mc +
Md, where Mcmn =
∫
d2xS · (∂mS× ∂vnS) and Mdmn =
α
∫
d2x (∂mS · ∂vnS), which are originated both from the
conservative and dissipative dynamics, respectively.
In the limit of low velocities, the magnetization texture
of a non-rigid steady-state moving skyrmion can be rep-
resented perturbatively as48 S(r, t) = S0(r) + λξS0(r)×
(v · ∇)S0(r), with S0(r) being the magnetization texture
of the static skyrmion. The dimensionless factor λ de-
termines the strength at which the skyrmion is deformed
and ξ = ~`2/Ja2, where ` is the skyrmion size. Using this
approximation, the elements of the mass tensor M can
be readily obtained from the dissipative term in Thiele’s
equation and the skyrmion charge Q. In particular, the
diagonal elements describe the effective scalar mass and
satisfy Mxx = Myy = λξDxx, while the non-diagonal
terms are given by35,48,61 Mxy = −Myx = 4piλξαQ.
In addition, since Q is invariant under smooth deforma-
tions, the non-diagonal elements of the mass matrix do
not change when skyrmions moves slowly. However, for
high velocities the shape deformation is large enough and,
as we will show later, a topological transition may occur.
C. Monte Carlo simulations
In order to investigate the steady-state profile of mov-
ing skyrmions we use standard Monte Carlo simulations.
Based on the Metropolis algorithm62 the stable magnetic
state for the Hamiltonian (1) is determined. The temper-
ature of the system T is assumed to be low enough in or-
der to obtain an equilibrium magnetization configuration,
that results in a Bloch-type skyrmion. The simulation is
3performed as follows: for a specific site we propose a ran-
dom change in the orientation of its magnetic moment.
The criteria to accept changes in the orientation of the
respective single magnetic moment is given by the accep-
tance probability p = exp [−∆H/kBT ], where ∆H is the
change in the energy of the system. If p < r, where r is
a random number in the range [0, 1], the reorientation is
not accepted. One Monte Carlo step (MCS) is defined
by N single-site attempts to change the orientation of
magnetic spins at different lattice sites.
The effects of the skyrmion velocity can be taken into
account by considering the presence of the self-induced
field Bsi. For simplicity, we assume a constant veloc-
ity along the x-direction, v = vxˆ. The field Bsi, which
is computed from Eq. (2) is included in the Hamilto-
nian (1), in addition to B. This new magnetization pat-
tern, in turn, creates a new self-induced field Bsi, thereby
generating a new skyrmion texture S(r, t). This proce-
Figure 2. (a) Sz component and (b) vector field (Sx,Sy) of
the magnetization for a skyrmion at rest. (c) Sz component
of the deformed skyrmion profile and (d) the corresponding
z-component of the self-induced field |Bsi| of a configuration
obtained from MC simulations at a low velocity v′ = 0.005.
At panels (e) and (f) we plot for a velocity v′ = 0.3 the same
quantities as (c) and (d), respectively. Note the asymmetry
in the skyrmion shape for the later case.
dure is repeated until the skyrmion profile is stabilized.
Once we obtain the stable configuration for the deformed
skyrmion, the dissipative matrix D is determined and,
consequently, the skyrmion effective massM is obtained
for different velocities. Additionally, we calculate the to-
tal topological charge Q of the system to characterize the
existing topological transitions.
III. RESULTS
We consider a system with 631 Heisenberg spins on
a two-dimensional triangular lattice with a hexagonal
boundary shape (see Fig. 1) using helical boundary
conditions63,64. This system yields a configuration with
15 particles at the edge of the lattice. The used mag-
netic parameters are defined in terms of J , i.e., an ex-
ternal out-of-plane magnetic field µB/J = 0.1, a DMI
and anisotropy constants given by D/J = 0.32 and
K/J = 0.07, respectively. The stable states are obtained
for a thermal energy kBT/J = 0.001, that corresponds to
an absolute temperature of∼ 80 mK. As discussed in Ref.
[63], these parameters are adequate to generate a stable
skyrmion in a hexagonal lattice. For each set of parame-
ters, we performed 5× 105 MCS. To determine the field
Bsi, it is convenient to introduce a dimensionless velocity,
v′ = (2piµ/Jγa)v. In the simulations we consider values
for the parameters which are similar to those experimen-
tally estimated22,63 for Pd/Fe/Ir(111), given by µ = 3µB ,
J = 7 meV, a = 2.7× 10−10 m and γ = gL|µB |/~, where
a is the lattice parameter, γ the gyromagnetic ratio and
µB the Bohr magneton. We first validate our numerical
approach by performing simulations for a skyrmion at
rest, i.e., |Bsi| = 0. As expected, the magnetic config-
uration of the system consists of a circularly symmetric
skyrmion, as shown in Fig. 2(a) and (b).
A. Skyrmion deformation and inertial mass
Now, we focus on the effects originated from the self-
induced field Bsi in the skyrmion profile. The initial
configuration for the simulations with |Bsi| 6= 0 consists
of a skyrmion pattern obtained for v = 0. For small ve-
locities, v′ = 0.005 xˆ (v = 1.5 m/s xˆ), the z component of
the resulting skyrmion profile is displayed in Fig. 2(c).
It can be noticed that the deformation in the shape is
small and thus, the profile is almost axially symmetric.
The last is consistent with the low values obtained for
the field |Bsi| ≈ 0.001 J (see Fig. 2(d)). These are no-
ticeably smaller than other relevant magnitudes of the
system and therefore it is expected that the skyrmion
mass remains almost constant up to a determined value
of velocity. This effect will be evident subsequently, when
the dissipative force term is calculated. Larger values of
the skyrmion velocity lead to significant changes in its
shape. Indeed, as is shown in Fig. 2(e), the magnetiza-
tion profile is clearly deformed for v′ = 0.3xˆ. The shape
deformation is also confirmed by the calculation of the
field Bsi at Fig. 2(f).
Since the increase in the skyrmion velocity leads to
larger changes in its shape, we now study the effects on
the effective mass. As discussed in Sec. II B (and also in
Ref. [35]), the mass of skyrmions can be directly related
to the diagonal elements of the matrix D. The results
depicted in Fig. (3) indicate that the normalized dissi-
pative parameters Dxx/Dr and Dyy/Dr remain almost
4Figure 3. Diagonal elements of the dissipative tensor D as
a function of velocity. The result for Dxx (green) and Dyy
(black) is normalized by Dr, i.e., the obtained value for a
skyrmion at rest.
constant (Dr ≈ 4.78pi) up to v′ ≈ 0.09. When v′ ≥ 0.1,
a clear split between Dxx and Dyy is observed. A linear
growing (decreasing) of Dyy(Dxx) is obtained as a func-
tion of the skyrmion velocity. This result indicates that
a higher anisotropic resistance to the motion occurs as v′
increases. Thus, the higher effective mass will be in the
direction perpendicular to the velocity of the skyrmion.
The behavior in the skyrmion mass is directly linked to
the increase of driving forces and skyrmion mobility un-
der high-driven-currents53.
B. Motion-induced topological phase transitions
In this section we investigate deformations in the
skyrmion texture with focus on the large velocities
regime. The simulations reveal that for velocities up to
v′ = 0.5 the skyrmion shape is heavily distorted, with-
out changing the topological charge (Q = 1). However,
for velocities in the range 0.5 6 v′ 6 0.6 the number of
skyrmions changes. This effect is observed in Fig. 4(a)
for v′ = 0.6 xˆ, where we display a couple of skyrmions
with total skyrmion charge Q = 2. The transition is orig-
inated due to the large self-induced field that results in
an abrupt deformation of the skyrmion texture. Since
changes in Q characterizes the transition, the appear-
ance of a new skyrmion is considered as a topological
phase transition. Note that the pair of skyrmions at Fig.
4(a) does not return to the original state, characterized
by Q = 1, even when the velocity is set to zero. In-
deed, despite the Q = 1 state has lower energy than
states with Q = 2, there is an energy cost to be over-
come (topological protection) for the system back to the
original state. Therefore, in the absence of any extra en-
ergy source, the system stays in the new state and no
Figure 4. (a) Sz component of the magnetization profile of a
system with 15 sites per edge, at v’ = 0.6. (b) Sz component
of the magnetization profile of a system with 30 sites per
edge, at v’ = 0.8. (c) Topological charge of the system as a
function of the skyrmion velocity. At the inset we display the
topological charge in terms of NMCS for various velocities.
new topological transition are observed. In the limit of
larger velocities, e.g., v′ = 2, the texture of skyrmions is
destroyed, in agreement with results from Ref. [53]. The
increase in the skyrmion number for high current den-
sities has been previously observed in Ref. [65], where
the authors showed that at a current density threshold,
the skyrmion suffers a substantial distortion, and con-
sequently, a skyrmion multiplication is observed. Since
the motion of skyrmions can be induced, for example, by
electrical currents66, we estimate the necessary current
density to induce the transition (shown at Fig. 4(a)) as
j ≈ 1.64×1012 A/m2. This value is obtained considering
∆ρ∞xy ≈ 3 × 10−11 Ωm and ∆ρxy ≈ 4 × 10−11 Ωm for
Pd/Fe/Ir(111).
We now study the role of the system size and skyrmion
velocity on the number of skyrmions appearing due to
the topological transition. Because the skyrmion size is
typically comparable to the length of the spiral deter-
mined by the competition among the DMI, exchange,
anisotropy and Zeeman interactions7,67, one may expect
that the quantity of skyrmions should be limited by the
lattice size. Indeed, for a system with 15 sites per edge,
a pair of skyrmions are stabilized, as shown in Fig. 4(a).
However, for a system with 30 sites per edge and velocity
v′ = 0.8, the simulations reveal that Q = 9 as shown in
Fig. 4(b) and (c), after a total MCS of N = Nd ×NMCS
with Nd = 5 × 105 and same initial conditions as the
case presented in Fig. 4(a). Nevertheless, in addition to
the lattice size, the skyrmion velocity also contributes to
5the total number of skyrmions. The relation between ve-
locity and number of skyrmions can be determined from
the total topological charge when the system reaches the
steady-state. Fig. 4(c) depicts the value of Q as a func-
tion of the skyrmion velocity for NMCS = 120. The inset
depicts the evolution of the topological charge in terms
of NMCS for various velocities. Note that Q saturates for
v′ ≥ 1.1. This upper bound (Qu) is due to the lattice size
and, when 30 sites by edge is considered, we obtain that
Qu = 13 which corresponds to the maximum number of
skyrmions that can appear in the system.
It is worth notice that although we assume that the
spin-transfer torque effect induces the translational mo-
tion, our predictions are not restricted to electrical driv-
ing currents. Instead, it can be properly generalized
to other mechanism like temperature gradients41 and
magnons-driven skyrmion motion68.
IV. CONCLUSIONS
Using Monte Carlo simulations we study the influence
of the motion of skyrmions on its shape in the range of
low and high velocities. Our results shown that, depend-
ing on the velocity, a self-induced effective field (Bsi) is
generated and it induces changes in the skyrmion shape.
In the low velocity regime we determined this effec-
tive field and used it to obtain the mass of skyrmions.
For velocities above v′ = 0.3 (corresponding to v =
27.4 m/s), the field Bsi induces deformations on the
skyrmion shape. The deformation breaks the circular
symmetry and leads to an anisotropic mass. The effective
mass Mxx decreases and Myy increases as a function of
the velocity. If the mechanism that enables the skyrmion
movement is turned off at the low velocity regime, the
skyrmion returns to its original circular symmetric shape.
For very low velocities (i.e., lower than v = 27.4 m/s) the
|Bsi| is small compared to the competing interactions,
and the mass of the skyrmion remains almost constant.
We have also shown that above a critical velocity, the
self-induced field is large enough to modify the wind-
ing number. This characterizes a topological transi-
tion where the total number of new skyrmions is lim-
ited by the lattice size. Additionally, we shown that
the skyrmion velocity is crucial to determine the final
topological charge of the system, where the number of
skyrmions increase with the velocity. Nevertheless, there
is an upper bound for the topological charge due to the
lattice size, e.g., Qu = 13 for a system with 30 sites by
edge. We also confirmed that once the skyrmion velocity
drops to zero, the system does not return to the original
state, i.e., to a single skyrmion. Instead, the number of
skyrmions remains constant. The mechanism behind the
transition, e.g., the emergence of singularities during the
skyrmion division56–58, as well as the dynamics of the
topological change are opened issues for future investiga-
tions.
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