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The Gerchberg Saxton(GS) algorithm is a powerful phase retrieval process that can be
used for both phase retrieval and phase mask design. Over the last 50 years, different
versions of the GS algorithm have been developed that expand upon the original process
and increase solution accuracy. A radial and multi-plane GS algorithm is developed for
phase retrieval of azimuthally symmetric optics. This algorithm is shown to accurately
retrieve the phase of an f=300mm lens and is used to characterize a commercially available
flat-top beam shaping solution, the AdlOptica Focal Pi-Shaper.
A single-optic phase mask is designed with a 2-plane version of this algorithm. The
mask is designed to generate a spatial flat-top in a beam near focus. Shaping towards a
flat-top beam profile is useful for many experiments and industrial processes. The new
phase shaper will be used in highly non-linear experiments where imperfections are
exaggerated. A design is presented for shaping that produces a flat top with sharper edges
and a smoother flat-top than can be obtained with commercially available shapers.
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As technology pushes into smaller and smaller regimes, the use of pulsed and
continuous wave(CW) lasers for experimental setups and practical applications has become
widespread. Typical clean laser beams have a radial Gaussian profile in intensity, and this
profile remains Gaussian-like through beam-focusing. Though the Gaussian shape allows
one to maximize intensity at focus, it is often undesirable for certain applications. An area
of uniform spatial intensity near focus called, for the remainder of this paper, a flat-top, is
useful in applications such as micro-machining, materials processing, holography, cutting,
micro-welding, nonlinear processes, display technology, and many others[1] [2] [3].
For example, in micromachining, ablation and material processing occurs at a threshold
intensity, but at much higher intensity, the process can move into a different regime. A
focal spot with nearly uniform intensity ensures that the material modification is uniform
over the spot. Other nonlinear processes are even more sensitive to variation in intensity.
The conversion efficiency of high-order harmonic generation varies approximately as the
8th power of the intensity and has a strong intensity-dependent phase shift. One of the
applications of the new shaper design is to produce a smooth flat top that will allow us to
control this intensity-dependent phase shift.
The main goal of this thesis is to show how an azimuthally symmetric phase mask can
be designed to meet target beam shaping parameters for specific laser beams. The
particular phase mask designed in this work was optimized to make a flat-top beam near
focus. As the majority of the work for phase mask design uses phase retrieval, the second
goal of this thesis will be to demonstrate a powerful and fast phase retrieval process for
azimuthally symmetric beams. This phase retrieval process is additionally used to
characterize the AdlOptica Focal πShaper.
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There are many methods by which beam shaping can be achieved. Beam shaping can
be done with transmissive or reflective phase and/or amplitude shaping optics. These
optics may be adjustable, such as with a computer-controlled Spatial Light
Modulator(SLM) or complex multi-optic system [4] [1]. Beam shaping can be done in
space(radial or axial) or time, but this paper exclusively considers radial spatial shaping.
Phase shaping optics, usually made out of materials with a relatively high index of
refraction such as glass, adjust the wave-front of the beam passing through it by changing
the phase on the beam at different spatial positions in the beam profile. The classic
example of this is a lens, which for a plano-convex lens has a spherical thickness
distribution. The light passing through the middle of the lens is slowed more than the light
at the edges, and this creates a positively curved wave-front that focuses the beam. For a
concave lens, the beam’s wavefront is negatively curved and the beam defocuses. These
optics typically remove a small amount of power from the beam through reflection or
absorption, but this is not an intended effect. These effects can be reduced by using
thinner optics, anti-reflection coatings, or other systems.
Amplitude shaping optics, on the other hand, use absorptive, reflective, or nonlinear
material to shape the power in the beam. Absorptive or reflective material can cut away
unwanted power and give a desired amplitude profile. This type of shaping can be used to
make a flat-top without any specialty optics. A large beam with flat(zero) phase can be
passed through a circular pinhole. As the beam is much larger than the pinhole, the
intensity that passes through the pinhole will be approximately constant over the entire
area within the pinhole. The beam immediately in this pinhole is essentially an ideal
flat-top, the cross section of which can be described as a Circ profile. As it propagates, the
beam will diffract into a Jinc profile at the diffraction plane. This can be mathematically
shown as the Fourier transform(F) relationship in Equation 1.2.
2
F−1(Circ(r/a)) = Jinc(νa) (1.1)
F(Jinc(νa)) =Circ(r/a) (1.2)
Focusing this Jinc profile will re-image the flat-top at the focus.
Though amplitude beam shaping can work for some applications, it is by definition
highly lossy[5] and may be especially unsuitable for high-power applications. The
aforementioned method of making a flat-top requires a high majority of the power in the
beam to be cut out. Although nonlinear conversion in a crystal is not typically lossy with
respect to the total power, the conversion efficiency is not 100%, so the shaped beam will
not have the same power as the input. For example, passing a Gaussian beam through a
frequency doubling crystal will essentially square the beam, giving a more narrow Gaussian
profile. In principle, gain can be used for amplitude shaping, but some other type of
shaping must be used to shape the laser beam used to pump the gain crystal. Amplitude
shaping can be used in conjunction with phase retrieval to shape the beam very accurately.
However, due to the added layer of complexity and power reduction, amplitude shaping is
not considered for this work.
One important note is that even if the flat-top in the pinhole were ideal, the imaged
flat-top would not be ideal. This is because higher-frequency spatial frequency content will
be lost. The Jinc function found from the Fourier transform of the ideal flat-top has a low
amount of power at these high-frequencies, however, this is enough power to make a large
difference to flat-top quality. The high-frequency components, diffracting at much higher
angles than the majority of the beam, will not be captured by an imaging lens. This would
dampen the corners of the imaged flat-top.
Though an ideal flat-top is not possible, high-order super-Gaussian shapes such as in
Figure 1.1 are achievable. A super-Gaussian does not require as high of a range of angular
spatial frequencies and can be obtained with phase shaping. Therefore, the ability to shape
the profile of a beam at a specific location to a super-Gaussian flat-top is highly desirable.
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The target super-Gaussian in this work was an 8th-order super-Gaussian, but the design
and characterization processes demonstrated here can be applied to other beam profiles.
Commercially available phase shaping flat-top beam shaping solutions, such as the
adjustable AdlOptica Focal-πShaper, are useful and easily integrated into industrial
processes such as micro-machining, cutting, and micro-welding[1] [2]. Adjustable beam
shaping systems are desirable for these applications, as they allow for easy modification to
meet desired parameters. However, for these applications, precise flat-tops are not always
required or even desirable. One example is laser drilling, utilized for processes such as
drilling microvia in printed circuit boards[2]. For this application, the goal is to make as
cylindrical of a hole as possible, and Gaussian beams do not work well as the intensity
distribution can create hourglass-shaped holes. Flat-top beams can drill steeper and more
consistently sharp holes than Gaussian beams, as can a ring-beam (sometimes called a
’donut’ or ’pitchfork’ beam) like the extreme case shown in Figure 1.1. A combination of a
ring-beam and flat-top is also perfectly acceptable for laser drilling or cutting. Some
manufacturing applications are not sensitive to small imperfections in the flat top quality.
As later illustrated, a shaping system like the Focal-πShaper can sometimes produce
ring-like beams or other deviations from a perfect flat-top that are not usable in highly
sensitive flat-top applications or experiments.
There are commercial flat-top systems that can produce highly accurate flat-top beams.
One example is the Cailabs Multi-Plane Light Conversion(MPLC) technology. A particular
implementation of this method uses many identical input laser beams, each collimated
outputs from single-mode fibers(SMF). These beams are multiplexed into a single beam.
Over the multiplexing process, each beam is reflected off of a reflective phase plate many
times in a multi-pass cavity. Each beam is a different spatial mode, and upon multiplexing
a specified combination of modes can be carefully constructed. This process produces a
concise flat-top with low loss[6] as well as having the capability to make other shapes.
Large issues with this sort of system include the cost and size, which may not be practical
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in every application. Additionally, the beam we wish to generate flat-tops with has too
high of a peak power to be an input to this system.
Figure 1.1 Example generated beam profiles. Gaussian(A), super-Gaussian(B), and ring
beam(C) profiles. The ring beam in (C) is an extreme and not easily achievable beam.
As such, the ability to quickly design single-optic laser-specific phase masks for beam
shaping is desirable. Not only can a design process like this allow for exact beam profile
customization, but the cost of ordering a single-optic custom phase mask may be lower
than the cost of purchasing a complex commercially available system. This thesis does not
cover the production method or price of such a mask, rather it provides a usable design
process. To design this phase mask, radial profiles of the input beam and desired profile are
generated. A version of the Gerchberg-Saxton(GS) algorithm, a powerful phase retrieval
process, is employed [7]. This algorithm retrieves the phase and amplitude profile at one
plane that gives the intensity distribution at each other plane.
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Azimuthally symmetric beams are considered in this work, though Jamal and Hansen
have developed open-source 2D GS code for multi-plane phase retrieval of non-symmetric
beams[8]. Their code is powerful and achieves high-fidelity results by modifying the typical
GS process in several ways, such as through the use of a conditional substitution process
and gain factor. The radial process described here expands upon their work by applying




This chapter discusses the background theory that is necessary to understand some of
the processes in this thesis. Phase retrieval, phase design, and the originally published 1972
version of the Gerchberg-Saxton algorithm are first covered. Then the wave equation,
angular diffraction theory, and relevant simplifications are described. Finally, the error
metric used will be shown and the propagation method will be tested.
2.1 Phase Retrieval vs. Phase Design
To capture a high-resolution image of a target object, coherent laser light may be
directed at the object. The incident photons may be absorbed, reflected, diffracted, and
otherwise affected by the object. This modified(or shaped) light can then be captured with
a camera or other imaging device. The detected light is only useful, however, if the
information encoded in it by the object can be extracted. In a conventional optical imaging
system, only the intensity at the image plane is recorded. Even more information about
the object (or the beam) is encoded in the phase. Phase retrieval is the process that allows
one to reconstruct the phase and the amplitude profile of an object or a beam.
On the other hand, phase design is the process of designing an object that modifies
light in a particular way when illuminated. An important distinction between phase design
and phase retrieval is that, with ideal noise-free and error-free conditions, phase retrieval
will always have a valid solution. On the other hand, phase design under ideal conditions
does not necessarily have a solution. For instance, if two images of a focusing laser beam
are collected, then there will be a real and retrievable phase solution showing how one
image propagates into the other. For phase design, the goal is to achieve a target
amplitude and/or phase profile, but this may not be possible with phase-only shaping. For
example, if a desired focal spot is smaller than the diffraction-limited spot size, then it is
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physically impossible for a perfect solution to exist. Therefore, phase design is very much
an optimization problem.
There are many types of phase retrieval, though some are better suited towards phase
design than others. For instance, ptychography, a type of computational imaging, is a
powerful phase and amplitude retrieval method that uses many images of diffracted laser
light taken as a beam is scanned through an object[9]. The images are complex diffraction
patterns, but with many of them having some overlap on the camera the phase and
amplitude information about the object can be accurately retrieved. Advanced methods of
ptychography, such as single-shot ptychography, can image large dynamic events and image
in 3 dimensions on a single camera sensor[9]. Though very powerful for retrieval, standard
methods of ptychography are not well adjusted for phase design. The issue lies in the fact
that the complicated diffracted light in ptychography has little use in other experiments or
processes. There simply aren’t many reasons to illuminate an area with some complex
diffraction pattern. This is not to say that phase design with ptychography is impossible,
just that the methodology to do so is not apparently evident.
The phase retrieval process used for this paper is known as the Gerchberg-Saxton (GS)
algorithm [7]. This process is limited in some ways that methods like ptychography are
not, but it is more easily adapted towards phase mask design. The GS process, the basic
version of which is described in Section 2.2, uses intensity profiles of the beam at different
axial planes to determine the phase on the beam. This can be modified towards phase
design by generating images of the desired beam profile and applying the algorithm
between it and a real image of the beam.
2.2 1972 Gerchberg-Saxton Process
Gerchberg and Saxton developed an algorithm in 1972 to retrieve the phase of a
wavefront at the image plane [7]. Their method, since named the Gerchberg-Saxton
algorithm, uses two images to retrieve the phase. One image must be taken at the image
plane and one at the diffraction plane, which has a Fourier Transform relationship. The
8
following steps describe the original 1972 version of the GS algorithm, which was designed
specifically for phase retrieval. This process is described in five steps to allow for easier
comparison with the modified GS described in 4.1.1. The flowchart for the process is shown
in Figure 2.1.
An important note here is that the electric fields, intensity measurements, and phase
solution are all two-dimensional arrays of x and y data. The Fast Fourier
Transform(FFT ), a discrete Fourier transform process that can be quickly implemented
over large arrays, is done between each plane.
1. The positive square root of the image plane intensity data Ii is taken and multiplied
by some guess/random initial phase profile. This guess phase could be something close to
the expected phase but is not necessary. This gives an initial complex electric field at the
image reference plane, Eimg. Note that the amplitude of the field is guaranteed to be





2. The FFT of Eimg is taken to get to the complex field at the diffraction plane, which
will be called Eshift.
Eshift =FFT [Eimg] (2.2)
3. As shown in Equation 2.3, the argument of Eshift, containing the phase information,
is combined with the positive square root of the diffraction plane intensity Id. This gives a
new complex field Ediff . Essentially, Ediff has the amplitude information from the





4. The new diffraction plane complex field is transformed back to the image plane with
the inverse FFT (FFT−1). Similar to step 3, the image plane solution is updated to equal





5. Steps 2-4 are repeated until some criterion has been met, but additional iterations
will never make the solution worse. Additionally, looking at Equation 2.4, one can see that
the test amplitude is always replaced entirely by the data collected at the image plane and
is never modified by this algorithm. At the end of this process, the 2D phase on the image
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Figure 2.1 1972 GS process flowchart. Adapted from Gerchberg-Saxton paper [7].
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2.3 Derivation of Wave Equation
This section covers the wave equation and solution used for this work and will follow
the notation used by Griffiths [10]. Start with Maxwell’s equations in free space with no
free charge or current.
∇ · E =0 (2.6)
∇ ·B =0 (2.7)







In these equations E and B are the electric field and magnetic field, respectively.
Decoupling equations 2.8 and 2.9 gives separate second-order equations for E and B.
Focusing on the E component, the wave equation can be derived [11].
∇× (∇× E) = − ∂
∂t
∇×B (2.10)
∇× (∇× E) =∇(∇ · E)−∇2E = −∇2E (2.11)










Different solutions to Equation 2.13, such as the Gaussian beam solution, can be found
from this. The beams considered in this work, however, have irregular spatially dependent
shapes and cannot be easily expressed by a mathematical expression. Instead, the solution
found here will be the general plane wave solution.
E(r, t) =E0e
i(k·r−ωt) (2.14)
The beams considered in this work are not plane waves, however, they can be
decomposed into a superposition of many plane waves. In code, each pixel on a grid can be
described as an individual plane wave with a certain amplitude and phase[12]. These plane
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waves can then be used in numerical propagation code using methods described in Section
2.5. In doing this, the ei(k·r−ωt) may be called the carrier, which is modified by the complex
envelope E0.
E0(x, y, z) =A0(x, y, z)e
iφ(x,y,z) (2.15)
The format in Equation 2.15 is useful from a numerical standpoint, where only the
amplitude and phase of each pixel is needed. In this format Abs[E0(x, y, z)] = A0(x, y, z),
the amplitude of the field, and Arg[E(x, y, z)] = φ(x, y, z), the phase of the field, where x
and y numerically will correspond to pixel position coordinates.
2.4 Image Processing
The GS process is done radially to reduce computation time and find radially
symmetric solutions. As such, the 2-dimensional images captured for phase retrieval must
be processed prior to entering the GS algorithm.
2.4.1 Background Subtraction & Normalization
One discovery over the course of this work is that the radial GS process is very sensitive
to noise. Therefore, it is important to carefully remove the background noise from each
image. There is noise from the camera pixels themselves and from stray photons entering
the detector. The background subtraction process may require more or less work for other
beam profiling cameras, but the described method seemed to work well for the camera
used(Dataray WinCamD-LCM).
For each GS retrieval attempt, more than 6 images were typically taken of the beam
intensity profile while moving towards focus. Images for this project were saved as 16-bit
TIFF files, but other image formats could work equally well. As some images were taken at
very different locations in the path of the focusing beam, the intensity of the beam was
often too high at some points and too low at others. Therefore, the exposure and
sometimes neutral density(ND) filters were changed between each image to maximize the
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captured information. This required a separate background image, with the beam blocked,
to be taken for each exposure time. This process could be slightly sped up by adjusting the
exposure only once every few images, though this may reduce the information captured.
The image set and corresponding background image set were then imported into
Mathematica, the background images were subtracted from the original images. This was
done to remove any shape from the background noise. After this, there was typically a
small amount of remaining background noise, so a sample of points was then taken from
the corners of each image. The mean of these points was then subtracted from each image.
For the majority of images used, the corners that the averages were taken over were
squares with 1/8 the dimensions of the entire image. This value was chosen because, unless
the beam clips out of the image already, these size corners will not capture any of the
intensity in the beam. As the beam is propagating through free space between each image
location, and the capture size is intentionally large enough that the beam is not clipped at
the edges, the total power in the beam should be consistent. These images are normalized
by first individually summing components of the entire matrix. In this notation, nx is the








This is enough to normalize the matrices, however, due to the fact that the 2D GS code
takes images as inputs, these are divided by the maximum value in any plane to ensure





The images are now exported and ready for usage in the 2D GS code and ready to be
radially averaged for the radial GS code.
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2.4.2 Radial Averaging
Average slices of the beam images are now taken. The method called for uses a built-in
Mathematica function to make a two-dimensional interpolating function for each image.
Then, the radial position list is converted to x and y positions for a large number of
different angles, typically 360, and a value for each radial position is taken from the 2D
interpolation. This requires knowing the location of the center of the beam, which is done
by squaring the intensity of the image and plugging the entire matrix into a centroid
calculator function. The numerical radial beam propagation process used requires a grid of
radial position values with nonuniform separation, and these values were used in this. The
final image radial list is an average of these values from each angle.
A second background removal process was then done to ensure that there was no excess
power at high r values. The average value of some values very far out on the image radial
grid, typically the last 1%-10% of pixels, was subtracted from the entire image. Any
negative values were then set to 0.
The radial profiles were then normalized to contain the same total power in the beam
at all planes. To do this, the power in each plane had to be calculated. The power in the
beam was integrating the field intensity over all space. This was done numerically with a






The intensity in each plane Ij could then be divided by it’s corresponding relative
power Pj to normalize each profile. The square root of each of these could then be taken to







Finally, these radial image amplitude profiles were exported and ready for the radial GS
process.
2.5 Field Transform/Scalar Diffraction Theory
The original GS algorithm uses 2D intensity profile images of beams, which works for
essentially any beam but can take a substantial amount of computational time and
resources. To simplify the problem for radially symmetric beams a modified radial GS
algorithm was developed. This algorithm required some changes to the Fourier
transformation process that will be discussed here.
2.5.1 Angular Spectrum Propagation
A single Fourier transform, though quick, only allows one to transform between an
image and diffraction plane. To transform between image planes at specific axial locations,
angular spectrum propagation was used. The idea is to take the complex field(shown in
Equation 2.15) for every pixel at a certain axial position(z = 0) and transform it to another
position (z). The notation will follow Goodman’s Introduction to Fourier Optics [12]. Start
with the discrete spatial distribution of complex E-fields that we will call U(x, y, z). This
has a Fourier transform relation with it’s angular spectrum A(fx, fy, z), which I’ll express
as a 2D transform over x and y.







U(x, y, z)e−i2π(fxx+fyy)dxdy (2.20)









Plugging Equation 2.21 into the Helmholtz equation,
∇2U + k2U =0 (2.22)
One can find that
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Equation 2.23 is the essence of angular spectrum propagation, as it allows one to
transform the angular representation of the full field between planes at arbitrary axial
distances from each other. For consistency, this is done from a reference plane which will
be defined as the z = 0 plane. Angular spectrum propagation can be re-expressed in radial
coordinates as shown in Equation 2.24. Equation 2.25 defines the radial propagator P (z).
A(νr, z) =A(νr, 0)P (z) (2.24)






νr is the radial angular variable. The propagator in Equation 2.25 may be simplified
with the Fresnel simplification. In this approximation, the square root in the exponent can
be expanded to the first order.
√















The Fresnel propagator is used in the 2D code that this work is compared with. For the
radial code, however, the difference in computation time between using Equation 2.25 and
Equation 2.27 was found to be very low. An initial concern with Equation 2.25 was that if
any point in λ2ν2r was is bigger than 1 than the square root will become imaginary, making
the propagator real. This could affect results in a difficult to notice way, however, it was
found that on the largest grid used(2500 points going out to r = 12.5mm) the highest this
value got was 0.006. Therefore, Equation 2.25 was used in the radial GS work.




This factor was added to cancel out the carrier term eikz. Multiple tests were done and
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including this factor did not affect the results at all.
2.5.2 Numerical Hankel Transform
This change to 1D radial coordinates necessitates an update to the 2D Fourier
transform F and inverse Fourier transform steps in Equation 2.2 and Equation 2.4, where
the Fourier transform is done with FFT. This radial version of the Fourier transform,
called the Hankel transform(HT), can be quickly derived from the general Fourier
transform definition, which in 2D appears as Equation 2.28.








Substituting radial variables into this gives the radial Hankel transform. The angular
variables fx and fy are also replaced with the radial frequency variable νr.










e−i2πνrr(cosφ cos θ+sinφ sin θ)dθ (2.30)





Note that the transform F has been changed to HT to signify the Hankel transform. J0
is the zero-order Bessel function of the first kind and is obtained by integrating Equation
2.29 over θ. This HT will convert between the E-field and the angular spectrum of E, at
which point angular spectrum propagation can be applied. The inverse Hankel transform
to get back to the field is shown in Equation 2.32[12].





The Hankel transform shown in Equation 2.31 is the useful mathematical description of
the HT, but it does not show how the HT can be done over discrete fields like the ones
considered in this work. The HT process was written in Mathematica and essentially
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decomposes fields into a combination of Bessel functions. The code used exactly follows the
process shown by Guizar [13].
2.6 Error Metric
Error is an important consideration in any phase/amplitude retrieval process. Root
mean squared error(RMS) was used to determine solution accuracy. Error was calculated
between expected and retrieved intensity profiles. In Equation 2.33, Ij denotes the
measured radial intensity profile for the jth plane and Ej represents the retrieved field.








This error metric looks slightly different from the usual RMS calculation due to the
2πrdr in the numerator. This is inserted to normalize each profile.
2.7 Final field transform method
Angular spectrum propagation and the Hankel Transform can be put together to give
the following field transform process:
1. The HT of a field at axial position z = 0 is taken, giving the frequency domain
representation of the field at that plane. This plane is at z = 0 as the reference plane,
and other plane positions are relative to it.
2. The frequency domain representation is multiplied by the propagator P (zj) shown in
Equation 2.25, where zj is the axial position of the plane of interest. This gives a
frequency representation of the field at position zj.
3. The IHT is taken to get the field at zj.
All together, these steps look like
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Ej =HT
−1[HT [E0]P (zj)] (2.34)
And the inverse process
E0 =HT
−1[HT [Ej]P (−zj)] (2.35)
2.7.1 Phase Profile for an Ideal Lens
For the phase mask design process, which will be discussed in Section 2.2, this
propagation is done in several parts with lens phase added and subtracted in-between.
Additionally, determining the Focal πShaper phase required subtracting away excess lens






Where k = 2π/λ and f is the focal length of the desired lens. This phase can quickly be





2.7.2 Field Transform Validation
To quickly validate this process, a simple propagation is done and compared to the
expected mathematical results. The math used will follow Svelto[14]. The only equations










Equation 2.38 gives a function for the Gaussian beam size, w(z), as a function of the
beam waist size w0 and the distance z from the beam waist. Equation 2.39 is the Raleigh
range of the beam. Rearranging Equation 2.38 to solve for z gives
z = zR
√
(w/w0)2 − 1 (2.40)
Equation 2.40 is now set up to determine the focal length z of a lens that transforms a
given input size w to a focal spot size of w0. In this equation, z is both the focal length and
propagation distance used, as the focus w0 is found when f = z. This is allowed due to the
fact that the input beam is assumed to be perfectly collimated.
To test the HT method, a perfect input Gaussian profile with a 1/e2 radius of
w = 1mm is constructed. Additionally the target spot size for this beam, a Gaussian
profile with radius w0 = 50µm, is constructed. Plugging these values into Equation 2.40
gives z = 196.104mm. Therefore, by applying 196.104mm of focusing phase to the input
beam and doing the propagation steps in Section 2.7 with a distance z = 196.104mm
should give a Gaussian profile with 1/e2 radius 50µm.
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Gaussian Beam at Focus
Figure 2.2 Input beam and transformed beam compared with theoretical focal spot. (A)
Input beam with 1/e2 radius of w = 1mm. The total radial grid stretches out to 5mm to
avoid clipping. (B) Expected focal plane beam profile, found with Equation 2.40, vs
numerically transformed beam.
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Figure 2.2 shows the comparison between the expected focal plane beam and
numerically transformed beam. The RMS error between these intensities was found with
Equation 2.33 to be 1.69 ∗ 10−5. This amount of error is not expected to cause any
measurable issues with the GS process. The focal length was then adjusted to minimize
error. With a focal length of 196.352mm, just 248µm different from the expected, the error




A schematic of the optical setup used to capture images is shown in Figure 3.1. The
first element was a laser diode(LD). An 80mW LD(QPhotonics QLD-780-80S) was
operated at 126mW with an LD power source(Thorlabs LDC 220C), and the central
wavelength as found with a spectrometer(Ocean Insight STS-VIS) was 784.2nm. Though
the LD advertises 80mW , only about 10 mW were detected with a power meter.
Figure 3.1 Experimental setup for testing phase objects.
The unfiltered LD beam, as shown in Figure 3.2, does not have a very clean output
profile. As the radial GS requires azimuthally symmetric beams, this beam profile would
not give good results. To clean the spatial beam profile, this beam was reflected off of a
mirror and directed into a GRIN fiber optic coupler(Thorlabs 50-780-FC). The fiber
coupler was mounted in a tilt mount, giving the degrees of freedom required for alignment.
This fiber coupler was part of a package with a one meter single-mode fiber(SMF). This
fiber was an HI780, which only transmits the fundamental single mode for light at 780nm.
This gives a nearly perfect Gaussian beam at the output of the fiber as shown in
Figure 3.2. This further decreased the power in the beam to 1.2mW. As this beam was
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highly divergent, a fiber collimation package(Thorlabs F220FC-780) was used to get a
relatively collimated beam with a 1/e2 diameter of 2.1mm.
A B
Figure 3.2 (A) Unfiltered LD beam prior to passing through SMF. (B) Beam after passing
through SMF and collimation lens.
The collimated beam was then usually passed through a beam-expanding telescope.
Different 3 lens telescopes were used for this project, but simpler 2 lens magnification
systems were used for the results discussed here. The beam diameter was adjusted based on
the object being sampled. The beam was then sent through the sample of interest. Objects
used here included phase masks, the Focal-πShaper, different lenses, and other objects.
Finally, the beam was imaged with a camera on a 450mm translation rail. A DataRay
WinCamD-LCM was used due to it’s large 11.26mm x 11.26 mm area of 2048 x 2048
pixels. Each pixel measures 5.5µm in each direction. This camera allowed for large images
of the beam intensity to be taken over a large axial range. An ND filter was always screwed
onto the camera directly to protect the image sensor and reduce outside light from
impacting image quality. Additionally, for larger beams where noise was a greater concern,
a short beam tube was screwed onto the camera filter. This served to help reduce stray




Here the radial GS process developed for this work and the multi-plane 2D GS code on
which this work is based will be described. Some of the modifications made to adapt the
2D code to a radial version will be shown. The radial process will be validated by testing it
under ideal conditions, and the radial process will then be shown to accurately recover the
focal length of a real lens. Lastly, the adjustments made to the code to prepare it for phase
mask design will be covered.
4.1 Multi-Plane Radial GS Algorithm for Phase Retrieval
For retrieving the phase of a radially symmetric object, images at multiple axial
planes(generally 6-20) were taken. Increasing the number of planes increases solution
accuracy, as noise and other measurement errors are decreased by essentially averaging a
solution over many planes. This will be further shown in Section 4.2.1. Using more than 10
planes doesn’t affect the solution quality much at all, and though more planes can always
be used this can increase the solution time.
4.1.1 Multi-Plane Steps
There are several ways to modify a GS process for multiple planes, but a modified
radial version of the 2D algorithm code developed by Jamal and Hansen was used for this
work[8]. This section will outline the radial 2D GS steps and the differences from the GS
steps published in 1972. As before, Ij will describe the intensity image taken at the j
th
image plane. A flowchart of this process is shown in Figure 4.1.
1. The reference field Eref is initialized at the position of some image plane Iref . The
reference plane could be any plane, though choosing the least focused planes tends to
give much better results. This is believed to be due to the fact that these planes have
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a greater amplitude distribution and therefore more space to store information. This
field is initialized as the square root of the intensity at the corresponding plane Iref
times some guess phase φguess. For all of the results shown in this paper, the guess
phase profile is zero. A good guess can, however, decrease solution time. This step is





2. Eref is multiplied by some gain factor g. This gain factor will be further explained in
Section 4.2.2. The HT of this is taken. For each plane j, this is then multiplied by
the propagator P . The location of any particular plane is given by zj. The inverse
HT is taken to get back to an amplitude representation of the field. The usage of the





∆zj = zj − zref (4.3)
P (∆zj) =Exp[−ik∆zj(
√
1− λ2ν2r − 1)] (4.4)
Ej =HT
−1[HT [Eref ∗ g]P (∆zj)] (4.5)
3. For each plane j, a complex attenuated field Aj is constructed. The phase of Aj is set
to be the phase of Ej. For the amplitude, however, a conditional substitution is made
individually for each point on the radial grid. The minimum between the measured
amplitude
√
Ij and amplitude of Ej is saved as the amplitude of Aj for each pixel on
the radial grid. The gain factor g from step 2 works to counteract the intensity lost
by only taking minimum values. This gain also ends up giving some control over the
retrieved features, as with a larger gain you will recover increasingly smaller features
and with a smaller gain tiny noise-like features will be ignored. Each of these will be






4. Using the inverse process as the one outlined in step 2, for each plane, the attenuated
field is transformed back to the ansatz plane. This involves taking the Hankel
transform, multiplying by the propagator P , and taking the inverse Hankel
transform. Note that the input to P gains a negative due to the propagation going in
the other direction. The result from each of the planes is summed and divided by the







HT−1[HT [Aj]P (−∆zj)] (4.7)
5. Steps 2 - 4 are repeated until some criterion has been met. Typically, the algorithm
was stopped after a manually decided number of iterations. Eref will give the final
result for the phase at the ansatz plane. Note that, unlike the basic version of the GS
algorithm, Eref will not necessarily have the exact measured amplitude at that plane.
The final result can be transformed to other planes to find the complex field at
nearby locations.
A final important process is to propagate this solution to the plane of interest. For small
enough beams, where all the power fits into the image size at the target plane, the solution
could be quickly propagated to the target plane. For larger beams, the solution could then
be interpolated onto a much larger grid and propagated to the target plane. Though a
large grid could be used for the whole algorithm, this adds unnecessary computation time.
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Figure 4.1 Flowchart for radial multi-plane GS process.
4.1.2 Computational Validation of Radial Multi-Plane GS
To test this process, an ideal radial Gaussian profile with 1/e2 radius 1mm was
constructed. A focusing phase profile with f = 250mm was applied to this amplitude using
2.37, and the resultant complex field was transformed to 6 different planes. With z = 0mm
defined as the plane that the initial field was constructed at, profiles were found for the
beam at positions z = 0mm, z = 50mm, 100mm, 150mm, 200mm, and 250mm where
z = f = 250mm is at the focal plane. The constructed radial grid was made with 1024
pixels with a maximum radius of 4mm. 4mm was chosen because it is 4x the 1/e2 radius of
the largest beam image. This ratio was found to be generally good at preventing any
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clipping at the edge of the radial grid. A gain factor of 1.2 was chosen, though for this
noise-free case it was not much of a concern.
Next, the phase information was removed from each profile, and the multi-plane radial
phase retrieval process was done across all 6 planes. The reference plane chosen for this
retrieval was the z = 0 plane, the same plane that the phase had been initially applied to.
The retrieved phase at this plane and amplitude at every plane could now be compared
with the exact actual solutions. This was done over a variety of algorithm iterations as























Beam Transformed to 0mm B
















Beam Transformed to 100mm
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Beam Transformed to 200mm D
















Beam Transformed to 250mm
Figure 4.2 Solution with 0 iterations of the GS process done. Note that plane (A) is perfect
due to the fact that the reference field at that position is initialized to be the amplitude at
that image. As there is no phase on the initial GS field, the GS solution is the same
























Beam Transformed to 0mm B
















Beam Transformed to 100mm
C















Beam Transformed to 200mm D
















Beam Transformed to 250mm
Figure 4.3 Solution with 10 iterations of the GS process done. This is slightly better than
without any iterations. Note that (D) is slightly zoomed in to show detail in the focused
beam profile.
As you can see, at just 25 iterations the retrieved solution propagated to any plane is
visually great. Dependent on the application, this may be deemed to be sufficient enough
retrieval. However, especially for this ideal noise-free case, more iterations will continue to
make the solution better. The solution appears to converge at around 600 iterations. The
RMS error and computation time for different numbers of iterations completed is shown in
Table 4.1. Additionally, the RMS error in the phase as a function of iteration is shown in
Figure 4.5.
With little amplitude information to retrieve phase, the retrieved phase at high r-values
























Beam Transformed to 0mm B
















Beam Transformed to 100mm
C















Beam Transformed to 200mm D
















Beam Transformed to 250mm
Figure 4.4 Solution with 25 iterations of the GS process done. Some discrepancy between
the GS solution and actual result is visible, especially in (C) and (B). This is approximately
the last number of iterations for this ideal case in which there is visible error.




















Phase Error vs. Algorithm Step
Figure 4.5 Phase RMS error over course of algorithm iterations. The horizontal grey line at
the bottom of the figure is the value of machine precision(2.22 ∗ 10−16).
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Table 4.1 RMS error in both phase profile and intensity when stopping the radial GS
algorithm after different iteration counts. Though the target for this RMS error is zero,
machine precision is 2.22 ∗ 10−16 which is the lowest possible value that one could expect to
see with RMS error. As is shown in Table 4.1, the RMS error for both intensity and phase
nears but doesn’t quite reach machine precision. For timing, this code was run on a laptop
with an 11th Gen Intel Core i7-1165G7 2.80GHz CPU and 16 GB of RAM.
Iterations RMS Phase Error Average RMS Intensity Error Computation Time(seconds)
0 8.23∗10−6 2.62∗10−3 0
10 1.45∗10−6 2.38∗10−3 2.86
25 5.75∗10−7 7.64∗10−5 7.0
100 3.32∗10−9 3.42∗10−6 25.3
800 1.14 ∗10−15 2.10∗10−15 240
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GS Phase Solution vs Actual
Figure 4.6 (A) Difference between GS phase solution and actual applied phase. (B)
Comparison between GS phase solution and computationally applied phase.
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4.2 Multi-Plane MATLAB 2D GS Code
Jamal and Hansen developed a multi-plane implementation of the GS process in
MATLAB[8]. They made it open-source, and all files for the project are found at
https://gitlab.gbar.dtu.dk/biophotonics/PhaseRetrieval.
Their code, which is done over any number of 2D images, is powerful and user-friendly.
Due to the ease of use, some 2D phase retrieval was done over the course of this project as
a way to compare with the radial process(to be discussed later on). To more easily
compare this with the radial process, code was written in MATLAB to transform 2D
solutions to target planes. Additional code was written in Mathematica to take line-outs of
the 2D solution and finally compare the resultant profiles with the radial solutions.
To demonstrate the accuracy of this code, an air force test pattern(AFTP) was placed
in the path of the beam. Nine 2048 x 2048 pixel images were collected from 21.5mm away
from the AFTP to 63.5mm. There was approximately 5mm of propagation distance
between each of these images. To reduce computation time, the images were cut down in
size to 768 x 768 pixels. This value decreased computation time while not cutting out too
much of the power in the beam and/or majorly harming the result. The algorithm was
stopped after 5000 iterations, and the solution was transformed to the AFTP plane. The
exact distance to the AFTP plane was not accurately measured, so different guesses were
made until the sharpest pattern was observed in the reconstructed intensity. The phase
and amplitude reconstruction are shown in Figure 4.7, along with two of the images used
for retrieval. Only six of the nine images were used in the reconstruction to reduce
computation time.
As you can see, the reconstruction of the AFTP is visually very good and what would
be expected. Looking to the top-right of (A) in Figure 4.7, some details in a smaller
pattern are clearly visible. This shows that the 2D code is working as expected and that
the image background subtraction process is working well.
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Figure 4.7 (A) Retrieved Intensity at AFTP plane. (B) Retrieved Phase at AFTP plane.
(C) Furthest plane image captured, taken 63.5mm from the AFTP. (D) Closest plane
image captured, taken 21.5mm from the AFTP. This solution took around 5000 iterations
to run. x and y units are pixels.
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This code also served as the basis for the radial GS process described in Section 4.1.1.
The conditional substitution and gain factor especially are radial versions of Jamal and
Hansen’s methodology[8].
4.2.1 Phase Retrieval on a Simple Lens
Here, the multi-plane process described in Section 4.1.1 will be demonstrated on a real
lens. For this test, 15 images were taken of a beam focusing with a 300mm lens (Thorlabs
LA1256-B). This lens is designed for a wavelength of 587.6nm, and since a higher
wavelength of 784.nm was used, the focal length was expected to be slightly different from
300mm. A simulation with Zemax OpticStudio showed that for a wavelength of 784.2nm
the theoretical focal length for this lens is 302.3mm. Additionally, the documentation for
this lens says that the focal length tolerance for this lens is ±1%, so the expected focal
length to be retrieved is 302.3mm± 3mm. The optical setup used is described in Section 3.
For this test, no optics were used to expand the beam after leaving the fiber collimator
lens. This choice was made to keep experimental simplicity, to show how the algorithm still
works on an imperfectly collimated input beam, and to reduce potential errors caused by
additional optics.
Figure 4.8 shows three of the 15 images captured and their respective radial profiles.
Note that plane (A) in Figure 4.8 was taken around 10mm before beam focus and no
images were taken at or after beam focus. Though images at or past focus may still be used
as inputs to the GS process, images near focus tend to have a high susceptibility to error in
measured position and error in centroid calculation. The radial GS algorithm was then
run. In testing this algorithm, better results were achieved when using a larger image for
the reference plane, as there is essentially more radial depth for information to be stored.
Therefore the 15th image plane, the plane where the beam was nearest to the lens, was
used as the reference plane. Figure 4.9 shows the result from doing the GS process with
only two planes. For this solution, the first and last planes were used with the algorithm.
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A Image Taken at z=165mm B Image Taken at z=200mm C Image Taken at z=320mm

























































Figure 4.8 Three representative images taken of the focusing beam and radial intensity
averages. (A) is furthest from the lens and (C) is closest to the lens. The radial grid is only
shown to 1mm, though to avoid intensity clipping it actually reaches out to 2.1mm. The
beam focuses at z = 155mm
The multi-plane algorithm described in 4.1.1 was run across all planes. The result of
this is shown in Figure Figure 4.10. A quick visual comparison with the results shown in
Figure 4.9 immediately shows the benefits of the multi-plane method over the two-plane
method.
The multi-plane solution was then interpolated onto a larger grid and propagated to the
lens plane position. The retrieved solution is of the phase profile on the beam, however,
this phase profile will include any phase the beam had prior to passing through the lens.
This removes the possibility of comparing the phase solution directly with the expected
lens phase. One solution to remove this excess phase is to use a well-collimated beam.
Instead of this, a slightly diverging beam, approximately one meter after leaving the fiber
collimator lens, was used. The unfocused beam was able to fit entirely within the image
sensor, and images of the beam were captured at different axial positions. Due to this
beam having a low divergence/convergence, images were taken further away from each
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other. The same multi-plane phase retrieval process was then implemented to find the
phase on the unfocused beam. Subtracting the retrieved unfocused beam phase from the
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GS Solution Transformed to 195mm D






















GS Solution Transformed to 220mm
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GS Solution Transformed to 280mm F
















GS Solution Transformed to 320mm
Figure 4.9 Two Plane GS algorithm run between only first (A) and last (F) planes. Note
that the planes used in the algorithm match very accurately with their corresponding




















GS Solution Transformed to 165mm B





















GS Solution Transformed to 180mm
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GS Solution Transformed to 195mm D






















GS Solution Transformed to 220mm
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GS Solution Transformed to 280mm F
















GS Solution Transformed to 320mm
Figure 4.10 Multi-Plane radial GS done over all planes. Solution was found in
approximately 50 iterations but continued to run until 400 iterations.
Figure 4.11 shows the final results from this solution. Graph (D) shows the resulting
phase when the expected lens phase is subtracted from the GS solution phase. Subtracting
a focal length of f = 304.5mm as well as subtracting the excess retrieved phase results in
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approximately zero excess phase, meaning that a lens solution has been found. This result
essentially states that the lens has a focal length of f = 304.5mm, which falls within the
expected value of 302.3mm± 3mm. A final important note is that the result does not
account for error in the measurement between the camera sensor and the lens. A
measurement error of ±2mm is likely. The solution is well within the total expected error,
which gives further confidence in the GS process.
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Phase Comparison with Ideal
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Phase Difference from Ideal
D
Figure 4.11 (A) Comparison of intensity profiles when transforming each GS solution(done
without lens in place and done with lens in place) to the lens plane. The discrepancy in the
intensity near r = 0 may be due to the lens reflecting/absorbing some of the light. (B)
Retrieved phase at lens plane vs ideal f = 302.3mm lens phase. (C) Subtracting the lens
phase profile and unfocused beam retrieved phase profile from the retrieved lens phase.
Note that for high r values with little amplitude the phase retrieval finds a poor result. (D)
Zooming in to show detail. Note that there is a high excess phase after subtracting just the
lens phase and much less excess phase after additionally subtracting off the excess phase
retrieved from the unfocused beam. Finally, subtracting a slightly different lens,
f = 304.5mm, as well as the retrieved excess phase gives a remainder of nearly zero phase.
Finding approximately zero phase means that the retrieved focal length is f = 304.5mm.
There are some oscillations away from zero in this solution. These are believed to be due to
small error in the centroid found for the radial averaging and/or due to remaining
unsymmetrical beam features.
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4.2.2 Importance of Conditional Substitution and Gain
The conditional substitution step reduces the impact of noise on the final result[8]. This
step will, for instance, sometimes completely ignore non-zero points far out on the radial
grid past where any amplitude should be found. To show the benefit of the conditional
substitution, the multi-plane radial GS process was done on the lens described in 4.2.1 but
with full image amplitude substitution instead of conditional substitution. This replaces





The results from applying the GS retrieval process with this change are shown in
Figure 4.12. This solution was reached well in approximately just 50 iterations, the same as
the GS version with conditional substitution, and continued to run until 500 iterations to
ensure that the algorithm had reached the best solution. The error in the solution is easily
visible for the larger image planes, including the ones not pictured. This shows the
importance of the conditional substitution step. One final note of interest is that this
example is one of the lowest error retrievals found without conditional substitution. With
more complex optics the difference between using Equation 4.6 and Equation 4.8 is even
more pronounced.
The gain factor must be above 1 to counteract the power lost with conditional
substitution, but deciding how far to bring the gain past 1 is dependent on desired results.
A higher gain will retrieve smaller features, technically retrieving a more accurate result,
but this can cause other issues. Jamal and Hansen discovered in their work with their 2D
code that gain between 1 and 1.4 is optimal[8]. To demonstrate the importance of carefully
considered gain values, the radial GS code was done with the images used to characterize
the Focal πShaper in Chapter 5. Only the two image planes with the highest error are




















GS Solution Transformed to 165mm B





















GS Solution Transformed to 180mm
C

















GS Solution Transformed to 195mm D






















GS Solution Transformed to 220mm
E


















GS Solution Transformed to 280mm F
















GS Solution Transformed to 320mm
Figure 4.12 Multi-Plane radial GS run over all planes with no conditional substitution.
Though the solution near focus looks good to the eye, major errors are visible from (D) to
(F).
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Each intensity solution is approximately the same, however, the same cannot be said for
the phase solution shown in Figure 4.14. The high-frequency oscillatory behaviour in the
phase with a high gain factor is caused by the algorithm trying to find a solution that
accounts for the sharpest features in the image profile. Though these features may be real,
they are very prone to small errors in measurement position and centroid calculation. The
lower gain factor significantly reduces the impact of these error-prone values while not
ignoring the larger trends and important phase information. This can be seen by the
smooth phase result in Figure 4.14.
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GS Solution, Gain 1.1
GS Solution, Gain 1.4
Actual Image Intensity




















GS Solution Transformed to 283mm B




















GS Solution Transformed to 273mm
Figure 4.13 Radial GS intensity solution from Focal πShaper images with different gain
values used. The solutions with a gain of 1.1 and 1.4 are almost overlapping, however, a
slight improvement in solution quality can be seen near r = 0 for gain= 1.4.
4.3 Two-Plane Radial GS Algorithm for Phase Mask Design
Phase mask design requires some changes to be made to this retrieval process. First,
only two image profiles are used in the algorithm. One of these profiles will be of the
expected input beam profile and the other will be the target beam profile. The input beam
profile can be taken from a beam profile image or a generated. The target beam profile can
be computationally constructed based on desired shape and normalized to include the same
total power as the input beam.
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Radial GS Solution, Gain 1.1
Radial GS Solution, Gain 1.4




















GS Phase Solution Comparison
Figure 4.14 Radial GS phase solution from Focal πShaper images with different gain values
used. The high-frequency oscillations with the gain = 1.4 solution are not real. These
features likely account for to small errors in data collection and processing.
The first change made for the two-plane version was the addition of lens-to-flat-top
axial propagation distance testing. This step is necessary because the value of ∆z is an
unknown variable to be optimized. The optimization method employed in this paper was
to modify the GS code to attempt different values of ∆z once every few iterations. The
number of iterations chosen was determined by the approximate number of iterations
needed to get close to convergence. For simpler phase profiles this may be only 50
iterations, but for more complex shapes like the flat-top designed later on up to 200
iterations were performed per ∆z. The algorithm would save the value of ∆z that resulted
in the lowest error. To speed up this process, a good guess ∆z needed to be chosen with a
decent range in which to test different values over. For example, if solving for a flat-top
with a 250mm focal length lens, an initial hypothesis that the flat top will appear at
200mm with a range of test distances over 50mm in each direction would be an acceptable
first test. The algorithm then tries to solve for a flat top at several steps within that range.
The distance with the lowest error is saved as the new guess ∆z. The range of distances
may then be shortened around this new value and the process repeated.
The next change is removing the conditional substitution step and corresponding gain
factor. Conditional substitution helps to mitigate the issues caused by noise, especially
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between multiple planes. Phase mask design requires only two images (The unshaped beam
and the desired shape) and, as the desired shape is constructed to be ideal, it has much less
susceptibility to noise. The mask designed later on uses ideal profiles for both the input
and target profiles and therefore has no noise. Additionally, conditional substitution does
increase computation time so it is beneficial to remove when not necessary.
The final change is to add additional propagation steps. This step is dependent on
desired parameters for the given mask. For instance, the mask designed in this work was
designed to create a flat-top when the beam is focused with a lens that is placed in the
beam path 2 meters after the beam passes through the phase mask. For this case, angular
spectrum propagation must be performed twice to get between the phase mask plane and
flat-top plane. One propagation step propagates Eref from the phase mask plane to the
lens plane, where the target lens phase φlens may be applied to the beam. The second
propagation step shifts the beam from the lens plane to the target flat-top plane. The
reverse process will then subtract the lens phase instead of adding it. Mathematically, the
angular spectrum propagation shown in Equation 4.5 may be updated to something more
like Equation 4.9 and the inverse process Equation 4.10.
Ej =HT
−1[HT [HT−1[HT [Ea]P (2m)] ∗ Exp(iφlens)]P (∆zj)] (4.9)
Ea =HT




The phase mask designed in this work will be described here. Additionally, the
AdlOptica Focal πShaper will be characterized with the multi-plane GS code.
5.1 Flat-Top Phase Mask Design
A mask was designed using the 2 plane GS code described in Section 4.3. This mask is
currently being manufactured.
5.1.1 Design parameters
The laser that this mask was designed for is the lab’s home-built ultrafast Ti:S laser.
This laser has a central wavelength of 800nm and an approximately Gaussian spatial
profile. Due to the high power in the beam, the pulses in the beam are stretched before
passing through a regenerative amplification system. The pulses coming out of the
amplifier have a low enough energy density to pass through a phase mask without
damaging it. A compressor then shortens the pulses to around 50fs. This raises the
temporal power density in the pulsed significantly, removing the possibility of putting a
phase mask in the beam path. Approximately two meters later, the pulse train reaches the
laboratory experiments. Therefore, a design constraint was that the phase mask needed to
be placed before the pulse compressor 2 meters before a lens would focus the beam. A
simplified version of this setup is shown in Figure 5.1. Doing both steps of this propagation
is described by Equation 4.9 and Equation 4.10. The input beam was approximated to be
a perfect Gaussian beam.
The mask was designed for a Gaussian beam with following parameters:
• Input beam 1/e2 radius: 2.5mm
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• Input beam wavelength: 800nm
• Flat-top target: Order 8 super-Gaussian, 1/e2 radius 400µm
• Mask to lens propagation distance: 2m









Figure 5.1 Phase mask placement in optical setup. The mask must be placed ahead of the
pulse compressor to avoid being damaged.
The focal length and target flat-top size values used were one of the trickier values to
optimize, as they depend on each other. For instance, for a particular input beam
diameter, a flat-top with 1/e2 radius 200 um may be easily achievable with a short focal
length lens but impossible for a long focal length lens. To obtain these values, a target
flat-top size was decided on and the entire mask design process was repeated several times
with different focal lengths until a good combination was reached. To expedite this process,
the radial grid was made with a low number of 512 points. This reduced the process to
take only a few minutes. Despite this, testing different focal lengths was found to be the
most tedious part of the design. A flat top radius of 400µm was used the entire time, and
focal lengths of 200mm, 300mm, 400mm, and finally 250mm were tested.
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5.1.2 Determining Optimum After-Lens Propagation Distance
With all of the input parameters, the 2D phase retrieval process was done using the
lens-to-flat-top axial propagation distance test described in Section 4.3. As before, a radial
grid of only 512 points was used. The initial propagation distance guess was 210mm, and 8
distance values between 157.5mm and 249.5mm were tested.
Figure 5.2 Solution error over first propagation distance test. The first 200 iterations are
the guess distance. Each peak afterwards, one every 150 iterations, marks the change in
propagation distance attempted by the algorithm. These points where the propagation
distance is modified are marked with the dashed lines and labeled with the distances tried.
The final 200 steps are of the algorithm attempting the best found distance(223.2mm for
this case) for a larger number of iterations.
The results from this first adaptive propagation step, shown in Figure 5.2, gave the best
propagation distance to be 223.125mm. This value was made the new hypothesis, and the
adaptive propagation distance test was run once again. This time, the range was reduced to
test between 216.15mm and 228.73mm. The results from this test are shown in Figure 5.3.
The second adaptive propagation step gave a best propagation distance of 224.868mm.
The adaptive propagation distance version of the GS code was run one final time to give an
optimum propagation distance of 225.52mm.
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Error Over Adaptive Propagation
Figure 5.3 Solution error over second propagation distance test. The number of iterations
per distance test was modified from the previous version to be 200 iterations per distance.
The best distance found was 225.52mm.
5.1.3 Phase Mask Design
With the propagation distance determined, the 2-plane radial GS could now be run
without the adaptive propagation step and with more points in the radial grid. 2048 points
were used to give a high-resolution result. The algorithm was stopped at 400 iterations, as
the error between the target flat-top and GS solution flat-top ceased decreasing at around
100 iterations. The retrieved phase profile was noisy at very high r values and so was
clipped at 6.2 mm. The solution was fit to a 28th order polynomial to remove potential
high-frequency oscillations in profile. This fit may not have been necessary, but it did not
affect the flat-top quality to any discernable amount.
The beam intensity results from this solution are shown in Figure 5.4. The RMS error
between the target and retrieved flat top is 3.9 ∗ 10−6. The final phase profile is shown in





















2.5mm Beam Transformed 2m to Lens Plane B
GS Solution
Target FT Intensity



















Lens Plane Beam Transformed to FT Plane
Figure 5.4 Expected flat-top that will be shaped by GS solved for phase mask. (A) Input
beam vs. beam profile at the lens plane(2 meters after the phase mask). The beam is now
partially defocused and no longer an ideal Gaussian. (B) The beam focused with a 250mm
lens and propagated 225.52mm vs the target flat-top profile used by the algorithm.




















Radial Phase Mask Solution
Figure 5.5 Final radial phase profile for flat-top phase mask. Phase solved for after 6.2 mm
was found to be unnecessary for good flat-top profile, so these values were set to 0. This
also reduces the phase profile size that needs to be manufactured.
5.1.4 Phase Mask Characterization
Figure 5.4 shows the highly accurate flat-top can be generated with the designed phase
profile, however, it only shows that the flat top will appear with a distance of 2m between
the phase mask and the lens. Additionally, it only demonstrates that the flat-top will be
48
produced with an f = 250mm lens. Finally, this solution shows the flat-top with an input
beam with an exact radius of 2.5mm. To characterize this mask, each of these values were
changed to determine their affects on flat-top quality.
The first parameter tested is input beam radius. Figure 5.6 and Figure 5.7 show the
flat-tops achieved with a 2.4mm input beam and 2.6mm input beam, respectively. The
flat-tops are modified in each of these cases in a way that is expected. The 2.4mm beam in
Figure 5.6, which initially has more power near r=0 than the 2.5mm beam, still has more
power near r=0 in the flat-top plane. Similarly, Figure 5.7 with a 2.6mm radius has more




















2.4mm Beam Transformed 2m to Lens Plane B
GS Solution
Target FT Intensity



















Lens Plane Beam Transformed to FT Plane
Figure 5.6 Designed phase mask input radius of 2.4mm, (A) beam at lens plane and (B)
flat-top plane. (B) is propagated the same distance(225.52mm) as the solution in
Figure 5.4.
This test was extended by trying input beams of radius 2.25mm and 2.75mm as shown
in Figure 5.8 and Figure 5.9. Instead of propagating these versions to 225.52mm, as with
Figure 5.6 and Figure 5.7, these were propagated to the visually best flat-top plane. As
observed, despite the large difference in input radius, approximate flat-tops are able to be
reached. The smaller input beam must propagate further to reach the flat-top plane and
the larger input beam must propagate a shorter distance. With some more input beam
radii tested and quickly visually compared, it is expected that this mask will produce




























2.6mm Beam Transformed 2m to Lens Plane B
GS Solution
Target FT Intensity



















Lens Plane Beam Transformed to FT Plane
Figure 5.7 Designed phase mask input radius of 2.6mm, (A) beam at lens plane and (B)





















2.25mm Beam Transformed 2m to Lens Plane B
GS Solution
Target FT Intensity



















Lens Plane Beam Transformed to FT Plane
Figure 5.8 Designed phase mask input radius of 2.25mm, (A) beam at lens plane and (B)
flat-top plane. (B) is propagated 237mm from the lens, which is slightly further than with



























2.75mm Beam Transformed 2m to Lens Plane B
GS Solution
Target FT Intensity



















Lens Plane Beam Transformed to FT Plane
Figure 5.9 Designed phase mask input radius of 2.75mm, (A) beam at lens plane and (B)
flat-top plane. (B) is propagated 216.5mm from the lens, which is slightly less far than
with an input beam of r = 2.5mm.
The next test was to change the lens used. Applying lens phase ranging from f = 50mm
f = 300mm weas tested in 50mm increments. Each version was propagated to the position
with the best observable flat-top, which is shown in Figure 5.10. Though the shorter focal
lengths, especially f = 50mm, give worse flat tops, generally good flat tops are seen across
each lens tested. Focal lengths longer than f = 300mm were tested, but the flat-top
quality was never found to decrease from the quality observed in the f = 300mm test.
All the previous tests included the 2m propagation step between the phase mask and
lens plane. The final variable to test was the distance in this propagation step. Phase mask
to lens propagation distance of 0m and 4m were tested and the results are shown in
Figure 5.11 and Figure 5.12. These solutions were transformed to the visually best flat-top

























50mm Lens, Transformed to FT Plane B

















100mm Lens, Transformed to FT Plane
C






















150mm Lens, Transformed to FT Plane D























200mm Lens, Transformed to FT Plane
E



















250mm Lens, Transformed to FT Plane F


















300mm Lens, Transformed to FT Plane
Figure 5.10 Best flat top profiles found with different focal lengths. (A) f = 50mm,
propagated 48.6mm. (B) f = 100mm, propagated 96.1mm. (C) f = 150mm, propagated
142mm. (D) f = 200mm, propagated 186mm. (E) f = 250mm, propagated 225.52mm.





















2.5mm Beam Transformed 0m to Lens Plane B
GS Solution





















Lens Plane Beam Transformed to FT Plane
Figure 5.11 Phase mask to lens propagation of 0m, (A) beam at lens plane and (B) flat-top
plane. (B) is propagated 235.5mm from the lens(f = 250mm), which is slightly further
than with a propagation distance of 2m. Note that, due to there being no propagation




















2.5mm Beam Transformed 4m to Lens Plane B
GS Solution



















Lens Plane Beam Transformed to FT Plane
Figure 5.12 Phase mask to lens propagation of 4m, (A) beam at lens plane and (B) flat-top
plane. (B) is propagated 200mm from the lens(f = 250mm), which is slightly less far than
with a propagation distance of 2m.
The results from these collective tests give a qualitative idea to the theoretical
capabilities available with the designed phase mask. The trends shown may allow for easily
adjusting parameters to get an accurate flat-top shape. For instance, consider the flat-top
found with a 50mm lens in Figure 5.10 (A). This is one of the poorer flat-tops achieved, as
the profile has a broad lip and a lack of power towards r = 0. Using too small of an input
beam, such as in Figure 5.6, gives essentially the opposite affect by containing too much
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power towards the center of the beam. The 50mm lens was tested again, but this time the
input beam radius was lowered. The idea is that these effects would, in a way, cancel each
other out. The results from this, shown in Figure 5.13, show that a much better flat-top
can be achieved for a short focal length with this quick modification.
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50mm Lens, Transformed to FT Plane B



















50mm Lens, Transformed to FT Plane
Figure 5.13 Improving flat-top quality by changing input beam radius. (A) Lens
f = 50mm, the same flat-top as shown in Figure 5.10 (A). (B) Lens f = 50mm, but also
decreasing the input beam radius to 2.35mm. A major improvement in flat-top quality can
be visually observed in (B).
5.2 AdlOptica Focal Pi Shaper characterization
The website for the Focal πShaper says that the input beam diameter is < 16mm.
Additionally, it says that the optimum input beam 2ω diameter is 5− 6mm. This is
slightly different from the box that the Focal πShaper is packed in, which says that the
optimum diameter is 4− 8mm. Though it was found that the Focal πShaper gives a
relatively good flat-top beam in this range, the goal here is to find the absolute optimum
input beam diameter.
Though the given information suggests that the optimum input diameter will be
somewhere between 4− 8mm, every input diameter was considered. To achieve this, the
Focal πShaper was overfilled with an 18mm diameter beam. The output of the shaper was
focused with a lens. No flat-top was seen approaching focus, but many images of the beam
were taken at different axial positions. The 2D phase retrieval code was used to retrieve
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the phase profile, and the solution was put into a larger grid and propagated to the Focal
πShaper plane. The radial retrieval code was not used on this particular set of data due to
the images taken not having great azimuthal symmetry. This was likely caused by issues
with aligning such a large beam.
The 2D code retrieved a complex field solution that was propagated back to the lens
plane. As the lens was placed near the Pi-Shaper output, and the actual distance to the
lens in the Pi-Shaper was unknown, this was not further propagated. The retrieved phase
and amplitude at the lens plane are shown in Figure 5.14. Four line-outs were taken of the
2D phase profile, two in the horizontal x-direction and two in the vertical y-direction.
Figure 5.14 2D GS code retrieved Focal πShaper phase and amplitude with a large beam.
Lens phase was subtracted from each retrieved phase. The phase profiles in the
y-direction were observed to have a large linear offset. This is likely due to the
aforementioned difficulties in lining Focal πShaper up, as a small shift in y would cause this
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linear phase offset. Instead of trying to fix this, the average of the x-direction phase profiles
was used as a rough estimate of the Focal πShaper phase. This average is shown in
Figure 5.16(B). This was deemed appropriate for this test, as the main goal with overfilling
the shaper was to get a general idea about the phase profile.
With a radial phase profile for the entire Focal πShaper, different input beam diameters
could be computationally tested. Input beams of diameter 2 mm through 16 mm were
tested in 2mm increments. The radial Pi-Shaper phase profile was applied to each beam
size and angular spectrum propagation method was used. Each beam was propagated
different distances and the best flat-top profiles were manually observed. These tests
determined that Gaussian beams with diameters of 4mm and 6mm gave the best flat-top
profiles out of the values tested.. This process was very similar to the process shown later
on in Figure 5.17 and Figure 5.18.
Overfilling the Pi-Shaper lowered the beam power across the shaper, clipped the beam
on the edges of the shaper, and made alignment difficult. To get a more accurate result,
this process was redone with a smaller beam. This time, knowing that the optimum input
radius was likely below 6mm, a beam diameter of 6.4mm was used. There was a higher
confidence that the beam was truly radially symmetric, so both the radial and 2D codes
were used. Additionally, containing the entire power in the beam to the region of interest
increased confidence in results by reducing the impact of noise. Nine images were taken
and seven were used in each GS process. The final radial GS solution propagated to each
plane is shown in Figure 5.15
For the 2D GS code solution, two line-outs were taken in y and two in x. The average of
these four phase profiles was taken to be the 2D phase result. A true radial average of the
2D phase result was not taken due to difficulties with properly unwrapping the 2D phase
profile. The phase profiles from each method after subtracting the lens phase off are shown
in Figure 5.16. A comparison of the methods is further shown in Table 5.1. Though it is


























GS Solution Transformed to 302mm B





















GS Solution Transformed to 297mm
C



















GS Solution Transformed to 295mm D


















GS Solution Transformed to 293mm
E




















GS Solution Transformed to 283mm F


















GS Solution Transformed to 273mm
Figure 5.15 Radial Focal πShaper GS solution propagated to six of the nine image planes.
(A) was taken near focus and was not used in the phase retrieval process. Some error is
visible on (B), (E), and (F) especially near sharper points. This is likely partially due to

























GS Phase Solution Comparison B
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GS Phase Solution Comparison
Figure 5.16 Final phase profile solution for Focal πShaper. (A) Radial phase result at lens
plane compared with the radial profile the 2D GS code solution. (B) Radial phase result at
lens plane compared with the radial profile the 2D GS code solution when the larger beam
was used(a radial result was not found for the larger beam).
Table 5.1 Algorithm iterations for Focal πShaper phase retrieval. Each algorithm had
approximately the final phase solution at around 300 iterations but were run for many
extra iterations to ensure the best solution had been found.
Algorithm Total Iterations Computation Time Gain
2D GS 1350 537 sec. 1.2
Radial GS 3000 86 sec. 1.1
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The 2D and radial retrieved phase profiles shown in Figure 5.16 (A) are very similar,
which gives confidence in both the radial process and the 2D process. The radial solution
was taken as the experimentally found phase profile of the the Focal πShaper. Different
input Gaussian beam diameters were computationally tested, this time in the range of
4mm to 8mm. An example propagation of each of these different input diameters is shown
in Figure 5.17. In this image, it is visible that the 3mm beam is at it’s closest flat-top
location but some of the other sizes are not. The best flat-top propagation distance was
manually found for each of these input beams and are shown in Figure 5.18.
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Each Input Beam Propagated 299.5 mm
Figure 5.17 Testing different beam input radii. (A) each input beam tested. (B) example
propagation, applying Pi-Shaper phase and f = 300mm lens phase to each input Gaussian
and propagating the same distance. For the particular propagation distance shown, a
radius of 2.5mm gives the best flat-top
As you can see, input radii of 2.25mm to 2.5mm appear to give the optimum flat-top.
This process can be expanded to test different quality beams for optimum input radius.
Additionally, if a radial profile is taken of a real input beam image, the optimum input
radius for that exact beam may be determined.
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Input Beam radius: 2.mm B


















Input Beam radius: 2.25mm
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Input Beam radius: 2.5mm D


















Input Beam radius: 2.75mm
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Input Beam radius: 3.mm F


















Input Beam radius: 3.25mm
Figure 5.18 Visually best FT found for different input radii.
5.3 Potential Future Work
There are several expansions for this radial GS process that were out of the scope of
this work. The first is expanding the algorithm to take multiple wavelengths into account.
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The phase mask designed in this work for an ultrafast laser solely used the central
wavelength of 800nm, but it would increase mask accuracy if the full pulse spectrum could
be taken into account.
Many improvements could be made to decrease the run-time of the code. The 2D code
has optional NVIDIA hardware acceleration and uses the MATLAB parallel computing
toolbox. The radial GS code does not use parallel computing or hardware acceleration,
though as an individual propagation and back propagation step must be done for each
plane separately, there is the potential for great speed increase. Additionally, rewriting this
process into MATLAB could give large speed increases.
A more quantitative comparison between the 2D and radial process would be useful.
Finding an error metric to compare these processes accurately was made difficult by the
fact that they fundamentally find different results on different grids. Comparing the speed
was difficult, especially given that different programs were used for each method. A strong
quantitative analysis of these methods would be useful for determining when it makes the
most sense to use the radial code.
With an accurate phase profile of the Focal πShaper, it is possible to try to use it for
more experiments. Though too recently tested to be included in this thesis, second
harmonic generation(SHG) was attempted with the flat-top generated by the Focal
πShaper. Using the results outlined in 5.2, the beam was brought to the optimum input
diameter before the Focal πShaper was put in the system. From then, only a small
adjustment was needed to get an accurate flat-top profile.
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