Abstract. Many physical systems can be described by nonlinear eigenvalues and bifurcation problems with a linear part that is non-selfadjoint e.g. due to the presence of loss and gain. The balance of these effects is reflected in an antilinear symmetry, like e.g. the PT -symmetry, of the problem. Under this condition we show that the nonlinear eigenvalues bifurcating from real linear eigenvalues remain real and the corresponding nonlinear eigenfunctions remain symmetric. The abstract results are applied in a number of physical models of Bose-Einstein condensation, nonlinear optics and superconductivity, and further numerical analysis is performed.
Introduction
We consider the nonlinear eigenvalue problem
and analyze the bifurcation in ε from a simple eigenvalue µ 0 at ε = 0 in a suitable Hilbert space for a rather general class of densely defined, closed (possibly nonselfadjoint) operators A and locally Lipschitz continuous nonlinearities f , cf. Assumption (I) below for details. For a homogeneous nonlinearity f , we also consider the additional condition ψ = 1. The main contribution of our paper is to the problem of bifurcation from real eigenvalues under an antilinear symmetry of A and f . We show that under this condition the nonlinear eigenvalue remains real and the eigenfunction remains symmetric. This confirms a number of existing numerical computations of specific examples of such a bifurcation problem with an antilinear symmetry, see the references below. Besides presenting the abstract bifurcation results, we explain in detail how these apply to physically relevant examples by checking the assumptions and giving concrete choices of the working space. The question of real nonlinear eigenvalues in non-selfadjoint problems with symmetries has gained on physical relevance in the recent years due to the intensive research on nonlinear systems under the parity and time-reversal (PT ) symmetry mainly in Bose-Einstein condensates (BECs) [32, 29] , nonlinear optics [23] , see also [50] for an experimental breakthrough, or superconductivity [48] . In these specific physical problems, the presence of real nonlinear eigenvalues typically means the existence of stationary solutions of the form e −iµt ψ(x) with µ ∈ R also if the system is subject to balanced gain and loss (modeled by a non-selfadjoint linear part).
The interest in antilinear symmetries was initiated by an observation in [4] where Schrödinger operators with PT -symmetric complex potentials in the context of quantum-mechanics-like linear problems were numerically shown to have real eigenvalues in a certain parameter region.
In the context of BECs, where the (nonlinear) Gross-Pitaevskii equation models the dynamics of the condensate, a complex potential describes the injection and removal of particles and a balance of these two processes is reflected in the PT -symmetry of the system. Numerical results on the bifurcation of nonlinear eigenvalues in particular in one dimensional models can be found e.g. in [8, 11, 21] .
In optics under the paraxial approximation, the system can be modeled by the nonlinear Schrödinger equation (NLS) with a potential corresponding to the refractive index, which is complex if the amplification and damping of the light wave are present, a balance is again reflected in the PT -symmetry. Numerical and formal results on the NLS for the bifurcation from linear eigenvalues under PT -symmetry include one dimensional [44, 57, 60] or two dimensional [59] .
Superconducting wires driven with electric currents represent another example of a physical application of a PT -symmetric nonlinear eigenvalue problem, cf. [48, 49] . The non-selfadjointness appears due to the dependence of the electric potential on the external current.
As explained in detail in Section 5, our results cover all of the above physical models as they are particular cases of (1) with a linear operator A, a nonlinearity f and an antilinear symmetry C compliant with the assumptions of our analysis.
Our approach to the bifurcation problem (1) is based on the Lyapunov-Schmidt reduction and a fixed point iteration. We decompose the Hilbert space to the one dimensional ker(A − µ 0 ) and its complement using the spectral projection corresponding to the eigenvalue µ 0 and for ε > 0 we seek solutions (µ, ψ) near (µ 0 , ψ 0 ), where ψ 0 is the eigenfunction of A corresponding to µ 0 . On the complement of ker(A − µ 0 ) the operator A − µ 0 is invertible and a fixed point iteration can be used to obtain a small correction of the eigenfunction for ε small enough. The scalar equation on ker(A − µ 0 ) is solved likewise by a fixed point iteration and it produces a small correction of µ 0 . In this way we obtain an expansion of µ and ψ up to second order in ε.
The problem of bifurcation of nonlinear eigenvalues is of course classical and has been solved, e.g. in [9] for simple eigenvalues in real Banach spaces and in [28] for possibly complex Banach spaces (as relevant in our problem) and for eigenvalues of odd algebraic multiplicity or for geometrically simple eigenvalues, see [28, Thm.I.3.2] . We choose to prove our results in a Hilbert space and independently of [28] in order to provide an explicit expansion of µ and ψ and because the LyapunovSchmidt reduction and the fixed point equations are used also in the second part on the preservation of the realness of µ under an antilinear symmetry condition. Moreover, we avoid the technical condition f (ψ) = O( ψ 2 ) as ψ → 0 of [28] . For the problem under the assumption of an antilinear symmetry C of A and f , cf. Assumption (II), we check that the fixed point iteration preserves the symmetry of the iterates for ψ and the realness of the iterates for µ. As a result, if µ 0 ∈ R and if ψ 0 has the antilinear symmetry, then the nonlinear eigenpair (µ, ψ) satisfies these conditions for ε small enough too.
To our knowledge the only existing mathematically rigorous papers on similar bifurcation problems under an antilinear symmetry are [31] and [49] . In [31] the concrete example of the discrete NLS with the PT -symmetry is considered. The proof is based on the Lyapunov-Schmidt reduction and the implicit function theorem. In [49] a one dimensional PT -symmetric nonlinear parabolic problem for superconducting wires is studied using the center manifold analysis. As a special case, stationary localized solutions are found.
The structure of the paper is as follows. Section 2 presents the assumptions on the operator A and the nonlinearity f in (1) needed for the general bifurcation problem and provides a number of examples of A and f satisfying these conditions, whereby we concentrate mainly on Schrödinger operators A but discuss also a first order Dirac type operator. Section 2 also explains the choice of our function space in which the fixed point iteration is carried out. In Section 3 we prove the bifurcation result and the expansion of the eigenvalue and the eigenfunction. For homogeneous nonlinearities, we rescale ε and ψ such that a solution with ψ = 1 is found. The problem under symmetry assumptions is discussed in Section 4. Both antilinear and linear symmetries are discussed, where the former one is shown to lead to the preservation of the realness of µ. Section 5 explains applications of our results to concrete physical problems from literature. Finally, in Section 6 we present numerical computations of nonlinear eigenvalues of (1) with A = −∆ + V and
and with PT -symmetric as well as partially PT -symmetric potentials V . The effects of a linear symmetry are also observed.
Basic assumption and examples of operators and nonlinearities
The following basic assumption comprises a condition on a compatibility of the linear part A with the nonlinearity f and a spectral condition on A.
Assumption (I).
Let A be a densely defined, closed operator with a non-empty resolvent set in a Hilbert space (H, ·, · ) with the induced norm · , let f be a mapping in H and let (Y, · Y ) be a Banach space. Suppose that the following conditions are satisfied: (a) Y is a subspace of H, for some n ∈ N is Dom(A n ) ⊂ Y ⊂ Dom(A n−1 ), and there are k 1 , k 2 > 0 such that, for all φ ∈ Dom(A n ),
(b) µ 0 ∈ C is an isolated simple (i.e. with the algebraic multiplicity one) eigenvalue of A. Moreover, suppose that the normalizations of ψ 0 ∈ Dom(A),
i.e. of the eigenvectors of A, A * corresponding to µ 0 , µ 0 , respectively, are chosen such that
(c) the mapping f : Y → Dom(A n−1 ) is Lipschitz in a neighborhood of the eigenvector ψ 0 , more precisely: there exist r L > 0 and L > 0 such that, for all φ, ψ ∈ {η ∈ Y :
Remark 2.1 (Remarks on Assumption (I)). The space Y is our working space in which we perform fixed point iterations. A natural choice for Y is (Dom(A), · 1 ), i.e. the domain of A equipped with its graph norm. Nonetheless, it may be convenient to work also with a different Y, e.g. with the form-domain and the norm induced by the quadratic form of A since these can be much better accessible than (Dom(A), · 1 ) itself, cf. Section 2.1 for examples. Obviously, if the Lipschitz continuity (4) is established with · Y , it holds also with · n . A motivation for considering n > 1 is given in Examples 2.4 and 2.8, see also Remark 2.9. The condition ρ(A) = ∅ guarantees that also Dom(A n ), n > 1, is dense in H, therefore also Y is dense in H.
Recall that if µ 0 is a simple isolated eigenvalue of A, then µ 0 is a simple isolated eigenvalue of A * , cf. [30, Chap.III.6.5-6]; moreover, it can be easily verified that the normalization (3) can be achieved. In detail, ψ 0 , ψ *
2 φ = 0, thus φ = cψ 0 and hence ψ 0 = 0, which is a contradiction.
The spectral (Riesz) projection P 0 on Ker(A − µ 0 ), defined as a contour integral for sufficiently small δ > 0, cf. [30, Chap.III.6], and the complementary projection Q 0 := I − P 0 can be written, using (3), as
We analyze several groups of operators and nonlinearities below and show that they satisfy Assumption (I). The selection is inspired by various physical models from literature, cf. Section 5, where we apply our results to problems possessing typically additional symmetries, cf. Section 4.
Schrödinger operators and the space Y in Ass. (I).(a).
Schrödinger operators are naturally associated with the following spaces
where Ω is a domain in
It is not difficult to verify that this Y is a Banach space.
Example 2.2 (Schrödinger operators with complex potentials
Then the operator
(a) with n = 1. The main step needed to justify (2) is the fact that, for all ψ ∈ Dom(A),
where c 1 , c 2 > 0 are independent of ψ, cf. for instance [6] 
loc ((−r, r)) and v 2 be a sesquilinear form. Let V 1 and v 2 further satisfy
((−r, r)) ⊂ Dom(v 2 ) and there exist α ∈ [0, 1), β ≥ 0 such that, for all ψ ∈ H 1 √ Re V1
((−r, r)),
Then the m-sectorial operator A associated (via the first representation theorem [30, Thm.VI.2.1]) with the closed sectorial form The domain of a and the space Y can be selected also, for instance, as
i.e. Dirichlet boundary conditions are imposed at ±r, and the analogues of all claims above remain true.
Example 2.4 (Schrödinger operators with bounded and regular potentials, n > 1).
We present an example of Schrödinger operators satisfying Assumption (I).(a) for n > 1. The motivation for n > 1 comes from the condition s > d/2 for H s (R d ) needed for polynomial nonlinearities in Example 2.8 below, guaranteeing that the polynomial nonlinearities satisfy Assumption (I).(c).
for some m ∈ N be a possibly complex potential. Then the operator
and the space and
where c 1 , c 2 > 0. The second inequality above follows from
, 1} for all k = 1, . . . , n and such that the highest derivative acting on V is of order 2(n − 1 
for all j = 1, . . . , d and all x ∈ ∂Ω s.t. x + 2re j ∈ ∂Ω} in Example 2.2,
((−r, r)) : ψ(r) = e ik ψ(−r)} with k ∈ (−π, π] in Example 2.3 (d = 1), and 
appears in the modeling of one dimensional optical lattices [31] . Choosing Y = H, assumption (I).(a) is obviously satisfied in this finite dimensional case (e.g. with the Euclidean norm).
Example 2.7 (First order Dirac type operator). An example of a physically interesting operator other than a Schrödinger one is
with V, κ ∈ L ∞ (R). This operator occurs in a model for optical waves in fibers with a Bragg grating and a localized defect [22] .
, where
The spectral condition (Ass. (I).(b)).
To satisfy Assumption (I).(b), a detailed spectral analysis of a given linear operator A must be performed. Here we recall some perturbation results on isolated eigenvalues that can be often used to justify the presence of simple isolated eigenvalues for more complicated, typically non-self-adjoint, differential operators with complex coefficients. In Section 4, Remark 4.3, we further explain the stability of realness of simple eigenvalues if A possesses a certain symmetry. Finally, we recall here basic spectral properties of Schrödinger operators, particularly the results on the essential spectrum and the simplicity of the ground state. A(γ) = A 0 + γB, a(γ) = a 0 + γb, γ ∈ C, where A 0 is a densely defined closable operator and a 0 is a densely defined closable sectorial form, is the relative boundedness of B, b with respect to A 0 , Re a 0 , respectively, i.e. Q dx < 0 and Q decaying sufficiently fast, cf. [53, 33] for precise assumptions on Q, possesses a unique negative simple eigenvalue for all sufficiently small ε > 0; some non-self-adjoint extensions can be found in [45, 46] . For the singular Schrödinger operators from Example 2.3 with r = ∞, σ ess (A) = [0, +∞) if lim |x|→∞ V 1 (x) = 0 and v 2 = 0 or v 2 are forms corresponding to δ potentials discussed in Section 5.2.
Let A be the Schrödinger operator from Example 2.2 with 2.2.3. Spectrum of the discrete Schrödinger operator (10). It is a straightforward calculation, see [31] , to show that A in (10) has the 2N eigenvalues 
2 κ −2 (x)sech 2 (kx) with µ 0 ∈ (−κ ∞ , κ ∞ ) and k ∈ R \ {0}, the operator A has a simple eigenvalue at µ 0 .
Nonlinearities (Ass. (I).(c))
. We present several nonlinearities f satisfying Assumption (I).(c). The considered spaces Y are those arising for Schrödinger operators in Section 2.1. In fact, we show that the Lipschitz continuity (4) holds locally for all η 0 ∈ Y, thus also for the eigenvector ψ 0 . 
where C s b is the space of functions with continuous and bounded derivatives up to order s. Without any loss of generality, we set a 00 = a 01 = a 10 = 0. A classical example is the cubic nonlinearity f c (ψ) := |ψ| 2 ψ, i.e. a 21 = 1, a pq = 0 otherwise. We show below that f pol in (12) satisfies Assumption (I).(c) with any
Thus, for all φ, ψ ∈ H
hence the norm · H s Q satisfies the algebra property as well. Clearly, it suffices to check (4) for a single term ψ p ψ q . From
and using (15), we obtain
where C 1 , C 2 > 0 are independent of φ and ψ. Finally, for all ξ ∈ {η ∈ H s Q (R d ) :
As a result
which implies validity of (4) in Assumption (I).(c).
Note that this Lipschitz continuity can be directly extended to vector valued polynomial nonlinearities (26) and (27) .
In summary, if we choose ((−r, r)),
((−r, r)) of Example 2.3 and
((−r, r)) of Example 2.5 are admissible.
Example 2.10 (The monopolar and dipolar interaction from [38, 11] ). Let H = L 2 (Ω) and Y be as in (6) with s = 2 and Ω = R 3 . We investigate nonlinearities having formally the form
with fixed α ∈ R 3 ,
, we can recover also the so called contact interaction, which, however, coincides with the cubic nonlinearity from Example 2.8. Here we focus on the nonlinearities f m and f d , the so-called monopolar and dipolar interaction, respectively, see Section 5.2 for more details.
First we show that, for any
with C independent of η. Indeed, the Sobolev embedding (14) , applied in the last step, yields
Using this, the algebra property of · H 2 , cf. (13), the special case of the first formula in (16) and Cauchy-Schwartz inequality, we obtain
thus (4) is satisfied with n = 1 for any η 0 ∈ H 2 Q (R 3 ) and r L > 0. In particular, Assumption (I).(c) holds.
The nonlinearity f d is more complicated and it is even not immediately clear why it is well-defined. Nonetheless, the appropriate framework of singular integrals, particularly [54, Thm.II.3], yields that, for any η ∈ L 2 (R 3 ),
with C d independent of η. Using the Sobolev embedding (14) , the algebra property (13) of H 2 -norm and the special case of the first formula in (16), we obtain
thus (4) is satisfied with n = 1 for any
and Assumption (I).(c) holds in particular.
Example 2.11 (Nonlocal nonlinearity from [49] , 1) ). We analyze the non-local nonlinearity
The validity of (4) is easily checked since f N satisfies
Thus, by the embedding of H 1 in L ∞ ((−1, 1)) as in Example 2.8, we obtain (4). In summary, Assumption (I).(c) holds with n = 1.
Nonlinear eigenvalue problem
First, we prove the local existence and uniqueness of the solutions of the nonlinear eigenvalue problem (1) under Assumption (I). Next, we focus on homogeneous nonlinearities, for which (1) together with condition ψ = 1 can be solved. Finally, the influence of possible non-selfadjointness (more precisely non-normality) of A on constants appearing in our estimates is discussed.
3.1. Local existence and uniqueness. Theorem 3.1. Let A and f satisfy Assumption (I). Then every solution of the nonlinear eigenvalue problem
can be written as
with ν, σ ∈ C and φ, χ ∈ Q 0 Dom(A) and where
φ is the unique (in Q 0 Dom(A)) solution of
and (σ, χ) solves the nonlinear system
Moreover, there exists ε 0 > 0 such that, for all ε ∈ (−ε 0 , ε 0 ), the nonlinear eigenvalue problem (23)-(24) has a unique small solution, namely with
where r 1 , r 2 = O(1) (ε → 0) satisfy (28), (32) respectively.
Proof. Without any loss of generality, for a given (µ 0 , ψ 0 ) we can write the solution (µ, ψ) as in (20) . Although at this point the representation is not unique, we already know that εφ + χ = Q 0 (εφ + χ) due to the constraint ψ, ψ * 0 = 1 and the normalization ψ 0 , ψ * 0 = 1. First, we apply the projection P 0 to (19) and obtain
, we get equation (23) . Second, we apply Q 0 to (19) , resulting in
Next, we define φ to be the unique solution φ ∈ Q 0 Dom(A) of (22) . This solution exists because νψ 0 + f (ψ 0 ) ∈ Ker(A * − µ 0 ) ⊥ = span{ψ * 0 } ⊥ and because µ 0 is not in the essential spectrum σ e5 (A), it is not in σ e3 (A) either, cf. [20, Chap.IX], and hence A − µ 0 is Fredholm. The equation above thus becomes problem (24) .
The rest of the proof deals with the existence of a unique solution (σ, χ), with χ small and σ bounded, of (23)- (24) . Note that Q 0 (A−µ 0 )Q 0 is boundedly invertible in Q 0 H, hence equation (24) can be rewritten as
In the first step, for ε in a small neighborhood of 0, we use the fixed point argument to conclude the existence of a solution χ of (25) with χ Y = O(ε 2 ). We search for a fixed point
with some r 2 > 0 independent of ε. Its existence is guaranteed if we can show
2 . Note that ψ 0 , being an eigenfunction, satisfies ψ 0 ∈ Dom(A m ) for any m ∈ N. Thus the right hand side of (22) 
To show the second inequality in (27) , note that because
We thus have, for k ≥ 1,
As a result,
and the second inequality in (27) follows, where C µ0 > 0 is a constant depending on |µ 0 |, n and (Q 0 (A − µ 0 )Q 0 ) −1 . To ensure (i), we take χ ∈ B rε 2 , estimate R(χ) n−1 and select suitable r in the following. First note that P 0 and Q 0 are bounded on Dom(A m ), m ∈ N 0 , moreover, since
and similarly Q 0 m ≤ Q 0 . Next,
thus we select r 2 such that
For all sufficiently small ε, we satisfy firstly ψ −ψ 0 Y ≤ |ε| φ Y +r 2 ε 2 < r L , hence the Lipschitz property of f , cf. Assumption (I).(c), can be indeed used. Secondly we satisfy condition (i).
It remains to prove (ii). Similarly as above, we obtain (with ψ 1,2 := ψ 0 +εφ+χ 1,2 )
Hence, for all sufficiently small ε, condition (ii) is also satisfied.
In summary, there existsε 0 > 0, such that, for all ε, |ε| <ε 0 , we have the function χ ∈ B r2ε 2 that solves (25) ; note that then χ ∈ Q 0 Dom(A) as well. Note also that χ and in particularε 0 depend on σ. However, we consider only |σ| ≤ r 1 , where r 1 satisfies (32), and an inspection of the estimates above shows that we can findε 0 independent of σ (dependent only on r 1 ).
In order to solve the first equation in (23), we prove first that the solution χ is continuous in σ. More precisely,
Hence, for |σ 1,2 | ≤ r 1 ,
As the final step, we use the fixed point argument on
where we search for a fixed point in {σ ∈ C : |σ| ≤ r 1 } with a suitable r 1 selected below. Since
we choose r 1 such that
hence, for sufficiently small |ε|, |σ| ≤ r 1 implies |S(σ)| ≤ r 1 . Moreover, using the continuity of χ in σ, cf. (30), we obtain
hence, for sufficiently small |ε|, the fixed point argument yields the sought solution of (31).
Homogeneous nonlinearity.
In the case of a homogeneous nonlinearity like e.g. f (ψ) = |ψ| q−1 ψ, solutions with norm one can be generated from the nonlinear eigenfunctions of Theorem 3.1 by a scaling.
Corollary 3.2 (Nonlinear eigenfunction with norm one). Let A and f satisfy Assumption (I) and suppose that f is a homogeneous nonlinearity, i.e. for all a > 0, it satisfies the scaling property f (aψ) = a q f (ψ) with some q ∈ R. Given the nonlinear eigenpair (µ(ε), ψ(ε)) for |ε| < ε 0 from Theorem 3.1, the pair
solves (A−μ)ψ −εf (ψ) = 0 and satisfies ψ (ε) = 1. The mapping ε → ε ψ(ε)
is injective for |ε| < ε 1 , where ε 1 ≤ ε 0 is small enough.
Proof. From the scaling property we immediately get
The injectivity follows from the asymptotic equivalence ε ψ(ε) 3.3. Constants and non-selfadjointness. Our fixed point argument in Theorem 3.1 works for ε sufficiently small and the size of remainders χ and σ is determined by constants r 2 and r 1 , respectively, cf. (28), (32) . Notice that the size of ε is restricted at least by
arising from the contraction condition ρ < 1 together with (27) and (29) .
Provided A is normal, i.e. AA * = A * A, the spectral projection P 0 and the complementary projection Q 0 are orthogonal, hence P 0 = Q 0 = 1, and, in the case n = 1, the constant C µ0 is determined by spectral properties of A since
due to the standard relation (A − z)
However, in our applications, we usually encounter non-symmetric perturbations of self-adjoint operators that result both in non-selfadjointness and non-normality of the perturbed operators. Note that we lose both equalities for Q 0 and C µ0 if A is not normal, only ≥ is left in general. In particular, the spectral projections as well as the complementary projections may behave wildly as the size of the spectral parameter is increased even for simple looking one-dimensional Schrödinger operators with a complex potential and compact resolvent. For instance, considering the rotated oscillator −∂ 2 x + ix 2 , cf. [13, 14] , for which all eigenvalues λ n are explicit, λ n = e iπ/4 (2n + 1), n ∈ N 0 , the norms of the corresponding spectral projections P n grow exponentially, more precisely, lim n→∞ log P n n = const; similar behavior is exhibited also by other well-studied (often PT -symmetric and with real spectrum) Schrödinger operators, cf. for instance [26, 27, 43, 36] and references therein. Notice that the growth of P n implies the growth of Q n since Q n ≥ P n − 1. Concerning the size of C µ0 , the norm of the resolvent of a non-normal operator, i.e. its pseudospectrum, see [55] , may be dramatically larger than dist(z, σ(A)) −1 . While there is a collection of recent pseudospectral results for non-normal differential operators, cf. [13, 25, 55] , the estimates on the norm of the resolvent of (A − µ 0 ) Q 0 Dom(A) acting in Q 0 H seem not to be available.
On the other hand, there exists a large collection of perturbation results, particularly for operators with compact resolvent, cf. for instance the classical [30, 19, 40] or more recent [52, 58, 2, 3, 42] , guaranteeing that the eigensystem of a perturbed selfadjoint (or normal) operator contains a Riesz basis, hence P n , Q n and (Q n (A − µ n )Q n ) −1 are uniformly bounded ( P n are uniformly bounded already if there is only a basis). The Riesz basis property is present for example for operators in (41) , (42), (43) and (50) from Section 5.
The role of symmetries
We show that under antilinear symmetry assumptions on A and f , cf. Assumption (II) below, the nonlinear eigenvalue µ starting from a real eigenvalue µ 0 remains real and a certain symmetry of the solution ψ is preserved for all ε ∈ (−ε 0 , ε 0 ). The symmetry of solutions is preserved also in the case of linear symmetries that are studied next.
Antilinear symmetries.
Assumption (II) (Antilinear symmetries of A and f ). Let A be a densely defined and closed operator in a Hilbert space H and let C be an antilinear, isometric and involutive operator, i.e. for all φ, ψ ∈ H and λ ∈ C, C(λφ + ψ) = λCφ + Cψ, Cφ, Cψ = ψ, φ and C 2 = I, such that (a) for all ψ ∈ Dom(A), Cψ ∈ Dom(A) and ACψ = CAψ,
(b) for all ψ ∈ Y, where Y is the space from Assumption (I).(c),
The operator C is referred to as the antilinear symmetry of A and f . The standard example of C is the PT symmetry that is naturally present in various physical models as we indicate in the following example and in Section 5. In quantum mechanics, P corresponds to the space reflection (parity) and T is the time-reversal. The antilinear PT symmetry is the composition, i.e. C := PT . In more dimensional domains, the so called partial P i T symmetries, where
are sometimes considered, cf. [7] or [59] . Obviously, also P i T is antilinear. Schrödinger operators −∆ + V with complex potentials V , cf. We recall simple facts about spectral properties of C-symmetric operators. 
then µ 0 ∈ R. Moreover, if µ 0 is real and simple, then the corresponding eigenvector can be chosen C-symmetric. (ii) if µ 0 is isolated simple and real, then, in addition, the spectral (Riesz) projection P 0 of A corresponding to µ 0 commutes with C, i.e.
Proof. (i) Let ψ 0 ∈ Dom(A), ψ 0 = 0 satisfy (A − µ 0 ) ψ 0 = 0. Clearly, by the C-symmetry of A, AC ψ 0 = CA ψ 0 = µ 0 C ψ 0 , hence µ 0 is an eigenvalue of A. Next, let ψ 0 be as in (35) . Then
Finally, let again ψ 0 satisfy (A − µ 0 ) ψ 0 = 0 and µ 0 be simple. It follows from (33) that AC ψ 0 = µ 0 C ψ 0 , hence both of ψ 0 ± C ψ 0 are eigenvectors of A. However, one of them must be 0 since µ 0 is simple. Note that ψ 0 + C ψ 0 is automatically C-symmetric and if it is zero, then we take i( ψ 0 − C ψ 0 ).
(ii) Since A commutes with C, we have C(A − z) −1 = (A − z) −1 C. Hence, for the spectral projection P 0 , cf. (5), we get 
.(i).
Notice that many examples in literature as well as in Section 5 can be in fact viewed as a holomorphic family with A(0) = A(0) * , thus σ(A(0)) ⊂ R. A typical behavior of real eigenvalues as γ is increased, i.e. the non-symmetric part of the operator becomes stronger, is a tendency to merge and create a complex conjugated pair, see e.g. Figure 4 (a), (b) .
Finally, we remark that there are also C-symmetric (actually with C = PT ) operators with real spectrum that are not small perturbations of a selfadjoint operator, e.g. the celebrated imaginary cubic oscillator −∂
The following theorem shows that real simple eigenvalues µ 0 of an operator A persist to be real nonlinear eigenvalues µ(ε) of A − εf for all ε small enough if A and f possess an antilinear symmetry. Moreover, starting with a C-symmetric linear eigenfunctions ψ 0 of A (the existence of which is guaranteed by Lemma 4.2), the nonlinear eigenfunctions ψ(ε) are also C-symmetric.
Theorem 4.4. Let A and f satisfy Assumptions (I) and (II). Suppose in addition that µ 0 ∈ R and choose the corresponding eigenvector ψ 0 as C-symmetric, i.e. Cψ 0 = ψ 0 . Then, for all ε ∈ (−ε 0 , ε 0 ), the nonlinear eigenpair (µ, ψ) from Theorem 3.1 satisfies µ ∈ R and Cψ = ψ.
Proof. Recall that µ = µ 0 + εν + ε 2 σ, ψ = ψ 0 + εφ + χ and P 0 is the spectral projection of A corresponding to the eigenvalue µ 0 .
In the first step, we show that ν is real and Cφ = φ. The spectral projection P 0 can be written as P 0 = ·, ψ * 0 ψ 0 , where ψ * 0 is as in Theorem 3.1, therefore −νψ 0 = P 0 (f (ψ 0 )), cf. (21) . Using symmetries (34), (35) and (36), we obtain
thus −νψ 0 = −νψ 0 , hence ν ∈ R. Applying C to equation (22), using the symmetries of A, f and ψ 0 , cf. (33), (34) and (35), we get
Because P 0 Cφ = CP 0 φ by (36) and because the solution of (22) with P 0 φ = 0 is unique, we have Cφ = φ. Let us now work on σ. Since σ is the solution of the fixed point problem σ = S(σ) with S(σ) = − 1 ε f (ψ(σ)) − f (ψ 0 ), ψ * 0 , where ψ(σ) = ψ 0 + εφ + χ(σ) and χ solves the fixed point equation χ = G(χ; σ), it remains to show that the coupled fixed point problem preserves the realness of σ and the C-symmetry of χ.
Given σ ∈ R (with |σ| ≤ r 1 ), we prove that
As G(χ; σ) = (Q 0 (A − µ 0 )Q 0 ) −1 R(χ; σ), we first show the analogous property for R and then the commutation of (Q 0 (A − µ 0 )Q 0 ) −1 with C. Since Q 0 = I − P 0 , we get from (36) that Q 0 C = C Q 0 as well. Also note that for Cχ = χ the full solution ψ = ψ 0 + φ + χ is C-symmetric. Hence, for ε, σ ∈ R and Cχ = χ,
To prove (38) , it remains to show that
Property (38) implies that the fixed point of χ = G(χ) in B r2ε 2 , cf. (26), lies in B r2ε 2 ∩ {η ∈ H : Cη = η}.
Finally, we need to show that
Once again, because Cχ = χ implies Cψ = ψ, we get by a straightforward manipulation analogous to (37),
hence S(σ) ∈ R by the same arguments as below (37).
Linear symmetries.
The operator A and the nonlinearity f may possess also a linear symmetry S. Then (for simple eigenvalues) symmetry or antisymmetry of the nonlinear eigenfunctions ψ(ε) is preserved as well, however, the preservation of the realness of µ cannot be concluded based solely on a linear symmetry.
Assumption (III) (Linear symmetries of A and f ). Let A be a densely defined and closed operator in a Hilbert space H and let S be a linear, selfadjoint and involutive operator, i.e. for all φ, ψ ∈ H and λ ∈ C, S(λφ + ψ) = λSφ + Sψ, Sφ, ψ = φ, Sψ and S 2 = I, such that (ii) the spectral projection P 0 of A corresponding to µ 0 commutes with S, i.e.
Proof. The reasoning is analogous to the one in the proof of Lemma 4.2.
Theorem 4.6. Let A and f satisfy Assumptions (I) and (III). Then the symmetry of the eigenvector ψ 0 , corresponding to the simple eigenvalue µ 0 , i.e. Sψ 0 = κψ 0 with κ = 1 or κ = −1, is preserved for the nonlinear eigenfunction ψ from Theorem 3.1, i.e. Sψ = κψ for all ε ∈ (−ε 0 , ε 0 ) with the same κ as for ψ 0 .
Proof. Similarly to the proof of Theorem 4.4, we show that Sφ = κφ and search for the fixed point in a subset B r2ε 2 ∩ {η ∈ H : Sη = κη}. Note that this is allowed since, similarly as in (38)- (39), Sχ = κχ =⇒ SG(χ; σ) = κG(χ; σ).
Applications
5.1. Toy model. Let H = L 2 ((−r, r)) with r = π/2, γ ∈ C and let A γ be the m-sectorial operator associated with the form
Since V 1 = 0, we take Y = H 1 0 ((−π/2, π/2)) = H 1 ((−π/2, π/2)), cf. Example 2.3. Note that the inequality, valid for every ε > 0,
implies that condition (7) 
and (A γ ) * = A γ , i.e. A γ is a non-selfadjoint (unless γ ∈ R) perturbation of the Neumann Laplacian on (−π/2, π/2) in boundary conditions; a collection of spectral results for A γ can be found e.g. in [35, 37] . The spectrum of A γ is discrete with explicit eigenvalues:
For γ = iα, α ∈ R \ Z, the operator A iα is PT -symmetric, cf. 
We consider the cubic nonlinearity f c from Example 2.8 that is PT -symmetric as well, cf. Example 4.1. By Theorems 3.1, 4.4 and Corollary 3.2, we have the nonlinear eigenpair (µ(ε), ψ(ε)) with ψ(ε) = 1 and µ(ε) ∈ R for any µ 0 ∈ σ(A iα ) and small ε.
For µ 0 = n 2 , n ≥ 1, straightforward calculations lead to ν n = − ξ n |ξ n | 2 , ξ * n = − 3 2π and also φ n can be calculated explicitly by solving (22) .
For the special eigenvalue µ 0 = α 2 and the corresponding eigenfunction ψ 0 = ξ 0 , the normalized nonlinear eigenpair can be found even explicitly, namely
Notice the agreement with the expansion of µ and ψ from Theorem 3.1. Indeed, since f c (ψ 0 ) = ψ 0 /π, identity (21) yields ν 0 = −1/π. Equation (22) for φ ∈ Q 0 Dom(A iα ) then reads −φ − α 2 φ = 0, hence φ = 0. Moreover, ψ(ε) = ψ(0) implies that σ = 0 is the fixed point of (31).
5.2.
Bose-Einstein condensates with injection and removal of particles. In the physics literature on Bose-Einstein condensates, non-selfadjoint perturbations of harmonic oscillators or Laplacians with δ-interactions are considered; the imaginary part of the linear potential models the injection and removal of particles, cf. [8, 11, 21] for instance. The nonlinear part of the problem corresponds to the contact (cubic) f c , monopolar f m or dipolar f d interaction, cf. Example 2.10; the unit vector α entering the dipolar interaction represents the direction of the polarization, cf. [38, 11] . Spectral parameter µ corresponds to the chemical potential, the parameter ε controls the strength of the nonlinear interaction and the intensity of particle removal and injection (the non-selfadjoint part of the linear operator) is described by the parameter γ, see (42)- (44) . The balance in the removal and injection is reflected in the PT symmetry of the system (the imaginary part of the potential is odd). Onedimensional examples (obtained by the separation of variables in d = 3 models) of PT -symmetric linear parts A from the literature are the following
Notice that all can be viewed as holomorphic operator families A(γ) with A(0) = A(0) * , cf. Section 2.2.1. Model (42) corresponds to an operator A from Example 2.2 with σ(A) = σ disc (A), cf. Section 2.2.2. For v 0 and |γ| small, all eigenvalues of A are simple and real, cf. Remark 4.3, moreover, it follows e.g. from [42] that the number of non-real eigenvalues is finite for any v 0 , γ ∈ R; a numerical analysis of eigenvalues for (42) can be found in [11] .
Models (43)- (44) correspond to the singular Schrödinger operator from Example 2.3. Both can be introduced through the closed sectorial form a, cf. (8), namely
for (43) and 44) . Note that condition (7) is satisfied (for any γ ∈ C) because of (40) . For (43), the spectrum is purely discrete and real for sufficiently small |γ|, cf. Section 2.2.2 and Remark 4.3, the number of non-real eigenvalues is finite for any γ ∈ R, cf. [41] for a detailed spectral analysis and [24] for a numerical analysis of eigenvalues. The essential spectrum for (44) cf. [34, 39] . A numerical analysis of eigenvalues of (44) can be found in [8] . In summary, Theorem 3.1, Corollary 3.2 and Theorem 4.4 prove the effects observed in physics literature, i.e. for ε = 0, nonlinear eigenvalues are shifted with respect to linear ones and those µ that start from real simple linear eigenvalues µ 0 are real and the PT symmetry of the nonlinear solution ψ is preserved. Note that the latter applies for all nonlinear interactions f pol , f m or f d mentioned above and a collection of Schrödinger operators in Examples 2.2 and 2.3.
A numerical analysis of a model with d = 2, which is qualitatively similar to (42) , is performed in Example 6.1.
5.3.
Spin-orbit-coupled Bose-Einstein condensate. The spin-orbit-coupled BoseEinstein condensate is described by the spinor
where V is a trap potential satisfying the conditions in Example 2.2, κ ∈ R is the strength of the spin-orbit coupling, ω ∈ R is the strength of the linear Zeeman coupling, ε characterizes the inter-atomic interactions and γ > 0 accounts for the decay and the gain of the (pseudo-)spin states up and down, respectively, cf. [29] . The time harmonic ansatz φ(x, t) = e −iµt ψ(x) leads to the eigenvalue problem (1). Since the off-diagonal part of A is relatively bounded with respect to the diagonal part (i.e. two copies of a Schrödinger operator from Example 2.2) with the bound 0, the operator A in (45) 
2 , then, for γ = 0, the eigenvalues of A read 2n + 1 ± ω − κ 2 /4, n ∈ N 0 and are all simple if ω = 0, cf. [29] . Notice that the nonlinearity f from (45) 5.4. Optics: nonlinear Schrödinger-type equations. Another set of physical applications of nonlinear PT -symmetric problems is optics, cf. for instance [44, 59] , where light propagation is modeled by nonlinear Schrödinger-type equations
with a gauge invariant f , i.e. f (e iα u) = e iα f (u) for all α ∈ R, and typically with V ∈ L ∞ (Ω). The variable z is the propagation direction of the optical waves. The real part of the optical potential V corresponds to the refractive index and Im V models the gain and loss of the medium. If the latter is balanced, in the sense that (Im V )(−x) = −(Im V )(x), and if, in addition (Re V )(−x) = (Re V )(x) and f is PT -symmetric, then the whole system is PT -symmetric. For a heterogeneous material, V can generally be discontinuous and, in that case, the decomposition to V 1 and V 2 complying with V 1 ∈ W 1,∞ loc (R d ) must be selected to fit into the setting of Example 2.2; however notice that any bounded V fits there after setting V 2 = V . The physically most usual nonlinearity is f c , i.e. the cubic one, cf. Example 2.8.
Examples of smooth V in d = 2 from [59] and in d = 1 from [44] are
Once again, like for Bose-Einstein condensates, the parameter γ determines the strength of non-selfadjointness, i.e. the loss and gain here, and all models can be viewed as holomorphic operator families A(γ) with A(0) = A(0) * , cf. Section 2.2.1. The potential V satisfies |V (x)| → 0 as |x| → +∞ for both (46) and (47), hence the essential spectrum of corresponding A(γ) is [0, ∞), cf. Section 2.2.2. Since eigenvalues of A(0) = −∆ + Re V , which are simple for sufficiently small v 0 , cf. Section 2.2.2. Neither one of the potentials (46) and (47) is PT -symmetric but both are P 1 T -symmetric and (46) (48) is PTsymmetric, eigenvalues of A for k / ∈ {0, π} are simple and real for sufficiently small |γ|, cf. Section 2.2.2 and Remark 4.3. Numerical analysis from [44] suggests that for (48) this is the case if |γ| < 1/2.
In summary, our results in Theorem 3.1, Corollary 3.2 and Theorem 4.4 are applicable and provide for (46) and (47) and any f compatible with Assumptions (I) and (II) real nonlinear eigenvalues µ of −∆ψ + V ψ − εf (ψ) = µψ with nonlinear solutions ψ that satisfy the corresponding partial PT symmetries. For the periodic problem (48), we obtain nonlinear Bloch functions ψ(x) = p(x)e ikx , where p is 2π-periodic. This complements the results of [18] on the bifurcation of nonlinear Bloch waves in the selfadjoint case. In the z-dependent nonlinear Schrödinger equation we obtain solutions u(z, x) = e −iµz ψ(x) with a real propagation constant µ despite the fact that the material exhibits loss and gain.
A numerical analysis of the model with the potential in (47) is performed in Example 6.2. 5.5. Optics: discrete nonlinear Schrödinger equation. The propagation of light in a finite one dimensional lattice of linearly coupled Kerr-nonlinear fibers is often modeled by the discrete nonlinear Schrödinger equation
where z is the propagation direction, n ∈ N is the lattice site and iγ(−1) n ∈ iR describes the loss or gain at the site n, see [31] . For time harmonic solutions u n (t) = e −iµt φ n and after the rescaling ψ n := ε −1/2 φ n (with ε > 0), we get eigenvalue problem (1) with A in (10) and the nonlinearity f n (ψ) = |ψ n | 2 ψ n . Example 2.6 and Section 2.2.3 explain that for |γ| small enough Assumption (I) holds with H = Y := C 2N . Note that the Lipschitz continuity of f holds, e.g. with
Assumption (II) is satisfied with (Cψ) n = ψ −n (i.e. the discrete PT -symmetry) due to the choice of the "potential" V n := iγ(−1) n , such that V −n = V n . Our results therefore recover Theorem 1 in [31] .
5.6. Optics: coupled mode equations. In Kerr-nonlinear optical fibers with a Bragg grating and a localized defect the propagation of asymptotically broad wavepackets can be described by the system of "coupled mode equations"
with κ(x) → κ ∞ > 0 and V (x) → 0 as |x| → ∞, see [22] . The potentials κ(x) − κ ∞ and V (x) describe the defect of the material and are determined by the refractive index. Once again, we consider the time harmonic ansatz E(x, t) = e −iµt φ(x) and after the rescaling ψ := ε −1/2 φ (with ε > 0), we obtain eigenvalue problem (1) with A in (11) and
As mentioned in Section 2.2.4, real smooth and bounded potentials κ and V exist such that A has a simple isolated eigenvalue. Examples 2.7 and 2.8 (see the remark on the vector case at the end of Sec. 2.8), guarantee that Assumption (I) is satisfied with
For materials with loss/gain the potentials V and κ become complex and choosing them PT -symmetric, we satisfy also Assumption (II). The existence of a real simple isolated eigenvalue µ 0 of A is guaranteed at least for small imaginary parts of κ and V by the analytic dependence as in Remark 4.3. Hence, (in the language of [22] ), our results show that conservative nonlinear defect modes bifurcate from linear ones in the PT -symmetric case.
5.7. Superconductivity. A model of a finite superconducting wire is discussed in [48, 49] and the bifurcation of nonlinear states for a nonlinear parabolic equation (d = 1) on Ω = (−1, 1) is studied. In detail, the problem
where I and Γ are real parameters, is considered. In [49, Sec.6 ] the authors study the bifurcation of nonlinear (generally t-dependent) solutions from the zero solution at the smallest eigenvalue λ 1 ∈ R of
The potential −ixI is PT -symmetric, so the spectrum of A remains real if the parameter I is chosen small enough, cf. Remark 4.3, and the number of non-real eigenvalues remains finite for any I ∈ R. For the bifurcation problem the authors set Γ = Reλ 1 +ε, 0 < ε 1 and use the center manifold reduction, where the center manifold is one dimensional and corresponds to the zero eigenvalue of A − Reλ 1 . On the manifold they study t-dependent, but also stationary nonlinear solutions. The asymptotics of the latter are given by
where u 1 is the linear eigenfunction corresponding to λ 1 and α ∈ R is the projection coefficient on the center subspace and solves an algebraic equation. For I small enough λ 1 ∈ R, such that a real nonlinear eigenvalue Γ bifurcates. The eigenfunction w is PT -symmetric due to the PT -invariance of the center manifold.
In the formal part of [49] the more detailed expansion
is given, where the correction w 1 solves
α ∈ R can then be selected via the solvability condition of the above equation and agrees to leading order with the α from the center manifold approach.
To relate this work to our results, we rescale the t-independent solution w(x) = ε 1/2 ψ(x) and recover from (49) a problem of type (1), namely
cf. Examples 2.8, 2.11. Equation (51) thus corresponds to our (22) . Observe that A fits into the setting of Example 2.3 with V 1 (x) = ixI, v 2 = 0 and Y = H 1, 1) ). The nonlinearities are discussed in Examples 2.8, 2.11 and 4.1 and it shown that H 1 is a suitable space for the Lipschitz condition (4). Hence, our results in Theorem 3.1, Corollary 3.2 and Theorem 4.4 are applicable and provide real nonlinear eigenvalues µ with PT -symmetric nonlinear solutions ψ.
Numerical Examples
We analyze numerically two nonlinear problems of type (1), both with the Schrödinger operator
, cf. Example 2.2, and the cubic nonlinearity f c , cf. Example 2.8, i.e.
Selected potentials V posses some antilinear or linear symmetries. Clearly, the nonlinearity is highly symmetric and satisfies Assumption (II).(b) with C = PT as well as C = P j T , j = 1, 2, and also Assumption (III).(b) with any coordinate reflection symmetry S. Our choice of d = 2 rather than the numerically simpler d = 1 allows the investigation of partial PT -symmetries as well as the interplay between antlinear and linear symmetries in a single problem.
The numerics are performed using the package pde2path [56, 15, 16] for numerical continuation and bifurcation in nonlinear elliptic systems of PDEs. The package uses linear finite elements for the discretization, Newton's iteration for the computation of nonlinear solutions and an arclength continuation of solution branches. In all numerical computations, the free complex phase of the solution was fixed by forcing Im(ψ(x 0 )) = 0 at a selected point x 0 within the computational domain. For the plots, we select x 0 = (0, 0) for the PT -symmetric case in Example 6.1 and x 0 = (0, 2) for the P 1 T -symmetric Example 6.2. In all computations, except for one case mentioned below, the numerical grid is selected symmetric with respect to both coordinate axes as well as with respect to the reflection x → −x. This is crucial for recovering symmetries of eigenfunctions and realness of eigenvalues.
Example 6.1. We consider first the following imaginary perturbation of the harmonic oscillator that is compatible with Example 2.2 and inspired by the BoseEinstein condensates models from Section 5.2,
Clearly,
. Hence, the problem has three symmetries: two antilinear symmetries, namely the PT symmetry and the P 1 T symmetry, and the linear P 2 symmetry, cf. Example 4.1. For γ = 0, the eigenvalues of A are known explicitly:
. . , where the multiplicity of λ k is k.
Enumerating the eigenvalues including their multiplicity, we obtain our eigenvalues µ n for ε = γ = 0. For the discretization of the PDE, we take 2 * 80 2 = 12800 isosceles right triangles of equal size generated by Matlab's command poimesh on the domain x ∈ [−8, 8] (52), (53) in the parameter ε for the first eigenvalues µ 1 , . . . , µ 4 with γ = 0 in (a) and with γ = 2 in (b). Circles label secondary bifurcation points.
In Fig. 6 .1, the bifurcation diagram in ε for µ 1 , µ 2 , µ 3 and µ 4 is plotted. The eigenvalues are continued in ε > 0 from the linear eigenvalues at ε = 0 for two values of γ, namely γ = 0 in (a) and γ = 2 in (b). In both cases, all plotted eigenvalues (including the ones bifurcating from µ 3 ) are real. Note that for γ = 0 the grid is symmetric only with respect to the reflection x → −x and not with respect to the coordinate axes. This suppresses the multiplicity of the first four linear eigenvalues such that these can be easily numerically continued in ε. The numerics suggest that all the four simple eigenvalues remain real for at least ε ≤ 10. Clearly, the numerics agree with the analysis as simple eigenvalues stay real for ε small. In Figure 2 . Profiles of the nonlinear eigenfunctions of (52), (53) at γ = 0 labeled by 1-4, 3b in Fig. 6.1 (a) . Fig. 2 , the eigenfunctions at the five labeled points at ε = 5 in Fig. 6.1 (a) for γ = 0 are plotted. Since V is real, the eigenfunctions can be automatically chosen PT -symmetric (using a proper rotation of the complex phase). Note also that after a proper rotation in the (x 1 , x 2 )−plane (allowed due to the rotation symmetry of V at γ = 0) all eigenfunctions 1-4 and 3b are symmetric or antisymmetric with respect to x 1 → −x 1 as well as x 2 → −x 2 . The numerically generated profiles for the eigenfunctions 1-4 are symmetric about other axes due to the lack of coordinate symmetry of the grid, as explained above.
In Fig. 3 , the profiles for the case γ = 2 from Fig. 6 .1 (b) appear. Eigenfunctions 1 and 2 satisfy all the three symmetries, i.e. PT , P 1 T as well as the linear ψ(x 1 , −x 2 ) = ±ψ(x 1 , x 2 ). Eigenfunctions 3 and 4 satisfy the linear (anti)symmetry and can be chosen either PT -or P 1 T -symmetric after a suitable multiplication by i. The eigenfunction 3b on the dotted branch (bifurcating from the primary branch) is only P 1 T -symmetric.
In Fig. 4 , we perform continuation in the parameter γ for the two values ε = 0 and ε = 2. The results are qualitatively similar to those in 1D from [11] . When two real eigenvalues collide, they leave the real axis and become a complex conjugate pair. In addition, however, a secondary bifurcation can occur, like, e.g., from µ 3 at ε ≈ 1.5 (see the inset in Fig. 4 (c) ).
Note that for a complex conjugate pair of simple eigenvalues the corresponding eigenfunctions ψ 1 , ψ 2 can be chosen to be related by ψ 2 (x) = (PT ψ 1 )(x) = α(P 1 T ψ 1 )(x) with a suitable factor α ∈ C, |α| = 1. Hence, below we always plot only one eigenfunction for a complex conjugate pair.
The eigenfunctions for the linear case ε = 0 at the six labeled points in Fig. 4 (a) are shown in Fig. 5 . The symmetry properties of the eigenfunctions 1-4 are the same as for the case γ = 2, ε = 5 in Fig. 3 . The eigenfunctions 5 and 6 corresponding to the complex eigenvalues are neither PT -nor P 1 T -symmetric but the linear symmetry ψ(x 1 , −x 2 ) = ±ψ(x 1 , x 2 ) is preserved. This is in agreement with Lemmas 4.2 and 4.5.
For the nonlinear case ε = 2, the eigenfunctions are in Fig. 6 . The symmetries of the eigenfunctions 1-4 are again the same as for the case γ = 2, ε = 5 in Fig. 3 . The eigenfunctions 5 ad 6 of the complex eigenvalues are, once again, only linearly symmetric. On the other hand, the eigenfunction 3b on the secondary bifurcation branch (corresponding to a real eigenvalue) has only the P 1 T symmetry. Example 6.2. As the second example, we choose the P 1 T -symmetric potential (47) with a = 3 2 and v 0 = 1, appearing in optics literature. Clearly, V satisfies V (−x 1 , x 2 ) = V (x 1 , x 2 ), but no other obvious antilinear or linear symmetry involving reflections of coordinates. Simplicity of eigenvalues of A is discussed in Section 5.4; the four lowest eigenvalues appear to be simple numerically for γ = 0.
Our discretization mesh is given by 14400 isosceles right triangles on the domain x ∈ [− 13, 13] 2 chosen such that the mesh is symmetric about the coordinate axes and with respect to the reflection x → −x. We again use homogeneous Dirichlet boundary conditions.
In Fig. 7 we plot the bifurcation diagram in the parameter ε for γ = 0 and γ = 0.1. Similarly to Example 6.1, for γ = 0 (real potential V ), the nonlinear (52), (53) at ε = 0, γ = 1 labeled by 1-6 in Fig. 4 (a) .
eigenvalues stay real even after secondary bifurcations, while for γ = 0.1 secondary bifurcations result in complex conjugate pairs of nonlinear eigenvalues.
In Fig. 8 , we plot the six eigenfunctions labeled in Fig. 7 (b) for the case γ = 0.1. Clearly, all the four eigenfunctions on the primary branches (labels 1-4) with real eigenvalues are P 1 T -symmetric. The bifurcating solutions (labels 1b and 3b) are asymmetric. Once again, for complex conjugate pairs we plot only one eigenfunction as the two can be chosen to be related by ψ 2 (x) = (P 1 T ψ 1 )(x).
The bifurcation diagram in the parameter γ is plotted in Fig. 9 for the two values ε = 0 and ε = 2 and the results are, again, analogous to Example 6.1. The first collision of eigenvalues occurs at γ = γ * ≈ 0.22 in agreement with the value γ * = 0.214 reported in [59] . Figure 6 . Profiles of the nonlinear eigenfunctions of (52), (53) at ε = 2, γ = 1 labeled by 1-6, 3b in Fig. 4 (c) . Figures 10 and 11 show the eigenfunctions at the points labeled in the bifurcation diagram in Fig. 9 . The eigenfunctions at points 1-4 (before eigenvalue collision) are all P 1 T -symmetric while after the collision at points 1b and 3b they are asymmetric. This is in contrast with Example 6.1, where linear symmetry was preserved in collisions. Here, no obvious linear symmetry is available. (52), (47) (52), (47) at ε = 0, v 0 = 1 labeled by 1-4 and 1b, 3b in Fig. 9 (a) . Figure 11 . Profiles of the nonlinear eigenfunctions of (52), (47) at ε = 2, v 0 = 1 labeled by 1-4, 1b and 3b in Fig. 9 (c) .
