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CLASSIFICATION OF JOININGS FOR KLEINIAN GROUPS
AMIR MOHAMMADI AND HEE OH
Abstract. We classify all locally finite joinings of a horospherical sub-
group action on Γ\G when Γ is a Zariski dense geometrically finite sub-
group of G = PSL2(R) or PSL2(C). This generalizes Ratner’s 1983
joining theorem for the case when Γ is a lattice in G.
One of the main ingredients is equidistribution of non-closed horo-
spherical orbits with respect to the Burger-Roblin measure which we
prove in a greater generality where Γ is any Zariski dense geometrically
finite subgroup of G = SO(n, 1)◦, n ≥ 2.
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1. Introduction
M. Ratner obtained in 1983 the classification of joinings for horocycle
flows on a finite volume quotient of PSL2(R) [31]; this precedes her general
measure classification theorem for unipotent flows on any finite volume ho-
mogeneous space of a connected Lie group [32]. The problem of classifying
all locally finite invariant measures for unipotent flows on an infinite volume
homogeneous space Γ\G is quite mysterious and even a conjectural picture
is not clear at present. However if G is a simple group of rank one, there
are classification results for locally finite measures on Γ\G invariant under a
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horospherical subgroup of G, when Γ is either geometrically finite ([4, 33, 42])
or a special kind of geometrically infinite subgroups ([2, 19, 20, 36, 37]). In
this article, our goal is to extend Ratner’s joining theorem to an infinite
volume homogeneous space Γ\G where G = PSL2(F) for F = R,C and Γ is
a geometrically finite and Zariski dense subgroup of G. This seems to be the
first measure classification result in homogeneous spaces of infinite volume
for unipotent subgroups which are not horospherical.
Letting n = 2, 3, respectively, for F = R,C, the group G consists of all
orientation preserving isometries of the real hyperbolic space Hn. Let U be
a horospherical subgroup of G, i.e., for some one-parameter diagonalizable
subgroup A = {as} of G,
U = {g ∈ G : asga−s → e as s→ +∞}
and set ∆(U) := {(u, u) : u ∈ U}. Let Γ1 and Γ2 be discrete subgroups of
G, and set
Z := Γ1\G × Γ2\G.
Definition 1.1. Let µi be a locally finite U -invariant Borel measure on
Γi\G for i = 1, 2. A locally finite ∆(U)-invariant measure µ on Z is called
a U -joining with respect to the pair (µ1, µ2) if the push-forward (πi)∗µ is
proportional to µi for each i = 1, 2; here πi denotes the canonical projection
of Z to Γi\G. If µ is ∆(U)-ergodic, then we call µ an ergodic U -joining.
We will classify U -joinings with respect to the pair of the Burger-Roblin
measures. The reason for this is that for Γ geometrically finite and Zariski
dense, the Burger-Roblin measuremBRΓ is the unique locally finite U -invariant
ergodic measure in Γ\G which is not supported on a closed U -orbit ([4], [33],
[42]). Therefore the Burger-Roblin measure for Γ\G, which we will call the
BR-measure for simplicity, plays the role of the Haar measure in Ratner’s
joining theorem for Γ a lattice.
In what follows, we assume that at least one of Γ1 and Γ2 has infinite
co-volume in G; otherwise, the joining classification was already proved by
Ratner. Under this assumption, the product measure mBRΓ1 ×m
BR
Γ2
is never
a U -joining (with respect to the pair (mBRΓ1 ,m
BR
Γ2
)), since its projection to
Γi\G is an infinite multiple of m
BR
Γi
for at least one of i = 1, 2. On the other
hand, a finite cover self-joining provides an example of U -joining. Recall
that two subgroups of G are said to be commensurable with each other if
their intersection has finite index in each of them.
Definition 1.2 (Finite cover self-joining). Suppose that for some g0 ∈ G, Γ1
and g−10 Γ2g0 are commensurable with each other; this in particular implies
that the orbit [(e, g0)]∆(G)
1 is closed in Z. Now using the isomorphism
(Γ1 ∩ g
−1
0 Γ2g0)\G→ [(e, g0)]∆(G)
1For S ⊂ G, ∆(S) denotes the diagonal embedding of S into G×G.
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given by the map [g] 7→ [(g, g0g)], the push-forward of the BR-measure
mBR
Γ1∩g
−1
0 Γ2g0
to Z gives a U -joining, which we call a finite cover self-joining.
If µ is a U -joining, then any translation of µ by (e, u0) is also a U -joining,
whenever u0 belongs to the centralizer of U , which is U itself. Such a
translation of a finite cover self-joining will also be called a finite cover self-
joining.
The following is our main result:
Theorem 1.3 (Joining Classification). Let Γ1 and Γ2 be geometrically finite
and Zariski dense subgroups of G. Suppose that either Γ1 or Γ2 is of infinite
co-volume in G. Then any locally finite ergodic U -joining on Z is a finite
cover self-joining.
If µ is a U -joining and µ =
∫
µx is the U -ergodic decomposition, then it
follows from the U -ergodicity of the BR-measure that almost every µx is a
U -joining. Therefore the classification of U -ergodic joinings gives a complete
description for all possible U -joinings.
Theorem 1.3 yields the following by the definition of a finite cover self-
joining:
Corollary 1.4. Let Γ1 and Γ2 be as in Theorem 1.3. Then Z admits a
U -joining measure if and only if Γ1 and Γ2 are commensurable with each
other, up to a conjugation.
See Remark 7.24 for a slightly more general statement where Γ2 is not
assumed to be geometrically finite.
In the course of our classification theorem, we obtain equidistribution of
a non-closed U -orbit xU in Γ\G. When Γ is a lattice, it is well-known that
such xU is equidistributed with respect to the Haar measure ([7], [32]). For
Γ geometrically finite, the equidistribution is described by the BR-measure,
with the normalization given by the Patterson-Sullivan measure µPSx on xU
(see section 2.2 for a precise definition). We call a norm ‖ · ‖ on F algebraic
if the 1-sphere {t ∈ F : ‖t‖ = 1} is contained in a union of finitely many
algebraic varieties.
Theorem 1.5. Let Γ be a geometrically finite and Zariski dense subgroup
of G. Fix x ∈ Γ\G such that xU is not closed. Then for any continuous
function ψ on Γ\G with compact support, we have
lim
T→∞
1
µPSx (BU (T ))
∫
BU (T )
ψ(xu)du = mBRΓ (ψ)
where BU (T ) = {u ∈ U : ‖u‖ < T} is the norm ball in U ≃ F with respect
to an algebraic norm.
Indeed, we prove this theorem in a greater generality where Γ is a geo-
metrically finite and Zariski dense subgroup of G = SO(n, 1)◦ for any n ≥ 2
(see Theorem 4.6).
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Theorem 1.5 was proved for G = PSL2(R) in ([39], [22]). One of the
difficulties in extending Theorem 1.5 to a higher dimensional case (even to
the case n = 3) is the lack of a uniform control of the PS-measure of a small
neighborhood of the boundary of BU (T ). For n = 2, such a neighborhood
has a fixed size independent of T , but grows with T →∞ for n ≥ 3.
We mention that Theorem 1.5 applied to the Apollonian group can be
used to describe the distribution of the accumulation of large circles in an
unbounded Apollonian circle packing, whereas the papers [17] and [26] con-
sidered the distribution of small circles.We refer to Theorem 5.4 for a window
version of Theorem 1.5 which is one of the main ingredients in our proof of
Theorem 1.3.
Similarly to the finite joining case, we can deduce the classification of U -
equivariant factor maps from the classification of joinings (see sub-section
7.7):
Theorem 1.6 (U -factor classification). Let Γ be a geometrically finite and
Zariski dense subgroup of G. Let (Y, ν) be a measure space with a locally
finite U -invariant measure ν, and p : (Γ\G,mBRΓ )→ (Y, ν) be a measurable
U -equivariant factor map, that is, p∗m
BR
Γ = ν. Then (Y, ν) is isomorphic to
(Γ0\G,m
BR
Γ0
) for some subgroup Γ0 of G which contains Γ as a subgroup of
finite index. Moreover, under this isomorphism, the map p can be conjugated
to the natural projection Γ\G→ Γ0\G.
We now discuss the proof of Theorem 1.3. Our proof is modeled on
Ratner’s proof [31]. However, the fact that we are dealing with an infinite
measure introduces several serious technical difficulties which are dealt with
in this paper. Here we briefly describe some of the main steps and difficulties.
The main ingredient in the proof is the polynomial behavior of unipotent
flows, which guarantees slow divergence of orbits of two nearby points under
unipotent subgroups. This means that for two nearby generic points x and
y in Z, the set of u ∈ BU (T ) such that the divergence of the two orbits
x(u, u) and y(u, u) is in the intermediate range, that is, roughly of distance
one apart, has Lebesgue measure comparable to that of BU (T ). In order to
utilize this property in acquiring an additional invariance of a U -joining in
concern, we also need to know that this set is dynamically non-trivial, i.e.,
x(u, u) and y(u, u) for these times of u stay in a fixed compact subset. In
the case of a finite measure, this can be ensured using the Birkhoff ergodic
theorem.
When Z is of infinite volume, there is no a priori reason for this to hold,
for instance, the set of u ∈ BU (T ) where x(u, u) returns to a compact subset
can be “concentrated” near the center, along some sequence of T ’s. This
is one of the main issues in the way of obtaining rigidity type results for
general locally finite measures (cf. [23]).
For a U -joining measure µ on Z, we first prove a window-type equidis-
tribution result for the U -action on each space Γi\G with respect to the
BR-measure. This enables us to establish the required non-concentration
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property for µ-generic points, using the fact that µ projects to the BR-
measure
Based on this non-concentration property, we can use the construction
of a polynomial like map in section 7.1 and the fact that an infinite joining
measure cannot be invariant under a non-trivial subgroup of {e}×U (Lemma
7.16) to draw two important corollaries:
(1) almost all fibers of each projection of µ are finite;
(2) µ is quasi-invariant under the diagonal embedding of a connected
subgroup of the normalizer NG(U).
In the finite measure case, it is possible to finish using an entropy argu-
ment, based on the invariance by the action of a diagonalizable subgroup.
Such an argument using entropy is not understood in the infinite measure
case. We adapt an original argument of Ratner in [31] (also used by Flaminio
and Spatzier in [9] for convex cocompact groups), which avoids a “direct”
use of entropy. This involves a step of showing that a measurable set-valued
NG(U)-equivariant factor map Υ : Γ1\G → Γ2\G is also equivariant under
the action of the opposite horospherical subgroup Uˇ . We use a close rela-
tionship between the BR and BMS measures and show that essentially the
same proof as in [9] works here, again, modulo the extra technical difficul-
ties caused by the presence of cusps. Roughly speaking, one constructs two
nearby points x and y = xuˇr so that the U -orbits of Υ(x)uˇr and Υ(y) do
not diverge on average. The fact that the divergence of these two orbits
is governed by a polynomial map then implies that the two orbits “do not
diverge”. One then concludes that the map commutes with the action of Uˇ
and completes the proof.
Notation In the whole paper, we use the following standard notation. We
write f(t) ∼ g(t) as t → ∞ to mean limt→∞ f(t)/g(t) = 1. We use the
Landau notations f(t) = O(g(t)) and f ≪ g synonymously to mean that
there exists an implied constant C > 1 such that f(t) ≤ C ·g(t) for all t > 1.
We write f(t) ≍ g(t) if f(t) = O(g(t)) and g(t) = O(f(t)). For a space
X, C(X) (resp. C∞(X)) denotes the set of all continuous (resp. smooth)
functions on X. We also let Cc(X) and C
∞
c (X) denote the set of functions
in C(X) and C∞c (X) respectively which are compactly supported. For a
compact subset Ω of X, we denote by C(Ω) and C∞(Ω) the set of functions
in Cc(X) and C
∞
c (X) respectively which vanish outside of Ω. For a subset B
in X, ∂(B) denotes the topological boundary of B with the exception that
∂(Hn) means the geometric boundary of the hyperbolic n-space Hn. For a
function f on Γ\G and g ∈ G, the notation g.f means the function on Γ\G
defined by g.f(x) = f(xg).
Given a subset S ⊂ G, we let ∆(S) = {(s, s) : s ∈ S}. Also given a group
H and a subset S ⊂ H we set NH(S) := {h ∈ H : hSh
−1 = S}, i.e., the
normalizer of S in H
Acknowledgment We would like to thank M. Einsiedler, Y. Minsky and
A. Reid for useful discussions.
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2. Basic properties of PS-measure
For sections 2–5, let n ≥ 2 and G be the identity component of the
special orthogonal group SO(n, 1). Then G can be considered as the group
of orientation preserving isometries of the hyperbolic space Hn. Let Γ < G
be a discrete subgroup. Let Λ(Γ) ⊂ ∂(Hn) denote the limit set of Γ, and δ
the critical exponent of Γ. The convex core of Γ is the quotient by Γ of the
smallest convex subset in Hn which contains all geodesics connecting points
of Λ(Γ). The group Γ is called geometrically finite if a unit neighborhood of
the convex core of Γ has finite volume. Throughout the paper, we assume
that
Γ is geometrically finite and Zariski dense.
2.1. Conformal densities. A family of finite measures {µx : x ∈ H
n} on
∂(Hn) is called a Γ-invariant conformal density of dimension δµ > 0 if for
any x, y ∈ Hn, ξ ∈ ∂(Hn) and γ ∈ Γ,
γ∗µx = µγx and
dµy
dµx
(ξ) = e−δµβξ(y,x),
where γ∗µx(F ) = µx(γ
−1(F )) for any Borel subset F of ∂(Hn). Here βξ(y, x)
denotes the Busemann function: βξ(y, x) = limt→∞ d(ξt, y)− d(ξt, x) where
ξt is a geodesic ray tending to ξ as t→∞.
We denote by {νx} the Patterson-Sullivan density, i.e., a Γ-invariant con-
formal density of dimension δ, which is unique up to a scalar multiple.
For each x ∈ Hn, we setmx to be the unique probability measure on ∂(H
n)
which is invariant under the compact subgroup StabG(x). Then {mx : x ∈
H
n} forms a G-invariant conformal density of dimension (n− 1), which will
be referred to as the Lebesgue density.
Denote by {Gs : s ∈ R} the geodesic flow on the unit tangent bundle
T1(Hn) of Hn. For w ∈ T1(Hn), we denote by w± ∈ ∂(Hn) the forward
and the backward endpoints of the geodesic determined by w, i.e., w± =
lims→±∞ G
s(w).
Fix o ∈ Hn and wo ∈ T
χ
o (H
n). Let K := StabG(o) and M := StabG(wo)
so that Hn and T1(Hn) can be identified with G/K and G/M respectively.
Let A = {as : s ∈ R} be the one-parameter subgroup of diagonalizable
elements in the centralizer of M in G such that Gs(wo) = [M ]as = [asM ].
For g ∈ G, define
g± := gw±o ∈ ∂(H
n).
The map Viz : G → ∂(Hn) given by g 7→ g+ (resp. g 7→ g−) will be called
the visual map (resp. the backward visual map).
2.2. PS measure on gU ⊂ G. Let U denote the expanding horospherical
subgroup, i.e.,
U = {g ∈ G : asga−s → e as s→ +∞}.
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The group U is a connected abelian group, isomorphic to Rn−1; we use the
parametrization t 7→ ut so that for any s ∈ R,
a−sutas = uest.
For any g ∈ G, the restriction Viz |gU is a diffeomorphism between gU
and ∂(Hn) − {g−}. Using this diffeomorphism, we can define measures on
gU which are equivalent to conformal densities on the boundary:
dµLebgU (gut) = e
(n−1)β(gut)+
(o,gut(o))dmo(gut)
+;
dµPSgU (gut) = e
δβ(gut)+
(o,gut(o))dνo(gut)
+.
The conformal properties of {mx} and {νx} imply that these definitions are
independent of the choice of o ∈ Hn. The measure dµLebgU (gut) is independent
of the orbit gU :
dµLebgU (gut) = dµ
Leb
U (ut) = dt
and is simply the Lebesgue measure on U = Rn−1, up to a scalar multiple.
We call the measure dµPSgU the Patterson-Sullivan measure (or simply PS-
measure) on gU . For simplicity, we write
dµLebg (t) = dµ
Leb
gU (gut) and dµ
PS
g (t) = dµ
PS
gU (gut)
although these measures depend on the orbits but not on the individual
points.
These expressions are also useful as we will sometimes consider µPSg as
a measure on U in an obvious way, for instance, in the following lemma.
Let M(U) be the set of all regular Borel measures on U endowed with the
following topology: µn → µ if and only if
∫
fdµn →
∫
fdµ for all f ∈ Cc(U).
The following is proved in [9] for Γ convex co-compact but the proof works
for Γ geometrically finite.
Lemma 2.1. [9, Lem. 4.1, Cor. 4.2].
• For g ∈ G, the measure µPSg assigns 0 measure to any proper sub-
variety of U .
• The map g 7→ µPSg is a continuous map from {g ∈ G : g
+ ∈ Λ(Γ)}
to M(U).
The following is an immediate consequence:
Corollary 2.2. For a compact subset Ω ⊂ G and any s > 0,
0 < inf
g∈Ω,g+∈Λ(Γ)
µPSg (gBU (s)) ≤ sup
g∈Ω,g+∈Λ(Γ)
µPSg (gBU (s)) <∞.
For simplicity, we set |t| to be the maximum norm of t. For T > 0, we
set
BU (T ) := {ut ∈ U : |t| ≤ T}.
For any s ∈ R, we have:
µPSg (BU (e
s)) = eδsµPSga−s(BU (1));
µLebg (BU (e
s)) = e(n−1)sµLebga−s(BU (1)).
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2.3. PS measure on xU ⊂ Γ\G. Set
X = Γ\G.
For x ∈ X, we define the measure µPSx on the orbit xU as follows. Choose
g ∈ G such that x = [g]. If the map u 7→ xu is injective, µPSx will be
simply the push-forward of the measure µPSg on gU . In general, we first
define a measure µ¯PSx on (U ∩ g
−1Γg)\U as follows: for f ∈ Cc(U), let
f¯ ∈ Cc((U ∩g
−1Γg)\U) be given by f¯([u]) =
∑
γ0∈U∩g−1Γg
f(γ0u). Then the
map f 7→ f¯ is a surjective map from Cc(U) to Cc((U ∩ g
−1Γg)\U), and∫
[u]∈U∩g−1Γg\U
f¯([u])µ¯PSx [u] :=
∫
U
f(ut)dµ
PS
g (t)
is well-defined, by the Γ-invariance of the PS density. This defines a locally
finite measure on (U ∩ g−1Γg)\U by [28, Ch.1]. Noting that the map (U ∩
g−1Γg)\U → xU given by [u] → xu is injective, we denote by µPSx the
push-forward of the measure µ¯PSx from (U ∩ g
−1Γg)\U (cf. [25]).
The map µLebx is defined similarly. We caution that µ
PS
x is not a locally
finite measure on Γ\G unless xU is a closed subset of X.
A limit point ξ ∈ Λ(Γ) is called radial if some (and hence every) geodesic
ray toward ξ has accumulation points in a compact subset of Γ\G, and
parabolic if it is fixed by a parabolic element of Γ (recall that an element
g ∈ G is parabolic if the set of fixed points of g in ∂(Hn) is a singleton.) A
parabolic limit point ξ ∈ Λ(Γ) is called bounded if the stabilizer Γξ acts co-
compactly on Λ(Γ)−{ξ}. We denote by Λr(Γ) and Λbp(Γ) the set of all radial
limit points and the set of all bounded parabolic limit points respectively.
As Γ is geometrically finite, we have (see [3])
Λ(Γ) = Λr(Γ) ∪ Λbp(Γ).
Definition 2.3. For x = [g] ∈ X, we write x ∈ Λ(Γ) and x− ∈ Λr(Γ) if
g− ∈ Λ(Γ) and g− ∈ Λr(Γ) respectively; this is well-defined independent of
the choice of g.
If x− ∈ Λr(Γ), then the map u 7→ xu is injective on U .
Lemma 2.4. For x ∈ X, we have x− ∈ Λr(Γ) if and only if |µ
PS
x | =∞.
Proof. Choose g ∈ G so that [g] = x. If x− /∈ Λ(Γ), then Λ(Γ) is a compact
subset of ∂(Hn) \ {g−}, and hence |µPSg | < ∞. If g ∈ Λbp(Γ) and xU is
a closed subset of X and µPSx is supported on the quotient of {gu ∈ gU :
(gu)+ ∈ Λ(Γ)} by the stabilizer Γx− , which is compact by the definition of a
bounded parabolic fixed point. Hence |µPSx | <∞. Suppose that g
− ∈ Λr(Γ).
Since |µPSg | = |µ
PS
x | and (gU)
+ ∩ Λ(Γ) 6= ∅, we may assume without loss of
generality that g+ ∈ Λ(Γ).
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Let Ω be a compact subset of G such that γiga−si ∈ Ω for sequences
si → +∞ and γi ∈ Γ. Then
µPSx (BU (e
si)) = esiδµPSxa−si
(BU (1))
= esiδµPSγiga−si
(BU (1))
≥ esiδ · inf
h∈Ω,h+∈Λ(Γ)
µPSh (BU (1)).
Since infh∈Ω,h+∈Λ(Γ) µ
PS
h (BU (1)) > 0 by Corollary 2.2, we have |µ
PS
x | =
∞. 
2.4. BMS and BR measures. Fixing o ∈ Hn, the map
w 7→ (w+, w−, s = βw−(o, π(w))
is a homeomorphism between T1(Hn) with
(∂(Hn)× ∂(Hn)− {(ξ, ξ) : ξ ∈ ∂(Hn)}) ×R.
Using this homeomorphism, we define measures m˜BMS = m˜BMSΓ and
m˜BR = m˜BRΓ on T
1(Hn) as follows:
dm˜BMS(w) = eδβw+ (o,π(w)) eδβw− (o,π(w)) dνo(w
+)dνo(w
−)ds; and
dm˜BR(w) = e(n−1)βw+ (o,π(w)) eδβw− (o,π(w)) dmo(w
+)dνo(w
−)ds.
The conformal properties of {νx} and {mx} imply that these definitions
are independent of the choice of o ∈ Hn. Using the identification T1(Hn)
with G/M , we lift the above measures to G so that they are all invariant
under M from the right. By abuse of notation, we use the same notation
m˜BMS and m˜BR. These measures are left Γ-invariant, and hence induce
locally finite Borel measures on X, which are the Bowen-Margulis-Sullivan
measure mBMS and the Burger-Roblin measure mBR respectively.
Note that
• supp(mBMS) = {x ∈ X : x± ∈ Λ(Γ)};
• supp(mBR) = {x ∈ X : x− ∈ Λ(Γ)}.
Sullivan showed that mBMS is a finite measure [41]. The BR-measure
mBR is an infinite measure unless Γ is a lattice [25].
We also consider the contracting horospherical subgroup
Uˇ = {g ∈ G : a−sgas → e as s→∞}
and the parabolic subgroup
P =MAUˇ.
We note that P is precisely the stabilizer of w+o in G. Given g0 ∈ G define
the measure ν on g0P as follows
dν(g0p) = e
−δβ(g0p)−
(o,g0p(o))dνo(g0pw
−
o )dmds,
for s = β(g0p)−(o, g0p(o)), p = mauˇ, and dm is the probability Haar measure
of M .
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This way we get a product structure of the BMS measure which is an
important ingredient in our approach: for any g0 ∈ G,
m˜BMS(ψ) =
∫
g0P
∫
g0pU
ψ(g0put)dµ
PS
g0p(t)dν(g0p) (2.1)
3. Uniformity in the equidistribution of PS-measure
We keep notations from the last section; so X = Γ\G. For simplicity, we
will assume that |mBMS| = 1; this can be achieved by replacing {νx} by a
suitable scalar multiple if necessary.
Theorem 3.1 (Mixing of the A-action). [42] For any ψ1, ψ2 ∈ L
2(mBMS),
we have
lim
s→∞
∫
Γ\G
ψ1(xas)ψ2(x)dm
BMS(x) = mBMS(ψ1)m
BMS(ψ2).
The following is immediate from Theorem 3.1:
Theorem 3.2. Fix ψ ∈ L2(mBMS) and a compact subset Ω of X. Let
F ⊂ L2(mBMS) be a a relatively compact subset. Then for any ǫ > 0, there
exists S > 1 such that for all s ≥ S and any ϕ ∈ F ,∣∣∣∣
∫
X
ψ(gas)ϕ(g)dm
BMS(g) −mBMS(ψ)mBMS(ϕ)
∣∣∣∣ ≤ ǫ.
Theorem 3.1 can be used to prove the following: for any ψ ∈ Cc(X),
x ∈ X, and any bounded Borel subset B ⊂ xU with µPSx (∂(B)) = 0,
lim
s→∞
∫
B
ψ(xutas)dµ
PS
x (t) = µ
PS
x (B)m
BMS(ψ); and (3.1)
lim
s→∞
e(n−1−δ)s
∫
B
ψ(xutas)dt = µ
PS
x (B)m
BR(ψ) (3.2)
(see [33] and [25] for M -invariant ψ’s and [24] for general ψ’s).
In this paper, we will need uniform versions of these two equidistribution
statements; more precisely, the convergence in both statements are uniform
on compact subsets. Since the uniformity will be crucial for our purpose,
and it is not as straightforward as in the case when Γ is a lattice, we will
provide a proof. We will be using the following definitions.
Let d denote the left G-invariant and bi-K-invariant metric on G which
induces the hyperbolic metric on G/K = Hn. For a subset S ⊂ G, Sǫ
denotes the ǫ-neighborhood of e in the metric d, that is,
Sǫ = {s ∈ S : d(s, e) < ǫ}. (3.3)
Lemma 3.3. For any compact subset Ω ⊂ G, there exists R > 0 such that
(gBUˇ (R))
− ∩ Λ(Γ) 6= ∅ for any g ∈ Ω.
Proof. The claim follows since the map g 7→ d∂(Hn)(g
−,Λ(Γ)) is continuous
where d∂(Hn) is the spherical distance of ∂(H
n). 
JOINING 11
For Ω ⊂ X, the injectivity radius of Ω is defined to be the supremum of
ǫ > 0 such that the map g 7→ xg is injective on Gǫ for all x ∈ Ω.
Theorem 3.4. Fix ψ ∈ Cc(X), a compact subset Ω ⊂ X and a number
r > 0 smaller than the injectivity radius of Ω. Fix c > 0 and let Fr(c) be an
equicontinuous family of functions 0 ≤ f ≤ 1 on BU (r) such that f |BU (r/4) ≥
c. For any sufficiently small ǫ > 0, there exists S = S(ψ,Fr, ǫ,Ω) > 1 such
that for x ∈ Ω with x+ ∈ Λ(Γ), for any f ∈ Fr, and for any s > S, we have
(1) ∣∣∣∣∣
∫
BU (r)
ψ(xutas)f(t)dµ
PS
x (t)− µ
PS
x (f)m
BMS(ψ)
∣∣∣∣∣ < ǫ · µPSx (f);
(2)∣∣∣∣∣e(n−1−δ)s
∫
BU (r)
ψ(xutas)f(t)dt− µ
PS
x (f)m
BR(ψ)
∣∣∣∣∣ < ǫ · µPSx (f)
where µPSx (f) =
∫
xBU (r)
f(t)dµPSx (t).
Proof. Let Ω˜ be a compact subset of G which projects onto ΩBU(1). Fix a
non-negative function ψ ∈ Cc(G), whose support injects to Γ\G. For each
small η > 0, we define functions ψη,± on G by
ψη,+(h) := sup
w∈Gη
ψ(hw) and ψη,−(h) := inf
w∈Gη
ψ(hw).
Fix ǫ > 0. By the continuity of ψ and equicontinuity of F , there exists
0 < η < ǫ such that
sup
h∈G
|ψη,+(h)− ψη,−(h)| < ǫ/2, and
sup
f∈Fr ,|t−t′|<η
|f(t)− f(t′)| < ǫ/2.
Recall P = MAUˇ and Pη denotes the η-neighborhood of e in P . The
basic idea is to thicken xBU(r) in the transversal direction of P , and then
to apply the mixing Theorem 3.1. However the transverse measure of xPη
may be trivial for all small η in which case the thickening approach does not
work. So we flow x until we reach xas for which the transverse measureon
xasPη is non-trivial uniformly over all x ∈ Ω. This however will force us to
further subdivide BU (r) into “smaller” boxes. Let us now begin to explain
this process carefully.
For any p ∈ Pη and t ∈ BU (1), we have
p−1ut ∈ uρp(t)PD
where ρp : BU (1) → BU (1 + O(η)) is a diffeomorphism onto its image and
D > 0 is a constant depending only on η.
Let R > 1 be as in Lemma 3.3 with respect to Ω˜. Set
r1 := η/R and s0 := log(r
−1
1 ). (3.4)
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Without loss of generality we may assume r1 < r/10, by taking η smaller if
necessary.
For any g ∈ Ω˜ we put
g0 := gas0 ∈ Ω˜as0 .
Then for all g ∈ Ω˜, we have
νg0P (g0Pη) > 0; (3.5)
this follows from he choice of R in view of the fact that (gBUˇ (R))
− is con-
tained in (g0Pη)
− = (gPηes0 )
−.
For any c1 > 0, let Fr1(c1) ⊂ C(BU (r1)) be an equicontinuous family
of functions f such that 0 ≤ f ≤ 1 and f |BU (r1/4) ≥ c1. Fix g ∈ Ω˜ with
g+ ∈ Λ(Γ). We first claim that there exists some S > 1 (depending on r1, c1,
equicontinuity of Fr1(c1) and Ω˜) such that for all s ≥ S, and all f ∈ Fr1(c1),∣∣∣∣∣∣
∑
γ∈Γ
∫
ψ(γgutas)f(t)dµ
PS
g (t)− µ
PS
g (f)m˜
BMS(ψ)
∣∣∣∣∣∣ < ǫ · µPSg (f) (3.6)
where µPSg (f) =
∫
gBU (r)
f(t)dµPSg (t). Associated to f ∈ Fr1(c1), define the
function f0 ∈ Cc(g0BU(1)) by
f0(g0ut) := f(e
−s0t).
Let ϕ0 := ϕf,g be a function defined on g0PηBU (1) ⊂ G given by
ϕ0(g0puρp(t)) =
f(e−s0t)χg0Pη(g0p)
ν(g0Pη)e
δβ
u
+
t
(ut(o),puρp(t)(o))
,
which is well-defined by (3.5). Then ϕ0 is supported in the set g0BU (1 +
O(η))Pη .
We observe that for each p ∈ Pη, (g0ut)
+ = (g0puρp(t))
+, the mea-
sures dµPSg0 (t) and d((ρp)∗µ
PS
g0p)(t) = dµ
PS
g0p(ρp(t)) are absolutely continu-
ous with each other, and the Radon-Nikodym derivative at t is given by
e
−δβ
g0u
+
t
(ut(o),puρp(t)(o)).
If s > 2s0 + log(D/η), then
eδs0
∫
BU (r1)
ψ(γgutas)f(t)dµ
PS
g (t)
=
∫
BU (1)
ψ(γg0utas−s0)f0(g0ut)dµ
PS
g0 (t) ≤
1
ν(g0Pη)
∫
Pη
∫
BU (1)
ψη,+(γg0puρp(t)as−s0)f0(g0ut)
dµPSg0
d((ρp)∗µPSg0p)
(t)dµPSg0p(ρp(t))dν(g0p)
=
∫
G
ψη,+(γhas−s0)ϕ0(h)dm˜
BMS(h)
by (2.1).
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Hence if we set
Ψη,+(Γh) :=
∑
γ∈Γ
ψη,+(γh) and Φf,g(Γh) :=
∑
γ∈Γ
e−δs0ϕf,g(γh),
then ∑
γ∈Γ
∫
ψ(γgutas)f(t)dµ
PS
g (t) ≤ 〈as−s0Ψη,+,Φf,g〉mBMS . (3.7)
Since Fr1(c1) is an equicontinuous and uniformly bounded family of func-
tions, the collection {Φf,g : f ∈ Fr1(c1), g ∈ Ω˜} is a relatively compact
subset of L2(mBMS).
In view of the assumption that inff∈Fr1 (c1) f |BU (r1/4) ≥ c1, Corollary 2.2
implies that
c0 := inf
g∈Ω˜,g+∈Λ(Γ)
{µPSg (f) : f ∈ Fr1(c1)} > 0.
Now by Theorem 3.2, there exists S > 2s0 + log(Dηη
−1) such that for all
s > S and for all g ∈ Ω˜,
|〈as−s0Ψη,+,Φf,g〉mBMS −m
BMS(Ψη,+)m
BMS(Φf,g)| ≤ c0ǫ/2.
Since mBMS(Φf,g) = e
−δs0µPSg0 (f0) = µ
PS
g (f), we deduce
〈as−s0Ψη,+,Φf,g〉mBMS ≤ m˜
BMS(ψ)µPSg (f) + ǫ/2µ
PS
g (f) + c0ǫ/2
≤ m˜BMS(ψ)µPSg (f) + ǫµ
PS
g (f).
Combined with (3.7), for all s ≥ S,∑
γ∈Γ
∫
ψ(γgutas)f(t)dµ
PS
g (t) ≤ m˜
BMS(ψ)µPSg (f) + ǫµ
PS
g (f).
The lower bound∑
γ∈Γ
∫
ψ(γgutas)f(t)dµ
PS
g (t) ≥ m˜
BMS(ψ)µPSg (f)− ǫµ
PS
g (f).
can be obtained similarly. This finishes the proof of (3.6).
We now deduce (1) using (3.6) and a partition of unity argument. Con-
sider a sub-covering B of {utBU (r1) : ut ∈ BU (r)} for BU (r) of multiplicity
κ depending only on the dimension of U .
Let {σt : t ∈ I} ⊂ Fr1(1) be an equicontinuous partition of unity subor-
dinate to B. By the choice of η and r1 < η, we have
sup
f∈Fr ,|t′|<r1
|f(t+ t′)− f(t)| < ǫ.
For any f ∈ Fr(c), define
I1(f) := {t ∈ I : sup
t′∈BU (r1)
|f(t+ t′)σt(t
′)| < 2ǫ}
and let I2(f) := I − I1(f).
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Then the family {fσt : t ∈ I2(f), f ∈ Fr(c)} satisfies the conditions of
the family in (3.6) with r1 and c1 = ǫ. Therefore, there exists some S > 1,
independent of f ∈ Fr(c), so that for any x ∈ Ω with x
+ ∈ Λ(Γ), for all
s > S and all t ∈ I2(f), we have
∣∣∣∣
∫
ψ(xutas)f(t+ t
′)σt(t
′)dµPSxut(t
′)− µPSxut(fσt)m˜
BMS(ψ)
∣∣∣∣ < ǫ · µPSxut(fσt).
(3.8)
Hence∑
t∈I2(f)
∣∣∣∣
∫
ψ(xutas)f(t+ t
′)σt(t
′)dµPSx (t
′)− µPSxut(fσt)m˜
BMS(ψ)
∣∣∣∣ ≤ O(ǫ)µPSx (f).
On the other hand, we have
∑
t∈I1(f)
∣∣∣∣
∫
ψ(xutas)f(t+ t
′)σt(t
′)dµPSx (t
′)− µPSxut(fσt)m˜
BMS(ψ)
∣∣∣∣
<
∑
I1(f)
Oψ(ǫ)µ
PS
x (utBU (r1)) ≤ O(ǫ)µ
PS
xut(BU (r)) ≤ O(ǫ)µ
PS
x (f) (3.9)
where the implied constants depend only on ψ, κ and the positive lower
bound for µPSx (f)’s.
Since f =
∑
t∈I1(f)∪I2(f)
fσt, (3.8) and (3.9) imply (1) of the theorem.
Now the uniformity statement regarding (2) follows from the uniformity
of (1); this follows directly from the argument in [25] using the comparison
of the transversal intersections. 
4. Equidistribution of non-closed U-orbits
We call a point x ∈ X with x+ ∈ Λ(Γ) a PS-point.
Recall:
BU (T ) := {ut ∈ U : |t| ≤ T}
where |t| is the maximum norm of t ∈ U = Rn−1.
One way of characterizing the set Λr(Γ) of radial limit points in terms of
U -orbits is that if x− ∈ Λr(Γ), then ut → xut is an injective map from U to
X, xUM is not closed in X and µPSx is an infinite measure (Lemma 2.4).
The following theorem of Schapira shows that for x− ∈ Λr(Γ), most PS-
points of xBU (T ) come back to a compact subset in a quantitative way.
Theorem 4.1. [38] For any ǫ > 0 and any compact subset Ω ⊂ X, there
exists a compact subset Q = Q(ǫ,Ω) ⊂ X such that for any x ∈ Ω with
x− ∈ Λr(Γ), there exists some Tx > 0 such that for all T ≥ Tx,
µPSx {ut ∈ BU (T ) : xut ∈ Q} ≥ (1− ǫ)µ
PS
x (BU (T )).
We will also make a repeated use of the following basic fact:
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Lemma 4.2. [38, Lem 4.5] For a fixed κ > 1, there exists β > 1 such that
for any compact Ω ⊂ X, there exists T0(Ω) > 1 such that for any x ∈ Ω
with x− ∈ Λr(Γ) and for any T > T0(Ω), we have
µPSx (BU (κT )) ≤ β · µ
PS
x (BU (T )).
4.1. Relative PS-size of a neighborhood of ∂(BU (T )). In order to
study the distribution of xBU (T ) either in the PS measure or in the Lebesgue
measure, it is crucial to understand the size of a neighborhood of ∂(xBU (T ))
compared to the size of xBU (T ) in the PS-measure.
We do not know in general whether the following is true: for x ∈ X with
x− ∈ Λr(Γ), there exists ρ > 0 such that
lim
T→∞
µPSx (BU (T+ρ)\BU (T−ρ))
µPSx (BU (T ))
= 0. (4.1)
Noting that
µPSx (BU (T+ρ)\BU (T−ρ))
µPSx (BU (T ))
=
µPSxa
− log T
(BU (1+ρT
−1)\BU (1−ρT
−1))
µPSxa
− log T
(BU (1))
,
this question is directly related to the uniformity of the size of a neighbor-
hood of a 1-sphere based at xalog
−T
where x is in a fixed compact subset.
When Γ is convex-cocompact, and x+ ∈ Λ(Γ) so that x ∈ supp(mBMS),
then (4.1) now follows since supp(mBMS) is compact and any 1-sphere has
zero PS-measure, and hence µPSxa− log T (BU (1 + ρT
−1) \ BU (1 − ρT
−1)) is
uniformly small for all large T . When there is a cusp in X, the PS-measure
of a ball around xa− log T depends on the rank of a cusp where it stays (see
Theorem 5.1 for a precise statement), and it is not clear whether 4.1 holds
or not.
We will prove a weaker result which will be sufficient for our purpose. Let
us begin with the following lemma which a consequence of the fact that Γ
is Zariski dense, together with a compactness argument.
For a coordinate hyperplane L of Rn−1 = U , set L(1) := L∩BU (1). Define
Oρ(L
(1)) to be the ρ-thickening of L(1) in the orthogonal direction.
Lemma 4.3. Let Ω ⊂ X be a compact subset. For any η > 0 there exists
some ρ0 > 0 so that
µPSy (Oρ(L
(1))) < η · µPSy (yBU (1)).
for all y ∈ Ω ∩ supp(mBMS) and all ρ ≤ ρ0.
Proof. We prove this by contradiction. Suppose the above fails; then there
exist η > 0, and sequences yk ∈ Ω∩supp(m
BMS) and coordinate hyperplanes
Lk so that
µPSyk (O1/k(Lk
(1)) ≥ η · µPSyk (ykBU (1)).
Passing to a subsequence we may assume yk → y ∈ Ω ∩ supp(m
BMS)
and Lk = L for all k. Now for every α > 0 we have O1/k(L
(1)) ⊂ Oα(L
(1))
for all large enough k. Since µPSyk → µ
PS
y by Lemma 2.1, it follows that
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µPSy (Oα(L
(1))) ≥ η/2 for all α > 0. This implies µPSy (L) > 0 which contra-
dicts the Zariski density of Γ. This proves the lemma. 
Lemma 4.4. Let Ω ⊂ X be a compact subset. For any ǫ > 0 there exist
some ρ0 = ρ0(ǫ,Ω) > 0 with the following property: for all x ∈ Ω with
x− ∈ Λr(Γ) there exists some Rx > 0 so that
µPSx (BU (T + ρ) \BU (T − ρ)) < ǫ · µ
PS
x (BU (T )).
for all T ≥ Rx and all 0 < ρ ≤ ρ0.
Proof. Let c1 > 1 and T1 > 1 be so that for all x ∈ Ω with x
− ∈ Λr(Γ) and
T ≥ T1,
µPSx (BU (T + 2)) ≤ µ
PS
x (BU (2T )) ≤ c1µ
PS
x (BU (T ))
as given by Lemma 4.2.
Apply Theorem 4.1 with Ω and ǫ/(2c1) and let Q0 = Q(ǫ/(2c1),Ω) and
Tx ≥ 1 be given by that theorem.
Let T > Tx + T1 in the following. By our choice of Q0 and Tx, we have
µPSx {t ∈ BU (T + 2) : xut /∈ Q0} ≤
ǫ
2c1
µPSx (BU (T + 2))
≤ ǫ2µ
PS
x (BU (T )).
For each y ∈ ∂(xBU (T )) ∩Q0 ∩ supp(µ
PS
x ) and any ρ > 0, put
Wρ,T (y) := x(BU (T + ρ) \BU (T − ρ))) ∩ yBU (1).
Note that for each y ∈ ∂(xBU (T )) there exist some coordinate hyperplane
L1(y), . . . , Lℓ(y), for some 1 ≤ ℓ ≤ n− 1, so that
Wρ,T (y) ⊂ ∪jyOρ(Lj(y)
(1)). (4.2)
Since
{yBU (1) : y ∈ ∂(xBU (T )) ∩Q0 ∩ supp(µ
PS
x )}
is a covering for
x(BU (T + ρ) \BU(T − ρ)) ∩Q0 ∩ supp(µ
PS
x ),
we can find a finite sub-cover ∪y∈JT yBU (1) with multiplicity at most κ,
where κ depends only on the dimension of U by the Bescovitch covering
theorem.
Applying Lemma 4.3 with η := ǫ/(2c1κ(n − 1)) and Q0 we get some
ρ0 = ρ0(η,Q0) so that the conclusion of that lemma holds true. Thus using
JOINING 17
that lemma and (4.2), for every 0 < ρ ≤ ρ0 and T > Tx + T1, we have
µPSx (BU (T + ρ) \BU(T − ρ))
≤ µPSx ({u ∈ BU (T + 2) : xu /∈ Q0}) + µ
PS
x (∪y∈JTWρ,T (y))
≤ ǫ2µ
PS
x (BU (T )) +
∑
y∈JT
µPSy (Wρ,T (y))
≤ ǫ2µ
PS
x (BU (T )) +
∑n−1
i=1
∑
y∈JT
µPSy (Oρ(Li(y)
(1)))
≤ ǫ2µ
PS
x (BU (T )) + ηκ(n − 1)µ
PS
x (∪y∈JT yBU (1))
≤ ǫ2µ
PS
x (BU (T )) +
ǫ
2c1
µPSx (BU (T + 2))
≤ ǫµPSx (BU (T )).
This implies the lemma. 
4.2. Equidistribution of a U-orbit in PS-measure. We now prove an
equidistribution result of xU in the PS-measure:
Theorem 4.5. Let x− ∈ Λr(Γ). Then for any ψ ∈ Cc(X) we have
lim
T→∞
1
µPSx (BU (T ))
∫
BU (T )
ψ(xut)dµ
PS
x (t) = m
BMS(ψ).
The main ingredients of the following proof are Theorem 3.4, Theorem
4.1 and Lemma 4.4. In view of Theorem 4.1, we only need to focus on
the part of xBU (T ) which comes back to a fixed compact subset Q, as this
part occupies most of the PS-measure. We will use a partition of unity
argument for a cover of xBU (T ) ∩ Q by small balls centered at PS-points.
Each function in the partition of unity will be controlled by Theorem 3.4,
here the uniformity in loc. cit is of crucial importance. In this process, we
have an error occurring in a small neighborhood of the boundary of xBU (T )
and Lemma 4.4 says this error can be controlled.
More precisely, we proceed as follows.
Proof. By the assumption that x− ∈ Λr(Γ), there exists a compact subset
Ω ⊂ X and a sequence si → +∞ such that xa−si ∈ Ω.
Let Q = Q(ǫ,Ω) ⊂ X be a compact subset given by Theorem 4.1. Let
ρ0 = ρ0(ǫ,Ω) > 0 be given by Lemma 4.4 applied with Ω and ǫ > 0. Let
S > 1 be the constant provided by Theorem 3.4 applied with Ω, r = ρ0 and
ǫ > 0. Now choose s0 > S so that x0 := xa−s0 ∈ Ω; note that x
−
0 ∈ Λr(Γ).
Apply Theorem 4.1 and Lemma 4.4 with x0, and let T0 := Tx0 +Rx0 . Then
for all T ≥ T0 we have
µPSx0 {ut ∈ BU (T ) : x0ut /∈ Q} ≤ ǫ · µ
PS
x0 (BU (T )). (4.3)
For each T ≥ T0, we will consider a covering of the set
DT := x0BU (T ) ∩ supp(µ
PS
x ) ∩Q
and an equicontinuous partition of unity {fy : y ∈ JT } subordinate to this
covering as follows. Let JT := {y ∈ DT } denote a maximal collection of
points where {yBU (ρ0/8)} are disjoint. Then {yBU (ρ0/2) : y ∈ JT } covers
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DT , moreover, the covering {yBU (ρ0) : y ∈ JT } has multiplicity κ which
depends only on the dimension of U .
Let f ∈ C∞(BU (ρ0)) be such that
0 ≤ f ≤ 1, f |BU (ρ0/8) = 1 and 1/2 ≤ f |BU (ρ0/2) ≤ 1.
For every y ∈ DT put f
′
y(yut) := f(ut) and let FT =
∑
y∈JT
f ′y. Then
1/2 ≤ FT (x0ut) ≤ κ, for x0ut ∈ DT .
For each y ∈ JT , put fy := f
′
y/FT . Then {fy : y ∈ JT } is an equicontinuous
partition of unity subordinate to the covering {yBU (ρ0) : y ∈ JT }. In partic-
ular, we have 0 ≤ fy ≤ 1,
∑
y∈JT
fy = 1 on x0BU (T − ρ), and
∑
y∈JT
fy = 0
outside x0BU (T + ρ). Moreover, we have
fy|yBU (ρ0/8) = 1 and
1
2κ ≤ fy|yBU (ρ0/2) ≤ 1 for all y ∈ JT . (4.4)
Fix ψ ∈ Cc(X). Without loss of generality, we may assume that ψ is
non-negative. For T ≥ T0, by applying Theorem 3.4 and Lemma 4.4(1), we
have ∫
x0ut∈Q∩x0BU (T )
ψ(x0utas0)dµ
PS
x0 (t) =
∑
y∈JT
∫
Q∩x0BU (T )
ψ(x0utas0)fy(x0ut)dµ
PS
x0 (t)
+O(µPSx0 (BU (T + ρ0) \BU (T − ρ0)))
=
∑
y∈JT
µPSx0 (fy)m
BMS(ψ)(1 ±O(ǫ)) +O(ǫ · µPSx0 (BU (T )))
= µPSx0 (BU (T )) ·m
BMS(ψ) +O(ǫ · µPSx0 (BU (T )))
where the implied constants depend only on ψ.
Hence if T ≥ es0T0, then∫
BU (T )
ψ(xut)dµ
PS
x (t)
= eδs0
∫
BU (Te−s0 )
ψ(x0utas0)dµ
PS
x0 (t)
= eδs0
(∫
x0BU (Te−s0)∩Q
ψ(x0utas0)dµ
PS
x0 (t) +O
(
ǫ · µPSx0 (BU (T ))
))
= eδs0
(
µPSx0
(
BU (Te
−s0)
)
·mBMS(ψ) +O
(
ǫ · µPSx0 (BU (Te
−s0))
))
= µPSx (BU (T )) ·m
BMS(ψ) +O(ǫ · µPSx (BU (T )))
where the implied constant depends only on ψ.
This finishes the proof as ǫ > 0 is arbitrary. 
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4.3. Equidistribution of a U-orbit in Lebesgue measure. We will use
a similar idea as in the proof of Theorem 4.5 to show the equidistribution
of xBU (T ) in the Lebesgue measure. The main difference is that we now
need to control the escape of the orbit (measured in Lebesgue measure as
opposed to the PS measure as in Theorem 4.5) to flares as well as to cusps.
For this, we utilize the idea of comparing the“transversal intersections” of
the PS-measure of xU and the Lebesgue measure of xU .
Theorem 4.6. Let x− ∈ Λr(Γ). Then for any ψ ∈ Cc(X), we have
lim
T→∞
1
µPSx (BU (T ))
∫
BU (T )
ψ(xut)dt = m
BR(ψ).
Proof. Fix x and ψ as above. Without loss of generality, we may assume
that ψ is non-negative. Let P denote the parabolic subgroup MAUˇ . We
call W = zPǫ1Uǫ0 an admissible box if W is the injective image of Pǫ1Uǫ0 in
Γ\G under the map g 7→ zg and µPSzp (zpUǫ0) 6= 0 for all p ∈ Pǫ1 .
Since ψ is compactly supported, using a partition of unity argument, we
may assume without loss of generality that ψ is supported in an admissible
box zPǫ1Uǫ0 for some z ∈ Γ\G and 0 < ǫ1 ≤ ǫ0.
Since x− ∈ Λr(Γ), there exists a compact subset Ω ⊂ Γ\G and a sequence
si → +∞ such that xa−si ∈ Ω. Now fix ǫ > 0 smaller than ǫ1 and ǫ0. Let
Q = Q(ǫ,Ω) ⊂ X be a compact subset given by Theorem 4.1. Apply Lemma
4.4 with Ω and ǫ > 0 and let ρ0 > 0 be so that
µPSx (BU (T + 4ρ0) \BU(T − 4ρ0)) < ǫ
for all x ∈ Ω whenever T > Rx.
Let S > 1 be the constant provided by Theorem 3.4(2) applied with Ω,
ρ0 = r, and ǫ > 0. Now choose s0 > S so that x0 := xa−s0 ∈ Ω; note
that x−0 ∈ Λr(Γ). Apply Theorem 4.1 and Lemma 4.4 with x0 and put
T0 := Tx0 +Rx0 . By Theorem 4.1, for all T ≥ T0, we have
µPSx0 {ut ∈ BU (T ) : x0ut /∈ Q} ≤ ǫ · µ
PS
x0 (BU (T )). (4.5)
Given ρ > 0, for each y ∈ x0U , let fy ∈ C(yBU (ρ)) be a function such
that 0 ≤ fy ≤ 1 and fy = 1 on yBU (ρ/8).
Claim A: There exists c > 1 such that for any y ∈ x0U ,
e(n−1−δ)s0
∫
x0U
ψ(yutas0)fy(yut)dt≪ψ µ
PS
y (fy,ce−s0ǫ1,+)
where fy,η,+(yu) := supu′∈Uη fy(yuu
′) for η > 0. To prove this, define
Pz(s0) := {p ∈ Pǫ1 : yBU (ρ)as0 ∩ zpUǫ0 6= ∅}.
For small η > 0, we define: for w ∈ supp(ψ)Gǫ0 ,
ψη,+(w) := sup
g∈Gη
ψ(wg), Ψη,+(wp) :=
∫
wpU
ψη,+(wput)dt;
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and for zpu ∈ zPǫ1Uǫ0 ,
Ψ˜η,+(zpu) =
1
µPSzp (zpUǫ0)
Ψη,+(zp).
Then we have, for some fixed constant c > 0,
e(n−1−δ)s0
∫
yBU (ρ0)
ψ(yutas0)fy(yut)dt
≪ e−δs0
∑
p∈Pz(s0)
fy,ce−s0ǫ1,+(zpa−s0)Ψcǫ1,+(zp) by [24, Lemma 6.2]
≪
∫
U
Ψ˜cǫ1,+(yutas0)fy,ce−s0ǫ1,+(yut)dµ
PS
y (t) by [24, Lemma 6.5]
≪ µPSy (fy,ce−s0ǫ1,+)
where the implied constant depends only on Ψ. This implies the claim.
Without loss of generality, from now we assume that s0 is big enough so
that ce−s0ǫ1 ≤ min{ρ0/10, ǫ}.
Using the claim (A) applied to a partition of unity subordinate to the
covering by ρ0-balls of the set
x0(BU(T
′ + ρ0) \BU (T
′ − ρ0))
and the fact that ce−s0ǫ1 < ρ0, we get
e(n−1−δ)s0
∫
BU (T ′+ρ0)\BU (T ′−ρ0)
ψ(x0utas0)dt
≪ψ µ
PS
x0 (BU (T
′ + 2ρ0) \BU (T
′ − 2ρ0)))≪ ǫ · µ
PS
x0 (BU (T
′)). (4.6)
for all T ′ > T0 where in the last in equality we used Lemma 4.4.
As it was done in the proof of Theorem 4.5, for every T ′ ≥ T0, we fix a
covering {yBU (ρ0)} : y ∈ IT ′} of
x0BU (T
′) ∩ supp(µPSx0 ) ∩Q
and let {fy : y ∈ IT ′} be an equicontinuous partition of unity subordinate
to this covering as in (4.4). We recall in particular that
{yBU (ρ0/2) : y ∈ IT ′} covers x0BU (T
′) ∩ supp(µPSx0 ) ∩Q. (4.7)
Set
Q0(T
′) := ∪y∈IT ′yBU (ρ0).
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Put T1 := Te
−s0 > T0. Then using Theorem 3.4(2) and (4.6) we have
e(n−1−δ)s0
∫
x0ut∈Q0(T1)
ψ(x0utas0)dt
= e(n−1−δ)s0
∑
y∈IT1
∫
yBU (ρ0)
ψ(x0utas0)fy(x0ut)dt
+O
(
e(n−1−δ)s0
∫
BU (T1+ρ0)\BU (T1−ρ0)
ψ(x0utas0)dt
)
=
∑
y∈IT1
µPSx0 (fy)m
BR(ψ)(1 ±O(ǫ)) +O(ǫ · µPSx0 (BU (T1)))
= µPSx0 (BU (T1)) ·m
BR(ψ) +O(ǫ · µPSx0 (BU (T1)))
where the implied constants depend only on ψ.
Let JT1 be a maximal set of points in x0BU (T1)\Q0(T1) so that {yBU (ρ0/16) :
y ∈ JT1} is a disjoint family. Then {yBU (ρ0/4) : y ∈ JT1} covers x0BU (T1)\
Q0(T1); moreover, by (4.7) we have
supp(µPSx0 ) ∩
(
∪y∈JT1yBU (ρ0/3)
)
⊂ (x0BU (T1 + ρ0) ∩Q
c) ∪ (x0(BU (T1 + ρ0) \BU (T1 − ρ0))) . (4.8)
Let {fy : y ∈ JT1} be a partition of unity subordinate to {yBU (ρ0/4) :
y ∈ JT1}. Applying Claim A to {fy : y ∈ JT1} and using (4.5) and (4.6), we
have
e(n−1−δ)s0
∫
x0BU (T1)\Q0(T1)
ψ(x0utas0)dt
≤ e(n−1−δ)s0
∑
y∈JT1
∫
yBU (ρ0/4)
ψ(yutas0)fy(yut)dt
≪
∑
y∈JT1
µPSy (fy,ρ0/10,+)
≪ µPSx0 (x0BU (T1 + ρ0) ∩Q
c) + µPSx0 ((BU (T1 + ρ0) \BU(T1 − ρ0)) by (4.8)
≪ ǫ · µPSx0 (x0BU (T1)).
Observing that
1
µPSx (BU (T ))
∫
BU (T )
ψ(xut)dt =
e(n−1−δ)s0
µPSx0 (BU (T1))
∫
BU (T1)
ψ(x0utas0)dt (4.9)
we have shown that for all T > T0e
s0 ,
1
µPSx (BU (T ))
∫
BU (T )
ψ(xut)dt = m
BR(ψ) +O(ǫ)
which finishes the proof. 
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Both theorems 4.5 and 4.6 are proved in [22] for the case n = 2. Theorem
4.5 is also proved in [22] for the unit tangent bundle of a convex cocompact
hyperbolic n-manifold. However as clear from the above proofs, the proof
in the convex cocompact case is considerably simpler since the support of
mBMS is compact.
Remark 4.7. Although Theorems 4.5 and 4.6 are stated for the norm balls
BU (T ) with respect to the maximum norm on U ≃ R
n, the only property
of the max norm we have used is that {t ∈ Rn : ‖t‖max = 1} is contained
in a finitely many union of algebraic sub-varieties in the proof of Lemma
4.3. In fact, our proofs work for any norm ‖ · ‖ on Rn as long as the 1-
sphere {t ∈ Rn : ‖t‖ = 1} is contained in a finitely many union of algebraic
sub-varieties.
Remark 4.8. Theorem 4.6 cannot be made uniform on compact subsets;
for instance, if x− is very close to a parabolic limit point, the convergence is
expected to be slower. However, Egorov’s theorem implies that for a given
compact subset Q ⊂ X and any ǫ > 0, there exists a compact subset Q′
with mBR(Q−Q′) ≤ ǫ on which the convergence in Theorem 4.6 is uniform.
We will use this observation later.
5. Window lemma for horospherical averages
In this section we first prove that for x− ∈ Λr(Γ), the PS-measure of
xBU(T ) is not concentrated near the center x, in the sense that for any
η > 0, there exists r > 0 such that for all large T ≫ 1,
µPSx (BU (T ) \BU(rT )) ≥ (1− η)µ
PS
x (BU (T )). (5.1)
This is of course immediate in the case when Γ is a lattice, in which case
µPSx (BU (T )) = µ
Leb
x (BU (T )) = c · T
n−1 for some fixed c > 0. The in-
equality (5.1) also follows rather easily when Γ is convex cocompact since
µPSx (xBU (T )) ≍ T
δ for all x ∈ supp(mBMS). For a general geometrically
finite group, our argument is based on Sullivan’s shadow lemma. We re-
mark that (5.1) is not a straightforward consequence of Shadow lemma and
finding r in (5.1) is rather tricky as we need to consider several different
possibilities for the locations of xa− log T and xa− log(rT ) in the convex core
of Γ (see the proof of Lemma 5.2).
5.1. Shadow lemma. For ξ ∈ Λbp(Γ), choose gξ ∈ G such that g
−
ξ = ξ,
and set, for each R > 0,
H(ξ,R) = ∪s>R gξUa−sK.
The rank of the horoball H(ξ,R) of depth R is defined to be the rank
of a finitely generated abelian subgroup Γξ := StabΓ(ξ) and is known to be
strictly smaller than 2δ.
The thick-thin decomposition of the convex core of the geometrically finite
manifold Γ\Hn (see [3]) implies that there exists R ≥ 1 and a finite set
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{ξ1, · · · , ξℓ} ⊂ Λbp(Γ) of representatives of Γ-orbits in Λbp(Γ) such that
ΓH(ξi, R)’s are disjoint and
supp(mBMS) ⊂ C0 ⊔
(
⊔ℓi=1Γ\ΓHi
)
(5.2)
where C0 ⊂ X is compact and Hi = H(ξi, R).
The following is a variation of Sullivan’s shadow lemma, obtained by
Schapira-Maucourant [22]:
Theorem 5.1. Let Ω ⊂ X be a compact subset. There exists λ = λ(Ω) > 1
such that for all x ∈ Ω ∩ supp(mBMS) with x− ∈ Λr(Γ) and T > 1,
λ−1T δe(k(x,T )−δ)d(C0 ,xa− logT ) ≤ µPSx (BU (T )) ≤ λT
δe(k(x,T )−δ)d(C0 ,xa− logT ),
where k(x, T ) is the rank of Hi if xa− log T ∈ ΓHi for some i ≥ 1, and equals
0 if xa− logT ∈ C0.
5.2. Non-concentration property of PS measures.
Lemma 5.2 (Window lemma for PS-measure). Let Ω ⊂ X be a compact
subset. For any 0 < η < 1, there exists 0 < r = r(η,Ω) < 1 and T0 > 1 such
that for all x ∈ Ω with x− ∈ Λr(Γ) and T > T0, we have
µPSx (BU (rT )) ≤ η · µ
PS
x (BU (T )). (5.3)
Proof. Let C0 be given as (5.2). We first claim that it suffices to prove the
following: for any 0 < η < 1, there exists 0 < r < 1 such that for all
y ∈ C0 ∩ supp(m
BMS) with y− ∈ Λr(Γ), and T > 1, we have
µPSy (BU (rT )) ≤ η · µ
PS
y (BU (T )). (5.4)
Without loss of generality, we may assume Ω contains C0. By Lemma 3.3,
there exists R0 > 1 such that for all x ∈ Ω,
xBU(R0) ∩ (C0 ∩ supp(m
BMS)) 6= ∅.
Let T0 > R0r
−1, so that we have rT +R0 < (2r)T for all T > T0.
If y = xut ∈ xBU (R0) ∩ C0 ∩ supp(m
BMS), then x, y ∈ Ω. Hence by
Lemma 4.2 applied to Ω and (5.4), there exists c0 > 1 such that
µPSx (BU (rT )) ≤ µ
PS
y (BU (rT +R0)) ≤ µ
PS
y (BU (2rT ))
≤ c0µ
PS
y (BU (rT )) ≤ ηc0µ
PS
y (BU (T )) ≤ ηc0µ
PS
x (BU (T +R0))
≤ ηc0µ
PS
x (BU (2T )) ≤ ηc
2
0µ
PS
x (BU (T )).
This proves the claim. Therefore, we need to verify (5.4) only for x ∈
C0 ∩ supp(m
BMS) with x− ∈ Λr(Γ). In particular, xa− log T ∈ supp(m
BMS).
Let p0 := maxi rank(Hi) and λ = λ(Ω) be as given in Theorem 5.1. As
remarked before, 2δ > p0.
Set
r(η) := (ηλ−2)1+1/(2δ−p0).
Since ηλ−2 < 1, we have r(η) < min{(ηλ−2)1/(2δ−p0), ηλ−2}.
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In view of Theorem 5.1, it suffices to show that r := r(η) satisfies the
following:
ηλ−1T δe(k(x,T )−δ)d(C0 ,xa− log T ) ≥ rδλT δe(k(x,rT )−δ)d(C0,xa− log rT ).
or equivalently
ηλ−2e(k(x,T )−δ)d(C0 ,xa− log T )e(−k(x,rT )+δ)d(C0 ,xa− log rT ) ≥ rδ. (5.5)
From the triangle inequality, we have
d(C0, xa− log T )− | log r| ≤ d(C0, xa− log rT ) ≤ d(C0, xa− log T ) + | log r|.
(5.6)
We prove this by considering two cases:
Case 1: k(x, T ) ≥ k(x, rT ).
Then
(k(x, T )− δ)d(C0, xa− log T )− (k(x, rT )− δ)d(C0, xa− log rT )
≥ (k(x, rT )− δ)(d(C0, xa− logT )− d(C0, xa− log rT ))
≥ −|k(x, rT )− δ| · | log r|.
Hence the lefthand side of (5.5) is bigger than or equal to ηλ−2r|k(x,rT )−δ|.
Considering two cases k(x, rT ) ≤ δ and k(x, rT ) > δ separately, it is easy
to check that our r = r(η) satisfies ηλ−2r|k(x,rT )−δ| ≥ rδ, proving (5.5).
Case 2: k(x, T ) < k(x, rT ).
We first consider the case when k(x, T ) = 0, so that d(C0, xa− log T ) = 0
and 0 < d(C0, xa− log rT ) ≤ | log r| by (5.6). Then the left-hand side of (5.5)
becomes
ηλ−2e(−k(x,rT )+δ)d(C0 ,xa− log rT ) ≥ ηλ−2r|k(x,rT )−δ| ≥ rδ
as before, proving the inequality (5.5).
We now assume that k(x, T ) ≥ 1. Then k(x, rT ) ≥ 2, and hence δ > 1.
In this case, xa− log T and xa− log rT are in two distinct horoballs, and hence
there exists r ≤ ρ ≤ 1 such that xa− log ρT ∈ C0. We take a maximum such
ρ. Then
d(C0, xa− log T ) = d(xa− log(ρT ), xa− log T ) ≤ | log ρ|;
d(C0, xa− log rT ) = d(xa− log(ρT ), xa− log rT ) ≤ log(ρr
−1).
It follows
e(k(x,T )−δ)d(C0 ,xa− log T ) ≥ e(1−δ)d(C0 ,xa− log T ) ≥ ρδ−1
and
e(k(x,rT )−δ)d(C0 ,xa− log rT ) ≤ max{1, (ρ/r)k(x,rT )−δ}.
Therefore (5.5) is reduced to the inequality
ηλ−2ρδ−1 ≥ rδmax{1, (ρ/r)k(x,rT )−δ}. (5.7)
If max{1, (ρ/r)k(x,rT )−δ} = 1, since ρ > r, this follows from ηλ−2rδ−1 ≥
rδ, which holds, by the definition of r = r(η).
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It remains to prove that when (ρ/r)k(x,rT )−δ ≥ 1,
ηλ−2ρ2δ−k(x,rT )−1 ≥ r2δ−k(x,rT ). (5.8)
By our definition, we have r(η) ≤ (ηλ−2)1+1/(2δ−p0). Therefore we have
ρ2δ−1−k(x,rT )/r2δ−k(x,rT ) ≥ max{ρ−1, (ρ/r)2δ−k(x,rT )}.
The conclusion now follows by taking two cases: ρ ≤ r(λ2η−1)1/(2δ−k(x,rT ))
and alternatively r(λ2η−1)1/(2δ−k(x,rT )) ≤ ρ ≤ 1. This completes the proof.

5.3. Equidistribution for windows. We now draw the following corol-
laries of Lemma 5.2, and Theorems 4.5 and 4.6.
For ψ ∈ Cc(X) and T > 0, we define the notation
PTψ(x) =
∫
BU (T )
ψ(xut)dµ
PS
x (t);
LTψ(x) =
∫
BU (T )
ψ(xut)dt.
Theorem 5.3 (Window lemma for horospherical average). Fix a compact
subset Ω ⊂ X. For any η > 0, there exists 0 < r = r(η,Ω) < 1 such that the
following holds:
(1) for x ∈ Ω with x− ∈ Λr(Γ) and for any non-negative ψ ∈ Cc(X) with
mBR(ψ) > 0, there exists T0 = T0(x, ψ) such that
LrTψ(x) ≤ η · LTψ(x) for all T > T0.
(2) for x ∈ Ω with x− ∈ Λr(Γ) and for any non-negative ψ ∈ Cc(X) with
mBMS(ψ) > 0, there exists T0 = T0(x, ψ) such that
PrTψ(x) ≤ η · PTψ(x) for all T > T0.
Proof. Let r = r(η/4,Ω) be as in Lemma 5.2. Let x ∈ Ω with x− ∈ Λr(Γ).
By Theorem 4.6, there exists T0 = T (x, ψ) so that for all T > T0,
LrTψ(x) ≤ 2m
BR(ψ)µPSx (BU (rT ))
LTψ(x) ≥
1
2m
BR(ψ)µPSx (BU (T )).
Hence
LrTψ(x) ≤ 4
µPSx (BU (rT ))
µPSx (BU (T ))
LTψ(x) ≤ η · LTψ(x)
by the choice of r. This proves (1). (2) is proved similarly using Theorem
4.5 in place of 4.6. 
Theorem 5.4 (Equidistribution for window averages). For any compact
subset Ω ⊂ X, the following hold: for any x ∈ Ω with x− ∈ Λr(Γ) and any
ϕ ∈ Cc(X), we have
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(1)
lim
T→∞
∫
BU (T )−BU (rT )
ϕ(xut)dt
µPSx (BU (T )−BU (rT ))
= mBR(ϕ); (5.9)
(2)
lim
T→∞
∫
BU (T )−BU (rT )
ϕ(xut)dµ
PS
x (t)
µPSx (BU (T )−BU (rT ))
= mBMS(ϕ) (5.10)
where r = r(1/2,Ω) be as in Lemma 5.2 for η = 1/2.
Proof. By Theorem 4.6, we have
LTϕ(x) = m
BR(ϕ) · µPSx (BU (T )) + aT with aT = o(µ
PS
x (BU (T )));
LrTϕ(x) = m
BR(ϕ) · µPSx (BU (rT )) + bT with bT = o(µ
PS
x (BU (rT ))).
Since µPSx (BU (T ) − BU (rT )) ≥
1
2µ
PS
x (BU (T )), it follows that |aT | + |bT | =
o(µPSx (BU (T )−BU (rT ))). Hence (1) follows. Similarly (2) can be seen using
Theorem 4.5. 
Remark 5.5. Note that if Theorem 4.6 holds for ψ uniformly for all points
in a given compact subset Ω, then Theorem 5.4(2) also holds for ψ uniformly
for all x ∈ Ω. This observation will be used later.
5.4. Remark on measure classification. Burger [4] classified all locally
finite U -invariant measures on Γ\PSL2(R) when Γ is convex cocompact with
δ > 1/2. Roblin [33] extended Burger’s work in much greater generality, and
classified all UM -invariant ergodic measures on Γ\G when Γ is a geometri-
cally finite subgroup of a simple Lie group G of rank one. Extending this
work, Winter [42] obtained a classification of all U -invariant ergodic mea-
sures on Γ\G when Γ is also assumed to be Zariski dense. In the case of
G = SO(n, 1)◦ and Γ geometrically finite, we can also deduce this classifica-
tion result from Theorem 3.4, using the Hopf ratio theorem.
First, recall the Hopf ratio theorem proved by Hochman formulated in a
setting we are concerned with:
Theorem 5.6. [12] Let H be a connected Lie group and Γ a discrete sub-
group. Let Rk = N ⊂ H be a connected abelian subgroup. Let µ be a locally
finite N -invariant ergodic measure on Γ\G. Let ψ1, ψ2 ∈ Cc(Γ\H). Suppose
ψ2 ≥ 0. Then for µ-almost all x such that
∫
BN (∞)
ψ2(xu)dt =∞,
lim
T→∞
∫
BN (T )
ψ1(xu)dt∫
BN (T )
ψ2(xu)dt
=
µ(ψ1)
µ(ψ2)
.
Theorem 5.7. The only ergodic U -invariant measure on X which is not
supported on a closed orbit of MU is the BR measure.
Proof. Let µ be such a measure. Let ψ ∈ Cc(X) be a non-negative function
so that µ(ψ) > 0 and mBR(ψ) > 0. Then since the support of µ is not
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contained in any closed MU -orbit, there exists x ∈ X with x− ∈ Λr(Γ) and
the Hopf ratio ergodic theorem holds: for all ϕ ∈ Cc(X), we have
lim
T→∞
LTϕ(x)
LTψ(x)
=
µ(ϕ)
µ(ψ)
. (5.11)
Therefore
µ(ϕ)
µ(ψ)
=
mBR(ϕ)
mBR(ψ)
.
It follows that µ and mBR are proportional to each other. 
We mention that when G is a general simple group of rank one, we expect
an analogue of Theorem 4.6 holds. However in these cases, the horospherical
subgroup is not abelian any more and the Hopf ratio theorem is not available
for a general non-abelian nilpotent group action (cf. [13]). However a weaker
type of the Hopf ratio theorem is still available (see [13, Theorem 1.4]) and
together with this, it is plausible that an analogue of Theorem 4.6 would
yield an alternative proof for the above mentioned measure classification
theorem.
6. Rigidity of AU-equivariant maps
For the rest of the paper, we let F = R or C and G = PSL2(F). Let
U :=
{
ut =
(
1 0
t 1
)
: t ∈ F
}
, Uˇ :=
{
uˇr =
(
1 r
0 1
)
: r ∈ F
}
,
and
A =
{
as =
(
es/2 0
0 e−s/2
)
: s ∈ R
}
.
Let Γ1 and Γ2 be geometrically finite, and Zariski dense subgroups of G
and set for each i = 1, 2
Xi := Γi\G.
We denote mBMSΓi the BMS-measure on Xi associated to Γi for each i =
1, 2. We assume that |mBMSΓ1 | = |m
BMS
Γ2
| = 1. When there is no room for
confusion, we will omit the subscript Γi from the notation of these measures.
Suppose
υ1, . . . , υℓ : X1 → X2
are Borel measurable maps and consider a set-valued map:
Υ(x) = {υ1(x), . . . , υℓ(x)}. (6.1)
We assume that Υ is U -equivariant in the sense that there exists a U -
invariant Borel subset X ′ ⊂ X1 with m
BMS(X ′) = 1 such that for all x ∈ X ′
and every ut ∈ U , we have
Υ(xut) = Υ(x)ut. (6.2)
The main aim of this section is to prove Theorem 6.1 that if Υ is AU -
equivariant on a BMS-conull set, it is also Uˇ -equivariant.
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Theorem 6.1. Suppose that for all x ∈ X ′ and every aut ∈ AU , we have
Υ(xaut) = Υ(x)aut.
Then there exists a BMS-conull subset X ′′ ⊂ X ′ such that for all x ∈ X ′′
and for every uˇr ∈ Uˇ with xuˇr ∈ X
′′, we have
Υ(xuˇr) = Υ(x)uˇr.
This is proved in [9] for the case Γ is convex cocompact and ℓ = 1;
the proof is based on Ratner’s proof of the rigidity of U -factors [29] in the
lattice case. Here we use similar strategy and generalize this to the case
of a geometrically finite group allowing also ℓ ≥ 1. The presence of cusps
requires extra care in this extension.
Let us recall that following terminology from [16]. Let C,α > 0 and we
denote by | · | the absolute value of F. A function f : Fn → F is said to be
(C,α)-good on a ball B if the following holds: for any ball V ⊂ B and any
ǫ > 0 we have
ℓ{x ∈ V : |f(x)| < ǫ} ≤ C
(
ǫ
supV |f |
)α
ℓ(V ) (6.3)
where ℓ denotes the Lebesgue measure on Fn. It follows from Lagrange’s
interpolation and induction that if f is a polynomial in n variables and of
degree bounded by d, then f is (C,α)-good on Fn where C and α depend
only on n and d.
The (C,α)-good property for fractal measures was studied in [15]. We
need the following lemma (a version of this is [9, Lemma 5.1] for Γ convex
cocompact); our proof is soft and uses compactness arguments. This can
be thought of as a weak form of the (C,α)-good property of polynomials.
Recall a point x ∈ X1 is called a BMS-point (resp. BR-point) if it lies in the
support of mBMS (resp. mBR).
For d ≥ 0 and ℓ ≥ 1, let Pd,ℓ be the set of functions Θ : U → R of the
form
Θ(t) := min{|Θ1(t)|
2, . . . , |Θℓ(t)|
2}
where the function Θi : U → F is a polynomial of degree at most d for each
1 ≤ i ≤ ℓ.
Lemma 6.2. Let d, ℓ > 0 be fixed. For any compact subset K ⊂ X1, there
exists some C1 = C1(K, d, ℓ) > 0 depending on d, ℓ and K with the following
properties: Let x ∈ K be a BMS point with x− ∈ Λr(Γ) and let s ≥ 0 be so
that xa−s ∈ K. Then for any Θ ∈ Pd,ℓ, we have
1
µPSx (BU (e
s))
∫
BU (es)
Θ(t)dµPSx (t) ≥ C1 · supt∈BU (es)Θ(t).
Proof. Write KBMS = K ∩ supp(mBMS). Note that the above statement is
invariant under scaling the map Θ. Further, for any x ∈ KBMS, any s ∈ R
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and all Θ ∈ Pd,ℓ, we have
1
µPSx (BU (e
s))
∫
BU (es)
Θ(t)dµPSx (t) =
1
µPSx (BU (e
s))
∫
BU (1)
Θ(est)dµPSx (e
st)
=
1
µPSxa−s(BU (1))
∫
BU (1)
Θ˜(t)dµPSxa−s(t)
where Θ˜(t) := Θ(est). Suppose now the statement (1) fails. Then we have
• a sequence xi ∈ K
BMS, a sequence si →∞ such that yi := xia−si ∈
K,
• a sequence Θ˜i ∈ Pd,ℓ with supBU (1) Θ˜i(t) = 1
so that 1
µPSyi (BU (1))
∫
BU (1)
Θ˜i(t)dµ
PS
yi (t)→ 0 as i→∞.
Passing to a subsequence we may assume that yi → y ∈ K
BMS and Θ˜i →
Θ˜ ∈ Pd,ℓ with supt∈BU (1) Θ˜(t) = 1. Since the map x 7→ µ
PS
x is continuous on
KBMS and
0 < infx∈KBMS µ
PS
x (BU (1)) ≤ supx∈KBMS µ
PS
x (BU (1)) <∞,
it follows that ∫
BU (1)
Θ˜(t)dµPSy (t) = 0.
This implies that µPSy (BU (1)∩{t : Θ˜(t) 6= 0}) = 0 which contradicts the fact
that y ∈ supp(mBMS) in view of Zariski density of Γ, proving the claim. 
We also recall the following mean ergodic theorem.
Theorem 6.3. [35, Thm. 17] For any Borel set K of X1 and any η > 0,
the set{
x ∈ X1 : lim inf
T
1
µPSx (BU (T ))
∫
BU (T )
χK(xut)dµ
PS
x (t) ≥ (1− η)m
BMS(K)
}
has full BMS measure.
In the following, let X ′ be the set which satisfies (6.2) for Υ. Fix η > 0.
By Lusin’s theorem, there exists a compact subset
Kη ⊂ X
′ ∩ supp(mBMS) (6.4)
with mBMS(Kη) > 1 − η so that υi is uniformly continuous on Kη for each
1 ≤ i ≤ ℓ. Since {x ∈ X1 : x
− ∈ Λr(Γ1)} has a full BMS-measure, it follows
from Theorem 6.3 that there exist a compact subset
Ωη ⊂ {x ∈ X
′ ∩ supp(mBMS) : x− ∈ Λr(Γ1)} (6.5)
with mBMS(Ωη) > 1− η and Tη > 1 such that for any x ∈ Ωη and T ≥ Tη,
1
µPSx (BU (T ))
∫
BU (T )
χKη(xut)dµ
PS
x (t) ≥ (1− η)m
BMS(Kη) (6.6)
≥ 1− 2η.
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The following is a key ingredient of the proof of Theorem 6.1.
Proposition 6.4. Under the hypothesis of Theorem 6.1, there exists a com-
pact subset Ω ⊂ {x ∈ X ′ : x− ∈ Λr(Γ)} with m
BMS(Ω) > 0.9, ǫ′ > 0 and
s0 > 0 such that for any |r| < ǫ
′, for any s > s0 and x ∈ Ω such that
xuˇr, xuˇras, xas ∈ Ω,
Υ(xuˇr)uˇ−r ⊂ Υ(x) · {g ∈ G : d(e, g) ≤ c · e
−s}. (6.7)
where c > 1 is an absolute constant.
Proof. Fix a small η > 0. Let Kη and Ωη be as in (6.4) and (6.5). Fix a
small ǫ > 0. Let 0 < ǫ′ < ǫ/2 be such that
d(υi(x), υi(x
′)) ≤ ǫ (6.8)
for all 1 ≤ i ≤ ℓ and all x, x′ ∈ Kη with d(x, x
′) ≤ ǫ′. Fix x ∈ Ωη, |r| < ǫ
′
and s > 0 such that xas, xuˇr, xuˇras ∈ Ωη.
We will first explain the idea of proofs assuming Υ is an actual map, i.e.,
ℓ = 1. Writing
Υ(xuˇr)uˇ−r = Υ(x)hs hs ∈ G,
we would like to show that
d(e, hs) = O(e
−s). (6.9)
Set gs := a−shsas so that
Υ(xuˇr)uˇ−ras = Υ(x)asgs = Υ(xas)gs.
As Υ is A-equivariant on Ωη, we have Υ(xuˇr)uˇ−ras = Υ(xuˇras)uˇ−e−sr and
hence
Υ(xuˇras)uˇ−e−sr = Υ(xas)gs. (6.10)
We will study the divergence of the points Υ(xuˇras)u−e−sr and Υ(x)as
along ut flow and show that for all s large and for all t ∈ BU (e
s),
Υ(xuˇras)uˇ−e−srut and Υ(xas)ut
stay within bounded distance from each other, that is, u−tgsut is uniformly
bounded for all t ∈ BU (e
s). This will imply that the element gs is close to
the centralizer of U , which is U itself. We will then be able to conclude that
the element hs = asgsa−s is of size O(e
−s).
For all |t| ≤ es, set
βr(t) =
t
1+e−srt .
Then we have
uˇe−srut =
(
1 + e−srt e−sr
t 1
)
= uβr(t)gr (6.11)
where gr ∈ P = AMUˇ with d(e, gr) ≤ ǫ
′. It is worth mentioning that the
function βr(t) above is our time change map, and is responsible for the two
aforementioned properties of gr.
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Step 1: We claim that for all |t| ≤ es such that xasut, xuˇrasuβ−r(t) ∈ Kη,
and for any i,
d(υi(xuˇr)uˇ−rasut,Υ(xas)ut) ≤ ǫ. (6.12)
Using the U -equivariance, we have for any t ∈ F and i,
υi(xuˇr)uˇ−rasut
∈ Υ(xuˇras)uˇ−e−srut using xuˇras = xasuˇe−sr
= Υ(xuˇras)uβ−r(t)g−r by (6.11)
= Υ(xuˇrasuβ−r(t))g−r
= Υ(xasutg
−1
−r)g−r by (6.11);
where we used the identities:
uˇrasuβ−r(t) = asuˇ−e−sruβ−r(t) = asutg
−1
−r
by (6.11). The choice of ǫ′ made in (6.8) implies that for all |t| ≤ es such
that xasut, xasutg
−1
−r = xuˇrasuβ−r(t) ∈ Kη, we have
d(υi(xuˇr)uˇ−rasut,Υ(xasut)) ≤ 2ǫ.
This implies (6.12) by the U -equivariance of Υ.
Step 2: Letting
Kx(s, r) := {t ∈ BU (e
s) : xasut, xuˇrasuβ−r(t) ∈ Kη}
and s0 = log Tη, we claim that for all s > s0,
µPSxas(Kx(s, r)) ≥ (1− c0η)µ
PS
xas(BU (e
s)) (6.13)
where c0 > 0 is an absolute constant.
Since xas, xuˇras ∈ Ωη, we get from (6.6) that if s > s0,
µPSxas{t ∈ BU (e
s) : xasut ∈ Kη} ≥ (1− 2η)µ
PS
xas(BU (e
s)) (6.14)
and
µPSxuˇras{t ∈ BU (e
s) : xuˇrasut ∈ K} ≥ (1− 2η)µ
PS
xuˇras(BU (e
s)). (6.15)
Note that Jac(βr)(t) = 1+O(ǫ
′) for all t ∈ BU (e
s), and hence (6.15) implies
µPSxuˇras{t ∈ BU (e
s) : xuˇrasuβ−r(t) /∈ K}
≤ µPSxuˇras{t ∈ BU (e
s +O(ǫ′)) : xuˇrasut /∈ K}
≤ 2η · µPSxuˇras(BU (e
s +O(ǫ′))
≤ (2c1η) · µ
PS
xuˇras(BU (e
s))
where c1 is given by Lemma 4.2 for supp(m
BMS). This is equivalent to saying
that
µPSxasuˇe−sr
{t ∈ BU (e
s) : xuˇrasuβ−r(t) /∈ K} ≤ (2c1η) · µ
PS
xasuˇe−sr
(BU (e
s)).
(6.16)
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Note that (xasuˇe−sruβ−r(t))
+ = (xasut)
+ since g−r ∈ P . It follows from
the definition of the PS-measure dµPSy (t) = e
δβ(yut)+
(o,yut(o))dνo((yut)
+) and
the fact |e−sr| = O(e−sǫ′) that on BU(e
s),
dµPSxuˇras(β−r(t)) = (1 +O(e
−sǫ′))dµPSxas(t).
Therefore (6.16) implies that
µPSxas{t ∈ BU (e
s) : xuˇrasuβ−r(t) /∈ Kη} ≤ (c2η) · µ
PS
xas(BU (e
s)) (6.17)
for some absolute constant c2 > 0. Hence this together with (6.14) implies
the claim (6.13).
Step 3: If η > 0 and ǫ′ > 0 are sufficiently small, then for each i, there
exists k(i) such that for all s > s0,
sup
t∈BU (es)
d(υi(xuˇr)uˇ−rasut, υk(i)(xas)ut) ≤ 1. (6.18)
Put
Θ(t) = min{d(υi(xuˇr)uˇ−rasut,Υ(xas)ut)
2, 1}.
Then for any s > s0,
1
µPSxas(BU (e
s))
∫
BU (es)
Θ(t)dµPSxas(t)
≤ c0η +
1
µPSxas(BU (e
s))
∫
Kx(s,r)
Θ(t)dµPSxas(t) by (6.13)
≤ c0η + ǫ by (6.12).
Recall now that if y, z ∈ X are two point then for all t ∈ F so that
d(yut, zut) is sufficiently small, the map t 7→ d(yut, zut)
2 is governed by
a polynomial of bounded degree, see [29]. By (6.12), for any sufficiently
small ǫ > 0, Θx,s ∈ Pd,ℓ where d depends only on the dimension. If we
set y := xas ∈ Ωη, then ya−s = x ∈ Ωη. Hence applying Lemma 6.2 for
y = xas, we obtain that
sup
|t|≤es
Θ(t) ≤ 2(c0η + ǫ)/C1 := ζ
where C1 = C1(Ωη, d, ℓ). If η and ǫ are sufficiently small so that 2(c0η +
ǫ)/C1 < 1, then
d(υi(xuˇr)uˇ−rasut,Υ(xas)ut) < ζ
1/2.
It follows that for each i, there exist 1 ≤ k(i) ≤ ℓ, and a subset J(s) ⊂
BU (e
s) with ℓ(J(s)) ≥ 1ℓ ℓ(BU (e
s)) so that if we set
Θi(t) := d(υi(xuˇr)uˇ−rasut, , υk(i)(xas)ut)
2,
then
sup
t∈J(s)
Θi(t) ≤ ζ.
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Therefore the above and the fact that polynomials of a bounded degree are
(C,α)-good with respect to the Haar measure, see (6.3), imply that
1
ℓ
ℓ(BU (e
s)) ≤ ℓ(J(s)) ≤ C4−α( sup
|t|≤es
Θi)
−αℓ(BU (e
s)).
Hence
sup
|t|≤es
Θi ≤ ζ · C
1/αℓ = 2C1/αℓ(c0η + ǫ)/C1.
Therefore (6.18) holds for η and ǫ sufficiently small.
Step 4: For every 1 ≤ i ≤ ℓ, define gs,i ∈ G by the following
υi(xuˇras) = υk(i)(xas)gs,i.
We claim
d(e, asgs,ia−s) = O(e
−s).
The equation (6.18) in particular implies that gs,i is contained in an O(1)
neighborhood of the identity.
We further investigate the element gs,i. Write gs,i =
(
xs ys
zs ws
)
, so that
u−tgs,iut =
(
xs + yst ys
zs + (ws − xs)t− yst
2 ws − yst
)
.
Therefore, (6.18) and the fact that det gs,i = 1 imply
|zs| = O(1), |1− xs| = O(e
−s), |1− ws| = O(e
−s), |ys| = O(e
−2s).
This implies
d(e, asgs,ia−s) = O(e
−s). (6.19)
This proves (6.7) for s0 (given in Step 2) and Ω = Ωη, ǫ
′ > 0 for sufficiently
small η, ǫ′ > 0 (given in Step 3). 
Proof of Theorem 6.1
Let Ω and ǫ′ > 0 be as in Proposition 6.4. By the ergodicity of the A-flow
for the BMS measure, which follows from Theorem 3.1, and the Birkhoff
ergodic theorem, there exists a conull subset X ′′ of X ′ such that for all
x ∈ X ′′A,
lim
S→∞
1
S
∫ S
0
χΩ(xas)ds = m
BMS(Ω) > 0.9 (6.20)
Let x ∈ X ′′ and uˇr ∈ Uˇ such that xuˇr ∈ X
′′. We will show
Υ(xuˇr) = Υ(x)uˇr.
By (6.20), we can choose arbitrarily large s0 > 1 such that xas0 , xuˇras0 ∈
Ω, and e−s0r is of size at most ǫ′. Setting x0 := xas0 and r0 := e
−s0r, it
suffices to show that Υ(x0uˇr0) = Υ(x0)uˇr0 , thanks to the A-equivariance.
Therefore, we may assume without loss of generality that
x ∈ X ′′A ∩ Ω, xuˇr ∈ X
′′A ∩ Ω and |r| ≤ ǫ′.
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By (6.20), we have a sequence sm → +∞ so that xuˇrasm , xasm ∈ Ω for
all m. By Proposition 6.4, we have
Υ(xuˇr)uˇ−r ⊂ Υ(x) · {g ∈ G : d(e, g) ≤ ce
−sm}. (6.21)
Hence Υ(xuˇr)uˇ−r = Υ(x), proving the claim.
7. Joining classification
We let G = PSL2(F) for F = R,C. Let Γ1 and Γ2 be geometrically finite,
and Zariski dense subgroups of G. Set Xi := Γi\G for i = 1, 2 and
Z := X1 ×X2.
We keep the notations U , A, Uˇ , etc. from section 6. Let
M =


{e} for G = PSL2(R){(
eiθ 0
0 e−iθ
)
: θ ∈ R
}
for G = PSL2(C).
(7.1)
Since M is considered as a subgroup of PSL2(C), two elements which differ
by −1 are identified. We set P =MAUˇ .
We will use the notation ∆ for the diagonal embedding map of G into
G×G; so ∆(g) = (g, g) for g ∈ G. For t ∈ F, |t| denotes the absolute value
of t and for T > 0, we set
BU (T ) = {ut ∈ U : |t| ≤ T}.
7.1. Construction of a polynomial-like map. We fix a rational cross-
section L for ∆(U) in G×G as follows:
L = ({e} ×G) ·∆(P ) = P ×G.
Then L ∩∆(U) = {e} and the product map from L ×∆(U) to G defines a
diffeomorphism onto a Zariski open dense subset of G×G. We will use L as
the transversal direction to ∆(U) in G×G.
We observe that NG×G(∆(U)) = ∆(AM) · (U × U) and
NG×G(∆(U)) ∩ L = ∆(AM) · ({e} × U)
Suppose that we are given a sequence hk = (h
1
k, h
2
k) ∈ G × G such that
hk 6∈ NG×G(∆(U)) with hk → e as k → ∞. Associated to {hk}, we will
construct a quasi-regular map
ϕ : ∆(U)→ ∆(AM) · ({e} × U)
following [21, Section 5]. Via the identification F = ∆(U) given by t 7→
∆(ut), we will define the map ϕ on F, which will save us some notation.
Accordingly, we will write t ∈ BU (1) to mean that ut ∈ BU (1), etc.
For g =
(
a b
c d
)
∈ G and for t 6= −ab−1, define
αg(t) =
c+ dt
a+ bt
.
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We denote the pole of αg by R(g) and put R(g) = ∞ if αg is defined
everywhere. That is, R(g) = −ab−1 if b 6= 0 and ∞ otherwise.
Set
αk(t) := αh1
k
(t) and Rk = R(h
1
k) for each k.
Note that Rk → ∞ as k → ∞. A direct computation shows that for all
t ∈ F − {Rk}, we can write hk∆(ut) as an element of ∆(U)L where the
∆(U) component is given by ∆(uαk(t)). We will denote by ϕk(t) for its
transversal component so that
hk∆(ut) = ∆(uαk(t))ϕk(t) ∈ ∆(U)L.
We renormalize these maps ϕk’s using a representation corresponding to
∆(U). Recall that by a theorem of Chevalley there is a finite dimensional
representation (ρ,W ) of G×G, where G×G acts from the right on W and
a unit vector q ∈W so that
∆(U) = {h ∈ G×G : qρ(h) = q}.
Then
NG×G(∆(U)) = {h : qρ(h)ρ(∆(ut)) = qρ(h) for all ut ∈ U}.
We choose a norm ‖ · ‖ on Υ so that B(q , 2) ∩ qρ(G ×G) ⊂ qρ(G×G).
Now for each k, define φ˜k : F→W by
φ˜k(t) = qρ(hk∆(ut));
φ˜k is a polynomial map of degree bounded in terms of ρ and φ˜k(0) = q .
Explicit construction of φ˜k: Consider the following representation: let
G×G act on W = F2 ⊕ F2 ⊕M2(F) by
(g1, g2).(v1, v2, Q) = (v1g1, v2g2, g
−1
1 Qg2).
Then the stabilizer of q := (e1, e1, I2) is precisely ∆(U). If we write h
i
k =(
aik b
i
k
cik d
i
k
)
, then, up to an additive constant vector, say, qk ∈W we have
φ˜k(t) = qk +
(
b1kt, 0, b
2
kt, 0,
(
−Akt 0
Akt
2 + Bkt Akt
))
where Ak = b
1
kd
2
k − b
2
kd
1
k and Bk = a
1
kd
2
k + b
1
kc
2
k − b
2
kc
1
k − a
2
kd
1
k. Hence φ˜k is a
polynomial of degree at most 2.
Let Tk > 0 be the infimum of T > 0 such that
sup
t∈BU (T )
‖φ˜k(t)− q‖ = 1.
Since hk 6∈ NG×G(∆(U)), φ˜k is a non-constant polynomial and hence we get
Tk 6= ∞, moreover, in view of our assumption hk → e we have Tk → ∞ as
k →∞.
By normalizing φ˜k by
φk(t) := φ˜k(Tkt),
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we obtain a sequence of equicontinuous polynomials φk. Hence, after passing
to a subsequence, φk converges to φ where
• t 7→ φ(t) is a non-constant polynomial of degree at most 2.
• supt∈BU (1) ‖φ(t)− q‖ = 1 and φ(0) = q ,
• {φ(t) : t ∈ BU (1)} ⊂ qρ(G×G)
• the convergence is uniform on compact subsets of F.
Put
ϕ = (ρL)
−1 ◦ φ
where ρL is the restriction to L of the orbit map g 7→ qρ(g). Then ϕ : F→ L
is a rational map defined on a Zariski open dense subset O ⊂ F containing
zero and ϕ(0) = e. We have
ϕ(t) = limk ϕk(Tkt)
and the convergence is uniform on compact subsets of O.
Note also that for any t0 ∈ F, we have
φ(t)ρ(∆(ut0))
= lim
k
φ˜k(Tkt)ρ(∆(ut0))
= lim
k
qρ(hk∆(uTkt))ρ(∆(ut0))
= lim
k
qρ(hk∆(uTk(t+t0/Tk))) = φ(t).
Therefore ϕ(t) ∈ NG×G(∆(U)) ∩ L.
The following observation will be important in our application:
Lemma 7.1. There is η > 0 such that ϕ(t) = e and t ∈ BU (η) implies
t = 0, that is, 0 is an isolated point in ϕ−1(e).
Proof. Since φ is a non-constant polynomial of degree at most 2, the set
{t ∈ F : φ(t) = q} consists of at most two points. 
7.2. ∆(U)-recurrence for the pull back function Ψ. As before, we nor-
malize |mBMSΓi | = 1 for i = 1, 2. For the sake of simplicity, we will often omit
the subscript Γi in the notation of m
BMS
Γi
and mBRΓi .
For the rest of the section, let µ be an ergodic U -joining of Z with respect
to mBRΓ1 ×m
BR
Γ2
. In particular, if πi : X1 ×X2 → Xi denotes the projection
onto i-th coordinate, then
(πi)∗µ = m
BR
Γi .
We also suppose that µ is an infinite measure, that is, at least one of mBRΓi
is infinite. Without loss of generality we will assume mBRΓ2 is an infinite
measure.
Lemma 7.2. The following set has a full µ-measure in Z:
{(x1, x2) ∈ Z : x
−
i ∈ Λr(Γi) for each i = 1, 2}.
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Proof. Since Λr(Γi) has the full Patterson-Sullivan measure in Λ(Γi) by Sul-
livan [40], Yi := {xi ∈ Xi : x
−
i ∈ Λr(Γi)} has a full m
BR-measure. Since
(πi)∗µ = m
BR, we have π−11 (Y1) ∩ π
−1
2 (Y2) has a full µ-measure. 
Recall that a Borel measure µ is h quasi-invariant if h.µ is a positive
multiple of µ where h.µ(B) := µ(Bh) for any Borel subset B.
Lemma 7.3. If µ is quasi-invariant under (e, g) for some g ∈ G, then it is
invariant under (e, g).
Proof. Suppose (e, g)µ = cµ. Let Ω ⊂ X1 be a compact subset withmBRΓ1 (Ω) >
0. Then we have
cµ(Ω ×X2) = (e, g)µ(Ω ×X2) = µ((Ω ×X2)(e, g)) = µ(Ω×X2).
Since 0 < µ(Ω×X2) = m
BR
Γ1
(Ω) <∞, we get c = 1. 
Definition 7.4. We fix the following:
• a non-negative function ψ ∈ Cc(X1) with m
BR(ψ) > 0, and
Ψ := ψ ◦ π1 ∈ C(Z);
• a compact subset Ω1 ⊂ {x ∈ X1 : x
− ∈ Λr(Γ1)} with m
BR(Ω1) > 0
such that both Theorems 4.6 and 5.4(2) hold for ψ uniformly for all
x1 ∈ Ω1 (such Ω1 exists in view of the remarks 4.8 and 5.5);
• a constant
0 < r := 14 r(0.5,Ω1) < 1
where r(0.5,Ω1) is as given in Theorem 5.3;
• a compact subset
Q ⊂ Ω1 × Ω2 ⊂ Z
such that µ(Q) > 0 and for all x ∈ Q and for all f ∈ Cc(Z),
lim
T→∞
∫
BU (T )
f(x∆(ut))dt∫
BU (T )
Ψ(x∆(ut))dt
=
µ(f)
µ(Ψ)
. (7.2)
Note that since (π1)∗µ = m
BR, we have
0 < µ(Ψ) <∞; in particular, Ψ ∈ L1(µ).
Since Ψ is defined as the pull-back of a function on X1, we can transfer the
recurrence properties of U -orbits inX1 to statements about ∆(U)-recurrence
properties with respect to Ψ. We record these properties of Ψ in the following
two lemmas.
Lemma 7.5. For any x ∈ Z with π1(x)
− ∈ Λr(Γ1), we have∫
BU (T )
Ψ(x∆(ut))dt→∞ as T →∞.
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Proof. For such an x, we have, by Theorem 4.6,∫
BU (T )
Ψ(x∆(ut))dt =
∫
BU (T )
ψ(π1(x)ut)dt ∼ µ
PS
π1(x)
(BU (T )) ·m
BR(ψ).
Since mBR(ψ) > 0, we have
∫
BU (T )
Ψ(x∆(ut))dt→∞. 
Lemma 7.6. There exists T0 = T0(ψ,Ω) > 1 such that for any x ∈ Z with
π1(x) ∈ Ω and any T > T0,∫
BU (rT )
Ψ(x∆(ut))dt ≤
1
2
∫
BU (T )
Ψ(x∆(ut))dt.
Proof. For x ∈ Z with π1(x) ∈ Ω, we have∫
BU (T )
Ψ(x∆(ut))dt −
∫
BU (rT )
Ψ(x∆(ut))dt
=
∫
BU (T )
ψ(π1(x)ut)dt−
∫
BU (rT )
ψ(π1(x)ut)dt
≥ 12
∫
BU (T )
ψ(π1(x)ut)dt
= 12
∫
BU (T )
Ψ(x∆(ut))dt (7.3)
where the inequality follows by Theorem 5.3. 
7.3. Joining measure. In this section we will use ergodic theorems and
polynomial like behavior of unipotent orbits, the construction of a polynomial-
like map in § 7.1 in order to produce extra quasi-invariance for the measure.
We begin with the following.
Lemma 7.7. Let Y ⊂ Z be a Borel subset such that for all y ∈ Y ,
(1) limT→∞
∫
BU (T )
Ψ(y∆(ut))dt =∞;
(2) for all f ∈ Cc(Z),
lim
T→∞
∫
BU (T )
f(y∆(ut))dt∫
BU (T )
Ψ(y∆(ut))dt
=
µ(f)
µ(Ψ)
.
If h ∈ NG×G(∆(U)) satisfies Y ∩ Y h 6= ∅, then µ is h quasi-invaraint.
Proof. Let h ∈ NG×G(∆(U)) = ∆(AM) · (U × U) and y ∈ Y such that
yh ∈ Y . Since, under conjugation, ∆(AM) acts on ∆(U) by homothethy
composed with rotations,
h−1∆(ut)h = ∆(uβh(t))
where βh : U → U is a homothety composed with a rotation.
If the ∆(A)-component of h is (as, as), then βh(BU (T )) = BU (e
sT ) and
the Jacobian of βh is equal to e
(n−1)s where (n − 1) is the dimension of U
as a real vector space.
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For any f ∈ Cc(Z) and for any all large T ≫ 1,∣∣∣∣ µ(h.f)µ(h.Ψ) − µ(f)µ(Ψ)
∣∣∣∣
=
∣∣∣∣∣ µ(h.f)µ(h.Ψ) −
∫
BU (T )
f(y∆(ut)h)dt∫
BU (T )
Ψ(y∆(ut)h)dt
+
∫
βh(BU (T ))
f(yh∆(ut))dt∫
βh(BU (T ))
Ψ(yh∆(ut))dt
−
µ(f)
µ(Ψ)
∣∣∣∣∣
≤
∣∣∣∣∣ µ(h.f)µ(h.Ψ) −
∫
BU (T )
f(y∆(ut)h)dt∫
BU (T )
Ψ(y∆(ut)h)dt
∣∣∣∣∣+
∣∣∣∣∣
∫
BU (esT )
f(yh∆(ut))dt∫
BU (esT )
Ψ(yh∆(ut))dt
−
µ(f)
µ(Ψ)
∣∣∣∣∣ .
Since both y and yh belong to Y , it follows that the last two terms tend to
zero as T →∞. Hence
µ(h.f) =
µ(h.Ψ)
µ(Ψ)
· µ(f),
finishing the proof. 
For 0 < r0 < 1, and T > 0, set
Ir0(T ) := BU(T ) \BU (r0T ). (7.4)
For a Borel function f on Z, and x ∈ Z, set
DT f(x) =
∫
Ir(T )
f(x∆(ut))dt. (7.5)
Corollary 7.8. For any f ∈ Cc(Z), and any x ∈ Q, we have
lim
T→∞
DT f(x)
DTΨ(x)
=
µ(f)
µ(Ψ)
. (7.6)
Proof. This follows from Lemma 7.6 and (7.2). 
Remark 7.9. Let F ⊂ L1(Z, µ) be any countable subset. Then there is a
full measure subset Q′ ⊂ Q so that (7.6) holds for all f ∈ F and x ∈ Q′.
Indeed by the Hopf ratio theorem and the fact that F is countable there is
full measure subset Q′ ⊂ Q so that analogue of (7.2) holds for all f ∈ F .
Then using Lemma 7.6 we have DT f(x)DTΨ(x) →
µ(f)
µ(Ψ) for all f ∈ F and all x ∈ Q
′.
Fix a small ǫ > 0, and choose η > 0 small enough so that µ(Q{g : |g| ≤
η}) ≤ (1 + ǫ)µ(Q). We put
Q+ = Q{g : |g| ≤ η/4}, and Q++ = Q{g : |g| ≤ η}.
Set
F := {χQ, χQ+ , χQ++}.
Using this and Egorov’s theorem and Remark 7.9, we can find a compact
subset
Qǫ ⊂ Q
40 AMIR MOHAMMADI AND HEE OH
with µ(Qǫ) > (1 − ǫ)µ(Q), such that for any f ∈ F and any θ > 0, there
exists some T0 = T0(f, θ) so that if T ≥ T0, then∣∣∣∣DT f(x)DTΨ(x) −
µ(f)
µ(Ψ)
∣∣∣∣ ≤ θ for all x ∈ Qǫ. (7.7)
Such a subset will be referred to as a set of uniform convergence for the
family F (cf. [23, Lemma 7.5]).
Lemma 7.10. Fix 0 < σ < 1/2. There exist T0 = T0(ψ,Ω1) > 0 and
c0 = c0(ψ,Ω1) > 1 such that for all T > T0 and for all x ∈ Qǫ we have
c−10
∫
I
r
−
σ
(T+σ )
Ψ(x∆(ut))dt ≤
∫
BU (T )
Ψ(x∆(ut))dt ≤ c0
∫
I
r
+
σ
(T−σ )
Ψ(x∆(ut))dt
where r±σ = (1± σ)r and T
±
σ = (1± σ)T .
Proof. Since Theorem 5.4(2) holds for ψ uniformly for all π1(x) ∈ Ω1, there
exists T0 > 1 such that for any x ∈ Qǫ and for any T > T0,∫
I
r
+
σ
(T−σ )
Ψ(x∆(ut))dt =
∫
I
r
+
σ
(T−σ )
ψ(π1(x)ut)dt
≥ 12m
BR(ψ)
(
µPSπ1(x)(BU (T
−
σ )−BU (r
+
σ T
−
σ ))
)
.
On the other hand, by Lemma 5.2 and Lemma 4.2, there exist T1 > T0
and c′0 > 0, depending only on Ω1 such that if π1(x) ∈ Ω1,
µPSπ1(x)(BU (T
−
σ )−BU (r
+
σ T
−
σ )) ≥
1
2µ
PS
π1(x)
(BU (T
−
σ )) ≥ c
′
0µ
PS
π1(x)
(BU (T )).
Since Theorem 4.6 holds for ψ, uniformly for all π1(x) ∈ Ω1, we have, for
all sufficiently large T ≫ 1,
mBR(ψ)µPSπ1(x)(BU (T )) ≥
1
2
∫
BU (T )
ψ(π1(x)ut)dt.
Therefore, ∫
I
r
+
σ
(T−σ )
Ψ(x∆(ut))dt ≥
c′0
2 m
BR(ψ)µPSπ1(x)(BU (T ))
≥
c′0
4
∫
BU (T )
ψ(π1(x)ut)dt =
c′0
4
∫
BU (T )
Ψ(x∆(ut))dt.
The other direction can be proved similarly. 
The following lemma will be used to compare ergodic averages along two
nearby orbits.
Lemma 7.11. Let {Rk} be a sequence tending to infinity as k →∞ and fix
a small number 0 < σ < 1/2. For each k, let αk : F→ F be a rational map
with no poles on BRk(F). Suppose that for all t ∈ BRk(F),
1− σ ≤ |Jac(αk)(t)| ≤ 1 + σ.
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Then there exist c1 > 1 and T1 = T1(Ω, ψ,F) > 1 such that for all T1 <
T < Rk/4, x ∈ Qǫ and f ∈ F , we have
c−11 · DT f(x) ≤
∫
Ir(T )
f(x∆(uαk(t)))dt ≤ c1 · DT f(x).
Proof. First note that∫
Ir(T )
f(x∆(uαk(t)))dt =
∫
αk(Ir(T )
f(x∆(ut))|Jac(αk)(t)|dt. (7.8)
Setting r±σ = (1± σ)r and T
±
σ = (1± σ)T , note that
Ir+σ (T
−
σ ) ⊂ αk(Ir(T )) ⊂ Ir−σ (T
+
σ ).
Now for all T > 2T0(ψ,Ω), where T0 is as in Lemma 7.10, we have
∫
Ir(T )
f(x∆(uαk(t)))dt ≥ (1− σ)
∫
I
r
+
σ
(T−σ )
f(x∆(ut))dt
= (1− σ)
µ(f)
µ(Ψ)
∫
I
r
+
σ
(T−σ )
Ψ(x∆(ut))dt+ α1(T )
Lemma 7.10 ≥ (1− σ)c0
µ(f)
µ(Ψ)
∫
BU (T )
Ψ(x∆(ut))dt + α1(T )
= (1− σ)c−10
∫
BU (T )
f(x∆(ut))dt + α2(T )
≥ (1− σ)c−10 DT f(x) + α2(T )
where αi(T )’s satisfy limT→∞
αi(T )∫
BU (T )
Ψ(x∆(ut))dt
= 0
By Lemma 7.6 and (7.7), it follows that for all x ∈ Qǫ,
lim
T→∞
αi(T )
DT f(x)
= 0
where the convergence is uniform on Qǫ.
Therefore for all x ∈ Qǫ and T large,
(1− σ)c−10 DT f(x) + α2(T ) ≥ c
−1
1 DT f(x)
and hence ∫
Ir(T )
f(x∆(uαk(t)))dt ≥ c
−1
1 DT f(x)
for some c1 > 1 and for all T bigger than some fixed T1 > 1. The other
inequality can be proved similarly. 
For a subset S ⊂ G×G, we denote by 〈S〉 the minimal connected subgroup
of G×G containing S.
42 AMIR MOHAMMADI AND HEE OH
Theorem 7.12. Let hk ∈ G × G − NG×G(∆(U)) be a sequence tending
to e as k → ∞. If Qǫhk ∩ Qǫ 6= ∅ for all k, then µ is quasi-invariant
under a nontrivial connected subgroup of ∆(AM)({e} × U). Moreover, if
hk ∈ {e} × G for all k, then µ is invariant under a nontrivial connected
subgroup of {e} × U .
Proof. We use the notation used in the construction of the map ϕ in section
7.1 with respect to {hk}. By our assumption we have that there are points
yk ∈ Qǫ so that xk = ykhk ∈ Qǫ. Recalling the maps ϕk and αk from above,
we have
xk∆(ut) = ykhk∆(ut) = yk∆(uαk(t))ϕk(t).
Now let
τ ′k := sup
t∈BU (τ)
d(e, ϕk(t)) = η/4, τk = min{τ
′
k, Rk},
and
Rk = sup{0 < R <∞ : 0.9 ≤ Jac(αk)|BR(F) ≤ 1.1}.
Note that
sup
t∈BU (τ ′k)
d(e, ϕ−1k (t)) = η/4.
Note that Θk = τk/Tk is bounded away from 0; in particular, τk → ∞.
Passing to a subsequence we may assume that Θk converges to some Θ.
By the definition of Qǫ, we have, for all large enough T ,∣∣∣∣∣
∫
Ir(T )
f1(zk∆(ut))dt∫
Ir(T )
f2(zk∆(ut))dt
−
µ(f1)
µ(f2)
∣∣∣∣∣ ≤ θ
for f1, f2 ∈ F = {χQ, χQ+ , χQ++} and zk = xk, yk.
With this notation, the above implies: for all large enough k and all
T0 ≤ T ≤ τk we have
{t ∈ Ir(T ) : xk∆(ut), yk∆(uαk(t)) ∈ Q} 6= ∅. (7.9)
To see this, let k be large and let T0 ≤ T ≤ τk. Then
{t ∈ Ir(T ) : xk∆(ut) ∈ Q} ⊂ {t ∈ Ir(T ) : yk∆(uαk(t)) ∈ Q+}
⊂ {t ∈ Ir(T ) : xk∆(ut) ∈ Q++}.
On the other hand we have
ℓ{t ∈ Ir(T ) : xk∆(ut) ∈ Q} ≥ (1− ǫ)ℓ{t ∈ Ir(T ) : xk∆(ut) ∈ Q++}
(7.10)
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where |·| denotes the Lebesgue measure on F. From these two and Lemma 7.11
we get
ℓ{t ∈ Ir(T ) : yk∆(uαk(t)) ∈ Q} (7.11)
≥ c1ℓ{t ∈ Ir(T ) : yk∆(ut) ∈ Q} (7.12)
≥ c1(1− ǫ)ℓ{t ∈ Ir(T ) : yk∆(ut) ∈ Q+}
≥ c1(1− ǫ)ℓ{t ∈ Ir(T ) : xk∆(uα−1
k
(t)) ∈ Q}
≥ c21(1− ǫ)ℓ{t ∈ Ir(T ) : xk∆(ut) ∈ Q}
≥ c21(1− ǫ)
2ℓ{t ∈ Ir(T ) : xk∆(ut) ∈ Q++}.
Now (7.9) follows by applying (7.10) and (7.11), in view of the choice of ǫ
and the fact that by Corollary (7.8) we have
ℓ{t ∈ Ir(T ) : xk∆(ut) ∈ Q++} > 0 for all large enough T .
For each k, let mk ≥ 0 be the maximum integer so that r
mkτk ≥ T0.
Then for any ℓ ≥ 0 and all large enough k we have ℓ ≤ mk. Let ℓ ≥ 0
and apply (7.9) with Tk,ℓ = r
ℓτk. Then for each k we find t ∈ Ir(Tk,ℓ) so
that zk,ℓ = yk∆(uαk(t)) satisfies zk,ℓ ∈ Q and zk,ℓϕk(t) ∈ Q. Passing to
a subsequence we get: there exist some zℓ ∈ Q and some s ∈ BU (Θ) \
BU (rΘ) so that zℓϕ(s) ∈ Q. Therefore by Lemma 7.7 we have µ is ϕ(s)
quasi-invariant. Now if we choose ℓ large enough, then ϕ(s) 6= e in view
of Lemma 7.1 however, it can be made arbitrary close to the identity by
choosing large ℓ’s. This implies the first claim, since the image of ϕ is
contained in the subgroup ∆(AM)({e} × U).
Now, if hk ∈ {e}×G, the image of ϕ is contained in NG×G(∆(U))∩({e}×
G) = {e} ×U . Indeed, ϕk(t) = (e, u−tgkut) and αk(t) = t. Therefore we get
µ is quasi-invariant under the action of a nontrivial connected subgroup of
{e} × U ; hence the claim follows from Lemma 7.3. 
7.4. Infinite joining measure cannot be invariant by {e} × V for
V < U . We recall some basic facts about dynamical systems. Consider an
action of one-parameter subgroupW = {wt} on a separable, σ-compact and
localiy compact topological space X with an invariant Radon measure µ0.
A Borel subset E ⊂ X is called wandering if
∫
R
χE(xwt) < ∞ for almost
all x ∈ E. The Hopf decomposition theorem says that X is a disjoint union
of invariant subsets D(W ) and C(W ) where D(W ) is a countable union of
wandering subsets which is maximal in the sense that any wandering subset
is contained in D(W ) up to null sets (see [18]). The sets D(W ) and C(W )
are called the dissipative part, and the conservative part of X respectively.
If D(W ) (resp. C(W )) is a null set, this action is called conservative (resp.
dissipative). If the W -action is ergodic, then it is either conservative or
dissipative. The following is well known for a single transformation (e.g.
[1]), but we could not find a reference for a flow; so we provide a proof for
the sake of completeness.
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Lemma 7.13. If µ0 is ergodic and infinite, then for any non-negative f ∈
L1(µ0), ∫ T
−T f(xwt)dt
2T
→ 0
for almost all x ∈ X.
Proof. Note that there is nothing to prove if µ0 is not conservative, hence,
we assume µ0 is conservative in the rest of the argument. Since X is σ-
compact it suffices to prove that for any compact subset K ⊂ X and almost
all x ∈ K the above holds. Let K ⊂ X be a compact subset. We will show
that for any ǫ > 0, the set {x ∈ K :
∫ T
−T
f(xwt)dt
2T → 0} has co-measure less
than ǫ > 0. Write X = ∪∞N=1ΩN as an increasing union of compact subsets
with µ0(Ω1) > 0. By the Hopf ratio theorem and Egorov’s theorem we can
find a subset Kǫ of K with co-measure at most ǫ such that the following
convergence is uniform for all x ∈ Kǫ and for all N :∫ T
−T f(xwt)dt∫ T
−T χΩN (xwt)dt
→
µ0(f)
µ0(ΩN )
.
Hence for any η > 0, there exists Tη such that for all x ∈ Kǫ, T > Tη,
lim sup
N
∣∣∣∣∣
∫ T
−T f(xwt)dt∫ T
−T χΩN (xwt)dt
−
µ0(f)
µ0(ΩN )
∣∣∣∣∣ ≤ η.
Since µ0(ΩN ) → |µ0| = ∞ and
∫ T
−T χΩN (xwt)dt = 2T for all large N , it
follows that ∫ T
−T f(xwt)dt
2T
≤ η,
for all T > Tη and hence
∫ T
−T
f(xwt)dt
2T → 0 for all x ∈ Kǫ. 
Remark 7.14. We recall that if Γ is not a lattice, then the BR measure is an
infinite measure; this was proved in [25] using Ratner’s measure classification
theorem.
We take this opportunity to present an alternative argument. To see this,
we note that if the BR-measure were a finite measure, it would have to be
A-invariant, since |asm
BR| = e(2−δ)s|mBR| for all s and hence δ = 2. For Γ
geometrically finite, this implies Γ is a lattice. In the general case, one can
utilize facts from entropy to prove a similar result as we now explain. Indeed
by the Mautner phenomenon, any AU -invariant finite ergodic measure on
Γ\G is A-ergodic so we may reduce to the ergodic case2. Now we have an A-
ergodic measure which is U invariant; in particular it has maximum entropy.
This implies the entropy contribution from Uˇ has to be maximum as well
which implies the measure is also Uˇ invariant, see [21, Theorem 9.7] for a
2Indeed similar reductions are possible using Hopf argument in more general settings.
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more general statement. This implies Γ\G has a finite G invariant measure,
finishing the proof.
We need the following lemma which says almost all ergodic components
of mBR is infinite for any one-parameter subgroup of U ; our proof of this
lemma uses Ratner’s classification theorem for finite invariant measures for
unipotent flows.
Lemma 7.15. Let Γ be a Zariski dense, discrete subgroup of G. Suppose Γ
is not a lattice. Let V be a one-parameter subgroup of U , and let mBR =∫
Y ηydσ(y) be the ergodic decomposition with respect to V . Then for σ-a.e.
y, we have ηy is an infinite measure.
Proof. We will use the fact that the set Λbp(Γ) of parabolic limit points is
a null set for the Patterson-Sullivan measure since Λbp(Γ) is a countable
set and that a proper Zariski closed subset of G is a null set for the m˜BR-
measure, since Γ is Zariski dense. Assume the contrary, that is: the set
Y0 = {y ∈ Y : ηy is a finite measure }
has positive measure.
It follows from Ratner’s measure classification theorem [32]: that for all
y ∈ Y0, we have one of the following holds
(1) supp ηy = xV for some compact orbit xV ;
(2) supp ηy = xU for some compact orbit xU ;
(3) there exists H which is locally isomorphic to PSL2(R) so that for
some g ∈ G, V ⊂ g−1Hg, ηy is a g
−1Hg invariant (finite) measure
on a closed orbit ΓHg;
(4) ηy is PSL2(C) invariant.
In both (1) and (2) above we get x− ∈ Λbp(Γ) and these form a measure
zero subset of mBR. The conclusion in (4) cannot hold on a positive measure
set as it would imply Γ is a lattice, contrary to our assumption. Therefore
for σ-a.e. y ∈ Y0 the conclusion (3) above holds. We first note that the
collection of H so that (3) holds is countable, see [32, Theorem 1.1] or [6,
Proposition 2.1]. Therefore if (3) holds there exists some H with ΓH a
closed orbit (with finite volume) so that
m˜BR{g ∈ G : gV ⊂ Hg} > 0. (7.13)
Since {g ∈ G : gV ⊂ Hg} is a proper Zariski closed subset, this yields a
contradiction. 
Lemma 7.16. The joining µ is not invariant under {e} × V for any non-
trivial connected subgroup V of U .
Proof. It suffices to prove the claim when V is one dimensional subgroup of
U . Set V = {vt : t ∈ R} and V˜ = {v˜t = (e, vt) : t ∈ R}.
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By the choice of Ψ, Ψ ∈ L1(µ), and for any x = (x1, x2) ∈ Z and any
T ≥ 1, we have ∫ T
−T Ψ(xv˜t)dt
2T
= ψ(x1). (7.14)
Also note that every element of the sigma algebra
Ξ = {B ×X2 : B ⊂ X1 any Borel set}
is V˜ invariant. In particular, V˜ -ergodic components of µ are supported on
atoms of Ξ which are of the form {x1} ×X2 for x
1 ∈ X1. Let
µ =
∫
Z
µzdτ(z)
be an an ergodic decomposition of µ for the action of V˜ , see [1]. Then the
above discussion implies that for τ -a.e. z., supp(µz) ⊂ {x
1
z} ×X2 for some
x1z ∈ X1. In particular, taking the projection onto X2 we get an ergodic
decomposition of mBRΓ2 for the action of V : m
BR
Γ2
= (π2)∗µ =
∫
Z µ˜zdτ(z)
where µ˜z = (π2)∗µz. By Lemma 7.15, a.e. µ˜z is an infinite measure.
This gives a contradiction if we apply (7.14) for a point (x1, x2) where x2
lies in the conull set given by Lemma 7.13 applied to some ηy as above. 
7.5. We draw two corollaries of Theorem 7.12 in this subsection. Let P(X2)
denote the space of probability Borel measures. By the standard disintegra-
tion theorem (cf. [1, 1.0.8]), for each i = 1, 2, there exists an mBR co-null
set X ′1 ⊂ X1 and a measurable function X
′
1 → P(X2) given by x
1 7→ µπi
x1
such that for any Borel subsets Y ⊂ Z and C ⊂ X1,
µ(Y ∩ π−11 (C)) =
∫
C
µπ1
x1
(Y ) dmBR(x1).
The measure µπi
x1
is called the fiber measure over π−11 (x
1).
Theorem 7.17. There exist a positive integer ℓ > 0 and an mBR conull
subset X ′ ⊂ X1 so that π
−1
1 (x
1) is a finite set with cardinality ℓ for all
x1 ∈ X ′. Furthermore,
µπ1
x1
(x2) = 1/ℓ
for any x1 ∈ X ′ and (x1, x2) ∈ π−11 (x
1).
Proof. We first prove that for a.e. x1 ∈ X1, the fiber measure µ
π1
x1
is fully
atomic. Assuming the contrary, we will show that µ is invariant under
{e} × V for some non-trivial connected subgroup of U , which will be a
contradiction by Lemma 7.16.
PutB = {x1 ∈ X1 : µ
π1
x1
is not fully atomic}, and suppose thatmBR(B) >
0. For any x1 ∈ B we write
µπ1
x1
= (µπ1
x1
)a + (µπ1
x1
)c
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where (µπ1
x1
)a and (µπ1
x1
)c are respectively the purely atomic part and the
continuous part of the fiber measure [14]. Let
B′ = {(x1, x2) : x1 ∈ B, x2 ∈ supp((µπ1
x1
)c)}.
We take Q ⊂ B′ and Qǫ ⊂ Q be as in section 7.3 for each small ǫ > 0; In
particular, (7.7) holds for Qǫ.
Let now x = (x1, x2) ∈ Qǫ be so that there exists a sequence {xk =
(x1, x2k)} ⊂ Qǫ so that xk → x. Such x exists since Q ⊂ B
′. We write
xk = (x
1, x2k) = (x
1, x2)(e, gk)
where gk 6= e and gk → e. There are two possibilities to consider: Recall
that
NG×G(∆(U)) ∩ ({e} ×G) = {e} × U.
Case 1. For all large enough k, we have gk ∈ U, and hence (e, gk) ∈
NG×G(∆(U)). Since (x
1, x2), (x1, x2gk) ∈ Qǫ, Lemma 7.7 implies that µ is
quasi-invaraint under 〈(e, gk)〉, Since gk → e, and U is a unipotent group,
we get µ is invariant by a non-trivial connected subgroup of {e} ×U , which
is a contradiction by Lemma 7.16.
Case 2. By passing to a subsequence, we have gk /∈ U , that is, hk :=
(e, gk) 6∈ NG×G(∆(U)). By Theorem 7.12, we get µ is invariant, by a non-
trivial connected subgroup of {e} × U . This is again a contradiction by
Lemma 7.16. This shows that almost all fiber measures are atomic.
Set
Σ = {(x1, x2) ∈ Z : µπ1
x1
(x1) = max
y∈π−11 (x
1)
µπ1
x1
(y)}.
Then Σ is a ∆(U)-invariant set. Since almost all fiber measures are atomic,
we have µ(Σ) > 0. Therefore, in view of the ∆(U)-ergodicity of µ, we have Σ
is conull. We thus conclude that for µ-almost every point, the fiber measures
are uniform distribution on ℓ-points. 
Corollary 7.18. The joining measure µ is quasi-invaraint under a non-
trivial connected subgroup A′ of ∆(AM)({e} ×U) which is not contained in
{e} × U .
Proof. Let the notation be as in Theorem 7.12. In particular, Q is a compact
subset with µ(Q) > 0 and Qǫ ⊂ Q with µ(Qǫ) ≥ (1− ǫ)µ(Q).
With this notation let xk, yk ∈ Qǫ; suppose xk = ykhk, with hk → e as
k →∞. Since (πi)∗µ = m
BR, we can choose xk so that for at least one of i =
1, 2, πi(hk) /∈ NG(U). This, in particular, implies that hk /∈ NG×G(∆(U)).
Now apply Theorem 7.12 with {xk} and {yk}. We get a map
ϕ : ∆(U)→ NG×G(∆(U)) ∩ L = ∆(AM) · ({e} × U)
so that µ is quasi-invariant under a non-trivial connected subgroup, L say,
of 〈Im(ϕ)〉.
Note that by Lemma 7.3 and Lemma 7.16 we have {e}×V is not contained
in L for any nontrivial subgroup V of U. Therefore the conclusion follows.
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By replacing µ by (e, u).µ, we may assume that µ is ∆(A′U)-invariant for
a non-trivial connected Lie subgroup A′ of AM in the rest of the section.
7.6. Reduction to the rigidity of measurable factors. By Theorem 7.17,
we have: µ-a.e fibers of π1 have cardinality ℓ for some fixed ℓ ∈ N.
We put
Υ(x1) = π−11 (x
1).
Then there exist a U -invariant BR co-null subset X ′ ⊂ X1 and ℓ measurable
maps
υ1, . . . , υℓ : X
′ → X2
so that Υ(x1) = {υ1(x
1), . . . , υℓ(x
1)} for all x1 ∈ X ′ (see [31], [34]). Note
that if µ is ∆(L)-quasi invariant for some subgroup L ⊂ G, then Υ is L-
equivariant. Therefore the set-valued map Υ is A′U -equivariant; for all
x1 ∈ X ′ and every a′ut ∈ A
′U , we have
Υ(x1a′ut) = Υ(x
1)a′ut. (7.15)
Lemma 7.19. Let X ′ be a U -invariant Borel subset of X1 with m
BMS(X ′) =
1 satisfying (6.2). Then there exist x ∈ X ′, and a subset Lx ⊂ AM generate
AM such that for any g ∈ Lx,
Υ(xg) ⊂ Υ(x)gU. (7.16)
Proof. Let η > 0 be small, and let Kη ⊂ X
′, Ωη ⊂ X
′ and Tη > 0 be as in
(6.4) and (6.5). For ǫ > 0, let ǫ′ > 0 be as in (6.8). We also assume that
for all g ∈ AM with d(e, g) < ǫ′, the Jacobian of g-action on U is bounded
from above and below by 1± ǫ2 respectively.
By the ergodicity of A-action (see (6.20)), there exists a compact subset
Ω′η ⊂ Ωη such that m
BMS(Ω′η) > 1− 4η and for any x ∈ Ω
′
η, xa−si ∈ Ωη for
an infinite sequence si → +∞.
Since mBMS(Ω′η) > 1− 4η, if η > 0 is small enough, we have x ∈ Ω
′
η such
that the measure of Lx := {am ∈ AM : xg ∈ Ω
′
η, d(e, g) < ǫ
′} is at least
half of the measure of the set {g ∈ AM : d(e, g) < ǫ′} where the measure is
taken with respect to the Haar measure of AM .
Let g0 ∈ Lx be a Lebesgue density point of Lx. Replacing x with xg0, we
may assume that e is a density point of Lx.
In the following, we fix g ∈ Lx.
As g normalizes U , we have
Υ(xg)g−1ut = Υ(xutg)g
−1.
Hence if xut, xutg ∈ Kη, then for each i,
d(υi(xg)g
−1ut,Υ(x
1ut)) ≤ 2ǫ
by the continuity of Υ in Kη.
Since x, xg ∈ Ω′η, we get from (6.6) that if T > Tη,
µPSx {t ∈ BU (T ) : xut ∈ Kη} ≥ (1− 2η)µ
PS
x (BU (T )) (7.17)
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and
µPSxg {t ∈ BU(T ) : xgut ∈ Kη} ≥ (1− 2η)µ
PS
xg (BU (T )) (7.18)
Since dµPSx and dµ
PS
xg are absolutely continuous with each other as g ∈ AM
and the Radon-Nikodym derivative is given by |Jac(g)|δ satisfying 1 − ǫ2 ≤
|Jac(g)| ≤ 1 + ǫ2 , we have
µPSx {t ∈ BU (T ) : xutg /∈ Kη} ≤ µ
PS
xg {t ∈ BU ((1 + ǫ)T ) : xgut /∈ Kη}
≤ (c0η)µ
PS
x (BU (T ))
for some absolute constant c0 > 1. Consequently, we have
µPSx {t ∈ BU (T ) : xut, xutg ∈ Kη} ≥ (1− c1η)µ
PS
x (BU (T )). (7.19)
for some c1 > 1.
Fixing i, put
Θ(t) = min{d(υi(xut),Υ(xg)g
−1ut)
2, 1}.
Then for any T > Tη,
1
µPSx (BU (T ))
∫
BU (T )
Θ(t)dµPSx (t) ≤ 2ǫ+ 4η.
Let si → ∞ be a sequence tending to +∞ such that xa−si ∈ Ωη. Then
Lemma 6.2 implies that
sup
|t|≤esi
Θ(t) ≤ 1/2
if η and ǫ are sufficiently small.
It follows that
sup
t∈U
d(υi(xut),Υ(xg)g
−1ut) ≤ 1. (7.20)
We claim that
Υ(xg)g−1 ⊂ Υ(x)U. (7.21)
Suppose not; then there exists i such that for all j, υi(xg)g
−1 = υj(x)gm,j
for gm,j /∈ U . On the other hand, (7.20) implies that u−tgm,jut is uniformly
bounded for all t. It implies that gm,j belongs to the centralizer of U , which
is U itself. This yields a contradiction, proving the claim. Note that we have
shown (7.21) for any g ∈ Lx. Since e is a density point of Lx, it generates
AM by the lemma below, and finishes the proof.

Lemma 7.20. Let H be a connected Lie group. If W ⊂ H is a Borel subset
such that e ∈W is a Lebesgue density point, then W generates H.
Proof. As e ∈ W is a Lebesgue density point, µH(W ) > 0 where µH is a
Haar measure. The convolution
f(g) := χW ⋆ χW−1(g) =
∫
H
χW (hg)χW−1(h
−1)dµH(h)
is a continuous function and f(e) = µH(W ) > 0. Therefore there exists
a neighborhood O of e in H on which f never vanishes. This means that
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O ⊂ W−1W . Since any neighborhood of e in H generates H, the claim
follows. 
Let us recall that the BMS measure and the BR-measure on X1 have
product structures, and have the “same transversal measures”. To be more
precise, let ψ ∈ Cc(X) and further assume that supp(ψ) ⊂ yPǫUǫ with
P =MAUˇ . Then
mBR(ψ) =
∫ ∫
ψ(ypu)dν(yp)dµLebyp (u), and
mBMS(ψ) =
∫ ∫
ψ(ypu)dν(yp)dµPSyp (u)
(7.22)
where dν is the transversal measure on P .
It follows that
Lemma 7.21. If Q ⊂ X1 is U -invariant and m
BR(Q) = 1, then Q has full
BMS-measure.
Proposition 7.22. The set-valued map Υ is AMU -equivariant; there exists
an AMU -invariant BR co-null subset X ′′ ⊂ X1 such that for all x
1 ∈ X ′′
and every amut ∈ AMU , we have
Υ(x1amut) = Υ(x
1)amut. (7.23)
Proof. It suffices to show that µ is ∆(AM)-quasi-invariant. Let Y ⊂ Z be
a ∆(U)-invariant µ-conull subset such that for all y ∈ Y we have
(1) limT→∞
∫
BU (T )
Ψ(y∆(ut))dt =∞;
(2) for all f ∈ Cc(Z),
lim
T→∞
∫
BU (T )
f(y∆(ut))dt∫
BU (T )
Ψ(y∆(ut))dt
=
µ(f)
µ(Ψ)
.
Note that by the definition of Υ, the support of µ is {(x1, x2) : x1 ∈
X1, x
2 ∈ Υ(x1)}}, and hence {(x1, x2) : x1 ∈ X ′, x2 ∈ Υ(x1)} has full µ-
measure. Therefore, replacing X ′ with a conull set, we may assume that X ′
is a U -invariant subset with full BR-measure satisfying (6.2), X ′ ⊂ {x− ∈
Λr(Γ1)}, and that
{(x1, x2) : x1 ∈ X ′, x2 ∈ Υ(x1)} ⊂ Y. (7.24)
By Lemma 7.21, we have mBMS(X ′) = 1. Let x1 ∈ X ′ and Lx1 ⊂ AM be
as in Lemma 7.19, so that for any g ∈ Lx1 , we have
υ1(x
1g) = υj(x
1)u′gg (7.25)
for some j and u′g ∈ U .
As u′gg ∈ UAM , we can write u
′
gg = uggu
−1
g for some ug ∈ U . Since X
′
is U -invariant and Υ is U -equivariant on X ′, we have
(x1g, υj(x
1)uggu
−1
g ) = (x
1g, υ1(x
1g)) ∈ Y.
Therefore,
Y ∩ Y (g, uggu
−1
g ) 6= ∅.
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Hence by Lemma 7.7, µ is quasi-invariant under the closed subgroup R
generated by (g, uggu
−1
g ). Since Lx1 generates AM , this will finish the proof
if we show
ug = e for each g ∈ Lx1 .
Let A′ ⊂ ∆(AM) be a connected subgroup as in the remark following
Corollary 7.18. Suppose ug 6= e. Consider the commutator of elements of A′
and (g, uggu
−1
g ). Note that the first component belongs to the commutator
subgroup [AM,AM ] = {e}. For any non-trivial b ∈ A′, set
(e, v) : = (b, b)(g, uggu
−1
g )(b
−1, b−1)(g−1, ugg
−1u−1g )
= (e, buggu
−1
g b
−1ugg
−1u−1g ).
We make the following observations:
• U is the commutator subgroup of AMU and hence v ∈ U.
• v 6= e since ug 6= e.
• v 6= e can be made arbitrarily close to e by choosing these parameters
close but not equal to e.
Recall now that A′ and R leave µ quasi-invariant. Therefore any (e, v)
as above leaves µ quasi-invariant and thus invariant by Lemma 7.3. Hence
we get that if ug 6= e, then there is a sequence vi → e in U \ {e}, so that
(e, vi) leaves the measure invariant for all i ≥ 1. Therefore, there is a non-
trivial connected subgroup V < U so that µ is invariant under {e}×V. This
contradicts Lemma 7.16 and finishes the proof. 
Proposition 7.23. Let Υ : X1 → X2 be as above. In particular, it satisfies
that Υ(xg) = Υ(x)g for all x ∈ X ′ and all g ∈ MAU . Then there exists
q0 ∈ G such that Γ1 ∩ q
−1
0 Γ2q0 has finite index in Γ1 so that if we put
Γ2q0Γ1 = ∪1≤j≤ℓΓ2q0γj for γj ∈ Γ1, then
Υ(Γ1g) = {Γ2q0γjg : 1 ≤ j ≤ ℓ}
on a BR conull subset of X1. Moreover µ is a ∆(U)-invariant measure sup-
ported on {(x1,Υ(x1)) : x1 ∈ X1} and hence a finite cover self-joining (see
Def. (1.2)).
Proof. By Theorem 6.1 and (7.21), we have Υ(xg) = Υ(x)g for all x ∈ X ′
and all g ∈ UˇMAU where X ′ is given by loc. cit. Fixing x0 ∈ X
′, define
Υ′(x0g) := Υ(x0)g
for all g ∈ G. Then Υ and Υ′ coincide with each other on Y ′ := x0(UˇMAU).
Since UˇMAU is a Zariski open subset of G, mBMS(Y ′) = 1, and hence
Υ = Υ′ on a BMS-conull subset. Hence we may assume without loss of
generality
Υ(xg) = Υ(x)g (7.26)
for all g ∈ G and x ∈ Y ′ with xg ∈ Y ′. Let Γ1g0 ∈ Y
′ and write Υ(Γ1g0) =
{Γ2h1, . . . ,Γ2hℓ}. Then for every g ∈ G such that Γ1g0g ∈ Y
′ we have
Υ(Γ1g0g) = {Γ2h1g, . . . ,Γ2hℓg}.
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Note that for all γ ∈ Γ1 we have Γ1g0(g
−1
0 γg0) = Γ1g0 ∈ Y
′. Therefore,
applying the G-equivariance (7.26) of Υ to g−10 γg0 ∈ g
−1
0 Γ1g0, we get the
set {Γ2h1g, . . . ,Γ2hℓg} is right invariant under g
−1
0 Γ1g0. It follows that
Γ2\Γ2hi(g
−1
0 Γ1g0) is finite for each i. Putting qi := hig
−1
0 , we have Γ2\Γ2qiΓ1
is finite. Let q1, · · · , qr be such that the corresponding cosets Γ2\Γ2qiΓ1
are distinct and ∪1≤i≤rΓ2\Γ2qiΓ1 = ∪1≤i≤ℓΓ2\Γ2qiΓ1. Thus, if for each
1 ≤ i ≤ r we put Γ2qiΓ1 = ∪1≤j≤ℓiΓ2qiγij for γij ∈ Γ1, then
Υ(Γ1g) = {Γ2g1γ11g, . . . ,Γ2g1γ1ℓ1g, . . . ,Γ1grγr1g, . . . ,Γ2grγrℓrg} (7.27)
on a BMS conull subset of X1.
In particular we get q−11 Γ1q1 is commensurable with a subgroup of Γ2.
Repeating the argument with Γ2 we get, up to a conjugation, Γ1 and Γ2 are
commensurable with each other.
Note that in view of (7.22), the U -invariant set X ′′ = Y ′ ∩X ′U has full
BR measure. Let now g ∈ G be so that Γ1g ∈ X
′′. Then we can write
g = g′u where Γ1g
′ ∈ X ′ and u ∈ U. Now property (7.15) of Υ and (7.27)
imply
Υ(Γ1g) = Υ(Γ1g
′)u
= {Γ2g1γ11g
′u, . . . ,Γ2g1γ1ℓ1g
′u, . . . ,Γ2grγr1g
′u, . . . ,Γ2grγrℓrg
′u}
= {Γ2g1γ11g, . . . ,Γ2g1γ1ℓ1g, . . . ,Γ2grγr1g, . . . ,Γ2grγrℓrg}.
Now for every 1 ≤ i ≤ r we have that the set
{(x1, x2) : x1 = Γ1g ∈ X
′′, x2 ∈ {Γ2giγi1g, . . . ,Γ2giγiℓ1g}} (7.28)
is ∆(U)-invariant and has positive µ measure. Therefore, by the ergodic-
ity of µ, we get r = 1 and µ is a ∆(U)-invariant measure supported on
the set (7.28). This implies that µ is a finite self-joining as defined in the
introduction. This finishes the proof. 
Remark 7.24. Note that for a general discrete non-elementary subgroup
Γ, the Patterson-Sullivan density always exists, although it may not be a
unique Γ conformal density of dimension δΓ, and hence the BR-measure is
well-defined on Γ\G. Given this, the above proof yields a stronger version of
Corollary 1.4 in the introduction where Γ2 is not assumed to be geometrically
finite. Namely, we have: if Γ1 is geometrically finite and Zariski dense and
Γ2 is a Zariski dense (not necessarily geometrically finite) subgroup of G
with infinite co-volume, then a U -joining on Γ1\G × Γ2\G with respect to
the pair (mBRΓ1 ,m
BR
Γ2
) exists only when Γ1 is commensurable with a subgroup
of Γ2, up to conjugation.
7.7. In this section we deduce Theorem 1.6 from Theorem 1.3. When Γ
is a lattice, this deduction is due to [31] and [43] (see also [8, Sec. 6]). In
the following, we assume that Γ has infinite co-volume. Although the basic
strategy is similar to the finite volume case, we will need a certain property
of geometrically finite groups of infinite co-volume in the proof.
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Define the following closed subgroup of G:
HΓ := {h ∈ G : h.m˜
BR = m˜BR}
where h.m˜BR(B) = m˜BR(Bh) for any Borel subset B of G. Clearly, Γ is
contained in HΓ.
Lemma 7.25. The following hold:
• Γ is a finite index subgroup of HΓ.
• HΓ = {g ∈ G : gΛ(Γ) = Λ(Γ)}.
Proof. Set F := {g ∈ G : gΛ(Γ) = Λ(Γ)}. Since the support of m˜BR is given
by {g ∈ G : g− = g(w−o ) ∈ Λ(Γ)}, the inclusion HΓ ⊂ F follows.
Note that F is a discrete subgroups of G. Indeed the identity component
F ◦ is normalized by Γ. Since G is simple and Γ is Zariski dense in G, it
follows that F ◦ is either G or trivial. The former however contradicts the
fact that Γ is not a lattice.
Hence the isometric action of F on the convex hull C(Γ) of Λ(Γ) is properly
discontinuous. As Γ is geometrically finite, the orbifold Γ\C(Γ) has finite
volume. Now, F\C(Γ) is an orbifold which is covered by Γ\C(Γ) and hence
F\C(Γ) has finite volume as well, so Γ is of finite index in F . This implies
the first claim.
As [F : Γ] < ∞ and Γ is geometrically finite, their Patterson-Sullivan
densities are equal up to a constant multiple and hence the corresponding
BR-measures are proportional to each other. This implies the second claim.

We denote by CommG(Γ) the commensurator subgroup of Γ, that is,
g ∈ CommG(Γ) if and only if gΓg
−1 and Γ are commensurable with each
other.
Corollary 7.26. We have: CommG(Γ) ⊂ HΓ.
Proof. This follows from Lemma 7.25 since
Λ(Γ) = Λ(Γ ∩ gΓg−1) = Λ(gΓg−1).
for any g ∈ CommG(Γ). 
Let p be the factor map as in Theorem 1.6, and p˜ denote the lift of p
to G. Then p˜ is a left Γ-invariant and right U -equivariant map from G to
Y. In view of Lemma 7.25 and replacing Γ by a bigger subgroup of HΓ, if
necessary, we may assume
Γ = {h ∈ HΓ : p˜(hg) = p˜(g) for m˜
BR-a.e. g ∈ G}. (7.29)
Define
Q := {(h, u) ∈ HΓ × U : p˜(hgu) = p˜(g) for m˜
BR-a.e. g ∈ G}.
Since m˜BR is left HΓ-invariant and right U -invariant we get that Q is a
closed subgroup of HΓ × U. The subgroup Q acts on G by
q(g) = hgu
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for q = (h, u) ∈ Q and g ∈ G.
Lemma 7.27. The subgroup Q is contained in NG(Γ)× U.
Proof. If (h, u) ∈ Q, then for any γ ∈ Γ and m˜BR-a.e. g ∈ G, we have
p˜(γhgu) = p˜(hgu) = p˜(g) = p˜(γg) = p˜(hγgu).
Since m˜BR is right U -invariant, the above implies
p˜(γhg) = p˜(hγg) for m˜BR-a.e. g ∈ G.
By the definition of HΓ, we deduce
p˜(g) = p˜(hγh−1g) for m˜BR-a.e. g ∈ G,
that is, hγh−1 ∈ Γ by (7.29). So h ∈ NG(Γ). 
Proof of Theorem 1.6. Set X = Γ\G. Given the factor map p :
(X,mBR)→ (Y, ν) we can disintegrate mBR into mBR =
∫
Y τy dν(y) where
τy(p
−1(y)) = 1 for ν-a.e. y. Recall, e.g. from [10], that we can construct the
independent self-joining relative to p by
µ¯ :=
∫
Y
τy ×p τy dν(y). (7.30)
Then µ¯ is a U -joining on Z := X ×X supported on X ×p X := {(x1, x2) :
p(x1) = p(x2)}. Disintegrate µ¯ into ∆(U)-ergodic components:
µ¯ =
∫
Z
µz dσ(z). (7.31)
By Theorem 1.3, we have µz is a finite cover self joining for σ-a.e. z. That
is, µz is the image of m
BR on a closed orbit [(e, gz)]∆(G)(e, uz) where
gz ∈ CommG(Γ) and uz ∈ U. Note that (gz, uz) ∈ HΓ × U for σ-a.e. z
by Corollary 7.26.
We now compare the two descriptions (7.30) and (7.31) of µ¯ and get the
following consequences. Since
p˜(gzguz) = p˜(g) for σ-a.e. z and m˜
BR-a.e. g ∈ G,
we have (gz , uz) ∈ Q.
Recalling from Lemma 7.27 that Γ × {e} is normal in Q, consider the
following subgroup
L := Γ× {e}\Q.
Then the above discussion implies that in (7.31), we can consider σ as a
probability measure on L. Hence we may write
µ¯ =
∫
L
µℓ dσ(ℓ)
where, for σ-a.e. ℓ, µℓ is the image of the BR-measure on
(Γ× Γ)\{(g, ℓ(g)) : g ∈ G},
up to a constant multiple.
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Following the proof of [10, Thm. 3.9(iii)], we now claim that the convolu-
tion σ ⋆σ is equal to σ. Comparing with (7.30), we get that for ν-a.e. y, the
measure τy is supported on a single L orbit. Furthermore, for τy-a.e. x ∈ X
we have∫
L
f(ℓ(x))dσ(ℓ) =
∫
X
f(x′)dτy(x
′) for all f ∈ Cc(X). (7.32)
Now using (7.32), for all f ∈ Cc(X) and τy-a.e. x, we have
σ ⋆ σ(f) =
∫
L
∫
L
f(ℓ2ℓ1(x))dσ(ℓ1)dσ(ℓ2) =
∫
L
∫
X
f(ℓ2(x
′))dτy(x
′)dσ(ℓ2)
=
∫
X
∫
L
f(ℓ2(x
′))dσ(ℓ2)dτy(x
′) =
∫
X
∫
X
f(x′′)dτy(x
′′)dτy
=
∫
X
f(x′′)dτy(x
′′) =
∫
L
f(ℓ(x))dσ(ℓ) = σ(f).
This proves the claim.
It follows that σ is the probability Haar measure of a compact subgroup
R of L by [10, Lemma 3.11, Rk. 3.12]. Since [HΓ : Γ] <∞ by Lemma 7.25,
it follows that R is a finite subgroup of Γ\NG(Γ)× {e} ⊂ Γ\Q.
All together we get τy is the push forward of the Haar measure σ to
an orbit of R in X for ν-a.e. y ∈ Y. That gives (Y, ν) is isomorphic to
R\(Γ\G,mBR). This implies 1.6. 
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