Abstract. We study several process equivalences on a probabilistic process algebra. First, we define an operational semantics. Afterwards we introduce the notion of passing a test with a probability. We consider three families of tests according to the intended behavior of an external observer: Reactive (sequential tests), generative (branching tests), and limited generative (equitable branching tests). For each of these families we define three predicates over processes and tests (may-pass, mustpass, passp ) which induce three equivalences. Finally, we relate these nine equivalences and provide either alternative characterizations or fully abstract denotational semantics. These semantic frameworks cover from simple traces to probabilistic acceptance trees.
Introduction
Process algebras [16, 24, 1, 25, 2] are an adequate mechanism to formally specify and analyze networked and distributed systems. The process algebra literature includes numerous semantic models. These semantic frameworks are used to describe the behavior of processes as well as to define relations on them. Testing semantics [7, 15] represents one of these semantic frameworks. Intuitively, two processes are testing equivalent if they have the same responses for all the tests belonging to a certain set. Depending on how these responses are analyzed, several testing semantics can be defined: May, must, refusal, fair, etc. We consider that this semantic framework is very suitable because it is easy to understand and allows us to give different equivalences just by modifying the idea of what a test is or when a test is successfully passed.
Once the basic frameworks were studied, research in process algebras has tried to close the gap between formal models and real systems. Thus, features which were initially abstracted have been introduced later. This is the case of probabilistic information. In particular, if we concentrate only on probabilistic testing, regardless whether the underlying model is a process algebra or another formalism, several semantics have been defined. This area of research was very active in the previous decade (we can mention [5, 35, 18, 30, 29, 33, 26, 12, 21, 6, 31] ). Moreover, there also exists recent work on the topic (see, for example [19, 3, 28, 34, 4, 8] ). Despite the myriad of papers on the subject, there is a lack of papers comparing several testing approaches under the same umbrella. In fact, most work in this direction is limited to compare a may and a must variants in a given probabilistic setting. That is, we miss a classification in the probabilistic setting similar to the ones provided in [9, 10] for nonprobabilistic processes. This paper represents a first step towards such a complete study.
In this paper we study different testing semantics for the probabilistic process algebra PPA defined in [30, 28] . This process algebra has two choice operators (external and internal), which are extended with a probability. In addition, it allows the definition of recursive behaviors. The study of the different semantics is performed in a testing framework. We propose three families of tests according to the capabilities of an external observer:
-In the reactive model [22] the environment can offer only one action at a given time. Intuitively, an entity interacting with a system can press only one button at a given time. -In the generative model [11] the environment can offer more than an action and with different probabilities. So, more than one button can be pressed at a given time and they can be pressed with different strengths. -In the limited generative model [29] the environment can offer several actions at a given time, but the probabilities associated with these actions are the same. So, more than one button can be pressed at a given time, but they have to be pressed with the same strength.
For each of the above families of tests we consider three different definitions of successfully passing a test:
-P may-pass T if the probability with which P passes T is greater than zero.
-P muss-pass T if the probability with which P passes T is equal to one.
-P pass p T if the probability with which P passes T is equal to p.
The combination of these two ideas (the different families of tests and the different interpretations of successfully passing a test) induce nine equivalence relations. In order to provide real usefulness to these equivalences, we relate them and provide either alternative characterizations or fully abstract denotational semantics.
We will show that the may interpretation coincides in the three families of tests. We define a fully abstract denotational semantics, based on traces, for the induced equivalence. For the must-reactive interpretation, we show that a fully abstract denotational semantics cannot be defined by using the usual least fixpoint techniques. Thus, we give an alternative characterization based on must traces. The must interpretation coincides for the generative and limited generative models, and we give an alternative characterization based on acceptance sets [15] . We show that the reactive testing equivalence is not a congruence and we define an alternative characterization based on probabilistic traces. For the generative model we have a fully abstract denotational semantics based on probabilistic acceptance trees [28] . Finally, we provide an alternative characterization, based on a set of essential tests, for the limited generative model. In Figure 1 we show how the different equivalences studied in this paper are related.
As a derived result, our testing equivalences appropriately deal with unfair divergences caused by unguarded recursive definitions in the context of an internal choice. In fact, our results about fairness can be compared with those in [27, 32] , while they are not so similar to those in [14] where fairness is only considered in the context of parallel compositions. A study on the relation between probabilistic testing and fairness can be found in [31] .
In terms of related work, our reactive and generative models follow the same intuitive ideas as those in [11] , but we do not need to give different operational semantics for each of the models. We have just an operational semantics and the differences between the models come from the considered families of tests. The model described in [35] , and other testing frameworks based on it, can be compared to our generative point of view. They define a probabilistic process algebra with two choice operators but, unlike PPA, the external choice does not have an associated probability. This fact simplifies the operational semantics but complicates the definition of a testing semantics: A process passes a test with a set of probabilities. They adapt the notions of may and must equivalences by computing the infimum and supremum of sets of probabilities. For these equivalences, compositional characterizations are defined in [18] and characterized as simulations in [19] . We think that these characterizations are so complicated because of the absence of probabilities in external choices. In contrast, our operational semantics is slightly harder, because we have to deal with probabilities in the scope of the external choice, but testing equivalences are simpler and more intuitive. Thus, the alternative characterizations for the may and must interpretations are clearer and more similar to the nonprobabilistic model.
In [20, 17, 23] several equivalence relations for probabilistic processes are given by adapting nonprobabilistic relations to the probabilistic setting. In spite of being interesting, they relate probabilistic equivalence relations which are not in a common framework. We address our work in a rather different way: We begin by settling a testing framework, then we define natural semantic equivalences in this framework, and, finally, we provide alternative characterizations for these equivalences and relate them.
The rest of the paper is organized as follows. Section 2 presents the syntax, operational and testing semantics for PPA. In Sections 3, 4, and 5 we study testing semantics and alternative characterizations for the reactive, generative, and limited generative models, respectively. Finally, in Section 6 we present our conclusions.
An Overwiew of PPA
In this section, we briefly review the basic concepts of our probabilistic process algebra: Syntax, operational semantics and testing semantics. This process algebra was used in [28] , so more details can be found there (in particular, intuitive explanations of the operational semantics rules and the intended meaning of the rules defining the interaction between a process and a test). In addition, in this section we also define the interaction between a process and a test and adapt the must and may equivalences to our probabilistic framework.
Syntax and Operational Semantics of PPA
Definition 1 Given a finite set of actions Act and a set of identifiers Id, the set of PPA processes is defined by the following BNF expression:
where p ∈ (0, 1), a ∈ Act, and X ∈ Id.
From now on, except as noted, we only consider closed processes, that is processes without free occurrences of variables. In this process algebra, Nil is a deadlocked process, Ω is a divergent process, a; P denotes the action a prefixing the process P , P ⊕ p Q denotes an internal choice between P and Q with associated probability p, P + p Q is an external choice between P and Q with associated probability p, and recX.P is used to define recursive processes. We can extend the external choice operator to an n-ary one.
Definition 2 Let P 1 , . . . , P n be processes and p 1 , . . . , p n > 0 such that p i = 1. We define the generalized external choice as:
Next we give a syntactic definition for the stability of a process. It expresses that a process does not have unguarded internal choices, or equivalently that a process will not be able to (immediately) perform an internal transition. We also define a function live computing whether a stable process is operationally equivalent to Nil. 
Definition 3
We define the predicate stable(P ) over PPA processes as:
We define the function live(P ) over PPA processes as:
Even though the function live(_) is not defined for unstable processes, this fact does not represent a problem since we will apply it only to stable processes. The set of rules that define the operational semantics is given in Figure 2 . There are two types of transitions. The intuitive meaning of a transition P a −→ p Q (external transitions) is that if the environment offers all the actions in Act then the probability with which P performs a and then behaves as Q is equal to p; the meaning of P > −→ p Q (internal transitions) is that the process P evolves to Q with probability p without interaction with the environment.
For the sake of simplicity, we use multisets of transitions in order to get sets of transitions. So, if a transition can be derived in several ways, each derivation generates a different instance of this transition. For example, let us consider the process P = a + 1 2 a, where trailing occurrences of Nil have been omitted. If we were not careful, we would have the transition P a −→ 1 2 Nil only once, while we should have this transition twice. This problem is similar for the ⊕ p operator. So, if a transition can be derived in several ways, we consider that each derivation generates a different instance. In particular, when we define the testing semantics we will consider multisets of computations as well. We will use the delimiters {| and | } to denote multisets.
As shown in [28] , this operational semantics separates between internal and external transitions. So, a process can perform an external transition only if this process is stable (that is, it cannot perform internal transitions). Lemma 1 Let P be a process. If there exist p and P such that P > −→ p P then there do not exist q, a, P such that P a −→ q P . Equivalently, if there exist p, a, P such that P a −→ p P then there do not exist q and P such that P > −→ q P .
Testing Semantics
As usual, tests are processes where the alphabet Act is extended with a new action ω indicating successful termination. The operational semantics of tests is the same as that of processes (considering ω as an ordinary action). The rules defining the interaction between a process and a test (modelled by their parallel composition) are given in Figure 3 . In these rules we use a normalization factor μ(P, T ) similar to that in [6] . In addition, we also use two prenormalization factors (f P,T 1 and f P, T 2 ) in order to distribute the probability associated with those actions which cannot be performed by both sides of the parallel composition among the actions which can be performed by both sides. This represents a small change with respect to the definition given in [28] , but it does not change the induced testing equivalence (even though it changes the probability with which processes pass tests).
ω. If we would not use prenormalization factors we would have P passes the test T with a probability
while using prenormalization factors we obtain a probability of . This is a more intuitive result because the action b should not subtract probability from a.
Definition 4 Let P be a process and T be a test. A computation is a maximal sequence of transitions of the form
When the last transition is of the form P n−1 | T n−1 ω −→ pn Nil we say that the computation is successful. We denote byC the set of successful computations from C. The probability of a successful computation S, denoted by P r(S), is inductively defined as
We write P may-pass T if S∈C P r(S) > 0. We write P muss-pass T if S∈C P r(S) = 1. We write P pass p T if S∈C P r(S) = p.
In the previous definition, by maximal we mean that it cannot be extended, that is, from the reached point on, the composition of process and test cannot perform any action. Given a family of tests we can define the corresponding notions of testing, may, and must equivalences with respect to this family.
Definition 5 Given a family of probabilistic tests T and two processes P and Q we say:
-P and Q are probabilistic testing equivalent with respect to T , denoted by P ≈ T Q, iff for all T ∈ T we have P pass p T ⇐⇒ Q pass p T .
-P and Q are probabilistic may-testing equivalent with respect to T , denoted by P ≈ T may Q, iff for all T ∈ T we have P may-pass T ⇐⇒ Q may-pass T . -P and Q are probabilistic must-testing equivalent with respect to T , denoted by P ≈ T must Q, iff for all T ∈ T we have P muss-pass T ⇐⇒ Q muss-pass T .
As shown in [28] , the set of tests can be reduced by considering tests without internal choices and without nondeterminism caused by prefixing by the same action in an external choice.
Lemma 2 Let P be a process, T and T be tests, and a ∈ Act. We have:
In the reactive model the environment can offer only one action each time, that is, only one button can be pressed at a given time. In a testing framework, this interpretation gives rise to tests being just traces finishing with the acceptance action ω.
Definition 6 (Reactive Tests) The set of reactive tests, denoted by R, is defined by the BNF expression T = ω | a; T .
Alternative Characterization for ≈

R
The next example shows that ≈ R , that is, the test equivalence induced by considering R as set of tests, is not a congruence. So, we cannot define a fully abstract (compositional) denotational semantics for this equivalence. However, the rest of the operators are congruent for ≈ R .
Proposition 1 Let P and P be processes such that P ≈ R P . Then,
-For all action a ∈ Act we have a; P ≈ R a; P . -For all process Q and probability p ∈ (0, 1) we have
Let P (X) and P (X) be two terms with the free occurrence of the identifier X (that is, processes but with a free variable). If for all process Q we have P (Q) ≈ R P (Q) then recX.P ≈ R recX.P .
We will define an alternative characterization of this equivalence based on the operational behavior of processes, considering probabilistic traces. First we extend −→ to sequences of actions and > −→ to sequences of internal transitions.
Definition 7 Let P and P be processes. We write P > −→ * p P if this transition can be derived from the following rules:
We write P s −→ p P if this transition can be derived from the following rules: Let us note that if P > −→ * p P then P must be stable. So, > −→ * is not exactly the reflexive and transitive closure of > −→. Let us also note that the value p appearing in P s −→ p P indicates the product of the probabilities associated with the nondeterministic choices involved in the execution of the sequence s. This nondeterminism can be produced by internal transitions but also by external transitions labelled with the same action. As in the case of > −→ and −→, we must consider the possible repetitions of generalized transitions of the form P s −→ p P and P > −→ * p P . Definition 8 Let P be a process. We define the set of probabilistic traces of P as ptraces(
. Given a trace s, we define the function prob(P, s) as p if (s, p) ∈ ptraces(P ) and as 0, otherwise.
Lemma 3 Let P be a process. We have prob(P, s) = p iff P pass ps , wheres denotes the reactive test conformed by the actions of the sequence s finishing with ω.
Theorem 1 Let P and P be processes. We have P ≈ R P iff ptraces(P ) = ptraces(P ).
The must Reactive Equivalence
The next example shows that we cannot define a fully abstract denotational semantics using the usual least fixpoint technique. Instead, we will define an alternative characterization from the probabilistic traces of a process.
Example 3 Let Q = recX.P (X), where P (X) = (a; Nil) ⊕ p X. We have that Q ≈ R must a; Nil. However, Ω is fixpoint of the equation
Obviously, Ω is the least fixpoint. So, if we define the semantics of a recursive process with the usual technique we do not obtain the desired results.
Definition 9 Let P be a process. We define the set of must probabilistic traces of P as must-traces(P ) = {s | (s, 1) ∈ ptraces(P )}.
That is, given a process, we consider its probabilistic traces which have 1 as associated probability. The induced equivalence coincides with ≈ R must as it is stated in the next result.
Theorem 2 Let P, P be processes. We have P ≈ R must P iff must-traces(P ) = must-traces(P ).
The may Reactive Equivalence
Following a similar reasoning to that used for the must reactive equivalence, we can define an alternative characterization for ≈ R may , considering the traces of a process and forgetting the probabilistic information.
Definition 10 Let P be a process. We define the set of may probabilistic traces of P as may-traces(P ) = {s | (s, p) ∈ ptraces(P )}.
Theorem 3 Let P and P be processes. We have P ≈ R may P iff may-traces(P ) = may-traces(P ).
But in this equivalence we can go further because a fully abstract denotational semantics for ≈ R may can be given in terms of traces. The semantic domain, denoted by TRA Act , will be the sets of traces. We denote by R, R 1 , . 
For all a ∈ Act we define the semantic function a; _ :: TRA Act −→ TRA Act . The element a; R ∈ TRA Act has the same traces as R but prefixed by the action a. So, a; R = {(a•s)|s ∈ R}∪{ }. We add the empty trace because the syntactic process associated with this semantic process is stable.
For all p ∈ (0, 1) the functions ⊕ p :: TRA Act × TRA Act −→ TRA Act return the union of the corresponding sets of traces. That is,
In the case of the external choice we must consider if any of the processes is equivalent to Ω. For all p ∈ (0, 1) the function + p :: TRA Act × TRA Act −→ TRA Act is defined as
Proposition 2 For all a ∈ Act the semantic function a; _ is continuous. For all p ∈ (0, 1) the semantic functions ⊕ p and + p are continuous.
As usual when defining a denotational semantics, the meaning of recursive expressions recX.P (X) is given by the limit of its finite approximations
Since all the operators of the language are continuous, this limit is the least fixpoint of the equation
Lemma 5 Let P be a process. We have s ∈ [[P ]]
R may iff P may-passs, wheres denotes the reactive test conformed by the actions of the sequence s finishing with ω.
Theorem 4 Let P, P be processes. We have
Let us remark that a fully abstract denotational semantics can be easily defined, from this one, for ≈ R (reactive testing equivalence) if we consider the subset of PPA without external choices. It is enough to modify the semantic functions adding a probability equal to 1 to the empty trace, taking into account the probability associated with the traces of R, when defining a; R, and considering the probability associated with internal choices (see [28] ).
As a concluding remark, we have that may and must reactive equivalences do not imply reactive equivalence (obviously, reactive equivalence implies may and must equivalences). For example, let us consider P = a ⊕ For example, they cannot distinguish between a + p b and a + q b. Also, these equivalences identify processes which will be divergent in the next step. For example, reactive equivalences identify the processes a; Ω and b; Ω (and both are equivalent to Nil).
The Generative Model
In the generative model the environment can offer several actions each time, and with different probabilities. That is, several buttons can be pressed at the same time and with different strengths. So, in this model the family of tests, denoted by G, is the whole set of probabilistic tests. Nevertheless, the set of tests can be reduced by applying Lemma 2 and by considering that recursive tests do not increase the distinguishing power of tests.
For the generative testing equivalence (≈ G ) a fully abstract denotational semantics was defined in [28] and extensively studied. This denotational semantics is based on the notion of probabilistic acceptance trees which are a natural extension of acceptance trees [13] . These trees have two kinds of nodes: Internal and external. The root is an internal node. Arcs outgoing from internal nodes are labelled with different states (sets of pairs action, probability where the actions are different, and if the state is not empty then the probabilities sum up to one), with an associated probability. The sum of these probabilities is less than or equal to 1, and the difference between one and this sum denotes the probability of divergence at this point. These arcs go to external nodes. The arcs outgoing from external nodes are labelled with the actions belonging to the state labelling the ingoing arc. For any action in that state, there is a (unique) arc labelled with this action. These arcs go to internal nodes. An example is shown in Figure 4 .
There are two important differences with respect to nonprobabilistic acceptance trees (of course, out of probabilities). First, there can be more than one state with the same actions. For example, a process may have the states: {(a, 4 )}. Second, the continuations after the same action are not joined. So the process (a; P ) ⊕ p ((a; P ) + q (b; Q)) is not necessarily equivalent to the process (a; (P ⊕ q P )) ⊕ p ((a; (P ⊕ q P )) + q (b; Q)).
Due to lack of space, we do not present the semantic functions corresponding to the syntactic operators (they can be found in [28] ) and we just repeat the final result.
Theorem 5 Let P, P be processes. We have
Generative probabilistic acceptance tree of P
Probabilistic-must generative acceptance sets of P Even though we have increased the set of tests, this fact does not influence the may interpretation, that is, as in the nonprobabilistic case, it is enough to consider sequential tests to characterize a may equivalence. Thus, if two processes are may reactive equivalent, they will be may generative equivalent. This is so because if one process passes a generative test with a probability greater than zero then each successful computation generates a sequential test conformed by the actions taking part in the computation. Because they are may reactive equivalent, this computation is also successful for the other process, and so it passes the generative test with a probability greater than 0.
Theorem 6 Let P and P be processes. We have P ≈ R may P iff P ≈ G may P .
The must Generative Equivalence
Using a similar argument to that of Example 3, we cannot define a fully abstract denotational semantics using the usual least fixpoint techniques for this equivalence. Instead, we will define an alternative characterization, in the same way that for the nonprobabilistic case, based on acceptance sets [7, 15] .
Definition 12 Given a stable process P , the set of actions that can be (immediately) performed by P is given by S(P ) = {a | ∃P , p : P a −→ p P }. Given a process P and a sequence of actions s ∈ Act * , we define the acceptance sets of P after s as:
The previous definition needs some explanation. In order to compute the acceptance sets of a process after a sequence s, first we compute the processes to which the process may evolve by performing the generalized external transition corresponding to s. If the sum of the probabilities associated with these transitions is less than one, then there exists a computation reaching a divergent process. In this case, as in the nonprobabilistic case, we consider that from this point on the process is divergent, and we return ∅ as acceptance set.
1 For exam-
because we only can derive P
Ω because Ω is not stable). Thus, A(P, a ) = ∅ (as in the nonprobabilistic case, this process is must equivalent to a; Ω). If the sum of these probabilities is equal to 1 then we compute the acceptance sets as in the nonprobabilistic setting (an example is shown in Figure 4 ).
Let us note that, as in the must-reactive case, this alternative characterization considers unfair divergences caused by unguarded recursive definitions in internal choices. For example, let P = recX.(a; Nil) ⊕ 1 3 X. We have
a; Nil, P > −→ * 4 27 a; Nil . . . and the probabilities associated with these transitions sum up to 1 since we have
So, A(P, ) = {{a}} and then P is equivalent to a; Nil. Next, we define an equivalence relation which coincides with ≈ G must . Definition 13 Let A and B be acceptance sets. We write A B if for every A ∈ A there exists B ∈ B such that B ⊆ A, and for every B ∈ B there exists A ∈ A such that A ⊆ B.
Let P and P be processes. We write P = must P if for all s ∈ Act * we have A(P, s) A(P , s).
Theorem 7 Let P and P be processes. We have P ≈ G must P iff P = must P .
The Limited Generative Model
In the limited generative model we consider deterministic 2 tests and such that there is an equitable distribution of probabilities among the offered actions at a given time. This means that several buttons can be simultaneously pressed but all of them with the same strength. The may interpretation in this model coincides with that of the reactive model. In the case of the must interpretation, we have that ≈
LG must coincides with ≈ G must . Intuitively, if a process passes a test with probability 1 it does not matter the possible distribution of probabilities among the offered actions.
Theorem 8 Let P and P be processes. We have P ≈
LG may P iff P ≈ G may P . We have P ≈
LG must P iff P ≈ G must P . In [29] , an alternative characterization based on limited probabilistic barbs was given for the limited generative testing equivalence (≈
LG ), for a probabilistic version of LOTOS. These results can be adapted to our framework. First, we precisely define the new set of tests.
Definition 15
The set of limited probabilistic barbs, denoted by LPB, is defined by the BNF expression:
, where b i ∈ Act ∪ ω are different actions, and R i = Nil for all 1 ≤ i < n while R n = T .
We write P ≈
LGB P if for all T ∈ LGB we have P pass p T iff P pass p T .
That is, a limited probabilistic barb is a limited probabilistic test such that at most only one of the offered actions at each time has a continuation (the rest of actions are prefixing the process Nil). This family of tests has the same distinguishing power as the whole family, as it is stated in the next result.
Theorem 9 Let P and P be processes. We have P ≈
LG P iff P ≈ LGB P .
But this alternative characterization is not suitable to be extended to a denotational semantics. A fully abstract denotational semantics could be given for this equivalence by modifying the probabilistic acceptance trees model, but the definitions are too involved since several states must be joined into one. 
Conclusion
In this paper we have proposed a number of testing equivalences on PPA. Since we use a testing framework, the definitions of these equivalences are very natural and easy to understand. Testing equivalences are intuitive but they are not suitable for a practical use since they are based on the behavior of a process with respect to an infinite set of tests. So, we have given alternative characterizations and fully abstract denotational semantics. The hierarchy we have settled brings up both useful information about different probabilistic testing equivalences and relationships between denotational models.
