The retail industry is a data-rich environment, especially in the case of risk management. However, much of this risk management data is not used to its full potential and there exists a need for more automated analytic tools. Supervised learning solutions are not enticing due to the difficulty of providing meaningful labels for these types of dataset. In this project, we explore the utility of three unsupervised learning techniques: Principal Component Analysis (PCA), t-Distributed Stochastic Neighbor Embedding (t-SNE), and Self-Organizing Feature Maps (SOFM) on an unlabeled real world dataset. Specifically, we use these techniques to identify features that correlate to the amount of risk a retail cashier poses to the store. We show that while PCA and t-SNE allow clustering and visualization of cashier data, they are not sufficient for detailed risk management analysis. Also, we expand the reach of the SOFM algorithm in real world applications by showing that it provides better visualization than PCA and t-SNE, and allows for detailed analysis of this dataset.
INTRODUCTION
In 2016, the retail industry suffered an estimated loss of $44 billion USD due to theft, employee dishonesty, and administrative accounting errors [5] . Experts attribute 65% to 80% of retailers' total loss to employee dishonesty [13] . Since revenue loss due to employee dishonesty significantly affects retailers, we investigated a particular retailer's current method of establishing employee risk, and attempted to reduce the complexity of identifying common sources of risk.
The major U.S.-based retailer we investigated has an existing system to evaluate potential employee risk, but this system requires a complicated, manually hand-tuned weighting process done by human analysts [1] . The result of this risk assessment system is a single numeric risk factor value that determines an employee's risk to the store. After studying this system, we identified two potential areas of improvement: reduce the necessity of human hand-tuning and represent risk in a better format than a single value.
In discussions with the authors, an executive of the national retailer expressed concern that the retail industry, while a data rich environment, has many data sources that are disconnected and under-analyzed. This is an ideal opportunity to utilize the vast amount of data that can be provided by retailers to create a better system of determining employee risk. In our work, we investigate 1) methods to easily represent retail employee data to enable intuitive analysis, and 2) an automated approach in analyzing retail risk using machine learning techniques.
The real-world data from retail (and other) industries are almost never just two or three dimensions, so it can not be visualized through typical means of plotting. Even if the data could be easily visually represented, it is unlikely that each dimension would be scaled based on contextual meaning of the underlying data source. These real-world, high-dimensional datasets contain complex relationships between features and dimensions but lack straightforward methods to transform and visualize these relationships. This aspect makes understanding the data an unintuitive and complicated challenge for analysts. However, it is possible to extract meaningful low-dimension features from a high dimensional dataset by using dimension reduction methods.
This work attempts to answer the following question: given a real-world dataset on retail cashiers and a pre-calculated risk factor, is it possible to visualize a "ranking" of these cashiers on a two dimensional graph that is easy for humans to interpret? Additionally, is it possible to perform this "ranking-visualization" autonomously through unsupervised machine learning?
In order to answer these questions, we used three techniques: Principal Component Analysis (PCA), t-Distributed Stochastic Neighbor Embedding (t-SNE) [11] , and Self-Organizing Feature Maps (SOFM) [10] and then compared their effectiveness at creating visualizations that enable the differentiation or grouping of employee risk rankings.
PCA and t-SNE are both dimension reduction algorithms. The goal of dimension reduction is to extract the important features from a complicated multi-dimensional model so the model can be visualized in a two or three-dimensional space. While these two algorithms share the same goal, there are differences in their approach. In general, PCA linearly projects high dimensional data into a lower dimensional space while preserving as much information as possible. In contrast, t-SNE transforms the dataset non-linearly and adapts to the local structures of the data points.
Alternatively, SOFMs are artificial neural networks that are trained to discover the most important features in high dimensional data set. SOFMs are used for dimension reduction, but they rely on training data to generate representations rather than applying mathematical computations like PCA and t-SNE. All of the techniques used in this project are unsupervised, meaning that the data points do not have a "correct label" and the representations generated by the algorithms are purely based on features within the data.
RELATED WORK
Dimensionality reduction has been utilized in many different ways. PCA is one of the most well-known and oldest techniques for multivariate analysis of datasets [14] . In the realm of risk-analysis, PCA has recently been used, among many others, for stock portfolio management [18] , survival outcomes based on oncology drug prices [20] , identification of trends in depressive symptoms [9] , and the identification of credit risk within existing accounts [8] .
While PCA has been shown to be effective in specific situations, its performance when dealing with non-linear relationships lags far behind t-SNE [6] . The most common application of t-SNE is in unsupervised image organization, where similar images are clustered together in a plot [11] [4] . Additionally, t-SNE has been used in the predictive clustering of high-dimensional multimodal neuroimages [12] , to predict emergency room revists [7] , to unlock super bowl insights [3] , and to assess market reactions on share performance [16] .
The SOFM algorithm's reach into real world analysis appears much more limited than t-SNE -especially in the realm of risk identification. However, it has been used previously to visualize politician's votes [10] , for unsupervised clustering of malware on a danger scale [19] , and to forecast seasonal rainfall by leveraging stock index forecasting [15] .
METHODOLOGY 3.1 Environment Setup
The experimental process described below was performed with Python 2.7 and in Ubuntu 16.04 (later 17.04) operating systems, with the exception of data analysis. Due to the large amount of features contained in the data set, analysis was performed on the University of Wyoming Advanced Research Computing Center using the Slurm Workload Manager to distribute tasks to multiple computation nodes [2] .
Data Ingestion
We were provided with a real 30-dimensional dataset of cashier activity within a large corporate retail chain. Each entry of the dataset consists of the cashier's identification number, store identification number, and twenty-eight other features. The data was recorded by the corporate retail chain from their daily operations, and it was released to us on January 29, 2017. The dataset is organized into sheets by store region (Denver, Eastern, Houston, Inter-mountain, Northern California, Portland, Seattle, Southern California, Southern, Southwest), with 100 entries for each region. Combined, there were a total of 1,000 entries for the entire set. Note, this is only a subset of the full data available from the retailer. Also provided with each entry was a risk factor determined and calculated by a risk assessment consulting firm using existing methodology.
Data Wrangling
The provided dataset was formatted as a Microsofot Excel workbook, which could not be directly manipulated. In order to easily manipulate the data, we converted the Excel workbook to a commaseparated value (CSV) file using an automated Python script. The script first combined data from every sheet of the workbook into one single monolithic sheet. Then, using the Excel Reader Python library, the values from each row were automatically converted into a CSV row. Since the original workbook contained formatting such as headings, subheadings, and blank lines, these extra formatting elements were removed through regular expressions matching in Python. The processed data were then saved as a .csv file for analysis.
ML-Based Classification Techniques
3.4.1 t-SNE Analysis. The first component of our analysis is to visualize the data using t-SNE. t-SNE is used to reduce highdimensional data into two dimensions, which allows the dataset to viewed on a 2D plot. This algorithm is extremely robust; it has been applied to datasets ranging from the MNIST hand written digits to the Reuters word bank [11] . Given that the cashier data has upwards of thirty dimensions, t-SNE can be used effectively to produce a cluster visualization of the employee data.
t-SNE calculates the similarity of high dimensional data by converting the Euclidean distance between two points into conditional probabilities [11] . The pairwise similarity (represented as a conditional probability) of points x i and x j is calculated by:
where σ i is the variance of the Gaussian centered on data point x i . Next, a pair of lower-dimension points, y i and y j , are defined in relation to x i and x j . Likewise, a conditional probability can be defined for these points:
If y i and y j correctly model the similarity between x i and x j , then the conditional probabilities p j |i and q j |i would be equal. As such, t-SNE will find a low-dimensional data representation that minimizes the difference between p j |i and q j |i , which can be calculated by the Kullback-Leibler divergence:
This difference is then minimized using gradient descent, and results in a map of lower-dimension points that accurately reflects the similarity between the high-dimensional data. In our implementation, the cashier number and store number were stripped from the data because they are non-contributing features to the dimension reduction. The pre-calculated risk factor was also removed to avoid t-SNE fitting the data directly to those risk factors. The rest of the data was passed to the algorithm, which generates a 2D plot of all the data points. It should be noted that t-SNE can be used either supervised or unsupervised. However, we did not have adequate labels for each entry, so there are no labeled indications of clusters on the resulting plot.
The t-SNE algorithm is also dependent on two important hyperparameters that can be tuned. The first hyperparameter is the perplexity, which is the balance between local and global aspects of the data. The second hyperparameter is the number of iterations the algorithm is run for. Typically, changing these hyperparameters will result in significantly different plots; so it must undergo a tuning process [17] . There is no ideal setting for these two parameters in this dataset, so we show a montage of resulting plots from a sweep of both hyperparameters in the results section.
SOFM
Classification. An SOFM is an unsupervised neural network that is not trained with the traditional backpropagation method, but instead, uses the competitive learning architecture for classification. In this architecture, the nodes are in competition with each other for input patterns. Running the data through an SOFM is another method to visualize our high-dimensional data in a low-dimension space, and can serve as a check to our t-SNE visualization.
The SOFM algorithm [10] can be summarized as follows:
(1) Initialize of the weight vectors for every neuron in the grid (2) Draw a sample training input vector D (3) For each neuron in the grid, calculate the L2-distance to determine the similarity between the input and the neuron's weight vector (4) Determine the Best Matching Unit (BMU), which is the neuron with the smallest L2-distance from the previous step (5) Perform the update function of all of the BMU's neighboring neurons:
Repeat from step 2 until the resulting feature map converges or finishes with a preset number of iterations
In our implementation, the neural network is of size 100x100 for 10,000 neurons total. The weight vectors of each neuron can be either initialized randomly or with values from performing a preliminary PCA. In order to observe new trends in the data, we chose to randomly initialize the weight vectors. The neural network is then trained until convergence, and the activations of each neuron per feature is plotted.
RESULTS AND CONCLUSION 4.1 PCA and t-SNE Results
After performing PCA on the full dataset, the resulting projections in 2D and 3D space are shown in Figures 1 and 2 , respectively. The orginal continuous risk factor has been discretized into a 5 value likert-scale with equal frequency. While the algorithm achieved its goal of representing the dataset in a two-dimensional plot, it does not provide meaningful relationships between the individual points. The plots show several outliers and several overlapping regions that do not allow for clear clustering of risk. The result from PCA is a baseline for comparison between the other techniques.
The resulting plots after running the t-SNE algorithm on the processed dataset is shown in Figure 2 . The montage is a collection of hyperparameter sweeps across perplexity (p) and number of iterations. At low p values, the t-SNE result shows no improvement over PCA since all of the data points are contained in one central cluster. However, as perplexity is increased, we start seeing clusters form. Since no labels have been provided with the dataset, those clusters cannot be identified by their features. As a result, we conclude that using a dimension-reduction algorithm alone is not sufficient for visualizing this retail data. Since the t-SNE results provide no real meaning of the clusters, it is not very useful to analysts. 
SOFM Results
The output after training the SOFM algorithm is a map of neurons, with similar neurons being in proximity of each other. To visualize the neuron map, we select a feature and plot the resulting activation values. The SOFM was trained with all the features except Store Number and Cashier Number since they are non-contributing features. In the pre-calculated risk factor provided by the existing risk assessment system, it mentions three baseline features that should not affect a cashier's risk. These baseline features are Total Number of Transactions, Total Items Count, and Total Sales Amount. The neuron activation maps for these features and the risk factor are shown in Figure 3 .
As a sanity-check, we can see in Figure 4 that the neuron activations from Total Items Count are extremely similar to Total Sales Amount. In essence, this means: a cashier that sells more items would have more total sales, and a cashier that sells less items would have less total sales. Intuitively, we can imagine this to be true for most cashiers. A cashier may only sell expensive items, which yields less item count but higher sales, which is still accounted for since the two activation plots are not completely identical (this is verified by taking the md5sum of the two plot images).
In Figure 5 , the neuron activation map for every feature is plotted, where each pixel within the plot is representative of one neuron. This series of plots allow us to determine which features are correlated. From the activation map for the pre-calculated Risk Factor in Figure 5 , we observe the two clusters associated with low risk are in the top left and bottom left sections of the map (dark blue areas).
From the neuron activation maps, we can generalize that high risk is comprised of the characteristic attributes defined below: These features are first qualitatively identified by the similarity of their activation maps to the risk factor activation map. To verify, we also treat the feature activation maps as images and calculate the Mean Squared Error (MSE) between each map and the risk factor map. The smaller the MSE, the more similar the feature map is to the risk factor map. Features with small MSE values are those that contribute to high risk the most, which we noted previously.
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CONCLUSION AND FUTURE WORK
From these results, we conclude that using an unsupervised neural network such as SOFM is sufficient to accomplish both the visualization task and analysis task. In the SOFM, all of the original features Figure 5 : Neuron Activation maps for all contributing features in the dataset of the dataset are preserved while still allowing for easy-to-view plots. In t-SNE analysis, the original features of the dataset are diminished during the dimension-reduction process. While the plots generated are visually easier to read, they do not provide much meaning for analysts. In addition, without the necessary labels, it is difficult to identify clusters within the t-SNE plot.
In summary, unsupervised neural networks can be used to improve the existing employee risk assessment systems in the retail industry. The two potentials areas of improvement for the existing systems are: a less complicated risk evaluation process, and a better representation of an employee's risk than just a single value. An unsupervised neural network, such as the SOFM, allows a 2D visualization of all of the employee's features and performs autonomously. However, assumptions of which features hold the most importance to risk are only drawn from the pre-calculated risk factor. If data are labeled (e.g. which employees were disciplined), then the neural network could learn which features hold the most importance to risk. This would allow us to change the weighting of features in the original risk factor assessment, and perhaps shed light on a new way to methodology for calculating risk.
