Abstract. In this paper, we explore P-type and D-type learning laws for two classes of RiemannLiouville fractional-order controlled systems to track the varying reference accurately by adopting a few iterations in a finite time interval. Firstly, we establish open and closed-loop P-type convergence results in the sense of (1 − α,λ ) -weighted norm · 1−α,λ for Riemann-Liouville fractional-order system of order 0 < α < 1 with initial state learning. Secondly, we establish open and closed-loop D-type convergence results in the sense of λ -weighted norm · λ for Riemann-Liouville fractional-order system of order 1 < α < 2 with initial state learning. Finally, two numerical examples are given to illustrate our theoretical results.
Introduction
Since Uchiyama [1] and Arimoto [2, 3] put forward the iterative learning control (ILC for short), ILC has been extended to tracking tasks with iteratively varying reference trajectories [4, 5, 6, 7] . There are some contribution on P-type and D-type iterative learning control for integer order ordinary differential equations [8, 9, 10, 11] . The contribution [12] pointed out that how to deal with iteration-varying factors became a focus of ILC research.
Nowadays, fractional calculus plays an important role in various fields such as electricity, signal and image processing. And many fractional order controllers have so far been implemented to enhance the robustness and the performance of the control systems [13] . Furthermore, ILC of fractional-order systems has been attracted by many researchers since fractional-order systems can better describe the behavior of the object in control problems [14, 15, 16, 17] .
Recently, existence theory of solutions to fractional differential equations involving Riemann-Liouville derivatives has been investigated in [18, 19, 20, 21] . Some researches about Caputo fractional controlled systems have obtained some interesting results [22, 23, 24, 25] .
Hence, in this work, we mainly consider Riemann-Liouville fractional-order nonlinear system of 0 < α < 1:
with a given nonlinear output y k .
Meanwhile, we consider Riemann-Liouville fractional-order nonlinear system of 1 < α < 2:
with a given linear output y k .
We explore iterative learning control for Riemann-Liouville fractional controlled systems, and establish the convergence analysis of two kinds of ILC for fractional differential systems via initial state learning and with initial state learing. We try to design some ILC law to generate the control input u k (·) such that the fractional system output y k (·) tracks the reference trajectories y d (·) as accurately as possible as k → ∞ uniformly on a finite time interval in the sense of (1 − α, λ )-weighted norm for P-type ILC and order α ∈ (0, 1) and λ -weighted norm for D-type ILC and order α ∈ (1, 2). The ILC scheme would not fix the initial value on the expected condition at the beginning of each iteration. So, we lead into initial state learning.
For system (1.1) (0 < α < 1 ), we consider the open-loop P-type ILC updating law with initial state learning:
where y d (t) be the iteratively varying reference trajectories and e k (t) = y d (t) − y k (t) denotes the tracking error, L and γ 1 are unknown parameters to be determined. And closed-loop P-type ILC updating law with initial state learning:
where L and γ 2 are unknown parameters to be determined. For system (1.2) (1 < α < 2 ), we consider the open-loop D-type ILC updating law with initial state learning:
(1.5)
And the closed-loop D-type ILC updating law with initial state learning:
The results of the P-type ILC and D-type ILC for full nonlinear fractional differential systems are derived respectively. Examples are given in final section to demonstrate the application of our main results.
Preliminaries
Denote C (J, R n ) be the Banach space of vector-value continuous functions from J → R n endowed with the ∞-norm 
and the Riemann-Liouville fractional derivatives D α a+ f is defined by
where Γ(·) is Gamma function and f (·) is an integrable function. 
.
The following two generalized Gronwall inequalities will be used in the sequel. 
m(t) is a nonnegative function locally integrable on J and n(t) is a nonnegative, nondecreasing continuous function defined on J , n(t) M ( M is constant), and suppose y(t) is nonnegative and locally integrable on J with
REMARK 1. Under the hypothesis of Lemma 3, let m(t) be a nondecreasing function on J . Then we have
LEMMA 4. (see [30, Lemma 3.1] or [31]) Let u(t) be a continuous function on t ∈ J and let v(t − τ) be continuous and nonnegative on the triangle 0 τ t . Moreover, let w(t) be a positive continuous and non-decreasing function on t ∈ J . If u(t) w(t) +
3. Convergence analysis of P-type for 0 < α < 1
We consider Riemann-Liouville fractional-order nonlinear system of 0 < α < 1:
where k denotes the k th learning iteration. The nonlinear terms f , g :
The variables x k (t), u k (t), y k (t) ∈ R are denoted by state, input and output, respectively. In addition, lim
0+ denotes Riemann-Liouville fractional derivative (see [18, Formula (4.1.2)]). Obviously, the solution of (3.1) equivalent to the solution of following integral equation (see [18, Formula (4.1.10)]):
We impose the following assumptions.
In addition, there exist nondecreasing and nonnegative continuous functions L f (·) and I f (·) such that
and M L is a finite positive constant. Proof. It follows from e k (t) = y d (t)−y k (t) and the mean value theorem [14, (10) ],
Then, we can get
Next, we will deal with Δx k (t), according to (3.2), we have
Using Lemma 1 and (3.3), we get
Then,
In the light of (A 3 ), we obtain
Note that the fact
So, (3.6) become
where
is nondecreasing. By Remark 1, one obtains
And then
So we obtain
In case of Δu k 1−α,λ = γ 1 Δe k 1−α,λ , and consider (3.5), we take · 1−α,λ , then
By (3.4), there exists a sufficiently large λ such that
Therefore, from inequality (3.12) and Lemma 5, we have lim k→∞ e k 1−α,λ = 0. The proof is completed. 
REMARK 2. For system (3.1), if we assume that lim
for a sufficiently large λ such that
Closed-loop case

LEMMA 6. (see [14, Lemma 3.7])
For fractional-order nonlinear system (3.1) and given reference y d (t), Proof. The proof is similar to Theorem 1, we present main different parts. Firstly,
So, we derive that
And then, we obtain
which implies that
It means that
Δx k 1−α,λ . (3.14)
As for Δx k 1−α,λ , we take formula (3.11) into (3.14), we obtain
Finally, we get
, (3.15) where
There exists a sufficiently large λ such that ε := g x (ξ )c * λ α > 0 is very small and σ 3 − ε > 1. Then by (3.13), one can obtain
Therefore, from inequality (3.15) and Lemma 6, we have lim 
then the assumption (A 3 ) can be removed. Moreover, one can find that closed-loop P-type ILC updating law (1.4) guarantees that y k tends to y d in the sense of λ − norm for a sufficiently large λ satisfying
Convergence analysis of D-type for
We consider Riemann-Liouville fractional-order nonlinear system of order 1 < α < 2 with impulses:
where k denotes the k th learning iteration, T denotes pre-fixed iteration domain length. The nonlinear terms f : J × R × R → R. The variables x k (t), u k (t), y k (t) ∈ R are denoted by state, input and output, respectively. In addition, lim 
Proof. Note thaṫ
Due to (4.2), Lemma 1, Lemma 2 and the conditions of Theorem 3, we obtain thaṫ
Note Lemma 1, and take norm on the above equality, then we can get
Note that
And then, we have
Similarly, we have
Taking (4.5) and (4.6) into (4.3), we get
So we get
Taking (4.4) into (4.7), we get
Since we can choose λ large enough such that |1 − dγ 1 | < 1 , we can get that lim 
Simulation examples
In this section, two numerical examples are presented to demonstrate the validity of the designed method. In order to describe the stability of the system which is associated with the increase of iterations, we denote the total energy in k th iteration as
and P-type ILC Figure 2 shows the ∞-norm of the tracking error in each iteration.
Conclusion
In this paper, iterative learning control for two class of Riemann-Liouville type fractional-order differential systems (one is 0 < α < 1 , the other is 1 < α < 2) are firstly introduced to tracking the target with initial state offset. Secondly, the techniques of generalized Grownwall inequality and properties of Mittag-Leffler type functions are utilized to make estimation of the error. Finally, sufficient conditions for iterative learning law convergence are given in the sense of (1 − α, λ )-weighted norm and λ -weighted norm.
