Abstract-The contourlet transform is a new two-dimensional extension of the wavelet transform using multiscale and directional filter banks. The contourlet expansion is composed of basis images oriented at various directions in multiple scales, with flexible aspect ratios. Given this rich set of basis images, the contourlet transform effectively captures smooth contours that are the dominant feature in natural images. We begin with a detailed study on the statistics of the contourlet coefficients of natural images: using histograms to estimate the marginal and joint distributions and mutual information to measure the dependencies between coefficients. This study reveals the highly non-Gaussian marginal statistics and strong interlocation, interscale, and interdirection dependencies of contourlet coefficients. We also find that conditioned on the magnitudes of their generalized neighborhood coefficients, contourlet coefficients can be approximately modeled as Gaussian random variables. Based on these findings, we model contourlet coefficients using a hidden Markov tree (HMT) model with Gaussian mixtures that can capture all interscale, interdirection, and interlocation dependencies. We present experimental results using this model in image denoising and texture retrieval applications. In denoising, the contourlet HMT outperforms other wavelet methods in terms of visual quality, especially around edges. In texture retrieval, it shows improvements in performance for various oriented textures.
I. INTRODUCTION

I
MAGE processing typically relies on simple statistical models to characterize images. Natural images tend to have certain common characteristics that make them look "natural." The aim of statistical modeling is to capture these defining characteristics in a small number of parameters so that they can be used as prior information in image processing tasks such as compression, denoising, feature extraction, and inverse problems. A simple, accurate, and tractable model is an essential element in any successful image processing algorithm.
Images have effectively been modeled using the wavelet transform [1] , [2] , which offers a multiscale and time-frequency-localized image representation. Initially, the wavelet transform was considered to be a good decorrelator for images, and, thus, wavelet coefficients were assumed to be independent and were simply modeled using marginal statistics [3] . Later, it was realized that wavelet coefficients of natural images exhibit strong dependencies both across scales and between neighboring coefficients within a subband, especially around image edges. This gave rise to several successful joint statistical models in the wavelet domain [4] - [9] , as well as improved image compression schemes [10] - [12] . The major drawback for wavelets in two dimensions is their limited ability in capturing directional information. To overcome this deficiency, researchers have recently considered multiscale and directional representations that can capture the intrinsic geometrical structures such as smooth contours in natural images. Some examples include the steerable pyramid [13] , brushlets [14] , complex wavelets [15] , and the curvelet transform [16] . In particular, the curvelet transform, pioneered by Candès and Donoho, was shown to be optimal in a certain sense for functions in the continuous domain with curved singularities.
Inspired by curvelets, Do and Vetterli [17] , [18] developed the contourlet transform based on an efficient two-dimensional (2-D) multiscale and directional filter bank that can deal effectively with images having smooth contours. Contourlets not only possess the main features of wavelets (namely, multiscale and time-frequency localization), but also offer a high degree of directionality and anisotropy. The main difference between contourlets and other multiscale directional systems is that the contourlet transform allows for different and flexible number of directions at each scale, while achieving nearly critical sampling. In addition, the contourlet transform uses iterated filter banks, which makes it computationally efficient; specifically, it requires operations for an -pixel image. In this work, we focus on image modeling in the contourlet domain. Our primary goal is to provide an extensive study on the statistics of contourlet coefficients in order to gain a thorough understanding of their properties. We then develop an appropriate model that can capture these properties, which can be useful in future contourlet applications including compression, denoising, and feature extraction. Similar to wavelet-based models, contourlet-based models need to take into account dependencies across scales and space (or locations). However, as a "true" two-dimensional representation, contourlets additionally allow us to model the dependency across directions. In other words, contourlet modeling allows us to jointly model all three fundamental parameters of visual information, namely scale, space, and direction.
The rest of the paper is organized as follows. Section II introduces the basics of contourlets including their transform algorithm, structure, properties, and coefficient relationships. In Section III, we study the marginal and joint statistics of contourlet coefficients of natural images using histograms. Section IV examines the dependencies between coefficients using mutual information. Inspired by these results, we develop a hidden Markov tree (HMT) model for the contourlet transform in Section V. In Section VI, we apply the contourlet HMT model in image denoising and texture retrieval. Finally, a conclusion is presented in Section VII.
II. BACKGROUND
A. Contourlets
The primary goal of the contourlet construction [17] , [18] was to obtain a sparse expansion for typical images that are piecewise smooth away from smooth contours. Two-dimensional wavelets, with tensor-product basis functions as shown in Fig. 1(a) , lack directionality, and are only good at catching point discontinuities, but do not capture the geometrical smoothness of the contours.
Contourlets were developed as an improvement over wavelets in terms of this inefficiency. The resulting transform has the multiscale and time-frequency-localization properties of wavelets, but also offers a high degree of directionality and anisotropy. Specifically, contourlet transform involves basis functions that are oriented at any power of two's number of directions with flexible aspect ratios, with some examples shown in Fig. 1(b) . With such a rich set of basis functions, contourlets can represent a smooth contour with fewer coefficients compared with wavelets, as illustrated in Fig. 1(c) . The contourlet transform is implemented via a two-dimensional filter bank that decomposes an image into several directional subbands at multiple scales. This is accomplished by combining the Laplacian pyramid [19] with a directional filter bank [20] at each scale. Due to this cascade structure, multiscale and directional decomposition stages in the contourlet transform are independent of each other. One can decompose each scale into any arbitrary power of two's number of directions, and different scales can be decomposed into different numbers of directions. This feature makes contourlets a unique transform that can achieve a high level of flexibility in decomposition while being close to critically sampled (up to 33% overcomplete, which comes from the Laplacian pyramid). Other multiscale directional transforms have either a fixed number of directions, or are significantly overcomplete (depending on the number of directions). Fig. 2 shows an example frequency partition of the contourlet transform where the four scales are divided into four, four, eight, and eight directional subbands from coarse to fine scales, respectively. Fig. 3 shows an example of the contourlet transform on the "Peppers" image. For the visual clarity, only two-scale decompositions are shown. The image is decomposed into a lowpass subband and several bandpass directional subbands. We notice that only contourlets that match with both location and direction of image contours produce significant coefficients. Thus, the contourlet transform effectively exploits the fact image edges are localized in both location and direction. 
B. Coefficient Relationships
We define some important contourlet coefficient relationships as depicted in Fig. 4 . For each contourlet coefficient , we define its eight adjacent coefficients in the same subband as its neighbors . Next, the coefficient in the same spatial location in the immediately coarser scale is defined as its parent , and those in the same spatial location in the immediately finer scale are its children. Note that each child has one parent and each parent has four children. We also define coefficients at the same scale and spatial location but in different directions as cousins . This interdirection relationship is more important for contourlets than for wavelets as contourlets have more directions. From Fig. 4 , it can be observed that there can be multiple cousins in certain directions. This is because the basis functions corresponding to the vertical and horizontal subbands are defined over different sampling lattices [21] .
Combining the relationships across scales, space, and directions, we refer to the collective set of all parent (PX), neighbors (NX), and cousins (CX) of each coefficient as its generalized neighborhood. These relationships play an important role in contourlet modeling, as will be seen in subsequent sections.
C. Transform Setups
For the statistical studies in the next two sections, we experiment with various natural images of size 512 512. These images vary from simple edge-dominant images such as "Peppers" to highly textured images such as "Barbara." Unless stated otherwise, for the contourlet transform, we use the 9-7 biorthogonal filters (referred to as 9-7 filters) for the multiscale decomposition stage and the McClellan transformed directional filters from the 9-7 filters proposed by Cohen and Daubechies [22] (referred to as CD filters) for the multidirectional decomposition stage. We partition the finest and second finest scales into eight directional subbands, and the two next coarser scales into four directional subbands, and obtain a frequency partition as shown in Fig. 2 .
We would like to point out that in contrast to wavelets, where there exist many good wavelet filters, the filter design problem for contourlets is still an ongoing work. Thus, the results of the contourlet transform in this paper should be viewed as an indication of its features and potential rather as a comprehensive assessment.
III. CONTOURLET STATISTICS
A. Marginal Statistics
We first study the marginal statistics of the contourlet coefficients of natural images. Fig. 5 plots the histograms of two finest subbands of the image "Peppers." These distributions exhibit a sharp peak at zero amplitude and heavy tails to both sides of the peak. This implies that the contourlet transform is sparse, as the majority of coefficients are close to zero. The kurtosis of the two shown distributions are 24.50 and 19.40, which are much higher than the kurtosis of 3 for Gaussian distributions. Similar distributions are also observed at all subbands of other test images. Thus, the subband marginal distributions of natural images in the contourlet domain are highly non-Gaussian.
B. Joint Statistics
Marginal statistics only describe individual behaviors of transform coefficients without accounting for their dependencies. It is clear that contourlet coefficients depend on each other since only contourlet functions that overlap and directionally align with image edges lead to significant coefficients. Fig. 6 shows the conditional distributions of contourlet coefficients, conditioned on their parents , neighbors , and cousins , using the "Peppers" image. First, we notice that all of these conditional distributions exhibit a "bow-tie" shape where the variance of the coefficients is related to the magnitude of the conditioned coefficient. Second, even though coefficients are correlated due to the slight overcompleteness of the contourlet transform, they are approximately decorrelated since conditional expectations . Again, similar behaviors are observed at all subbands of other test images. Therefore, we conclude that contourlet coefficients of natural images are approximately uncorrelated yet dependent on each other.
These dependencies, however, are local. Fig. 7 shows the conditional distributions of contourlet coefficients conditioned on distant relatives and neighbors of the "Peppers" image. We observe that these conditional distributions are approximately invariant to the conditioned value, indicating independence.
Finally, we examine the conditional distributions , and , Fig. 6 . Conditional distribution of a finest subband of "Peppers," conditioned on (a) parent P (X j PX), (b) neighbor P (X j NX), and (c) cousin P (X j CX). where , , and are some fixed values, as shown in Fig. 8 . The kurtoses of the shown conditional distributions are 3.90, 2.90, and 2.99, conditioned on the coefficients' parents, neighbors, and cousins, respectively. In contrast to the high kurtoses (around 20) of the marginal distributions in Fig. 5 , these conditional kurtoses are very close to the kurtosis of 3 for Gaussian distributions. Thus, we conclude that contourlet coefficients are non-Gaussian but conditionally Gaussian. In other words, the contourlet coefficients of natural images can be accurately modeled by mixtures of Gaussian distributions whose variances depend on their generalized neighborhood coefficients. We will explore this fact for developing contourlet-based models in Section V.
IV. DEPENDENCE CHARACTERIZATION VIA INFORMATION-THEORETIC ANALYSIS
In this section, we quantitatively study the joint statistics of contourlet coefficients in complement to the qualitative study in the previous section, using mutual information as a measure of dependencies [23] . Our goal is to compare the dependencies across scales, space, and directions in the contourlet domain.
A. Mutual Information and Estimation
Mutual information between two random variables and with joint density and marginal densities and is defined as [24] (1)
Mutual information can be interpreted as how much information one random variable contains about the other. Its value increases with increasing dependence between the two variables.
We resort to nonparametric histogram estimation of mutual information [25] , [26] between contourlet coefficients and their generalized neighborhoods. Specifically, for a pair of contourlet coefficients and (such as coefficients in a subband and their parents), we use the following estimator [25] : (2) where is the number of coefficient pairs in the joint histogram cell , , and are the marginal distribution histogram estimates, is the total number of considered coefficient pairs, and and are the number of histogram bins along and directions, respectively. The first term in (2) is the mutual information histogram estimate, while the second term is a partial bias correction term. It can be shown that even after the bias is partially removed, the residual bias still causes the estimator to underestimate the mutual information and the estimate can only serve as a lower bound [25] . One way to tighten the estimation bound is by choosing and to give the maximum estimate in (2) . Empirically, we found that using (3) where denotes rounding to the nearest integer, yields good mutual information estimates for general natural images.
For mutual information involving a large set of variables, the estimator in (2) becomes inaccurate. For example, consider estimating the mutual information between contourlet coefficients at a particular subband (denoted by ) and a subset of their generalized neighborhoods (denoted by ). As the subset size increases, mutual information estimation accuracy decreases exponentially [26] . In such cases, we follow the approach in [23] that replaces the high dimensional variable by its sufficient statistic (4) where are constant weights. Then involves only two variables and can be accurately estimated as in (2) . From the data processing inequality [24] , we have (5) We obtain the tightest lower bound of in (5) by choosing to maximize , using standard optimization algorithms in MATLAB.
B. Estimation Results
We present the mutual information estimation results for three representative images "Lena," "Barbara," and "Peppers" in Table I , noting that other images give similar results. All images show significant mutual information across all of scales, space, and directions, which reinforces our observations in Section III that coefficients are dependent on their generalized neighborhoods. At fine scales, we empirically find that is higher than , which is higher than . Therefore, the eight neighbor coefficients contain the most information about the coefficients. This is especially true for highly textured images like "Barbara," since for such images large coefficients correspond to highly textured areas which span relatively large image areas with similar directional patterns.
The mutual information estimates in Table I depend on the choice of filters and number of directions. Table II shows the mutual information estimates for the "Lena" image using different combinations of pyramidal (P) filters, the Haar and 9-7 filters, and directional (D) filters, the CD filters [22] , and the ladder filters by Phoong et al. (referred to as PKVA filters) [27] . We find that replacing the Haar filters by the 9-7 filters for the multiscale decomposition stage significantly reduces all interscale, interlocation, and interdirection mutual information of the contourlet coefficients. This suggests that the 9-7 filters are superior to the Haar filters in terms of whitening the contourlet coefficients. Similarly, replacing the CD filters by the PKVA filters for the directional decomposition stage reduces the interdirection mutual information. This indicates the PKVA filters are more effective in localizing edge direction and should lead to better performance in applications. Again, we note that designing more effective directional filters for the contourlet transform is still an ongoing work, where better contourlet filters are expected to be found.
As a comparison, Table II also displays the mutual information estimates of wavelet coefficients for the image "Lena," using different wavelet filters. Compared with wavelet coefficients, contourlet coefficients exhibit similar interscale and interlocation dependencies but much higher interdirection dependencies. Table III compares the interdirection and interlocation mutual information for different directional partitioning schemes to partition the finest scale into 4, 8, and 16 directions. Each further directional partition increases the interdirection dependency while decreasing the interlocation dependency.
C. Single Coefficient Estimates
Despite the observation that neighboring coefficients carry the strongest dependency, incorporating neighbors into statistical models is not simple. Indeed, as every coefficient has eight neighbors, using a contextual model would result in a complex dependence network which is undesirable. To simplify the model, we want every coefficient to be modeled to depend on only a single coefficient. Thus, in the next step, we measure and compare the mutual information between the coefficients and each of their neighbors and cousins individually rather than as a collective set. Table IV presents estimation results of mutual information with single neighbor and cousin. To keep the results manageable, we reduce the data size by grouping the measurements and summarizing each group into an average. refers to th-order neighbors where denotes the four adjacent neighbors and denotes the four diagonal neighbors. refers to the th-order cousins, where denotes the two immediate adjacent directions, denotes the next two directions, and so on. and are the average of the mutual information contributed by each of the four th-order neighbors and each of the two th-order cousins, respectively. For edge-dominant images like "Lena" and "Peppers," we empirically find that is higher than , which is higher than , for all . Thus, the parent coefficient becomes the most significant predictor when generalized neighborhood coefficients are considered individually. The exceptions are highly textured images like "Barbara," where single a neighbor coefficient remains the dominant predictor.
D. Summary
Based on the measured statistics in Sections III and IV, contourlet coefficients of natural images possess the following properties.
P1: Contourlet coefficients are marginally non-Gaussian and dependent on their generalized neighborhood coefficients. P2: Conditioned on the magnitudes of their generalized neighborhood coefficients, contourlet coefficient are zero-mean Gaussian distributed. P3: The parent coefficient is typically the most significant predictor when generalized neighborhood coefficients are considered individually.
V. IMAGE MODELING
We want to develop a statistical model that can incorporate the properties of contourlet coefficients summarized in Section IV-D while possessing other desirable characteristics. Specifically, an ideal statistical model should: 1) accurately model all properties P1-P3 of contourlet coefficients, 2) have a simple structure to enable efficient training algorithms, and 3) be defined on a small number of parameters to allow accurate training with limited data.
Properties P1 and P2 suggest that each contourlet coefficient can be accurately modeled by a mixture of Gaussian distributions where the condition for being in each Gaussian distribution depends on the generalized neighborhood coefficients. A good candidate for this is the hidden Markov model (HMM) which has been used effectively for the wavelet transform [7] . An -state HMM associates each coefficient with a hidden state variable, randomly distributed over its states. Conditioned on its state, each coefficient is modeled using a Gaussian distribution with parameters depending on the state. Therefore, each coefficient is characterized by an -dimensional state probabilities vector and an -dimensional standard deviation vector (we assume contourlet coefficients have zero-mean since all contourlet basis functions have zero-sum) and (6) where denote the states. The intercoefficient dependencies in HMMs are established by links between the hidden states of dependent coefficients. Associated with each link between coefficients and is an state transition probability matrix where its entry is the probability that the coefficient is in state given the coefficient is in state . To reduce the number of parameters, like in the wavelet-domain HMM [7] , we "tie" all contourlet coefficients in the same subband to share the same set of model parameters.
The hidden Markov tree (HMT) model [7] is an HMM that uses a quad tree dependency structure. More precisely, the HMT model establishes links between the hidden state of each coefficient and those of its four children. The quad tree structure of the HMT models directly model interscale dependencies, while indirectly modeling other dependencies between neighboring coefficients via their links to a common ancestor. The motivation for adapting the HMT model is because of the property P3 which states the parent coefficient is the most significant predictor when the generalized neighborhood coefficients are compared individually. Furthermore, the HMT model has a simple tree structure, which enables efficient training using the expectation maximization (EM) algorithm. In particular, with only two states , the HMT model requires a relatively small number of parameters. Two-states mixture models also possess an intuitive appeal that their two states correspond to the two modes in natural images: edges and smooth areas. We empirically verified that the marginal distributions of the contourlet coefficients in each subband (e.g., see Fig. 5 ) can be accurately modeled by a mixture of two zero-mean Gaussian distributions.
Specifically, for a contourlet decomposition of scales and directional subbands within scale ( , from coarse to fine), a contourlet HMT model contains the following parameters:
• (where ): for the root state probability vector at each directional subband at the coarsest scale; • (where , and ): for the state transition probability matrix to the directional subband at state from its parent subband at scale ; • (where , and ): for the Gaussian standard deviation vector of the subband at scale and direction . Compared with the wavelet HMT model, the contourlet HMT model has a major advantage is that it accounts for interdirection dependencies while the wavelet HMT model does not. Fig. 9 illustrates this difference. In the wavelet HMT model, the parent-children links are always in the same direction among three wavelet directions. As a result, the wavelet HMT models coefficients on each direction independently. In contrast, contourlet coefficients can have their four children in two separate directional subbands. As a result, the dependence tree in the contourlet HMT can span several adjacent directions in the finer scales, and, thus, interdirection dependencies are modeled in a similar way as interlocation dependencies [see Fig. 9(c)] . In other words, the contourlet HMT model effectively captures all dependencies across scales, space, and directions.
Counting the number of free model parameters, where the number of states , we count one free parameter in each state probability vector and two in each state transaction probability matrix (the other parameters being constrained to sum with these parameters to unity), and two in each . Therefore, the contourlet HMT model requires three parameters for each coarsest (root) subband and four parameters for each finer subband. For the subband partitioning scheme in Fig. 2(b) with 4, 4, 8, and 8 directions from coarse to fine scales, the model has 92 free parameters in total.
It should be noted that there exist many other forms of Gaussian mixture and tree models outside the HMM family [9] , [28] , as well as variations of within the HMM family [8] , [29] , [30] . For example, the models in [29] are based on enlarged parameter sets that require more computation for training. With the goals of keeping the parameter set small and ensuring efficient algorithms, we choose the simple HMT model with two states. Table V shows the HMT parameters of the "Peppers" image obtained via the EM training algorithm [7] . According to the standard deviations , states 1 and 2 show two clearly different modes of coefficients being large and small, which correspond to edge and smooth parts of the image, respectively. The state transition matrices capture the dependencies among coefficients. In particular, they show a high probability of a coefficient being small (i.e., in state 2) given its parent is also small. However, state 2 (i.e., coefficient being large) exhibits less persistent across scales. The reason for these is because small contourlet coefficients correspond to smooth image regions; if the parent is small, all of its children are likely to be small, whereas a large contourlet coefficient is obtained only when the corresponding contourlet basis function aligns with both location and direction of an image edge. Thus, on a quad -tree of contourlet coefficients, from coarse to fine scales the set of large coefficients becomes more localized to certain locations and directions.
VI. APPLICATIONS
A. Denoising
We apply the contourlet HMT model developed in the previous section to denoising of zero-mean additive white Gaussian noise. In the contourlet domain, we can write (7) where , , and are contourlet coefficients of the clean, noisy, and additive noise images, respectively. The problem is to estimate given .
We first fit an HMT model to the noisy contourlet coefficients to obtain a parameter set . From this, we obtain a model for the clean contourlet coefficients by subtracting the noise variances from the variances in the model (8) where the triple denotes the th contourlet coefficient in the subband indexed by scale and direction ; the index denotes the state; and for and for . Note that because of the "tying" of contourlet coefficients in each subband, for all . The noise variance can be estimated using a Monte Carlo method: by repeatedly generating random white noise images and averaging their variance in the contourlet domain.
With the HMT model , the denoising problem can then be formulated into a Bayesian estimation problem where we want to estimate the quantity for each contourlet coefficient . Note that given its states , the contourlet coefficient is assumed to be Gaussian and the problem is reduced to estimating zero-mean Gaussian signal in zero-mean Gaussian noise. The solution to this problem is well known [7] (9) From this, using the state probability , which can be obtained from the EM algorithm as a by-product during training, we obtain the final estimate for the clean coefficients (10) We apply the above denoising algorithm to noisy versions of several test images and the results are shown in Table VI . Also in the table are the denoising results of the same noisy images using the Wiener filter ("wiener2"), the wavelet thresholding method with threshold , and the wavelet HMT denoising method [7] . In terms of peak signal-to-noise ratio (PSNR), the wavelet HMT and the contourlet HMT methods produce comparable results. Both HMT methods outperform "wiener2" and wavelet thresholding.
In terms of visual quality, the contourlet HMT produces superior denoised results. Fig. 10 shows the denoising results of the "Zelda" image. It is clear that the contourlet HMT removes most of the noise and produces the smoothest image, even though it is not the best method in term of PSNR.
Recently, more complex wavelet-based denoising schemes (e.g., [28] , [31] , and [32] ), have been developed. While some have shown improvements over HMT algorithms, it is outside the scope of this paper to provide detailed comparisons with all denoising schemes. We only provide a comparison which demonstrates that using HMT models, contourlets achieve superior visual quality over wavelets.
B. Texture Retrieval
The contourlet HMT model is also applied to content-based texture retrieval. The problem is to find, given one query texture image, the texture images that are "most similar" to it within a large database of unlabeled texture images.
In the contourlet HMT texture retrieval system, each texture image is first transformed into contourlet coefficients. An HMT model is then fit to the contourlet coefficients, and the HMT model parameters are extracted as image features. The Kullback-Liebler distances (KLD) between the query image model and each database image model are measured and the database images that give the smallest KLD are retrieved. The KLD is defined as [24] (11)
Retrieval based on KLD can be justified as retrieval by the maximum likelihood (ML) selection rule [33] .
There is no closed form expression for the KLD between HMT models. To estimate the KLD between two HMT models, one can resort to a Monte Carlo method that randomly generates multiple sets of data using the query model and then computes their likelihoods against each candidate model. An alternative method is to compute an upper bound of the KLD based on the log-sum inequality [34] .
In the retrieval experiments, a subset of the Brodatz image database [35] was used. This subset contains 64 different textures of size 512 512 and is shown in Fig. 11 . Each of these textures was partitioned into 16 subimages of size 128 128, and only 8 of the 16 were retained. Thus, the database contained 512 texture images in total with eight images from each of the 64 texture classes. We used each image in the database as the query image and retrieved the top seven matches for each query. Table VII shows the average retrieval rates (i.e., percentage of correct images among the top seven matches), where the contourlet HMT outperforms the wavelet HMT. Comparing the retrieval rates for individual textures, contourlet and wavelet HMTs each give better retrieval rates for certain textures. Fig. 12(a) shows the texture images that are better retrieved by wavelets than by contourlets by at least 5%, and Fig. 12(b) shows those better retrieved by contourlets by at least 5%. From these figures, it can be seen that the textures better retrieved by wavelets are all characterized by dominant vertical, horizontal, or directions, which are the only directions captured well by wavelets. In contrast, the textures better retrieved by contourlets exhibit more diverse directional components (such as circular or irregular shapes). This shows the superiority of contourlets in capturing directional information. For most textures, contourlet HMT texture retrieval gives satisfactory texture retrieval performance with retrieval rates above 80%.
VII. CONCLUSION
We have studied the properties of the contourlet coefficients of natural images. It is found that similar to wavelets, contourlet coefficients are highly non-Gaussian and exhibit Markovian dependencies in the form of local clustering and persistence across scales. Moreover, coefficients across adjacent directions show more significant mutual dependencies compared to wavelets. Thus, contourlet coefficients exhibit dependencies across all of scale, space, and direction. Conditioned on these generalized neighborhood coefficient magnitudes, contourlet coefficients are approximately Gaussian.
The dependencies across scales, space, and directions were quantitatively compared using mutual information measures. We have found that contourlet coefficients of natural images show high interlocation dependencies on all their eight neighbors, and also quite high interdirection dependencies on their cousins. When comparing dependencies on each single coefficient, interscale dependencies become the highest for most images.
Based on these findings, we have developed a contourlet hidden Markov tree (HMT) model that captures the contourlet property of highly non-Gaussian but conditionally Gaussian distributions. Dependence on generalized neighborhood coefficient magnitudes is modeled through the links between the hidden states of the coefficients. The contourlet HMT model captures all interscale, interdirection, and interlocation dependencies through an effective tree-structured dependence network.
We applied the contourlet HMT model to denoising and texture retrieval, and obtained promising results. In denoising, the contourlet HMT visually restores edges better than wavelet HMT and other classical methods. In texture retrieval, the contourlet HMT gives higher retrieval rates than wavelets for textures that show high directionality. Both results suggest that the contourlet transform and its proposed model capture directional information well and offer a valuable tool in image processing. Software for the implementation of the contourlet HMT model can be downloaded from MATLAB Central (http://www.mathworks.com/matlabcentral/)..
