We study the solvability of the quasilinear elliptic problem of parameter s
Introduction
Let Ω be a smooth bounded domain in R N . We are interested in the solvability of the following quasilinear boundary value problem |t| p−2 t , (1.1) or the appropriate reversed inequalities. The expected classical Ambrosetti-Prodi result under these hypotheses will assure the existence of s * ∈ R such that "(P s ) has no solutions when s > s * , at least one solution if s = s * and at least two solutions when s < s * ." Ambrosetti-Prodi type problems have been extensively treated in the semilinear case p = 2. In the case p = 2 it has been recently studied in [2] and [7] assuming among other hypothesis that both of the limits in (1.1) are finite. Many of the proof of these results are based on the use of topological degree theory that combines upper and lower solutions techniques and a priori bounds. We will show in this paper that, in order to obtain a pair of upper and lower solutions of problem (P s ) for a large range of negative s, it is enough for instance to assume the following growth condition of g at −∞:
for all u 0, a.e. In order to apply degree theory and to prove nonexistence results is essential to obtain a priori bounds for the solutions of (P s ) with s varying in an unbounded interval. To find a priori bounds when g has "superlinear" growth at +∞ is always a difficult task. Superlinear cases have been considered by [13] and [3] among others. In [13] the author proves the existence of positive solutions in the case when ϕ ≡ 1 and the nonlinearity g(x, u) (which may depend also on ∇u and satisfies some structure conditions) growths on u less than p * , where p * :=
critical Sobolev exponent. However the structure hypothesis on g assumed by [13] does not imply that g crosses the first eigenvalue of the p-laplacian as it is assumed here. The limit growth p * on u appears when one applies blow-up methods to have the desired a priori bounds of the solutions. Indeed it assures that the limiting Liouville type problem either in R N or R N + has no positive solutions. We will also use blow-up methods in this work to obtain a priori bounds, so we will suppose the following growth at +∞:
for all u 0, a.e. x ∈ Ω. Notice that as a consequence of (H3 This paper is organized as follows. In the next section we recall some results on the eigenvalue problems with weights and some particular nonhomogeneous problems related to them. We also recall there some regularity results for the solutions of quasilinear elliptic problems. In Section 3 we prove the existence of lower and upper solutions for (P s ) and in Section 4 we give a result on a priori bounds. We complete the proofs of Theorems 1.1 and 5.1 using degree arguments in Section 5.
Preliminary results
Let us first recall some results concerning the eigenvalue problem 
By principal eigenvalue we mean that it possesses a positive eigenfunction. In the sequel we will denote ϕ m the positive
Remark 2.1. If we assume (G), the regularity results of [8, 16, 9] imply that the solutions of
for some α ∈ ]0, 1[. Moreover, a careful reading of the proof of Theorem 7.1 Chapter IV of [8] shows that 
The solution u belongs to C
is continuous and compact for any 0 < β < α.
We will also need the following result. When m > 0 it can be found in [6] . ν stands here for the outer normal derivative.
Proof. The existence of a positive solution of (2.4) follows by minimization of the functional J (u) :
Moreover any solution of (2.4) is nonnegative because, after multiplicating by u − and integrating the equation, we have
Since λ 1 (m) > 1 we get that u − ≡ 0. By the Strong Maximum Principle of [17] we conclude that 0 < u in Ω and ∂u ∂ν < 0 in ∂Ω. Let us now prove that the solution is unique. To do so let us prove that there is a minimal solution of problem (2.4). We define the following map T :
Notice that the positivity of T (z) and the uniqueness follow from the fact that problem (2.5) satisfies the weak comparison principle. Define then the sequence
Then we have 0 v n v n+1 and, for any solution u of (2.4), it holds v n u. Thus the sequence v n is bounded in L ∞ (Ω) and, by the regularity results of [8, 16, 9] , the sequence v n is uniformly bounded in C 
Existence of upper and lower solutions
Let us recall the definition of upper and lower solutions. 
An upper solution is defined by reversing the inequality signs.
We will also use the following notations:
Notice that if u and v are two continuous functions, say that u ≺ v is equivalent to say that u < v in Ω.
In order to obtain upper and lower solutions of the problem (P s ) we introduce the following two auxiliary problems:
Hypothesis (H2) ensures that any non-positive upper solution of (P u s ) is an upper solution of (P s ) and, by (H1), any nonpositive lower solution of (P l s ) is also a lower solution of (P s ). The following proposition holds: 
where v is the unique solution of
Notice that v 0 by the Strong Maximum Principle of [17] . Then we can choose n 0 large enough such that u n 0 0 a.e. in Ω and u n 0 < −1 in Ω 0 . Let us check that u := u n 0 is an upper solution of (P 
In any case,
, ψ 0 and the first part of the proposition follows. To prove the last statement let us denote v = ku n 0 and notice that − p v = k p−1 h n 0 . We have, when u n 0 (x) −1, . Then 
A priori bounds
Let us consider the following problem
The following result states that the negative part of the solutions of (4.1) is bounded in terms of the negative part of f . Since we are going to use the L ∞ -bound of a solution in terms of his W 1,p 0 norm we need to assume in this section that g satisfies (G). Proof. By the results of [8] (see also Remark 2.1) it is enough to find an estimate of u − in W
By multiplying the previous equation by −v − n and using (H1) we have
Up to a subsequence, there exists 
Thus we have for all w ∈ R, θ n (·, w) D 1 |w| q−1 + D 3 for some D 3 independent of n. Therefore by the regularity results already quoted we infer that ∇ w n ∞ C independent of n. If we now choose z n ∈ ∂Ω such that dist(x n , z n ) = δ n , we have (B(0, R) ). By (H3), and having in mind that w − n ∞ → 0 (because of u − n ∞ is bounded), we conclude that w is a positive solution of
By the results of [11] it must be w ≡ 0, a contradiction with w(0) = 1. 
By the results of [10] we now conclude that w ≡ 0 in contradiction again with w(0) = [5] ) that deg(I − K s , C, 0) = 1. Then, by the split property of the Leray-Schauder degree, (P s ) has a second solution. It is enough to define s * := sup s ∈ R; (P s ) has at least two solutions for any s s , in order to complete the proof. Theorem 1.1 can be improve when the nonlinearity g is continuous. In fact we have
