The Newton method is one of the most powerful tools used to solve systems of nonlinear equations. Its set-valued generalization, considered in this work, allows one to solve also nonlinear equations with geometric constraints and systems of inequalities in a unified manner. The emphasis is given to systems of linear inequalities. The study of the well-posedness of the algorithm and of its convergence is fulfilled in the framework of modern variational analysis.
Introduction
The Newton method is one of the most powerful tools used to solve systems of nonlinear equations ( ) = 0,
where : → is a continuously differentiable map [15] . The method generates the following sequence of points
where¯ is a solution to the system of linear equations
In this paper we study Newton-type methods suitable to solve inclusions
where : ⇉ is a set-valued map. The methods generate sequences of points (2) , where¯ is a solution to an inclusion, a generalization of linear system (3) . This generalization involves set-valued map derivatives [2] . Namely, instead of (3) we solve an inclusion
where is a nearest to zero point belonging to the set ( ), and the graph of the set-valued map Λ( , )(⋅) is a cone tangent in some sense to the graph of at the point ( , ). The condition of non-singularity of the matrix ∇ ( ), essential to solve linear system (3) and to prove convergence theorems, is substituted by the condition of metric regularity [14, 18] (see also the survey [3] ). This property in the case of linear operators goes back to the open mapping theorem and in the case of smooth maps to the Lyusternik theorem. It was successfully applied to justify the well-posedness and convergence of the Newton method for nonsmooth equations [11] . In this paper we show that the metric regularity of Lipschitzian set-valued maps is equivalent to the well-posedness of a Newton method for perturbed maps.
Similar issues are discussed in [6, 8, 9, 10, 12, 13] for so-called generalized equations ∈ ( ) + ( ).
For example, in [8] the equivalence of the Aubin continuity of the map ( + ) −1 and the existence of Newton sequences defined by
and converging to a solution of (6) , is established. Note that the extension of Newton's method to generalized equations operates with linearization of the smooth function while leaving untouched. Our approach involves "linearization" of and is close to the one from [4] , where the derivative of is defined via the Clarke tangent cone [7] and the Newton method is applied to prove an open mapping theorem for set-valued maps. A continuous version of Newton's method involving set-valued map derivatives can be found in [19] (see also [1] ).
The Newton-type method developed in this paper is a general tool suitable to solve in a unified manner systems of nonlinear equations with geometric constraints and systems of nonlinear inequalities (see Sec. 5). It also solves (exactly) a generic system of linear inequalities in a finite number of iterations (see Sec. 6).
The paper is organized in the following way. In the second section we briefly review some constructions and results from set-valued and variational analysis. In the third section, for Lipschitzian set-valued maps, we give a characterization of metric regularity in terms of the Newton method wellposedness. The rate of convergence of Newton's method for set-valued maps is studied in Sec. 4. In the fifth section we apply this method to a system of equations and inequalities. Finally, in the last section the Newton method is applied to a system of linear inequalities.
Set-valued derivatives and metric regularity
Throughout this paper we denote by the real -dimensional space and by ⟨⋅, ⋅⟩ and ∥ ⋅ ∥ the usual inner product and Euclidean norm, respectively. We use the notation = { ∈ ℝ | ∥ ∥ ≤ 1} for the closed unit ball in . The convex hull and the closure of a subset ⊂ are denoted by co and cl , respectively. The distance between a point and the set is denoted by ( , ) = inf{∥ − ∥ | ∈ }. The projection of a vector onto is defined by ( , ) = { ∈ | ∥ − ∥ = ( , )}. Let be a matrix. Its transposed is denoted by . Recall some basic definitions from set-valued and variational analysis. Let : ⇉ be a set-valued map. Its graph is denoted gph and is defined by gph = {( , ) ∈ × | ∈ ( )}.
The inverse map
We say that is Lipschitzian if there exists ≥ 0 such that
for all 1 ∈ and 2 ∈ . A set-valued map is said to be locally Lipschitzian if for any ∈ there exist > 0 and > 0 such that
The contingent cone to a set ⊂ at a point ∈ is defined by
Denote byˆ
the polar cone to at . If ∕ ∈ , we putˆ ( , ) = ∅. The Mordukhovich normal cone to at [14, 18] is defined by
where the upper limit of a set-valued map : ⇉ is given by
is called the contingent derivative of at the point (ˆ ,ˆ ) ∈ gph [2] . In other words ∈ (ˆ ,ˆ )( ) if and only if ( , ) ∈ ((ˆ ,ˆ ), gph ). The Mordukhovich coderivative of at the point (ˆ ,ˆ ) ∈ gph [14, 18] 
Recall the notion of metric regularity and its coderivative characterization. A set-valued map : ⇉ is metrically regular around (ˆ ,ˆ ) ∈ gph if there exists > 0 as well as a number > 0 such that
Recall also the following coderivative characterization of the metric regularity property for set-valued maps [14, 18] . In this section we show that for Lipschitzian set-valued map : ⇉ the metric regularity can be characterized in terms of well-posedness of the Newton method for perturbed set valued maps ( ) −˜ , where the vectors ∈ have a sufficiently small norm. We need the following definition. We say that the Newton method for perturbed set-valued map is well-posed around (ˆ ,ˆ ) ∈ gph with modulus if there exists > 0 such that for all ∈ˆ + and˜ ∈ˆ + there is ∈ (0, ( ) −˜ ) satisfying the condition
This condition implies that the largest possible Newton inclusion (5) for the perturbed map → ( ) −˜ (the generalization of Newton's equation (3)) has at least one solution,¯ , satisfying the boundedness condition¯ ∈ . Now we establish the principal result of this section. 
Newton's method for perturbed set-valued map is well-posed around
Proof. Let be metrically regular around (ˆ ,ˆ ) ∈ gph with modulus . Set = /(4 + 2 ), where is from the definition of metric regularity. Consider ∈ˆ + ,˜ ∈ˆ + , and ∈ (0, ( ) −˜ ). Then we have
Condition (7) is satisfied due to the following lemma that is a set-valued version of Proposition 3.2 from [11] .
Lemma 3.2. If is metrically regular around (ˆ ,ˆ ) ∈ gph with modulus , then
Proof. Consider a sequence ↓ 0. From the metric regularity condition we have ( ,
Therefore there exists a sequencē
satisfying the inequality ∥¯ ∥ ≤ ∥¯ ∥.
Without loss of generality¯ converges to a vector
This ends the proof.
To prove that the well-posedness of Newton's method for perturbed setvalued maps implies the metric regularity, fix˜ ∈ and consider the function ( ) = (0, ( ) −˜ ).
It suffices to show that if (˜ ) > 0,˜ ∈ˆ + 4(1+ + ) , and˜ ∈ˆ +
4(1+ + )
, then there exists 
We need some auxiliary results. The following lemma contains an estimate for the lower Dini derivative of (⋅) along the Newton's direction and, to certain extent, can be considered as a set-valued version of Proposition 3 from [5] .
holds.
Proof. Since (¯ , − ) ∈ (( , +˜ ), gph ) and is Lipschitzian, we see that there exists
Therefore we have
Since the function (⋅) is Lipschitzian, we obtain (8).
. Then there exists a sequence generated by the Newton method
∥, = 0, 1, . . ., and there exists the limit lim →∞ = satisfying the inequalities
and
Proof. By Lemma 3.3 there exists > 0 such that
From this we obtain
Therefore there exists the limit lim →∞ = . Putting = 0 and passing to the limit as goes to infinity, we get (11) . From (11) and the inequality
The lemma is proved.
The point (here stands for the least infinite ordinal) constructed in the proof of Lemma 3.4 may be not a solution to the inclusion 0 ∈ ( ) −˜ . In this case we apply the same procedure with 0 = and construct 2 , and so on. If ( ) > 0, then from (11) we have
)).
Therefore the sequence , = 0, 1, . . ., converges to a point 2 . If we have already constructed a point , where is a countable ordinal, then using the above procedure we can construct defined by
Thus we obtain a net (Moore-Smith sequence) { | < 1 } generated by the Newton method. Here 1 is the first uncountable ordinal. If ( ) = 0 the process stops. To show that this net is correctly defined we have to prove the inclusion ∈ˆ + , whenever˜ ∈ˆ + 4(1+ + ) , and ∈ˆ + 4(1+ + )
. This can be done using transfinite induction. Let { } be a net generated by Newton's method. Assume that 
and, as in the proof of Lemma 3.4, we obtain
is defined by (14) and (15) . Adding the last two inequalities we get
Therefore (see (13)) we have we obtain (17) and, as a consequence, (18) . Thus, the net generated by Newton's method is well-defined. Define a partial order in the set of all points generated by Newton's method from the initial point 0 =˜ . We say that belong to the same net generated by Newton's method and 1 < 2 . Obviously a net is a totally ordered subset. By the Hausdorff maximal principle in any partially ordered set, every totally ordered subset is contained in a maximal totally ordered subset. Let { } ∈ be a maximal net generated by Newton's method from the initial point˜ . There exists a point
defined by (14) and (15) is greater than { } ∈ . This contradicts the maximality of the net { } ∈ . Thus ( ′ ) = 0. This ends the proof.
Newton's method for set-valued maps: convergence analysis

Let
: ⇉ be a set-valued map with closed values. We shall study the convergence of the following set-valued version of Newton's method. Given a point ( , ) ∈ gph , we define the next iterate as
where¯ is a solution to the inclusion
and Λ( , ) : ⇉ is a positively homogeneous set-valued map satisfying the inclusion Λ( , )(¯ ) ⊂ ( , )(¯ ) for all ( , ) ∈ gph and¯ . The vector¯ is chosen from the condition
If Λ( , )) 
The rate of convergence of Newton's method depends on the properties of function .
Theorem 4.1. Assume that the following conditions are satisfied:
is nonempty. 
There exists a monotone increasing function
: [0, +∞[→ [0, +∞[ such that lim ↓0 ( ) = 0 and ( , ,¯ , − , ) ≤ ∥ ∥ ( ∥ ∥) for all ∈ ∖ −1 (0), ∈ (0, ( )), and¯ ∈ (0, (Λ( , )) −1 (− ).
Then for any initial point
(see (23) and (23)). Set = min{1,
(1/2)/∥ ∥} and
If < 1, then we obtain
If = 1, then the inequality
holds. From (25) we see that the sequence ∥ ∥ is monotone decreasing and the sequence is monotone increasing, whenever < 1. Thus = 1 for large .
Since ∥¯ ∥ ≤ ∥ ∥, we have
By induction we obtain
This implies that there exists the limit ∞ = lim →∞ . If the graph of is closed, then the function → (0, ( )) is lower semi-continuous and we have
Hence 0 ∈ ( ∞ ). Passing to the limit, as goes to infinity, in (27), we get
From (26) we obtain
i.e. the convergence is -superlinear. If ( ) = ( ), ↓ 0, then there exists a constant > 0 such that
and the convergence is R-quadratic. Now assume that is Lipschitzian with the constant , then we have
Thus the convergence is Q-quadratic. 
Systems of nonlinear equations with geometric constraints
Let
: × → be a continuously differentiable function. Its derivative is supposed to be Lipschitzian with a constant ∇ . Consider the nonlinear equation
The problem is to find a solution ( , ) such that the variable satisfies the geometric constraints ∈ ,
where ⊂ is a closed convex set. Let be the recessive cone of , i.e. = { ∈ | + ⊂ } (see [17] ). Consider, for example, functions : → − and ℎ : → and the system of equations and inequalities (cf. [16] )
It can be rewritten as (28) and (29) in the following way:
In this case = = { ∈ | ≥ 0}. System (28) and (29) is equivalent to the inclusion 0 ∈ ( ) = ( , ). Let = ( , ) ∈ (0, ( )). To apply the Newton method to this inclusion, put
Then from the Mordukhovich criterion (Theorem 2.1) we see that the setvalued map is metrically regular around (ˆ , 0). By Theorem 3.1 the Newton method is well defined around (ˆ , 0) and
whenever ( , ) ∈ (ˆ ,ˆ ) + + and > 0 is sufficiently small. Let ∈ (0, ( )). There exist¯ ∈ and¯ ∈ such that
Following the proof of Theorem 4.1 we see that the Newton method, starting in a sufficiently small neighbourhood ofˆ , converges -quadratically to the set −1 (0). As we can see from the following example, the neighbourhood, where the method converges quadratically, is really small even in very simple situations.
Example 1
Apply the Newton method to the system (0) we observe quadratic convergence. Damped Newton methods exhibit fast convergence in a wider area. We illustrate this in the next section where a system of linear inequalities is considered and this phenomenon is especially evident.
Systems of linear inequalities
Consider a system of linear inequalities
where ∈ and ∈ , = 1, . It is assumed that ∥ ∥ = 1, = 1, . Define the set-valued map An arbitrary system of inequalities can be transformed to a system satisfying (H1) -(H4) by a small perturbation of the data. Let ∈ . Put
By | ( )| we denote the cardinality of the set ( ). Note that the hypotheses (H2) and (H4) imply that | ( )| ≤ + 1 and that the number of points satisfying | ( )| = + 1 is finite. 
Show that system (31) has no solution. Set
for any = 1, + 1. Show that if the set = { | ⟨ , ⟩ ≤ , = 1, + 1} is non-empty, then it contains at least one point ( ) . Let ∈ . Since ∕ ∈ , we see that there exists a non-empty set 0 ⊂ ( ) and a point 0 ∈ belonging to the segment connecting the points and , such that It is easy to see that the set Λ( , )(¯ ) is contained in ( , )(¯ ).
Example 2
The Newton method (19) and (21) applied to inclusion (32) usually generates an iterative process with a linear rate of convergence. Consider the system of two inequalities 2 ≥ 3 1 and 2 ≥ −3 1 . The trajectory starting at (−1, −10) is shown in Fig. 2 . Now we describe a damped Newton method (19) and (21) 
where
It is easy to see that > 0. 
Theorem 6.2. Under hypothesis (H1) -(H4) damped Newton method (19),
