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Abstract
The discontinuous Galerkin finite element method (DGFEM) developed by Rhebergen et al. [1] offers a robust method
for solving systems of nonconservative hyperbolic partial differential equations but, as we show here, does not satis-
factorily deal with topography in shallow water flows at lowest order (so-called DG0, or equivalently finite volume). In
particular, numerical solutions of the space-DG0 discretised one-dimensional shallow water equations over varying to-
pography are not truly ‘well-balanced’. A numerical scheme is well-balanced if trivial steady states are satisfied in the
numerical solution; in the case of the shallow water equations, initialised rest flow should remain at rest for all times.
Whilst the free-surface height and momentum remain constant and zero, respectively, suggesting that the scheme is
indeed well-balanced, the fluid depth and topography evolve in time. This is both undesirable and unphysical, leading
to incorrect numerical solutions for the fluid depth, and is thus a concern from a predictive modelling perspective. We
expose this unsatisfactory issue, both analytically and numerically, and indicate a solution that combines the DGFEM
formulation for nonconservative products with a fast and stable well-balanced finite-volume method. This combined
scheme bypasses the offending issue and successfully integrates nonconservative hyperbolic shallow water-type models
with varying topography at lowest order. We briefly discuss implications for the definition of a well-balanced scheme,
and highlight applications when higher-order schemes may not be desired, which give further value to our finding
beyond its exposure alone.
Keywords: discontinuous Galerkin finite element methods; finite volume method; hyperbolic partial differential
equations; nonconservative products; shallow water flows.
1. Introduction
Shallow water flows are ubiquitous in nature and engineering; their governing equations – the shallow water equa-
tions (SWEs) – form a hyperbolic system of partial differential equations (PDEs) and have a rich research history from
both an analytical and numerical perspective (cf. Zeitlin [2]). There exists a powerful class of numerical methods
for solving hyperbolic problems (e.g., LeVeque [3]), often motivated by the need to capture shock formation which
are a consequence of nonlinearities in the governing equations and manifest as discontinuities in the solutions. One
such numerical scheme that can be applied to hyperbolic problems is the discontinuous Galerkin finite element method
(DGFEM); the main aims of this work are (i) to highlight an unsatisfactory issue of the DGFEM scheme developed
by Rhebergen et al. [1] (hereon RBV2008), which concerns well-balancedness and arises when integrating the SWEs
with varying topography at lowest order; and (ii) to give a comprehensive proof of the numerical artefact that causes it.
Knowledge of this issue – overlooked in RBV2008 and hitherto unreported in detail – first arose in Kent et al. [4], who
commented on the problem but did not provide proof of the result. In order to elucidate the ‘well-balanced’ issue in
a consistent and concise manner, we outline the relevant background from RBV2008 in section 2 and then investigate
in section 3 the relevant rest flow conditions at lowest order via analytical calculations and numerical simulations. We
conclude in section 4 with a summary of the main result and a discussion of its implications.
∗Author correspondence: t.kent@leeds.ac.uk; o.bokhove@leeds.ac.uk
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2. 1D DGFEM for nonconservative hyperbolic PDEs
In order to elucidate the ‘well-balanced’ issue in a consistent and concise manner, we outline next the relevant
background from RBV2008 and then investigate the rest flow conditions at lowest order. In particular, we recall briefly
the DGFEM weak formulation for solving nonconservative hyperbolic systems of PDEs, i.e., systems of the form
∂tU + ∂xF (U ) +G(U )∂xU = 0, (1)
where U ∈ Rn are the model variables, F ∈ Rn is a flux function and G ∈ Rn × Rn is the matrix of nonconservative
products (NCPs). Partial derivatives with respect to time t and space x are denoted by ∂t and ∂x respectively. Since
the system is hyperbolic, the Jacobian ∂F/∂U +G ∈ Rn × Rn has real eigenvalues. It is non-conservative in the sense
thatG(U )∂xU cannot be expressed in terms of a flux function ∂xF˜(U ), i.e., there is no function F˜ such that ∂U F˜ = G.
Crucial to the weak formulation derived for equations of the form (1) is DLM theory [5], which regularizes the problem
to overcome the absence of a weak solution (when the solution becomes discontinuous) due to the nonconservative
productsG(U )∂xU [1].
2.1. Weak formulation and discretization
The one-dimensional domainΩ = [0, L] is divided into Nel elements Kk = (xk, xk+1) for k = 1, 2, ...,Nel with Nel +1
nodes/edges x1, x2, ..., xNel , xNel+1. Element lengths |Kk | = xk+1 − xk may vary. Formally, after RBV2008, we define a
tessellation Th of the Nel elements Kk:
Th =
Kk :
Nel⋃
k=1
K¯k = Ω¯,Kk ∩ Kk′ = ∅ if k , k
′, 1 ≤ k, k′ ≤ Nel
 , (2)
where the overbar denotes closure Ω¯ = Ω ∪ ∂Ω, i.e., the elements Kk cover the whole domain and do not overlap.
Computational states are generally continuous on each element but discontinuous at the nodes. The space DGFEM
weak formulation for the system (1) is given by equation (A 11) in RBV2008 and reproduced here in Eq. (3). Re-
peated indices are used for the summation convention with i, j = 1, ..., n denoting components of vectors; k-subscript
denotes values in element Kk; L,R-superscripts and +,−-superscripts denote limiting functional values and x values,
respectively, to the left/right of an element edge. In one space dimension and considering cell Kk only, the weak form
reads:
0 =
∫
Kk
[
w∂tUi − Fi∂xw + wGi j∂xU j
]
dx +
[
w(x−k+1)P
p
i
(x−k+1, x
+
k+1) − w(x
+
k )P
m
i (x
−
k , x
+
k )
]
, (3)
where Pp and Pm are given by:
P
p
i
= PˆNCi +
1
2
∫ 1
0
Gi j(φ)
∂φ j
∂τ
dτ, Pmi = Pˆ
NC
i −
1
2
∫ 1
0
Gi j(φ)
∂φ j
∂τ
dτ, (4)
and the NCP flux is:
PˆNCi (U
L,UR) =

FL
i
− 1
2
∫ 1
0
Gi j(φ)
∂φ j
∂τ
dτ, if S L > 0;
FHLL
i
− 1
2
S L+S R
S R−S L
∫ 1
0
Gi j(φ)
∂φ j
∂τ
dτ, if S L < 0 < S R;
FR
i
+ 1
2
∫ 1
0
Gi j(φ)
∂φ j
∂τ
dτ, if S R < 0.
(5)
In the above integrals, φ : [0, 1]→ Rn is a Lipschitz continuous path, satisfying φ(0) = U L and φ(1) = UR, and connects
the model states across the discontinuities arising naturally at the element boundaries in the DGFEM framework1.
Finally, FHLL
i
is the standard HLL numerical flux [6]
FHLLi =
FL
i
S R − FR
i
S L + S LS R(UR
i
− UL
i
)
S R − S L
, (6)
Gi j is the i j-th element of the matrixG, and S
L,R are the fastest left- and right-moving signal velocities in the solution
of the Riemann problem, determined by the eigenvalues of the Jacobian ∂F/∂U +G of the system.
1This path is an artefact of the regularization of an NCP via DLM theory [5], discussed briefly in Kent et al. [4] and in more detail in Rhebergen
et al. [1].
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3. Does rest flow remain at rest?
The topography b in a shallow water model can be treated as a model variable (b = b(x, t) with ∂tb = 0) such that
the nonconservative topographic term −gh∂xb is then treated as an NCP. To highlight the issue of well-balanced flows,
we consider the non-rotating shallow water equations with non-zero bottom topography:
∂th + ∂x(hu) = 0, (7a)
∂t(hu) + ∂x
(
hu2 +
1
2
gh2
)
= −gh∂xb, (7b)
∂tb = 0, (7c)
which can be expressed in non-conservative form (1) with:
U =

h
hu
b
 , F (U ) =

hu
hu2 + 1
2
gh2
0
 , G(U ) =

0 0 0
0 0 gh
0 0 0
 . (8)
The eigenvalues of the Jacobian ∂F/∂U +G are λ± = u±
√
gh and λ0 = 0, which give the following numerical speeds:
S L = min
(
uL −
√
ghL, uR −
√
ghR
)
and S R = max
(
uL +
√
ghL, uR +
√
ghR
)
. (9a)
For i = 1, 3, there are no NCPs in the equations so contributions to the integrals in (4) and (5) are zero. For i = 2 and
after employing a linear path φ(τ;U L,UR) = U L + τ(UR −U L), one finds that:∫ 1
0
G2 j(φ)
∂φ j
∂τ
dτ =
∫ 1
0
g(hL + τ(hR − hL))(bR − bL)dτ = −gJbK{{h}}, (10)
where {{·}} = 1
2
((·)L + (·)R) and J·K = (·)L − (·)R. It is shown analytically here that when taking a linear path2 and lowest
order (DG0, i.e., piecewise constant) approximation for the model states and test functions, the resulting scheme is
not truly well-balanced. Flow at rest requires that the free surface height remains constant bL + hL = bR + hR with
uL = uR = 0. Under these conditions, S L < 0 < S R always and so the NCP flux (5) is:
PˆNCi = F
HLL
i −
1
2
S L + S R
S R − S L
VNCi , (11)
where VNC
i
=
∫ 1
0
Gi j(φ)
∂φ j
∂τ
dτ is zero for i = 1, 3 and given by (10) for i = 2. Since F1 = hu = 0 for rest flow and
F3 = 0, the fluxes for the h- (7a) and b-equations (7c) are:
PˆNC1 =
S LS R(hR − hL)
S R − S L
, PˆNC3 =
S LS R(bR − bL)
S R − S L
. (12)
For the hu-equation, we note that under rest flow conditions U2 = hu = 0, F2 =
1
2
gh2, VNC
2
= 1
2
g((hL)2 − (hR)2), and
JbK = bL − bR = hR − hL; thus, the second component of the NCP flux is PˆNC
2
= 1
4
g((hL)2 + (hR)2). The flux functions
in Eq. 4 are therefore:
Pp =

S LS R(hR−hL)
S R−S L
1
2
g(hL)2
S LS R(bR−bL)
S R−S L
 , Pm =

S LS R(hR−hL)
S R−S L
1
2
g(hR)2
S LS R(bR−bL)
S R−S L
 . (13)
Following RBV2008, but using piecewise constant basis functions w ≈ wh = 1 alternately in each element and U ≈
Uh = Uk(t), the space-DG0 (finite volume) scheme for element Kk reads:
0 = |Kk |
dUk
dt
+ Pp(U−k+1,U
+
k+1) − P
m(U−k ,U
+
k ), (14)
2Note that these calculations (Eqs. 10 – 17) hold when taking a n-polynomial path φ(τ;U L,UR) = U L + τn(UR −UL). In fact, the main result
(Eq. 17) is independent of φ; see appendix B.
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Figure 1: Snapshots of the free-surface height h + b and topography b at times at t = 0, 2.5, 5, 7.5, 10 in DG1 (piecewise linear; left) and DG0
(piecewise constant; right) simulations initialised with rest flow conditions (h + b = 1 and hu = 0). DG1 simulations, with piecewise linear
topography continuous across elements, maintain flow at rest for all t > 0 and are therefore considered well-balanced. On the other hand, evolving
topography (and therefore fluid depth h) emerges as t > 0 in DG0 simulations. Despite h + b = 1 for all t at DG0, the evolving b and h means that
the scheme should not be considered truly well-balanced. Other simulation details: Nel = 100, Fr = 1.9 (supercritical), topography given in Eq.18,
t = [0, 10].
where left- and right-states U−
k+1
= Uk, U
+
k+1
= Uk+1, U
−
k
= Uk−1, U
+
k
= Uk yield numerical fluxes:
Pp =

S L
k+1
S R
k+1
(hk+1−hk)
S R
k+1
−S L
k+1
1
2
gh2
k
S L
k+1
S R
k+1
(bk+1−bk)
S R
k+1
−S L
k+1
 , P
m =

S L
k
S R
k
(hk−hk−1)
S R
k
−S L
k
1
2
gh2
k
S L
k
S R
k
(bk−bk−1)
S R
k
−S L
k
 . (15)
Conditions for rest flow are assessed by considering the evolution of momentum hu and free surface height h + b, as
determined by the DG0 discretization (14):
0 = |Kk |
d
dt
(huk) +
1
2
gh2k −
1
2
gh2k =⇒
d
dt
(huk) = 0, (16a)
0 = |Kk |
d
dt
(hk + bk) +
S L
k+1
S R
k+1
(hk+1 − hk + bk+1 − bk)
S R
k+1
− S L
k+1
−
S L
k
S R
k
(hk − hk−1 + bk − bk−1)
S R
k
− S L
k
=⇒
d
dt
(hk + bk) = 0, (16b)
since hL + bL = hR + bR. Thus, both h + b and hu remain constant when initialised with rest flow, and the scheme
appears to be well-balanced. However, consider the evolution of b only:
0 = |Kk |
d
dt
(bk) +
S L
k+1
S R
k+1
(bk+1 − bk)
S R
k+1
− S L
k+1
−
S L
k
S R
k
(bk − bk−1)
S R
k
− S L
k
, (17)
and note that the evolution equation for h is the same as Eq. (17) after replacing b with h everywhere. These equations
for the numerical integration of b and h are the crux of this article and it is here that our analysis goes further than
RBV2008 to expose the following issue. Since b ≈ bh is discontinuous at the nodes for non-constant b, the sum of the
flux terms is non-zero (for S
L,R
k
, 0), leading to non-steady topography; the same is true for h. Thus, although flow
remains at rest in the sense that h + b = const. and hu = 0, the DG0 scheme is not truly well-balanced in the sense
that dbk/dt , 0 and dhk/dt , 0. That is, the fluid depth h and topography b evolve in time. This peculiar artefact is
demonstrated numerically in Fig. 1, which shows both DG0 and DG1 simulations initialised with rest flow conditions
and integrated with a standard third-order Runge-Kutta time-step routine. We solve the non-dimensionalized equations,
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effectively setting g = Fr−2 in Eq.7 where Fr is the Froude number, on a domain of length L = 1. For topography, the
classical profile of an isolated parabolic ridge is implemented (as in RBV2008):
b(x, t) =
bc
(
1 −
(
x−xp
a
)2)
, for |x − xp| ≤ a;
0, otherwise,
(18)
where bc is the height of the hill crest, a is the hill width parameter, and xp its location in the domain. For DG0
(right panel of Fig. 1) simulations, the analytical evolution of b in Eq. (17) is exemplified for this set-up. Despite the
free-surface height h + b remaining constant, the topography b ‘diffuses’ as t > 0 so that the fluid depth h is also non-
steady. For DG1 expansions (and higher-order), we can project the DG expansion coefficients of b such that bh remains
continuous across elements, then bR = bL and dbk/dt = 0. Then all aspects of rest flow are satisfied numerically and
the scheme can be considered truly well-balanced (see left panel of Fig. 1). We note also that, for DG1 and above, if
bh is initially discontinuous across elements (cf. [1]) then it evolves to a nearby continuous solution, at which point
numerical solutions for b and h remain steady. For completeness, a proof that the DG1 discretization satisfies all aspects
of well-balanced flow, first published in RBV2008, is reproduced here using our notation in appendix A.
4. Conclusion
This short article has shown that modelling topography as a time-independent variable in a shallow water system
(Eq. 7) and solving via the DGFEM scheme of RBV2008 is not suitable at lowest order (DG0, or finite volume).
Whilst the conditions for rest flow are apparently satisfied (Eq. 16), an unsatisfactory artefact of the DG0 discretization,
namely unsteady water depth and topography, is exposed analytically in Eq. (17) and numerically in Fig. 1. This is both
undesirable and unphysical, leading to incorrect solutions for h and b, and is thus a concern from a predictive modelling
perspective. This result also highlights that a well-balanced scheme (in the sense of satisfying h+b = const. and hu = 0
only) can lead to unsteady fluid depth h, which is wholly inadequate; perhaps to be considered truly well-balanced, a
scheme must satisfy further conditions that h and b are steady in separation.
We recognise that there are other higher-order DG schemes reported in the literature that do not suffer from this
issue, including RBV2008, but note that such schemes may not always be desirable when computational cost is a
major consideration (cf. Kent et al. [4]). In weather forecasting, for example, higher order accuracy may need to be
sacrificed for gains in computational efficiency, especially when real-time forecasting is combined with real-time data
assimilation. The modified shallow water model of Kent et al. [4] includes not only topography but also other non-
conservative terms relating to idealized atmospheric convection. Motivated by the need to provide a computationally
inexpensive solver for data assimilation research, a low-order (i.e., DG0) discretization in Kent et al. [4] was of greater
importance than improved accuracy of higher order discretizations. The hitherto unforeseen issue detailed here, and
first encountered in Kent et al. [4], has been bypassed by combining the theory of RBV2008 for dealing with the NCPs
and the method of Audusse et al. [7] for dealing with the topography. The resulting scheme successfully integrates
nonconservative hyperbolic shallow water-type models with varying topography at lowest order.
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Appendix A. DG1 discretization
The DG1 discretization uses piecewise linear basis functions (i.e., first-order polynomials) to approximate the trial
function U and test function w and thereby discretise the weak formulation (3) in space. The DG1 expansions are
U ≈ Uh = U + ξUˆ; w ≈ wh = w + ξwˆ. (A.1)
with mean and slope coefficients U = Uk(t) and Uˆ = Uˆk(t), where ξ ∈ (−1, 1) is a local coordinate in the reference
element Kˆk such that:
x = x(ξ) =
1
2
(
xk + xk+1 + |Kˆk |ξ
)
. (A.2)
Thus, when ξ = −1, x = xk and ξ = 1, x = xk+1. Also note that dx =
1
2
|Kˆk |dξ. We evaluate the integrals in (3) with
wi = wi|Kk and Ui = Ui|Kk as follows:∫
Kk
wi∂tUidx =
∫
Kk
(wi + ξwˆi)∂t(U i + ξUˆi)dx
=
1
2
|Kk |
∫ 1
−1
wi∂tU i + (wˆi∂tU i + wi∂tUˆi)ξ + (wˆi∂tUˆi)ξ
2dξ
=
1
2
|Kk |
[
2wi∂tU i +
2
3
wˆi∂tUˆi
]
= |Kk |wi∂tU i +
1
3
|Kk |wˆi∂tUˆi, (A.3)
∫
Kk
−Fi∂xwidx = −
∫
Kk
Fi(U + ξUˆ)∂x(wi + ξwˆi)dx
= −
∫ 1
−1
Fi(U + ξUˆ)
2
|Kk|
∂ξ(wi + ξwˆi)
1
2
|Kk |dξ = −wˆi
∫ 1
−1
Fi(U + ξUˆ)dξ, (A.4)
∫
Kk
wiGi j∂xU jdx =
∫
Kk
(wi + ξwˆi)Gi j(U + ξUˆ)∂x(U j + ξUˆ j)dx
=
∫ 1
−1
(wi + ξwˆi)Gi j(U + ξUˆ)
2
|Kk |
∂ξ(U j + ξUˆ j)
1
2
|Kk |dξ
=
∫ 1
−1
(wi + ξwˆi)Gi j(U + ξUˆ)Uˆ jdξ = wi
∫ 1
−1
Gi j(U + ξUˆ)Uˆ jdξ + wˆi
∫ 1
−1
ξGi j(U + ξUˆ)Uˆ jdξ. (A.5)
The flux terms in (3) are:
wi(x
−
k+1)P
p
i
(x−k+1, x
+
k+1) = (wi + wˆi)|KkP
p
i
(
(U i + Uˆi)|Kk , (U i − Uˆi)|Kk+1
)
, (A.6)
wi(x
+
k )P
m
i (x
−
k , x
+
k ) = (wi − wˆi)|KkP
m
i
(
(U i + Uˆi)|Kk−1 , (Ui − Uˆi)|Kk
)
. (A.7)
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The space-discretised scheme for means U i and slopes Uˆi is obtained by considering coefficients of the test function
means wi and slopes wˆi and taking wi = wˆi = 1 alternately for each element (again due to arbitrariness of wh):
0 = |Kk |∂tU i + P
p
i
(
UL|Kk ,U
R|Kk+1
)
− Pmi
(
UL|Kk−1 ,U
R|Kk
)
+
∫ 1
−1
Gi j(U + ξUˆ)Uˆ jdξ (A.8a)
0 =
1
3
|Kk |∂tUˆi + P
p
i
(
UL|Kk ,U
R|Kk+1
)
+ Pmi
(
UL|Kk−1 ,U
R|Kk
)
−
∫ 1
−1
Fi(U + ξUˆ)dξ +
∫ 1
−1
ξGi j(U + ξUˆ)Uˆ jdξ, (A.8b)
where UL = U + Uˆ and UR = U − Uˆ are the trace values to the left and right of a element edge.
Here it is shown analytically that when taking a linear path and using first-order expansion for the model states and
test functions, rest flow in the shallow water system (7) remains at rest and the non-constant topography b does not
evolve as long as bh remains continuous across elements. The semi-discrete scheme is given by (A.8) and we evaluate
the integrals therein for rest flow, and check the following:
d
dt
(hk + bk) = 0,
d
dt
(hˆk + bˆk) = 0,
d
dt
(huk) = 0,
d
dt
(ĥuk) = 0. (A.9)
For i = 1, 3, integrals involvingG are zero. For i = 2:∫ 1
−1
G2 j(U + ξUˆ)Uˆ jdξ = g
∫ 1
−1
(h + ξhˆ)bˆdξ = g
∫ 1
−1
(hbˆ + hˆbˆξ)dξ = 2ghbˆ, (A.10)∫ 1
−1
ξG2 j(U + ξUˆ)Uˆ jdξ = g
∫ 1
−1
ξ(h + ξhˆ)bˆdξ = g
∫ 1
−1
(hbˆξ + hˆbˆξ2)dξ =
2
3
ghˆbˆ (A.11)
with the first integral featuring in the equation for means U i and the second in the equation for slopes Uˆ. For the
integral involving the flux F:∫ 1
−1
F1(U + ξUˆ)dξ =
∫ 1
−1
(hu + ξĥu)dξ = 0, since flow is at rest; (A.12a)∫ 1
−1
F2(U + ξUˆ)dξ =
∫ 1
−1
1
2
g(h + ξhˆ)2dξ =
1
2
g
∫ 1
−1
(h2 + 2ξhhˆ + ξ2hˆ2)dξ
=
1
2
g
[
2h2 +
2
3
hˆ2
]
= gh2 +
1
3
ghˆ2; (A.12b)∫ 1
−1
F3(U + ξUˆ)dξ = 0. (A.12c)
Using (13), (A.10), and (A.12) in (A.8), we check the conditions (A.9) for rest flow to be satisfied numerically:
h + b : 0 = |Kk |
d
dt
(hk + bk) +
S L
k+1
S R
k+1
(hR
k+1
− hL
k+1
+ bR
k+1
− bL
k+1
)
S R
k+1
− S L
k+1
−
S L
k
S R
k
(hR
k
− hL
k
+ bR
k
− bL
k
)
S R
k
− S L
k
=⇒
d
dt
(hk + bk) = 0; (A.13)
hˆ + bˆ : 0 =
1
3
|Kk |
d
dt
(hˆk + bˆk) +
S L
k+1
S R
k+1
(hR
k+1
− hL
k+1
+ bR
k+1
− bL
k+1
)
S R
k+1
− S L
k+1
+
S L
k
S R
k
(hR
k
− hL
k
+ bR
k
− bL
k
)
S R
k
− S L
k
=⇒
d
dt
(hˆk + bˆk) = 0; (A.14)
hu : 0 = |Kk |
d
dt
(huk) +
1
2
g(hk + hˆk)
2 −
1
2
g(hk − hˆk)
2 + 2ghkbˆk = |Kk |
d
dt
(huk) + 2ghk(hˆk + bˆk)
=⇒
d
dt
(huk) = 0; (A.15)
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ĥu : 0 =
1
3
|Kk |
d
dt
(ĥuk) +
1
2
g(hk + hˆk)
2 +
1
2
g(hk − hˆk)
2 − gh2k −
1
3
ghˆ2k +
2
3
ghˆkbˆk
=
1
3
|Kk |
d
dt
(ĥuk) + gh
2
k + ghˆ
2
k − gh
2
k −
1
3
ghˆ2k +
2
3
ghˆkbˆk =
1
3
|Kk |
d
dt
(ĥuk) +
2
3
ghˆk(hˆk + bˆk)
=⇒
d
dt
(ĥuk) = 0. (A.16)
Twice-underlined terms in the above evaluations are zero after noting that, for flow at rest, hL + bL = hR + bR and the
slope of h + b is zero. Thus, it has been proven that rest flow remains at rest for the DG1 space discretization when
using a linear path. Moreover, if we consider the evolution of b only:
0 = |Kk |
d
dt
(bk) +
S L
k+1
S R
k+1
(bR
k+1
− bL
k+1
)
S R
k+1
− S L
k+1
−
S L
k
S R
k
(bR
k
− bL
k
)
S R
k
− S L
k
(A.17a)
0 =
1
3
|Kk |
d
dt
(bˆk) +
S L
k+1
S R
k+1
(bR
k+1
− bL
k+1
)
S R
k+1
− S L
k+1
+
S L
k
S R
k
(bR
k
− bL
k
)
S R
k
− S L
k
(A.17b)
and project the topography b such that bh remains continuous across elements (i.e., b
R = bL), then dbk/dt = dbˆk/dt = 0.
Hence, all aspects of rest flow are satisfied numerically and the scheme is truly well-balanced. Note that, for DG1 and
higher-order, if bh is initially discontinuous across elements then it evolves to a nearby continuous solution, at which
point numerical solutions for b and h remain steady.
Appendix B. Alternative path
We employ a linear path φ to deal with the non-conservative products in the integral (10). Consider instead an
n-degree polynomial path:
φ(τ;U L,UR) = U L + τn(UR −U L), τ ∈ [0, 1], =⇒
∂φ
∂τ
= nτn−1(UR −U L) = −nτn−1JU K. (B.1)
Then the integral (10) becomes:∫ 1
0
G2 j(φ)
∂φ j
∂τ
dτ =
∫ 1
0
g(hL + τn(hR − hL))nτn−1(bR − bL)dτ = ng(bR − bL)
∫ 1
0
τn−1(hL + τn(hR − hL))dτ
= ng(bR − bL)
[
1
n
hLτn +
1
2n
τ2n(hR − hL)
]1
0
= g(bR − bL)
1
2
(hL + hR) = −gJbK{{h}}. (B.2)
Thus, taking a linear path does not affect the result. In fact, since there are no NCPs in the h- and b-evolution equations,
the choice of path has no impact on the critical result (Eq. (17)).
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