Abstract. This paper presents our computational experience with parallel Branch, Cut and Price algorithms in a geographically-distributed grid environment. After a brief description of our framework for solving large-scale optimization problems, we describe the experimental grid environment and the tests performed, presenting the obtained performance results.
Introduction
In the field of integer optimization, Branch and Bound is one of the most common methods used to solve hard optimization problems. It uses a divide-and-conquer strategy to explore the set of feasible solutions and takes trace of them using a search tree. Unfortunately, many real-world problems are NP-Hard and may require search trees of exponential size. Then, it is natural to try to parallelize the search in order to make the solution more practical. Currently, there are several frameworks using a parallel approach to solve optimization problems, while the potential of computing grids seems to have been only partially exploited. This paper aims to explore this field, since it describes our computational experience in using the Branch, Cut and Price platform, described in [1] , for solving largescale optimization problems in a grid environment. In a previous paper [1] , we have shown the tests performed in a cluster of Globus nodes on a single LAN. Here, the target computing environment is a grid made up of two clusters belonging to two different LANs, where the front-ends have public addresses and the compute nodes have private addresses.
The software system developed for our test is composed of two framework, BCP-G and Meta-PBC, and a web portal, SWI-Portal. BCP-G is a customized version of COIN/BCP, an open source framework developed within the IBM COIN-OR project. The original COIN/BCP framework, based on the use of PVM libraries, has been provided with a new MPI communication API able to exploit the MPICH-G2 system, a grid-enabled MPI implementation [2, 3] . Meta-PBC is instead a brand new framework, implementing a master-worker schema [4] . SWI-Portal is a web portal that manages users and jobs.
In the next section, we introduce the Branch, Cut and Price algorithms and the architecture of our grid-enabled system. Then, we describe our experimental grid environment with the interconnection network used and we present several case studies and the obtained performance results. The paper closes with a discussion on future work and our conclusions.
The Branch, Cut and Price Algorithms
Branch and Bound algorithms are among the most widely used methods for solving complex optimization problems [5] . An optimization problem is the task of minimizing (maximizing) an objective function, a function that associates a cost to each solution. Branch and Bound uses a divide-and-conquer strategy that partitions the solution space into subsets. As is well known, it is made up of two phases: a branching one, where the subsets of solutions are examined forming a tree structure called search tree, and a bounding one, where they are evaluated finding upper and lower bounds to the optimal solution.
LP-based Branch and Bound is a Branch and Bound where the lower bound is computed solving the LP-relaxation of the problem. For example, in a generic MILP (Mixed Integer Linear Programming) problem, there is a finite number of variables subject to the integrality constraint. By relaxing this constraint, we have a LP-relaxation, whose optimal value is a lower bound to the original problem. A typical branching operation is to select a variable with fractional value in the LP solution.
Branch and Cut algorithms are a type of Branch and Bound where a finite number of cuts, that is, valid inequalities, are dynamically added to the search tree, in order to improve the lower bound to the LP-relaxation [6, 7] .
Branch and Price algorithms are instead based on column generation in order to solve problems with a very large number of variables. They use initially only a small subset of the problem variables and of the respective columns in the constraints matrix, thus defining a reduced problem. In fact, in the original problem, there are too many columns and great part of them will have the respective variables equal to zero in an optimal solution.
Branch, Cut and Price joins the two methods used by Branch and Cut and Branch and Price, producing dynamically both cutting planes and variables [5] .
The Architecture of the Solver System
The architecture of our solver [1] is shown in Fig. 1 . In the figure, the upper layer is the portal interface. In the middle, there are the two framework BCP-G and MetaPBC, all of which rely on the lower layer (Globus and MPICH-G2).
BCP-G is an optimization framework based on the Branch, Cut And Price method, which we have implemented from COIN/BCP, adding to it a new communication interface written in MPI. COIN/BCP is an open-source framework based on Branch, Cut and Price for solving mixed integer programming problems [8] . It offers a parallel implementation of the algorithm based on the message-passing environment PVM (Parallel Virtual Machine). COIN/BCP implements a single-node pool algorithm, where there is a single central list of candidate sub-problems to be processed, owned by the tree manager. The modules communicate with each other by exchanging messages through a messagepassing protocol defined in a separate communications API.
Fig. 1. Solver architecture
Our communication interface in MPI is implemented by the two classes BCP mpi environment and BCP mpi id, which manage the communications between computational modules and the process ids, respectively. This new interface, which is now integrated in the COIN-OR framework (http://www.coin-or.org/ download.html), allows the use of this framework in a Globus grid environment through the grid-enabled implementation of MPI, MPICH-G2. The user has simply to write a Globus rsl script and, through the globusrun command, he/she can launch the solver execution [9] .
Meta-PBC is a parallel solver for solving optimization problems using the Branch and Cut algorithm. It consists of three modules: manager, worker and tree monitor [4] . The manager is responsible for the initialization of the problem and manages the message handling between the workers. The worker is a sequential Branch and Cut solver, with additional functionality to communicate in the parallel layer. The workers communicate with each other through the parallel API to know the state of the overall solution process. The parallel interaction between modules is achieved by a separate communication API. The current version is implemented in MPI. In this way, the processes can be executed on a grid using MPICH-G2. The tree monitor collects information about the search tree.
SWI-Portal is a web portal that allows users to submit jobs and hence to solve optimization problems, to monitor their job, to view their output and to download the results. Users interact with the portal, and, therefore, with the solvers and the grid, through this interface. SWI-Portal is implemented using the Java Server Pages technology (JSP). It consists of an user interface and of a set of Java classes, wrapping the most important and useful Globus functions. Furthermore, it uses a database to collect information on users, jobs and resources.
All the services and the functions supplied by the SWI-Portal are grouped in four subsystems. The first, the account subsystem, is responsible for managing user access in conjunction with the users DB. It allows a user to register in the system and to enter the portal, giving his login and password. The second one is the scheduling subsystem. It invokes the Globus gatekeeper and the associated job-manager to start the run with the parameters supplied by the user. The subsystem also records information about the runs in the database. From the pages of the Monitoring subsystem, a user can check the status and any other information about all the started processes (such as output, error, rsl, and search tree). Through the Download Subsystem, a user can download all information regarding his jobs and/or cancel this from the server. More details about the solver system architecture can be found in [1] .
The Grid Testbed
To test the system on slow extra-LAN connections, we have configured an experimental grid environment made up of two Rocks clusters (fab4 and e-science) at two different sites at the University of Sannio [10] . Fig. 2 shows the architecture of our grid environment. Each cluster has front-end with public IP and compute nodes with hidden IPs. We used 4 workstation on fab4, each equipped with Pentium Xeon, 2.8 GHz CPU and 1 GB of RAM, and 16 workstations on e-science, each equipped with Pentium Xeon, 2.8 GHz CPU and 1 GB of RAM. The intra-cluster connection is 100 GigaEthernet. The two clusters are not on the same campus LAN, and are actually connected by a very slow connection (the details are provided later). We installed on each front-end the Globus Toolkit and the local Sun Grid Engine (SGE) scheduler. The Sun Grid Engine is a distributed resource management (DRM) software and it provides functions to utilize effectively the resources within the cluster as submitting, monitoring and managing jobs. In particular, the Globus gatekeeper uses the SGE scheduler as its job-manager. On each head node, we installed MPICH-G2, which allows intercluster and intra-cluster communication. MPICH-G2, based on Globus Toolkit services, allows to run MPI application on a grid environment. It uses TCP for inter-machine messaging and a vendor-supplied MPI (where available) for intramachine messaging. MPICH-G2 requires point-to-point communication between the nodes where the jobs are running. Unfortunately, this requires that all compute nodes have public IP addresses, but this is in contrast with a classical cluster configuration like ours, where the compute nodes have private IPs.
In order to solve this problem, and to use all of the processors available, we have chosen a solution based on the Realm Specific IP (RSIP) framework and protocol. RSIP is a network address translation technology that performs a function similar to NAT. It allows the communication between two hosts belonging to different address spaces. In our solution, we installed on each head node an RSIP server and on each compute node an RSIP client. When a compute node of e-science (RSIP client) wishes to contact a node of fab4, it queries the RSIP server for a port number and a public IP address. The client then tunnels the packets to the RSIP server, which strips off the tunnel headers and sends the packets to the target node. On incoming packets, the RSIP server looks up the client IP, based on port number, adds the tunnel header and sends them to the RSIP client.
We measured the bandwidth of the extra-LAN connection between the two clusters, including the overhead of the RSIP protocol, through a simple MPI ping-pong program, which calculates the communication time between two processes using blocking send and receive (Fig. 3) . The figure shows the bandwidth of the intra-cluster network, on e-science and fab4, and of the inter-cluster network. Moreover, Table 1 shows the transmission latency measured between two nodes in a single cluster, and in different clusters (inter-cluster).
Case Studies
We present here the performance results obtained by our solver for the solution of an optimization problem in the above-described grid environment. In particular, we have implemented a generic MIP solver to solve mixed integer linear programming problems. A MIP problem has the following form:
In the computational experiments of BCP-G with the MIP solver we take advantage of the MIPLIB library [11] , which, since its introduction, has become a standard test set, and is commonly used to compare the performance of mixed integer optimizers. As LP solver, we use CLP, an open source solver of the COIN-OR project. Table 2 shows the details of the tested problem instances. Column name is the name of the problem instance, rows the number of constraints, cols the number of variables, ints the number of integer variables and nonzeros the number of nonzero elements in the constraints matrix. Figures 4(a), 4(b), 4(c) compare the response times of BCP-G using different scheduling strategies. Using the first strategy, s1, slave processes first are spawned on e-science, and, only when all the nodes of this cluster have been used, on fab4. In the second one, s2, we spawn immediately slave processes alternatively on both clusters. Of course, in the second case the response time is higher, especially for low number of hosts, due to the latency introduced by the inter-cluster connection (its max measured bandwidth is 0,2 MB/s). All the tests presented show that from 16 hosts onward the use of additional hosts does not involve any significant gain in the solver performance. The reason is the used parallelization strategy along with the architecture of our grid environment. The solver system uses a classical centralized approach where all the communications are between the master and the slave processes. During the execution, there is a large amount of data exchanged between the master and the slave processes. In our tests, the master process, the tree manager, is on a compute node on e-science and the slave processes are on all the other compute nodes. The use of the additional compute nodes of fab4 increases the time spent in communication and hence the parallel overhead because of the high transmission latency of the extra-LAN connection. The alternative is to use a decentralized approach where each cluster has its local pool of problems to solve in order to reduce the communication on slow connections. Figure 5 and 6 show a centralized approach, 
Related Work
Many software packages implementing parallel branch and bound have been developed. SYMPHONY [5] is a parallel framework, similar to COIN/BCP, for solving mixed integer linear programs; PICO [12] . PARINO [13] and FATCOP [14, 15] are generic parallel MIP solvers. Some other parallel solver are PUBB [16] and PPBB-Lib [17] . ALPS [18] is a framework for implementing parallel graph search algorithms and MW [19] is a framework for making master-worker application in grid-environment using Condor. The literature dealing with the management and the performance of MPI applications in grid environments made up of private IP clusters is relatively limited. The paper [20] presents MPICH-GP, an extension of MPICH-G2 for supporting Private IP, whereas [21] describes a solution based on IMPI standard with Network Address Translation mechanism and [22] proposes a solution based on RSIP. Papers on similar topics are [23] and [24] . The paper [25] presents a performance analysis on hierarchical grid system with different bandwidths between clusters.
Conclusions and Future Work
In this paper, we have described the configuration of our experimental grid environment, which is made up of two clusters located in two different LAN. We have described the problems encountered using MPICH-G2 in such environment, where the compute nodes have hidden IPs, showing the solution based on RSIP and its performance evaluation. The computational tests performed and presented here led to unsatisfactory results, in that the high latency of the extra-LAN connection minimizes the performance gains due to the use of a high number of compute nodes. A grid is a set of resources of heterogeneous nature with different computational power connected by network with different performance characteristics. In this context, it is necessary to make grid-aware the application in order to achieve good performance. A simple master-worker approach, as our tests prove, is not a good solution because does not take into account the topology of the grid environment. In our future work, we wish to change the architecture of the solver system using a decentralized approach. We would divide the search tree in many sub-trees and assign one of them to each cluster, which will solve it individually (Fig. 6) . In this way, we think that the overhead introduced by slow networks, as in the case described in our tests, should be reduced.
