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Abstract
In this paper, we apply the homotopy perturbation method for solving the sixth-order boundary value problems by reformulating
them as an equivalent system of integral equations. This equivalent formulation is obtained by using a suitable transformation. The
analytical results of the integral equations have been obtained in terms of convergent series with easily computable components.
Several examples are given to illustrate the efficiency and implementation of the homotopy perturbation method. Comparisons are
made to confirm the reliability of the homotopy perturbation method. We have also considered an example where the homotopy
perturbation method is not reliable.
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1. Introduction
Recently, much attention has been given to develop some analytical methods for solving integral equations.
It is well known that perturbation methods provide the most versatile tools available in the non-linear analysis
of engineering problems, see [1–13]. The major drawback of the traditional perturbation techniques is the
overdependence on the existence of the small parameter. This condition is too overstrict and greatly affects the
applications of perturbation techniques because most of the non-linear problems (especially those having strong non-
linearity) do not even contain the so-called small parameter; moreover the determination of the small parameter
is a complicated process and requires special techniques. These facts have motivated the suggestion of alternative
techniques such as the artificial parameter method [14], decomposition method [15], the homotopy analysis method
[42] and the variational iteration method [1,16–25]. He developed the homotopy perturbation technique by combining
the standard homotopy method and perturbation technique. In fact, He presented hompotopy perturbation techniques
based on the introduction of a homotopy, artificial or book-keeping parameters for the solution of algebraic and
ordinary differential equations.
This technique is based on the expansion of the dependent variables and, in some cases, even constants that may
appear in the governing equation, and provides series solutions. The technique has been applied with great success
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to obtain the solution of a large variety of non-linear problems, see [1–7,10,12–14,26,27,42–44] and the references
therein. Although when it appeared, the homotopy perturbation method was believed to be a new technique, it is
worth mentioning that such a method has been previously used in, for example, numerical analysis and continuation
algorithms whereby a parameter is introduced and increased from a value for which the problem to be solved has an
easily obtainable solution, to its true valuable. In this paper, we use the homotopy perturbation method developed by
He [1–7] for solving a system of integral equations. This method is easy to implement and is more efficient than the
Adomian method. We also give an example where this method is not reliable.
To be more precise, we consider the general sixth-order boundary value problems of the type
y(vi)(x) = f (x, y), a ≤ x ≤ b (1)
with boundary conditions
y(a) = A1, y′′(a) = A2, y(iv)(a) = A3,
y(b) = B1, y′′(b) = B2, y(iv)(b) = B4,
where f (x, y) is a continuous function. The sixth-order boundary value problems arise in astrophysics; the narrow
convecting layers bounded by stable layers which are believed to surround A-type stars may be modeled by sixth-
order boundary value problems, see [28–34,38]. Glatmaier [35] also noticed that dynamo action in some stars may be
modeled by such equations. Moreover, when an infinite horizontal layer of fluid is heated from below and is subjected
to the action of rotation, instability sets in. When this instability is of ordinary convection, then the governing ordinary
differential equation is of sixth order, see [31–34]. The literature of numerical analysis contains little on the solution
of the sixth-order boundary value problems, see [15,28,31,34]. Results which list the conditions for the existence and
uniqueness of solutions of such problems are thoroughly discussed by Agarwal [36], though no numerical methods
are contained therein. Baldwin [28,29] developed non-numerical techniques for solving such problems. However,
numerical methods of solutions were introduced implicitly by Chawla and Katti [39]; although the authors focused
their attention on fourth-order boundary value problems. Finite difference methods of solutions for such problems
were also developed by Boutayeb and Twizell [30]. A second-order method was developed in [33] for solving special
and general sixth-order boundary value problems. In a later work [34], finite difference method of order two was
established to handle such problems. Sextic spline solutions of linear sixth-order boundary value problems were
derived by Siddiqi and Twizell [31] using polynomial splines of degree six where the spline function values at
the mid-knots of the interpolation interval and the corresponding values of the even order derivatives are related
through consistency relations. It is worth mentioning that the performance of the techniques used so far is well
known that it provides solutions at grid points only. Moreover, the existing techniques require huge computational
work. Recently, decomposition methods [15], Ritz’s method based on the variational theory [40], non-polynomial
spline technique [37], Sinc–Galerkin method [41] and the variational iteration method [25] have been applied for the
solution of sixth-order boundary value problems. To overcome these drawbacks, He [1–7] developed the homotopy
perturbation method for solving linear, non-linear, initial and boundary value problems. The basic motivation of
this paper is to apply the homotopy perturbation method to solve a system of integral equations. It is shown that
the method provides the solution in a rapid convergent series. The homotopy perturbation method has been shown
to solve effectively, easily and accurately a large class of linear, non-linear, partial, deterministic or stochastic
differential equations with approximate solutions which converge very rapidly to accurate solutions. In this paper
we prove that sixth-order boundary value problems are equivalent to the system of integral equations by using a
suitable transformation. This alternative transformation plays a pivotal and fundamental role in solving the sixth-order
boundary value problems. We show that the equivalent system of integral equations can be solved efficiently using the
homotopy perturbation method. This clearly indicates that the homotopy perturbation technique may be considered as
an alternative for solving linear and non-linear problems. Several examples are given to illustrate the performance of
this method. An example is given to show that this technique is not reliable. The results obtained in this paper can be
viewed as a refinement and improvement.
2. Homotopy perturbation method
Consider the following system of Volterra integral equations
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F(t) = G(t)+ λ
∫ t
0
K (t, s)F(s) ds, (2)
where
F(t) = ( f1(t), f2(t), . . . , fn(t))T,
G(t) = (g1(t), g2(t), gn(t))T.
K (t, s) = [ki j (t, s)], i = 1, 2, 3, . . . , n : j = 1, 2, . . . , n.
To explain the homotopy perturbation method, we consider a general equation of the type,
L(u) = 0, (3)
where L is any integral or differential operator. We define a convex homotopy H(u, p) by
H(u, p) = (1− p)F(u)+ pL(u), (4)
where F(u) is a functional operator with known solutions v0, which can be obtained easily. It is clear that, for
H(u, p) = 0, (5)
we have
H(u, 0) = F(u)
H(u, 1) = L(u).
This shows that H(u, p) continuously traces an implicitly defined curve from a starting point H(v0, 0) to a solution
function H( f, 1). The embedding parameter monotonically increases from zero to unit as the trivial problem F(u) = 0
continuously deforms the original problem L(u) = 0. The embedding parameter p ∈ (0, 1] can be considered as an
expanding parameter, see [1–7,10,11,13,26,27]. The homotopy perturbation method uses the homotopy parameter p
as an expanding parameter to obtain
u =
∞∑
i=0
piui = u0 + pu1 + p2u2 + p3u3 + · · · . (6)
If p → 1, then (6) corresponds to (4) and becomes the approximate solution of the form,
f = lim
p→1 u =
∞∑
i=0
ui . (7)
It is well known that series (7) is convergent for most of the cases and also the rate of convergence depends on L(u),
see [1–7]. We assume that (7) has a unique solution. Consider the i th equation of (2), we take

f1(t) =
∞∑
i=0
piui ,
f2(t) =
∞∑
i=0
pivi ,
f3(t) =
∞∑
i=0
pi si ,
....
(8)
The comparisons of like powers of p give solutions of various orders.
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3. Applications
We first show that the sixth-order boundary value problems may be reformulated as a system of integral
equations. We use the homotopy perturbation method reviewed in Section 2 to solve the resultant system of integral
equations.
Example 3.1 ([15,25,40]). Consider the following linear boundary value problem of sixth order,
y(vi)(x) = −6ex + y(x), 0 < x < 1,
with boundary conditions
y(0) = 1, y′′(0) = −1, y(iv)(1) = −3; y(1) = 0, y′′(1) = −2e, y(iv)(1) = −4e.
The exact solution of the problem is
y(x) = (1− x)ex .
Using the transformation dydx = q(x), dqdx = f (x), d fdx = s(x), dsdx = t (x), dtdx = z(x), we rewrite the above sixth-order
boundary value problem as a system of differential equations
dy
dx
= q(x),
dq
dx
= f (x),
d f
dx
= s(x),
ds
dx
= t (x),
dt
dx
= z(x),
dz
dx
= −6ex + y(x),
with y0(x) = 1, q0(x) = A, f0(x) = −1, s0(x) = B, t0(x) = −3, z0(x) = C.
The above system of differential equations can be written as a system of integral equations
y(x) = 1+
∫ x
0
q(x)dx,
q(x) = A +
∫ x
0
f (x)dx,
f (x) = −1+
∫ x
0
s(x)dx,
s(x) = B +
∫ x
0
t (x)dx,
t (x) = −3+
∫ x
0
z(x)dx,
z(x) = C +
∫ x
0
(−6ex + y(x))dx .
Applying the convex homotopy method, we have
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y0 + py1 + p2y2 + p3y3 + · · · = 1+ p
∫ x
0
(q0 + pq1 + p2q2 + · · ·)dx,
q0 + pq1 + p2q2 + p3q3 + · · · = A + p
∫ x
0
( f0 + p f1 + p2 f2 + · · ·)dx,
f0 + p f1 + p2 f2 + p3 f3 + · · · = 1+ p
∫ x
0
(s0 + ps1 + p2s2 + · · ·)dx,
s0 + ps1 + p2s2 + p3s3 + · · · = B + p
∫ x
0
(t0 + pt1 + p2t2 + · · ·)dx,
t0 + pt1 + p2t2 + p3t3 + · · · = 1+ p
∫ x
0
(z0 + pz1 + p2z2 + · · · .)dx,
z0 + pz1 + p2z2 + p3z3 + · · · = C + p
∫ x
0
(−6ex + (y0 + py1 + p2y2 + · · ·))dx .
Comparing the coefficient of like powers of p
p(0) :

y0(x) = 1,
q0(x) = A,
f (x)0 = −1,
s0(x) = B,
t0(x) = −3,
z0(x) = C,
p(1) :

y1(x) = Ax,
q1(x) = −x,
f1(x) = Bx,
s1(x) = −3x,
t1(x) = Cx,
z1(x) = 6− 6ex + x,
p(2) :

y2(x) = −12 x
2,
q2(x) = B2 x
2,
f2(x) = −32 x
2,
s2(x) = C2 x
2,
t2(x) = 6x + 12 x
2 − 6ex + 6,
z2(x) = A2 x
2,
p(3) :

y3(x) = B6 x
3,
q3(x) = −36 x
3,
f3(x) = C6 x
3,
s3(x) = 6+ 6x + 3x2 + 16 x
3 − 6ex ,
t3(x) = A6 x
3,
z3(x) = −16 x
3,
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p(4) :

y4(x) = − 324 x
4,
q4(x) = C24 x
4,
f4(x) = 6+ 6x + 3x2 + x3 + 124 x
4 − 6ex ,
s4(x) = A24 x
4,
t4(x) = − 124 x
4,
z4(x) = B24 x
4,
p(5) :

y5(x) = C120 x
5,
q5(x) = 6+ 6x + 3x2 + x3 + 14 x
4 + 1
120
x5 − 6ex ,
f5(x) = A120 x
5,
s5(x) = − 1120 x
5,
t5(x) = B120 x
5,
z5(x) = − 3120 x
5,
p(6) :

y6(x) = 6+ 6x + 3x2 + x3 + 14 x
4 + 1
20
x5 + 1
720
x6 − 6ex ,
q6(x) = A720 x
6,
f6(x) = − 1720 x
6,
s6(x) = B720 x
6,
t6(x) = − 3720 x
6,
z6(x) = C720 x
6,
p(7) :

y7(x) = A5040 x
7,
q7(x) = − 15040 x
7,
f7(x) = B5040 x
7,
s7(x) = − 35040 x
7,
t7(x) = C5040 x
7,
z7(x) = 6+ 6x + 3x2 + x3 + 14 x
4 + 1
20
x5 + 1
120
x6 + 1
5040
x7 − 6ex ,
....
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Table 3.1
Error estimates
x Analytical solution Series solution aError
0.0 1.00000000 1.00000000 0.00000000
0.1 0.99465383 0.99506316 −0.00040933
0.2 0.97712221 0.97790041 −0.00077820
0.3 0.94490117 0.94597165 −0.00107048
0.4 0.89509482 0.89635269 −0.00125787
0.5 0.82436064 0.82568302 −0.00132238
0.6 0.72884752 0.73010539 −0.00125787
0.7 0.60412581 0.60519629 −0.00107048
0.8 0.44510819 0.44588638 −0.00077820
0.9 0.24596031 0.24636964 −0.00040933
1.0 0.00000000 0.00000000 0.00000000
a Error = Exact solution − Series solution.
The solution is given as
y(x) = 1+ Ax − 1
2
x2 + B
6
x3 − 1
8
x4 + C
120
x5 − 1
120
x6 +
(
− 1
840
+ A
5040
)
x7 − 1
5760
x8
+
(
− 1
60480
+ B
362880
)
x9 − 1
403200
x10 +
(
− 1
6652800
+ C
39916800
)
x11 − 1
39916800
x12
×
(
− 1
518918400
+ A
6227020800
)
x13 + O(x13).
Imposing the boundary conditions at x = 1 leads to the following system
889750903
889574400
60481
362880
332641
39916800
332641
39916800
5041
5040
60481
362880
60481
362880
1
120
5041
5040

AB
C
 =

−189552271
518918400
−2e+ 18702059
6652800
−4e+ 55609
7560
 .
The solution of the above system gives
A = 0.0041622709, B = −2.041623366, C = −3.500425047.
The series solution is given as
y(x) = 1+ 0.0041622709x − 0.500x2 − 0.3402705611x3 − 0.125x4 − 0.02917020956x5
− 0.008333333333x6 − 0.001189650343x7 − 0.00017358x8 − 0.221605582× 10−4x9
− 0.0000024800x10 − 0.2380056805× 10−6x11 − 0.000000025x12 + O(x13),
which is exactly the same as obtained in [25] by using the variational iteration method and in [15] by using the
decomposition method.
Table 3.1 exhibits the exact solution and the series solution along with the errors obtained by using the homotopy
perturbation method. It is obvious that the errors can be reduced further and higher accuracy can be obtained by
evaluating more components of y(x).
Example 3.2 ([15,25]). Consider the following non-linear boundary value problem of sixth order,
y(vi)(x) = e−x y2(x), 0 < x < 1,
with boundary conditions
y(0) = y′′(0) = y(iv)(0) = 1, y(1) = y′′(1) = y(iv)(1) = e.
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Using the transformation dydx = q(x), dqdx = f (x), d fdx = s(x), dsdx = t (x), dtdx = z(x), we rewrite the above sixth-order
boundary value problem as a system of differential equations

dy
dx
= q(x),
dq
dx
= f (x),
d f
dx
= s(x),
ds
dx
= t (x),
dt
dx
= z(x),
dz
dx
= e−x y2(x),
with y0(x) = 1, q0(x) = A, f0(x) = 1, s0(x) = B, t0(x) = 1, z0(x) = C.
The above system of differential equations can be written as a system of integral equations
y(x) = 1+
∫ x
0
q(x)dx,
q(x) = A +
∫ x
0
f (x)dx,
f (x) = 1+
∫ x
0
s(x)dx,
s(x) = B +
∫ x
0
t (x)dx,
t (x) = 1+
∫ x
0
z(x)dx,
z(x) = C +
∫ x
0
e−x y2(x)dx,
with
y0(x) = 1, q0(x) = A, f0(x) = 1, s0(x) = B, t0(x) = 1, z0(x) = C.
Applying the convex homotopy, we have
y0 + py1 + p2y2 + p3y3 + · · · = 1+ p
∫ x
0
(q0 + pq1 + p2q2 + · · ·)dx,
q0 + pq1 + p2q2 + p3q3 + · · · = A + p
∫ x
0
( f0 + p f1 + p2 f2 + · · · .)dx,
f0 + p f1 + p2 f2 + p3 f3 + · · · = 1+ p
∫ x
0
(s0 + ps1 + p2s2 + · · · .)dx,
s0 + ps1 + p2s2 + p3s3 + · · · = B + p
∫ x
0
(t0 + pt1 + p2t2 + · · ·)dx,
t0 + pt1 + p2t2 + p3t3 + · · · = 1+ p
∫ x
0
(z0 + pz1 + p2z2 + · · ·)dx,
z0 + pz1 + p2z2 + p3z3 + · · · = C + p
∫ x
0
e−x (y0 + py1 + p2y2 + · · ·)2dx .
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Comparing the coefficient of like powers of p
p(0) :

y0(x) = 1,
q0(x) = A,
f0(x) = 1,
s0(x) = B,
t0(x) = 1,
z0(x) = C,
p(1) :

y1(x) = Ax,
q1(x) = x,
f1(x) = Bx,
s1(x) = x,
t1(x) = Cx,
z1(x) = 1− e−x ,
p(2) :

y2(x) = 12 x
2,
q2(x) = 12 Bx
2,
f2(x) = 12 x
2,
s2(x) = 12Cx
2,
t2(x) = −1+ x + e−x ,
z2(x) = 2A − 2Ae−x − 2Axe−x ,
p(3) :

y3(x) = 16 Bx
3,
q3(x) = 16 x
3,
f3(x) = 16cx
3,
s3(x) = 1− x + 12 x
2 − e−x ,
t3(x) = −4A + 2Ax + 4Ae−x + 2Axe−x ,
z3(x) = (1+ A2)(2− 2e−x − 2xe−x − x2e−x ),
p(4) :

y4(x) = 124 x
4,
q4(x) = 124cx
4,
f4(x) = −1+ x − 12 x
2 + 1
6
x3 + e−x ,
s4(x) = 6A − 4Ax + 12 Ax
2 − 6Ae−x − 2Axe−x ,
t4(x) = (1+ A2)(−6+ 2x + 6e−x + 4xe−x + x2e−x ),
z4(x) =
(
1
3
B + A
)
(6− 6e−x − 6xe−x − 3x2e−x − x3e−x ),
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p(5) :

y5(x) = 1120Cx
5,
q5(x) = 1− x + 12 x
2 − 1
6
x3 + 1
24
x4 − e−x ,
f5(x) = −8A + 6Ax − 2Ax2 + 16 Ax
3 + 8Ae−x + 2Axe−x ,
s5(x) = (1+ A2)(12− 6x + x2 − 12e−x− 6xe−x − x2e−x ),
....
The solution is given as
y(x) = 1+ Ax + 1
2
x2 + B
6
x3 + 1
24
x4 + C
120
x5 + 1
720
x6 +
(
A
2520
− 1
5040
)
x7 +
(
1
13440
− A
10080
)
x8
+
(
B
181440
− 1
51840
+ 1
60480
)
x9 +
(
− A
453600
− B
453600
+ 1
241920
)
x10
+
(
A
3991680
+ B
1995840
+ C
19958400
− 31
39916800
)
x11
+
(
− A
39916800
− B
11975040
− C
39916800
+ 1
7603200
)
x12 + O(x13).
Imposing the boundary conditions at x = 1 leads to the following algebraic system
39929261
39916800
9979423
59875200
332641
39916800
5501
453600
45371
45360
75601
453600
2089
10080
43
5040
10081
10080

AB
C
 =

e− 11731097
7603200
e− 5575343
3628800
e− 57103
40320
 .
The solution of the above system is given as
A = 1.001252684, B = 0.988483055, C = 1.085993892.
The series solution is given by
y(x) = 1+ 1.0012526840x + 0.500x2 + 0.16474717590x3 + 0.04166666667x4
− 0.0090499491x5 + 0.00138888889x6 + 0.0001989097952x7 + 0.00002492562x8
+ 0.00000271296906x9 − 0.000000252944751x10 + 0.0000000239041138x11
− 0.0000000033116406x12 + O(x13),
which is exactly the same as obtained in [25] by using the variational iteration method and in [15] by using the
decomposition method.
Table 3.2 exhibits the exact solution and the series solution along with the errors obtained by using the homotopy
perturbation method. It is obvious that the errors can be reduced further and higher accuracy can be obtained by
evaluating more components of y(x).
Example 3.3 ([15,25]). Consider the following non-linear boundary value problem of sixth order,
y(vi)(x) = ex y2(x), 0 < x < 1,
with boundary conditions:
y(0) = 1, y′(0) = −1, y′′(0) = 1; y(1) = e−1, y′(1) = −e−1, y′′(1) = e−1.
The exact solution of the problem is:
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Table 3.2
Error estimates
x Analytical solution Series solution a Error
0.0 1.000000000 1.000000000 0.000000
0.1 1.105170918 1.105294273 −1.233E–4
0.2 1.221402758 1.221638169 −2.354E–4
0.3 1.349858808 1.350184525 −3.257E–4
0.4 1.491824698 1.492210231 −3.855E–4
0.5 1.648721271 1.649129880 −4.086E–4
0.6 1.822118800 1.822510698 −3.919E–4
0.7 2.013752707 2.014088799 −3.361E–4
0.8 2.225540928 2.225786815 −2.459E–4
0.9 2.459603111 2.459733002 −1.299E–4
1.0 2.718281828 2.718281830 2.000E–9
a Error = Exact solution − Series solution.
y(x) = e−x .
Using the transformation dydx = q(x), dqdx = f (x), d fdx = s(x), dsdx = t (x), dtdx = z(x), we rewrite the above sixth-order
boundary value problem as a system of differential equations
dy
dx
= q(x),
dq
dx
= f (x),
d f
dx
= s(x),
ds
dx
= t (x),
dt
dx
= z(x),
dz
dx
= ex y2(x),
with
y(0) = 1, q(0) = −1, f (0) = 1, s(0) = A, t (0) = B, z(0) = C.
The above system of differential equations can be written as a system of integral equations
y(x) = 1+
∫ x
0
q(x)dx,
q(x) = −1+
∫ x
0
f (x)dx,
f (x) = 1+
∫ x
0
s(x)dx,
s(x) = A +
∫ x
0
t (x)dx,
t (x) = B +
∫ x
0
z(x)dx,
z(x) = C +
∫ x
0
ex y2(x)dx .
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Applying the convex homotopy method, we have
y0 + py1 + p2y2 + p3y3 + · · · = 1+ p
∫ x
0
(q0 + pq1 + p2q2 + · · ·)dx,
q0 + pq1 + p2q2 + p3q3 + · · · = −1+ p
∫ x
0
( f0 + p f1 + p2 f2 + · · ·)dx,
f0 + p f1 + p2 f2 + p3 f3 + · · · = 1+ p
∫ x
0
(s0 + ps1 + p2s2 + · · ·)dx,
s0 + ps1 + p2s2 + p3s3 + · · · = A + p
∫ x
0
(t0 + pt1 + p2t2 + · · ·)dx,
t0 + pt1 + p2t2 + p3t3 + · · · = B + p
∫ x
0
(z0 + pz1 + p2z2 + · · ·)dx,
z0 + pz1 + p2z2 + p3z3 + · · · = C + p
∫ x
0
ex (y0 + py1 + p2y2 + · · ·)2dx .
Comparing the coefficient of like powers of p, we have
p(0) :

y0(x) = 1,
q0(x) = −1,
f0(x) = 1,
s0(x) = A,
t0(x) = B,
z0(x) = C,
p(1) :

y1(x) = −x,
q1(x) = x,
f1(x) = Ax,
s1(x) = Bx,
t1(x) = Cx,
z1(x) = ex − 1,
p(2) :

y2(x) = x
2
2
,
q2(x) = Ax
2
2
,
f2(x) = Bx
2
2
,
s2(x) = Cx
2
2
,
t2(x) = −1− x + ex ,
z2(x) = −2+ 2ex − 2xex ,
p(3) :

y3(x) = Ax
3
6
,
q3(x) = Bx
3
6
,
f3(x) = Cx
3
6
,
s3(x) = −1− x − x
2
2
+ ex ,
t3(x) = −4− 2x + 4ex − 2xex ,
z3(x) = −4+ 4ex − 4xex + 2x2ex ,
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p(4) :

y4(x) = Bx
4
24
,
q4(x) = Cx
4
24
,
f4(x) = −1− x − x
2
2
− x
3
6
+ ex ,
s4(x) = −6− 4x − x2 + 6ex − 2xex ,
t4(x) = −12− 4x + 12ex − 8xex + 2x2ex ,
z4(x) =
(
−1+ A
3
)
6+ 6
(
1− A
3
)
ex + 6
(
−1+ A
3
)
xex + 3
(
1− A
3
)
x2ex +
(
−1+ A
3
)
x3ex ,
p(5) :

y5(x) = 1120cx
5,
q5(x) = −1− x − 12 x
2 − 1
6
x3 − 1
24
x4 + ex ,
f5(x) = −8− 6x − 2x2 − 13 x
3 + 8ex − 2xex ,
s5(x) = −24− 12x − 2x2 + 24ex − 12xex + x2ex ,
t5(x) =
(
−1+ A
3
)
6x + 6
(
1− A
3
)
(−1+ ex )+ 6
(
−1+ A
3
)
(1− ex + xex )
+3
(
1− A
3
)
(−2+ 2ex − 2xex + x2ex )+
(
−1+ A
3
)
(6− 6ex + 6xex − 3x2ex + x3ex ),
z5(x) =
(
1
4
+ B
12
− A
3
)
(−24+ 24ex − 24xex + 12x2ex − 4x3ex + x4ex ),
....
The solution is given as
y(x) = 1− x + 1
2
x2 + 1
6
Ax3 + 1
24
Bx4 + 1
120
Cx5 + 1
720
x6 − 1
5040
x7 − 1
40320
x8
+
(
A
181440
+ 1
362880
)
x9 +
(
1453600A + B
1814400
+ 1
725760
)
x10 +
(
A
1995840
+ B
3991680
+ C
19958400
+ 1
3628800
)
x11 +
(
A
11975040
+ B
15966720
+ C
3916800
+ 1
22809600
)
x12 + O(x13).
Imposing the boundary conditions at x = 1 leads to the following system
1425671
8553600
1108823
26611200
110881
13305600
83173
166320
18481
110880
831617
19958400
1513
1512
181471
362880
18901
113400

AB
C
 =

e−1 − 8891159
17740800
−e−1 − 135481
19958400
e−1 − 3746021
3628800
 .
The solution of this algebraic system gives
A = −0.99816409, B = 0.98167470, C = −0.93907310.
The series solution is given as
y(x) = 1− x + 0.500x2 − 0.1663606817x3 + 0.0409031125x4 − 0.007825609x5
+ 0.00138888889x6 − 0.000198412x7 − 0.000024801x8 − 2.74561337× 10−6x9
− 0.000000155573555x10 − 0.0000000256704195x11 − 0.000000001555735551x12 + O(x13),
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which is exactly the same as obtained in [25] by using the variational iteration method and in [15] by using the
decomposition method.
Table 3.3 exhibits the exact solution and the series solution along with the errors obtained by using the homotopy
perturbation method. It is obvious that the errors can be reduced further and higher accuracy can be obtained by
evaluating more components of y(x).
Example 3.4 ([25]). Consider the following special sixth-order boundary value problem involving a parameter c
u(6)(x) = (1+ c)u(4)(x)− cu(2) + cx,
with boundary conditions:
u(0) = u′(0) = 1, u′′(0) = 0,
u(1) = 7
6
+ sinh(1), u′(1) = 1
2
+ cosh(1), u′′(1) = 1+ sinh(1).
The exact solution of the problem is
u(x) = 1+ 1
6
x3 + sin h(x).
Using the transformation dudx = q(x), dqdx = f (x), d fdx = s(x), dsdx = t (x), dtdx = z(x), we rewrite the above special
sixth-order boundary value problem as a system of differential equations
du
dx
= q(x),
dq
dx
= f (x),
d f
dx
= s(x),
ds
dx
= t (x),
dt
dx
= z(x),
dz
dx
= (1+ c)t (x)− c f (x)+ cx,
with boundary conditions
u(0) = q(0) = 1, f (0) = 0, u(1) = 7
6
+ sinh(1), q(1) = 1
2
+ cosh(1), f (1) = + sinh(1).
The above system of differential equations can be written as a system of integral equations
u(x) = 1+
∫ x
0
q(x)dx,
q(x) = 1+
∫ x
0
f (x)dx,
f (x) = 0+
∫ x
0
s(x)dx,
s(x) = A +
∫ x
0
t (x)dx,
tk+1(x) = B +
∫ x
0
z(x)dx,
zk+1(x) = D +
∫ x
0
((1+ c)t (x)− c f (x)+ cx)dx .
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Table 3.3
Error estimates
x Analytical solution Series solution aError
0.0 1.0000000000 1.00000000 0.000000
0.1 0.9048374180 0.9048376527 −2.347E–7
0.2 0.8187307531 0.8187321416 −1.389E–6
0.3 0.7408182207 0.7408215280 −3.307E–6
0.4 0.6703200460 0.6703252487 −5.203E–6
0.5 0.6065306597 0.6065368577 −6.198E–6
0.6 0.5488116361 0.5488174164 −5.780E–6
0.7 0.4965853038 0.4965893856 −4.082E–6
0.8 0.4493289641 0.4493308670 −1.903E–6
0.9 0.4065696597 0.4065700167 −3.570E–7
1.0 0.3678794412 0.3678794417 −5.000E–10
a Error = Exact solution − Series solution.
Applying the convex homotopy, we have
u0 + pu1 + p2u2 + p3u3 + · · · = 1+ p
∫ x
0
(q0 + pq1 + p2q2 + · · ·)dx,
q0 + pq1 + p2q2 + p3q3 + · · · = 1+ p
∫ x
0
( f0 + p f1 + p2 f2 + · · ·)dx,
f0 + p f1 + p2 f2 + p3 f3 + · · · = 0+ p
∫ x
0
(s0 + ps1 + p2s2 + · · ·)dx,
s0 + ps1 + p2s2 + p3s3 + · · · = A + p
∫ x
0
(t0 + pt1 + p2t2 + · · ·)dx,
t0 + pt1 + p2t2 + p3t3 + · · · = B + p
∫ x
0
(z0 + pz1 + p2z2 + · · ·)dx,
z0 + pz1 + p2z2 + p3z3 + · · · = D + p
∫ x
0
((1+ c)(t0 + pt1 + p2t2 + · · ·)
− c( f0 + p f1 + p2 f2 + · · ·)+ ct)dx .
Comparing the coefficients of like powers of p, we have
p(0) :

u0(x) = 1,
q0(x) = 1,
f0(x) = 0,
s0(x) = A,
t0(x) = B,
z0(x) = D,
.
p(1) :

u1(x) = x,
q1(x) = 0,
f1(x) = Ax,
s1(x) = Bx,
t1(x) = Dx,
z1(x) = (1+ c)Bx + 12cx
2,
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p(2) :

u2(x) = 0,
q2(x) = 12 Ax
2,
f2(x) = 12 Bx
2,
s2(x) = 12Dx
2,
t2(x) = 12! (1+ c)Bx
2 + 1
3!cx
3,
z2(x) = 12 (1+ c)Dx
2 − 1
2
CAx2,
p(3) :

u3(x) = 13! Ax
3,
q3(x) = 13! Bx
3,
f3(x) = 13!Dx
3,
s3(x) = 13! (1+ c)Bx
3 + 1
4!cx
4,
t3(x) = + 13! (1+ c)Dx
3 − 1
3!cAx
3,
z3(x) = 13! (1+ c)
2Bx3 + 1
4! (1+ c)cx
4 − 1
3!cBx
3,
p(4) :

u4(x) = 14! Bx
4,
q4(x) = 14!Dx
4,
f4(x) = 14! (1+ c)Bx
4 + 1
5!cx
5,
s4(x) = 14! (1+ c)Dx
4 − 1
4!cAx
4,
t4(x) = 14! (1+ c)
2Bx4 + 1
5! (1+ c)x
5 − 1
4!cBx
4,
z4(x) = 14! (1+ c)
2Dx4 + 1
4! (1+ c)cx
4 − 1
4!cDx
4,
p(5) :

u5(x) = 15!Dx
5,
q5(x) = 15! (1+ c)Bx
5 + 1
6!cx
6,
f5(x) = 15! (1+ c)Dx
5 − 1
5!cAx
5,
s5(x) = 15! (1+ c)
2Bx5 + 1
6! (1+ c)cx
6− 1
5!cBx
5,
t5(x) = 15! (1+ c)
2Dx5 + 1
5! (1+ c)cx
5 − 1
5!cDx
5,
z5(x) = 15! (1+ c)
3Bx5 + 1
6! (1+ c)
2cx6 − 1
5!c(1+ c)Bx
5 − 1
5!c(1+ c)Bx
5 − 1
6!c
2x6,
....
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Table 3.4
c = 1 c = 10 c = 100 c = 1000 c = 100 000
A 2.0000060289 1.99052637692 1.8454775798 −6.852614584 1099 168.307
B −0.0000558706 0.09564140157 1.0137308481 −8.390834496 −1018.591684
D 1.00017512540 0.60597366252 −5.6392050771 −71.57411568 1106 809.16276
Table 3.5
x Exact solution c = 1
aE(DTM)
aE(HPM)
aE(ADM)
aE(VIM)
0.0 1.0000000000 0.0000 0.0000 0.0000 0.0000
0.1 1.1003334166 −4.5E–6 −7.8E–10 −7.8E–10 −7.8E–10
0.2 1.2026693358 −2.5E–5 −4.7E–9 −4.7E–9 −4.7E–9
0.3 1.3060202934 −5.9E–5 −1.7E–8 −1.7E–8 −1.7E–8
0.4 1.4214189924 −9.1E–5 −1.9E–8 −1.9E–8 −1.9E–8
0.5 1.5419286388 −1.0E–4 −2.4E–8 −2.4E–8 −2.4E–8
0.6 1.6726535821 −9.6E–5 −2.3E–8 −2.3E–8 −2.3E–8
0.7 1.8157503685 −6.6E–5 −1.7E–8 −1.7E–8 −1.7E–8
0.8 1.9734383155 −3.0E–5 −8.6–8 −8.6–8 −8.6–8
0.9 2.1480167257 −5.5E–6 −1.7E–9 −1.7E–9 −1.7E–9
1.0 2.3418678603 0.0000 0.0000 0.0000 0.0000
a E = Exact solution − Series solution.
The series solution is given as
u(x) = 1+ x + 1
3! Ax
3 + 1
4! Bx
4 + 1
5!Dx
5 + 1
6! Bx
6 + 1
6! Bcx
6 + 1
7!Dx
7 + 1
7!cx
7
− 1
7! Acx
7 + 1
7!Dcx
7 − 1
8! Bcx
8 + 1
9!cx
9 − 1
11!c
2x11 + · · · ,
which is exactly the same as obtained in [25] by using Adomian’s decomposition method and the homotopy
perturbation method.
Using the boundary conditions at x = 1,
A ∼ 2+ g(c),
B ∼ 0+ h(c),
D ∼ 1+ p(c),
where the functions g(c), h(c) and p(c) grow rapidly with c. In reality, they should go to zero as the number of terms
in the series goes to infinity. Table 3.3 shows the values of A, B and D, for different values of the parameter c. It is
easy to notice that the approximate solution obtained by the variational iteration technique is in good agreement with
the exact solution for the small values of the parameter c and continuously depends on the parameter c.
Table 3.3 exhibits the values of the constants A, B and D for different values of c.
Tables 3.4–3.9 exhibit the numerical results for small and large values of c. The tables show that the solutions
obtained using ADM, HPM and VIM are in good agreement with the exact solutions for small values of c only,
whereas the approximate solutions obtained using DTM are in good agreement with the exact solutions for all values
of the parameter c. Consequently, one can say that the homotopy perturbation method (HPM) is not reliable for solving
such problems.
Remark 3.1. As suggested by the referee, the Example 3.4 was re-considered also by taking u0(x) = 1+dx3 instead
of u0(x) = 1. The unknown parameter d could be determined [3] after few iterations. It was observed that the new
choice of u0(x) improves the reliability of the homotopy perturbation method to a tangible extent.
2970 M.A. Noor, S.T. Mohyud-Din / Computers and Mathematics with Applications 55 (2008) 2953–2972
Table 3.6
x Exact solution c = 10
aE(DTM)
aE(HPM)
aE(ADM)
aE(VIM)
0.0 1.0000000000 0.0000 0.0000 0.0000 0.0000
0.1 1.1003334166 −2.9E–5 1.2E–6 1.2E–6 1.2E–6
0.2 1.2026693358 −1.6E–4 7.2E–6 7.2E–6 7.2E–6
0.3 1.3060202934 −3.6E–4 1.7E–5 1.7E–5 1.7E–5
0.4 1.4214189924 −5.3E–4 2.7E–5 2.7E–5 2.7E–5
0.5 1.5419286388 −6.0E–4 3.4E–5 3.4E–5 3.4E–5
0.6 1.6726535821 −5.3E–4 3.2E–5 3.2E–5 3.2E–5
0.7 1.8157503685 −3.5E–4 2.3E–5 2.3E–5 2.3E–5
0.8 1.9734383155 −1.5E–4 1.1E–5 1.1E–5 1.1E–5
0.9 2.1480167257 −2.7E–5 2.2E–6 2.2E–6 2.2E–6
1.0 2.3418678603 0.0000 0.0000 0.0000 0.0000
a E = Exact solution − Series solution.
Table 3.7
x Exact solution c = 100
∗E(DTM) aE(HPM) aE(ADM) aE(VIM)
0.0 1.0000000000 0.0000 0.0000 0.0000 0.0000
0.1 1.1003334166 4.7E–5 2.1E–5 2.1E–5 2.1E–5
0.2 1.2026693358 3.2E–4 1.4E–4 1.4E–4 1.4E–4
0.3 1.3060202934 8.7E–4 4.1E–4 4.1E–4 4.1E–4
0.4 1.4214189924 1.5E–3 7.5E–4 7.5E–4 7.5E–4
0.5 1.5419286388 2.1E–3 1.0E–3 1.0E–3 1.0E–3
0.6 1.6726535821 2.2E–4 1.1E–3 1.1E–3 1.1E–3
0.7 1.8157503685 1.7E–3 9.2E–3 9.2E–3 9.2E–3
0.8 1.9734383155 9.1E–4 4.9E–3 4.9E–3 4.9E–3
0.9 2.1480167257 1.9E–4 1.0E–4 1.0E–4 1.0E–4
1.0 2.3418678603 0.0000 0.0000 0.0000 0.0000
a E = Exact solution − Series solution.
Table 3.8
x Exact solution c = 1000
aE(DTM)
aE(HPM)
aE(ADM)
aE(VIM)
0.0 1.0000000000 0.0000 0.0000 0.0000 0.0000
0.1 1.1003334166 5.9E–5 1.4E–3 1.4E–3 1.4E–3
0.2 1.2026693358 4.0E–4 1.0E–2 1.0E–2 1.0E–2
0.3 1.3060202934 1.1E–3 3.2E–2 3.2E–2 3.2E–2
0.4 1.4214189924 1.9E—3 6.3E–2 6.3E–2 6.3E–2
0.5 1.5419286388 2.6E–3 9.3E–2 9.3E–2 9.3E–2
0.6 1.6726535821 2.8E–3 1.0E–1 1.0E–1 1.0E–1
0.7 1.8157503685 2.2E–3 8.6E–2 8.6E–2 8.6E–2
0.8 1.9734383155 1.1E–3 4.7E–2 4.7E–2 4.7E–2
0.9 2.1480167257 2.5E–4 1.0E–2 1.0E–2 1.0E–2
1.0 2.3418678603 −7.1E–10 0.0000 0.0000 0.0000
a E = Exact solution − Series solution.
4. Conclusion
In this paper, the homotopy perturbation method has been successfully used for finding the solution of linear
and non-linear sixth-order boundary value problems. It may be concluded that the method is very powerful and
efficient in finding the analytical solutions for a wide class of integral equations. It provides more realistic series
solutions that converge very rapidly in physical problems. The fact that the homotopy perturbation method solves
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Table 3.9
x Exact solution c = 1000 000
aE(DTM)
aE(HPM)
aE(ADM)
aE(VIM)
0.0 1.0000000000 0.0000 0.0000 0.0000 0.0000
0.1 1.1003334166 6.0E–5 −1.8E+2 −1.8E+2 −1.8E+2
0.2 1.2026693358 4.1E–4 −1.3E+3 −1.3E+3 −1.3E+3
0.3 1.3060202934 1.1E–3 −4.2E+3 −4.2E+3 −4.2E+3
0.4 1.4214189924 2.0E–3 −8.4E+3 −8.4E+3 −8.4E+3
0.5 1.5419286388 2.7E–3 −1.2E+4 −1.2E+4 −1.2E+4
0.6 1.6726535821 2.9E–3 −1.4E+4 −1.4E+4 −1.4E+4
0.7 1.8157503685 2.3E–3 −1.1E+4 −1.1E+4 −1.1E+4
0.8 1.9734383155 1.2E–3 6.5E+4 6.5E+4 6.5E+4
0.9 2.1480167257 2.5E–4 −1.4E+3 −1.4E+3 −1.4E+3
1.0 2.3418678603 −7.1E–10 −3.4E–8 −3.4E–8 −3.4E–8
a E = Exact solution − Series solution.
non-linear equations without using Adomian polynomials can be considered as an advantage of this method over the
Adomian decomposition method. It is worth mentioning that we have also considered an example where the homotopy
perturbation method is not reliable.
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