This paper tests the Feldstein-Horioka (1980) hypothesis that the investment-to-output ratio moves one-for-one with the saving-to-output ratio, using annual time-series data on …fteen European countries
Introduction
Mobility of capital beyond its contribution to e¢ ciency in resource allocation has important international macroeconomic rami…cations related to convergence, taxation and returns to capital. Di¤erent currency regimes in capital importing and exporting countries encourage or deter movements across country borders. The gold standard era from 1880 to 1913, characterized by few international capital controls and limited government intervention, was certainly equally conducive to capital mobility as the recent dismantling of controls among industrial countries. Between these two eras, obstacles of various kinds originating in WWI, the Depression, WWII and the immediate post-war were obstructing the international mobility of capital.
Statistically Feldstein and Horioka (1980) found that coe¢ cients from regressions of ratios of investment to output on saving to output for 21 OECD countries over 1960-1974 as well as over three subperiods were stable and not signi…cantly di¤erent from unity. These high correlations based on average saving and investment in a cross-section study were interpreted as stylized facts of inter-country capital immobility. That capital tended to stay in its country of origin may not have been highly surprising at a time of relatively strict capital controls. When however later on most, if not all, controls were abolished and still the robustness of lack of international capital mobility was repeatedly con…rmed, disbelief in the statistical relation emerged, and as a puzzle it was submitted to further empirical investigations.
The present paper extends the literature by testing whether the investmentto-output ratio moves one-for-one with the saving-to-output ratio, using the econometric framework developed by Fisher and Seater (1993) for testing long-run monetary neutrality. In doing so, we interpret the Feldstein-Horioka hypothesis as a long-run phenomenon (the original Feldstein-Horioka paper did not make claims about the time-series properties of saving and investment, and was based on a cross section of …ve-year averages) and pay explicit attention to the time-series properties of the variables. A requirement for meaningful such long-horizon regression tests is that the investment-tooutput and saving-to-output ratios are at least integrated of order one and of the same order of integration.
In what follows, we provide a brief summary of the Feldstein-Horioka (1980) hypothesis and of the econometric approach developed by Fisher and Seater (1993) . Section 4 discusses the data and presents the long-horizon regression test results with inference based on 95% con…dence bands, con-structed using the Newey and West (1987) procedure. Section 5 investigates the power of the long-horizon regression tests using the Andrews (1989) inverse power function. Section 6 provides a comparison with the United States and Japan, and the …nal section closes with a brief summary and conclusion.
2 The Feldstein-Horioka Puzzle Feldstein and Horioka (1980) attempt to qualify the degree of international capital mobility by regressing averages (for the period 1960-1974) of investment shares of output on saving shares of output, using a cross-section of 16 industrial countries that are members of the OECD. Their regression equation is
where i represents the investment-to-output ratio (I=Y ), s is the saving-tooutput ratio (S=Y ), is the regression error, and the subscript j is a country index. In the context of (1), they argue that the (saving-retention) coe¢ cient measures the degree of international capital mobility; the proportion of the incremental saving that is invested in the domestic economy. In particular, large values of indicate low capital mobility and low values of indicate high capital mobility.
Empirically, Feldstein and Horioka (1980) …nd to be very close to 1, which they interpret as evidence of low capital mobility in the world economy. Their …nding has also been con…rmed by a number of other researchers, using a variety of techniques -see Coakley et al. (1998) and Sarno and Taylor (1998) for two comprehensive surveys of this literature. Recently, however, some researchers have argued that a large value in (1) does not necessarily imply low capital mobility in the international economy. Baxter and Crucini (1993) , for example, argue that saving and investment may be highly correlated as a result of endogenous private sector responses to shocks which simultaneously change saving and investment. Dooley et al. (1987) also argue that low goods market integration and low mobility of labour and capital may well be the explanation of high saving-investment correlations even if …nancial capital mobility is high.
High values can be similarly induced by current account targeting in view of the long run necessity of equilibrium in the balance of payments, as no country has inexhaustible foreign exchange reserves nor can any country a¤ord the burden of unsustainable foreign indebtedness. Because these targeting constraints tend to distort true capital mobility, especially that of short term capital, the most appropriate framework of investigating the saving-investment relationship is that based on time series of the two variables as reported in national account publications. The investigation in this paper adheres to such framework.
Econometric Methodology
Following Fisher and Seater (1993), we consider the following bivariate autoregressive representation
where L is the lag operator, i is the investment share of output, s is the saving share of output, and hzi represents the order of integration of z, so that if z is integrated of order , then hzi = and h zi = hzi 1. The vector ("
0 is assumed to be independently and identically distributed normal with zero mean and covariance P " , the elements of which are var(" According to this approach, the null hypothesis of perfect capital mobility can be tested in terms of the long-run derivative of i with respect to a permanent change in s, LRD i;s , which is de…ned as follows. If lim k!1 @s t+k =@" s t 6 = 0, then
and expresses the ultimate e¤ect of an exogenous saving-to-output ratio disturbance on i, relative to that disturbance's ultimate e¤ect on s. When lim k!1 @s t+k =@" s t = 0, there are no permanent changes in s and thus LRD i;s is unde…ned. In terms of this framework, perfect capital mobility requires that LRD i;s = 0.
The above bivariate autoregressive system can be inverted to yield the following vector moving average representation
In terms of this moving average representation, Fisher and Seater (1993) show that LRD i;s depends on hsi hii, as follows
Hence, meaningful perfect international capital mobility tests can be conducted if both i t and s t satisfy certain nonstationarity conditions. In particular, capital mobility tests require that both i t and s t are at least I(1) and of the same order of integration. In fact, when hii = hsi = 1, the long-run derivative becomes
The coe¢ cient is (1)= ss (1) is the long-run value of the impulse-response of i with respect to s, suggesting that LRD i;s can be interpreted as the long-run elasticity of i with respect to s.
Under the assumptions that cov(" i t ; " s t ) = 0 and that s is exogenous in the long-run, the coe¢ cient is (1)= ss (1) equals the zero-frequency regression coe¢ cient in the regression of hii i on hsi s -see Fisher and Seater (1993, note 11). This estimator is given by lim k!0 b k , where b k is the coe¢ cient from the regression
In fact, when hii = hsi = 1, consistent estimates of b k can be derived by applying ordinary least squares to the regression
The null hypothesis of low capital mobility is b k = 1. If the null is not rejected across a range of k-forecast horizons, the data supports the Feldstein-Horioka hypothesis.
Although Feldstein and Horioka (1980) investigated only the e¤ect of independent saving shocks on investment, here we also investigate the e¤ect of independent investment shocks on saving by reversing the roles of i and s in equation (2).
Data and Empirical Results
We use annual data, from the European Economy, over the 1960-2002 period on investment and saving shares of output for …fteen European countries. The countries are Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, Netherlands, Portugal, Spain, Sweden, and the United Kingdom.
As it was argued in the introduction, meaningful long-horizon regression tests of the Feldstein-Horioka hypothesis can only be conducted if both the i t and s t variables satisfy certain nonstationarity conditions. In particular, long-horizon regression tests require that both i t and s t are at least integrated of order one and of the same order of integration. Hence, the …rst step in conducting our tests is to test for stochastic trends (unit roots) in the autoregressive representation of each individual time series. In Table  1 Phillips and Perron (1988) . As discussed in Pantula et al. (1994) , the WS test dominates the ADF test in terms of power. Also the Z(t^ ) test is robust to a wide variety of serial correlation and time-dependent heteroskedasticity.
For the WS and ADF tests, the optimal lag length is taken to be the order selected by the Akaike Information Criterion (AIC) plus 2 -see Pantula et al. (1994) for details regarding the advantages of this rule for choosing the number of augmenting lags. The Z(t^ ) is done with the same Dickey-Fuller regression variables, using no augmenting lags. According to the p-values [based on the response surface estimates given by MacKinnon (1994)] for the WS, ADF, and Z(t^ ) unit root tests, the null hypothesis of a unit root can in general be rejected for both the i t and s t series for each country, except for the investment ratio for Luxembourg. Hence, we conclude that both the i t and s t series are integrated of order 1 [or I(1) in the terminology of Engle and Granger (1987) ].
Next, we estimate equation (2) for values of k ranging from 1 to 30, and present the estimates of b k along with the 95% con…dence bands in Figures 1-15 . The tests are …rst done with i t as the dependent variable (and are presented in Panel A of Figures 1-15 ) and then repeated with s t as the dependent variable (and presented in Panel B).The con…dence bands are constructed using the Newey and West (1987) procedure from a t-distribution with T =k degrees of freedom, where T is the number of observations; the lag length is set at 4 and the Bartlett kernel is used in these calculations.
In interpreting the evidence, we ignore the last …ve lags (26 to 30) where the con…dence bands are getting very wide due to the very few degrees of freedom (for k = 30 there is only one degree of freedom). We observe that when investment is the dependent variable, b k = 1 can be rejected for all k 2 [1; 25] for Belgium, Greece, Italy, Luxemburg, Netherlands, Portugal, Spain and Sweden. When saving is the dependent variable we get rejections in the case of Ireland and Luxemburg. Moreover, b k = 1 can be rejected for most values of k 2 [1; 25] for Austria, Denmark, Finland, France, and the U.K. when investment is the dependent variable and for Finland, Luxemburg and the U.K. when saving is the dependent variable.
The Power of the LRD Tests
The con…dence bands in Figures 1-15 seem very wide, especially for higher values of k, suggesting that inference based on them has low power. Because we have given the Feldstein-Horioka hypothesis the status of the null hypothesis in a test with (apparently) low power, when the Feldstein-Horioka hypothesis is not rejected, only alternatives that have low Type II error can be ruled out.To distinguish those alternatives to the Feldstein-Horioka hypothesis that are inconsistent with the data, we explicitly test the null hypothesis H 0 : b k = 1 and then use the inverse power function (IPF) of Andrews (1989) to provide information about deviations from the null hypothesis when the LRD tests fail to reject it at a given level of signi…cance.
In Table 2 , we report ordinary least squares estimates of b k , t-ratio tests of the Feldstein-Horioka hypothesis, and Andrews (1989) IPFs at forecast horizons k = 10; 15; 20; 25; and 30. In Panels A and B of Table 2 , these statistics are presented for investment and saving as the dependent variable, respectively. An asterisk next to a b k estimate indicates a rejection of the null H 0 : b k = 1; the test statistic is the t-ratio of b b k with T =k degrees of freedom where T is the sample size. The null hypothesis of b k = 1 (capital immobility
The IPF bounds that are presented in Table 2 are for low probability of
; +1) where the probability of Type II error is small (0:05 or less). In this case, when we fail to reject the null, we can say with signi…cance 0:05 that there is evidence against any parameter value in , or in other words, that the true value of b k is 1 b k;0:05 < b k < 1 + b k;0:05 ; the evidence that we have against any parameter value in when we fail to reject, is similar to the evidence against null parameter values when the test does reject. If the true parameter value b k 2 ( 1; 1 b k;0:05 ] [ [1 + b k;0:05 ; +1), there is probability 95% that the test would have rejected the null. Thus, despite the low power of the test, using the IPFs there is a subset of the parameter space that contains parameter values that can be ruled out with signi…cance 0.05 and this subset is .
Similarly, the estimates of 1 b k;0:50 and 1 + b k;0:50 de…ne the region of high probability of Type II error, 0:50 or higher suggested as an obvious focal point by Andrews (1989) , = [1 b k;0:50 ; 1 + b k;0:50 ]. In this region, the probability of Type II error is 0.50 or higher, suggesting that the power of the test, de…ned as P = 1 , is 0.50 or less; the test provides no evidence for parameter values in region , as one has a better chance of rejecting a false null by tossing a fair coin than by using the test. Clearly, the narrower regions and are around the tested parameter value, the higher is the power of the test.
To illustrate the usefulness of the IPF measures of power consider the case of Sweden for k = 15 when saving is the dependent variable. In this case, the null H 0 : b k = 1 cannot be rejected either by the standard t-ratio testing of Table 2 , or with evidence provided by the LRD test in Figure 14 . These tests, however, due to their low power, do not provide conclusive evidence that b k = 1 or in other worlds that Sweden exhibits capital immobility. The reason that we must be cautious in our conclusions is that = ( 1; 0:96][[2:96; +1) and = [ 0:06; 2:06]. These IPF bounds show that the test has enough power to reject the null only if true b is greater than 2.96 or lower than -0.96, and that there is no evidence that it is less than 2.06 and greater than -0.06. If b 2 the test would have rejected a false null with a probability of 0.50 or less.
The IPFs in Table 2 
Comparison with the U.S. and Japan
The results for the U.S. and Japan are similar. From the unit root tests in Table 1 we see that the investment and saving shares of output are I (1) and from the LRD tests in Figures 16 and 17 we observe that b k = 1 is included in the 95% con…dence bands for almost all values of k, and the null cannot be rejected for either of the two countries and for both investment and savings as the dependent variable. The same conclusion is reached when we use standard t-testing in Table 3 ; we get no rejection of the null of capital immobility. However, the same problem of low power due to the very few degrees of freedom is encountered here. Capital immobility that takes the place of the null hypothesis in these tests cannot be rejected but the use of the IPFs reveals that this failure to reject is due to the low power of the tests. Using the same benchmark as with the other 15 countries of b k 2 ( 1; 0:80)[(1:20; +1) being a signi…cant deviation from capital immobility, we do not …nd any evidence in support of the Feldstein-Horioka hypothesis.
Conclusion
A rich and expanding literature deals with the saving-investment relationship. Most of it consists of empirical studies arriving, however, at di¤erent conclusions. The reasons for this state of a¤airs appear to be data limitations and di¤erences in statistical methods used. For example, Sachs (1983) building on his 1981 results that showed investment booms were partly …-nanced by capital in ‡ows, arrived at the conclusion that country size was inversely related to capital mobility. Penati and Dooley (1984) rejected that …nding because it was due to one or two outliers. Murphy (1984) and Baxter and Crucini (1993) found evidence in support of country size, and Dooley et al. (1987) and Mamingi (1994) recon…rmed this …nding by indicating that developing countries, which are generally small economies, exhibited a lower saving-investment association than larger countries.
In this paper we tested the Feldstein-Horioka (1980) hypothesis for 15 European countries, as well as for the United States and Japan, using annual data for the period from 1960 to 2002. In doing so, we have employed the Fisher and Seater (1993) methodology, interpreting the Feldstein-Horioka hypothesis as a long-run phenomenon, and paying particular attention to the integration properties of the data, since meaningful tests critically depend on these properties. Overall our …ndings are in contrast to those of Feldstein and Horioka (1980) , but are consistent with neoclassical growth theory according to which there is no reason to expect a relation between saving and investment if there are no barriers to capital movements. It should also be noted that there is no underlying theory to the Feldstein and Horioka hypothesis, casting serious doubt on the usefulness of the hypothesis to assess the degree of international capital mobility. NOTE: An asterisk indicates rejection (of the null that b k = 1) at the 5% asymptotic level.
