(with 0 1) effectively so that the error burst can be corrected with some simple random-error-correction code (provided the error-correction code is available). It is further shown that the technique is optimal for combating all the above-mentioned error bursts in the sense that the interleaving degree reaches its lower bound. This implies that the algorithm needs to be implemented only once for a given 2-D array and is thereafter optimal for the set of error bursts having different sizes. A performance comparison between the proposed method and some existing techniques is given and the future research is discussed.
rection codes has become the most common approach to the correction of error bursts. Some M-D interleaving techniques for combating M-D error bursts have been proposed [3] [4] [5] [6] . Among them, Almeida and Palazzo Jr. present some 2-D interleaving results for circularly shaped error bursts [3] . The United Parcel Service (UPS) combine the 1-D interleaving technique and some writing procedures to protect their 2-D barcode [4] . Adbel-Ghaffar studies some theoretical aspects of 2-D interleaving [5] . The M-D interleaving technique reported in [6] is considered as the most comprehensive existing one. It defines an error burst as an arbitrarily-shaped, connected area (in the 2-D case) or volume (in the 3-D case). For each given burst size, , a specific algorithm is implemented, which can correct arbitrarily-shaped error burst of size and is optimal in the 2-D case. It is observed that when the burst size increases, i.e., , the algorithm with a set of new parameters has to be implemented once again in order to correct the larger error burst of arbitrary shape. When the burst size decreases, i.e., , the interleaved array obtained with respect to is not optimal any more. Because the size of error bursts is not known in advance (this is usually the case in reality), the application of the technique is somehow limited.
In contrast, the size of a given 2-D array is known in many applications. For instance, the size of an image or a video frame is normally known in advance. Motivated by these observations, we propose a novel method, called successive packing (SP), to 2-D interleaving, as a different and complementary technique to the technique in [6] . This method is potential to extend to M-D interleaving. The main idea behind the proposed technique is to interleave the 2-D data neighboring in a given 2-D array as far away from each other as possible in both horizontal and vertical directions, and this is realized successively. It is this strategy that makes the proposed technique simple in both theoretical analysis and practical implementation, and, yet, powerful in interleaving.
We consider square arrays of . It is shown that the proposed SP technique can spread any error burst of (with ), (with ), and (with ) effectively so that the error burst can be corrected with some simple random-error-correction code (provided the error-correction code is available). We further show that the technique is optimal for correcting all the above-defined error bursts in the sense that the interleaving degree reaches its lower bound. Consequently the algorithm needs to be implemented only once for a given 2-D array and is thereafter optimal for the set of error bursts having different sizes.
The paper is organized as follows. In Section II, we start with an overview of 1-D interleaving technique, presenting the philosophy and application of interleaving techniques. We then show that 1-D interleaving-based technique cannot work effectively in the case of 2-D barcodes, meaning that it is necessary to develop 2-D and, in general, M-D interleaving techniques. Next, in Section III, we comment on the limitation of the existing M-D interleaving techniques, based on which, we then propose the novel SP approach to 2-D interleaving in Section IV. We show that it can work well in the practical cases where the size of 2-D arrays is given and the size of error bursts is not known in advance. A performance comparison between the proposed method and some existing techniques is given. Section V provides a brief discussion of future research.
II. 1-D INTERLEAVING

A. Philosophy of Interleaving
The 1-D interleaving technique has been well written in some error-correction coding texts, e.g., in [7] . The main idea is to mix up the code symbols from different codewords so that error bursts encountered in the transmission are spread across multiple codewords when the codewords are reconstructed at the receiving end. Consequently, the error occurring within one codeword may be small enough to be corrected by using some simple random-error-correction code. This can be seen clearly from a simple example that follows. Consider a code in which each codeword contains four code symbols. Furthermore, the code has what is known as random-error-correction capability. Without loss of generality, we assume here a one-random-error-correction capability, i.e., any single code-symbol error occurring in one codeword can be corrected. Suppose there are 16 symbols, which correspond to four codewords. That is, code symbols from 1 to 4 form a codeword, from 5 to 8 another codeword, and so on. One of the 1-D interleaving procedures first creates a 2-D array of 4 4. The 16 symbols are then read into the 2-D array in a column-by-column (or row-by-row) manner. The interleaved symbols are obtained by writing the symbols out of the 2-D array in a row-by-row (or column-by-column) fashion. This process has been depicted in Fig. 1(a) , (b), and (c). Now take a look at how this interleaving technique can combat error bursts. Note that an error burst involving four consecutive symbols is shown in Fig. 1(c) with shades. When such an error burst takes place in the 1-D interleaved data, Fig. 1(d) demonstrates that the error burst can be spread effectively among four codewords in the de-interleaved array so that there is only one symbol in error for each of the four codewords. With the one-random-error-correction capability, it is obvious that no decoding error will result from the presence of the error burst. This simple example demonstrates the effectiveness of 1-D interleaving technique in combating 1-D error bursts.
B. 1-D Interleaving: Not Effective for Combating 2-D Error Bursts
To enhance the reliability of M-D digital data, which is of crucial importance in the information age, codes that can correct M-D error bursts are desired. Here, we show that it is necessary to develop M-D interleaving techniques by demonstrating via an example that 1-D interleaving-based techniques cannot work well for correcting 2-D error bursts. It is known that 2-D barcodes are information storage media in which the source information is stored as a bit stream on a printed label. Examples of 2-D barcode applications include the bracelets, that are used in hospitals to carry patients' entire medical histories; the labels put on parts, that are used in automotive assemble processes to carry a unique identification number and other pertinent information applicable to production, tracking, and statistical process control [8] ; and the labels that are used as portable data files that accompany packages in shipping industry [4] . When the UPS developed its own 2-D bar codes, 1-D interleaving technique was used to combat 2-D bursts. That is, a sequence of code symbols is first 1-D interleaved. The 1-D interleaved symbols are then written into a 2-D array (printed on a 2-D label) according to some writing pattern. Specifically, there are two different patterns used by the UPS: the Boustrophedonic pattern and the spiral data pattern [4] , which are shown in Fig. 2(b) and (e), respectively. Now, consider again the scenario of the 16-code symbols discussed above. After the 16 symbols have been 1-D interleaved (refer to Fig. 1(c) ), they are written into a 2-D array of 4 4 according to either the Boustrophedonic Pattern or the spiral data pattern. The 2-D arrays of 4 4 obtained by applying these two writing patterns are shown in Fig. 2(a) and (d), respectively. Let us examine the performance of these two procedures by checking if they can combat a 2-D error burst of 2 2. Take a look at an error burst of 2 2 shown in Fig. 2(a) with shades. Fig. 2 (c) indicates that this 2 2 error burst has not been spread effectively so that there are two-code symbols in error in the second codeword. That is, the 1-D interleaving technique plus the Boustrophedonic pattern writing procedure cannot combat the 2 2 error bursts. The same observation may be obtained for the case of using the spiral data pattern writing procedure, which has been shown in Fig. 2(d) and (f). In summary, combining the 1-D interleaving technique and some writing procedures to constitute a 2-D interleaved array may not be able to combat 2-D error bursts effectively. This does not come as a surprise because the 2-D nature has not been taken into account with the 1-D procedure. Therefore, it is necessary to develop efficient M-D interleaving techniques to secure the reliability of M-D digital data. 
III. EXISTING 2-D AND M-D INTERLEAVING TECHNIQUES
As introduced in Section I, while some 2-D burst error-correction codes have been developed [1] , [2] , M-D interleaving technique followed by some simple random-error-correction code has become the most common approach to correction of M-D error bursts. Some M-D interleaving techniques for combating M-D error bursts have been proposed [3] , [6] , [9] . Some theoretical aspects of the task, in terms of the definitions of 2-D and M-D bursts, the optimality of interleaving, the existence of the optimal interleaving and so on have been studied in [5] , [6] . It is noticed that the organization of raster-graphics memory encounters the same issue as that faced by the interleaving technique [10] .
Since we propose a new interleaving technique for combating 2-D error bursts, we focus on the existing M-D interleaving techniques, instead of 2-D burst error-correction codes. Observing that what is presented in [3] (dealing with an error burst of circular-shape) is only very briefly described and cannot be generalized; what is presented in [5] is only some concepts and unproved theoretical results; and that presented in [6] is the most recent and comprehensive M-D interleaving scheme, we mainly describe the technique presented in [6] in this section.
Instead of defining an error burst as a rectangular area or a circular area, Blaum et al. defined a 2-D error burst as an arbitrarily shaped, connected area. Let us take a look at Fig. 3 , where all the code symbols (assigned to the elements of the 2-D array) marked with star form a 2-D error burst. Note that all of these symbols are connected to each other and the connectivity here is constrained to the horizontal and vertical directions. This definition can be generalized to the M-D case. The size of a burst is defined as the total number of code symbols contained in the burst. Hence, the size of the burst in Fig. 3 is 7. In [6] , some 2-D and 3-D interleaving schemes were proposed. It is shown that in the 2-D case, the lower bounds of interleaving degree (optimality) can always be achieved by the schemes. The optimality, however, cannot be guaranteed in general, for the M-D case.
The key idea of the Blaum et al. approach is related to the concept of the Lee-spheres and the closed tiling (or, packing).
(For more information of these two concepts, interested readers may refer to [11] ). Linking the Lee spheres with the odd burst sizes and creating some spheres for the even burst sizes, Blaum et al. use the spheres as building blocks to construct interleaved arrays. They have shown that if one labels each element in the building block with a distinct code symbol and uses the building block to closely (meaning no uncovered elements) tile (meaning no overlapping between blocks) a large enough 2-D area (or M-D volume), then one can produce an interleaved array. In this interleaved array, each element in any arbitrarily shaped connected subsets consisting of elements is labeled with a distinct code symbol. All code symbols of the same kind form a codeword. Consequently, the error burst of size can be corrected with the one-random-error-correction code. That is, the closely tiling of the 2-D array (or M-D volume) with the building block generates a 2-D (or M-D) interleaved array. (The tiling process will be defined Section IV).
Though it can effectively spread arbitrarily-shaped 2-D error bursts of size , the above characterization of the technique does reveal some limitations on the other hand. Firstly, the technique is based on the size of an error burst, . For combating error bursts of size equal to or less than a specific , one needs to implement a corresponding algorithm to construct an interleaving code. When the size increases, i.e.,
, one needs to implement the algorithm with a new set of parameters to construct another interleaving code. That is, the interleaved array constructed for a specific may not be able to correct an error burst of size with . Since in reality, e.g., in the application of 2-D barcodes, the size of error bursts may not be known in advance. This means that the implementation of the technique may be inconvenient.
Secondly, when the actual size of a burst, , is less than , with which the interleaving algorithm is applied, the technique is no longer optimal. This can be justified as follows. In [6] , the optimality means that the interleaving degree reaches its lower bound. As mentioned before, in the 2-D case, the interleaving degree, associated with an interleaving scheme designed for some burst size , is guaranteed to reach its lower bound. Furthermore, it is known that the lower bound of the interleaving degree is a monotonically increasing function of the burst size . Specifically, the lower bound is for even and for odd . Therefore, with respect to the implementation of the interleaving scheme designed for a burst size , when the actual size of a burst, , is smaller than , the achieved interleaving degree with is larger than the lower bound corresponding to . That is, the interleaving scheme designed for a burst size is not optimal for a smaller burst size . (The definition of interleaving degree will be given below).
In many applications, the size of a 2-D or M-D array is known. For instance, a digital (watermarked) image may be known to have a size of 512 by 512 pixels. Under the circumstances, one may wonder if it is possible to develop a 2-D interleaving technique, which is optimal for all (if possible) or (at least) for many of possible burst sizes. Therefore, it can be implemented only once for a given 2-D array. Motivated by these observations, we propose below a novel M-D interleaving technique.
IV. PROPOSED SUCCESSIVE PACKING TECHNIQUE
To facilitate the description of the proposed SP technique, we first give some definitions, and discuss the optimality prior to presenting the SP technique. is said to be a tiling with . Conceivably, if we assign to each element in a distinct code symbol, and consider all the code symbols of the same kind a codeword, then the tiling of with becomes an interleaved array.
A. Definitions: M-D Bursts
Definition IV.5: Let be a tiling with and each element in is assigned a distinct code symbol, the size of , denoted by , i.e., the number of distinct code symbols contained in , is called interleaving gain. The total number of distinct code symbols used in interleaving is normally referred to as interleaving degree, denoted by .
Equivalently, the interleaving degree can be defined as the total number of codewords used in interleaving because all the code symbols of the same kind constitute a codeword. It is seen that if is a tiling with , each element in is marked with a distinct code symbol, and if the code symbol assignment in all the translated version of is the same, the interleaving degree is equal to the interleaving gain.
B. Optimality: Lower Bound of Interleaving Degree
Interleaving generally means mixing up code symbols so that each element in an error burst can be spread into a different codeword (with respect to one-random-error-correction codes). Therefore normally the larger the size of an error burst, the larger the number of codewords (hence the larger the interleaving degree) required. Optimality has something to do with the lower bound of the interleaving degree required.
Lemma IV.1: Let be an M-D array, the interleaving degree should be bounded below by , where is the interleaving gain.
From Definition IV.5, the proof of this Lemma is obvious. Note that although Lemma IV.1 presents the lower bound theoretically, it doesn't necessarily mean that there exists a method to realize it. In fact, when , this lower bound cannot be obtained in general as shown in [11] and [6] .
Theorem IV.1: Given a burst in M-D array , if there exists an interleaving method that can spread the burst effectively, then the interleaving degree must satisfy the following formula: (1) where is the number of elements in , by effectively it is meant that each element of the burst is spread into a distinct block with the same size.
Consider an M-D array , which is a tiling with , and is a smallest subset of containing entirely the error burst . Then, obviously . Therefore, the proof of Theorem IV.1 can be completed by using Lemma IV.1. It should be noted that when an M-D array is given, for a building block of some shape, there may not exist a tiling of with . An example supporting this observation is presented in Fig. 4 . Under the circumstances, the building block depicted in Fig. 4 cannot be used for tiling because some unused elements will result, violating the definition of tiling. Hence, some redundant elements must be added to the building block such that the new block structure can produce a tiling of . We therefore have .
C. Successive Packing for 2-D Interleaving
It is noted that an initial version of the proposed interleaving technique was presented in [12] . Afterwards, a more rigorous presentation, called successive partition, was given in [13] . However, in both of these works, the authors were in ignorance of the existing M-D interleaving techniques [6] . Furthermore, our initial works only consider the case of 1-D codewords. Except for some graphical examples, the burst error-correction capability of the presented interleaving techniques has not been theoretically analyzed and proved; the optimality issue has never been addressed.
In this section, we present our proposed successive packing technique for 2-D interleaving. The successive packing technique deals with 2-D codewords (1-D codewords are considered as a special case). Its burst error-correction capability is explicitly claimed and vigorously proved. Its optimality is discussed and proved. These results were partially presented in [14] .
1) Codewords and 1-D Sequence of Code Symbols:
Given that digital images, video frames, charge-coupled devices (CCDs), and 2-D bar-codes are all in the form of 2-D arrays, without loss of generality, square arrays of are considered here. The utilization of arrays will be further justified later. In general, the codewords in the 2-D case are of 2-D in nature as defined in Definition IV.1. 1-D codewords, either row-type, or column-type, or other-type, can be considered as special cases of 2-D codewords. The proposed technique is able to handle 2-D codewords because we first organize all the code symbols in the 2-D codewords into a 1-D sequence of code symbols in the successive packing. Without loss of generality, the quartering indexing scheme is described below to provide an illustration. That is, a square array of is viewed as consisting of four quadrants, each quadrant itself consists of its own four quadrants, the process repeats itself until at a certain level where all four quadrants are of 2 2. This can be considered as 2-D successive doubling. These 2 2 arrays are the fundamental structure. When the quartering indexing scheme is applied, each element in the array has a pair of subscripts. The first subscript represents the index of the 2 2 array in which the code symbol is located, while the second subscript represents the index of the code symbol within the 2 2 array. To convert the quartering index, , into the 1-D index, , we may use the following operation:
. Comment: Quartering indexing is not the only choice for the proposed interleaving technique. Actually, codewords can be of any shape. Several shapes having four code symbols are shown in Fig. 5 . Obviously, for any given shape of 2-D codewords, it is always possible to label the code symbols into a 1-D sequence with a possibly more complicated book keeping scheme.
2) Successive Packing: Now we present our proposed interleaving technique in 2-D case in a general and compact way, which is expected to be able to generalize to M-D case straightforwardly.
Procedure IV.1: The 2-D interleaving using the successive packing proceeds as follows. Consider a 2-D array of for 2-D interleaving. When , the interleaved array of 1 1 is the original array itself. That is (2) where represents the element in the array, and the array. We note that the subscript in the notation representing the total number of elements in the interleaved array. Hence, when , i.e., for a 2 2 array, the interleaved array is denoted by ; when , the interleaved array is . In general, for a given , the interleaved array is denoted by . The procedure is carried out successively. Given interleaved array , the interleaved array of can be generated according to (3) where the notation of (with ) represents a 2-D array that is generated from . This means that has the same dimensionality as . Furthermore, each element in is indexed in such a way that its subscript equals to the four times of that of the corresponding elements in plus . The corresponding element means the element occupying the same position in the 2-D array. It appears from (3) that is derived from by packing four times. This explains why the term successive packing is used.
According to the above rule, we have
Similarly, we have as follows:
3) Main Results: Prior to presenting the main result contained in Theorem IV.2, we introduce the following prerequisite.
Definition IV.6: Let be a 2-D array of . We re-index each element of , as with being a function of and . (For insrance, for the quartering index described above, we have .) After having 1-D indexing, consider a division of into blocks with . That is, each block thus generated contains elements. The first block contains elements having the subscripts from 0 to . In general, for any element having an index satisfying , we say that this element belongs to the th block. The element having index is referred to as the beginning element of the th block. All the elements belonging to the same block are referred to as the -equivalent elements, where . According to the above definition, we see that are 2-equivalent elements (when ); are 4-equivalent elements (when ). It is obvious that -equivalent elements are also -equivalent elements if . Definition IV.7: Consider two bursts, and , in an interleaved 2-D array. If these two bursts have the same size and shape, and each element in a burst (e.g., ) is either an element of another burst (e.g., ) or a -equivalent element of an element of another burst , and vice versa, then we call these two bursts, and , the -equivalent bursts. In the remaining paper, when discussing the error-burst correction, we may consider each block defined in Definition IV.6 as a 2-D codeword. This implies that a codeword consists of a set of different code symbols. This way to characterize codewords is seemingly different from the previous way given immediately following Definition IV.4 (i.e., a codeword is defined as a collection of all the code symbols of the same kind). However, it is understood that the difference lies only in the way of characterization. The essence of the codeword remains the same. The new way is necessary since we need to discriminate code symbols within a codeword in our following discussion of the SP technique for 2-D interleaving. An error burst (in the interleaved array) is said to be spread and can be corrected with the one-random-error-correction code if each element in the burst has been spread in the de-interleaved array into a distinct codeword. From this point of view, it is easy to see that given two equivalent bursts, if one has been interleaved, the other must have also been interleaved.
To present Theorem IV.2, we need to provide the following lemma. With this powerful lemma, the proof of Theorem IV.2 will be drastically simplified.
Lemma IV.2: Let be an array of obtained by using the successive packing procedure. Then, all square bursts of in with are -equivalent to one another, where ; all rectangular bursts of in with are -equivalent to one another, where , and all bursts of in with are also -equivalent to one another. The proof of this lemma is contained in Appendix A. Now, we are in a position to present the following theorem.
Theorem IV.2: Consider a 2-D array of , partition it into blocks for an integer satisfying according to Definition IV.6. When is even and , any square burst of in the interleaved array, , obtained by using the successive packing is spread in the de-interleaved array so that each element of the burst falls into a distinct block of size . When is odd and , any rectangular burst of or in is spread in the de-interleaved array such that each element of the burst falls into a distinct block of size . Meaning of Theorem IV.2: Theorem IV.2 claims that in a 2-D array of , generated with the successive packing technique, any square-error burst of with and any rectangular error burst of or with can be spread so that each element in the burst falls into a distinct block in the de-interleaved array, where the block size, , is for the burst of , and for the burst of or . This indicates that, if a distinct code symbol is assigned to each element in a block (refer to Definition IV.6) and all the code symbols associated with an individual -equivalent class form a distinct codeword, then this technique guarantees that the burst error can be corrected with a one-random-error-correction code, provided the code is available. (Note that the code capable of correcting the one-code-symbol error within a codeword of two-code symbols does not exist in reality. Therefore, though the error burst of or can be effectively spread in the de-interleaved arrays as described above, in fact, they cannot be corrected with a one-random-error-correction code.) Furthermore, the interleaving degree equals the size of the burst error, hence, minimizing the number of codewords required in an interleaving scheme. In other words, with the successive packing technique, the interleaving degree obtains the lower bound (the interleaving gain). In this sense, the successive packing-interleaving technique is optimal. If a coding technique has a strong random-error-correcting capability, say, it can correct one error in every codeword of size four, then, any error bursts of can be corrected. If a code, on the other hand, has a less strong random-error-correcting capability, say, it can only correct one random error within a codeword of size 64, then only smaller error bursts, i.e., any burst of in the interleaved array can be corrected with the successive packing.
The proof of this theorem is contained in Appendix B.
D. Performance Comparison
In this section, we compare the performance among three techniques: the UPS technique, the interleaving technique developed in [6] , and the proposed SP technique. We start with an example, then we give some theoretical analysis. Fig. 6 shows the interleaved 2-D arrays of 8 8 obtained by applying the three techniques and the de-interleaved array, from which the following observations can be made. Firstly, look at an error burst of 2 2 located in the middle of the interleaved arrays. It involves the following four elements: in the interleaved array with the SP;
, with the UPS'; and with the method in [6] . After de-interleaving, the SP spreads the four elements in the error burst into four different quadrants, while either the UPS' method or the method in [6] has two error elements located within one quadrant. This implies that if a code can only correct one random error in each codeword consisting of 16-code symbols, then only can the SP correct the 2 2 error burst. In other words, only can the SP correct the 2 2 error burst with four codewords, while the other two methods require more than four codewords. Secondly, it is noticed that, with respect to the interleaved 2-D array of 8 8, the SP can optimally spread the following types of bursts: any burst of 2 4, or 4 2, or 2 2, according to Theorem IV.2; while the method in [6] can spread arbitrarily-shaped error bursts of size 4 with an interleaving degree of 8. Since any error burst of size 4 in an array of 8 8 can be entirely included in either a burst of 2 2, or a burst of 2 4, or a burst of 4 2, it is clear that the SP can also spread and correct any arbitrarily-shaped error burst of size 4 in the interleaved 2-D array of 8 8 with some one-random-error-correction code. As far as the efficiency is concerned, if a burst of size 4 is of 2 2, then, as shown above, the SP reaches an interleaving degree of 4, hence, is more efficient. If, more general, a burst of size 4 is included in a burst of 2 4 or 4 2, then, the interleaving degree is 8, indicating that in this case, the SP achieves the same efficiency as the technique [6] does. Thirdly, in addition to the three types of bursts described above, the SP can also optimally spread and correct with some one-random-error-correction code any bursts of 1 2, or 2 1, or 4 4 within the interleaved array of 8 , where is of and is of , so that is entirely contained in either or , or in both. Proof: Assume that there are no such blocks and that entirely contain . Then, will be outside of either in or in direction. Since the length of in direction is , which is equal to the size of , it is only possible for to be outside of in direction. Hence, we have , where the is the dimension of along direction. Since is not entirely contained in , based on the same reasoning above, we have , where is the dimension of along direction. The assumption made at the beginning of this proof hence lead to the size of cluster , which satisfies the following:
This contradicts the given condition that is of size . The lemma is hence proved.
Theorem IV.3: Consider a 2-D array, , of , where and integer , obtained by applying the successive packing technique. Then, any arbitrarily-shaped error burst of size in can be spread in the de-interleaved array so that each element in the error burst falls into a distinct block of size (i.e., ). Meaning of Theorem IV.3: This theorem indicates that if a distinct code symbol is assigned to each element in the blocks of size (refer to Definition IV.6) and all the code symbols associated with a block form a distinct codeword, then the SP technique can correct the arbitrarily-shaped error burst of size with a one-random-error-correction code, provided the code is available. That is, the SP technique achieves the same performance as that achieved by the technique in [6] .
Proof: From Lemma IV.3, we derive that any error bursts having a size of in a 2-D array of , where , is entirely contained in either a rectangular block and/or a rectangular block , where is of and is of . Applying Theorem IV.2 at this point and noticing that the corresponding interleaving degree is lead to the completion of the proof of Theorem IV.3.
Comment 3: Needless to say, there is a certain constraint with the SP technique. That is, it is assumed that given 2-D arrays are of , and the error bursts considered are of with , or or with . It is noted that, however, up to now most of the 2-D-burst-error-correction codes (without involving interleaving) [1] , [2] are dealing with error bursts of rectangular shapes. Furthermore, the assumption made with the SP is similar to that made in the development of the fast Fourier transform (FFT) technique, i.e., both are based on integer powers of 2 (base-2). Therefore, the assumption is practical and reasonable.
In summary, the SP approach does provide an alternative way for 2-D interleaving. For a given 2-D array of , it can be applied once, and is optimal for the set of error bursts having different sizes defined in Theorem IV.2. In addition, for the case of arbitrarily-shaped error bursts having a size of an integer power of 2 to which both the SP technique and the technique in [6] can be applied, the SP approach can also spread and correct with some one-random-error-correction code arbitrarily-shaped error bursts with the same lower bound obtained by the approach in [6] . It is noticed that there are square 2-D arrays of some dimensions to which the approach in [6] cannot be applied while the SP can be applied. This is also true for the SP technique. That is, there are square arrays of some dimensions to which not both techniques can be applied.
V. DISCUSSION
In this paper, we present a new 2-D interleaving method, called successive packing, to combat 2-D error bursts. The concept underlying SP can be extended to the 3-D case. In addition, if the interleaving for arrays of is referred to as the case of base-2, then generalization of the proposed technique to the case of base-3 ( arrays) and the cases of other higher bases is another future research. Last but not the least, the applications of the proposed technique will be investigated. The proposed technique is expected to find wide applications in the areas of 2-D barcodes, raster-graphic memory, and information hiding (including digital watermarking) in M-D media. It is known that the digital watermarking technique has been proposed as a means of copyright protection in recent years. The 2-D and 3-D interleaving techniques are expected to play an important role in enhancing the robustness of information bits embedded in still images and in video sequences. This view has been supported by our initial studies [15] , [16] .
APPENDIX A PROOF OF LEMMA IV.2
Proof: We prove the Lemma for the square bursts first followed by a proof for the rectangular bursts. In either case, the mathematical induction method is employed. Since the proof is trivial as , and is very simple as , we start the proof as . I1. When is of 8 8, as shown in Fig. 7(a) . implies that . Since the proof for is trivial, we only prove the Lemma for .
I2.
Consider . There are 16 elements (code symbols) in each of this type of square bursts. To correct this type of error bursts with a one-random-error-correction code, the size of the codewords is 4. Look at the burst of 4 4, located at the top-left quadrant of . In particular, look at the very northwest corner element, . According to Definition IV.6, its 4-equivalent elements are:
, which are marked in Fig. 7(a) . Similarly, each element in the burst has its own 4-equivalent elements, which follow the same distribution pattern as the 4-equivalent elements of . Therefore, if we consider that the burst of 4 4, located at the top-left quadrant of , is shifted toward the right by one column, we observe that the burst and its shifted version have three columns in common, while the first column in the burst (consisting of the elements ) has been replaced by the first column in the top-right quadrant (consisting of ). It is easy to see that elements in these two columns are 4-equivalent to each other. Hence, these two bursts are 4-equivalent according to Definition IV.7.
I3. This reasoning can be used for three more times (each time the burst of 4 4 is shifted toward the right by one column) and we can then conclude that the 4 4 burst located in the top-left quadrant is equivalent to each of its right-shifted versions.
I4. Applying the reasoning contained in I2 and I3 accordingly, we arrive at that the burst of 4 4, located in the top-left quadrant in , is 4-equivalent to each of its down-shifted versions. After applying the same reasoning to all the down-shifted burst of 4 4 described in the previous sentence in considering its equivalence with its right-shifted versions, we conclude that any burst of 4 4 in are 4-equivalent to each other. Thus we conclude the proof of the Lemma for any square bursts when .
I5. Consider
. There are 4 elements in each of this type of square burst. To correct this type of error bursts with a one-random-error-correcting code, the size of the codewords is 16. Look at the very northwest 2 2 burst in . In particular, the very northwest corner element . Fig. 7(a) , has increased by four times. Meanwhile, the difference in the subscripts of any two equivalent elements in the top-left quadrant of has increased by four times compared with that in the . The increased equivalent elements are distributed evenly among the other three quadrants of due to the successive packing (refer to (3)).Together with Definition IV.6, it is, therefore, easy to see that the equivalent elements of any specific elements in the very northwest square burst of occupy the same positions in each of the four quadrants of . Furthermore, these positions are the same as that in the . Obviously, this observation is true for any elements in the very northwest burst of . Therefore, the same reasoning used to prove the case of 8 8 can be applied accordingly to complete the proof for . I9. When , the total number of the equivalent elements of each elements in the square burst located in the top-left quadrant is 4. Hence, the situation is similar to the square bursts of 4 4 when . We can use the reasoning, contained in I2, to prove that the lemma holds for . Up to this point, we have proved the Lemma for any square bursts in .
We now prove the lemma for any rectangular bursts defined in Lemma IV.2.
II1. Consider . All the six possible types of rectangular bursts described in the lemma in this situation are: 1 2, 2 4, 4 8, 2 1, 4 2, and 8 4.
II2. Consider the rectangular bursts of 4 8 located at the top-half of the 8 8 array. Under the circumstances, the total number of the equivalent elements of any element in the rectangular burst is 2. The equivalent elements of and are and , respectively. If two equivalent elements are linked with a line segment, it is found that these two line segments cross each other. It is noted, in general, that the line segments linking any element in the left-half of the burst of 4 8, located at the top-half of the 8 8 array, with its equivalent element will have the same orientation as that of the line segment linking and its equivalent element , while the line segment linking any element in the right-half of the burst with its equivalent element has the same orientation with that linking and its equivalent element . Obviously, the burst of 4 8 at the top-half in is equivalent to its one-row-down-shifted version. Repeat this procedure and use the transitive property of the equivalence relation, we can conclude that the burst is equivalent to any of its down-shifted version. This implies that all the bursts of 4 8 are equivalent to each other.
II3. Now, prove the lemma for any burst of 2 4. At this time, the dimensionality of the equivalence is 8. Take a look at such a burst, which is located at the very northwest corner of the interleaved array of 8 8. All the 8-equivalent elements of the element , together with , are shown in Fig. 7(b) with the solid line segments linking them. It is seen that these eight elements form two zigzag patterns in the array. All the 8-equivalent elements of the element , including the element , are shown in Fig. 7(b) with the dashed line segments linking them. Note that the zigzag pattern associated with has just "opposite" orientation to that with . It is easy to verify that all elements in the left-half of the burst of 2 4 have an equivalent element distribution pattern similar to that of , while all elements in the right-half of the burst have an equivalent element distribution pattern similar to that of .
Once this feature is identified, the reasoning used in the previous proof for the square bursts when can be used accordingly to finish the proof for any burst of 2 4. For any burst of 1 2, the dimensionality of the equivalent elements for each element in the burst is 32. The similar reasoning to that used above leads to the completion of the proof for any burst of 1 2.
II4. Clearly, the proof for any rectangular burst errors of 2 1, 4 2, and 8 4 can be proved accordingly. Thus, we complete the proof of the lemma for any rectangular bursts when . II5. Assume that the lemma holds for any rectangular bursts when . We now show that the lemma holds for any rectangular bursts when . The same reasoning as used in I7, I8 and I9 can be applied to the current circumstances accordingly to complete the proof at this step.
II6. We therefore conclude the whole proof of the lemma.
APPENDIX B PROOF OF THEOREM IV.2
Proof: Due to Lemma IV.2, which establishes the equivalent-invariance with respect to burst translation for the types of error bursts under consideration, we only need to prove the theorem for the types of bursts located at the very north-west corner of the 2-D interleaved array, . We prove the theorem for the square bursts first followed by a proof for the rectangular bursts. According to the same reasoning in the proof of Lemma IV.2, we begin the proof for and .
A1. Consider
. Look at the very northwest corner element, . According to Definition IV.6, its 4-equivalent elements are:
, which are marked in Fig. 7 and are all outside of the square burst. Similarly, each element in the burst has its own 4-equivalent elements, which follow the same distribution pattern as the 4-equivalent elements of . Hence all elements in the burst will be spread in the de-interleaved 2-D array so that there is only one-code symbol, which is in error, within each single codeword of size 4. Consider . There are 4 elements in the northwest square burst. It can be seen from Fig. 7 that all s 16-equivalent elements are outside of the square burst. Similarly, each element in the burst follow the same distribution pattern as the 16-equivalent elements of . Therefore, we can conclude that all elements in the burst will be spread into each single codeword of size 16 in the de-interleaved 2-D array.
A2. After the proof for , we assume now that the theorem holds for any northwest square bursts in when . (denoted by ). That is, as , all the northwest square bursts of size with can be spread, where the corresponding codeword size becomes . To complete the proof of the theorem for all the northwest square bursts, according to the mathematical induction, we only need to show that the theorem holds for all the northwest square bursts in when . (denoted by ). A3. We prove the theorem first for , then for . Consider . When has equivalent elements (including itself) in generate by applying the successive packing to according to (3) , has equivalent elements evenly distributed among due to the successive packing (refer to Definition IV.6). That is, the equivalent elements within each of the four quadrants of occupy the same positions. Hence, there is not any other -equivalent element of within the square burst of in . Obviously, the above observation is also true for any elements in the northwest burst of . As mentioned above (in Definition IV.6 and meaning of Theorem IV.2), all the -equivalent elements form a codeword. The distribution pattern of all the -equivalent elements discussed above indicates that there is only one error element in each codeword. Therefore, we finish the proof for . A4. When , the total number of the equivalent elements of each element in the northwest square burst is 3. Hence the situation is similar to the square bursts of 4 4 when . We can use the reasoning, used in I2, to prove the theorem for . A5. Up to this point we have proved the theorem for all the northwest square bursts in . The use of Lemma IV.2 at this point leads to the proof for all the square bursts in .
A6. Now, prove the theorem for the rectangular bursts. Consider . All the six possible types of the rectangular bursts in this situation are: 1 2, 2 4, 4 8, 2 1, 4 2, and 8 4. For the rectangular bursts of 4 8, located at the top-half of the 8 8 array. As shown in the proof of Lemma IV.2, the dimensionality of the equivalence is 2, and the equivalent element of each element in the burst is located in the bottom-half of . We hence conclude that the burst can be spread. For the northwest burst of 2 4 in . At this time, the dimensionality of the equivalent class is 8. It is seen that within each of the 8-equivalent class there is only one element is in error (refer to Fig. 7(b) ). Hence, the burst can be corrected. Clearly, the proof for the northwest rectangular error bursts of 1 2, 2 1, 4 2, and 8 4 can be proved accordingly. Thus, we complete the proof for all the northwest rectangular bursts when . A7. Now, we assume that the theorem holds for any northwest rectangular bursts of or when , then we prove the theorem for . The reasoning used in A3 can be applied to the current circumstances accordingly to complete the proof when . A8. When , the proof for the burst of can be conducted with the same reasoning as that used in proving the burst of 4 8 in the interleaved 2-D array of 8 8 (i.e., ). The proof for the burst of can be conducted accordingly.
A9. We therefore conclude by using the mathematical induction that any northwest rectangular bursts of or can be corrected. The use of Lemma IV.2 leads to that any burst errors of or in can be corrected. The proof of the theorem is thus completed.
