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Abstrakt
Tato diplomová práce se zabývá návrhem a implementací systému pro zpracování apli-
kačních protokolů ve vysokorychlostních sítích s využitím konceptu softwarem řízeného
monitorování. Navrhované řešení využívá hardwarově akcelerované síťové karty provádějící
předzpracování síťového provozu na základě zpětně vazby od uživatelských monitorovacích
aplikací. Navržený systém provádí předzpracování a filtraci síťového provozu pro aplikační
moduly, které provádějí zpracování sledovaných aplikačních protokolů a vytvářejí meta-
data popisující danou komunikaci. Předzpracování je tvořeno parsováním hlaviček síťových
protokolů až po transportní vrstvu, skládáním TCP toků a přeposílání paketů pouze do
modulů, které mají o daný typ síťového provozu zájem. Navržené řešení systému úzce pro-
pojuje funkcionalitu řešení dynamické identity uživatele a zachytávání obsahu komunikace
za účelem minimalizace provádění duplicitních operací a zvýšení efektivity výsledného sys-
tému.
Abstract
This master’s thesis describes the design and implementation of system for processing ap-
plication protocols in high-speed networks using the concept of Software Defined Monito-
ring. The proposed solution benefits from hardware accelerated network card performing
pre-processing of network traffic based on the feedback from monitoring applications. The
proposed system performs pre-processing and filtering of network traffic which is handed
afterwards passed to application modules. Application modules process application proto-
cols and generate metadata that describe network traffic. Pre-processing consists of parsing
of network protocols up to the transport layer, TCP reassembling and forwarding packet
flow only to modules that are looking for a given network traffic. The proposed system clo-
sely links intercept related information internal interception function (IRI-IIF) and content
of communication internal interception function (CC-IIF) to minimize the performing of
duplicate operations and increase the efficiency of the system.
Klíčová slova
Zákonné odposlechy, softwarem řízené monitorování, bezpečnost, vysokorychlostní sítě,
zpracování síťového provozu.
Keywords
Lawful interception, Software Defined Monitoring, security, monitoring, high-speed ne-
tworks, network traffic processing.
Citace
Stanislav Bárta: Rychlé zpracování aplikačních protokolů, diplomová práce, Brno, FIT VUT
v Brně, 2014
Rychlé zpracování aplikačních protokolů
Prohlášení
Prohlašuji, že jsem tuto diplomovou práci vypracoval samostatně pod vedením pana ing.
Libora Polčáka
. . . . . . . . . . . . . . . . . . . . . . .
Stanislav Bárta
28. května 2014
c© Stanislav Bárta, 2014.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Softwarem řízené monitorování 5
2.1 Koncept SDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Předzpracování dat ve firmware . . . . . . . . . . . . . . . . . . . . . 6
2.1.2 Rozdělování toků do softwarových kanálů . . . . . . . . . . . . . . . 7
2.1.3 Softwarový řadič SDM . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3 Systém pro zákonné odposlechy 9
3.1 Detailní popis částí referenčního modelu . . . . . . . . . . . . . . . . . . . . 10
3.2 Systém vytvářený v rámci projektu Sec6Net . . . . . . . . . . . . . . . . . . 11
3.2.1 Aktuální stav systému pro zákonné odposlechy . . . . . . . . . . . . 11
3.2.2 Potřebná vylepšení . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
4 Skládání TCP toků 13
4.1 Zpracování TCP toků . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2 Efektivní správa stavu TCP spojení ve vysokorychlostních sítích . . . . . . 15
4.3 Využití knihovny PF RING ke skládání TCP toků . . . . . . . . . . . . . . 16
4.4 Robustní mechanismus pro skládání TCP toků za přítomnosti útočníka . . 17
4.5 Skládání TCP toků v reálném čase ve vysokorychlostních sítích . . . . . . . 17
5 Analýza vstupních dat a operací vykonaných při jejich zpracování 19
5.1 Analýza vstupního síťového provozu . . . . . . . . . . . . . . . . . . . . . . 19
5.2 Předzpracování vstupních dat . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3 Možnosti komunikace mezi částmi systému . . . . . . . . . . . . . . . . . . . 21
5.4 Shrnutí časových nároků . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6 Návrh vysokorychlostního zpracování aplikačních protokolů 23
6.1 Změny oproti aktuálnímu systému . . . . . . . . . . . . . . . . . . . . . . . 23
6.2 Umístění IRI-IIF v systému využívajícím konceptu SDM . . . . . . . . . . . 25
6.3 Funkční blok CC-IIF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
6.4 Centrální zařízení SLIS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
6.5 Funkční blok IRI-IIF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.6 Rozdělení bloku IRI-IIF na podsystémy . . . . . . . . . . . . . . . . . . . . 28
6.6.1 IRI-IIF kontrolér . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
6.6.2 Skládání TCP toků . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.6.3 Aplikační zpožďovací buffer . . . . . . . . . . . . . . . . . . . . . . . 32
6.6.4 Aplikační moduly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1
7 Optimalizace základního návrhu 34
7.1 Komunikace a výměna dat mezi částmi systému při zpracování paketu . . . 34
7.2 Minimalizace kopií paketu . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
7.3 Sdílení tabulek mezi komponentami IRI-IIF . . . . . . . . . . . . . . . . . . 37
7.4 Řešení aplikačního zpožďovacího bufferu . . . . . . . . . . . . . . . . . . . . 38
7.5 Paralelizace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
8 Implementace 40
8.1 Implementace IRI-IIF kontroléru . . . . . . . . . . . . . . . . . . . . . . . . 40
8.1.1 Filtrace nezpracovávaných protokolů a toků . . . . . . . . . . . . . . 40
8.1.2 Předzpracování vstupních paketů . . . . . . . . . . . . . . . . . . . . 41
8.1.3 Přeposílání paketů aplikačním modulům . . . . . . . . . . . . . . . . 41
8.1.4 Uložení a sdílení tabulek . . . . . . . . . . . . . . . . . . . . . . . . . 41
8.2 Implementace skládání TCP toků . . . . . . . . . . . . . . . . . . . . . . . . 42
8.3 Implementace aplikačního zpožďovacího bufferu . . . . . . . . . . . . . . . . 44
8.4 Implementace aplikačních modulů . . . . . . . . . . . . . . . . . . . . . . . 45
8.5 Shrnutí implementačních detailů průchodu paketu systémem . . . . . . . . 46
9 Testování 49
9.1 Testovací prostředí . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
9.2 Ověření implementovaného systému . . . . . . . . . . . . . . . . . . . . . . 50
9.3 Experimenty s vytvořeným systémem . . . . . . . . . . . . . . . . . . . . . 50
9.4 Shrnutí . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
10 Možná vylepšení navrhovaného řešení 53
10.1 Filtrace paketů s využitím SDM . . . . . . . . . . . . . . . . . . . . . . . . 53
10.2 Paralelizace systému . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
10.3 Změna přístupu k filtrování paketů . . . . . . . . . . . . . . . . . . . . . . . 53
11 Závěr 55
A Obsah CD 59
B Seznam zkratek 60
2
Kapitola 1
Úvod
V posledních letech dochází k výraznému rozvoji ve všech oblastech lidské činnosti.
Trendem moderní doby je vývoj a výroba zařízení schopných se připojit k celosvětové
počítačové síti internetu a komunikovat s ostatními připojenými zařízeními. Jde například
o mobilní zařízení jako jsou tablety a mobilní telefony nebo televize a jiné domácí spotřebiče
schopné připojit se k internetu. Také moderní auta umožnující připojení k internetu a
s dalším rozvojem bude takovýchto zařízení přibývat [5].
Dalším aspektem moderní doby je rozvoj sociálních sítí spojujících velké množství lidí.
Uživatelé jsou tak stále v kontaktu a mohou mezi sebou komunikovat různými způsoby. Ať
už jde o textovou komunikaci v podobě emailů nebo instant messagingových zpráv, hlasovou
komunikaci nebo videohovory, všechny tyto způsoby komunikace ke své činnosti využívají
sítě internetu a výrazně tak vzrůstá objem přenášených dat.
K růstu objemu přenášených dat přispívá i to, že po internetu je přenášeno televizní
vysílání a podobný multimediální obsah [4]. Současně dochází ke zlepšování technologií
záznamu obrazu a zvuku a výsledný multimediální obsah tak vyžaduje více paměťového
prostoru, respektive větší přenosové pásmo při jeho přenosu po síti.
Na internet se také přesunulo on-line hraní her. Vývojáři her byly nuceni vytvořit nový
model hraní, který využívá k propojení uživatelů specializovaných herních serverů [1]. Vývo-
jáři k tomuto kroku přistoupili z důvodu počítačové kriminality a častého šíření pirátských
verzí jejich her. Veškerá komunikace tak již nemůže být pouze v lokální síti, ale musí projít
internetem až k herním serverům, které ověřují oprávněnost ke hraní a následně komunikace
pokračuje k ostatním hráčům.
Veškeré tyto aspekty moderní doby mají za následek výrazný nárůst objemu dat přenáše-
ných sítí. Na vysokorychlostních sítích se tak přechází na technologie pracující s rychlostí
100Gb/s [9]. Pro zabezpečení sítě a zařízení k ní připojených je s tímto nárůstem rychlosti
potřeba vytvářet techniku schopnou efektivně zpracovávat velké množství dat. Obecným
řešením urychlování technologie je vytvoření speciální hardwarové komponenty zajišťující
požadovanou úlohu. S aktuálně dostupnými prostředky ovšem není možné vytvořit univer-
zální čistě hardwarové řešení. Je proto potřeba hledat optimální řešení spolupráce softwaru
s hardwarem [14].
Tato diplomová práce se zabývá návrhem a implementací softwarové části řešení rych-
lého zpracování aplikačních protokolů ve vysokorychlostních sítích. Návrh tohoto systému
je vytvářen nad hardwarovou kartou umožňující ze softwarových aplikací řídit hardwaro-
vou akceleraci zachytávání paketů [12]. Výsledné řešení by mělo být schopno zpracovávat
aplikační protokoly na síťových linkách dosahujících rychlosti 100Gb/s.
Druhá kapitola této práce se zabývá problematikou softwarem řízeného monitorování.
3
Jsou v ní popsány myšlenky konceptu a možnosti aktuálně vyvíjené akcelerované síťové
karty. Obsahem třetí kapitoly je systém pro zákonné odposlechy a je zde zdůrazněno, jaká
jeho část souvisí s touto prací. Současně s tím jsou v této kapitole rozebrány nutné změny
oproti aktuální verzi vytvářeného systému pro zákonné odposlechy. Čtvrtá kapitola se za-
bývá možnostmi skládání TCP toků a jsou zde uvedena možná řešení tohoto problému ve
vysokorychlostních sítích. Analýza vstupního síťového toku a operací vykonaných při jeho
zpracování je popsána v páté kapitole. Součástí této kapitoly je také shrnutí časově a pa-
měťově kritických operací prováděných při zpracování paketů. Návrh systému pro rychlé
zpracování aplikačních protokolů je rozebrán v šesté kapitole. Je zde detailně popsán na-
vrhovaný systém a je uvedeno jeho postavení v rámci vytvářeného systému pro zákonné
odposlechy. Sedmá kapitola se zabývá možnými optimalizacemi vytvořeného návrhu s cílem
dosáhnout lepších výsledků při zpracování vysokorychlostního síťového provozu. Implemen-
tace celého systému je popsána v osmé kapitole. Je zde detailně uvedeno, jak je potřeba
implementovat jednotlivé komponenty, aby výsledný systém fungoval co možná nejefek-
tivněji. V deváté kapitole je popsáno testování vytvořeného systému. V desáté kapitole
jsou popsána možná vylepšení výsledného systému. Poslední jedenáctou kapitolou je závěr
shrnující poznatky a vyvozené závěry z této práce.
Tato práce je vytvářena v rámci projektu Moderní prostředky pro boj s kybernetic-
kou kriminalitou na Internetu nové generace a bude použita jako součást výstupů tohoto
projektu.
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Kapitola 2
Softwarem řízené monitorování
Ve vysokorychlostních sítích nelze využít klasických přístupů k akceleraci zpracování
síťových dat a je potřeba hledat jiné vhodnější řešení. Tato kapitola se zabývá problemati-
kou softwarem řízeného monitorování, anglicky Software Defined Monitoringu (SDM) [13],
kterou je možno k akceleraci zpracování dat použít. Koncept SDM vychází z některých
myšlenek Software Defined Networking (SDN) [16].
Na rychlostech 1 Gb/s a 10 Gb/s se ke zpracování síťových dat využívá jedné ze dvou
variant akcelerace. Těmito metodami jsou využití specializovaného hardware nebo využití
hardwarově akcelerované síťové karty. První varianta je vhodná pro řešení předem dané
specifické úlohy, která se nebude měnit. Výhodou je poté rychlé a efektivní řešení této
úlohy. Nevýhodou tohoto přístupu je, že ho nelze využít pro obecné řešení větší množiny
problémů. Dalším problémem je, že pro některé problémy [13], ačkoliv specifické a jedno-
značně zaměřené, je obtížné a někdy i téměř nemožné vytvořit čistě hardwarové řešení.
Druhé možné řešení, a to využití hardwarově akcelerované síťové karty, umožňuje akcelero-
vané zachytávání paketů a zpracování hlaviček nižších přenosových protokolů. Zpracování
dat na aplikační úrovni je následně prováděno až v softwaru. Nevýhodou tohoto přístupu
je nutnost softwarového zpracování všech síťových toků. To má za následek nižší výkonnost
výsledného řešení.
Možným řešením zpracování dat na rychlosti 100Gb/s je vhodná kombinace hardware a
software a využití pozitivních vlastností metod využívaných na nižších rychlostech. Hard-
warová část výsledného řešení je postavena nad akcelerovanou síťovou kartou, která provádí
základní předzpracování přijatých paketů. Toto předzpracování je vykonáváno ve firmwaru,
který je nahrán do čipu FPGA použité akcelerační síťové karty. Současně je možno ze
softwarové části řídit vykonávání předzpracování dat.
V případě uživatelských monitorovacích aplikací je potřeba, aby se do nich dostaly
všechny pakety požadovaného toku. Nemusí se do nich ovšem dostat všechny toky a předzpra-
cování tak probíhá na úrovni filtrace nevyžádaných toků. Další možností řízení předzpra-
cování je zadávání požadavků na získávání unifikovaných hlaviček nebo NetFlow záznamů
o tocích. Opět platí, že do monitorovacích aplikací se musí dostat pouze informace o sle-
dovaných tocích. Parametry předzpracování je možné upravovat podle aktuální potřeby
jednotlivých modulů.
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2.1 Koncept SDM
V této sekci je popsán koncept systému SDM a návrh jeho implementace vytvořený jako
součást práce, kterou vytvořil Ing. Kekely [13].
Předzpracování zachycených síťových dat je prováděno na úrovni toků. První pakety
z každého toku musí být předávány do software, aby bylo možno rozhodnout, jak s daným
tokem nakládat. Filtrace toků je prováděna ve firmware akcelerované síťové karty, která
je řízena softwarovým řadičem. Tento řadič získává informace od uživatelské monitorovací
aplikace skrze knihovnu libSDM.
Model funkcionality konceptu SDM je ve zjednodušené podobě vyobrazen na obrázku
2.1. Firmware nahraný v čipu FPGA provede předzpracování příchozího paketu, filtraci
nevyžádaných toků a následně předá paket do softwarové části k dalšímu zpracování. Ko-
munikace mezi firmware a software probíhá s využitím sběrnice PCI. Jak bylo již dříve
uvedeno, firmware SDM umožňuje i jiné typy předzpracování toků než je pouhá filtrace
a těmi jsou extrakce informací do podoby unifikovaných hlaviček a export ve formě zá-
znamů NetFlow. Tyto přístupy však nejsou vhodné pro monitorování aplikačních protokolů
a nejsou dále v této práci uvažovány.
Obrázek 2.1: Model funkcionality SDM systému [13].
Rozdělení úloh mezi jednotlivé části SDM systému je ve zjednodušené podobě vyob-
razeno na modelu vrstev na obrázku 2.2. Pakety zachycené hardwarovou síťovou kartou
jsou předány do firmware. V něm je provedeno předzpracování paketů a případná filtrace
nežádoucích paketů, pokud je pro daný tok nakonfigurováno blokující pravidlo. Firmware
je konfigurován ze softwarové vrstvy, která také zajišťuje předávání paketů aplikacím a
přijímání filtračních pravidel z opačného směru od aplikací.
2.1.1 Předzpracování dat ve firmware
Firmware provádí předzpracování paketů zachycených ve vysokorychlostní síti. Jako
výsledek předzpracování může být paket zahozen, předán v nezměněné podobě, vytvořena
z něj unifikovaná hlavička nebo může být vytvořen a udržován záznam o celém toku. Hlavní
úlohou firmwaru jsou mimo jiné následující činnosti:
• Analýza hlaviček přijatých paketů,
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Obrázek 2.2: Vrstvový model SDM systému [13].
• Klasifikace a zvolení vhodného pravidla pro filtraci,
• Aktualizace záznamů o tocích,
• Předzpracování vstupu,
• Export do software.
Postupné provádění činností uvedených v předcházejícím seznamu je znázorněno na
obrázku 2.3.
Obrázek 2.3: Firmware SDM [13].
2.1.2 Rozdělování toků do softwarových kanálů
Jednou z užitečných vlastností SDM firmwaru je schopnost rozdělování vstupních paketů
do softwarových kanálů. Tyto kanály je následně možno zpracovávat s využitím rozdílných
jader případně vláken procesoru. Rozdělování paketů do jednotlivých kanálů je možno re-
alizovat pomocí dvou principů.
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První možností je cyklické rozdělování paketů do jednotlivých kanálů. Výhodou tohoto
přístupu je rovnoměrné rozložení paketů mezi softwarové části systému. Takto jsou efektiv-
něji využívány dostupné výpočetní prostředky daného prostředí. Naopak nevýhodou je, že
pakety jednoho toku nejsou předávány do stejného softwarového kanálu. V softwarové části
systému tak není možno řešit zpracovávání celých toků.
Druhou možností je rozdělování paketů na základě hodnoty hash toku do kterého paket
náleží. Při využití tohoto principu je dosaženo, že pakety jednoho toku jsou zpracovávány
vždy ve stejném jádře případně vlákně procesoru. Při využití tohoto principu ovšem může
nastat situace, že data nebudou rovnoměrně rozložena mezi výpočetní jednotky.
2.1.3 Softwarový řadič SDM
Tato sekce popisuje jádro softwarové části, kterým je SDM řadič. Ten řídí předzpraco-
vání paketů ve firmware a to na základě požadavků od uživatelských monitorovacích apli-
kací. Softwarový řadič je mezičlánkem mezi uživatelskou aplikací a firmwarem hardwarové
akcelerační síťové karty.
Řadič SDM vykonává mimo jiné následující operace:
• Správa pravidel pro filtrování
• Export záznamů o tocích
• Sledování obsazenosti položek tabulky se záznamy o tocích
Na základě požadavků jsou filtrační pravidla nastavována do firmware. Řadič ovšem
nedostává zpětnou vazbu a v některých případech se může stát, že pravidlo nebude do
firmware nakonfigurováno. O této skutečnosti však řadič není informován a do uživatelské
aplikace mohou být dále zasílány pakety toku, který byl jednou zakázán. V takovém případě
je třeba, aby byl řadiči zadán další požadavek na filtraci toku. Na druhou stranu je možno
tok zakazovat s každým dalším paketem daného toku a vyhnout se tak nutnosti uchovávat
si stavovou informaci o tom, který tok byl již zakázán.
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Kapitola 3
Systém pro zákonné odposlechy
Počítačovou síť lze zneužít ke konání trestné činnost, a proto je potřeba mít prostředky
pro legální provádění odposlechů a monitorování sítě, kterými lze tuto trestnou činnost
odhalovat. K tomuto účelu se využívá systémů pro zákonné odposlechy. V této kapitole je
popsán referenční model systému pro zákonné odposlechy. Schéma systému je zobrazeno na
obrázku 3.1.
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Administration Function
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Obrázek 3.1: Referenční model systému pro zákonné odposlechy [7].
Zákonné odposlechy jsou uskutečňovány na základě podnětů od orgánů činných v trest-
ném řízení. Tyto orgány zadávají požadavky na odposlech s využitím administrativní funkce
(Administration Function), která řídí celý systém odposlechů.
Jako výsledek odposlechu jsou vytvářena metadata (zprávy IRI) popisující probíhající
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komunikaci. Současně je zachycen obsah probíhající komunikace. Všechny zprávy předávané
v rámci systému musí obsahovat informace, podle kterých je možné zprávy identifikovat a
správně zařadit k dalšímu zpracování v rámci systému pro zákonné odposlechy. Zprávy IRI
popisují aktivitu sledovaného cíle v počítačové síti. Podle zachycené události se rozlišují čtyři
typy vytvářených zpráv. Tyto zprávy jsou IRI Begin, IRI Continue, IRI End a IRI Report a
jejich použití závisí na typu zachytávané komunikace. Obecně lze říci, že zpráva IRI Begin je
vytvořena při zahájení sledované komunikace a pro další události v rámci této komunikace
jsou vytvářeny zprávy IRI Continue. Na konci sledované komunikace je vytvořena zpráva
IRI End. Pro sledované události nepatřící do aktuálního sezení jsou vytvářeny zprávy IRI
Report.
3.1 Detailní popis částí referenčního modelu
V této sekci jsou popsány jednotlivé funkční bloky, které jsou využity v referenčním
modelu. Dále jsou uvedena rozhraní, která se využívají pro komunikaci mezi funkčními
bloky a rozhraní pro komunikaci mezi zadavatelem odposlechu a provozovatelem připojení,
u kterého je odposlech provozován.
Intercept Related Information Internal Interception Function (IRI-IIF) je
funkční blok vytvářející IRI zprávy podle informací požadovaných k odposlechu. Upozorňuje
funkční blok Content of Communication Internal Interception Function na aktivitu sledo-
vaného cíle v síti. Vytvářené zprávy IRI jsou předávány pomocí rozhraní INI2 do Mediation
Function pro další zpracování.
Content of Communication Trigger Function (CCTF) je funkční blok řídicí část
systému zodpovědnou za odposlech obsahu komunikace. Může být řízen přímo z bloku
Administration Function nebo dynamicky pomocí IRI-IIF.
Content of Communication Internal Interception Function (CC-IIF) je fun-
kční blok odposlouchávající obsah komunikace. Je řízen pomocí CCTF. Získaný obsah ko-
munikace je předáván pomocí rozhraní INI3 do Mediation Function.
Mediation Function (MF) je funkční blok přebírající informace od IRI-IIF a CC-IIF.
Udržuje vztah mezi informacemi získanými z těchto bloků, aby bylo možno určit na základě
jakého obsahu byla zpráva IRI vytvořena. V případě, že jsou informace získávány z více
zdrojů, MF kombinuje získané informace tak, aby ve zbytku systému byly považovány za
informace z jednoho zdroje. Tyto informace jsou dále předávány pomocí rozhraní HI2 a HI3
[8] orgánu, který si vyžádal odposlech pomocí rozhraní HI1.
Administration Function (AF) je funkční blok, který se stará o příjem a řízení
požadavků na odposlechy. Pro každý požadavek na odposlech uchovává informace nezbytné
pro provádění tohoto odposlechu.
Rozhraní pro předávání informací mezi jednotlivými částmi systému pro zákonné
odposlechy a pro komunikaci s uživateli systému, kteří zadávají požadavky na odposlechy
a přijímají výsledky je více typů.
Pro komunikaci mezi zadavatelem odposlechu a AF je využíváno rozhraní HI1. Infor-
mace mezi jednotlivými částmi systému jsou předávány přes rozhraní, která jsou naznačena
na obrázku 3.1. Pro předávání řídících informací je využíváno rozhraní INI1, které se dělí
na tři části. Rozhraní INI1a předává zprávy do IRI-IIF, INI1b předává zprávy do CCTF
a INI1c komunikuje s MF. Zprávy z funkcí IRI-IIF a CC-IIF jsou předávány do MF přes
rozhraní INI2 a INI3. Z MF jsou získané informace předávány přes rozhraní HI2 a HI3
k dalšímu zpracování organizaci, která si odposlech vyžádala. Rozhraní CCTI se využívá
pro předávání zpráv do CCTF.
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Předávání informací mezi zadavatelem odposlechu a provozovatelem připojení může
probíhat v různých formách a nemusí se vždy jednat o elektronickou komunikaci. Požadavek
na odposlech může být zadáván pomocí psaného dokumentu, který může být doručen např.
poštou nebo faxem [8].
3.2 Systém vytvářený v rámci projektu Sec6Net
V této sekci je popsán aktuální stav vyvíjeného systému pro zákonné odposlechy v rámci
projektu Moderní prostředky pro boj s kybernetickou kriminalitou na Internetu nové ge-
nerace. Jsou popsány rozdíly aktuálního systému oproti referenčnímu modelu systému pro
zákonné odposlechy. Hlavní část je zaměřena na funkční blok IRI-IIF, který zpracovává
vstupní síťová data a na jejich základě vytváří zprávy IRI popisující zachycenou síťovou
komunikaci. Mimo tohoto funkčního bloku jsou popsány další části nutné pro provádění
zákonných odposlechů. Těmito částmi jsou funkční blok starající se o zachytávání obsahu
komunikace a mediační a administrační funkce zajišťující výměnu informací mezi systémem
pro zákonné odposlechy a zadavateli odposlechu, kterými jsou orgány činné v trestném ří-
zení.
3.2.1 Aktuální stav systému pro zákonné odposlechy
Aktuálně vyvíjený systém pro zákonné odposlechy nazvaný SLIS se snaží držet refe-
renčního modelu a jeho funkcionalita je rozdělena na části odpovídající tomuto modelu.
Funkční blok IRI-IIF řeší dynamickou identitu uživatele, na základě které jsou zachytávány
pakety s obsahem komunikace. O toto zachycení se stará funkční blok CC-IIF. Rozdílem
oproti referenčnímu modelu je, že požadavky na odposlech obsahu komunikace zadává me-
diační a triggerovací funkční blok. V referenčním modelu tuto funkci zastává administrační
funkční blok. Ve vyvíjeném řešení má administrační funkce na starosti přijímání požadavků
na odposlech od zadavatelů těchto odposlechů.
Další změnou oproti referenčnímu modelu je rozdělení funkčního bloku IRI-IIF do dvou
částí. Těmito částmi jsou moduly zpracovávající síťový provoz a komponenta IRI-Core
zpracovávající informace získané z modulů. Funkční blok IRI-IIF definovaný v referenčním
modelu vytváří zprávy popisující síťovou komunikaci z těch síťových dat, na které byl vydán
odposlech. Ve vyvíjeném systému je toto řešeno tak, že moduly vytvářejí zprávy IRI pro
všechny události detekované v síťovém provozu a IRI-Core z nich vybírá pouze takové,
které souvisí se zadaným požadavkem na odposlech. Takto vybrané zprávy jsou následně
předávány do mediační funkce, která se postará o jejich doručení zadavateli odposlechu.
Na obrázku 3.2 je znázorněna struktura aktuálně vytvořeného bloku IRI-IIF.
V aktuální verzi existují dva typy modulů zpracovávajících síťová data. Jedním typem
jsou moduly zpracovávající protokoly nižších vrstev, které nevyužívají transportního pro-
tokolu TCP. Druhým typem jsou moduly zpracovávající aplikační protokoly, které ke své
činnosti využívají protokolu TCP. Oba typy využívají jako vstup některé z dostupných
síťových rozhraní a ke čtení dat je využito knihovny libpcap. Pro IM moduly a modul zpra-
covávající SMTP protokol je možno využít vstupu, který předzpracovávají komponenty
nazvané Nízkoúrovňové předzpracování a Skládání TCP toků.
Nízkoúrovňové předzpracování provádí parsování hlaviček nižších protokolů až po
transportní nebo nejvyšší možnou vrstvu. Tuto činnost je potřeba vykonat při zpraco-
vání každého paketu. Parsování je provedeno pouze jednou v průběhu nízkoúrovňového
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Obrázek 3.2: Aktuální stav bloku IRI-IIF v systému pro zákonné odposlechy.
předzpracování a moduly využívají jednou zjištěné údaje. Není tak potřeba tuto činnost
řešit v každém modulu samostatně.
Skládání TCP toků je prováděno na úrovni řazení přijatých paketů. Do modulů
zpracovávajících aplikační protokoly jsou tak pakety předávány již v pořadí a je možno je
rovnou zpracovávat. Moduly tedy nemusí řešit, zda nejsou některé z paketů přehozeny.
3.2.2 Potřebná vylepšení
Oproti stávající verzi je potřeba vylepšit předzpracování hlaviček nižších protokolů,
skládání TCP toků a vyřešit problém přeposílání paketů pouze těm modulům, které o ně
žádají.
Vstupní provoz je potřeba filtrovat a to na základě aktuálních požadavků jednotlivých
modulů. Modulům musí být předávány pouze toky, o které mají zájem a pokud o něk-
terý tok není zájem v žádném z modulů, je potřeba takový tok odfiltrovat ještě před jeho
zpracováním.
Skládání TCP toků musí být implementováno v optimalizované formě pro zpracování
dat ve vysokorychlostních sítích.
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Kapitola 4
Skládání TCP toků
Tato kapitola popisuje možné problémy, které mohou nastat při zpracování TCP toků.
Dále je uvedeno několik možných přístupů ke skládání TCP toků ve vysokorychlostních
sítích. Je zde uveden algoritmus pro efektivní správu stavu TCP spojení, možné využití
knihovny PF RING, mechanismus pro skládání TCP toků za přítomnosti útočníka a al-
goritmus pro skládání TCP toků v reálném čase ve vysokorychlostních sítích využívající
poznatků ze zde dříve uvedených přístupů. Na závěr jsou shrnuty poznatky, které jsou
užitečné pro tuto práci.
4.1 Zpracování TCP toků
Zpracování TCP toků je stavové a je tedy nutno sledovat a uchovávat si stav aktuálního
spojení. Pro další popisy stavového zpracování toků jsou dále v textu komunikující strany
děleny na pozitivní, pokud informace přišly z menší koncové strany na vetší a na negativní,
pokud přišli v opačném směru. Rozlišení koncových stran na menší a větší je provedeno na
základě IP adres a portů [3]. Stav toku bude reprezentován jako
”
X Y“, kde X reprezentuje
pozitivní stranu a Y reprezentuje negativní.
Při ustavování spojení prochází TCP tok třemi fázemi INIT, SYN a EST a využívá mezi-
stavu ACK. Algoritmus pak může procházet osmi stavy při vytváření spojení mezi dvěma
komunikujícími stranami. Těmito stavy jsou INIT INIT, SYN INIT, INIT SYN, EST SYN,
SYN EST, EST EST, SYN SYN a ACK ACK. Přechody mezi těmito stavy jsou znázorněny
na obrázku 4.1.
Při ukončení spojení prochází TCP tok třemi fázemi EST, FIN a CLS a algoritmus
tak prochází devíti stavy. Těmito stavy jsou EST EST, FIN EST, EST FIN, CLS EST,
EST CLS, CLS FIN, FIN CLS, CLS CLS a FIN FIN. Přechody mezi těmito stavy jsou
znázorněny na obrázku 4.2.
Po ustanovení spojení jsou přenášena data a při jejich zpracování mohou nastat pro-
blémy, se kterými je potřeba počítat. Těmito problémy jsou ztráta paketů, duplikace paketů
a doručování paketů mimo pořadí.
Doručování paketů mimo pořadí může vytvářet různé typy mezer v již přijatých datech
a nově přijatý paket může tyto mezery zaplnit úplně nebo jen částečně, případně může
vytvořit mezeru novou. Všechny možnosti které mohou nastat jsou uvedeny na obrázku
4.3.
U paketů, kde nově přijatá data přesahují do dat uložených ve vyrovnávací paměti
(bufferu), je potřeba odstranit tuto přesahující část. Když nově příchozí paket zaplní mezeru
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Obrázek 4.1: Stavový diagram navazování TCP spojení.
Obrázek 4.2: Stavový diagram ukončování TCP spojení.
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Obrázek 4.3: Možné situace při přijetí nového paketu [6].
z jejího počátku, je možné tento paket okamžitě zpracovat. Pokud je mezera uzavřena úplně,
je možno zpracovat i následující pakety uložené v bufferu a ty z něj odstranit, aby se uvolnilo
místo.
Je možné, že vznikne mezera, která nebude nikdy uzavřena, protože paket dorazil do
cíle jinou cestou. V takovém případě se může stát, že v opačném směru bude zachycen paket
potvrzující pro nás ztracená data a je tak možno mezeruu uzavřít, i když nebudeme mít
kompletní data.
4.2 Efektivní správa stavu TCP spojení ve vysokorychlost-
ních sítích
Bing X., Xiaosu C. a Ning C publikovali algoritmus [3] provádějící efektivní správu
stavu TCP spojení. TCP spojení prochází třemi hlavními kroky a to ustanovení spojení,
přenos dat a ukončení spojení. Klíčovými kroky jsou ustanovení spojení a ukončení spojení,
a proto je algoritmus zaměřen na ně.
Stav TCP spojení je uchováván v záznamu pro každý tok. Ve vysokorychlostních sítích
bude takovýchto záznamů stovky tisíců, a proto je potřeba s nimi manipulovat efektivně.
Tradiční přístup [3] využívající hashovací tabulku musí být optimalizován. Lze využít prin-
cipu lokality v TCP spojení, podle kterého platí dva předpoklady [3]. Prvním předpokladem
je, že přijatý paket a paket přijatý po něm s velkou pravděpodobností patří do jednoho toku.
Druhým předpokladem je, že pokud v nějakém toku přijde paket, následující paket tohoto
toku přijde brzy po něm. Využitím tohoto principu je možné efektivně řešit kolize v tabulce.
Kolidující položky jsou uloženy v lineárním seznamu a vždy, když je provedeno úspěšné vy-
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hledání je nalezená položka přesunuta na začátek seznamu, protože podle principu lokality
bude brzy potřeba.
V případě anomálií, jako například DoS útoku by však došlo k rychlému zahlcení tabulky
a neefektivní činnosti algoritmu. Proto je potřeba přidat buffer započatých spojení. Existují
tedy dvě sady záznamů a to tabulka BCRT obsahující všechna započatá spojení, u kterých
nebyla dokončena inicializační fáze trojcestného handshakingu a tabulka ECRT obsahující
aktivní spojení s dokončenou inicializační fází.
Po přijetí paketu s příznakem SYN je vytvořen nový záznam v tabulce BCRT a při
přijetí odpovědi s příznakem SYN/ACK je záznam v tabulce vyhledán a upraven jeho stav.
Ve chvíli, kdy je přijat paket s příznakem ACK je záznam z tabulky odstraněn a je vložen
do tabulky ECRT. Platí tak, že pro všechny SYN pakety stačí vyhledávat v tabulce BCRT
a pro všechny ostatní pakety v tabulce ECRT.
Aby bylo zabráněno zaplňovaní tabulek neaktivními záznamy (např. při DoS útoku),
je potřeba v určitých časových intervalech tyto záznamy mazat. Pro BCRT tabulku je
optimální časový interval mezi 4 až 10 sekundami s možností tento interval dynamicky
snížit při rapidním zvětšení tabulky, např. při probíhajícím útoku. Pro ECRT tabulku je
optimální interval něco málo přes dvě hodiny.
4.3 Využití knihovny PF RING ke skládání TCP toků
Ke skládání TCP toků je možné využít knihovnu PF RING1, která umožňuje vysoko-
rychlostní zachytávání paketů na běžném počítači. Hao J. a další vytvořili [11] algoritmus
efektivního skládání TCP toků založený na knihovně PF RING.
Navržený algoritmus využívá dva typy kruhových obousměrně vázaných lineárních se-
znamů. První seznam obsahuje všechny aktivní TCP spojení. Ve druhém typu seznamu
jsou uloženy TCP segmenty týkající se jednoho TCP spojení.
Algoritmus lze popsat následujícími kroky.
• Vytvoří se struktura reprezentující TCP paket podle údajů ze zachyceného paketu.
• Zkontroluje se délka a příznaky paketu. Pokud je délka větší než nula nebo je některý
z příznaků FIN a RST nastaven, algoritmus pokračuje dalším krokem, jinak jde na
konec.
• Nalezne se ukazatel na strukturu reprezentující odpovídající TCP spojení. Algoritmus
končí, pokud se ukazatel nenajde a zároveň je nastaven některý z příznaků FIN nebo
RST. Pokud se ukazatel nenajde a příznaky nejsou nastaveny, je vytvořeno nové
sezení. Pokud byl ukazatel nalezen, pokračuje se dalším krokem.
• Do seznamu TCP segmentů je na odpovídající místo vložena nová položka. Je potřeba
zkontrolovat, jestli data nepřesahují do předchozího či následujícího paketu a případně
tuto přesahující část odstranit.
• Provede se kontrola stavu TCP spojení a dokončení tohoto spojení. Pokud je spo-
jení kompletní a ukončeno, může být odstraněn seznam TCP segmentů a záznam
v seznamu TCP spojení.
1http://www.ntop.org/products/pf ring/
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4.4 Robustní mechanismus pro skládání TCP toků za pří-
tomnosti útočníka
Dharmapurikar a Paxson vytvořili hardwarové řešení [6] robustního mechanismu pro
skládání TCP toků za přítomnosti útočníka, ale některé zde uváděné principy bude možné
využít i při softwarovém řešení.
Záznamy jednotlivých spojení jsou ukládány v SDRAM, a proto jsou navrženy, aby se
co nejlépe vešly do čtyř SDRAM slov. Záznamy jsou uchovávány v hashovací tabulce, ve
které jsou kolize řešeny uložením kolidujících záznamů do lineárního seznamu.
Pro bufferování paketů mimo pořadí je využito stránkování. Paměť je rozdělena na
stránky pevné délky, které jsou podle potřeby alokovány pro příchozí pakety. Velké pakety
mohou být uloženy přes více stránek, případně může být v jedné stránce uloženo více
menších paketů. Příklad stránky je uveden na obrázku 4.4.
Next
Paket 2
ukazatel na další
stránku
ukazatel na záznam
toku
Conn
Data
předchozího paketu
Paket 1
Začátek Paketu 3
256 words
8−byte word
FB,Of
Obrázek 4.4: Příklad stránky využívané při bufferování paketů [6].
Ukazatel Conn slouží pro úpravu záznamu spojení v případě, že stránka musí být
předčasně odstraněna z paměti. Next ukazuje na další stránku týkající se stejné mezery
v datech. FrontOrBack umožňuje vyplňovat stránky ze začátku nebo od konce. Stránky na-
plňujeme ze začátku, pokud doplňujeme do posloupnosti data s větším sekvenčním číslem.
Od konce doplňujeme data s nižším sekvenčním číslem. Při uvolnění paměti jsou stránky
vloženy do seznamu volných stránek.
4.5 Skládání TCP toků v reálném čase ve vysokorychlostních
sítích
Skládání TCP toků v reálném čase ve vysokorychlostních sítích [2] vychází z některých
předchozích poznatků. Využívá se principu lokality a často využívané záznamy jsou tak
rychleji nalezeny. Záznamy spojení jsou ukládány ve dvou tabulkách stejně jako v dřívějším
případě.
Přijaté pakety týkající se jednoho spojení jsou ukládány v kruhovém obousměrném
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lineárním seznamu. Aby nedošlo k vyčerpání paměti, jsou v paměti udržována pouze přijatá,
ale nepotvrzená data. Jakmile je zachycen paket potvrzující přijetí dat, tato data jsou
odstraněna z bufferu a předána k následné analýze. Díky mechanismu řízení toku dat se
nestane, že by uložená data překročila velikost okénka (16bitů z hlavičky TCP paketu) a i
za nejhorších podmínek tak bude zabírat maximálně 64 KB.
Algoritmus zpracování přijatého paketu pracuje podle následujících pravidel. Pro SYN
pakety je vyhledán záznam v BCRT tabulce a pro ostatní pakety je vyhledán záznam
v ECRT tabulce. Nalezený záznam je vždy z tabulky vyjmut a po provedení změny je
vrácen na začátek seznamu, aby tak bylo dodrženo pravidlo, že na první místa se dostanou
často vyhledávané záznamy.
Pokud záznam pro SYN paket není v BCRT tabulce nalezen a paket neobsahuje ACK
příznak, je vytvořen nový záznam pro toto spojení. Pokud je záznam nalezen, přijatý paket
obsahuje ACK příznak a v opačném směru byl přijat SYN paket, pak je upravený záznam
uložen do ECRT tabulky, jinak je záznam uložen zpět do BCRT tabulky. Pro pakety bez
SYN příznaku jsou záznamy vyhledávány v ECRT tabulce. Pokud je odpovídající záznam
nalezen, je upraven podle informací v přijatém paketu, případně zahozen v případě ukončení
spojení. Upravený paket je pak uložen zpět do ECRT tabulky.
Úprava záznamu zahrnuje uložení přenášených dat do bufferu nebo předání uložených
a právě potvrzených dat z opačného směru k dalšímu zpracování. Před přidáním dat musí
proběhnout kontrola, jestli jsou přenášena legitimní a neduplicitní data. Pokud jsou přijatá
data mimo rozsah pro aktuálně odesílané pakety v opačném směru, jsou označena jako
neplatná a paket je zahozen. Validní paket je uložen na odpovídající pozici v seznamu
uložených paketů. Pozice je určena podle sekvenčního čísla paketu.
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Kapitola 5
Analýza vstupních dat a operací
vykonaných při jejich zpracování
Tato kapitola obsahuje poznatky o časových nárocích vytvářeného systému. Časové
nároky jsou uvažovány z pohledu operací provedených s přijatým paketem a z pohledu ko-
munikace probíhající mezi komponentami systému. Cílem této kapitoly je analýza těchto
časových nároků za účelem získání podkladů pro vytvoření návrhu systému schopného zpra-
covávat data ve vysokorychlostních sítích. Pozornost tedy byla zaměřena na složení vstup-
ních dat pro zjištění, kolik přibližně toků je možno filtrovat již v hardware a kolik toků
bude muset být zpracováváno v softwarové části a na vlastní časové nároky při softwaro-
vém zpracování. V závěru kapitoly je vyhodnoceno, které operace mají největší nároky a je
tak potřeba optimalizovat jejich využívání ve vytvářeném systému.
5.1 Analýza vstupního síťového provozu
Tato sekce popisuje charakteristiky zpracovávaného vstupního síťového provozu. Sledo-
vanými charakteristikami byly:
• procentuální zastoupení aplikačních protokolů HTTP a HTTPS, instant messaging
(XMPP, IRC, OSCAR, YMSG), SMTP a SIP,
• doby trvání jednotlivých toků (průměrná, maximální a minimální),
• počty paketů a velikost dat přenesených v jednotlivých tocích,
• počty paketů a velikost dat přenesených protokoly, které nevyužívají některého s trans-
portních protokolů.
Za účelem těchto analýz vnikla aplikace pro analýzu vstupního provozu. Ta čte pakety
ze síťového rozhraní nebo z uloženého pcap souboru a analyzuje přijaté pakety. Na základě
zjištěných informací je vytvářena a udržována hashovací tabulka toků, ve které jsou uloženy
všechny statistiky příslušných toků. Mimo této tabulky je ukládán počet paketů a velikost
dat přenesených protokoly, které nevyužívají některého z transportních protokolů.
Po zpracování všech paketů z pcap souboru nebo ukončení zpracování živého toku z roz-
hraní jsou získané statistiky uloženy do výstupního souboru ve formátu csv. Na začátku
jsou uvedeny informace o protokolech nevyužívajících některého z transportních protokolů
a následně jsou uloženy informace pro všechny záznamy toků uložených v hashovací tabulce.
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Jako vstupní data pro vytvořený nastroj byly použity pcap soubory obsahující zachycený
reálný síťový provoz ISCX 20121. Pakety v těchto sadách dat byly anonymizovány, aby
nemohlo dojít ke zneužití údajů, ale veškeré údaje po transportní vrstvu zůstaly využitelné
pro účely této práce.
Výstupní soubor vytvořený analyzátorem vstupního provozu byl analyzován skriptem,
který na základě informací o jednotlivých tocích vypočítal požadované statistiky. Po analýze
byly zjištěny následující vlastnosti vstupního síťového provozu. V případě datových sad
ISCX bylo zjištěno, že:
• přibližně 90% všech paketů tvořily pakety přenášející data HTTP nebo HTTPS pro-
tokolu,
• pakety protokolů HTTP a HTTPS přenášely přibližně 95% všech dat,
• dalším ze sledovaných protokolů, kterým byl SMTP, tvořil kolem 0.3%,
• ostatní sledované protokoly tvořily zanedbatelnou část,
• zbytek tvořily pakety nevyužívající transportního protokolu nebo pakety pro analy-
zátor neznámého protokolu.
Z výše uvedeného vyplývá, že většinu síťového provozu tvoří data protokolů přenášející
webová data. Tuto skutečnost částečně potvrzují i výsledky z práce zabývající se problema-
tikou softwarem řízeného monitorování [13]. V ní autor uvádí, že více než polovinu paketů
tvoří pakety protokolů HTTP a HTTPS. Konkrétně asi 60% všech paketů. Současně je
těmito pakety přenášeno něco málo přes 60% všech přenášených dat.
Jako další charakteristiku vstupního toku je možno využít předpovědi společnosti Cisco2.
Na základě této předpovědi je možno určit, že přibližně 80% přenášených dat je tvořeno
videem, sdílením souborů a online hraním. Ostatní provoz tvoří webová data a ostatní.
Měření provedené vytvořenou aplikací mohlo být zkresleno kvůli skutečnosti, že aplika-
ční protokoly byly určovány na základě čísel portů a mezi webovou komunikaci tak mohli
být zařazeny i přenosy videa či jiné přenosy větších souborů.
Pro možnost efektivního využití konceptu softwarem řízeného monitorování je nutné
dokázat odfiltrovat dlouhotrvající toky přenášející většinu dat, které jsou ovšem pro systém
pro zákonné odposlechy a řešení dynamické identity uživatele nevyužitelné. Těmito daty
jsou například přenosy souborů, videa, hlasové komunikace a podobně. Obecně jde o data,
ve kterých není možno najít identifikátory komunikujících uživatelů. Z výše uvedených
údajů vyplývá, že větší část vstupního provozu je takovými daty tvořena a je tak možno
využitím konceptu SDM dosáhnout výrazné redukce zpracovávaných dat.
5.2 Předzpracování vstupních dat
V této sekci jsou popsány operace, které jsou potřeba vykonat se vstupními pakety při
jejich vstupu do systému. První fází předzpracování vstupního paketu je parsování hlaviček
protokolů. Při této operaci dochází k extrahování informací a na základě těchto informací je
vyhledán záznam v hashovací tabulce toků. Pokud není záznam nalezen, musí být vytvořen
nový na základě údajů ze zpracovaného paketu. Časová náročnost vyhledání údaje v tabulce
1http://www.iscx.ca/datasets
2http://www.ciscovni.com/forecast-widget/advanced.html
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roste s velikostí tabulky. Také zápis do paměti, v případě nenalezení záznamu, je časově
náročný.
Vytvořený nástroj pro analýzu vstupního provozu vykonával stejné operace, které je po-
třeba vykonat po přijetí paketu ve vytvářeném systému. Profilováním aplikace bylo zjištěno,
která funkce a tedy i operace související s předzpracováním paketů zabírá nejvíce času.
Profilování probíhalo ve virtualizovaném systému Ubuntu 12.04 32-bitů. Systém byl
spuštěn na počítači využívajícím dvou-jádrový procesor Intel core i7 2.67GHz a měl pro
virtualizovaný systém dostupných 2GB paměti.
Z naměřených výsledků vyplynulo, že přibližně 47% času bylo využito k nízkoúrovňo-
vému předzpracování dat a získávání tak potřebných informací k dalšímu zpracování paketu.
Současně tak byly získávány informace sloužící k identifikaci toku a vyhledávání jeho zá-
znamu v tabulce toků. Ta byla implementována jako jednoduchá hashovací tabulka řešící
kolize pomocí lineárních seznamů pro kolizní položky. K vyhledání příslušného záznamu
v tabulce bylo programem využito průměrně 37% veškerého výpočtu.
TCP toky jsou následně předány do komponenty provádějící jejich skládání. Zde opět
musí dojít k prohledání hashovací tabulky a k aktualizaci záznamu v ní uloženého, případně
vytvoření nového záznamu. V ideálním případě je paket ihned předán k dalšímu zpracování
a není nikde ukládán. Pokud je však mimo pořadí, musí být uložen do bufferu, odkud
je vyjmut až ve chvíli, kdy jsou všechny jemu předchozí pakety zpracovány. Paket tedy
musí být nakopírován do pomocného bufferu. Kopírování paměti je ovšem časově náročná
operace.
5.3 Možnosti komunikace mezi částmi systému
V této části jsou popsány časové nároky možných typů komunikace využitelných pro
předávání dat mezi jednotlivými komponentami systému. Jedním z vhodných řešení komu-
nikace může být využití některé z technik mezi-procesové komunikace [10]. Další možností
je využití funkčního volání a data předávat tímto způsobem.
S využitím nástroje pro měření výkonnosti jednotlivých typů mezi-procesové komuni-
kace, který byl vytvořen jako součást práce [13] byly měřeny časy potřebné různými typy
komunikace. Při měření bylo využito stejného testovacího prostředí jako v případě analýzy
předzpracování vstupních dat. Z možných komunikačních metod byly měřeny následující:
• komunikace přes unixový soket [10],
• komunikace s využitím fronty zpráv [10],
• komunikace s využitím pojmenované roury [10].
Současně bylo měření rozšířeno o přímé funkční volání v rámci jednoho vlákna bez nut-
nosti mezi-procesové komunikace. Všechna měření probíhala pro dvě komunikující strany.
Jednoho odesílatele a jednoho příjemce. Celkový počet zasílaných zpráv byl 10 000 000 a
velikost jedné zprávy byla 100 bytů. Z měření byly zjištěny následující výsledky uvedené
v tabulce 5.1.
Z uvedené tabulky 5.1 vyplývá, že nejvhodnějším způsobem je funkční volání a to i z toho
důvodu, že není potřeba provádět kopie a je možno předat pouze ukazatel na příslušná data.
Toto by bylo možno i při využití vícevláknového přístupu, kdy vlákna budou sdílet adresový
prostor, ale jak ukázalo měření, režie s předáním dat je příliš vysoká.
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Způsob komunikace Potřebný čas
unixový soket 15s
fronta zpráv 9s
pojmenovaná roura 32s
funkční volání několik tisícin sekundy
Tabulka 5.1: Časové nároky jednotlivých typů komunikace.
5.4 Shrnutí časových nároků
Měřeními bylo zjištěno, že kritickými operacemi jsou nízkoúrovňové předzpracování pa-
ketů a vyhledávání v tabulce toků. Ve výsledném návrhu je proto třeba se zaměřit na tyto
klíčové operace. Další kritickou operací je práce s pamětí, které mají vysoké časové nároky.
Pro komunikaci mezi komponentami systému je nejefektivnější využít funkčního volání
a předávání pouze ukazatelů na příslušná data. Tento přístup umožňuje nejrychlejší formu
předání informací. Současně ovšem tento přístup snižuje škálovatelnost výsledného systému
z pohledu celkového počtu modulů zpracovávajících aplikační protokoly.
Analýzou reálných síťových dat společně s využitím dostupných analýz síťových dat bylo
ověřeno, že velkou část, a to přibližně až 80% dat tvoří data přenášeného videa, sdílených
souborů nebo obdobná data. Všechny tyto pakety jsou pro zákonné odposlechy nepodstatné
a jejich filtrací je možno dosáhnout výrazné redukce dat.
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Kapitola 6
Návrh vysokorychlostního
zpracování aplikačních protokolů
V této kapitole jsou uvedeny detaily návrhu systému pro zákonné odposlechy využíva-
jící konceptu softwarem řízeného monitorování (SDM). Jsou popsány rozdíly navrhovaného
řešení rychlého zpracování aplikačních protokolů oproti aktuálnímu systému pro zákonné
odposlechy. Hlavní důraz je kladem na funkční blok IRI-IIF, který řeší zpracování aplikač-
ních protokolů a je hlavní náplní této práce. Nejdříve je specifikováno umístění bloku IRI-IIF
v rámci systému pro zákonné odposlechy. Následně jsou popsány části systému, které s blo-
kem IRI-IIF spolupracují. Dále je proveden detailní popis jednotlivých částí bloku IRI-IIF
navržených v rámci práce.
6.1 Změny oproti aktuálnímu systému
V aktuálním systému SLIS, který je popsán v kapitole 3.2 jsou funkční bloky CC-IIF a
IRI-IIF nezávislými jednotkami vykonávajícími pro ně specifickou činnost. V obou je však
potřeba řešit parsování hlaviček nižších protokolů pro získání údajů identifikujících tok,
do kterého zpracovávaný paket patří. S tím souvisí i potřeba vytvoření a správa tabulek
uchovávajících informace o probíhajících tocích.
Změnou oproti aktuálně vyvíjenému systému SLIS je úzké propojení funkčních bloků
CC-IIF a IRI-IIF. Toto propojení bylo zvoleno z důvodu minimalizace duplicitních operací.
V navrhovaném řešení provádí zachytávání síťového provozu pouze funkční blok CC-IIF.
Ten při své činnosti provádí parsování hlaviček nižších protokolů. V nich vyhledá příslušné
položky sloužící k identifikaci toku a vytvoří z nich klíč pro vyhledávání v tabulce toků.
Ta je řešena pomocí hashovací tabulky a je tedy potřeba z klíče vypočítat hodnotu hash.
Následně je vyhledán záznam v tabulce na základě hodnoty hash a klíče. Oba funkční
bloky potřebují vlastní tabulku, protože uchovávají rozdílné informace, ale pro vyhledávání
v nich potřebují stejné údaje. Proto jsou všechny údaje vypočítané v CC-IIF, kterými jsou
posuny na důležité položky nižších hlaviček v rámci paketu, klíč, hodnoty hash a samotný
zachycený paket předávány do komponenty IRI-IIF, která je využije pro svoje potřeby a
nemusí je počítat sama znovu.
Rozdíly v zachycení paketu a jeho zpracování v aktuální a navrhované verzi jsou uvedeny
na obrázcích 6.1 a 6.2. Na obrázku 6.1 je možno vidět aktuální stav, kdy je potřeba každý
paket zachytit na dvou místech a získat z něj potřebné údaje, což vede k duplicitnímu
vykonání všech operací. Na obrázku 6.2 je navrhovaný stav, ve kterém je paket zachycen a
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zpracován pouze jednou.
Obrázek 6.1: Aktuální stav - duplicitní operace.
Obrázek 6.2: Navrhované řešení - sdílení jednou vypočítaných údajů.
Další změnou oproti aktuálnímu řešení je potřeba efektivního řešení skládání TCP toků.
Je třeba využít řešení, které je navrženo pro vysokorychlostní sítě. Ve vysokorychlostních
sítích je zpracováváno velké množství toků a je tedy potřeba efektivně řešit přidávání a
odebírání záznamů z tabulky toků. Moduly si určují co chtějí zpracovat na základně několika
prvních paketů v toku a je tak potřeba řešit uvolnění záznamu takového toku, o který již
nikdo nemá zájem.
V navrhovaném řešení je také potřeba vyřešit přeposílání jednotlivých toků do mo-
dulů, které o ně mají zájem. Aktuálně jsou modulům žádající např. protokol TCP zasílány
všechny toky tohoto protokolu, i když z nich modul zpracovává pouze malou část. V navr-
hovaném řešení je počítáno s možností, že si moduly určí, který tok chtějí a který nechtějí
zpracovat. Musí tak být zajištěno, aby modulu byly zasílány pouze toky, o které má zájem
nebo takové, u kterých ještě nebylo rozhodnuto.
Aktuální systém neřeší situaci, kdy musí moduly zpracovávající aplikační protokoly
zpracovat více než jeden paket, aby bylo možno rozhodnout o odposlechu daného toku.
Jednou zpracované pakety jsou však zahozeny a není je možno zpětně uložit v bloku za-
chytávajícím obsah komunikace. Oproti aktuálnímu řešení je tak potřeba přidat aplikační
zpožďovací buffer, který bude řešit zpoždění prvních paketů v toku, dokud není rozhodnuto
o jeho odposlechu. S tím souvisí potřeba řešení synchronizace ukládání paketů do bufferu,
aby byly ukládány jen ty pakety, které je potřeba a pouze do doby dokud je to třeba.
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6.2 Umístění IRI-IIF v systému využívajícím konceptu SDM
Schéma navrhovaného řešení zobrazující změny oproti aktuální verzi je vyobrazeno na
obrázku 6.3. Celkový návrh se snaží držet referenčního modelu systému pro zákonné odpo-
slechy. O zachytávání obsahu komunikace se stará funkční blok CC-IIF a to s využitím dvou
komunikačních rozhraní CCCI a INI3. Přes rozhraní CCCI jsou přijímány požadavky na
odposlechy a přes rozhraní INI3 jsou zasílána zachycená data. Funkční blok IRI-IIF provádí
analýzu síťového provozu a vytváří zprávy IRI popisující události ve sledované síti. Součástí
těchto zpráv jsou identifikátory sloužící k určení dynamické identity sledovaného uživatele.
Zprávy IRI související se zadaným odposlechem jsou předávány do mediační funkce a ta na
jejich základě zasílá přes rozhraní CCCI požadavky na odposlech obsahu komunikace. Takto
zachycené pakety s obsahem komunikace přijímá na rozhraní INI3. Od zadavatelů odpo-
slechů, kterými jsou orgány činné v trestním řízení, jsou požadavky přijímány administrační
funkcí.
Je zde možno vidět změny oproti aktuálnímu systému pro zákonné odposlechy. Zdrojem
vstupních dat pro IRI-IIF je funkční blok CC-IIF na rozdíl od aktuálního stavu, kdy oba
funkční bloky zpracovávají stejný vstupní síťový tok zachycený přímo z rozhraní síťové karty.
Dále je možno vidět vytvoření zpětné vazby z aplikačních modulů do IRI-IIF kontroléru,
pomocí které si moduly určují, které toky si přejí zpracovávat. Další významnou změnou je
přidání aplikačního zpožďovacího bufferu pro uložení prvních paketů v toku. U funkčního
bloku CC-IIF je možno vidět, že ke své činnosti využívá hardwarové akcelerační síťové karty
a konceptu SDM.
Obrázek 6.3: Celková struktura SDM systému pro zákonné odposlechy.
Na obrázku 6.4 je zvýrazněna hlavní část, kterou se tato práce zabývá. Je jí část funkč-
ního bloku IRI-IIF, která se stará o zpracování aplikačních protokolů.
V následujících sekcích jsou blíže popsány jednotlivé části navrhovaného systému a je
blíže uvedena jejich funkcionalita. Hlavní pozornost je věnována funkčnímu bloku IRI-IIF,
u kterého je uvedeno jeho rozdělení do dílčích komponent a jejich účel a funkcionalita jsou
následně popsány.
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Obrázek 6.4: Část celkového systému, na kterou je zaměřena tato práce.
6.3 Funkční blok CC-IIF
Funkční blok CC-IIF je vyobrazen na obrázku 6.5. Je zde možno vidět napojení funkč-
ního bloku na zbytek systému pro zákonné odposlechy.
Obrázek 6.5: CC-IIF - část celkového systému pro zákonné odposlechy.
Návrh tohoto funkčního bloku není předmětem této práce. Je však důležitou součástí
systému pro zákonné odposlechy a v navrhovaném řešení slouží jako zdroj dat pro funkční
blok IRI-IIF. Jedná se o kombinaci hardwarové karty a softwarové části, které společně
mimo jiné provádějí zachytávání a předzpracování vstupních dat. Předzpracované síťové
toky jsou podle hashovací funkce rozdělovány do front, které jsou zpracovávány paralelně.
Toto rozdělování probíhá již ve firmware akcelerované síťové karty a není potřeba ho řešit
v softwarové části.
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Z fukčního bloku CC-IIF jsou do bloku IRI-IIF předávány předzpracované pakety. Spolu
s každým paketem jsou předávány i informace získané během jeho předzpracování v CC-
IIF. Těmito informacemi jsou údaje z hlaviček nižších protokolů až po transportní vrstvu
a informace pro vyhledávání v tabulce toků.
Na základě zpětné vazby z bloku IRI-IIF do bloku CC-IIF je možno filtrovat přeposílané
pakety. V IRI-IIF jsou tak zpracovávány pouze pakety toků, které má zájem zpracovat
některý z aplikačních modulů nebo pakety nového toku, u kterého je potřeba rozhodnout,
zda má některý z modulů zájem ho zpracovávat.
Další informací předávanou z funkčního bloku CC-IIF do funkčního bloku IRI-IIF jsou
informace o nakonfigurovaných odposleších. Tato informace je v bloku IRI-IIF využita pro
synchronizaci ukládání paketů do aplikačního zpožďovacího bufferu. Na základě této infor-
mace jsou do bloku CC-IIF zaslány pakety daného toku z aplikačního zpožďovacího bufferu.
6.4 Centrální zařízení SLIS
Centrální zařízení SLIS je vyobrazeno na obrázku 6.6. Je zde možno vidět napojení části
na zbytek systému pro zákonné odposlechy.
Obrázek 6.6: Centrální zařízení SLIS - část celkového systému pro zákonné odposlechy.
Stejně jako blok CC-IIF není tato součást systému předmětem této práce. Jsou však
do ní zasílány zprávy IRI, které popisují zpracovávaný síťový tok a v opačném směru jsou
získávány informace o požadavcích na odposlechy jednotlivých toků. Konkrétně jde o za-
slání informace, že na identifikátor příslušící danému toku není zadán žádný odposlech.
Tato funkcionalita je odlišná od aktuálního systému, kdy jsou do centrálního zařízení SLIS
zasílány zprávy IRI, ale žádná zpětná vazba zasílána není.
Zpětná vazba s informacemi o požadavcích na odposlechy je zde z důvodu, aby bylo
možno spravovat aplikační zpožďovací buffer a mazat z něj pakety v případě, že není zájem
daný tok odposlouchávat. Jde o podobný princip jako v případě CC-IIF, který informuje
o nakonfigurovaných odposleších. Blok CC-IIF dokáže informovat pouze o tocích, na které
byl zadán požadavek na zachytávání obsahu komunikace. Opačným případem je situace,
kdy není odposlech požadován. O takové situaci blok CC-IIF informován není a je tak
potřeba využít zpětné vazby z centrálního zařízení SLIS do bloku IRI-IIF.
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6.5 Funkční blok IRI-IIF
Funkční blok IRI-IIF je hlavní náplní této práce a jeho činností je řešení dynamické iden-
tity uživatele. Jde tedy o identifikaci konkrétního uživatele, přestože při komunikaci může
využívat různých identifikátorů ať už jde o IP adresy, identifikátory aplikačních protokolů
nebo jiné vhodné údaje pro identifikaci uživatele.
Funkční blok IRI-IIF je vyobrazen na obrázku 6.7. Je zde možno vidět napojení funkč-
ního bloku na zbytek systému pro zákonné odposlechy.
Obrázek 6.7: IRI-IIF - část celkového systému pro zákonné odposlechy.
V následující části kapitoly je funkční blok IRI-IIF blíže rozebrán. Jsou uvedeny dílčí
části, ze kterých se blok skládá a u každé části je uvedena její funkcionalita a propojení
s ostatními částmi.
6.6 Rozdělení bloku IRI-IIF na podsystémy
Funkcionalita bloku IRI-IIF je rozdělena do několika částí, které zajišťují specifickou
funkcionalitu při zpracování zachyceného paketu. Vstupní paket tak postupně prochází
jednotlivými komponentami podle toho, v jakém stádiu zpracování se aktuálně nachází.
6.6.1 IRI-IIF kontrolér
Komponenta nazvaná IRI-IIF kontrolér má za úkol předzpracovat vstupní pakety pro
další zpracování v aplikačních modulech. Další z činností je přeposílání paketů aplikačním
modulům, které mají o daný paket zájem. Pokud o zpracování paketu nemá žádný z modulů
zájem, je takový paket zahozen, aby nedocházelo k jeho dalšímu zbytečnému zpracovávání.
Současně při zahazování paketů komunikuje IRI-IIF kontrolér s blokem CC-IIF a informuje
ho o přijetí nežádoucích dat, která již dále nechce přijímat.
V průběhu předzpracování jsou dopočítávány informace, které nebyly získány společně
s paketem z funkčního bloku CC-IIF. Těmito informacemi jsou offset na aplikační protokol
a délka aplikačních dat. Tyto údaje jsou v aktuální verzi pro blok CC-IIF nepodstatné, a
proto je potřeba si je v bloku IRI-IIF dopočítat. Do budoucna je však plánováno, že i tyto
informace by byly z CC-IIF předpočítány.
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Obrázek 6.8: Část funkčního bloku IRI-IIF - IRI-IIF kontrolér.
Další důležitou součástí předzpracování paketů je řízení skládání TCP toků. IRI-IIF
kontrolér rozhoduje o tom, které pakety jsou předány komponentě skládání TCP toků.
Následně z této komponenty získává pakety, které jsou v rámci daného toku v pořadí a
může je přeposlat aplikačním modulům.
Pro svoji činnost si musí IRI-IIF uchovávat několik datových struktur, aby mohl efek-
tivně zpracovávat vstupní provoz. Jedná se o tabulky uchovávající informace nezbytné pro
filtraci toků, správu započatých toků a přeposílání paketů aplikačním modulům.
První datovou strukturou uchovávanou v IRI-IIF kontroléru je seznam požadovaných
protokolů nejvyšší vrstvy. Údaje v seznamu jsou uloženy na základě informací od aktuálně
spuštěných a využívaných aplikačních modulů. K dalšímu zpracování jsou předány pouze
pakety patřící protokolu, o který má zájem alespoň jeden aplikační modul. Příkladem ta-
kového seznamu je seznam 6.1.
Protokol nejvyšší vrstvy
TCP
ICMPv6
Tabulka 6.1: Příklad seznamu žádaných protokolů.
Další datovou strukturou uchovávanou v IRI-IIF kontroléru je seznam rozhraní vy-
užívaných ke komunikaci s daným aplikačním modulem. Jde tedy o mapování hodnoty
identifikující daný aplikační protokol na komunikační rozhraní s daným modulem.
Poslední datovou strukturou uchovávanou IRI-IIF kontrolérem je tabulka obsahující
informace o započatých tocích. Těmito informacemi jsou:
• Hash hodnoty sloužící k vyhledávání v tabulce toků,
• klíč identifikující daný tok:
– zdrojová IP adresa,
– zdrojový port,
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– cílová IP adresa,
– cílový port,
– protokol transportní vrstvy,
• počet aplikačních modulů žádající daný tok,
• vektor požadavků aplikačních modulů,
• časová značka poslední změny záznamu.
Příkladem takové tabulky je tabulka 6.2.
Hash Klíč Počet Vektor Časová
modulů požadavků značka
(192.168.0.1, 12345, 10.10.10.1, 4503) 3 (1011)
(2001:db8::1, 3456, 2000:abcd::2, 12754) 1 (0010)
Tabulka 6.2: Příklad tabulky toků uchovávané IRI-IIF kontrolérem.
Tato tabulka má dva hlavní účely a to řešení filtrace vstupujících paketů do bloku
IRI-IIF a přeposílání paketů aplikačním modulům majícím zájem o daný tok.
V aktuálním návrhu není filtrace toků řešena přímo komponentou IRI-IIF kontrolér,
ale je řešena funkčním blokem CC-IIF. V tomto bloku může být filtrace řešena softwarově
nebo hardwarově s využitím akcelerované síťové karty a to na základně požadavků z IRI-
IIF. Pokud by však blok CC-IIF nebyl v systému přítomen, stále by bylo možno v IRI-IIF
kontroléru provádět filtraci. Takto prováděné zachycení paketů a jejich filtrace by ovšem
měla menší datovou propustnost, protože by software musel zpracovávat veškerý vstupní
provoz.
Pro přeposílání paketů aplikačním modulům jsou v tabulce uloženy dvě položky a zá-
roveň je využíváno seznamu rozhraní s aplikačními moduly. První položkou v tabulce je
údaj o celkovém počtu modulů, které mají zájem daný tok zpracovávat. Do tohoto počtu
jsou zahrnuty i moduly, které ještě nejsou rozhodnuty jak s daným tokem naložit. Druhou
položkou je vektor požadavků od modulů. Tento vektor má délku rovnu počtu modulů ak-
tuálně spuštěných v systému. Každá položka vektoru může nabývat jedné ze tří variant na
základě zpětné vazby z modulů. Těmito variantami jsou:
• Modul má zájem a pakety daného toku jsou mu přeposílány,
• modul nemá zájem a pakety daného toku již dále nejsou modulu přeposílány,
• modul potřebuje další paket pro rozhodnutí.
Pakety jsou konkrétním modulům přeposlány s využitím komunikačního rozhraní ze
seznamu těchto rozhraní. Podle pozice ve vektoru požadavků je v seznamu komunikačních
rozhraní nalezeno, které je využito k přeposlání paketu a to pouze pro moduly, které tok
žádají nebo ještě nejsou rozhodnuty.
Každý nově nalezený tok musí být do tabulky toků přidán a informace v ní obsažené jsou
aktualizovány na základě informací od aplikačních modulů. V průběhu zpracování několika
prvních paketů by měly aplikační moduly rozhodnout, zda mají zájem tok zpracovávat a
záznam v tabulce již dále není aktualizován a pouze jsou využívány hodnoty v něm uložené.
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O filtraci celého toku je rozhodnuto na základě počtu modulů žádající daný tok. Pokud
je počet modulů nulový, je možno zadat požadavek do CC-IIF, aby dále nebyl daný tok do
IRI-IIF předáván. Záznam v tabulce toků je však ještě ponechán pro případ, že by se do
IRI-IIF dostal další paket v době dokud není pravidlo na filtraci nakonfigurováno. Takovéto
záznamy jsou v pravidelných časových intervalech promazávány a to na základě časové
značky uložené u záznamu v tabulce toků.
6.6.2 Skládání TCP toků
Obrázek 6.9: Část funkčního bloku IRI-IIF - skládání TCP toků.
Do této části jsou přeposílány všechny zpracovávané pakety, které využívají transportní
protokol TCP. V rámci každého TCP toku jsou tyto pakety řazeny do správného pořadí.
Není zde prováděn skutečný reassembling, a tedy i spojování fragmentů v původní segmenty.
Toto spojování je z důvodu časové a paměťové náročnosti ponecháno až na aplikačních
modulech, které ho mohou vykovat dle svých potřeb.
Pro každý tok musí být uchovávány informace, podle kterých je možno přijímané pakety
řadit. Těmito informacemi jsou:
• Zdrojová IP adresa,
• cílová IP adresa,
• zdrojový port,
• cílový port,
• očekávané sekvenční číslo,
• vyrovnávací paměť (buffer) pro uložení paketů mimo pořadí,
• časová značka určující poslední změnu.
Příkladem takové tabulky je tabulka 6.3.
Zdrojová Cílová Zdrojový Cílový Očekávané Buffer Časová
IP IP port port sekv. číslo značka
10.10.10.1 192.168.0.1 4503 53 785678576 1384180275
2000:abcd::2 2001:db8::1 12754 3456 73026492 1384180285
Tabulka 6.3: Příklad tabulky TCP toků.
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Jednotlivé síťové toky jsou od sebe jednoznačně odlišeny pomocí IP adres a portů.
Uložené sekvenční číslo je využíváno pro řazení přijímaných paketů. Pakety mimo pořadí
není možno ihned přeposlat a je nutné je uložit do doby, než budou zpracovány pakety
s předchozími sekvenčními čísly. Pro uložení paketů mimo pořadí je využito bufferu paketů.
6.6.3 Aplikační zpožďovací buffer
Obrázek 6.10: Část funkčního bloku IRI-IIF - správa ADB.
Komponenta application delay buffer (ADB) česky nazvaná aplikační zpožďovací buffer
slouží pro uložení paketů, u kterých ještě nebylo rozhodnuto zda patří do toku, který bude
nebo nebude sledován. Jedná se o pomocnou komponentu pro blok CC-IIF a je tak do něj
vytvořena datová cesta z bloku IRI-IIF. Pakety jsou do tohoto bufferu ukládány tak, jak
byly přijaty na vstupu do funkčního bloku IRI-IIF.
V případě aplikačních protokolů může být potřeba zpracovat více než jeden paket, aby
byl nalezen identifikátor uživatele. Tyto pakety musí projít systémem až do aplikačního
modulu, který na jejich základě vytvoří zprávy IRI a ty předá do centrálního zařízení SLIS.
Na základě zpráv IRI je rozhodnuto, zda byl na daný identifikátor vystaven odposlech a
teprve v případě jeho nalezení může být nakonfigurován funkční blok CC-IIF. Z tohoto
postupu vyplývá, že CC-IIF nemůže uložit již jednou zpracované pakety na jejichž základě
bylo o odposlechu rozhodnuto. Zde je využita komponenta ADB, do které jsou aplikačními
moduly ukládány již zpracované pakety. CC-IIF je pak může znovu zpracovat a uložit do
souboru s obsahem zachycené komunikace.
6.6.4 Aplikační moduly
Obrázek 6.11: Část funkčního bloku IRI-IIF - aplikační modul.
Aplikační moduly zpracovávají konkrétní protokoly na aplikační vrstvě síťového provozu.
Na základě dat z nich získaných vytvářejí zprávy IRI, které zasílají do centrálního zařízení
SLIS.
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V případě nového toku musí každý aplikační modul rozhodnout, zda si tento tok přeje
nebo nepřeje zpracovávat. Může také nastat situace, že na základě aktuálního paketu ne-
dokáže modul rozhodnout. V takovém případě o této situaci informuje IRI-IIF kontrolér a
ten mu příští paket opět zašle k analýze. Nezpracovávané toky jsou pomocí zpětné vazby
do IRI-IIF kontroléru blokovány a již nejsou do daného aplikačního modulu předávány.
Toky požadované ke zpracování jsou v aplikačním modulu kompletně zpracovány a
získaná data aplikačního protokolu jsou analyzována. Na základě této analýzy jsou v modulu
vytvářeny zprávy IRI, které jsou zasílány do centrálního zařízení SLIS.
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Kapitola 7
Optimalizace základního návrhu
V této kapitole jsou popsány problémy, které bylo potřeba vyřešit, aby bylo možno vý-
sledný systém implementovat efektivně. Je popsán návrh, jak řešit efektivní komunikaci a
výměnu dat mezi jednotlivými komponentami systému a sdílení hlavních datových struktur
mezi nimi. Dalším problémem k řešení bylo uložení prvních paketů v toku do aplikačního
zpožďovacího bufferu. Součástí této kapitoly je návrh řešení těchto problémů. Jako poslední
je popsáno rozdělení výsledného systému do procesů a vláken, aby bylo možno využít pa-
ralelizace.
7.1 Komunikace a výměna dat mezi částmi systému při zpra-
cování paketu
Tato část kapitoly popisuje návrh řešení komunikace a výměny dat při průchodu pa-
ketů mezi jednotlivými komponentami systému. V průběhu zpracování je paket předáván
mezi jednotlivými komponentami systému a v každé z nich jsou z paketu získávány a vy-
užity nové informace. Současně je v některých komponentách potřeba využít i informace
stejné jako v předchozí komponentě. Z některé komponenty je také potřeba vracet údaje
v podobě zpětné vazby. Je tedy potřeba vyřešit vhodný způsob předávání informací mezi
komponentami.
Na obrázku 7.1 je uvedeno, jaké údaje jsou využívány v jednotlivých komponentách.
Na základě analýzy operací s paketem uvedených v tomto obrázku bylo možno určit, co
je potřeba dopočítat a co je možno využít z předchozího kroku zpracování paketu. Takto
získané poznatky jsou shrnuty v následujících seznam pro dané komponenty.
Filtr démon:
• Potřeba určit:
– Offsety hlaviček po transportní vrstvu a významných položek v paketu
– Klíč toku pro výpočet hash hodnot
– Hashe pro hashovací tabulku
IRI-IIF kontrolér:
• Potřeba určit:
– Offset na data obsažená v paketu
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Obrázek 7.1: Operace vykonaná s paketem v průběhu jeho průchodu systémem.
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– Velikost dat aplikačního protokolu
• Možno využít z předchozího kroku:
– Offsety hlaviček po transportní vrstvu a významných položek v paketu
– Klíč toku pro výpočet hash hodnot
– Hashe pro hashovací tabulku
Skládání TCP toků:
• Potřeba určit:
– Sekvenční číslo aktuálního paketu
• Možno využít z předchozího kroku:
– Offsety hlaviček po transportní vrstvu a významných položek v paketu
– Klíč toku pro výpočet hash hodnot
– Hashe pro hashovací tabulku
– Velikost dat aplikačního protokolu
Aplikační moduly:
• Potřeba určit:
– Data potřebná pro konkrétní modul
• Možno využít z předchozího kroku:
– Offsety hlaviček po transportní vrstvu a významných položek v paketu
– Klíč toku pro výpočet hash hodnot
– Hashe pro hashovací tabulku
– Offset na data obsažená v paketu
– Velikost dat aplikačního protokolu
Při předávání paketu mezi komponentami je potřeba spolu s paketem předávat také
informace získané v aktuálním kroku. Tím je zaručena minimalizace duplicitních operací
a jednotlivé komponenty se mohou zaměřit na jejich skutečný účel a nemusí počítat co již
jednou bylo vypočítáno.
7.2 Minimalizace kopií paketu
Při zpracování paketů i jejich předávaní mezi jednotlivými komponentami je potřeba
zredukovat jejich kopírování na minimum [15]. Ideálním řešením by bylo zpracování paketu
bez jediné kopie. Paket by byl na rozhraní přijat, uložen do paměti a dále by se pracovalo
pouze s ukazatelem na tento paket. Tato myšlenka však naráží na několik problémů, které
znemožňují její realizaci.
Prvním z nich je potřeba řazení paketů v TCP tocích. Pakety mohou přicházet přeházené
oproti pořadí v jakém byly odeslány a je tedy potřeba je seřadit. Pakety, které dorazily dříve
než by měly je potřeba si uložit, dokud nebude vzniklá mezera v pořadí paketů uzavřena.
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V takovém případě není možno uchovat paket bez provedení jeho kopie do pomocného
bufferu. Celý paket je tak potřeba zkopírovat do jiné části paměti.
Dalším problémem je ukládání prvních paketů v toku do aplikačního zpožďovacího bu-
fferu. U toků zpracovávaných některým z aplikačních modulů není možno se této potřebě
vyhnout, protože by v případě požadavku na odposlech mohly chybět již jednou zpracované
pakety. Opět je tedy potřeba provedení kopie celého paketu do jiné části paměti. Pakety
musí být do aplikačního zpožďovacího bufferu ukládány, a tedy kopírovány, tak dlouho,
dokud není rozhodnuto zda bude daný tok odposloucháván.
S předchozími problémy souvisí potřeba, že někdy je nutno paket z pomocného bufferu
skládání TCP toků uložit do aplikačního zpožďovacího bufferu. Oba buffery je potřeba
implementovat tak, aby bylo možno mezi buffery přesouvat pouze ukazatel na paket a
nemusel být celý paket znovu kopírován z jednoho bufferu do druhého. Tím je možno
dosáhnout další minimalizace kopií paketů.
Posledním problémem je předávání paketu mezi jednotlivými funkčními bloky systému
a předávání paketu v rámci jednotlivých komponent funkčního bloku. Proto je potřeba
využít takového řešení, kdy všechny části systému, které zpracovávají paket, sdílejí adresový
prostor a není tak potřeba provádět kopie paketu při předávání mezi nimi.
Z uvedených poznatků tedy vyplývá, že kopiím paketů se nelze vyhnout, ale lze je
minimalizovat. Této minimalizace lze dosáhnout tím, že:
• části systému zpracovávající paket budou sdílet adresový prostor a předávat si pouze
ukazatel na paket,
• při skládání TCP toků se budou ukládat do bufferu pakety mimo pořadí a ostatní
budou zpracovány bez potřeby kopie,
• do aplikačního zpožďovacího bufferu budou ukládány pakety pouze po nezbytně nut-
nou dobu,
• při potřebě přesunout paket z bufferu skládání TCP toků do aplikačního bufferu se
přesunuje pouze ukazatel na paket.
7.3 Sdílení tabulek mezi komponentami IRI-IIF
Ve vytvořeném návrhu je potřeba v různých komponentách uchovávat podobné infor-
mace a při každém přístupu k těmto informacím je potřeba vyhledat odpovídající záznam
v tabulce obsahující požadované informace.
IRI-IIF kontrolér řeší žádanost toků jednotlivými moduly, skládání TCP toků si musí ke
každému toku uchovávat stavovou informaci a buffer paketů mimo pořadí a aplikační mo-
duly si musí uchovávat stavovou informaci o spojení na aplikační úrovni. S každým krokem
zpracování paketu by tak bylo potřeba nalézt záznam v tabulce podle identifikátorů toku.
Potřebné tabulky a operace s nimi vykonané v průběhu zpracování paketu jsou vyobrazeny
na obrázku 7.2.
Z obrázku je patrné, že v několika komponentách funkčního bloku IRI-IIF je potřeba
uchovávat velmi obdobné tabulky. Současně je v těchto tabulkách vyhledáván záznam při
každém novém paketu. Ideálním řešením je vytvoření pouze jedné tabulky, která bude obsa-
hovat informace potřebné pro všechny komponenty a tato tabulka bude mezi jednotlivými
komponentami sdílena.
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Obrázek 7.2: Komponenty, které potřebují zpracovat podobné tabulky toků.
Další nutnou optimalizací je omezení počtu vyhledávání v tabulce. S každým paketem
je potřeba vyhledat záznam toku v tabulce a to je potřeba udělat v každé komponentě.
Protože však bude tabulka sdílena mezi všemi komponentami, byl by vyhledáván vždy
stejný záznam, což by bylo zbytečné a neefektivní. Lepším řešením je proto vyhledání
příslušného záznamu toku pouze v komponentě, která jako první zpracovává přijatý paket.
Touto komponentou je IRI-IIF kontrolér. Pro přijatý paket je tak v IRI-IIF kontroléru
nalezen záznam toku a dále je komponentám předáván ukazatel na tento záznam. Odpadá
tak nutnost, aby v každé komponentě proběhlo vyhledání tohoto záznamu.
Hlavním cílem tedy je, aby byla tabulka toků spravována komponentou IRI-IIF kont-
rolér, která bude mít tabulku uloženu a bude v ní vyhledávat. Ostatní komponenty budou
pracovat pouze s jednotlivými záznamy získanými od IRI-IIF kontroléru. Toto navrhované
řešení vyžaduje, aby komponenty pracující s tabulkou toků sdílely adresový prostor. Toto
řešení je v souladu s navrhovanou optimalizací pro minimalizaci kopií paketů, kdy je také
předpokládáno sdílení adresového prostoru mezi jednotlivými komponentami.
7.4 Řešení aplikačního zpožďovacího bufferu
Hlavním účelem aplikačního zpožďovacího bufferu je uložení paketů daného toku, dokud
není rozhodnuto o jeho odposlechu. Pakety jsou do bufferu průběžně ukládány, a protože
je do něj ukládána již seřazená posloupnost paketů, není potřeba řešit vyhledávání odpoví-
dající pozice v bufferu. Nově přidávané pakety je tak možno uložit na konec bufferu a více
se o jeho pozici nestarat. Ve chvíli, kdy je rozhodnutí učiněno, jsou všechny pakety buď
smazány nebo z bufferu vyjmuty a přeposlány k dalšímu zpracování. Ani v tuto chvíli není
potřeba řešit vyhledávání v bufferu.
Jediným vyhledáváním souvisejícím s aplikačním zpožďovacím bufferem je určování
příslušnosti paketů k jednotlivým tokům. V případě jediného velkého bufferu pro celý systém
by bylo potřeba projít celý buffer při každém novém požadavku na smazání nebo přeposlání
paketů. Současně s tím by bylo potřeba u každého paketu určovat, zda do daného toku patří
nebo nepatří.
Vhodnějším řešením je vytvoření většího množství oddělených bufferů pro každý tok.
Tím odpadne nutnost prohledávání celého bufferu, který by v případě mnoha zpracováva-
38
ných toků obsahovat velké množství údajů.
7.5 Paralelizace
Zpracování aplikačních protokolů ve vysokorychlostních sítích se neobejde bez paraleli-
zace vytvářeného systému a efektivního využití dostupných výpočetních prostředků.
Při návrhu rozdělení systému do částí, které lze paralelizovat, je vhodné uvážit vlast-
nost konceptu SDM, která byla uvedena v kapitole zabývající se problematikou softwarem
řízeného monitorování. Touto vlastností je schopnost SDM firwaru rozdělovat síťové toky
do softwarových kanálů a to tím způsobem, že pakety jednoho toku jsou předány vždy
stejnému softwarovému kanálu. Využitím této vlastnosti je možno paralelizovat zpracování
paketů. Může tak existovat více vláken, která provádějí stejnou činnost, ale nad rozdílnými
daty.
Některé části ovšem nejde paralelizovat stejným způsobem, jako je tomu v případě zpra-
cování paketů. Některé části musejí pracovat se všemi vstupními daty, aby mohly správně
fungovat. Těmito částmi jsou komponenty komunikující s centrálním zařízením SLIS. Roz-
dělení systému do vláken a procesů je vyobrazeno na obrázku 7.3.
Obrázek 7.3: Paralelizace systému.
Na obrázku 7.3 je možno vidět, že všechny části systému, které zpracovávají vstupní
pakety tvoří jedno vlákno. Těmito částmi jsou čtecí vlákno filtr démonu, IRI-IIF kontrolér,
skládání TCP toků a aplikační moduly. Těchto vláken je v systému více a to v závislosti na
dostupných výpočetních prostředcích cílové architektury.
Dále je možno z obrázku vyčíst, že komponenta ADB je tvořena vlastním vláknem a
v celém systému existuje v jedné instanci. Obdobně existuje v jedné instanci vlákno tvořící
plnící vlákno filtr démonu. Tyto komponenty jsou tvořeny vlákny, aby s komponentami
zpracovávajícími pakety sdílely adresový prostor a mohly tak efektivně spravovat potřebné
tabulky v příslušných komponentách.
Z obrázku je také možno vyčíst, že komponenty INI3 démon a CCCI démon jsou tvořeny
vlastními procesy. Tyto komponenty mají za úkol komunikaci se SLIS centrálním zařízením.
Obě tyto komponenty existují v celém systému pouze v jediné instanci.
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Kapitola 8
Implementace
V této kapitole je popsána implementace části bloku IRI-IIF pro systém SDM navrže-
ného v předchozí kapitole. Je zde popsána implementace jednotlivých komponent bloku
IRI-IIF. Součástí popisu jsou uvedeny problémy, které bylo potřeba vyřešit, aby bylo možno
výsledný systém implementovat efektivně. Je popsána implementace řešení efektivní komu-
nikace a výměny dat mezi jednotlivými komponentami systému a sdílení hlavních datových
struktur mezi nimi. Dále je uveden popis implementace skládání TCP toků a problémy,
které je s tímto potřeba řešit. Dalším problémem k řešení bylo uložení prvních paketů
v toku do aplikačního zpožďovacího bufferu. Jako poslední je uveden detail běhu systému
a uveden příklad zpracování paketů
8.1 Implementace IRI-IIF kontroléru
IRI-IIF kontrolér je nejdůležitější komponentou vyvíjeného funkčního bloku IRI-IIF. Má
na starosti několik hlavních úloh, které je potřeba implementovat efektivním způsobem.
Těmito úlohami jsou:
• Filtrace nezpracovávaných protokolů a toků, které nemá zájem zpracovávat žádný
z aplikačních modulů,
• předzpracování vstupních paketů,
• přeposílání paketů jednotlivým aplikačním modulům,
• uložení a správa tabulek sdílených mezi komponentami funkčního bloku IRI-IIF.
8.1.1 Filtrace nezpracovávaných protokolů a toků
Jako první akce vykonaná po přijetí paketu je filtrace paketů, které není zájem zpraco-
vávat. Tato filtrace je realizována ve dvou krocích a to s využitím tabulky požadovaných
protokolů a tabulky toků.
Tabulku požadovaných protokolů je možno implementovat polem, které je sekvenčně
procházeno. Tento princip je možno využít díky tomu, že v tabulce bude vždy jen malý
počet položek a sekvenční průchod je tak dostatečně efektivní. Není potřeba využití jiných
metod jako například asociativního pole nebo jiných.
U přijatého paketu je zjištěn protokol nejvyšší vrstvy a v tabulce požadovaných pro-
tokolů je zjištěno, zda je zájem daný protokol zpracovat. Dále ke zpracování jsou předány
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pouze vyhovující pakety. Ostatní jsou zahozeny a do bloku CC-IIF je zaslán požadavek na
filtraci daného toku.
Následně je provedeno filtrování na úrovni toků s využitím požadavků z aplikačních
protokolů. Tyto požadavky jsou uloženy v tabulce toků. U každého záznamu je uveden
celkový počet modulů žádající daný tok a vektor jejich požadavků. Do celkového počtu
modulů žádajících daný tok jsou zahrnuty moduly, které ještě nedokázaly rozhodnout zda
mají o tok zájem. Z počátku zpracování paketů toku může docházet ke změně této hodnoty
a v případě, že celkový počet modulů žádajících daný tok klesne na nulovou hodnotu je
celý tok filtrován. V takovém případě je do funkčního bloku CC-IIF zaslán požadavek na
filtraci daného toku.
8.1.2 Předzpracování vstupních paketů
Většina nízkoúrovňového předzpracování je provedena již ve funkčním bloku CC-IIF.
Toto předzpracování je však zaměřeno na získání informací vhodných k identifikaci toku.
Pro zpracování aplikačních protokolů je potřeba získat z paketu další informace. Těmito
informacemi jsou údaje související s aplikačním protokolem.
Předpočítané offsety získané z bloku CC-IIF je potřeba rozšířit o offset aplikačního pro-
tokolu. Dále je potřeba určit délku dat aplikačního protokolu. Této informace je využito při
zpracování dat aplikačního protokolu, aby do těchto dat nebyly zahrnuty případné ukončo-
vací nulové bajty ethernetového rámce. Dalším účelem předpočítané velikosti dat je její
využití při skládání TCP toků. Podle určené velikosti je určeno jaké sekvenční číslo paketu
má následovat.
8.1.3 Přeposílání paketů aplikačním modulům
IRI-IIF kontrolér musí řešit přeposílání paketů aplikačním modulům, aby v každém mo-
dulu byly zpracovávány pouze takové toky, které má modul zájem zpracovat. Mimo těchto
toků je potřeba, aby každý modul zpracovával i nově započaté toky a analyzoval zda má
zájem tento tok zpracovávat. Rozlišení zda má být paket v modulu okamžitě zpracován
nebo má být prvně provedena analýza je implementováno příznakem předávaným společně
s paketem. Tak je odstraněna potřeba, aby měl každý modul dvě komunikační rozhraní.
Jedno pro předávání paketů k analýze a druhé pro předávání paketů ke zpracování. O na-
stavení příznaku je rozhodnuto v IRI-IIF kontroléru na základě informací z tabulky toků.
Příznak je nastaven na hodnotu indikující potřebu paket zpracovat pouze v případě, že je
na příslušném místě ve vektoru požadavků modulů uvedeno, že modul ještě nerozhodl a
potřebuje další pakety k analýze. V ostatních případech předávání paketu do modulu není
příznak nastaven a je tak indikováno, aby byl paket ihned zpracován bez potřeby předešlé
analýzy.
8.1.4 Uložení a sdílení tabulek
Tabulka toků v IRI-IIF kontroléru do sebe začleňuje i další tabulky a její obsah sdílí
mezi ostatní komponenty funkčního bloku IRI-IIF. Tabulka tak do sebe začleňuje všechny
tabulky funkčního bloku IRI-IIF a jsou v ní obsaženy informace potřebné pro skládání TCP
toků, aplikační buffer pro každý tok a data aplikačních modulů.
Realizace tabulky toků je formou hashovací tabulky, v níž je vyhledáváno na základě
klíče a hodnot hash předpočítaných funkčním blokem CC-IIF.
Každý záznam tabulky je tvořen následujícími údaji:
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• Informace využívané v IRI-IIF kontroléru:
– hashe: hash hodnoty sloužící pro vyhledání v tabulce a identifikaci záznamu
toku.
– klíč: klíč sloužící pro výpočet hash hodnot a pro vyhledání v tabulce a identifikaci
záznamu toku.
– počet modulů: celkový počet modulů, které mají zájem tok zpracovat nebo
ještě chtějí analyzovat další pakety.
– vektor žádanosti modulů: vektor obsahující informace, jak si s daným tokem
přeje naložit každý z modulů.
– časová značka: časová značka určující, kdy byl v daném toku zpracován po-
sledně přijatý paket.
• Informace využívané při skládání TCP toků:
– záznam jedné části TCP spojení: záznam obsahující informace k řazení
jednoho směru TCP spojení a obsahující buffer pro uložení paketů mimo pořadí
v tomto směru.
– záznam druhé části TCP spojení: záznam obsahující informace k řazení
druhého směru TCP spojení a obsahující buffer pro uložení paketů mimo pořadí
v tomto směru.
– část toku, z něhož zpracovat pakety: ukazatel na záznam části toku, z jehož
bufferu má být vyjmut paket, který je v pořadí.
• Informace využívané k ukládání paketů do aplikačního zpožďovacího bufferu:
– příznak o ukládání: příznak indikující, zda se mají pakety do aplikačního
zpožďovacího bufferu ukládat nebo zda už to není třeba.
– ADB: ukazatel na aplikační zpožďovacího buffer daného toku.
• Informace využívané aplikačními moduly:
– vektor dat aplikačních modulů: vektor ukazatelů na data patřící jednotlivým
aplikačním modulům.
8.2 Implementace skládání TCP toků
U všech paketů využívajících transportního protokolu TCP je potřeba řešit správnost
jejich pořadí a to pro každý směr komunikace zvlášť. To je dáno specifikací protokolu TCP,
který v rámci jednoho spojení používá pro každý směr komunikace vlastní posloupnost
sekvenčních čísel. Tento princip je znázorněn na obrázku 8.1.
Při určování následujícího sekvenčního čísla je potřeba rozlišovat, v jaké fázi navazování
spojení se tok aktuálně nachází. Při inicializační fázi trojcestného handshakingu jsou sek-
venční čísla inkrementována jiným způsobem než v průběhu komunikace. Inicializační fáze
je zobrazena na obrázku 8.2a. Každá strana si vygeneruje náhodné číslo, které je použito
jako sekvenční číslo a to je v následujícím kroku spojení inkrementováno o hodnotu 1.
Po navázání spojení může začít zasílání datových paketů a inkrementace sekvenčního
čísla probíhá podle jiného pravidla. Hodnota sekvenčního čísla následujícího paketu je
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Obrázek 8.1: Sekvenční čísla dvou směrů jednoho TCP spojení.
určena podle aktuálního sekvenčního čísla a velikosti dat přenášených v aktuálním pa-
ketu. Fáze kdy probíhá zasílání dat mezi oběma zúčastněnými stranami je zobrazena na
obrázku 8.2b.
SYN
SEQ NUM = RAND
SYN, ACK
SEQ NUM = RAND2
ACK = SYN + 1
ACK
SEQ NUM = RAND + 1
ACK = RAND2 + 1
Strana 1 Strana 2
(a) inicializační fáze trojcestného handshakingu.
SEQ NUM = X1
DATA SIZE = SX1
SEQ NUM = Y1
DATA SIZE = SY1 
SEQ NUM = X2 = X1+ SX1
DATA SIZE = SX2
Strana 1 Strana 2
SEQ NUM = Y2 = Y1+ SY1
DATA SIZE = SY2
...
...
...
(b) Fáze TCP spojení při které jsou zasílána data.
Obrázek 8.2: Fáze TCP spojení - inicializační fáze a fáze zasílání dat.
Při implementaci komponenty skládání TCP toků je tedy potřeba rozlišovat fázi, ve
které se spojení nachází a podle toho aktualizovat hodnotu očekávaného čísla. V rámci
každého TCP spojení je také potřeba rozlišovat směr komunikace. Pro každý směr jsou
stavová informace a buffer paketů mimo pořadí uchovávány odděleně. Rozlišení směru je
provedeno na základně porovnání velikosti IP adres a portů. Jedna strana je identifikována
IP adresou s menší číselnou hodnotou. Pokud nelze rozhodnou na základě IP adres, je
k rozlišení směrů toku využito porovnání portů.
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Po zpracování každého paketu je do IRI-IIF kontroléru zaslána informace, jak je potřeba
s paketem naložit. Může nastat několik situací, které jsou do kontroléru oznamovány:
• paket je v pořadí,
• paket je mimo pořadí a byl uložen do bufferu,
• paket je duplicitní s dříve zpracovaným a je možno ho zahodit,
• paket je v pořadí a uzavřel dříve vzniklou díru.
Pakety v pořadí jsou IRI-IIF kontrolérem předávány do modulů k dalšímu zpracování a
komponenta skládání TCP toků s nimi již dále nepracuje. V případě uzavření díry v toku je
potřeba, aby IRI-IIF kontrolér zažádal o vydání paketů z bufferu a mohly být kontrolérem
dále zpracovány. Komponenta skládání TCP toků poté vydá paket z bufferu na základě
uložené informace s ukazatelem na část toku, ze které je paket v pořadí předáván. Z IRI-
IIF kontroléru může být o další paket v pořadí žádáno několikrát po sobě a to do té doby,
než komponenta skládání TCP toků nevrátí odpověď, že žádné další pakety v pořadí nejsou.
8.3 Implementace aplikačního zpožďovacího bufferu
Tato sekce se zabývá návrhem implementace aplikačního zpožďovacího bufferu. Mimo
návrhu implementace samotného bufferu jsou zde popsány i operace související se synchro-
nizací ukládání paketů do bufferu v závislosti na požadovaných odposleších.
Jak bylo uvedeno v návrhu, aplikační zpožďovacího buffer není tvořen jediným bufferem
pro celý systém, ale je tvořen větším množstvím malých bufferů, které přísluší každému
zpracovávanému toku. Tyto menší buffery jsou uloženy u jednotlivých záznamů v tabulce
toků uložené v komponentě IRI-IIF kontrolér.
Aplikační zpožďovací buffer je možno implementovat jako prostý lineární seznam a to
z toho důvodu, že v bufferu není potřeba vyhledávat. Pakety jsou postupně ukládány na
konec seznamu a v případě potřeby jsou z něj všechny najednou vyjmuty v pořadí, jak jsou
v bufferu uloženy.
Pakety jsou do bufferu ukládány na základě příznaku nastaveného u každého záznamu
toku. Při inicializaci záznamu je příznak nastaven tak, aby byly pakety do bufferu ukládány.
Do bufferu jsou tak ukládány všechny pakety od začátku toku dokud není příznak změněn.
O ukončení ukládání paketů do bufferu je rozhodnuto na základě požadavku na odposlech
a je tedy potřeba mít informaci o tom, zda je nebo není potřeba tok uložit na základě
vystaveného odposlechu. Získávání informací o požadavcích na odposlechy probíhá ze dvou
zdrojů a je vyobrazeno na obrázku 8.3.
Na obrázku je možno vidět dvě zvýrazněné cesty, přes které jsou zasílány informace
k požadovaným odposlechům. Jedna z cest vede z IRI-Core přes správu ADB a druhá cesta
vede přes funkční blok CC-IIF a jeho komponenty CCCI démon a plnící vlákno filtr démonu.
Obě cesty končí v komponentě IRI-IIF kontrolér, která přijaté informace zpracovává. Dvě
cesty jsou zde z důvodu, že každou cestou jsou předávány jiné informace a není možno je
předat pouze jednou z cest.
Přes komponentu správy ADB jsou předávány informace v případě, že o odposlech
daného toku není zájem. Tuto informaci má totiž pouze IRI-Core a dále ji nikam nešíří. Tuto
informaci tedy není možno přijmou druhou cestou z plnící části filtr démona. S využitím této
komponenty jsou naopak předávány informace o tocích, na které byl vystaven odposlech a je
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Obrázek 8.3: Synchronizace ukládání paketů do ADB v závislosti požadavků na odposlechy.
požadováno uložení paketů daného toku. Původním zdrojem s touto informací je IRI-Core,
ale není možno ji získat přímo z ní, protože v době, kdy je tato informace zjištěna, ještě není
v CC-IIF nakonfigurován požadavek na zachytávání dat a mohlo by dojít ke ztrátě paketů.
Proto je před předáním informace o odposlechu do IRI-IIF kontroléru potřeba počkat na
konfiguraci filtr démonu. Z tohoto důvodu je využita druhá cesta a informace jsou přes ni
předány až ve chvíli, kdy jsou již pakety daného toku zachytávány a ukládány.
Vyprázdnění bufferu v případě, že pakety nejsou potřeba, je snadné a pouze je vyhledán
záznam daného toku a celý buffer uvolněn. V případě potřeby uložit pakety je opět nalezen
záznam daného toku a všechny pakety z bufferu jsou postupně odeslány do INI3 démonu
funkčního bloku CC-IIF, kde jsou již dále zpracovány obvyklým způsobem, jako by byly
zachyceny přímo bez uložení v bufferu.
8.4 Implementace aplikačních modulů
Implementace aplikačních modulů může být rozdílná, ale některé funkce a vlastnosti
musí být pro všechny moduly totožné. Společnými vlastnostmi, které tvoří rozhraní s mo-
duly, jsou:
• jednotná inicializační funkce,
• jednotná funkce volaná při zpracování nového paketu,
• informace předávané společně s paketem v jednotném formátu,
• uložení vlastních dat ve vyhrazeném prostoru u záznamu toku.
Z výše uvedeného lze odvodit, že každý modul musí implementovat inicializační funkci,
která je zavolána pouze jednou a to po spuštění celého systému. Při zavolání této funkce
je modulu umožněno vykonat svoji libovolnou inicializační činnost. Současně s tím je do
modulu předána informace určující, na které pozici ve vektoru dat aplikačních modulů
v záznamech jednotlivých toků je modulu umožněno ukládat vlastní data.
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Další společnou funkcí, která je součástí rozhraní je funkce pro zpracování paketů. Tato
funkce je z IRI-IIF kontroléru volána vždy, když je zpracovávaný paket určen i pro aktuální
modul. Pomocí funkčního volání jsou modulu předávány informace související s aktuálním
paketem. Těmito informacemi jsou:
• předpočítané offsety důležitých hlaviček a položek v nich,
• paket v podobě záznamu obsahujícím i další informace jako např. velikost paketu
nebo časová značka jeho zachycení,
• ukazatel na záznam toku do kterého paket patří,
• příznak indikující, zda paket analyzovat nebo zpracovat přímo.
Tyto předávané informace jsou do modulů předávány v jednotném formátu a moduly
musí být implementovány s vědomím této skutečnosti. Jak je s daty naloženo po jejich
přijetí je již čistě v režii aplikačního modulu.
Z důvodu efektivity práce modulů je umožněno, aby si moduly ukládaly vlastní data
přímo u záznamu toku. Ukazatel na tento záznam je do modulu vždy předáván společně
s paketem. Většina modulů, ne-li všechny, si musí uchovávat stavovou informaci na úrovni
aplikačního protokolu a k tomu by si musel každý modul uchovávat vlastní tabulku toků.
Takto nemusí řešit správu tabulky ani časově náročné vyhledávání v ní a může využít
přímo dostupného úložiště. Jak bylo zmíněno u inicializační funkce, každý modul získá
index pozice ve vektoru dat aplikačních modulů. Jedná se o ukazatel na void, který mohou
moduly využít dle svého uvážení a mají ho plně ve své správě. Jedinou podmínkou je, aby
při uvolnění alokované paměti byl ukazatel nastaven opět na NULL pro případ, že bude
záznam celého toku uvolňován z paměti.
8.5 Shrnutí implementačních detailů průchodu paketu sys-
témem
Tato sekce se zaměřuje na shrnutí implementace průchodu paketu systémem s využitím
vytvořeného návrhu systému a návrhem jeho optimalizací. Je popsáno, jak bude implemen-
továno přijetí a nízkoúrovňové zpracování paketů, dále je popsáno jak je paket předáván
systémem a stručně je uvedeno, jak je potřeba implementovat jednotlivé komponenty zpra-
covávající procházející paket.
Na obrázku 8.4 je uveden příklad běhu systému, kdy jsou zpracovávány pakety dvou
toků a na jeden z nich je vystaven odposlech a na druhý není.
Každý paket je přijat a předzpracován ve funkčním bloku CC-IIF. Následně je provedena
filtrace paketů, které patří toků, který nemá zájem zpracovávat žádný z aplikačních modulů
bloku IRI-IIF. Ostatní pakety, které má některý z modulů zájem zpracovat, nebo které patří
nově započatému toku jsou předány do IRI-IIF kontroléru. Toto předání probíhá funkčním
voláním a od této chvíle je řízení programu předáno do IRI-IIF a nemůže tak být v CC-
IIF daným vláknem přijat další paket. Po přijetí paketu a informací s ním souvisejících
jsou vykonány operace související s filtrací paketů a jejich řazením v rámci skládání TCP
toků. Následně je paket předán odpovídajícím aplikačním modulům ke zpracování, které
mohou na základě jejich analýzy vytvářet zprávy IRI. Po dokončení zpracování paketu ve
všech modulech je vráceno řízení programu do CC-IIF a jako návratová hodnota funkce
je uvedeno, zda je ze strany IRI-IIF zájem daný tok dále zpracovávat nebo je požadována
jeho filtrace. Poté může být přijat a zpracován další paket.
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uložení požadavku do
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Obrázek 8.4: Příklad běhu systému shrnující detaily průchodu paketů.
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Asynchronně k zachytávání a zpracování paketů je spuštěno SLIS centrální zařízení a
části s ním komunikující, kterými jsou komponenta správy ADB a komponenty CCCI démon
a plnící vlákno filtr démona. SLIS centrální zařízení určuje, zda byl na identifikátory daného
toku vystaven odposlech a o této skutečnosti informuje příslušné komponenty. Správa ADB
je informována o tocích, na které nebyl vystaven odposlech a CCCI démon je informován
o tocích, na které odposlech vystaven byl a je potřeba zachytit pakety příslušející tomuto
toku. CCCI démon o této skutečnosti dále informuje plnící vlákno filtr démona. V obou
případech jsou následně uloženy informace do příslušných front IRI-IIF kontroléru, který
je při každém zavolání jeho funkce kontroluje a požadavky z nich zpracuje. Na základě
požadavků ze správy ADB vymaže aplikační zpožďovací buffery příslušných toků a na
základě požadavků z plnícího vlákna filtr démona přepošle pakety z příslušných aplikačních
zpožďovacích bufferů do komponenty INI3 démona.
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Kapitola 9
Testování
Tato kapitola popisuje průběh testování při vývoji aplikace i při závěrečném testování
výsledného řešení. Jako první je popsáno využité testovací prostředí, kterého bylo v průběhu
testování využíváno. Poté následuje část zabývající se ověřením implementovaného systému.
Jako poslední jsou popsány experimenty se systémem provedené a je uvedeno shrnutí zjiště-
ných poznatků.
9.1 Testovací prostředí
Z důvodu absence hardwarové akcelerační síťové karty v průběhu vývoje a testování bylo
potřeba využít jiných možností zachytávání a filtrování paketů. Bylo využito čistě softwa-
rové implementace, která ovšem neumožňuje dosáhnout očekávaných výsledků v akceleraci
zachytávání a filtrování paketů. K zachytávání paketů je místo hardwarové akcelerační
síťové karty a rozhraní SZE využito knihovny libpcap. Testovací prostředí také neumožňuje
rozdělování toků do více vláken a zpracování celého vstupu musí probíhat v jednom vlákně.
Architektura využitého testovacího prostředí je uvedena na obrázku 9.1.
Obrázek 9.1: Testovací prostředí s využitím knihovny libpcap.
Na obrázku 9.1 je možno vidět, že k získávání paketů a k jejich filtraci je nutno využívat
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čistě softwarového přístupu kombinace IRI-IIF kontroléru a čtecího vlákna filtr démonu a
není možno využít konceptu softwarem řízeného monitorování. Komponenta IRI-IIF kon-
trolér byla navržena a implementována tak, že dokáže sama filtrovat vstupní data. Čistě
softwarová filtrace ovlivňuje pouze výkonnost celého systému, která bude nižší oproti sys-
tému využívajícímu dříve navrženého přístupu.
Další, co je z obrázku možno vyčíst je, že součástí systému jsou dva aplikační moduly.
Prvním modulem je testovací modul, který neprovádí zpracování žádného z aplikačních
protokolů, ale pouze vytváří náhodně volené výstupy a hodnoty zpětné vazby. Druhým
z modulů je modul zpracovávající protokoly pro komunikaci v reálném čase (instant messa-
ging). V tomto případě se již jedná o plnohodnotný modul, který skutečně provádí analýzu
vstupních toků a na jejich základě generuje výstupy.
Pro účely testování dále byla vytvořena jednoduchá aplikace zastupující funkcionalitu
IRI-Core, která přijímala vytvořené zprávy IRI. Aplikace také řešila zpětné přeposílání
identifikátorů pro správu ADB. Toto přeposílání probíhalo na základě náhody. Z obrázku
je také možno vidět, že komunikační kanál pro zadávání požadavků na odposlechy do CC-
IIF nebyl implementován. Současně s tím nebylo při testování využíváno komponenty CCCI
démona, která by požadavky na odposlechy přijímala. Žádná z těchto komponent však není
hlavním předmětem této práce a vytvořené testovací prostředí bylo implementováno v této
zjednodušené podobě pro možnost ověření funkčnosti hlavní části této práce, kterou je
funkční blok IRI-IIF řešící zpracování aplikačních protokolů.
9.2 Ověření implementovaného systému
Vytvořený systém bylo třeba otestovat, zda funguje dle očekávání a na daný vstup
se chová odpovídajícím způsobem a generuje předpokládaný výstup. K tomu bylo využito
dvou přístupů. Prvním z nich bylo využití dříve zachycených a analyzovaných dat. Tato data
byla zpracována aktuálním systémem pro zákonné odposlechy a byl tak znám očekávaný
výstup na základně vstupních dat. S využitím těchto vstupních dat byly získány výstupy
vytvořeného systému. Tyto výstupy byly porovnávány z výstupy aktuálního systému s cílem
ověřit jejich správnost.
Druhým přístupem bylo testování, zda vytvořený systém dokáže zpracovat všechny pa-
kety, které jsou rozhraním přijaty. K těmto testům byly využity dříve zachycená síťová data
uložená v pcap formátu. U těchto dat byl znám počet obsažených paketů a mohla tak být
porovnána hodnota počtu paketů zpracovaných vytvořeným systémem s počtem paketů
na rozhraní skutečně zaslaných. Tímto bylo ověřeno, že výsledný systém zvládá zpracovat
všechny přijaté pakety a to i při vyšších rychlostech.
9.3 Experimenty s vytvořeným systémem
S vytvořeným systémem byly prováděny experimenty za účelem zjištění výkonnostních
parametrů výsledného řešení. Je však nutno poznamenat, že i experimenty byly prováděny
pouze nad testovacím prostředím, protože hardwarové síťová karta nebyla dostupná. S tím
souvisí nutnost zpracovávat v software veškeré pakety. Také paralelismus nebyl v testovacím
prostředí implementován. Výsledné údaje tak nereflektují skutečné možnosti navrženého
systému, které bude třeba ověřit až s hotovou akcelerační síťovou kartou umožňující využití
konceptu softwarem řízeného monitorování.
Dalšími limitujícími faktory byly skutečnosti, že činnost vyvíjeného funkčního bloku
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IRI-IIF je úzce vázána na funkční blok CC-IIF a získává z něj vstupy pro svoji činnost.
Mezi těmito vstupy jde mimo jiné i o předpočítané hodnoty hash. V aktuální verzi je však
použit hashovací algoritmus, který není pro řešenou úlohu ten nejvhodnější. Experimenty
probíhaly ve stejném prostředí jako předchozí analýza časových nároků jednotlivých operací
a to ve virtualizovaném systému Ubuntu 12.04 32-bitů. Systém byl spuštěn na počítači
využívajícím dvou jádrový procesor Intel core i7 2.67GHz a měl pro virtualizovaný systém
dostupných 2GB paměti.
V průběhu experimentů byly měřeny doby zpracování jednotlivých paketů, aby na zá-
kladě těchto měření mohla být odhadnuta rychlost síťových dat, kterou aplikace zvládne
zpracovat. V grafu 9.2 jsou uvedeny časy potřebné pro zpracování jednotlivých paketů. Na
ose x jsou uvedeny časové intervaly doby zpracování v nano sekundách a na ose y je uvedeno
procentuální zastoupení počtu paketů v daném intervalu. Tento graf vznikl na základě řady
experimentů a časy v něm uváděné jsou průměrnou hodnotou těchto experimentů.
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Obrázek 9.2: Doby zpracování paketu a procentuální zastoupení počtu paketů v daném
intervalu.
Z grafu je možno vyvodit, že nejčastěji trvalo zpracování jednoho paketu něco mezi 1000
až 5000 nanosekundami. Takovýchto paketů bylo téměř polovina. Z toho lze odhadnout,
že šlo o pakety, které byly pouze filtrovány a nebylo je třeba zpracovávat. Průměrná doba
zpracování činí přibližně 150000 nanosekund z čehož lze vyvodit, že za sekundu je systém
schopen zpracovat necelých 7000 paketů.
9.4 Shrnutí
Z důvodu absence hardwarové síťové karty nebylo možno určit schopnosti systému zpra-
covávat provoz vysokorychlostních sítí. Byly provedeny experimenty s čistě softwarovou
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verzí systému. Ta však měla několik limitujících faktorů, které zapříčinily nižší výkon-
nost. Těmito faktory bylo využití hashovacích funkcí nepříliš vhodných pro řešený problém,
využití neoptimalizovaného aplikačního modulu a experimentování na běžném počítači
s průměrným výpočetním výkonem. Výrazný vliv na možnosti systému měl fakt, že ne-
byl implementován paralelismus a zpracování všech paketů tak probíhalo v jediném vlákně.
Všechny tyto faktory ovlivnily výsledné hodnoty, ze kterých vyplývá, že systém v této zá-
kladní podobě by byl schopný zpracovat síťový provoz o rychlosti přibližně 10Mb/s, což
nedosahuje vytyčených cílů.
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Kapitola 10
Možná vylepšení navrhovaného
řešení
Tato kapitola se zaměřuje na možná vylepšení navrženého a implementovaného systému.
Jsou zde nutné změny, které byly součástí návrhu, ale v aktuální verzi nebyly implemen-
továny. Dále je zde uvedeno další možné rozšíření, které není součástí návrhu. Jsou u něj
uvedeny pozitivní i negativní důsledky na celý systém.
10.1 Filtrace paketů s využitím SDM
První vylepšení nesouvisí s úpravou návrhu systému, ale s rozšířením aktuální imple-
mentace systému. V době dokončování aktuální verze systému nebyla dostupná akcelerační
síťová karta, která by umožňovala využití konceptu softwarem řízeného monitorování. Vy-
tvořený systém tak musí vše řešit softwarově a není možno dosáhnout rozumných výsledků
pro zpracování dat ve vysokorychlostních sítích. Nejdůležitějším rozšířením, které by mělo
být implementováno jako první je tedy využití konceptu SDM k filtrování vstupního pro-
vozu.
10.2 Paralelizace systému
Také další vylepšení souvisí s absencí hardwarové karty a potřebou rozšířit aktuální
implementaci. Rozdělení systému na vlákna a procesy zůstalo stejné jako v návrhu. Hlavní
rozdíl je v počtů vláken provádějících vlastní zpracování vstupních paketů. Zpracování veš-
kerého vstupního provozu nyní probíhá pouze v jednom vlákně, protože nebylo možno využít
vlastnosti konceptu SDM, který umožňuje rozdělování vstupních toků do více softwarových
kanálů.
10.3 Změna přístupu k filtrování paketů
Jednou z možných změn umožňujících urychlení zpracování aplikačních protokolů je
změna konceptu zachytávání a filtrování vstupního provozu. Aktuálně jsou až do aplikačních
modulů předávány všechny nové toky a teprve na základě rozhodnutí jednotlivých modulů
je vstupní tok filtrován. To má za následek potřebu velké tabulky toků, kterou není možno
mít celou ve vyrovnávací paměti procesoru a je tak potřeba častěji přistupovat do hlavní
paměti, což vede ke zpomalení výpočtu.
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Řešením by byla změna systému do takové podoby, že by do systému byly předávány
pouze předem známé a nakonfigurované toky, které by byly identifikovány například na
základě čísel portů přidělených aplikačnímu protokolu. Tím by byla umožněna výrazná re-
dukce uložených a spravovaných tabulek, které by se tak teoreticky mohly vejít do cache
procesoru. Současně by bylo zpracování aplikačních protokolů urychleno na základě sku-
tečnosti, že už by nebylo třeba v modulech vše analyzovat a rozhodovat o tom co si přejí
zpracovat. V tomto případě by do modulů byly předávány přímo pouze pakety jemu určené
a zpracování by mohlo proběhnout okamžitě.
Nevýhodou tohoto přístupu je popření konceptu softwarem řízeného monitorování. Funkce
hardwarové akcelerační síťové karty je takto zredukována na funkcionalitu jednoduchého fil-
tru, který k dalšímu zpracování předá pouze pakety vyhovující předem nastaveným pravi-
dlům. Na základě analýz aplikačních modulů by bylo možno přidávat pravidla pro dodatečně
povolené toky, ale ani tento přístup by neobnovil popřený koncept SDM.
S využitím tohoto přístupu by bylo umožněno zpracovávat rychleji větší množství dat
než s aktuálně navrženým a implementovaným systémem. Na druhou stranu by se analýzy
omezily pouze na toky využívající známé porty a přenosy využívající jiných spojení by
nemohly být zpracovány.
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Kapitola 11
Závěr
V této diplomové práci bylo využito konceptu softwarem řízeného monitorování a jeho
implementace v podobě hardwarové karty akcelerující zachytávání a předzpracování paketů.
Koncept byl využit k vytvoření návrhu a implementaci systému pro zpracování aplikačních
protokolů ve vysokorychlostních sítích. Dále byl popsán referenční model systému pro zá-
konné odposlechy, ve kterém byly identifikovány části důležité pro tuto práci. Vytvářený
systém mimo jiné řeší skládání TCP toků, a proto byly popsány možnosti skládání TCP
toků ve vysokorychlostních sítích. Na základě těchto možností bylo skládání TCP toků
implementováno.
Úkolem vytvářeného systému je zpracování aplikačních protokolů ve vysokorychlostních
sítích založené na konceptu SDM. Bylo popsáno jeho umístění v rámci systému pro zákonné
odposlechy. Jako součást popisu začlenění bloku do systému pro zákonné odposlechy byly
uvedeny ostatní části, se kterými vytvářený blok IRI-IIF spolupracuje. Spolupracují části
jsou však vyvíjeny nezávisle a v této práci jim byla věnována pouze okrajová pozornost.
V podrobném návrhu byl blok IRI-IIF rozdělen na menší komponenty, ze kterých je blok
tvořen. U těchto komponent byla popsána jejich funkcionalita, informace v nich uchovávané
a jejich napojení na ostatní komponenty.
Návrh byl vytvořen na základě odhadovaných časových nároků běhu systému. Byly uve-
deny poznatky týkající se průchodu paketu systémem a způsoby komunikace mezi jednotli-
vými komponentami. Systém byl navržen tak, aby dokázal odfiltrovat co největší množství
dat, které nechce žádný z modulů zpracovávajících aplikační protokoly odposlouchávat a
bylo tak realizovatelné zpracování aplikačních protokolů ve vysokorychlostních sítích.
Na základě návrhu systému byly zhodnoceny jeho potřebné optimalizace, aby zpracování
probíhalo co možná nejefektivněji. Tyto možné optimalizace byly v této práci popsány a
na jejich základě společně s celkovým návrhem vznikl implementační návrh výsledného
systému.
Implementaci však nebylo možno realizovat v plném rozsahu z důvodu absence akcelera-
ční síťové karty a implementace tak vznikla pouze v rámci testovacího prostředí s využitím
libpcap. Toto testovací prostředí je však tvořeno čistě softwarovou implementací a není tak
možno očekávat dosažení původního cíle zpracování aplikačních dat na rychlostech 10-100
Gb/s.
Testování ukázalo, že v čistě softwarovém testovacím prostředí je možno dosáhnout
zpracování pouze nižších rychlostí. Toto omezení ovšem bylo způsobeno několika limitují-
cími faktory, kterými jsou již zmíněná absence akcelerační síťové karty, zpracování paketů
pouze v jednom vlákně, využití nepříliš vhodných hashovacích algoritmů a testování na
stroji s nižšími výkonnostními parametry. Odstraněním těchto limitujících faktorů bude
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moct být dosaženo vyšších rychlostí, jak bylo původně plánováno.
Na závěr byla uvedena možná vylepšení implementovaného systému. Některá vylepšení
souvisela s nutností implementovat využití hardwarové akcelerační síťové karty a tím získat
podporu konceptu softwarem řízeného monitorování. Další možné vylepšení počítá s mož-
nou změnou využitého konceptu, aby mohlo být efektivněji využito výpočetního výkonu a
dosáhnout ke zpracování dat na vyšších rychlostech.
Tato práce byla vytvořena v rámci projektu Moderní prostředky pro boj s kybernetic-
kou kriminalitou na Internetu nové generace a bude použita jako součást výstupů tohoto
projektu.
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Příloha A
Obsah CD
• Technická zpráva ve formátu PDF
• Zdrojové texty technické zprávy
• Pomocné nástroje pro analýzu síťových toků
• Návod ke spuštění a ovládání programů
• Zdrojové texty programů
• Programy ve spustitelné formě
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Příloha B
Seznam zkratek
ADB Application Delay Buffer
AF Administration Function
CC Content of Communication
CC-IIF Content of Communication - Internal Interception Function
CCCI Content of Communication Control Interface
CCTF Content of Communication Trigger Function
CID Communication identifier
CIN Communications Identity Number
HI Handover Interface
IM Instant Messaging
INI Internal Network Interface
IP Internet Protocol
IRI Intercept Related Information Function
IRI-IIF Intercept Related Information - Internal Interception Function
LEA Lawful Enforcement Agency
LI Lawful Intercept
LIID Lawful Interception IDentifier
MF Mediation Function
SDM Software Defined Monitoring
SDN Software Defined Networking
SIP Session Initiation Protocol
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SLIS Sec6Net Lawful Interception System
SMTP Simple Mail Transfer Protocol
TCP Transmission Control Protocol
UDP User Datagram Protocol
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