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Cohomogeneity One Coassociative Submanifolds
in the Bundle of Anti-self-dual 2-forms over the
4-sphere
Kotaro Kawai ∗
Abstract
Coassociative submanifolds are 4-dimensional calibrated submanifolds
in G2-manifolds. In this paper, we construct explicit examples of coas-
sociative submanifolds in Λ2
−
S
4, which is the complete G2-manifold con-
structed by Bryant and Salamon. Classifying the Lie groups which have
3- or 4-dimensional orbits, we show that the only homogeneous coassocia-
tive submanifold is the zero section of Λ2
−
S
4 up to the automorphisms and
construct many cohomogeneity one examples explicitly. In particular, we
obtain examples of non-compact coassociative submanifolds with conical
singularities and their desingularizations.
1 Introduction
In 1996, Strominger, Yau and Zaslow [21] presented a conjecture explaining
mirror symmetry of compact Calabi-Yau 3-folds in terms of dual fibrations by
special Lagrangian 3-tori, including singular fibers. Analogously, fibrations of
coassociative 4-folds in compact G2-manifolds are expected to play the same
role as special Lagrangian fibrations in Calabi-Yau manifolds. In this paper, we
focus on the construction of coassociative 4-folds in a non-compact G2-manifold.
By constructing these examples, we will gain a greater understanding of coas-
sociative geometry and local models for coassociative submanifolds in compact
G2-manifolds.
In R7, Harvey and Lawson gave SU(2)-invariant coassociative submanifolds
in their pioneering paper [6]. Lotay [14, 15] constructed 2-ruled examples and
ones with the T 2×R>0 symmetries using evolution equations. Fox [4] obtained
a family of non-2-ruled, non-conical examples from a 2-ruled coassociative cone.
Ionel, Karigiannis and Min-Oo [11] gave examples in Λ2−R
4 ∼= R7, which are
the total spaces of certain rank 2 subbundles over immersed surfaces in R4.
Karigiannis and Leung [12] generalized this method by twisting the bundles
by a special section of a complementary bundle. Karigiannis and Min-Oo [13]
applied the method in [11] to Λ2−S
4 and Λ2−CP
2 and obtained some examples.
Here, Λ2−S
4 and Λ2−CP
2 admit complete G2-metrics constructed by Bryant and
Salamon [2].
∗The author is supported by Grant-in-Aid for JSPS fellows (26-7067).
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In this paper, we focus on the case of Λ2−S
4 and construct many explicit ex-
amples of coassociative submanifolds in Λ2−S
4. There exists a family of torsion-
free G2-structures {(ϕλ, gλ)}λ>0 on Λ2−S4 (Proposition 3.1). For each λ > 0,
the automorphism group of (Λ2−S
4, ϕλ, gλ) is SO(5) acting on Λ
2
−S
4 by the lift
of the standard action on S4 ([19]).
First, by classifying the Lie subgroups of SO(5) which have 4-dimensional
orbits in Λ2−S
4, we obtain the following result.
Theorem 1.1. Let {(ϕλ, gλ)}λ>0 be the family of torsion-free G2-structures on
Λ2−S
4 in Proposition 3.1. For each λ > 0, every homogeneous coassociative
submanifold in (Λ2−S
4, ϕλ, gλ) is congruent under the action of SO(5) to the
zero section S4 ⊂ Λ2−S4.
Next, we prove that the Lie subgroup of SO(5) which have 3-dimensional
orbits in Λ2−S
4 is one of the following (Proposition 4.15).
SO(4) = SO(4)× {1}, SO(3)× SO(2), U(2), SU(2) ⊂ SO(4)× {1},
SO(3) = SO(3)× {I2}, SO(3) acting irreducibly on R5.
We derive O.D.E.s which give coassociative submanifolds by the cohomogeneity
one method of Hsiang and Lawson [10] in each case. In many cases, O.D.E.s
are solved explicitly and we obtain the following new examples.
Let (x1, x2, x3, x4, x5) be standard coordinates of R
5 and regard S4 as the
unit sphere in R5. Let (a1, a2, a3) be the local fiber coordinates of Λ
2
−S
4 by
choosing a local frame for Λ2−S
4 as in Section 3.2.1.
Theorem 1.2 (Case of SO(3) × SO(2)). Let SO(3) × SO(2) act on Λ2−S4 by
the lift of the standard SO(3)× SO(2)-action on S4. For any C ∈ R, set
MC = SO(3)× SO(2) ·
{(
t(x1, 0, 0,
√
1− x21, 0), t(a1, 0, 0)
)
;
G(a1, x1) = C,
a1 ∈ R, 0 < x1 ≤ 1
}
,
where G(a1, x1) is defined in (5.2). Then MC is coassociative and it is homeo-
morphic to{
(S2 × R2) ⊔ (S2 × S1 × R>0) for C 6= 0,
S4 ⊔ (S2 × S1 × R>0) ⊔ (S2 × S1 × R>0) for C = 0,
where S4 is the zero section of Λ2−S
4.
Theorem 1.3 (Case of SU(2) ⊂ SO(4)× {1}). Let SU(2) act on Λ2−S4 by the
lift of the standard action of SU(2) ⊂ SO(4) × {1} on S4. For any C ∈ R and
v ∈ S2 ⊂ R3, set
MC,v := SU(2) ·
{(
t(
√
1− x25, 0, 0, 0, x5), rv
)
;F (r, x5) = C, r ≥ 0,−1 ≤ x5 ≤ 1
}
,
where F (r, x5) is defined in (5.7). Then MC,v is coassociative and it is homeo-
morphic to 

R4 for C > 0,
S4 ⊔ (S3 × R>0) for C = 0,
OCP 1(−1) for C < 0,
where S4 is the zero section of Λ2−S
4 and OCP 1(−1) is the tautological line
bundle over CP 1 ∼= S2.
2
By using the stereographic local coordinates, the SU(2)-action is described
as in the case of R7. See (5.8). In this sense, the above example is an analogue of
an SU(2)-invariant coassociative submanifold in R7 given by Harvey and Lawson
[6].
Theorem 1.4 (Case of SO(3) = SO(3) × {I2}). Let SO(3) act on Λ2−S4 by
the lift of the standard SO(3) = SO(3) × {I2}-action on S4. For C,D ≥ 0 and
E ∈ R, set
MC,D,E = SO(3) ·

(t(x1, 0, 0, x4, x5), t(a1, a2, 0));
x44(λ+ r
2) = C,
x45(λ+ r
2) = D,
a1x1 = E

 .
Then MC,D,E is coassociative and the topology of MC,D,E is given in Lemma
5.12. In particular, we obtain examples of non-compact coassociative submani-
folds with conical singularities for (C,D) 6= (0, 0), E = 0,√C +√D = √λ and
their desingularizations.
Theorem 1.5 (Case of irreducible SO(3)). Let SO(3) act on Λ2−S
4 by the lift of
the irreducible SO(3)-action on S4. Let x1(t), x5(t), a1(t), a2(t), a3(t) be smooth
functions on an open interval I ⊂ R satisfying 0 ≤ x1(t) ≤
√
3/2, |x5(t)| <
1/2, x21(t) + x
2
5(t) = 1,
4
{
(2
√
3x1 + 4x5 + 1)x˙5 +
√
3(2x5 − 1)x˙1
}
a1 + 8x1(−x1 +
√
3x5)a˙1
−(
√
3x1 + x5 + 1)(1− 2x5)a1 d
dt
log(λ+ r2) = 0,
4
{
(2
√
3x1 − 4x5 − 1)x˙5 +
√
3(2x5 − 1)x˙1
}
a2 + 8x1(x1 +
√
3x5)a˙2
+(−
√
3x1 + x5 + 1)(1− 2x5)a2 d
dt
log(λ+ r2) = 0,
4 {−(x5 + 1)x˙5 + 3x1x˙1} a3 + 2(x21 − 3x25)a˙3
+(1 + x5)(1− 2x5)a3 d
dt
log(λ+ r2) = 0,
where r2(t) =
∑3
j=1 a
2
j(t) and x˙1 = dx1/dt, etc. Then
SO(3) · {(t(x1(t), 0, 0, 0, x5(t)), t(a1(t), a2(t), a3(t))); t ∈ I} ,
is a coassociative submanifold invariant under the irreducible SO(3)-action.
This paper is organized as follows. In Section 2, we review the fundamental
facts of calibrated geometry and G2 geometry and introduce the cohomogeneity
one method of Hsiang and Lawson [10]. In Section 3, we introduce the G2-
structure on Λ2−S
4 given by Bryant and Salamon [2]. In Section 4, we classify
the connected closed subgroups of SO(5), which is the automorphism group of
the G2-manifold Λ
2
−S
4, and study their orbits. Classifying Lie subgroups which
have 3- or 4-dimensional orbits, we prove Theorem 1.1. In Section 5, according
to the classification in Section 4, we construct cohomogeneity one coassociative
submanifolds and prove Theorems 1.2, 1.3, 1.4 and 1.5.
Acknowledgements: The author is very grateful to Professor KatsuyaMashimo
for his useful advice about the representation theory. He would like to thank
the referees for the careful reading of an earlier version of this paper and useful
comments on it.
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2 Preliminaries
Definition 2.1. Define a 3-form ϕ0 on R
7 by
ϕ0 = e
123 + e145 − e167 + e246 + e257 + e347 − e356, (2.1)
where (e1, · · · , e7) is the standard dual basis on R7 and wedge signs are omitted.
The stabilizer of ϕ0 is the exceptional Lie group G2:
G2 = {g ∈ GL(7,R); g∗ϕ0 = ϕ0}.
This is a 14-dimensional compact simply-connected simple Lie group.
The Lie group G2 also fixes the standard metric g0 =
∑7
i=1(e
i)2, the orien-
tation on R7 and the 4-form
∗ϕ0 = e4567 + e2367 − e2345 + e1357 + e1346 + e1256 − e1247,
where ∗ means the Hodge dual. They are uniquely determined by ϕ0 via
−6g0(v1, v2)volg0 = i(v1)ϕ0 ∧ i(v2)ϕ0 ∧ ϕ0, (2.2)
where volg0 is the volume form of g0, i(·) is the interior product, and vi ∈ T (R7).
Definition 2.2. Let Y be a 7-dimensional oriented manifold and ϕ be a 3-form
on Y . A 3-form ϕ is called a G2-structure on Y if for each y ∈ Y , there exists
an oriented isomorphism between TyY and R
7 identifying ϕy with ϕ0. From
(2.2), ϕ induces the metric g on Y , volume form on Y and ∗ϕ ∈ Ω4(Y ).
A G2-structure ϕ is called torsion-free if ϕ is closed and coclosed: dϕ =
d∗ϕ = 0. We call a triple (Y, ϕ, g) a G2-manifold if ϕ ∈ Ω3(Y ) is a torsion-free
G2-structure on Y and g is the associated metric.
Lemma 2.3 ([3]). Let (Y, ϕ, g) be a manifold with a G2-structure. Then the
holonomy group of g is contained in G2 if and only if dϕ = d ∗ ϕ = 0.
Recall the notion of a calibration introduced by Harvey and Lawson [6].
Definition 2.4. Let (Y, g) be an n-dimensional Riemannian manifold. A closed
k-form ϕ on Y , where 1 ≤ k ≤ n, is called a calibration on Y if ϕ|V ≤ volV
for each point p ∈ Y and every oriented k-dimensional subspace V ⊂ TpY .
We say that an oriented k-dimensional submanifold L of Y is a calibrated
submanifold of Y (or calibrated by ϕ) if ϕ|TL = volL.
There are canonical calibrations on a G2-manifold.
Lemma 2.5 ([6]). Let (Y, ϕ, g) be a G2-manifold. Then the G2-structure ϕ and
its Hodge dual ∗ϕ define calibrations on Y.
Definition 2.6 ([6]). An oriented 3-dimensional submanifold is called an asso-
ciative submanifold of Y if it is calibrated by ϕ. An oriented 4-dimensional
submanifold is called a coassociative submanifold of Y if it is calibrated by
∗ϕ.
Lemma 2.7 ([6]). If L ⊂ Y is an oriented 4-dimensional submanifold, then L
is a coassociative submanifold of Y up to a possible change of orientation for L
if and only if ϕ|TL = 0.
This description is often more useful and easier to work with.
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2.1 Cohomogeneity one method
Let L be a coassociative submanifold of a G2-manifold (Y, ϕ, g). The symmetry
group K of L is defined to be the Lie subgroup of the automorphism group
which fixes L. If the principal orbits of K are of codimension one in L, we call
L a cohomogeneity one coassociative submanifold. The action of K on L is
called a cohomogeneity one action.
Coassociative submanifolds are defined by first order nonlinear P.D.E.s,
which are difficult to solve in general. By the cohomogeneity one action of
the Lie group, we reduce the P.D.E.s of the coassociative condition to nonlin-
ear O.D.E.s, which are easier to solve. This method was introduced in [10] for
minimal submanifolds. We give a summary in our coassociative settings based
on [8].
Lemma 2.8. Let (Y, ϕ, g) be a G2-manifold and G be a Lie subgroup of the
automorphism group of (Y, ϕ, g). Let Σ ⊂ Y be a subset which is transverse to
the G-orbits and satisfies G · Σ = Y . Suppose that G has 3-dimensional orbits
on Y .
Then the solution of the first order nonlinear O.D.E.s ϕ|G·Image(c) = 0, where
c : I → Σ is a path and I ⊂ R is an open interval, gives a G-invariant coasso-
ciative submanifold G · Image(c).
Note that there is a similar construction by using evolution equations. This
method was introduced by Lotay [15] for associative, coassociative and Cayley
submanifolds.
3 Geometry in Λ2−S
4
3.1 G2-structure on Λ
2
−
S4
We introduce the complete metric on the bundle Λ2−S
4 of anti-self-dual 2-forms
over the 4-sphere S4 obtained by Bryant and Salamon [2]. We also refer to
[13, 20]. Since Λ2−S
4 has a connection induced by the Levi Civita connection on
S4, the tangent space Tω(Λ
2
−S
4) has a canonical splitting Tω(Λ
2
−S
4) ∼= Hω⊕Vω
into horizontal and vertical subspaces for each ω ∈ Λ2−S4.
Proposition 3.1 (Bryant and Salamon [2]). For λ > 0, define the 3-form
ϕλ ∈ Ω3(Λ2−S4) and the metric gλ on Λ2−S4 by
ϕλ = 2sλdτ +
1
s3λ
volV , gλ = 2s2λgH +
1
s2λ
gV ,
where sλ = (λ + r
2)1/4, r is the distance function measured by the fiber metric
induced by that on S4, τ is a tautological 2-form and volV is the volume form
of gV on the vertical fiber.
Then for each λ > 0, (Λ2−S
4, ϕλ, gλ) is a G2-manifold and gλ is the complete
metric with holonomy equal to G2.
Remark 3.2. A complete holonomyG2 metric is constructed not only on Λ
2
−S
4
but also on Λ2−CP
2 in [2]. Of course, we can also apply the method in Section
2.1 to Λ2−CP
2 and construct examples in theory.
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By using a local frame, ϕλ is described as follows. Let {e1, e2, e3, e4} be a
local oriented orthonormal coframe with respect to the standard metric and the
standard orientation on S4. Define 2-forms ωi on S
4 by
ω1 = e
12 − e34, ω2 = e13 − e42, ω3 = e14 − e23.
Then {ω1, ω2, ω3} is a local oriented coframe of Λ2−S4, which is orthogonal but
not normalized to unit length, and induces the local fiber coordinates (a1, a2, a3)
of Λ2−S
4. Write ∇ωi =
∑3
j=1 γij ⊗ ωj, where ∇ is the induced connection from
the Levi-Civita connection of the standard metric on S4 and γij is a local 1-
form. Let π : Λ2−S
4 → S4 be the projection. Denoting bi = dai+
∑3
j=1 ajπ
∗γji,
we have
r2 =
3∑
i=1
a2i , τ =
3∑
i=1
aiπ
∗ωi, dτ =
3∑
i=1
bi ∧ π∗ωi, volV = b123,
where b123 = b1 ∧ b2 ∧ b3. Thus the G2-structure ϕλ is described as
ϕλ = 2sλ
3∑
i=1
bi ∧ π∗ωi + 1
s3λ
b123. (3.1)
Remark 3.3. For λ = 0, the metric g0 is a cone metric on Λ
2
−S
4−{zero section} ∼=
CP 3×R>0. The metric gCP 3 on CP 3 induced from g0 is not the standard metric,
but a 3-symmetric Einstein, non-Ka¨hler metric. The metric g0 is not complete
because of the singularity at 0, while its holonomy group is equal to G2.
3.2 Local frames of Λ2
−
S4
We use the following local frames of Λ2−S
4 for the convenience of computations.
3.2.1 Local frame on S4 − {x5 = ±1}
Define a local oriented orthonormal frame {e1, e2, e3, e4} on S4−{x5 = ±1} by
(e1, e2, e3, e4) =
1√
1− x25




−x2
x1
−x4
x3
0

 ,


−x3
x4
x1
−x2
0

 ,


−x4
−x3
x2
x1
0

 ,


−x1x5
−x2x5
−x3x5
−x4x5
1− x25



 .
Let {ei} be the dual coframe of {ei}. Set the local orthogonal trivialization
{ω1, ω2, ω3} = {e12−e34, e13−e42, e14−e23} of Λ2−S4 and denote by (a1, a2, a3)
local fiber coordinates with respect to {ω1, ω2, ω3}. Recall 1-forms γij and bi are
defined by ∇ωi =
∑3
j=1 γij ⊗ ωj, bi = dai +
∑3
j=1 ajπ
∗γji. Denote by ∇S4 the
Levi-Civita connection of the standard metric on S4. Then we see the following
by a straightforward computation.
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Lemma 3.4.
(∇S4ei ej) =
1√
1− x25


x5e
4 −e3 e2 −x5e1
e3 x5e
4 −e1 −x5e2
−e2 e1 x5e4 −x5e3
0 0 0 0

 ,
(γij) =
1 + x5√
1− x25

 0 −e1 e2e1 0 e3
−e2 −e3 0

 ,

 b1b2
b3

 =

 da1da2
da3

+ 1 + x5√
1− x25

 a2e1 − a3e2−a1e1 − a3e3
a1e
2 + a2e
3

 .
3.2.2 Frame at p0 =
t(0, 0, 0, 0,±1)
Set an oriented orthonormal basis {f1, f2, f3, f4} of Tp0S4 by
f1 =
t(1, 0, 0, 0, 0), f2 =
t(0, 1, 0, 0, 0),
f3 =
t(0, 0, 1, 0, 0), f4 =
t(0, 0, 0,±1, 0).
Note that the induced orientation on Tt(0,0,0,0,1)S
4 is opposite to that of Tt(0,0,0,0,−1)S4.
Let {f i} be the dual coframe of {fi}. Then a basis {Ω1,Ω2,Ω3} = {f12 −
f34, f13 − f42, f14 − f23} of Λ2−S4|p0 gives fiber coordinates (A1, A2, A3) of
Λ2−S
4|p0 .
4 Orbits of closed Lie subgroups of SO(5)
For each λ > 0, the automorphism group of (Λ2−S
4, ϕλ, gλ) is SO(5) acting on
Λ2−S
4 as the lift of the standard action on S4 ([19]). We study the Lie subgroups
of SO(5) to obtain homogeneous and cohomogeneity one coassociative subman-
ifolds. By the classification of compact Lie groups, we obtain the following.
Lemma 4.1. The k-dimensional connected closed Lie subgroup of SO(5), where
3 ≤ k ≤ 10, is one of the following.
SO(5),
SO(4) = SO(4)× {1},
SO(3)× SO(2),
U(2) ⊂ SO(4)× {1},
SU(2) ⊂ SO(4)× {1},
SO(3) = SO(3)× {I2},
SO(3) acting irreducibly on R5.
The proof is given in Appendix B. According to Lemma 4.1, we study the
orbits on Λ2−S
4 of Lie subgroups of SO(5) above.
4.1 SO(4) = SO(4)× {1} and SO(5)-actions
In this subsection, We consider both the SO(4) = SO(4)× {1} and the SO(5)-
orbits.
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Lemma 4.2 (Orbits of the SO(4)-action). By the SO(4)-action, any point in
Λ2−S
4 is mapped to a point in the fiber of p0 =
t(x1, 0, 0, 0, x5) where x1 ≥ 0.
The SO(4)-orbit through p0 ∈ Λ2−S4|p0 is diffeomorphic to

SO(4)/SO(2) for x1 > 0, p0 6= 0,
S3 for x1 > 0, p0 = 0,
S2 for x5 = ±1, p0 6= 0,
∗ for x5 = ±1, p0 = 0.
Corollary 4.3. Let O be an SO(5)-orbit. Then dimO ≤ 4 if and only if O is
the zero section S4.
Proof of Lemma 4.2. It is obvious that any point in Λ2−S
4 is congruent to a
point in the fiber of p0 =
t(x1, 0, 0, 0, x5), where x1 ≥ 0, by the SO(4) = SO(4)×
{1}-action.
Suppose that x1 > 0. Since the stabilizer of the SO(4)-action on S
4 at
p0 is SO(3) = {1} × SO(3) × {1} ⊂ SO(5), we consider this SO(3)-action on
Λ2−S
4|p0 . Use the notation in Section 3.2.1. Since x2 = x3 = x4 = 0, the action
of g = (gij) ∈ SO(3) = {1} × SO(3)× {1} is given by
g∗ei =
3∑
j=1
gjiej for i = 1, 2, 3, g∗e4 = e4
at p0. Then the induced action of g = (gij) ∈ SO(3) on Λ2−S4|p0 is described as
 a1a2
a3

 7→

 g33 −g32 −g31−g23 g22 g21
−g13 g12 g11



 a1a2
a3

 .
Thus the stabilizer of the SO(4)-action on Λ2−S
4 at p0 = (
t(x1, 0, 0, 0, x5),
t(a1, a2, a3))
is SO(2) when t(a1, a2, a3) 6= 0. It is SO(3) when t(a1, a2, a3) = 0.
Next, suppose that x5 = ±1. Then the stabilizer of the SO(4)-action on S4
at p0 =
t(0, 0, 0, 0,±1) is SO(4). By using the frame in Section 3.2.2, the induced
action of SO(4) on Λ2−S
4|p0 is equivalent to that of SO(4) = (Sp(1)×Sp(1))/Z2
on Λ2∓R
4 = R3 = ImH, which is described as
[(p, q)] · a = qaq if p0 = t(0, 0, 0, 0, 1),
[(p, q)] · a = pap if p0 = t(0, 0, 0, 0,−1).
This is the standard action of Sp(1)/Z2 = SO(3) on R
3, and hence we obtain
the lemma.
Proof of Corollary 4.3. It is obvious that any point in Λ2−S
4 is congruent to
a point in the fiber of p0 =
t(1, 0, 0, 0, 0) by the SO(5)-action. By Lemma
4.2, the subgroup SO(4) ⊂ SO(5) has 5-dimensional orbits on each point of
Λ2−S
4|p0 − {0}. Hence O must be the zero section S4.
4.2 SO(3)× SO(2)-action
Use the notation in Section 3.2.1.
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Lemma 4.4 (Orbits of the SO(3)×SO(2)-action). By the SO(3)×SO(2)-action,
any point in Λ2−S
4 is mapped to a point in the fiber of p0 =
t(x1, 0, 0, x4, 0) ∈ S4,
where x1, x4 ≥ 0. The SO(3)×SO(2)-orbit through p0 = (t(x1, 0, 0, x4, 0), t(a1, a2, a3)) ∈
Λ2−S
4|p0 is diffeomorphic to

SO(3)× SO(2) for 0 < x1 < 1, (a2, a3) 6= 0,
S2 × S1 for 0 < x1 < 1, (a2, a3) = 0,
(SO(3)× SO(2))/SO(2) for x1 = 1, (a2, a3) 6= 0,
S2 for x1 = 1, (a2, a3) = 0,
S2 × S1 for x1 = 0, (a1, a2, a3) 6= 0,
S1 for x1 = 0, (a1, a2, a3) = 0.
When x1 = 1, (a2, a3) 6= 0, the dividing group SO(2) is identified with{((
1
h
)
, h
)
∈ SO(3)× SO(2);h ∈ SO(2)
}
.
Proof. A direct computation gives the following descriptions. When x5 6= ±1,
the action of g = (gij) ∈ SO(3) = SO(3)× {I2} is given by
g · (t(x1, 0, 0, x4, x5), t(a1, a2, a3)) (4.1)
=

t(g11x1, g21x1, g31x1, x4, x5) ,

 g11 g12 −g13g21 g22 −g23
−g31 −g32 g33

 t(a1, a2, a3)

 .
When x4 6= ±1, the action of h =
(
cosα − sinα
sinα cosα
)
∈ SO(2) = {I3} × SO(2)
is given by
h · (t(x1, 0, 0, x4, 0), t(a1, a2, a3)) =
(
t(x1, 0, 0, x4 cosα, x4 sinα),
(
1
A
)
t(a1, a2, a3)
)
,
(4.2)
where
A =
1
1− x4 sinα
(
x24(1− cosα)− x4 sinα+ cosα x1x4(1− cosα)− x1 sinα
−x1x4(1 − cosα) + x1 sinα x24(1− cosα)− x4 sinα+ cosα
)
.
At p0 =
t(0, 0, 0, 1, 0), set the orthonormal basis {f1, f2, f3, f4} of Tp0S4 by
f1 =
t(0, 0,−1, 0, 0), f2 = t(0, 1, 0, 0, 0), f3 = t(−1, 0, 0, 0, 0), f4 = t(0, 0, 0, 0, 1).
Let {f i} be the dual coframe of {fi}. Then the local trivialization {Ω1,Ω2,Ω3} =
{f12−f34, f13−f42, f14−f23} of Λ2−S4 gives local fiber coordinates (A1, A2, A3)
of Λ2−S
4. The action of g = (gij) ∈ SO(3) = SO(3)× {I2} on Λ2−S4|p0 is given
by 
 A1A2
A3

 7→

 g11 g12 −g13g21 g22 −g23
−g31 −g32 g33



 A1A2
A3


By these computations, we see the lemma as in the proof of Lemma 4.2.
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Define the basis {Ei}1≤i≤3 of so(3) by
E1 =

 0 −1 01 0 0
0 0 0

 , E2 =

 0 0 −10 0 0
1 0 0

 , E3 =

 0 0 00 0 −1
0 1 0

 ,
(4.3)
and set E4 =
(
0 −1
1 0
)
∈ so(2). Via the identifications so(3) = so(3) ⊕ {0}
and so(2) = {0} ⊕ so(2), {Ei}1≤i≤4 form a basis of so(3)⊕ so(2). By (4.1) and
(4.2), the vector fields E˜∗i on Λ
2
−S
4 generated by Ei are described as
E˜∗1 = x1(x1e1 + x4e2)− a2
∂
∂a1
+ a1
∂
∂a2
,
E˜∗2 = x1(−x4e1 + x1e2) + a3
∂
∂a1
− a1 ∂
∂a3
,
E˜∗3 = a3
∂
∂a2
− a2 ∂
∂a3
,
E˜∗4 = x4e4 + x1
(
−a3 ∂
∂a2
+ a2
∂
∂a3
)
,
at p0 = (
t(x1, 0, 0, x4, 0),
t(a1, a2, a3)) . A straightforward computation gives the
following.
Lemma 4.5. At p0 = (
t(x1, 0, 0, x4, 0),
t(a1, a2, a3)), we have(
π∗ωj(E˜∗1 , E˜
∗
2 )
)
= (x21, 0, 0),
(
π∗ωj(E˜∗1 , E˜
∗
4 )
)
= (0, x1x
2
4, x
2
1x4),(
π∗ωj(E˜∗1 , E˜
∗
3 )
)
= 0,
(
π∗ωj(E˜∗2 , E˜
∗
4 )
)
= (0, x21x4,−x1x24),(
π∗ωj(E˜∗2 , E˜
∗
3 )
)
= 0,
(
π∗ωj(E˜∗3 , E˜
∗
4 )
)
= 0,
(
bi(E˜∗j )
)
=

 −x4(a2x4 + a3x1) x4(−a2x1 + a3x4) 0 0a1x24 a1x1x4 a3 −a3x1
a1x1x4 −a1x24 −a2 a2x1

 .
4.3 Action of U(2) ⊂ SO(4)× {1}
Use the notation in Section 3.2.1 and 3.2.2.
Lemma 4.6 (Orbits of the U(2)-action). By the U(2)-action, any point in Λ2−S
4
is mapped to a point in the fiber of p0 =
t(x1, 0, 0, 0, x5) for some x1 ≥ 0. The
U(2)-orbit through p0 = (
t(x1, 0, 0, 0, x5),
t(a1, a2, a3)) ∈ Λ2−S4|p0 is diffeomor-
phic to 

U(2) for x5 6= ±1, (a1, a2) 6= 0,
S3 for x5 6= ±1, (a1, a2) = 0,
S2 for x5 = 1, p0 6= 0,
S1 for x5 = −1, (A2, A3) 6= 0,
∗ for x5 = 1, p0 = 0, or x5 = −1, (A2, A3) = 0.
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Proof. Suppose that x5 6= ±1. Denoting z1 = x1 + ix2, z2 = x3 + ix4, we have
(e1, e2, e3, e4) =
1√
1− x25



 iz1iz2
0

 ,

 −z2z1
0

 ,

 −iz2iz1
0

 ,

 −x5z1−x5z2
1− x25




⊂ C2 ⊕ R.
We see that e1, e2, e3 and e4 are SU(2)-invariant. Namely, g∗ei = ei for any
1 ≤ i ≤ 4 and g ∈ SU(2). Then the 2-forms ωi are all SU(2)-invariant, and
hence g ∈ SU(2) acts on Λ2−S4 by
g · (t(z1, z2, x5), t(a1, a2, a3)) = (t(gt(z1, z2), x5), t(a1, a2, a3)). (4.4)
The action of k(θ) =
(
1
eiθ
)
∈ U(2), where θ ∈ R, is given by
(k(θ)∗e1, k(θ)∗e2, k(θ)∗e3, k(θ)∗e4)
= (e1, e2 cos θ + e3 sin θ,−e2 sin θ + e3 cos θ, e4) ,
which induces the action of k(θ) on Λ2−S
4 described as
 a1a2
a3

 7→

 cos θ − sin θ 0sin θ cos θ 0
0 0 1



 a1a2
a3

 . (4.5)
Since any element in U(2) is described as k(θ)g for some θ and g ∈ SU(2), we
see the case x5 6= ±1.
Next, suppose that x5 = ±1. Then the stabilizer of the U(2)-action on S4 at
p0 =
t(0, 0, 0, 0,±1) is U(2). By using the notation in Section 3.2.2, the induced
action of k(θ)g, where θ ∈ R, g ∈ SU(2), on Λ2−S4|p0 is described as
 A1A2
A3

 7→

 1 0 00 cos θ sin θ
0 − sin θ cos θ

̟′(g)

 A1A2
A3

 ,
where ̟′ is a a double covering ̟ : SU(2) → SO(3) (resp. a trivial repre-
sentation) when x5 = 1 (resp. x5 = −1). This gives the proof in the case
x5 = ±1.
Note that the double covering ̟ : SU(2)→ SO(3) is given by
̟
((
a −b
b a
))
=

 |a|2 − |b|2 2Im(ab) −2Re(ab)−2Im(ab) Re(a2 + b2) Im(a2 + b2)
2Re(ab) Im(−a2 + b2) Re(a2 − b2)

 , (4.6)
where a, b ∈ C such that |a|2 + |b|2 = 1.
Define the basis {Ei}1≤i≤4 of u(2) by
E1 =
(
0 1
−1 0
)
, E2 =
(
0 i
i 0
)
, E3 =
(
i 0
0 −i
)
, E4 =
(
i 0
0 i
)
.
(4.7)
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By (4.4) and (4.5), the vector fields E˜∗i on Λ
2
−S
4 generated by Ei are described
as
E˜∗1 = −x1e2, E˜∗2 = x1e3, E˜∗3 = x1e1, E˜∗4 = x1e1 − 2a2
∂
∂a1
+ 2a1
∂
∂a2
at p0 = (
t(x1, 0, 0, 0, x5),
t(a1, a2, a3)) . A straightforward computation gives the
following.
Lemma 4.7. At p0 = (
t(x1, 0, 0, 0, x5),
t(a1, a2, a3)), we have(
π∗ωj(E˜∗1 , E˜
∗
2 )
)
= (0, 0, x21),
(
π∗ωj(E˜∗1 , E˜
∗
4 )
)
= (x21, 0, 0),(
π∗ωj(E˜∗1 , E˜
∗
3 )
)
= (x21, 0, 0),
(
π∗ωj(E˜∗2 , E˜
∗
4 )
)
= (0,−x21, 0),(
π∗ωj(E˜∗2 , E˜
∗
3 )
)
= (0,−x21, 0),
(
π∗ωj(E˜∗3 , E˜
∗
4 )
)
= 0,
(
bi(E˜∗j )
)
=

 (1 + x5)a3 0 (1 + x5)a2 (−1 + x5)a20 −(1 + x5)a3 −(1 + x5)a1 (1 − x5)a1
−(1 + x5)a1 (1 + x5)a2 0 0

 .
4.4 Action of SU(2) ⊂ SO(4)× {1}
The next lemma follows easily from the proof of Lemma 4.6.
Lemma 4.8 (Orbits of the SU(2)-action). By the SU(2)-action, any point in
Λ2−S
4 is mapped to a point in the fiber of p0 =
t(x1, 0, 0, 0, x5) with x1 ≥ 0. The
SU(2)-orbit through p0 ∈ Λ2−S4|p0 is diffeomorphic to

S3 for x5 6= ±1,
S2 for x5 = 1, p0 6= 0,
∗ for x5 = 1, p0 = 0 or x5 = −1.
Define the basis {E1, E2, E3} of the Lie algebra su(2) of SU(2) by
E1 =
(
0 1
−1 0
)
, E2 =
(
0 i
i 0
)
, E3 =
(
i 0
0 −i
)
, (4.8)
which satisfies [Ej , Ej+1] = 2Ej+2 for j ∈ Z/3. Note that via the inclusion
SU(2) →֒ SO(4)× {1}, E1, E2 and E3 correspond to
 I2−I2
0

 ,

 JJ
0

 ,

 J −J
0

 , (4.9)
where J =
( −1
1
)
, respectively. Since Ei in (4.8) agrees with Ei in (4.7)
for i = 1, 2, 3, we have the same formula as Lemma 4.7.
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4.5 SO(3) = SO(3)× {I2}-action
Use the notation in Section 3.2.1.
Lemma 4.9 (Orbits of the SO(3)-action). By the SO(3)-action, any point in
Λ2−S
4 is mapped to a point in the fiber of p0 =
t(x1, 0, 0, x4, x5) for some x1 ≥
0. The SO(3)-orbit through p0 = (
t(x1, 0, 0, x4, x5),
t(a1, a2, a3)) ∈ Λ2−S4|p0 is
diffeomorphic to

SO(3) for x1 > 0, (a2, a3) 6= 0,
S2 for x1 > 0, (a2, a3) = 0 or x1 = 0, p0 6= 0,
∗ for x1 = 0, p0 = 0.
Proof. We easily see the cases x1 > 0 and x1 = 0, x5 6= ±1 from (4.1). Suppose
that x1 = 0, x5 = ±1. Then the stabilizer of the SO(3)-action on S4 at p0 =
t(0, 0, 0, 0,±1) is SO(3). By using the notation in Section 3.2.2, the action of
g = (gij) ∈ SO(3) is given by
(g∗f1, g∗f2, g∗f3, g∗f4) = (f1, f2, f3, f4)
(
g
1
)
at p0. The induced action of g = (gij) ∈ SO(3) on Λ2−S4|p0 is described as
 A1A2
A3

 7→

 g33 −g32 −g31−g23 g22 g21
−g13 g12 g11



 A1A2
A3

 ,
which gives the proof in the case x5 = ±1.
By Lemma 4.9, an SO(3)-orbit through (t(x1, 0, 0, x4, x5),
t(a1, a2, a3)) is 3-
dimensional when x1 > 0, (a2, a3) 6= 0. By the fact that the stabilizer at its point
is SO(2) and (4.1), its SO(3)-orbit contains a point (t(x1, 0, 0, x4, x5),
t(a1, a2, 0)),
where x1 > 0, a2 > 0. Thus we may assume that x1 > 0, a2 > 0, a3 = 0.
Let {Ei}1≤i≤3 be the basis of so(3) in (4.3). At p0 = (t(x1, 0, 0, x4, x5), t(a1, a2, 0)),
the vector fields E˜∗i on Λ
2
−S
4 generated by Ei are described as
E˜∗1 =
x1√
1− x25
(x1e1 + x4e2)− a2 ∂
∂a1
+ a1
∂
∂a2
,
E˜∗2 =
x1√
1− x25
(−x4e1 + x1e2)− a1 ∂
∂a3
,
E˜∗3 = −a2
∂
∂a3
,
by (4.1). A straightforward computation gives the following.
Lemma 4.10. At p0 = (
t(x1, 0, 0, x4, x5),
t(a1, a2, 0)), we have(
π∗ωj(E˜∗1 , E˜
∗
2 )
)
= (x21, 0, 0),(
π∗ωj(E˜∗1 , E˜
∗
3 )
)
= 0,(
π∗ωj(E˜∗2 , E˜
∗
3 )
)
= 0,
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(
bi(E˜∗j )
)
=


(
−1 + x211−x5
)
a2 − x1x41−x5 a2 0(
1− x211−x5
)
a1
x1x4
1−x5 a1 0
x1x4
1−x5 a1
(
−1 + x211−x5
)
a1 −a2

 .
4.6 Irreducible SO(3)-action
The irreducible representation of SO(3) on R5 is described as follows.
Let V be the space of all 3 × 3 real symmetric traceless matrices, which is
isomorphic to R5. Let SO(3) act on V by g · X = gXg−1, where X ∈ V, g ∈
SO(3). This action preserves the norm |X |2 = tr(X2)/2, and hence induces the
action on the unit sphere S4 = {X ∈ V ; |X | = 1} ⊂ V . We identify V ∼= R5 by
 λ1 µ1 µ2µ1 λ2 µ3
µ2 µ3 −λ1 − λ2

 7→ t
(
λ1 +
λ2
2
,−µ2, µ3, µ1,−
√
3
2
λ2
)
. (4.10)
Remark 4.11. We can also describe the irreducible representation of SO(3) =
SU(2)/Z2 on R
5 by the method in Appendix A. We use the description above
because it is easier to work with.
Use the notation in Section 3.2.1.
Lemma 4.12 (Orbits of the irreducible SO(3)-action). By the SO(3)-action,
any point in Λ2−S
4 is mapped to a point in the fiber of p0 =
t(x1, 0, 0, 0, x5) where
x1 > 0, |x5| ≤ 1/2.
When |x5| < 1/2, the SO(3)-orbit through p0 = (t(x1, 0, 0, 0, x5), t(a1, a2, a3)) ∈
Λ2−S
4|p0 is diffeomorphic to

SO(3) when a1a2a3 6= 0 or one of {a1, a2, a3} is 0,
SO(3)/Z2 when two of {a1, a2, a3} are 0,
SO(3)/(Z2 × Z2) when a1 = a2 = a3 = 0.
When x5 = 1/2 (resp. x5 = −1/2), the SO(3)-orbit through p0 = (t(x1, 0, 0, 0, x5),
t(a1, a2, a3)) ∈ Λ2−S4|p0 is diffeomorphic to

SO(3) for a2 6= 0, (a1, a3) 6= 0,
S2 for a2 6= 0, (a1, a3) = 0,
SO(3)/Z2 for a2 = 0, (a1, a3) 6= 0,
RP 2 for a1 = a2 = a3 = 0.
resp.


SO(3) for a1 6= 0, (a2, a3) 6= 0,
S2 for a1 6= 0, (a2, a3) = 0,
SO(3)/Z2 for a1 = 0, (a2, a3) 6= 0,
RP 2 for a1 = a2 = a3 = 0.


Remark 4.13. The SO(3)-orbit in S4 through t(
√
3, 0, 0, 0,±1)/2 is a super-
minimal surface called a Veronese surface. For example, see [9].
Proof. The first statement is well-known. See, for example, [1]. Set
Σ =
{
diag(λ1, λ2, λ3);λ1 ≥ λ2 ≥ λ3, λ1 + λ2 + λ3 = 0, λ21 + λ22 + λ23 = 2
}
.
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Since every symmetric matrix is diagonalizable by an orthogonal matrix, unique
up to the order of its diagonal elements, we see that every orbit of the SO(3)-
action on S4 intersects Σ at precisely one point. Via (4.10), Σ corresponds
to {
t(x1, 0, 0, 0, x5) ∈ S4;x1 > 0,−1
2
≤ x5 ≤ 1
2
}
.
The stabilizer at p0 =
t(x1, 0, 0, 0, x5), where |x5| < 1/2, is given by
{diag(ǫ1, ǫ2, ǫ1ǫ2); ǫ1 = ±1, ǫ2 = ±1} .
Note that
e1 =
t(0, 1, 0, 0, 0), e2 =
t(0, 0, 1, 0, 0),
e3 =
t(0, 0, 0, 1, 0), e4 =
t(−x5, 0, 0, 0, x1)
at p0. Then via the identification (4.10), the action of k = diag(ǫ1, ǫ2, ǫ1ǫ2) is
given by
(k∗e1, k∗e2, k∗e3, k∗e4) = (ǫ2e1, ǫ1e2, ǫ1ǫ2e3, e4),
which induces the action of k on Λ2−S
4|p0 described as
t(a1, a2, a3) 7→ t(ǫ1ǫ2a1, ǫ1a2, ǫ2a3).
The stabilizer at p0 =
t(
√
3/2, 0, 0, 0,±1/2) is given by
{(
detA
A
)
;A ∈ O(2)
}
,
{(
A
detA
)
;A ∈ O(2)
}
,
respectively. The induced action of
(
detA
A
)
(resp.
(
A
detA
)
),
where A = (aij) ∈ O(2), on Λ2−S4|p0 is given by
detA

 a11(a211 − 3a212) 0 a12(3a211 − a212)0 1 0
a21(3a
2
11 − a212) 0 a22(a211 − 3a212)



resp. detA

 1 0 00 a22 a21
0 a12 a11



 .
Hence we obtain the statement.
The irreducible representation of SO(3) on R5 gives the inclusion SO(3) →֒
SO(5). Via this inclusion, the basis {E1, E2, E3} of so(3) in (4.3) correspond to

J
J
0√
3
0 −√3

 ,

 −2J −J
0

 ,


−I2
I2
−√3
0√
3 0

 ,
(4.11)
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where J =
( −1
1
)
, respectively. Let E∗i be the vector field on S
4 generated
by Ei. Then we have at p0 =
t(x1, 0, 0, 0, x5) ∈ S4, where x1 > 0, |x5| ≤ 1/2,
([E∗i , ej ]) =
√
3
x1

 −x5e2 x5e1 e4 −e30 √3x1e3 −√3x1e2 0
−x5e3 −e4 x5e1 e2

 ,
(LE∗
i
ωj) =

 0
√
3(1+x5)
x1
ω3 −
√
3(1+x5)
x1
ω2
3ω2 −3ω1 0
−
√
3(1+x5)
x1
ω3 0
√
3(1+x5)
x1
ω1

 .
Hence at p0 = (
t(x1, 0, 0, 0, x5),
t(a1, a2, a3)) ∈ Λ2−S4, where x1 > 0, |x5| ≤ 1/2,
the vector fields E˜∗i on Λ
2
−S
4 generated by Ei are described as
E˜∗1 = (x1 +
√
3x5)e3 +
√
3(1 + x5)
x1
(
a3
∂
∂a2
− a2 ∂
∂a3
)
,
E˜∗2 = −2x1e1 + 3
(
a2
∂
∂a1
− a1 ∂
∂a2
)
,
E˜∗3 = (x1 −
√
3x5)e2 +
√
3(1 + x5)
x1
(
−a3 ∂
∂a1
+ a1
∂
∂a3
)
.
A straightforward computation gives the following.
Lemma 4.14. At p0 = (
t(x1, 0, 0, 0, x5),
t(a1, a2, a3)), we have(
π∗ωj(E˜∗1 , E˜
∗
2 )
)
= (0, 2x1(x1 +
√
3x5), 0),(
π∗ωj(E˜∗1 , E˜
∗
3 )
)
= (0, 0, x21 − 3x25),(
π∗ωj(E˜∗2 , E˜
∗
3 )
)
= (2x1(−x1 +
√
3x5), 0, 0),
(
bi(E˜∗j )
)
=

 0 (1− 2x5)a2 −(
√
3x1 + x5 + 1)a3
(
√
3x1 − x5 − 1)a3 (−1 + 2x5)a1 0
(−√3x1 + x5 + 1)a2 0 (
√
3x1 + x5 + 1)a1

 .
4.7 Classification of homogeneous coassociative submani-
folds
Summarizing the results in Section 4, we obtain the following.
Proposition 4.15. The connected closed Lie subgroup of SO(5) which has a
4-dimensional orbit on Λ2−S
4 is either SO(5), whose only 4-dimensional orbit is
the zero section, SO(3)× SO(2), or U(2).
The connected closed Lie subgroup of SO(5) which has a 3-dimensional orbit
on Λ2−S
4 is one of the following.
SO(4) = SO(4)× {1}, SO(3)× SO(2), U(2), SU(2) ⊂ SO(4)× {1},
SO(3) = SO(3)× {I2}, SO(3) acting irreducibly on R5.
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By Proposition 4.15, we prove Theorem 1.1.
Proof of Theorem 1.1. By Proposition 4.15, we consider the actions of SO(5), SO(3)×
SO(2), and U(2). A 4-dimensional SO(5)-orbit, which is the zero section, is ob-
viously coassociative.
Consider the SO(3) × SO(2)-action. Use the notation in Section 4.2. By
Lemma 4.4, the SO(3)×SO(2) orbits through p0 = (t(x1, 0, 0, x4, 0), t(a1, a2, a3)),
where 0 < x1 < 1, (a2, a3) 6= 0, are 4-dimensional. By (3.1) and Lemma 4.5, we
compute
ϕλ(E˜∗1 , E˜
∗
2 , E˜
∗
3 ) = ϕλ(E˜
∗
1 , E˜
∗
2 , E˜
∗
4 ) = 0,
ϕλ(E˜∗1 , E˜
∗
3 , E˜
∗
4 ) = 2sλx1x4(a2x1 − a3x4),
ϕλ(E˜∗2 , E˜
∗
3 , E˜
∗
4 ) = −2sλx1x4(a2x4 + a3x1),
at p0. Hence the orbit is coassociative if and only if x1 = 0 or x4 = 0 or
a2 = a3 = 0, which implies that the orbit is not 4-dimensional.
Consider the U(2)-action. Use the notation in Section 4.3. By Lemma
4.6, the U(2) orbits through p0 = (
t(x1, 0, 0, 0, x5),
t(a1, a2, a3)), where x5 6=
±1, (a1, a2) 6= 0, are 4-dimensional. By (3.1) and Lemma 4.7, we compute
ϕλ(E˜∗1 , E˜
∗
2 , E˜
∗
3 ) = ϕλ(E˜
∗
1 , E˜
∗
2 , E˜
∗
4 ) = 0,
ϕλ(E˜∗1 , E˜
∗
3 , E˜
∗
4 ) = −4sλx21a2,
ϕλ(E˜∗2 , E˜
∗
3 , E˜
∗
4 ) = −4sλx21a1,
at p0. Hence the orbit is coassociative if and only if x1 = 0 or a1 = a2 = 0,
which implies that the orbit is not 4-dimensional.
5 Cohomogeneity one coassociative submanifolds
The connected Lie subgroups which have 3-dimensional orbits are classified in
Proposition 4.15. We construct cohomogeneity one coassociative submanifolds
in each case. In this section, denote by I ⊂ R an open interval.
5.1 SO(4) = SO(4)× {1}-action
By Lemma 4.2, an SO(4)-orbit through (t(x1, 0, 0, 0, x5),
t(0, 0, 0)), where x1 > 0,
is 3-dimensional. We may find a path c : I → Λ2−S4 given by
c(t) =
(
t(x1(t), 0, 0, 0, x5(t)),
t(0, 0, 0)
)
satisfying x1(t) > 0, ϕλ|SO(4)·Image(c) = 0. However, since SO(4) · Image(c) is
contained in the zero section which is an obvious coassociative submanifold, we
cannot find new examples in this case.
5.2 SO(3)× SO(2)-action
We give a proof of Theorem 1.2. Recall the notation in Section 4.2. By
Lemma 4.4, an SO(3) × SO(2)-orbit through (t(x1, 0, 0, x4, 0), t(a1, a2, a3)) is 3-
dimensional when
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1. 0 < x1 < 1, (a2, a3) = 0,
2. x1 = 1, (a2, a3) 6= 0, or
3. x1 = 0, (a1, a2, a3) 6= 0.
Consider case 1. Take a path c : I → Λ2−S4 given by
c(t) =
(
t(x1(t), 0, 0, x4(t), 0),
t(a1(t), 0, 0)
)
,
where x1(t), x4(t) > 0. Note that E˜∗3 = 0 at c(t). We find a path c satisfying
ϕλ|(SO(3)×SO(2))·Image(c) = 0, where ϕλ is given by (3.1). We easily see that
ϕλ(E˜∗i , E˜
∗
j , E˜
∗
k)|c = 0 for 1 ≤ i, j, k ≤ 4 by Lemma 4.5. Since c˙ = (−x˙1x4 +
x1x˙4)e3 + a˙1
∂
∂a1
and
(π∗ωi(E˜∗j , c˙)) =

 0 0 0 −x˙1x1x˙4 −x4x˙4 0 0
−x4x˙4 −x1x˙4 0 0

 , (bi(c˙)) =

 a˙10
0

 ,
we have at c(t)
ϕλ(E˜∗1 , E˜
∗
2 , c˙) = 2sλ
(−2a1x4x˙4 + a˙1x21)− s−3λ a˙1a21x24,
ϕλ(E˜∗1 , E˜
∗
2 , E˜
∗
4 ) = ϕλ(E˜
∗
1 , E˜
∗
4 , c˙) = ϕλ(E˜
∗
2 , E˜
∗
4 , c˙) = 0.
Thus the condition ϕλ|(SO(3)×SO(2))·Image(c) = 0 is equivalent to
4a1x1x˙1 +
1
λ+ a21
{−a21 + (2λ+ 3a21)x21} a˙1 = 0.
This equation is solved explicitly as
G(a1, x1) = C (5.1)
for C ∈ R, where G : R× (0, 1]→ R is defined by
G(a1, x1) = a1(λ+ a
2
1)
1/4(2x21 − 1) +
1
2
∫ a1
0
x2 + 2λ
(λ+ x2)3/4
dx. (5.2)
This solution is obtained by Maple 16 [17].
Remark 5.1. We give some remarks on the domain of G. Since we take a path
c(t) = (t(x1(t), 0, 0, x4(t), 0),
t(a1(t), 0, 0)) satisfying 0 < x1(t) < 1, G is defined
on R × (0, 1) in the first place. Though G extends to a map R × [0, 1] → R
formally, it is not appropriate to define G on x1 = 0.
In fact, by (4.1) and (4.2), the SO(3)×SO(2)-orbit through (t(0, 0, 0, 1, 0), t(a1, 0, 0))
coincides with that through (t(0, 0, 0, 1, 0), t(−a1, 0, 0)). Thus we should have
G(−a1, 0) = G(a1, 0). However, we easily see that G(−a1, 0) = −G(a1, 0).
Such a problem does not occur when x1 = 1. Hence we regard G as a map
R× (0, 1]→ R.
Set
MC = SO(3)× SO(2) ·
{(
t(x1, 0, 0,
√
1− x21, 0), t(a1, 0, 0)
)
;
G(a1, x1) = C,
a1 ∈ R, 0 < x1 ≤ 1
}
,
M±C = SO(3)× SO(2) ·
{(
t(x1, 0, 0,
√
1− x21, 0), t(a1, 0, 0)
)
;
G(a1, x1) = C,
±a1 > 0, 0 < x1 ≤ 1
}
.
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Then MC is coassociative and MC = M
+
C ⊔M−C when C 6= 0 and M0 = M+0 ⊔
M−0 ⊔ S4.
Lemma 5.2. The coassociative submanifold MC is homeomorphic to{
(S2 × R2) ⊔ (S2 × S1 × R>0) for C 6= 0,
S4 ⊔ (S2 × S1 × R>0) ⊔ (S2 × S1 × R>0) for C = 0,
where S4 is the zero section of Λ2−S
4.
Proof. Since we have
∂G
∂x1
= 4a1(λ+ a
2
1)
1/4x1,
∂G
∂a1
= 2−1(λ + a21)
−3/4 {(2x21 − 1)(3a21 + 2λ) + a21 + 2λ} ,
G(a1, ·) is monotonically increasing (resp. decreasing) on (0, 1] for a fixed a1 > 0
(resp. a1 < 0) and limx1→0G(·, x1) (resp. G(·, 1)) is monotonically decreasing
(resp. increasing) on R. We compute
G(0, ·) = 0, lim
a1→±∞
G(a1, 1) = ±∞, lim
a1→±∞
lim
x1→0
G(a1, x1) = ∓∞,
where we use the estimate∫ a1
0
x2 + 2λ
(λ+ x2)3/4
dx ≤ a1
{
(λ+ a21)
1/4 + λ1/4
}
for a1 ≥ 0.
Thus for any C ∈ R, there exists a unique αC ∈ R (resp. βC ∈ R) such that
C = G(αC , 1) (resp. C = limx1→0G(βC , x1)). Note that C and αC (resp. βC)
have the same (resp. opposite) sign. Now, define a function gC : R− {0} → R
by
gC(a1) = a
−1
1 (λ + a
2
1)
−1/4
(
C − 1
2
∫ a1
0
x2 + 2λ
(λ+ x2)3/4
dx
)
.
Note that G(a1, x1) = C is equivalent to 2x
2
1 − 1 = gC(a1). We may find the
condition on a1 so that −1 < gC(a1) ≤ 1.
First, suppose that C > 0.
Lemma 5.3. When a1 > 0, gC(a1) > −1 holds and gC(a1) ≤ 1 is equivalent
to a1 ≥ αC . When a1 < 0, gC(a1) < 1 holds and gC(a1) > −1 is equivalent to
a1 < βC .
Proof. Suppose that a1 > 0. Then gC(a1) > −1 is equivalent to C > limx1→0G(a1, x1),
which holds for any a1 > 0 since limx1→0G(a1, x1) < 0. The condition that
gC(a1) ≤ 1 is equivalent to C = G(αC , 1) ≤ G(a1, 1). Since G(·, 1) is monoton-
ically increasing, this is equivalent to a1 ≥ αC . We can prove similarly when
a1 < 0.
Set Γ(C)± = {(a1, x1) ∈ R × (0, 1];G(a1, x1) = C,±a1 > 0}. By Lemma
5.3, we have homeomorphisms [αC ,∞) ∼= Γ(C)+ and (−∞, βC) ∼= Γ(C)− via
a1 7→ (a1,
√
(gC(a1) + 1)/2. Then from (4.1) and (4.2), it follows that
M+C =






g11x1
g21x1
g31x1√
1− x21 cosα√
1− x21 sinα

 ,

 g11a1g21a1
−g31a1



 ;
0 < x1 =
√
(gC(a1) + 1)/2 ≤ 1
a1 ∈ [αC ,∞),
(gij) ∈ SO(3),
α ∈ R


,
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Figure 1: the graph of (5.3)
which implies that M+C is homeomorphic to S
2× (S1× [αC ,∞)/(S1×{αC})) ∼=
S2×R2. In the same way, we see that M−C is homeomorphic to S2× S1×R>0.
We can prove the case C < 0 similarly.
When C = 0, we see that |gC(a1)| < 1 holds for any a1 6= 0 as Lemma 5.3.
Then we have homeomorphisms (0,∞) ∼= Γ(0)+ and (−∞, 0) ∼= Γ(0)−, and by
Lemma 4.4, we obtain M±0 ∼= S2 × S1 × R>0.
Remark 5.4. When λ = 0, the equation (5.1) is given by
a1|a1| 12
(
2x21 −
2
3
)
= C. (5.3)
We exhibit the graph of (5.3). The solid curve indicates the case C > 0, the
dashed curve indicates the case C = 0 and the dotted curve indicates the case
C < 0. We see that the solution (5.1) is asymptotic to this graph as λ→ 0. The
vertical line gives a coassociative cone in Λ2−S
4 − {zero section} ∼= CP 3 × R>0,
which corresponds to a Lagrangian submanifold in the nearly Ka¨hler CP 3.
Consider case 2. Take a path c : I → Λ2−S4 given by
c(t) =
(
t(1, 0, 0, 0, 0), t(a1(t), a2(t), a3(t))
)
.
We may assume that a2 > 0, a3 = 0 so that c(t) is transverse to the SO(3) ×
SO(2)-orbit. We find a path c satisfying ϕλ|(SO(3)×SO(2))·Image(c) = 0, where ϕλ
is given by (3.1). Since c˙ =
∑2
i=1 a˙i
∂
∂ai
, we have at c(t)
(π∗ωi(E˜∗j , c˙)) = 0,
(bi(c˙)) = (a˙1, a˙2, 0) ,
ϕλ(E˜∗1 , E˜
∗
2 , c˙) = 2sλa˙1,
ϕλ(E˜∗p , E˜∗q , c˙) = 0 for (p, q) 6= (1, 2), (2, 1).
Thus the condition ϕλ|(SO(3)×SO(2))·Image(c) = 0 is equivalent to a1 = C for
C ∈ R. Set MC = SO(3) × SO(2) · {(t(1, 0, 0, 0, 0), t(C, r, 0)); r ∈ R}. By (4.1)
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and (4.2), MC is explicitly described as
MC =




g11
g21
g31
0
0

 ,

 g11 g12 −g13g21 g22 −g23
−g31 −g32 g33



 1 0 00 u −v
0 v u



 Cr
0

 ; (gij) ∈ SO(3)u2 + v2 = 1
r ∈ R


(5.4)
=
{(
t(x1, x2, x3, 0, 0),
t(a1, a2, a3)
) ∈ S4 × R3; a1x1 + a2x2 − a3x3 = C} .
Thus MC is canonically identified with {(v, w) ∈ S2×R3; 〈v, w〉 = C}, which is
homeomorphic to {(v, w) ∈ S2×R3; 〈v, w〉 = 0} = TS2 via (v, w) 7→ (v, w−Cv).
Remark 5.5. Let Σ2 ⊂ S4 be an oriented 2-submanifold. Let L→ Σ be a line
bundle over Σ spanned by volΣ − ∗volΣ, where volΣ is a volume form of Σ and
∗ is a Hodge star in S4. Denote by L⊥ the orthogonal complement bundle of L
in Λ2−S
4 and take a section η of L over Σ. By the argument in [13] and [12],
η + L⊥ =
{
(x, ηx + σ) ∈ Λ2−S4|Σ;x ∈ Σ, σ ∈ L⊥x
}
is coassociative if and only if Σ is superminimal and η ∈ R(volΣ − ∗volΣ).
The submanifold MC is a special case of these examples. In fact, π(MC) is a
totally geodesic S2 = {t(x1, x2, x3, 0, 0) ∈ S4} and define τ ∈ C∞(S2,Λ2−S4|S2)
by
τx = x1(ω1)x + x2(ω2)x − x3(ω3)x,
where x = t(x1, x2, x3, 0, 0) ∈ S2. Note that τ is not the restriction of the
tautological 2-form to S2. We easily see that MC = Cτ + (Rτ)
⊥ and τ =
volS2 − ∗volS2 by the SO(3)-invariance of τ .
Consider case 3. Take a path c : I → Λ2−S4 given by
c(t) =
(
t(0, 0, 0, 1, 0), t(a1(t), a2(t), a3(t))
)
.
We may assume that a1 > 0, a2 = a3 = 0 so that c(t) is transverse to the
SO(3) × SO(2)-orbit. Since E˜∗1 = a1 ∂∂a2 , E˜∗2 = −a1 ∂∂a3 , E˜∗3 = 0, E˜∗4 = e4 at
c(t), we compute ϕλ(E˜∗1 , E˜
∗
2 , c˙) = −a21a˙1/s3λ, which implies that a1 is constant.
Hence we cannot obtain a 4-submanifold.
5.3 Action of U(2) ⊂ SO(4)× {1}
By Lemma 4.6, a U(2)-orbit through p0 = (
t(x1, 0, 0, 0, x5),
t(0, 0, a3)), where
x1 > 0, is 3-dimensional. At p0, the stabilizer of the U(2)-action is U(1). Thus
a U(2)-orbit through p0 agrees with an SU(2)-orbit through p0. The case of
SU(2) is considered in the next subsection.
5.4 Action of SU(2) ⊂ SO(4)× {1}
We give a proof of Theorem 1.3. Recall the notation in Section 4.3 and 4.4. By
Lemma 4.8, an SU(2)-orbit through (t(x1, 0, 0, 0, x5),
t(a1, a2, a3)) is 3-dimensional
when x5 6= 0. Take a path c : I → Λ2−S4 given by
c(t) =
(
t(x1(t), 0, 0, 0, x5(t)),
t(a1(t), a2(t), a3(t))
)
,
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where x1(t) > 0. We find a path c satisfying ϕλ|SU(2)·Image(c) = 0, where
ϕλ is given by (3.1). The condition ϕλ(E˜∗1 , E˜
∗
2 , E˜
∗
3 ) = 0 is always satisfied.
In fact, since the G2-structure ϕλ is preserved by the SU(2)-action, we have
d(ϕλ(E˜∗1 , E˜
∗
2 , E˜
∗
3 )) = 0 by Cartan’s formula. Since the action of SU(2) is not
free, we have E˜∗1∧E˜∗2∧E˜∗3 = 0 at some point. Thus we have ϕλ(E˜∗1 , E˜∗2 , E˜∗3 ) = 0.
Lemma 5.6. The condition ϕλ|SU(2)·Image(c) = 0 is equivalent to
4a˙i
1− x5
1 + x5
− ai d
dt
{
log(λ + r2) + 8 log(1 + x5)
}
= 0 for i = 1, 2, 3. (5.5)
Proof. Since c˙(t) = (−x˙1x5 + x1x˙5) e4 +
∑3
j=1 a˙j
∂
∂aj
, we have
(
π∗ωi(E˜∗j , c˙)
)
=

 0 −x˙5 0−x˙5 0 0
0 0 x˙5

 ,
bj(c˙) = a˙j for j = 1, 2, 3.
Then we compute
ϕλ(E˜∗1 , E˜
∗
2 , c˙)|c = 2sλ
3∑
i=1
bi ∧ π∗ωi(E˜∗1 , E˜∗2 , c˙) +
1
s3λ
b123(E˜∗1 , E˜
∗
2 , c˙)
=2sλ
(−2(1 + x5)x˙5a3 + a˙3x21)− (1 + x5)2a32s3λ
d(r2)
dt
=
sλ(1 + x5)
2
2
{
4a˙3
1− x5
1 + x5
− a3 d
dt
(
log(λ+ r2) + 8 log(1 + x5)
)}
.
We compute ϕλ(E
∗
i , E
∗
i+1, c˙)|c in the same way and we see the lemma.
By (5.5), we have ddt
t(a1(t), a2(t), a3(t)) = f(t)
t(a1(t), a2(t), a3(t)) for some
function f(t). The solution is given by t(a1(t), a2(t), a3(t)) = exp(
∫ t
f(s)ds)v
for some v ∈ R3. Thus we may assume that t(a1(t), a2(t), a3(t)) = r(t)v for a
smooth function r : I → R≥0 and v ∈ S2 ⊂ R3. Then (5.5) is solved explicitly
as
F (r, x5) = C (5.6)
for C ∈ R, where F : [0,∞)× [−1, 1]→ R is defined by
F (r, x5) = (1− 3x5)(λ + r2)1/8
√
r +
∫ √r
0
2λ
(λ+ x4)7/8
dx. (5.7)
This solution is obtained by Maple 16 [17]. Though the definition of c implies
that the domain of F is [0,∞)×(−1, 1), F extends to a map [0,∞)×[−1, 1]→ R
as in Remark 5.1. Thus we obtain the coassociative submanifold
MC,v := SU(2) ·
{(
t(
√
1− x25, 0, 0, 0, x5), rv
)
;F (r, x5) = C, r ≥ 0,−1 ≤ x5 ≤ 1
}
,
where C ∈ R and v ∈ S2 ⊂ R3. We study the topology of MC,v now.
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Lemma 5.7. The coassociative submanifold MC is homeomorphic to

R4 for C > 0,
S4 ⊔ (S3 × R>0) for C = 0,
OCP 1(−1) for C < 0,
where S4 is the zero section of Λ2−S
4 and OCP 1(−1) is the tautological line
bundle over CP 1 ∼= S2.
Proof. Since we have
∂F
∂x5
= −3(λ+ r2)1/8√r,
∂F
∂r
= 4−1r−1/2(λ+ r2)−7/8
{
(1− 3x5)(3r2 + 2λ) + 4λ
}
,
F (r, ·) is monotonically decreasing on [−1, 1] for a fixed r > 0 and F (·,−1) (resp.
F (·, 1)) is monotonically increasing (resp. decreasing) on R≥0. We compute
F (0, ·) = 0, lim
r→∞
F (r,∓1) = ±∞.
Thus for any C > 0 (resp. C < 0), there exists a unique αC > 0 (resp. βC > 0)
such that C = F (αC ,−1) (resp. C = F (βC , 1)).
Now, define a function fC : R>0 → R by
fC(r) = r
−1/2(λ + r2)−1/8
(
C −
∫ √r
0
2λ
(λ+ x4)7/8
dx
)
.
Note that F (x5, t) = C is equivalent to 1 − 3x5 = fC(r). Since −1 ≤ x5 ≤ 1,
we may find the condition on a1 so that −2 ≤ fC(r) ≤ 4.
Lemma 5.8. When C > 0, fC(r) > −2 holds for any r > 0 and fC(r) ≤ 4
is equivalent to r ≥ αC . When C < 0, fC(r) < 4 holds for any r > 0 and
fC(r) ≥ −2 is equivalent to r ≥ βC . When C = 0, −2 < fC(r) < 4 holds for
any r > 0.
Proof. Suppose that C > 0. Then fC(r) > −2 is equivalent to C > F (r, 1),
which holds for any r > 0 since F (r, 1) < 0. The condition that fC(r) ≤ 4
is equivalent to C = F (αC ,−1) ≤ F (r,−1). Since F (·,−1) is monotonically
increasing, this is equivalent to r ≥ αC . We can prove similarly when C ≤ 0.
Remark 5.9. Set Γ(C) = {(x5, r) ∈ [−1, 1]× [0,∞);F (x5, r) = C}. By Lemma
5.8, we have homeomorphisms [αC ,∞) ∼= Γ(C) when C > 0, [βC ,∞) ∼= Γ(C)
when C < 0, and (0,∞) ∼= Γ(0)∩ {r 6= 0} via r 7→ ((1− fC(r))/3, r). Note that
Γ(C) ∩ {x5 = 1} = ∅ when C > 0, Γ(C) ∩ {x5 = −1} = ∅ when C < 0, and
Γ(0) ∩ {r 6= 0} ∩ {x5 = ±1} = ∅.
Hence we see that
M0,v ∩ {r > 0} =






√
1− x25a√
1− x25b
x5

 , rv

 ∈ C2 ⊕ R⊕ R3;
−1 < x5 = 1−fC(r)3 < 1,
r > 0,
a, b ∈ C,
|a|2 + |b|2 = 1

 ,
23
which is homeomorphic to S3 × R>0.
When C 6= 0, MC,v intersects with Λ2−S4|t(0,0,0,0,±1). To study the topology
of MC,v, we use the stereographic local coordinates.
First, suppose that C > 0. By Remark 5.9, MC,v does not intersect with
Λ2−S
4|t(0,0,0,0,1). Take the stereographic local coordinates of Φ : S4 − {x5 =
1} → R4 given by
Φ(x1, · · · , x5) = (x1, x2, x3,−x4)
1− x5 ,
Φ−1(y1, · · · , y4) =
(
2y1, 2y2, 2y3,−2y4,−1 + |y|2
)
1 + |y|2 ,
where |y|2 = Σ4i=1y2i . The standard metric on S4 is given by 4
∑4
j=1 dy
2
j /(1 +
|y|2)2, and hence we see that {2dyi/(1 + |y|2)}i=1,··· ,4 is a local oriented or-
thonormal coframe. The trivialization 4(1+|y|2)−2{dy12−dy34, dy13−dy42, dy14−
dy23} of Λ2−S4 induces the local fiber coordinates (α1, α2, α3). Setting ζ1 =
y1 + iy2, ζ2 = y3 + iy4, the action of SU(2) is described as(
a −b
b a
)
· (t(ζ1, ζ2), t(α1, α2, α3)) = (t(aζ1 − bζ2, βζ1 + αζ2), t(α1, α2, α3)),
where a, b ∈ C such that |a|2 + |b|2 = 1. Then we obtain
MC,v =
{(
t(y1a, y1b) , rv
′) ∈ C2 ⊕ R3; r ∈ [αC ,∞), y1 =
√
6
fC(r)+2
− 1,
a, b ∈ C, |a|2 + |b|2 = 1
}
,
where v′ ∈ S2 is a corresponding element to v under the change of local coor-
dinates. Then it follows that MC,v is homeomorphic to (S
3 × [αC ,∞))/(S3 ×
{αC}) ∼= R4.
Next, suppose that C < 0. By Remark 5.9, MC,v does not intersect with
Λ2−S
4|t(0,0,0,0,−1). Take the stereographic local coordinates of Ψ : S4 − {x5 =
−1} → R4 given by
Ψ(x1, · · · , x5) = (x1, x2, x3, x4)
1 + x5
,
Ψ−1(u1, · · · , u4) =
(
2u1, 2u2, 2u3, 2u4, 1− |u|2
)
1 + |u|2 ,
where |u|2 = Σ4i=1u2i . The standard metric on S4 is given by 4
∑4
j=1 du
2
j/(1 +
|u|2)2, and hence we see that {2dui/(1 + |u|2)}i=1,··· ,4 is a local oriented or-
thonormal coframe. The trivialization 4(1+|u|2)−2{du12−du34, du13−du42, du14−
du23} of Λ2−S4 induces the local fiber coordinates (α1, α2, α3). Setting ζ1 =
u1 + iu2, ζ2 = u3 + iu4, the action of SU(2) is described as
g · (t(ζ1, ζ2), t(α1, α2, α3)) = (gt(ζ1, ζ2), ̟(g)t(α1, α2, α3)), (5.8)
where g ∈ SU(2) and ̟ : SU(2) → SO(3) is a double covering given by (4.6).
Then we obtain
MC,v =
{(
gt(u1, 0
)
, r̟(g)v′) ∈ C2 ⊕ R3; r ∈ [βC ,∞), u1 =
√
6
4−fC(r) − 1,
g ∈ SU(2)
}
,
(5.9)
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Figure 2: the graph of (5.10)
where v′ ∈ S2 is a corresponding element to v under the change of local coordi-
nates.
Note that the topology of MC,v is independent of v. In fact, fix v0 ∈ S2 and
let v′0 be a corresponding element to v0 under the change of local coordinates.
For any v ∈ S2, there exists g0 ∈ SU(2) such that v′ = ̟(g0)v′0. Then
MC,v ∼= MC,v0 via (gt(u1, 0), r̟(g)v′) 7→ (gg0t(u1, 0), r̟(g)v′). Thus we only
have to consider the case v′0 =
t(1, 0, 0). Setting v′0 =
t(1, 0, 0) in (5.9), we
obtain{(
t(u1a, u1b
)
, rt(|a|2 − |b|2, 2Im(ab), 2Re(ab)); r ∈ [βC ,∞), u1 =
√
6
4−fC(r) − 1,
a, b ∈ C, |a|2 + |b|2 = 1
}
,
which is homeomorphic to{
(v, [w, r]) ∈ S2 × (S3 × [βC ,∞))/(S3 × {βC});w ∈ p−1(v)
}
,
where p : S3 → CP 1 = S2 is the Hopf fibration. This is the tautological line
bundle OCP 1(−1) over CP 1.
Remark 5.10. When λ = 0, (5.6) is given by
(1− 3x5)r3/4 = C. (5.10)
We exhibit the graph of (5.10). The solid curve indicates the case C > 0, the
dashed curve indicates the case C = 0 and the dotted curve indicates the case
C < 0. We see that the solution (5.6) is asymptotic to this graph as λ→ 0. The
vertical line gives a coassociative cone in Λ2−S
4 − {zero section} ∼= CP 3 × R>0,
which corresponds to a Lagrangian submanifold in the nearly Ka¨hler CP 3.
5.5 SO(3) = SO(3)× {I2}-action
We give a proof of Theorem 1.4. Recall the notation in Section 4.5. By Lemma
4.9, an SO(3)-orbit through (t(x1, 0, 0, x4, x5),
t(a1, a2, a3)) is 3-dimensional when
x1 > 0, (a2, a3) 6= 0. Take a path c : I → Λ2−S4 given by
c(t) =
(
t(x1(t), 0, 0, x4(t), x5(t)),
t(a1(t), a2(t), 0)
)
,
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where x1(t) > 0, a2(t) > 0. We assume that a3 = 0 so that c(t) is transverse to
the SO(3)-orbits. We find a path c satisfying ϕλ|SO(3)·Image(c) = 0, where ϕλ is
given by (3.1). We see that ϕλ(E˜∗1 , E˜
∗
2 , E˜
∗
3 ) = 0 as in Section 5.4.
Lemma 5.11. The condition ϕλ|SO(3)·Image(c) = 0 is equivalent to
4(2x1x˙1a1 + a˙1x
2
1)− (1− x21)a1
d
dt
log(λ+ r2) = 0, (5.11)
4x1x˙1 − d
dt
log(λ+ r2) +
x21
1− x5
(
4x˙5 +
d
dt
log(λ+ r2)
)
= 0, (5.12)
4x˙4 +
x4
1− x5
(
4x˙5 +
d
dt
log(λ+ r2)
)
= 0, (5.13)
where r2 = a21 + a
2
2.
Proof. Since c˙ = −x˙1x4+x1x˙4√
1−x2
5
e3 +
x˙5√
1−x2
5
e4 + a˙1
∂
∂a1
+ a˙2
∂
∂a2
, we have
(π∗ωi(E˜∗j , c˙)) =


0 0 0
x1x˙4 +
x1x4x˙5
1−x5 x1x˙1 +
x2
1
x˙5
1−x5 0
x1x˙1 +
x2
1
x˙5
1−x5 −x1x˙4 − x1x4x˙51−x5 0

 , (bi(c˙)) =

 a˙1a˙2
−x˙1x4+x1x˙4
1−x5 a2

 .
Then we compute
3∑
i=1
bi ∧ π∗ωi(E˜∗1 , E˜∗2 , c˙) =2x1a1
{
−x1x4x˙4
1− x5 +
(
1− x
2
1 + x
2
4
1− x5
)
x1x˙5
1− x5
+
(
1− x
2
1
1− x5
)
x˙1
}
+ a˙1x
2
1,
b123(E˜∗1 , E˜
∗
2 , c˙) =−
{(
1− x
2
1
1− x5
)2
+
x21x
2
4
(1− x5)2
}
a1(a1a˙1 + a2a˙2)
Since x21 + x
2
4 + x
2
5 = 1, x1x˙1 + x4x˙4 + x5x˙5 = 0, it follows that
3∑
i=1
bi ∧ π∗ωi(E˜∗1 , E˜∗2 , c˙) = 2x1x˙1a1 + a˙1x21, b123(E˜∗1 , E˜∗2 , c˙) = −
(1− x21)a1
2
d(r2)
dt
,
which implies (5.11). In the same way, we compute
3∑
i=1
bi ∧ π∗ωi(E˜∗1 , E˜∗3 , c˙) = a2
(
x1x˙1 +
x21x˙5
1− x5
)
,
b123(E˜∗1 , E˜
∗
3 , c˙) =
(
−1 + x
2
1
1− x5
)
a2
2
d(r2)
dt
,
3∑
i=1
bi ∧ π∗ωi(E˜∗2 , E˜∗3 , c˙) = −a2
(
x1x˙4 +
x1x4x˙5
1− x5
)
,
b123(E˜∗2 , E˜
∗
3 , c˙) = −
x1x4a2
2(1− x5)
d(r2)
dt
,
and obtain (5.12) and (5.13).
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Next, we solve (5.11), (5.12), (5.13). Calculating (5.12)+x4 · (5.13), we have
4x˙5 + x5
d
dt
log(λ+ r2) = 0. (5.14)
Substitution of (5.14) into (5.13) gives
4x˙4 + x4
d
dt
log(λ+ r2) = 0. (5.15)
From (5.14) and (5.15), we have
(1 − x21)
d
dt
log(λ+ r2) = (x24 + x
2
5)
d
dt
log(λ+ r2)
= −4(x4x˙4 + x5x˙5)
= 4x1x˙1.
which implies that (5.11) is equivalent to
x1
d
dt
(a1x1) = 0. (5.16)
Equations (5.14), (5.15), (5.16) are solved easily and we obtain
x44(λ+ r
2) = C, x45(λ + r
2) = D, a1x1 = E
for C,D ≥ 0, E ∈ R. Thus
MC,D,E = SO(3) ·

(t(x1, 0, 0, x4, x5), t(a1, a2, 0));
x44(λ+ r
2) = C,
x45(λ + r
2) = D,
a1x1 = E


is a coassociative submanifold for C,D ≥ 0, E ∈ R.
Next, we consider the topology of MC,D,E.
Lemma 5.12. Set N = (R≥0 × SO(3))/({0} × SO(3)), which is the cone over
SO(3) with the apex. Then the topology of MC,D,E is given by the following.
condition topology of MC,D,E
C > 0, D > 0, E = 0,
√
C +
√
D 6= √λ TS2 ⊔ TS2 ⊔ TS2 ⊔ TS2
C > 0, D > 0, E = 0,
√
C +
√
D =
√
λ N ⊔N ⊔N ⊔N
C > 0, D > 0, E 6= 0 TS2 ⊔ TS2 ⊔ TS2 ⊔ TS2
C = 0, D = 0 TS2
C > 0, D = 0, E = 0,
√
C 6= √λ TS2 ⊔ TS2
C > 0, D = 0, E = 0,
√
C =
√
λ N ⊔N
C > 0, D = 0, E 6= 0 TS2 ⊔ TS2
C = 0, D > 0, E = 0,
√
D 6= √λ TS2 ⊔ TS2
C = 0, D > 0, E = 0,
√
D =
√
λ N ⊔N
C = 0, D > 0, E 6= 0 TS2 ⊔ TS2
Lemma 5.13. For any convergent sequence {(Cj , Dj)} ⊂ (R>0)2 satisfying√
Cj +
√
Dj <
√
λ for any j (or
√
Cj +
√
Dj >
√
λ for any j) and
√
C∞ +√
D∞ =
√
λ, where C∞ = limj→∞ Cj , D∞ = limj→∞Dj, MCj,Dj ,0 converges
to MC∞,D∞,0 in the sense of currents.
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Similarly, for any convergent sequence {Cj} ⊂ R>0 satisfying
√
Cj <
√
λ
for any j (or
√
Cj >
√
λ for any j) and
√
C∞ =
√
λ, where C∞ = limj→∞ Cj ,
MCj,0,0 converges to MC∞,0,0 and M0,Cj,0 converges to M0,C∞,0 in the sense of
currents.
Proof of Lemma 5.12. First, suppose thatMC,D,E does not intersect with Λ
2
−S
4|t(0,0,0,0,±1).
Then by (4.1) we see that
MC,D,E =






g11x1
g21x1
g31x1
x4
x5

 ,

 a1g11 + a2g12a1g21 + a2g22
−a1g31 − a2g32



 ;
x44(λ+ r
2) = C,
x45(λ+ r
2) = D,
a1x1 = E,
(gij) ∈ SO(3)


=






x1
x2
x3
x4
x5

 ,

 a1a2
a3



 ∈ S4 × R3;
x44(λ+ r
2) = C,
x45(λ+ r
2) = D,
(r2 =
∑3
i=1 a
2
i )
a1x1 + a2x2 − a3x3 = E


.
We study the topology of MC,D,E in the following cases:
1. C > 0, D > 0,
(a) E = 0,
√
C +
√
D <
√
λ,
(b) E = 0,
√
C +
√
D >
√
λ,
(c) E = 0,
√
C +
√
D =
√
λ,
(d) E 6= 0,
2. C = 0, D = 0, 3. C > 0, D = 0, 4. C = 0, D > 0.
Consider case 1. ThenMC,D,E does not intersect with Λ
2
−S
4|t(0,0,0,0,±1). Set
M±,+C,D,E =MC,D,E ∩ {±x4 > 0} ∩ {x5 > 0},
M±,−C,D,E =MC,D,E ∩ {±x4 > 0} ∩ {x5 < 0}.
Each M±,±C,D,E is a connected component of MC,D,E and is homeomorphic to
NC,D,E =
{
(v, w) ∈ R3 × R3; 〈v, w〉 = E, (1− |v|2)
√
λ+ |w|2 =
√
C +
√
D
}
.
(5.17)
We only have to consider the topology of NC,D,E .
Consider case 1-(a). We have |v|2 = 1 − (√C + √D)/√λ+ |w|2 ≥ 1 −
(
√
C +
√
D)/
√
λ > 0. Hence there is an homeomorphism NC,D,0 → {(v, w) ∈
S2 × R3; 〈v, w〉 = 0} = TS2 via (v, w) 7→ (v/|v|, w).
Consider case 1-(b). We have |w|2 = (√C +√D)2/(1− |v|2)2 − λ ≥ (√C +√
D)2 − λ > 0. Hence there is an homeomorphism NC,D,0 → {(w, v) ∈ S2 ×
R3; 〈w, v〉 = 0, |v| < 1} ∼= TS2 via (v, w) 7→ (w/|w|, v).
Consider case 1-(c). A map N = (R≥0 × SO(3))/({0} × SO(3)) → NC,D,0
defined by [(r, (g1, g2, g3)] 7→ (f(r)g1, rg2), where gi ∈ R3, 〈gi, gj〉 = δij , and
f(r) =
√
1− (√C +√D)/√λ+ r2, gives a homeomorphism.
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Consider case 1-(d). Since NC,D,E ∼= NC,D,−E via (v, w) 7→ (v,−w), we may
assume that E > 0. Since E 6= 0, we have v, w 6= 0 for any (v, w) ∈ NC,D,E.
Define c0 ∈ R and a function f : (c0,∞)→ (f(c0), 1) by
c0 =
{
0 when (
√
C +
√
D)2 − λ ≤ 0,√
(
√
C +
√
D)2 − λ when (√C +√D)2 − λ ≥ 0 ,
f(r) =
√
1−
√
C +
√
D√
λ+ r2
.
Then f is bijective and monotonically increasing. Note that for (v, w) ∈ NC,D,E,
we have f(|w|) = |v|. Since rf(r) : (c0,∞)→ (0,∞) is bijective and monotoni-
cally increasing, there exists a unique d0 > c0 > 0 such that d0f(d0) = E. Now
define a function g : [d0,∞) → [0,∞) by g(r) =
√
r2 − (E2/f(r)2). Note that
for (v, w) ∈ NC,D,E, we have |w − (Ev/|v|2)| = g(|w|).
Define a map Φ : NC,D,E → {(v′, w′) ∈ S2 × R3; 〈v, w〉 = 0} = TS2 by
Φ(v, w) = (v/|v|, w − (Ev/|v|2)). Then Φ is a homeomorphism and the inverse
map Φ−1 is given by Φ−1(v′, w′) = (f(g−1(|w′|))v′, w′ + (Ev′/f(g−1(|w′|)))).
Consider case 2. By definition, we have x4 = x5 = 0. Then
M0,0,E =
{(
t(x1, x2, x3, 0, 0) ,
t(a1, a2, a3)
) ∈ S4 × R3; a1x1 + a2x2 − a3x3 = E} ,
which is obtained in (5.4) and is homeomorphic to TS2.
Consider case 3. By definition, we have x5 = 0 and
MC,0,E =
{(
t(x1, x2, x3, x4, 0) ,
t(a1, a2, a3)
) ∈ S4 × R3; x44(λ+ r2) = C,
a1x1 + a2x2 − a3x3 = E
}
.
Set M±C,0,E = MC,0,E ∩ {±x4 > 0}. Each M±C,0,E is a connected component of
MC,0,E and is homeomorphic to NC,0,E defined in (5.17).
Consider case 4. By (4.2),
(
0 1
−1 0
)
∈ SO(2) = {I3} × SO(2) ⊂ SO(5)
gives a homeomorphism from N0,D,E to ND,0,E . Hence this case is reduced to
case 3.
Proof of Lemma 5.13. We only have to prove thatNCj,Dj ,0 converges toNC∞,D∞,0−
{(0, 0)} in the sense of currents. Note that sets differing only a set of measure
zero are identified in the theory of currents.
Suppose that
√
Cj +
√
Dj <
√
λ for any j. Then by the proof of Lemma
5.12, there is a homeomorphism hCj ,Dj : NCj,Dj ,0 → {(v, w) ∈ S2×R3; 〈v, w〉 =
0} = TS2 via (v, w) 7→ (v/|v|, w). Note that h−1Cj,Dj is given by (v′, w′) 7→
(fCj ,Dj (|w′|)v′, w′), where fCj,Dj (r) =
√
1− (√Cj +√Dj)/√λ+ r2.
On the other hand, NC∞,D∞,0 − {(0, 0)} is homeomorphic to TS2 − {0} via
hC∞,D∞ : (v, w) 7→ (v/|v|, w) and h−1C∞,D∞ is given by (v′, w′) 7→ (fC∞,D∞(|w′|)v′, w′).
Then we see that for any compactly supported 4-form α on R3 × R3∫
NCj,Dj,0
α =
∫
TS2−{0}
(h−1Cj,Dj )
∗α→
∫
TS2−{0}
(h−1C∞,D∞)
∗α =
∫
NC∞,D∞,0−{(0,0)}
α,
which implies that NCj,Dj ,0 converges to NC∞,D∞,0 − {(0, 0)} in the sense of
currents. We can prove the other cases similarly and obtain the statement.
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Remark 5.14. Use the notation in [16]. By Lemma 5.12,MC,D,E is a coassocia-
tive submanifold with conical singularities when (i) C > 0, D > 0, E = 0,
√
C +√
D =
√
λ, (ii)C > 0, D = 0, E = 0,
√
C =
√
λ, or (iii)C = 0, D > 0, E =
0,
√
D =
√
λ. In each case, the tangent cone is modeled on C(L) = R>0 × L,
where L is given by
L =
{
t(0, z1, z2, z3) ∈ R⊕ C3; z21 + z22 + z23 = 0, |z1|2 + |z2|2 + |z3|2 = 1
} ∼= SO(3).
We calculate the rate at singular points as follows. For simplicity, we only
consider the case of M+λ,0,0 which is singular at p0 = (
t(0, 0, 0, 1, 0), t(0, 0, 0)).
Let B(0, r) ⊂ R4 be an open ball of radius r. Set D = {x4 > 0} ⊂ S4 and
k = 2−1/2λ−1/4. Define χ : B(0, 1/k)× R3 → D × R3 by
(
t(u1, u2, u3, u4),
t(a1, a2, a3)
) 7→ (t(−ku3, ku2,−ku1,√1− k2|u|2, ku4), λ1/4t(a1, a2, a3)) ,
where |u|2 =∑4j=1 u2j . Since (dχ)0( ∂∂ui )0 = k(ei)p0 , (dχ)0( ∂∂ai )0 = λ1/4( ∂∂ai )p0 ,
we see that (dχ)∗0(ϕλ)p0 = ϕ0, where ϕ0 is a 3-form on R
7 given by (2.1). Note
that
χ−1(M+λ,0,0) =
{
t(u1, u2, u3, 0, a1, a2, a3);
(1− k2|u|2)2
(
1 +
∑3
j=1 a
2
j
)
= 1,
−u3a1 + u2a2 − u1a3 = 0
}
.
Define Φ : R>0 × L→ R7 by(
r, t(0, x1 + iy1, x2 + iy2, x3 + iy3)
) 7→ t(f(r)x1, f(r)x2, f(r)x3, 0, ry3, ry2,−ry1) ,
where f(r) = 2λ1/4
√
1−
√
2
2+r2 . This gives the diffeomorphism χ ◦ Φ : R>0 ×
L → M+λ,0,0 − {p0}. Since we see that f(r) = λ1/4r + O(r3) as r → 0, we see
that the rate at p0 is equal to 3 in these coordinates.
5.6 Irreducible SO(3)-action
We give a proof of Theorem 1.5. Recall the notation in Section 4.6. By Lemma
4.12, an SO(3)-orbit through (t(x1, 0, 0, 0, x5),
t(a1, a2, a3)) is 3-dimensional when
1. −1/2 < x5 < 1/2,
2. x5 = 1/2, (a1, a3) 6= 0, or
3. x5 = −1/2, (a2, a3) 6= 0.
Consider case 1. Take a path c : I → Λ2−S4 given by
c(t) =
(
t(x1(t), 0, 0, 0, x5(t)),
t(a1(t), a2(t), a3(t))
)
,
where x1(t) > 0, |x5(t)| < 1/2. We find a path c satisfying ϕλ|SO(3)·Image(c) = 0,
where ϕλ is given by (3.1). We see that ϕλ(E˜∗1 , E˜
∗
2 , E˜
∗
3 ) = 0 as in Section 5.4.
30
Lemma 5.15. The condition ϕλ|SO(3)·Image(c) = 0 is equivalent to
4
{
(2
√
3x1 + 4x5 + 1)x˙5 +
√
3(2x5 − 1)x˙1
}
a1 + 8x1(−x1 +
√
3x5)a˙1
−(
√
3x1 + x5 + 1)(1− 2x5)a1 d
dt
log(λ+ r2) = 0,
(5.18)
4
{
(2
√
3x1 − 4x5 − 1)x˙5 +
√
3(2x5 − 1)x˙1
}
a2 + 8x1(x1 +
√
3x5)a˙2
+(−
√
3x1 + x5 + 1)(1− 2x5)a2 d
dt
log(λ+ r2) = 0,
(5.19)
4 {−(x5 + 1)x˙5 + 3x1x˙1} a3 + 2(x21 − 3x25)a˙3
+(1 + x5)(1− 2x5)a3 d
dt
log(λ+ r2) = 0,
(5.20)
where r2 =
∑3
j=1 a
2
j .
This lemma implies Theorem 1.5. In general, it is hard to solve the equations
(5.18), (5.19), (5.20) explicitly.
Proof. Since c˙ = (−x˙1x5 + x1x˙5)e4 +
∑3
j=1 a˙j
∂
∂aj
, we have
(π∗ωi(E˜∗j , c˙)) =

 −x˙5 +
√
3x˙1 0 0
0 0 x˙5 +
√
3x˙1
0 −2x˙5 0

 ,
bj(c˙) = aj for j = 1, 2, 3.
Then we compute
3∑
i=1
bi ∧ π∗ωi(E˜∗1 , E˜∗2 , c˙) =
{
(2
√
3x1 − 4x5 − 1)x˙5 +
√
3(2x5 − 1)x˙1
}
a2
+ 2x1(x1 +
√
3x5)a˙2,
b123(E˜∗1 , E˜
∗
2 , c˙) =− (
√
3x1 − x5 − 1)(1− 2x5)a2
2
d(r2)
dt
,
which implies (5.19). In the same way, we compute
3∑
i=1
bi ∧ π∗ωi(E˜∗1 , E˜∗3 , c˙) = {−2(x5 + 1)x˙5 + 6x1x˙1} a3 + (x21 − 3x25)a˙3,
b123(E˜∗1 , E˜
∗
3 , c˙) =(1 + x5)(1 − 2x5)a3
d(r2)
dt
,
3∑
i=1
bi ∧ π∗ωi(E˜∗2 , E˜∗3 , c˙) =
{
(2
√
3x1 + 4x5 + 1)x˙5 +
√
3(2x5 − 1)x˙1
}
a1
+ 2x1(
√
3x5 − x1)a˙1,
b123(E˜∗1 , E˜
∗
2 , c˙) =− (
√
3x1 + x5 + 1)(1− 2x5)a1
2
d(r2)
dt
,
and obtain (5.18) and (5.20).
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Consider case 2. Take a path c : I → Λ2−S4 given by
c(t) =
(
t(
√
3/2, 0, 0, 0, 1/2), t(a1(t), a2(t), a3(t))
)
.
We may assume that a3 = 0 so that c(t) is transverse to the SO(3)-orbit. We
find a path c satisfying ϕλ|SO(3)·Image(c) = 0, where ϕλ is given by (3.1). Since
c˙ =
∑2
i=1 a˙i
∂
∂ai
, we have at c(t)
(π∗ωi(E˜∗j , c˙)) = 0,
(bi(c˙)) = (a˙1, a˙2, 0) ,
ϕλ(E˜∗1 , E˜
∗
2 , c˙) = 6sλa˙2,
ϕλ(E˜∗p , E˜∗q , c˙) = 0 for (p, q) 6= (1, 2), (2, 1).
Thus the condition ϕλ|SO(3)·Image(c) = 0 is equivalent to a2 = C for C ∈ R. Then
as Remark 5.5, we see thatMC = SO(3)·{(t(
√
3/2, 0, 0, 0, 1/2), t(r, C, 0)); r ∈ R},
where C ∈ R, is a coassociative submanifold described as
MC = Cτ + (Rτ)
⊥,
where τ = volΣ − ∗volΣ and Σ = SO(3) · t(
√
3/2, 0, 0, 0, 1/2)⊂ S4 is a Veronese
surface. In Case 3, we obtain the similar coassociative submanifold, and hence
we cannot obtain new examples in Case 2 and Case 3.
5.7 Cohomogeneity two coassociative submanifolds
When λ → 0, ϕ0 = ϕλ|λ=0 defines a G2-structure on Λ2−S4 − {zero section} ∼=
CP 3 × R>0 by Remark 3.3. On Λ2−S4 − {zero section}, R>0 acts by dilations
preserving ϕ0 up to scalar multiplication. Thus by using the R>0-action, we
can apply the same method as the cohomogeneity one case and we derive some
systems of O.D.E.s. However, we can find no explicit solutions which give new
coassociative examples. In some cases, we obtain some explicit solutions, all of
which turn out to be congruent to examples in Section 5 up to the SO(5)-action.
A Real irreducible representations
We give a summary about real irreducible representations in [5, 18].
Definition A.1. Let G be a compact Lie group and (V, ρ) be a C-irreducible
representation of G. We call (V, ρ) self-conjugate if V has a conjugate linear
map J on V satisfying
J2 = ±1, J ◦ ρ(g) = ρ(g) ◦ J for g ∈ G.
This map is called a structure map. A self-conjugate representation (V, ρ) is
said to be of index ±1 if J2 = ±1.
Proposition A.2. Let (V, ρ) be a C-irreducible representation of G. Then one
of the following is satisfied.
1. (V, ρ) is a self-conjugate representation of index 1. In this case, (V, ρ) is
a complexification of a real representation.
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2. (V, ρ) is a self-conjugate representation of index −1. In this case, (V, ρ)
is a quaternionic representation.
3. (V, ρ) is not a self-conjugate representation.
Proposition A.3. Let (V, ρ) be a C-irreducible representation of G. As a real
representation, ρ is reducible (resp. irreducible) if and only if 1. (resp. 2. or
3.) in Proposition A.2 is satisfied.
Proposition A.4. All R-irreducible representations of G are given as follows.
• A R-irreducible component of a C-irreducible representation which is re-
ducible as a R-representation. This is an eigenspace of 1 or −1 of the
structure map J in 1. of Proposition A.2. (Note that an eigenspace of 1
and that of −1 are mutually equivalent real irreducible representations of
G.)
• A C-irreducible representation which is also irreducible as a R-representation.
This corresponds 2. or 3. in Proposition A.2.
In many cases, we know C-irreducible representations, from which we can
deduce R-irreducible representations by Proposition A.4.
All equivalence classes of finite dimensional C-irreducible representations of
SU(2) are represented by {(Vn, ρn)}n≥0, where Vn is a C-vector space of all
complex homogeneous polynomials with two variables z1, z2 of degree n and ρn
is the induced action from the standard action of SU(2) on C2. By Proposition
A.4, we deduce the following.
Lemma A.5 ([18]). Let V be a R-irreducible representation of SU(2). Then
dimR V = 4m or 2n− 1, where m,n ≥ 1.
For compact Lie groups H1 and H2, any C-irreducible representation of
H1 ×H2 is given by σ1 ⊗ σ2, where σi is a irreducible C-representation of Hi.
Thus in the same way, we obtain the following.
Lemma A.6. Let V be a R-irreducible representation of SU(2)× SU(2). Then
dimR V =
{
2(k + 1)(l+ 1) when k, l ≥ 0, k + l: odd,
(k + 1)(l + 1) when k, l ≥ 0, k + l: even.
If k = 0 or l = 0, the representation reduces to that of SU(2).
Lemma A.7. Let V be a R-irreducible representation of SU(2)×SU(2)×SU(2).
Then
dimR V =
{
2(k + 1)(l + 1)(m+ 1) when k, l,m ≥ 0, k + l +m: odd,
(k + 1)(l + 1)(m+ 1) when k, l,m ≥ 0, k + l +m: even.
If one of {k, l,m} is equal to 0, the representation reduces to that of SU(2) ×
SU(2). If two of {k, l,m} are equal to 0, the representation reduces to that of
SU(2).
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B Proof of Lemma 4.1
First, we prove the following.
Lemma B.1. Let g ⊂ so(5) be a compact Lie subalgebra with dimR g ≥ 3. Then
g is isomorphic to one of the following Lie algebras:
so(5), so(4), su(2)⊕ R, su(2).
For the proof of Lemma B.1, we need the R-irreducible representations of
compact Lie groups in Appendix A. By Lemma B.1 and its proof, we obtain
Lemma 4.1.
Proof. By the classification of compact Lie algebras, the possible k-dimensional
Lie subalgebra g of so(5), where 3 ≤ k ≤ 10, is isomorphic to one of the following:
so(5) for k = 10,
R⊕ su(3), su(2)3 for k = 9,
su(3), R2 ⊕ su(2)2 for k = 8,
R⊕ su(2)2 for k = 7,
su(2)2 for k = 6,
R2 ⊕ su(2) for k = 5,
R⊕ su(2) for k = 4,
su(2) for k = 3.
We check whether the Lie subalgebras in this list are actually contained in so(5).
First, we show that su(3),R ⊕ su(3) 6⊂ so(5). By Theorem 5.10 of [7], the
dimension of the C-irreducible representation of su(3) is of the form
1
2
(m1 + 1)(m2 + 1)(m1 +m2 + 2),
where mj ∈ Z≥0. Since any representation of the compact Lie algebra su(3)
is completely reducible, we see that su(3) 6⊂ so(5) by Proposition A.4, which
implies that R⊕ su(3) 6⊂ so(5).
Similarly, by Lemma A.7, we see that su(2)3 6⊂ so(5). By Lemma A.6, the
only inclusion su(2)2 →֒ so(5) is the standard inclusion su(2)2 = so(4) →֒ so(5).
We may assume that so(4) =
(
so(4)
0
)
→֒ so(5). Since
{Y ∈ so(5); [X,Y ] = 0 for any X ∈ so(4)} = {0},
we see that R2 ⊕ su(2)2,R⊕ su(2)2 6⊂ so(5).
By Lemma A.5, we have 3 types of inclusions su(2) →֒ so(5) given by
su(2) = so(3) →֒ so(5), (B.1)
su(2) →֒ so(4) →֒ so(5), (B.2)
su(2) →֒ so(5): irreducibly. (B.3)
Note that the basis of su(2) of (B.1) is given by
{(
Ei
O2
)}
i=1,2,3
, where
Ei is defined in (4.3). The basis of su(2) of (B.2) is given by (4.9), and that
of (B.3) is given by (4.11). We easily see that Z := {Y ∈ so(5); [X,Y ] =
0 for any X ∈ su(2)} is spanned by(
O3
J
)
for (B.1), O5 for (B.3),
 I ′−I ′
0

 ,

 −J ′J ′
0

 ,

 J J
0

 for (B.2),
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where J =
( −1
1
)
, I ′ =
(
1
−1
)
and J ′ =
(
1
1
)
.
From these computations, we see that R2 ⊕ su(2) 6⊂ so(5). In fact, for (B.1)
and (B.3), we have dimR Z ≤ 1, which implies that R2⊕su(2) 6⊂ so(5). For (B.2),
we have Z ∼= su(2), which has no nontrivial commutative Lie subalgebras.
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