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Abstract
The existence and concentration behavior of a nodal solution are established for the equation
−ε2∆u + V (x)u = f (u) in Ω,
where Ω is a domain in RN , not necessarily bounded, V is a positive Hölder continuous function
and f ∈ C1(R) is an odd function having subcritical and superlinear growth. Under additional local
condition on V , it is proved that such a solution has just one positive and one negative peaks, which
are located around local minima of V .
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we are concerned with the problem
(Pε)
{−ε2∆u+ V (x)u = f (u) in Ω,
u = 0 on ∂Ω,
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V is a Hölder continuous function satisfying
(V1) V (x) α > 0 for all x ∈RN ,
(V2) there exists a bounded domain Λ compactly contained in Ω such that
V0 = inf
x∈ΛV (x) < infx∈∂ΛV (x),
and f ∈ C1(R) is an odd function satisfying
(f1) f (s) = o(|s|) as s → 0,
(f2) lim|s|→∞ f (s)|s|p = 0 for some 1 < p < N+2N−2 ,
(f3) for some 2 < θ  p + 1 such that
0 < θF(s) sf (s) for all s = 0,
(f4)
(f (s)
s
)′
> 0 ∀s ∈ (0,∞).
Equations of this kind arise in different models. For instance, they are object of spe-
cial physical and mathematical interest to study the standing waves of the nonlinear
Schrödinger equation
(NLS) ih¯
∂Ψ
∂t
= −h¯2∆Ψ + (V (x)+ E)Ψ − f (Ψ ) ∀x ∈RN,
when f (s) = |s|p−1s, 1 < p < N+2
N−2 . A standing wave of (NLS) is a solution of the form
Ψ (x, t) = exp(−iEt/h¯)u(x). In this case, u is a solution of (Pε).
Existence and concentration of positive solutions for the problem (Pε) have been ex-
tensively studied in recent years; see, for example, Floer and Weinstein [7], Oh [11,12],
Rabinowitz [13], Wang [14]. Alves and Souto [1], del Pino and Felmer [6], Alves et al. [2],
and references therein. For the case involving nodal solutions we cite the works of Noussair
and Wei [9,10]. For the case 	 = 1, nodal solutions of general semilinear elliptic equations
with superlinear nonlinearity also were found by Bartsch and Wang in [3,4] and Bartsch et
al. in [5]. In fact, paper [5] is the first treating nodal solutions in unbounded domains.
In this paper, motivated by works [6] and [9], we study the existence and concentration
behavior of nodal solutions for the problem (Pε). Our study complete the results obtained
in [6], in the sense that, similar results prove also hold when it is considered the nodal
solutions.
Our main result for problem (Pε) is the following
Theorem 1.1. Suppose f ∈ C1(R) is an odd function and satisfies (f1)–(f4) and V satis-
fies (V1)–(V2). Then, there exists ε0 > 0 such that problem (Pε) possesses a nodal solution
uε ∈ H 10 (Ω) for every ε ∈ (0, ε0). Moreover, uε possesses just one positive local maxi-
mum point P 1ε (hence global) and one negative local minimum point P 2ε (hence global),
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P iε → xi0, as ε → 0, for i = 1,2 and∣∣uε(x)∣∣M
[
exp
(
−β
∣∣∣∣x − P 1εε
∣∣∣∣
)
+ exp
(
−β
∣∣∣∣x − P 2εε
∣∣∣∣
)]
for certain positive constants β and M .
To prove Theorem 1.1, we first modify the nonlinearity into one more convenient in
order to apply minimization arguments together implicit function theorem to obtain the ex-
istence. In order to show the phenomenon of concentration, we establish an upper estimate
of the energy of the solution obtained and make a careful study of its profile obtaining a
relation between its peaks points, which imply that these points are concentrated around
local minima of V .
2. Preliminaries and notations
In this section, we fix some notations and prove the existence of nodal solution to (Pε).
Throughout this paper, we denote by H the Hilbert space given by
H =
{
u ∈ H 10 (Ω);
∫
Ω
V (x)u2 dx < ∞
}
endowed with inner product
〈u,v〉V =
∫
Ω
(∇u∇v + V (x)uv)dx,
whose associated norm we denote by ‖ · ‖. We recall that the solutions of (Pε) are critical
points of functional Iε :H →R given by
Iε(u) = 12
∫
Ω
(
ε2|∇u|2 + V (x)u2)dx − ∫
Ω
F(u) dx,
where F(u) = ∫ u0 f (s) ds. By (f2), it follows that Iε is well defined and belongs to
C1(H,R).
To establish the existence of nodal solutions, we modify this functional adapting some
arguments explored in [6]. Let θ be a number as given by (f3), and let us choose k > 0
such that k > θ
θ−2 . Let a > 0 the value at which
f (a)
a
= α
k
, where α is as in (V1). Let us set
fˆ (s) =
{
f (s) if |s| a,
α
k
s if |s| > a.
Now, let δ > 0 sufficiently small, and η ∈ C∞([a − δ, a + δ]) satisfying
(1) η(s) fˆ (s) for all s ∈ [a − δ, a + δ],
(2) η(a − δ) = fˆ (a − δ) and η(a + δ) = α (a + δ),k
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k
,
(4) s → η(s)
s
is increasing in [a − δ, a + δ].
Using the functions η and fˆ , we define the function
f˜ (s) =
{
fˆ (s) if s /∈ [a − δ, a + δ] and s  0,
η(s) if s ∈ [a − δ, a + δ].
Considering the odd extension of f˜ , still denoted by f˜ , let us define
g(x, s) = χΛ(x)f (s)+
(
1 − χΛ(x)
)
f˜ (s),
where Λ is a bounded domain as in the assumptions of Theorem 1.1 and χΛ denotes its
characteristic function. It is easy to check that (f1)–(f4) implies that g is a Carathéodory
function, for fixed x ∈ Ω , s → g(x, s) is of class C1 in R, and satisfies the following
conditions:
(g1) g(x, s) = o(|s|) as s → 0, uniformly in x ∈ Ω ,
(g2) there exists 1 < p < N+2N−2 such that
lim|s|→+∞
g(x, s)
|s|p = 0,
(g3) there exists a bounded subset Λ of Ω , int(Λ) = ∅, and 2 < θ < p + 1 such that
(i) 0 < θG(x, s) sg(x, s), x ∈ Λ, s = 0,
(ii) 0 < 2G(x, s) sg(x, s) 1
k
V (x)s2, x ∈ Ω \ Λ, s = 0,
where G(x, s) = ∫ s0 g(x, t) dt ,
(g4) the function s → g(x,s)s is nondecreasing for all x ∈ Ω a.e. and s = 0.
2.1. Existence of ground state nodal solutions
Hereafter we use (Pε)g to denote the following penalized problem:
(Pε)g − ε2∆u+ V (x)u= g(x,u) in Ω, u = 0 on ∂Ω.
Note that if u is a nodal solution of (Pε)g with |u(x)| a − δ for every x ∈ Ω \ Λ, then u
is also a nodal solution to (Pε).
Associated with (Pε)g is the energy functional Jε :H →R defined by
Jε(u) = 12
∫
Ω
(
ε2|∇u|2 + V (x)u2)dx − ∫
Ω
G(x,u) dx.
Define
Mε =
{
u ∈ H ; u± ≡ 0,
∫ (
ε2|∇u±|2 + V (x)|u±|2)dx = ∫ g(x,u±)u± dx
}
Ω Ω
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cε = infMε Jε(u).
It is easy to check that there exists µ> 0 such that∫
Ω
|u±|p+1  µ ∀u ∈Mε. (2.1)
Theorem 2.1. cε is achieved by some uε ∈Mε . Moreover, uε is a nodal solution of (Pε)g .
Proof. It is easy to check that Jε is bounded from below onMε . By Ekeland variational
principal, there exists a minimizing sequence (un) for cε satisfying
Jε(un) cε + 1
n
(2.2)
and
Jε(v) Jε(un)− 1
n
‖v − un‖ ∀v ∈Mε. (2.3)
From (g1)–(g3), for every u ∈Mε ,
Jε(u)
1
2
(
θ − 2
θ
− 1
k
)
‖u‖2  2,
where the last inequality holds due our choice of k. Thus, from (2.2) the sequence (un) is
bounded in H .
Here and in what follows, we denote by uε the weak limit of (un) in H . Now, we will
show that the following limit holds:
J ′ε(un) → 0 as n → ∞. (2.4)
In order to prove (2.4), we introduce for each n the functions h±n :R3 →R, by
h±n (t, s, l) =
∫
Ω
ε2
∣∣∇(un + tϕ + su+n + lu−n )±∣∣2 + V (x)∣∣(un + tϕ + su+n + lu−n )±∣∣2
−
∫
Ω
g
(
x,
(
un + tϕ + su+n + lu−n
)±)(
un + tϕ + su+n + lu−n
)±
.
From the definition of the function g, we have that h±n are of class C1,
h±n (0,0,0)= 0,
∂h+n
∂l
(0,0,0)= 0, ∂h
−
n
∂s
(0,0,0)= 0,
and
∂h+n
∂s
(0,0,0)=
∫
Ω
u+n
(
g
(
x,u+n
)− g′(x,u+n )u+n )dx,
∂h−n
∂l
(0,0,0)=
∫
u−n
(
g
(
x,u−n
)− g′(x,u−n )u−n )dx.
Ω
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∂h+n
∂s
(0,0,0) < 0,
∂h−n
∂l
(0,0,0) < 0.
Therefore, by the implicit function theorem, there are functions sn(t), ln(t) defined and
of class C1 on some interval (−δn, δn), δn > 0, such that sn(0) = 0 = ln(0), and
h±n (t, sn(t), ln(t)) = 0, t ∈ (−δn, δn). Thus, for every t ∈ (−δn, δn), we have
vn = un + tϕ + s(t)u+n + l(t)u−n ∈Mε.
Claim 2.1. The sequences {s′n(0)} and {l′n(0)} are bounded.
In fact,
s′n(0) =
− ∂h+n
∂t
(0,0,0)
∂h+n
∂sn
(0,0,0)
= −2
∫
Ω
(ε2∇u+n ∇ϕ + V (x)u+n ϕ + (g′(x,u+n )u+n + g(u+n ))ϕ)∫
Ω
u+n (g(x,u+n )− u+n g′(x,u+n ))
.
From Fatou’s lemma, we have
lim inf
n→∞
∫
Ω
(
g′
(
x,u+n
)(
u+n
)2 − u+n g(x,u+n ))dx

∫
Ω
(
g′
(
x,u+ε
)(
u+ε
)2 − u+ε g(x,u+ε ))dx  0.
Since ∫
Ω
(
ε2
∣∣∇u+n ∣∣2 +
(
1 − 1
k
)
V (x)
(
u+n
)2)
dx

∫
Λ
g
(
x,u+n
)
u+n dx  C
∫
Λ
u
p+1
n + δ
∫
Λ
u2n,
we have∫
Ω
(
ε2
∣∣∇u+n ∣∣2 +
(
1 − 1
k
)
V (x)
(
u+n
)2)
dx 
∫
Λ
∣∣u+n ∣∣p+1 dx.
Thus u+n does not converge to zero in Lp+1(Λ), otherwise we will obtain that u+n converges
to 0 in H which a contradiction with (2.1). Then, u+ ≡ 0 in Ω . From (f4), it follows that
lim inf
n→∞
∣∣∣∣∂h+n (0,0,0)
∣∣∣∣ C > 0∂sn
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{s′n(0)} is a bounded sequence. By analogous argument, we can show that u−ε ≡ 0 and the
boundedness of {l′n(0)}. Now, from (2.3), we have
Jε
(
un + tϕ + sn(t)u+n + ln(t)u−n
)− Jε(un) −1
n
∥∥tϕ + sn(t)u+n + ln(t)u−n ∥∥,
consequently for all ϕ ∈ H with ‖ϕ‖ 1,
J ′ε(un)ϕ 
−1
n
C − 1
n
∥∥s′n(0)u+n + l′n(0)u−n ∥∥.
From Claim 2.1, we get
J ′ε(un)ϕ 
−1
n
C,
that is∥∥J ′ε(un)∥∥→ 0 as n → ∞.
Now, from Lemma 1.1 in [6], the functional Jε satisfies the Palais–Smale condition on level
cε (denoted (PS)cε , for short). Consequently, we may suppose that (un) has a subsequence,
still denoted by (un), with un → uε , strongly in H . As Jε(un) → cε , we conclude that
Jε(uε) = cε . Finally, by the elliptic regularity arguments, uε is a classical nodal solution of
(Pε)g . Theorem 2.1 is proved. 
2.2. Estimates of the energy
We devote this subsection to establish some properties about the energy of the mini-
mizing function uε obtained in last section. Let w ∈ H 1(RN) be a positive least energy
solution to
−∆w + V0w = f (w), (2.5)
with w(0) = maxx∈RN w(x). That is, w satisfies
cV0 = IV0(w) = inf
v∈H 1(RN)
v =0
sup
τ0
IV0(τv), (2.6)
where IV0 is defined as
IV0(v) =
1
2
∫
RN
(|∇v|2 + V0v2)dx −
∫
RN
F (v) dx. (2.7)
Lemma 2.1. Given ε > 0, the function uε satisfies
lim sup
ε→0
(
ε−NJε(uε)
)
 2cV0 .
Proof. Consider z0 ∈ intΛ with V (z0) = V0. Let r > 0 be such that Br(z0) ⊂ intΛ, and
set Q1,Q2 ∈ ∂Br(z0), with |Q1 − Q2| = 2r . If necessary, take r small enough such that
570 C.O. Alves, S.H.M. Soares / J. Math. Anal. Appl. 296 (2004) 563–577Br/4(Qi) ⊂ Λ for i = 1,2. Taking ψ ∈ C∞(RN), |∇ψ|  C, ψ(x) = 1 if |x|  r4 , and
ψ(x) = 0 if |x| r2 , define
ψi(x) = ψ(x − Qi), i = 1,2.
Thus, supp(ψ1)∩ supp(ψ2) = ∅ and supp(ψi) ⊂ Br/2(Qi) for i = 1,2. Let wi , i = 1,2, be
a positive least energy solution to
−∆w + V (Qi)w = f (w), (2.8)
with wi(0)= maxx∈RN wi(x). That is, wi satisfies
cV (Qi) = IV (Qi)(wi) = inf
v∈H 1(RN)
v =0
sup
τ0
IV (Qi)(τv), (2.9)
where IV (Qi) is defined as
IV (Qi)(v) =
1
2
∫
RN
(|∇v|2 + V (Qi)v2)dx −
∫
RN
F (v) dx. (2.10)
Define
wε,Qi (x) = ψi(x)wi
(
x − Qi
ε
)
, i = 1,2.
Now, from (g1)–(g3), for any ε > 0 there exist tiε > 0, i = 1,2, such that
Jε(tiεwε,Qi ) = max
t>0
Jε(twε,Qi ), i = 1,2.
Since d
dt
Jε(twεQi )|t=tiε = 0, we have that∫
Ω
(
ε2∇(tiεwε,Qi )∇wε,Qi + V (x)tiε (wε,Qi )2
)
dx −
∫
Ω
g(x, tiεwε,Qi )wε,Qi dx = 0.
Thus, after to multiply the equality above by tiε , we have
J ′ε(tiεwε,Qi )tiεwε,Qi = 0, i = 1,2.
Now, considering the function
wε,Q1,Q2 = t1εwε,Q1 − t2εwε,Q2,
as supp(w+ε,Q1,Q2)∩ supp(w−ε,Q1,Q2) = ∅, we have
w+ε,Q1,Q2 = t1εwε,Q1, w−ε,Q1,Q2 = t2εwε,Q2
and
Jε(wε,Q1,Q2) = Jε
(
w+ε,Q1,Q2
)+ Jε(w−ε,Q1,Q2).
Moreover
J ′ε
(
w+ε,Q1,Q2
)
w+ε,Q1,Q2 = 0, J ′ε
(
w−ε,Q1,Q2
)
w−ε,Q1,Q2 = 0,
which implies wε,Q1,Q2 ∈Mε , thus
cε  Jε(wε,Q1,Q2) = Jε
(
w+
)+ Jε(w− ).ε,Q1,Q2 ε,Q1,Q2
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Jε
(
w+ε,Q1,Q2
)
 sup
t>0
Jε(tu) = εN
{
cV (Q1) + o(1)
}
,
Jε
(
w−ε,Q1,Q2
)
 sup
t>0
Jε(tu) = εN
{
cV (Q2) + o(1)
}
,
with o(1)→ 0 as ε → 0. Hence,
lim sup
ε→0
ε−NJε(uε) cV (Q1) + cV (Q2).
Finally, taking r → 0 in the last inequality and using the continuity of the minimax function
µ → cµ (see Theorem 3.21 in [13] or [1]), we have
lim sup
ε→0
ε−NJε(uε) 2cV0 . 
3. Preliminary analysis of uε
In this section, we make a careful study of the profile of uε obtained in Section 2, with
purpose to show the behavior of peaks points of uε .
Lemma 3.1. The points where hold positive local maximum and negative local minimum
of uε are in Λ.
Proof. Let xε be a positive local maximum of uε . Suppose by contradiction that xε ∈
Ω \ Λ. Since ∆uε(xε) 0, using the definition of g, we have
αuε(xε)−ε2∆uε(xε)+ V (xε)uε(xε) = f˜
(
uε(xε)
)
 α
k
uε(xε),
but is impossible thanks to our choice of k. A similar argument implies that every negative
local minimum of uε belong to Λ. 
The next lemma is a crucial step to get the concentration. A version of this result can be
found in [9].
Lemma 3.2. Let a > 0 the number chosen in the definition of g, P 1ε a local maximum of
u+ε and P 2ε a local minimum of u−ε . Then,
(1) uε
(
P 1ε
)
 a and uε
(
P 2ε
)
−a,
(2)
∣∣∣∣P 1ε − P 2εε
∣∣∣∣→ +∞ as ε → 0.
Proof. Since P 1ε ,P 2ε ∈ Λ, from definition of g, we have
ε2∆uε
(
P iε
)= (V (P iε )− f (uε(P iε ))i
)
uε
(
P iε
)
.uε(Pε )
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V
(
P iε
)− f (uε(P iε ))
uε(P iε )
 0 for i = 1,2,
which together with (V1) imply
f (uε(P
i
ε ))
uε(P iε )
 α > 0 for i = 1,2.
Consequently, if |uε(P iε )| a for i = 1,2, we obtain
α
k
=
α
k
uε(P
i
ε )
uε(P iε )
 f (uε(P
i
ε ))
uε(P iε )
 α > 0,
which is a contradiction. Therefore, |uε(P iε )| a for i = 1,2. Item (1) is proved.
To prove item (2), we argue by contradiction assuming that
∣∣P 1ε −P 2ε
ε
∣∣ → β < +∞. We
start our arguments considering the function vε(y) = uε(εy + P 1ε ) which satisfies the sat-
isfies the problem
(P ′ε) − ∆vε + V
(
εy + P 1ε
)
vε = g
(
εy + P 1ε , vε
)
in Ωε, vε = 0 on ∂Ωε,
where Ωε = ε−1{Ω − P 1ε }. Using the properties of function g, it is easy to show that vε is
a critical point of the functional
J (v) = 1
2
∫
Ωε
(|∇v|2 + V (εy +P 1ε )v2)dx −
∫
Ωε
G
(
εy + P 1ε , v
)
dx
and, by a simple change variable, J (vε) = ε−NJε(uε). Consequently, by upper estimate of
Jε(uε), we have for each δ > 0, J (vε) 2cV0 + δ for every ε sufficiently small. Using the
last estimate, the fact that J ′ε(vε)(vε) = 0 and (g3), by straightforward computations we
can proved that vε is bounded in H 1(RN). Thus, from elliptic estimates, we conclude that
vε converges uniformly in C2 sense on compact subsets of RN to a function v ∈ H 1(RN).
Now, the sequence of functions χε(y) ≡ χΛ(εy +P 1ε ) can be assumed to converge weakly
in any Lp on compacts to a function 0 χ  1. Therefore, v satisfies the limiting problem
(PL) − ∆v + V (z¯)v = g¯(z, v) in RN,
where
g¯(z, s) = χ(z)f (s) + (1 − χ(z))f˜ (s) and z¯ = lim
ε→0P
1
ε .
Suppose that β = 0. By item (1) and mean value inequality, we have
2a 
∣∣vε(0)− vε(Zε)∣∣ ∣∣∇vε(Qε)∣∣|Zε|,
where Zε = (P 1ε − P 2ε )/ε and Qε = tεZε for some tε ∈ [0,1]. Using the hypothesis that
β = 0, from convergence on compact sets, it follows that |∇vε(Qε)| is bounded in B1(0)
for small ε, consequently the last inequality does not hold. Therefore β > 0 and P =
limε→0 Zε = 0. To conclude the proof, for each sequence (εn), with εn → 0, taking a
subsequence if necessary, we have P = limn→∞Zεn and vn ≡ vεn converges in the C2
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uεn(P
2
εn
)  −a < 0, it follows that v(0) > 0 and v(P ) < 0, i.e., v is a nodal function.
On the other hand, since the function vn satisfies (P ′ε), with ε = εn, we conclude that v
satisfies the limiting problem (PL). Associated to the equation (PL) we have the functional
J¯ :H 1(RN) →R defined by
J¯ (u) = 1
2
∫
RN
(|∇u|2 + V (z¯)u2)dx − ∫
RN
G¯(z,u) dx, u ∈ H 1(RN),
where G¯(z, s) = ∫ s0 g¯(z, t) dt and z¯ = limn→∞ P 1εn . Then, v is a critical point of J¯ . Thus,
J¯ ′(v)ϕ = 0 for every ϕ ∈ H 1(RN). In particular, J¯ ′(v)v± = 0, which implies v ∈ MV(z¯),
where
MV(z¯) =
{
u ∈ H ; u± ≡ 0,
∫
Ω
(|∇u±|2 + V (z¯)|u±|2)dx = ∫
Ω
g¯(z,u±)u± dx
}
.
We also set Jn(u) ≡ Jεn(u), then
Jn(vn) = Jεn(vn) = ε−Nn Jεn(uεn).
Thus, from upper estimate of Jεn(uεn) and the fact that vn is solution of (P ′ε), with ε = εn,
we have
2cV0  J¯ (v+)+ J¯ (v−). (3.1)
Using the fact that v ∈ MV(z¯), the last inequality implies cV0  cVz¯ . Since V (z¯)  V0
and the function minimax µ → cµ is increasing and continuous function (see [13] or [1]),
we can conclude that V (z¯) = V0. Moreover, by Theorem 4.3 in [15] and the maximum
principle follow J¯ (v±) > cV0 . Therefore,
∣∣P 1ε −P 2ε
ε
∣∣→ ∞ as ε → ∞. 
4. Concentration of uε
We begin this section establishing a important proposition to verify that uε actually
solves (Pε), when ε is sufficiently small, and satisfies the properties announced in Theo-
rem 1.1.
Proposition 4.1. If εn ↓ 0 and zin ∈ Λ¯, i = 1,2, are such that
uεn
(
z1n
)
 b > 0 and uεn
(
z2n
)
−b < 0,
then
lim
n→∞V
(
zin
)= V0, i = 1,2.
Proof. In fact, we argue by contradiction. Assume, passing to a subsequence if necessary,
that zin → z¯i ∈ Λ¯, i = 1,2, with V (z¯1) > V0 and V (z¯2)  V0. As in the last section, we
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to infinite. For i = 1,2, the function vin satisfies the problem
(Pn)i −∆vin + V
(
εnz + zin
)
vin = g
(
εz + zin, vin
)
in Ωin, v
i
n = 0 on ∂Ωin,
where Ωin = ε−N {Ω − zin}. Again, the sequence vin is bounded in H 1(RN), and from
elliptic estimates it can be assumed to converge uniformly on compacts subsets of RN to
a function vi ∈ H 1(RN). Now, the sequence of functions χin(z) ≡ χΛ(εnz + zin) can be
assumed to converge weakly in any Lp on compacts to a function 0 χi  1. Therefore,
vi satisfies the limiting problem
(PL)i − ∆vi + V (z¯i )vi = g¯(z, vi) in RN,
where g¯i(z, s) = χi(z)f (s) + (1 − χi(z))f˜ (s) and z¯i = limn→∞ ziεn . We claim that vi
does not change sign for i = 1,2. More precisely, v1  0 and v2  0. In fact, suppose by
contradiction that v1 changes sign. Let r > 0 be such that v1 changes sign on the closed
ball B[0, r]. Set Q+1,n,Q−1,n ∈ B[0, r] such that(
v1n
)+(
Q+1,n
)= max
z∈B[0,r]
(
v1n
)+
(z) and
(
v1n
)−(
Q−1,n
)= max
z∈B[0,r]
(
v1n
)−
(z).
Now, as v1n converges uniformly on compacts subsets of RN to v1, there exists n0 such that(
v1n
)+(
Q+1,n
)
 C > 0 and − (v1n)−(Q−1,n)−C < 0 ∀n n0,
for some positive constant C. Thus, for n n0,(
v1n
)+(
Q+1,n
)= v1n(Q+1,n)= uεn(εnQ+1,n + z1n)
and
−(v1n)−(Q−1,n)= v1n(Q−1,n)= uεn(εnQ−1,n + z1n).
Considering
P˜+n = εnQ+1,n + z1n and P˜−n = εnQ−1,n + z1n,
it follows that P˜+n and P˜−n are maximum and minimum points of uεn on B[0, r], respec-
tively, with
uεn
(
P˜+n
)
 C and uεn
(
P˜−n
)
−C.
Applying the same arguments employed in Lemma 3.2, we have∣∣∣∣ P˜+n − P˜−nεn
∣∣∣∣→ ∞.
But this is impossible because∣∣∣∣ P˜+n − P˜−nεn
∣∣∣∣= ∣∣Q+1,n − Q−1,n∣∣ 2r.
Hence, as v1n(0) > 0 and v1n → v1 uniformly on compacts subsets of RN , it follows that
v1  0. Moreover, using the weak maximum principle follows that v1 > 0 in RN . A similar
argument implies that v2 < 0 in RN .
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by
J¯i (u) = 12
∫
RN
(|∇u|2 + V (z¯i )u2)dx −
∫
RN
G¯i(z, u) dx, u ∈ H 1(RN),
where G¯i(z, s) =
∫ s
0 g¯i (z, t) dt . Then, v
i is clearly a critical point of J¯i . Also associated to
problem (Pn)i we have the functional
J in(u) =
1
2
∫
Ωin
(|∇u|2 + V (εnz + zin)u2)dx −
∫
Ωin
G¯i
(
εnz + zin, u
)
dx, u ∈ H 1(Ωin),
which satisfies the following equality involving uε and vε :
ε−Nn Jεn(uεn) = ε−Nn
(
Jεn
(
u+εn
)+ Jεn(u−εn))= J 1n ((v1n)+)+ J 2n ((v2n)−).
From Lemma 2.2 in [6], the function vin satisfies the following lower estimate:
lim inf
n→∞ J
1
n
((
v1n
)+) J¯1(v1) and lim inf
n→∞ J
2
n
((
v2n
)−) J¯2(v2).
Consequently,
2cV0  lim sup
n→0
ε−Nn Jεn(uεn) J¯1(v1)+ J¯2(v2).
Recall that we are assuming V (z¯1) > V0 and V (z¯2) V0, we have that J¯ 1(v1) > cV0 and
J¯ 2(v2) cV0 , together the last inequality we get an absurd, and the proof of Proposition 4.1
is complete. 
Corollary 4.1. If m±ε is given by
m±ε = max
z∈∂Λu
±
ε (z),
then
lim
ε→0m
±
ε = 0.
Moreover, for every ε sufficiently small, uε possesses at most one positive local maximum
P 1ε ∈ Λ and one negative local minimum P 2ε ∈ Λ verifying
lim
ε→0V
(
P iε
)= V0 = min
z∈Λ¯
V (z), i = 1,2.
Proof. From Proposition 4.1, we need to prove only that uε possesses at most one pos-
itive local maximum and one negative local minimum in Λ. Suppose by contradiction
that there exist a sequence εn → 0 such that, for instance, possesses two positive lo-
cal maximum z1n, z2n ∈ Λ. Then, from Lemma 3.2, uεn(zin)  a > 0, i = 1,2. Again,
from Lemma 3.1 we have that these sequences stay away from the boundary of Λ. Set
vn(z) = uεn(z1n +εnz). Note 0 and Qn = (z2n − z1n)/εn are two local maximum points of vn.
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itive solution of the equation
−∆v + V0v = f (v) in RN.
Invoking the results due to Gidas et al. [8], the function v has a unique local maximum
at zero which is a nondegenerate global maximum, it is radially symmetric and decay
exponentially. Then, using the fact that {vn} converge to v on BR(0) for all R > 0, we can
conclude that |Qn| → ∞. Employing similar arguments used in [6], we obtain
lim inf
n→∞
(
ε−NJεn
(
u+εn
))
 2cV0 .
Recalling that
lim inf
n→∞
(
ε−Nn Jεn
(
u−εn
))
 cV0,
we have the following inequality:
lim inf
n→∞
(
ε−Nn Jεn(uεn)
)
 lim inf
n→∞
(
ε−Nn Jεn
(
u+εn
))+ lim inf
n→∞
(
ε−Nn Jεn
(
u−εn
))
 3cV0,
which is a contradiction with the estimates proved in the Lemma 2.1. Thus, uε has a unique
positive maximum. Employing similar arguments we can prove the uniqueness of the neg-
ative local minimum of uε . 
5. Proof of Theorem 1.1
Note that to conclude the prove of Theorem 1.1, we need only show that |uε| a − δ
in Ω \Λ, because by Proposition 4.1, there exists ε0 such that for all 0 < ε < ε0,∣∣uε(z)∣∣< a − δ for all z ∈ ∂Λ.
But the above inequality involving uε and Ω \ Λ follows using the same arguments
explored in [6]. Moreover, the arguments explored by explored by Zhu [16] with few mod-
ifications imply
∣∣uε(x)∣∣M
[
exp
(
−β
∣∣∣∣x − P 1εε
∣∣∣∣
)
+ exp
(
−β
∣∣∣∣x − P 2εε
∣∣∣∣
)]
. 
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