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Introduccio´n
El objetivo de esta tesis es estudiar ciertas clases de operadores lineales y aco-
tados definidos sobre un espacio de Hilbert H. En primer lugar, nos dedicaremos a
clases de operadores definidas por medio de propiedades heredadas de la estructura
del espacio de Hilbert. Por ejemplo, isometr´ıas, operadores unitarios, isometr´ıas par-
ciales, como as´ı tambie´n operadores compactos y de clase p-Schatten. En segundo
lugar nos dedicaremos al estudio de clases de operadores definidas por medio de
una estructura ma´s de´bil que la del espacio de Hilbert, a saber, una estructura de
espacio semi-Hilbertiano. Finalmente, veremos co´mo se relacionan estas clases de
operadores definidas bajo distintas estructuras.
Denotemos con L(H) al a´lgebra de operadores lineales y acotados en el espacio
de Hilbert H. Observemos que dada una base ortonormal de H, Ξ = (ξk)k∈N, todo
operador T ∈ L(H) queda un´ıvocamente determinado por la sucesio´n (Tξk)k∈N. A
saber, para todo η =
∞∑
k=1
ckξk ∈ H se tiene que Tη =
∞∑
k=1
ckTξk. Luego, con el objetivo
de estudiar clases de operadores en L(H), surgen naturalmente las dos preguntas
siguientes: Si Ξ = (ξk)k∈N es una base ortonormal de H entonces
1. dada una sucesio´n (ψk)k∈N en H, ¿bajo que´ condiciones existe T ∈ L(H) tal
que (Tξk)k∈N = (ψk)k∈N?
2. Dado un operador T ∈ L(H), ¿co´mo se reflejan las distintas clases de opera-
dores sobre la sucesio´n (Tξk)k∈N?
La respuesta a la primer pregunta la dan las sucesiones de Bessel. Dada una
sucesio´n ψ = (ψk)k∈N en H, se dice que ψ es una sucesio´n de Bessel si existe una
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constante positiva Bψ tal que
∞∑
k=1
|〈ξ, ψk〉|2 ≤ Bψ‖ξ‖2,
para todo ξ ∈ H. Si adema´s existe Aψ > 0 tal que
Aψ‖ξ‖2 ≤
∞∑
k=1
|〈ξ, ψk〉|2,
para todo ξ ∈ H, entonces se dice que ψ es un marco (“frame”, en ingle´s). Deno-
taremos con Bess(H) al conjunto de las sucesiones de Bessel de H. En el cap´ıtulo
2 probamos que, independientemente de la base ortonormal Ξ, existe T ∈ L(H) tal
que (ψk)k∈N = (Tξk)k∈N si y so´lo si (ψk)k∈N es una sucesio´n de Bessel. Dicho de
otro modo, T ∈ L(H) si y so´lo si (Tξk)k∈N es una sucesio´n de Bessel. Ma´s au´n, la
aplicacio´n
αΞ : L(H)→ Bess(H) tal que αΞ(T ) = (Tξk)k∈N,
es biyectiva. Es decir que, fijada una base ortonormal de H, todo operador de L(H)
queda un´ıvocamente determinado por una sucesio´n de Bessel. La segunda pregunta
se traduce en la posibilidad de caracterizar distintas clases de operadores de acuerdo
con la sucesio´n de Bessel asociada. Puesto que deseamos que dicha caracterizacio´n
sea independiente de la base ortonormal con la que se haya definido la sucesio´n, la
clase de operadores sobre la cual tiene sentido la pregunta queda bastante limitada. A
saber, so´lo aquellas clases que resulten invariantes a derecha por operadores unitarios
podra´n ser caracterizadas. Recordemos que los operadores unitarios se caracterizan
por preservar bases ortonormales. A pesar de que esta condicio´n sobre las clases de
operadores que pueden ser caracterizadas es muy restrictiva, existen varias clases que
la cumplen. Por ejemplo, los operadores suryectivos, unitarios, isometr´ıas, isometr´ıas
parciales, entre otros, verifican esta condicio´n. En particular, las isometr´ıas parcia-
les sera´n de especial intere´s en esta tesis puesto que presentan diversas aplicaciones
dentro de la teor´ıa de operadores. Por ejemplo, juegan un rol fundamental en la des-
composicio´n polar de operadores. Adema´s, varias clases como isometr´ıas, operadores
unitarios y proyecciones ortogonales son, en particular, isometr´ıas parciales. En la
seccio´n 2.2 presentamos la caracterizacio´n de las isometr´ıas parciales de acuerdo a
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nes conocidas. Por ejemplo, es bien sabido que T ∈ L(H) es suryectivo si y so´lo si
αΞ(T ) = (Tξk)k∈N es un marco. Dentro del conjunto de clases de operadores que
resultan invariantes a derecha por unitarios se encuentran las clases de operadores
compactos y de operadores de clase p-Schatten, desde ahora denotadas con S∞(H)
y Sp(H) respectivamente. Nuestro objetivo en la u´ltima seccio´n del cap´ıtulo 2 es
caracterizar estas clases de operadores. Recordemos que todo operador compacto T
es, en cierto sentido, “diagonalizable”. Ma´s precisamente, T =
∑
n λn(T ) 〈φn, .〉 νn,
para algu´n par de conjuntos ortonormales (φn), (νn) y una sucesio´n decreciente a
0 de nu´meros no negativos (λn)n∈N ∈ c0 = {(cn)n∈N : cn → 0}. Se dice que T
pertenece a la clase p-Schatten (1 ≤ p) si (λn) ∈ lp = {(cn)n∈N :
∑∞
n=1 |cn|p < ∞}.
En la Proposicio´n 2.3.2 probamos que
αE(S∞(H)) = {ψ ∈ Bess(H) : (BψN )N∈N ∈ c0 donde ψN = (ψk)k>N}.
Finalmente, en la Proposicio´n 2.3.8 caracterizamos αΞ(Sp(H)), para 1 ≤ p.
En el cap´ıtulo 3, nos dedicamos al estudio de una clase de operadores ma´s amplia
que la de los operadores p-Schatten. A saber, los operadores de la forma
Mm(ψk)(φk) =
∑
n
mn 〈φn, .〉ψn,
donde (φn), (ψn) son sucesiones de Bessel y m ∈ l∞ = {(cn)n∈N : existe M >
0 tal que |cn| < M para todo n ∈ N}. Dicho operador se llama multiplicador
de Bessel de las sucesiones de Bessel (φn), (ψn). La sucesio´n m = (mk) se llama el
s´ımbolo del multiplicador. Esta clase de operadores fue definida por P. Balasz en [7] y
surge como una extensio´n de los multiplicadores de Gabor, para sucesiones de Bessel.
Se recomienda consultar [26], para un estudio sobre multiplicadores de Gabor. Los
mutiplicadores de Bessel presentan distintas aplicaciones. Por ejemplo, P. Balasz en
[8] los usa para resolver un problema de aproximacio´n de matrices. En la primer parte
de este cap´ıtulo estudiamos el operadorMm(ψk)(φk) bajo distintas condiciones sobre el
s´ımbolo. Ma´s precisamente, P. Balasz en [7] probo´ que si m ∈ c0 entoncesMm(ψk)(φk)
es compacto y si m ∈ l1 (resp. l2) entoncesMm(ψk)(φk) pertenece a la clase 1-Schatten
(resp. 2-Schatten). Nosotros completamos este resultado probando que si m ∈ lp
para p ≥ 1 entonces Mm(ψk)(φk) pertenece a la clase p-Schatten (ver Proposicio´n
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3.1.3). Tambie´n presentamos resultados referidos a la continuidad del multiplicador
respecto de las sucesiones de Bessel y el s´ımbolo. En la segunda parte del cap´ıtulo,
extendemos el concepto de multiplicador de Bessel para sucesiones de Bessel de
fusio´n. La nocio´n de sucesio´n de Bessel de fusio´n introducida por P.G. Casazza y G.
Kutyniok en [14] extiende la nocio´n de sucesio´n de Bessel y es, actualmente, un a´rea
de gran intere´s puesto que presenta importantes aplicaciones (ver [11], [43]). Dada
una familia {(Wi, ωi)}i∈I donde I denota un conjunto finito o numerable,Wi, i ∈ I,
son subespacios cerrados de H y ωi > 0 para todo i ∈ I, se dice que {(Wi, ωi)}i∈I
es una sucesio´n de Bessel de fusio´n si existe una constante B > 0 tal que∑
i∈I
ω2i ‖PWiξ‖2 ≤ B‖ξ‖2,
para todo ξ ∈ H, donde PWi denota la proyeccio´n ortogonal sobre el subespacioWi.
Si adema´s existe una constante A > 0 tal que
A‖ξ‖2 ≤
∑
i∈I
ω2i ‖PWiξ‖2,
para todo ξ ∈ H entonces {(Wi, ωi)}i∈I se llama marco de fusio´n. Se recomienda
consultar [14],[15], [44] y sus referencias, por un estudio teo´rico de las sucesiones de
Bessel de fusio´n. Dadas W = (Wi, ωi)i∈I y V = (Vi, υi)i∈I dos sucesiones de Bessel
de fusio´n definidas sobre el mismo espacio de Hilbert, H, y m ∈ l∞ definimos como
el multiplicador de Bessel de fusio´n de las sucesiones W y V al operador
SmVW : H → H definido por SmVW(ξ) =
∑
i∈I miυiωiPViPWiξ.
Dicho operador resulta acotado y estudiamos sus propiedades de acuerdo con si el
s´ımbolo m pertenece a c0 o l
p (ver Proposicio´n 3.2.4). A diferencia de los resulta-
dos obtenidos para los multiplicadores de Bessel, son necesarias hipo´tesis extras,
referidas a las dimensiones de los subespacios Wi, con el fin de obtener conclusio-
nes similares. Asimismo, presentamos ejemplos que ilustran la necesidad de estas
hipo´tesis. Finalmente, estudiamos el caso m = (1, 1, 1...), el cual fue analizado, pero
en otro contexto, en [28]. Nosotros estudiamos bajo que´ condiciones SmVW resulta
compacto o pertenece a la clase p-Schatten (Proposicio´n 3.2.8).
Hasta ahora nos hemos dedicado al estudio de distintas clases de operadores en
L(H) bajo la estructura de H. En el cap´ıtulo 4, nuestro objetivo es estudiar clases de
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operadores en L(H) que resulten isome´tricos, unitarios o parcialmente isome´tricos
con respecto a un semi-producto interno adicional en el espacio de Hilbert. Ma´s
precisamente, consideramos el semi-producto interno inducido por A ∈ L(H)+ =
{T ∈ L(H) : 〈Tξ, ξ〉 ≥ 0 ∀ξ ∈ H} dado por
〈ξ, η〉A = 〈Aξ, η〉 , para todo ξ, η ∈ H.
Llamamos espacio semi-Hilbertiano a (H, 〈 , 〉A). En principio, vale la pena notar
que, salvo que A resulte inversible, no todo operador T ∈ L(H) admite un operador
adjunto respecto a 〈 , 〉A. En efecto, W ∈ L(H) sera´ un adjunto de T respecto
a 〈 , 〉A (lo llamaremos A-adjunto) si 〈Tξ, η〉A = 〈ξ,Wη〉A para todo ξ, η ∈ H o,
equivalentemente, si AW = T ∗A. En lo que sigue denotaremos
LA(H) = {T ∈ L(H) : T admite A-adjunto}.
Observemos que T ∈ LA(H) si y so´lo si la ecuacio´n AX = T ∗A tiene solucio´n. Ma´s
au´n, las soluciones de dicha ecuacio´n son A-adjuntos de T. En el estudio de este
tipo de ecuaciones de operadores juega un rol importante el teorema de inclusio´n de
rangos de R. G. Douglas [25]. Brevemente, el teorema de Douglas dice que la ecuacio´n
BX = C con B,C operadores lineales y acotados, tiene una solucio´n lineal y acotada
D si y so´lo si R(C) ⊆ R(B); adema´s, entre sus soluciones existe so´lo una que verifica
R(D) ⊆ R(B∗) a la cual se llama solucio´n reducida. Por lo tanto, dado T ∈ LA(H)
distinguimos por T ] al A-adjunto de T que resulta ser la solucio´n reducida de la
ecuacio´n AX = T ∗A. Dicho operador T ] presenta propiedades similares, pero no
ide´nticas, al adjunto T ∗. En la primera seccio´n del cap´ıtulo 4, estudiamos distintas
propiedades de T ]. Dentro de LA(H), los operadores T que son autoadjuntos respecto
a 〈 , 〉A, es decir AT = T ∗A, se llaman “simetrizables” (con respecto a A) o A-
autoadjuntos. Vale la pena destacar que, en general, que T sea A-autoadjunto no
es equivalente a T = T ]. Los operadores simetrizables han sido estudiados desde
mediados del siglo XX. Recomendamos consultar el trabajo de M. G. Krein [35],
y adema´s los art´ıculos de A. C. Zaanen [55], W. T. Reid [42], J. Dieudonne´ [24],
P. Lax [36], y los libros de Zaanen [56] y Istra˘tescu [33]. En particular, a lo largo
de esta tesis, trabajaremos con proyecciones A-autoadjuntas. Notemos que dado
un subespacio cerrado S de H y Q ∈ L(H) una proyeccio´n con rango S entonces
A = Q∗Q + (I − Q∗)(I − Q) ∈ L(H)+ (ma´s au´n, A es inversible) y Q resulta
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A-autoadjunto. Sin embargo, fijado el subespacio cerrado S y el operador positivo
A, no siempre existe una proyeccio´n A-autoadjunta con rango S. Corach et al. [19]
denominan a un par (A,S) compatible si existe una proyeccio´n con tales propiedades.
Tanto en [19] como en los trabajos posteriores [20], [21] y [22], se estudian distintas
condiciones para la compatibilidad de un par dado.
As´ı como no todo operador en L(H) admite A-adjunto tampoco, en general, todo
operador resulta acotado respecto a la semi-norma ‖ ‖A =
√〈 , 〉A. Denotaremos
con
LA1/2(H) = {T ∈ L(H) : ∃ c > 0, ‖Tξ‖A ≤ c‖ξ‖A ∀ξ ∈ H},
y llamaremos A-operadores a los operadores de LA1/2(H). Un resultado reciente de
S. Hassi, Z. Sebestye´n y H. de Snoo [32] implica que LA(H) ⊆ LA1/2(H). Es decir,
todo operador que admite A-adjunto resulta acotado respecto de ‖ ‖A. En lo que
resta del cap´ıtulo 4, nos dedicamos al estudio de distintas clases de operadores sobre
el espacio semi-Hilbertiano (H, 〈 , 〉A).
En primer lugar, estudiamos las contracciones respecto a 〈 , 〉A . Dado T ∈ L(H)
se dice que T es una A-contraccio´n si ‖Tξ‖A ≤ ‖ξ‖A para todo ξ ∈ H. Si ‖Tξ‖A =
‖ξ‖A para todo ξ ∈ H entonces se dice que T es una A-isometr´ıa. Equivalentemen-
te se define que T es una A-contraccio´n (resp. A-isometr´ıa) si T ∗AT ≤ A (resp.
T ∗AT = A). Las A-contracciones han sido estudiadas en diversos trabajos. Cabe
citar los siguientes trabajos de L. Suciu [51],[52] y [53] donde se estudian distintas
propiedades ergo´dicas y de descomposicio´n del espacio asociadas a A-contracciones.
Por ejemplo, en [51] se prueba que si T es una A-contraccio´n entonces H admite
la descomposicio´n ortogonal H = R(A− AT ) ⊕ N(A − AT ), donde N(A − AT )
denota el espacio nulo y R(A − AT ) el rango del operador A − AT . Nosotros nos
concentramos en las A-isometr´ıas. En primer lugar, en la Proposicio´n 4.2.6 caracte-
rizamos a las A-isometr´ıas por medio de isometr´ıas parciales. En segundo lugar, en
la Proposicio´n 4.2.9, caracterizamos a las A-isometr´ıas que admiten A-adjunto por
medio de proyecciones A-autoadjuntas. Asimismo, en la Proposicio´n 4.2.13 estudia-
mos la representacio´n matricial de las A-isometr´ıas inducida por la descomposicio´n
H = R(A)⊕N(A) cuando R(A) es cerrado.
Nuestro segundo objetivo es estudiar operadores unitarios respecto a 〈 , 〉A .
Puesto que U ∈ L(H) es unitario si y so´lo si U y U∗ son isometr´ıas entonces diremos
que U ∈ LA(H) es un operador A-unitario si U y U ] son A-isometr´ıas. Esta clase
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de operadores ya no resultan inversibles, pero preservan varias propiedades me´tricas
de los operadores unitarios cla´sicos. Por ejemplo, en la Proposicio´n 4.3.5 probamos
que si T ∈ LA1/2(H) y U, V ∈ LA(H) son A-unitarios entonces ‖T‖A = ‖UTV ]‖A
donde ‖T‖A := sup
ξ /∈N(A)
‖Tξ‖A
‖ξ‖A <∞.
Finalmente nos dedicamos a extender el concepto de isometr´ıa parcial para 〈 , 〉A
y estudiar sus propiedades. Diremos que T ∈ L(H) es una A-isometr´ıa parcial si
‖Tξ‖A = ‖ξ‖A para todo ξ ∈ N(AT )⊥A ,
donde N(AT )⊥A = {η ∈ H : 〈η, ν〉A = 0 ∀ν ∈ N(AT )}. Claramente, las I-
isometr´ıas parciales, donde I denota el operador identidad, coinciden con las iso-
metr´ıas parciales. Esta definicio´n permite, en el caso que la A-isometr´ıa parcial admi-
ta A-adjunto, obtener propiedades similares a las que verifican las isometr´ıas parcia-
les cla´sicas. Por ejemplo, en la Proposicio´n 4.4.6 probamos que dado T ∈ LA(H), T
es una A-isometr´ıa parcial si y so´lo si T ]T es una proyeccio´n A-autoadjunta. Adema´s,
en el Teorema 4.4.10 brindamos la representacio´n matricial de las A-isometr´ıas par-
ciales inducida por la descomposicio´n H = R(A) ⊕ N(A) cuando R(A) es cerrado.
Dicha representacio´n queda dependiente de cierta proyeccio´n simetrizable. Por u´lti-
mo, extendemos para A-isometr´ıas parciales un resultado de M. Mbekhta [37] que
permite caracterizar isometr´ıas parciales dentro de las contracciones. Ma´s precisa-
mente, M. Mbekhta prueba que dentro de las contracciones, las isometr´ıas parciales
se caracterizan por ser las de mo´dulo mı´nimo reducido mayor o igual a 1. Nosotros
definimos el A-mo´dulo mı´nimo reducido de un operador T ∈ L(H), el cual resulta
una extensio´n natural del concepto cla´sico, del siguiente modo
γA(T ) = inf
{‖Tξ‖A : ξ ∈ N(AT )⊥A y ‖ξ‖A = 1} .
En la Proposicio´n 4.5.6 establecemos cierta relacio´n entre el A-mo´dulo minimo re-
ducido y el modulo mı´nimo reducido. Finalmente, en el Teorema 4.5.7 obtenemos
un resultado similar al de Mbekhta para A-isometr´ıas parciales.
As´ı como todo operador A ∈ L(H)+ induce un semi-producto interno, tambie´n
induce un espacio de Hilbert. A saber, el semi-producto interno 〈 , 〉A define en
el cociente H/N(A) un producto interno que no es completo, salvo que R(A) sea
cerrado. Una construccio´n cano´nica debida a de Branges y Rovnyak [12], [13] prueba
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que la completacio´n de H/N(A) es isome´tricamente isomorfa al rango de la ra´ız
cuadrada positiva de A, R(A1/2), con el producto interno definido por
(A1/2ξ, A1/2η) := 〈Pξ, Pη〉 ,
donde P denota la proyeccio´n ortogonal sobre la clausura de R(A) en H. Denotare-
mos con
R(A1/2) = (R(A1/2), ( , )),
a dicho espacio de Hilbert. Cabe destacar que R(A1/2) resulta ser un espacio de
Hilbert inducido por A bajo la definicio´n de Cojuhari y Gheondea dada en [17].
Los libros de T. Ando [1] y D. Sarason [45] y una serie de publicaciones de Z.
Sebestye´n [46], [47], [48], y Z. Sebestye´n y J. Stochel [49] son excelentes fuentes para
esta construccio´n. El cap´ıtulo 5 esta´ dedicado a explorar la relacio´n entre las clases
de operadores sobre (H, 〈 , 〉A) estudiadas en el cap´ıtulo anterior y clases similares
en L(R(A1/2)). Con este fin comenzamos el cap´ıtulo estudiando en ma´s detalle el
a´lgebra L(R(A1/2)). En primer lugar, en la Proposicio´n 5.1.2 brindamos condiciones
necesarias y suficientes sobre un operador lineal T˜ : R(A1/2) → R(A1/2) para que
resulte acotado bajo la norma ‖ ‖R(A1/2). En segundo lugar, en el Teorema 5.1.3
extendemos, en nuestro contexto, el siguiente resultado probado en 1937 por M. G.
Krein [35] (y, ma´s tarde e independientemente, por P. Lax [36]): Consideremos un
espacio con producto interno L con una norma adicional ‖ ‖B bajo la cual resulta
un espacio de Banach, y sea T : L → L un operador lineal tal que 〈Tξ, η〉 = 〈ξ, Tη〉
para todo ξ, η ∈ L. Krein y Lax probaron que si T es ‖ ‖B-acotado entonces T es
‖ ‖L-acotado. Nuestra extensio´n es la siguiente: Si L = R(A1/2) y T : L → L es
un operador lineal tal que admite un 〈 , 〉-adjunto entonces T es ‖ ‖H-acotado si
T es ‖ ‖R(A1/2)-acotado. En la segunda seccio´n del cap´ıtulo, relacionamos L(H) con
L(R(A1/2)) de modo de preservar propiedades me´tricas inducidas por la estructura
semi-Hilbertiana. Para esto, siguiendo la notacio´n introducida por Z. Sebestye´n y
J. Stochel en [49], presentamos el operador WA : H → R(A1/2) definido por ξ 7→
Aξ. Este operador verifica que ‖WAξ‖R(A1/2) = ‖ξ‖A para todo ξ ∈ H, que es
una propiedad fundamental para el objetivo de preservar propiedades me´tricas al
trasladar operadores de L(H) a operadores de L(R(A1/2)). Asimismo, definimos,
en un sentido ma´s amplio, cierto operador adjunto de WA, W
]
A el cual verifica que
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‖W ]Aξ‖R(A1/2) = ‖ξ‖A para todo ξ ∈ D(W ]A) ⊆ R(A1/2). A partir de estos operadores,
vemos que las siguientes aplicaciones quedan bien definidas:
α : LA1/2(H) −→ L(R(A1/2)), T 7−→ WATW ]A,
donde la l´ınea superior denota la extensio´n continua y
β : L˜(R(A1/2)) −→ LA1/2(H), T˜ 7−→ W ]AT˜WA,
donde L˜(R(A1/2)) := {T˜ ∈ L(R(A1/2)) : T˜ (R(A)) ⊆ R(A)}. Por medio de estas
aplicaciones que relacionan A-operadores con operadores de L(R(A1/2)) demostra-
mos que las clases de A-operadores estudiadas en el cap´ıtulo anterior se corresponden
con clases similares en L(R(A1/2)) (ver Teorema 5.3.3). Es decir, por ejemplo, proba-
mos que α(IA(H)) = I˜(R(A1/2)), donde IA(H) denota el conjunto de A-isometr´ıas
de L(H) e I˜(R(A1/2)) el conjunto de isometr´ıas de L(R(A1/2)) tal que dejan inva-
riante R(A).
Parte de los resultados presentados en esta tesis se encuentran publicados en [2],
[3], [4] y [5].
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Cap´ıtulo 1
Preliminares
A lo largo de esta tesisH yHi, con i ∈ N, denotara´n espacios de Hilbert complejos
y separables con producto interno denotado por 〈 , 〉 y norma dada por ‖ξ‖ =√〈ξ, ξ〉 para todo ξ ∈ H. Dado un subespacio S de H, denotaremos al complemento
ortogonal de S con S⊥, i.e., S⊥ = {ξ ∈ H : 〈ξ, η〉 = 0 ∀η ∈ S}. Si S, T son
subespacios cerrados de H entonces S + T denotara´ el subespacio suma de S con
T . Si adema´s S ∩ T = {0} entonces denotaremos S .+ T y si S = T ⊥ denotaremos
S ⊕ T .
1.1. Operadores lineales y acotados sobre un espacio de Hil-
bert
1.1.1. Nociones ba´sicas
Dada una aplicacio´n lineal T : Hi → Hj se dice que T es un operador acotado si
existe c > 0 tal que ‖Tξ‖ ≤ c‖ξ‖ para todo ξ ∈ Hi y, en tal caso, se define la norma de
T por ‖T‖ = sup
ξ 6=0
‖Tξ‖
‖ξ‖ <∞. Denotaremos con L(Hi,Hj) al espacio de los operadores
lineales y acotados definidos sobre Hi y con imagen en Hj. El a´lgebra L(H,H)
sera´ abreviado por L(H). El operador identidad sobre H lo denotaremos con idH (o
simplemente id), I o´ 1 indistintamente. Adema´s, dado T ∈ L(Hi,Hj) denotaremos
con T ∗ a su operador adjunto, i.e., T ∗ ∈ L(Hj,Hi) verifica que 〈Tξ, η〉 = 〈ξ, T ∗η〉
para todo ξ ∈ Hi, η ∈ Hj. Dicho operador cumple que ‖T‖ = ‖T ∗‖.
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Asimismo, dado T ∈ L(Hi,Hj) distinguiremos los siguientes subespacios asocia-
dos a T :
N(T ) = {ξ ∈ Hi : Tξ = 0}, espacio nulo o nu´cleo de T ;
R(T ) = {Tξ : ξ ∈ Hi}, rango o imagen de T .
Recordemos que dado T ∈ L(Hi,Hj) se dice que:
T es inyectivo si N(T ) = {0}.
T es de rango cerrado si R(T ) es cerrado. Si R(T ) = Hj entonces T es
suryectivo.
T es inversible si T es inyectivo y suryectivo. En tal caso, existe T−1 ∈
L(Hj,Hi) tal que TT−1 = idHi y T−1T = idHj .
T es una isometr´ıa si ‖Tξ‖ = ‖ξ‖ para todo ξ ∈ H o, equivalentemente, si
T ∗T = id.
T es una co-isometr´ıa si T ∗ es una isometr´ıa.
T es unitario si T es inversible y T−1 = T ∗.
T es una isometr´ıa parcial si ‖Tξ‖ = ‖ξ‖ para todo ξ ∈ N(T )⊥.
Notacio´n 1.1.1. Denotaremos I(Hi,Hj) = {T ∈ L(Hi,Hj) : T es inyectivo},
CR(Hi,Hj) = {T ∈ L(Hi,Hj) : T es de rango cerrado}, E(Hi,Hj) = {T ∈ L(Hi,Hj) :
T es suryectivo}}, Gl(Hi,Hj) = {T ∈ L(Hi,Hj) : T es inversible}, I(Hi,Hj) =
{T ∈ L(Hi,Hj) : T es isometr´ıa}, E0(Hi,Hj) = {T ∈ L(Hi,Hj) : T es co-isometr´ıa}},
U(Hi,Hj) = {T ∈ L(Hi,Hj) : T es unitario} y J (Hi,Hj) = {T ∈ L(Hi,Hj) :
T es una isometr´ıa parcial}. Cuando no quepa lugar a confusio´n omitiremos los es-
pacios de Hilbert Hi,Hj.
Adema´s, si T ∈ L(H) entonces se dice que
T es proyeccio´n si T 2 = T.
T es autoadjunto si T ∗ = T.
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T es proyeccio´n ortogonal si T es una proyeccio´n autoadjunta.
T es positivo si 〈Tξ, ξ〉 ≥ 0 para todo ξ ∈ H. Los operadores positivos son,
en particular, autoadjuntos.
Notacio´n 1.1.2. Denotaremos Q(H) = {T ∈ L(H) : T es proyeccio´n} y dado
un subespacio cerrado S de H QS(H) = {T ∈ Q(H) : R(T ) = S}. La proyeccio´n
ortogonal con rango S sera´ denotada con PS . Asimismo, denotaremos Ls(H) = {T ∈
L(H) : T es autoadjunto} y L(H)+ = {T ∈ L(H) : T es positivo}.
Si S es un subespacio cerrados de H entonces S ⊕ S⊥ = H. Luego, bajo es-
ta descomposicio´n del espacio, todo operador T ∈ L(H) puede ser representado
matricialmente como
T =
(
t11 t12
t21 t22
)
, (1.1.1)
donde t11 = PSTPS , t12 = PSTPS⊥ , t21 = PS⊥TPS , y t22 = PS⊥TPS⊥ . Observemos
que dado Q ∈ QS , Q =
(
1 x
0 0
)
para algu´n x ∈ L(S⊥,S). En particular, PS =(
1 0
0 0
)
.
1.1.2. Clase p-Schatten de operadores
En esta seccio´n introducimos la clase p-Schatten de operadores y presentamos sus
propiedades ma´s fundamentales. Para un estudio ma´s detallado de estas clases de
operadores se recomienda leer [27] o´ [50]. Dado que los operadores pertenecientes a
una clase p-Schatten son, en particular, operadores compactos entonces empezamos
recordando el concepto de operador compacto y algunas de sus propiedades.
Definicio´n 1.1.3. Dado T ∈ L(H1,H2) se dice que T es compacto si para to-
da sucesio´n acotada (ξn)n∈N de H1, (Tξn)n∈N tiene una subsucesio´n convergente.
Denotaremos S∞(H1,H2) al conjunto de los operadores compactos de L(H1,H2).
Observacio´n 1.1.4. Si T ∈ S∞(H1,H2) entonces WTG ∈ S∞(H4,H3) para todo
W ∈ L(H2,H3), G ∈ L(H4,H1).
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A continuacio´n presentamos algunas condiciones equivalentes a la definicio´n de
operador compacto. Por su demostracio´n se sugiere consultar [18] o´ [41].
Proposicio´n 1.1.5. Sea T ∈ L(H1,H2). Las siguientes condiciones son equivalen-
tes:
1. T es compacto;
2. T ∗ es compacto;
3. existen operadores de rango finito, (Tn)n∈N, tal que ‖Tn − T‖ −→
N→∞
0;
4. PNT −→
N→∞
T para toda base ortonormal de H2, (ξn)n∈N, y PN = Pgen{ξ1...ξN};
5. ‖ Tξn‖ −→
n→∞
0 para toda sucesio´n ortonormal (ξn)n∈N en H1.
Una de las propiedades ma´s importantes de los operadores compactos es que,
en cierto sentido, son “diagonalizables”. Este resultado conocido como el “Teorema
de la representacio´n cano´nica de los operadores compactos” equivale en dimensio´n
finita a la descomposicio´n en valores singulares. Con el fin de presentar este resultado
recordemos primero algunos conceptos.
Definicio´n 1.1.6. Sea T ∈ L(H).
1. Se llama conjunto resolvente de T al conjunto de todos los valores λ ∈ C
tal que λI − T admite inversa acotada, y lo denotaremos ρ(T ).
2. Si λ /∈ ρ(T ) entonces se dice que λ esta´ en el espectro de T que denotaremos
σ(T ).
3. Dado λ ∈ σ(T ) se dice que λ es un autovalor de T si existe 0 6= ξ ∈ H tal
que Tξ = λξ. En tal caso, ξ es un autovector de T asociado a λ.
A continuacio´n presentamos el “ Teorema de la representacio´n cano´nica de los
operadores compactos”, para su demostracio´n se recomienda consultar [41] u otros.
Teorema 1.1.7. Dado T ∈ S∞(H1,H2) existen conjuntos ortonormales (φn)n∈N
y (ψn)n∈N en H1,H2 respectivamente y valores reales (λn)n∈N ordenados en forma
decreciente con λn(T )→ 0 tal que
T =
∑
n
λn(T ) 〈φn, .〉ψn. (1.1.2)
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La serie converge en norma. Los valores λn(T ) se llaman valores singulares de T.
El siguiente lema nos resultara´ u´til en los cap´ıtulos siguientes.
Lema 1.1.8. Sea T ∈ L(H1,H2) un operador compacto. Entonces,
λn(T ) = inf {‖T −B‖ : B ∈ L(H1,H2) y dim R(B) ≤ n− 1} .
Previamente a introducir la nocio´n de clase p-Schatten de operadores incorpore-
mos algo de notacio´n.
Notacio´n 1.1.9. Denotaremos:
1. c0 = {(cn)n∈N : cn → 0}.
2. Dado 1 ≤ p < ∞, lp = {(cn)n∈N :
∑∞
n=1 |cn|p < ∞}. Dada c = (cn)n∈N ∈ lp,
‖c‖p = (
∑p
n=1 |cn|p)1/p define una norma sobre lp.
3. l∞ = {(cn)n∈N : existe M > 0 tal que |cn| < M para todo n ∈ N}.
Ahora s´ı estamos en condiciones de introducir las clases de operadores p-Schatten.
Definicio´n 1.1.10. Sea T ∈ S∞(H1,H2) y (λn(T ))n∈N la sucesio´n de valores sin-
gulares de T . Dado 1 ≤ p <∞, se dice que T pertenece a la clase de operadores
p-Schatten, T ∈ Sp(H1,H2), si (λn)n∈N ∈ lp.
En la siguiente proposicio´n presentamos algunas propiedades de Sp(H1,H2).
Para ma´s detalles en el tema se recomienda consultar [27], [38] o´ [54].
Proposicio´n 1.1.11. Sea 1 ≤ p <∞. Luego,
1. Sp(H1,H2) es un espacio de Banach con la norma ‖T‖p = ‖(λn)n∈N‖p.
2. Si T ∈ Sp(H1,H2), S ∈ L(H3,H1) y V ∈ L(H2,H4) entonces V TS ∈
Sp(H3,H4). Adema´s, ‖V TS‖p ≤ ‖V ‖‖T‖p‖S‖.
3. T ∈ Sp(H1,H2) si y so´lo si T ∗ ∈ Sp(H2,H1).
4. T ∈ Sp(H1,H2) si y so´lo si (〈Tξn, ηn〉)n∈N ∈ lp para todo par de sucesiones
ortonormales (ξn)n∈N y (ηn)n∈N de H1 y H2 respectivamente.
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5. Si 1 ≤ p < q <∞ entonces valen las siguientes inclusiones:
RF (H1,H2) ⊆ Sp(H1,H2) ⊆ Sq(H1,H2) ⊆ S∞(H1,H2),
donde RF (H1,H2) denota el conjunto de operadores lineales y acotados con
rango finito.
6. Dada (ξk)k∈N una base ortonormal de H1 y T ∈ L(H1,H2)se tiene que:
a) Si 1 ≤ p ≤ 2 y (‖Tξk‖)k∈N ∈ lp entonces T ∈ Sp(H1,H2).
b) Si 2 ≤ p <∞ y T ∈ Sp(H1,H2) entonces (‖Tξk‖)k∈N ∈ lp.
1.1.3. Inversa generalizada de Moore-Penrose y factorizacio´n de Douglas
Dado dos operadores A ∈ L(H1,H2) y B ∈ L(H3,H2) nos interesara´, en los
cap´ıtulos siguientes, hallar C ∈ L(H3,H1) tal que AC = B. Este tipo de ecuaciones
(AX = B), llamadas ecuaciones de tipo Douglas, no tienen solucio´n para todo par
de operadores A,B. En principio, es claramente necesario que R(B) ⊆ R(A) para
que exista dicho operador C. En el siguiente teorema de R. G. Douglas [25], se
observa que la condicio´n R(B) ⊆ R(A) no so´lo es necesaria, sino tambie´n suficiente.
Asimismo, el pro´ximo resultado brinda una tercera condicio´n equivalente para la
existencia de solucio´n que nos resultara´ tambie´n u´til en lo que sigue.
Teorema 1.1.12. Sean A ∈ L(H1,H2) y B ∈ L(H3,H2). Las siguientes condiciones
son equiavalentes:
1. R(B) ⊆ R(A);
2. existe C ∈ L(H3,H1) tal que B = AC;
3. BB∗ ≤ λAA∗ para algun λ ≥ 0.
Mas au´n, si alguna de estas condiciones se verifica entonces existe un u´nico D ∈
L(H3,H1) tal que B = AD y R(D) ⊆ R(A∗). Adema´s, N(D) = N(B). Dicho
operador D se llama la solucio´n reducida de la ecuacio´n AX = B.
Demostracio´n. 1 ⇒ 2. Si R(B) ⊆ R(A) entonces para todo ξ ∈ H3 existe un u´nico
η ∈ N(A)⊥ = R(A∗) tal que Bξ = Aη. Sea C : H3 → H1 definido por Cξ = η.
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Es claro que C es lineal. Para ver que C es acotado, de acuerdo con el Teorema del
gra´fico cerrado, basta verificar que su gra´fico es cerrado. Para esto, sea (ξn, ηn)n∈N
una sucesio´n en el gra´fico de C tal que ξn −→
n→∞
ξ y ηn −→
n→∞
η. Luego Bξ = lim
n→∞
Bξn =
lim
n→∞
Aηn = Aη, es decir, (ξ, η) pertenece al gra´fico de C y, por lo tanto, el gra´fico de
C es cerrado.
2 ⇒ 3. Sea C ∈ L(H3,H1) tal que B = AC. Luego, BB∗ = ACC∗A∗ ≤
‖CC∗‖AA∗; y tomando λ = ‖CC∗‖ el ı´tem 3 queda probado.
3⇒ 1. Si BB∗ ≤ λAA∗ para algu´n λ ≥ 0 entonces ‖B∗ξ‖2 ≤ λ‖A∗ξ‖2 para todo
ξ ∈ H2. Luego, N(A∗) ⊆ N(B∗) y entonces el operador C˜ : R(A∗)→ R(B∗) tal que
C˜(A∗ξ) = B∗ξ queda bien definido. Mas au´n, C˜ es lineal y acotado. Luego, exten-
diendo por continuidad C˜ a R(A∗) y luego a H1 como cero sobre R(A∗)⊥, obtenemos
un operador, denote´moslo C, en L(H3,H1), tal que B∗ = C∗A∗ o, equivalentemente,
B = AC. Luego, R(B) ⊆ R(A).
Finalmente, de la demostracio´n de 1 ⇒ 2 obtenemos que si alguna de las con-
diciones del teorema se verifica entonces existe D ∈ L(H3,H1) tal que B = AD y
R(D) ⊆ R(A∗). En tal caso, la inclusio´n N(D) ⊆ N(B) resulta trivial. Por otro lado,
si ξ ∈ N(B) entonces ADξ = 0. Es decir,Dξ ∈ N(A)∩R(D) ⊆ N(A)∩R(A∗) = {0},
luego ξ ∈ N(D) y entonces N(D) ⊆ N(B). O sea, N(D) = N(B). Nos res-
ta ver la unicidad del operador D. Supongamos entonces que existe otro opera-
dor D′ ∈ L(H3,H1) tal que B = AD′ y R(D′) ⊆ R(A∗). Luego, R(D − D′) ⊆
R(A∗) ∩N(A) = {0} y entonces D = D′.
La solucio´n reducida de una ecuacio´n cumplira´ un rol importante en este trabajo.
La misma se puede obtener por medio de la inversa generalizada de Moore-Penrose.
Observemos que dado T ∈ L(H1,H2) la restriccio´n T |N(T )⊥ : N(T )⊥ → R(T ) resulta
biyectiva y por consiguiente existe T |−1
N(T )⊥ : R(T )→ N(T )⊥. Como consecuencia el
operador T † : R(T ) + R(T )⊥ → H1 tal que T †|R(T ) = T |−1N(T )⊥ y T †(R(T )⊥) = {0}
queda bien definido y se llama inversa generalizada de Moore-Penrose de T .
La inversa generalizada de Moore-Penrose de un operador T , desde ahora denotada
por T †, tambie´n se caracteriza por ser el u´nico operador que verifica las siguientes
ecuaciones (ver [40]):
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1. TT †T = T,
2. T †TT † = T †,
3. T †T = PN(T )⊥ ,
4. TT † = PR(T ) |D(T †).
Para una exposicio´n completa sobre inversas generalizadas se recomienda con-
sultar los libros [39] y [10]. Vale la pena notar que T † no es, en general, un operador
acotado. De hecho, como veremos a continuacio´n, T † es acotado si y so´lo si T tiene
rango cerrado.
Proposicio´n 1.1.13. Sea T ∈ L(H1,H2). Entonces, T † es acotado si y so´lo si R(T )
es cerrado.
Demostracio´n. Si T † ∈ L(H2,H1) entonces TT † = PR(T ). Luego, R(T ) ⊆ R(T ) =
R(TT †) ⊆ R(T ). Entonces, R(T ) = R(T ). Rec´ıprocamente, si R(T ) es cerrado
entonces PR(T ) ∈ L(H2) y, por el Teorema de Douglas, existe C ∈ L(H2,H1) tal que
TC = PR(T ) y R(C) ⊆ N(T )⊥. Dicho operador C verifica entonces que:
1. TCT = PR(T )T = T,
2. CTC = CPR(T ) = C donde la u´ltima igualdad se obtiene porque N(C) =
N(PR(T )) = R(T )
⊥,
3. (TC)∗ = PR(T ) = TC
4. (CT )∗ = CT.
Luego, C = T † y entonces T † es acotado.
En la siguiente proposicio´n demostramos, como ya lo hab´ıamos adelantado, que la
solucio´n reducida se obtiene por medio de la inversa generalizada de Moore-Penrose.
Proposicio´n 1.1.14. Sea A ∈ L(H1,H2) y B ∈ L(H3,H2) tal que R(B) ⊆ R(A).
Entonces A†B es la solucio´n reducida de la ecuacio´n AX = B.
Demostracio´n. Si R(B) ⊆ R(A) entonces existe D ∈ L(H3,H2) tal que AD = B
y R(D) ⊆ N(A)⊥. Ahora, D = PN(A)⊥D = A†AD = A†B, i.e., A†B es la solucio´n
reducida de la ecuacio´n AX = B.
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1.2. Bases, sucesiones de Bessel y sucesiones de Bessel de
fusio´n
1.2.1. Bases y sucesiones de Bessel
En esta seccio´n presentamos las nociones de bases, sucesiones de Bessel y marcos
y sus propiedades fundamentales.
Definicio´n 1.2.1. Una sucesio´n (ξk)k∈N de H se dice una base o base de Schau-
der para H si para cada ξ ∈ H existen u´nicos escalares (ck)k∈N tales que ξ =
∞∑
k=1
ckξk.
Si esta propiedad se verifica para todo ξ ∈ S = gen {ξk}k∈N entonces la sucesio´n
(ξk)k∈N se llama sucesio´n de Schauder para S.
Una base (ξk)k∈N para H que adema´s verifica que 〈ξk, ξj〉 = δkj se llama una
base ortonormal para H.
Todo espacio de Hilbert admite una base ortonormal (ver [41]). Dentro del con-
junto de las bases de Schauder se pueden distinguir las bases de Riesz.
Definicio´n 1.2.2. Una sucesio´n (ξk)k∈N de H es una base de Riesz si (ξk)k∈N es
completa en H y existen constantes 0 < c < C tal que para toda sucesio´n finita (ak)
se tiene
c
∑
|ak|2 ≤
∥∥∥∑ akξk∥∥∥2 ≤ C∑ |ak|2 . (1.2.1)
Diremos que (ξk)k∈N es una sucesio´n de Riesz si es una base de Riesz para
gen {(ξk)k∈N} .
Definicio´n 1.2.3. Sea ψ = (ψk)k∈N una sucesio´n en H.
1. Se dice que ψ es una sucesio´n de Bessel si existe una constante B > 0 tal
que
∞∑
k=1
|〈ξ, ψk〉|2 ≤ B‖ξ‖2, (1.2.2)
para todo ξ ∈ H. Denotaremos por Bess(H) al espacio de todas las sucesiones
de Bessel en H.
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2. Se dice que ψ es un marco para H si existen constantes A,B > 0 tal que
A‖ξ‖2 ≤
∞∑
k=1
|〈ξ, ψk〉|2 ≤ B‖ξ‖2,
para todo ξ ∈ H. Si esta relacio´n se verifica para todo ξ ∈ S = gen {ψk}k∈N
entonces llamaremos a ψ una sucesio´n de marco para S.
3. Denotaremos por Aψ y Bψ a las cotas o´ptimas del marco. Si Aψ = Bψ entonces
diremos que el marco es ajustado. Los marcos ajustados con cota igual a 1 se
llaman marcos de Parserval.
Para un estudio ma´s detallado y completo de la teor´ıa de bases, marcos y sus
relaciones se recomienda consultar [16].
Observacio´n 1.2.4. Las bases de Schauder no son sucesiones de Bessel, en general.
Por ejemplo, si se considera ηk =
1√
k
∑k
n=1 ξn donde (ξn)n∈N es una base ortonor-
mal de H, entonces (ηk) es una base de Schauder para H que no es sucesio´n de
Bessel. En efecto, si η =
∑∞
n=1 n
−1ξn entonces 〈η, ηk〉 = 1√k
∑k
n=1
1
n
y por lo tanto∑∞
k=1 |〈η, ηk〉|2 >
∑∞
k=1
1
k
lo que prueba que (ηk) no es una sucesio´n de Bessel. Asi-
mismo, existen sucesiones de Bessel que no son bases de Schauder. Por ejemplo, la
sucesio´n {ξ1, ξ1, ξ2, ξ2, ...} es una sucesio´n de Bessel que no es base de Schauder.
Asociado a toda sucesio´n de Bessel esta´ el operador ana´lisis y s´ıntesis. Dada una
sucesio´n de Bessel ψ = (ψk)k∈N, se llama operador de ana´lisis de ψ al operador
Cψ : H → l2 definido por Cψ(ξ) = (〈ξ, ψk〉)k∈N,
y operador de s´ıntesis de ψ al operador
Dψ : l
2 → H definido por Dψ((ck)k∈N) =
∑∞
k=1 ckψk.
Los operadores de s´ıntesis y de ana´lisis resultan operadores lineales y acotados, es
decir, Cψ ∈ L(H, l2) y Dψ ∈ L(l2,H). Ma´s au´n, Cψ = D∗ψ. Definamos Sψ = DψCψ =
C∗ψCψ = DψD
∗
ψ de modo que Sψ es positivo, i.e., Sψξ =
∑∞
k=1 〈ξ, ψk〉ψk ∈ L(H)+.
En el siguiente resultado presentamos la propiedad ma´s importante de los marcos,
a saber, que todo elemento del espacio se puede escribir como combinacio´n lineal
(posiblemente infinita) de los elementos del marco.
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Proposicio´n 1.2.5. Si ψ = (ψk)k∈N es un marco en H entonces Sψ es inversible.
Luego, para todo ξ ∈ H
ξ =
∞∑
k=1
〈
ξ, S−1ψ ψk
〉
ψk.
Demostracio´n. Es fa´cil verificar que Aψ‖ξ‖2 ≤ 〈Sψξ, ξ〉 ≤ Bψ‖ξ‖2 para todo ξ ∈ H
o, equivalentemente, Aψid ≤ Sψ ≤ Bψid. Luego, 0 ≤ id− B−1ψ Sψ ≤ Bψ−AψBψ id y, por
lo tanto, ‖id−B−1ψ Sψ‖ ≤ Bψ−AψBψ ≤ 1. Es decir, Sψ es inversible.
Luego, para todo ξ ∈ H se tiene que
ξ = SψS
−1
ψ ξ =
∞∑
k=1
〈
ξ, S−1ψ ψk
〉
ψk.
1.2.2. Sucesiones de Bessel de fusio´n
En lo que sigue, denotaremos con I a un conjunto finito o numerable y recordemos
que PW denota la proyeccio´n ortogonal sobre el subespacio cerrado W ⊆ H.
Definicio´n 1.2.6. Sea {Wi}i∈I una familia de subespacios cerrados de H y (ωi)i∈I
una familia de pesos, i.e., ωi > 0 para todo i ∈ I. La familia {(Wi, ωi)}i∈I es una
sucesio´n de Bessel de fusio´n si existe una constante B > 0 tal que∑
i∈I
ω2i ‖PWiξ‖2 ≤ B‖ξ‖2,
para todo ξ ∈ H.
Si adema´s existe una constante A > 0 tal que
A‖ξ‖2 ≤
∑
i∈I
ω2i ‖PWiξ‖2,
para todo ξ ∈ H entonces {(Wi, ωi)}i∈I se llama marco de fusio´n.
Observacio´n 1.2.7. La nocio´n de sucesio´n de Bessel de fusio´n extiende al concepto
de sucesio´n de Bessel. En efecto, si (ψk)k∈N es una sucesio´n de Bessel entonces
{(gen{ψk}, ‖ψk‖)}k∈N es una sucesio´n de Bessel de fusio´n.
30 Cap´ıtulo 1. Preliminares
Las nociones de operadores de s´ıntesis y de ana´lisis tambie´n se pueden definir
para sucesiones de Bessel de fusio´n. Para esto, dada una sucesio´n de Bessel de fusio´n
{(Wi, ωi)}i∈I se define el siguiente espacio
(
∑
i∈I
⊕Wi)l2 = {(ξi)i∈I : ξi ∈ Wi y (‖ξi‖)i∈I ∈ l2(I)}.
Obse´rvese que
〈(ξi)i∈I , (ηi)i∈I〉 =
∑
i∈I
〈ξi, ηi〉 (1.2.3)
define un producto interno en (
∑
i∈I ⊕Wi)l2 . En tal caso, ‖(ξi)i∈I‖2 =
∑
i∈I ‖ξi‖2.
(
∑
i∈I ⊕Wi)l2 con el producto interno definido por (1.2.3) es un espacio de Hilbert.
Luego, se define el operador de ana´lisis asociado a la sucesio´n de Bessel de fusio´n
W = {(Wi, ωi)}i∈I por
CW : H → (
∑
i∈I ⊕Wi)l2 , definido por CW(ξ) = (ωiPWiξ)i∈I
y su operador de s´ıntesis por
DW : (
∑
i∈I ⊕Wi)l2 → H, definido por DW((ξi)i∈I) =
∑
i∈I ωiξi.
En [14], P. G. Casazza y G. Kutyniok probaron que {(Wi, ωi)}i∈I es una sucesio´n
de Bessel de fusio´n si y so´lo si el operador de s´ıntesis DW esta´ bien definido y es
acotado. Ma´s au´n, probaron que {(Wi, ωi)}i∈I es un marco de fusio´n si y so´lo si DW
es suryectivo.
1.3. Espacios semi-Hilbertianos
1.3.1. Definicio´n de espacio semi-Hilbertiano
Dado A ∈ L(H)+, el funcional
〈 , 〉A : H×H → C, 〈ξ, η〉A := 〈Aξ, η〉 ,
define un semi-producto interno. De hecho, 〈 , 〉A define un producto interno si
y so´lo si A es inyectivo. Ma´s au´n, si A ∈ Gl(H)+ entonces 〈 , 〉A y 〈 , 〉 resultan
equivalentes. El espacio de Hilbert H con el semi-producto interno inducido por A es
lo que llamaremos un espacio semi-Hilbertiano. Con ‖ ‖A denotaremos la semi-norma
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inducida por A, es decir, ‖ξ‖A = 〈ξ, ξ〉1/2A para todo ξ ∈ H. Dado un subespacio S
de H denotaremos S⊥A = {ξ ∈ H : 〈ξ, η〉A = 0 ∀ η ∈ S}.
Lema 1.3.1. Dado S un subespacio de H valen las siguientes identidades:
S⊥A = (AS)⊥ = A−1(S⊥).
Como consecuencia, S⊥A⊥A = (S⊥ ∩R(A))⊥.
Demostracio´n. Las identidades son consecuencia de que 〈ξ, η〉A = 〈Aξ, η〉 = 〈ξ, Aη〉 ,
para todo ξ, η ∈ H. Luego, en particular, S⊥A⊥A = (A(A−1(S⊥)))⊥ = (S⊥∩R(A))⊥.
1.3.2. A-operadores y operador A-adjunto
Definicio´n 1.3.2. Sea T ∈ L(H). Diremos que T es un A-operador si existe una
constante c > 0 tal que ‖Tξ‖A ≤ c‖ξ‖A para todo ξ ∈ H. Denotaremos LA1/2(H) :=
{T ∈ L(H) : T es un A-operador}.
Si T es un A-operador entonces ‖T‖A := sup
ξ /∈N(A)
‖Tξ‖A
‖ξ‖A <∞ define una seminorma
para T .
Lema 1.3.3. Si T ∈ LA1/2(H) entonces ‖T‖A = sup
0 6=ξ∈R(A)
‖Tξ‖A
‖ξ‖A .
Demostracio´n. Si T ∈ LA1/2(H) entonces existe c > 0 tal que ‖A1/2Tξ‖ ≤ c‖A1/2ξ‖
para todo ξ ∈ H. Luego, en particular, ‖A1/2Tξ‖ = 0 para todo ξ ∈ N(A). Es decir,
N(A) ⊆ N(A1/2T ). Por lo tanto,
‖T‖A = sup
ξ /∈N(A)
‖Tξ‖A
‖ξ‖A = supξ=ξ1+ξ2
0 6=ξ1∈R(A),ξ2∈N(A)
‖Tξ‖A
‖ξ‖A
= sup
ξ=ξ1+ξ2
0 6=ξ1∈R(A),ξ2∈N(A)
‖Tξ1‖A
‖ξ1‖A = sup0 6=ξ1∈R(A)
‖Tξ1‖A
‖ξ1‖A .
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Definicio´n 1.3.4. Sea T ∈ L(H). Se dice que W ∈ L(H) es un A-adjunto de
T si 〈Tξ, η〉A = 〈ξ,Wη〉A para todo ξ, η ∈ H. Si T es un A-adjunto de T en-
tonces se dice que T es A-autoadjunto. Denotaremos LA(H) := {T ∈ L(H) :
T admite A-adjunto}.
Observacio´n 1.3.5. Si consideramos A ∈ L(H1)+, B ∈ L(H2)+ y los semi-
productos internos inducidos por ellos, 〈 , 〉A en H1 y 〈 , 〉B en H2, entonces se
dice que T ∈ L(H1,H2) admite AB-adjunto si existe W ∈ L(H2,H1) tal que
〈Tξ, η〉B = 〈ξ,Wη〉A ∀ξ ∈ H1, η ∈ H2.
En la siguiente proposicio´n caracterizamos LA1/2(H) y LA(H). Asimismo, pro-
bamos que todo operador que admite A-adjunto resulta ser un A-operador, i.e.,
LA(H) ⊆ LA1/2(H). Este hecho, fue demostrado en un contexto ma´s general por
Hassi, Sebestye´n y de Snoo en [32], Teorema 5.1. La demostracio´n que incluimos a
continuacio´n se debe a J. Antezana.
Proposicio´n 1.3.6. Valen las siguientes propiedades:
1. LA1/2(H) = {T ∈ L(H) : R(T ∗A1/2) ⊆ R(A1/2)} es un suba´lgebra de L(H).
2. LA(H) = {T ∈ L(H) : R(T ∗A) ⊆ R(A)} es un suba´lgebra de L(H).
3. LA(H) ⊆ LA1/2(H). La igualdad vale si y so´lo si A tiene rango cerrado.
Demostracio´n. 1. Observemos que T ∈ LA1/2(H) si y so´lo si existe c > 0 tal que
〈T ∗ATξ, ξ〉 ≤ c 〈Aξ, ξ〉 para todo ξ ∈ H o, equivalentemente, tal que T ∗AT ≤ cA.
Luego, por el teorema de Douglas, esta u´ltima desigualdad de operadores resulta
equivalente a R(T ∗A1/2) ⊆ R(A1/2), con lo que queda probado que LA1/2(H) =
{T ∈ L(H) : R(T ∗A1/2) ⊆ R(A1/2)}. Simples ca´lculos permiten demostrar que
LA1/2(H) es un a´lgebra.
2. Notemos que T ∈ LA(H) si y so´lo si existe W ∈ L(H) tal que 〈ξ, AT ∗η〉 =
〈ξ, AWη〉 para todo ξ, η ∈ H o, equivalentemente, si AW = T ∗A. Luego, por el
teorema de Douglas, esto resulta equivalente a que R(T ∗A) ⊆ R(A), y por lo tanto
LA(H) = {T ∈ L(H) : R(T ∗A) ⊆ R(A)}. Simples ca´lculos permiten demostrar que
LA(H) es un a´lgebra.
3. Sea T ∈ LA(H). Sin pe´rdida de generalidad podemos suponer ‖T‖ ≤ 1. Luego,
la aplicacio´n φ : L(H)→ L(H) definida por φ(E) = T ∗ET es una funcio´n mono´tona
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para operadores. Si C ∈ L(H) satisface AC = T ∗A entonces
T ∗A2T = ACC∗A ≤ ‖C‖2A2.
Luego, por la desigualdad de Jensen ([30], [31]), tenemos que T ∗AT ≤ (T ∗A2T )1/2.
Por otro lado, dado que f(t) = t1/2 es una funcio´n mono´tona para operadores
tenemos que (T ∗A2T )1/2 ≤ ‖C‖A. Esto prueba que
(T ∗A1/2)(T ∗A1/2)∗ = T ∗AT ≤ ‖C‖A.
Luego, por el teorema de Douglas, T ∈ LA1/2(H).
Claramente, si R(A) es cerrado entonces R(A) = R(A1/2) y de los ı´tems 1 y 2
obtenemos que LA(H) = LA1/2(H). Rec´ıprocamente, si R(A) no es cerrado entonces
existe ξ ∈ R(A1/2)\R(A). Luego, dado η ∈ H no nulo y fijo definimos S : H → H por
S(Aη) = ξ y S(gen{Aη}⊥) = {0}. Dicho operador S resulta lineal y acotado. Ahora,
si elegimos T = S∗ entonces R(T ∗A) = R(T ∗A1/2) = gen{ξ} ⊆ R(A1/2) \ R(A). Es
decir, T ∈ LA1/2(H), pero T /∈ LA(H).
Corolario 1.3.7. Dado T ∈ LA(H), W ∈ L(H) es un A-adjunto de T si y so´lo si
AW = T ∗A. En particular, T es A-autoadjunto si y so´lo si AT = T ∗A.
Demostracio´n. Es consecuencia de la demostracio´n de la Proposicio´n 1.3.6, ı´tem
2.
Observacio´n 1.3.8. Si A ∈ L(H1)+, B ∈ L(H2)+ y T ∈ L(H1,H2) entonces T
admite AB-adjunto si y so´lo si la ecuacio´n AX = T ∗B admite solucio´n; por el
teorema de Douglas, esto es equivalente a que R(T ∗B) ⊆ R(A). En tal caso, W ∈
L(H2,H1) es un AB-adjunto de T si AW = T ∗B. En el cap´ıtulo 5, extenderemos
la nocio´n de AB-adjunto para operadores que no verifiquen R(T ∗B) ⊆ R(A).
1.3.3. Proyecciones A-autoadjuntas
Dado el espacio semi-Hilbertiano (H, 〈 , 〉A) nos interesara´ en esta seccio´n el
estudio de las proyecciones A-autoadjuntas. Recordemos que dado un subespacio
cerrado de H, S, denotaremos QS = {Q ∈ L(H) : Q2 = Q y R(Q) = S}. Asimismo,
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denotaremos con P(A,S) al conjunto de las proyecciones A-autoadjuntas con rango
S, es decir,
P(A,S) = {Q ∈ QS : AQ = Q∗A}.
En dimensio´n finita para todo par (A,S) se tiene que P(A,S) es no vac´ıo, pero en
dimensio´n infinita esto ya no es cierto. Por lo tanto, se dice que el par (A,S) es
compatible si P(A,S) es no vac´ıo.
El siguiente teorema, probado en [19], provee distintas condiciones equivalentes
a la compatibilidad de un par (A,S). En lo que sigue, dada la descomposicio´n
H = S ⊕ S⊥, consideraremos A =
(
a b
b∗ c
)
.
Teorema 1.3.9. Sean A ∈ L(H)+ y S un subespacio cerrado de H. Entonces, las
siguientes condiciones son equivalentes:
1. el par (A,S) es compatible;
2. R(b) ⊆ R(a);
3. S + S⊥A = H;
4. existe un subespacio cerrado W de H tal que W ⊆ S⊥A y S .+W = H.
Si R(A) es cerrado entonces las siguientes condiciones son equivalentes:
i. el par (A,S) es compatible;
ii. S +N(A) es cerrado;
iii. R(PSAPS) es cerrado.
Demostracio´n. 1 ⇒ 2. Sea Q =
(
1 d
0 0
)
∈ P(A,S). Luego, AQ = Q∗A, i.e.,(
a ad
b∗ b∗d
)
=
(
a b
d∗a d∗b
)
, de donde ad = b, y entonces R(b) ⊆ R(a).
2 ⇒ 3. Si R(b) ⊆ R(a) entonces existe d ∈ L(S⊥,S) tal que ad = b. Sea
Q =
(
1 d
0 0
)
∈ QS . Luego, S
.
+ N(Q) = H. Por lo tanto, si probamos que
1.3. Espacios semi-Hilbertianos 35
N(Q) ⊆ S⊥A entonces sera´ S + S⊥A = H. Ahora, Q es A-autoadjunto (AQ = Q∗A)
luego dado ξ ∈ N(Q) tenemos que para todo η ∈ S se verifica 〈ξ, η〉A = 〈ξ,Qη〉A =
〈Qξ, η〉A = 0. Por lo tanto, N(Q) ⊆ S⊥A .
3 ⇒ 4. Sea N = S ∩S⊥A y W = S⊥A ∩N⊥. Luego, si S + S⊥A = H entonces es
sencillo comprobar que S .+W = H.
4⇒ 1. Sea Q ∈ QS tal que N(Q) =W . Luego, dado ξ = ξ1+ ξ2, η = η1+η2 ∈ H
con ξ1, η1 ∈ S y ξ2, η2 ∈ W se verifica que 〈Qξ, η〉A = 〈ξ1, η1〉A = 〈ξ,Qη〉A . Es decir,
Q es A-autoadjunto y por lo tanto el par (A,S) es compatible.
En lo que sigue consideramos R(A) cerrado.
i ⇒ ii. Supongamos que el par (A,S) es compatible y sea Q ∈ P(A,S). Denote-
mos Q˜ = 1−Q. Luego,
N(A) ⊆ N(Q˜∗A) = N(AQ˜) = S .+ (N(A) ∩R(Q˜)) ⊆ S +N(A).
Luego, N(A) + S = N(AQ˜) y, por lo tanto, N(A) + S es cerrado.
ii ⇒ iii. Primero observemos que R(PSAPS) = (N(PSAPS)⊥) = (N(APS)⊥) =
S ∩ (S ∩N(A))⊥. SeaM = S ∩ (S ∩N(A))⊥. Luego si N(A)+S es cerrado entonces
N = N(A) + S = N(A) .+M es cerrado. Sea Q : N → N la proyeccio´n con rango
M y nu´cleo N(A). Si Q = 0 entoncesM = {0} y como consecuencia PSAPS = 0. Si
M 6= {0}, dado ξ ∈M sea η ∈ R(A) tal que Aξ = Aη (A es inversible sobre R(A)).
Luego, η = ξ + ν con ν ∈ N(A) y por lo tanto η ∈ N , Qη = ξ y ‖ξ‖ ≤ ‖Q‖‖η‖.
Entonces,
〈PSAPSξ, ξ〉 = 〈Aξ, ξ〉 = 〈Aη, η〉 ≥ λ‖η‖2 ≥ λ‖Q‖−2‖ξ‖,
para algu´n λ > 0, puesto que R(A) es cerrado y entonces A|R(A) es acotado inferior-
mente. Por lo tanto, R(PSAPS) es cerrado.
iii ⇒ i. Supongamos que R(PSAPS) es cerrado. Luego, dado que a = PSAPS ,
R(a) es cerrado. Por lo tanto, como A ≥ 0, R(b) ⊆ R(a1/2) = R(a). Luego, (A,S)
es compatible.
A continuacio´n presentamos un ejemplo de un par no compatible.
Ejemplo 1.3.10. Sea B ∈ L(H)+ de rango no cerrado y A =
(
B B1/2
B1/2 I
)
=
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(
B1/2 0
I 0
)(
B1/2 I
0 0
)
∈ L(H ⊕ H)+. Luego, si consideramos S = H ⊕ {0}
entonces, de acuerdo con el Teorema 1.3.9, el par (A,S) resulta no compatible ya
que R(B1/2) 6⊆ R(B).
Proposicio´n 1.3.11. Sean A ∈ L(H)+ y S un subespacio cerrado de H tal que
el par (A,S) es compatible. Entonces, dado Q ∈ QS las siguientes condiciones son
equivalentes:
1. Q ∈ P(A,S);
2. si Q =
(
1 d
0 0
)
bajo la descomposicio´n S ⊕ S⊥ entonces ad = b;
3. N(Q) ⊆ S⊥A .
Demostracio´n. 1 ⇒ 2. Sea Q =
(
1 d
0 0
)
∈ P(A,S). Luego, AQ =
(
a ad
b∗ b∗d
)
=(
a b
d∗a d∗b
)
= Q∗A, de donde ad = b.
2 ⇒ 3. Si Q =
(
1 d
0 0
)
con ad = b entonces es sencillo verificar que Q es
A-autoadjunto (AQ = Q∗A). Luego, dado ξ ∈ N(Q) para todo η ∈ S se verifica que
〈ξ, η〉A = 〈ξ,Qη〉A = 〈Qξ, η〉A = 0. Por lo tanto, N(Q) ⊆ S⊥A .
3⇒ 1. Sea Q ∈ QS con N(Q) ⊆ S⊥A . Luego, para todo ξ = ξ1+ξ2, η = η1+η2 ∈
H con ξ1, η1 ∈ N(Q) ξ2, η2 ∈ S se tiene que 〈Qξ, η〉A = 〈ξ2, η2〉A = 〈ξ,Qη〉A , es
decir, Q es A-autoadjunto. Por lo tanto, Q ∈ P(A,S).
Definicio´n 1.3.12. Si el par (A,S) es compatible y d es la solucio´n reducida de
la ecuacio´n ax = b entonces se define por PA,S a la proyeccio´n A-autoadjunta con
rango S dada por PA,S =
(
1 d
0 0
)
.
Distintas propiedades del elemento PA,S fueron estudiadas en [19]. A continuacio´n
presentamos algunas de estas propiedades que aplicaremos a lo largo de la tesis.
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Proposicio´n 1.3.13. Sea S un subespacio cerrado de H tal que el par (A,S) es
compatible. Luego, si N = S ∩ S⊥A las siguientes propiedades valen:
1. N = N(A) ∩ S = N(a).
2. N(PA,S) = S⊥A ∩N⊥.
3. P(A,S) = PA,S + L(S⊥,N ). En particular, si N = {0} entonces P(A,S) =
{PA,S}.
Demostracio´n. 1. Si ξ ∈ N entonces, en particular, 0 = 〈ξ, ξ〉A = ‖A1/2ξ‖ y, por
lo tanto, A1/2ξ = 0, i.e., ξ ∈ N(A). Luego, N ⊆ N(A) ∩ S. Rec´ıprocamente, si
ξ ∈ N(A)∩S entonces, para todo η ∈ S, 〈ξ, η〉A = 〈Aξ, η〉 = 0. LuegoN(A)∩S ⊆ N ,
y la igualdad queda probada. Por otro lado, es claro que N(a) ⊆ N(A)∩S. Adema´s,
si ξ ∈ N(A) ∩ S entonces aξ + b∗ξ = 0, pero como aξ ∈ S y b∗ξ ∈ S⊥ entonces
aξ = 0 y la igualdad N(A) ∩ S = N(a) queda probada.
2. Dado que PA,S ∈ P(A,S) entonces, por la Proposicio´n 1.3.11, N(PA,S) ⊆ S⊥A .
Luego, como S .+ (S⊥A ∩N⊥) = H, alcanza con demostrar que N(PA,S) ⊆ N⊥. Sea
ξ = ξ1+ξ2 ∈ N(PA,S) donde ξ1 ∈ S y ξ2 ∈ S⊥. Luego, 0 = PA,Sξ = ξ1+dξ2. Si η ∈ N
entonces 〈ξ, η〉 = 〈ξ1, η〉 = −〈dξ2, η〉 = 0, puesto que R(d) ⊆ R(a) = N(a)⊥ = N⊥.
Luego, ξ ∈ N⊥ y N(PA,S) ⊆ N⊥.
3. Sea Q =
(
1 y
0 0
)
∈ P(A,S). Luego, ay = b y si d es la solucio´n reducida
de la ecuacio´n ax = b tenemos que a(y − d) = 0. Por lo tanto, si consideramos
z = y − d ∈ L(S⊥,S) entonces Q ∈ Q = PA,S + z con z ∈ L(S⊥,N ).
1.4. Espacio de Hilbert inducido por A ∈ L(H)+
En la seccio´n anterior vimos que todo operador positivo A ∈ L(H)+ define un
semi-producto interno denotado por 〈 , 〉A . En esta seccio´n veremos que todo opera-
dor positivo define tambie´n un espacio de Hilbert. Ma´s au´n, dicho espacio de Hilbert
es u´nico en cierto sentido que explicaremos a continuacio´n.
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1.4.1. Definicio´n y ejemplos
Comencemos definiendo lo que entendemos por espacio de Hilbert inducido por
A ∈ L(H)+.
Definicio´n 1.4.1. Sea A ∈ L(H)+. Un par (H1,Π) se llama un espacio de Hilbert
inducido por A si:
1. H1 es un espacio de Hilbert,
2. Π : H → H1 es un operador lineal tal que R(Π) es denso en H1,
3. 〈Πξ,Πη〉 = 〈Aξ, η〉 para todo ξ, η ∈ H.
Dados dos espacios de Hilbert inducidos por A, (H1,Π1) y (H2,Π2), se dicen que
son unitariamente equivalentes si existe U ∈ U(H1,H2) tal que UΠ1 = Π2.
La definicio´n 1.4.1 se puede extender para operadores A positivos densamente
definidos. Para un estudio ma´s detallado de esta situacio´n se recomienda ver [17]. A
continuacio´n veremos que todo operador positivo A ∈ L(H)+ admite un espacio de
Hilbert inducido por A.
Proposicio´n 1.4.2. Para todo A ∈ L(H)+ existe un espacio de Hilbert inducido
por A. Adema´s, si (H1,Π1), (H2,Π2) son dos espacios de Hilbert inducidos por A
entonces (H1,Π1), (H2,Π2) son unitariamente equivalentes.
Demostracio´n. Consideremos el cociente H/N(A) y denotemos por ξ la clase al
cociente de ξ ∈ H, i.e., ξ = ξ + N(A). Luego, [ξ, η] = 〈Aξ, η〉, ξ, η ∈ H define un
producto interno sobre H/N(A). Denotemos con H/N(A)− a la completacio´n de
(H/N(A), [ , ]). Sea pi : H → H/N(A)− la proyeccio´n al cociente, es decir, pi(ξ) = ξ
para todo ξ ∈ H. Veamos que (H/N(A)−, pi) es un espacio de Hilbert inducido por
A. Para esto, observemos que R(pi) = H/N(A) es denso en H/N(A)−. Adema´s, por
definicio´n, [pi(ξ), pi(η)] = [ξ, η] = 〈Aξ, η〉, para todo ξ, η ∈ H. Luego, (H/N(A)−, pi)
es un espacio de Hilbert inducido por A.
Por otro lado, supongamos que (H1,Π1), (H2,Π2) son dos espacios de Hilbert
inducidos por A ∈ L(H)+. Luego, para todo ξ, η ∈ H se tiene que 〈Π1ξ,Π1η〉 =
〈Aξ, η〉 = 〈Π2ξ,Π2η〉 . Luego, el operador U tal que UΠ1ξ = Π2ξ queda bien definido
y resulta isome´trico. Ahora, dado que R(Π1) es denso en H1, entonces U puede ser
extendido a U ∈ U(H1,H2).
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En lo que resta de esta seccio´n presentaremos distintas realizaciones de espacios
de Hilbert inducidos por A ∈ L(H)+ las cuales, de acuerdo con la Proposicio´n 1.4.2,
son unitariamente equivalentes.
Proposicio´n 1.4.3. Sea A ∈ L(H)+. Si consideramos sobre R(A1/2) el producto
interno dado por
(A1/2ξ, A1/2η) :=
〈
PR(A)ξ, PR(A)η
〉
(1.4.1)
para todo ξ, η ∈ H, entonces (R(A1/2), A) resulta un espacio de Hilbert inducido por
A. Denotaremos con R(A1/2) al espacio de Hilbert (R(A1/2), ( , )).
Demostracio´n. Primero veamos queR(A1/2) con el producto interno dado por (1.4.1)
resulta un espacio de Hilbert. Para esto, sea (A1/2ξn)n∈N una sucesio´n de Cauchy
en R(A1/2). Sin pe´rdida de generalidad podemos suponer (ξn)n∈N en R(A). Luego,
dado que ‖A1/2ξn − A1/2ξm‖R(A1/2) = ‖ξn − ξm‖, entonces (ξn)n∈N es una sucesio´n
de Cauchy en R(A) y, por lo tanto, existe ξ ∈ R(A) tal que ‖ξn − ξ‖ = ‖A1/2ξn −
A1/2ξ‖R(A1/2) −→
n→∞
0. Es decir, (A1/2ξn)n∈N es convergente sobre R(A1/2) y entonces
R(A1/2) es un espacio de Hilbert.
A continuacio´n, comprobemos que (R(A1/2), A) resulta un espacio de Hilbert
inducido por A. Claramente, (Aξ,Aη) = 〈Aξ, η〉 para todo ξ, η ∈ H. Por lo tanto,
so´lo resta verificar que R(A) es denso en R(A1/2). Ahora, sea A1/2ξ ∈ R(A1/2) con
ξ ∈ R(A). Luego, como R(A1/2) es denso en R(A) como subespacio de H, entonces
existe (A1/2ξn)n∈N tal que ‖A1/2ξn − ξ‖ −→
n→∞
0. Entonces, si consideramos ahora la
sucesio´n (Aξn)n∈N tenemos que ‖Aξn−A1/2ξ‖R(A1/2) = ‖A1/2ξn−ξ‖ −→
n→∞
0. Es decir,
R(A) es denso en R(A1/2).
El tercer espacio de Hilbert inducido por A ∈ L(H)+ que presentamos es R(A)
como subespacio de H.
Proposicio´n 1.4.4. (R(A), A1/2) es un espacio de Hilbert inducido por A.
Demostracio´n. Claramente, R(A1/2) es denso en R(A). Adema´s, para todo ξ, η ∈ H
se tiene que
〈
A1/2ξ, A1/2η
〉
= 〈Aξ, η〉 . Luego,(R(A), A1/2) es un espacio de Hilbert
inducido por A.

Cap´ıtulo 2
Clases de operadores en L(H)
mediante sucesiones de Bessel
A continuacio´n veremos que L(H) y Bess(H) son espacios isomorfos. Luego,
estudiaremos distintas clases de operadores de L(H) v´ıa este isomorfismo.
2.1. Isomorfismo entre L(H) y Bess(H)
Consideremos una base ortonormal de H, E = (ξk)k∈N, fija y definamos la siguiente
aplicacio´n:
αE : L(H) −→ Bess(H) tal que αE(T ) = (Tξk)k∈N.
Observemos que dado T ∈ L(H), para todo η ∈ H se tiene que
∞∑
k=1
|〈η, T ξk〉|2 =
∞∑
k=1
|〈T ∗η, ξk〉|2 ≤ ‖T ∗‖2 ‖η‖2,
i.e, (Tξk)k∈N ∈ Bess(H). Luego, la aplicacio´n αE esta´ bien definida.
Proposicio´n 2.1.1. αE es una aplicacio´n lineal biyectiva. Ma´s au´n,
α−1E : Bess(H)→ L(H) esta´ definida por α−1E ((ψk)k∈N) = Tψ,
donde Tψ(
∑∞
k=1 ckξk) =
∑∞
k=1 ckψk.
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Demostracio´n. La linealidad de αE es clara. Veamos entonces que es biyectiva. Para
esto es suficiente probar que βE : Bess(H)→ L(H) definida por βE((ψk)k∈N) = Tψ
es efectivamente la inversa de αE. Luego, observemos primero que βE esta´ bien defi-
nido, Para esto, veamos que
∑∞
k=1 ckψk es convergente en H para cualquier sucesio´n
(ck)k∈N ∈ l2. De hecho, si n > m entonces
‖
n∑
k=1
ckψk −
m∑
k=1
ckψk‖ = ‖
n∑
k=m+1
ckψk‖ = sup
‖η‖=1
∣∣∣∣∣
〈
n∑
k=m+1
ckψk, η
〉∣∣∣∣∣
≤ sup
‖η‖=1
n∑
k=m+1
|ck 〈ψk, η〉|
≤
(
n∑
k=m+1
|ck|2
)1/2
sup
‖η‖=1
(
n∑
k=m+1
|〈ψk, η〉|2
)1/2
≤
√
B
(
n∑
k=m+1
|ck|2
)1/2
.
Luego (
∑n
k=1 ckψk)n∈N es una sucesio´n de Cauchy en H, y por consiguiente conver-
gente en H. La linealidad de Tψ es clara. Nos resta ver que Tψ es acotado. Ahora,
‖Tψ(
∞∑
k=1
ckξk)‖ = ‖
∞∑
k=1
ckψk‖ = sup
‖η‖=1
∣∣∣∣∣
〈 ∞∑
k=1
ckψk, η
〉∣∣∣∣∣ ≤ sup‖η‖=1
∞∑
k=1
|ck 〈ψk, η〉|
≤
( ∞∑
k=1
|ck|2
)1/2
sup
‖η‖=1
( ∞∑
k=1
|〈ψk, η〉|2
)1/2
≤
√
B
( ∞∑
k=1
|ck|2
)1/2
=
√
B‖
∞∑
k=1
ckξk‖.
Por lo tanto, Tψ ∈ L(H) y entonces βE esta´ bien definida. Vale la pena observar que
‖Tψ‖2 = Bψ. Es sencillo comprobar que βE es efectivamente la inversa de αE, y el
resultado queda probado.
No´tese que si Bψ es la cota o´tima de (ψk)k∈N ∈ Bess(H) entonces la fo´rmula
‖(ψk)k∈N‖2Bess = Bψ define una norma sobre Bess(H). Luego, como consecuencia
del resulta anterior tenemos el siguiente corolario.
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Corolario 2.1.2. (Bess(H), ‖ ‖Bess) es isome´tricamente isomorfo a L(H).
Observacio´n 2.1.3. La nocio´n de sucesio´n de Bessel provee condiciones necesarias
y suficientes para que una matriz infinita sea la representacio´n matricial (inducida
por una base fija) de un operador lineal acotado en H. En general, es dif´ıcil de-
terminar cuando una matriz infinita proviene de un operador lineal y acotado en
H (ver [29] p.23). Sin embargo, de acuerdo a lo visto anteriormente, una matriz
infinita corresponde a un operador en L(H) si y so´lo si la sucesio´n formada por las
columnas es una sucesio´n de Bessel en l2.
Dado que (Bess(H), ‖ ‖Bess) es isomorfo a L(H) nos interesa estudiar clases
de operadores en L(H) relacionadas v´ıa este isomorfismo con distintas clases de
sucesiones de Bessel en H. Deseamos que dicha caracterizacio´n sea independiente
de la base ortonormal fija E que se haya utilizado para la definicio´n de la aplicacio´n
αE. En la siguiente proposicio´n mostramos que dicha independencia so´lo se verifica
sobre los subconjuntos de L(H) que resultan invariantes a derecha por unitarios.
Proposicio´n 2.1.4. Sea A ⊂ L(H). Entonces, αE(A)= αE˜(A) para todo par de
bases ortonormales de H, E = (ξk)k∈N y E˜ = (ξ˜k)k∈N, si y so´lo si A = AU(H).
Demostracio´n. Sean T ∈ A, U ∈ U(H) y E = (ξk)k∈N una base ortonormal de
H. Entonces, E˜ = (U∗ξk)k∈N es tambie´n una base ortonormal de H. Luego, por
hipo´tesis, existe T˜ ∈ A tal que Tξk = T˜U∗ξk para todo k ∈ N, i.e., T = T˜U∗. Por
lo tanto, TU = T˜ ∈ A.
Rec´ıprocamente, sea (ψk)k∈N ∈ αE(A). Luego, existe T ∈ A tal que Tξk = ψk
para todo k ∈ N. Sea E˜ = (ξ˜k)k∈N una base ortonormal deH y sea U ∈ L(H) definido
por Uξ˜k = ξk para todo k ∈ N. Claramente, U ∈ U(H). Luego ψk = Tξk = TUξ˜k, y
como TU ∈ A entonces (ψk)k∈N ∈ αE˜(A).
2.2. Algunas caracterizaciones conocidas
Aunque la condicio´n dada en la Proposicio´n 2.1.4 es muy restrictiva, existen va-
rias clases de operadores que la verifican. Por ejemplo, los operadores suryectivos,
unitarios, compactos y de rango cerrado entre otros. En la siguiente proposicio´n
recopilamos algunas caracterizaciones que se pueden hallar en la literatura cla´sica
de sucesiones de Bessel y marcos.
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Proposicio´n 2.2.1. Siguiendo la notacio´n dada en 1.1.1 se tiene que:
1. αE(E) = {ψ ∈ Bess(H) : ψ es un marco para H}.
2. αE(RC) = {ψ ∈ Bess(H) : ψ es una sucesio´n de marco para H}.
3. αE(Gl) = {ψ ∈ Bess(H) : ψ : es una base de Riesz para H}.
4. αE(RC ∩ I) = {ψ ∈ Bess(H) : ψ es una sucesio´n de Riesz}.
5. αE(U) = {ψ ∈ Bess(H) : ψ es una base ortonormal para H}.
6. αE(J ) = {ψ ∈ Bess(H) : ψ es sucesio´n de marco de Parserval para H}.
7. αE(E0) = {ψ ∈ Bess(H) : ψ es un marco de Parserval para H}.
Demostracio´n.
1. Sea T ∈ E y η = Tν ∈ R(T ) = H. Luego, como TT † = PR(T ) = id, entonces
‖η‖2 = ‖(T †)∗T ∗Tν‖2 ≤ ‖(T †)∗‖2‖T ∗Tν‖2
= ‖T †‖2
∞∑
k=1
| 〈T ∗Tν, ξk〉 |2
= ‖T †‖2
∞∑
k=1
| 〈Tν, Tξk〉 |2
= ‖T †‖2
∞∑
k=1
| 〈η, T ξk〉 |2,
es decir, (Tξk)k∈N es un marco.
Rec´ıprocamente, sea (ψk)k∈N un marco para H. Entonces, para todo η ∈ H se
cumple que
A‖η‖2 ≤
∞∑
k=1
| 〈η, Tψξk〉 |2 = ‖T ∗ψη‖2,
es decir, T ∗ψ es acotado inferiormente y entonces T
∗
ψ es inyectivo y de rango
cerrado. Luego, Tψ es suryectivo.
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2. Ana´logo a ı´tem 1.
3. Sea T ∈ Gl(H). Claramente, gen(Tξk)k∈N = H. Sea (ak) una sucesio´n finita de
escalares entonces
‖
∑
akTξk‖2 = ‖T
∑
akξk‖2 ≤ ‖T‖2
∑
|ak|2.
Por otro lado,∑
|ak|2 = ‖T−1T (
∑
akξk)‖2 ≤ ‖T−1‖2‖
∑
akTξk‖2.
Luego, (Tξk)k∈N es una base de Riesz para H.
Rec´ıprocamente, sea ψ = (ψk)k∈N una base de Riesz para H. Claramente ψ ∈
Bess(H). Definamos T−1ψ : H → H por T−1ψ ψk = ξk. Dada la cota inferior 1.2.1
tenemos que T−1ψ ∈ L(H) y claramente TψT−1ψ = T−1ψ Tψ = id, i.e., Tψ ∈ Gl(H).
4. Es consecuencia del ı´tem anterior.
5. Sea T ∈ U(H). Por 4, αE(T ) = (Tξk)k∈N es una base. Adema´s, 〈Tξk, T ξj〉 =
〈ξk, T ∗Tξj〉 = 〈ξk, ξj〉 = δk,j, i.e., αE(T ) es una base ortonormal.
Rec´ıprocamente, si ψ = (ψk)k∈N es una base ortonormal entonces, por el ı´tem
4, Tψ ∈ Gl(H). Veamos que T−1ψ = T ∗ψ. En efecto,
〈
Tψ(
∞∑
k=1
ckξk), ψj
〉
= cj =〈 ∞∑
k=1
ckξk, ξj
〉
=
〈 ∞∑
k=1
ckξk, T
−1
ψ ψj
〉
.
6. Si T una isometr´ıa parcial y η = Tν ∈ R(T ) con ν ∈ N(T )⊥ entonces ‖η‖2 =
‖ Tν‖2 = ‖ν‖2 = ‖ T ∗Tν‖2 = ∑∞k=1 |〈 T ∗Tν, ξk〉|2 = ∑∞k=1 |〈η, T ξk〉|2. Por lo
tanto, ψ = (Tξk)k∈N es una sucesio´n de marco de Parserval.
Rec´ıprocamente, sea ψ = (ψk)k∈N una sucesio´n de marco de Parserval. Enton-
ces, dado η ∈ H se tiene que
‖Tψη‖2 =
∞∑
k=1
|〈Tψη, Tψξk〉|2 =
∥∥T ∗ψTψη∥∥2 .
Luego, T ∗ψ es una isometria parcial y entonces Tψ es una isometr´ıa parcial.
7. T ∈ E0 si y so´lo si ‖η‖2 = ‖T ∗η‖2 =∑∞k=1 |〈T ∗η, ξk〉|2 =∑∞k=1 |〈η, T ξk〉|2 para
todo ξ ∈ H, i.e., si y so´lo si αE(T ) es un marco de Parserval.
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Corolario 2.2.2. Sea T ∈ L(H). Entonces, αE(T ) es un marco para H si y so´lo si
αE(T
∗) es una sucesio´n de Riesz.
Demostracio´n. Es consecuencia inmediata de la Proposicio´n 2.2.1, y del hecho de
que un operador es inyectivo y de rango cerrado si y so´lo si su adjunto es un operador
suryectivo.
Observacio´n 2.2.3. Considerando la representacio´n matricial (inducida por una
base fija) de un operador lineal y acotado, el corolario anterior puede reescribirse
del siguiente modo: La sucesio´n de columnas de una matriz forma una sucesio´n de
Riesz si y so´lo si la sucesio´n de filas forma un marco.
Dado que T ∈ L(H) es una isometr´ıa si y so´lo si T es una isometr´ıa parcial
inyectiva entonces, por la Proposicio´n 2.2.1, tenemos la siguiente caracterizacio´n de
I(H) :
Proposicio´n 2.2.4. αE(I) = {ψ ∈ Bess(H) : ψ es una sucesio´n de Riesz con
constantes o´ptimas c = C = 1}.
2.3. Caracterizacio´n de operadores compactos y de clase p-
Schatten
Puesto que Sp(H) es un ideal para todo p ≥ 1, entonces, en particular, Sp(H) es
invariante a derecha por unitarios. Nuestro propo´sito en esta seccio´n sera´ caracteri-
zar αE(Sp(H)). Comencemos caracterizando αE(S∞(H)). En principio, observemos
que, por la Proposicio´n 1.1.5 ı´tem 5 , se verifica que αE(S∞(H)) ⊆ c0. Sin embargo,
como muestra el siguiente ejemplo, no vale la igualdad.
Ejemplo 2.3.1. Sea (ξn)n∈N una base ortonormal de H. Luego, la sucesio´n (ψn)n∈N
definida por ξ1,
ξ2√
2
, ξ2√
2
, ξ3√
3
, ξ3√
3
, ξ3√
3
, ... es un marco de Parserval. Por lo tanto, Tψ es
una co-isometr´ıa, i.e., TψT
∗
ψ = id y, por consiguiente, Tψ no es compacto; mientras
que ‖ψn‖ −→
n→∞
0.
A continuacio´n presentamos una nueva caracterizacio´n de los operadores com-
pactos en te´rminos de sucesiones de Bessel.
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Proposicio´n 2.3.2. Vale la siguiente la igualdad
αE(S∞(H)) = {ψ ∈ Bess(H) : (BψN )N∈N ∈ c0 donde ψN = (ψk)k>N}.
Demostracio´n. Sea T ∈ S∞(H) y PN = Pgen{ξ1,...,ξN}, donde (ξn)n∈N es una ba-
se ortonormal de H. Dado que T ∗ ∈ S∞(H), entonces, por Proposicio´n 1.1.5.4,
‖PNT ∗ − T ∗‖ −→
N→∞
0.
Sea η ∈ H,
(PNT
∗ − T ∗) η = −
∞∑
k=N+1
〈T ∗η, ξk〉 ξk = −
∞∑
k=N+1
〈η, T ξk〉 ξk.
Luego,
∞∑
k=N+1
|〈η, T ξk〉|2 = ‖(PNT ∗ − T ∗) η‖2 ≤ ‖PNT ∗ − T ∗‖2 ‖η‖2 .
Asi, ψN = (Tξk)k>N ∈ Bess(H) y BψN ≤ ‖PNT ∗ − T ∗‖2 −→
N→∞
0.
Rec´ıprocamente, sea ψ = (ψk)k∈N ∈ Bess(H) tal que BψN −→
N→∞
0. Probemos que
T ∗ψ ∈ S∞(H). Siguiendo las misma idea que antes se tiene que
∥∥(PNT ∗ψ − T ∗ψ) η∥∥2 = ∞∑
k=N+1
|〈η, Tψξk〉|2 =
∞∑
k=N+1
|〈η, ψk〉|2 ≤ BψN ‖η‖2 .
Luego,
∥∥PNT ∗ψ − T ∗ψ∥∥2 ≤ BψN −→
N→∞
0 y entonces, por Proposicio´n 1.1.5, T ∗ψ es com-
pacto y luego Tψ ∈ S∞(H).
Puesto que ‖ψ‖Bess = Bψ el resultado anterior puede reescribirse como sigue:
Corolario 2.3.3. αE(S∞(H)) = {ψ ∈ Bess(H) : (‖ψN‖Bess)N∈N ∈ c0, ψN =
(ψk)k>N}.
Finalmente, nos dedicaremos a las sucesiones de Bessel asociadas a operadores
pertenecientes a la clase p-Schatten. Aplicando la Proposicio´n 1.1.11.6 se obtienen
las siguientes implicaciones:
Proposicio´n 2.3.4. Sea ψ = (ψn)n∈N ∈ Bess(H). Entonces:
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1. Si 1 ≤ p ≤ 2 y (‖ψk‖)k∈N ∈ lp entonces Tψ ∈ Sp(H).
2. Si 2 ≤ p y Tψ ∈ Sp(H) entonces (‖ψk‖)k∈N ∈ lp.
Como consecuencia inmediata de la proposicio´n anterior obtenemos la siguiente
caracterizacio´n de αE(S2(H)).
Corolario 2.3.5. αE(S2(H)) = {ψ ∈ Bess(H) : (‖ψk‖)k∈N ∈ l2}.
De todas maneras, nuestro propo´sito es caracterizar αE(Sp(H)) para todo 1 ≤
p < ∞. Con este objetivo, intentamos en principio adaptar la Proposicio´n 2.3.2
para operadores en la clase p-Schatten. Pero, en tal caso, so´lo se obtiene la siguiente
implicacio´n.
Proposicio´n 2.3.6. Si ψ = (ψk)k∈N ∈ Bess(H) verifica que (
∥∥ψN∥∥
Bess
)N∈N ∈ lp
donde ψN = (ψk)k>N entonces Tψ ∈ Sp(H).
Demostracio´n. Dado que λn+1(T ) = inf{‖T −B‖ : B ∈ L(H,K) y dimR(B) ≤ n}
y siguiendo la misma idea que en la demostracio´n de la Proposicio´n 2.3.2, tenemos
que λn+1(T
∗) ≤ ‖PNT ∗ψ − T ∗ψ‖ ≤ ‖ψN‖Bess, de donde se obtiene el resultado.
Como muestra el siguiente ejemplo, la implicacio´n rec´ıproca de la u´ltima propo-
sicio´n es falsa, en general:
Ejemplo 2.3.7. Sea α ∈ R y e = (α
k
)k∈N ∈ l2 tal que ‖e‖ = 1. Definamos T ∈ L(l2)
por Tη = 〈η, e〉 e. Es decir, T es la proyeccio´n ortogonal sobre gen{e}, y T ∈ Sp(H)
para todo p > 0. En particular, T ∈ S1(H). Consideremos ahora la base ortonormal
cano´nica de l2 y denote´mosla por E = (en)n∈N, y sea PN = Pgen{e1,...,eN}. Luego, si
αE(T ) = (ψk)k∈N = ψ y ψN = (ψk)k>N entonces,
∥∥ψN∥∥2
Bess
= ‖TPN‖2 = ‖PNe‖2 =∑∞
k=N
(
1
k
)2 ≈ 1
N
y por lo tanto (‖ψN‖2Bess)N∈N /∈ l1, entonces (‖ψN‖Bess)N∈N /∈ l1.
A continuacio´n presentamos una caracterizacio´n de αE(Sp(H)) va´lida para todo
1 ≤ p <∞.
Proposicio´n 2.3.8. Sea ψ = (ψk)k∈N ∈ Bess(H). Entonces Tψ ∈ Sp(H) si y so´lo si
existe una base ortonormal de gen{ψk}k∈N, (βk)k∈N, una sucesio´n ortonormal (νk)k∈I
de H y (λk)k∈N ∈ lp con 0 < λk+1 ≤ λk tal que
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∞∑
k=1
〈νj, ξk〉 〈ψk, βn〉 = λnδj,n (2.3.1)
∞∑
k=1
〈ν, ξk〉 〈ψk, βn〉 = 0 si ν ∈ gen{νn}⊥n∈I (2.3.2)
Demostracio´n. Recordemos que Tψη =
∑∞
k=1 〈η, ξk〉ψk.
Sea Tψ ∈ Sp(H). Luego, Tψη =
∑
k∈I λk 〈η, νk〉 βk, donde (νk)k∈I es una base
ortonormal de N(Tψ)
⊥, (βk)k∈N es una base ortonormal de R(Tψ) = gen{ψk}k∈N y
(λk)k∈N ∈ lp, 0 < λk+1 ≤ λk.
Luego,
∞∑
k=1
〈νj, ξk〉 〈ψk, βn〉 = 〈Tψ(νj), βn〉 = 〈
∑
k∈I
λk 〈νj, νk〉 βk, βn〉 = λnδj,n,
es decir, se verifica la ecuacio´n (2.3.1). Por otro lado, si ν ∈ gen{νk}⊥ = N(Tψ)
entonces,
∞∑
k=1
〈ν, ξk〉 〈ψk, βn〉 = 〈Tψ(ν), βn〉 = 0,
i.e., se verifica la ecuacio´n (2.3.2).
Rec´ıprocamente, sea ψ = (ψk)k∈N ∈ Bess(H) tal que se verifican las ecuaciones
(2.3.1) y (2.3.2). Sea (ν˜k)k∈N una completacio´n de (νk)k∈I a una base ortonormal de
H. Observemos que,
Tψν˜j =
∞∑
k=1
〈Tψν˜j, βk〉βk =
∞∑
k=1
∞∑
n=1
〈ν˜j, ξn〉〈ψn, βk〉βk.
Luego, por las ecuaciones (2.3.1) y (2.3.2), obtenemos que si ν˜j = νj entonces Tψν˜j =
λjβj, y si ν˜j /∈ {νk : k ∈ I} entonces Tψν˜j = 0.
Consideremos η =
∑∞
k=1〈η, ν˜k〉ν˜k ∈ H. Entonces, Tψη =
∑∞
k=1〈η, ν˜k〉Tψν˜k =∑
k∈I λk〈η, νk〉βk donde (λk)k∈N ∈ lp. Por lo tanto, Tψ ∈ Sp(H) y el resultado queda
probado.

Cap´ıtulo 3
Multiplicador de Bessel y
multiplicador de Bessel de fusio´n
3.1. Multiplicador de Bessel
Comencemos introduciendo la definicio´n de multiplicador de Bessel.
Definicio´n 3.1.1. Sean (φk)k∈N y (ψk)k∈N dos sucesiones de Bessel en H1 y H2 res-
pectivamente y m ∈ l∞. Llamaremos multiplicador de Bessel para las sucesiones
de Bessel (φk)k∈N y (ψk)k∈N, al operador Mm(ψk)(φk) : H1 → H2, definido por
Mm(ψk)(φk)(ξ) =
∑
k∈N
mk 〈ξ, φk〉ψk.
La sucesio´n m se llama el s´ımbolo de Mm(ψk)(φk). Dados φ ∈ H1 y η ∈ H2
denotamos con φ ⊗i η al operador de H2 en H1 definido por (φ ⊗i η)(ξ) = 〈ξ, η〉φ.
Entonces
Mm(ψk)(φk)(ξ) =
∑
k∈N
mk(ψk ⊗i φk)(ξ).
Es sencillo verificar que ‖φ⊗i η‖p = ‖φ‖‖η‖ para p ≥ 1. En lo que sigue considera-
remos el operador Mm : l2 → l2 definido por Mm((ck)k∈N) = (ckmk)k∈N.
Proposicio´n 3.1.2. Valen las siguientes propiedades:
1. Si m ∈ l∞ entonces Mm ∈ L(l2). Adema´s, ‖Mm‖ = ‖m‖∞.
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2. Mm(ψk)(φk) ∈ L(H1,H2). Adema´s, Mm(ψk)(φk) = DψMmCφ y ‖Mm(ψk)(φk)‖ ≤
B
1/2
ψ B
1/2
φ ‖m‖∞.
3. M∗m(ψk)(φk) =Mm(φk)(ψk).
Demostracio´n. 1. Sea (ck)k∈N ∈ l2. Luego, ‖Mm(ck)‖ = ‖(mkck)‖ ≤ ‖m‖∞‖(ck)‖.
Por lo tanto,Mm ∈ L(l2) y ‖Mm‖ ≤ ‖m‖∞. Adema´s, si (ek)k∈N denota la ba-
se cano´nica de l2 entonces, |mk| = ‖Mm(ek)‖ ≤ ‖Mm‖ para todo k ∈ N.
Entonces ‖m‖∞ ≤ ‖Mm‖ y, luego, ‖Mm‖ = ‖m‖∞.
2. Es sencillo comprobar que Mm(ψk)(φk) = DψMmCφ. Luego, como por el ı´tem
anterior Mm ∈ L(l2), entonces Mm(ψk)(φk) ∈ L(H1,H2) y ‖Mm(ψk)(φk)‖ ≤
B
1/2
ψ B
1/2
φ ‖m‖∞.
3. Puesto que Mm(ψk)(φk) = DψMmCφ, entonces M∗m(ψk)(φk) = (DψMmCφ)∗ =
DφMmCψ =Mm(φk)(ψk).
Proposicio´n 3.1.3. Sean m ∈ l∞, (φk)k∈N y (ψk)k∈N sucesiones de Bessel en H1 y
H2 respectivamente.
1. Si m ∈ c0 entonces Mm(ψk)(φk) es compacto.
2. Si m ∈ lp entonces Mm(ψk)(φk) ∈ Sp(H1,H2).
Demostracio´n. Dado que Mm(ψk)(φk) = DψMmCφ, es suficiente probar que Mm es
compacto (resp. pertenece a la clase p-Schatten) si m ∈ c0 (resp. si m ∈ lp).
1. Sea m ∈ c0 y mN = (m1,m2, ...,mN , 0, ...) ∈ l∞. Entonces, para todo c ∈ l2 se
tiene que ‖Mm(c)−MmN (c)‖ = ‖Mm−mN (c)‖ ≤ ‖m−mN‖∞‖c‖ −→
N→∞
0. De
aqu´ı, existe una sucesio´n, (MmN )N∈N, de operadores de rango finito tal que
‖Mm −MmN‖ −→
N→∞
0, i.e., Mm es compacto.
2. Sea m ∈ lp y (ek)k∈N la base cano´nica de l2. Consideremos σ : N → N la
permutacio´n tal que 0 ≤ ∣∣mσ(k+1)∣∣ ≤ ∣∣mσ(k)∣∣ para todo k ∈ N. Entonces, para
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todo c ∈ l2,
Mm(c) =
∑
k∈N
〈
mc, eσ(k)
〉
eσ(k) =
∑
k∈N
mσ(k)
〈
c, eσ(k)
〉
eσ(k)
=
∑
k∈N
mσ(k)
|mσ(k)|mσ(k)
〈
c, eσ(k)
〉 mσ(k)
|mσ(k)|eσ(k)
=
∑
k∈N
∣∣mσ(k)∣∣ 〈c, eσ(k)〉U(eσ(k)),
donde U ∈ U(l2). Por lo tanto, como (∣∣mσ(k)∣∣)k∈N ∈ lp, se obtiene que Mm ∈
Sp(l
2). Adema´s, ‖Mm‖p = ‖m‖p y luego ‖Mm(ψk)(φk)‖p ≤ B1/2φ B1/2ψ ‖m‖p.
A continuacio´n estudiamos la continuidad de Mm(ψk)(φk). Para esto, en lo que
sigue, dado 1 ≤ p <∞ denotaremos con q a su conjugado, i.e., 1
p
+ 1
q
= 1.
Proposicio´n 3.1.4. Sean (φk)k∈N y (ψk)k∈N sucesiones de Bessel en H1 y H2 res-
pectivamente.
1. Si m(l) −→
l→∞
m en lp entonces ‖Mm(l)(ψk)(φk) −Mm(ψk)(φk)‖p −→l→∞ 0.
2. Si m ∈ lp y (φ(l)k )k∈N −→
l→∞
(φk)k∈N en lq entonces
‖M
m(ψ
(l)
k )(φk)
−Mm(ψk)(φk)‖p −→
l→∞
0 y ‖M
m(φk)(ψ
(l)
k )
−Mm(φk)(ψk)‖p −→
l→∞
0
Demostracio´n.
1. Sea m(l) −→
l→∞
m en lp. De la demostracio´n de la Proposicio´n 3.1.3 se tiene que
Mm(l)−m ∈ Sp(l2) y ‖Mm(l)−m‖p = ‖m(l)−m‖p para todo l ∈ N. Por lo tanto,
‖Mm(l)(ψk)(φk) −Mm(ψk)(φk)‖p = ‖Mm(l)−m(ψk)(φk)‖p = ‖DψMm(l)−mCφ‖p
≤ B1/2ψ B1/2φ ‖Mm(l)−m‖p
= (BψBφ)
1/2‖m(l) −m‖p −→
l→∞
0.
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2. Si m ∈ lp entonces M
m(ψ
(l)
k )(φk)
,Mm(ψk)(φk) ∈ Sp(H1,H2). Luego,
‖M
m(ψ
(l)
k )(φk)
−Mm(ψk)(φk)‖p = ‖
∞∑
k=1
mk.(ψ
(l)
k − ψk)⊗i φk‖p
≤
∞∑
k=1
|mk| ‖(ψ(l)k − ψk)⊗i φk‖p
=
∞∑
k=1
|mk| ‖(ψ(l)k − ψk)‖‖φk‖
≤ B1/2φ (
∞∑
k=1
|mk|p)1/p(
∞∑
k=1
‖(ψ(l)k − ψk)‖q)1/q
= B
1/2
φ ‖m‖p‖(ψ(l)k )− (ψk)‖q −→
l→∞
0
donde la u´ltima desigualdad se obtiene por la desigualdad de Ho¨lder.
El l´ımite restante se puede probar de manera ana´loga.
Corolario 3.1.5. Sean m(l) −→
l→∞
m en lp, (ψ
(l)
k ), (φ
(l)
k ) sucesiones de Bessel y B1,B2
tal que Bψ(l) < B1 y Bφ(l) < B2 para todo l ∈ N. Luego, si (ψ(l)k )k∈N y (φ(l)k )k∈N
convergen a (ψk)k∈N y (φk)k∈N en lq respectivamente entonces
‖M
m(l)(ψ
(l)
k )(φk(l))
−Mm(ψk)(φk)‖p −→
l→∞
0.
Demostracio´n. Uniendo ı´tems 1 y 2 de la proposicio´n anterior se obtiene que:
‖ M
m(l)(ψ
(l)
k )(φ
(l)
k )
−Mm(ψk)(φk)‖p ≤ ‖Mm(l)(ψ(l)k )(φ(l)k ) −Mm(ψ(l)k )(φ(l)k )‖p +
‖M
m(ψ
(l)
k )(φ
(l)
k )
−M
m(ψk)(φ
(l)
k )
‖p + ‖Mm(ψk)(φ(l)k ) −Mm(ψk)(φk)‖p <
(B1B2)
1/2‖m(l)−m‖p+B21/2‖m‖p‖(ψ(l)k )−(ψk)‖q+B11/2‖m‖p‖(φ(l)k )−(φk)‖q −→
l→∞
0.
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3.2. Multiplicador de Bessel de fusio´n
En esta seccio´n introducimos el concepto de multiplicador de Bessel de fusio´n el
cual resulta una extensio´n del multiplicador de Bessel para sucesiones de Bessel de
fusio´n. Estudiaremos sus propiedades para m ∈ c0 o m ∈ lp.
Definicio´n 3.2.1. Sean W = (Wi, ωi)i∈I y V = (Vi, υi)i∈I dos sucesiones de Bessel
de fusio´n sobre el mismo espacio de Hilbert, H, y m ∈ l∞. Llamaremos multiplica-
dor de Bessel de fusio´n de las sucesiones de Bessel de fusio´n W y V al operador
SmVW : H → H definido por
SmVW(ξ) =
∑
i∈I
miυiωiPViPWiξ.
Observacio´n 3.2.2. Sean (φk)k∈N y (ψk)k∈N dos sucesiones de Bessel para H
y consideremos las sucesiones de Bessel de fusio´n W = {(gen{φk}, ‖φk‖)}k∈N y
V = {(gen{ψk}, ‖ψk‖)}k∈N. Luego, los respectivos multiplicadores se relacionan del
siguiente modo:
Sm′VW =Mm(ψk)(φk),
donde mk = m
′
k
〈ψk, φk〉
‖ψk‖‖φk‖ .
En lo que sigue consideraremos las siguientes aplicaciones:
P : (
∑
i∈I ⊕Wi)l2 → (
∑
i∈I ⊕Vi)l2 definido por P ((ξi)i∈I) = (PViξi)i∈I .
Sm : (
∑
i∈I ⊕Vi)l2 → (
∑
i∈I ⊕Vi)l2 definida por Sm((ξi)i∈I) = (miξi)i∈I .
Proposicio´n 3.2.3. SeanW = (Wi, ωi)i∈I y V = (Vi, υi)i∈I dos sucesiones de Bessel
de fusio´n sobre el mismo espacio de Hilbert, H, y m ∈ l∞. Luego, las siguientes
propiedades se verifican:
1. P ∈ L((∑i∈I ⊕Wi)l2 , (∑i∈I ⊕Vi)l2).
2. Sm ∈ L((
∑
i∈I ⊕Vi)l2).
3. SmVW ∈ L(H). Adema´s, SmVW = DVSmPCW .
4. S∗mVW = SmWV .
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Demostracio´n. 1. La linealidad de P es clara. Si (ξi)i∈I ∈ (
∑
i∈I ⊕Wi)l2 entonces
‖(PViξi)i∈I‖2 =
∑
i∈I ‖PViξi‖2 ≤
∑
i∈I ‖ξi‖2 = ‖(ξi)i∈I‖2, i.e., P es acotado.
2. Si m ∈ l∞ entonces para todo (ξi)i∈I ∈ (
∑
i∈I ⊕Vi)l2 se verifica que
‖Sm((ξi)i∈I)‖2 = ‖(miξi)i∈I‖2 =
∑
i∈I
‖miξi‖2 ≤ ‖m‖2∞‖(ξi)i∈I‖2.
Luego, Sm es acotado y ‖Sm‖ ≤ ‖m‖∞.
3. Es simple verificar que SmVW = DVSmPCW . Luego, por ı´tems 1 y 2, SmVW ∈
L(H).
4. Por ı´tem 2, tenemos que S∗mVW = (DVSmPCW)∗ = DWP ∗SmCV . Ahora, es
sencillo verificar que P ∗ : (
∑
i∈I ⊕Vi)l2 → (
∑
i∈I ⊕Wi)l2 queda definido por
P ∗((ξi)i∈I) = (PWiξi)i∈I . Luego, S
∗
mVW = SmWV .
Proposicio´n 3.2.4. Sean W = (Wi, ωi)i∈N y V = (Vi, υi)i∈N sucesiones de Bessel
de fusio´n. Luego,
1. Si m ∈ c0 y dimVi es finito para todo i ∈ N entonces Sm es compacto y, en
particular, SmVW es compacto.
2. Si m ∈ lp y (dimVi)i∈N ∈ l∞ entonces Sm ∈ Sp((
∑
i∈I ⊕Vi)l2) y, en particular,
SmVW ∈ Sp(H).
Demostracio´n. 1. Sea m ∈ c0 y mN = (m0,m1, ...,mN , 0, 0, ...). Luego,
‖SmN ((ξi)i∈N)− Sm((ξi)i∈N)‖ = ‖SmN−m((ξi)i∈N)‖ ≤
‖mN −m‖∞‖(ξi)i∈N‖ −→
N→∞
0.
Por lo tanto, dado que dimVi es finito para todo i ∈ N entonces, para todo N ,
SmN es un operador de rango finito. De aqu´ı, Sm es compacto. En particular,
como SmVW = DVSmPCW , SmVW es compacto.
2. Sea Ei = (e
i
k)k∈Ki una base ortonormal de Vi y definamos
Fi,k = (0, ..., e
i
k︸︷︷︸
posicio´n i
, ..., 0, ...) ∈ (
∑
i∈N
⊕Vi)l2 .
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Luego, F = ((Fi,k)k∈Ki)i∈N es una base ortonormal de (
∑
i∈I ⊕Vi)l2 . Supon-
gamos 0 ≤ |mk+1| ≤ |mk| para todo k ∈ N. Ahora consideremos (Fˆj)j∈N el
reordenamiento de F dado por:
a) si 1 ≤ j ≤ K1 entonces Fˆj = F1,j,
b) si j > K1 entonces Fˆj = Fn+1,k donde n = ma´x{m ∈ N : j − (K1 + ... +
Km) > 0} y k = j − (K1 + ...+Kn).
As´ı, para todo f = (fi)i∈N ∈ (
∑
i∈I ⊕Vi)l2 se verifica:
Sm(f) =
∑
i∈I
∑
k∈Ki
mi 〈f, Fi,k〉Fi,k =
∑
j∈N
mˆj
〈
f, Fˆj
〉
Fˆj =
∑
j∈N
|mˆj|
〈
f, Fˆj
〉
UFˆj
donde (mˆj)j∈N = (m1, ...,m1︸ ︷︷ ︸
K1
,m2, ...,m2︸ ︷︷ ︸
K2
, ...mj, ...mj︸ ︷︷ ︸
Kj
, ...) y U ∈ U((∑i∈I ⊕Vi)l2).
Ahora,
∑
j∈N
|mˆj|p =
∑
i∈I
Ki |mi|p ≤ ‖(dimVi)i∈I‖∞‖m‖pp <∞.
Por lo tanto, Sm ∈ Sp((
∑
i∈I ⊕Vi)l2). En particular, SmVW = DVSmPCW ∈
Sp(H).
En los siguientes ejemplos se muestra que, en la proposicio´n anterior, las hipo´tesis
referidas a las dimensiones de Vi son necesarias.
Ejemplos 3.2.5. Sea H = l2 y (ek)k∈N una base ortonormal de l2.
1. Definamos W0 = span{e2k+1}k∈N, ω0 = 1 y para i ≥ 1 definamos Wi =
span{e2k}k∈N−{i}, ωi = 1(√2)i . Es claro que Wi no es finito dimensional para ningu´n
i ∈ N. Comprobemos a continuacio´n que (Wi, ωi)i∈N0 es una sucesio´n de Bessel de
fusio´n. Es fa´cil verificar que para i ≥ 1, ω2i ‖PWi(ξ)‖2 = 12i
∑∞
k=1,k 6=i |〈ξ, e2k〉|2 para
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todo ξ ∈ H. Luego, para todo ξ ∈ H se tiene que
∑
i∈N0
ω2i ‖PWi(ξ)‖2 =
∞∑
k=0
|〈ξ, e2k+1〉|2 +
( ∞∑
k=1,k 6=1
1
2k
)
|〈ξ, e2〉|2 + ...
+
( ∞∑
k=1,k 6=n
1
2k
)
|〈ξ, e2n〉|2 + ...
=
∞∑
k=0
|〈ξ, e2k+1〉|2 +
(
1− 1
2
)
|〈ξ, e2〉|2 + ...
+
(
1− 1
2n
)
|〈ξ, e2n〉|2 + ...
Por lo tanto, ∑
i∈N0 ω
2
i ‖PWi(ξ)‖2 ≤ ‖ξ‖2 para todo ξ ∈ H.
Ahora, consideremos SωWW con ω = (ωi)i∈N0 = (
1√
2
i ) ∈ c0 y veamos que SωWW
no es compacto. En efecto, SωWW(e2k+1) =
∑
i∈N0 ω
3
i PWie2k+1 = e2k+1 y entonces la
sucesio´n (SωWW(e2k+1))k∈N no tiene una subsucesio´n convergente.
2. Sea Wi = gen{e1, e2, ..., e2i}, ωi = 1( 3√2)i , i ≥ 1. Es claro que no existe A > 0
tal que dimWi < A para todo i ∈ N. Verifiquemos que (Wi, ωi)i∈N es una sucesio´n
de Bessel de fusio´n. Para esto, notemos que ω2i ‖PWi(ξ)‖2 = 14i/3
∑2i
j=1 |〈ξ, ej〉|2 para
todo ξ ∈ H. Luego,
∞∑
i=1
ω2i ‖PWi(ξ)‖2 =
( ∞∑
j=1
1
4j/3
)
(|〈ξ, e1〉|2 + |〈ξ, e2〉|2) +
+
( ∞∑
j=2
1
4j/3
)
(|〈ξ, e3〉|2 + |〈ξ, e4〉|2) + ...
Ahora, como
∑∞
j=1
1
4j/3
< 2, entonces
∑∞
i=1 ω
2
i ‖PWi(ξ)‖2 ≤ 2‖ξ‖2 para todo ξ ∈ H.
Observemos que
∑∞
i=1 ωi =
∑∞
i=1
1
( 3
√
2)i
< ∞, i.e., ω = (ωi)i∈N ∈ l1, pero, sin
embargo, SωWW /∈ S1(H). Para corroborar esto u´ltimo es suficiente probar que
(〈SωWW(en), en〉)n∈N /∈ l1. Ahora,
∑∞
n=1 〈SωWW(en), en〉 =
∞∑
n=1
αn
1
2n−1
donde α1 = 2
y αn = 2
n−1 para n > 1, entonces
∑∞
n=1 〈SωWW(en), en〉 diverge.
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Corolario 3.2.6. Sean W = (Wi, ωi)i∈N y V = (Vi, υi)i∈N dos sucesiones de Bessel
de fusio´n tal que (dimVi)i∈N ∈ l∞. Luego, si m(l) −→
l→∞
m in lp entonces ‖Sm(l)VW −
SmVW‖p −→
l→∞
0.
Demostracio´n. Seam(l) −→
l→∞
m en lp. Por la Proposicio´n 3.2.4, tenemos que Sm(l)−m ∈
Sp((
∑
i∈I ⊕Vi)l2) y ‖Sm(l)−m‖p ≤ ‖m(l) −m‖p para todo l ∈ N. Luego,
‖Sm(l)VW − SmVW‖p = ‖Sm(l)−mVW‖p = ‖DVSm(l)−mPCW‖p
≤ ‖DV‖‖m(l) −m‖p‖CW‖ −→
l→∞
0.
Proposicio´n 3.2.7. Sean W = (Wi, ωi)i∈N, Wk = (Wi, (ωk)i)i∈N, y V = (Vi, υi)i∈N
sucesiones de Bessel de fusio´n tal que (dimWi)i∈N ∈ l∞. Luego, sim ∈ lp y ((ωk)i)i∈N −→
k→∞
(ωi)i∈N en lq entonces ‖SmVWk − SmVW‖p −→
k→∞
0 y ‖SmWkV − SmWV‖p −→
k→∞
0
Demostracio´n.
‖SmVWk − SmVW‖p = ‖
∑
i∈N
miυi((ωk)i − ωi)PViPWi‖p
≤
∑
i∈N
|miυi| |(ωk)i − ωi| ‖PWi‖p
=
∑
i∈N
|miυi| |(ωk)i − ωi| dimWi
≤ ‖(dimWi)i∈N‖∞‖(υi)i∈N‖∞
∑
i∈N
|mi| |(ωk)i − ωi|
≤ C
(∑
i∈N
|mi|p
)1/p(∑
i∈N
|(ωk)i − ωi|q
)1/q
= C‖m‖p‖((ωk)i)i∈N − (ωi)i∈N‖q −→
k→∞
0.
Ana´logomente se puede probar que ‖SmWkV − SmWV‖p −→
k→∞
0.
3.2.1. El caso m = (1, 1, ...)
Dadas dos sucesiones de Bessel W = (Wi, ωi)i∈I y V = (Vi, υi)i∈I en H, el
siguiente operador es definido en [28]:
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SVW : H → H, SVW(ξ) =
∑
i∈I υiωiPViPWiξ.
En dicho trabajo se prueba la convergencia incondicional de la serie y se estudian
condiciones para la suryectividad e invertibilidad de SVW . Claramente, en nuestro
contexto, SVW = SmVW donde m = (1, 1, ...) ∈ l∞. Puesto que m /∈ co ni lp, nuestro
propo´sito en esta seccio´n sera´ determinar condiciones para que SVW sea compacto
o pertenezca a Sp(H).
Proposicio´n 3.2.8. Sean W = (Wi, ωi)i∈N y V = (Vi, υi)i∈N sucesiones de Bessel
de fusio´n, υk+1 ≤ υk para todo k ∈ N.
1. Si (υi)i∈N ∈ c0, (ωi)i∈N ∈ l1 y dimVi es finito para todo i ∈ N entonces SVW es
compacto.
2. Si (υi)i∈N ∈ lp, (ωi)i∈N ∈ l1 y (dimVi)i∈N ∈ l∞ entonces SVW ∈ Sp(H).
Demostracio´n. 1. Definamos SNVW : H → H por SNVW(ξ) =
∑N
i=1 υiωiPViPWiξ.
Luego,
‖SVW(ξ)− SNVW(ξ)‖ = ‖
∞∑
i=N+1
υiωiPViPWiξ‖
≤ ‖ξ‖
∞∑
i=N+1
υiωi ≤ ‖ξ‖υN+1
∞∑
i=N+1
ωi
≤ ‖ξ‖υN+1‖ω‖1.
Por lo tanto, ‖SVW − SNVW‖ ≤ υN+1‖ω‖1 −→
N→∞
0. Luego, como SNVW son opera-
dores de rango finito, obtenemos que SVW es compacto.
2. A lo largo de esta demostracio´n utilizaremos el Lema 1.1.8. Observemos que
λ1(SVW) = ‖SVW‖ ≤ υ1‖ω‖1.
Sea Nk = dimVk y SN1VW = υ1ω1PV1PW1 . Entonces, dimSN1VW(H) ≤ N1 y ‖SVW−
SN1VW‖ ≤ υ2‖ω‖1. Luego,
λN1+1(SVW) ≤ υ2‖ω‖1.
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Adema´s,
λN1(SVW) ≤ λN1−1(SVW) ≤ ... ≤ λ1(SVW) ≤ υ1‖ω‖1.
Ahora, sea SN1+N2VW = υ1ω1PV1PW1 + υ2ω2PV2PW2 . Entonces, dimSN1+N2VW (H) ≤
N1 +N2 y ‖SVW − SN1+N2VW ‖ ≤ υ3‖ω‖1. Luego,
λN1+N2+1(SVW) ≤ υ3‖ω‖1
y
λN1+N2(SVW) ≤ λN1+N2−1(SVW) ≤ ... ≤ λN1+1(SVW) ≤ υ2‖ω‖1.
Por lo tanto,
∞∑
i=1
λpi (SVW) ≤
∞∑
i=1
Niυ
p
i ‖ω‖p1 ≤ ‖ω‖p1‖(Ni)i∈N‖∞‖υ‖pp <∞.
Entonces, SVW ∈ Sp(H).

Cap´ıtulo 4
Clases de operadores sobre un
espacio semi-Hilbertiano
En este cap´ıtulo estudiaremos distintas clases de operadores definidas sobre el es-
pacio semi-Hilbertiano (H, 〈 , 〉A). Ma´s precisamente, las contracciones, isometr´ıas,
operadores unitarios e isometr´ıas parciales respecto a 〈 , 〉A.
4.1. El operador A-adjunto T ]
En gran parte de este cap´ıtulo trabajaremos con operadores T que admiten A-
adjunto, es decir, T ∈ LA(H). Recordemos que T ∈ LA(H) si y so´lo si la ecuacio´n
AX = T ∗A tiene solucio´n. Luego, dado T ∈ LA(H) denotaremos con T ] a la solucio´n
reducida de dicha ecuacio´n. Es decir, T ] es el u´nico A-adjunto de T que verifica
AT ] = T ∗A, R(T ]) ⊆ R(A) y N(T ]) = N(T ∗A).
De acuerdo con la Proposicio´n 1.1.14, T ] = A†T ∗A. Cabe observar que si T es
A-autoadjunto esto no implica, en general, que T = T ]. Por ejemplo, si A =(
1 1
1 1
)
∈M2(C)+ y T =
(
2 2
0 0
)
entoces T es A-autoadjunto (AT = T ∗A), pe-
ro T ] = A†T ∗A =
(
1 1
1 1
)
6= T . De hecho, T = T ] si y so´lo si T es A-autoadjunto
y R(T ) ⊆ R(A).
A continuacio´n, estudiamos distintas propiedades de T ].
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Lema 4.1.1. Dado T ∈ LA(H) las siguientes propiedades se verifican:
1. T ] ∈ LA(H), (T ])] = PR(A)TPR(A) y ((T ])])] = T ].
2. T ]T y TT ] son A-autoadjuntos.
3. Si W ∈ LA(H) entonces TW ∈ LA(H) y (TW )] = W ]T ].
4. Si AT = TA entonces T ] = PR(A)T
∗.
Demostracio´n. 1. Como R((T ])∗A) = R(AT ) ⊆ R(A), entonces T ] ∈ LA(H).
Adema´s, A(PR(A)TPR(A)) = ATPR(A) = (T
])∗A y R(PR(A)TPR(A)) ⊆ R(A).
Luego, PR(A)TPR(A) es la solucio´n reducida de la ecuacio´n AX = (T
])∗A y, por
lo tanto, (T ])] = PR(A)TPR(A).
En particular, ((T ])])] = PR(A)T
]PR(A) = T
]PR(A) = T
].
2. Como AT ] = T ∗A, entonces AT ]T = T ∗AT = T ∗(T ])∗A = (T ]T )∗A y ATT ] =
(T ])∗AT ] = (T ])∗T ∗A = (TT ])∗A. Luego, T ]T y TT ] son A-autoadjuntos.
3. Observemos que AW ]T ] = W ∗AT ] = W ∗T ∗A = (TW )∗A, i.e., W ]T ] es so-
lucio´n de la ecuacio´n AX = (TW )∗A. Adema´s, R(W ]T ]) ⊆ R(A). Luego,
W ]T ] es la solucio´n reducida de la ecuacio´n AX = (TW )∗A, y por lo tanto
W ]T ] = (TW )].
4. Puesto que T ] = A†T ∗A, entonces si AT = TA se tiene que T ] = A†T ∗A =
A†AT ∗ = PR(A)T
∗.
Es bien sabido que todo operador T ∈ L(H) puede ser escrito como suma de
un operador autoadjunto y uno antiautoadjunto (T = −T ∗). A saber, T = T+T ∗
2
+
T−T ∗
2
. En el caso que A tenga rango cerrado veremos que esta propiedad se puede
extender, en cierto sentido, para operadores A-autoadjuntos y A-antiautoadjuntos
(AT = −T ∗A). En lo que sigue denotaremos LsA(H) = {T ∈ L(H) : AT = T ∗A}
y LasA (H) = {T ∈ L(H) : iT ∈ LsA(H)} = {T ∈ L(H) : AT = −T ∗A}. En la
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siguiente proposicio´n trabajaremos con la representacio´n matricial inducida por la
descomposicio´n H = R(A)⊕N(A). Bajo esta descomposicio´n, representaremos
A =
(
a 0
0 0
)
, (4.1.1)
donde a ∈ Gl(R(A))+ si y so´lo si A tiene rango cerrado.
Proposicio´n 4.1.2. Las siguientes condiciones, donde la representacio´n matricial
es la inducida por la descomposicio´n H = R(A)⊕N(A), se verifican:
1. LA(H) = LsA(H) + LasA (H) ⊆
{
T ∈ L(H) : T =
(
t11 0
t21 t22
)}
.
2. LA(H) =
{
T ∈ L(H) : T =
(
t11 0
t21 t22
)}
si y so´lo si A tiene rango cerrado.
Demostracio´n. 1. Sea T ∈ LA(H). Entonces, T = T + T
]
2
+
T − T ]
2
. Adema´s,
A
T + T ]
2
=
AT + AT ]
2
=
(T ])∗A+ T ∗A
2
=
(T ])∗ + T ∗
2
A = (
T + T ]
2
)∗A. Luego,
T + T ]
2
∈ LsA(H). Ana´logamente,
T − T ]
2
∈ LasA (H). Luego, T ∈ LsA(H) + LasA (H).
Rec´ıprocamente, si T = T1 + T2, con T1 ∈ LsA(H) y T2 ∈ LasA (H) entonces T1 − T2
es solucio´n de AX = T ∗A. En efecto, A(T1 − T2) = T ∗1A + T ∗2A = T ∗A. Luego,
T ∈ LA(H).
Por otro lado, sea T =
(
t11 t12
t21 t22
)
∈ LA(H). Luego, T ∗A =
(
t∗11a 0
t∗12a 0
)
.
Ahora, como R(T ∗A) ⊆ R(A), obtenemos que t∗12a = 0 y, por consiguiente, R(a) ⊆
N(t∗12) = R(t12)
⊥. Pero, como R(t12) ⊆ R(a), entonces t12 = 0.
2. Sea A ∈ L(H)+ con rango cerrado y T =
(
t11 0
t21 t22
)
. Entonces, T ∗A =(
t∗11a 0
0 0
)
y R(T ∗A) = R(t∗11a) ⊆ R(A) = R(A). Luego, T ∈ LA(H). La inclusio´n
rec´ıproca es consecuencia del ı´tem anterior. Luego, la igualdad queda probada.
Rec´ıprocamente, si R(A) no es cerrado entonces existe η ∈ R(A) \ R(A). Luego, se
puede definir un operador lineal y acotado t11 : R(A) → R(A) tal que t∗11aξ = η
66 Cap´ıtulo 4. Clases de operadores sobre un espacio semi-Hilbertiano
para algu´n ξ ∈ R(A). Consideremos T =
(
t11 0
0 0
)
. Luego, η ∈ R(T ∗A), pero
η /∈ R(A). Es decir, R(T ∗A) 6⊆ R(A) o, lo que es lo mismo, T /∈ LA(H).
Corolario 4.1.3. Las siguientes condiciones son equivalentes:
1. A ∈ L(H)+ tiene rango cerrado.
2. L(H) = LsA(H) + LasA (H) + L(N(A), R(A)).
Demostracio´n. Es consecuencia inmediata de la Proposicio´n 4.1.2.
4.2. A-contracciones y A-isometr´ıas
Comencemos introduciendo el concepto de A-contraccio´n y, como caso particular,
el de A-isometr´ıa.
Definicio´n 4.2.1. Sea T ∈ L(H). Diremos que T es una A-contraccio´n si
‖Tξ‖A ≤ ‖ξ‖A ,
para todo ξ ∈ H. Si ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ H entonces diremos que T es una
A-isometr´ıa.
Observacio´n 4.2.2. Si A ∈ L(H1)+, B ∈ L(H2)+ y T ∈ L(H1,H2) entonces
diremos que T es una AB-contraccio´n (resp. AB-isometr´ıa) si ‖Tξ‖B ≤ ‖ξ‖A
(resp. ‖Tξ‖B = ‖ξ‖A) para todo ξ ∈ H1.
Es claro que las I-contracciones (resp. I-isometr´ıas) coinciden con las contraccio-
nes (resp. isometr´ıas). Asimismo, tanto las A-contracciones como las A-isometr´ıas
son elementos de LA1/2(H), es decir, son A-operadores.
Las A-contracciones y las A-isometr´ıas son frecuentemente definidas de manera
equivalente como muestra la siguiente proposicio´n:
Proposicio´n 4.2.3. Dado T ∈ L(H) las siguientes propiedades se verifican:
1. T es una A-contraccio´n si y so´lo si T ∗AT ≤ A.
2. T es una A-isometr´ıa si y so´lo si T ∗AT = A.
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Demostracio´n. So´lo incluiremos la demostracio´n del primer ı´tem, puesto que la de-
mostracio´n del ı´tem 2. es ana´loga.
1. T es una A-contraccio´n si y so´lo si
∥∥A1/2Tξ∥∥ ≤ ∥∥A1/2ξ∥∥ para todo ξ ∈ H o,
lo que es lo mismo, si y so´lo si 〈T ∗ATξ, ξ〉 ≤ 〈Aξ, ξ〉 para todo ξ ∈ H, i.e., si y so´lo
si T ∗AT ≤ A.
A continuacio´n presentamos ejemplos de A-contracciones y A-isometr´ıas.
Ejemplos 4.2.4.
1. Dado A =
 1 0 10 1 0
1 0 1
 ∈ M+3 (C), T =
 0 0 01 0 1
0 0 0
 es una A-contraccio´n.
2. Dado A ∈ L(H)+, el operador identidad y PR(A) son A-isometr´ıas. Ma´s au´n, si
T es una A-isometr´ıa entonces T+L(H, N(A)) es un conjunto de A-isometr´ıas.
3. Dado A =
(
1 1
1 1
)
∈ M+2 (C), T =
(
1 1− n
0 n
)
es una A-isometr´ıa para
todo n ∈ N. Obse´rvese que para todo M > 0 existe una A-isometr´ıa T tal que
‖T‖ > M.
En la siguiente proposicio´n incluimos algunas propiedades de las A-isometr´ıas.
Proposicio´n 4.2.5. Si T ∈ L(H) es una A-isometr´ıa entonces
1. N(A) = N(A1/2T ).
2. ‖T‖A = 1.
3. Si W ∈ L(H) es tambie´n una A-isometr´ıa entonces TW es una A-isometr´ıa.
Demostracio´n. 1. Si T es una A-isometr´ıa entonces ‖A1/2Tξ‖ = ‖A1/2ξ‖ para todo
ξ ∈ H. Luego, es claro que ξ ∈ N(A) = N(A1/2) si y so´lo si ξ ∈ N(A1/2T ).
2. Trivial.
3. Si T y W son A-isometr´ıas entonces
(TW )∗ATW = W ∗T ∗ATW = W ∗AW = A,
es decir, TW es una A-isometr´ıa.
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Obse´rvese que el ı´tem 1. de la proposicio´n anterior para I-isometr´ıas se traduce
en que las isometr´ıas son operadores inyectivos.
Dado que las A-isometr´ıas son A-operadores, entonces si T es una A-isometr´ıa
la ecuacio´n A1/2X = T ∗A1/2 tiene solucio´n. En el siguiente resultado relacionamos
las A-isometr´ıas con la solucio´n reducida de dicha ecuacio´n. Ma´s au´n, relacionamos
las A-isometr´ıas con isometr´ıas parciales.
Proposicio´n 4.2.6. Dado T ∈ L(H), T es una A-isometr´ıa si y so´lo si existe una
isometr´ıa parcial V ∈ L(H) con R(V ) = R(A) tal que A1/2V = T ∗A1/2.
Demostracio´n. Sea T una A-isometr´ıa y V ∈ L(H) la solucio´n reducida de la
ecuacio´n A1/2X = T ∗A1/2. Luego, V es una isometr´ıa parcial. De hecho, como
T ∗AT = A1/2V V ∗A1/2 = A entonces V V ∗A1/2 es solucio´n de la ecuacio´n A1/2X = A.
Adema´s R(V V ∗A1/2) ⊆ R(A), i.e., V V ∗A1/2 es la solucio´n reducida de dicha ecua-
cio´n y, por lo tanto, V V ∗A1/2 = A1/2 o, equivalentemente, A1/2V V ∗ = A1/2. De esto
u´ltimo, obtenemos que V V ∗ es la solucio´n reducida de la ecuacio´n A1/2X = A1/2 y,
aplicando nuevamente el teorema de Douglas, tenemos que V V ∗ = PR(A), i.e., V es
una isometr´ıa parcial con R(V ) = R(A).
Rec´ıprocamente, sea V ∈ L(H) una isometr´ıa parcial tal que A1/2V = T ∗A1/2
y R(V ) = R(A). Luego, A = A1/2PR(A)A
1/2 = A1/2V V ∗A1/2 = A1/2V (A1/2V )∗ =
T ∗A1/2(T ∗A1/2)∗ = T ∗AT, y entonces T es una A-isometr´ıa.
Corolario 4.2.7. Si A ∈ L(H)+ es un operador inyectivo entonces T es una A-
isometr´ıa si y so´lo si existe una co-isometr´ıa V ∈ L(H) tal que A1/2V = T ∗A1/2.
Si T es una A-isometr´ıa entonces claramente T ∈ LA1/2(H), pero en principio
no necesariamente T ∈ LA(H). En la siguiente proposicio´n caracterizamos las A-
isometr´ıas en LA(H) en te´rminos de proyecciones A-autoadjuntas. Primero, hagamos
la siguiente observacio´n:
Observacio´n 4.2.8. Dos proyecciones Q1, Q2 sobre H tal que N(Q1) ⊆ N(Q2) y
R(Q1) ⊆ R(Q2) son iguales. Pues, dado H 3 ξ = ρ+ ν con ρ ∈ R(Q1), ν ∈ N(Q1);
se tiene que Q1ξ = ρ y Q2ξ = ρ+Q2ν = ρ, porque ν ∈ N(Q1) ⊆ N(Q2).
Proposicio´n 4.2.9. Sea T ∈ LA(H). Entonces,
1. T es una A-isometr´ıa si y so´lo si T ]T = PR(A).
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2. Si T es una A-isometr´ıa entonces el par (A,R(TA)) es compatible y TT ] =
PA,R(TA).
Demostracio´n. 1. Sea T una A-isometr´ıa. Entonces A = T ∗AT = AT ]T y, por lo
tanto PR(A) = A
†A = A†AT ]T = PR(A)T
]T = T ]T. Rec´ıprocamente, si T ]T = PR(A)
entonces T ∗AT = AT ]T = APR(A) = A y, por lo tanto, T es una A-isometr´ıa.
2. Si T es una A-isometr´ıa entonces, por el ı´tem anterior, (TT ])2 = TT ]TT ] =
TPR(A)T
] = TT ]. Adema´s, TT ] es A-autoadjunto. Veamos entonces que R(TT ]) =
R(TA). Sea η = TAξ ∈ R(TA). Luego, η = TAξ = TPR(A)Aξ = TT ]TAξ =
TT ]η ∈ R(TT ]), y entonces R(TA) ⊆ R(TT ]). Por otro lado, R(TT ]) = TR(T ]) ⊆
TR(A) ⊆ R(TA). Entonces, R(TT ]) = R(TA) y TT ] ∈ P(A,R(TA)).
So´lo resta ver que TT ] = PA,R(TA). Por la observacio´n 4.2.8, es suficiente probar
que N(PA,R(TA)) ⊆ N(TT ]). Primero, notemos que N(A2T ]) ⊆ N(T ]). De hecho,
si ξ ∈ N(A2T ]) entonces T ]ξ ∈ N(A). Pero, T ]ξ ∈ R(A) entonces T ]ξ ∈ R(A) ∩
N(A) = {0} y por consiguiente ξ ∈ N(T ]). Ahora, N(PA,R(TA)) ⊆ (AR(TA))⊥ ⊆
R(ATA)⊥ = N(AT ∗A) = N(A2T ]) ⊆ N(T ]) ⊆ N(TT ]). Luego, TT ] = PA,R(TA).
Observacio´n 4.2.10. L. Suciu define en sus trabajos las A-contracciones regulares
como aquellas A-contracciones T que verifican adema´s que AT = A1/2TA1/2. Estas
clases de A-contracciones presentan propiedades interesantes (ver [51], [52], [53]).
Observemos entonces que si T es una A-contraccio´n regular entonces T ∈ LA(H).
En efecto, R(T ∗A) = R(A1/2T ∗A1/2) = A1/2R(T ∗A1/2) ⊆ A1/2R(A1/2) = R(A).
Ma´s au´n, en tal caso, T ] coincide con la solucio´n reducida de la ecuacio´n A1/2X =
T ∗A1/2. Pues, AT ] = T ∗A = A1/2T ∗A1/2 y R(T ∗A1/2) ⊆ R(A1/2), luego A1/2T ] =
T ∗A1/2 y R(T ]) ⊆ R(A). Como consecuencia, y aplicando la Proposicio´n 4.2.6, si
T es una A-isometr´ıa regular entonces T ] es una isometr´ıa parcial.
Si A tiene rango cerrado entonces LA(H) = LA1/2(H) y el resultado anterior
puede ser reescrito como muestra el siguiente corolario.
Corolario 4.2.11. Sean A ∈ L(H)+ con rango cerrado y T ∈ L(H). Entonces:
1. T es una A-isometr´ıa si y so´lo si T ∈ LA(H) y T ]T = PR(A).
2. Si T es una A-isometr´ıa entonces TT ] = PA,R(TA).
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En el caso que A tenga rango cerrado caracterizaremos, a continuacio´n, a las
A-isometr´ıas de acuerdo a su representacio´n matricial bajo la descomposicio´n H =
R(A)⊕N(A). Previamente, hagamos la siguiente observacio´n:
Observacio´n 4.2.12. Sea B ∈ Gl(H)+. Entonces, X∗X = B si y so´lo si X =
V B1/2, donde V ∈ L(H) es una isometr´ıa. En efecto, si X∗X = B entonces
B−1/2X∗XB−1/2 = I. Luego V = XB−1/2 es una isometr´ıa y X = V B1/2. La
implicacio´n rec´ıproca es trivial.
Proposicio´n 4.2.13. Sea A ∈ L(H)+ con rango cerrado y T ∈ L(H). Considerando
la representacio´n matricial (4.1.1), las siguientes condiciones son equivalentes:
1. T es una A-isometr´ıa.
2. T =
(
a−1/2va1/2 0
t21 t22
)
, donde v es una isometr´ıa en R(A).
Demostracio´n. 1⇒ 2. Sea T =
(
t11 t12
t21 t22
)
una A-isometr´ıa. Entonces,
T ∗AT =
(
t∗11at11 t
∗
11at12
t∗12at11 t
∗
12at12
)
=
(
a 0
0 0
)
= A.
Por lo tanto, t∗11at11 = a y t
∗
12at12 = 0. Luego, por la observacio´n 4.2.12, a
1/2t11 =
va1/2, con v ∈ L(R(A)) una isometr´ıa. Luego, t11 = a−1/2va1/2. Por otro lado, si
t∗12at12 = 0 entonces N(A) = N(t
∗
12at12) = N(a
1/2t12) = N(t12) y luego, t12 = 0.
2⇒ 1. Si T =
(
a−1/2va1/2 0
t21 t22
)
con v una isometr´ıa, entonces es sencillo verificar
que T ∗AT = A.
4.3. Operadores A-unitarios
Puesto que T ∈ L(H) es un operador unitario si y so´lo si T y T ∗ son isometr´ıas
entonces, una vez definidas las A-isometr´ıas, el concepto de operador A-unitario
surge naturalmente.
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Definicio´n 4.3.1. Dado U ∈ LA(H), se dira´ que U es A-unitario si U y U ] son
A-isometr´ıas.
Observacio´n 4.3.2. Si A ∈ L(H1)+, B ∈ L(H2)+ y T ∈ L(H1,H2) admite AB-
adjunto entonces diremos que T es un operador AB-unitario si T es una AB-
isometr´ıa y T ] es una BA-isometr´ıa donde T ] es la solucio´n reducida de la ecuacio´n
AX = T ∗B.
A continuacio´n presentamos ejemplos de operadores A-unitarios.
Ejemplos 4.3.3.
1. Si consideramos A =
(
1 1
1 1
)
∈ M+2 (C) entonces, para todo n ∈ N, T =(
1 1− n
0 n
)
es un operador A-unitario.
Ma´s adelante veremos que en dimensio´n finita los conceptos A-isometr´ıa y A-
unitario coinciden.
2. Sea H = `2 y S : `2 → `2 definido por S(ξ1, ξ2, ξ3, . . .) = (0, ξ1, ξ2, . . .). El
operador S, conocido en ingle´s como shift operator, es una isometr´ıa, i.e., S∗S = I.
Ahora, sea A = PR(S) y T = SA. Primero notemos que T
∗AT = (AS∗)A(SA) =
AS∗SA = A, es decir, T es una A-isometr´ıa. Por otro lado, T ] = AS∗ no es una
A-isometr´ıa. En efecto, (T ])∗AT ] = SAS∗. Luego, supongamos que (T ])∗AT ] = A
o, equivalentemente, que SAS∗ = A. Dado que S∗S = I, entonces SA = AS. Ahora,
como A = PR(S), SA = S y entonces A = S
∗S = I lo que es una contradiccio´n.
Por lo tanto, T ] no es una A-isometr´ıa y T no es un operador A-unitario. Este
ejemplo muestra que en el caso de dimensio´n no finita los conceptos de A-isometr´ıa
y A-unitario no coinciden.
En la siguiente proposicio´n presentamos algunas propiedades elementales de los
operadores A-unitarios.
Proposicio´n 4.3.4. Sean U, V ∈ L(H) operadores A-unitarios. Entonces,
1. U ]U = (U ])]U ] = PR(A).
2. ‖U‖A = 1.
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3. U ] es A-unitario.
4. UV es A-unitario.
Demostracio´n. 1. Es consecuencia inmediata de la Proposicio´n 4.2.9.
2. Trivial, pues U es una A-isometr´ıa.
3. Dado que U es A-unitario entonces U ] es una A-isometr´ıa. Luego, probemos
que (U ])] es tambie´n una A-isometr´ıa. Para esto, notemos que ((U ])])∗A(U ])] =
((U ])])∗(U ])∗A = (U ](U ])])∗A = PR(A)A = A. Luego, (U
])] es una A-isometr´ıa.
4. Ya vimos que si U y V son A-isometr´ıas entonces UV tambie´n es una A-
isometr´ıa. Adema´s, (UV )] = V ]U ]. Luego, aplicando el mismo resultado tenemos
que (UV )] es una A-isometr´ıa y entonces UV es un operador A-unitario.
A continuacio´n presentamos una de las propiedades ma´s importantes de los ope-
radores A-unitarios, a saber, que preservan la seminorma de operadores inducida
por A.
Proposicio´n 4.3.5. Si U, V son operadores A-unitarios entonces ‖UTV ]‖A = ‖T‖A
para todo T ∈ LA1/2(H).
Demostracio´n. Sea T ∈ LA1/2(H). Entonces,
‖UTV ]‖2A = sup
ξ∈R(A)
ξ 6=0
‖UTV ]ξ‖2A
‖ξ‖2A
= sup
ξ∈R(A)
ξ 6=0
〈
UTV ]ξ, UTV ]ξ
〉
A
‖ξ‖2A
= sup
ξ∈R(A)
ξ 6=0
〈
TV ]ξ, U ]UTV ]ξ
〉
A
‖ξ‖2A
= sup
ξ∈R(A)
ξ 6=0
〈
ATV ]ξ, PR(A)TV
]ξ
〉
‖ξ‖2A
= sup
ξ∈R(A)
ξ 6=0
〈
TV ]ξ, TV ]ξ
〉
A
‖ξ‖2A
= sup
ξ∈R(A)
ξ 6=0
‖TV ]ξ‖2A
‖ξ‖2A
= ‖TV ]‖2A.
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Sea ω = V ]ξ. Entonces ω ∈ R(A) y (V ])]ω = (V ])]V ]ξ = PR(A)ξ = ξ. Luego,
‖UTV ]‖2A = ‖TV ]‖2A = sup
ξ∈R(A)
ξ 6=0
‖TV ]ξ‖2A
‖ξ‖2A
= sup
ω∈R(A)
ω 6=0
‖Tω‖2A
‖(V ])]ω‖2A
= sup
ω∈R(A)
ω 6=0
‖Tω‖2A
‖ω‖2A
= ‖T‖2A.
Proposicio´n 4.3.6. Sea U ∈ LA(H). Luego, U es un operador A-unitario si y
so´lo si existe una isometr´ıa parcial V ∈ L(H) con R(V ) = R(V ∗) = R(A) tal que
A1/2V = U∗A1/2 y A1/2V ∗ = (U ])∗A1/2.
Demostracio´n. Si U es un operador A-unitario entonces, por la Proposicio´n 4.2.6,
existen isometr´ıas parciales V,W ∈ L(H) tal que R(V ) = R(W ) = R(A), A1/2V =
U∗A1/2 y A1/2W = (U ])∗A1/2. Veamos queW = V ∗. En efecto, como A1/2(V A1/2) =
U∗A = AU ] = A1/2(A1/2U ]) entonces, por la unicidad de la solucio´n reducida,
V A1/2 = A1/2U ] o, lo que es lo mismo, A1/2V ∗ = (U ])∗A1/2. Ahora, dado que
N(V ) = N(U∗A1/2), obtenemos que R(V ∗) ⊆ R(A1/2). As´ı, aplicando nuevamente la
unicidad de la solucio´n reducida, W = V ∗. La implicacio´n rec´ıproca es consecuencia
inmediata de la Proposicio´n 4.2.6.
Corolario 4.3.7. Si A ∈ L(H)+ es un operador inyectivo entonces, U ∈ LA(H) es
un operador A-unitario si y so´lo si existe un operador unitario V ∈ L(H) tal que
A1/2V = U∗A1/2 y A1/2V ∗ = (U ])∗A1/2.
Proposicio´n 4.3.8. Sea A ∈ L(H)+ con rango cerrado y U ∈ L(H). Considerando
al representacio´n matricial (4.1.1), las siguientes condiciones son equivalentes:
1. U es un operador A-unitario;
2. U =
(
a−1/2va1/2 0
u21 u22
)
, donde v es un operador unitario en R(A).
Demostracio´n. 1 ⇒ 2. Sea U ∈ L(H) un operador A-unitario. Luego, como en
particular U es una A-isometr´ıa, por la proposicio´n 4.2.13, obtenemos que U =
74 Cap´ıtulo 4. Clases de operadores sobre un espacio semi-Hilbertiano
(
a−1/2va1/2 0
u21 u22
)
donde v es una isometr´ıa en R(A). Veamos que, ma´s au´n, v
es un operador unitario. Dado que U ] =
(
a−1/2v∗a1/2 0
0 0
)
es tambie´n una A-
isometr´ıa, se tiene que (U ])∗AU ] =
(
a1/2vv∗a1/2 0
0 0
)
=
(
a 0
0 0
)
= A. Luego
vv∗ = idR(A) y, por consiguiente, v es un operador unitario.
2 ⇒ 1. Si U =
(
a−1/2va1/2 0
u21 u22
)
, con v un operador unitario, entonces es fa´cil
comprobar que U y U ] son A-isometr´ıas.
Corolario 4.3.9. Si A ∈ M+n (C) entonces toda A-isometr´ıa es un operador A-
unitario.
Demostracio´n. Es inmediato por las Proposiciones 4.2.13, 4.3.8 y el hecho de que
en dimensio´n finita toda isometr´ıa es un operador unitario.
4.4. A-isometr´ıas parciales
En esta seccio´n definiremos las A-isometr´ıas parciales y estudiaremos sus propie-
dades. Recordemos que T ∈ L(H) es una isometr´ıa parcial si
‖Tξ‖ = ‖ξ‖ para todo ξ ∈ N(T )⊥.
Bajo esta definicio´n las siguientes condiciones resultan equivalentes:
1. T es una isometr´ıa parcial;
2. T ∗ es una isometr´ıa parcial;
3. T ∗T = PR(T ∗T );
4. TT ∗T = T.
De acuerdo con la definicio´n de isometr´ıa parcial, a primera vista, parecer´ıa
razonable definir T ∈ L(H) como una A-isometr´ıa parcial si ‖Tξ‖A = ‖ξ‖A para
todo ξ ∈ N(T )⊥A . Sin embargo, con el objetivo de que las A-isometr´ıas parciales
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preserven propiedades similares a las de las isometr´ıas parciales cla´sicas, veremos
que en realidad debemos pedir la igualdad entra las seminormas para todo ξ ∈
N(A1/2T )⊥A . Obse´rvese entonces que N(A1/2T ) = {ξ ∈ H : ‖Tξ‖A = 0}.
Comencemos estudiando las propiedades que desear´ıamos que las A-isometr´ıas
parciales verificaran con el fin de extender las propiedades cla´sicas de las isometr´ıas
parciales. En primer lugar, desear´ıamos que si T ∈ LA(H), entonces T fuera una A-
isometr´ıa parcial si y so´lo si T ]T = P
A,R(T ]T )
. En la siguiente proposicio´n brindamos
condiciones equivalentes a esta u´ltima igualdad:
Proposicio´n 4.4.1. Sean A ∈ L(H)+ y T ∈ LA(H). Si el par (A,R(T ]T )) es
compatible entonces las siguientes condiciones son equivalentes:
1. T ]T = P
A,R(T ]T )
;
2. T ∗AT = AP
A,R(T ]T )
;
3. ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ R(T ]T );
4. ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ R(T ]T ) +N(A).
Demostracio´n. Por simplicidad, abreviemos T = R(T ]T ) y Q = PA,T .
1 ⇒ 2. Si T ]T = Q entonces T ∗AT = AT ]T = AQ.
2 ⇒ 3. Dado ξ ∈ H, se tiene que
‖TQξ‖2A = 〈TQξ, TQξ〉A =
〈
T ]TQξ,Qξ
〉
A
=
〈
AT ]TQξ,Qξ
〉
= 〈T ∗ATQξ,Qξ〉
= 〈AQξ,Qξ〉 = ‖Qξ‖2A.
Luego, ‖Tξ‖2A = ‖ξ‖2A para todo ξ ∈ T .
3 ⇒ 4. Dado que T ∈ LA(H), entonces R(T ∗A) ⊆ R(A), y luego N(A) ⊆
N(A1/2T ). Por lo tanto, ‖Tξ‖A = ‖ξ‖A = 0 para todo ξ ∈ N(A). As´ı, ‖Tξ‖A = ‖ξ‖A
para todo ξ ∈ T +N(A).
4 ⇒ 1. Claramente, si ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ T + N(A) entonces, en
particular, ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ T o, equivalentemente,
〈
T ]Tξ, ξ
〉
A
=
〈ξ, ξ〉A para todo ξ ∈ T . Ahora, dado que el par (A, T ) es compatible tenemos que〈
T ]TQξ,Qξ
〉
A
= 〈Qξ,Qξ〉A para todo ξ ∈ H. Luego,
〈
AT ]TQξ, ξ
〉
= 〈AQξ, ξ〉 para
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todo ξ ∈ H. Por lo tanto, AT ]TQ = AQ. Por otro lado, (AT ]TQ)∗ = Q∗(T ]T )∗A =
Q∗AT ]T = AQT ]T = AT ]T . Entonces, AT ]T = AQ y luego, T ]T = Q.
De acuerdo con la Proposicio´n anterior, una posible definicio´n de A-isometr´ıa
parcial es que ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ R(T ]T )+N(A). Pero esta definicio´n so´lo
ser´ıa factible para operadores que admitan A-adjunto. Luego, con el fin de obtener
una definicio´n de A-isometr´ıa parcial para un conjunto ma´s amplio de operadores
presentamos el siguiente resultado.
Lema 4.4.2. Si T ∈ LA(H) entonces R(T ]T ) +N(A) = N(A1/2T )⊥A .
Demostracio´n. Primero observemos que como R(T ]T ) ⊆ R(T ]) ⊆ R(A), entonces
R(T ]T ) +N(A) es un subespacio cerrado. Por otro lado, notemos que R(T ]T )⊥A =
N(A1/2T ). En efecto, R(T ]T )⊥A = (AR(T ]T ))⊥ = R(T ∗AT )⊥ = N(A1/2T ). Luego,
N(A1/2T )⊥A = (R(T ]T )⊥A)⊥A = (R(T ]T )⊥ ∩ R(A))⊥ = R(T ]T ) + N(A), donde la
u´ltima igualdad se obtiene por [35], Theorem 4.8, p. 221.
Luego, definimos las A-isometr´ıas parciales de la siguiente manera.
Definicio´n 4.4.3. Dado A ∈ L(H)+, T ∈ L(H) es una A-isometr´ıa parcial si
‖Tξ‖A = ‖ξ‖A para todo ξ ∈ N(A1/2T )⊥A .
Observacio´n 4.4.4. Si A ∈ L(H1)+, B ∈ L(H2)+ y T ∈ L(H1,H2) entonces
diremos que T es una AB-isometr´ıa parcial si ‖Tξ‖B = ‖ξ‖A para todo ξ ∈
N(B1/2T )⊥A .
Observaciones 4.4.5.
1. Si A = I entonces las A-isometr´ıas parciales son isometr´ıas parciales.
2. Toda A-isometr´ıa es una A-isometr´ıa parcial.
3. Si T ∈ L(H) es una A-isometr´ıa parcial entonces N(A) ⊆ N(A1/2T ).
4. Si A tiene rango cerrado y T ∈ L(H) es una A-isometr´ıa parcial entonces
T ∈ LA(H). En efecto, por el ı´tem anterior tenemos que N(A) ⊆ N(A1/2T ) =
N(AT ). Luego, R(T ∗A) = N(AT )⊥ ⊆ R(A) = R(A) o sea que, en particular,
R(T ∗A) ⊆ R(A), i.e., T ∈ LA(H).
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De acuerdo con el Lema 4.4.2 y la Proposicio´n 4.4.1 tenemos el siguiente resul-
tado:
Proposicio´n 4.4.6. Sean A ∈ L(H)+ y T ∈ LA(H). Si el par (A,R(T ]T )) es
compatible entonces las siguientes condiciones son equivalentes:
1. T es una A-isometr´ıa parcial;
2. T ]T = P
A,R(T ]T )
;
3. T ∗AT = AP
A,R(T ]T )
;
4. ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ R(T ]T );
5. ‖Tξ‖A = ‖ξ‖A para todo ξ ∈ R(T ]T ) +N(A).
Como R(T ]T ) + N(A) = N(A1/2T )⊥A es un subespacio cerrado, si R(A) es
cerrado entonces, aplicando el Teorema 1.3.9, el par (A,R(T ]T )) es compatible.
Adema´s, como N = N(A) ∩ R(T ]T ) = {0}, entonces, por el Teorema 1.3.13,
P(A,R(T ]T )) = {P
A,R(T ]T )
}. Como consecuencia, si R(A) es cerrado entonces la
Proposicio´n 4.4.6 puede ser reescrita del siguiente modo:
Proposicio´n 4.4.7. Sea A ∈ L(H)+ con rango cerrado y T ∈ L(H). Las siguiente
condiciones son equivalentes:
1. T es una A-isometr´ıa parcial;
2. T ∈ LA(H) y T ∗AT = APA,R(T ]T );
3. T ∈ LA(H) y T ]T = PA,R(T ]T ).
Corolario 4.4.8. Si S es un subespacio cerrado de H tal que el par (A,S) es
compatible entonces los elementos de P(A,S) son A-isometr´ıas parciales.
Demostracio´n. Sea Q ∈ P(A,S). Luego, Q]Q es proyeccio´n. En efecto, (Q]Q)2 =
A†Q∗AA†Q∗A = A†Q∗PR(A)|D(A†)Q∗A = A†Q∗Q∗A = A†Q∗AQ = Q]Q. Adema´s,
Q]Q es A-autoadjunto. Ma´s au´n, dado que R(Q]Q) ⊆ R(A), entonces, por el Teo-
rema 1.3.13 ı´tem 3, se tiene que Q]Q = PA,R(Q]Q). Luego, por la Proposicio´n 4.4.6,
Q es una A-isometr´ıa parcial.
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A continuacio´n presentamos algunos ejemplos de A-isometr´ıas parciales.
Ejemplos 4.4.9.
1. Si T es una A-isometr´ıa parcial entonces T + L(H, N(A)) es un conjunto de
A-isometr´ıas parciales.
2. Si A ∈ M+n (C) tiene rango 1 entonces toda A-isometr´ıa parcial T con ‖T‖A 6=
0 es una A-isometr´ıa. En efecto, si T es una A-isometr´ıa parcial entonces
T ]T = PA,R(T ]T ). Adema´s, como ‖T‖A 6= 0 entonces T ]T 6= 0. Luego, como
{0} 6= R(T ]T ) ⊆ R(A) y dimR(A) = 1, tenemos que R(T ]T ) = R(A). Por lo
tanto, T ]T = PA,R(A) = PR(A) o sea, T es una A-isometr´ıa.
3. Sea A =
 2 0 20 1 0
2 0 2
 ∈ M+3 (C). Luego, T =
 n 0 2− n0 0 0
0 0 0
 es una A-
isometr´ıa parcial para todo n ∈ N, pero no es una A-isometr´ıa. Obse´rvese que
para todo M > 0 existe una A-isometr´ıa parcial T tal que ‖T‖ > M .
En el siguiente teorema caracterizamos la representacio´n matricial de lasA-isometr´ıas
parciales en el caso que A tenga rango cerrado.
Teorema 4.4.10. Sea A ∈ L(H)+ con rango cerrado y T ∈ L(H). Luego, con-
siderando la representacio´n matricial de A (4.1.1), las siguientes condiciones son
equivalentes:
1. T es una A-isometr´ıa parcial;
2. T =
(
a−1/2v(aPa,S)1/2 0
t21 t22
)
, donde v ∈ L(R(A)) es una isometr´ıa y S es
un subespacio cerrado de R(A).
Demostracio´n. Primero notemos que dado que A tiene rango cerrado entonces a ∈
Gl(R(A)) y, por consiguiente, el par (a, T ) es compatible para todo T ⊆ R(A).
En particular, (a,S) es compatible y, por lo tanto, existe Pa,S . Por otro lado,
〈aPa,Sξ, ξ〉 = 〈Pa,Sξ, Pa,Sξ〉a = 〈aPa,Sξ, Pa,Sξ〉 ≥ 0, para todo ξ ∈ R(A). Luego,
la representacio´n matricial de T esta´ bien definida.
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1 ⇒ 2. Sea T =
(
t11 t12
t21 t22
)
una A-isometr´ıa parcial. Luego, como N(A) ⊆
N(A1/2T ), obtenemos que N(A) ⊆ N(a1/2t12) ⊆ N(A). Ahora, dado que a ∈
Gl(R(A))+, se tiene que N(t12) = N(A) y entonces t12 = 0. Adema´s, T
]T =
A†T ∗AT =
(
a−1t∗11at11 0
0 0
)
es una proyeccio´n A-autoadjunta. Luego, t∗11at11 =
aP
a,R(T ]T )
. Por lo tanto, por la Observacio´n 4.2.12, t11 = a
−1/2v(aP
a,R(T ]T )
)1/2 donde
v ∈ L(R(A)) es una isometr´ıa.
2 ⇒ 1. Si T =
(
a−1/2v(aPa,S)1/2 0
t21 t22
)
, para alguna isometr´ıa v ∈ L(R(A)) y
algu´n subsepacio cerrado de R(A), S, entonces se verifica que R(T ∗A) ⊆ R(A), i.e.,
existe T ] y T ]T = P
A,R(T ]T )
. Luego, T es una A-isometr´ıa parcial.
4.5. El A-mo´dulo mı´nimo reducido
En [37], M. Mbekhta probo´ que en el conjunto de las contracciones las isometr´ıas
parciales se caracterizan por ser las de mo´dulo mı´nimo reducido mayor o igual a
1. Recordemos que el mo´dulo mı´nimo reducido de un operador T ∈ L(H) se define
como
γ(T ) = inf
{‖Tξ‖ : ξ ∈ N(T )⊥ and ‖ξ‖ = 1} .
Si T = 0 entonces se define γ(T ) = ∞. Se verifica que γ(T ) = γ(T ∗). Adema´s,
γ(T ) > 0 si y so´lo si T tiene rango cerrado. Ma´s au´n, en tal caso γ(T ) = 1‖T †‖ . Por
estas y otras propiedades del mo´dulo mı´nimo reducido se recomienda al lector ver
[34].
En esa seccio´n nos interesara´ obtener una caracterizacio´n de las A-isometr´ıas
parciales similar a la obtenida por Mbekhta. Con este fin, comenzaremos definiendo
A-mo´dulo mı´nimo reducido de un operador y estudiando sus propiedades.
Definicio´n 4.5.1. Sea A ∈ L(H)+ y T ∈ L(H). Definimos el A-mo´dulo mı´nimo
reducido de T como
γA(T ) = inf
{‖Tξ‖A : ξ ∈ N(A1/2T )⊥A y ‖ξ‖A = 1} .
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Lema 4.5.2. Si T ∈ LA(H) entonces
γA(T ) = inf
{
‖Tξ‖A : ξ ∈ R(T ]T ) y ‖ξ‖A = 1
}
.
Demostracio´n. Por el Lema 4.4.2, tenemos que N(A1/2T )⊥A = R(T ]T ) + N(A).
Adema´s, en tal caso, N(A) ⊆ N(A1/2T ). Luego, dado ξ = ξ1 + ξ2 ∈ N(A1/2T )⊥A
con ξ1 ∈ R(T ]T ) y ξ2 ∈ N(A) se tiene que ‖ξ‖A = ‖ξ1‖A y ‖Tξ‖A = ‖Tξ1‖A. De
aqu´ı se obtiene el resultado.
A lo largo de esta seccio´n, dado T ∈ LA1/2(H) denotaremos con T  a la solucio´n
reducida de la ecuacio´n A1/2X = T ∗A1/2, a saber, T  = (A1/2)†T ∗A1/2.
Proposicio´n 4.5.3. Sea A ∈ L(H)+. Si T ∈ LA1/2(H) entonces γA(T ) ≤ γ(C) para
toda solucio´n C de la ecuacio´n A1/2X = T ∗A1/2. En particular, γA(T ) ≤ γ(T ).
Demostracio´n. Sea T ∈ LA1/2(H) y C ∈ L(H) tal que A1/2C = T ∗A1/2. Si ξ ∈
N(A1/2T )⊥A entonces η = A1/2ξ ∈ A−1/2(R(T ∗A1/2)). Luego, ‖ξ‖A = ‖η‖ y ‖Tξ‖2A =
‖C∗η‖2. Por otro lado, como R(C) ⊆ A−1/2(R(T ∗A1/2)), se tiene que N(C∗)⊥ =
R(C) ⊆ A−1/2(R(T ∗A1/2)) ⊆ A−1/2(R(T ∗A1/2)). Luego,
γA(T ) = inf{‖Tξ‖A : ξ ∈ N(A1/2T )⊥A y ‖ξ‖A = 1}
= inf{‖C∗η‖ : η ∈ A−1/2(R(T ∗A1/2)) y ‖η‖ = 1}
≤ inf{‖C∗η‖ : η ∈ N(C∗)⊥ y ‖η‖ = 1}
= γ(C∗) = γ(C).
Proposicio´n 4.5.4. Sean A ∈ L(H)+, T ∈ LA(H) y C una solucio´n de la ecuacio´n
A1/2X = T ∗A1/2. Si A1/2R(T ]T ) ⊆ R(C) entonces γA(T ) = γ(C).
Demostracio´n. Sea C ∈ L(H) una solucio´n de la ecuacio´n A1/2X = T ∗A1/2. Enton-
ces, por la Proposicio´n 4.5.3, se tiene que γA(T ) ≤ γ(C). Ahora, como T ∈ LA(H),
si ξ ∈ R(T ]T ) entonces η = A1/2ξ ∈ A1/2R(T ]T ). Luego,
γA(T ) = inf{‖Tξ‖A : ξ ∈ R(T ]T ) y ‖ξ‖A = 1}
= inf{‖C∗η‖ : η ∈ A1/2R(T ]T ) y ‖η‖ = 1}
≥ inf{‖C∗η‖ : η ∈ N(C∗)⊥ y ‖η‖ = 1}
= γ(C∗) = γ(C).
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Luego, γA(T ) = γ(C).
Lema 4.5.5. Sean A ∈ L(H)+ y T ∈ LA(H). Entonces T A1/2 = A1/2T ].
Demostracio´n. Como LA(H) ⊆ LA1/2(H) entonces existe T  y A1/2T A1/2 = T ∗A.
Por otro lado, A1/2A1/2T ] = AT ] = T ∗A. Entonces, T A1/2 y A1/2T ] son soluciones
reducidas de la ecuacio´n A1/2X = T ∗A. Por lo tanto, T A1/2 = A1/2T ].
En el siguiente resultado mostramos que el A-mo´dulo mı´nimo reducido de T ∈
LA(H) coincide con el mo´dulo mı´nimo reducido de T .
Proposicio´n 4.5.6. Sean A ∈ L(H)+ y T ∈ LA(H). Entonces
(1) γA(T ) = γ(T
).
(2) γA(T ) = γA(T
]).
Demostracio´n. 1. Por la Proposicio´n 4.5.4, es suficiente probar que A1/2R(T ]T ) ⊆
R(T ). Por el Lema 4.5.5, tenemos que A1/2R(T ]T ) = R(T A1/2T ) ⊆ R(T ). Luego,
A1/2R(T ]T ) = A1/2R(T ]T ) ⊆ R(T ) y entonces A1/2R(T ]T ) ⊆ A1/2R(T ]T ) ⊆
R(T ).
2. Si T ∈ LA(H) entonces T ] ∈ LA(H). Si probamos que (T )∗ es la solucio´n redu-
cida de la ecuacio´n A1/2X = (T ])∗A1/2 entonces, por el ı´tem 1, γA(T ]) = γ((T )∗) =
γ(T ) = γA(T ). Ahora, por el Lema 4.5.5, se verifica que A1/2(T )∗ = (T ])∗A1/2. Por
otro lado, R((T )∗) ⊆ R((T )∗) = N(T )⊥ = N(T ∗A1/2)⊥ = R(A1/2T ) ⊆ R(A1/2)
y, por lo tanto, (T )∗ es la solucio´n reducida de la ecuacio´n A1/2X = (T ])∗A1/2 y el
resultado queda probado.
Con todo lo expuesto anteriormente estamos en condiciones de caracterizar las A-
isometr´ıas parciales de acuerdo con su A-mo´dulo mı´nimo reducido. Utilizaremos
en la demostracio´n el resultado de Mbekhta, el cual presentamos formalmente a
continuacio´n incluyendo su demostracio´n.
Teorema (Mbekhta) Si T ∈ L(H) es una contraccio´n entonces las siguientes
condiciones son equivalentes:
1. T es una isometr´ıa parcial;
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2. γ(T ) ≥ 1.
Demostracio´n. Sin pe´rdida de generalidad podemos asumir T 6= 0.
1 ⇒ 2. Por definicio´n, si T es una isometr´ıa parcial entonces γ(T ) = 1.
2 ⇒ 1. Como γ(T ) ≥ 1 > 0 entonces 1 ≥ ‖T †‖. Luego, ‖T‖ = ‖T †‖ = 1. En
efecto, ‖T‖ = ‖TT †T‖ ≤ ‖T‖‖T †‖ implica que ‖T †‖ ≥ 1, y entonces ‖T †‖ = 1.
El mismo argumento prueba que ‖T‖ = 1. Ahora, si ξ ∈ H entonces ‖T †ξ‖ =
‖T †TT †ξ‖ ≤ ‖TT †ξ‖ ≤ ‖T †ξ‖, luego ‖TT †ξ‖ = ‖T †ξ‖. Por lo tanto, para todo
ξ ∈ H tenemos que 〈(I − T ∗T )T †ξ, T †ξ〉 = ‖T †ξ‖2 − ‖TT †ξ‖2 = 0, y dado que T
es un contraccio´n, el operador I − T ∗T es positivo. Luego, para todo ξ ∈ H, ‖(I −
T ∗T )1/2T †ξ‖2 = 〈(I − T ∗T )T †ξ, T †ξ〉 = 0. Como consecuencia, (I − T ∗T )1/2T † = 0
y entonces (I − T ∗T )T † = 0, es decir, T † = T ∗TT †. Finalmente, obtenemos que
T = TT †T = TT ∗TT †T = TT ∗T, de donde deducimos que T es una isometr´ıa
parcial.
Teorema 4.5.7. Sea A ∈ L(H)+. Si T ∈ LA(H) es una A-contraccio´n entonces las
siguientes condiciones son equivalentes:
1. T es una A-isometr´ıa parcial;
2. γA(T ) ≥ 1;
3. γ(T ) ≥ 1.
Demostracio´n. 1 ⇒ 2. Primero observemos que si T ] = 0 entonces, por la Proposi-
cio´n 4.5.6, γA(T ) =∞. Sea T una A-isometr´ıa parcial tal que T ] es no nulo. Luego,
‖Tξ‖A = ‖ξ‖A para todo ξ ∈ R(T ]T ) 6= {0} y entonces γA(T ) = 1.
2 ⇒ 1. Dado que T ∈ LA(H) es una A-contraccio´n y utilizando el lema 4.5.5 se
tiene que A1/2T (T )∗A1/2 = T ∗AT ≤ A. Luego, T (T )∗ = (A1/2)†T ∗AT (A1/2)† ≤
(A1/2)†A(A1/2)† = PR(A) ≤ I, donde la linea superior denota la extensio´n continua.
Por lo tanto, (T )∗ es una contraccio´n. Por otro lado, por la Proposicio´n 4.5.6,
1 ≤ γA(T ) = γ(T ) = γ((T )∗). Entonces, por el resultado de Mbekhta, (T )∗ es
una isometr´ıa parcial. Ahora, usando el lema 4.5.5, se tiene que
A(T ]T )2 = A1/2A1/2T ]TT ]T = A1/2T A1/2TT ]T = A1/2T (T )∗A1/2T ]T
= A1/2T (T )∗T A1/2T = A1/2T A1/2T
= A1/2A1/2T ]T = AT ]T.
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Luego, como R((T ]T )2) y R(T ]T ) ⊆ R(A), entonces, por el teorema de Douglas,
(T ]T )2 = T ]T. Luego, T es una A-isometr´ıa parcial.
2 ⇔ 3. Es consecuencia del Corolario 4.5.3.
4.6. El caso A ∈ Gl(H)+
En esta seccio´n estudiaremos como se relacionan las clases de operadores estudia-
das a lo largo de este cap´ıtulo con las clases de L(H) cuando A ∈ Gl(H)+. Primero
introduzcamos algo de notacio´n.
Notacio´n 4.6.1. Sea A ∈ L(H)+. Denotaremos LrA(H) = {T ∈ LsA(H) : T ] = T},
IA(H) = {T ∈ L(H) : T es A-isometr´ıa}, UA(H) = {U ∈ L(H) : U es A-unitario} y
JA(H) = {T ∈ L(H) : T es A-isometr´ıa parcial}.
Observemos que si A ∈ Gl(H)+ entonces:
(i) T ∈ LrA(H) si y so´lo si T = A−1/2RA1/2 para algu´n R ∈ Ls(H).
En efecto, si T ∈ LrA(H) entonces T = A−1T ∗A = A−1/2(A−1/2T ∗A1/2)A1/2. Luego,
sea R = A−1/2T ∗A1/2. Ahora, como T ∗A = AT entonces operando se obtiene que
A−1/2T ∗A1/2 = A1/2TA−1/2, i.e., R = R∗. Rec´ıprocamente, si T = A−1/2RA1/2 para
algu´n R ∈ Ls(H) entonces es fa´cil deducir que T ∗A = AT o, lo que es lo mismo
dado que A ∈ Gl(H)+, que T = A−1T ∗A = T ].
Ana´logamente, se obtiene que:
(ii) T ∈ IA(H) si y so´lo si T = A−1/2V A1/2 para algu´n V ∈ I(H).
(iii) T ∈ UA(H) si y so´lo si T = A−1/2UA1/2 para algu´n U ∈ U(H).
(iv) T ∈ JA(H) si y so´lo si T = A−1/2V A1/2 para algu´n V ∈ J (H).
Proposicio´n 4.6.2. . Las siguientes identidades se verifican:
1.
⋃
LrA(H)
A∈Gl(H)+
=
⋃
G−1Ls(H)G
G∈Gl(H)
.
2.
⋃ IA(H)
A∈Gl(H)+
=
⋃
G−1I(H)G
G∈Gl(H)
.
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3.
⋃ UA(H)
A∈Gl(H)+
=
⋃
G−1U(H)G
G∈Gl(H)
.
4.
⋃ JA(H)
A∈Gl(H)+
=
⋃
G−1J (H)G
G∈Gl(H)
.
Demostracio´n. Incluimos so´lo la demostracio´n del ı´tem 1, puesto que los ı´tems res-
tantes se pueden demostrar de manera ana´loga.
1. Por el item (i), es claro que
⋃
LrA(H)
A∈Gl(H)+
⊆ ⋃G−1Ls(H)G
G∈Gl(H)
. Por otro lado, sea
T = G−1RG con G ∈ Gl(H) y R ∈ Ls(H). Si G = U |G| es la descomposicio´n polar
de G, con |G| = (G∗G)1/2 y U una isometr´ıa parcial, entonces es fa´cil comprobar
que G−1 = |G|−1U∗. Por lo tanto, T = |G|−1(U∗RU)|G|. Entonces, considerando
A = (G∗G)−1 obtenemos la otra inclusio´n.
Cap´ıtulo 5
Clases de operadores en un espacio
de Hilbert inducido por A ∈ L(H)+
En este cap´ıtulo relacionamos las clases de operadores estudiadas en el cap´ıtulo
4 con clases similares en L(R(A1/2)).
5.1. El a´lgebra L(R(A1/2))
En lo que sigue trabajaremos con el espacio de Hilbert inducido por A, R(A1/2),
definido en la Proposicio´n 1.4.3. Recordemos que R(A1/2) denota el espacio de Hil-
bert R(A1/2) con el producto interno dado por
(A1/2ξ, A1/2η) := 〈Pξ, Pη〉 para todo ξ, η ∈ H,
donde P = PR(A).
En esta seccio´n describimos L(R(A1/2)). Con este objetivo introducimos el si-
guiente operador que relaciona H con R(A1/2):
ZA : H → R(A1/2) definido por ZAξ = A1/2ξ.
En la siguiente proposicio´n presentamos algunas propiedades elementales de este
operador.
Proposicio´n 5.1.1. Las siguientes propiedades se verifican:
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1. ZA ∈ L(H,R(A1/2)) y ZA es suryectivo.
2. Z∗A ∈ L(R(A1/2),H) esta´ definido por Z∗A(A1/2η) = Pη.
3. Z∗AZA = P y ZAZ
∗
A = idR(A1/2), en particular ZA es una co-isometr´ıa.
4. ZA|R(A) ∈ L(R(A),R(A1/2)) es un operador unitario.
Demostracio´n. 1. La linealidad de ZA es elemental. Adema´s, para todo ξ ∈ H se
tiene que ‖ZAξ‖R(A1/2) = ‖A1/2ξ‖R(A1/2) = ‖Pξ‖ ≤ ‖ξ‖, i.e., ZA es acotado. Luego,
ZA ∈ L(H,R(A1/2)). Adema´s, por definicio´n, R(ZA) = R(A1/2), es decir, ZA es
suryectivo.
2. Para todo ξ, η ∈ H se tiene que (ZAξ, A1/2η) = (A1/2ξ, A1/2η) = 〈Pξ, Pη〉 =
〈ξ, Pη〉 . Luego, Z∗A ∈ L(R(A1/2),H) esta´ definido por Z∗A(A1/2η) = Pη.
3. Elemental.
4. Por simplicidad denotemos UA = ZA|R(A).Observemos primero que si ξ ∈ R(A)
entonces ‖UAξ‖R(A1/2) = ‖A1/2ξ‖R(A1/2) = ‖Pξ‖ = ‖ξ‖, es decir, UA es una isometr´ıa.
Por otro lado, U∗A : R(A
1/2) → R(A) definido por U∗A(A1/2ξ) = Pξ tambie´n resulta
una isometr´ıa. En efecto, ‖U∗A(A1/2ξ)‖ = ‖Pξ‖ = ‖A1/2ξ‖R(A1/2) para todo ξ ∈ H.
Luego, U∗A es una isometr´ıa y entonces UA es un operador unitario.
El siguiente resultado brinda condiciones necesarias y suficientes sobre un opera-
dor lineal T˜ : R(A1/2)→ R(A1/2) para que resulte acotado bajo la norma ‖ ‖R(A1/2).
Proposicio´n 5.1.2. Sea T˜ : R(A1/2) → R(A1/2) un operador lineal. Luego, existe
un u´nico operador lineal V : H → H tal que R(V ) ⊆ R(A) y A1/2V = T˜A1/2.
Adema´s, T˜ es acotado en R(A1/2) si y so´lo si V es acotado en H. En tal caso,
V = Z∗AT˜ZA y coincide con la solucio´n reducida de la ecuacio´n ZAX = T˜ZA.
Asimismo, ‖T˜‖R(A1/2) = ‖V ‖.
Demostracio´n. Dado ξ ∈ H existe un u´nico η ∈ R(A) tal que T˜ (A1/2ξ) = A1/2η.
Luego, la aplicacio´n V : H → H tal que V ξ = η queda bien definida. Adema´s,
V es lineal, R(V ) ⊆ R(A) y se verifica que A1/2V = T˜A1/2. Veamos que dicho
operador V es u´nico. Para esto, supongamos que existe V˜ : H → H lineal con
R(V ) ⊆ R(A) y tal que A1/2V˜ = T˜A1/2. Luego, A1/2(V − V˜ ) = 0. Pero entonces
R(V − V˜ ) ⊆ R(A) ∩N(A) = {0}. Por lo tanto V = V˜ .
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Supongamos ahora que T˜ es acotado en R(A1/2). Luego, como T˜ZA = ZAV
entonces, por el Teorema de Douglas, V es acotado. Ma´s au´n, como R(V ) ⊆ R(A)
entonces V es la solucio´n reducida de la ecuacio´n T˜ZA = ZAX y V = Z
∗
AT˜ZA.
Rec´ıprocamente, si V es acotado en H entonces existe c > 0 tal que ‖V ξ‖ ≤ c‖ξ‖
para todo ξ ∈ H. En particular, ‖V Pξ‖ ≤ c‖Pξ‖ para todo ξ ∈ H. Ahora, puesto
que N(A1/2) ⊆ N(T˜A1/2) = N(V ), entonces V P = V . Por lo tanto, ‖V ξ‖ ≤
c‖Pξ‖ para todo ξ ∈ H o, equivalentemente, ‖A1/2V ξ‖R(A1/2) = ‖T˜ (A1/2ξ)‖R(A1/2) ≤
c‖A1/2ξ‖R(A1/2) para todo ξ ∈ H. Luego, T˜ es acotado.
Por otra lado, si T˜ZA = ZAV , R(V ) ⊆ R(A) y N(A) ⊆ N(V ) entonces
‖T˜‖R(A1/2) = sup{ ‖T˜A1/2ξ‖R(A1/2) : ‖A1/2ξ‖R(A1/2) = 1, ξ ∈ H}
= sup{ ‖A1/2V ξ‖R(A1/2) : ‖A1/2ξ‖R(A1/2) = 1, ξ ∈ H}
= sup{ ‖PV ξ‖ : ‖Pξ‖ = 1, ξ ∈ H}
= sup{ ‖V ξ‖ : ‖ξ‖ = 1, ξ ∈ H}
= ‖V ‖.
En [35], M. G. Krein probo´ el siguiente teorema: Sea (L, 〈 , 〉) un espacio con
producto interno y norma Euclidea denotada por ‖ ‖L tal que existe una norma
‖ ‖B en L bajo la cual resulta un espacio de Banach. Sea T : L → L un operador
lineal tal que 〈Tξ, η〉 = 〈ξ, Tη〉 ∀ξ, η ∈ L. Si T es ‖ ‖L-acotado entonces tambie´n
es ‖ ‖B-acotado. A continuacio´n, probaremos que en el caso L = R(A1/2) con el
producto interno deH y la norma ‖ ‖R(A1/2) (bajo la cual resulta completo) la misma
conclusio´n se obtiene, pero para una clase ma´s amplia de operadores, a saber, para
todo T : L → L para el cual exista Z : L → L tal que 〈Tξ, η〉 = 〈ξ, Zη〉 ∀ ξ, η ∈ L.
Teorema 5.1.3. Sean T˜ : R(A1/2)→ R(A1/2) y Z : R(A1/2)→ R(A1/2) operadores
lineales tales que
〈
T˜A1/2ξ, A1/2η
〉
=
〈
A1/2ξ, ZA1/2η
〉
para todo ξ, η ∈ H. Si T˜ es
acotado en R(A1/2) entonces T˜ es acotado en H.
Demostracio´n. Por la Proposicio´n 5.1.2, existen operadores lineales V, V1 : H →
H tal que T˜A1/2 = A1/2V , ZA1/2 = A1/2V1 y R(V ), R(V1) ⊆ R(A). Si T˜ es
acotado en R(A1/2) entonces V es acotado. Adema´s, para todo ξ, η ∈ H se tie-
ne que 〈ξ, AV1η〉 =
〈
A1/2ξ, A1/2V1η
〉
=
〈
A1/2ξ, ZA1/2η
〉
=
〈
T˜A1/2ξ, A1/2η
〉
=
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〈
A1/2V ξ,A1/2η
〉
= 〈ξ, V ∗Aη〉 . Luego, AV1 = V ∗A. Por lo tanto, V ∈ LA(H) ⊆
LA1/2(H) y entonces existe c > 0 tal que ‖A1/2V ξ‖ ≤ c‖A1/2ξ‖ para todo ξ ∈ H.
As´ı, ‖T˜A1/2ξ‖ = ‖A1/2V ξ‖ ≤ c‖A1/2ξ‖ para todo ξ ∈ H. Luego, T˜ es acotado en
H.
5.2. Relacio´n entre A-operadores y L(R(A1/2))
Con el fin de poder relacionar las clases de operadores estudiadas en el cap´ıtulo
4 (A-contracciones, A-isometr´ıas, etc.) con clases similares de L(R(A1/2)) debemos
poder hallar el modo de trasladar operadores de L(H) a L(R(A1/2)) conservan-
do las propiedades me´tricas de dichos operadores heredadas de la estructura semi-
Hilbertiana. En el caso de espacios de Hilbert isomorfos, el modo esta´ndar de trasla-
dar operadores autoadjuntos, isometr´ıas, operadores unitarios e isometr´ıas parciales
de L(H1) a clases similares de L(H2), es por medio de la aplicacio´n T → UTU∗ don-
de U : H1 → H2 es un operador unitario. Puesto que (H, 〈 , 〉A) no es un espacio de
Hilbert, entonces no existe un operador unitario entre (H, 〈 , 〉A) y R(A1/2) que per-
mita trasladar A-autoadjuntos, A-isometr´ıas, etc., a clases similares de L(R(A1/2)).
Sin embargo, existe un operador que se comporta como un operador AI-unitario
entre (H, 〈 , 〉A) y R(A1/2), al cual denotaremos con WA. Dicho operador jugara´ el
rol de U y nos permitira´ trasladar A-operadores a operadores de L(R(A1/2)) por
medio deWATW
]
A, conservando las propiedades me´tricas. Definamos entonces dicho
operador WA. Sea
WA : H → R(A1/2) definido por WAξ = Aξ.
Proposicio´n 5.2.1. Las siguientes propiedades se verifican:
1. WA ∈ L(H,R(A1/2)) y R(WA) = R(A) es denso en R(A1/2).
2. W ∗A : R(A
1/2)→ H esta´ definido por W ∗A(A1/2η) = A1/2η.
3. W ∗AWA = A y Z
∗
AWA = A
1/2.
Demostracio´n. 1. Primero comprobemos que WA es acotado. Dado ξ ∈ H, tene-
mos que ‖WAξ‖R(A1/2) = ‖Aξ‖R(A1/2) = ‖A1/2ξ‖ ≤ ‖A1/2‖‖ξ‖, i.e., WA es acotado.
Claramente, R(WA) = R(A) y, por Proposicio´n 1.4.3, es denso en R(A
1/2).
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2. Para todo ξ, η ∈ H se tiene que (WAξ, A1/2η) = (Aξ,A1/2η) =
〈
A1/2ξ, Pη
〉
=〈
ξ, A1/2η
〉
. Luego, W ∗A : R(A
1/2) → H queda definido por W ∗AA1/2η = A1/2η, para
todo η ∈ H.
3. Elemental.
De acuerdo con la Observacio´n 1.3.8, WA no admite AI-adjunto, puesto que, en
general, R(W ∗A) = R(A
1/2) 6⊆ R(A). Sin embargo, de la misma manera que sucede
con operadores no acotados, la definicio´n de AB-adjunto se puede extender para
operadores T ∈ L(H1,H2) tales que R(T ∗B) 6⊆ R(A) como sigue:
Definicio´n 5.2.2. Sean A ∈ L(H1)+ y B ∈ L(H2)+. Dado T ∈ L(H1,H2) llamare-
mos AB-adjunto de T al operador T ] definido por
D(T ]) = {ξ ∈ H2 : ∃ η ∈ R(A) tal que 〈Tν, ξ〉B = 〈ν, η〉A ∀ν ∈ H1};
y T ]ξ = η para ξ ∈ D(T ]).
Proposicio´n 5.2.3. Sean A ∈ L(H1)+, B ∈ L(H2)+ y T ∈ L(H1,H2). Las siguien-
tes propiedades se verifican:
1. T ] esta´ bien definido y es lineal.
2. Si R(T ∗B) ⊆ R(A) entonces T ] es la solucio´n reducida de la ecuacio´n AX =
T ∗B, i.e. T ] = A†T ∗B.
3. Si T ∈ LA(H) entonces T ] es la solucio´n reducida de la ecuacio´n AX = T ∗A.
Luego, la notacio´n utilizada en la seccio´n 4.1 es compatible.
Demostracio´n. 1. Sea ξ ∈ D(T ]) y supongamos que existen η1, η2 ∈ R(A) tal que
〈ν, η1〉A = 〈Tν, ξ〉B = 〈ν, η2〉A para todo ν ∈ H1. Entonces 〈Aν, η1 − η2〉 = 0 para
todo ν ∈ H1. Luego, A(η1 − η2) = 0 y entonces η1 = η2 dado que η1, η2 ∈ R(A).
Luego, T ] esta´ bien definido. La linealidad de T ] es elemental.
2. Es consecuencia inmediata del Teorema de Douglas.
3. Caso particular del ı´tem 2.
Luego, calculemos el AI-adjunto de WA de acuerdo con la definicio´n 5.2.2.
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Proposicio´n 5.2.4. El operador WA verifica que
W ]A = W
†
A,
donde W ]A denota al AI-adjunto de WA.
Demostracio´n. En primer lugar comprobemos que D(W ]A) = R(A). Sea ξ = A1/2η ∈
D(W ]A). Entonces, existe φ ∈ R(A) tal que (WAψ,A1/2η) = 〈ψ, φ〉A , para todo
ψ ∈ H o, equivalentemente, 〈A1/2ψ, Pη〉 = 〈A1/2ψ,A1/2φ〉 para todo ψ ∈ H. Por
lo tanto, Pη = A1/2φ y ξ = A1/2η = Aφ ∈ R(A). Por otro lado, sea Aη ∈ R(A).
Entonces, para todo ξ ∈ H se tiene que (WAξ, Aη) = 〈ξ, Pη〉A, i.e., Aη ∈ D(W ]A)
y W ]AAη = Pη. Luego, D(W ]A) = R(A). Asimismo, como W ]AAη = Pη, obtenemos
que W ]A = W
†
A.
Observacio´n 5.2.5. Observemos que, por la Proposicio´n 1.1.13, W ]A = W
†
A es
acotado si y so´lo si R(WA) = R(A) es cerrado en R(A
1/2). Ahora, R(A) es denso
en R(A1/2), luego R(A) es cerrado en R(A1/2) si y so´lo si R(A) = R(A1/2), es decir,
si y solo A tiene rango cerrado.
A continuacio´n estudiamos las propiedades me´tricas de WA y W
]
A.
Proposicio´n 5.2.6. Se verifican las siguientes propiedades:
1. WA es una AI-isometr´ıa.
2. ‖W ]Aξ‖A = ‖ξ‖R(A1/2) para todo ξ ∈ D(W ]A).
Demostracio´n. 1. Para todo ξ ∈ H se tiene que ‖WAξ‖R(A1/2) = ‖A1/2ξ‖ = ‖ξ‖A.
Luego, WA es una AI-isometr´ıa.
2. Dado ξ = Aη ∈ D(W ]A) = R(A) se tiene que ‖W ]A(Aξ)‖A = ‖Pξ‖A = ‖A1/2ξ‖ =
‖Aξ‖R(A1/2).
No´tese queWA se comporta como un operador AI-unitario salvo que, en general,
W ]A no es acotado. Como consecuencia dado T ∈ L(H), WATW ]A no es acotado, en
general. Por otro lado, la conjugacio´n W ]AT˜WA no esta´ definido para todo T˜ ∈
L(R(A1/2)). Luego, esta clase de conjugaciones por medio del operador WA no es
tan perfecta como en el caso de espacios de Hilbert isomorfos. El estudio de estas
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conjugaciones es equivalente a determinar condiciones para la conmutatividad del
siguiente diagrama:
H T //
WA

H
WA

R(A1/2)
T˜ //R(A1/2)
Ma´s precisamente, estudiamos dos problemas de levantamiento:
1. dado T ∈ L(H) bajo que´ condiciones existe T˜ ∈ L(R(A1/2)) tal que WAT =
T˜WA;
2. dado T˜ ∈ L(R(A1/2)) bajo que´ condiciones existe T ∈ L(H) tal que WAT =
T˜WA.
En la siguiente proposicio´n respondemos el primer problema. El caso A inyectivo
fue resuelto por Barnes en [9]. A continuacio´n presentamos una prueba basada en el
teorema de Douglas.
Proposicio´n 5.2.7. Sea T ∈ L(H). Entonces, existe T˜ ∈ L(R(A1/2)) tal que
T˜WA = WAT si y so´lo si T ∈ LA1/2(H) (i.e., T es un A-operador). En tal caso, T˜
es u´nico.
Demostracio´n. Si T ∈ LA1/2(H) entonces T ∗R(A1/2) ⊆ R(A1/2). Por lo tanto, como
R(T ∗W ∗A) = T
∗R(A1/2) ⊆ R(A1/2) = R(W ∗A), existe S˜ ∈ L(R(A1/2)) tal que
W ∗AS˜ = T
∗W ∗A. Luego, tomando T˜ = S˜
∗ se obtiene el resultado. Rec´ıprocamen-
te, si T˜ ∈ L(R(A1/2)) satisface WAT = T˜WA, entonces T ∗W ∗A = W ∗AT˜ ∗ y, como
antes, T ∗R(A1/2) ⊆ R(A1/2), i.e., T ∈ LA1/2(H).
Obse´rvese que si existe T˜ ∈ L(R(A1/2)) tal que T˜WA = WAT entonces R(T˜ ∗) ⊆
R(A1/2) ⊆ R(A). Esto significa que T˜ ∗ es la solucio´n reducida de la ecuacio´n T ∗W ∗A =
W ∗AT˜
∗, y, por lo tanto es u´nico.
Observacio´n 5.2.8. Cojuhari y Gheondea [17] probaron un resultado similar al an-
terior. Ba´sicamente, suponen que los operadores T : H → K, V : K → H satisfacen
BT = V ∗A, donde A ∈ L(H1)+ y B ∈ L(H2)+, y prueban la existencia de u´nicos
operadores T˜ : R(A1/2)→ R(B1/2) y V˜ : R(B1/2)→ R(A1/2) tal queWBT = T˜WA,
WAV = V˜ WB. Adema´s, T˜
∗ = V˜ . Se recomienda ver tambie´n el trabajo de Hassi et
al. [32].
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En la proposicio´n anterior estudiamos bajo que condiciones un operador T ∈
L(H) proviene de un operador T˜ ∈ L(R(A1/2)) en el sentido que WAT = T˜WA. El
siguiente lema va en la direccio´n contraria, es decir, dado T˜ ∈ L(R(A1/2)) bajo que
condiciones existe T ∈ L(H) tal que T˜WA = WAT .
Proposicio´n 5.2.9. Dado T˜ ∈ L(R(A1/2)) existe T ∈ L(H) tal que WAT = T˜WA
si y so´lo si R(T˜WA) ⊆ R(WA) = R(A). En tal caso, existe un u´nico T ∈ LA1/2(H)
tal que R(T ) ⊆ R(A).
Demostracio´n. La equivalencia es consecuencia directa del teorema de Douglas.
Ahora, si R(T˜WA) ⊆ R(WA) y T es la solucio´n reducida de la ecuacio´n WAX =
T˜WA entonces R(T ) ⊆ R(W ∗A) = R(A). Por otro lado, R(T ∗A1/2) = R(T ∗W ∗A) =
R(W ∗AT˜
∗) ⊆ R(A1/2), y entonces T ∈ LA1/2(H).
En lo que sigue denotaremos con
L˜(R(A1/2)) := {T˜ ∈ L(R(A1/2)) : R(T˜WA) ⊆ R(A)}.
L˜(R(A1/2)) es un suba´lgebra de L(R(A1/2)). Ade´mas, vale la pena observar que
T˜ ∈ L˜(R(A1/2)) no implica, en general, que T˜ ∗ ∈ L˜(R(A1/2)).
Notacio´n 5.2.10. En lo que sigue denotaremos L˜s(R(A1/2)) = Ls(R(A1/2)) ∩
L˜(R(A1/2)). Ana´logamente definimos P˜(R(A1/2)), C˜(R(A1/2)) e I˜(R(A1/2)). Adema´s,
denotaremos U˜(R(A1/2)) = {T˜ ∈ L˜(R(A1/2)) ∩ U(R(A1/2)) : R(A) reduce T˜}. Si-
milarmente definimos J˜ (R(A1/2)).
5.3. Relacio´n entre clases de A-operadores y clases similares
de L(R(A1/2))
De acuerdo con las Proposiciones 5.2.7 y 5.2.9, las siguientes aplicaciones esta´n
bien definidas:
α : LA1/2(H) −→ L˜(R(A1/2)), T 7−→ T˜
donde T˜WAξ = WATξ para todo ξ ∈ H, y
β : L˜(R(A1/2)) −→ LA1/2(H), T˜ 7−→ T
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donde T˜WAξ = WATξ para todo ξ ∈ H y R(T ) ⊆ R(A).
En la siguiente proposicio´n estudiamos algunas propiedades de estas aplicaciones:
Proposicio´n 5.3.1. Las aplicaciones α y β verifican las siguientes propiedades:
1. α es el homomorfismo α(T ) =WATW
]
A. Adema´s, α es inyectivo si y so´lo si A
es inyectivo.
2. β es el homomorfismo β(T˜ ) =W ]AT˜WA; β es inyectivo.
3. ‖α(T )‖R(A1/2) = ‖T‖A y ‖β(T˜ )‖A = ‖T˜‖R(A1/2) para todo T ∈ LA1/2(H), T˜ ∈
L˜(R(A1/2)).
4. Las composiciones αβ y βα esta´n dadas por
αβ : L˜(R(A1/2)) −→ L˜(R(A1/2)), αβ(T˜ ) = T˜
y
βα : LA1/2(H) −→ LA1/2(H), βα(T ) = PTP.
Demostracio´n. 1. Dado que W ]A = W
†
A, α(T ) = WATW
]
A y α es lineal. Adema´s
si T, T1 ∈ LA1/2(H) entonces WATT1 = T˜WAT1 = T˜ T˜1WA. Luego α(TT1) =
α(T )α(T1) y α es un homomorfismo. Observemos ahora que si T ∈ LA1/2(H) en-
tonces PTP ∈ LA1/2(H). Luego, si A no es inyectivo entonces existe T ∈ LA1/2(H)
tal que T 6= PTP y α(T ) = α(PTP ). Es decir, α no es inyectivo. Rec´ıprocamente,
sean T, T1 ∈ LA1/2(H) tal queWATW ]A = WAT1W ]A. Entonces PTP = PT1P y como
A es inyectivo se verifica que T = T1 y α es inyectivo.
2. Como W ]A = W
†
A, es claro que β(T˜ ) =W
]
AT˜WA. La linealidad de β es inmediata.
Adema´s, si T˜ , T˜1 ∈ L˜(R(A1/2)) entonces T˜ T˜1WA = T˜WAT1 = WATT1 y, por otro
lado, R(TT1) ⊆ R(A). Luego, β(T˜ T˜1) = β(T˜ )β(T˜1), i.e., β es un homomorfismo.
Adema´s, si β(T˜ ) = β(T˜1) entonces T˜WAξ = T˜1WAξ para todo ξ ∈ H. Ahora, como
R(WA) es denso en R(A
1/2), entonces T˜ = T˜1 y β es inyectivo.
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3. Si WAT = T˜WA entonces es suficiente probar que ‖T‖A = ‖T˜‖R(A1/2). Ahora,
‖T‖A = sup
0 6=ξ∈R(A)
‖Tξ‖A
‖ξ‖A = sup0 6=ξ∈R(A)
‖WATξ‖R(A1/2)
‖ξ‖A
= sup
0 6=ξ∈R(A)
‖T˜WAξ‖R(A1/2)
‖Aξ‖R(A1/2)
= ‖T˜‖R(A1/2)
4. Trivial.
El siguiente resultado y ma´s tarde el ı´tem 1 de la Proposicio´n 5.3.4, muestra la
relacio´n entre la operacio´n de adjuncio´n en L(R(A1/2)) y la operacio´n ] en LA(H).
Este resultado para operadores positivos parcialmente definidos se debe a Cojuhari y
Gheondea ([17], Theorem 3.1). Aqu´ı presentamos una demostracio´n ma´s corta para
el caso A ∈ L(H)+.
Proposicio´n 5.3.2. Sean T,W ∈ L(H) tal que AW = T ∗A. Entonces, T,W ∈
LA(H) y
W˜ = T˜ ∗
En otras palabras, α(W ) = α(T )∗.
Demostracio´n. Para todo ξ, η ∈ H se verifica que
(T˜Aξ, Aη) = (WATξ,Aη) =
〈
A1/2Tξ,A1/2η
〉
= 〈ATξ, η〉
= 〈W ∗Aξ, η〉 = 〈Aξ,Wη〉 = (Aξ,AWη)
= (Aξ, W˜Aη).
Por lo tanto, α(W ) = α(T )∗.
A continuacio´n relacionamos, por medio de la aplicacio´n α, las clases de A-
operadores estudiadas en el cap´ıtulo anterior con clases similares en L(R(A1/2)).
Para esto, utilizamos la notacio´n introducida en 1.1.1, 1.1.2, 4.6.1 y 5.2.10.Con-
sideramos JA(H) = {T ∈ LA(H) : T es A-isometr´ıa parcial}. Asimismo, de-
notaremos P(H) := {Q ∈ Ls(H) : Q es proyeccio´n}, C(H) := {T ∈ L(H) :
T es una contraccio´n}. Adaptando esta notacio´n, definimos LsA(H) := {T ∈ L(H) :
T es A-autoadjunto}, PA(H) := {T ∈ L(H) : T es una proyeccio´n A-autoadjunta}
y CA(H) := {T ∈ L(H) : T is A-contraccio´n}.
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Teorema 5.3.3. Sea A ∈ L(H)+. Las siguientes igualdades se cumplen:
1. α(LsA(H)) = L˜s(R(A1/2)),
2. α(PA(H)) = P˜(R(A1/2)),
3. α(CA(H)) = C˜(R(A1/2)),
4. α(IA(H)) = I˜(R(A1/2)),
5. α(UA(H)) = U˜(R(A1/2)),
6. α(JA(H)) = J˜ (R(A1/2)).
Antes de demostrar el Teorema 5.3.3, probemos el siguiente resultado en el cual
determinamos las ima´genes por β de ciertos subconjuntos de L˜(R(A1/2)).
Proposicio´n 5.3.4. Sea A ∈ L(H)+. Las siguientes propiedades se verifican:
1. Si T˜ , T˜ ∗ ∈ L˜(R(A1/2)) entonces β(T˜ ∗) = T ].
2. β(L˜s(R(A1/2))) ⊆ LsA(H).
3. β(P˜(R(A1/2))) ⊆ PA(H).
4. β(C˜(R(A1/2))) ⊆ CA(H).
5. β(I˜(R(A1/2))) ⊆ IA(H).
6. β(U˜(R(A1/2))) ⊆ UA(H).
7. β(J˜ (R(A1/2))) ⊆ JA(H).
Demostracio´n. 1. Para todo ξ, η ∈ H, se tiene que〈
Aβ(T˜ ∗)ξ, η
〉
= (WAβ(T˜
∗)ξ,WAη) = (T˜ ∗WAξ,WAη)
= (WAξ, T˜WAη) = (WAξ,WAβ(T˜ )η) =
〈
ξ, Aβ(T˜ )η
〉
.
Por lo tanto, Aβ(T˜ ∗) = β(T˜ )∗A. Adema´s, R(β(T˜ ∗)) ⊆ R(A). Luego, β(T˜ ∗) =
β(T˜ )] = T ].
2. Es consecuencia del ı´tem 1.
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3. Sea P˜ ∈ P˜(R(A1/2)). Dado que β es un homomorfismo, β(P˜ ) es idempotente.
Adema´s, por 2, β(P˜ ) es A-autoadjunto. Luego, β(P˜ ) ∈ PA(H).
4. Sea T˜ ∈ C˜(R(A1/2)) y T = β(T˜ ). Entonces, para todo ξ ∈ H se verifica que
‖Tξ‖A = ‖ATξ‖R(A1/2) = ‖T˜Aξ‖R(A1/2) ≤ ‖Aξ‖R(A1/2) = ‖ξ‖A. Por lo tanto, T es
una A-contraccio´n.
Los ı´tems 5 y 6 se pueden probar de manera ana´loga al ı´tem 4.
7. Si T˜ ∈ J˜ (R(A1/2)) entonces T˜ ∗T˜ ∈ P˜(R(A1/2)) y, por ı´tem 4, se obtiene que
β(T˜ ∗T˜ ) = T ]T ∈ PA(H) . Luego, T = β(T˜ ) es una A-isometr´ıa parcial.
Por la Proposicio´n 5.3.4 y dado que αβ = id, tenemos las siguientes inclusio-
nes: L˜s(R(A1/2)) ⊆ α(LsA(H)), P˜(R(A1/2)) ⊆ α(PA(H)), C˜(R(A1/2)) ⊆ α(CA(H)),
I˜(R(A1/2)) ⊆ α(IA(H)), U˜(R(A1/2)) ⊆ α(UA(H)), y J˜ (R(A1/2)) ⊆ α(JA(H)).
Luego, so´lo restan probar la inclusiones inversas para obtener el Teorema 5.3.3.
Demostracio´n del Teorema 5.3.3
1. La igualdad es un caso particular de la Proposicio´n 5.3.2.
3. Sea Q ∈ PA(H). Por 1, α(Q) = Q˜ ∈ L˜s(R(A1/2)). Adema´s, Q˜ es idempotente
porque α es un homomorfismo. Luego, Q˜ ∈ P(R(A1/2)).
4. Sea T ∈ CA(H) y T˜ = α(T ). Entonces, para todo ξ ∈ H, ‖T˜ (Aξ)‖R(A1/2) =
‖ATξ‖R(A1/2) = ‖Tξ‖A ≤ ‖ξ‖A = ‖Aξ‖R(A1/2). Luego, como R(A) es denso en
R(A1/2), obtenemos que T˜ es una contraccio´n.
Los ı´tems 5 y 6 se prueban de manera ana´loga al ı´tem 4.
7. Sea T ∈ JA(H). Entonces T ]T es una proyeccio´n. Luego, α(T ]T ) = T˜ ∗T˜ ∈
P˜(R(A1/2)). Por lo tanto, T˜ ∈ J˜ (R(A1/2)).
Observacio´n 5.3.5. En [23], la compatibilidad de un par (A,S) se relaciona con
la existencia en R(A1/2) de cierta proyeccio´n ortogonal. Ma´s precisamente, dado un
subespacio cerrado S de H el par (A,S) es compatible si y so´lo si P
A(S)′ ∈ L˜(R(A1/2))
donde A(S)′ denota la clausura de A(S) en R(A1/2). Como consecuencia, en gene-
ral, P˜(R(A1/2)) 6= P(R(A1/2)). De hecho, consideremos B ∈ L(H)+ con rango no
cerrado y A ∈ L(H⊕H)+ definido por A =
(
B B1/2
B1/2 I
)
. Luego, por Proposicio´n
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1.3.9, el par (A,R(B)⊕{0}) no es compatible. Por lo tanto, siW = A(R(B)⊕ {0})
′
entonces PW 6∈ P˜(R(A1/2)).
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