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We consider bounded weak solutions u of a degenerate parabolic
-hyperbolic equation defined in a subset ]0, T [×Ω ⊂ R+ × Rd. We define a
strong notion of trace at the boundary ]0, T [×∂Ω reached by L1 convergence for
a large class of functionals of u. Such functionals depend on the flux function
of the degenerate parabolic-hyperbolic equation and on the boundary. We also
prove the well-posedness of the entropy solution for scalar conservation laws





Chapter 1. Introduction 1
1.1 Entropy solutions of the Cauchy problems . . . . . . . . . . . 1
1.2 Initial boundary value problems for scalar conservation laws . 4
1.3 Degenerate parabolic-hyperbolic equations . . . . . . . . . . . 6
1.4 Motivations and set up of the problem . . . . . . . . . . . . . 7
Chapter 2. Mathematical background 16
2.1 Kinetic formulation . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Definition of H-measure . . . . . . . . . . . . . . . . . . . . . . 19
Chapter 3. Study on hyperbolic range of b 22
3.1 Reformulation of the problem . . . . . . . . . . . . . . . . . . 22
3.2 Some properties of H-measure . . . . . . . . . . . . . . . . . . 28
3.3 Some convergence results . . . . . . . . . . . . . . . . . . . . . 30
3.4 Proof of Proposition 3.1.2 . . . . . . . . . . . . . . . . . . . . . 34
Chapter 4. The general case of parabolic-hyperbolic type 41
4.1 Trace theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 L1 convergence on the non-degenerate range . . . . . . . . . . 42
4.3 The proof of Theorem 1.4.2 . . . . . . . . . . . . . . . . . . . . 43
Chapter 5. Applications 49
5.1 The basic trace results . . . . . . . . . . . . . . . . . . . . . . 49








In this chapter we introduce the meaning of entropy solutions, the basic
results of the initial boundary value problems for scalar conservation laws
and degenerate parabolic-hyperbolic equations, and finally the set-up of our
problem.
1.1 Entropy solutions of the Cauchy problems
In this section we discuss entropy solutions for scalar conservation laws
and the Kružkov’s result as the first step of degenerate parabolic-hyperbolic
equations. We consider the scalar conservation laws with an initial condition
u0:
∂tu+ divxA(u) = 0, u(0, x) = u0(x), x ∈ Rd (1.1)
where A ∈ [C2(R)]d. Let us first examine the case of linear fluxes such that
A(u) = uC where C is a constant vector. Then we have the classical unique
solution for the Cauchy problem (1.1)
u(t, x) = u0(x− tC).
We define the characteristics curves to investigate the case of non-near fluxes
X ′(t) = A′(u(t,X)).
1





′(t)∂xu(t,X) = (∂tu+ divxA(u))(t,X) = 0.
Thus, by the implicit function theorem, the Cauchy problem (1.1) has the
unique solution near 0, but it can globally have several solutions. The precise
proposition follows.
Proposition 1.1.1. Assume that u0, defined in Rd, is bounded and Lipschitz
continuous. Let
κ = essinf{divxA′(u0(y))|y ∈ Rd}.
Then there exists a classical solution u of (1.1) on [0,− 1
κ
). Furthermore, if u0
is of Ck, so is u.
Notice that there exist several solutions for t > − 1
κ
. Let us now con-
struct a Cauchy problem which admits more than one weak solution.





with the initial condition
u(0, x) =
{
−1, x < 0
1, x > 0
2
Burger’s equation (1.1.1) admits infinitely many weak solutions
up(t, x) =

−1, −∞ < x ≤ −t
x
t
, − t < x ≤ −pt
−p, − pt < x ≤ 0
p, 0 < x ≤ pt
x
t
, pt < x ≤ t
1, t < x <∞
for any p ∈ [0, 1]. To resolve the issue of nonuniqueness, we impose the follow-
ing weak solution.
Definition 1.1.1. We say that a weak solution of (1.1) is an entropy solution
if it verifies the following inequalities for any convex function η such that
q′ = η′A′:
∂tη(u) + divxq(u) ≤ 0, in D′. (1.2)
We notice that (1.2) means∫
Q
(η(u)ϕt + q(u) · ∇xϕ)dxdt ≥ 0 (1.3)
for all ϕ ∈ C∞c (]0, T [×Rd) with ϕ ≥ 0 where Q =]0, T [×Rd.
In the case of scalar conservation laws, the initial value problem in
R+×Rd was first studied by Kružkov [18] where the existence and uniqueness
of solutions whenever the initial value is reached strongly in L1loc(Rd) was
shown. His work follows.
Theorem 1.1.1. (Kružkov[18]) Let u0 ∈ L∞(Rd). Then there exists one and




Furthermore, if u0, v0 are the initial values for entropy solutions u, v of (1.1)
and (1.2) respectively, then for any t > 0 and r > 0,∫
Br




where BR = {x ∈ Rd||x| < R} and m = sup{|A′(s)||s ∈ [inf(u0, v0), sup(u0, v0)]}.
1.2 Initial boundary value problems for scalar conser-
vation laws
In this section we consider the following Cauchy problem
∂tu+ divxA(u) = 0, u(0, x) = u0(x), (t, x) ∈ QT =]0, T [×Ω (1.4)
where A ∈ [C2(R)]d and ∂Ω is of Ck. Unfortunately, the boundary condition
for some examples of (1.4) can not be described on any part of the boundary
]0, T [×∂Ω. Here an example follows.
Example 1.2.1. Let us take the following transport equation.
∂tu+ a∂xu = 0, (t, x) ∈]0, 1[×]0, 1[, (1.5)
with the initial condition
u(0, x) = sin
1
x
Notice that if a = 0, u(t, x) = sin 1
x
is obviously a solution and it is not
defined on {0}×]0, 1[. To resolve this problem we need a suitable condition on
the boundary Γ. Bardos, Le Roux, and Nedelec [2] have first studied this issue
for the initial boundary value problem of scalar conservation laws with the
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assumption u ∈ BV and they proposed the following appropriate boundary
condition on Γ =]0, T [×∂Ω:
sign(uτ − ub)(A(uτ )− A(k)) · n̂ ≥ 0 (1.6)
for k ∈ [min{uτ , ub},max{uτ , ub}] where n̂ is the outward unit normal vector
to ∂Ω and ub is a boundary value to (1.4). They have also shown the well-
posedness of (1.2) and (1.4) with the above boundary condition (1.6). Their
result follows.
Theorem 1.2.1. (Bardos, Leroux, Nédélec [2]) Let u0 ∈ L∞(Ω)
⋂
BV (Ω) be
some initial data and ub ∈ L∞(Γ)
⋂
BV (Γ) boundary data. Then then there ex-
ists one and only one entropy solution of (1.2) and (1.4) in L∞(Q)
⋂
C([0, T );
L1loc(Ω)). Furthermore, if u0, v0 are the initial data and ub, vb are the boundary
data for entropy solutions u, v of (1.2) and (1.4) respectively, then for any
t > 0,
‖u(t)− v(t)‖L1(Ω) ≤ ‖u0 − v0‖L1(Ω) +M‖ub − vb‖L1(Γ)
where M = sup{‖A′(s)‖|s ∈ R}.
In [25], Otto has extended the result Theorem 1.2.1 without using the





G(u(r + s(0, n̂(r))), ub(r)) · n̂(r)φ(r)dr ≥ 0 (1.7)
for all nonnegative φ ∈ C∞c (]0, T [×∂Ω) and boundary entropy pairs (P,G)
verifying: for every w ∈ R, (P (·, w), G(·, w)) is an entropy pair with P (w,w),
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and ∂zP (w,w) = 0 and G(w,w) = 0. Here he gives a very elegant weak
formulation of the boundary condition for this problem which provides well-
posedness, but leaves open questions on the structure of the solution at the
boundary Γ.
1.3 Degenerate parabolic-hyperbolic equations
In this section we discuss the initial boundary value problem of the de-
generate parabolic-hyperbolic equation studied by Carrillo, Mascia, Porretta,
Terracina. This kind of problem was first studied by Carrillo [5], but in this
section we will introduce Mascia, Porretta, and Terracina [23]. Let us denote
an open subset Q =]0, T [×Ω ⊂ Rd+1 with C2 boundary ∂Ω. We consider the
following Dirichlet problems
∂tu+ divxA(u) = 4xb(u), u(0, x) = u0(x), (1.8)
where (t, x) ∈ Q =]0, T [×Ω, the flux functionA is in [C2(R)]d, u0 ∈ L1(Ω)
⋂
L∞(Ω),
and we assume that a nondecresing function b satisfies b ∈ C1(R). In this pa-
per we assume the entropy condition which states that, for any convex function
η,
∂tη(u) + divxq(u)− divx(η′(u)∇xb(u)) ≤ 0 in D
′
, (1.9)
where q′(u) = η′(u)A′(u). Note that a scalar conservation law (b′(ξ) = 0) is a
particular case of (1.8). From now on we assume the regularity of solutions of
(1.8) and (1.9) on Γ =]0, T [×∂Ω:
b(u) ∈ L2(0, T ;H1(Ω)). (1.10)
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Notice that (1.10) is a typical condition(see [5],[23]). Next we set the weak for-
mulation of the boundary condition to introduce Mascia, Porretta, Terracina’s
work [23]. Let us denote
B(u, v) = sign(u− v)(A(u)− A(v))−∇x|b(u)− b(v)|
and set
H(u, v, ub) := B(u, v) +B(u, ub)−B(ub, v).
Then they proposed the weak formulation of the boundary condition in the









H(u ◦ ψs(r), v, ub(r)) · (ns ◦ ψs)(r)ζ(r)dσ(r)ds ≥ 0 (1.11)
where ψs is any regular deformation as given in Chen and Frid [7] and dσ
is the volume element of Γ. They have proved the well-posedness of entropy
solutions of (1.8), (1.9), and (1.11), with a very elegant boundary condition
(1.11). Thus, we can also address an open question on the structure of the
solutions at the boundary Γ. In the following section we discuss this open
problem and its historic context.
1.4 Motivations and set up of the problem
Let us next discuss some motivations for the main problem. The ques-
tion of strong traces also arose initially in the context of the limit of hyperbolic
relaxation towards a scalar conservation law in the case Ω =]0,+∞[×Rd, which
is the trace at t = 0 (see for instance Natalini [24], Tzavaras [36]). The ques-
tion was whether the limit obtained is the one defined by Kruzkov since the
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strong continuity at t = 0 is not naturally preserved at the limit. To avoid
any misunderstanding, let us recall that it is well-known that the uniqueness








φ(0, x)η(u0(x)) dx ≥ 0,
for any non negative test function φ ∈ D([0,∞)×Rd). However this condition
gives that η(u(t, ·)) converges to η(u0) when t goes to 0 (at least weakly), which
implies the strong convergence of u(t, ·) at t = 0. Hence, putting the initial
value in the entropy inequality is exactly equivalent to assuming the existence
of a strong trace at t = 0 (i.e. reached by a strong topology).
The first result of this kind has been proven in Vasseur [37] for the
system of an isentropic gas with γ = 3 which has a lot of similarities with
the scalar case. It involves the introduction of blow-up techniques and the use
of the theory of kinetic formulation of conservation laws introduced by Lions,
Perthame, and Tadmor in [21, 22] which allows the use of so-called averaging
lemmas ([1, 13, 16, 31]). This blow-up method is inherited from techniques
widely used for parabolic equations (see for instance [15]). The method has
been generalized in Vasseur [38], in the case of trace for an arbitrary domain Ω
of the multidimensional scalar conservation laws involving a “non degenerate”
flux function (1.12):
L({ξ | τ + ζ · A′(ξ) = 0}) = 0, for every (τ, ζ) 6= (0, 0), (1.12)
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where L is the Lebesgue measure. We now introduce Vasseur’s work, which is
one of motivations for our work. To define traces on the boundary, we use the
framework of the “regular deformable Lipschitz boundary” (see for instance
Chen and Frid in [7], where they consider only Lipschitz boundaries).
Definition 1.4.1. We say that the set ∂Ω is a “regular deformable Lipschitz
boundary” if it satisfies the following:
(i): For each ẑ = (t̂, x̂) ∈ ∂Ω, there exists rẑ > 0, a Lipschitz mapping γẑ :
Rd → R and an isometry for the Euclidean norm Rẑ : Rd+1 → Rd+1 such that:
upon rotating, relabeling and translating the coordinate axes (y0, ŷ) = Rẑ(t, x)
if necessary,
Rẑ(ẑ) = 0,
Rẑ(Ω)∩]− rẑ, rẑ[d+1= {y ∈]− rẑ, rẑ[d+1 | y0 > γẑ(ŷ)}.
where Qẑ = {y ∈ Rd+1 | |yi| ≤ rẑ}.
(ii): There exists at least one ∂Ω regular deformation, where, for K an open
subset of ∂Ω, we call K a regular deformation if every function ψ : [0, 1]×K →
Ω̄ is bi-Lipschitz homeomorphic over its image and verifies:




∇ψ(s, ·) ◦ γ̃ẑ = ∇γ̃ẑ in L1(]− rẑ, rẑ[d+1∩Rẑ(K)),
where for every ẑ ∈ ∂Ω γ̃ẑ is the restriction to ]− rẑ, rẑ[d+1∩Rẑ(K) of the map
ŷ → R−1ẑ (γẑ(ŷ), ŷ).
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Notice that a smooth boundary ∂Ω of an open set Ω is also a regular
deformable Lipschitz boundary. We call this a regular deformable boundary.
Vasseur’s result follows:
Theorem 1.4.1. Let Ω ⊂ Rd+1 be an open set with a regular deformable
Lipschitz boundary and u is a solution of (1.2) and (1.4). Assume that the
flux A satisfies (1.12). Then there exists uτ ∈ L∞(∂Ω) such that for every ∂Ω





|u(ψ(s, ẑ))− uτ (ẑ)|dHd(ẑ) = 0 (1.13)
where dHd is the d-dimensional Hausdorff measure, In particular, for any
continuous function G, [G(u)]τ = G(uτ ).
For this work, he used the Blow-up technique and the averaging Lemma
in Souganidis and Perthame [31] with the condition (1.12) on the flux A. This
condition (1.12) can be seen as a non-degeneracy property since it avoids flux
functions whose restriction to an open subset is linear. This assumption per-
mits the use of the averaging lemmas in this case. The case of a trace at t = 0
has been solved recently by Panov [29] for general flux. He shows that any so-
lution verifying (1.1) and (1.2) in ]0,∞[×Rd has a trace reached by the strong
topology at t = 0. The approach involves the blow-up method with refined
techniques of H-measures. Let us also mention that those blow-up methods
in the framework of a kinetic formulation of conservation laws have also been
used in context of the geometric measure theory, using different tools (see for
instance the result of De Lellis, Otto and Westdickenberg [12]). For a review of
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these kind of results, we refer to the books of Dafermos, Serre [11, 32, 33] and
Chen, Frid, Torres, and Ziemer [6, 8], and also mention Tadmor, Tao [34] for
the related regularity problem of degenerate parabolic-hyperbolic type. In [5],
Carrillo has recently shown the well-posedness of entropy solutions for bound-
ary valued problems of degenerate parabolic-hyperbolic equations. In [23],
Mascia, Porretta, and Terracina have introduced the concept of an entropy
solution to degenerate parabolic-hyperbolic equations and they establish the
uniqueness of solutions with a boundary condition in the spirit of Otto [25]. We
already reviewed this work in section 1.3. You can also see Chen, Karlsen [9]
for the related references. We are now interested in studying the strong trace
of solutions for a degenerate parabolic-hyperbolic equation on Γ =]0, T [×∂Ω
as the result on the hyperbolic case in Kwon and Vasseur [19, 38]. In view of
these previous results, we can raise the natural questions:
1. Can we show the result of Theorem 1.4.1 without the condition (1.12)
for (1.2) and (1.4) on a general domain Ω ⊂ Rd+1?
2. Can we show the result of Theorem 1.4.1 for the equations (1.8) and (1.9)
with the regularity condition (1.10) on a domain ]0, T [×∂Ω ⊂ Rd+1?
Notice that the answer is the main theorem 1.4.2 which will follow on poly-
hedrons. From now on we assume the domain ∂Ω to be a polyhedron and
∂Ω =
⋃M
k=1Hk where Hk are the open hyperplanes contained in ∂Ω.
We use the framework of the “regular deformable boundary” (see for
instance Chen and Frid in [7]) in order to mention the main result. For domain
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Ω, there exists at least one ∂Ω regular deformation, where, for K̂ an open
subset of ∂Ω, we call a K̂ regular deformation ψ̂ : [0, 1] × K̂ → Ω̄ to be
homeomorphism, where ψ̂(0, ·) ≡ IK̂ and IK̂ is the identity map over K̂. Let
us define an open set K =]0, T [×K̂ and a function ψ(t, x) = (t, ψ̂(x)). Then,
obviously, it is also a Γ regular deformation with an open set K. Let n be
the unit outward normal field of ∂Ω and let us denote n̂s(ẑ) the unit outward
normal field at ψ̂(s, ẑ). Let us introduce a deformation ψ on Γ by
ψ(s, t̂, ẑ) = (t̂, ψ̂(s, ẑ)) (1.14)
for (t̂, ẑ) ∈ Γ. Notice that n̂ is constant on Hk for each k ∈ {1, 2, ...,M}, and
n̂s converges strongly to n̂ when s goes to 0. To state the main result, we
need to introduce a new function, χ-function which comes from the theory of
kinetic formulation (See Chen, Lions, Perthame, and Tadmor [10, 21]) and will
be discussed in detail in the next chapter. Set L = ‖u‖L∞(Q), and introduce a
new variable ξ ∈]− L,L[, denoting for every v ∈]− L,L[:
χ(v, ξ) =
{
1{0≤ξ≤v} if v ≥ 0
−1{v≤ξ≤0} if v < 0
.
Then we introduce new functions called microscopic functions:
Definition 1.4.2. Let N be an integer, O be an open set of RN , I =]a, b[ for
−L ≤ a < b ≤ L, and the microscopic function f ∈ L∞(O × I) be such that
0 ≤ sgn(ξ)f(z, ξ) ≤ 1 for almost every (z, ξ). We say that f is a χ-function if
there exists u ∈ L∞(O) such that for almost every z ∈ O and ξ ∈ I:
f(z, ·) = χ(u(z), ·).
12





More precisely, we want to study the behavior of u(ψ(s, ·)) as s goes
to zero for a deformation ψ as given in (1.14), but we have no information
for the limit value of u(ψ(s, ·)) as s goes to zero at all points except the non-
characteristic boundary of Γ. So, we need to consider a more general functional
of u(ψ(s, ·)). Let us denote a function h(ψ(s, ẑ), ξ) with the following state-
ment: for every Γ regular deformation ψ,
h(ψ(s, ẑ), ξ) = A′(ξ) · n̂s(ẑ)k(ξ)I{b′(ξ)=0} + h1(ẑ, ξ)I{b′(ξ)>0} (1.15)
where k ∈ L∞(R), h1 ∈ L∞(Γ×]− L,L[), and
ID(ξ) =
{
1 if ξ ∈ D
0 if ξ ∈ Dc.





f(ψ(s, ẑ), ξ)h(ψ(s, ẑ), ξ)dξ (1.16)
where f is a χ-function given by a solution u verifying (1.8) and (1.9). Notice
that when we take any convex function η instead of k and b′(ξ) = 0 for all ξ ∈
R, Gh[u(ψ(s, ẑ))] is the same as the entropy boundary, [q(u) · n̂s]τ mentioned
in Kwon and Vasseur [19]. Our main theorem follows:
Theorem 1.4.2. Let ∂Ω be a polyhedron and u be a solution of (1.8) and
(1.9) and f be a χ-function given by the solution u. Assume that b verifies the
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condition (1.10). Consider h verifying (1.15) and Gh satisfying (1.16). Then,
there exists [Ghu]





|Ghu(ψ(s, ẑ))− [Ghu]τ (ẑ)|dσ(ẑ) = 0
where dσ is the volume element of Γ, and ψ is the deformation defined in
(1.14).
Notice that when we take b′(ξ) = 0 on ]−L,L[, the result is the same as
that of Kwon and Vasseur [19] for the mono-dimensional scalar conservation
laws.
In the case of multidimensional scalar conservation laws, the H-measure
tool introduced by Panov seems to be necessary. For the case verifying b′(ξ) ≥
c > 0, the result follows classical trace results for a parabolic type equation, but
the difficulty in the general case lies in the mixing of the two types, parabolic
and hyperbolic. To resolve this difficulty we can use the kinetic formulation (
Chen and Perthame [10]) as the main tool. We will show that it is enough to
do the study, at the kinetic level, on an interval where b′(ξ) is either equal to 0
or uniformly strictly positive. It is strking that this can be done with no extra
regularity assumption, the function b. For this, we use extra regularity(BV)
in ξ on this kinetic function. The reason is that we need informations on the
kinetic formulation (see Chen and Perthame [10]) when we are working on one
BV in ξ. It is then enough to gather information on a countable dense set of
ξ. This key point was previously introduced in Kwon and Vasseur [19].
14
The next section is devoted to introducing the mathematical tools that





The kinetic formulation was first introduced in Lions, Perthame, and
Tadmor [21] for scalar conservation laws. In this section we present the kinetic
formulation for degenerate quasilinear parabolic-hyperbolic equations and it
allows us to use classical tools of linear analysis to handle the non-linear prob-

















u] = 0, (t, x) ∈ Q =]0, T [×Ω (2.1)
with the initial values
u(0, x) = u0(x) ∈ L1(Ω)
where A : R −→ Rd verifies
a = A′ ∈ L∞loc(R; Rd),
and we assume that (aij)
d
i,j=1 is symmetric and locally bounded such that
(ai,j) ≥ αId×d (α ≥ 0).
16




σik(u)σkj(u), σik ∈ L∞loc(R).
The equation satisfies the entropy inequality. To motivate it, we replace aij(u)
by aij(u) + εI. For any smooth function η, we multiply the equation (2.1) by

















= −mη′′ε (t, x)− nη
′′
ε (t, x), (2.3)




the entropy dissipation measure mη
′′
ε (t, x) is defined by
mη
′′
ε (t, x) := εη
′′(uε)|∇uε|2 ≥ 0,
and the parabolic dissipation measure nη
′′
ε (t, x) is defined by
nη
′′












We now introduce the notations βik(u) and β
φ
ik(u) for φ ∈ C0(R) with φ ≥ 0






















We next compute some useful properties to derive a priori bound. For any






ε (t, x) + n
η′′















+ε|∇uε|2)dtdx ≤ ‖η(u0)‖L1(Ω) ≤ ‖η′‖L∞(R)‖u0‖L1(Ω). (2.5)
Let us define convenient notations deduced by the duality (C0(Q); M(R)),
mφε (t, x) =
∫
R
φ(ξ)mε(t, x, ξ)dξ, n
φ













Then we choose the function η(u) = (u− ξ)+ for ξ ≥ 0, or η(u) = (u− ξ)−




(mε + nε)(t, x, ξ)dtdx ≤ µ(ξ) ∈ L∞0 (R)
where
µ(ξ) := 1{ξ≥0}‖(u0 − ξ)+‖L1(Ω) + 1{ξ<0}‖(u0 − ξ)−‖L1(Ω).
Taking η(u) = u
2
2






















As ε −→ 0, we can deduce that the two measures m,n are non-negative
bounded measures which satisfies the kinetic formulation.
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Theorem 2.1.1. (Chen, Perthame [10]) A function u ∈ L∞(Q) with |u| ≤ L
is a solution of (1.8) and (1.9) in Q if and only if there exists nonnegative
measure m ∈ M+(Q×] − L,L[) such that the related χ-function f defined by
f(t, x, ·) = χ(u(t, x), ·) for almost every (t, x, ξ) ∈ (Q×]− L,L[) verifies:
∂tf + A
′(ξ) · ∇xf −
d∑
i,j=1
aij(ξ)∂xi∂xjf = ∂ξm(t, x, ξ) in D
′ (2.6)
in Q×]− L,L[.
From now on we will take aij(u) = b
′(u)δij, where the Kroneker Delta,
δij =
{
1 if i = j
0 if i 6= j.
2.2 Definition of H-measure
In this section we introduce the notion of the H-measure which plays
an important role in the proof of Proposition 3.1.2. The concept of H-measure
was first initiated by Gérard in [14] and Tartar in [35], and here we present
the notion of measure valued functions introduced in Panov [28, 29] and study
the generalized H-measure which was extended by Panov [28]. Let us first
mention some basic useful notations and definitions to define the generalized
H-measure.
Definition 2.2.1. Let Σ be a domain in Rd and M(Σ) be the space of com-
pactly supported Borel probability measures on R.
19




is measurable on Σ for any continuous function f .
(ii)A measure valued function on Σ is a weakly measurable map x→ νx.
(iii)A measure valued function νx is said to be bounded if there is a
constant L > 0 such that supp νx ⊂ [−L,L] for a.e. x ∈ Σ,and ‖νx‖∞ =
inf{L|supp νx ⊂ [−L,L]}.
Let MV (Σ) be the collection of bounded measure valued functions on
Σ. Then it contains L∞(Σ).
Definition 2.2.2. Let νnx ∈MV (Σ), νx ∈MV (Σ).
(i)the sequence νnx is bounded if there exists a positive L > 0 such that
‖νnx‖∞ ≤ L for all n.
(ii)νnx ⇀ νx (weakly) if for any g(s) ∈ C(R),∫
g(s)dνnx (s) ⇀
∫
g(s)dνx(s) as n→∞ in L∞(Σ)weak − ∗.
(iii)νnx −→ νx (strongly) if for any g(s) ∈ C(R),∫
g(s)dνnx (s) ⇀
∫
g(s)dνx(s) as n→∞ in L1loc(Σ).
We introduce some basic notations. Let νnx ∈ MV (Σ) be such that
νnx ⇀ νx ∈MV (Σ) (weakly) and let x ∈ Σ and p ∈ R, setting:
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• Vn(x, p) = νnx (]p,∞[), V0(x, p) = νx(]p,∞[)
• P = {p0 ∈ R|V0(x, p) → V0(x, p0) as p→ p0 in L1loc(Σ)}
• Upn(x) = Vn(x, p)− V0(x, p)
• F (u)(ξ), ξ ∈ Rd, is the Fourier transform
• S = {ξ ∈ Rd||ξ| = 1}
• u→ ū, u is complex conjugate,
• E is an open set in R.
The notion of extended H-measure introduced in [28] follows:
Theorem 2.2.1. (See [27–29]) (i) There exists a family of complex valued
locally finite Borel measures {µpq}p,q∈P on Σ × S and a subsequence Ur(x) =
{Upr (x)}p∈P , Upr (x) = Upn(x) for n = nr such that for every function φ1 and φ2
belonging to C0(Σ) and every function ψ belonging to C0(S), one has :












(ii) The map (p, q) → µpq is continuous as a map from P × P into the space
Mloc(Ω) of locally finite Borel measures on Σ× S.
Definition 2.2.3. We say that the family {µpq}p,q∈P is the H-measure with
respect to the subsequence νrx = ν
n
x , n = nr.
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Chapter 3
Study on hyperbolic range of b
In this chapter we consider an interval in ξ, denoted by I, on which
b′(ξ) = 0. We will show the strong trace result on the kinetic function on this
range in ξ. This includes the scalar conservation case, but this case is also a
key step to showing the general case.
3.1 Reformulation of the problem
We reformulate the problem on a flat boundary of Ω. Let us fix k ∈
{1, 2, ...,M}. For each x̂ ∈ Hk, we consider an isometry map Rkx̂ : Rd →
Rd such that upon rotating, relabeling and translating the coordinate axes




Rkx̂(Ω)∩]− rx̂, rx̂[d=]0, rx̂[×]− rx̂, rx̂[d−1
for some rx̂ > 0.
Thus, for each ẑ = (t̂, x̂) ∈ Γ, we obtain an isometry map Λkẑ : Rd+1 →







We may assume the above collection of open sets to be countable such that⋃
ẑ∈Hk
(Λkẑ)




−1({0}×]− rẑα , rẑα [d),
where K is a countable set. In order to simplify the notation we write α












We set uα(w) = u((Λ
k
α)
−1(w)) where s = y0, ŵ = (t − t̂, ŷ), g(w, ξ) =
χ(uα(w, ξ)), and Aα(ξ) = Λ
k
α(ξ, A(ξ)). For every fixed α, a deformation ψ
defined in (1.14), and every ŵ ∈]− rα, rα[d, we set
ψ̃(s, ŵ) = (Λkα ◦ ψ)(s, (Λkα)−1(0, ŵ)),
gψ(s, ŵ, ξ) = g(ψ̃(s, ŵ), ξ).
From now on we reformulate the problem and construct the weak trace
for the case of scalar conservation laws, namely, b′(ξ) = 0 on an interval I in
the given kinetic formulation (2.6). In this section, we will work only on the
above interval despite the fact that g is defined ] − L,L[. Then, from kinetic
formulation (2.6), we obtain the reformulated kinetic equation:
a(ξ) · ∇wg = ∂ξm̂ (3.1)
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for all ξ ∈ I where m̂(w, ξ) = m((Λkα)−1(w), ξ) and a = A′α.
To simplify the notations we keep denoting ns and n the normal vectors.
We will first show that (a · ns)gψ has a (at least weak) trace at s = 0 which
does not depend on the deformation ψ, namely:
Proposition 3.1.1. Let I be an interval verifying b′(ξ) = 0 for all ξ ∈ I and g
be a solution of (3.1) in Qkα×I. Then there exists a ·ngτ ∈ L∞(]− rα, rα[d×I)
such that for all regular deformation’s ψ,
esslim
s→0
(a · ns)gψ(s, ·, ·) = (a · n)gτ in H−1 ∩ L∞w ∗ .
Moreover (a · n)gτ is uniquely defined.
This shows the existence of a weak trace on ] − rα, rα[d×I of (a · ns)g
which does not depend on the way chosen to reach the boundary. This result
is an extension to Proposition 1 in Vasseur [38]. We give the proof for the sake
of completeness.
Proof of Proposition 3.1.1: Since ‖gψ(s, ·, ·)‖L∞ ≤ 1, by weak compactness
and Sobolev imbedding, for every regular deformation ψ and every sequence






jp , ·, ·) H
−1∩L∞W∗−→ hτψ when jp → +∞. (3.2)
Let us now show that (a · n)hτψ does not depend on ψ, on the sequence sj and




a(ξ)η(ξ)g(w, ξ) dξ. (3.3)
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η′(ξ)m̂(w, dξ) ∈ M(]− rα, rα[d+1) (3.4)
where I =]a, b[. We can now use the following Theorem proved by Chen and
Frid in [7]:
Theorem 3.1.1. Let Q be an open set with regular boundary ∂Q and F ∈
[L∞(Q)]d+1 be such that divyF is a bounded measure. Then there exists F ·n ∈
L∞(∂Q) such that for every ψ ∂Q regular deformation:
esslim
s→0
F (ψ(s, ·)) · ns(·) = F · n in L∞(∂Q) w∗,
where ns is a unit outward normal field of ψ({s} × ∂Q).
This theorem insures that there exists H
τ
η · n ∈ L∞(]− rα, rα[
d) which
does not depend on ψ such that





η · n, (3.5)
for every regular deformation ψ. The function ns converges strongly
in L1(]− rα, rα[d) to n, unit outward normal field of ] − rα, rα[d. We notice










η · nϕ(ŵ) dŵ
for every test function ϕ ∈ D(]− rα, rα[d) and η ∈ D(R). The right-hand side
of this equation is independent of ψ, the sequence sj and the subsequence sjp
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so (a · n)hτψ also does not depend on those quantities. The result is obtained
from the uniqueness of the limit.
We next prove L1 convergence of (a ·n)gτ . The proof will be postponed
until section 3.4.
Proposition 3.1.2. Let I be an interval verifying b′(ξ) = 0 for all ξ ∈ I and
g be a χ function defined in (3.1). Then, there exists a unique trace function




(a · ns)gψ(s, ·, ·) = (a · n)gτ in L1(]− rα, rα[d × I).
Notice that we can also show Proposition 3.1.2 on different hyperplanes
Hj for every j ∈ {1, 2, ...,M}. Theorem 3.1.2 follows.
Theorem 3.1.2. Let I be an interval verifying b′(ξ) = 0 for all ξ ∈ I and f
be a χ function defined by solution of (1.8) and (1.9). Then, there exists a
unique trace function (a · n)f τ ∈ L∞(Γ × I) (which does not depend on the
deformation ψ) such that:
esslim
s→0
(a · ns)fψ(s, ·, ·) = (a · n)f τ in L1loc(Γ× I).
Proof of Theorem 3.1.2: Let us consider the χ-function f associated to
the solution u of (1.8) and (1.9) through Theorem 2.1.1. Then, we have: for
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|a(ξ) · nsgψ(s, ŵ, ξ)− a(ξ) · ngτ (ŵ, ξ)| dξ dσ(ŵ),
(3.6)
Proposition 3.1.2 shows that (a ·ns)gψ(s)−(a ·n)gτ converges strongly in L1 to
0 for every α. Let us fix ε > 0, and take the collection of open susets {Gijε }Mij=1
verifying the following:
Gijε = {(t̂, x̂) ∈ Γ|diam(x̂, H i ∩Hj) < ε}.
Finally for every compact set K ⊂⊂ Γ, {Σkα}
⋃
{Gijε } is a covering of K with





















|A′(ξ) · n̂sfψ(s, ẑ, ξ)− A′(ξ) · n̂f τ (ẑ, ξ)|dξdσ(ẑ) + Cε.
where C is constant. The first part of the above second line converges to 0
when s tends to 0. Since the above inequality hold for an arbitrary positive
number ε > 0, the proof of Theorem 3.1.2 is complete.
To prove Proposition 3.1.2, we just need to prove that (a·n)gτ is reached
strongly by L1 convergence. To do this, we need to use the concept of the H-
measure which is more refined than the Blow-up technique used in Vasseur
[38] . So, we will follow the scheme of Panov [29], but our result extends his
result.
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3.2 Some properties of H-measure
We are now ready to prove the theorem which plays the key role in the
proof of Proposition 3.1.2. From now on we will work with the flux Aα and
the domain Qkα given in section 3.1. We now assume the following:








is pre-compact and converges to 0 in H−1loc (Q
k
α) for all p ∈ P .
Let q be a fixed number in E ∩ P and let L(p) be the smallest linear
space L ⊂ Rd+1 such that Qkα × L contains the closed support supp µpq. We
set l(p) = dimL(p). Let p0 ∈ E be such that l = l(p0) = maxp∈E l(p) and
L = L(p0). Then we get the following lemma:
Lemma 3.2.1. (Panov [27]) There is a neighborhood V of p0 in E such that
L(p) = L for all p ∈ V .
We can prove this lemma if we follow the idea given in the lemma by
Panov [27] and it is a local version to the Lemma given in Panov [27]. The
proof will be provided in the Appendix.
Let us denote Bα(λ) = (λ,Aα(λ)) and let π : Rd+1 → L be the orthog-
onal projection onto L, and set B̃α(λ) = (π ◦ Bα)(λ). We are able to see the
following lemma as the main part of the proof for the result [27] with using
the neighborhood V given in Lemma 3.2.1.
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Proposition 3.2.1. (Panov [27]) Assume that the assumption 3.2.1 holds.
Then, there exists δ > 0 such that B̃α(p) = B̃α(p0) for all p ∈]p0, p0 + δ[⊂ E.
From Proposition 3.2.1, we deduce the following proposition:
Proposition 3.2.2. Assume that there exists p̄ ∈ E ∩P such that µp̄q 6= 0 for
some q ∈ E∩P . Then there exists ]p0, p0 + δ[⊂ E, ζ ∈ S such that a(p) · ζ = 0
for all p ∈]p0, p0 + δ[ and µpq 6= 0 for all p ∈]p0, p0 + δ[∩P .
Proof of Proposition 3.2.2: From the assumption, l should be positive. So,
we can take a non-zero ζ in L such that from Lemma 3.2.1, there exists δ > 0
such that B̃α(p) = B̃α(p0) for all p ∈]p0, p0+δ[⊂ E and (ζ, Bα(p)) = (ζ, Bα(p0))
for all p ∈]p0, p0 + δ[. Since µpq̄ is continuous at p0, there exists δ > 0 such
that a(p) · ζ = 0 for all p ∈]p0, p0 + δ[ and µpq 6= 0 for all p ∈]p0, p0 + δ[∩P .
The Proposition is proven.
In [29] Panov has shown this result on the half space R+ × Rd for
scalar conservation laws, but we need to consider the points not verifying
the non-characteristic boundary for the initial boundary value problems of
scalar conservation laws, namely, A′(u) · n̂ = 0. To overcome this problem,
we take a H-measure excluding such points, but we will almost follow Panov’s
presentation.
29
3.3 Some convergence results
To prove Proposition 3.1.2. we will first begin by showing that the
convergence holds strongly for the special deformation ψ̃0 defined by:
ψ̃0(s, ŵ) = (s, ŵ), (3.7)
and then show that this holds for any deformation ψ. We have
gψ0(s, ŵ, ξ) = g(ψ̃0(s, ŵ), ξ) = g(s, ŵ, ξ). (3.8)
and m̂(s, ŵ, ξ) = m̂(ψ̃0(s, ŵ), ξ) for all ξ ∈ I where I an interval verifying
b′(ξ) = 0 for all ξ ∈ I.
Before introducing the notion of a rescaled solution, let us state two
lemmas. For the sake of completeness the proofs are provided in the appendix.
Lemma 3.3.1. Let I be an interval verifying b′(ξ) = 0 for all ξ ∈ I. Then
there exists a sequence δn which converges to 0 and a set E ⊂ ]− rα, rα[d with





m̂(]0, Rδn[×(ŵ+]−Rδn, Rδn[d)× I) = 0.
Lemma 3.3.2. Let I be an interval verifying b′(ξ) = 0 for all ξ ∈ I. Then
there exists a subsequence still denoted by δn and a subset E
′ of ]− rα, rα[d such







|gτ (ŵ, ξ)− gτ (ŵ + δnŵ, ξ)| dŵ dξ = 0.
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We introduce the rescaled g function defining a measure valued func-
tion. We denote
Qk,δα = ]0, rα/δ[× ]− rα/δ, rα/δ[d.
From now on we fix such a ŵ ∈ E′. Then, we rescale the g function
by introducing a new function gδ which depends on the new variables w =
(s, ŵ) ∈ Qk,δα and is defined by:
gδ(s, ŵ, ξ) = g(δs, ŵ + δŵ, ξ). (3.9)
This function depends obviously on ŵ, but since it is fixed all along this section,
we skip it in the notation. The function gδ is still a χ-function and we notice
that:
gδ(0, ŵ, ξ) = g
τ (ŵ + δŵ, ξ). (3.10)
Hence we expect to gain some knowledge on gτ (ŵ, ·) itself by studying the
limit of gδ when δ → 0. We get
a(ξ) · ∇wgδ = ∂ξm̂δ, (3.11)
















1, yi + δR
i
2]× I), (3.12)
for the intervals I verifying b′(ξ) = 0 for all ξ ∈ I. We now pass to the limit
when δ goes to 0 in the scaling, which leads to the following proposition.
Proposition 3.3.1. (Kwon and Vasseur [19]) Let I be an interval verifying
b′(ξ) = 0 for all ξ ∈ I. Then there exist a sequence δn which goes to 0,
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and a χ-function g∞ ∈ L∞(R+ × Rd × I) such that gδn converges to g∞ in
L∞loc(R+ × Rd × I)w? and,
a(ξ) · ∇wg∞ = 0,
a(ξ) · ng∞(0, ŵ, ξ) = a(ξ) · ngτ (ŵ, ξ)
(3.13)
for almost every (ŵ, ξ) ∈ Rd × I.
For the convergence of the second part in (3.13), we used the fact that
we have uniform convergence in a weak topology with respect to variable s
and so the weak limit of the variable s is equal to the work of limit (see [19]).
Thus, from (3.13), we deduce that,
a(ξ) · ng∞(w, ξ) = a(ξ) · ngτ (ŵ, ξ) (3.14)
for ξ ∈ I. Indeed, we get (3.14) from the transport equation in (3.13).
We consider a sequence δn given in Lemma 3.3.1 and Lemma 3.3.2 and
from now on, set gδn = gn We are able to show the following equivalent Lemma.
Lemma 3.3.3. Let J be an subinterval of I where I is an interval verifying
b′(ξ) = 0 for all ξ ∈ I and consider g a χ-function verifying (3.1). Then the
following are equivalent:
• ess lims→0 a · nsg(s, ·, ·) = a · ngτ in L1loc(]− rα, rα[d×J)
• a(ξ) · ngn(w, ξ) converges in L1loc(]− rα, rα[d+1×J) for a.e w.
Proof of Lemma 3.3.3: Assume that ess lims→0 a·nsg(s, ·, ·) = a·ngτ in L1loc(]−
rα, rα[
d×J). Let ρ ∈ C∞c (]− rα, rα[d) and Φ ∈ C∞c (]− rα, rα[d+1×J). Applying
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the change of variables and assumption provides the following inequality:∫
J
∫





|a(ξ) · n||g(s0δn, ẑ, ξ)− gτ (ẑ, ξ)||ρ(ẑ − δnŵ)|dẑdξ,
(3.15)
converges to 0 as n tends to ∞. Let us next integrate (3.15) with respect to
w, which implies that∫
J
∫ ∫
|a(ξ) · n||g(w + δnw, ξ)− gτ (ŵ + δnŵ, ξ)||Φ(w, ξ)||ρ(ŵ)|dwdŵdξ,
goes to 0 whenever n −→ ∞. Therefore, after subtracting a subsequence, we
deduce a(ξ) · ngn(w, ξ) converges strongly in L1loc(]− rα, rα[d+1×J).
Conversely, assume that a(ξ) · ngn(w, ξ) converges strongly in L1loc(] −
rα, rα[
d+1×J). From (3.14), We see that for almost every w,
a(ξ) · ngn(w, ξ) −→ a(ξ) · ngτ (ŵ, ξ) (3.16)
in L1loc(] − rα, rα[d+1×J). Then using the change of variables and Fubini’s
theorem, we obtain, for Φ1 ∈ C∞c (]− rα, rα[d) and Φ2 ∈ C∞c (]− rα, rα[d+1×J),∫
J
∫ ∫





|a(ξ) · n||g(s0δn, ẑ, ξ)− gτ (ẑ, ξ)||Φ1(ẑ − δnŵ)Φ2(w, ξ)|
dẑdwdξ.
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Thus, we get the following inequality.∫
J
∫ ∫











|a(ξ) · n||g(s0δn, ẑ, ξ)− gτ (ẑ, ξ)||Φ1(ẑ − δnw)|
|Φ2(w, ξ)|dẑdwdξ,
(3.17)
converges to 0 by (3.16). It follows that there exists a subsequence {δr}∞r=1 of
{δn}∞n=1 such that
a · ng(δrs0, ·, ·) −→ a · ngτ in L1loc(]− rα, rα[d×J).
for almost every s0. Since s 7−→ a · ns is smooth and Proposition 3.1.1 holds,
the proof is complete.
3.4 Proof of Proposition 3.1.2
We now prove Proposition 3.1.2. From now on we will use the following
measure valued function,
νrw(ξ) = δ(ξ − vrα(w)), (3.18)




gr(w, ξ)dξ − b = max{a,min{uα, b}} for I =]a, b[ . Then, we
obtain the following lemma.
Lemma 3.4.1. Let E = {p|a(p) · n 6= 0} ∩ I. Consider an interval J ⊂ I.
Then the following are equivalent:
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• There exists a H-measure µpq corresponding to (3.18) such that µpq = 0
for all p, q ∈ P ∩ E ∩ J .
• There exist a subsequence {δn} of {δr} such that a(ξ)·ngn(w, ξ) converges
in L1loc(]− rα, rα[d+1×J) for almost every w.
Proof of Lemma 3.4.1: Suppose that µpq = 0 for all p, q ∈ P ∩ E ∩ J .
In particular, µpp = 0 for all p ∈ P ∩ E ∩ J . Using the definition of the







which implies that Vn(w, p) converges strongly in L
1
loc(Rd+1) for all p ∈ P ∩E∩
J . It remains to show that a(ξ) · ngn(w, ξ) converges in L1loc(]− rα, rα[d+1×J)
for almost every w. To do this, we need to understand the relation between
Vr and the χ function g. Actually, from the definition of the measure valued
function νrw given in (3.18), we are able to see that
gn(w, p) =
{
Vn(w, p) if p ∈ [0,∞) ∩ I
Vn(w, p)− 1 if p ∈ (−∞, 0[∩I.
(3.19)
Since
∀p ∈ Ec, a(p) · n = 0, (3.20)
we see that a(p) ·ngn(w, p) converges in L1loc(]− rα, rα[d+1×J) for almost every
w.
Let us next prove the converse direction. Assume that a(p) · ngn(w, p)
converges in L1loc(]−rα, rα[d+1×J) for almost every w. Since if p ∈ E, a(p)·n 6=
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0. we can take a subsequence {δm}∞m=1 of {δn}∞n=1 such that
gm(w, p) −→ gτ (ŵ, p) (3.21)
in L1loc(] − rα, rα[d+1) for almost every p ∈ P ∩ E ∩ J . We can now construct
a H-measure with using the measure value function νmw corresponding to gm.
Thus, from Theorem 2.2.1, there is a subsequence {Uk} of {Um} = {Upm}p∈P
and we can define H-measure µpq with respect to the νmw . To complete the
proof, we need to show that
Upk (w) −→ 0
in L2loc(Rd+1) for any p ∈ E ∩ P ∩ J . Actually, using two results (3.19) and
(3.21), we deduce that
Upk (w) −→ 0
in L1loc(Rd+1) for any p ∈ E ∩ P ∩ J . It follows that
Upk (w) −→ 0 (3.22)






|Upk (w)|dw −→ 0.
Combining (3.22) and the Lebegue dominated convergence theorem gives
µpq = 0.
for all p, q ∈ E ∩ P ∩ J . The proof is complete.
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Proof of Proposition 3.1.2: Let us first prove Proposition 3.1.2 for the spe-
cial deformation ψ0 defined in (3.7). We prove our result using mathematical
induction in dimension d ≥ 1. When d = 1, we have shown the result in Kwon
and Vasseur [19]. Assume that Proposition 3.1.2 holds for d− 1.
Let us denote a convenient notation.
B = {]α, β[⊂ I|a(ξ) · ζ = 0 for all ξ ∈]α, β[ for some ζ 6= 0} (3.23)
and ζ by ζ = (ζ0, ζ̂). Let ]α, β[∈ B, we can take a nonzero ζ such that
a(ξ) · ζ = 0 for all ξ ∈]α, β[. Thus, we are able to find a new coordinate by the
following linear map as mentioned in Panov [29]:
Φ(w) = z(s, ŵ) = (s, sC + Aŵ)
where A is a nonsingular matrix, C is a constant vector, and zd = w · ζ. Then
we obtain the new representation of a:
ã(ξ) = Φ(a(ξ)).
The following lemma is devoted to reducing the dimension.
Lemma 3.4.2. (Panov [29]) Consider a χ function g given in (3.1). Then,
there exists a nonnegative finite measure m̃ such that
ã(ξ) · ∇zg = |detA|∂ξm̃ (3.24)
in D
′
where m̃(x, ξ) = m̂(Φ−1(z, ξ)) for any ξ ∈]α, β[.
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Indeed,
ãd(ξ) = a(ξ) · ζ = 0 (3.25)
Denote z = (ẑ, zd) and ã = (ǎ, ãd). Then, from (3.25), (3.24) can be repre-
sented by :
ǎ(ξ) · ∇ẑg(ẑ, zd) = |detA|∂ξm̃(ẑ, zd), (3.26)
for a.e zd which implies that (1.4) and (3.26) for solution vα verifies the as-
sumption of the case of dimension d−1. The proof of the existence of a locally
finite measure is provided in Panov [29]. Thus,
esslim
s→0
ǎ · ňsgψ0(s, zd) = ǎ · ňgτ (zd) in L1loc (3.27)
for a.e zd where n = (ň, ňd) is the unit outward normal to ]− rα, rα[d. Indeed,
if ζ is parallel to n, then a(ξ) · n = 0, which deduces
ǎ(ξ) · ň = −a0(ξ) = a(ξ) · n = 0.
Applying the Lebegue Dominated convergence to (3.27), then, thanks to the
boundedness of g, a, the domain, and using a change of variables, (3.27) implies
that there exists a subsequence {sm} such that
esslim
sm→0
a · nsmgψ0(sm) = a · ngτ in L1loc(]− rα, rα[d×]α, β[) (3.28)
for every ]α, β[∈ B. We can also show that (3.28) does not depend on any
sequence {sm} by Proposition 3.1.1.
We may assume the collection B to be countable. So, we can take
a sequence {δr} which is independently of ]α, β[∈ B by using the diagonal
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extraction. Thus, from Lemma 3.3.3 and Lemma 3.4.1, (3.28) deduces
µpq = 0 (3.29)




]α, β[ where ]α, β[∈ B.
We next show that the assumption (3.2.1) holds for any p ∈ R. A











= m̂r(w, b)− m̂r(w, p),






converges to 0 as r goes to ∞ by the Lemma 3.3.1. Thus, up to subsequence,
m̂r(·, ξ) converges to 0 when r tends to ∞ in M(]0, rα[×]− rα, rα[d) for almost
every ξ ∈ I. We can also see that Lpr is equicontinous for p in H−1loc by Panov’
result. Thus, assumption (3.2.1) holds for any p ∈ R.
Assume that there exists p̄ ∈ E∩P such that µp̄q 6= 0 for some q ∈ E∩P .
Then, Proposition 3.2.2 implies that there exists an interval ]α, β[⊂ E such
that a(ξ)·η = 0 for all ξ ∈]α, β[ for some η 6= 0 and µpq 6= 0 for all p ∈]α, β[∩P .
Then, from(3.29), we can conclude the contradiction. Indeed, µpq 6= 0 for every
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]α, β[. We therefore get
µpq = 0




a · nsgψ0(s, ·, ·) = a · ngτ (3.30)
in L1loc(] − rα, rα[d×I), which holds for any deformation ψ thanks to Lemma
3.4.3.
Lemma 3.4.3. Let J =]a, b[ be an interval such that −L ≤ a < b ≤ L, and
g ∈ L∞(]0, 1[×]− rα, rα[d×J) be a χ-function. We consider β ∈ C0(]0, 1[×]−
rα, rα[
d×J) and denote β0 = β(0, ·, ·). We assume that there exists β0gτ ∈
L∞(] − rα, rα[d×J) such that β(s)g(s) converges weakly to β0gτ . Then the
following two propositions are equivalent:
• β(s)g(s) converges strongly to β0gτ in L1loc(]− rα, rα[d×J) when s→ 0,
• For almost every (ŵ, ξ) ∈] − rα, rα[d×J , β0(ŵ, ξ)gτ (ŵ, ξ) is equal to
sign(ξ)β0(ŵ, ξ) or 0.
The proof of lemma 3.4.3 is provided in the Appendix.
We have finished proving the existence of strong trace and L1 conver-




The general case of parabolic-hyperbolic type
In this chapter we will deal with the general parabolic-hyperbolic type.
We first need to show the L1 convergence Proposition 4.2.1 with the well-
known trace result, Theorem 4.1.1 in Lions and Magenes [20], and finally we
give the general proof of Theorem 1.4.2.
4.1 Trace theorem
We now assume that there exists an interval J and c > 0 such that
b′(ξ) > c (4.1)
for all ξ ∈ J . Here in order to show the existence of the strong trace and L1
convergence, we introduce a useful trace theorem mentioned in [20]. Further-
more, we need the regularity on Γ assumed in Lions and Magenes (1.10) to
use the trace theorem. Let us denote a special space: for a fixed ε > 0,
W (]0, ε[) = {u ∈ L2(0, ε;L2(Γ))|∂su ∈ L2(0, ε;L2(Γ))}
Theorem 4.1.1. (Lions and Magenes [20]) Assume that u ∈ W (]0, ε[). Then
u ∈ C([0, ε];L2(Γ)).
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4.2 L1 convergence on the non-degenerate range
We prove the following result:
Proposition 4.2.1. Let f be a χ function verifying (2.6) with assumption







|f(ψ(s, ẑ), ξ)− f τ (ẑ, ξ)|dξdσ(ẑ) = 0.
for each K ⊂⊂ Γ where dσ is the volume element of Γ.
Proof of Proposition 4.2.1: Let us consider the function:
s 7−→ b(u)(ψ(s, ẑ))
for a fixed ẑ = (t̂, x̂) ∈ Γ. Taking the derivative with respect to s, we obtain:
∂sb(u)(ψ(s, ẑ)) = ∂sb(u)(t̂, ψ̂(s, x̂)) = ∇xb(u) · ∂sψ̂(s, x̂). (4.2)
Using (1.10), (4.2), and the Fubini theorem , we deduce:









































Thus, Theorem 4.1.1 gives the following property:
b(u)(ψ(s, ·)) ∈ C([0, ε];L2(Γ)).
Let us define a χ function by
f τ (ẑ, ξ) = χ(b−1(b(u))τ (ẑ)), ξ)
for any ξ ∈ J . Notice that b is one to one on J . Therefore, by the following
















|b(u)(ψ(s, ẑ))− [b(u)]τ (ẑ)|dσ(ẑ) −→ 0.
as s→ 0. The proof is complete.
We now consider the general case of b′(ξ) in the next section.
4.3 The proof of Theorem 1.4.2
In this section we use a general method in order to show the main
result, Theorem 1.4.2, such that we have to work in the general case of b′(ξ)
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on the whole interval ] − L,L[. We first need to show that the weak trace of
gψ(·, ·, ξ) is uniquely defined at every ξ verifying b′(ξ) 6= 0 and the weak trace
of a ·nsgψ(·, ·, ξ) is also uniquely defined at every ξ verifying b′(ξ) = 0 for every
Γ regular deformation ψ and then we prove the main result.
To do this, we mention the following lemma and the proof will be
provided in the Appendix.
Lemma 4.3.1. (Kwon and Vasseur [19]) Let O be an open set of RN , I =
]a, b[ be an interval such that −L ≤ a < b ≤ L, and fn ∈ L∞(O × I) be




fn(·, ξ) dξ and u(·) =
∫
I
f(·, ξ) dξ. Then for almost every z ∈ O, the
function f(z, ·) lies in BV (I). Moreover, the three following propositions are
equivalent:
• fn converges strongly to f in L1loc(O× I),
• un converges strongly to u in L1loc(O),
• f is a χ-function.
Since ‖gψ(s, ·, ·)‖L∞ ≤ 1, there exists {sjp} and hτψ ∈ L∞(Γ×] − L,L[)
such that
gψ(s
jp , ·, ·) H
−1∩L∞W∗−→ hτψ when jp → +∞. (4.3)
From Lemma 4.3.1 and (4.3), hτψ(ŵ, ·) is a BV function, so it is continuous
almost everywhere. Thus, it is sufficient to work at continuity points. Let us
consider a continuity point ξ. We divide the point ξ ∈]−L,L[ into three cases:
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1. There exists an open interval Iξ such that b
′(ζ) = 0 for all ζ ∈ Iξ.
2. There exists an sequence {ξj} converging to ξ such that b′(ξ) = 0 and
b′(ξj) 6= 0.
3. There exists an open interval Jξ such that b
′(ζ) 6= 0 for all ζ ∈ Jξ.
For the first case, by Proposition 3.1.1, a · nshτψ(·, ξ) is uniquely defined and
for the third case, we can also show that hτψ(·, ξ) is uniquely determined by
Proposition 4.2.1. Finally, it remains to show this argument for the second
case. Let us fix a ŵ ∈] − rα, rα[d. Since hτψ(ŵ, ξj) pointwise converges to
hτψ(ŵ, ξ) and h
τ
ψ(ŵ, ξj) is uniquely defined for each ξj, h
τ
ψ(ŵ, ξ) is also defined
uniquely. Let us denote a · nhτψ(·, ·, ξ) by a · ngτ (·, ·, ξ) at every ξ verifying
b′(ξ) = 0 and hτψ(·, ·, ξ) by gτ (·, ·, ξ) at every ξ verifying b′(ξ) 6= 0.
Next we prove the main result. We introduce a definition in order to
apply Lemma 3.4.3.
Definition 4.3.1. Let (ŵ, ξ) ∈] − rα, rα[d be a fixed point. We say that a
function gτ is suitable at a point (ŵ, ξ) if the following holds:
• a(ξ) ·ngτ (ŵ, ξ) is equal to sign(ξ)a(ξ) ·n or 0 at all ξ verifying b′(ξ) = 0,
• gτ (ŵ, ξ) is −1 or 0 or 1 at every ξ verifying b′(ξ) 6= 0.
Notice that χ-functions are suitable at almost every point (ŵ, ξ) ∈
]− rα, rα[d×]− L,L[. We will consider three cases.
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(i) Let us consider A1 the set of maximal open intervals such that b
′(ξ) = 0.




Hence A1 is at most countable. We want now to construct a countable covering
of intervals of the set {ξ|b′(ξ) 6= 0}. Notice that
{ξ|b′(ξ) 6= 0} = ∪∞n=1{ξ | |b′(ξ)| ≥ 1/n} = ∪∞n=1Bn.
For each ξ ∈ Bn, there exists an interval Iξ such that b′ is far from zero globally
on Iξ. Since Bn ⊂ ∪ξ∈BnIξ and Bn is compact, there is a finite number of Iξ
covering Bn. Let us denote A2 the union of those covering for all n. This gives
a countable covering of intervals of the set {ξ|b′(ξ) 6= 0}.
(ii) For any interval I belonging to A1, Proposition 3.1.2 and Lemma 3.4.3
ensure that gτ is suitable at almost every point (ŵ, ξ) ∈] − rα, rα[d×I. We
want to prove the same property for any interval I ∈ A2. Consider such an
interval. From Proposition 4.2.1, we can easily show that gτ is suitable at
almost every (ŵ, ξ) ∈] − rα, rα[d×I for every I ∈ A2. To sum up, we have
shown that for any I ∈ A1 ∪ A2, the function gτ is suitable for almost every
(ŵ, ξ) ∈]− rα, rα[d×I.
(iii) Since A1 ∪A2 is countable, we have that for almost every ŵ ∈]− rα, rα[d,
gτ is suitable almost everywhere in {ŵ} × I, for any I ∈ A1 ∪A2. Let us fix
such a ŵ. From Lemma 4.3.1, gτ (ŵ, ·) is a BV function, so it is continuous
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almost everywhere. Let us consider a continuity point ξ. If b′(ξ) 6= 0, then
there exists I ∈ A2 such that ξ ∈ I. So from (ii), gτ is suitable at this point
(ŵ, ξ). The same conclusion holds if ξ ∈ I with I ∈ A1. The last situation
corresponds to a ξ ∈] − L,L[ verifying b′(ξ) = 0 but for which there exists
a sequence ξn converging to ξ and verifying b
′(ξn) 6= 0 for every n. But for
all those ξn, g
τ (ŵ, ·) is a χ-function function on a neighborhood of ξn so gτ
is suitable at (ŵ, ξn). Since g
τ (ŵ, ·) is continuous at ξ, a(·) · ngτ (ŵ, ·) is also
continuous at this point. The limit a(ξ)·ngτ (ŵ, ξ) can only be sign(ξ)a(ξ)·n or
0. This implies that gτ (ŵ, ξ) is suitable at (ŵ, ξ). We have shown the property
for almost every (ŵ, ξ) ∈] − rα, rα[d×] − L,L[. Thus, from Lemma 3.4.3. we







|a(ξ) · nsgψ(s, ŵ, ξ)− a(ξ) · ngτ (ŵ, ξ)|I{b′(ξ)=0}
+|gψ(s, ŵ, ξ)− gτ (ŵ, ξ)||I{b′(ξ)>0}|dξdσ(ŵ) = 0.
(4.4)
Let us define [Ghu]





A′(ξ) · n̂(ẑ)f τ (ẑ, ξ)k(ξ)I{b′(ξ)=0} + f τ (ẑ)h1(ẑ, ξ)I{b′(ξ)>0}dξ
for k ∈ L∞(R) and h1 ∈ L∞(Γ × R). We notice that A′(ξ) · n(ẑ)f τ (ẑ, ξ)
for ξ verifying b′(ξ) = 0 and f τ (ẑ, ξ) for ξ verifying b′(ξ) > 0 are defined in
L∞(Γ×]− L,L[) respectively in Theorem 3.1.2 and Proposition 4.2.1. Let us
fix ε > 0 and us consider {Gijε }Mij=1 in the proof of Theorem 3.1.2. Then, we
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have: for Λkαẑ = (0, ŵ) for each k ∈ {1, 2, ...,M},∫
Σkα






|a(ξ) · nsgψ(s, ŵ, ξ)− a(ξ) · ngτ (ŵ, ξ)||k(ξ)|I{b′(ξ)=0}
+|gψ(s, ŵ, ξ)− gτ (ŵ, ξ)||h1(ŵ, ξ)|I{b′(ξ)>0}dξdσ(ẑ).
(4.5)









i6=j{Gijε } and we have∫
K








|Ghu(ψ(s, ẑ))− [Ghu]τ (ẑ)|dσ(ẑ) + Cε.
(4.6)
where C is constant. The first part of the above second line converges to 0
when s tends to 0 thanks to (4.5). Since the above inequality (4.6) holds for




This chapter shows why our trace result is a powerful tool for the
uniqueness proof of scalar conservation laws. We here deal with more gen-
eral result by Panov for scalar conser vation laws and we will show a simple
uniqueness proof of (1.2) and (1.4) as an application of Theorem 1.4.2. Here
we will follow Perthame’s presentation given in [30]. The results of uniqueness
obtained through different approaches appear in many articles. For more ref-
erences, see Ben Moussa, Szepessy [3] and Imbert, Vovelle [17]. As a similar
result, recently in [4], Bürger, Frid and Karlsen have used the strong trace
result [38] with “non degenerate” flux to study the Initial Boundary Problem
with zero-flux condition at the boundary.
5.1 The basic trace results
In this section we will rewrite our trace result in the kinetic form for the
case of scalar conservation laws, and introduce Dubois and LeFloch’s boundary
condition (5.1) written in the kinetic form which plays an essential role in the
proof of uniqueness.
[H(u) · n̂s]τ −H(ub) · n̂− η′(ub)[(A(u)− A(ub)) · n̂s]τ ≥ 0 (5.1)
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where Bτ means the trace of B on Γ.
We recall the kinetic formulation, Theorem 2.1.1, for the degenerate
parabolic-hyperbolic equation. We notice that if we take b(ξ) = c for all
ξ ∈] − L,L[ in the the equation (1.8), our kinetic formulation is the same as
the result of Lions, Perthame and Tadmor in [21].
Theorem 5.1.1. A function u ∈ L∞(Q) with |u| ≤ L is a solution of (1.2) and
(1.4) in Q if and only if there exists a nonnegative measure m ∈ M+(Q×] −
L,L[) such that the related χ-function f defined by f(t, x, ·) = χ(u(t, x), ·) for
almost every (t, x, ξ) ∈ (Q×]− L,L[) verifies:
∂tf + â(ξ) · ∇xf = ∂ξm (5.2)
in Q×]− L,L[ with â(ξ) = A′(ξ).
From now on we will use the framework of the “regular deformable
boundary” (see for instance Chen and Frid in [7]) given in section 1.4. Let us
now give a simple version of Theorem 1.4.2 on a general domain Q given by
Panov [26].
Theorem 5.1.2. Let Ω ⊂ Rd be a regular open set with C2 boundary ∂Ω and
the flux function A lie in C2(R). Consider any function u ∈ L∞(Q) which
verifies (1.2) and (1.4) in Q. For any function η ∈ W 1,1(R) we consider
qη = (η, q) with the flux q verifying q
′ = η′A′. Then there exists [qη(u)]
τ ∈
[L∞(∂Q)]d+1 such that, for every ∂Q regular deformation ψ and every compact
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|qη(u(ψ(s, ẑ))) · ns(ẑ)− qη(u)τ (ẑ) · n(ẑ)| dV (ẑ) = 0,
where dV is the volume element of ∂Q. Moreover, there exists a · nf τ ∈
L∞(∂Q×] − L,L[) such that , for every ∂Q regular deformation ψ and every







|a(ξ) · ns(ẑ)f(ψ(s, ẑ), ξ)− a(ξ) · n(ẑ)f τ (ẑ, ξ)| dξdV (ẑ) = 0.
Notice that from Theorem 5.1.2, [q(u) · n̂s]τ and
F (u, ub)
τ := [(A(u)− A(ub)) · n̂s]τ (5.3)
are well-defined in L∞(Γ). Thus, we can rewrite (5.1) in the following kinetic
form:
Lemma 5.1.1. Let u be a solution of (1.2) and (1.4) and ub ∈ L∞(Γ). Then,
the following are equivalent:
• [q(u) · n̂s]τ − q(ub) · n̂ − η′(ub)F (u, ub)τ ≥ 0 on Γ for every entropy flux
q′ = η′A′ with any convex η,
• There exists µ ∈ M+(Γ×]−L,L[) such that â(ξ)·n̂(ẑ)[f τ (ẑ, ξ)−χ(ub(ẑ), ξ)]−
δ(ξ=ub(ẑ))F (u(ẑ), ub(ẑ))
τ = −∂ξµ(ẑ, ξ) for every (ẑ, ξ) ∈ Γ×]− L,L[.
Proof of Lemma 5.1.1: First the quantities â · n̂f τ , [q(u) · n̂s]τ , and F (u, ub)τ
are well-defined thanks to Theorem 5.1.2. Then, for any convex function η,
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we have the following:




η′(ξ)â(ξ) · n̂[f τ (·, ξ)− χ(ub, ξ)]− η′(ξ)δ(ξ=ub)F (u, ub)
τdξ
(5.4)
where q′ = η′A′ and F is given in (5.3). Let us set:
µ(ẑ, ξ) = −
∫ ξ
−∞
â(s) · n̂(ẑ)[f τ (ẑ, s)− χ(ub(ẑ), ξ)]
−η′(s)δ(s=ub(ẑ))F (u(ẑ), ub(ẑ))
τds
for every ẑ ∈ Γ. It is obviously a measure. From (5.4), we have
[q(u) · n̂s]τ − q(ub) · n̂− η′(ub)F (u, ub)τ ≥ 0









(ξ)µ(ẑ, dξ) ≥ 0,
for any convex function η. This is equivalent to saying that µ is non-negative.
The proof is complete.
The boundary condition (5.1) is well-defined in L∞(Γ) and reached with
L1 convergence by Theorem 5.1.2.
5.2 The proof of uniqueness
Let us now introduce the well-posedness result of (1.2), (1.4), and (5.1)
and we will give a simple proof.
Theorem 5.2.1. Let u0(x) ∈ L∞(Ω). Then, there exists a unique entropy
solution u ∈ L∞(]0, T [×Ω) verifying (1.2), (1.4), and (5.1). Moreover, if u
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and v are entropy solutions of (1.2), (1.4), and (5.1) with initial conditions
u(0, x) = u0(x) ∈ L∞(Ω) and v(0, x) = v0(x) ∈ L∞(Ω), respectively, then, for
a. e. t ∈]0, T [, ∫
Ω




Notice that the existence for solution of (1.2), (1.4), and (5.1) is well-
known by vanishing viscosity method. We next give the proof of Theorem
5.2.1. In fact, it is sufficient to show the uniqueness of Theorem 5.2.1. We
first need to regularize the kinetic equation (2.6) with respect to the variables
(t, x) by a convolution with mollified functions. This method was first initiated
by Perthame [30] for the uniqueness proof of an initial value problem.
Step 1
Let u and v be solutions of (1.2) and (1.4). We set two χ functions f and
g corresponding to solutions u and v, respectively by f(t, x, ξ) = χ(u(t, x), ξ)
and g(t, x, ξ) = χ(v(t, x), ξ). We recall kinetic equations (2.6) for f and g
respectively. From (2.6), there exist m1,m2 ∈ M+(Q×]− L,L[) such that
∂tf + â(ξ) · ∇xf = ∂ξm1, and ∂tg + â(ξ) · ∇xg = ∂ξm2. (5.6)











â(ξ) · n̂(x)|f τ (t, x, ξ)− gτ (t, x, ξ)|2dξdσ ≤ 0
(5.7)
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for a. e. t ∈]0, T [ where dσ is the volume element of ∂Ω. We need first to















where φ1 ∈ C∞c (R) and φ2 ∈ C∞c (Rd) verifying φj ≥ 0,
∫
φj = 1, j =
1, 2, supp(φ1) ⊂ (0, 1).
Let us present the following convenient notations:
• fε(t, x, ξ) = f(·, ·, ξ) ∗(t,x) φε(t, x), gε(t, x, ξ) = g(·, ·, ξ) ∗(t,x) φε(t, x),
• m1ε(t, x, ξ) = m1(·, ·, ξ) ∗(t,x) φε(t, x), m2ε(t, x, ξ) = m2(·, ·, ξ) ∗(t,x) φε(t, x)
where ∗(t,x) means the convolution in (t, x) and we extend f , g, m1, m2 to
Rd+1 by putting 0 on Qc. We will next introduce a useful lemma which plays
an important role in controling the part of entropy defect measures m1,m2 of
u, v respectively and the proof is provided in Perthame [30].
Lemma 5.2.1. Let m1 and m2 be nonnegative measures given in the Theorem





m1ε(·, ·, ξ)δ(ξ=u) ∗ φε +m2ε(·, ·, ξ)δ(ξ=v) ∗ φεdξ = 0 (5.8)
in D′(Q).
Proof of (5.7): Consider a regular mollified function φε as defined above.
Let us denote a ∂Ω regular deformation by ψ̂, and Ωs denote the open subset
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of Ω, whose boundary is ∂Ωs = ψ̂({s} × ∂Ω). Let us take the convolution of
two kinetic equations (5.6). Then we subtract these two equations obtained




∂t|fε(t, x, ξ)− gε(t, x, ξ)|2








ε(t, x, ξ)−m2ε(t, x, ξ))(fε(t, x, ξ)− gε(t, x, ξ))dξdσs
(5.9)
for a. e. s > 0 where dσs is the volume element of ∂Ωs. We now show that























m1ε(·, ·, ξ)δ(ξ=v)) ∗ φε +m2ε(·, ·, ξ)δ(ξ=u) ∗ φεdξdσs
≤ 0.
(5.10)
for a. e. s > 0. Let us apply the divergence theorem to (5.9) and take ε →










â(ξ) · n̂(x)|f τ (t, x, ξ)− gτ (t, x, ξ)|2dξdσ(x) ≤ 0
(5.11)
for a. e. t ∈]0, T [.
Step 2
Next we need to show that the second part of (5.11) is nonnegative.
We set the measures given in Lemma 5.1.1, corresponding to f, g, by µ1, µ2
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respectively such that there exists µ1, µ2 ∈ M+(Γ×]− L,L[) verifying:
â(ξ) · n̂(ẑ)[f τ (ẑ, ξ)− χ(ub(ẑ), ξ)]− δ(ξ=ub(ẑ))F (u(ẑ), ub(ẑ))
τ = −∂ξµ1(ẑ, ξ)
â(ξ) · n̂(ẑ)[gτ (ẑ, ξ)− χ(ub(ẑ), ξ)]− δ(ξ=ub(ẑ))F (v(ẑ), ub(ẑ))
τ = −∂ξµ2(ẑ, ξ)
(5.12)
for (ẑ, ξ) ∈ Γ×] − L,L[. We introduce the following fact which will be used
later:
â · n̂|f τ − gτ |2
= â · n̂(f τ − χ(ub, ξ))sgn(ξ − ub)− 2â · n̂(f τ − χ(ub, ξ))(gτ − χ(ub, ξ))
+â · n̂(gτ − χ(ub, ξ))sgn(ξ − ub)
= â · n̂(f τ − χ(ub, ξ))[sgn(ξ − ub)− gτ + χ(ub, ξ)]
+â · n̂(gτ − χ(ub, ξ))[sgn(ξ − ub)− f τ + χ(ub, ξ)]
(5.13)
where
sgn(ξ − ub) =

1 if ub ≤ ξ < L
−1 if −L < ξ < ub
0 otherwise
Let us denote α(ξ) = sgn(ξ − ub) − gτ + χ(ub, ξ) and β(ξ) = sgn(ξ − ub) −


































































where ν1, ν2 are Young measures defined by ∂ξf
τ = δ(ξ) − ν1 and ∂ξgτ =
δ(ξ) − ν2. Notice that α(u+b ) ≥ 0, β(u
+
b ) ≥ 0 and α(u
−
b ) ≤ 0, β(u
−
b ) ≤ 0.
Thus, (5.14) is nonnegative.
Step 3
We will finish the proof of Theorem 1.4.2 by combining step 1 and step
2. Since the second part of (5.11) is nonnegative, integrating the first part of









|f(s, x, ξ)− g(s, x, ξ)|2dξdx
Therefore, Theorem 5.1.2 implies that, as s goes to 0,∫
Ω









Proof of Lemma 3.2.1: Since p0 ∈ E, there exists Vr = {p ∈ P ||p − p0| <
r} ⊂ E. Let us denote Lr =
⋂
p∈Vr L(p). Then, by the definition of L and
L(p), Lr ⊂ L and
r 7−→ Vr
is decreasing in the subset sense. Obviously we can take r0 > 0 such that
Lr have the same dimension for all r ∈ (0, r0]. Let us denote such a linear
subspace by W . Then, dimW ≤ l.
Next we need to claim dimW ≥ l. Since W = Lr0 ⊂ L(p) ⊂ L for all
p ∈ Vr0 , we show L(p) = L for all p ∈ Vr0 thanks to the claim.
Let us now prove the claim. Suppose that s = dimW < l. From
Theorem 2.2.1, we know that (p, q) 7−→ µpq is continuous which means that:
for any ε > 0, there exists 0 < δ < r0 such that p ∈ Vδ implies
var(µpq − µp0q)(K × S) < ε (15)
for a compact subset K ⊂ Ω. By the assumption, we know l − s > 0. So, we
can take {pi}mi=1 such that
W = L(p1) ⊂ L(p2) ⊂ ... ⊂ L (16)
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From the definition of L(Pi) and (15), we obtain that supp µ
piq ⊂ Ω × L(pi)
which yields
var(µp0q(K × (L(pi))c) < ε (17)




var(µp0q)(K ×W c) ≤ var(µp0q)(K × Lc) +
s∑
i=1
var(µp0q)(K × (L(pi))c) ≤ mε
It follows that var(µp0q)(K ×W c) = 0 and supp µp0q ⊂ Ω ×W . Thus, the
definition of L deduces the contradiction. Therefore s = m and W = L. The
proof is complete.
Proof of Lemma 3.4.3: Assume that β(s)g(s) converges strongly to β0g
τ in
L1loc(]− rα, rα[d×J) when s→ 0. Then, there exists a sequence sn converging
to 0 such that β(sn, ŵ, ξ)g(sn, ŵ, ξ) converges to β0(ŵ, ξ)g
τ (ŵ, ξ) for almost
every (ŵ, ξ) ∈] − rα, rα[d×J . Let us fix such a point (ŵ, ξ). If β0(ŵ, ξ) is
different from 0 then, since β is continuous, g(sn, ŵ, ξ) converges to g
τ (ŵ, ξ).
But g is a χ-function, so for every n, sign(ξ)g(sn, ŵ, ξ) is equal to 1 or 0. so
its limit is 1 or 0. This shows that for almost every (ŵ, ξ) ∈]− rα, rα[d×J we
have β0(ŵ, ξ)g
τ (ŵ, ξ) is equal to sign(ξ)β0(ŵ, ξ) or 0.
Conversely, assume that for almost every (ŵ, ξ) in ] − rα, rα[d×J , we
have β0(ŵ, ξ)g












|β(s, ŵ, ξ)|2sign(ξ)g(s, ŵ, ξ) dŵ dξ.
But β is continuous, so for every (ŵ, ξ) in ] − rα, rα[d×J , β(s, ŵ, ξ)sign(ξ)















|β0(ŵ, ξ)|2sign(ξ)gτ (ŵ, ξ) dŷ dξ.
From the hypothesis:
β20sign(ξ)g
τ = β20 |gτ |2.
Indeed, the equality is trivial at the points where β0(ŵ, ξ) = 0. And if
β0(ŵ, ξ) 6= 0, then the hypothesis gives that gτ (ŵ, ξ)is equal to sign(ξ) or













|β0(ŵ, ξ)gτ (ŵ, ξ)|2 dŵ dξ.
Hence β(s)g(s) converges weakly in L2 to β0g
τ and ‖β(s)g(s)‖L2 converges to
‖β0gτ‖L2 . Hence the convergence holds strongly.










Since MNδ is nonnegative, the L

























m̂(s, ŵ, ξ) dŵ dξ ds dẑ.
We denote abusively m̂(ds, dẑ, dξ) = m̂(s, ẑ, ξ) ds dẑ dξ in this computation as
if it was a function. This calculation is still correct since we just use the Fubini
Theorem and a linear change of variable which are valid for measures. The







m̂(]0, Nδ[×]− rα −Nδ, rα +Nδ[d × I) dẑ
≤ Nm̂(]0, Nδ[×]− rα −Nδ, rα +Nδ[d × I).
By monotone convergence, since ∩
δ>0
]0, Nδ[= ∅, this converges to 0 when δ
converges to 0. Finally the L1 norm of MNδ converges to 0 so there exists a
subsequence δn and a set EN ⊂] − rα, rα[d with L(] − rα, rα[d\EN) = 0 such
that for every ŵ ∈ EN MNδn(ŵ) converges to 0 when δn goes to 0. By diagonal
extraction, we can choose δn such that for every integer N and every ŵ ∈ EN ,
MNδn(ŵ) converges to 0. This sequence δn with subset E = ∩NEN verifies the
required condition.
62






|gτ (ŵ, ξ)− gτ (ŵ + δnŵ, ξ)| dŵ dξ.
Since gτ ∈ L∞(]− rα, rα[d×I), the L1 norm of this function goes to zero as n
tends to ∞ so there exists a subsequence still denoted δn and a subset E′N ⊂ E
with L(]− rα, rα[d\E′N) = 0 such that for every ŵ ∈ E′N , FNδn(ŵ) converges to
0 when n tends to infinity. By diagonal extraction we can find a subsequence
such that this holds true for every N . Then this subsequence and E′ = ∩NE′N
fulfill the required condition for the first limit.
Proof of Lemma 4.3.1: Since fn is a χ-function we have
∂ξfn = δ(ξ)− δ(ξ − un) in I. (18)
So at the limit ∂ξf ∈ L∞(M(I)), which means that for almost every ŵ ∈ O,
f(ŵ, ·) lies in BV (I).
Now, if fn converges strongly, the same holds for un. If un converges
strongly, then its young measure δ(ξ − un) converges to δ(ξ − u). Hence:
∂ξf = δ(ξ)− δ(ξ − u) in I.
This ensures that f is a χ-function. Finally, if f is a χ-function, in particular,
sgn(ξ)f = f 2 so ‖fn‖L2loc(O×I) converges to ‖f‖L2loc(O×I). This provides the
strong convergence of fn in L
2
loc(O× I) and then in L1loc(O× I).
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