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LOCAL WELL-POSEDNESS OF AN APPROXIMATE EQUATION FOR SQG FRONTS
JOHN K. HUNTER, JINGYANG SHU, AND QINGTIAN ZHANG
Abstract. We prove local well-posedness in the Sobolev spaces H˙s(T), with s > 7/2, for an initial value
problem for a nonlocal, cubically nonlinear, dispersive equation that provides an approximate description of
the evolution of surface quasi-geostrophic (SQG) fronts with small slopes.
1. Introduction
In this paper, we prove the local well-posedness of the initial value problem
ϕt +
1
2
∂x
{
ϕ2 log |∂x|ϕxx − ϕ log |∂x|(ϕ
2)xx +
1
3
log |∂x|(ϕ
3)xx
}
= 2 log |∂x|ϕx,
ϕ(x, 0) = ϕ0(x),
(1.1)
where ϕ : T × R → R, with T = R/2piZ, is spatially periodic with zero mean, and log |∂x| is the Fourier
multiplier operator with symbol log |ξ|. As explained further in Section 2, this initial value problem provides
a cubically nonlinear approximation for the motion of a surface quasi-geostrophic (SQG) front with small
slope located at y = ϕ(x, t). Previous well-posedness results for SQG fronts include [5, 8, 9, 17].
Before stating our main result, we introduce some notation that is used throughout the paper. We write
the Fourier series of a function f : T→ C with Fourier coefficients fˆ(ξ) = (Ff)(ξ) as
f(x) =
∑
ξ∈Z
fˆ(ξ)eiξx, fˆ(ξ) =
1
2pi
∫
T
f(x)e−iξx dx.
We denote the Hilbert space of zero-mean, periodic functions with square-integrable weak derivatives of the
order s ∈ R by
H˙s(T) =
{
f : T→ R | fˆ(0) = 0, ‖f‖H˙s <∞
}
,
‖f‖H˙s =
∑
ξ∈Z∗
|ξ|
2s
|fˆ(ξ)|2
1/2 ,
where Z∗ = Z \ {0} is the set of nonzero integers. For σ ∈ N, we denote by W
σ,∞(T) the Sobolev space of
functions u : T→ R with L∞-derivatives of order less than or equal to σ and norm
‖u‖Wσ,∞ =
σ∑
k=0
sup
x∈T
∣∣∣∂kxu(x)∣∣∣ .
We consider only spatially periodic functions in this paper, and, when convenient, we omit the T.
We denote by
L = log |∂x|, D = −i∂x, |D|
s = |∂x|
s (1.2)
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the Fourier multiplier operators with symbols λ(ξ), ξ, |ξ|s, respectively, where
λ(ξ) =
{
log |ξ| if ξ ∈ Z∗,
0 if ξ = 0.
Finally, we denote by Tu the Weyl para-product operator with u, which is described in more detail in
Section 3.
Our main result is the following.
Theorem 1.1. Let s > 7/2. If ϕ0 ∈ H˙
s(T) satisfies ‖T 2ϕ0x‖L2→L2 ≤ C for some 0 < C < 2, then there
exists T > 0 depending only on ‖ϕ0‖H˙s and C such that the initial value problem (1.1) has a unique solution
with ϕ ∈ C([0, T ]; H˙s(T)). The solution map U(t) : H˙s(T) → C([0, T ]; H˙s(T)), where U(t) : ϕ0(x) 7→
ϕ(x, t), is continuous on H˙s(T) and Lipschitz continuous on H˙r(T) for 0 ≤ r < s − 1, meaning that if
ϕ, ψ ∈ C([0, T ]; H˙s(T)) are solutions, then there exists a constant M > 0 depending on ‖ϕ‖C([0,T ];H˙s),
‖ψ‖C([0,T ];H˙s) such that
‖ϕ(·, t)− ψ(·, t)‖Hr ≤M‖ϕ(·, 0)− ψ(·, 0)‖Hr for all t ∈ [0, T ]. (1.3)
The difficulty in proving this result is that straightforward H˙s-estimates for (1.1) do not close, due to a
logarithmic loss of derivatives [12]. We can, however, get closed estimates for a weighted H˙s-energy defined
by
E(s)(ϕ) =
∫
T
|D|sϕ ·
(
2− T 2ϕx
)2s+1
|D|sϕdx. (1.4)
Here, the term 2 in the para-product operator (2 − T 2ϕx) comes from the linear dispersive term 2 log |∂x|ϕx
in (1.1), and it allows one to control the nonlinear contribution from T 2ϕx .
The evolution equation in (1.1) is invariant under the change of variables (x, t) 7→ (−x,−t), so the same
local existence result holds backward in time. We remark that one gets the continuation of a solution unless
‖ϕ(t)‖H˙s blows up or ‖ϕx(t)‖L∞ increases sufficiently that (2−T
2
ϕx) is no longer positive definite.
1 A similar
proof of local well-posedness applies if the dispersive term in (1.1) has the opposite sign, in which case one
replaces (2−T 2ϕx) by (2+T
2
ϕx) in (1.4), and the solution can be continued so long as ‖ϕ(t)‖H˙s remains finite.
An outline of this paper is as follows. In Section 2, we explain how (1.1) arises as a description of SQG
fronts and compare it with equations for generalized SQG fronts. In Section 3, we use Weyl para-differential
calculus to derive some estimates for the action of L and |D|s on products, and in Section 4, we carry out
a Bony decomposition of (1.1), given in Lemma 4.1. In Section 5, we use this decomposition to prove an a
priori estimate in Proposition 5.2, and in Section 6, we construct solutions by a Galerkin method.
2. SQG fronts
The generalized SQG equation is a transport equation in two space dimensions for an active scalar θ(x, y, t),
θt + u · ∇θ = 0, u = ∇
⊥(−∆)−α/2θ. (2.1)
Here, (−∆)−α/2 is a fractional inverse Laplacian, ∇⊥ = (−∂y, ∂x), and 0 < α ≤ 2 is a parameter. If α = 1,
then (2.1) is the SQG equation [13], and if α = 2, then (2.1) is the stream function-vorticity equation for
two-dimensional, inviscid, incompressible fluid flows [15].
Equation (2.1) has piecewise-constant, front solutions of the form
θ(x, y, t) =
{
1/2 if y > ϕ(x, t),
−1/2 if y < ϕ(x, t),
1Slopes ϕx with ‖T 2ϕx‖L2→L2 = 2 are, however, outside the regime in which (1.1) is applicable to SQG fronts, since it is
derived under the assumption that |ϕx| ≪ 1.
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where we assume that the front y = ϕ(x, t) is a graph, and we normalize the jump in θ across the front to
one without loss of generality.
For spatially periodic fronts with ϕ(x+ 2pi, t) = ϕ(x, t), one finds that
ϕt −
∫
T
Gα
(
x− x′, ϕ− ϕ′
) (
ϕx − ϕ
′
x′
)
dx′ = 0, (2.2)
where ϕ = ϕ(x, t), ϕ′ = ϕ(x′, t), and Gα(x, y) is the Green’s function of (−∆)
α/2 on the cylinder T×R. For
0 < α < 2, we have, up to a constant factor,
Gα(x, y) =
1
(x2 + y2)
1−α/2
+
∑
n∈Z∗
 1(
(x − 2pin)2 + y2
)1−α/2 − 1(
2pi|n|
)2−α
 ,
and for α = 2, we have
G2(x, y) = −
1
2pi
log
∣∣∣∣∣sin
(
z
2
)∣∣∣∣∣ , z = x+ iy.
Expansion of (2.2) up to terms that are linear and cubic in the slope ϕx leads to the following approximate
equation for generalized SQG fronts [12]:
ϕt +
1
2
aα∂x
{
ϕ2Aαϕ− ϕAα(ϕ
2) +
1
3
Aα(ϕ
3)
}
+ bαBαϕx = 0. (2.3)
Here, aα, bα are constants depending on α, and the multiplier operators Aα, Bα are given by
Aα = ∂
2
xBα, Bα =
{
|∂x|
1−α if α 6= 1,
log |∂x| if α = 1.
If α = 1, then (2.3) is the approximate SQG equation in (1.1).
In qualitative terms, (2.3) consists of a nonlocal, cubically-nonlinear equation in conservation form with a
linear dispersive term proportional to Bαϕx. If 1 < α ≤ 2, then the dispersive term is of order less than one,
and it is not smoothing, but the dispersionless equation is hyperbolic in nature. The initial value problem
for both the dispersive and dispersionless equation (with bα = 0) is then locally well-posed in H˙
s(T) for
s > 9/2 [12].
If 0 < α < 1, then the dispersionless equation appears to lose fractional derivatives and not be well-posed
in any Sobolev space. In this case, however, the dispersive term is smoothing of order greater than one, and
it is sufficient to control the nonlinear term. The global well-posedness of the initial value problem on R for
the fully nonlinear front equation (2.2) with small initial data and 0 < α < 1 is proved in [6].
The SQG equation with α = 1 is a borderline case. The dispersive term 2Lϕx on the right-hand side
of (1.1) has logarithmically greater order than first order, while the nonlinear flux on the left-hand side of
(1.1) depends on a logarithmic derivative of ϕ. In fact, as shown in Lemma 4.1, there is a cancelation of
derivatives in the flux, and
ϕ2Lϕxx − ϕL(ϕ
2)xx +
1
3
L(ϕ3)xx = 2[L,ϕ]ϕ
2
x +
[
[L,ϕ], ϕ
]
ϕxx = 2L
(
T 2ϕxϕ
)
+R,
where R is a lower order remainder term. As a result, the dispersionless equation appears to lose derivatives
at a logarithmic rate. A weak local well-posedness result for both the dispersive and dispersionless initial
value problem is proved in [12], in which ϕ(·, t) ∈ H˙τ(t)(T) for some function τ(t) > 9/2 that decreases
sufficiently rapidly in time. In this paper, we prove that the dispersive initial value problem (1.1) is locally
well-posed in H˙s(T) for any fixed s > 7/2.
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3. Weyl para-differential calculus
In this section, we use the Weyl para-differential calculus to prove several lemmas for the operators L and
|D|s defined in (1.2). Further discussion of the Weyl calculus and para-products can be found in [2, 4, 11, 18].
Let χ : R → R be a smooth function supported in the interval {ξ ∈ R : |ξ| ≤ ε} and equal to 1 on
{ξ ∈ R : |ξ| ≤ ε′}, where ε′ = 3ε/4 and 0 < ε≪ 1. If u, v ∈ D′(T) are distributions on T, then we define the
Weyl para-product Tuv ∈ D
′(T) by
F(Tuv)(ξ) =
1
2pi
∑
η∈Z∗
χ
(
|ξ − η|
|ξ + η|
)
uˆ(ξ − η)vˆ(η),
where we use the convention that χ
(
|ξ − η|/|ξ + η|
)
= 0 if ξ + η = 0.
The smoothness of the para-product is determined by the high-frequency factor v. If u ∈ L∞ and v ∈ H˙s,
then
‖Tuv‖H˙s ≤ C‖u‖L∞‖v‖H˙s .
Here, and below, we use C to denote a generic positive constant. In addition, if u ∈ W σ,∞ for σ ∈ N and
v ∈ H˙s+σ, then we can transfer derivatives from the low-frequency to the high-frequency factor to get
‖TDσuv‖H˙s ≤ C‖u‖L∞‖v‖H˙s+σ .
When u is a real-valued L∞-function, the Weyl para-product Tu is a self-adjoint, bounded linear operator
on L2; the self-adjointness of Tu allows us to define the weighted energy (1.4).
Bony’s decomposition of the product uv is given by
uv = Tuv + Tvu+R(u, v). (3.1)
This decomposition is well-defined if, for example, u ∈ W σ,∞ and v ∈ H˙s with s+ σ > 0, and then
‖R(u, v)‖H˙s+σ ≤ C‖u‖Wσ,∞‖v‖H˙s .
We use the notation O(f) to denote a term satisfying
‖O(f)‖H˙s ≤ C‖f‖H˙s
whenever there exists s ∈ R such that f ∈ H˙s. We also use O(f) to denote a term satisfying |O(f)| ≤ C|f |
pointwise.
Lemma 3.1. If u, v ∈ L2, then
L(uv) = TvLu+ TDvD
−1u−
1
2
TD2vD
−2u+
1
3
TD3vD
−3u+O(TD4vD
−4u)
+ TuLv + TDuD
−1v −
1
2
TD2uD
−2v +
1
3
TD3uD
−3v +O(TD4uD
−4v) + LR(u, v),
where the remainder terms satisfy
‖O(TD4vD
−4u)‖H˙s ≤ C‖TD4vD
−4u‖H˙s , ‖O(TD4uD
−4v)‖H˙s ≤ C‖TD4uD
−4v‖H˙s .
Moreover, if u, Lu ∈W σ,∞ for an integer σ ≥ 0, and v ∈ H˙s with s+ σ > 0, then
‖LR(u, v)‖H˙s+σ ≤ C(‖u‖Wσ,∞ + ‖Lu‖Wσ,∞)‖v‖H˙s , (3.2)
for some constant C > 0.
Proof. Using Bony’s decomposition (3.1), we only need to compute LTuv and LR(u, v).
1. We shall prove that
LTuv = TuLv + TDuD
−1v −
1
2
TD2uD
−2v +
1
3
TD3uD
−3v +O(TD4uD
−4v). (3.3)
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Indeed, by the definition of Weyl para-product, we have for ξ 6= 0 that
F(LTuv)(ξ) =
1
2pi
log |ξ|
∑
η∈Z∗
χ
(
|ξ − η|
|ξ + η|
)
uˆ(ξ − η)vˆ(η)
=
1
2pi
∑
η∈Z∗
log |ξ − η + η|χ
(
|ξ − η|
|ξ + η|
)
uˆ(ξ − η)vˆ(η).
(3.4)
If (ξ, η) belongs to the support of χ(|ξ − η|/|ξ + η|), then∣∣∣∣ξ − ηη
∣∣∣∣ ≤ 2ε1− ε . (3.5)
To prove this claim, we use the fact that
|ξ − η| ≤ ε|ξ + η| (3.6)
on the support of χ(|ξ − η|/|ξ + η|) and consider two cases.
• If |ξ + η| ≤ |η|, then |ξ − η| ≤ ε|η|, so∣∣∣∣ξ − ηη
∣∣∣∣ ≤ ε < 2ε1− ε .
• If |ξ + η| > |η|, then ξη > 0, so |ξ − η| =
∣∣|ξ| − |η|∣∣, and can we rewrite (3.6) as∣∣|ξ| − |η|∣∣ ≤ ε(|ξ|+ |η|),
which implies that (
1− ε
1 + ε
)
|ξ| ≤ |η| ≤
(
1 + ε
1− ε
)
|ξ|,
and (3.5) follows in this case also.
Using the Taylor expansion
log |ξ − η + η| = log |η|+ log
∣∣∣∣1 + ξ − ηη
∣∣∣∣
= log |η|+
ξ − η
η
−
1
2
(ξ − η)2
η2
+
1
3
(ξ − η)3
η3
+O
(
|ξ − η|4
η4
)
in (3.4), we get that
F(LTuv)(ξ)
=
1
2pi
∑
η∈Z∗
[
log |η|+
ξ − η
η
−
1
2
(ξ − η)2
η2
+
1
3
(ξ − η)3
η3
+O
(
|ξ − η|4
η4
)]
χ
(
|ξ − η|
|ξ + η|
)
uˆ(ξ − η)vˆ(η)
= F
[
TuLv + TDuD
−1v −
1
2
TD2uD
−2v +
1
3
TD3uD
−3v +O(TD4uD
−4v)
]
(ξ),
which proves (3.3).
2. Next, we consider the remainder term LR(u, v). For ξ 6= 0, we have
F [LR(u, v)](ξ) = F [L(uv)− L(Tuv)− L(Tvu)](ξ)
=
1
2pi
log |ξ|
∑
η∈Z∗
ρ(ξ, η)uˆ(ξ − η)vˆ(η),
ρ(ξ, η) = 1− χ
(
|ξ − η|
|ξ + η|
)
− χ
(
|η|
|2ξ − η|
)
.
(3.7)
As illustrated in Figure 3.1, there exist positive numbers m,M > 0 such that
m |ξ − η| ≤ |η| ≤M |ξ − η|
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η
ξ
a
b
c
d
!
ξ=η
!!
Figure 3.1. Line a: η = 1+ε
′
1−ε′
ξ. Line b: η = 1−ε
′
1+ε′
ξ. Line c: η = 2ε
′
1+ε′
ξ. Line d: η = −2ε
′
1−ε′
ξ. We
have χ
(
|ξ−η|
|ξ+η|
)
= 1 in Region I, and χ
(
|η|
|2ξ−η|
)
= 1 in Region II. The support of ρ(ξ, η) in (3.7) is
contained in the white region, where
∣∣∣ ξ−ηη
∣∣∣ is bounded from above and away from zero.
for all (ξ, η) in the support of ρ(ξ, η), in which case
log |ξ| = log |ξ − η + η| ≤ log[(1 +M)|ξ − η|] = log(1 +M) + log |ξ − η|,
and |ξ|s ≤ C|η|s. It follows that
‖LR(u, v)‖H˙s ≤ C(‖u‖L∞ + ‖Lu‖L∞)‖v‖H˙s .
Moreover, since |ξ − η| and |η| are comparable on the support of ρ, the remainder term also satisfies (3.2)
for any σ ∈ N, which proves the Lemma. 
Setting u = v in Lemma 3.1, we have the following corollary for Lu2, which is of independent interest.
Corollary 3.2. If u ∈ L∞ ∩ H˙s with Lu ∈ L∞ and s ≥ 0, then there exists a constant C > 0 such that
‖Lu2 − 2uLu‖H˙s ≤ C(‖u‖L∞ + ‖Lu‖L∞)‖u‖H˙s .
Proof. By Lemma 3.1, we have that
L(u2) = 2TuLu+ 2TDuD
−1u+O(TD2uD
−2u)
and
2uLu = 2TuLu+ 2TLuu+ 2R(Lu, u).
Taking the difference of above two equations yields
‖Lu2 − 2uLu‖H˙s = ‖2TDuD
−1u+O(TD2uD
−2u)− 2TLuu− 2R(Lu, u)‖H˙s
≤ C(‖u‖L∞ + ‖Lu‖L∞)‖u‖H˙s .

The following lemma gives an expansion of L(uvw) and an estimates of the remainder terms.
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Lemma 3.3. If u, v, w ∈W 3,∞ ∩ H˙s, with s ≥ 0, then
L(uvw) =
∑
u,v,w
TvTwLu+ (TDvTw + TvTDw)D
−1u−
1
2
[TD2vTw + TD2wTv + 2TDvTDw]D
−2u
+ remainder,
where the summation is cyclic over u, v, w, and the remainder terms satisfy
‖remainder‖H˙s+2 ≤ C
(
‖u‖W 3,∞ + ‖v‖W 3,∞ + ‖w‖W 3,∞
)2
(‖u‖H˙s + ‖v‖H˙s + ‖w‖H˙s),
for some constant C > 0.
Proof. By Lemma 3.1,
L[u(vw)] =TvwLu+ TD(vw)D
−1u−
1
2
TD2(vw)D
−2u+O(TD3(vw)D
−3u)
+ TuL(vw) + TDuD
−1(vw) −
1
2
TD2uD
−2(vw) +O(TD3uD
−3(vw))
+ LR(u, vw),
(3.8)
with
‖LR(u, vw)‖H˙s+2 ≤ C(‖u‖W 2,∞ + ‖Lu‖W 2,∞)‖vw‖H˙s ,
where ‖Lu‖W 2,∞ ≤ C‖u‖W 3,∞ and ‖vw‖H˙s ≤ C
(
‖v‖L∞‖w‖H˙s + ‖w‖L∞‖v‖H˙s
)
.
Using the fact that
‖Tvw − TvTw‖H˙s→H˙s+σ ≤ C(‖v‖Wσ,∞‖w‖L∞ + ‖v‖L∞‖w‖Wσ,∞),
and denoting the remainder terms by Ri, we can expand each term in the above equation to get
TvwLu = TvTwLu+R1,
TD(vw)D
−1u = (TDvTw + TvTDw)D
−1u+R2,
TD2(vw)D
−2u = [TD2vTw + TD2wTv + 2TDvTDw]D
−2u+R3,
D−1(vw) = D−1(Tvw + Twv +R(v, w))
= TvD
−1w − TDvD
−2w +O(TD2vD
−3w)
+ TwD
−1v − TDwD
−2v +O(TD2wD
−3v) +R4,
D−2(vw) = D−2(Tvw + Twv +R(v, w))
= TvD
−2w − 2TDvD
−3w +O(TD2vD
−4w)
+ TwD
−2v − 2TDwD
−3v +O(TD2wD
−4v) +R5,
(3.9)
with
‖Ri‖H˙s+2 ≤ C‖v‖W 3,∞‖w‖W 3,∞‖u‖H˙s , for i = 1, 2, 3,
‖R4‖H˙s+2 ≤ C‖v‖W 1,∞‖w‖H˙s + ‖w‖W 1,∞‖v‖H˙s ,
‖R5‖H˙s+2 ≤ ‖v‖L∞‖w‖H˙s + ‖w‖L∞‖v‖H˙s .
Then the lemma is proved by substituting (3.9) into (3.8). 
Lemma 3.4. If u, v ∈ D′(T) and s ∈ R, then
|D|sTuv = Tu|D|
sv + sTDu|D|
s−2Dv +
s(s− 1)
2
T|D|2u|D|
s−2v +O(T|D|3u|D|
s−3v).
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Proof. By the definition of Weyl para-product
F(|D|sTuv)(ξ) =
1
2pi
|ξ|s
∑
η∈Z∗
χ
(
|ξ − η|
|ξ + η|
)
uˆ(ξ − η)vˆ(η)
=
1
2pi
∑
η∈Z∗
|ξ − η + η|sχ
(
|ξ − η|
|ξ + η|
)
uˆ(ξ − η)vˆ(η).
As in the proof of Lemma 3.1, we have on the support of χ
(
|ξ − η|/|ξ + η|
)
that∣∣∣∣ξ − ηη
∣∣∣∣ ≤ 2ε1− ε ,
and, using the Taylor expansion
|ξ − η + η|s = |η|s
∣∣∣∣1 + ξ − ηη
∣∣∣∣s
= |η|s
(
1 + s
ξ − η
η
+
s(s− 1)
2
(ξ − η)2
η2
+O
(
|ξ − η|3
η3
))
in the expression for F(|D|sTuv), we get
F(|D|sTuv)(ξ)
=
1
2pi
∑
η∈Z∗
|η|s
(
1 + s
ξ − η
η
+
s(s− 1)
2
(ξ − η)2
η2
+ O
(
|ξ − η|3
η3
))
χ
(
|ξ − η|
|ξ + η|
)
uˆ(ξ − η)vˆ(η)
= F
[
Tu|D|
sv + sTDu|D|
s−2Dv +
s(s− 1)
2
T|D|2u|D|
s−2v +O(T|D|3u|D|
s−3v)
]
(ξ),
which proves the lemma. 
4. Bony decomposition of the equation
In this section, we carry out a Bony decomposition of the approximate SQG front equation
ϕt +
1
2
∂x
{
ϕ2Lϕxx − ϕL(ϕ
2)xx +
1
3
L(ϕ3)xx
}
= 2Lϕx, (4.1)
where L = log |∂x|, to put it in a form that allows us to make weighted energy estimates. This form makes
explicit the cancelation of second-order derivatives in the flux and extracts a nonlinear term L(T 2ϕxϕ) from
the flux that is responsible for the logarithmic loss of derivatives in the dispersionless equation.
In the following, we use P(·) to denote a nondecreasing polynomial, which might change from line to line.
Lemma 4.1. Suppose that ϕ(·, t) ∈ H˙s(T) with s > 7/2. Then (4.1) can be written as
ϕt + ∂x
{
1
2
TB(ϕ)ϕ+ [Tϕx , Tϕ]ϕx
}
+R7 = L[(2− T
2
ϕx)ϕ]x (4.2)
where
B(ϕ) = ϕ2x − 3ϕϕxx − 2ϕxxLϕ− 4ϕxLϕx, (4.3)
and the remainder term R7 satisfies the estimate
‖R7‖H˙s ≤ P
(
‖ϕ‖H˙s
)
(4.4)
for a nondecreasing polynomial P.
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Proof. The nonlinear flux term in (4.1) is given by
ϕ2Lϕxx − ϕL(ϕ
2)xx +
1
3
L(ϕ3)xx = ϕ
2Lϕxx − 2ϕL(ϕϕxx + ϕ
2
x) + L(ϕ
2ϕxx + 2ϕϕ
2
x).
We will use the lemmas from last section to expand this term.
1. Term L(ϕϕxx + ϕ
2
x).
By Lemma 3.1, we have that
L(ϕϕxx) = TϕLϕxx + TDϕD
−1ϕxx −
1
2
TD2ϕD
−2ϕxx + TϕxxLϕ+R1,
L(ϕ2x) = 2TϕxLϕx + 2TDϕxD
−1ϕx +R2,
with
‖R1‖H˙s+1 ≤ C‖ϕ‖W 3,∞‖ϕ‖H˙s , ‖R2‖H˙s+1 ≤ C‖ϕ‖W 3,∞‖ϕ‖H˙s .
2. Term L(ϕ2ϕxx).
By Lemma 3.3, we have that
L(ϕ2ϕxx) = TϕTϕLϕxx + 2TϕTϕxxLϕ+ 2TDϕTϕD
−1ϕxx −
1
2
[2TD2ϕTϕ + 2TDϕTDϕ]D
−2ϕxx +R3,
= TϕTϕLϕxx + 2TϕTϕxxLϕ+ 2TDϕTϕD
−1ϕxx − [TD2ϕTϕ + TDϕTDϕ]D
−2ϕxx +R3,
with
‖R3‖H˙s+1 ≤ C‖ϕ‖
2
W 3,∞‖ϕ‖H˙s .
3. Term L(ϕϕ2x).
By Lemma 3.3, we have that
L(ϕϕ2x) = 2TϕTϕxLϕx + TϕxTϕxLϕ+ 2(TDϕTϕx + TϕTDϕx)D
−1ϕx +R4,
with
‖R4‖H˙s+1 ≤ C‖ϕ‖
2
W 3,∞‖ϕ‖H˙s .
4. Term ϕ2Lϕxx.
By Bony’s decomposition, we can express ϕ2Lϕxx as
ϕ2Lϕxx = TϕTϕLϕxx + 2TϕTLϕxxϕ+R5,
with
‖R5‖H˙s+1 ≤ C‖Lϕ‖
2
W 3,∞‖ϕ‖H˙s .
Collecting all the above expressions, we obtain that
ϕ2Lϕxx − 2ϕL(ϕϕxx + ϕ
2
x) + L(ϕ
2ϕxx + 2ϕϕ
2
x)
= TϕTϕLϕxx + 2TϕTLϕxxϕ− 2ϕ
[
TϕLϕxx + TDϕD
−1ϕxx −
1
2
TD2ϕD
−2ϕxx
+ TϕxxLϕ+ 2TϕxLϕx + 2TDϕxD
−1ϕx
]
+ TϕTϕLϕxx + 2TϕTϕxxLϕ
+ 2TDϕTϕD
−1ϕxx −
[
TD2ϕTϕ + TDϕTDϕ
]
D−2ϕxx + 4TϕTϕxLϕx
+ 2TϕxTϕxLϕ+ 4(TDϕTϕx + TϕTDϕx)D
−1ϕx +R
= TϕTϕLϕxx + 2TϕTLϕxxϕ− 2Tϕ
[
TϕLϕxx + TDϕD
−1ϕxx −
1
2
TD2ϕD
−2ϕxx
+ TϕxxLϕ+ 2TϕxLϕx + 2TDϕxD
−1ϕx
]
− 2TAϕ+ TϕTϕLϕxx + 2TϕTϕxxLϕ
+ 2TDϕTϕD
−1ϕxx − [TD2ϕTϕ + TDϕTDϕ]D
−2ϕxx + 4TϕTϕxLϕx
+ 2TϕxTϕxLϕ+ 4(TDϕTϕx + TϕTDϕx)D
−1ϕx +R− 2R(A,ϕ),
10 JOHN K. HUNTER, JINGYANG SHU, AND QINGTIAN ZHANG
where
R = −2ϕ(R1 +R2) +R3 + 2R4 +R5,
A = TϕLϕxx + TDϕD
−1ϕxx −
1
2
TD2ϕD
−2ϕxx + TϕxxLϕ+ 2TϕxLϕx + 2TDϕxD
−1ϕx.
Simplifying the above equation, we find that the higher order terms involving Lϕxx and Lϕx vanish, and
ϕ2Lϕxx − ϕL(ϕ
2)xx +
1
3
L(ϕ3)xx
= 2TϕTLϕxxϕ− 2Tϕ
[
1
2
TD2ϕϕ+ TϕxxLϕ+ 2Tϕxxϕ
]
− 2TAϕ+ 2TϕTϕxxLϕ
−
[
TϕxxTϕ + TϕxTϕx
]
ϕ+ 2TϕxTϕxLϕ+ 4(TϕxTϕx + TϕTϕxx)ϕ
+R− 2R(A,ϕ) + 2[TDϕ, Tϕ]D
−1ϕxx
= 2TϕxTϕxLϕ+ 2TϕTLϕxxϕ+ TϕTϕxxϕ− 2TAϕ− TϕxxTϕϕ+ 3TϕxTϕxϕ
+R− 2R(A,ϕ) + 2[TDϕ, Tϕ]D
−1ϕxx
= 2T 2ϕxLϕ+ TBϕ+ 2[TDϕ, Tϕ]D
−1ϕxx + R˜,
where B is given by (4.3), and
R˜ = R− 2R(A,ϕ) + (B˜ − TB)ϕ,
B˜ = 2TϕTLϕxx + TϕTϕxx − 2TA − TϕxxTϕ + 3TϕxTϕx .
By a Kato-Ponce type commutator estimate (see e.g., [14]), we have
‖[TDϕ, Tϕ]D
−1ϕxx‖H˙s+1 ≤ C‖ϕ‖
2
W 2,∞‖ϕ‖H˙s+1 .
In addition, using the estimates of the remainders Ri, Sobolev embedding, and the estimate
‖(B˜ − TB)ϕ‖H˙s+1 ≤ C(‖ϕ‖
2
W 3,∞)‖ϕ‖H˙s ,
we get that
‖R˜‖H˙s+1 ≤ C‖ϕ‖
3
H˙s
.
It follows that (4.1) can be written as
ϕt +
1
2
∂x
{
2T 2ϕxLϕ+ TBϕ+ 2[Tϕx , Tϕ]ϕx + R˜
}
= 2Lϕx.
or
ϕt + ∂x
{
1
2
TBϕ+ [Tϕx , Tϕ]ϕx
}
+R6 = [(2− T
2
ϕx)Lϕ]x, (4.5)
where ‖R6‖H˙s ≤ P(‖ϕ‖H˙s) for s > 7/2.
Using Lemma 3.1 to expand the term L(2− T 2ϕx)ϕ, we have the commutator estimate
‖[(2− T 2ϕx), L]ϕ‖Hs+1 ≤ P(‖ϕ‖H˙s).
Hence, we can rewrite (4.5) as (4.2), with L[(2− T 2ϕx)ϕ]x as the highest order term,
∂x
{
1
2
TBϕ+ [Tϕx , Tϕ]ϕx
}
as the first order term, andR7 as the zeroth order term, which satisfies (4.4) and does not lose derivatives. 
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5. Energy Estimate
In this section, we prove an a priori estimate for the initial value problem (1.1), which is stated in
Proposition 5.2 below.
We first recall the following definition for fractional powers of operators. If T : H → H is a self-adjoint
linear operator on a Hilbert space H and f ∈ C∞c (R) is a function, then f(T ) may be defined by the
Helffer-Sjo¨strand formula [7, 10] as
f(T ) = −
1
pi
lim
ǫ→0+
∫
|ℑz|>ǫ
∂z¯ f˜(z)(z − T )
−1 dα dβ,
f˜(z) =
(
f(α) + iβf ′(α) +
1
2
(iβ)2f ′′(α)
)
χ0(β),
(5.1)
where z = α+ iβ, ∂z¯ =
1
2 (∂α + i∂β), and the cutoff-function χ0 ∈ C
∞
c (R) is equal to 1 in a neighborhood of
0. The function f˜ is an “almost analytic” extension of f since
∂z¯ f˜(z) = O(|ℑz|
2) as ℑz → 0 with ℜz fixed. (5.2)
Furthermore, if U ⊂ R is an open set that contains the spectrum σ(T ) ⊂ R of T and g ∈ C∞(U), then, by
the resolution of identity form of the spectral theorem [16], we see that g(T ) = f(T ), where f = gχ1 and
χ1 ∈ C
∞
c (U) with χ1 = 1 on σ(T ).
In particular, if ‖T 2ϕx‖L2→L2 < 2, then (2− T
2
ϕx) is a positive, self-adjoint operator on L
2, and (2− T 2ϕx)
s
is well-defined for s ∈ R by (5.1) as f(2− T 2ϕx), where
f(α) = |α|sχ1(α) (5.3)
for χ1 ∈ C
∞
c (0, 2) such that χ1 = 1 on σ(2 − T
2
ϕx). We can therefore define a weighted s-order energy by
E(s)(t) =
∫
T
|D|sϕ(x, t) ·
(
2− T 2ϕx(x,t)
)2s+1
|D|sϕ(x, t) dx. (5.4)
In order to prove Proposition 5.2, we need the following lemma.
Lemma 5.1. Suppose that s > 7/2. If ϕ is a smooth solution of (4.2) and ψ ∈ L2, then
∂t(2− T
2
ϕx)
sψ = (2− T 2ϕx)
sψt − s(2− T
2
ϕx)
s−1(TϕxTϕxt + TϕxtTϕx)ψ +R8(ψ),
where the remainder term satisfies
‖R8(ψ)‖H˙1 ≤ P
(
‖ϕ‖H˙s
)
‖ψ‖L2
for a nondecreasing polynomial P.
Proof. For z = α+ iβ ∈ C \ R, we have[
∂t(z − 2 + T
2
ϕx)
−1
]
(z − 2 + T 2ϕx) + (z − 2 + T
2
ϕx)
−1(TϕxTϕxt + Tϕxt + Tϕx)
= ∂t
[
(z − 2 + T 2ϕx)
−1(z − 2 + T 2ϕx)
]
= ∂t Id = 0.
It follows that
∂t(z − 2 + T
2
ϕx)
−1 = −(z − 2 + T 2ϕx)
−1(TϕxTϕxt + TϕxtTϕx)(z − 2 + T
2
ϕx)
−1
= −(z − 2 + T 2ϕx)
−2(TϕxTϕxt + Tϕxt + Tϕx)
+ (z − 2 + T 2ϕx)
−1
[
(z − 2 + T 2ϕx)
−1, TϕxTϕxt + Tϕxt + Tϕx
]
= ∂z(z − 2 + T
2
ϕx)
−1(TϕxTϕxt + Tϕxt + Tϕx)
+ (z − 2 + T 2ϕx)
−1
[
(z − 2 + T 2ϕx)
−1, TϕxTϕxt + Tϕxt + Tϕx
]
.
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Using (5.1), where f is defined by (5.3), and the previous equation, we get that
∂t(2− T
2
ϕx)
sψ = ∂tf(2− T
2
ϕx)ψ
= (2 − T 2ϕx)
sψt −
1
pi
[
lim
ǫ→0+
∫
|ℑz|>ǫ
∂z¯ f˜(z)∂t(z − 2 + T
2
ϕx)
−1 dα dβ
]
ψ
= (2 − T 2ϕx)
sψt + T1ψ +R8,
where
T1ψ = −
1
pi
[
lim
ǫ→0+
∫
|ℑz|>ǫ
∂z¯ f˜(z)∂z(z − 2 + T
2
ϕx)
−1 dα dβ
]
(TϕxTϕxt + TϕxtTϕx)ψ,
R8 = −
1
pi
[
lim
ǫ→0+
∫
|ℑz|>ǫ
∂z¯ f˜(z)(z − 2 + T
2
ϕx)
−1
[
(z − 2 + T 2ϕx)
−1, TϕxTϕxt + Tϕxt + Tϕx
]
dα dβ
]
ψ.
Since 2− T 2ϕx is self-adjoint, we have ∂z¯(z − 2 + T
2
ϕx)
−1 = 0 for z ∈ C \ R, so
∂z(z − 2 + T
2
ϕx)
−1 = ∂α(z − 2 + T
2
ϕx)
−1.
We can then integrate by parts with respect to α in T1ψ to get
T1ψ =
1
pi
[
lim
ǫ→0+
∫
|ℑz|>ǫ
∂z¯ f˜ ′(z)(z − 2 + T
2
ϕx)
−1 dα dβ
]
(TϕxTϕxt + TϕxtTϕx)ψ
= −s(2− T 2ϕx)
s−1(TϕxTϕxt + TϕxtTϕx)ψ.
Finally, using a Kato-Ponce type estimate for commutators and (4.2) to estimate ϕxt, we have∥∥∥∥(z − 2 + T 2ϕx)−1[(z − 2 + T 2ϕx)−1, TϕxTϕxt + TϕxtTϕx]∥∥∥∥
L2→H˙1
≤ P
(
‖ϕ‖H˙s
)
|ℑz|−2.
It follows that
‖R8‖H˙1 ≤ P
(
‖ϕ‖H˙s
)
‖ψ‖L2
[
lim
ǫ→0+
∫
|ℑz|>ǫ
|∂z¯ f˜(z)||ℑz|
−2 dα dβ
]
,
where the integral converges by (5.2). 
We now prove the following a priori estimate.
Proposition 5.2. Suppose that s > 7/2 and ϕ is a smooth solution of (1.1) with ϕ0 ∈ H˙
s. If ‖T 2ϕ0x‖L2→L2 ≤
C for some constant 0 < C < 2, then there exists a time T > 0 and a constant M > 0, depending on ϕ0,
such that
sup
t∈[0,T ]
E(s)(t) ≤M,
where E(s)(t) is defined in (5.4).
Proof. We apply the operator |D|s to equation (4.2) to get
|D|sϕt + |D|
s∂x
(
1
2
TBϕ+ [Tϕx , Tϕ]ϕx
)
+ |D|sR7 = ∂xL|D|
s
[
(2− T 2ϕx)ϕ
]
. (5.5)
Using Lemma 3.4 twice, we find that
|D|s
[
(2− T 2ϕx)ϕ
]
= 2|D|sϕ− |D|s(T 2ϕxϕ)
= 2|D|sϕ− T 2ϕx |D|
sϕ+ sTϕxTϕxx |D|
s−2ϕx + sTϕxxTϕx |D|
s−2ϕx +R10,
where ‖∂xR10‖L2 ≤ C‖ϕ‖
2
W 3,∞‖ϕ‖H˙s .
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Thus, we write can the right-hand side of (5.5) as
∂xL|D|
s
[
(2− T 2ϕx)ϕ
]
= ∂xL
[
(2− T 2ϕx)|D|
sϕ+ sTϕxTϕxx |D|
s−2ϕx + sTϕxxTϕx |D|
s−2ϕx
]
+R11
= L
{
(2− T 2ϕx)|D|
sϕx − TϕxTϕxx |D|
sϕ− TϕxxTϕx |D|
sϕ
− sTϕxTϕxx |D|
sϕ− sTϕxxTϕx |D|
sϕ
}
+R12
= L
{
(2 − T 2ϕx)|D|
sϕx − (s+ 1)(TϕxTϕxx + TϕxxTϕx)|D|
sϕ
}
+R12.
Applying (2 − T 2ϕx)
s to (5.5), and commuting (2 − T 2ϕx)
s with L up to a remainder term, as in the proof of
Lemma 3.1, we obtain that
(2− T 2ϕx)
s|D|sϕt + (2− T
2
ϕx)
s|D|s∂x
(
1
2
TBϕ+ [Tϕx , Tϕ]ϕx
)
= L
{
(2− T 2ϕx)
s+1|D|sϕx − (s+ 1)(2− Tϕx)
s(TϕxTϕxx + TϕxxTϕx)|D|
sϕ
}
+R13
= ∂xL
{
(2 − T 2ϕx)
s+1|D|sϕ
}
+R14,
(5.6)
where ‖R14‖L2 ≤ P(‖ϕ‖H˙s).
By Lemma 5.1, with ψ = |D|sϕ, the time derivative of E(s)(t) in (5.4) is
d
dt
E(s)(t) = −
∫
T
(2s+ 1)|D|sϕ · (2− T 2ϕx)
2s(TϕxTϕxt + TϕxtTϕx)|D|
sϕdx
+ 2
∫
T
|D|sϕ · (2− T 2ϕx)
2s+1|D|sϕt dx+
∫
T
R8
(
|D|sϕ
)
|D|sϕdx.
(5.7)
(1) Equation (4.2) implies that ‖ϕxt‖L∞ ≤ P(‖ϕ‖H˙s), so the first term on the right-hand side of (5.7) can
be estimated by∣∣∣∣∫
T
(2s+ 1)|D|sϕ · (2− T 2ϕx)
2s(TϕxTϕxt + TϕxtTϕx)|D|
sϕdx
∣∣∣∣ ≤ C‖ϕ‖3W 1,∞‖ϕxt‖L∞‖ϕ‖2H˙s ≤ P(‖ϕ‖H˙s).
In addition, from Lemma 5.1, the third term on the right-hand side of (5.7) can be estimated by∫
T
R8
(
|D|sϕ
)
|D|sϕdx ≤ P
(
‖ϕ‖H˙s
)
.
(2) To estimate the second term on the right-hand side (5.7), we multiply (5.6) by (2 − T 2ϕx)
s+1|D|sϕ,
integrate the result with respect to x, and use the self-adjointness of (2− T 2ϕx)
s+1, which gives∫
T
|D|sϕ · (2− T 2ϕx)
2s+1|D|sϕt dx = I + II + III,
where
I = −
∫
T
|D|sϕ · (2− T 2ϕx)
2s+1|D|s∂x
(
1
2
TBϕ+ [Tϕx , Tϕ]ϕx
)
dx,
II =
∫
T
(2 − T 2ϕx)
s+1|D|sϕ · ∂xL(2− T
2
ϕx)
s+1|D|sϕdx,
III =
∫
T
(2 − T 2ϕx)
s+1|D|sϕ · R14 dx.
We have II = 0, since ∂xL is skew-symmetric, and
III ≤ P(‖ϕ‖H˙s),
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since ‖R14‖L2 ≤ P(‖ϕ‖H˙s) and (2 − T
2
ϕx)
s+1 is bounded on L2.
Term I estimate. We write I = −Ia + Ib, where
Ia =
∫
T
|D|sϕ · (2 − T 2ϕx)
2s+1∂x
(
1
2
TB|D|
sϕ+ [Tϕx , Tϕ]|D|
sϕx
)
dx,
Ib =
∫
T
|D|sϕ · (2 − T 2ϕx)
2s+1∂x
(
1
2
[TB, |D|
s]ϕ+
[
[Tϕx , Tϕ], |D|
s
]
ϕx
)
dx.
By a commutator estimate, the second integral satisfies |Ib| ≤ P(‖ϕ‖H˙s).
To estimate the first integral, we write it as
Ia = Ia1 −
1
2
Ia2 − Ia3 ,
where
Ia1 =
∫
T
|D|sϕ · [(2− T 2ϕx)
2s+1, ∂x]
(
1
2
TB|D|
sϕ+ [Tϕx , Tϕ]|D|
sϕx
)
dx,
Ia2 =
∫
T
|D|sϕx · (2 − T
2
ϕx)
2s+1
(
TB|D|
sϕ
)
dx,
Ia3 =
∫
T
|D|sϕx · (2 − T
2
ϕx)
2s+1
(
[Tϕx , Tϕ]|D|
sϕx
)
dx.
Term Ia1 estimate. A Kato-Ponce commutator estimate gives
|Ia1 | ≤ P
(
‖ϕ‖H˙s
)
.
Term Ia2 estimate. We have
Ia2 =
∫
T
(
TB|D|
sϕ
)
· (2− T 2ϕx)
2s+1|D|sϕx dx
=
∫
T
(
TB|D|
sϕ
)
·
{
∂x
(
(2− T 2ϕx)
2s+1|D|sϕ
)
−
[
∂x, (2− T
2
ϕx)
2s+1
]
|D|sϕ
}
dx
= −
∫
T
∂x
(
TB|D|
sϕ
)
· (2− T 2ϕx)
2s+1|D|sϕdx−
∫
T
(
TB|D|
sϕ
)
·
[
∂x, (2− T
2
ϕx)
2s+1
]
|D|sϕdx
= −
∫
T
(
TB|D|
sϕx + [∂x, TB] |D|
sϕ
)
· (2− T 2ϕx)
2s+1|D|sϕdx
−
∫
T
TB
(
|D|sϕ
)
·
[
∂x, (2− T
2
ϕx)
2s+1
]
|D|sϕdx.
(5.8)
Using the commutator estimates∥∥∥∥[∂x, (2− T 2ϕx)2s+1] |D|sϕ∥∥∥∥
L2
≤ P(‖ϕ‖H˙s),
∥∥[∂x, TB] |D|sϕ∥∥L2 ≤ P(‖ϕ‖H˙s),
and the fact that TB is self-adjoint, we can rewrite (5.8) as
Ia2 = −Ia2 −
∫
T
|D|sϕ · ∂x
[
(2 − T 2ϕx)
2s+1, TB
]
|D|sϕdx+R15,
with |R15| ≤ P(‖ϕ‖Hs). Using the commutator estimate∥∥∥∥∂x [(2− T 2ϕx)2s+1, TB] |D|sϕdx∥∥∥∥
L2
≤ P(‖ϕ‖H˙s),
we conclude that |Ia2 | ≤ P(‖ϕ‖H˙s).
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Term Ia3 estimate. Using the self-adjointness of Tϕx and Tϕ, we obtain that
Ia3 =
∫
T
(2− T 2ϕx)
2s+1|D|sϕx · [Tϕx , Tϕ]|D|
sϕx dx
= −
∫
T
[Tϕx , Tϕ](2− T
2
ϕx)
2s+1|D|sϕx · |D|
sϕx dx.
Since ∥∥∥∥[[Tϕx , Tϕ], (2− T 2ϕx)2s+1] |D|sϕx∥∥∥∥
L2
≤ P(‖ϕ‖H˙s),
we have that |Ia3 | ≤ P(‖ϕ‖H˙s).
Collecting the above estimates, we obtain that
d
dt
E(s) ≤ P
(
‖ϕ‖H˙s
)
.
Finally, since ‖2− T 2ϕ0x‖L2→L2 ≥ 2−C and ‖ϕx(t)‖L∞ is continuous in time, there exists T > 0 and m > 0,
depending only on the initial data, such that
‖2− T 2ϕx‖L2→L2 ≥ m for t ≤ T .
We therefore obtain that
m2s+1‖|D|sϕ‖2L2 ≤ E
(s) ≤ 22s+1‖|D|sϕ‖2L2 ,
which implies that
d
dt
E(s) ≤ P(E(s)).
The result then follows by Gro¨nwall’s inequality. 
6. Well-posedness
In this section, we construct solutions of (1.1) by a Galerkin method. For N ∈ N, let
JN : L
2(T)→ L2(T), JNf(x) =
∑
|ξ|≤N
fˆ(ξ)eiξx (6.1)
denote the projection onto the first N Fourier modes. We define an approximate solution ϕN (x, t) as the
solution of the ODEs obtained by projection of (4.1),
ϕNt + ∂xJN
{
1
2
TB(ϕN )ϕ
N + [TϕNx , TϕN ]ϕ
N
x
}
+ JNR7(ϕ
N ) = JNL[(2− T
2
ϕNx
)ϕN ]x, (6.2)
with initial data ϕN (x, 0) = JNϕ0(x).
Repeating the previous estimates, we obtain that
d
dt
E(s)(ϕN ) ≤ P
(
E(s)(ϕN )
)
.
Thus, since E(s)(JNϕ0) . ‖ϕ0‖
2
H˙s
, there exists T > 0 independent of N such that the solution of (6.2) exists
for t ∈ [0, T ] and
‖ϕN (t)‖H˙s ≤ P(‖ϕ0‖H˙s),
where P is an nondecreasing polynomial independent of N . The sequence of approximate solutions {ϕN} is
therefore bounded in L∞(0, T ; H˙s), so a subsequence converges weak-∗ to a limit
ϕ ∈ L∞(0, T ; H˙s).
Moreover, from (6.2), we see that {ϕNt } is bounded in L
∞(0, T ; H˙s−1−δ) for δ > 0. The Aubin-Lions Lemma
(see e.g., [1]) implies that a further subsequence converges strongly to ϕ in C([0, T ]; H˙r) for any r < s.
Taking the limit of (6.2) as N →∞, we find that ϕ is a solution of (4.1).
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Since ϕ ∈ L∞(0, T ; H˙s) ∩ C([0, T ]; H˙r), we see that ϕ ∈ Cw([0, T ]; H˙
s) is weakly continuous in H˙s. In
addition, the Arzela`-Ascoli theorem implies that E(s)(ϕ) is continuous in time, since E(s)(ϕN ) is continuous
for each N ∈ N, and
d
dt
E(s)(ϕN )
is bounded uniformly in N . It follows that ‖ϕ‖H˙s is continuous, so, by weak continuity and norm continuity,
ϕ ∈ C([0, T ]; H˙s) is strongly continuous in H˙s.
To prove the Lipschitz continuity (1.3) and uniqueness, we suppose that ϕ, ψ ∈ C([0, T ]; H˙s) are solutions
of (1.1) with s > 7/2. Subtracting the evolution equations for ϕ and ψ, we find that Φ = ϕ− ψ satisfies
∂tΦ + ∂x
{
1
2
TB(ϕ)Φ + [Tϕx , Tϕ]Φx
}
+ ∂x
{
1
2
[TB(ϕ) − TB(ψ)]ψ +
[
[Tϕx , Tϕ]− [Tψx , Tψ]
]
ψx
}
= L[(2− T 2ϕx)Φ]x − (LT
2
ϕx − LT
2
ψx)ψx +R7(ϕ)−R7(ψ).
(6.3)
For r ≥ 0, we define a weighted H˙r-norm by
E(r)ϕ (Φ(t)) =
∫
T
|D|rΦ(x, t) ·
(
2− T 2ϕx(x,t)
)2r+1
|D|rΦ(x, t) dx.
Applying ∂rx to (6.3), with 0 ≤ r < s− 1, and carrying out energy estimates as before, we get
d
dt
E(r)ϕ (Φ) ≤ P(‖ϕ‖Hs , ‖ψ‖Hs)
[
E(r)ϕ (Φ) + ‖L∂
r+1
x ψ‖L∞‖Φ‖
2
Hr
]
,
where we have used the estimates
‖∂rx(LT
2
ϕx − LT
2
ψx)ψx‖L2 .

‖Φx‖L∞(‖ϕx‖L∞ + ‖ψx‖L∞)‖L∂
r+1
x ψ‖L2 , when
3
2 < r < s− 1,
‖Φx‖L2(‖ϕx‖L∞ + ‖ψx‖L∞)‖L∂
r+1
x ψ‖L∞ , when 1 ≤ r ≤
3
2 ,
‖Φ‖H˙r(‖ϕx‖L∞ + ‖ψx‖L∞)‖L∂
2
xψ‖L∞ , when 0 ≤ r < 1,
. ‖Φ‖Hr(‖ϕx‖L∞ + ‖ψx‖L∞)‖ψ‖Hs ,
‖∂rx[R7(ϕ)−R7(ψ)]‖L2 . P(‖ϕ‖Hs , ‖ψ‖Hs)‖Φ‖H˙r .
It follows that
E(0)ϕ (Φ(t)) + E
(r)
ϕ (Φ(t)) .
[
E(0)ϕ (Φ(0)) + E
(r)
ϕ (Φ(0))
] ∫ t
0
P(‖ϕ‖Hs , ‖ψ‖Hs) dt,
and, since E
(0)
ϕ (Φ) + E
(r)
ϕ (Φ) is equivalent to ‖Φ‖2Hr , the solution map is Lipschitz continuous on H˙
r. In
particular, the solution is unique.
Finally, we prove that the solution map is continuous on H˙s by a Bona-Smith argument [3]. First, suppose
that ϕ ∈ C([0, T ]; H˙s), ψ ∈ C([0, T ]; H˙s+1+δ) are solutions, where 0 < δ ≪ 1, and let Φ = ϕ − ψ. In a
similar way to before, we find that E
(s)
ϕ (Φ) satisfies
d
dt
E(s)ϕ (Φ) ≤ P(‖ϕ‖H˙s , ‖ψ‖H˙s)E
(s)
ϕ (Φ)
+ ‖2− T 2ϕx‖
2s+1
L∞
[
‖∂sx(LT
2
ϕx − LT
2
ψx)ψx‖L2 + ‖∂
s
x[R7(ϕ) −R7(ψ)]‖L2
]
‖Φ‖H˙s .
Using the estimates
‖∂sx(LT
2
ϕx − LT
2
ψx)ψx‖L2 . ‖Lψ‖H˙s+1‖Φ‖H˙2(‖ϕ‖H˙s + ‖ψ‖H˙s),
‖∂sx[R7(ϕ) −R7(ψ)]‖L2 . P(‖ϕ‖H˙s , ‖ψ‖H˙s)‖Φ‖H˙s ,
we get that
E(s)ϕ (Φ(t)) . P(‖ϕ‖L∞t H˙s
, ‖ψ‖L∞t H˙s
)
[
E(s)ϕ (Φ(0)) + ‖Φ‖L∞t H˙s
‖Φ‖L∞t H˙2
‖Lψ‖L∞t H˙s+1
]
. (6.4)
APPROXIMATE SQG FRONT EQUATION 17
The higher-order derivative term ‖Lψ‖L∞t H˙s+1
, which obstructs Lipschitz continuity on H˙s, is compensated
by the lower-order derivative factor ‖Φ‖L∞t H˙2
, and we treat it by approximating H˙s-solutions by smooth
solutions.
Given f ∈ L2 and N ∈ N, we let fN = JNf where the projection JN is defined in (6.1). If f ∈ H˙
s, with
s ≥ 2, then fN → f in H˙
s as N →∞, and
‖fN − f‖H˙2 .
1
Ns−2
‖f‖H˙s , ‖fN‖H˙s+1+δ . N
1+δ‖f‖H˙s . (6.5)
Consider initial data ϕn0 , ϕ0 ∈ H˙
s such that ϕn0 → ϕ0 in H˙
s as n → ∞, and let ϕn, ϕ ∈ C([0, T ]; H˙s)
denote the corresponding solutions. We approximate the initial data by ϕn0,N , ϕ0,N and let ϕ
n
N , ϕN denote
the corresponding solutions. Then
‖ϕn − ϕ‖H˙s ≤ ‖ϕ
n − ϕnN‖H˙s + ‖ϕ
n
N − ϕN‖H˙s + ‖ϕN − ϕ‖H˙s . (6.6)
Using (6.4) and the fact that ‖Lf‖L2 . ‖f‖H˙δ , we get that
‖ϕ− ϕN‖
2
H˙s
. P(‖ϕ‖L∞t H˙s
, ‖ϕN‖L∞t H˙s
)
[
‖ϕ0 − ϕ0,N‖
2
H˙s
+ ‖ϕ− ϕN‖L∞t H˙s
‖ϕ− ϕN‖L∞t H˙2
‖ϕN‖L∞t H˙s+1+δ
]
,
with a similar estimate for ‖ϕn − ϕnN‖
2
H˙s
. The Lipschitz continuity (1.3) and the approximation estimates
(6.5) give
‖ϕ− ϕN‖L∞t H˙2
‖ϕN‖L∞t H˙s+1+δ
. ‖ϕ0 − ϕ0,N‖H˙2‖ϕ0,N‖H˙s+1+δ .
1
Ns−3−δ
‖ϕ0‖
2
H˙s
.
Hence, since s > 7/2, we have for each n ∈ N that
‖ϕ− ϕN‖L∞t H˙s
+ ‖ϕn − ϕnN‖L∞t H˙s
→ 0 as N →∞. (6.7)
In addition, using (6.4), we get that
‖ϕnN − ϕN‖
2
H˙s
. P(‖ϕnN‖L∞t H˙s
, ‖ϕN‖L∞t H˙s
)
[
‖ϕn0,N − ϕ0,N‖
2
H˙s
+ ‖ϕnN − ϕN‖L∞t H˙s
‖ϕnN − ϕN‖L∞t H˙2
‖ϕN‖L∞t H˙s+1+δ
]
.
Since ϕnN → ϕN as n→∞, equation (1.3), with r = 2, then implies that for each N ∈ N, we have
‖ϕnN − ϕN‖L∞t H˙s
→ 0 as n→∞. (6.8)
It follows from (6.6)–(6.8) that ‖ϕn − ϕ‖L∞t H˙s
→ 0 as n → ∞, which proves that the solution map U is
continuous on H˙s.
References
[1] H. Amann. Compact embeddings of vector-valued Sobolev and Besov spaces. Glas. Mat. Ser. III 35, 161–177, 2000.
[2] H. Bahouri, J.-Y. Chemin, and R. Danchin, Fourier analysis and nonlinear partial differential equations. Grundlehren
der Mathematischen Wissenschaften, 343. Springer, Heidelberg, 2011.
[3] J. L. Bona and R. Smith. The initial-value problem for the Korteweg-de Vries equation. Philos. Trans. Roy. Soc. London
Ser. A, 278, 555-601, 1975.
[4] J.-Y. Chemin, Perfect Incompressible Fluids. Oxford University Press, Oxford, 1998.
[5] A. Co´rdoba, D. Co´rdoba and F. Gancedo. Uniqueness for SQG patch solutions. Trans. Amer. Math. Soc., to appear.
[6] D. Co´rdoba, J. Go´mez-Serrano, and A. D. Ionescu. Global solutions for the generalized SQG patch equation.
arXiv:1705.10842, 2017.
[7] E. B. Davies, Spectral theory and differential operators. Vol. 42. Cambridge University Press, 1996.
[8] C. Fefferman and J. L. Rodrigo. Analytic sharp fronts for the surface quasi-geostrophic equation. Comm. Math. Phys.,
303(1), 261288, 2011.
[9] F. Gancedo. Existence for the α-patch model and the QG sharp front in Sobolev spaces. Adv. Math., 217(6), 2569–2598,
2008.
[10] B. Helffer. Spectral theory and its applications. Vol. 139. Cambridge University Press, 2013.
[11] L. Ho¨rmander The analysis of linear partial differential operators. III. Pseudo-differential operators. Grundlehren der
Mathematischen Wissenschaften, 274. Springer-Verlag, Berlin, 1985.
18 JOHN K. HUNTER, JINGYANG SHU, AND QINGTIAN ZHANG
[12] J. K. Hunter and J. Shu, Regularized and approximate equations for sharp fronts in the surface quasi-geostrophic equation
and its generalizations, Nonlinearity, 31, 2018.
[13] G. Lapeyre. Surface quasi-geostrophy, Fluids, 2, 2017.
[14] D. Li. On Kato-Ponce and fractional Leibnitz. arXiv:1609.01780v1, 2016.
[15] A. J. Majda and A. L. Bertozi. Vorticity and Incompressible Flow, Cambridge University Press, Cambridge, 2002.
[16] M. Reed and B. Simon, Functional Analysis, vol. I, Academic Press, San Diego, 1980.
[17] J. L. Rodrigo. On the evolution of sharp fronts for the quasi-geostrophic equation. Comm. Pure and Appl. Math., 58,
0821–0866, 2005.
[18] M. E. Taylor, Tools for PDE. Pseudodifferential operators, paradifferential operators, and layer potentials. Mathematical
Surveys and Monographs, 81. American Mathematical Society, Providence, RI, 2000.
Department of Mathematics, University of California at Davis
E-mail address: jkhunter@ucdavis.edu
Department of Mathematics, University of California at Davis
E-mail address: jyshu@ucdavis.edu
Department of Mathematics, University of California at Davis
E-mail address: qzhang@math.ucdavis.edu
