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since I is the only permutation

matrix unless each

of exactly one gap in Y(A).

matrix which can be associated

with a gap whose characteristic
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gap in Y(A)
matrix
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but the proof of this result is too long and

in the present
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4. BOUNDARY PROPERTIES OF Y(A)
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part of the Perron-Frobenius

by showing that each real boundary

point of Y(A)

of at least one real matrix in Q(A).
our approach

It should not be too surprising that

is similar to that used in the study of M-matrices,

have already shown that each gap is associated with a collection
classes, and it is clear that the concept
related to the more familiar
dominance

theorem

is actually an eigenvalue

and M-matrix.

characterization

In fact, a byproduct

of regular

regularity
concepts

is closely
of diagonal

of our results is a complete

classes in terms of generalized

We begin with the following
DEFINITION 4.1.

of matrix

strong nonsingularity

for we

of regular

M-matrices.

useful definition.

A real matrix

is said to be of type r

if in each

row it has at most one positive term.

If A = (u,~) is of type 9,

we denote

by 9(A)

the set of all complex

matrices

lbijl 3 aij
Ibijj <

-

B = (bcj) for which

if

aii > 0,

if

aij < 0.

aU

Our first goal is to show that if A is of type 5,
9(A)

is nonsingular

this criterion
y

is regular.

if and only if A-l

exists and A-l

can be used to determine
The following

LEMMA 4.1.

then every matrix in
3 0. In particular,

whether or not a matrix of type

lemma is the key to the proof of this result.

If A is of type F,

and if B EL@(A), then A/xl <

jBxl

for every x.
For fixed

Proof.

complementary

set.

i, denote

by J the set {#qj

If x = (x1,. . ., x,),

we have

and since J has at most one term,

Therefore,
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Proof.

A-l

If By = 0, it follows

g(A).
Then

that

ly1 = A-?z

y = 0.

Conversely,

and A-l

is non-

>, 0.

and let B be an arbitrary

> 0,

member

of

from Lemma 4.1 that Alyj ,( 0. Let AJyl = z.

< 0 since

Therefore,
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> 0 and z < 0, and we conclude

A-’

that

B is nonsingular.

assume that every matrix

x be a column vector of A-l.
we have

Ay < 0, and it follows

member

of 9(A)

that

whose elements
if

I0

2

the following

a;, > 0

and

l&j > 0

and

if

a;kyk

is nonsingular,

X. Since Ax =

By = 0, where

satisfy

for m # j,

a;j - yjj-’

in 9(A)

Let y = 1x1 -

and let

IAXI 3 AIxI,

B = (b,j) is that
conditions:
ym = 0,
yj

#

0,

k

l&i
Since

we have

follows

that

assumed

y = 0.

Theorems
sufficient

otherwise.

Therefore,

THEOREM

4.2.

x =

of .9(A)

matrix

and B-l

ja;j {-

16ij1

the existence

the conditions
Then,

(qj -

that

and

of Y(A).

if and only if there
matrix

if

p;j=1,

if

pij=O.

of P and the fact

3.2 and from Theorem
for which there

of the theoretn,

B = (bij) is

that

B-l

> 0

4.1, respectively.

exist matrices

P and

and let C be an arbitrary

for all i, j we have
16tjl

<

which implies that C -

and it follows

I to be in the complement

C&j- ?dij

let il be a number

of Q(A).

> 0, as desired.

to yield necessary

P such that the folloz+g

follow from part (iii) of Theorem
B which satisfy

it

>, 0:

If 14 Y(A),

Conversely,

is nonsingular,

jx[ > 0, and A-1

For A 3 0 and il > 0, i 4 Y(A)

bij =

member

member

for a number

exists a permutation

Proof.

every

4.1 and 3.2 can now be combined

conditions

nonsingular

that

lcjj

;II E 9(B).
1$ Y(A).
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-
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In particular, G(A) is regular if and only if 0 $ Y(A),

characterization

of regular classes is an immediate

and the following

consequence

of Theorem

4.2.
4.1. A class Q(A)

COROLLARY

is regular if and only if it contains

a generalized M-matrix.
Using Theorem 4.2, we can now prove the main result of this section.
4.3. Each real boundary point of Y(A)

THEOREM

is an eigenvalue of

at least one real matrix in Q(A).
Assume A 3 0, and let Ai and a, be the nonnegative

Proof.

points of a gap in Y(A)
Let B, = (bJz))

P.

which is associated

be the following

bag

We prove

the theorem

Z&J

by showing

form of a real matrix in Q(A)
in Corollary

variable

= ( _laiy 1 z8,1
a,,

PG = lp
p, = 0.
The explicit
will be given

4.2.

that B,,-l

> 0 for all il in the open interval

are continuous

4.2 that B,,-l

and we conclude

functions

However,

> 0 if B,, is nonsingular.

from Theorem

nonsingular,

if
if

that B,l is singular.

(jlr, a,), and since the entries of B,-l
it follows

matrix

matrix:

which has J.r as an eigenvalue

It follows from Theorem 4.2 that B,-l
conclude

boundary

with the permutation

cannot

be nonnegative

that B,, is singular,

of L, we

since il, E Y(A),
if B,, is

as desired.

4.2. If il > 0 is a boundary point of a gap in Y(A)

COROLLARY

is associated with the partition

(Q, R) of the permutation

matrix

which
P, then

;i is an eigelzvalzle of C = (cij) where

“’

(
= \-

lakkl
iakkl

if

$&=I,

if

pkk = 0,

and for i # y’

lad

J
%

Algebra

I-

Ia,]

~5, = 1

or if

7,,=1,

p, = 0

and

7,,

4.3 (Perron-Frobenius).

COROLLARY
boundary point
Linear

=

if
if

of Y(A)

and

Its

2(1969),

0.

If A > 0, the largest nonnegative

is an eigemvalue of A.

Applications

=

106-116

EIGENVALUE

SET OF EQUIMODULAR

Proof.

Since

partition

the unbounded

gap in Y(A)

(0, I) of I, the matrix

Theorems
of Y(A).

115

MATRICES

is associated

C of Corollary

with

the

4.2 is nonnegative.

3.3, 4.2, and 4.3 give a fairly clear idea of the main features
consists of a set of r < n annular components

First of all, Y(A)

separated by Y or Y + 1 gaps, depending on whether or not Q(A) is regular.
Each of these gaps is significantly
a unique

permutation

associated

matrix,

with gaps in Y(A)
is actually

matrix.

an eigenvalue

determined by the conditions

with a unique partition

has at most n different

one of which is the identity
of 9’(A)

associated

and the set of all permutation
Finally,

members,

at least

each real boundary

of a real matrix in Q(A)

of

matrices
point

which may be

given in Corollary 4.2 once the gap partitions

have been found.
In conclusion,

the author would like to thank Professors

and H. F. Bohnenblust
their many
Professor

helpful

of the California

suggestions

Bohnenblust

has observed

set of all regular matrix
consists
exactly

of 2”n!

during

open

one partition

that Theorem

3.1 implies

each

matrix.

and generalized

that the

E2”’ space,

of which

contains

He has also pointed

to the author- that the results of this paper can probably
extended

in several directions.

for

of this paper.

as a set in complex

components,

of a permutation

John Todd

of Technology

the preparation

pairs, regarded
connected

Institute

out

be fruitfully

In particular,

it seems

clear that Theorem 3.1 must play a key role in any study of the properties
of regular

equimodular

classes.
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