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Abstract. In applications where the tensor rank decomposition arises, one often relies on its5
identifiability properties for interpreting the individual rank-1 terms appearing in the decomposition.6
Several criteria for identifiability have been proposed in the literature, but few results exist on how7
frequently they are satisfied. We propose to call a criterion effective if it is satisfied on a dense,8
open subset of the smallest semi-algebraic set enclosing the set of rank-r tensors. We analyze the9
effectiveness of Kruskal’s criterion when it is combined with reshaping. It is proved that this criterion10
is effective for both real and complex tensors in its entire range of applicability, which is usually much11
smaller than the smallest typical rank. Our proof explains when reshaping-based algorithms for12
computing tensor rank decompositions may be expected to recover the decomposition. Specializing13
the analysis to symmetric tensors or forms reveals that the reshaped Kruskal criterion may even14
be effective up to the smallest typical rank for symmetric tensors of small dimension as well as for15
binary forms of degree at least three. We extend these results to 4× 4× 4× 4 symmetric tensors by16
analyzing the Hilbert function, resulting in a criterion for symmetric identifiability that is effective17
up to symmetric rank 8, which is optimal.18
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1. Introduction. A tensor rank decomposition expresses a tensor A ∈ Fn1 ⊗22
Fn2 ⊗ · · · ⊗ Fnd as a linear combination of rank-1 tensors, as follows:23
A =
r∑
i=1
a1i ⊗ a2i ⊗ · · · ⊗ adi ,(1)
24
25
where aki ∈ Fnk , and F is either the real field R or complex field C. When r is minimal26
in the above expression, then it is called the rank of A. A key property of the tensor27
rank decomposition is its generic identifiability [15, 21, 28]. This means that the ex-28
pression (1) is unique up to a permutation of the summands and scaling of the vectors29
on a dense, open subset of the set of tensors admitting an expression as in (1). This30
uniqueness property renders it useful in several applications. For instance, in chemo-31
metrics, decomposition (1) arises in the simultaneous spectral analysis of unknown32
mixtures of fluorophores, where the tensor rank decomposition of the corresponding33
tensor reveals the emission-excitation matrices of the individual chemical molecules34
in the mixtures, hence allowing a trained chemist to identify the fluorophores [5].35
Another application of tensor decompositions is parameter identification in sta-36
tistical models with hidden variables, such as principal component analysis (or blind37
source separation), exchangeable single topic models and hidden Markov models. Such38
applications were recently surveyed in a tensor-based framework in [3]. The key in39
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these applications consists of recovering the unknown parameters by computing a40
Waring decomposition of a higher-order moment tensor constructed from the known41
samples. In other words, one seeks a decomposition42
A =
r∑
i=1
λiai ⊗ · · · ⊗ ai =
r∑
i=1
λia
⊗d
i ,(2)
43
44
where ai ∈ Fn and λi ∈ F for all i = 1, . . . , r. Note that A is a symmetric tensor in this45
case. If r is minimal, then r is called the Waring or symmetric rank of A. Uniqueness46
of Waring decompositions is again the key for ensuring that the recovered parameters47
of the model are unique and interpretable. Generic identifiability of complex Waring48
decompositions of subgeneric rank for nearly all tensor spaces was proved in [22].49
We address in this paper the problem of specific identifiability : given a tensor50
rank decomposition of length r in the space Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd , prove that it is51
unique. Let S denote the variety of rank-1 tensors in this space. As it is conjectured52
that the generic1 tensor of subtypical2 rank r, i.e.,53
r < rS =
n1n2 · · ·nd
n1 + n2 + · · ·+ nd − d+ 1(3)5455
has a unique decomposition, provided it is not one of the exceptional cases listed56
in [21, Theorem 1.1], we believe that any practical criterion for specific identifiability57
must be more informative than the following naive Monte Carlo algorithm:58
S1. If the number of terms in the given tensor decomposition is less than rS , then59
claim “Identifiable,” otherwise claim “Not identifiable.”60
This simple algorithm has a 100% probability of returning a correct result if one sam-61
ples decompositions of length r from any probability distribution whose support is62
not contained in the Zariski-closed locus where r-identifiability fails (assuming generic63
r-identifiability; see Section 3). It also has a 0% chance of returning an incorrect64
answer—it can be wrong, e.g., if the unidentifiable tensor a⊗a⊗a+b⊗b⊗a is pre-65
sented as input, but the probability of sampling these tensors is zero. Deterministic66
algorithms for specific r-identifiability, e.g., [21,26,36,38,50,53], merit consideration,67
but only if they are what we propose to call effective: if they can prove identifiability68
on a dense, open subset of the set of tensors admitting decomposition (1). A deter-69
ministic criterion is thus effective if its conditions are satisfied generically; that is, if70
the same criterion also proves generic identifiability. Kruskal’s well-known criterion71
for r-identifiability is deterministic: it is a sufficient condition for uniqueness. If the72
criterion is not satisfied, the outcome of the test is inconclusive. Effective criteria73
are allowed to have such inconclusive outcomes provided that they do not form a74
Euclidean-open set. It will not surprise the experts that Kruskal’s criterion [38] is75
effective. Domanov and De Lathauwer [28] recently proved that some of their criteria76
for third-order tensors from [26] are effective. Presently, only a few effective criteria77
for specific r-identifiability of tensors of higher order, i.e., d ≥ 4, are—informally—78
known, notably the generalization of Kruskal’s criterion to higher-order tensors due79
to Sidiropoulos and Bro [50].80
In private communication, I. Domanov remarked that “in practice, when one81
wants to check that the [tensor rank decomposition] of a tensor of order higher than 382
1We call p ∈ S “generic” with respect to some property in the set S, if the property fails to hold
at most for the elements in a strict subvariety of S.
2Recall that the smallest typical rank over R coincides with the generic rank over C [13], hence
the term subtypical through all this paper coincides with the term subgeneric used in [22].
This manuscript is for review purposes only.
EFFECTIVE CRITERIA FOR IDENTIFIABILITY 3
is unique, [one] just reshapes the tensor into a third-order tensor and then applies the83
classical Kruskal result [...]. The reduction to the third-order case is quite standard84
and well-known;” indeed this idea appears also in [18, 40, 46, 50, 51]. Formally, it can85
be stated as follows. Let h∪k∪ l = {1, 2, . . . , d} be a partition where h, k and l have86
cardinalities d1, d2 and d3 respectively. Let S = Seg(Fn1 × · · · × Fnd) be the variety87
of rank-1 tensors in Fn1 ⊗ · · · ⊗ Fnd , and let Sh,k,l = Seg(Fnh1 ···nhd1 × Fnk1 ···nkd2 ×88
Fnl1 ···nld3 ) be the variety of rank-1 tensors in the reshaped tensor space. We may89
consider the natural inclusion S ↪→ Sh,k,l and then apply a criterion for specific r-90
identifiability with respect to Sh,k,l. If this criterion certifies r-identifiability, then it91
entails r-identifiability with respect to S as well. While this idea is valid, applying92
an effective criterion for third-order tensors to reshaped higher-order tensors does not93
suffice for concluding that it is also an effective criterion for higher-order tensors.94
Indeed, since S has dimension strictly less than Sh,k,l one expects that the set of95
rank-r tensors in Fn1 ⊗ · · · ⊗ Fnd constitutes a Zariski-closed subset of the rank-r96
tensors in the reshaped tensor space. As a result, the effective criterion for Sh,k,l97
might thus never apply to the elements of S ↪→ Sh,k,l. This observation was the98
impetus for the present work and the reason why our results will always be presented99
in the general setting.100
Our first main result, proved in Section 4, can be stated informally as follows.101
Theorem 1. Kruskal’s criterion applied to a reshaped rank-r tensor is an effec-102
tive criterion for specific r-identifiability.103
The reshaped Kruskal criterion as well as the criteria in [26, 28, 36] applied to a
reshaped tensor can all be considered as state-of-the-art results in specific identifiabil-
ity. Nevertheless, combining reshaping with a criterion for lower-order identifiability
may not be expected to prove specific identifiability up to the (nearly) optimal value
rS − 1. Indeed, consider any partition h1 ∪ · · · ∪ ht = {1, 2, . . . , d} with t < d. Then,
rSh1,...,ht =
n1n2 · · ·nd
1 +
∑t
k=1
(−1 +∏`∈hk n`) ≤
n1n2 · · ·nd
n1 + n2 + · · ·+ nd − d+ 1 = rS ,
where typically the integers ni ≥ 2 are such that a strict inequality occurs.104
In the second half of the paper, the reshaped Kruskal criterion is considered for105
symmetric tensors. Remarkably, in 6 cases of small dimension as well as for binary106
forms this criterion is completely effective: the criterion is effective in the entire range107
where generic r-identifiability holds. Algorithm 3 from [45] is completely effective in108
two additional cases. We show that an analysis of the Hilbert function yields another109
case, namely symmetric tensors in F4 ⊗ F4 ⊗ F4 ⊗ F4. The second main result, which110
is proved in Section 6, can be stated as follows.111
Theorem 2. Let SdFn be the linear subspace of symmetric tensors in Fn⊗ · · · ⊗112
Fn. Then, there exist completely effective criteria for specific symmetric identifiability113
of symmetric tensors in the following cases: S3Fn with n = 3, 4, 5, 6, SkF2 for k ≥ 3,114
SkF3 with k = 3, 4, 5, 6, 7, and S4F4.115
These are the only cases we know of where effective criteria for specific identifiability116
exist that can be applied up to the bound for generic identifiability.117
The outline of the remainder of this paper is as follows. In the next section,118
some preliminary material is recalled. The known results about generic identifiability119
are presented in Section 3. We analyze the reshaped Kruskal criterion in Section120
4: we prove that it is an effective criterion and present a heuristic for choosing a121
good reshaping. Section 5 presents the variant of the reshaped Kruskal criterion for122
symmetric tensors, proving most cases of the second main result. It also explains123
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how analyzing the Hilbert function can lead to results about specific identifiability124
for symmetric tensors. These insights culminate in Section 6, where we complete the125
proof the second main result, then provide an algorithm implementing that effective126
criterion, and finally present some concrete examples. In Section 7, we explain when127
reshaping-based algorithms for computing tensor rank decompositions will recover the128
decomposition. Section 8 presents our main conclusions.129
Notation. Varieties are typeset in a calligraphic font, tensors in a fraktur font,130
matrices in upper case, and vectors in boldface lower case. The field F denotes either131
R or C, and F0 = F \ {0}. Projectivization is denoted by P. V denotes a finite-132
dimensional vector space over the field F. The matrix transpose and conjugate trans-133
pose are denoted by ·T and ·H respectively. The Khatri–Rao product of A ∈ Fm×r and134
B ∈ Fn×r is AB = [a1 ⊗ b1 a2 ⊗ b2 · · · ar ⊗ br] . A set partition is denoted by135
S1unionsq· · ·unionsqSk = {1, . . . ,m}. If X is a variety, then X0 is defined as X minus the zero ele-136
ment. The affine cone over a projective variety X ⊂ PFn is X̂ := {αx | x ∈ X , α ∈ F}.137
The Segre variety Seg(PFn1 × · · · × PFnd) ⊂ P(Fn1 ⊗ · · · ⊗ Fnd) is denoted by S, and138
the Veronese variety vd(PFn) ⊂ PSdFn is denoted by V. The projective dimension of139
the Segre variety S is denoted by Σ = ∑dk=1(nk−1). The dimension of Fn1⊗· · ·⊗Fnd140
is Π =
∏d
k=1 nk, and the dimension of S
dFn is Γ =
(
n−1+d
d
)
.141
2. Preliminaries. We recall some terminology from algebraic geometry; the142
reader is referred to Landsberg [40] for a more detailed discussion.143
2.1. Segre and Veronese varieties. The set of rank-1 tensors in the projective144
space P(Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd) is a projective variety, called the Segre variety. It is145
the image of the Segre map146
Seg : PFn1 × PFn2 × · · · × PFnd → P(Fn1 ⊗ Fn2 ⊗ · · · ⊗ Fnd) ∼= PFn1n2···nd147
([a1], [a2], . . . , [ad]) 7→ [a1 ⊗ a2 ⊗ · · · ⊗ ad]148149
where [a] = {λa | λ ∈ F0} is the equivalence class of a ∈ Fn \ {0}. The Segre variety150
will be denoted by S. Its dimension is Σ = dimS = ∑dk=1(nk − 1).151
The symmetric rank-1 tensors in P(Fn ⊗ · · · ⊗ Fn) constitute an algebraic variety152
that is called the Veronese variety. It is obtained as the image of153
Ver : PFn → P(Fn ⊗ · · · ⊗ Fn), [a] 7→ [a⊗d].154155
The Veronese variety will be denoted by V, and its dimension is dimV = n − 1.156
The span of the image of the Veronese map is the projectivization of the linear sub-157
space of Fn ⊗ · · · ⊗ Fn consisting of the symmetric tensors, namely {A | ai1,i2,...,id =158
aiσ1 ,iσ2 ,...,iσd ,∀σ ∈ S}, where S is the set of all permutations of {1, 2, . . . , d}. This159
space is isomorphic to the dth symmetric power of Fn, i.e., SdFn = F(
n+d
d ), as can be160
understood from161
vd : PFn → P(SdFn), [a] 7→ [a◦d] =
[
ai1ai2 · · · aid
]
1≤i1≤i2≤···≤id≤n ,162163
where a◦d is called the dth symmetric power of a. The homogeneous polynomials164
of degree d in n variables correspond bijectively with SdFn [24, 35]. Therefore, the165
elements of P(SdFn) are often called d-forms or simply forms when the degree is clear.166
2.2. Secants of varieties. Define for a smooth irreducible projective variety167
X ⊂ PV that is not contained in a hyperplane, such as a Segre or Veronese variety,168
This manuscript is for review purposes only.
EFFECTIVE CRITERIA FOR IDENTIFIABILITY 5
the abstract r-secant variety Absσr(X ) as the closure in the Euclidean topology of169
Absσ0r(X ) := {((p1, p2, . . . , pr), p) | p ∈ 〈p1, p2, . . . , pr〉, pi ∈ X} ⊂ X×r × PV,170171
Let the image of the projection of Absσ0r(X ) ⊂ X×r × PV onto the last factor be172
denoted by σ0r(X ). Then, the r-secant semi-algebraic set of X , denoted by σr(X ), is173
defined as the closure in the Euclidean topology of σ0r(X ). It is an irreducible semi-174
algebraic set because of the Tarski–Seidenberg theorem [16]. For F = C, the Zariski-175
closure coincides with the Euclidean closure and σr(X ) is a projective variety [40].176
It follows that dimσr(X ) ≤ min{r(dimX + 1),dimV } − 1. If the inequality is strict177
then we say that X has an r-defective secant semi-algebraic set. If X has no defective178
secant semi-algebraic sets then it is called a nondefective semi-algebraic set. The X -179
rank of a point p ∈ PV is defined as the least r for which p = [p1 + · · · + pr] with180
pi ∈ X̂ ; we will write rank(p) = r.181
For a nondefective variety X ⊂ PV not contained in a hyperplane, we define the
expected smallest typical rank of X as the least integer larger than or equal to
rX =
dimV
1 + dimX ,
namely drX e. With this definition, the expected smallest typical rank of a nondefective182
complex Segre variety SC ⊂ PV coincides with the value of r for which σr(SC) = PV ,183
so that σ0drSCe(SC) is a Euclidean-dense subset of PV . In the case of a nondefective184
real Segre variety SR ⊂ PV , the expected smallest typical rank as defined above185
coincides with the smallest typical rank; a rank r is typical if the affine cone over186
σ0r(SR)\σ0r−1(SR) ⊂ PV is open in the Euclidean topology on V . Note that rSR = rSC187
and that in F = C there is only one typical rank, which is hence the generic rank;188
see [13]. For a nondefective variety X , the generic element [p] ∈ σr(X ) with r ≤ rX189
has rank([p]) = rank(p) = r, and, furthermore, it admits finitely many decompositions190
of the form p = p1 + · · · + pr with pi ∈ X̂ ; see [40]. For r > rX , it follows from a191
dimension count that the generic p ∈ σr(X ) admits infinitely many decompositions192
of the foregoing type, because the generic fiber of the projection map Absσr(X ) →193
σr(X ) has dimension r(dimX +1)−dimV . This observation also holds for r-defective194
secant semi-algebraic sets where the generic fiber has a dimension equal to the defect.195
2.3. Inclusions, projections, and flattenings. Let hunionsqk = {1, 2, . . . , d} with
h and k of cardinality s > 0 and t > 0 respectively. Several criteria for identifiability
rely on the natural inclusion into two-factor Segre varieties, namely
S = Seg(PFn1×· · ·×PFnd) ↪→ Seg(P(Fnh1 ⊗· · ·⊗Fnhs )×P(Fnk1 ⊗· · ·⊗Fnkt )) = Sh,k,
or the inclusion into three-factor Segre varieties, which can be defined analogously196
and for which we employ the notation Sh,k,l, where h unionsq k unionsq l = {1, 2, . . . , d}.197
Let h ⊂ {1, 2, . . . , d} be of cardinality s > 0. Define the projections198
pih : S = Seg(PFn1 × PFn2 × · · · × PFnd)→ Seg(PFnh1 × · · · × PFnhs ) = Sh199
[a1 ⊗ a2 ⊗ · · · ⊗ ad] 7→ [ah1 ⊗ ah2 ⊗ · · · ⊗ ahs ].200201
We will abuse notation by writing pih(p) = ah1 ⊗ · · · ⊗ ahs if p = a1 ⊗ · · · ⊗ ad ∈ Ŝ.202
Flattenings are defined as follows. Let h unionsq k = {1, 2, . . . , d} with h and k of
cardinality s ≥ 0 and t ≥ 0 respectively. Then, the (h,k)-flattening, or simply h-
flattening, of p ∈ Ŝ is the natural inclusion of p ∈ Ŝ into Ŝh,k:
p(h) = pih(p)pik(p)
T ∈ Ŝh,k ⊂ Fnh1 ···nhs ⊗ Fnk1 ···nkt ∼= Fnh1 ···nhs×nk1 ···nkt .
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By convention pi∅(p) = 1. A (h,k)-flattening of a rank-r tensor p = p1 + · · ·+ pr with203
pi ∈ Ŝ is then defined as p(h) = (p1)(h) + · · ·+ (pr)(h).204
3. Generic identifiability of tensors and forms. Let X be an irreducible,205
nondegenerate algebraic F-variety that contains at least one smooth real point if206
F = R. By convention, we call a rank-r decomposition p = p1 + · · · + pr, pi ∈ X̂ ,207
distinct from another decomposition p = q1 + · · · + qr, qi ∈ X̂ , if there does not208
exist a permutation σ of {1, 2, . . . , r} such that pi = qσi for all i. We say that209
X is generically r-identifiable if the set of tensors with multiple distinct complex210
decompositions in σr(X ) is contained in a proper Zariski-closed subset of σr(X ). This211
concept is meaningful only when r is subtypical, i.e., r < rX , or if r = rX is an212
integer, i.e., when the tensor space is perfect. The generic tensor p ∈ σr(X ) cannot213
admit a finite number of decompositions of length r if r > rX because of the dimension214
argument mentioned in Section 2.2.215
Complex generic r-identifiability of the Waring decomposition (2) has been com-216
pletely characterized in the literature.217
Theorem 3. Let d ≥ 3, and let F = C or R. Let VFd,n be the dth Veronese218
embedding of Fn in PSdFn. Then, VFd,n is generically r-identifiable for all strictly219
subtypical ranks r < n−1
(
n−1+d
d
)
, unless it is one of the following cases:220
1. VF3,6 and r = 9;221
2. VF4,4 and r = 8; or222
3. VF6,3 and r = 9.223
The generic tensor has 2 distinct complex decompositions in these exceptional cases.224
Proof. This theorem was proved for F = C in [22]. It can be extended to F = R225
by invoking the beautiful result of Qi, Comon, and Lim [47, Lemma 28].226
Remark 4. Arguing from the abstract r-secant variety, the results of [47, Section227
5] entail that σ0r(SR) is not contained in the singular locus of σr(SC), which has228
codimension at least 1 in σr(SC). Let the Nash stratification [16] of the semi-algebraic229
set σ0r(SR) be given by σ0r(SR) = ∪ki=1Ni, with Ni a Nash manifold and Ni ∩ Nj = ∅230
if i 6= j. Let Ni be an arbitrary Nash manifold not contained in Sing(σr(SC)), and let231
[p] ∈ Ni \ Sing(σr(SC)), so it has a decomposition p = p1 + · · · + pr, where pi ∈ ŜR.232
Since p is smooth in σr(SC) its tangent space is Tpσr(SC) = 〈Tp1SC, . . . ,TprSC〉 =233
〈Tp1SR⊗C, . . . ,TprSR⊗C〉 = Tpσr(SR)⊗C by Terracini’s lemma. Hence, dimRNi =234
dimC σr(SC).3 Let U ⊂ σr(SC) be the locus where complex r-identifiability fails,235
whose Zariski-closure is of codimension at least 1 by Theorem 1.1 of [22]. Then236
Ni ∩ U is contained in a proper Zariski-closed set of Ni ⊂ σr(SC), namely U , proving237
that σr(SR) is generically r-identifiable if σr(SC) is generically r-identifiable.238
If complex r-identifiability fails on a Zariski-open set, then there is a Euclidean-239
open set of real decomposition of real rank r admitting multiple complex decompo-240
sitions, but we do not presently know how many of these are real. We leave this as241
an open problem warranting further research. Recently, some interesting progress in242
this direction was made in [4].243
This theorem completely settles the question concerning the number of complex244
Waring decompositions (2) of the generic symmetric tensor of strictly subtypical rank245
r < rV : aside from the listed exceptions, it is one. In the perfect case where rV is an246
integer and F = C, the following remarkable result was recently proved.247
3Note that all Ni whose dimension is less than dimC σr(SC) are contained in Sing(σr(SC)).
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Theorem 5 (Galuppi and Mella [29]). Let d ≥ 3. Let Vd,n be the dth Veronese248
embedding of Cn in PSdCn and assume that rV = n−1
(
n−1+d
d
)
is an integer. Vd,n is249
generically rVd,n-identifiable if and only if it is either V2k+1,2 with k ≥ 1, V3,4 or V5,3.250
In summary we can state that the generic symmetric tensor of rank r in all but a251
few tensor spaces SdFn admits a unique Waring decomposition over F if r is subtypical,252
while it is expected to admit several decompositions if r ≥ rVd,n .253
The theory of generic identifiability of the Segre variety is less developed than the254
Veronese variety. Because of the corroborating evidence in [15, 20, 21, 28, 33, 54], the255
following conjectures are believed to be true.256
Conjecture 6. Let d ≥ 3, and let n1 ≥ · · · ≥ nd ≥ 2. Let SF = Seg(PFn1×· · ·×257
PFnd) be the Segre variety in P(Fn1⊗· · ·⊗Fnd). Then, SF is generically r-identifiable258
for all strictly subtypical ranks r < rSF , unless it is one of the following cases:259
1. n1 >
∏d
k=2 nk −
∑d
k=2(nk − 1) and r ≥
∏d
k=2 nk −
∑d
k=2(nk − 1);260
2. S = Seg(PF4 × PF4 × PF3) and r = 5;261
3. S = Seg(PFn × PFn × PF2 × PF2) and r = 2n− 1;262
4. S = Seg(PF4 × PF4 × PF4) and r = 6;263
5. S = Seg(PF6 × PF6 × PF3) and r = 8; or264
6. S = Seg(PF2 × PF2 × PF2 × PF2 × PF2) and r = 5;265
The first three cases generically admit infinitely many decompositions [1, 15]. Case266
(4) generically admits 2 complex decompositions [20], case (5) is expected4 to gener-267
ically admit 6 complex decompositions, and case (6) admits generically 2 complex268
decompositions [14].269
Remark 7. The conjecture was initially stated for F = C in [15,21]. Theorem 1.1270
of [21], which proves Conjecture 6 for all n1n2 · · ·nd ≤ 15000 with F = C, can be271
extended to F = R as in Remark 4 by invoking Qi, Comon, and Lim’s analysis [47].272
Conjecture 8 (Hauenstein, Oeding, Ottaviani, and Sommese [33]). Let d ≥ 3,273
and let n1 ≥ n2 ≥ · · · ≥ nd ≥ 2. Let S = Seg(PCn1 ×PCn2 × · · · ×PCnd) be the Segre274
variety in P(Cn1 ⊗ Cn2 ⊗ · · · ⊗ Cnd), and assume that rS is an integer. Then, S is275
not generically rS-identifiable, unless it is one of the following cases:276
1. S = Seg(PC5 × PC4 × PC3), or277
2. S = Seg(PC3 × PC2 × PC2 × PC2).278
4. An effective criterion for specific identifiability. We formalize the con-279
cept of an effective criterion for specific identifiability.280
Definition 9. Let X ⊂ PV be a generically r-identifiable variety. A criterion281
for specific r-identifiability of X is called effective if it certifies identifiability on a282
dense subset of σr(X ) in the Euclidean topology.283
Thus, if we consider a probability distribution with noncompact support on the284
affine cone of a generically r-identifiable variety X , then the probability that an effec-285
tive criterion for specific r-identifiability fails to certify identifiability of p = p1+· · ·+pr286
is zero when the pi’s were randomly sampled from the probability distribution on X̂ .287
4.1. The reshaped Kruskal criterion. We show that Kruskal’s criterion [38]288
is effective when combined with reshaping. The key to this criterion is the notion289
of general linear position (GLP) [40]. A set of points S = {p1, p2, . . . , pr} ⊂ PV is290
in GLP if for s = min{r, dimV }, the subspace spanned by every subset R ⊂ S of291
cardinality s is of the maximal dimension s−1. This means that no 2 points coincide,292
4This statement is true with probability 1 due to [33, Proposition 4.1] and [34, Section 5.1].
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no 3 points are on a line, no 4 points are on a plane, and so forth. The Kruskal rank293
of a finite set of points S ⊂ PV is then the largest value κ for which every subset of294
κ points of S is in GLP.295
Let pi = a
1
i ⊗ · · · ⊗ adi , i = 1, . . . , r, be a collection of r points in Ŝ. Then we
denote the factor matrices of the points pi by
Ak =
[
ak1 a
k
2 · · · akr
]
=
[
pi{k}(p1) pi{k}(p2) · · · pi{k}(pr)
] ∈ Fnk×r
for k = 1, 2, . . . , d. Letting h ⊂ {1, 2, . . . , d} be an ordered set, we define for brevity
Ah = Ah1 Ah2  · · · Ah|h| =
[
pih(p1) pih(p2) · · · pih(pr)
]
.
Kruskal’s criterion for specific identifiability may then be formulated as follows.296
Proposition 10 (Kruskal’s criterion [38]). Let S = Seg(PFn1 × PFn2 × PFn3)
with n1 ≥ n2 ≥ n3 ≥ 2. Let p ∈ 〈p1, p2, . . . , pr〉 with pi = a1i ⊗· · ·⊗adi ∈ Ŝ. Let κ1, κ2,
and κ3 denote the Kruskal ranks of the factor matrices A1, A2 and A3 respectively.
Then, p is r-identifiable if r ≤ 12 (κ1 + κ2 + κ3) − 1. Furthermore, this criterion is
effective if r ≤ 12 (min{n1, r} + min{n2, r} + min{n3, r}) − 1, or, equivalently, letting
δ = n2 + n3 − n1 − 2,
r ≤ n1 + min{ 12δ, δ};
this is the maximum range of applicability of Kruskal’s criterion.297
Proof. Effectiveness was not considered in [38], but its proof is a consequence of298
Lemma 12 that will be presented shortly.299
Remark 11. While effectiveness of Kruskal’s criterion is known to the experts,300
it is not obvious why this should have been expected. The reason is that Kruskal’s301
criterion is not merely certifying the uniqueness of one decomposition302
p = p1 + · · ·+ pr =
r∑
i=1
a1i ⊗ · · · ⊗ adi ,(4)
303
304
with pi ∈ Ŝ0 and aki ∈ Fnk , but rather it is testing whether all tensors p = α1p1 +305
α2p2 + · · · + αrpr, αi ∈ F0 are r-identifiable. Indeed, the Kruskal rank of a set of306
points is a projective property: the Kruskal ranks of {[p1], . . . , [pr]} and {p1, . . . , pr}307
with [pi] ∈ S are the same. This also means that Kruskal’s test fails as soon as there308
exists one point q = α1p1+α2p2+· · ·+αrpr, αi ∈ F0, that is not identifiable. Since all309
points q = α1p1+α2p2+· · ·+αrpr with some αi = 0 are of rank at most r−1 and thus310
not r-identifiable, one could say that the r-secant plane 〈[p1], [p2], . . . , [pr]〉, pi ∈ Ŝ0,311
is r-identifiable if and only if all elements of {α1p1 + α2p2 + · · · + αrpr | αi ∈ F0}312
are r-identifiable. Kruskal’s criterion is thus a criterion for checking that the r-secant313
plane 〈[p1], [p2], . . . , [pr]〉 is r-identifiable, when a particular tensor rank decomposition314
p = p1 + p2 + · · ·+ pr, [pi] ∈ S, is provided as input.315
We are not aware of criteria for specific r-identifiability that take into account316
the coefficients of the given decomposition. It is not inconceivable that for some high317
rank r, the secant space 〈p1, . . . , pr〉 contains both r-identifiable and r-nonidentifiable318
points. Perhaps taking the coefficients into account could lead to criteria for specific319
identifiability that apply for higher ranks.320
Consider a d-factor Segre product S = Seg(Fn1 × · · · × Fnd) and let h unionsq k unionsq l =321
{1, 2, . . . , d}. Then, S = Seg(Sh×Sk×Sl) ↪→ Sh,k,l, so an order-d rank-1 tensor of S322
can be viewed as an order-3 rank-1 tensor in Sh,k,l. We could try to apply Kruskal’s323
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criterion by interpreting p ∈ σ0r(S) as a third-order tensor p ∈ σ0r(Sh,k,l). Note that324
σr(S) is a Zariski-closed subset5 of σr(Sh,k,l) so that we cannot immediately conclude325
from Proposition 10 that Kruskal’s criterion applied to reshaped tensors is effective.326
The range of effectiveness follows from the following result.327
Lemma 12. Let S = Seg(PFn1 × · · · ×PFnd) with F = R or C. Then, there exists328
a Euclidean-dense, Zariski-open subset G ⊂ S×r such that for every nonempty h ⊂329
{1, 2, . . . , d} and every (p1, p2, . . . , pr) ∈ G, the points (pih(p1), pih(p2), . . . , pih(pr)) ∈330
Sh are in GLP.331
Proof. For r = 1 the statement is obvious. So assume that r ≥ 2.332
We prove the existence of G = G{1,2,...,d} by induction on the cardinality of h.333
Specifically, we show that for every h ⊂ {1, 2, . . . , d} the configurations (p1, . . . , pr) ∈334
Sh that are not in GLP form a Zariski-closed subset Gh ⊂ S×rh . Let h = {i}. Then,335
Sh = PFni . Let s = min{ni, r}. By definition, the configurations in S×rh wherein the336
first set of s points are not in GLP can be described as337 ⋃
[q2],...,[qr]∈Sh
⋃
α2,...,αs∈F
([α2q2 + · · ·+ αsqs], [q2], . . . , [qr]) ⊂ S×rh ,(5)
338
339
which can be obtained from a projection of PFs−1 × S×r−1h , so that its dimension is340
strictly less than dimS×rh because min{r, ni} − 2 = dimPFs−1 < dimSh = ni − 1.341
Hence (5) is a Zariski-closed set in S×rh . The configurations in S×rh where qi ∈342
Sh is a linear combination of s − 1 other points in Sh can all be obtained from343
permuting the factors in the Cartesian product in (5). It follows that the union344
of all these Zariski-closed sets is precisely the Zariski-closed subset Gh ⊂ S×rh of345
configurations (q1, . . . , qr) ∈ S×rh that are not in GLP. Note that the sets Gh are346
F-varieties because linear dependence of vectors can be formulated as a collection of347
determinantal equations with coefficients in Z ⊂ F.348
Assume now that the statement is true for all j ⊂ {1, 2, . . . , d} whose cardinality349
is less than or equal to k−1. Then, we prove that it is true for every h ⊂ {1, 2, . . . , d}350
of cardinality k. Let s = min{∏i∈h ni, r}. By induction, the sets Gj with j ( h are351
Zariski-closed. Consider the surjective map352
(S×rj \Gj)× (S×rh\j \Gh\j)→ S×rh \Hh,j353
([x1], [x2], . . . , [xr])× ([y1], [y2], . . . , [yr]) 7→ ([x1 ⊗ y1], [x2 ⊗ y2], . . . , [xr ⊗ yr]),354355
where Hh,j can be defined as
Hh,j = {([x1 ⊗ y1], . . . , [xr ⊗ yr]) | ([x1], . . . , [xr]) ∈ Gj or ([y1], . . . , [yr]) ∈ Gh\j}.
Let Πl =
∏
i∈l ni for any l ⊂ {1, 2, . . . , d}. Let a Gro¨bner basis of the ideal of356
Gj consist of the F-polynomials fi(x1,1, x2,1, . . . , xΠj,1, . . . , x1,r, x2,r, . . . , xΠj,r), and357
similarly let gi(y1,1, y2,1, . . . , yΠh\j,1, . . . , y1,r, y2,r, . . . , yΠh\j,r) be the polynomials in358
a Gro¨bner basis of the ideal of Gh\j. Let Zi,j,k = xi,kyj,k with i = 1, . . . ,Πj, j =359
1, . . . ,Πh\j, and k = 1, . . . , r be variables for S×rh . Then, Hh,j ⊂ S×rh is contained in360
the variety whose ideal is spanned by the following set of F-polynomials:361
362
fi(Z1,µ,1, . . . , ZΠj,µ,1, . . . , Z1,µ,r, . . . , ZΠj,µ,r) ·363
gj(Zν,1,1, . . . , Zν,Πh\j,1, . . . , Zν,1,r, . . . , Zν,Πh\j,r)364365
5We are assuming here that Sh,k,l is nondefective [1].
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for every (i, j), µ = 1, 2, . . . ,Πh\j, and ν = 1, 2, . . . ,Πj. As Gj is Zariski-closed by366
induction, Hh,j is Zariski-closed. Thus the finite union Hh =
⋃
j(hHh,j is a Zariski-367
closed set. Now, S×rh \ Hh contains all configurations (p1, p2, . . . , pr) for which for368
every j ( h we have that (pij(p1), pij(p2), . . . , pij(pr)) is in GLP. As in the proof of the369
base case, it is straightforward to show that there exists a Zariski-closed set G′h ⊂ S×rh370
that contains all configurations that are not in GLP. The proof is then concluded by371
setting Gh = G
′
h ∪Hh.372
The foregoing result has some implications for the Khatri–Rao product that could373
be of independent interest, generalizing [37, Corollary 1] to the real case.374
Corollary 13. Let (A1, A2, . . . , Ad) ∈ Fn1×r × Fn2×r × · · · × Fnd×r be generic.375
Then, for every h ⊂ {1, 2, . . . , d} of cardinality k > 0 the matrix Ah1Ah2· · ·Ahk376
has the maximal rank, i.e., min{r,∏i∈h ni}.377
It follows immediately from Proposition 10 and Lemma 12 that Kruskal’s theorem378
with reshaping is effective in the broadest range that one could have expected.379
Theorem 14 (Reshaped Kruskal criterion). Let d ≥ 3, and let S = Seg(PFn1 ×380
PFn2 × · · · × PFnd), and let p ∈ 〈p1, p2, . . . , pr〉 with pi = a1i ⊗ · · · ⊗ adi ∈ Ŝ. Let381
Πm =
∏
`∈m n` for any m ⊂ {1, 2, . . . , d}. Let h unionsq k unionsq l = {1, 2, . . . , d} be such that382
Πh ≥ Πk ≥ Πl. Let the Kruskal ranks of the factor matrices Ah, Ak and Al be denoted383
by κ1, κ2 and κ3 respectively. Then, p is r-identifiable if r ≤ 12 (κ1 + κ2 + κ3) − 1.384
Furthermore, letting δ = Πk + Πl −Πh − 2, this criterion is effective if385
r ≤ Πh + min{ 12δ, δ}.(6)386387
4.2. A heuristic for reshaping. Choosing the partition hunionsqkunionsql in Theorem 14
influences the range in which the criterion is effective. Note that if Πh ≥ r ≥ Πk ≥ Πl,
then the criterion in Theorem 14 is effective for r ≤ Πk+Πl−2. After our discussions
with I. Domanov, we realized that a good heuristic yielding a large effective range of
identifiability consists of first choosing
k ∈ arg max
y⊂{1,...,d},
xunionsqyunionsqz={1,...,d},
Πx≥Πy≥Πz
Πy, and then h ∈ arg min
x⊂{1,...,d},
xunionsqkunionsqz={1,...,d},
Πx≥Πk≥Πz
Πx,
and finally l = {1, 2, . . . , d}\(h∪k). One should thus first try to maximize the second-388
largest reshaped dimension Πk, and then minimize the largest reshaped dimension.389
Example 15. Let d = 4. Then there are 6 distinct partitions of {1, 2, 3, 4}, namely390
σ1,2 = {1, 2} unionsq {3} unionsq {4}, σ1,3 = {1, 3} unionsq {2} unionsq {4}, σ1,4 = {1, 4} unionsq {2} unionsq {3}, σ2,3 =391
{2, 3} unionsq {1} unionsq {4}, σ2,4 = {2, 4} unionsq {1} unionsq {3}, and σ3,4 = {3, 4} unionsq {1} unionsq {2}. The392
effective range of the reshaped Kruskal criterion in Theorem 14 corresponding to393
these partitions is given below for a few arbitrarily chosen shapes:394
(n1, n2, n3, n4) σ1,2 σ1,3 σ2,3 σ1,4 σ2,4 σ3,4
(17, 13, 13, 2) 13 13 17 24 27 27
(17, 8, 3, 2) 3 8 17 9 17 12
(15, 15, 11, 10) 19 23 23 24 24 28
(15, 13, 9, 4) 11 15 17 20 22 26
(12, 10, 7, 7) 12 15 17 15 17 20395
396
The values highlighted in bold correspond to the choice of the heuristic. In all of these397
examples, the heuristic choice resulted in the largest range for which the reshaped398
Kruskal criterion could be applied.399
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The heuristic is asymptotically optimal in two extreme cases, namely when S400
is unbalanced and when n1 = n2 = · · · = nd = n. We expect that the proposed401
partitioning should perform reasonably well in other instances as well.402
Proposition 16. Let S = Seg(PFn×· · ·×PFn) be a d-factor Segre product. Then
the reshaped Kruskal criterion is effective for
r ≤

3
2n− 1 if d = 3,
2n− 2 if d = 4,
nb(d−1)/2c + 12n
d−2b(d−1)/2c − 1 if d ≥ 5.
Furthermore, for large n this is the largest range in which Theorem 14 applies.403
Proof. The case d = 3 is Proposition 10.404
In the case d = 4, the only admissible reshaping, up to a permutation of the405
factors, is to a n2 × n × n tensor. An application of Theorem 14 yields the result.406
Since it is the only admissible reshaping, it is optimal.407
Let d ≥ 5. Let the cardinality of h, k, and l be respectively α, β, and γ, where408
α + β + γ = d and α ≥ β ≥ γ ≥ 1. Suppose first that r ≥ nα ≥ nβ ≥ nγ , so that409
the criterion is effective if nα ≤ r ≤ 12 (nα + nβ + nγ) − 1. For sufficiently large n,410
these inequalities are consistent only if α = β ≥ γ. In this case, the criterion would411
be effective up to r ≤ nα + 12nγ − 1. If n is sufficiently large, the optimal case is412
obtained when α = β = b(d − 1)/2c and γ = d − 2α. This is precisely what one413
obtains by applying the proposed heuristic. Indeed, in the first step we would choose414
α ≥ β = b(d − 1)/2c. Then, α could either be b(d − 1)/2c or d(d − 1)/2e with the415
heuristic suggesting to pick α = β. Finally, the value of γ is set to d − 2α so that416
γ ≤ 2 ≤ β ≤ α. The remaining configurations do not result in a larger range of417
effective identifiability. If nα ≥ r ≥ nβ ≥ nγ , then the reshaped Kruskal criterion418
is effective for r ≤ nβ + nγ − 2. There is but one choice of β that might result in a419
larger range than the proposed heuristic, namely β = b(d − 1)/2c, α = d(d − 1)/2e420
and γ = 1, and this can only occur when d is even. However, the resulting range is421
not optimal because n ≤ 12nd−2b(d−1)/2c = 12n2 (whenever n ≥ 2) for even d, so that422
the proposed heuristic always covers a wider range. If nα ≥ nβ ≥ r, then the criterion423
is effective for r ≤ nβ , but it is immediately clear that this range is not optimal.424
Proposition 17. Let S = Seg(PFn1 × · · · × PFnd) with n1 ≥ · · · ≥ nd ≥ 3 be an
unbalanced Segre variety, i.e., n1 > 1 +
∏d
i=2 nd −
∑d
i=2(ni − 1). Then the reshaped
Kruskal criterion in Theorem 14 is effective for
r ≤
d−1∏
i=2
ni + nd − 2.
Furthermore, this is the largest range in which Theorem 14 applies.425
Proof. For d = 3, we may apply Proposition 10. Since the case r ≥ n1 is not426
generically r-identifiable because of [18, Theorem 3.1] and [15, Proposition 8.2], it427
follows that r ≤ 12 (r + n2 + n3) − 1 is the widest range in which Kruskal’s criterion428
applies, concluding the proof in this case.429
Let d ≥ 4 in the remainder. Assume that n1 <
∏d−1
i=2 ni. Then, we observe that430
d−1∏
i=2
ni > n1 > 1 +
d∏
i=2
ni −
d∑
i=2
(ni − 1)
431
432
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is inconsistent, as we should have that433
1 > nd
(
1−
d−1∏
i=2
n−1i
)
−
∑d−1
i=2 (ni − 1)∏d−1
i=2 ni
+ 2
d−1∏
i=2
n−1i
434
= nd
(
1−
d−1∏
i=2
n−1i
)
−
∑d−1
i=2 ni∏d−1
i=2 ni
+ d
d−1∏
i=2
n−1i ≥ 3− (d− 1)3−d+3
435
436
where the second inequality is because of ni ≥ 3. However, the right hand side is437
never less than 1 if d ≥ 4, so that n1 ≥
∏d−1
i=2 ni. It follows that the heuristic chooses438
h = {1}, k = {2, . . . , d− 1}, and l = {d}.439
It follows from n1 ≥
∏d−1
i=2 ni that n1 is larger than every Πk with {1} unionsq k unionsq440
l = {1, . . . , d} with both k and l nonempty. So, the conditions in Theorem 14 can441
be satisfied only if h ⊂ {1, . . . , d} contains at least “1.” Whatever the partition442
hunionsqkunionsq l = {1, . . . , d} with 1 ∈ h, we must have δ < 0 because otherwise the criterion443
would be effective for r larger than n1. Therefore, the effective range of identifiability444
of Theorem 14 is r ≤ Πk + Πl − 2 with Πk ≥ Πl and where k unionsq l = {1, . . . , d} \ h. It445
follows from n1 ≥ · · · ≥ nd ≥ 3 and the observation that nia+ 1ni b > a+b when ni ≥ 3446
and a ≥ b that the maximum is reached for k = {2, . . . , d− 1}, which is precisely the447
choice of the heuristic. This concludes the proof.448
5. Symmetric identifiability. This section introduces a technique for investi-449
gating specific identifiability in the symmetric setting based on the Hilbert function.450
5.1. Basic results. A well-known result on effective symmetric identifiability is451
the catalecticant method of [35, 5.4]. It is stated below only for the even degree case452
as the reshaped Kruskal criterion applies in a wider range for odd degree.453
Proposition 18 (Iarrobino and Kanev [35]). Let d = 2m, and let V = Pvd(Fn+1)
be the Veronese variety. Let p = p1 + · · ·+ pr with pi = a◦di ∈ V̂ be a given decompo-
sition. Let the most square symmetric flattening of p be denoted by
C =
r∑
i=1
(a◦mi )(a
◦m
i )
T .
If rank(C) = r and r ≤ (n+mm ) − (n + 1), then the kernel of C is the ideal IZ,m of
polynomials of degree m simultaneously vanishing on Z = {a1, . . . ,ar}. If additionally
the degree of the closure of the zero set of IZ,m is r, then p is r-identifiable. This
criterion is effective for all
r ≤
(
n+m
m
)
− (n+ 1).
Proof. Effectiveness was proved in [45, Theorem 2.4].454
An implementation of the catalecticant method—which is easily adapted to a criterion455
for effective specific identifiability as outlined above—is also described in [45].456
The reshaped Kruskal criterion for general tensors is also effective when applied457
to reshaped symmetric tensors. If d1 + d2 + d3 = d is a partition of d, then reshaping458
a rank-1 symmetric tensor can be thought of as459
Pvd(Fn+1)→ Seg
(
Pvd1(Fn+1)× Pvd2(Fn+1)× Pvd3(Fn+1)
)
460
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[a⊗di ] 7→ [a⊗d1i ⊗ a⊗d2i ⊗ a⊗d3i ]461462
The map can be extended linearly to define reshaping for an arbitrary d-form. The im-463
age of this map is contained in the projectivization of Sd1Fn+1⊗Sd2Fn+1⊗Sd3Fn+1 ∼=464
F(
n+d1
d1
) ⊗ F(n+d2d2 ) ⊗ F(n+d3d3 ).465
Lemma 19. Let S = Seg(PFn+1×· · ·×PFn+1) be a d-factor Segre variety. Let V =466
PSdFn+1∩S be the variety of symmetric rank-1 tensors in P(Fn+1⊗· · ·⊗Fn+1). Then,467
there exists a dense, Zariski-open subset G ⊂ V×r with the property that for every h ⊂468
{1, 2, . . . , d} and every (p1, p2, . . . , pr) ∈ G, the points (pih(p1), pih(p2), . . . , pih(pr)) ∈469
Sh ∩ PS|h|Fn+1 are in GLP.470
Proof. The proof follows along the same lines as the proof of Lemma 12.471
The foregoing lemma in combination with Proposition 10 yields a symmetric472
version of the reshaped Kruskal condition in Theorem 14.473
Corollary 20. Let S = Seg(PFn+1 × · · · × PFn+1) and V = PSdFn+1 ∩ S. Let474
p ∈ 〈p1, . . . , pr〉 with pi = a⊗di ∈ V̂. Let Γk =
(
k+n
n
)
for k ∈ N. Let d1 +d2 +d3 = d be475
a partition of d, such that d1 ≥ d2 ≥ d3. Let κ1, κ2, and κ3 denote the Kruskal ranks476
of {a⊗d11 , . . . ,a⊗d1r }, {a⊗d21 , . . . ,a⊗d2r }, and {a⊗d31 , . . . ,a⊗d3r } respectively. Then, p is477
r-identifiable if r ≤ 12 (κ1 +κ2 +κ3)− 1. Furthermore, letting δ = Γd2 + Γd3 −Γd1 − 2,478
this criterion is effective if479
r ≤ Γd1 + min{ 12δ, δ}.480481
For large n, the maximum range of effective r-identifiability is attained for d1 = d2 =
b 12 (d− 1)c and d3 = d− 2d1:
r ≤

3
2n+
1
2 if d = 3,
2n if d = 4,(
d1+n
d1
)
+ 12
(
d3+n
d3
)− 1 if d ≥ 5.
Proof. The upper bound on the range of effective identifiability can be proved in482
exactly the same way as Proposition 16.483
This criterion is completely effective for the spaces listed in Theorem 2.484
Proof of Theorem 2, part I. S3F3 is the only “normal” case in the theorem. It is485
generically r-identifiable for r ≤ 3, the generic rank is 4 and the space is not perfect486
(or equiabundant). Corollary 20 applies up to 3, hence concluding this case.487
The space S3F4 is perfect and one of the exceptionally identifiable cases in Theo-488
rem 5. Generic r-identifiability holds up to r = 5 and Corollary 20 establishes effective489
specific identifiability up to r = 5 as well.490
S3F5 is a perfect space with generic rank 7 that is not generically 7-identifiable491
because of Theorem 5. It is generically r-identifiable for r ≤ 6 and Corollary 20 is an492
effective criterion in this range.493
Both S3F6 and S6F3 are effectively identifiable because Corollary 20 applies up494
to r = 8, both Pv3(F6) and Pv6(F3) are generically r-identifiable for r ≤ 8, and they495
are 9-tangentially weakly defective by Theorem 3.496
S4F3 is a perfect space with generic rank 5. Corollary 20 yields an effective specific497
identifiability criterion up to r = 4. Since S4F3 is not 5-identifiable by Theorem 5,498
the proof of this case is concluded.499
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Binary forms of even degree Pv2k(F2) are generically k-identifiable, but not identi-500
fiable for the generic rank k+1. For k = 2, Corollary 20 yields effective specific identi-501
fiability up to 2. For k ≥ 3, taking d1 = d2 = k−1 and d3 = 2, Corollary 20 implies ef-502
fective specific identifiability up to r ≤ (1+k−1)+ 12 (1+2)−1 = k+ 12 . For Pv2k+1(F2)503
generic r-identifiability exceptionally holds up to r = k + 1 by Theorem 5. Corollary504
20 then implies effective specific r-identifiability up to r ≤ (k + 1) + 122 − 1 = k + 1505
by choosing d1 = d2 = k and d3 = 1 if d ≥ 5; the case d = 3 yields r ≤ 2. This proves506
effective identifiability of SdF2 for all d ≥ 3.507
From [45, Theorem 3.5(2)], it follows that S3F5 is effectively r-identifiable via [45,508
Algorithm 3] up to rank r = 7, which is the generic rank. It is interesting to note509
that the space S3F5 is exceptionally perfect identifiable [29].510
S7F3 is a perfect space with generic rank 12. It is not exceptionally generically511
12-identifiable because of [29]. Algorithm 3 of [45] provides an effective criterion for512
r-identifiability up to r = 11, by [45, Theorem 3.5(2)].513
5.2. The Hilbert function. In this section we introduce some algebraic meth-514
ods for the detection of the identifiability of symmetric tensors, namely the Hilbert515
function of a set of points in a projective space and their h-vector. Both of these516
methods are widely used in algebraic geometry, and their application to the identi-517
fiability problem has been considered before in the literature; see, e.g., [7, 8, 14, 17].518
Yet, we believe that the interactions between the Hilbert function and tensor analysis519
have not yet been fully explored (see also [19]). We will employ these techniques in520
the next section for proving the last remaining case of Theorem 2.521
Consider a polynomial ring R = C[x0, . . . , xn] and the linear space Rd of forms522
of degree d. Let Z be a finite set in PCn+1. Call IZ the homogeneous ideal of the set523
Z. Then there is an exact sequence of graded modules: 0→ IZ → R→ R/IZ → 0.524
Definition 21. The Hilbert function HZ of the set Z associates to each integer525
d the dimension HZ(d) of the linear space (R/IZ)d.526
Remark 22. There is an interpretation of the Hilbert function in terms of the527
residue of forms at points. For a form f ∈ Rd and a point P ∈ Z, the evaluation f(P )528
is not well defined, as it depends on the choice of coordinates for P , which is fixed529
only up to scalar multiplication. However, if we consider the residues of all forms in530
a linear space at all possible homogeneous coordinates of the points of Z, then we531
get a well defined subspace of C`, where ` is the cardinality of Z. In this sense, if we532
take the residue of all forms of degree d, the dimension of the subspace of C` that we533
obtain is equal to HZ(d).534
A precise algebraic formulation of this principle is easy in the theory of sheaves.535
Call O the structure sheaf of PCn+1 and OZ the structure sheaf of Z, which is a536
skyscraper sheaf supported at the ` points of Z. Then for any degree d we have a537
well-defined surjective map of sheaves O(d) → OZ whose kernel is the ideal sheaf538
IZ(d) of Z. Taking global sections, we get an exact sequence of vector spaces 0 →539
H0(I) → H0(O(d)) → H0(OZ). Since OZ is a skyscraper sheaf, then H0(OZ) can540
be non-canonically identified with C`, while H0(O(d)) is Rd. The left-hand map541
ρd : H
0(O(d)) → H0(OZ) corresponds to taking residues, as specified above. Thus542
the rank of ρd is the value of the Hilbert function HZ(d).543
Some elementary properties of the Hilbert function are recalled next; see, e.g., [52]544
or [31, Section 2].545
Proposition 23.546
(i) 0 = HZ(−1) = HZ(−2) = . . . ;547
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(ii) HZ(0) = 1;548
(iii) HZ(1) < n+ 1 exactly when Z is contained in a hyperplane;549
(iv) HZ(d) <
(
n+d
d
)
if and only if Z is contained in a hypersurface of degree d;550
(v) HZ(d) ≤ HZ(d+ 1);551
(vi) HZ(d) cannot be bigger than the cardinality ` of Z;552
(vii) for all d 0 then HZ(d) = `, the cardinality of Z; and553
(viii) if Z ′ ⊂ Z then HZ(d) ≥ HZ′(d) for all d.554
From now on, we write `Z for the cardinality of a finite set Z. A bit more difficult,555
but still straightforward, is the proof of the next property, which is a consequence of556
Theorem 3.6 in [12] where a much more precise result is proved.557
Proposition 24. If HZ(d0) = HZ(d0 + 1) for some d0 ≥ 0, then HZ(d) = `Z558
for all d ≥ d0.559
By Proposition 23(v), hZ(d) = HZ(d) −HZ(d − 1) is always non-negative. Fur-560
thermore, by (i) and (ii) of Proposition 23 we get hZ(0) = 1, and from Proposition561
24 it follows that if hZ(d) = 0 for some d > 0, then hZ(d
′) = 0 for all d′ ≥ d.562
Definition 25. Let Z be a finite set. The h-vector of Z is the sequence of inte-563
gers (hZ(0), hZ(1), . . . , hZ(c)) where c is the maximum such that hZ(c) > 0.564
The basic properties of the h-vector, which are consequences of Propositions 23565
and 24, can be summarized as follows.566
Proposition 26.567
(i) hZ(0) = 1;568
(ii) hZ(i) > 0 for all i;569
(iii) hZ(1) is the dimension of the projective linear span of Z;570
(iv) If (hZ(0), . . . , hZ(c)) is the h-vector of Z, then HZ(c) = `Z and HZ(i) < `Z571
for i = 0, . . . , c− 1; and572
(v)
∑c
i=0 hZ(i) = HZ(c) = `Z .573
Proposition 27. If Z ′ ⊂ Z then hZ′(d) ≤ hZ(d) for all d.574
Proof. The h-vector hZ of Z corresponds to the Hilbert function of an Artinian575
reduction R/(IZ + L) with L a generic linear form (see e.g. [43, Remark 6.2.8]), and576
an Artinian reduction of Z ′ is a quotient of R/(IZ + L).577
Remark 28. Assume that HZ(d) = `Z . Then the map ρd : H
0(O(d))→ H0(OZ)578
introduced in Remark 22 surjects. Thus all the elements of H0(OZ) ' C`Z lives in579
the image of the evaluation map. In particular, the vector [ 1 0 ··· 0 ] is in the image.580
This implies that there is a form f of degree d vanishing at all the points of Z except581
for the first one. Geometrically this means that there exists a hypersurface of degree582
d in PCn+1 that contains all but one points of Z. As the same phenomenon occurs583
for all elements of the natural basis of H0(OZ) = C`Z , we can find for every P ∈ Z a584
hypersurface of degree d that contains Z \ {P} and excludes P . Thus, if HZ(d) = `Z ,585
then we will say that hypersurfaces of degree d separate the points of Z.586
The Hilbert function is closely related to the linear properties of the images of Z587
under Veronese maps of increasing degrees.588
Proposition 29. HZ(d) is equal to the (projective) dimension of the linear span589
of the image of Z in vd plus 1: HZ(d) = dim〈vd(Z)〉+ 1. Consequently, HZ(d) = `Z590
if and only if the points of vd(Z) are linearly independent.591
Proof. The projective dimension δ of the linear span 〈vd(Z)〉 is equal to N minus592
the affine dimension of the space of linear forms whose corresponding hyperplanes in593
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PCN+1 contain vd(Z). Thus δ is equal to N − dim(J1), where J is the homogeneous594
ideal of vd(Z) in PCN+1 and J1 denotes the linear forms of J . Now notice that595
N + 1 =
(
n+d
d
)
= dimRd. Moreover, J1 corresponds to the space of forms in Rd596
which contain Z. Since, by definition, HZ(d) = dimRd − dim Id, where I ⊂ R is the597
homogeneous ideal of Z in PCn+1, the claim follows.598
If Z is the union of two disjoint sets A and B, then the Hilbert function provides599
a way to compute the dimension of the intersection 〈vd(A)〉 ∩ 〈vd(B)〉.600
Proposition 30. If A and B are subsets of PCn+1 and both vd(A) and vd(B)601
are linearly independent sets, then dim(〈vd(A)〉 ∩ 〈vd(B)〉) = `A + `B − HZ(d) − 1,602
where Z = A ∪B.603
Proof. We use the Grassmann formula:604
dim
(〈vd(A)〉 ∩ 〈vd(B)〉) = dim(〈vd(A)〉) + dim(〈vd(B)〉)− dim (〈vd(A)〉+ 〈vd(B)〉) .605606
Since vd(A) and vd(B) are linearly independent, it follows that dim(〈vd(A)〉) = `A−1607
and dim(〈vd(B)〉) = `B − 1. Moreover by Proposition 29, dim(〈vd(A)〉 + 〈vd(B)〉) =608
dim(〈vd(A) ∪ vd(B)〉) = HZ(d)− 1. The claim follows.609
We introduce a fundamental property of finite sets of points in a projective space.610
Definition 31. We say that a finite set of points Z ⊂ PCn+1 satisfies the Cayley-611
Bacharach property in degree d—abbreviated as CB(d)—if for every P ∈ Z every612
form of degree d vanishing at Z \ {P} also vanishes at P .613
If Z satisfies CB(d), then hypersurfaces of degree d cannot separate the points614
of Z; in some sense CB(P ) is the exact opposite of separation. Thus, if Z satisfies615
CB(d), then HZ(d) < `Z and hZ(d + 1) > 0. However, the converse is false. For616
instance, the set Z consisting of four points in PC3, three of them aligned, does not617
satisfy CB(1), while HZ(1) < 4.618
The main reason for introducing the CB(d) property is the following result, which619
strongly restricts the Hilbert functions of sets with a Cayley-Bacharach property.620
Theorem 32 (Geramita, Kreuzer, and Robbiano [30]). The h-vector of a set of
points Z which satisfies CB(d) has the following property: for all k ≥ 0,
hZ(0) + hZ(1) + · · ·+ hZ(k) ≤ hZ(d+ 1− k) + · · ·+ hZ(d) + hZ(d+ 1).
We proceed by showing the link between Hilbert functions of finite sets and the
identifiability problem for symmetric tensors. Let A ∈ Sd(Cn+1) be a symmetric ten-
sor with two different “minimal” decompositions A = v◦d1 + · · ·+v◦dr = w◦d1 + · · ·w◦ds .
In the present context, minimality of the decompositions means that A does not lie in
the span of a proper subset of the v◦di ’s or of the w
◦d
j ’s. Let Pi = [vi] and Qj = [wj ]
be the points of PCn+1 corresponding to the elements of the decompositions. Define
A = {P1, . . . , Pr}, B = {Q1, . . . , Qs}, and Z = A ∪B.
Then, the projective point [A] ∈ P(SdCn+1) belongs to both spans 〈vd(A)〉 and621
〈vd(B)〉. The minimality assumption means that [A] does not belong to the linear span622
of any proper subset of either vd(A) or vd(B). So, the intersection 〈vd(A)〉∩〈vd(B\A)〉623
is necessarily non-empty and [A] belongs to the span of 〈vd(A)〉 ∩ 〈vd(B \ A)〉 and624
vd(A) ∩ vd(B). In particular, it follows that the points of 〈vd(Z)〉 are not linearly625
independent. Hence HZ(d) < `(Z), so that hZ(d+ 1) > 0 by Proposition 26(iv).626
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In applications, we are mainly confronted with sets A and B that are in GLP,627
essentially because of Lemma 12. In terms of the Hilbert function, Z is in GLP if628
and only if for every subset Z ′ of Z of k ≤ n + 1 points we have that HZ′(1) = k629
and hZ′(1) = k − 1. In other words, if we consider an (n + 1) × `Z matrix M whose630
columns consist of the projective coordinates for the points of Z, then Z is in GLP if631
and only if every set of min{`Z , n+ 1} columns of M is linearly independent.632
6. An effective criterion for S4C4. We show how an analysis of the Hilbert633
function yields an effective criterion for symmetric tensors of type 4× 4× 4× 4. The634
goal consists of affirming the r-identifiability of a tensor635
A = v◦41 + · · ·+ v◦4r(7)636637
for any value of r. The results of [23, 42] entail that generic tensors of rank r = 8638
in P(S4C4) are (exceptionally) not 8-identifiable; they admit two distinct complex639
decompositions; see, e.g., [22, Section 2]. Consequently, decompositions with r ≥ 9640
are also not generically r-identifiable. On the other hand, it was proved in [6] that641
generic tensors of rank r ≤ 7 in P(S4C4) are identifiable.6 An effective criterion for642
4 × 4 × 4 × 4 symmetric tensors should thus certify generic r-identifiability for all643
r ≤ 7. The reshaped Kruskal criterion (Corollary 20) is effective in the symmetric644
setting if r ≤ (3+22 ) + min{ 12δ, δ} = 10 − 4 = 6 because δ = 4 + 4 − (3+22 ) − 2 = −4.645
To our knowledge, no effective criterion is known for r = 7 in the literature. Here we646
derive such a criterion, thereby concluding the proof of Theorem 2.647
6.1. Theory. Assume that we are given the decomposition (7) with length r = 7648
and that we should determine if A is 7-identifiable. We make two assumptions. First,649
we assume that the given decomposition is minimal. One can ascertain minimality by650
checking that HA(4) = 7, which is a rank computation. If the decomposition is not651
minimal, then it is not of rank 7, and so not 7-identifiable. The second assumption is652
that A = {[v1], . . . , [v7]} is in GLP, a condition which is easily verified. By Lemma653
12, the subset of points not in GLP on σ7(v4(C4)) forms a Zariski-closed set. Hence,654
this assumption will not alter the effectiveness of our criterion.655
We show that a different decomposition A = w◦41 + · · ·+ w◦4s with s ≤ 7 does not656
exist. Arguing by contradiction, we assume that a second decomposition exists and657
investigate which consequences it has on the geometry of A. We can assume without658
loss of generality that this alternative decomposition is minimal. In the remainder,659
let B = {[w1], . . . , [ws]} and Z = A ∪B.660
Proposition 33. If alternative decompositions exist, then we can choose an al-661
ternative decomposition with A and B disjoint.662
The proof of this result is delayed until after Proposition 35.663
Proposition 34. Alternative decompositions exist only if Z satisfies CB(4).664
Proof. Assume it does not. Then, there exist a P ∈ Z and a form of degree 4665
that contains Z ′ = Z \ {P} but excludes P . Thus, the homogeneous ideals satisfy666
dim(IZ)4 < dim(IZ′)4, so that HZ(4) > HZ′(4). It follows that hZ(q) > hZ′(q) for667
some value q ≤ 4. Since hZ(i) ≥ hZ′(i) for all i by Proposition 27, and
∑
hZ(i) =668
`Z = 1 + `Z′ = 1 +
∑
hZ′(i), it follows that hZ(q) = 1 + hZ′(q) and hZ(i) = hZ′(i)669
for i 6= q. Thus, HZ(4) = HZ′(4) + 1.670
6Combining the Alexander–Hirschowitz theorem [2] with [42, Corollary 4.5] also yields this result.
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Now assume that P ∈ A and recall that we may assume A∩B = ∅ by Proposition671
33. Setting A′ = A \ {P}, we get from Proposition 30 that672
dim(〈v4(A)〉 ∩ 〈v4(B)〉) = `A + `B −HZ(4)− 1 = `A′ + `B −HZ′(4)− 1673
= dim(〈v4(A′)〉 ∩ 〈v4(B)〉),674675
so that 〈v4(A)〉 ∩ 〈v4(B)〉 = 〈v4(A′)〉 ∩ 〈v4(B)〉. Consequently, A belongs to v4(A′),676
contradicting the assumption of minimality. If P ∈ B we similarly obtain that A677
belongs to the span of v4(B \ {P}), contradicting the minimality of B.678
Proposition 35. Alternative decompositions exist only if s = |B| = 7. The h-679
vector of Z is (1, 3, 3, 3, 3, 1) and Z is contained in an irreducible twisted cubic curve.680
Proof. Since A is in GLP, the h-vector of A is (1, 3, 3). Indeed, hA(0) = 1 is681
obvious, while hA(1) = 3 because A spans PC4. So by Proposition 26 it just remains682
to prove that HA(2) = 7. For any P ∈ A, divide the remaining 6 points in two set of683
three points each, and then take the two planes spanned by the two sets. As A is in684
GLP, no four points of A belong to a plane, so that the two planes define a quadric685
that contains A\{P} and misses P . Thus, A is separated by quadrics and HA(2) = 7686
by Remark 28.687
Z satisfies CB(4) by Proposition 34, and hence, by Theorem 32,688
hZ(5) ≥ hZ(0) = 1,689
hZ(4) + hZ(5) ≥ hZ(0) + hZ(1) = 4, and690
hZ(3) + hZ(4) + hZ(5) ≥ hZ(0) + hZ(1) + hZ(2) = 4 + hZ(2).691692
Since hZ(2) ≥ hA(2) = 3 by Proposition 27, `Z ≥
∑5
i=0 hZ(i) ≥ 14 so that s ≥ 7. It693
follows that s = 7 and `Z =
∑5
i=0 hZ(i) = HZ(5) = 14, and, hence, hZ(2) = 3. In694
particular HZ(2) = 7, so Z is contained in three linearly independent quadric surfaces.695
Clearly these quadric surfaces cannot meet in a finite number of points, since `Z > 8.696
We will prove that C is a twisted cubic curve that contains Z.697
Notice that hZ(3) cannot be bigger that 3, because hZ(4)+hZ(5) ≥ 4. If hZ(3) ≤698
2, then by [12, Theorem 3.6] and its proof one has also hZ(4), hZ(5) ≤ 2, contradicting699
hZ(3) +hZ(4) +hZ(5) ≥ hZ(2) +hZ(1) +hZ(0) = 7. Hence hZ(3) = 3. It also follows700
that hZ(4)+hZ(5) ≤ 4. Thus, equality holds. If hZ(4) ≤ 1 then also hZ(5) ≤ 1 by [12,701
Theorem 3.6] again, which is a contradiction. Hence, there are only two possibility702
left for the h-vector of Z, namely hZ = (1, 3, 3, 3, 2, 2) or hZ = (1, 3, 3, 3, 3, 1). Next,703
we use again [12, Theorem 3.6]. In the former case, since hZ(4) = hZ(5) = 2, then704
there exists a curve C of degree 2 containing a subset Z ′ ⊂ Z, and the ideal of C705
coincides with the ideal of Z ′ up to degree 5. If C is a conic, then it must contain at706
least 11 points of Z ′, hence at least 4 points of A, which is impossible since a conic is707
a plane curve and A is in GLP. If C is a disjoint union of lines then it must contain708
at least 12 points of Z, hence at least 5 points of A, which is excluded since A has no709
three points on a line.710
We can conclude that the h-vector of Z is (1, 3, 3, 3, 3, 1), so hZ(3) = hZ(4) = 3.711
Then, by [12, Theorem 3.6] there exists a cubic curve C which contains a subset Z ′ of712
Z whose ideal coincides with the ideal of C up to degree 4. If C is a plane curve, then713
its h-vector is (1, 2, 3, 3, 3, . . . ), so Z ′ can miss at most 2 points of Z, which contradicts714
again the GLP of A. If C spans PC4, then the h-vector of C is (1, 3, 3, 3, 3, . . . ) and715
the homogeneous ideal is generated in degree at most 3. So, if C misses some points716
of Z, then hZ(3) > hC(3) = 3, which is a contradiction. Thus C contains Z, hence it717
contains A.718
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It remains to show that C is irreducible. C cannot split in three lines, for one line719
would then contain three points of A. If it splits in a line and an irreducible (plane)720
conic, then either there exists a line containing three points of A, or 5 points of A lie721
in the plane of the conic. Both situations contradict the GLP of A.722
Proof of Proposition 33. Suppose that in every alternative decomposition B of
cardinality equal to the rank s ≤ 7 of A some of the points appear in both A and B,
say A ∩B = {[v1], . . . , [vk]} with k > 0. Then
A = v◦41 + v
◦4
2 + · · ·+ v◦47 = λ1v◦41 + · · ·+ λkv◦4k + w◦4k+1 + · · ·+ w◦4s .
It follows that
A′ = (1− λ1)v◦41 + · · ·+ (1− λk)v◦4k + v◦4k+1 + · · ·+ v◦47 = w◦4k+1 + · · ·+ w◦4s .
If any of the λj are equal to 1, then A
′ would be an identifiable tensor because723
of Kruskal’s theorem and the assumption that A is in GLP. It follows that s ≥ 7,724
hence, s = 7. Comparing the lengths of the decompositions of A′, it follows that all725
λj = 1. But then {[vk+1], . . . , [v7]} = {[wk+1], . . . , [w7]} because of the identifiability726
of A′. This implies the decompositions A and B of A consist of the same set of points:727
A = B. By the assumption on minimality of A, it follows that A is identifiable as728
well, which contradicts our assumption.729
So, none of the λj are equal to 1. Then A
′ has two decompositions, A is still730
in GLP, and we let B′ = B \ A = {[wk+1], . . . , [ws]} and Z ′ = A ∪ B′. Applying731
Proposition 35 to Z ′ yields that A′ has alternative decompositions only if |B′| = 7,732
requiring s ≥ 8 6≤ 7, contradicting the assumption that B was of minimal cardinality.733
This proves that if A is not 7-identifiable with A in GLP, then there must exist734
at least one set of points B such that A ∩B = ∅ and A ∈ 〈vd(A)〉 ∩ 〈vd(B)〉.735
Proposition 36. If A is contained in an irreducible rational twisted cubic curve736
C, then A is not identifiable and the given decomposition of A is contained in a737
positive dimensional family of decompositions. In other words, there exists a positive738
dimensional family of subsets At of cardinality 7 in v4(PC4), with A0 = A, such that739
A belongs to the span of each v4(At).740
Proof. The twisted cubic is itself the image of a Veronese map C = v3(PC2), thus741
v4(C) = v12(PC2) is a rational normal curve in PC13. The secant variety σ7(v12(PC2))742
covers PC13 and every rank-7 point of PC13 is contained in a 1-dimensional family of743
7 secant spaces. Thus when A is contained in a twisted cubic, then A lies into the744
space PC13 spanned by v4(C) = v12(PC2) and consequently it has infinitely many745
decompositions as a sum of 7 tensors of rank 1, lying in v4(C). Thus there exists a746
1-dimensional family of decompositions for A which includes A.747
Verifying that there does not exist a positive dimensional family of alternative748
decompositions over F may be accomplished by exploiting the following result, which749
is essentially implicit in Terracini’s paper [55].750
Lemma 37. Let V ⊂ FN be an affine variety that is not r-defective. Let the751
points p1, . . . , pr ∈ V, and let TpiV ⊂ FN denote the affine tangent space to V at752
pi. If the pi’s are contained in a family of decompositions of positive dimension, then753
dim〈Tp1V, . . . ,TprV〉 < dimσr(V).754
Proof. Let p =
∑r
i=1 pi(t) with pi(0) = pi and t in a neighborhood of zero be
a smooth curve passing through the pi’s along which p remains constant. As V
is a variety, the Taylor series expansion of this analytic curve is well-defined and
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by [39, Lemma 2.1] may be written as pi(t) = pi+ tp
(1)
i + t
2p
(2)
i + · · · with p(1)i ∈ TpiV
and p
(k)
i ∈ FN . After grouping terms by powers of t, we have
p = p+ t
r∑
i=1
p
(1)
i + t
2
r∑
i=1
p
(2)
i + · · · .
Since this holds for all t in a neighborhood of 0, it follows that
∑r
i=1 p
(k)
i = 0 for all755
k. In particular the case k = 1 entails that dim〈Tp1V, . . . ,TprV〉 is strictly less than756
the expected dimension of σr(V). By assumption on V, this concludes the proof.757
By Terracini’s Lemma [55] we know that if the (p1, . . . , pr) are generic and V758
is nondefective, then dim〈Tp1V, . . . ,TprV〉 = dimσr(V) so that the foregoing lemma759
can effectively exclude the possibility that such a positive dimensional family exists.760
The next sufficient condition for specific 7-identifiability in S4C4 is then obtained.761
Proposition 38. Let F = R or C. Let pi = λia◦4i ∈ v4(F4) ⊂ S4F4, with762
λi ∈ F and ai ∈ F4 for i = 1, . . . , 7, be given in the form of a factor matrix A =763
[ λ1/41 a1 ··· λ1/47 a7 ] . If A is in GLP, A  A  A  A is of rank 7, and there does not764
exist a family of alternative complex decompositions passing through A, then A =765 ∑7
i=1 λia
◦4
i ∈ S4F4 is 7-identifiable over C, and, hence, 7-identifiable over F.766
Proof. For F = C, we can assume without loss of generality that all λi = 1. The767
result then follows from Proposition 36.768
For F = R, it suffices to note that we can apply Proposition 36 to every complex
decomposition of length 7, in particular we can apply it to the right-hand side of
A =
7∑
i=1
λia
◦4
i =
7∑
i=1
(λ
1/4
i ai)
◦4 ∈ S4R4,
which in general is a complex Waring decomposition. If the conditions of the proposi-769
tion are satisfied for the decomposition on the right-hand side, then it also proves that770
the corresponding real Waring decomposition is the unique complex decomposition of771
A, and, hence, it is the unique decomposition over both R and C.772
6.2. The algorithm. Assume that we are given a decomposition
A =
r∑
i=1
pi =
r∑
i=1
λia
◦4
i ∈ S4F4
with λi ∈ F0 and ai ∈ F4 \{0}, i = 1, . . . , r, as a matrix A = [ λ1/41 a1 ··· λ1/41 ar ] ∈ C4×r.773
Then, the following steps should be taken.774
S1. If r ≥ 8, the algorithm terminates claiming that it can not prove the identi-775
fiability of A.776
S2. If r = 1, the algorithm terminates, stating that A is 1-identifiable.777
S3. If 2 ≤ r ≤ 6, perform the following steps:778
S3a. Compute the Kruskal ranks κ1 and κ2 of A and AA respectively.779
S3b. If r ≤ κ1 + 12κ2 − 1, then the algorithm terminates stating that A is780
r-identifiable. Otherwise it terminates, unable to prove identifiability.781
S4. If r = 7, perform the following steps:782
S4a. Compute AAAA and verify that its rank equals 7. If it does not,783
the algorithm terminates stating that A is not 7-identifiable.784
S4b. Compute the Kruskal rank of A. If it is not 4, the algorithm terminates785
claiming that it cannot prove identifiability.786
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S4c. Let Ti be a basis for the tangent space Tpiv4(C4). Compute the rank787
of T = [ T1 ··· Tr ]. If it does not equal 21, then the algorithm terminates788
claiming that it cannot prove 7-identifiability.789
S4d. The algorithm terminates, stating that A is 7-identifiable.790
Proof of Theorem 2. The fact that the above algorithm is effective for all tensors791
in S4F4 is trivial for r = 1; it follows from Corollary 20 for 2 ≤ r ≤ 6; for r = 7 it792
follows from the fact that the assumptions leading to Proposition 36, namely GLP793
and minimality, fail only on Zariski-closed sets as well as the fact that Pv4(C4) is not794
defective for r = 7 [2] so that the dimension condition in Lemma 37 is only satisfied795
on a Zariski-closed set—effectiveness in the real case follows from the foregoing, [47]796
and the fact that Pv4(C4) is not 7-defective; and for r ≥ 8 the generic element of797
σr(V) is not complex r-identifiable.798
6.3. Two examples. We present two cases illustrating the foregoing algorithm799
in the original case r = 7 using our implementation in Macaulay2 [32].7800
An identifiable example. Consider a real Waring decomposition of length 7 that
was randomly generated in Macaulay2:
A =
7∑
i=1
a◦4i , with A =
[
ai
]7
i=1
=
 5 −3 1 7 3 1 −90 9 1 2 8 −2 6−8 5 5 −3 −4 −6 −8
3 7 9 −3 8 7 −7
.
Executing the algorithm, we can skip steps S1–S3 and immediately move to step801
S4a. The rank of A A A A is computed to be 7, so we proceed with step S4b.802
The Kruskal rank of A, which consists of computing the rank of 35 7 × 7 matrices,803
is computed to be 4. In step S4c, we compute rank of the 35 × 28 matrix T whose804
columns span a subspace of the tangent space to σr(SC) at A. The rank of this matrix805
is the maximal value 28, so by Proposition 38 we may conclude that there is just one806
complex Waring decomposition. Since we started from a real decomposition, it follows807
that this is the unique Waring decomposition of A.808
A nonidentifiable example. The following classical lemma gives infinitely many809
Waring decompositions of the degree 12 binary form (x2 +y2)6. The seven summands810
correspond to seven consecutive vertices of a regular 14-gon in the Euclidean plane811
with coordinates (x, y).812
Lemma 39 (Reznick [48, Theorem 9.5]). Let R = 2−12 · 7 · (126 ). Then ∀φ ∈ R:
6∑
k=0
(
cos
(kpi
7
+ φ
)
x+ sin
(kpi
7
+ φ
)
y
)12
= R(x2 + y2)6.
These decompositions are minimal, in the sense that rankC
(
(x2 + y2)6
)
= 7.813
From the previous lemma we get the following example with infinitely many814
decompositions of a rank 7 symmetric tensor in R4 ⊗ R4 ⊗ R4 ⊗ R4. Let z0, . . . , z3815
be coordinates in R4 and let Ak,φ = cos3(kpi7 + φ)z0 + cos
2(kpi7 + φ) sin(
kpi
7 + φ)z1 +816
cos(kpi7 + φ) sin
2(kpi7 + φ)z2 + sin
3(kpi7 + φ)z3 be a linear form in PR
4. These linear817
forms correspond to points on the twisted cubic curve parametrized by zi = x
3−iyi818
7Our implementation in Macaulay2 can be accessed at https://arxiv.org/abs/1609.00123.
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in the dual space. Now define819
(8) A =
6∑
k=0
a◦4k,φ with ak,φ =

cos3(kpi7 + φ)
cos2(kpi7 + φ) sin(
kpi
7 + φ)
cos(kpi7 + φ) sin
2(kpi7 + φ)
sin3(kpi7 + φ)
 .
820
Then A is a symmetric tensor in R4 ⊗ R4 ⊗ R4 ⊗ R4 (or equivalently a quartic poly-821
nomial) which does not depend on φ by Lemma 39. For every φ, (8) is a different822
Waring decomposition with seven summands of A.823
We now apply the algorithm to this example, where we have chosen φ = 0 as824
particular decomposition to be handed to the algorithm. It will be necessary to825
perform numerical computations as A no longer admits coordinates over the integers.826
The -rank of a matrix is defined as the number of singular values that are larger827
than ; the rank of a matrix is its 0-rank. There always exists a positive δ > 0828
such that all the δ′-ranks of a matrix are equal for all 0 ≤ δ′ ≤ δ. Through a rigorous829
perturbation analysis this value of δ can be determined; however, in this brief example830
such an approach is not pursued. In Macaulay2, the -rank can be computed with the831
numericalRank function from the NumericalAlgebraicGeometry package. In our832
experiment, we used the arbitrary choice  = 10−12. Running the algorithm, it skips833
steps S1, S2 and S3. The numerical rank of A  A  A  A was determined to be 7834
in step S4a (the largest and smallest singular values were approximately 1.08615 and835
0.21978 respectively). In step S4b, the (numerical) Kruskal rank was 4. Computing836
the singular values of T in step S4c resulted in the following values:837
27.4692; 27.3073; 8.70636; 8.59365; 7.26970; 7.11095; 7.02903;
6.83427; 4.05864; 3.89601; 3.01363; 2.45649; 2.24154; 2.07335;
1.90712; 1.90496; 1.58224; 1.52450; 1.35632; 1.26918; 1.00762;
0.553879; 0.481666; 0.424916; 0.364948; 0.175228; 0.165698; 6.60364 · 10−16.838839
The numerical rank is only 27 < dimσ7(v4(C4)) = 28. So the algorithm terminates840
claiming that it cannot prove 7-identifiability of A =
∑6
k=0 a
◦4
k,0. As A has a family841
of decompositions of positive dimension, this was expected.842
7. Application to algorithm design. An important consequence of Theorem843
14 is that it provides a solid theoretical foundation for algorithms computing tensor844
rank decompositions based on reshaping, such as [11,46]. These algorithms attempt to845
recover a tensor rank decomposition of a rank-r tensor as in (1), living in Fn1 ⊗Fn2 ⊗846
· · ·⊗Fnd , by considering A as an element of FΠh⊗FΠk⊗FΠl with hunionsqkunionsql = {1, 2, . . . , d}847
and instead computing a decomposition848
A =
r∑
i=1
b1i ⊗ b2i ⊗ b3i .(9)
849
850
If both decompositions (1) and (9) are unique, then the rank-1 tensors satisfy
b1σi = a
h1
i ⊗ah2i ⊗· · ·⊗ahsi , b2σi = ak1i ⊗ak2i ⊗· · ·⊗akti , and b3σi = al1i ⊗al2i ⊗· · ·⊗alui ,
for some permutation σ of {1, 2, . . . , r}, and where s, t, and u are the cardinalities of851
h, k, and l respectively. One of the advantages of this approach is that decomposition852
(9) could be computed using one of the direct methods that exist only8 for third-order853
8The algorithm by Bernardi, Brachat, Comon, and Mourrain [10] can compute a tensor rank
decomposition of any tensor, but in general it requires the solution of a system of linear, quadratic
and cubic equations.
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tensors, e.g., [25, 27, 41]. Thereafter, decomposition (1) can be efficiently recovered854
by computing rank-1 decompositions of the vectors bki for all k = 1, 2, 3 and i =855
1, 2, . . . , r, using one of several suitable algorithms, such as [44,49,56,57].856
The conditions under which aforementioned algorithms are expected to recover857
the decomposition (1) have not been studied. This is precisely the problem that858
Lemma 12 and Theorem 14 tackle: if (1) is a generic decomposition with r satisfying859
bound (6), then decompositions (1) and (9) are simultaneously unique in the spaces860
Fn1 ⊗ · · · ⊗ Fnd and FΠh ⊗ FΠk ⊗ FΠl respectively, entailing that the aforementioned861
reshaping-based algorithms can recover the unique decomposition (1) of A via (9).862
8. Conclusions. An important quality measure for criteria for identifiability of863
tensors is its effectiveness. Theorem 14 proves that the popular Kruskal criterion when864
it is combined with reshaping is effective. The proof yielded insight into reshaping-865
based algorithms for computing tensor rank decompositions, proving that they will866
recover the unique decomposition with probability 1 if the rank is within the range of867
effectiveness of Theorem 14. The range of effectiveness for symmetric identifiability868
of the reshaped Kruskal criterion was established. Combining this result with results869
from the literature established that a small number of low-dimensional symmetric870
tensor spaces are completely effectively identifiable. By analyzing the Hilbert function,871
we could prove complete effective identifiability of an additional case, namely S4F4.872
Theorem 2 lists all known instances of completely effectively identifiable spaces.873
All criteria for specific r-identifiability that we are aware of for order-d tensors874
are applicable for r up to about O(nd/2) when n1 = · · · = nd = n, whereas generic875
r-identifiability is expected to hold up to O(nd−1). We believe that this gap is related876
to the fact that nonidentifiable points on a generically r-identifiable variety where877
Terracini’s matrix is of maximal rank and the Hessian criterion [21, Theorem 4.5] is878
satisfied must be singular points of the variety by [21, Lemma 4.4]. Characterizing879
the singular locus of secant varieties is a difficult problem. The approach we sug-880
gested based on the Hilbert function has the advantage that it sidesteps the problem881
of smoothness by proving that there are no isolated unidentifiable points when the882
assumptions of Proposition 38 are satisfied. It is an open question insofar the anal-883
ysis of the Hilbert function may be more generally applicable for proving that the884
unidentifiable points must be contained in a curve; some results in this direction were885
established in [8, 9]. Isolated unidentifiable tensors also exist in some cases, as was886
shown in [9, Example 3.4].887
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