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Abstraet--Stenger's formula for numerical computation of principal value integrals is used to de- 
termine the singular behavior of solutions of homogeneous Cauchy singular integral equations near 
the end-points of the domain of integration. 
1. INTRODUCTION 
Singular solutions are admissible in many mixed boundary value problems for partial differential 
equations. In a variety of two-dimensional problems, such as the crack problems of the classical 
theory of infinitesimal elasticity, the auxiliary functions determined by integral equations have 
a singularity at the end-points of the domain of integration. Singular integral equations with 
a Cauchy principal value integral, which cannot be solved in a closed form analytically, arise 
frequently in these mixed boundary value problems. Prior knowledge of the order of singularity 
helps in devising an appropriate numerical integration scheme. 
Singular behavior of the solutions of Cauchy singular integral equations is usually determined 
analytically using the theory of sectionally holomorphic functions. These functions are analytic 
in the complex plane, which has been cut along a segment of a smooth curve. Their boundary 
values have a prescribed iscontinuous jump from one side to the other. The cut is taken along 
the path of integration. The end-points of domain of integration are chosen to be the branch 
points of the sectionally holomorphic function. The change in the argument accounts for the 
discontinuity in the boundary values. However, there is no analogous theory to deal with the 
multi-dimensional singular integral equations. There is a need to develop a theory which does 
not depend on the complex function theory. 
In this paper, we show that, for some of these equations, the singular behavior can be computed 
using a good numerical integration scheme. We consider a special case of the Canchy singular 
integral equation 
a(s) w(s)g(s)- b(s) /1 w ~ g(t) / l  ( ) t _sdt+)~j_  w(t)k(t,s)g(t)dt=f(s), - l<s<l ,  (1) 
J -1  1 
where the kernel k(t, s) and the right hand side function f(s) are I-ISlder continuous and ,~ is a 
constant. The weight function w(t) is the singular factor. It is independent of k(t, s) and f(s), if 
these functions are not themselves singular. The equation obtained by replacing these functions 
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by 0 is called the dominant equation. To determine the singular behavior, it suffices to study 
the dominant equation if k(t, s) and f(s) are not singular. Of course, w(t) can be determined 
by using Noether's index theory. When a(s) and b(s) are constants, we show that w(t) can be 
recovered by assuming that 
w(t) = (1 m t)--O(1 +t) ~-I, (2) 
and then, after replacing the integral by Stenger's formula, solving for ~ using Newton's method. 
This corresponds to integrable singularities in the weight function at both ends. When there is a 
singularity at only one end-point or the solution is bounded at both end-points, the corresponding 
weight function may be derived from w(t). 
2. STENGER'S  FORMULA 
We use the numerical integration formula, based on the approximation properties of Whit- 
taker's cardinal functions, given by Stenger [1, p. 235]. Let F(z) be analytic in the open unit 
disk Iz[ < 1. For 0 < a < 1, and IF(z)[ < CI(1 - z2) a- l ,  
; 1 ~- - ;  ~" ~ k=- zk( l+ zzk) \1 + zzk]' (3) 
where 
z ,=tanh(~-~+ h) 
and 
l r  
(aN)½" 
The error incurred in this approximate evaluation is [1, p. 238] 
1 exp(_~r(aN)l/2). c3(z) ; 
The function C3(z) is related to the boundary value of the function G~(z), where 
Gx(z)- F(z). 
ZmZ 
(4) 
It defies a simple expression, but C3(z) can be very large in the vicinity of +1. Away from 
the end-points z = -1-1, convergence is indeed exponential. Unless a has to be chosen very 
small, Stenger's formula gives very good numerical results. Stenger and Elliott [2] employ it for 
regularization of the Cauchy singular integral equations. Further, Venturino [3] has proposed 
a collocation procedure for the numerical solution of singular integral equations in conjunction 
with the Stenger formula. Due to the nature of the formula, every collocation point adds an 
unknown to the system of equations--the value of the function at a point tanh(qz). However, as 
q --* +oo, tanh(z) approaches -1-1 very rapidly. In numerical calculation, there is no difference 
between tanh(qz) and tanh((q + 1)z) for large q. Thus, the collocation points at the end can be 
coalesced. 
A feature of Stenger's formula is worth noting. The abscissae of integration can be altered 
without changing their number by choosing a different a, which will decrease the upper bound 
for the error, if the new value is higher than the previous value. Thus it is advantageous to use 
as high a value of a as possible without violating the condition of boundedness for F(z). 
For f(z) = 0, equation (1) may be written as 
h b(s) O =0, a(s)G(s)- ~ zk~+szk) \f+~'] 
k=-N 
(5) 
where G(s) - w(s) g(s). 
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If a(s) and b(s) are constants, g(s) is an arbitrary constant and w(s) has the form given by (2). 
This is known from the classical theory of sectionally holomorphic functions. Serendepitously, 
w(s) gets factored out and the reduced equation is independent of s. In this way, equation (5) is 
reduced to the following nonlinear algebraic equation to determine a: 
- 1 + 1 - -  0.  (6 )  
k=-N 
3. NUMERICAL  RESULTS 
We have solved the above equation using the bisection method and Newton's method with 
consistent results. The computation has been carried out both in single and double precision for 
a large range of values of (a/b) and different values of N (including many that are not powers 
of 2). The error in q increases as the magnitude of c increases for the same number of nodes 
of integration. Moreover, there is an apparent lack of symmetry. For [e[ ~ 10, the errors for 
negative values of c are larger than those for positive values of c. Since the analytical solution 
is computable, we can determine the error quite precisely. The computed solution does not 
significantly depend upon the initial point for the iterations of Newton's method. Likewise, 
the initial end-points for the bisection method have little effect on the final answer. Therefore, 
Table 1 shows the difference between the analytical and the computed values for various values 
of (a/b), which is listed as c---some small and some large and different numbers of quadrature 
nodes. The error is commensurate with the theoretical estimates derived in the next section. 
This comparison has been possible, because the analytical solution is known. 
Table 1. Error in the computed value of a using 2N + 1 nodes. 
N c=0.2  c=0.958  c=lO.O 
16 7.8~07 1.5~05 1.2~03 
32 7 .9~ 4.1~07 3.3~04 
9.7~12 2 .4~ 5.2~05 
128 1.2~13 3.4~12 3.9~06 
2~ 1.2~13 1.9~12 9.6~08 
512 1.2~13 1.9~12 1.1~09 
c= ~.0  c=- -50 .0  
1 .8~ 2.3~01 
9 .5~ 1.4~01 
4 .0~ 8.1~02 
1 .2~ 4.7~02 
2.2~05 2.7~02 
2 .07~ 1.5~02 
Instead of solving 
which gives the exact result, we solve 
4. ERROR ANALYSIS 
a 
cot(  ) = (7) 
a 
F(a) = -~, (8) 
where 
= cot(  ) - (9) 
We shall ignore the round-off error, though it can be easily incorporated in the estimate. Let a* 
denote the computed value of cr and let a0 be the solution of (6). From the Mean Value Theorem, 
cot(~ra0) - cot(Tra*) = It(a0 - a*) csc2(~), (10) 
where ~ lies between ao and ~r*. Hence, 
I(ao - ~*)l = le(~*)l sin~(~) (11) 
7r 
Thus, [(a* - cro)[ is of the same order of magnitude as e. 
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We note that e itself is not the error of numerical integration using Stenger's formula. The 
analytical value of the integral is w(s)cot(s~r), whereas the numerical integration formula uses 
-( )" h w(s) Z 1 1 2-~ ~-k - 1 ~ + 1 . (12) 
k=-N 
i.e., 
The error of numerical integration ~ is given by the relation 
I h  ~ ( 1 )1 -o (1  )o  ] 
~l=w(s) ~k=_N ~-1  ~+1 --cot(sTr) , (13) 
= -w(s)c(s) (14) 
For 0 < a < 1 and -1  < s < 1, w(s) attains its minimum value 
1 ~-° (1  - o)  , - I  (15) 
for s -- 1 - 2a. This is a monotone increasing function for 0 < q < ½ and a monotone decreasing 
function for ½ < o < 1 with the limiting values ½ at the two end-points and a maximum value 
of 1 at o = ½. Hence, 
1 
w(s) >_ ~ (16) 
and, from (14), we have the inequality 
H <-- 21r/[. (17) 
Equations (4), (11) and (15) yield a theoretical upper bound for the difference between the 
computed and the analtical values of o. 
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