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mblob(p), oder mblob(x, y) Index des Blobs zu welchen der Pixel p
bzw. (x, y)T zugeordnet wurde
m+ Blobmaske nach Personendetektion
M Anzahl detektierter Objekte (i. Allg.)
Mi,tk Anzahl an detektierten Objekten in Kamera i
zum Zeitpunkt tk
M blob Anzahl an detektierten Objektkandidaten
in der Blobmaske m
n Index für Ellipsenhypotheses, den zugehörigen
Pixelmengen Bn und Blobkombinationen Kn
N (µ,Σ) Multivariate normalverteilte Dichtefunktion
mit Mittelwertvektor µ und Kovarianzmatrix Σ)
N Anzahl der Sensoren im Sensornetzwerk
N clusterm Anzahl der Sensoren in einem Sensorcluster
mit N cluster ≤ N
O Menge an Objekten (z. B. Personen) (i. Allg.)
O = {O1, O2, . . . , OM}
Oi Menge der detektierten Objekte (z. B. Personen)
in Kamera si, Oi = {Oi,1, Oi,2, . . . , Oi,Mi}
Oi,·,tk Menge der detektierten Objekte (z. B. Personen)
in Kamera si, zum Zeitpunkt tk mit
Oi,·,tk = {Oi,1,tk , Oi,2,tk , . . . , Oi,Mi,tk ,tk}
O0 Beschreibung des Objektes des Interesses
mit O0 = (f
sp
0 ,Dapp0 )
Oi,j,tk Beschreibung des Objektes j in Kamera i




p Index für die drei Ellipsenhypothesen zu einem
i
i







Blob mit p ∈ {kopf, torso, fuss}
p Ortsvektor eines Pixels an der Stelle (x, y)T
p′ Ortsvektor eines zu p korrespondierenden Pixels
nach Bild-zu-Bild-Registrierung
P Kovarianzmatrix der Zustandsschätzung xˆ
P(tk) Kovarianzmatrix P zum Zeitpunkt tk
P−(tk) Prädiktion der Kovarianzmatrix P zum Zeit-
punkt tk
q (bzw. r) Index der Farbsegmente in einem Objekt-
Erscheinungsdeskriptor
Q (bzw. R) Anzahl an Farbsegmenten in einem Objekt-
Erscheinungsdeskriptor
Q Konstante Kovarianzmatrix des Prozessrauschens
Q(∆t) Zeitvariable Kovarianzmatrix des Prozess-
rauschens als Funktion der Zeitdifferenz ∆t
r Positionskoordinate an der Stelle (x, y, z)T
im globalen Koordinatensystem
rcami Position der Kamera i im globalen
Koordinatensystem (x, y, z = 0)T
rstart Startposition eines random walks,
in der Simulationsumgebung
rtarget Zielposition eines random walks,
in der Simulationsumgebung
R Messfehler-Kovarianzmatrix der Messung z
si Sensor im Sensornetzwerk
S Menge der Sensoren im Netzwerk mit
S = {s1, s2, . . . , sN}
Scluster Menge der Sensoren, die zum Cluster gehören
Scluster ⊆ S
Sactive,Spassive Menge der aktiven/passiven Sensoren im Cluster
Scom Teilmenge der Clustersensoren, von welcher
die Beobachtungsdaten abboniert wurden
t Kontinuierlicher Zeitparameter
tk Kontinuierlicher Zeitparameter zum
diskreten Verarbeitungsschritt k
T app Statische Referenzsignatur (Erscheinungs-
merkmale) für das OdI
T ′app Statische Referenzsignatur nach Farb-
normalisierung
T appdyn,i Dynamische Referenzsignatur für Kamera i,
i
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T ′appdyn,i Dynamische Referenzsignatur nach Farb-
normalisierung
u u-Chrominanzwert (LUV-Farbraum) oder
Index der Zellen eines Arrangements
υc Skalierungsfaktor bei der Farbraumnormalisierung
v v-Chrominanzwert (LUV-Farbraum)
v Messrauschenvektor
V Menge der Knoten (Vertices) eines Arrangements
V ′ Menge der Knoten (Vertices) eines Arrangements
ohne aktive Sensoren
w Flächenanteil eines Farbsegmentes bzgl.
Korperregion eines Objektes
w′ Geradenfaktor für homogenisierte Koordinaten
wimg Breite eines Bildes in Pixel
w Vektorielles Prozessrauschen
x Skalare Messung, x-Koordinate der wahren
Position
xc x-Koordinate des Mittelpunktes einer Ellipse
x Zustandsvektor der wahren Objektposition
xˆ Schätzung des Zustandsvektor (Objektposition) x
xˆ−(tk) Prädiktion der Zustandsschätzung xˆ
für den Zeitpunkt tk
x0 Initialer Zustandsvektor
y Skalare Messung, y-Koordinate der wahren
Position
yc y-Koordinate des Mittelpunktes einer Ellipse
z Skalare Größe, oder z-Koordinate der wahren
Position
z(x, y) Bivariate Wahrscheinlichkeitsdichtefunktion,
abgeleitet aus den Ellipsenparamter em
z Messvektor, mit z = (x, y, z = 0)T
Zn Blobkombination, verknüpft zur n-ten Objekt-
hypothese
γc Mittelwert des Farbkanals c ∈ {L,U, V }
(Farbnormierungsparameter)
ςc Varianz des Farbkanals
c ∈ {L,U, V } (Farbnormierungsparameter)
ςc,pos, ςc,neg Vorzeichenabhängige Varianz des Farbkanals
c ∈ {L,U, V }
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µ Mittelwertbild des Hintergrundschätzers
µ(p), bzw. µ(x, y) Zeitlicher Grau- oder Farbmittelwert eines Pixels
µdir Vorzugsrichtung des random walks,
in der Simulationsumgebung
ν Schwellwertfaktor für Vorder-/
Hintergrund-Trennung
σ Standardabweichungsbild des Hintergrundschätzers
σ(p), bzw. µ(x, y) Zeitliche Standardabweichung der Grau- oder
Farbwerte eines Pixels
σmax(P) Maximale Positionsabweichung, als Funktion
der Kovarianzmatrix P
Σ Kovarianzmatrix einer bivariaten Gaussverteilung
δ Differenzbetragsbild bei Hintergrundsubtraktion
∆ Differenzoperator
φz Rotationswinkel der Messellipse
zur Objektdetektion im Bild
φh Rotationswinkel der Hypothesenellipse
ψ Plausibilitätsfaktor über den Aufenthalt eines
Objektes im Sichtbarkeitspolygon einer Kamera
Φ Rotationswinkel der Fehlerellipse
bei der Positionsmessung eines Objektes
ρ Korrelationskoeffizien zweier Variablen
ρnorm Referenzauflösung zur Auflösungs-
normalisierung eines Objekt-Bildausschnittes
κ Reflektanzkoeffizient eines Objektes
(Materialeigenschaft)
κc Reflektanzkoeffizient für den Spektralbereich
c ∈ {R,G,B}
κ Reflektanzkoeffizientenvektor des Fußbodens
mit κ = (κR, κG, κB)T
κamb Reflektanzkoeffizient für ambientes Licht Iamb
κdiff Reflektanzkoeffizient für diffuses Licht Idiff
κboden Reflektanzkoeffizientenvektor des Fußbodens
(Materialeigenschaft)
κschatten Reflektanzkoeffizientenvector des Fußbodens
(Materialeigenschaft)
Λj Farbverteilungskoeffizienten der Farbsignatur
des Objektes Oj













τ colorvar Schwellwert der maximalen Varianzverstärkung
τPoP Schwellwert für die Aufenthaltsplausibilität
(Plausibility of Presence )
τfalsedet Schwellwert für die maximale Änderungen im Bild
zur Ermittlung der Sensorverfügbarkeit
τReID EMD-Schwellwert für sichere Wiedererkennung
τsimilarity EMD-Schwellwert für Farbähnlichkeit
ϑi Verfügbarkeitskoeffizient für Sensor si
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1.1 Motivation, Zielsetzung und Beitrag der Arbeit
Durch die rapide ansteigende Rechenleistung von Prozessoren und immer
kostengünstigeren Videosensoren gewinnen große Kameranetzwerke seit
Jahren immer mehr an Bedeutung. Diese Entwicklung hat unter anderem da-
zu geführt, dass zahlreiche Forschungsgruppen, speziell im Bereich der Bild-
und Videoauswertung für Überwachungsaufgaben, in den letzten Jahren
den Fokus von der Einzelkamera- auf die Multikamera-Auswertung (auch
in größeren Netzwerken) verlagert haben. Daraus haben sich insbesondere
zwei Forschungsgebiete etabliert.
Bei einem der beiden handelt es sich um die Erforschung von dezentralen
Topologien und Selbstorganisation großer Kamerasysteme. Hier geht der
Trend dahin, die Signalauswertung immer weiter zu dezentralisieren und
damit die Sensorknoten immer intelligenter zu gestalten (Smart Cameras).
Durch die verteilte Struktur wird eine gesteigerte Skalierbarkeit der Syste-
me erreicht, die bei einer zentralen Auswertung nur schwer zu realisieren
ist. Bei der Verlagerung der Intelligenz in den Sensorknoten bietet es sich
darüber hinaus an, nicht nur die Signalauswertung zu dezentralisieren, son-
dern auch die Organisation der Sensoren dem System selbst zu überlassen.
Solche Sensorsysteme werden i. Allg. als selbst-organisierend bezeichnet.
Das zweite Forschungsgebiet, das sich in den letzten Jahren stark entwickelt
hat, beschäftigt sich mit der Erforschung neuer leistungsfähiger Verfahren
für die Multikamera-Videoanalyse. Zahlreiche Forschungsgruppen widmen
sich hierbei der Entwicklung von Verfahren zur Videoauswertung und Mus-
tererkennung auf Basis mehrerer Kameras.
i
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Obwohl der dezentrale Ansatz durch intelligente Kameras einige Vorteile
aufzeigt (primär die Skalierbarkeit und Robustheit des Systems), wurde er
bisher kaum hinsichtlich der praxistauglichen Multikamera-Auswertung in
großen Kameranetzwerken untersucht. Ein Grund hierfür könnte direkt im
Konzept intelligenter Kameras praxistauglicher (und teilweise bereits kom-
merziell erhältlicher) Kamerasysteme liegen. Dieses Konzept sieht i. Allg.
vor, dass die komplette Videodatenanalyse und Interpretation der extrahier-
ten Informationen dezentral auf der jeweiligen Kameraplattform (onboard)
durchgeführt wird und damit auf kameraeigene Videodaten eingeschränkt
ist. Diese Rahmenbedingungen führen dazu, dass für eine Multikamera-
Auswertung komplexe Kommunikationsfähigkeiten zur kollaborativen Or-
ganisation der Sensorknoten untereinander benötigt werden. Des Weiteren
stellt das nicht deterministische Verhalten eines selbst-organisierenden Sys-
tems eine große Herausforderung an die dezentrale Intelligenz dar.
Eine hierarchische Verwaltung der Kameraknoten hingegen genießt in der
Praxis durch die einfache Verwaltungsstruktur eine große Popularität – trotz
des Trends zu Smart Cameras. Obwohl die Steigerung der Leistungsfähig-
keit der intelligenten Kameras eine dezentrale Auswertung begünstigt bzw.
prinzipiell ermöglicht, stößt diese Systemtopologie aufgrund der benötigten
sehr komplexen Organisations- und Kommunikationsfähigkeiten der Sen-
sorknoten auf Grenzen, die es noch zu überwinden gilt.
Zusammenfassend heißt das, dass das klassische Konzept intelligenter Ka-
meras auf eine dezentrale, hoch-skalierbare „Einkamera-Auswertung“ aus-
gelegt ist. Diese Sichtweise wird in der vorliegenden Arbeit als sensororien-
tierte Auswertung bezeichnet.
In dieser Arbeit wird, statt nach einer optimalen zentralen bzw. dezentralen
Videoauswertung zu suchen, der Versuch unternommen, ein Kameranetz-
werk nicht aus der klassischen Sicht der zentralen/dezentralen Informati-
onsauswertung zu betrachten, sondern aus einem alternativen Blickwinkel:
aus der Sicht der konkreten Anwendung, die letztlich in der Formulierung
eines Analyseauftrags an das Kamerasystem resultiert. Mit Analyseauftrag
ist ein von den Sensoren entkoppelter Prozess gemeint, welcher für die auf-
tragsorientierte Multisensor-Fusion in die logische Prozesstopologie einge-
fügt wird.
Die Grundidee ist, dass in großen Kameranetzwerken in der Regel weder
die Analyse aller Sensoren noch die direkte Interpretation der Videoströme
zur Erfüllung einer Analyseaufgabe notwendig ist. Oft beschränkt sich die
Aufgabe auf die Auswertung von lokalen Beobachtungen, die nur eine klei-
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ne Untermenge der verfügbaren Sensoren benötigt. Somit ist es sowohl bzgl.
der Ressourcen als auch der Komplexität der Kommunikationsfähigkeiten
suboptimal, eine komplett dezentrale Auswertung vorzunehmen, da hier al-
le Sensoren kontinuierlich mit intelligenter Videoauswertung und auftrags-
bezogener Informationsverarbeitung betrieben werden. Letztere müssen im
sensorübergreifenden Fall (z. B. wenn für eine Analyseaufgabe mehrere Sen-
soren benötigt werden) mit zusätzlichen Fähigkeiten zur kollaborativen In-
formationsauswertung ausgestattet sein. Eine rein zentrale Auswertung wä-
re hier zwar bzgl. Ressourcenbedarf und Komplexität optimal, ist allerdings
in großen Sensornetzwerken mit dem Problem der niedrigeren Robustheit
gegenüber einem Ausfall des zentralen Verarbeitungsknoten behaftet. Au-
ßerdem würde der zentrale Knoten bei der Abarbeitung mehrerer Analy-
seaufträge durch eine limitierte Rechenkapazität die Skalierbarkeit des Sys-
tems begrenzen.
Der auftragsorientierte Ansatz1 verfolgt das Ziel, die „übergeordneten“ Ana-
lyseaufgaben als semi-zentrale Prozesse für jegliche Informationsgewinnung
in Form von Daten- und Informationsverarbeitung zu definieren. Die Auf-
gaben sollen als eigenständige Prozesse in der Prozesstopologie abgebildet
werden und sowohl eine lokale Organisation der auftragsrelevanten Senso-
ren als auch eine auftragsorientierte Multisensor-Informationsverarbeitung
übernehmen. Die sensororientierte Kameraauswertung auf der anderen Seite
übernimmt eine reine Beobachterrolle. Die intelligenten Kameras extrahieren
aus den jeweiligen Videodaten Beobachtungsinformationen, ohne eine auf-
tragsbezogene Interpretation derselben vorzunehmen. Somit lassen sich die
Beobachtungen für vielfältige Aufträge wieder verwerten, unter anderem
für eine multisensorielle Weiterverarbeitung. Daraus ergibt sich eine hybride
Prozesstopologie, bestehend aus dezentraler, intelligenter Videoauswertung
und auftragszentrierter Multisensor-Prozessierung (Abb. 1.1).
Die soeben eingeführte auftragsorientierte Sichtweise lässt sich sehr plakativ
anhand eines Beispiels aus der Praxis der Videoüberwachung veranschauli-
chen. Nehmen wir ein State-Of-The-Art Videoüberwachungssystem als Aus-
gangslage. Ein Sicherheitsbeamter überwacht eine Vielzahl von Monitoren.
Jede Videokamera ist mit intelligenter Videoanalyse ausgestattet und in der
Lage, Personen und Fahrzeuge in den jeweiligen Videoströmen zu detek-
tieren und zu verfolgen. Das System generiert automatisch Alarmmeldun-
1 Das Paradigma der Auftragsorientierung in der Videoüberwachung wurde im
Forschungsprojekt NEST am Fraunhofer IOSB (ehemals IITB) im Jahr 2007 defi-
niert und kontinuierlich weiterentwickelt. Details zu NEST und dem diesbezüg-
lich entstandenen Test- und Demonstrationssystems sind im Kapitel 5 dargestellt.
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Abb. 1.1. Vereinfachte Darstellung des klassischen, sensororientierten Ansatzes
(links) und der auftragsorientierten Prozessstruktur (rechts). Der Hauptunterschied
ist durch die strikte Trennung der Sensordatenanalyse von der auftragsorientierten
(multisensoriellen) Informationsverarbeitung erkennbar.
gen, wenn Fahrzeuge in bestimmte Bereiche eintreten (z. B. im Halteverbot
parken) oder Personen atypisches Bewegungsverhalten aufzeigen. Daraus
lässt sich ableiten, dass bei solchen sensororientierten Systemen immer ver-
sucht wird, mit den direkten Sensordaten die eigentliche Überwachungs-
aufgabe abzudecken. Diese Videoanalyse muss dementsprechend auf jeden
Videostrom angewendet werden. Doch was ist, wenn eine zusammenhän-
gende Überwachungsaufgabe nicht auf alle Sensoren verallgemeinert wer-
den kann, z. B. weil unterschiedliche Informationen aus heterogenen Senso-
ren gewonnen werden müssen? Was, wenn es eine „übergeordnete“ Über-
wachungsaufgabe gibt, die sich nicht direkt aus den Beobachtungen eines
einzelnen Sensors lösen lässt, wenn z. B. ein bestimmtes Fahrzeug bei der
Fahrt quer durch eine Stadt überwacht werden soll? Ist es dann notwendig,
alle Sensoren auszuwerten? Und was, wenn sich die Überwachungsaufga-
be über die Zeit und mit Abhängigkeiten zueinander ändert (z. B. zuerst
die Detektion abgestellter Koffer, im Detektionsfall dann die Verfolgung des
Kofferbesitzers)? Hier zeigt sich die Grenze der sensororientierten Informati-
onsauswertung, wie sie heute in Systemen intelligenter Kameras zu finden
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1.2 Ziele der Arbeit
Im Rahmen dieser Dissertation werden Methoden untersucht und entwi-
ckelt, die es ermöglichen, Netzwerke intelligenter Sensoren aufgabenori-
entiert zu organisieren und dynamisch anzupassen. Insbesondere werden
Techniken erarbeitet, mit denen man Objekte anhand dynamischer Grup-
pierungen von mehreren Kameras multisensoriell erfassen, lokalisieren und
verfolgen kann. Der Fokus dieser Arbeit liegt somit auf
• der benötigten System- bzw. Prozessarchitektur zur auftragsbasierten
Auswertung,
• den benötigten Methoden und Algorithmen zur kameraübergreifenden
Lokalisierung und Verfolgung von Objekten und
• der auftragsorientierten Organisation der Datenquellen (Sensoren) in dy-
namischen Sensornetzwerken.
Die Diskussion von Beobachtungs- und Fusionsverfahren konzentriert sich
dabei auf diejenigen Aspekte, die für die Architektur und Organisation der
Prozesse erforderlich sind. Hierdurch wird eine Generik in Bezug auf die
verwendbaren Verfahren erreicht.
Das Anwendungsgebiet, welches im Rahmen dieser Arbeit speziell unter-
sucht wird, ist die Objektlokalisierung und -verfolgung innerhalb eines defi-
nierten Überwachungsbereiches. Wie bereits erläutert, ist die Prozessarchi-
tektur weitgehend anwendungsunabhängig gestaltet, während die aufga-
benorientierte Sensorselektion sich an der Anwendung der Objektlokalisie-
rung und -verfolgung orientiert.
Der typische Ansatz bei der Lokalisierung und Verfolgung von Objekten in
großen Sensornetzwerken besteht darin, alle Ereignisse (möglichst sensor-
übergreifend) zu erfassen und für einen übergeordneten Fusionsprozess in
passender Form zur Verfügung zu stellen. Die Aufgabe eines verteilten, mul-
tisensoriellen Überwachungsnetzwerkes besteht allerdings in den seltensten
Fällen darin, alle Objekte zu erfassen, sondern meistens nur bestimmte loka-
le Ereignisse zu detektieren und auszuwerten. In einem großen System wäre
demnach die Frage, inwiefern sich ein Sensornetzwerk zur Auswertung lo-
kaler Ereignisse selbstständig organisieren kann, um ressourceneffizient die
eigentliche Aufgabe zu erfüllen. Außerdem stellt sich die Frage nach den
Möglichkeiten zur dynamischen Neuparametrisierung und Reorganisation
des Systems in Abhängigkeit von den Ereignissen. Im Rahmen der hier vor-
gestellten Forschungsarbeit wird ein auftragsorientiertes System entworfen,
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welches in der Lage ist, auf Ereignisse zu reagieren, sich aufgabenorientiert
neu zu ordnen, zu gruppieren und sich selbstständig auf neue veränderte
Rahmenbedingungen zu parametrisieren.
Zusammenfassend können somit drei Themenbereiche als Gegenstand der
Dissertation identifiziert werden:
• Entwurf einer Systemarchitektur zur objekt- und aufgabenorientierten
Signalauswertung,
• Untersuchung und Evaluation von Methoden zur Detektion, kamera-
übergreifenden Lokalisierung und Wiedererkennung von Objekten (spe-
ziell Personen) in Multi-Kamera-Systemen sowie
• Untersuchung und Evaluation von Methoden zur Ermittlung relevanter
Sensoren zur multisensoriellen Auswertung (Sensorselektion). Diese Me-
thoden ermöglichen eine dynamische Organisation von Kommunikati-
onsverbindungen und weisen dadurch eine hohe Praxisrelevanz für die
Informations- und Nachrichtentechnik auf.
1.3 Ausgangsbedingungen
Nach der Einführung des Gegenstands und des Ziels der Dissertation wer-
den nun Ausgangsbedingungen und Definitionen formuliert, die für die
vorliegende Arbeit und die Untersuchungen gelten sollen. Diese Ausgangs-
bedingungen sind sowohl technologisch als auch wirtschaftlich motiviert.
Zum einen werden existierende Technologien berücksichtigt, um die Ver-
fahren und Methoden auf bestehenden Netzwerken anwenden zu können.
Für (noch) nicht existierende, aber bereits abzusehende Technologien wer-
den realistische Definitionen und Annahmen getroffen (z. B. bezüglich der
Rechenkapazität intelligenter Kameras). Zum anderen wurden wirtschaft-
liche Aspekte für praxistaugliche verteilte Kameranetzwerke (insbesondere
die lückenbehaftete Sensorabdeckung) berücksichtigt.
Die Rahmenbedingungen lassen sich wie folgt formulieren:
• Ein Sensornetzwerk besteht aus einer dynamischen Menge von Sensor-
knoten, welche jeweils eine definierte lokale Umgebung erfassen.











• Die betrachteten Sensorknoten sind „intelligent“, d. h. Sensoren sind in
der Lage, Signalauswertung zu betreiben und die Beobachtungen an ex-
terne Verarbeitungsknoten in vorverarbeiteter Form zu übertragen.
• Die Positionen und die Erfassungsbereiche der Sensorknoten sind be-
kannt oder durch den Sensorknoten selbstständig ermittelbar.
• Ein Sensorknoten kennt seine benachbarten Sensorknoten nicht und
kommuniziert auch nicht mit diesen. Die Kommunikation erfolgt auf An-
frage stets mit einem auftragsorientierten Koordinationsprozess.
Weitere Bedingungen leiten sich aus der hier neu eingeführten auftragsori-
entierten Organisation ab. Diese Organisation beschreibt die Fähigkeit, mit
der Sensorknoten aufgrund einer zugewiesenen Aufgabe neu geordnet wer-
den (können). Durch das Beauftragen des Systems mit Auswertungsaufga-
ben werden neue Koordinationsprozesse erzeugt und Kommunikationswe-
ge aufgebaut. Die physikalischen Verbindungen zwischen Sensorknoten und
Koordinationsprozessen werden hierbei vorausgesetzt. Daraus leiten sich
weitere Annahmen für die hier vorgestellte Arbeit ab:
• Die Kommunikationsinfrastruktur des Sensornetzwerkes wird als gege-
ben vorausgesetzt. Dabei ist es möglich, von beliebiger Stelle des Netz-
werks aus mit einem beliebigen Sensorknoten oder Koordinationsprozess
zu kommunizieren. Die Bandbreite des Netzes wird als begrenzt ange-
nommen und es gilt als Ziel, dessen Auslastung zu minimieren.
• Die Prozessorkapazität für die Erfüllung der Aufgaben ist stets gegeben,
aber auch hier gilt es als Ziel, die benötigten Bedarfe an Ressourcen zu
minimieren.
• Koordinationsprozesse werden durch Instanziierung neuer Aufträge dy-
namisch erzeugt und erhalten in der Regel a-priori-Wissen bezüglich des
aktuellen Zustands des Sensornetzwerkes bzw. der Sensorknoten sowie
über die zu überwachende Liegenschaft.
• Die lokale Organisation von Sensorknoten geht vom Koordinationspro-
zess aus, welcher das Ziel verfolgt, die aufgetragene Aufgabe mit mi-
nimalem Aufwand/Kosten (minimaler Anzahl an Sensoren) optimal zu
erfüllen. Dieser Prozess ermittelt selbstständig die benötigten Sensoren
und fragt diese gezielt nach Beobachtungsinformationen ab.
• Sensorknoten haben keine Informationen über die eigentlichen Aufträge
der Koordinationsprozesse, sie sind reine Beobachter.
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1.4 Gliederung der Arbeit
Die vorliegende Arbeit ist in drei Teile gegliedert. Im ersten Teil, zu dem auch
diese Gliederungsübersicht gehört, wird eine Einführung in die Thematik
der auftragsorientierten Videoauswertung gegeben und die Motivation für
diese Forschungsarbeit erläutert.
Im zweiten Teil der Arbeit wird die auftragsorientierte Videoauswertung
„top-down“ vorgestellt. Wie aus den in 1.2 bereits formulierten Zielen her-
vorgeht, steht unter anderem der Entwurf einer auftragsorientierten Pro-
zessarchitektur im Fokus dieser Arbeit. Diese Architektur wird im Kapitel
2 vorgestellt. Als Anwendung für ein solches System wurde die Objektloka-
lisierung und -verfolgung innerhalb eines definierten Überwachungsberei-
ches definiert. In Kapitel 3 wird hierfür die Realisierung eines Verfahrens zur
kameraübergreifenden Verfolgung einer vorselektierten Person beschrieben.
Anschließend wird auf die Fähigkeit eines auftragsorientierten Prozesses
eingegangen, die Informationsquellen für die lokalen und kameraübergrei-
fenden Beobachtungen des Objektes autonom zu ermitteln und dynamisch
zu selektieren. Diese Fähigkeit ist essenziell für die Aufrechterhaltung des
auftragsorientierten Paradigmas und die hierfür entwickelten Verfahren stel-
len den Kern der vorliegenden Arbeit dar. In Kapitel 4 werden diese ausführ-
lich vorgestellt.
Die erarbeiteten Konzepte, Methoden und Algorithmen wurden in ein pra-
xisfähiges Personenverfolgungssystem integriert. Das entsprechende System
wird im dritten Teil dieser Arbeit vorgestellt. Insbesondere wird in Abschnitt
5.1 die Ankopplung des Verfahrens zur auftragsorientierten Personenverfol-
gung an das Videoüberwachungssystem NEST2 des Fraunhofer-Instituts für
Optronik, Systemtechnik und Bildauswertung (IOSB) erläutert. Im Abschnitt
5.2 folgt der Nachweis der Praxistauglichkeit der vorgestellten auftragsori-
entierten Konzepte und Methoden unter realen Bedingungen. Diese Ergeb-
nisse werden zeigen, dass der lokale auftragsorientierte Ansatz eine Alternative
zur sensororientierten Videoanalyse in verteilten Kameranetzwerken darstellt.
Mit Kapitel 6 folgen eine abschließende Gesamtbetrachtung der Arbeit und
ein Ausblick.





























Von der sensor- zur auftragsorientierten
Systemarchitektur
In diesem Kapitel wird der auftragsorientierte Ansatz in eine Prozess- bzw.
Systemarchitektur für Kamera-Netzwerke überführt. Um den Übergang von
den klassischen sensororientierten zu den auftragsorientierten Systemen zu ver-
deutlichen, wird zunächst der Stand der Forschung sowohl für allg. Sensor-
netzwerke als auch speziell für Multikamera-Systeme präsentiert.
Danach wird eine plakative Einführung in die objekt- und auftragsorientier-
te Organisation von Sensornetzwerken gegeben, welche den Grundgedanken
für die im Folgeabschnitt entwickelte System- bzw. Prozessarchitektur wi-
derspiegelt.
Die anschließende Beschreibung der auftragsorientierten System- bzw. Pro-
zessarchitektur beginnt mit einer generischen Darstellung der identifizier-
ten Sytemkomponenten und wird danach in eine konkrete Ausprägung für
Multikamera-Systeme (speziell zur kameraübergreifenden Personenverfol-
gung) überführt.
Das Kapitel endet mit einer Schlussbetrachtung.
2.1 Stand der Forschung
2.1.1 Architekturen verteilter Multisensor-Systeme
Verteilte Sensorsysteme haben sich mit der rasanten Entwicklung von Netz-
werktechnologien seit den 1980er Jahren zu einem bedeutenden Forschungs-
gebiet entwickelt. Wesson et al. [Wesson 81] gehörten zu den Ersten, die
i
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Abb. 2.1. Typische Netzwerktopologien (AC, DHC, Flat-Tree, DeBruijn-Graph (DG).
Netzwerkstrukturen, die später zur Verwendung in verteilten Sensornetz-
werken eingesetzt werden konnten, vorschlugen. Die ursprünglichen Struk-
turen wurden daraufhin von unzähligen Forschungsgruppen aufgegriffen,
stetig erweitert und verbessert [Iyengar 94, Smith 88, Fox 88]. Hier wird zu-
nächst eine allgemeingültige Netzwerkstruktur vorgestellt und die Termino-
logie für die spätere Systembeschreibung erläutert.
Ein verteiltes Sensornetz (engl.: Distributed Sensor Network, kurz DSN) be-
steht prinzipiell aus drei Klassen von Komponenten [Iyengar 94]:
• Sensorknoten (Sensor Nodes),
• Verarbeitungsknoten (Processing Elements) und
• Kommunikationsverbindungen (Communication Network).
Ein Sensor stellt hierbei eine funktionale Komponente dar, die lediglich Da-
tengewinnung (Messung) betreibt. Die Verarbeitungsknoten verknüpfen Da-
ten und Messungen von Sensoren oder anderen Verarbeitungsknoten und
i
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2.1 Stand der Forschung 15
extrahieren anwendungsspezifische Informationen. Die Kommunikations-
verbindungen ermöglichen den Austausch von Daten und Informationen
zwischen Sensoren und Verarbeitungsknoten. Eine funktionale Einheit, be-
stehend aus einem Verarbeitungsknoten und zugeordneten Sensoren, wird
als Cluster bezeichnet.
Wesson et al. [Wesson 81] stellten in der ursprünglichen Form zwei Struk-
turen vor, die sogenannte Anarchic Committee-Struktur (AC) und die Dyna-
mic Hierarchical Cone-Struktur (DHC) (Abb. 2.1). Die AC-Struktur stellt eine
voll dezentralisierte Netzwerktopologie dar, welche durch redundante Kom-
munikationsverbindungen sehr robust gegenüber dem Ausfall von einzel-
nen Verarbeitungsknoten ist. Nachteile sind primär die komplexen Verwal-
tungsprotokolle und der hohe Aufwand zur Erweiterung des Netzes. Bei der
DHC-Struktur dagegen ist die Verwaltung der Verarbeitungsknoten streng
hierarchisch gelöst und demnach einfacher zu implementieren. Da jedoch
zwischen Verarbeitungsknoten gleicher Hierarchieebenen keine Kommuni-
kation stattfindet, sind die Folgen eines Knotenausfalls sehr kritisch, weil
hierbei auch alle von diesem Knoten verwalteten Unterknoten vom Netz-
werk getrennt werden.
Um die Vorteile der beiden Grundstrukturen in der Praxis zu verei-
nen, wurden hybride Topologien entwickelt, darunter die Flat-Tree-Struktur
[Prasad 91, Jayasimha 91]. Hierbei handelt es sich um ein Netzwerk aus einer
Menge von hierarchisch strukturierten Bäumen, deren Wurzeln eine flache,
dezentrale Vernetzung aufweisen. Mit dieser Struktur wurde eine Topologie
eingeführt, die robuster gegenüber Ausfällen des zentralen Knotens ist und
gleichzeitig die Kommunikations- und Verwaltungskomplexität deutlich re-
duziert.
In weiteren Arbeiten wurde die Flat-Tree-Struktur stetig erweitert und ver-
bessert [Iyengar 94]. Beispielsweise wurden die Sensorknoten untereinander
ebenfalls mit Kommunikationsverbindungen versehen, um somit eine de-
zentrale Multisensor-Datenfusion (z. B. zur Steigerung der Messgenauigkeit)
zu ermöglichen. Die Struktur ergibt einen DeBruijn-Graphen (DG). Insbeson-
dere seit der rapiden Entwicklung von so genannten intelligenten Sensoren
(Smart Sensors) gewinnt diese Topologie immer mehr an Bedeutung, ist al-
lerdings weiterhin Gegenstand der Forschung.
i
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2.1.2 Architekturen intelligenter Multikamera-Systeme
In den letzten Jahren wurden Multikamera-Systeme bzgl. zweier Aspekte
vorangetrieben: Zum einen wurde die Datenaufzeichnung, zum anderen die
Aufmerksamkeitssteuerung des Personals optimiert. Unter einer Aufmerk-
samkeitssteuerung ist hierbei die automatische Detektion von relevanten Er-
eignissen oder Situationen in einzelnen Videoströmen (z. B. eine Personen-
detektion) und die optische oder akustische Hinweisgenerierung für die Sys-
tembenutzer zu verstehen. Dadurch werden das Personal entlastet und die
Speicherressourcen geschont, da nur bei Detektion bzw. Erkennung von Ob-
jekten auch die zugehörigen Bilddaten archiviert werden bzw. die Aufmerk-
samkeit des Benutzers in Anspruch genommen wird. Die Prozessstruktu-
ren für eine automatisierte Videoanalyse unterscheiden sich je nach Grö-
ße des Kameranetzwerkes und nach eingesetzten Kommunikationstechno-
logien bzw. sonstigen Komponenten. In dieser Arbeit werden ausschließlich
IP-basierte Videosysteme berücksichtigt, bei denen prinzipiell angenommen
werden kann, dass ein Verarbeitungsknoten von einem beliebigen Punkt
des Netzwerkes aus Zugriff auf alle Videoströme des Kameranetzwerkes
hat (siehe Abschnitt 1.3). Somit sind die im Folgenden erläuterten Prozess-
strukturen rein logischer und nicht physikalischer Natur. Grundsätzlich fin-
det man bei den heutigen automatisierten verteilten Kamerasystemen zwei
Typen von Prozessstrukturen vor: die so genannte „zentrale“ sowie die „de-
zentrale Auswertung“, je nach Lage der Videoanalyseprozesse im System.
Die klassische Variante ist der zentrale Ansatz, welcher logisch der Klasse
der DHC (Abb. 2.1) zuzuordnen ist. Hierbei werden Kameras (Sensoren)
als reine Videostromlieferanten eingesetzt. Mehrere Videoströme werden zu
einem Verarbeitungsknoten übermittelt, welcher die Videoanalyse betreibt
und Informationen extrahiert. Eine Vielzahl von Forschungsgruppen haben
ihre Systeme auf dieser Struktur aufgebaut, darunter die Systeme bzw. Pro-
jekte VSAM [Kanade 98], KNIGHTM [Javed 03] und ADVISOR [Siebel 04].
Bei der so genannten „voll-dezentralen“ Auswertung werden intelligente
Kameras eingesetzt. Diese gehören zu einer recht neuen Technologie, ge-
nießen aber in der Forschung bereits eine hohe Aufmerksamkeit, da durch
die stark verteilten Rechenressourcen neue Möglichkeiten eröffnet wurden.
Die Videoanalyse wird beim dezentralen Ansatz auf integrierten Rechen-
einheiten in dem jeweiligen Kameragehäuse durchgeführt. Die Ergebnisse
dieser signalnahen Analyse stehen dann nachgeschalteten Prozessen, Archi-
vierungssystemen und Visualisierungskomponenten (z. B. Monitoren) zur
Verfügung. Der voll-dezentrale Ansatz eignet sich besonders dann, wenn
i
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eine Videoanalyseaufgabe gleichermaßen von einer Vielzahl von Kameras
durchgeführt werden soll und mit den Informationen einer einzelnen Kame-
ra gelöst werden kann (z. B. Personenzählung oder Gesichtserkennung an
Eingängen eines Gebäudes)[Fleck 08, Arth 06].
Müssen allerdings Informationen aus mehreren Kameras zur Lösung ei-
ner Aufgabe zusammen getragen werden, führt dies im komplett dezen-
tralen System zu sehr komplexen Anforderungen an die intelligenten Sen-
soren. Diese müssen nun in der Lage sein, miteinander zu kommunizie-
ren, Informationen auszutauschen und multisensorielle Daten auszuwer-
ten und zu fusionieren. Darüber hinaus müssen die Sensoren ein eigen-
ständiges Ressourcenmanagement betreiben, um zu definieren, welcher Sen-
sor neben der Videoanalyse auch die Informationsfusion durchführen soll
bzw. muss. Viele Forschungsgruppen beschäftigen sich deshalb im Zusam-
menhang mit intelligenten Kameras mit dem Thema der Selbstorganisati-
on von Sensornetzwerken und der agentenbasierten Multikamera-Auswertung.
[Hoffmann 08, Bramberger 06, Ukita 05]. Das Ziel dieser Arbeiten ist die Ent-
wicklung eines Videosystems mit einer AC-Prozessstruktur, also eines kom-
plett dezentralen und selbstorganisierenden Kameranetzwerkes.
Unabhängig von der Art der Prozessstruktur (zentral oder dezentral) haben
all diese Systeme und Verfahren eines gemeinsam: Sie sind sensororientiert,
wie bereits in Abschnitt 1.1 erwähnt. Alle Systeme sind so konzipiert, dass
möglichst alle Informationen aus allen verfügbaren Kameras extrahiert und
gesammelt werden können. In den meisten Forschungsarbeiten geht es dar-
um, alle Objekte (Personen, Fahrzeuge etc.), die sich in einem beobachteten
Bereich aufhalten, zu erfassen und zu analysieren. Diese Anforderung, al-
le Objekte im Überwachungsbereich zu detektieren und zu verfolgen, führt
unweigerlich dazu, dass auch alle verfügbaren Sensoren kontinuierlich In-
formationsgewinnung betreiben müssen.
Der hier vorgestellte Ansatz zur auftragsorientierten Multikamera-
Videoauswertung verfolgt das Ziel, Videodaten ausschließlich auftrags-
bezogen auszuwerten und extrahierte Informationen zu verarbeiten. Im
nächsten Abschnitt folgt hierzu eine detaillierte Einführung.
Im darauf folgenden Abschnitt wird auf die im Rahmen dieser Arbeit ent-
worfene hybride Prozesstopologie (eine modifizierte Flat-Tree-Struktur) ein-
gegangen und die entwickelten Komponenten erläutert. Es wird gezeigt,
dass, obwohl die Prozessstruktur mit bereits bekannten Topologien und Sys-
temen vergleichbar ist, sich der auftragsorientierte Ansatz signifikant vom
Informationsfluss in sensororientierten Systemen unterscheidet.
i
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Abb. 2.2. Die auftragsorientierte Netzwerktopologie ist primär gekennzeichnet durch
die dynamische Verknüpfung zwischen Sensor- und Verarbeitungsknoten. In der
komplett autonomen Variante (links) ist eine Kommunikation zwischen den Auf-
tragsprozessen (in blau) nicht vorgesehen. In der kollaborativen Variante hingegen
(rechts) ist ein Informationsaustausch zwischen Auftragsprozessen möglich.
2.2 Einführung der auftragsorientierte Organisation
Die auftragsorientierte Organisation stellt ein neues logisches Paradigma
dar, welches auf physikalisch bewährten Netzwerktopologien basiert. Für
jedes relevante Objekt bzw. für jeden Analyseauftrag wird hierbei ein auto-
nomer Prozess mit einer dedizierten Auswertungsaufgabe versehen und die-
ser dann als neuer Verarbeitungsknoten in die Netzwerkstruktur eingefügt.
Daraus ergibt sich auf logischer Ebene eine dynamische Netzwerkstruktur,
in welcher Objekte oder Aufträge als autonome Verarbeitungsknoten auf-
treten. Diese Topologie ist in Abbildung 2.2a schematisch dargestellt. 2.2b
zeigt eine erweiterte kollaborative Variante der auftragsorientierten Topolo-
gie, welche als eine Flat-Tree-Struktur mit dynamischen Verknüpfungen be-
schrieben werden kann.
Jeder auftragsorientierte Verarbeitungsknoten verfolgt hierbei das Ziel, die
aufgetragene Aufgabe bestmöglich zu erfüllen. Um dieses Ziel zu erreichen,
agiert er komplett autonom und strebt durch Auswertung von vorhandenem
a-priori-Wissen und dynamisch gewonnener, lokaler Informationen nach ei-
ner zielgerichteten lokalen Organisation zur Informationsgewinnung. Der
auftragsorientierte Verarbeitungsknoten versucht dabei, selbstständig dieje-
nigen Sensoren zu ermitteln, die für die Erfüllung der zugeordneten Aufga-
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Ein weiterer Schwerpunkt bei der Konzeption der auftragsorientierten Vi-
deoauswertung in Sensornetzwerken besteht darin, die Ermittlung relevan-
ter Sensoren stets durch eine lokale Analyse der vorhandenen Informatio-
nen durchzuführen. Dies ist insbesondere von Interesse, wenn der Ansatz in
sehr großen Sensornetzwerken angewandt werden soll. Eine lokale Analyse
vermeidet bei der Ermittlung von relevanten Sensoren, stets alle Sensoren
im Netzwerk auf ihre Eignung oder Auftragsrelevanz zu überprüfen. Durch
solch eine lokale Analyse und die Hinzunahme von a-priori-Wissen soll der
Verarbeitungsknoten in die Lage versetzt werden, eine systematische Suche
nach vorhandenen Sensoren und eine Schätzung über deren Relevanz für die
aufgetragene Aufgabe effizient durchzuführen. Dieses Vorgehen lässt sich
gut anhand eines Beispiels aus dem Alltag veranschaulichen, welches in der
vorliegenden Arbeit als „dynamische Wegsuche durch eine bekannte Stadt“
bezeichnet wird.
Man stelle sich folgende Situation vor: Eine Person befindet sich in einer
ihr bekannten Stadt und möchte vom aktuellen Standort mit einem Fahr-
zeug zu einem bekannten Ziel gelangen. Ausgehend von dieser Situation
stehen dem Fahrer drei Informationsquellen zur Verfügung. Erstens könn-
te der Fahrer eine Straßenkarte als Referenzinformation verwenden, wobei
die Karte dem a-priori-Wissen über die Straßentopologie entspricht. Da die
Stadt größtenteils bekannt ist und der Fahrer evtl. in jüngster Vergangenheit
verschiedene Straßen oder Stadteile besucht hat, kann zweitens die Erinne-
rung über den Zustand (z. B. Baustellen, Absperrungen etc.) dieser Straßen
als Zusatzinformation verwendet werden, um die Route zu optimieren. Das
Gedächtnis stellt hierbei dynamische Informationen zur Verfügung, die al-
lerdings auch veraltet sein könnten. Die dritte Quelle ergibt sich aus der ak-
tuellen lokalen Informationsgewinnung des Fahrers durch Messungen – d.
h. durch Einsatz seiner perzeptiven Fähigkeiten – in unserem Beispiel also
das, was der Fahrer vom aktuellen Standort (d. h. auch während der Fahrt)
direkt beobachten kann. Steht der Fahrer beispielsweise an einer Kreuzung
und entdeckt eine Behinderung, so kann dieser zum einen seine Route dy-
namisch anpassen und die Fahrt auf einem alternativen Weg fortsetzen und
zum anderen sein Gedächtnis für zukünftige Vorhaben aktualisieren. Der
Fahrer und das Fahrzeug repräsentieren somit eine bewegliche intelligen-
te Sensorplattform, welche autonom durch lokale Informationsgewinnung
auftragsorientiert handelt.
Bei der lokalen Organisation zur auftragsorientierten Auswertung von Sen-
sornetzwerken verfolgt man den gleichen Ansatz. Der auftragsorientierte
autonom agierende Verarbeitungsknoten wird bei der Initialisierung – wenn
i
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!
a) b)
Abb. 2.3. Dynamische Wegsuche durch eine bekannte Stadt.
nötig – mit a-priori-Information ausgestattet und soll sich daraufhin selbst-
ständig durch lokale Informationsgewinnung bzw. durch Aufbau eines Ge-
dächtnisses und auch Aktualisierung des a-priori-Wissens mit dem Ziel or-
ganisieren, die aufgetragene Aufgabe zu erfüllen.
Die objekt- und auftragsorientierte Informationsauswertung lässt sich dem-
nach durch folgende Charakteristika zusammenfassen:
• Die auftragsorientierte Systemtopologie ist eine logische, keine physika-
lische Struktur.
• Verarbeitungsaufträge werden als autonome Prozesse in der logischen
Systemtopologie dynamisch eingefügt und bauen selbstständig Verknüp-
fungen zu Sensorknoten auf. Dies entspricht der Organisation der Verar-
beitungsknoten.
• Die Strategie bei der Organisation von Verarbeitungsgruppen, d. h. die
Ermittlung relevanter Sensoren oder i. Allg. Informationsquellen, ge-
schieht stets nach dem "lokalen Ansatz". Dadurch soll eine Skalierbar-
keit des Systems und eine echtzeitfähige Organisation und Signalverar-
beitung ermöglicht werden.
Im nächsten Abschnitt soll die objekt- und auftragsorientierte Selbstorgani-
sation auf eine Architektur für verteilte Kamera-Systeme übertragen werden.
Hierbei werden die einzelnen Systemkomponenten mit entsprechenden Fä-
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higkeiten ausgestattet, die das Paradigma der auftragsorientierten Auswer-
tung und der lokalen dynamischen Organisation von Sensorclustern erfül-
len.
2.3 Eine auftragsorientierte Prozessarchitektur
2.3.1 Anforderungen an die Architektur
Das Paradigma der auftragsorientierten Auswertung, wie in Abschnitt 2.2
beschrieben, impliziert bereits eine Reihe an Anforderungen. Zum einen ist
durch die dedizierte Abbildung von Auswertungsaufträgen auf autonome
Prozesse eine Instanz zur Initialisierung solcher Prozesse notwendig, wäh-
rend eine hierarchische Verwaltung durch deren Autonomie nicht erforder-
lich ist. Dadurch kann man die Auswertungsaufträge als dezentral agie-
rende Prozesse verstehen. Zum anderen sollen bei der auftragsorientierten
Auswertung lediglich diejenigen Sensoren ausgewertet werden, die relevant
für die Erfüllung der zugeordneten Aufgabe sind oder sein könnten, wo-
bei dies auch in sehr großen Sensornetzwerken möglich sein muss. Daraus
ergeben sich weitere Anforderungen für die autonomen Auftragsprozesse,
aber auch für die Sensorknoten selbst. Die autonomen Prozesse müssen in
der Lage sein, selbstständig, d. h. anhand von a-priori-Wissen oder während
der Laufzeit gesammelten Informationen, eine Sensorselektion durchführen
zu können und dadurch dynamisch die Sensoren zu bestimmen, die für die
Auswertungsaufgabe relevant sind. Des Weiteren müssen die eingesetzten
Sensoren in einem großen Sensornetzwerk einen Teil der Datenanalyse über-
nehmen und kollaborativ mit einem oder mehreren autonomen auftragsori-
entierten Prozessen agieren, damit eine sinnvolle Kameraselektion durchge-
führt werden kann. Aus diesen Rahmenbedingungen leiten sich für die auf-
tragsorientierte Architektur folgende Anforderungen ab:
• Die auftragsorientierten Prozesse müssen selbstständig relevante Daten-
quellen (Sensorknoten) bestimmen und Informationen abrufen. Bei der
Initialisierung dieser Prozesse kann optional a-priori-Information bereit-
gestellt werden.
• Die auftragsorientierten Prozesse müssen in der Lage sein, die angefor-
derten Daten auszuwerten, ggf. zu fusionieren und ihre Handlung dar-
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• Die Sensorselektion und -auswertung sollten sich immer auf die relevan-
ten Sensoren beschränken, also eine lokale Auswertung betreiben, um die
allokierten Ressourcen zu minimieren und die Anwendbarkeit in großen
Sensornetzwerken zu ermöglichen. Demnach muss die Architektur bzw.
Kommunikationsinfrastruktur eine dynamische Adaption und Restruk-
turierung der Kommunikationstopologie ermöglichen bzw. zulassen.
• Zuletzt wird ein Minimum an maschineller Intelligenz in den Sensorkno-
ten vorausgesetzt. Die Sensorknoten müssen neben der Vorverarbeitung
der Sensordaten auch Informationen zum eigenen Zustand zur Verfü-
gung stellen, welche als Entscheidungsgrundlage für die Sensorselektion
der auftragsorientierten Prozesse dienen. Die dezentral verteilte Intelli-
genz sorgt darüber hinaus für eine Skalierbarkeit des Gesamtsystems.
Aus den hier formulierten Anforderungen wird nun eine Architektur ab-
geleitet, die das Paradigma der auftragsorientierten Videoauswertung für
große verteilte Kameranetzwerke erfüllt.
2.3.2 Generische Systemkomponenten
Die hier vorgestellte Architektur folgt dem Leitgedanken der auftragsori-
entierten Daten- und Informationsauswertung, wie in Abschnitt 2.2 vorge-
stellt. Bei der Prozessstruktur unterscheidet man primär zwischen einer (sta-
tischen) sensororientierten Prozessebene, bestehend aus intelligenten Sen-
sorknoten (so genannten Intelligent Vision Platforms oder IVPs), und einer
(dynamischen) auftragsorientierten Ebene, bestehend aus autonomen auf-
tragsorientierten Prozessen (Processing Clusters oder PRCs) (Abb. 2.4).
Die IVPs sind jeweils einem Sensor direkt zugeordnet und deshalb auf die
Verarbeitung dieser Sensordaten spezialisiert. Um die Anforderung nach
einer generischen Systemarchitektur zu erfüllen, insbesondere bzgl. der
Anwendbarkeit des Systems für unterschiedliche Auswerteaufgaben, sind
die IVPs als Plugin-basierte Plattformen konzipiert. Diese ermöglichen ei-
ne dynamische Aktivierung vielfältiger Analyse-Plugins (Softwaremodule),
die für eine spezielle temporäre Informationsgewinnung eingesetzt werden
können (z. B. Gesichtsdetektion, Bewegungsdetektion, Objektklassifikation
usw.). Zur Gewährleistung der Skalierbarkeit des Systems sind die IVPs phy-
sikalisch als „intelligente Sensoren“ konzipiert.
Die auftragsorientierten PRCs sind autonome Prozesse, die mit einer dedi-
zierten Auswerteaufgabe beauftragt werden und selbstständig das Ziel ver-
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Dynamische Auftrags-




















Abb. 2.4. Die auftragsorientierte Architektur besteht aus zwei logischen Ebenen: die
statische Beobachtungsebene (Sensoren mit integrierten Intelligent Vision Platforms,
IVPs) und die dynamische Auftragsebene (autonome auftragsorientierte Processing
Clusters, PRCs).
folgen, die aufgetragene Aufgabe bestmöglich zu erfüllen. Im Gegensatz zu
den IVPs sind die PRCs nicht an spezielle Sensoren gebunden, sondern prin-
zipiell in der Lage, multisensorielle Datenauswertung mit beliebigen Unter-
mengen der vorhandenen Sensoren durchzuführen. Da sich die Anzahl der
Aufträge über die Zeit ändern kann, z. B. wenn der Benutzer neue Analyse-
aufträge startet, und die Analyseaufträge in der Regel keine Daueraufträge
sind, sondern eine endliche Laufzeit aufweisen, ist auch die Lebensdauer
solcher PRCs begrenzt. Dies führt zu einer dynamischen Struktur der Auf-
tragsprozessebene und Kommunikationstopologie, d. h. der Sensor-Auftrag-
Zuordnung.
Die vorgestellte Architektur ist insbesondere durch die fehlende hierarchi-
sche Verwaltung der Auftragsprozesse gekennzeichnet. Während klassische
Architekturen eine „oberste“ Instanz sowohl zur Initialisierung und Steue-
rung der Auswerteprozesse als auch zur Sensor-Auftrags-Zuordnung vor-
sehen, ist in diesem Konzept lediglich eine Auftragsinitialisierung erforder-
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lich. Nach der Instanziierung und Initialisierung des Auftragsprozesses (in
Form eines PRCs) agiert dieser völlig selbstständig und übernimmt somit die
komplette Kontrolle über die Abwicklung der zugeordneten Aufgabe und
selektiert selbstständig die als auftragsrelevant ermittelten Sensoren. Die To-
pologie kann somit am ehesten der Klasse der Flat-Tree-Topologie mit dyna-
mischer Sensor-Auftrag-Zuordnung (aus Abschnitt 2.1.1) zugeordnet wer-
den. Eine Kommunikation zwischen Auftragsprozessen ist prinzipiell mög-
lich, jedoch nicht zwingend notwendig, da diese komplett autonom han-
deln. Eine Kommunikation zwischen den Auftragsprozessen wird allerdings
dann notwendig, wenn diese, eine aktive Steuerung von beweglichen Senso-
ren durchführen können (z. B. um ein Objekt in einem videoüberwachten
Bereich durch Kameranachführung besser zu beobachten). Hierbei kann es
zwischen Auftragsprozessen zu Konflikten kommen, wenn ein Sensor auf-
grund der konfliktbehafteten Aufträge unterschiedlich ausgerichtet werden
soll. Dieser Konflikt gilt es dann durch Inter-Prozess-Kommunikation kolla-
borativ zu lösen, was allerdings nicht Gegenstand dieser Forschungsarbeit
sein soll.
Die Vorteile dieser Architektur sind die Skalierbarkeit sowie Robustheit im
Falle von Sensorausfällen und die dynamische Rekonfigurierbarkeit von
Systemkomponenten (z. B. neue Analyse-Plugins für IVPs oder Abarbeitung
neuer Auftragstypen durch Hinzufügen neuer PRC-Typen). Wenn man die
IVPs (Analyseplattformen) als Teil intelligenter Sensoren betrachtet, so wer-
den lediglich zusätzliche Systemressourcen für die Auftragsebene (PRCs)
benötigt. Die benötigten „zentralen“ Ressourcen sind damit nicht mehr ab-
hängig von der Größe des Sensornetzwerkes, sondern von der Anzahl der
Auswerteaufträge, die zeitgleich ausgeführt werden.
Die Robustheit ist primär durch die autonome Sensorselektion eines jeden
PRCs und die dynamische Rekonfiguration der Sensor-Auftrag-Zuordnung
gegeben. Im Falle eines Sensorausfalls organisieren sich die autonomen
PRCs selbstständig neu und versuchen, alternative Sensorknoten zur Erfül-
lung des Auftrags einzubinden. Ein Ausfall eines PRCs ist mit einer Termi-
nierung eines einzelnen Auftrages verbunden, was allerdings keine Auswir-
kung auf andere Auftragsprozesse nach sich zieht.
Ferner sind Rekonfigurierbarkeit und Erweiterbarkeit des Systems sehr
wichtige Eigenschaften für die Praxis. Diese werden zum einen dadurch er-
reicht, dass die Auftragsprozesse als lose gekoppelte, temporär existieren-
de Prozesse im Sensornetzwerk angesehen werden. Dadurch können neue
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PRC-Typen (bzw. neue Konfigurationen) zur Abarbeitung neuer Aufgaben
jederzeit als neue Prozessinstanzen eingefügt werden.
Letztlich wird durch die statische sensororientierte Ebene intelligenter Sen-
soren eine Rekonfiguration oder Erweiterung der Analysefunktionalitäten
durch die Plugin-Technologie ermöglicht. Neue Plugins oder Plugin-Typen
können dynamisch nachgeladen werden und stehen ab diesem Zeitpunkt
für zukünftige Aufträge zur Verfügung. Eine Begrenzung der simultan aus-
führbaren Analyse-Plugins ist alleine durch die Rechenkapazität der intelli-
genten Sensoren gegeben.
Im nächsten Abschnitt werden zunächst die einzelnen Systemkompo-
nenten (IVPs und PRCs) für den Einsatz im Bereich der Multikamera-
Videoüberwachung im Detail erläutert. Anschließend wird der Informati-
onsfluss zwischen diesen Komponenten vorgestellt.
Intelligent Vision Platforms
Die Intelligent Vision Platforms (IVPs) sind verteilte Software-Plattformen für
rekonfigurierbare, intelligente Sensoren. Diese Plattformen ermöglichen, un-
terschiedliche Softwaremodule (Plugins) zur Sensordatenauswertung dyna-
misch zu starten und zu konfigurieren. Die Plugins werden hierbei als reine
sensororientierte (d. h. jeweils direkt einem Sensor zugeordnete) Informati-
onslieferanten eingesetzt, die selbst keine Interpretation der Beobachtungen
vornehmen. Sie generieren aus den Sensorrohdaten eine abstrakte Beschrei-
bung der Szene in Form von Merkmalen und können diese dann zu Me-
tadaten aufbereiten. Aus den Informationen eine Interpretation abzuleiten
und Entscheidungen zu treffen, ist alleine den auftragsorientierten Prozes-
sen (PRCs) vorbehalten.
Eine Intelligent Vision Platform ist aus drei logischen Einheiten aufgebaut
(Abb.2.5):
• einem Sensor-Interface zur Akquisition der Sensorrohdaten,
• dem PRC-Interface für die Kommunikation und Metadatenaustausch mit
den abonnierten Auftragsprozessen,
• der so genannten Plugin-Engine (PE).
Die Plugin-Engine ist ein modulares Software-Gerüst (Framework) zur
Einkopplung vielfältiger Analysemodule mit unterschiedlichen Fähigkei-
i
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Abb. 2.5. Interne Struktur einer Intelligent Vision Platform (IVP).
ten. Abhängig von der verfügbaren Rechenkapazität des intelligenten Sen-
sors und der speziellen Informationsanfrage durch einen PRC aktiviert die
Plugin-Engine einen oder mehrere Analyse-plugins zur Sensordatenauswer-
tung und Informationsextraktion. Alle aktivierten Plugins führen individu-
ell eine Verarbeitung der Sensorrohdaten durch z. B. Objektdetektion und
-lokalisierung, Merkmalsextraktion zur Beschreibung des Objektes, Objekt-
klassifikation. Wurden einmalig Informationen aus den Sensordaten extra-
hiert, stehen diese allen PRCs zur Verfügung, die bei dieser IVP abon-
niert sind. Durch die Verfügbarmachung der Beobachtungsinformationen
on-demand wird die Netzwerklast sehr stark reduziert und die Kommuni-
kationsinfrastruktur dementsprechend entlastet.
Processing Cluster
Die auftragsorientierten Prozesse (Processing Clusters oder PRCs) sind die
komplexesten Komponenten des Systems. PRCs sind verantwortlich für die
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Abb. 2.6. Interne Struktur eines PRCs.
multisensorielle auftragsbezogene Informationsverarbeitung. Während die
IVPs als reine Informationslieferanten zur Beschreibung der Beobachtun-
gen auf Merkmalsebene dienen, sind die PRCs neben der eventuellen Fu-
sion multisensorischer Daten primär für die auftragsbezogene Interpretati-
on der Informationen verantwortlich. Die PRCs bestehen neben einer einfa-
chen Initialisierungsschnittstelle (zur Auftragsinitialisierung) hauptsächlich
aus zwei Teilmodulen – dem so genannten dynamischen Sensor Manager und
dem Fusionsmodul (Abb.2.6).
Der dynamische Sensor Manager (DSM) ist ein unabhängiges Teilmodul zur
dynamischen Selektion der auftragsrelevanten Sensoren (IVPs) für einen ge-
gebenen Auftragszustand. Hiermit wird gewährleistet, dass ein PRC nicht
alle Sensoren im Netzwerk abonnieren und demzufolge alle Beobachtungs-
informationen auswerten muss, sondern sich ausschließlich auf die auftrags-
relevanten Sensoren beschränken kann. Die Untermenge an Sensorknoten
des Sensornetzwerkes wird als Sensorcluster bezeichnet. Als Eingangsgröße
für den dynamischen Sensor Manager dient der aktuelle Auftragszustand. Als
i
i






28 2 Von der sensor- zur auftragsorientierten Systemarchitektur
direktes Ergebnis des integrierten Sensorselektionsalgorithmus werden die
Clustersensoren bzw. IVPs abonniert, die ihrerseits daraufhin Beobachtungs-
informationen übermitteln.
Die Beobachtungsinformationen der Clustersensoren werden von dem Fu-
sionsmodul des PRCs verarbeitet und ggf. interpretiert. Dieser ist somit in
der Lage, durch die Interpretation aktueller Beobachtungen den Auftragszu-
stand zu aktualisieren und den Kreis zur Sensorselektion zu schließen.
Die Autonomie und auftragsorientierte Organisation eines PRCs ist dem-
nach in der Fähigkeit begründet, aus den aktuellen Beobachtungen, der Be-
obachtungshistorie und unter Zuhilfenahme von a-priori-Wissen die auf-
tragsrelevanten Informationsquellen zu ermitteln und neue Beobachtungen
abrufen zu können. Der Informationskreislauf – bestehend aus Beobach-
tungen der Clustersensoren, Datenfusion und Interpretation, Aktualisierung
des Zustandes sowie Selektion neuer Clustersensoren – ermöglicht eine fort-
laufende und inkrementelle Informationssammlung und -auswertung.
2.3.3 Exemplarische Ausprägung der Systemkomponenten
Nach Einführung des generischen Konzeptes für die auftragsorientierte
System- und Prozessarchitektur wird nun eine ihrer speziellen Ausprägun-
gen zur Realisierung eines Videoüberwachungssystems zur Multikamera-
Personenverfolgung vorgestellt. Diese Ausprägung wurde im Rahmen des
Forschungsprojektes NEST [Bauer 08, Monari 08] realisiert. Hierbei wird das
Multikamera-Personentracking als ein spezieller Auftrag (somit als PRC)
abgebildet. Die Durchführung der Sensordatenanalyse (Personendetektion,
Segmentierung, Lokalisierung) und die Bereitstellung der benötigten Be-
obachtungsinformationen (Objektposition und Merkmalsextraktion zur Ob-
jektbeschreibung) obliegen den IVPs als dezentralen intelligenten Kameras.
Die Systemkomponenten müssen somit, obwohl sie in ihrer Grundstruktur
identisch mit der des vorgestellten generischen Ansatzes sind, mit speziell
ausgeprägten Teilmodulen bestückt werden. Für die IVPs werden Analyse-
Plugins bereitgestellt, die auf die Detektion von Personen in Videoströmen
und die Extraktion von Wiedererkennungsmerkmalen spezialisiert sind.
Der Tracking-PRC wird mit einem Trackingmodul als spezielle Ausprägung
des Fusionsmoduls realisiert. Des Weiteren wird ein neuartiges wissensbasier-
tes Kameraselektionsverfahren in den dynamischen Sensor Manager integriert,
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Abb. 2.7. Informationsfluss zwischen PRC und IVPs für das Multikamera-
Personentracking.
um anhand des aktuellen Trackingzustands die für die Objektverfolgung re-
levanten Kameras zu bestimmen. Dieser wissensbasierten Kameraselektion
kommt eine Schlüsselrolle bzgl. der Autonomie der auftragsorientierten Pro-
zesse zu. Erst durch die selbstständige Ermittlung und Organisation neuer
Informationsquellen ist der Einsatz der Auftragsprozesse in großen Sensor-
netzen möglich.
In diesem Kapitel wird zunächst der Informationsfluss bei einem Auftrag
zur Multikamera-Personenverfolgung erläutert. Auf die Algorithmen zur
Videoanalyse und Multikamera-Informationsfusion sowie insbesondere das
neue Verfahren zur dynamischen Kameraselektion in großen Kameranetz-
werken wird in den anschließenden Kapitel 3 und 4 detailliert eingegangen.
Der Informationsfluss bei der Multikamera-Personenverfolgung wird
„bottom-up“ oder gemäß dem Ausführungsprozess beschrieben: Zunächst
besteht das System aus einer beliebigen Menge an intelligenten Kameras mit
integrierten IVPs. Im Grundzustand sind alle IVPs in Betrieb und beim auf-
tragsorientierten System registriert. Die jeweilige initiale Registrierung einer
i
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30 2 Von der sensor- zur auftragsorientierten Systemarchitektur
Kamera ist notwendig, um deren Zugriffsparameter den Auftragsprozessen
(PRCs) bei der Auftragsinitialisierung zur Verfügung zu stellen, damit diese
mit den intelligenten Sensoren kommunizieren können. Die Registrierung ist
unter anderem erforderlich, um Beobachtungsinformationen abonnieren zu
können. Die Plugins auf den intelligenten Kameras können im Dauerbetrieb
oder „on-demand“ eingesetzt werden. Im Falle des hier eingesetzten Perso-
nendetektionsplugins wird ein Dauerbetrieb benötigt, da es sich hierbei um
ein lernendes Verfahren handelt, welches kontinuierlich eine Hintergrund-
schätzung zur Objektsegmentierung durchführt. Dies impliziert, dass der
Personendetektions-Plugin kontinuierlich die Kameravideoströme verarbei-
ten muss. Allerdings bedeutet eine solche kontinuierliche Videoauswertung
nicht, dass auch eine dauerhafte Kommunikation mit den Auftragsprozessen
existiert. Die Kommunikation mit externen Prozessen ist stets „on-demand“.
Die Verarbeitungskette des eingesetzten Personendetektions-Plugins gestal-
tet sich wie folgt:
1. Hintergrundschätzung und Bewegungsdetektion
2. Klassifikation von bewegten Objekten (formbasiert)
3. Im Falle von positiven Klassifizierungen von Objekten als Person wird
für jedes Objekt im Bild eine Objektbeschreibung extrahiert:
• Positionsschätzung (z. B. in einem globalen Koordinaten)
• Extraktion von Erscheinungsmerkmalen
Zusätzlich stellen die IVPs Zustandsparameter des Sensors bzw. der Sensor-
plattform zur Verfügung. Im Falle der intelligenten Kameras sind das
• Sensor- bzw. Kamera-ID,
• Sensor- bzw. Kamerabezeichnung,
• Zeitstempel der Beobachtung,
• Erfassungsbereich der Kamera, also das Sichtbarkeitspolygon1 in globa-
len Koordinaten,
• Sensorverfügbarkeit2,
• Parameter für den direkten Zugriff auf Videoströme zur Visualisierung
und Videoarchivierung.
1 Definition und Beschreibung der Sichtbarkeitspolygone folgt im Abschnitt 4.4.1.
2 Siehe Abschnitt 4.4.1 (Sensorzustandsinformationen).
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Abb. 2.8. Auftragsinstanziierung und Interprozesskommunikation.
Diese Informationen beschreiben somit – für einen Zeitpunkt t – sowohl die
beobachteten Objekte in der Szene auf Merkmalsebene als auch den aktuel-
len Kamerazustand. Die Bedeutung der einzelenen Informationen wird im
folgenden Kapitel im Detail erläutert.
Ein Trackingauftrag kann prinzipiell auf zwei Wegen gestartet werden: ma-
nuell oder automatisch. Bei der manuellen Auftragsinitialisierung startet der
Benutzer mithilfe einer grafischen Schnittstelle (Graphical User Interface, GUI)
einen neuen Überwachungsauftrag, z. B. zur Verfolgung einer Person (Abb.
2.8a). Im automatischen Fall wird dieser von einem bereits laufenden Auf-
trag (z. B. Auftrag zur Ereignisdetektion) gestartet. Das auftragsorientierte
System erzeugt daraufhin einen neuen Auftragsprozess (PRC). Mit der In-
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stanziierung bekommt dieser PRC a-priori-Information und Parameter über-
geben, darunter:
• Auftrags-ID,
• Kommunikationsparameter zur Übermittlung von Trackingergebnissen
(z. B. an der grafischen Benutzerschnittstelle),
• Kommunikationsparameter der Kameras im Sensornetzwerk (zur Abon-
nierung der Beobachtungsdaten) und
• Gebäude- oder Liegenschaftsmodell.
Im nächsten Schritt wird eine Auftragsinitialisierung durchgeführt, die eben-
falls manuell oder automatisch gestartet werden kann. Hierbei geht es um
die Definition bzw. Selektion des zu überwachenden Objekts. In der manu-
ellen Variante erfolgt dies über einen Mausklick auf die Person in einem
Bildstrom, die man verfolgen möchte. Im automatischen Fall wird die Po-
sitionsangabe zum Objekt von einem anderen Detektionsauftrag bestimmt.
Der zugehörige PRC erhält in beiden Fällen die Kamera-ID und die Pixelpo-
sition des Mausklicks als Initialisierungsparameter von der Benutzerschnitt-
stelle übermittelt. Um das Trackingmodul im PRC initialisieren zu können,
sind allerdings geometrische und erscheinungsbasierte Merkmale der Per-
son erforderlich. Deshalb werden diese Initialisierungsinformationen an die
zugehörige IVP weitergeleitet, die nun wiederum prüft, ob an dieser Position
eine Person detektiert bzw. erfolgreich segmentiert worden ist. Im positiven
Fall sendet die intelligente Kamera ihrerseits eine Initialisierungsnachricht
an den anfragenden PRC, diesmal mit voller Objektbeschreibung, also Posi-
tion im globalen Koordinatensystem, Objekterscheinung etc. Diese Informa-
tionen dienen im PRC zur Initialisierung des Trackingmoduls.
Wurde eine Initialisierung erfolgreich durchgeführt, so kann der Kreislauf
zur autonomen Auftragsabwicklung, bestehend aus der dynamischen Se-
lektion von Beobachtungsdaten, der Datenfusion und dem Tracking, begin-
nen (Abb. 2.8b). Die erste Objektposition wird als Initialbeobachtung inter-
pretiert. Das Trackingmodul stellt diese somit als aktuellen Trackingzustand
direkt dem dynamischen Sensor Manager bereit. Der DSM ermittelt anschlie-
ßend anhand der Positionsinformationen die auftragsrelevanten Kameras
und abonniert weitere Beobachtungsinformationen. Hierbei gelten alle Ka-
meras als auftragsrelevant, die zur künftigen Beobachtung des Objekts In-
formationen beitragen könnten. Insbesondere müssen auch kurz- oder län-
gerfristige Verdeckungen des Objekts sowie Lücken in der Kameraabde-
ckung berücksichtigt werden. Die auftragsrelevanten Kameras (Clustersen-
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soren) versorgen das Trackingmodul mit neuen Objektbeobachtungen. Erst
dadurch wird der Kreis des Informationsflusses geschlossen(Abb. 2.8b).
Damit das zu verfolgende Objekt auch nach einer Verdeckung mit einer der
Kameras des Clusters beobachtet werden kann, muss der Sensorselektions-
algorithmus garantieren, stets alle für die Wiedererkennung notwendigen
Kameras zu abonnieren. Durch die begrenzten Rechenressourcen des PRCs
muss die Anzahl der Sensoren des Clusters allerdings möglichst niedrig
gehalten werden. Der entwickelte Algorithmus in Kapitel 4 liefert hierfür
einen wissensbasierten Lösungsansatz. Des Weiteren ermöglicht dieser Al-
gorithmus die Selektion von relevanten Kameras zur Verfolgung von Perso-
nen in einem lückenbehafteten Kameranetzwerk. Bewegt sich hierbei die zu
überwachende Person aus dem Sichtbereich einer Kamera, so prädiziert das
Kameraselektionsverfahren, in welchem Sichtfeld diese Person auftauchen
kann (Abb. 2.8c).
Sind die Sensoren des Clusters bestimmt, übermitteln diese kontinuierlich
bis zu einer Abbestellung durch den DSM alle durchgeführten Beobachtun-
gen, also alle detektierten Objekte in der Szene. Das Trackingmodul puf-
fert die eintreffenden Nachrichten und arbeitet diese unabhängig von der
eigentlichen Informationsquelle sequenziell ab (Abb. 2.7). Für jede einzel-
ne Beobachtung, die abhängig von der Anzahl an Personen bzw. Objekten
im Sichtfeld der Kamera einen oder mehrere Objektkandidaten beinhalten
kann, wird nach der besten Übereinstimmung mit dem Objekt des Interes-
ses (OdI) gesucht, wobei eine Mindestschwelle überschritten werden muss
(Rückweisungskriterium). Dies wird anhand des im Kapitel 3 beschriebe-
nen Ansatzes realisiert. Gibt es eine Übereinstimmung zwischen Objektkan-
didat und dem OdI, wird eine Datenfusion sowie eine Aktualisierung des
Zustandsschätzers durchgeführt. Der aktuelle Zustand wird unter anderem
dem DSM für eine Aktualisierung des Clusters zur Verfügung gestellt.
Der beschriebene Informationsfluss wird für jeden Auftrag unabhängig
durchgeführt. Für die Verfolgung mehrerer Personen z. B. existiert für je-
de zu überwachende Person ein zugeordneter Auftragsprozess (PRC) (Abb.
2.8d).
2.4 Schlussbetrachtungen
In diesem Kapitel wurde eine Prozessarchitektur zur multisensoriellen
Daten- und Informationsauswertung vorgestellt, die alle Anforderungen
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für ein auftragsorientiertes System wie in Abschnitt 2.3.2 beschrieben er-
füllt [Monari 10d]. Insbesondere im Hinblick auf ihre Anwendbarkeit in
einem Videoüberwachungssystem wurden Systemkomponenten konzipiert
und die hierfür benötigten Teilmodule vorgestellt.
Des Weiteren wurde die vorgestellte Architektur für die Anwendung der
Multikamera-Objektverfolgung ausgeprägt. Dabei ist die nahtlose Verfol-
gung eines Individuums als Überwachungsauftrag definiert worden (sie-
he auch [Monari 10c, Monari 10a]). Für diese Anwendung wurden den
IVPs Bildanalyse-Plugins zur Personendetektion, Objektsegmentierung und
Merkmalsextraktion zur Verfügung gestellt. Die Processing Clusters werden
wiederum mit einem Tracking-Verfahren als Fusionsmodul und einem spezi-
ellen Kameraselektionsverfahren als dynamischer Sensor Manager betrieben.
Es wurde insbesondere der Informationsfluss zwischen diesen Komponen-
ten und Teilmodulen skizziert, der ermöglichen soll, dass das Tracking-PRC
mit Zuhilfenahme von a-priori-Informationen und nach einer einmaligen
Objektinitialisierung – die der Auftragsinitialisierung entspricht – die Über-
wachungsaufgabe komplett autonom durchführen kann.
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In diesen Kapitel werden die für die Multikamera-Objektverfolgung einge-
setzten Algorithmen und Verfahren vorgestellt. Diese erstrecken sich von der
Beobachtungskomponente zur Objektdetektion und Merkmalsextraktion bis
hin zur Multikamera-Datenassoziation und -fusion.
3.1 Motivation
Die Detektion und Verfolgung von Objekten und insbesondere Personen
in Videosequenzen ist Gegenstand zahlreicher Forschungsaktivitäten. Wäh-
rend in den vergangenen Jahrzehnten der Fokus primär auf der Analyse von
Videodaten einzelner Kameras lag, hat sich der Schwerpunkt in den letzten
Jahren mehr und mehr auf die multisensorielle Auswertung verlagert. Spezi-
ell im Bereich der automatischen Videoanalyse für Überwachungsaufgaben
wird seit geraumer Zeit die Objekt- oder Personenverfolgung über mehre-
re Kameras hinweg besonders intensiv untersucht. Hierbei gilt die kamera-
übergreifende Wiedererkennung und Re-Identifikation von Objekten weiter-
hin als größte Herausforderung.
Für diese Forschungsarbeit wurde ein Verfahren zur kameraübergreifenden
Verfolgung einer Person in einem Kameranetzwerk mit überlappenden und
nicht-überlappenden Sichtfeldern entwickelt, welches sowohl dem Funkti-
onsnachweis („Proof of Concept“) für die erarbeitete auftragsorientierte Sys-
temarchitektur als auch für die entwickelten Methoden zur dynamischen
Sensorselektion dienen soll.
Das im Folgenden vorgestellte Verfahren ermöglicht hierfür eine zuvor
selektierte Person in einem Kameranetzwerk zu lokalisieren und zu ver-
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folgen. Hierfür werden unter anderem Methoden zur kameraübergreifen-
den Korrespondenzfindung vorgestellt und evaluiert. Darüber hinaus wird
anhand der eingesetzten Struktur des Multikamera-Trackerverfahrens ge-
zeigt, dass zum einen eine Entkopplung von auftragsunabhängigen (sensor-
orientierten) Beobachtungsprozessen (IVPs) von den auftragsorientierten
Prozessen zur multisensoriellen Datenfusion (PRCs) in einer skalierbaren
und praxistauglichen Form realisierbar ist. Zum anderen wird die Aufga-
benstellung herangezogen, um den Einsatz der neu entwickelten Verfah-
ren zur autonomen Organisation der auftragsorientierten PRCs (dynamische
Sensorselektion) unter realen Bedingungen unter Beweis zu stellen.
Dieses Kapitel ist wie folgt strukturiert: Zunächst wird eine Übersicht zum
Stand der Forschung auf dem Gebiet des Multikamera-Personentrackings
gegeben. Anschließend folgt „bottom-up“ die Erläuterung der Verarbei-
tungskette zur kameraübergreifenden Personenverfolgung, angefangen von
der sensororientierten Videoanalyse durch die Personendetektions-Plugins bis
hin zur multisensoriellen Datenassoziation und -fusion im Tracking-PRC. Die
Kameraselektion wird dabei vernachlässigt, da sie Gegenstand des anschlie-
ßenden Kapitels ist.
Schließlich wird eine quantitative Bewertung der vorgestellten Verfahren
präsentiert.
3.2 Stand der Forschung
Im Bereich der Multikamera-Objektverfolgung gibt es seit Jahren eine kaum
noch überschaubare Vielfalt an Forschungsaktivitäten. Diese Übersicht kon-
zentriert sich deshalb auf diejenigen Verfahren, die mit der hier vorgestell-
ten Anwendung des Multikamera-Personentrackings im Kontext der Video-
überwachung direkt verwandt sind.
Multikamera-Systeme zur Objektverfolgung kann man grob anhand zwei-
er Merkmale unterscheiden: Zum einen durch die geometrische Zuordnung
der Kameras zueinander – komplett disjunkte, geringfügig überlappende
oder stark überlappende Sichtfelder (Field-of-Views, FoVs); zum anderen
durch die Art des verfügbaren räumlichen Referenzkoordinatensystems.
Diese reichen von unkalibrierten Kameras (Tracking im jeweiligen Bildko-
ordinatensystem), kalibrierten Kameras bzgl. mehrerer lokaler Koordinaten-
systeme für gemeinsame Überlappungsbereiche, bis hin zu Kameras, die
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3.2 Stand der Forschung 37
bzgl. eines globalen Referenzkoordinatensystems kalibriert sind. Zur Über-
sicht wird hier zu den einzelnen Varianten jeweils ein Referenzsystem vor-
gestellt.
Eines der ersten Multikamera-Systeme zur Objektverfolgung wurde von Sa-
to et al. [Sato 94] beschrieben. Der vorgestellte Ansatz verwendet einen Ver-
bund aus weitgehend autonomen Einzelkamerasystemen, die sowohl dis-
junkte als auch überlappende Sichtbereiche haben können. Das Tracking
erfolgt im Bildbereich durch Hintergrundschätzung und Segmentierung
isolierter Bildregionen (Blobs). Die kameraübergreifende Objektzuordnung
(oder Wiedererkennung) erfolgt dann anhand der Bodenposition im globa-
len Koordinatensystem und des ermittelten mittleren Grauwerts. Ein Umge-
bungsmodell wird weiter dazu verwendet, nachträglich die geschätzte Ob-
jektposition auf Konsistenz hin zu überprüfen. Der Funktionsnachweis des
Systems wurde unter anderem mit der Verfolgung von zwei Personen in ei-
nem Raum mit vier Kameras nachgewiesen [Sato 94].
Ein oft zitiertes Verfahren ist das von Collins, Kanade et al. [Collins 01] vor-
gestellte und aus dem sogenannten VSAM-Projekt (Video Surveillance and
Monitoring) hervorgegangene System. Das VSAM-System wurde vom Ro-
botics Institute der Carnegie Mellon University in Kooperation mit der Sar-
noff Corporation entwickelt und besteht aus mehreren kalibrierten Kame-
ras sowie einem Liegenschaftsmodell. Das Ziel ist die Überwachung weit-
räumiger Liegenschaften durch ein System mehrerer Kameras mit komplett
disjunkten Sichtfeldern. Auch dort wurden – aufbauend auf einem Hinter-
grundschätzungsverfahren – bewegte Objekte detektiert, segmentiert und in
Personen, PKW oder LKW anhand ihrer Form und Größe klassifiziert. Die
komplette Verarbeitungskette erfolgt zunächst im Bildbereich. Die Zuord-
nung von Objekten über mehreren Kameras wird im VSAM-Ansatz durch
die Bestimmung von Farbähnlichkeiten der Objekte erreicht. Die Übergabe
eines Objektes von einer Kamera zur nächsten (als handover oder handoff be-
zeichnet) erkennt das System anhand der Objektposition im globalen Refe-
renzkoordinatensystem, die aus der Fußposition und einem digitalen Hö-
henmodell ermittelt wird.
Ein weiteres bekanntes und ebenfalls oft zitiertes Verfahren für das
Multikamera-Tracking stammt von Cai and Aggarwal [Cai 99], welches nur
für Kameranetzwerke mit deutlich überlappenden Sichtfeldern geeignet ist.
Die Besonderheit des Ansatzes ist, dass die kameraübergreifende Korrespon-
denzfindung der Objekte nicht über ein gemeinsames Koordinatensystem
stattfindet, sondern lediglich über eine Kalibrierung der Kameras unterein-
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ander. Daraus folgt, dass in den jeweiligen Bildbereichen die Sichtfelder
überlappender Kameras bekannt sind. Dadurch lässt sich eine positionsba-
sierte Objektzuordnung in den jeweiligen Bildkoordinaten ableiten. Des Wei-
teren werden Merkmalsvektoren, welche die Grauwertverteilung der Objek-
te beschreiben, zur Korrespondenzfindung hinzugezogen.
Neben der reinen merkmalsbasierten Objektzuordnung stellten Khan und
Shah in [Khan 03] einen alternativen Ansatz vor, um in Kamerasystemen mit
überlappenden, aber nicht kalibrierten Sichtbereichen die Objektzuordnung
durchzuführen. Hierfür werden die Übergabepunkte, an denen ein Objekt
aus einem Kamerasichtfeld verschwindet und in einer benachbarten Kame-
ra wieder auftaucht, detektiert und sogenannte Field-of-View Lines geschätzt.
Von nun an können Einzelpositionen oder Einzeltrajektorien der Objekte
verschiedenen Raumbereichen zugeordnet und über die Zeit zu einem Be-
wegungsmuster zusammengestellt werden. Durch eine Korrespondenzfin-
dung dieser Bewegungsmuster wird die Objektzuordnung erreicht.
Der Vollständigkeit halber sei noch erwähnt, dass spezielle Systeme und
Verfahren entwickelt wurden, die auf Basis von Stereokameras (bzw.
Multikamera-Systemen mit geeigneten geometrischen Relationen) anhand
von Tiefenkarten eine verbesserte Objektsegmentierung und Positionsschät-
zung erreichen.
Eine hervorragende Übersicht zahlreicher Verfahren zur Personendetek-
tion und -verfolgung für Überwachungsaufgaben ist unter anderem in
[Aghajan 09] und [Fillbrandt 07] zu finden.
3.3 Anforderungen an das Multikamera-Tracking
In den vergangenen Kapiteln der vorliegenden Arbeit wurden Rahmen-
bedingungen definiert, die sich direkt auf die Struktur des Multikamera-
Tracking-Verfahrens auswirken. Wie bereits in Abschnitt 1.3 definiert, sollen
in einem auftragsorientierten System die sensororientierten Beobachtungs-
einheiten, d. h. die Analysealgorithmen auf den intelligenten Kameras, keine
auftragsbezogene Informationsverarbeitung vornehmen, sondern lediglich
eine Beschreibung des Videoinhalts generieren. Nur so ist es möglich, die ex-
trahierten Objektmerkmale aus Rohdaten für vielfältige Überwachungsauf-
gaben einsetzen zu können. Das Personentracking als eine spezielle Überwa-
chungsaufgabe ist somit den auftragsorientierten PRCs vorbehalten. Durch
diese strikte Entkopplung ergibt sich bereits der erste Unterschied zwischen
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dem im Folgenden vorgestellten Ansatz und den oben skizzierten Referenz-
systemen. Die Videoanalyse ist so konzipiert, dass kein Objekttracking im
Bildbereich, sondern lediglich ein einzelbildbasierter Detektions- und Merk-
malsextraktionsschritt vorgenommen wird. Die Interpretation der Beobach-
tungen (also im Falle des Trackings die zeitliche Verknüpfung der Einzelde-
tektionen) wird vom zuständigen PRC übernommen.
Eine weitere Rahmenbedingung aus Abschnitt 1.3 ist die Skalierbarkeit
und Erweiterbarkeit des Sensornetzwerkes sowie die dynamische Auftrag-
Sensor-Zuordnung in u. U. großen Kamerasystemen. Um dies in der Praxis
zu ermöglichen, ist es notwendig, Datenformate zu definieren, die von al-
len Komponenten des verteilten Sensorsystems eingehalten werden müssen.
Ein gemeinsames Referenzkoordinatensystem ist insbesondere für den Aus-
tausch von geometrischen Informationen essenziell. Dies wird im einfachs-
ten Fall durch den Einsatz von kalibrierten Kameras bzgl. eines globalen
Referenzkoordinatensystems erreicht, wobei die Art der Kalibrierung (ma-
nuell, automatisch) von intelligenter Kamera zu intelligenter Kamera durch-
aus unterschiedlich sein kann. Wichtig ist die Beschreibung der Objektat-
tribute in einem definierten Wertebereich. Für die geometrischen Merkmale
(Position, Objektdimension etc.) dient ein globales Referenzkoordinatensys-
tem. Für die farbbasierten Erscheinungsmerkmale ist eine Normalisierung
der Farbmerkmale bzgl. eines Referenzmerkmalsraums notwendig.
Die anvisierten Ziele für das hier vorgestellte auftragsorientierte System er-
geben zusätzliche Anforderungen an die Videoauswertung, die von beste-
henden Systemen nur selten erfüllt wurden. Es soll explizit gezeigt werden,
dass die Systemarchitektur sowie die auftragsorientierten PRCs sowohl in
statischen als auch in dynamischen Kameranetzwerken – d. h. Netzwerken
mit beweglichen Kameras – eingesetzt werden können. Deshalb werden ne-
ben Verfahren zur Personendetektion und Merkmalsextraktion in Videoströ-
men von statischen Kameras auch Verfahren zur Auswertung von Schwenk-
Neige-Kameras (auch Pan/Tilt- oder PT-Kameras genannt) benötigt.
In den Folgeabschnitten wird auf die gesamte Verarbeitungskette zur Per-
sonendetektion, Objektsegmentierung und Merkmalsextraktion eingegan-
gen, wie sie in [Monari 09b, Monari 10d, Bauer 08, Monari 08] realisiert ist.
Bei dem Detektions- und Segmentierungsverfahren werden zwei Varian-
ten vorgestellt – eine Variante für statische und eine für nachgeführte Ka-
meras. Für statische Kameras wird ein klassisches Hintergrundschätzungs-
verfahren eingesetzt. Für bewegte Kameras hingegen wurde ein Verfahren
zur Panoramabild-basierten Hintergrundschätzung entwickelt, welches eine
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Hintergrundsubtraktion für bewegte Kameras ermöglicht. Die anschließen-
de Merkmalsextraktion ist in beiden Varianten identisch.
Im folgenden Unterkapitel werden zunächst die Methoden zur Bewegungs-
bzw. Personendetektion und Segmentierung im Detail vorgestellt. Basierend
auf ermittelten Objektsegmenten werden in den anschließenden Abschnitten
die extrahierten geometrischen sowie die Erscheinungsmerkmale beschrie-
ben.
Schließlich folgt die Erläuterung des Tracking-Verfahrens. Hierbei wird ins-
besondere auf die kameraübergreifende Datenassoziation und -fusion einge-
gangen, welche vom Trackingmodul des PRCs durchgeführt wird.
3.4 Realisierung eines Multikamera-Tracking-Verfahrens
3.4.1 Personendetektion in Videoströmen
Bei videogestützten Überwachungsaufgaben ist die Personendetektion ei-
ne Standardaufgabe. Mit Personendetektion ist in dieser Arbeit eine Bewe-
gungsdetektion mit Objektsegmentierung und Klassifikation des Objektes
als „Person“ und „nicht Person“ gemeint. Die eingesetzten Detektionsver-
fahren sollen im Bildstrom einer Kamera die relevanten Objekte in der Szene
von Störungen und nicht relevanten Bewegungen oder Änderungen (z. B.
Bildschirme, automatische Türen, Bäume und Pflanzen). Man unterscheidet
hierbei zwischen segmentierungsbasierten und segmentierungslosen Detek-
tionsverfahren. Letztere sind merkmalsbasiert und bieten den Vorteil, dass
Objekte direkt anhand von lokalen Merkmalen (z. B. Histogram of Gradi-
ents [Dalal 05], Form und Stereodisparitäten [Gavrila 07], Motion Patterns
[Viola 03]) ohne eine vorgeschaltete Vordergrund-/Hintergrundtrennung
detektiert werden können. Fakt ist allerdings, dass merkmalsbasierte Verfah-
ren eine relativ hohe Komplexität haben und somit sehr hohe Anforderun-
gen an die Rechenleistung stellen. Der Einsatz solcher Verfahren ist deshalb
in heutigen intelligenten Kameras nur sehr eingeschränkt möglich.
Neben den merkmalsbasierten Ansätzen sind die pixelbasierten Verfah-
ren in der Praxis sehr verbreitet. Beim Einsatz statischer Sensoren bie-
ten sich insbesondere Hintergrundsubtraktionsverfahren mit einer nachge-
schalteten Vordergrund-/Hintergrundsegmentierung bzw. -klassifikation an
[Piccardi 04, Herrero 09]. Hierbei trifft man die Annahme, dass der Hinter-
grund anhand eines geeigneten Modells erfasst werden kann und Objekte,
i
i






3.4 Realisierung eines Multikamera-Tracking-Verfahrens 41
die nicht diesem Modell genügen, unbekannte und somit Vordergrundob-
jekte sind. Die meisten Hintergrundschätzungsverfahren setzten dabei ei-
ne Lernphase voraus, um die Parameter des Hintergrundmodells zu schät-
zen. Nach einer Initialisierungszeit bestehen dann die Herausforderungen
für ein zuverlässiges System aus einer stabilen Modellaktualisierung und
einer möglichst guten Segmentierung des Bildes in Vordergrund und Hin-
tergrund. Klassische Ansätze prüfen die Grauwert- oder Farbabweichung
eines jeden Pixels bzgl. des Hintergrundmodells. Überschreitet diese Abwei-
chung einen vordefinierten Schwellwert, so wird das zugehörige Pixel als
Vordergrund- bzw. Objektpixel klassifiziert (siehe Abb. 3.1). Das Ergebnis ei-
nes solchen Verfahrens ist eine Binärmaske m, welche die Zuordnung jedes




0 falls p zum Hintergrund gehört
1 sonst (3.1)
Bei nicht-statischen Sensoren, also z. B. bei Pan/Tilt/Zoom-Kameras (PTZ),
ist der Einsatz von Hintergrundschätzungsverfahren schwieriger, da für ei-
ne pixelweise Klassifikation ein Vergleich zweier in der Szene korrespondie-
render Bildpunkte notwendig ist. Bei bewegter Kameraplattform ist diese
Zuordnung durch die Kamerabewegung nicht mehr direkt gegeben und so-
mit ist die Erstellung einer Statistik der Pixelwerte über die Zeit ohne Weite-
res nicht durchführbar. Für nicht-statische Kamerasysteme findet man des-
halb in der Literatur zwei alternative Ansätze: Verfahren basierend auf der
Analyse von optischen Flussfeldern [Miller 08, Frietsch 07, Woelk 05] und
Verfahren basierend auf bewegungskompensierter Differenzbildberechnung
[Bevilacqua 06, Müller 09, Sugaya 05, Azzari 05].
Bei den flussbasierten Verfahren, welche Bewegungen innerhalb einer Se-
quenz von Grauwertbildern anhand von Verschiebungs- oder Flussvekto-
ren beschreiben, lassen sich die Verschiebungsvektoren, die durch die Ka-
merabewegung erzeugt werden, größtenteils von denen sich bewegender
Objekte im Sichtfeld unterscheiden. Ein Beispiel für die Anwendung des op-
tischen Flusses zur Detektion bewegter Objekte im Straßenverkehr wird in
[Klappstein 08] beschrieben. Hauptnachteil dieses Ansatzes ist wie bei den
merkmalsbasierten Verfahren die benötigte hohe Rechenkapazität zur Be-
rechnung eines dichten Flussfeldes.
Verfahren, welche auf bewegungskompensierten Differenzbildern basieren,
erfordern hingegen deutlich weniger Rechenkapazität. Beim Verfahren von
[Müller 09] z. B. werden die in einer Sequenz aufeinander folgenden Vi-
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deobilder in einem ersten Schritt aufeinander registriert, um die pixelwei-
se Zuordnung wieder herzustellen. In einem zweiten Schritt wird anhand
eines Differenzbildverfahrens eine pixelbasierte Änderungsdetektion durch-
geführt. Eine nachgeschaltete spezielle Objektsegmentierung sorgt dann für
eine verbesserte Vorder-/Hintergrundklassifikation. Allerdings hat dieses
Verfahren auch Nachteile. Die aus Differenzbildern resultierende Objektmas-
ke ist oft sehr lückenbehaftet, und eine zuverlässige Segmentierung des Ob-
jektes (Ermittlung der Silhouette) ist sehr schwierig.
Des Weiteren haben sowohl die flussbasierten Methoden als auch die eigen-
bewegungskompensierten Differenzbildverfahren den Nachteil, dass nur be-
wegte Objekte detektiert werden können, während sich temporär nicht be-
wegende Objekte nicht erfasst werden können.
Im Rahmen dieser Forschungsarbeit wurde deshalb ein Algorithmus entwi-
ckelt, der auf Basis einer Eigenbewegungsschätzung bzw. einer echtzeitfä-
higen Bild-zu-Bild-Registrierung eine Hintergrundsubtraktion für Pan/Tilt-
Kameras ermöglicht. Bei diesem Verfahren werden die in einer Bildfol-
ge aufeinander folgenden Einzelbilder in einem ersten Schritt aufeinan-
der registriert und zu einem sogenannten Hintergrundmosaik zusammen-
gesetzt (Panorama-Hintergrundbild). Nach der Initialisierung des Hinter-
grundmosaiks folgt im Detektionsbetrieb eine Bild-zu-Hintergrundmosaik-
Registrierung, um die pixelweise Zuordnung zwischen Videobild und Hin-
tergrundmodell herzustellen. Diese Vorverarbeitung in Form von Bild-zu-
Hintergrund-Registrierung ermöglicht den Einsatz eines nachgeschalteten
beliebigen Hintergrundsubtraktionsverfahrens. Das Ergebnis dieses Verfah-
rens ist somit ebenfalls eine Binärmaske, welche nach Gleichung (3.1) jeden
Bildpunkt in Objekt- und Hintergrundpixel klassifiziert.
Im Anschluss an die Objektsegmentierung (sowohl bei statischen als auch
beweglichen Kameras) wird eine modellbasierte Konsistenzprüfung zur
Klassifikation der detektierten Objektkandidaten in Personen bzw. nicht Per-
sonen, durchgeführt. Für die als Personen klassifizierten Objekte folgt dar-
aufhin eine Merkmalsextraktion zur geometrischen und erscheinungsbasier-
ten Objektbeschreibung.
Im Folgenden werden die Verfahren zur Bewegungs- bzw. Personendetekti-
on und Segmentierung bei statischer und bewegter Kamera beschrieben.
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Abb. 3.1. Das realisierte Personendetektionverfahren besteht aus einem klassischen
Hintergrundsubtraktionsverfahren mit anschließender Objektsegmentierung und
Blobklassifikation (Person/Nicht-Person). Für Schwenk-Neige-Kameras wird eine
Bild-zu-Mosaik-Registrierung vorgeschaltet, welche eine anschließende klassische
Hintergrundsubtraktion auch für bewegliche Kameras ermöglicht.
Statische Kameras
Zur Hintergrundschätzung und Objektsegmentierung bei statischen Kame-
ras wird ein Verfahren verwendet, welches sich insbesondere für den Einsatz
in einer intelligenten Kamera mit begrenzter Speicher- und Rechenkapazität
eignet (Abb. 3.1). Hierfür wird das Verfahren zur Hintergrundschätzung und
-subtraktion nach [Manzanera 04] verwendet. Dieses Verfahren modelliert
für jedes Pixel p und jeden Farbkanal c ∈ {R,G,B} eines Bildes b die zeitli-
che Grauwertverteilung als Normalverteilung N (µ, σ2, tk) mit einer mittle-
ren Intensität µ und dessen Varianz σ2.
Die Parameter des Hintergrundmodells werden fortlaufend durch das rekur-
sive Σ∆-Filter geschätzt. Dieses rekursive Filter führt dazu, dass keine Zwi-
schenspeicherung zahlreicher Videobilder (d. h. keine zeitliche Fensterung)
zur Schätzung der Parameter notwendig ist. Für den ersten Verarbeitungs-












Für stabile Pixelwerte kann somit das Filter innerhalb von 128 Verarbeits-
schritten (Videobilder) einschwingen, wobei Vordergrundsobjekte wie Per-
sonen im Bild die Einschwingzeit verzögern können.
In der Praxis ist das Filter nach 200-300 Videobildern (je nach Bildwieder-
holungsrate ca. 10-30 Sekunden) in einem stabilen Zustand. Für die wei-
teren Filterungsschritte wird für das jeweilige Pixel p und den Farbkanal
c ∈ {R,G,B} wie folgt durchgeführt (hier bezeichnet tk den k-ten Verarbei-




µc(p, tk−1) + 1 falls µc(p, tk−1) ≤ bc(p, tk)
µc(p, tk−1)− 1 sonst (3.2)
δc(p, tk) = | µc(p, tk)− bc(p, tk) | (3.3)
σc(p, tk) =
{
σc(p, tk) + 1 falls δc(p, tk) > σc(p, tk−1)
σc(p, tk)− 1 sonst (3.4)
Nach der Schätzung der mittleren Hintergrundbilder µc sowie der Stan-
dardabweichungsbilder σc wird die Binärmaske m durch pixelweise Hin-




1 falls δR(p, tk) > νσR(p, tk)∨
δG(p, tk) > νσ
G(p, tk)∨




Die dynamischen Schwellwerte νσc ergeben sich aus der Intensitätsstan-
dardabweichuung des Pixels, wobei ν ein Parameter für die Empfindlichkeit
der Änderungsdetektion ist. Durch die dynamische Schwellwertanpassung
werden Pixelregionen mit dauerhaft stark schwankenden Beleuchtungsbe-
dingungen, hervorgerufen durch Bildstörungen oder durch einen bewegten
Hintergrund, mit einem höheren Schwellwert binarisiert als solche, die ei-
ne kleine Standardabweichung der Intensitäts- bzw. Farbwerte unterliegen.
Untersuchungen haben gezeigt, dass dadurch Falschalarme signifikant re-
duziert werden [Manzanera 04].
In [Monari 07] wird zusätzlich zum eben beschriebenen Basisverfahren von
[Manzanera 04] eine Auflösungspyramide zur Binarisierung des Differenz-
bildes eingesetzt. Die benötigten Rechenressourcen werden dadurch deut-
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lich reduziert, was insbesondere in Hinblick auf den Einsatz des Verfahrens
auf intelligenten Kameras von Vorteil ist.
Aufbauend auf dem Maskenbild m, wird in einem zweiten Schritt ein dyna-
mischer Rauschunterdrückungsoperator eingesetzt, welcher kleine, isolierte
Pixeldetektionen unterdrückt, und eine Connected Component Analysis (CCA)
[Stockman 01] wird durchgeführt. Bei der CCA werden zusammenhängende
Pixelregionen mit einem eindeutigen Index versehen, um die sogenannten
Blobs (Pixelgruppen) in ihren Formeigenschaften evaluieren zu können. Das
Ergebnis ist hierbei eine Blobmaske
mblob = CCA(m), (3.6)
die jedem Punkt aus der Binärmaske einen eindeutigen Objektkandidaten-
Index zuordnet. Die ermittelten Blobs werden später einzeln auf ihre Zuge-
hörigkeit zu modellbasierten Personenhypothesen geprüft.
Änderungs- und Bewegungsdetektion für bewegliche Kameras
Das entwickelte Personendetektionsverfahren für bewegliche Kameras ver-
wendet als Grundlage das in [Müller 09, Krüger 01] entwickelte Verfah-
ren zur Bild-zu-Bild-Registrierung unter Verwendung des Eigenbewegungs-
kompensationsverfahrens m3motion R©1.
Bei zwei zeitlich aufeinander folgenden Bildern b(k) und b(k − 1) kann bei
einer perspektivischen Abbildung (Loch-Kamera-Modell) die Pixel-zu-Pixel-
Zuordnung durch eine Schätzung der Homographie wieder hergestellt wer-
den [Agarwal 05]. Die hierfür benötigte Homographiematrix
H =
h11 h12 h13h21 h22 h23
h31 h32 1

wird beim m3motion R©-Verfahren durch einen robusten und hoch optimier-
ten Algorithmus zur Extraktion subpixelgenauer Punktkorrespondenzen
zwischen den zwei Bildern geschätzt.
1 Das am Fraunhofer IOSB entwickelte m3motion-Verfahren ermöglicht eine robuste
Schätzung der projektiven Abbildung zwischen zwei aufeinander folgenden Bil-
dern einer Bildsequenz. Typische Anwendungen von m3motion sind die Echtzeit-
Bildstabilisierung, Video-Moving-Target-Indication und Echtzeit-Mosaiking.
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Ist die Homographie bestimmt, so kann man für normalisierte homogene
Pixelkoordinaten p = (x, y, 1)T aus b(k) das korrespondierende Pixel p′ =
(w′x′, w′y′, w′)T in b(k − 1) durch
p′ = Hp (3.7)
ermitteln. Die zugehörigen Pixelkoordinaten in b(k−1) sind demzufolge ge-
geben durch p′/w′ = (x′, y′, 1)T .
Ermittelt man nun für jedes aufeinander folgende Bildpaar (b(k), b(k − 1))
die zugehörige Homographie-Matrix Hk,k−1, so lässt sich auch die Homo-
graphie zwischen jedem einzelnen Videobild b(k) und einem Referenzbild
b(0) durch Multiplikation der vorangegangenen Homographie-Matrizen






Die Schätzung der Homographie-Matrix ermöglicht somit die Transforma-
tion jedes einzelnen Videobild in das Referenzkoordinatensystem des Refe-
renzbildes b(0) – im Folgenden auch Referenzpixelraster genannt. Dies er-
folgt wiederum ausschließlich durch die Registrierung aufeinander folgen-
der Videobilder.
Transformiert man alle Videobilder anhand der zugehörigen Homographie-
Matrizen Hk,0 in ein solches Referenzpixelraster, so erhält man ein Bild-
Mosaik (Panoramabild).
Trotz subpixelgenauer Bild-zu-Bild-Registrierung des eingesetzten Verfah-
rens bleibt bei jeder Homographieschätzung ein Restfehler bestehen. D. h.
bei jeder Multiplikation aus Gleichung 3.8 akkumuliert sich der Schätzfeh-
ler, was zur Folge hat, dass bei wachsendem zeitlichen Abstand k die Homo-
graphieschätzung immer ungenauer wird. In der Praxis erhält man bei Vi-
deosequenzen mit einer Bildwiederholungfrequenz von z. B. 10 Bildern pro
Sekunde (fps) schon nach kurzer Zeit einen Registrierungsfehler von meh-
reren Pixeln. D. h. eine langzeitstabile Registrierung eines Videobildes bzgl.
des Referenzpixelrasters, vor allem mit einer hohen Wiederholgenauigkeit,
ist in dieser Form nicht möglich. Gerade die Wiederholgenauigkeit ist aber
für eine langzeitstabile Hintergrundschätzung und -subtraktion notwendig.
Um eine Langzeitstabilität zu erreichen, wurde im Rahmen dieser Arbeit
ein zweistufiges Verfahren entwickelt, welches in Abb. 3.2 schematisch dar-
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Abb. 3.2. Die Bewegungsdetektion bei bewegter Kameraplattform, basiert auf der
Generierung eines Panorama-Hintergrundbildes (Hintergrundmosaik), mit anschlie-
ßender Bild-zu-Mosaik-Registrierung.
gestllt wird. In einer ersten Verfahrensstufe (Initialisierung) wird ein Refe-
renzmosaik (Panoramabild) durch die Verwendung der Homographieschät-
zung zwischen aufeinander folgenden Videobildern bestimmt. Das Refe-
renzmosaik wird allerdings nicht für die Hintergrundsubtraktion eingesetzt
und wird ebenfalls nicht durch neue Videobilder aktualisiert. Das Referenz-
mosaik dient später ausschließlich der langzeitstabilen Registrierung der Vi-
deobilder bzgl. des Referenzpixelrasters. Der Schätzfehler im Referenzpixel-
raster ist zwar weiterhin gegeben, allerdings bleibt dieser nach der Initia-
lisierungsphase konstant, da die kontinuierliche Bild-zu-Bild-Registrierung
nicht fortgeführt wird.
Für eine effiziente Verrechnung der anschließenden Registrierung einzelner
Videobilder bzgl. des Referenzmosaiks, welches aus mehreren hundert oder
tausend Einzelbildern bestehen kann, wurde eine Methode entwickelt, wel-
che in der Initialisierungsphase das Referenzmosaik auf sogenannte Schlüs-
selbilder reduziert. Schlüsselbilder sind eine repräsentative Untermenge der
Videobilder aus der Initialisierungsphase, die auch ohne komplette Abde-
ckung des Referenzpixelrasters eine Homographieschätzung neuer Video-











Nach der Ermittlung der Schlüsselbilder wird das Mosaik durch eine
Bildmenge {bkey0 , bkey1 , bkey2 , . . . , bkeyG } sowie die zugehörigen Homographie-
Matrizen {I,Hkey1 ,Hkey2 , . . . ,HkeyG } bezüglich des Referenzbildes bkey0 reprä-
sentiert.
In den darauf folgenden Verfahrensschritten (Online-Prozessierung) wer-
den für jedes Videobild b(k) zunächst Punktkorrespondenzen zwischen
dem Video- und den Schlüsselbildern bestimmt. Das Schlüsselbild mit der
höchsten Überlappung zum Videobild wird für die Homographieschät-
zung als zuverlässig klassifiziert. Aus den Punktkorrespondenzen wird
die Homographie-Matrix Hk,s mit s als Index des ermittelten Schlüssel-
bildes bkeys bestimmt. Das Produkt aus der Matrizenmultiplikation zwi-
schen Hk,s und Hkeys entspricht dabei Hk,0 und somit einer Bild-zu-Mosaik-
Registrierung auf dessen Referenzpixelraster – allerdings mit verringertem
kumulierten Fehler. Auf Basis dieser Bildregistrierung wird nun ein Hinter-
grundmodell (Hintergrundbild) erzeugt. Die Dimension des Hintergrund-
bilds entspricht der des Referenzpixelrasters, welches durch die initiale Mo-
saikgenerierung aufgespannt wurde. Jedes einzelne Videobild trägt nun zur
Schätzung des Hintergrundmodells sowie zu dessen Aktualisierung, wie in
Abschnitt 3.4.1 erläutert, bei.
Für eine detailliertere Beschreibung des Verfahrens sei an dieser Stelle auf
[Monari 11] verwiesen.
Modellbasierte heuristisch-probabilistische Personendetektion
Die Verarbeitungskette für die modellbasierte heuristisch-probabilistische
Personendetektion setzt unabhängig vom Bewegungs- oder Änderungsde-
tektionsverfahren bei der Binärmaske mblob an (Abb. 3.3c). Die Idee des Ver-
fahrens ist, anhand eines einfachen geometrischen Personenmodells mehrere
Blobs zu Blobkombinationen zu verknüpfen. In einem weiteren Schritt soll
dann für jede Blobkombination ein Konfidenzmaß für die Übereinstimmung
der Detektionen mit dem Personenmodell ermittelt werden. Hierfür wurde
als einfaches geometrisches Modell für Personen eine Ellipse gewählt. Diese
wurde in zahlreichen Arbeiten erfolgreich eingesetzt, um Personensilhou-
etten zu approximieren [Foresti 05, Cheung 00, Rougier 07]. Ziel ist es somit,
Blobkombinationen zu finden, die in ihrer Form und Größe weitgehend dem
ellipsenförmigen Personenmodell genügen.
Das Verfahren geht zunächst heuristisch vor: Gegeben sei eine Menge von
Blobs (Pixelmengen) aus der Blobmaske mblob, B = {B1,B2, . . . ,BMblob} (in
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a) b)
a) f) g) h)e)d)
a) d)c)b)
a) d)c)b)
Abb. 3.3. Die pixel-basierte differenzbildbasierte Vordergrund/Hintergrund-
Klassifikation (b) führt oft zu lückenbehafteten bzw. nicht zusammenhängenden
Objektsilhouetten (c und d).
Abb. 3.3d und in Abb. 3.4a farbig dargestellt). Für jeden Blob werden je-
weils drei Hypothesen erstellt, welche annehmen, dass der jeweilige Blob
zur Kopfp rtie, zum Torso oder zur Fußpartie einer sich bewegenden Per-
son gehören kann. Diese Heuristik ist notwendig, um die Komplexität einer
Ellipsenoptimierung (Ellipsenfitting) auf eine ausreichend geringe Anzahl
an Ellipsenkandidaten zu reduzieren.
Die Hypothesen werden durch eine Menge an Ellipsen
H = {eh,p0 , eh,p1 , ..., eh,pMblobs}














eh,pn ∈ H und eh = (xhc , yhc , ah1 , ah2 , φh)T ,
wobei xhc und yhc für den Mittelpunkt der Ellipse, ah1 und ah2 für die Län-
gen der Halbachsen und φh für den Rotationswinkel stehen. Mit p ∈
{kopf, torso, fuss} wird ein Index für die jeweilige Blobhypothese einge-
führt. Der Index h kennzeichnet die Parameter als Hypothesenellipse.
Für jede Hypothese eh,pn werden im nächsten Schritt die Ellipsenparameter
bestimmt. Das Personenmodell wurde so definiert, dass die vertikale Haupt-
achse der Ellipse einer Personenhöhe von 1,80 Meter entspricht, die horizon-
tale Nebenachse der Ellipse 0,7 Meter.
i
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Abb. 3.4. Generierung von Objekthypothesen aus den detektierten Bewegungsblobs
(Zusammenhängende Pixel aus der Vordergrundsmaske).
Für jeden Blob Bn, n ∈ {1, 2, . . . ,M blob} wird für die „Kopf“-Hypothese
eh,kopfn , die oberste zugehörige Pixelposition pkopfn ∈ Bn als Ansatzpunkt
für die Ellipse im Bild gewählt. Für die „Torso“-Hypothese eh,torson , wird
der Zentroid (Schwerpunkt) ptorson ∈ Bn gewählt. Analog dazu wird die
„Fuß“-Hypothese eh,fussn anhand der untersten zugehörigen Pixelposition
pfussn ∈ Bn für die Fußannahme verwendet, und die Ellipse entsprechend
im Bild positioniert (siehe Abb. 3.4a+b).
Die Parameter für die drei Ellipsen im Bildkoordinatensystem, werden nun
unter Zuhilfenahme der Kamerakalibrierung durch Schnitte der jeweiligen
Sichtstrahlen, zugehörig zu Pixeln pkopfn , ptorson und pfussn mit den zugehö-
rigen x/y-Ebenen im Raum, mit z = 1, 80m für die Kopfpunkte, z = 0, 90m
für Torsopunkte und z = 0, 0m für Fußpunkte bestimmt (Abb. 3.4c). Somit
wird erreicht, dass für die jeweilige Annahme (Kopf-, Torso- und Fußblob)
die perspektivische Abbildung und die damit zusammenhängende Parame-
trisierung des Personenmodells berücksichtigt werden.
Jede Hypothese kann nun auf Basis der vorhandenen Blobs im Bild mit
einem Konfidenzmaß versehen werden. Dies erfolgt im hier vorgestellten
Verfahren durch einen parametrischen Ansatz. Jeder Objekthypothese (El-
lipse) werden die Blobs zugeordnet, welche sich mit ihren Pixeln zu einem
Mindestanteil von 10% innerhalb der Ellipse befinden (Abb. 3.5a). Die zu-
geordneten Blobs werden dann als Untermengen Zkopfn ,Ztorson ,Zfussn ⊆ B
mit der zugehörigen Hypothese verknüpft. Die Blobkombinationen Zpn, mit
p ∈ {kopf, torso, fuss} werden anschließend ebenfalls in eine parametri-
sche Beschreibung überführt, und als Ellipse approximiert. Diese wird durch
i
i













































Abb. 3.5. Modellbasierte Personendetektion durch Ermittlung der Blobkombinatio-
nen, welche die Ellipsenhypothesen bestätigen.
ez,pn beschrieben. Der Index z kennzeichnet hierbei die Ellipse als Beobach-
tungsellipse (Abb. 3.4c, schwarz gestrichelt dargestellt). Die Parameter der
Beobachtungsellipsen werden anhand einer Hauptachentransformation der
Pixelmenge Zpn bestimmt (Abb. 3.5b).
Es folgt nun der probabilistische Teil des Personendetektionsverfahrens: Es
ist bekannt, dass eine Ellipse als geometrische Repräsentation einer bivari-
anten Normalverteilung interpretiert werden kann [Foresti 05]. Man kann
durch die Annahme, dass die Ellipse eine Isolinie der Normalverteilung re-
präsentiert (hier 2σ-Isolinie), die Parameter der Verteilung bestimmen:























wobei p der Mittelwertvektor, Σ die Kovarianzmatrix der bivarianten
Gaussverteilung und D die 2-D Drehmatrix ist.
Für eine Personenhypothese mit einem Ellipsenparametersatz eh,pn wird
die daraus abgeleitete Wahrscheinlichkeitsdichtefunktion hpn(x, y) =
N (ph,pn ,Σh,pn ) als die Wahrscheinlichkeitsbeschreibung für das Vorhanden-
sein einer Person an der Position (x, y)T interpretiert. Analog dazu wer-
den die als Ellipsen approximierten Blobkombination ez,pn in eine bivariante
Normalverteilung zpn(x, y) = N (pz,pn ,Σz,pn ) überführt und als Beobachtungs-
oder Messfunktion eines Objektes an der Position pz,pn mit der Kovarianzma-
trix Σz,pn interpretiert.
Das Distanzmaß ist definiert als die symmetrische KL-Divergenz zweier
Dichtefunktionen [Kullback 51], gegeben durch eine Objekthypothese als





























In einer vorletzten Filterung werden die Hypothesen beibehalten, die eine
definierte maximale Distanz nicht überschreiten. Die Blobkombinationen ha-
ben in diesem Fall, die entsprächende Hypothese bestätigt.
Allerdings besteht die Möglichkeit, dass die Blobs einer Person Beiträge zu
mehreren Hypothesen aufgrund nicht eindeutiger Abbildungen liefern. Des-
halb wird in einer letzten Filterung eine Priorisierung der gültigen Hypo-
thesen durchgeführt, sodass ein Blob nur mit einer einzigen Hypothese ver-
knüpft wird. Die Priorisierung erfolgt nach der geometrischen Lage des Ob-
jektes relativ zur Kamera. Objekte im Vordergrund werden priorisiert, da
andere möglicherweise teilverdeckt sein können. Die in einem Bild schließ-
lich als gültig detektierten M Objektkandidaten werden im weiteren Verlauf
durch die Menge O = {O1, O2, . . . , OM} beschrieben. Soll weiter ein Bezug
zur i-ten Kamera hergestellt werden, so wird Oi = {Oi,1, Oi,2, . . . , Oi,Mi}
geschrieben.
Die Weiteren Verfahrensschritte bauen auf extrahierten und als Personen-
kandidaten klassifizierten Blobkombinationen auf. Diese werden durch eine
überarbeitete Blobmaske m+ analog zum Ergebnis des Hintergrundsubtrak-
tionverfahrens zur Verfügung gestellt.
Es soll an dieser Stelle schon einmal darauf hingewiesen werden, dass die
Qualität und Leistung dieses Verarbeitungsschrittes später die Gesamtleis-
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tung des Systems durch die resultierende Wiedererkennungswahrscheinlichkeit
direkt beeinflusst. Dieser Einfluss wird in Abschnitt 4.5.3 detailliert unter-
sucht.
3.4.2 Merkmalsextraktion
Nach der Objektdetektion und -segmentierung gilt es in den nachfolgenden
Schritten, Objektmerkmale zu extrahieren, die eine kameraübergreifende
Korrespondenzfindung zwischen den Objekten ermöglichen. Hierfür wer-
den neben geometrischen Merkmalen insbesondere Erscheinungsmerkmale
in Form von Farbdeskriptoren verwendet.
Die Merkmalsextraktion baut auf der Personendetektion auf. Grundlage für
die Merkmalsextraktion ist die gefilterte und überarbeitete Blobmaske m+
aus dem Detektionsschritt. Diese Blobmaske wird wieder als Bild repräsen-
tiert. Jedes Pixel ist durch einen Index dem Hintergrund bzw. einem detek-
tierten Objekt zugeordnet. Die Merkmalsextraktion geht davon aus, dass ein
detektiertes Objekt, in diesem Fall eine Person, im Bild ist.
Die Merkmalsextraktion ist in zwei Schritte unterteilt: eine Extraktion von
Geometriemerkmalen und schließlich eine Extraktion von Erscheinungs-
merkmalen.
Geometrische Merkmale
Für eine videobasierte Personenverfolgung ist die Objektposition im Re-
ferenzkoordinatensystem eines der trennungswirksamsten geometrischen
Merkmale. Dies gilt insbesondere dann, wenn die Position zusätzlich mit
einem Unsicherheitsfaktor versehen wird. Weitere geometrische Merkmale
für die Formbeschreibung (z. B. Kontur, Objekthöhe und -breite) sind bei
Verwendung einfacher Personenmodelle in einem Überwachungsszenario
kaum anwendbar, da diese keine Invarianz gegenüber Sichtwinkeln aufwei-
sen bzw. die Person kein starrer Körper mit konstanter Form ist. Um sol-
che geometrische Merkmale robust extrahieren zu können, sind komplexe
(z.B. mehrgliedrige) Personenmodelle notwendig. Zahlreiche Forschungs-
gruppen [Azad 04, Azad 07, Li 10, Müller 10, Wachter 99] beschäftigen sich
in unterschiedlichen Anwendungsfeldern mit dieser Problematik. Die Über-
tragung dieser Ansätze auf die Anwendung der Videoüberwachung schei-
tert allerdings an dem benötigten Rechenaufwand dieser Verfahren, dem
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Abb. 3.6. Extraktion von Geometriemerkmalen (Objektposition und Positionsfehle-
rellipse).
Bedarf an Spezialsensorik (Stereo-Kameras oder PMD-Sensoren zur Gene-
rierung von Tiefeninformationen), als auch an weiteren Rahmenbedingun-
gen wie z.B. die robuste Initialschätzung der Modellparameter. Diese Be-
dingungen können in der Videoüberwachungspraxis auskosten- und auf-
wandsgründen i. Allg. nicht erfüllt werden. Ein vielversprechendes, aber
leider noch nicht ausreichend robustes Verfahren zur Generierung von in-
varianten mehrgliedrigen Personenmodellen wurde kürlich von Müller et
Al. [Müller 10] vorgestellt. Die hierbei verwendeten Implicit Shape Models
[Leibe 08], welche bereits erfolgreich zur Personendetektion verwendet wur-
den [Seemann 07, Jüngling 09], haben ihre Einsatzfähigkeit auch in Video-
überwachungsszenarien unter Beweis gestellt. Mit zukünftigen robusten
und echtzeitfähigen Verfahren dieser Art wäre eine Extraktion von geome-
trischen soft-biometrischen Merkmalen denkbar.
Da die robuste Extraktion geometrischer Personenmerkmalen ein For-
schungsgebiet für sich darstellt, und aktuell noch keine einsetzbare robus-
te Verfahren exisitieren, werden im Rahmen dieser Arbeit die geometri-
schen Merkmale auf die Objektposition beschränkt. Für jedes detektierte
Vordergrundobjekt Oj , im Bildbereich, repräsentiert durch die Pixelmenge
B+j ∈ B+, wird die Objektposition r = (x, y, z = 0)T im Referenzkoordi-
natensystem durch den Schnittpunkt des Strahls des Pixel pj mit der 2-D
Bodenebene geschätzt (wie in Abb. 3.6 skizziert). Die hierfür benötigten in-
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Die Messunsicherheit wird als Fehlerellipse modelliert. Diese wird durch
die Bestimmung weiterer vier Schnittpunkte r1, r2, r3, r4 approximiert, die
sich aus dem Schnitt der Pixel p1 = (x, y − ∆y)T , p2 = (x, y + ∆y)T ,
p3 = (x − ∆x, y)T , p4 = (x + ∆x, y)T mit der Bodenebene ergeben (Abb.
3.6b). ∆x und ∆y stellen hierbei die gemessene σ-Sandardabweichung des
Segmentierungsfehlers in Pixel dar. Aufgrund der nicht-linearen perspekti-
vischen Abbildung des eingesetzten Lochkameramodells zur Transformati-
on von 3-D Punkten in die 2-D Bildebene werden die Achsen der Fehlerellip-
se durch a1 = ||r1 − r2||/2 und a2 = ||r3 − r4||/2 angenähert. Die Ausrich-
tung Φ der Fehlerellipse in der 2-D Bodenebene ist durch Φ = ∠(rcam − r)
gegeben. Dabei ist rcam die Position der beobachtenden Kamera (ebenfalls in
der 2-D Bodenebene).
Bedingt durch diese Vorgehensweise ist der Segmentierungsfehler durch
einen einzigen Parameter ∆ darstellbar. Dieser berücksichtigt gleichzeitig
Auflösungsaspekte des Objektes, die sowohl vom Abstand zwischen Kame-
ra und Objekt als auch von der eingesetzten Kameraoptik abhängen. Ermit-
telt wurde der Parameter ∆ statistisch. Manuell annotierte Bilddaten wur-
den als Grundwahrheit für die Objektsilhouetten verwendet (siehe Abschnitt
3.5.1) und mit der automatischen Segmentierung verglichen. Die mittlere σ-
Standardabweichung (gemittelt über alle Kameras) betrug beim verwende-
ten Datensatz 15 Pixel.
Die geometrischen Merkmale zum Objekt Oj , werden zusammengefasst zu
einem Merkmalsvektor: fspj = (xj , yj , a1,j , a2,j , Φj)
T .
Lokale modellbasierte Farbnormalisierung
In Videoüberwachungssystemen mit unvollständiger Sensorabdeckung
oder bedingt durch die stets vorhandenen Objektverdeckungen werden ne-
ben der Positionsschätzung weitere Objektmerkmale benötigt, die eine Wie-
dererkennung des Objektes nach einer erneuten Detektion ermöglichen. Ty-
pische nicht-biometrische Merkmale hierfür sind Farbdeskriptoren, anhand
derer Personen aufgrund ihrer unterschiedlichen Kleidung ggf. wiederer-
kannt werden können. In Multikamera-Videoüberwachungssystemen ist die
Bestimmung von Farbkorrespondenzen allerdings aufgrund der komplexen
und meistens unbekannten Beleuchtungsbedingungen eine große Heraus-
forderung und aus diesem Grund Gegenstand zahlreicher Forschungsak-
tivitäten [Colombo 08, Porikli 03, Gilbert 06, Javed 05, Javed 08, Prosser 08,
Chen 08, Siebler 10].
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Unabhängig von den verwendeten Farbmerkmalen und Methoden zur Kor-
respondenzfindung von Objekten werden bei all diesen Verfahren anhand
von Statistiken über die Farbverteilungen detektierter und segmentierter
Objekte in den Kamerasichtfeldern die Aufnahmecharakteristika der Kame-
ras ermittelt. Je nach Verfahren werden aus den erstellten Statistiken die
Farbverteilungen in den einzelnen Kameras normalisiert [Colombo 08] oder
sogenannte Brightness Transfer Functions (BTFs) zwischen Kamera-Paaren be-
stimmt [Siebler 10].
Trotz vielversprechender Ergebnisse aus diesen Arbeiten lassen sich diese
nicht mit den Rahmenbedingungen und Szenarien, welche in dieser Arbeit
im Vordergrund stehen, vereinbaren. Für die Erstellung aussagekräftiger
und somit zuverlässiger Statistiken ist stets eine ausreichend hohe Anzahl
an Objektbeobachtungen notwendig. Deshalb sind diese Verfahren beson-
ders in stark frequentierten Überwachungsbereichen zuverlässig einsetzbar
(Bahnhöfe, Flughäfen, Shopping-Center usw.). Durch die hohe Personenfre-
quenz können die BTFs auch bei sich ändernder Umgebungsbeleuchtung
kontinuiertlich und schnell angepasst werden. In Liegenschaften mit einem
niedrigen Personenaufkommen (z. B. Bürogebäude) hingegen ist eine statis-
tische Schätzung der Farbanpassungsparameter kaum möglich. Personen-
frequenz müsste hier so hoch sein, dass witterungs- oder tageszeitbedingte
als auch künstlich hervorgerufene Beleuchtungsänderungen möglichst zeit-
nah erfasst und kompensiert werden können. Der verfügbare Zeitintervall
kann hierbei zwischen Sekunden (Einschalten künstlicher Beleuchtung, Ab-
deckung der Sonne durch Wolken) über Minuten (Sonnenauf- und unter-
gang) bis zu Stunden (Tageszeit) variieren. Eine statistisch zuverlässige Be-
leuchtungskompensation ist also nur dann möglich, wenn innerhalb des je-
weiligen Zeitintervalls, eine ausreichend hohe Anzahl an Personen kamera-
übergeifend erfasst werden kann (z.B. mehrere hundert Personen innerhalb
einer Minute). Darüber hinaus sind diese Verfahren nur bedingt in der Lage,
unterschiedliche lokale Beleuchtungsbedingungen innerhalb eines Kamer-
asichtfeldes zu berücksichtigen, was jedoch in zahlreichen Szenarien unab-
dingbar ist.
Im Rahmen dieser Forschungsarbeit wurde ein neues modellbasiertes Farb-
normalisierungsverfahren entwickelt, welches unter Zuhilfenahme der be-
reits vorgestellten Vorder-/Hintergrundsegmentierung sowie eines zusätz-
lichen Schattendetektionsverfahrens (aus [Horprasert 99]) eine lokale Be-
leuchtungskompensation und somit eine Farbnormalisierung ermöglicht –
dies unabhängig von der Personendichte im Überwachungsbereich.
i
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Das Beleuchtungsmodell, welches hier zugrunde gelegt wird, ist eine ver-
einfachte Form des heuristischen Phong-Modells [Phong 75]. Dieses Modell
beschreibt die durch einen Beobachter (z. B. Kamera) erfasste Lichtintensi-
tät als die Kombination aus ambientem und diffusem Licht sowie überlager-
ten spekularen Reflexionen (Reflexionen auf spiegelnden Oberflächen). Im
verwendeten, vereinfachten Modell werden die spekularen Reflexionen ver-
nachlässigt, da zum einen deren Berücksichtigung eine genaue Kenntnis der
Objektoberflächengeometrie sowie der Position und Abstrahlcharakteristik
der Lichtquellen erfodern. Zum anderen spielen spiegelnde Oberflächen in
der Videoüberwachung eine untergeordnete Rolle.
Das vereinfachte Beleuchtungsmodell betrachtet die vom Sensor erfasste
Lichtintensität somit lediglich als die Überlagerung von ambientem und dif-
fusem Licht. Die Gesamtlichtintensität ist gegeben durch
I = Iambκamb + Idiffκdiff cosβ. (3.10)
κamb beschreibt die Reflexionseigenschaften des Objektes und Iamb die In-
tensität des ambienten Lichtes. Das ambiente Licht, auch Umgebungslicht
genannt, ist ungerichtet, d. h. der reflektierende Anteil des ambienten Lichtes
ist diffus und unabhängig von der Position der Lichtquelle. Dadurch erzeugt
das ambiente Licht eine homogene Ausleuchtung von Objekten.
Einen zweiten diffusen Anteil wird durch Reflexion eines gerichteten Licht-
strahls mit der Intensität Idiff auf eine matte Oberfläche mit Reflexionsfak-
tor κdiff erzeugt, welche das einfallende Licht in alle Richtungen reflektiert
(Lambertsche Charakteristik). Die Lichtintensität des reflektierenden Lichts
hängt hierbei vom Einfallswinkel β ab, jedoch nicht vom Winkel des Beob-
achters. β ist hierbei der Winkel zwischen Normalenvektor der Oberfläche
und Einheitsvektor der Richtung des einfallenden Lichtstrahls.
Übertragen auf die Problematik der Farbanpassung in Kamera-Netzwerken
mit mehreren Lichtquellen sind die Beleuchtungsbedigungen zusätzlich ab-
hängig vom Ort. Demzufolge werden die Parameter Iamb und Idiff zu
Funktionen der Position p. Gleiches gilt für die Parameter κamb und κdiff ,
welche die Reflektanz unterschiedlicher Objekte in der Szene beschreiben.
Betrachtet man eine typische Szene in der Indoor-Videoüberwachung ohne
Vordergrundobjekte, so stellt man oft fest, dass die lokalen Beleuchtungs-
bedingungen sich direkt auf der Bodenebene widerspiegeln, wenn die Bo-
denfläche eine Mindestreflektanz aufweist. Hierbei erkennt man auch den
komplexen Zusammenhang der unterschiedlichen Lichtquellen, die abhän-
gig von der Szenengeometrie von Bereich zu Bereich unterschiedlich sind.
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Abb. 3.7. Das Verfahren zur Beleuchtungskompensation setzt einen „bekannten Fuß-
boden“ im Überwachungsbereich voraus. Die lokalen Beleuchtungsbedingungen
werden aus den lokalen Reflektionen auf die Bodenebene abgeleitet. Für die Kom-
pensation des Gegenlichtes als Störquelle wird ein Schattendetektor eingesetzt, wel-
cher die Generierung eines Hintergrundbildes ohne Gegenlicht ermöglicht.
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Diese Abbildung der lokalen Beleuchtungsbedingungen auf der Bodenebe-
ne gilt es zunächst im Beleuchtungsmodell zu berücksichtigen.
Es wird angenommen, dass es neben einer richtungsunabhängigen ambien-
ten Beleuchtung zwei Arten von diffus reflektierenden Lichtquellen gibt: das
Gegenlicht Iback und das Oberlicht Itop. Das Gegenlicht trifft auf der Boden-
ebene mit einem unbekannten Einfallswinkel βback auf. Beim Oberlicht hin-
gegen wird angenommen, dass dieses senkrecht auf die Bodenfläche trifft
(βtop = 0◦). Des Weiteren wird die Annahme getroffen, dass die Reflektanz-
charakteristik der Oberfläche für ambientes sowie diffuses Licht identisch
ist, da hierzu keinerlei Informationen verfügbar sind: κamb(p) = κtop(p) =
κback(p) = κ(p).
Berücksichtigt man all diese Rahmenbedingungen, lässt sich für jede Kamera
i das Beleuchtungsmodell formal wie folgt beschreiben:
Ii(p) = κ
amb(p)Iambi (p) + κ
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Da die Funktion bisher nur Lichtintensitäten berücksichtigt hat, wird das
Modell für eine Beschreibung von Farbabbildungen für die verwendeten
drei spektralen Bereichen (RGB) erweitert werden. Der Index c ∈ {R,G,B}
definiert den jeweiligen Farbkanal:
Ic,i(p) = kc(p)
(
Iambc,i (p) + I
top







Das Ziel der Farbnormalisierung (auch als Color Constancy bezeichnet) ist es,
von den erfassten Farbintensitäten Ii(p) = (IR,i(p), IG,i(p), IB,i(p))T in ei-
ner Kamera i auf die kameraunabhängige spektrale Reflektanz des Objektes
κ(p) (Farbsignatur) zu schließen. Hierzu müssen nach Gleichung 3.12 die In-
tensitäten der ambienten sowie diffusen Beleuchtung geschätzt und von der
erfassten Gesamtintensität kompensiert werden. Bleibt also die Frage, wie
die Beleuchtungsintensitäten geschätzt werden können.
Die Grundlage bildet, wie bereits angedeutet, die Bodenebene im Überwa-
chungsbereich, auf der die Personen sich bewegen. Es wird angenommen,
dass diese Bodenebene in den unterschiedlichen Kameraerfassungsberei-
chen bekannt bzw. identisch ist - sprich die Reflexionseigenschaften konstant
sind. Die Idee ist, anhand des gelernten Hintergrundbildes (aus Abschnitt
3.4.1) die durch die lokale Umgebungsbeleuchtung hervorgerufenen Farb-
veränderungen des Fußbodens zu ermitteln. Diese Farbveränderung wird
i
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als lokale Verfälschung der Farbabbildung durch ambientes oder diffuses
Licht künstlicher oder natürlicher Lichtquellen interpretiert. Geht man so-
mit davon aus, dass der Fußboden eine ortsunabhängige und bekannte Farbe
bzw. Reflektanz aufweißt, so wird κ(p) durch einen konstanten Vektor κboden
ersetzt. Die ambiente sowie diffuse Beleuchtung lässt sich dann als kombi-
nierte Lichtquelle in ihrer Gesamtheit durch Division der erfassten ortsab-
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Die im Hintergrundbild erfasste Farb- bzw. Intensitätsverteilung des Fußbo-
dens ist allerdings nicht ohne Weiteres für eine robuste Farbnormalisierung
von Personen verwendbar. Der Grund hierfür ist, dass abhängig von der er-
fassten Szene die Farbsignatur des Fußbodens unter anderem durch Gegen-
licht beeinflusst bzw. verfälscht wird (Abb. 3.7, Hintergrundbild). Betrachtet
man aber die lokalen Beleuchtungsbedingungen, wenn ein (erhabenes) Ob-
jekt wie z. B. eine Person erfasst wird, so stellt man fest, dass gerade das Ge-
genlicht aufgrund der Abschattung durch das Objekt selbst keine Farbver-
fälschung auf die zur Kamera gewandten Seite erzeugt. Gleichzeitig spiegelt
sich dieser Effekt auf dem Fußboden in Form eines Schattens wider (Abb.
3.7, „Aktuelles Bild“ und „Personensegmentierung“). Demzufolge spielt bei
der lokalen Farbverfälschung fast ausschließlich das Oberlicht bzw. die am-
biente Beleuchtung eine Rolle.
Das entwickelte Verfahren verfolgt nun das Ziel, den Einfluss des Gegen-
lichts auf den Fußboden im Hintergrundbild zu kompensieren. Dadurch
würde die resultierende Farbabbildung lediglich unter dem Einfluss der rest-
lichen Lichtquellen stehen, welche auch für die Verfälschung der Objektfarb-
signaturen verantwortlich sind. Wie bereits erwähnt, kann man beobach-
ten, dass im Bereich von Schatten, welche durch bewegte Objekte hervor-
gerufen werden, das Gegenlicht an dieser Stelle kompensiert wird. Die Idee
ist nun, anhand eines Schattendetektors diese Bereiche bei sich bewegen-
den Objekten zu erfassen und als Schattenhintergrundbild kontinuierlich zu
schätzen. Abb. 3.7 zeigt unter anderem ein Hintergrundbild (Mittelwertbild)
sowie das entsprechende Schattenhintergrundbild. Man erkennt, dass Ein-
flüsse durch Gegenlicht (insbesondere diffuse Reflexionen auf dem Fußbo-
den) komplett kompensiert werden. Das resultierende Schattenhintergrund-
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Verwendet man demzufolge anstatt des Hintergrundbilds, repräsentiert
durch κboden, das Schattenhintergrundbild κschatten als beobachtete Inten-





c,i (p) + I
top
c,i (p) = I
obj
c,i (p). (3.14)
Somit erreicht man für jedes Pixel des Fußbodens eine Schätzung der lo-
kal herrschenden Beleuchtung. Lediglich eine Trennung zwischen ambien-
tem und diffusem Anteil ist nicht möglich, was allerdings im Kontext der
Farbnormalisierung auch nicht notwendig ist. Deshalb werden sie im wei-
teren Verlauf als eine kombinierte Lichtquelle betrachtet Iobjc,i (p), welche die
Farbabbildung des Objektes beeinflusst.
Die Farbnormalisierung eines Objektes findet durch Kompensation der loka-
len Lichtverhältnisse statt. Ausgehend vom Fußpunkt pfussj des Objektseg-
mentes j (wie in 3.4.2 beschrieben) werden anhand des Schattenhintergrund-
bilds die lokalen Beleuchtungsparameter Iobjc,i (p
fuss
j ) bestimmt. Für alle Pixel
des Objektblobs können nun normalisierte Farbwerte (Reflektanzkoeffizien-
ten) wie folgt bestimmt werden:





Die Hoffnung ist, dass die ermittelte Farbbeschreibung des Objektes näh-
rungsweise nicht mehr abhängig von der beobachtenden Kamera ist, was
einen kameraübergreifenden Vergleich der Farbdeskriptoren ermöglicht.
Erscheinungsmerkmale
Für jeden detektierten Personenkandidaten Oj wird ein farbbasierter De-
skriptor Dappj in fünf Schritten bestimmt (Abb. 3.8): Zunächst wird der Bild-
bereich eines ObjektesOj , welcher durch die Pixelmenge B+j definiert ist, aus
dem Videobild ausgeschnitten. Hierbei muss die Originalauflösung des Ob-
jektes eine Mindestanforderung überschreiten. Objekte mit einer zu geringen
Auflösung werden verworfen, da Erscheinungsmerkmale hier nicht zuver-
lässig extrahiert werden können. Ist eine Mindestauflösung gegeben, wird
das Objekt auf eine Referenzauflösung skaliert (Auflösungsnormalisierung).
Der Skalierungsfaktor wird anhand einer Normgröße (vertikale Objektauf-
lösung) ρnorm bestimmt. Die Auflösungsnormalisierung wird durchgeführt,
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Abb. 3.8. Extraktion der Erscheinungsmerkmale (signifikante Kleidungsfarben)
durch Farbraum-Clustering und Farbsegmentanalyse.
um eine effiziente Weiterverarbeitung mit konstanter Verarbeitungskomple-
xität und Parametrisierung zu ermöglichen. Das Ergebnis dieser Vorverar-
beitung wird hier als auflösungsnormalisierter Bildausschnitt b′j des Bildes b
definiert.
Anschließend erfolgt die Farbnormalisierung anhand der im vorherigen Ab-
schnitt vorgestellten Methode. Anhand des Schattenhintergrundbildes wer-
den die lokalen Beleuchtungsparameter Iobjc (p
fuss
j ) bestimmt. Der farbnor-









Nach der Auflösungs- und Farbnormalisierung erfolgt in einem zweiten
Schritt eine Farbraumreduktion mittels eines Mean-Shift-basierten Verfah-
rens [Comaniciu 97]. Hierbei wird erreicht, dass die beobachteten Objekt-
kandidaten in einer stark reduzierten Anzahl an homogen Farbsegmenten
dargestellt werden. Dies entspricht einer Zerlegung des Farbraums in weni-
ge signifikante Bereiche (Abb. 3.8b).
In einem vierten Schritt werden für alle entstandenen Farbsegmente die Fläche
(in Pixel) und der Schwerpunkt bestimmt. Farbsegmente, die weniger als 5%
der Körperfläche aufweisen, werden verworfen, da diese nicht als signifikant
erachtet werden und Störungen sein könnten (Abb. 3.8d+e).
In einem letzten Schritt wird für die Erscheinungsmerkmale eine modellba-
sierte räumliche Klassifikation durchgeführt. Als Personenmodell wird ei-
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ne einfache Unterteilung des Objektsegments in drei Teile vorgenommen:
Kopf, Oberkörper und Unterkörper. Im Einklang mit anerkannten anthropo-
metrischen Normen [NAS 08] wurden vom unteren Ende des Objektes be-
ginnend die ersten 55% als Unterkörper-, die nächsten 30% als Oberkörper-
und die restlichen 15% als Kopf-Region definiert. Die Zuordnung der als sig-
nifikant ermittelten Farbsegmente zu den zugehörigen Körperregionen er-
folgt anhand des Zentroids des Farbsegmentes. Des Weiteren werden iden-
tische Farben innerhalb eines Körperbereichs zusammengefasst. Dadurch
verliert man den räumlichen Bezug einzelner Farbsegmente innerhalb eines
Körperbereichs, gleichzeitig erreicht man allerdings eine Invarianz des Ob-
jektes bezüglich unterschiedlicher Blickrichtungen der Kameras (Blickrich-
tungsinvarianz). Der Erscheinungsdeskriptor lässt sich für eine Menge an Q
Farbsegmenten eines Objektes j wie folgt zusammenfassen:
Dappj = {fappj,1 , fappj,2 , . . . , fappj,Q ,Λj}, (3.16)
mit
fapp = (l, u, v, w, bp)T . (3.17)
l, u, v sind hierbei die Luminanz- und Chromatizitätswerte der homoge-
nen Segmente im CIE LUV Farbraum. w ∈ [0, 1] ist der Flächenan-
teil des Farbsegmentes relativ zur Fläche des Körperteils bp, und bp ∈
{Kopf, Oberkörper, Unterkörper} ist der jeweils zugeordnete Körperteil. Der
Vektor Λ beinhaltet die sogenannten Farbverteilungskoeffizienten. Diese Pa-
rameter werden für eine spätere Farbraumnormierung ermittelt. Ist der Bild-
ausschnitt b′′j und die zugehörige Blobmaske B+j des Objektes Oj gegeben,
so wird zunächst der zugehörige Bildausschnitt b′′j in den LUV-Farbraum
transformiert. Im Anschluss werden die zusätzlichen Farbverteilungskoeffi-
zienten jeweils für c ∈ {L,U, V } durch die folgende Gleichung bestimmt:
ςc,posj =
1





















Bposj = {p ∈ B+j |b′′cj − γcj > 0}
Bnegj = {p ∈ B+j |b′′cj − γcj < 0}.
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Abb. 3.9. Blockschaltbild der dem Kalman-Filter vorgeschalteten Datenassoziation-
Vorstufe.
Die Koeffizienten beschreiben die vorzeichenabhängigen Varianzen der
Farbwerte. Somit erhält man einen Parametersatz für jedes detektierte Ob-













T , welcher durch Mittel-
werte und Varianzen die Farbverteilungscharakteristik sowie die Luminanz-
verteilung des Objektes beschreibt. Diese Parameter sollen bei einem späte-
ren Vergleich von Objekten dazu eingesetzt werden, die Wertebereiche von
Farbdeskriptoren zu normalisieren bzw. einander anzugleichen.
3.4.3 Sequenzielle Datenassoziation und Tracking
Aufbau des Trackingmoduls
In den vorangegangenen Abschnitten wurden die Geometrie- und Erschei-
nungsmerkmale vorgestellt, die von IVPs bzw. den Personendetektions-
Plugins auf den intelligenten Kameras zur Beschreibung des Videoinhalts
extrahiert wurden. Die Objektbeschreibungen aller detektierten Objekte ste-
hen allen sich abonnierenden PRCs (Auftrags- oder Trackingprozesse) zur
Verfügung.
Dieser Abschnitt erläutert die darauf folgende kameraübergreifende Da-
tenassoziation und -fusion bezüglich eines vordefinierten Referenzobjektes,
welches durch die Personeninitialisierung festgelegt wurde. Das Tracking-
Verfahren besteht aus einem leicht modifizierten Kalman-Filter [Kalman 60]
als Zustandsschätzer für die Position x = (x, y)T des beobachteten Objek-
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Es ist wichtig an dieser Stelle zu erwähnen, dass die in dieser Arbeit einge-
setzte Datenassoziationsmethode im Gegensatz zu anderen aus der Litera-
tur bekannten Verfahren eine „harte Entscheidung“ bei der Zuordnung von
Beobachtungen zum Zustandsschätzer durchführt. Verfahren wie u. a. das
Probabilistic Data Association Filter (PDAF) [Bar-Shalom 88, Bar-Shalom 93],
sowie das Pendant für Multi-Target-Tracking, das Joint Probabilistic Data
Association Filter (JPDAF) [Bar-Shalom 95, Bar-Shalom 93, Bar-Shalom 88]
sind dadurch gekennzeichnet, dass diese nicht lediglich einzelne harte Ent-
scheidungen bei der Zuordnung von Beobachtungen durchführen, sondern
anhand von Detektions- und Identitätswahrscheinlichkeiten der Beobach-
tungen, eine gewichtete Zustandsschätzung erlauben. Das Ergebnis eines
PDAF- bzw. JPDAF-Schrittes ist allerdings stets eine einzelne Zustands-
schätzung – sprich, eine Einzelhypothese. Multi-Hypothesen-Tracker (MHT)
[Reid 79] hingegen umgehen „harten Entscheidungen“, indem sie temporär
mehrere Track-Hypothesen verfolgen und über die Zeit entscheiden, welche
Hypothese sich bestätigt und welche nicht.
Die Wahl des eingesetzten Datenassoziationsansatzes mit einer nicht pro-
babilistischen harten Entscheidung wurde dennoch bewusst getroffen. Die
Gründe hierfür ergeben sich zum einen aus den zuvor definierten Rah-
menbedingungen für einen lokal agierenden auftragsorientierten Tracking-
Prozess (siehe Abschnitte 1.1 und 1.2) und die eingesetzten Erscheinungs-
merkmalen als Entscheidungsgrundlage. Zum anderen aber auch aus dem
gewählten Szenario für die exemplarische Realisierung eines auftragsorien-
tierten PRC.
Als exemplarische Anwendung soll ein auftragsorientierter Single-Target-
Tracker realisiert werden, wobei die Anzahl an Personen im Überwachungs-
bereich unbekannt ist. Das Vorhandensein mehrerer verfolgbarer Objekte
in der Szene würde an sich den Einsatz eines JPDAF verlangen. Die unbe-
kannte Anzahl von Objekten erschwert aber dessen Einsatz signifikant. Des
Weiteren ist ein Multi-Target-Tracker stets mit einem sehr hohen Rechenauf-
wand verbunden, was eine echtzeitfähige Realisierung eines PRCs deutlich
erschwert. Es wäre allerdings denkbar in zukünftige Arbeiten den Einsatz
eines „verteilten JPDAF“ [Chang 95] für eine kooperative Multi-Target Ob-
jektverfolgung durch mehrere PRCs zu untersuchen. Hier gilt es aber festzu-
halten, dass ein JPDAF die Verfolgung aller beobachtbarer Objekte verlangt,
was prinzipiell dem auftragsorientierten Ansatz widerspricht.
Der Einsatz eines modifizierten PDAF als Datenassoziationsfilter wäre ge-
gebenenfalls eine Alternative zum eingesetzten Verfahren, wobei hierfür die
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nicht zu verfolgenden Objekte als Störungen interpretiert werden müssten.
Die Positionsmessungen als Merkmale reichen für diesen Zweck allerdings
nicht aus, denn auch die vorhandenen „Störobjekte“ weisen eine verfolgba-
re Charakteristik auf (stabile Messungen, im Gegensatz zu echten Störun-
gen). Demzufolge wären die Übereinstimmung von Erscheinungsmerkma-
len zum OdI ausschlaggebend für die darauf basierende „weiche“ Daten-
assoziation. Die hierfür benötigte probabilistische Interpretation der einge-
setzten erscheinungsbasierten Übereinstimmungskoeffizienten (Distanzma-
ße der Farbdeskriptoren) sind nicht ohne Weiteres zu bestimmen.
Zuletzt steht der Einsatz eines MHT im Konflikt mit der hier untersuchten lo-
kalen auftragsorientierten Personenverfolgung. Der lokale Ansatz (nach Ab-
satz 1.2) verlangt, dass ausschließlich auftragsrelevante Sensoren in die Aus-
wertung einbezogen werden, dies mit dem Ziel den Datenassoziationsfilter
in großen Kameranetzwerken zu entlasten. Eine Lösung hierfür wird in Ka-
pitel 4 vorgestellt. Einen Multi-Hypothesen-Tracker würde nun durch die
Verfolgung mehrerer Tracks zu „mehreren Lokalitäten“ führen, welche ei-
ne dynamische Sensorselektion pro Track-Hypothese nach sich ziehen wür-
de. Die hierfür benötigte Rechenkapazität für einen PRC wäre dadurch un-
verhältnismäßig hoch und eine echtzeitfähige Realisierung wäre nicht mög-
lich. Eine mögliche zukünftige Realisierung eines auftragsorientierten MHT
könnte wieder in Form von kollaborativen selbst-organisierenden PRCs rea-
lisiert werden. Hierbei würden die Trackhypothesen neue Unteraufträge
(Unter-PRCs) initialisieren, die dann allerdings nur semi-autonom agieren
dürfen. Solche selbstorganisierenden Strukturen stellen aber wiederum ein
eigenes Forschungsgebiet dar.
Um all diesen Rahmenbedingungen gerecht zu werden, wird eine strikt ge-
trennte nicht-probabilisitische erscheinungsbasierte Datenassoziation einge-
setzt, gekoppelt an einen Kalman-Filter als Positionsschätzer. Diese ermög-
licht eine sehr effiziente Einzelobjektverfolgung, welche auch dem lokalen
auftragsorientierten Gedanken folgt.
Im Folgenden werden diese Komponenten einzeln vorgestellt. Zunächst
wird das modifizierte Kalman-Filter als Grundfunktionalität für das Posi-
tionstracking eingeführt. Basierend auf dem Prädiktionsschritt des Filters
wird anschließend das positionsbasierte Gating kurz beschrieben. Der kri-
tische Schritt des Tracking-Verfahrens ist allerdings die erscheinungsbasierte
Datenassoziation – d. h. die eindeutige Verknüpfung von Objektbeobachtun-
gen zum OdI. Die „Erkennung“ eines beobachteten Objektes als das Gesuch-
te stellt weiterhin eine große Herausforderung in der Videoanalyse dar. In
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dieser Arbeit wird ein erscheinungsbasierter Multi-Template-Ansatz vorge-
stellt, um die kameraübergreifende Korrespondenzfindung (und somit Ob-
jektverfolgung) auf Basis von Farbmerkmalen exemplarisch zu realisieren.
Da dieser Schritt den Kern des Verfolgungsverfahrens darstellt, wird die er-
scheinungsbasierte Korrespondenzfindung ausführlich behandelt.
(Modifiziertes) Kalman-Filter
Ein Kalman-Filter [Kalman 60] kann als Algorithmus verstanden wer-
den, der die Prinzipien der Ausgleichsrechnung nach der Methode der
kleinsten Quadrate auf dynamische Systeme erweitert. Geschätzt werden
eine zeitvariable Zustandsgröße xˆ(tk) und die zugehörige Schätzfehler-
Kovarianzmatrix P(tk) unter der Annahme, dass der stochastische Prozess
durch
x(tk) = Ax(tk−1) + w(tk−1) (3.19)
beschrieben werden kann. Die Matrix A ist hierbei die sogenannte „Zu-
standsübergangsmatrix“ (das Bewegungsmodell) und w(tk) ist eine die Re-
präsentation des Prozessrauschens. Das Prozessrauschen wird als weiß, mit-
telwertfrei und normalverteilt angenommen und kann durch die Dichte-
funktionN (0,Q) beschrieben werden. Die Kovarianzmatrix des Prozessrau-
schens Q modelliert die Unsicherheit des Dynamikmodells. Sie ist in unse-
rem Fall abhängig vom Zeitintervall ∆t = tk − tk−1 und wird deshalb im
Folgenden als Q(∆t) notiert.
Neben einem Prozessmodell wird für die Objektbeobachtung (Messung) ein
Beobachtungsprozess in der Form
z(tk) = Hx(tk) + v(tk) (3.20)
angenommen. z(tk) = (x, y)T ist die indirekte und gestörte Beobachtung
(oder Messung) des Objektzustandes x(tk), H die Messmatrix und v(tk)
eine mittelwertfreie und normalverteilte Zufallsvariable zur Beschreibung
des Messrauschens. v(tk) wird als weißes Rauschen mit der Dichtefunktion
N (0,R) angenommen.
Da für die Personenverfolgung sowohl die Messung als auch der Objektzu-
stand als Raumkoordinaten in der 2-D Bodenebene definiert sind, wird im
Folgenden die Messmatrix der Einheitsmatrix gleichgesetzt H = I und in
der formalen Beschreibung vernachlässigt.
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Bei einem Kalman-Filter lassen sich drei Phasen unterscheiden:
• Initialisierung
• Prädiktion
• Aktualisierung (auch Korrektur genannt)
Während die Initialisierung nur einmal durchlaufen wird, werden die Schrit-
te der Prädiktion und Korrektur zyklisch durchlaufen. Man spricht daher
auch von einem Prädiktor-Korrektor-Verfahren.
Bei der Initialisierung wird im Wesentlichen der initiale Zustand mit An-
fangswerten versehen. Beim hier entwickelten Personentracking wird eine
Person in einem Videostrom halb automatisch selektiert. Die Objektselekti-
on wird vom Bediener über die Bedienoberfläche durch einen Mausklick auf
die zu verfolgende Person durchgeführt. Eine automatische Objektdetektion
mit zugehöriger Positionsschätzung ordnet den Mausklick dann der nächst-
liegenden Person im globalen Koordinatensystem zu. Die zugeordnete gülti-





P repräsentiert hierbei die Unsicherheit der Zustandsschätzung als Fehler-
Kovarianzmatrix. Bei Eintreffen neuer Beobachtungen nach der Zeit ∆t =
tk − tk−1 seit der letzten Zustandsschätzung wird eine Vorhersage über den
Objektzustand (hier der Objektposition) getroffen. Diese Vorhersage basiert
auf dem durch die Systemmatrix A definierten Dynamikmodell.
Im Falle des Objekttrackings kommen für die Systemmatrix A Bewegungs-
modelle zum Einsatz, welche die Bewegungsdynamik der zu verfolgenden
Objekte wiedergeben sollen. Klassische Bewegungsmodelle basieren auf der
Annahme konstanter Position (CP), konstanter Geschwindigkeit (CV) bzw.
konstanter Beschleunigung (CA) [Bar-Shalom 88, Kelly 06, Welch 07]. Für
die Personenverfolgung wurde das Modell der konstanten Position aus zwei
Gründen gewählt. Zum einen hat sich gezeigt, dass Personenbewegungen
gerade in Innenräumen kaum durch eine konstante Geschwindigkeit oder
Beschleunigung zu charakterisieren sind. Personen bewegen sich mit unter-
schiedlichen Geschwindigkeiten, abhängig davon, ob sie den Weg kennen
oder nicht. Sie bleiben abrupt stehen (z. B. um mit jemandem zu reden) oder
machen auf dem Absatz kehrt, wenn sie etwas vergessen haben oder eine al-
ternative Route nehmen möchten. Dies sind nur einige Beispiele für das stark
i
i






3.4 Realisierung eines Multikamera-Tracking-Verfahrens 69
nicht-lineare Bewegungsverhalten von Personen. Der zweite Grund für den
Einsatz des CP-Modells liegt in der Anforderung für eine gültige Prädiktion
der Objektposition in Gebäuden (Abb. 3.10). Diese Anforderung wird durch
das in Kapitel 4 vorgestellte Verfahren zur Sensorselektion gestellt. An dieser
Stelle sei nur erwähnt, dass die prädizierte Objektposition sich stets in einem
gültigen Bereich des Gebäudes befinden muss (also nicht z. B. außerhalb des
Gebäudes oder innerhalb von Wänden), um eine korrekte Sensorselektion
durchzuführen. Diese Rahmenbedingung wird nur vom CP-Modell erfüllt.
Die Zustandsübergangsmatrix A für das CP-Modell und die zugehörige Ko-











wobei q als die angenommene Bewegungsdynamik des Objektes (z. B. 2.25
m2/s als die durchschnittliche maximale Positionsvarianz eines Fußgängers)
beschreibt. Beim eingesetzten Zustandsschätzer wurde somit gemäß CP-
Modell die komplette Bewegungsdynamik als Rauschen modelliert (siehe
[Kelly 06]). Daraus ergibt sich nach Gleichung 3.19 und der Definition, dass
das Prozessrauschen w(tk−1) durch N (0,Q) beschrieben werden kann, die
folgende formale Beschreibung für die Zustandsprädiktion:
xˆ−(tk) = Axˆ(tk−1) = xˆ(tk−1)
P−(tk) = AP(tk−1)AT + Q(∆t).
(3.23)
Die Matrix Q(∆t) führt somit zu einer anwachsenden Unsicherheit über die
prädizierte Zustandsschätzung xˆ−(tk). Diese Unsicherheit wird durch die
Kovarianzmatrix P−(tk) repräsentiert. Die Annahme der konstanten Positi-
on führt dazu, dass die prädizierte Position mit der vorangegangenen Posi-
tionsschätzung identisch bleibt (A = I).
Die prädizierte Zustandsschätzung xˆ− und die zugehörige prädizier-
te Fehlerkovarianz-Matrix P− werden als a-priori-Schätzungen („Sollzu-
stand“) im darauf folgenden Korrekturschritt mit neuen Beobachtungen
(Messungen) verglichen und zu einer neuen a-posteriori-Zustandsschätzung
kombiniert (Korrektur/Update). Hier kommt die Modifikation des Kalman-
Filters ins Spiel: Der klassische Korrekturschritt des Kalman-Filters besteht
aus einer gewichteten Mittelung aus Prädiktion und Messung. Die Gewich-
tung wird hierbei durch die sogenannte Innovation (Kalman-Gain) bestimmt,
i
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Abb. 3.10. Inkonsistente a-posteriori-Positionsschätzung in „nicht-linearen“ Innen-
räumen.
welche sich aus den jeweiligen Unsicherheiten der Prädiktion und Messung
wie folgt ergibt:
K(tk) = P
−(tk)HT (HP−(tk)HT + R(tk))−1. (3.24)
Der Kalman-Gain gibt Auskunft darüber, wie das Verhältnis zwischen Unsi-
cherheit über die prädizierte Position und die der Messung ist. Proportional









Die klassische Kalman-Korrektur ist jedoch leider in einem beschränkten
Wertebereich X (hier ein Gebäude mit physikalischen Hindernissen) nicht
direkt anwendbar. Um beim Beispiel der Person, die sich in einem Gebäude
bewegt, zu bleiben, könnte durch Gleichung (3.25) folgende Situation auf-
treten: Eine Person läuft um eine Ecke des Gebäudes, wie in Abb. 3.10 skiz-
ziert. Ist eine Prädiktion in Punkt A mit einer Unsicherheit und eine Positi-
onsmessung B mit einer Messunsicherheit gegeben, so liegt die a-posteriori-
Positionsschätzung des Kalman-Filters (mit CP-Bewegungsmodell) auf ei-
ner Position zwischen Prädiktion und Messung. Daraus folgt, dass die a-
posteriori-Schätzung des Positionstrackers unter Umständen in ungültigen
Bereichen liegen kann (Punkt C, d. h. außerhalb gültiger Gebäuderegionen).
Eine solche Situation kann nicht nur für das Positionstracking fatal sein, son-
dern insbesondere für die im nächsten Kapitel vorgestellte Kameraselektion,
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Aus diesem Grund wurde eine geringfügige Modifikation des Update-
Schrittes vorgenommen, welcher nun wie folgt durchgeführt wird:
xˆ(tk) =
{




(I−K(tk)H)P−(tk) falls xˆ(tk) ∈ X
R(tk) sonst
(3.26)
Ist xˆ(tk) innerhalb des gültigen Wertebereichs X , so kann ein klassischer
Aktualisierungsschritt durchgeführt werden. Andernfalls wird das Kalman-
Filter mit der zuletzt assoziierten Messung neu initialisiert. Durch die Tatsa-
che, dass die Messung selbst immer in einem gültigen Bereich aufgenommen
sein muss, wird die Plausibilität der Zustandsschätzung garantiert.
Gating (Vorfilterung)
Bei der Datenassoziation und Korrespondenzfindung aufeinander folgender
Objektbeobachtungen spielt die Position des Objektes eine der wichtigsten
Rollen. Durch die bekannte (wenn auch mit einer Unsicherheit versehenen)
Positionsschätzung im vorhergehenden Trackingschritt lässt sich aufgrund
der bekannten Bewegungsdynamik eines Menschen der Suchraum deutlich
einschränken. Diese räumliche Fensterung wird i. Allg. als „Gating“ bezeich-
net, welche auch als Plausibilitätsprüfung angesehen werden kann.
Für die positionsbasierte Plausibilitätsprüfung wird in der vorliegenden Ar-
beit ein klassisches Verfahren basierend auf die Mahalanobis-Distanz dmah
eingesetzt.
Gegeben sei die Positionsprädiktion des Objektes xˆ− und deren Kovarianz-




z,N (xˆ−,P−)) =√(z− xˆ−)T (P−)−1(z− xˆ−). (3.27)
Aus der Literatur ist bekannt, dass die quadratische Mahalanobis-Distanz
zwischen einem Punkt und einer bivariaten Normalverteilung im Zweidi-
mensionalen einer χ2-Verteilung mit zwei Freiheitsgraden folgt [Garrett 89].
Daraus lässt sich aus den χ2-Verteilungstabellen ein Distanzschwellwert
entnehmen, welcher einer Mindestwahrscheinlichkeit für die Zugehörig-
keit einer Beobachtung zum OdI entspricht. Möchte man beispielsweise nur
i
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Beobachtungen berücksichtigen, die mit einer 95%igen Wahrscheinlichkeit
zum OdI gehören, so entspricht dieser Wert einer maximalen quadratischen
Mahalanobis-Distanz von 5,99. Geometrisch definiert ein solcher Schwell-
wert eine Isolinie gleicher Wahrscheinlichkeitsdichte (Ellipse) und es wer-
den nur Beobachtungen in die Filterung mit einbezogen, die innerhalb dieser
Fehlerellipse liegen.
Distanzmaß für Erscheinungsmerkmale und Korrespondenzfindung
Als Korrespondenzmaß zwischen zwei Erscheinungsmerkmalsvektoren
Dapp1 und Dapp2 (hier zwischen vorselektiertem Objekt und Objektkandidat)
wird die sogenannte Earth Mover’s Distance (EMD) [Rubner 00] verwendet.
Die EMD ist eine Methode zur Cross-Bin-Correlation diskreter Verteilungen
oder Signaturen und formuliert den Abstand zwischen den Verteilungen als
Transportproblem. Man stelle sich hierbei die diskrete Verteilung von Farb-
signaturen als Sandhaufen vor, verteilt auf einer Bodenfläche (Merkmals-
raum). Die einzelnen Sandkörner stellen hierbei „Samples“ oder einzelne
Stichproben dar. Die Differenz zweier Verteilungen ist nun als der mini-
male Aufwand oder Fluss definiert (zurückgelegter Weg, gewichtet mit der
Menge des transportierten Sandes), der benötigt wird, um eine Sandhügel-
Verteilung in eine andere zu transformieren. Formal wird die EMD für die
extrahierten Farbdeskriptoren wie folgt berechnet: Gegeben seien die zwei
Farbdeskriptoren
Dapp1 = {fapp1,1 , fapp1,2 , . . . , fapp1,Q ,Λ1}, (3.28)
und
Dapp2 = {fapp2,1 , fapp2,2 , . . . , fapp2,R ,Λ2}. (3.29)
mit fapp1,q ∈ Dapp1 als Repräsentanten eines Farbsegmentes des Referenzfarb-
deskriptors und fapp2,r ∈ Dapp2 als Repräsentanten eines Farbsegmentes des
Vergleichsobjekts.
Die Abstandsmatrix der Farbsegmente wird definiert durch D = [dqr] mit




2,r . Gesucht wird die Flussmatrix




2,r , welche die Gesamtkosten
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minimiert, und dabei die Verteilung Dapp1 in Dapp2 transformiert. Das ent-
spricht dem minimalen Aufwand der benötigt wird, um aus einer vorgege-
ben Konstellation von Sandhaufen, durch geschicktes Umschichten in eine
gewünschte neue Konstellation zu überführen. Aus dem Transportproblem
ergeben sich hierzu vier zusätzliche Rahmenbedingungen für die Flusskoef-
fizienten:























Die erste Rahmenbedingung erlaubt ausschließlich positive Flusskoeffizien-
ten und somit lediglich den Transport vonDapp1 nachDapp2 . Die zweite Bedin-
gung begrenzt die Gesamtmenge an transportierter „Ware“ zwischen Dapp1
und Dapp2 , auf die in Dapp1 verfügbare Menge. w1,q ist hierbei die jeweilige
Gewischtung der Sandhügel, die der Signatur Dapp1 zugeordnet sind (ver-
gleiche Gleichung 3.16 und 3.17). Die dritte Bedingung begrenzt die Menge
der von Dapp2 aufgenommene „Ware“ auf das Gesamtgewicht der Signatur.
Schließlich fordert die vierte Bedingung, dass die maximal mögliche Menge
an „Waren“ transportiert werden sollen. Dadurch erzwingt man die Opti-
mierung des Gesamtaufwandes durch die zugehörigen Distanzkoeffizienten
in DEMD.
Nach der Bestimmung der Flussmatrix F ist die Earth Mover’s Distance ge-
geben durch









Weitere Details zur Berechnung der EMD können aus [Rubner 00] entnom-
men werden.
Der Abstand dqr wird durch eine anwendungsspezifische Abstandsfunkti-
on ermittelt. Für die farbbasierten Erscheinungsmerkmale ist der Merkmals-
raum gegeben durch einen drei-dimensionalen LUV-Farbraum, erweitert
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um eine zusätzliche Dimension für das Körpersegment. Der LUV-Farbraum
wurde gewählt, um die Farbdifferenzen durch einen euklidischen Abstand
berechnen zu können [Schanda 07, Ebner 09].
Die Distanz zweier Farbdeskriptoren fapp1,q = (lq, uq, vq, wq, bpq)
T und fapp2,r =
(lr, ur, vr, wr, bpr)










Durch die zusätzliche Definition von dqr = ∞ zwischen zwei Farbseg-
menten, die zu unterschiedlichen Körperteilen gehören, wird erreicht, dass
ein „Transport“ von Farbanteilen zwischen unterschiedlichen Körperteilen
nicht durchgeführt werden kann und somit die Farbübereinstimmung für
die einzelnen Körperteile unabhängig voneinander berechnet wird. D. h. für
zwei Erscheinungsdeskriptoren Dapp1 und Dapp2 werden als Ergebnis für je-
des Körperteil bp ∈ {Oberkörper,Unterkörper} die Korrespondenzkoeffizi-
enten EMDOberkörper und EMDUnterkörper ermittelt. Eine Farbüberein-
stimmung für bp = Kopf wird nicht ermittelt, da die Farbdeskriptoren keine
stabilen, blickrichtungsinvarianten Farbmerkmale bereitstellen.
Bei genauerer Betrachtung zeigt sich allerdings, dass die Verwendung der
euklidischen Distanz zur Ermittlung von Farbdifferenzen im LUV-Raum nur
bedingt im Zusammenhang mit einem globalen Entscheidungsschwellwert
zur Ermittlung der Objektkorrespondenzen (Datenassoziation) verwendet
werden kann. Dies ist darin begründet, dass Störfaktoren wie z.B. kleine Ab-
weichungen der Farbabbildung unterschiedlicher Kameras ggf. zu einer si-
gnifikanten Verrezung der Farbsignatur im LUV-Raum führen kann. Es hat
sich hierbei gezeigt, dass u. A. Farbtonunterschiede bei einer relativ hohen
Buntheit zu größere Farbdistanzen führen als bei einer niedrigeren Buntheit.
Ähnlich können Kontrastunterschiede zwischen Kameras die Farbsignatur
eines Objektes, je Verteilung im Farbraum, zu deutlich unterschiedlichen Di-
stanzen führen.
Daraus folgt, dass abhängig von der Farbverteilung des Objektes, ins-
besondere der Buntheit der extrahierten Farbsegmente, die berechneten
Farbdistanzen sich signifikant unterscheiden können. Die Berechnung der
Distanzen ist somit sehr empfindlich gegenüber Helligkeits- und Kon-
trastunterschieden, da diese in erhöhtem Maße die Buntheit beeinflussen.
In Multikamera-Systemen sind Helligkeits- und Kontrastunterschiede auf-
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grund der sehr unterschiedlichen Beleuchtungsbedingungen stets als Stö-
rung vorhanden.
Um diesem Effekt entgegen zu wirken, wurden mit Gleichung (3.18) Farb-
verteilungskoeffizienten ermittelt, welche unter anderem die Streuung der
Farbsegmente auf der jeweiligen Achse des Farbraumes beschreiben. Diese
Koeffizienten ermöglichen eine nachträgliche Normierung der Farbdeskrip-
toren (Referenz- und Vergleichsdeskriptor) bezüglich einer Referenzbunt-
heit. Die Normierung wird wie folgt durchgeführt:






























Die Normierung erfolgt durch eine jeweilige Skalierung der Farbraumkom-
ponenten (L-, U- und V-Achse) auf einer gemeinsamen Referenzbuntheit-
und Helligkeitsverteilung. Die Skalierungsfaktoren sorgen dafür, dass bei
der nachgeschalteten Distanzberechnung nur noch relative anstatt absolute
Distanzen betrachtet werden.
Die Skalierungsfaktoren υc mit c ∈ {L,U, V }werden wie folgt ermittelt:







Daraus ergeben sich die normierten Farbdeskriptoren fapp =
(l, u, v, w, bp) → f ′app = (l′, u′, v′, w, bp) mit l′ = l/υL, u′ = u/υU und
v′ = v/υV .
Zusammenfassend wird somit das erscheinungsbasierte Distanzmaß zwi-
schen Objekt O1 und Objekt O2 ermittelt durch
EMD(D′app1 ,D′app2 ). (3.34)
Single-Template-Ansatz zur Datenassoziation
Für das Personentracking mittels eines Positionsschätzers ist die Datenas-
soziation einer der wichtigsten Schritte. Die Datenassoziation hat zum Ziel,
aus einer Vielzahl von Beobachtungen diejenige zu ermitteln, welche vom
i
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OdI erzeugt wurde. Im Falle des Personentrackings geht es bei der Daten-
assoziation darum zu ermitteln, welche Objektbeobachtung von der zu ver-
folgenden Person stammt, um diese Beobachtung anschließend anhand des
Kalman-Filters in die Positionsschätzung einfließen zu lassen.
Durch das bereits vorgestellte Gating wurde die Untermenge an Objekten
ermittelt, die aufgrund ihrer Position als plausible Objektkandidaten einge-
stuft werden können. Im hier vorgestellten Tracking-Verfahren wird ausge-
hend von diesen Objektkandidaten eine „Best-Match“-Datenassoziation ein-
gesetzt, welche auf der Auswertung der Erscheinungsmerkmale basiert.
Die Datenassoziation und Fusion wird vom Trackingmodul eines jeden auf-
tragsorientierten Prozesses (PRC) unabhängig voneinander durchgeführt.
Deshalb werden im Folgenden die Auftragsindizes vernachlässigt. Für die
Sensorselektion (d. h. das Anfordern der Beobachtungsinformationen) soll
hierbei zunächst angenommen werden, dass bei gegebener aktueller Prädik-
tion der Position fˆsp−tk 7→ N (xˆ−,P−) des beobachteten Objektes Otk (Ob-
jektbeschreibung zum Zeitpunkt tk) der PRC die Untermenge an Netzwerk-
kameras bzw. IVPs Sclustertk ⊆ S, welche als relevant für die Beobachtungs-
aufgabe bewertet wurden, automatisch ermittelt und die Beobachtungsda-
ten angefordert hat. Mit Sclustertk wird der Kamera- oder Sensorcluster eines
Trackingauftrags bezeichnet.
Weiter wird angenommen, dass eine initiale Objektbeschreibung zur Verfü-
gung gestellt wird: O0,t0 = (f
sp
0,t0
,Dapp0,t0) mit fsp0,t0 als initiale Objektposition
im globalen Koordinatensystem und T app = Dapp0,t0 als Erscheinungsbeschrei-
bung (statisches Objekt-Template). Diese Informationen werden dem auto-
nomen PRC bei der Initialisierung z. B. durch eine interaktive Selektion des
zu beobachtenden Objektes über die grafische Bedienoberfläche oder durch
einen externen automatischen Detektor zur Verfügung gestellt.
Nach der Initialisierung und Sensorselektion erhält das Trackingmodul se-
quenziell und asynchron Beobachtungsinformationen (Merkmalsvektorsät-
ze) über die ObjekteOi,·,tk aus Si ∈ Sclustertk mit i als Index der Informations-
quelle im Sensorcluster. Durch die sequenzielle Abarbeitung von asynchro-
nen Beobachtungsnachrichten von den Clustersensoren wird je ein Merk-
malsvektorsatz von jeweils einer Kamera zum Zeitpunkt tk verarbeitet.
Unter Vernachlässigung des Kameraindex i ist somit
O·,tk = {O1,tk , O2,tk , . . . , OM,tk}
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ein Merkmalsvektorsatz, welcher alle M beobachteten Objekte beschreibt,
die zum Zeitpunkt tk von einer einzelnen Kamera detektiert wurden. Das
Problem der kameraübergreifenden Einzelobjektverfolgung besteht in der
Bewertung, welche, und ob überhaupt eine, der detektierten Beobachtungen
gegeben durch Oj,tk vom OdI O0,t0 stammt.
Der entwickelte Ansatz geht hierbei zunächst wie folgt vor:
1. Berechnung der quadratischen Mahalanobis-Distanz für jeden
zj,tk = (xj,tk , yj,tk)















Oj,tk ∈ Otk | dmahj ≤ τmah
}
. (3.36)
3. Berechnung des Übereinstimmungsmaßes EMD nach (3.31) für die
Untermenge O′tk :
dEMDj,tk = EMD(D′appj,tk , T app). (3.37)
4. Bestimmung der Kandidaten O′′tk , die aufgrund der Erscheinung als
„ähnlich“ einzustufen sind:
O′′tk = {Oj,tk ∈ O′tk | dEMDj < τsimilarity}. (3.38)
5. „Single-Template Best-Match-Ansatz“: Ermittlung des Kandidaten für




Im ersten Schritt wird für jede Objektbeobachtung die Mahalanobis-Distanz
dmahj wie in Gleichung (3.27) ermittelt. Hierbei wird zur Prädiktion der ge-
schätzten Objektposition zum Zeitpunkt tk ein Kalman-Filter mit Constant-
Position-Bewegungsmodell eingesetzt. Dies liefert eine Vorhersage über den
Aufenthaltsort des Objektes mit dazugehöriger Unsicherheit in der 2-D Bo-
denebene als bivariate Normalverteilung N (xˆ−tk ,P−tk).
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Für alle Beobachtungen, die als räumlich konsistent klassifiziert wurden,
werden die Erscheinungsmerkmale zur eindeutigen Bestimmung des ge-
suchten Objektes einbezogen (Schritt 2). Das erscheinungsbasierte Ähnlich-
keitsmaß EMD nach Gleichung (3.31) wird im dritten Schritt für die räum-
lich konsistenten Beobachtungen bestimmt. Anschließend werden in Schritt
4 die Objekte mit einer Mindestähnlichkeit zum gesuchten Objekt als Beob-
achtungskandidaten eingestuft.
In klassischen Single-Template-Ansätzen wird basierend auf den ermittelten
Beobachtungskandidaten diejenige Beobachtung bestimmt, welche die größ-
te Übereinstimmung zum gesuchten Objekt aufweist (z. B. Maximum Like-
lihood, Template-Matching-Methoden). Wurde ein solcher Kandidat ermit-
telt, wird eine Datenassoziation durchgeführt und es folgt eine Schätzung
über den räumlichen Objektzustand xˆtk durch das modifizierte Kalman-
Update nach Gleichung (3.25).
Diese Ansätze sind einfach strukturiert und effizient zu implementie-
ren. Allerdings weisen diese auch i. Allg. einen Nachteil insbesondere in
Multikamera-Systemen auf. Der Nachteil liegt in der Zuverlässigkeit der Da-
tenassoziation, welche auf einer einzigen Referenzsignatur T app = Dapp0,t0 ba-
siert. Von der Qualität dieser Referenzsignatur hängt ab, ob ein Objekt ro-
bust wiedererkannt und demzufolge verfolgt werden kann. In Multikamera-
Systemen zeigt sich darüber hinaus, dass anhand der Referenzsignatur (wel-
che aus einer Initialisierungskamera stammt) oft zuverlässig Objektkorre-
spondenzen innerhalb dieser Initialisierungskamera bestimmt werden kön-
nen, während die Robustheit bei der Korrespondenzfindung zu Beobachtun-
gen aus anderen Kameras deutlich nachlässt.
Um dieser Schwäche entgegen zu wirken, wird typischerweise die Referenz-
signatur über die Zeit und somit auch kameraübergreifend kontinuierlich
angepasst und aktualisiert. Damit wird eine Adaptation der Objektbeschrei-
bung an die aktuellen Beleuchtungs- und Aufnahmeverhältnisse erreicht.
Allerdings führt dieser klassische Ansatz auch zum bekannten Template-
Update-Problem [Matthews 04, Kaneko 02], welches im nächsten Abschnitt
näher erläutert wird.
Aus diesem Grund wurde eine alternative Strategie zur Aktualisierung
und Instandhaltung von mehreren Referenzsignaturen entwickelt, welches
in einem Multisensor-System ermöglicht, den klassischen Ansatz mit einer
einzelnen statischen Referenzsignatur durch kameraspezifische Signaturen
zu erweitern und anhand einer kombinierten Aktualisierungsstrategie das
Template-Update-Problem teilweise zu kompensieren.
i
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Multi-Template-Ansatz
Wurde eine Datenassoziation durchgeführt, d. h. eine Übereinstimmung
zweier Farbsignaturen ermittelt, so bietet es sich an, die Referenzsignatur
T app zu aktualisieren. Dadurch erreicht man eine fortlaufende Anpassung
des Personenmusters und somit eine Anpassung an sich räumlich und zeit-
lich verändernde Licht- und Umgebungsbedingungen. Allerdings bedeutet
eine fortlaufende Anpassung des Referenzmusters auch, dass „falsch ge-
lernt“ werden kann. Dies geschieht primär, wenn die Datenassoziation nicht
korrekt durchgeführt wurde (eine falsche Person wurde dem Track zuge-
ordnet) oder die richtige Person zwar korrekt erkannt wurde, aber die neue
Signatur aufgrund einer fehlerbehafteten Segmentierung oder extremen Be-
leuchtungssituation weniger repräsentativ als die bisherige Signatur ist. In
diesen Fällen kann die Zuverlässigkeit der Personenverfolgung signifikant
nachlassen.
Dieses Dilemma ist in der Literatur als das Template-Update-Problem bekannt,
was i. Allg. das Problem beschreibt, dass lernbasierte Verfahren dazu führen
können, dass die Referenzmuster verfälscht werden können (Template-Drift).
Für das Personentracking ist in diesem Kontext abzuwägen, ob eine zuver-
lässige Datenassoziation einer zeitlich möglichst hoch aufgelösten Trajekto-
rie vorzuziehen ist. Die fortlaufende Aktualisierung der Referenzsignatur
würde, durch die Verfügbarkeit eines hoch aktuellen und schnell adapti-
ven Objektmusters, ermöglichen, sehr gute, zeitlich fein aufgelöste Korre-
spondenzen zu ermitteln. Die Generierung fein aufgelöster Objekttrajekto-
rien setzt allerdings weniger strenge Schwellwerte für die Datenassoziation
voraus, was – wie bereits erwähnt – mit dem Risiko behaftet ist, ggf. über die
Zeit das Muster zu verfälschen bzw. sogar endgültig zu verlieren.
Demgegenüber würde eine komplette Vernachlässigung der fortlaufend sich
verändernden Objektmuster dazu führen, dass das Objekt nur dann zuver-
lässig wieder erkannt wird, wenn die Signatur der aktuellen Objektbeobach-
tung mit der ggf. veralteten Referenzsignatur eine hohe Übereinstimmung
zeigt. In der Praxis führt dies dazu, dass, wenn unterschiedliche Kameras in
sehr unterschiedlichen Blickwinkeln das Objekt erfassen bzw. die Beleuch-
tungsbedingungen sehr stark variieren, das Objekt nur sehr selten zuverläs-
sig wieder erkannt wird.
Im Rahmen dieser Arbeit wird ein Ansatz vorgestellt, welcher die Vortei-
le der fortlaufenden Anpassung von Referenzsignaturen ausnutzt und den-
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noch das Template-Update-Problem im Kontext der kameraübergreifenden
Objekt- bzw. Personenverfolgung minimiert.
Der realisierte Ansatz basiert auf der Idee, dass zum einen eine globale ka-
meraübergreifende Referenzsignatur T app existiert, welche keine Aktualisie-
rung über die Zeit und über Kameras hinweg erfährt. Diese Referenzsignatur
wird wie im klassischen Ansatz beim Initialisieren des zu verfolgenden Ob-
jekts definiert. Die Annahme hierbei ist, dass die vorgestellte Farbnormali-
sierung eine robuste kameraübergreifende Wiedererkennung prinzipiell er-
möglicht.
Wird zum Zeitpunkt tk ein Objekt in einer Kamera i anhand der statischen
Referenzsignatur wieder erkannt, so wird zum anderen eine zusätzliche fort-
laufend sich aktualisierende dynamische Referenzsignatur T appdyn,i erstellt. Im
vorgestellten Verfahren wird für jede Kamera, in der das Objekt bereits wie-
der erkannt wurde, eine separate dynamische Referenzsignatur erstellt.
Neue Objektbeobachtungen von einer Kamera i werden im weiteren Verlauf
mit der statischen Referenzsignatur und mit der zugehörigen dynamischen
Referenzsignatur verglichen und anhand zweier Übereinstimmungskoeffizi-
enten dEMD und dEMDdyn quantifiziert.
dEMD = EMD(T ′app,D′appi ) (3.40)
dEMDdyn = EMD(T ′appdyn,i,D′appi ). (3.41)
Aufgrund der Definition, dass die dynamische Referenzsignatur stets aus
der gleichen Kamera wie die aktuelle Beobachtung stammt, wird erwartet,
dass im Fall einer Objektübereinstimmung die Distanz dEMDdyn deutlich nied-
riger ist als zwischen Beobachtung und der statischen Referenzsignatur ge-
geben durch dEMD.
Nun gilt es, die Datenassoziation anhand der statischen und dynamischen
Referenzsignatur so zu kombinieren, dass eine Personenverfolgung robust
durchgeführt werden kann, wobei die Fehlzuordnungen (Template-Update-
Problem) in den dynamischen Templates minimiert und simultan die zeitliche
Auflösung der Trajektorie optimiert werden soll.
Dies wird beim entwickelten Multi-Template-Ansatz wie folgt erreicht:
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Zunächst wird die Übereinstimmung zwischen Templates (Referenzsignatu-
ren) und Objektbeobachtung in zwei Klassen unterteilt.
1. Eine sichere Wiedererkennung wird festgestellt, wenn der Übereinstim-
mungskoeffizient dEMD zwischen statischer Referenzsignatur und Be-
obachtungssignatur einen definierten (relativ anspruchsvollen) EMD-
Schwellwert τReID unterschreitet.
2. Eine Objektähnlichkeit wird festgestellt, wenn der Übereinstimmungsko-
effizient dEMD einen definierten mittleren Schwellwert τsimilarity unter-
schreitet und darüber hinaus als Zusatzkriterien entweder
• der Übereinstimmungskoeffizient zwischen dynamischer Referenz-
signatur und Beobachtungssignatur einen sehr niedrigen Schwell-
wert unterschreitet(
dEMD < τsimilarity
) ∧ (dEMDdyn < τdyn) , oder (3.42)
• der räumliche und zeitliche Abstand zwischen aktueller und letzter
Positionsschätzung sehr niedrig ist, so dass eine korrekte Datenasso-
ziation als sicher gelten kann.(
dEMD < τsimilarity
)∧






Darüber hinaus wird definiert, dass eine Aktualisierung der Kamera-
abhängigen dynamischen Signatur nur dann durchgeführt wird, wenn die
Distanz dEMD den Schwellwert τReID unterschreitet.
T appdyn,j,tk = {D
app
j,tk
|dEMD < τReID}. (3.44)
Im Allgemeinen gilt für die Wahl der Schwellwerte die Ungleichung
0 < τdyn ≤ τReID < τsimilarity. (3.45)
Für die Untersuchungen und Verfahrensevaluation wurden die übrigen Pa-
rameter τdelay = 0, 5 Meter und τmotion = 1, 0 Sek. als Konstanten definiert.
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Abb. 3.11. Die Multi-Template-basierte Datenassoziation kombiniert eine klassi-
sche „No-Update“-Strategie bei einer statischen Referenzsignatur mit einer „Full-
Update“-Aktualisierung kamerabezogener Templates. Durch den Einsatz der stati-
schen Referenzsignatur wird ein Template-Drift verhindert.
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Abb. 3.11 zeigt die zweistufige Datenassoziation als Flussdiagramm. Dem-
nach wird in jeder Kamera zunächst eine sichere Wiedererkennung des Objek-
tes vorausgesetzt.
Wurde ein Objekt als solches wieder erkannt, so wird für darauf folgende
Beobachtungen der statische Übereinstimmungskoeffizient mit einem „ent-
schärften“ Schwellwert τsimilarity geprüft, wobei Zusatzkriterien wie der
dynamische Übereinstimmungskoeffizient τdyn oder die räumlich-zeitliche
Distanz zur letzten Beobachtung zusätzlich geprüft werden. Eine Aktuali-
sierung der dynamischen Referenzsignatur T appdyn,i wird nur im Fall einer si-
cheren Wiedererkennung durchgeführt.
Somit ergibt sich insgesamt ein kamerabezogener Hysterese-Effekt: Solange
ein Objekt in einer Kamera noch nie wieder erkannt wurde, verhält sich die-
ses Verfahren „konservativ“ und setzt eine sichere Wiedererkennung voraus.
Ist diese erfolgreich durchgeführt worden (ggf. nur ein einziges Mal in die-
ser Kamera), wird der Schwellwert von τReID auf τsimilarity angehoben und
der Fokus auf den dynamischen Übereinstimmungskoeffizient τdyn gelegt.
Dieser „entschärfte“ Zustand sorgt dafür, dass die Trajektorie von nun an
eine höhere Auflösung erreicht.
Eine signifikante Verfälschung der fortlaufend sich aktualisierten Signatur
wird ebenfalls unterbunden. Zum einen aufgrund des Kriteriums dEMD <
τReID, welches gerantiert, dass dynamische Signaturen stets eine hohe Ähn-
lichkeit zur statischen Referenzsignatur besitzen. Zum anderen führt die Ver-
fälschung einer solchen Signatur typischerweise dazu, dass mittelfristig das
Kriterium dEMD < τsimilarity nicht mehr erfüllt wird. Spätestens dann muss
eine sichere Wiedererkennung stattfinden, was zu einer Korrektur der dynami-
schen Signatur führt.
3.5 Evaluation und Ergebnisse
Die Evaluation der vorgestellten Verfahren soll nun eine Aussage über de-
ren Leistungsfähigkeit ermöglichen. Die folgende Evaluation soll insbeson-
dere der erscheinungsbasierten Personenerkennung gelten, da die Kalman-
Filterung zur Positionsschätzung und Objektverfolgung als ein etablier-
tes „State-of-the-Art“-Verfahren anzusehen ist, dessen Funktionsnachweis











Im folgenden Abschnitt wird zunächst die Datenbasis (Bild- und Videoda-
tenbank) vorgestellt, die zur Evaluation verwendet wurde. Basierend auf
diesen Bild- und Videodaten folgen in den nachfolgenden Abschnitten qua-
litative und quantitative Messungen, welche die Leistungen der folgenden,
neu entwickelten Verfahren beschreiben. Diese sind
1. die Earth Mover’s Distance sowie die entwickelten Erscheinungsmerk-
male zur kameraübergreifenden Wiedererkennung von Personen,
2. der Ansatz zur lokalen Farbnormalisierung sowie
3. die Multi-Template-Strategie für die robuste Datenassoziation und Erhö-
hung der Trajektorienauflösung.
3.5.1 Evaluationsdatensatz
Für die quantitative Bewertung der kameraübergreifenden Personenverfol-
gung werden Videosequenzen, welche mit dem am IOSB verfügbaren NEST-
System [Bauer 08, Monari 10d] aufgezeichnet wurden, eingesetzt. Der NEST-
Datensatz besteht aus Bildsequenzen aus sechs Überwachungskameras mit
überlappenden und teilweise nicht überlappenden Sichtbereichen. Des Wei-
teren besteht das NEST-Kamerasystem aus Kameras unterschiedlichen Typs
und von unterschiedlichen Herstellern, was den Datensatz durch eine starke
Variation der Aufnahmecharakteristika sehr anspruchsvoll macht.
Der Datensatz besteht aus den in Tabelle 3.1 aufgelisteten Testreihen. Die int-
rinsischen und extrinsischen Kameraparameter (Kamerakalibrierungsdaten)
stehen zur Verfügung. Darüber hinaus wurden im Rahmen umfangreicher
Vorbereitungsarbeiten Grundwahrheiten (Ground-Truth) über alle Vorder-
grundobjekte in den Bildfolgen (Personen) erstellt. Hierfür wurden insge-
samt ca. 13.000 Einzelbilder manuell annotiert. In jedem Videobild wurden
die Personen anhand von Polygonen gekennzeichnet und mit einer eindeu-
tigen Identifikationsnummer versehen.
Testreihe Kamera Länge Bildwiederhol- Anzahl Objekte
1 2 3 4 5 6 (in Bilder) frequenz (fps) in der Szene
1 X - X - X X 700 10 4
2 X X X X X X 500 10 6
3 X X X X X X 1000 10 6
Tabelle 3.1. NEST-Datensatz / Bildfolgen.
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Kamera 1: Axis 223M, 704x574px Kamera 2: Axis 214PTZ, 768x576px
Kamera 3: Axis 211M, 704x574px Kamera 4: Axis 211M, 704x574px








Abb. 3.12. Der NEST-Datensatz besteht aus Bildfolgen von sechs Kameras, welche
den überwiegenden Teil des Erdgeschosses des Fraunhofer IOSB abdecken.
Anhand dieser Informationen lassen sich für jedes einzelne zu verfolgende
Objekt Referenzdaten erstellen (z. B. Referenztrajektorien).
Der NEST-Datensatz eignet sich insbesondere, um die Leistung der Verfah-
ren hinsichtlich der Beleuchtungsnormalisierung und der kameraübergrei-
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fenden Korrespondenzfindung (Datenassoziation) zu evaluieren. Die Kame-
raanzahl und die sehr unterschiedlichen Beleuchtungsbedingungen besit-
zen eine ausreichend hohe Variation, sodass aussagekräftige Untersuchun-
gen bzgl. Beleuchtungskompensation und Wiedererkennungsraten durchge-
führt werden können.
Die Verfahrenservaluation anhand weiterer offen verfügbarer Datensätzen
konnte aus mehreren Gründen nicht direkt durchgeführt werden. Die PETS2
Datasets aus dem Jahre 2005 und 2006, beispielsweise bestehen aus relativ
wenigen Kameras. Hierbei tauchen die gleichen Personen nur selten in un-
terschiedlichen Kameras auf, so dass keine ausreichende Varianz einzelner
Objekte in unteschiedlichen Kameras gegeben ist. Des Weiteren sind sowohl
bei den PETS, als auch bei alternativen Datensätzen wie das Caviar Data-
sets3 oder iLIDS Multi Camera Tracking Dataset 4 die Grundwahrheiten nicht
ausreichend genau annotiert, um die Erscheinungsmerkmale zuverlässig zu
evaluieren. Die beigefügten Grundwahrheiten der Objektsegmente bestehen
jeweils aus „Bounding Boxes“ welche auch signifikante Anteile des Hinter-
grunds beinhalten. Die im Rahmen des NEST-Projektes am Fraunhofer IOSB
erstellten Grundwahrheiten hingegen bestehen aus Polygonen, welche die
Silhoutten der Person deutlich genauer wiedergeben.
Kamera 1: Axis 223M, 704x574px Kamera 2: Axis 214PTZ, 768x576px
Kamera 3: Axis 211M, 704x574px Kamera 4: Axis 211M, 704x574px








Abb. 3.13. Grundriss des Erdgeschosses des Fraunhofer IOSB mit den Kamerasicht-
bereichen.
2 PETS: Performance Evaluation of Tracking and Surveillance (Reading University
UK).
3 CAVIAR: Context Aware Vision using Image-based Active Recognition, EU IST
Projekt (2002-2005).
4 iLIDS: Image library for intelligent detection systems (UK Home Office).
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3.5.2 Evaluation der EMD und der Farbnormalisierung
Die Erscheinungsmerkmale, die in dieser Arbeit zur kameraübergreifenden
Wiedererkennung von Personen eingesetzt wurden, sind reine Farbdeskrip-
toren. Demzufolge ist es unabdingbar, dass die von den Kameras erfassten
Farben für eine kameraübergeordnete Korrespondenzfindung vergleichbar
sind. In Abschnitt 3.4.2 wurde ein neues Verfahren vorgestellt, mit dem un-
ter Zuhilfenahme von a-priori-Wissen (speziell die Grauwertverteilung auf
dem Fußboden) eine lokale Farbnormalisierung durchgeführt werden kann.
In diesem Abschnitt wird nun eine quantitative Bewertung des Verfahrens
durchgeführt.
Zunächst wird als Referenz die Leistung des „Single-Template“-Tracking-
Verfahrens ohne Farbnormalisierung ermittelt. Hierfür werden Objekttra-
jektorien der annotierten NEST-Datensätze evaluiert. Die erstellten Ground-
Truth-Datensätze ermöglichen die Zuordnung jeder einzelnen Objektbeob-
achtung zum zugehörigen Objekt über alle Bildfolgen, aber auch kamera-
übergreifend. Somit lassen sich insbesondere korrekte Objektzuordnungen
(True Positives) den Falschzuordnungen (False Positives) gegenüberstellen.
Da jedoch das Ergebnis einer solchen Gegenüberstellung vom Schwellwert
τReID abhängig ist, wird eine ROC-Kurve als Leistungskennlinie ermittelt,
welche die Wiedererkennungsleistung des Tracking-Verfahrens unabhängig
vom Schwellwert repräsentiert.
In Abbildung 3.14 sind die ROC-Kurven für die einzelnen Kameras sepa-
rat aufgeführt. Es sollen zunächst nur die ROC-Kurven des Verfahrens oh-
ne Farbanpassung betrachtet werden (rot gestrichelte Kurve). Es ist deutlich
zu erkennen, dass die Zuverlässigkeit der Wiedererkennung je nach Kame-
ra deutlich variiert. Hierbei scheinen die Kameras 1, 2 und 6 eine deutlich
zuverlässigere Wiedererkennung zu erzielen (60-70% True Positives, bei ca.
20% False Positives) als beispielsweise Kamera 4 (ca. 50% True Positives). Die
restlichen Kameras schneiden deutlich schlechter ab (≤40% True Positives).
Diese Unterschiede lassen sich direkt mit den lokalen Beleuchtungsbedin-
gungen und der Positionierung der Kameras begründen. Kamera 1, 2 und
6 überwachen denselben Raum (Foyer des Fraunhofer IOSB). Die Orientie-
rungen und Erfassungsbereiche sind zwar unterschiedlich, ebenso Einflüs-
se durch Gegenlicht und künstliches Licht, allerdings dominiert in diesem
Überwachungsbereich ambientes Licht, welches durch große Glasfassaden
diffus das Foyer erhellt. Dies führt dazu, dass diese Kameras überwiegend
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den gleichen Lichtverhältnissen ausgesetzt sind und demzufolge eine ähnli-
che Farbabbildung aufweisen.
Kamera 4 weist ähnliche Farbcharakteristika wie Kamera 1, 2, und 6 auf, al-
lerdings sind Teile des erfassten Bereiches stärker durch künstliches Licht
beeinflusst (siehe Abb. 3.12, Reflexionen der künstlichen Leuchten auf dem
Boden, links unten). Es hat sich gezeigt, dass dieser Einfluss die Wiederer-
kennung deutlich erschwert. Im Falle, dass das gesuchte Objekt hingegen im
helleren Bereich dieser Kamera zu sehen ist (in der rechten Hälfte), kann die
Wiedererkennung deutlich zuverlässiger durchgeführt wird.
Zuletzt zeigen Kamera 3 und 5 eine deutlich niedrigere Zuverlässigkeit bei
der farbbasierten Korrespondenzfindung. Dies ist in der signifikant abwei-
chenden Farbabbildung der zwei Kameras begründet. Aus Abb. 3.12 kann
man deutlich erkennen, dass Kamera 3 einen sehr dunklen Überwachungs-
bereich abdeckt, in dem die künstliche rot/gelbe Beleuchtung dominiert,
bei einer recht niedrigen Grundhelligkeit. Kamera 5 weist einen sehr stark
abweichenden Kontrast gegenüber den restlichen Kameras auf. Der Grund
hierfür liegt in der verwendeten Hardware. Während die restlichen Kame-
ras CCD-Technologie verwenden, wird in der Kamera 5 ein CMOS-Sensor
eingesetzt, welcher bekannterweise durch einen stärkeren Kontrast, aber
auch Rauschen bei niedriger Beleuchtung gekennzeichnet ist. Darüber hin-
aus deckt diese Kamera ebenfalls einen überwiegend durch künstliche Be-
leuchtung erhellten Bereich ab.
Um die Unterschiede zwischen den Kameras bzgl. der Wiedererkennungs-
leistung direkt gegenüberstellen zu können, sollen die ROC-Kurven auf je-
weils einen skalaren Qualitätswert reduziert werden. Eine verbreitete Me-
thode ist hierbei die Bestimmung der Area Under Curve, kurz ROC-AUC
[Bradley 97]. Die ROC-AUC-Kennzahl interpretiert die Fläche unterhalb der
ROC-Kurve als Qualitätsmaß und besitzt somit einen theoretischen Wert
zwischen 0.0 und 1.0. Wenn man allerdings berücksichtigt, dass die ROC-
Kurve eines sinnvollen Klassifikators die Diagonale nicht unterschreiten
kann (die Diagonale entspricht einer zufälligen Entscheidung), dann findet
man in der Praxis ausschließlich AUC-Werte zwischen 0.5 und 1.0.
Das Balkendiagramm in Abb. 3.15 stellt die ROC-AUC-Qualitätskennzahlen
der sechs Kameras gegenüber. Das ROC-AUC-Diagramm bestätigt die be-
reits beschriebenen Leistungsunterschiede. Kamera 1, 2 und 6 zeigen eine
deutlich höhere Zuverlässigkeit (AUC von 0,78-0,85) im Vergleich zu Kame-
ra 3, 4 und 5 (AUC von 0,71-0,73).
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Abb. 3.14. Die ROC-Kurven zeigen die Wiedererkennungsleistung des Personen-
trackers, abhängig vo der beobachtenden Kamera. Die rote Kurve zeigt die Leistung
des Verfahrens ohne Farbnormalisierung, die blaue Kurve mit. Der Schwellwert für
die sichere Wiedererkennung τReID wurde zwischen 0.0 und 10.0 variiert.
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Abb. 3.15. Die ROC-AUC quantifiziert die Wiedererkennungsleistung des Trackers
in den einzelenen Kameras.
Um die These zu bestätigen, dass die kamerabhängige Wiedererkennungs-
leistung direkt mit den stark variierenden Beleuchtungsbedingungen zu-
sammenhängt, soll nun die lokale Farbnormalisierung evaluiert werden. Die
ROC-Kurven für das Verfahren mit Farbnormalisierung in Abb. 3.14 zeigen
eine deutlich gesteigerte Wiedererkennungsleistung in allen Kameras, wobei
die bisher schwächsten Kameras den größten Leistungszuwachs aufweisen.
Daraus folgt, dass die Farbnormalisierung neben einer generellen Leistungs-
steigerung zusätzlich eine Angleichung der kamerabhängigen Wiedererken-
nungsleistung erzielt. Die AUC-Werte der ROC-Kurven erfuhren auf dem
NEST-Datensatz einen mittleren Zuwachs von 0,087 (von ca. 0,779 auf 0,866)
bei einem Rückgang der Standardabweichung um 46% (von 0,064 auf 0,034).
Neben der Bewertung des Single-Template-Ansatzes mit Farbnormalisie-
rung ermöglichen die ROC-Kurven darüber hinaus nun eine erste Parametri-
sierung des Trackingsystems. Die ROC-Kurven entsprechen direkt die Wie-
dererkennungsleistung des Systems abhängig vom Schwellwerts τReID. Die
Wahl dieses Schwellwerts (Arbeitsb reich des Systems) ist anwendungsspe-
zifisch und hängt von den Anforderungen am Single-Target-Tracker ab. Es
ist aber zu berücksichtigen, dass in einem auftragsorientierten System (mit
einer assoziierten auftragsorientierten Sensorselektion) die korrekte Objekt-
zuordnung höchste Priorität genießt. Eine hohe zeitliche Auflösung und so-
mit eine hohe Anzahl an True Positives ist wünschenswert, aber zweitrangig,
da eine zu hohe False Positives-Rate zum Verlust des OdI führen kann, was












































































Abb. 3.16. Die Diagramme zeigen die Entwicklung der True-Positive-Rate sowie der
False-Positive-Rate jeweils abhängig vom gewählten τReID Schwellwert. Zusätzlich
sind die Intervalle (rot) markiert, welche die Anforderungen für Mindestwiederer-
kennungsrate und maximale Falschklassifikationsrate erfüllen.
Aus diesem Grund wurde der Arbeitsbereich (Intervall für den Schwellwert
τReID) so gewählt, dass die Wahrscheinlichkeit für False Positives in allen
Kameras unter 5% liegt, was einem sehr anspruchsvollen Schwellwert ent-
spricht. Gleichzeitig muss für jede verfügbare Kamera eine Mindestwahr-
scheinlichkeit für eine Wiedererkennung gegeben sein. Hierfür wurde eine
Mindestanforderung von 10% definiert.
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Diese Anforderungen ergeben für den Schwellwert τReID ein mögliches In-
tervall von ca. 1,6 bis 2,2. Um die Bestimmung dieses Intervalls zu verdeut-
lichen, zeigt Abb. 3.16 die Entwicklung der True Positives-Rate (links) und
der False Positives-Rate (rechts) für unterschiedliche Werte für den Schwell-
wert τReID. Die mit roten Pfeilen gekennzeichneten Intervalle visualisieren
die Bereiche, in denen alle Kameras die Anforderungen für die Mindestwie-
dererkennungsrate (links) bzw. für die maximale Falschklassifikationsrate
(rechts) erfüllen. Die nun folgende Evaluation des Multi-Template-Ansatzes
wird sich auf diesen Arbeitsbereich fokussieren.
3.5.3 Evaluation des Multi-Template-Ansatzes
Die Ergebnisse aus dem vorangegangenen Abschnitt zeigen, dass, um die
definierten Anforderungen einer extrem niedrigen Falschklassifikationsrate
(≤ 5%) zu erreichen, eine sehr niedrige Wiedererkennungsrate in Kauf ge-
nommen werden muss. Die Darstellung der True Positives-Raten in Abb. 3.16
(links) zeigt, dass für τReID = [1, 6 . . . 2, 2] die korrekten Klassifikationsraten
zwischen 10% und ca. 50% liegen. Wobei manche Kameras (z. B. Kamera 3
und 5) selbst bei einem τReID = 2, 3 die 30%-Marke nicht erreichen.
Der Multi-Template-Ansatz aus Abschnitt 3.4.3 verfolgt das Ziel, die Wie-
dererkennungsrate (True Positives) durch Einsatz zusätzlicher kameraspezifi-
scher Objektsignaturen zu erhöhen. Wobei Falschklassifikationen durch Zu-
satzbedingungen verringert werden (siehe Gleichung 3.42 und 3.43).
Für die Evaluation wurden die weiteren Schwellwerte mit τsimilarity = 2, 3
zur Maximierung der True Positives und τdyn = 1, 6 mit dem Minimalwert
als konservativem Zusatzkriterium, um die False Positives zu verringern, de-
finiert.
Abb. 3.17 stellt die resultierenden ROC-Kurven des Multi-Template-
Ansatzes dar. Die Diagramme zeigen die Ausschnitte der ROC-Kurven für
den Arbeitsbereich. Zunächst erkennt man eine Verschiebung der Multi-
Template-ROC-Kurven entlang der horizontalen Achse in positiver Rich-
tung. Dies entspricht einem Zuwachs der False Postives je nach Kamera zwi-
schen 0,5 und 1 Prozentpunkte. Dieser Zuwachs entsteht durch die „Locke-
rung“ des Schwellwerts von τReID auf τsimilarity nach einer erfolgreichen
zuverlässigen Wiedererkennung. Diese Entschärfung bringt aufgrund der
Zusatzkriterien nur eine geringfügige Erhöhung der False Positives mit sich.
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Abb. 3.17. Steigerung der Wiedererkennungsrate im Arbeitsbereich, durch Einsatz
des Multi-Template-Ansatzes. Die rote Kurve zeigt die Leistung des Verfahrens mit
dem Single-Template-, die blaue mit dem vorgestellten Multi-Template-Ansatz.
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Der gesteigerten Falschkassifikationsrate um 0,5-1 Prozentpunkte steht al-
lerdings ein signifikater Anstieg der True Positives gegenüber. In fast allen
Kameras kann ein Zuwachs von ca. 10 bis teilweise über 20 Prozentpunk-
te an korrekt erkannten Objektbeobachtungen verzeichnet werden. Fast in
allen Kameras erreicht man eine True Positive-Rate von über 60% bei einer
Falschklassifikation von ca. 3%, wobei Kamera 3 und Kamera 5 auch hier die
niedrigste Erkennungsleistung mit ca. 40 bzw. 50% aufweist.
Es ist aber wichtig, noch einmal zu verdeutlichen, dass der Leistungsgewinn
durch dieses Verfahren lediglich auf einem lokalen Arbeitsbereich der ROC-
Kurven zu verzeichnen ist. Abb. 3.18 soll diesen Effekt verdeutlichen. Das
Diagramm auf der linken Seite zeigt die ROC-Kurven für den klassischen
Single-Template-Ansatz. Auf der rechten Seite ist das Diagramm mit den zu-
gehörigen ROC-Kurven für das Multi-Template-Verfahren zu sehen. Man er-
kennt, dass im Arbeitsbereich (P (FP ) ≤ 0, 1) ein signifikanter Leistungsge-
winn zu verzeichnen ist, während außerhalb des Arbeitsbereiches die Kur-
ven identisch sind.
Um den Vorteil des Multi-Template-Ansatzes noch einmal zu verdeutlich,
zeigt die Abb. 3.19 die Trajektorien eines Objektes über Kamera 1 bis 6. Das
Objekt wurde jeweils in Kamera 6 interaktiv selektiert und wurde anschlie-
ßend automatisch verfolgt. Die Abbildung links zeigt zunächst die Über-
lagerung der mit dem Single-Template-Ansatz generierten Trajektorie (rot
ausgefüllte Punkte) mit der aus den annotierten Ground Truths generierten
Referenztrajektorie (graue Kreise). Man erkennt hierbei deutlich die lücken-
behaftete Trajektorie des Single-Template-Verfahrens aufgrund des hart ge-
wählten Schwellwerts τReID. Die Abbildung rechts zeigt die Überlagerung
der aus dem Multi-Template-Verfahren gewonnenen Trajektorie mit der Re-
ferenztrajektorie. Das Ergebnis zeigt eine deutlich vollständigere Trajektorie.
3.6 Schlussbetrachtungen
In diesem Kapitel wurden Verfahren und Methoden zur Verfolgung eines
vorselektierten Objektes (genauer einer Person) in einem Kameranetzwerk
vorgestellt. Zuerst wurden die Algorithmen zur videobasierten Änderungs-
bzw. Bewegungsdetektion sowie Merkmalsextraktion vorgestellt, welche in
intelligenten Kameras zur sensororientierten Beobachtung eingesetzt wer-
den können. Die extrahierten Merkmale stehen dann auf Anfrage den auf-
tragsorientierten Prozessen (PRCs) zur Verfügung. Des Weiteren wurde im
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Mittlere Erkennungsleistung im Arbeitsbereich
Abb. 3.18. Gegenüberstellung der ROC-Kurven beim Single-Template-Ansatz (links)
und beim Multi-Template-Ansatz (rechts). Es ist deutlich zu sehen, dass der Multi-
Template-Ansatz im definierten Arbeitsbereich eine deutliche Leistungssteigerung
aufweist.
zweiten Teil dieses Kapitels die kameraübergreifende sequenzielle Datenas-
soziation (Tracking) vorgestellt. Ein auftragsorientierter Prozess ist hierbei
jeweils für die Verfolgung einer einzigen Person zuständig.
Schließlich wurden die Methoden zur kameraübergreifenden Datenassozia-
tion anhand von Testsequenzen evaluiert. Insbesondere wurde die Datenas-
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Abb. 3.19. Die Trajektorie die von einem Single-Template-Tracker erzeugt wur-
de weißt aufgrund der anspruchsvollen Kriterien (τReID) signifikante Lücken auf
(links). Der Multi-Template-Ansatz (rechts) führt durch die „Entschärfung“ des Wie-
dererkennungsschwellwerts zu einer Erhöhung der Trajektorienauflösung ohne nen-
nenswerte Erhöhung der Falschklassifikationsrate.
soziation basierend auf Erscheinungsmerkmalen für die exemplarische Wie-
dererkennung von Personen kameraübergreifend untersucht.
Die Ergebnisse zeigen, dass eine auftragsorientierte Verfolgung einzelner
Personen in Kameranetzen mit überlappenden und nicht-überlappenden
Sichtfeldern, mit einer für eine „Proof of Concept“ ausreichenden Zuverläs-
sigkeit möglich ist. Es konnte insbesondere gezeigt werden, dass die ent-
wickelten erscheinungsbasierten Farbdeskriptoren im Zusammenhang mit
der Earth Mover’s Distance für die Bestimmung von korrespondierenden
Objekten effizient eingesetzt werden können, wobei hier das entwickelte
Verfahren zur modellbasierten Farbnormalisierung eine signifikante Leis-
tungssteigerung des Systems erst ermöglichte. Zuletzt konnte durch den
Multi-Template-Ansatz eine nachträgliche Verbesserung der Trajektorien-
auflösung erreicht werden, bei gleichzeitigem vernachlässigbarem Zuwachs
der Falschzuordnungen.
Die Ergebnisse der vorgestellten Verfahren und Methoden zur kameraüber-
greifenden Personenverfolgung sowie die gewählte Prozessstruktur haben
i
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das auftragsorientierte Konzept prinzipiell bestätigt. In der bisher vorgestell-
ten Form zeigt sich allerdings, dass ein quasi-zentraler (auftragsorientier-
ter) Knoten lediglich in kleinen Sensornetzwerken einsetzbar ist. Der Einsatz
zentraler Auswerteprozesse (PRCs, speziell das Fusionsmodul) für die jewei-
ligen Analyseaufträge führt in größeren Sensornetzwerken dazu, dass die
sequentielle Datenassoziation zum Flaschenhals bei der Verarbeitung von
Beobachtungsinformationen wird. Bereits bei drei Kameras mit überlappen-
den Sichtbereichen und fünf detektierten Personen sowie einer Bildwieder-
holfrequenz von 10 BpS könnten theoretisch bis zu 150 Beobachtungen pro
Sekunde verzeichnet werden, die es auf Korrespondenz zum OdI zu prüfen
gilt. Für jede Prüfung bleiben einem sequenziellem Assoziationsfilter bereits
weniger als 7ms zur Verfügung. In großen Sensornetzwerken wäre die Gren-
ze für eine schritthaltende Verarbeitung schnell erreicht.
Eine Lösung dieses Problems wurde bereits in 2.3.2 kurz vorgestellt: die dy-
namische Sensorselektion. Die Idee dieser Sensorselektion ist, dass die au-
tonom agierenden Auftragsprozesse neben der reinen Verarbeitung der Be-
obachtungsdaten zusätzlich diejenigen Sensoren ermitteln sollen, die tem-
porär für die aufgetragene Aufgabe relevant sind. Dadurch werden nur Be-
obachtungsinformationen dieser Sensoren angefordert und somit auch tat-
sächlich verarbeitet.
Im nächsten Kapitel wird eine neue, wissensbasierte Lösung hierfür vorge-
stellt. Diese Methode ist in der Lage, sehr effizient diejenigen Kameras zu
ermitteln, welche für die quasi lückenlose Verfolgung von Personen in ei-
nem lückenbehafteten Kameranetzwerk benötigt werden. Es zeigt sich, dass
die auftragsorientierte Objektverfolgung auch in großen Sensornetzwerken
eingesetzt werden kann, ohne relevante Informationen zu verlieren.
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In diesem Kapitel wird ein neues Verfahren zur dynamischen Sensor-
selektion in großen Kameranetzwerken vorgestellt, um ein bewegtes Objekt
in einem lückenbehafteten Kameranetzwerk nahtlos verfolgen zu können.
Im Folgenden wird zunächst ein Überblick über den Stand der Forschung
zum Thema Kameraselektion zur Objektverfolgung in Kameranetzwerken
präsentiert. Danach wird ein neuer Ansatz zur dynamischen Sensorselektion
für eine lokale Sensorauswertung präsentiert. Es folgt die Einführung spezi-
eller Methoden aus der algorithmischen Geometrie, die als Grundlage für
das dargestellte Sensorselektionsverfahren dienen. Im Absatz 4.4 werden
dann die entwickelten Algorithmen, welche auf dem neuen Ansatz basieren,
detailliert beschrieben und die erzielten Ergebnisse diskutiert. Eine Schluss-
betrachtung fasst das Kapitel zusammen.
4.1 Stand der Forschung
Während rege Forschungsaktivitäten auf dem Gebiet der Objektdetektion
und -verfolgung in Kamerasystemen zu verzeichnen sind, findet man ver-
hältnismäßig wenige Untersuchungen im Bereich der Sensorselektion. Eini-
ge dieser Arbeiten beschäftigen sich näher mit dem Problem der Selektion
allgemeiner Sensoren zur Objektlokalisierung und -verfolgung in Sensor-
netzwerken [Biswas 06]. Diese Arbeiten sind verstärkt im Zusammenhang
mit der Erforschung von drahtlosen selbstorganisierenden Sensornetzwer-
ken zu finden. Hierbei steht allerdings weniger die multisensorielle Infor-
mationsauswertung im Vordergrund, sondern vielmehr die dynamische Ge-










100 4 Dynamische Sensorselektion
Im Bereich der videobasierten Sensornetzwerke wurde die Proble-
matik der multisensoriellen Auswertung bereits konkreter untersucht
[Puhuluwutta 04, Ercan 06, Park 06, Snidaro 03, Collins 01], da die Kosten
für die Auswertung nicht relevanter Sensoren durch die großen Datenmen-
gen von Bildfolgen sehr hoch sind. Verfahren zur Kameraselektion lassen
sich hierbei in zwei Gruppen einteilen: wissensbasierte/deterministische
Verfahren und stochastische Ansätze.
Die meisten deterministischen oder wissensbasierten Verfahren sind weitge-
hend spezialisiert auf bestimmte Rahmenbedingungen wie lückenlose Sen-
sorabdeckung [Ukita 03, Khan 01], stets überlappende Erfassungsbereiche
[Ercan 06, Ercan 03] und zugeordnete Sensoren bei gegebenen Objektpositio-
nen (z. B. Look-Up-Tables [Park 06]). Bei gegebenen Voraussetzungen sind
sie jedoch echtzeitfähig und erreichen stets eine optimale Sensorselektion.
Allerdings ist der Einsatz solcher Verfahren für sehr große Netzwerke (z. B.
Videoüberwachung in Städten mit mehr als 1000 Kameras) nicht möglich, da
der Aufwand für eine lückenlose Flächenabdeckung sowie für eine vorab de-
finierte Kameraselektion unverhältnismäßig hoch wäre. Weiter ist gerade der
Einsatz von vordefinierten Look-Up-Tables aufgrund der vorab durchzufüh-
renden rechenlastigen Berechnung der Tabellen ausschließlich in statischen
Sensornetzwerken möglich.
Einige Verfahren umgehen die aufwändigen Vorarbeiten, indem sie einen
lernbasierten stochastischen Ansatz verfolgen. Die Bewegungsfreiheit von
Objekten in einem Sensornetzwerk wird in einer Lernphase trainiert und die
objektbezogene Relevanz von Sensorknoten anhand der vorher bestimmten
Auftrittswahrscheinlichkeiten bestimmt [Javed 03, Zou 07, Porikli 03]. Da-
durch können Relationen zwischen Sensoren mit nicht überlappenden Sicht-
feldern statistisch erfasst und später zur sensorübergreifenden Objektverfol-
gung eingesetzt werden. Leider lässt sich dieser Ansatz in einem auftrags-
orientierten System nicht direkt einsetzen. Es gibt hierfür zwei Gründe: Zum
einen verlangt eine solche Statistikerstellung, dass man alle Objekte, die in
allen Kameras detektiert werden, erfasst. Dies widerspricht dem auftrags-
orientierten Paradigma, welches nur die Sammlung und Auswertung von
auftragsbezogenen Informationen erlaubt. Zuletzt sind diese Verfahren prin-
zipiell nur anwendbar (bzw. ausreichend robust), wenn eine hohe Anzahl an
Objekten sich während der Trainingsphase im überwachten Bereich aufhal-
ten. Solche Verfahren sind prädestiniert für den Einsatz in hochfrequentier-
ten Umgebungen wie Bahnhöfen oder Einkaufszentren.
i
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4.2 Ansatz zur dynamischen Sensorselektion 101
In der Praxis – wie auch im Rahmen dieser Forschungsarbeit – ist die Mög-
lichkeit einer Lernphase bzw. einer Statistikerstellung nicht immer gegeben.
In Netzwerken mit mobilen oder dynamischen Sensoren ist ein fortlaufendes
Lernen von Objektbewegungen und Sensorrelationen kaum möglich. Des
Weiteren ist bei einer niedrigen bzw. mittleren Objektbeobachtungsfrequenz
die Erstellung von robusten Statistiken sehr schwierig. Der im Rahmen die-
ser Arbeit entwickelte Ansatz schafft für diese Anwendungsfälle Abhilfe.
4.2 Ansatz zur dynamischen Sensorselektion
In diesem Absatz wird ein neuer Ansatz zur dynamischen Sensorselektion
vorgestellt, der dem auftragsorientierten Gedanken folgt. Die Sensor-
selektion wird in dieser Arbeit auch als Sensorclustering bezeichnet, wobei
mit Clustering die logische Bündelung oder Zuordnung von Sensoren zu ei-
nem Auftrag bezeichnet wird. Die entwickelten Methoden erfüllen den dyna-
mischen Sensor Manager im auftragsorientierten Prozess (PRC) mit Leben und
schließen den Verarbeitungszyklus bestehend aus Videoauswertung in der
IVP (Beobachtung), auftragsorientierter Datenfusion (Trackingmodul) und
Selektion neuer Informationsquellen (siehe Abb. 2.6).
Das Sensorclustering basiert auf Methoden aus der algorithmischen Geome-
trie und ist in der Lage, auftragsrelevante Kameras (d. h. solche, die notwen-
dig für das Multikamera-Tracking sind) durch Auswertung von geometri-
schen Relationen zwischen Kamerasichtfeldern, Gebäudemodell und aktu-
eller Objektposition zu bestimmen. Es ist insbesondere möglich, ein Objekt
auch bei lückenhafteter Sensorabdeckung nach einem kurzen oder mittelfris-
tigen Verschwinden aus den Sichtbereichen anhand einer minimalen Anzahl
an Kameras wieder zu finden.
Die Sensorselektionsaufgabe lässt sich demnach auf die Frage nach der mini-
malen Untermenge der Sensoren abbilden, die mindestens in den Beobach-
tungscluster mit einbezogen werden müssen, um sowohl die aufgetragene
Beobachtungsaufgabe zu erfüllen als auch um sicherzustellen, dass das ge-
wünschte Objekt unabhängig von seiner Bewegung immer durch eine lokale
Auswertung der Clustersensoren lückenlos beobachtet werden kann.
Dies bedeutet, dass anhand der bereits verfügbaren a-priori-Informationen
(Sichtbereiche und Umgebungsmodell) die Untermenge an Sichtfeldern er-
mittelt werden soll, welche garantiert, dass das beobachtete Objekt nie-
mals den Überwachungsbereich des gesamten Clusters unbemerkt verlassen
i
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Abb. 4.1. Durch die „Umzingelung“ eines Objektes durch physikalische (schwarze
Linien) und virtuelle Begrenzungen (rot dargestellte Kamerasichtfelder) kann der
Aufenthaltsbereich eines Objektes lokal eingegrenzt werden. Die durch gelbe Sicht-
felder dargestellten Kameras sind hingegen für die lokale Informationsgewinnung
nicht notwendig.
kann. In diesem Fall wäre eine neue Beobachtung des Objektes durch die al-
leinige Auswertung der Clustersensoren stets möglich.
Bei näherer Betrachtung des Problems kommt man zu dem Schluss, dass es
essenziell ist, ein zu beobachtendes Objekt immer anhand der Erfassungs-
bereiche der Clustersensoren zu umzingeln, um die Bewegungsfreiheit die-
ses Objektes stets in einem lokalen Teilbereich der überwachten Liegenschaft
einzugrenzen. Darüber hinaus gelten alle weiteren Kameras, die sich mit ih-
rem Sichtfeld innerhalb des Clusterbereiches befinden, ebenfalls als Cluster-
sensoren, da das Objekt direkt vor einer dieser Kameras auftauchen kann.
Abb. 4.1 zeigt zwei typische Anwendungen dieses Ansatzes. Das erste Bild
zeigt, wie der Aufenthaltsbereich von Personen in einem Gebäude mit Wän-
den als physikalische und die Sichtfelder der Kameras als virtuelle Begren-
zungen eingeschränkt wird. Das zweite Bild zeigt eine ähnliche Anwen-
dung für Verkehrsmonitoring. Die physikalischen Begrenzungen sind hier-
bei durch die Fahrbahngrenzen gegeben, die virtuellen ebenfalls durch die
Kamerasichtfelder. Es ist ersichtlich, dass durch die räumliche Eingrenzung
des Objektes eine Auswertung der Clustersensoren, also der Kameras, die
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Nun bleibt noch die Frage nach effizienten Methoden, um die relevan-
ten Sensoren, also diejenigen, die das Objekt umzingeln, zu bestimmen.
Hierfür wurde im Rahmen dieser Forschungsarbeit ein neues wissensba-
siertes Verfahren entwickelt, welches anhand von geometrischen a-priori-
Informationen gegeben durch Umgebungsmodell und dynamische Infor-
mationen über die aktuellen Erfassungsbereiche der Sensoren effizient die
relevanten Clustersensoren bestimmen kann. Das Verfahren ist i. Allg. für
jegliche Sensornetzwerke anwendbar, wird aber in dieser Arbeit explizit
für ein Kameranetzwerk eingesetzt. Als Umgebungsmodell wird ein einfa-
cher Gebäudegrundriss verwendet, um statische physikalische Begrenzun-
gen (Wände und sonstige Hindernisse) zu repräsentieren.
In diesem Kapitel werden Algorithmen basierend auf diesem Verfahren im
Detail vorgestellt. Die auftragsorientierten Prozesse werden anhand dieser
Verfahren in die Lage versetzt, autonom die benötigten Informationsquellen
zur Laufzeit zu bestimmen. Dies geschieht wiederum, ohne alle im Netzwerk
verfügbaren Sensoren auszuwerten und auf ihre Relevanz hin untersuchen
zu müssen, sondern lediglich durch die lokale Auswertung der im vorhe-
rigen Selektionsschritt bereits als Clustermitglieder klassifizierten Sensoren
und unter Zuhilfenahme von a-priori-Wissen.
In den folgenden Abschnitten werden zunächst Grundlagen zu den einge-
setzten Methoden aus der algorithmischen Geometrie vermittelt. Danach
wird der neue wissensbasierte Ansatz in mehreren Stufen detailliert vorge-
stellt. Zunächst wird der Sensorselektionsalgorithmus in seiner Grundform
beschrieben. Hierbei wird ein fehlerfrei arbeitender Personendetektor und -
tracker zur Ermittlung der aktuellen Objektposition und ein statisches Sen-
sornetzwerk vorausgesetzt. Aufbauend auf diesem Grundalgorithmus wird
das Verfahren in zwei Stufen weiterentwickelt, zum einen, um die Einsetz-
barkeit eines realen Personentrackers zu ermöglichen, und zum anderen, um
dynamische Sensornetzwerke zu berücksichtigen (z. B. hier der Einsatz von
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4.3 Grundlagen
4.3.1 Arrangements von Linien und Liniensegmenten
Der Algorithmus zur wissensbasierten Kameraselektion, welcher in dieser
Forschungsarbeit entwickelt und untersucht wurde, basiert auf sogenann-
ten Arrangements von Liniensegmenten. Diese stellen eine Sonderform der all-
gemeinen Linienarrangements dar, welche anstatt aus Geraden aus räumlich
begrenzten Liniensegmenten bestehen.
In diesem Abschnitt soll zunächst eine kurze, allgemeine Einführung zu den
Linienarrangements gegeben werden. Anschließend wird der Übergang zu
den Arrangements von Liniensegmenten durch eine räumliche Begrenzung der
Linien verdeutlicht. Schließlich folgt eine kurze Erläuterung einer Repräsen-
tation der Arrangements für eine effiziente computergestützte Verarbeitung.
Ein Linienarrangement ist eine Menge L von Geraden in der Ebene (2-D). Man
spricht vom Arrangement, das durch L erzeugt und mit A(L) bezeichnet
wird. Ein Linienarrangement teilt eine Ebene in konvexe Elemente der Di-
mension 0, 1 und 2 auf. Die Elemente der Dimension 0 sind die Schnittpunkte
der Linien und werden Knoten (engl.: vertices) genannt. Maximale knoten-
freie Liniensegmente (Dimension 1) werden als Kanten (engl.: edges) und
zusammenhängende Teile der Ebene (Dimension 2) ohne Linien- und Kno-
tenpunkte werden als Zellen (engl. faces) bezeichnet. Diejenigen Kanten und
Zellen, die die Ebene nicht endlich begrenzen, nennt man unbegrenzt (Abb.
4.2a).
Ein Arrangement ist demzufolge definiert durch A(L) = (E ,V,F), mit E als
die Menge der entstandenen Liniensegmente, V als die Menge der entstan-
denen Zellen und E als die Menge der entstandenen Knotenpunkten in der
Ebene.
Ein Arrangement wird als trivial bezeichnet, wenn alle Linien aus L durch
einen Punkt p verlaufen, also das Arrangement nur einen einzigen Knoten
besitzt. Wenn kein Knoten existiert, welcher durch einen Schnittpunkt von
mehr als zwei Linien entstanden ist, so wird das Arrangement als einfach
bezeichnet (Abb. 4.2a).
In der Praxis der kombinatorischen Geometrie trifft man häufig auf Ar-
rangements oder abgeleitete Methoden. Oft werden z. B. Punkte im Raum
durch eine Dualität als Linien dargestellt. Mit dieser dualen Abbildung ist
i
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Abb. 4.2. Linienarrangements (a) bestehen aus Geraden und erzeugen somit aus-
schließlich konvexe Zellen in der 2-D Ebene. Arrangements von Liniensegmenten
hingegen (b) bestehen aus Linien mit einer begrenzten Länge und erzeugen somit
sowohl konvexe als auch konkave Zellen.
es uns nun möglich, eine beliebige Menge von Punkten in ein Arrange-
ment zu überführen, und anders herum. Dadurch werden oft Relationen
zwischen Punkten deutlich, die sonst weniger deutlich erkennbar gewesen
wären [Felsner 04].
Ein Arrangement von Liniensegmenten ist gegeben durch eine Menge L
an Liniensegmenten in der Ebene (Abb. 4.2b). Das erzeugte Arrangement
A(L) besteht nun aus konvexen und nicht-konvexen Zellen. Manche nicht-
konvexe Zellen können dadurch auch nicht-einfach verbunden sein (ähnlich
Polygonen mit Löchern).
Bleibt noch die Frage, wie man Arrangements für die computergestützte
Verarbeitung effizient darstellen bzw. repräsentieren kann. Hierfür haben
sich die doubly-connected edge lists (DCEL) als Datenstruktur bewährt und
zu einem Standard in der algorithmischen Geometrie entwickelt [de Berg 08,
Goodman 97].
4.3.2 Doubly-Connected Edge Lists (DCEL)
DCELs repräsentieren einzelne Kanten durch Paare von gerichteten Halb-
kanten (engl.: halfedges) (Abb. 4.3b), wobei eine Halbkante von einem End-
knoten zum zweiten zeigt, während die zweite Halbkante (die sogenannte
Zwillingskante oder „twin-edge“) in die entgegengesetzte Richtung zeigt.
Ein DCEL-Element besteht aus drei Datensatz-Containern, die jeweils Ver-
knüpfungen zu anderen DCEL-Elementen über Knoten-, Halbkanten- oder
i
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Abb. 4.3. Für eine effiziente Traversierung wird ein Arrangement von Liniensegmen-
ten (a) in eine Doubly-Connected Edge List (DCEL) überführt (b).
Zellen-Relationen herstellen, wobei die Halbkanten speziell zur Verbindung
von Knoten und zur Trennung von Zellen verwendet werden. D. h. zu jeder
Halbkante gibt es immer direkt verknüpfte Knoten und Zellen.
Weiter folgt auf eine Halbkante stets eine weitere Halbkante, welche die
gleiche Zelle begrenzt. Hierbei ist der Endknoten der einen Halbkante der
Ursprungsknoten der nachfolgenden Halbkante. Mit dieser Struktur ist es
möglich, sehr effizient sowohl Linienarrangements als auch Arrangements
von Liniensegmenten nach Zellen zu traversieren1 (siehe CCB2 in Abb. 4.3b),
indem man lediglich verknüpften Halbkanten sequenziell folgt. Diese Mög-
lichkeit ist von besonderer Bedeutung für den hier vorgestellten Algorith-
mus.
Die Struktur und die damit zusammenhängende Flexibilität und Einsatzviel-
falt der Arrangements von Liniensegmenten (in Form von DCELs) müssen je-
doch teuer erkauft werden. Die Erzeugung eines kompletten Arrangements
bedarf eines hohen Rechenaufwandes. Die kombinatorische Komplexität ei-
nes Arrangements ist direkt abhängig von der Anzahl an Kanten, Knoten
und Zellen. Ein Arrangement erzeugt durch n Liniensegmente, kann aus bis
zu n(n−1)/2Knoten, n2 Kanten und n2/2+n/2+1Zellen bestehen. Die maxi-
male Zahl dieser Elemente wird erreicht bei einem einfachen Arrangement. In
[de Berg 08] wurde allerdings gezeigt, dass ein einfaches Linienarrangement
mit einer Rechenkomplexität von O(n2) mit n als Anzahl an Linien generiert
werden kann.
1 Mit Traversierung ist hierbei speziell die gezielte Suche nach Zellen im Arrange-
ment gemeint.
2 CCB steht für connected component of the boundary und bezeichnet eine Verkettung











Ein Vorteil der DCEL-Struktur und der Arrangements i. Allg. ist die Verfüg-
barkeit von hocheffizienten Methoden zur Punkt-, Kanten- oder Zellenloka-
lisierung und Manipulation [de Berg 08, Board 07, Wein 07]. Diese wurden
in umfangreichen Forschungsarbeiten der letzten Jahrzehnte untersucht und
stetig weiter entwickelt, sodass sie hier direkt als optimierte Basismethoden
für einzelne Operationen eingesetzt werden können.
4.3.3 Kürzeste Pfade in löchrigen Polygonen
Eine weitere Methode aus der algorithmischen Geometrie, welche im Verfah-
ren zur Kameraselektion zum Einsatz kommt, ist die Berechnung von kür-
zesten Pfaden in Polygonen mit Hindernissen (Löcher).
Als kürzesten Pfad versteht man i. Allg. den kürzesten Weg zwischen zwei
Punkten. Dieser Weg führt ggf. um Hindernisse herum und besitzt eine mi-
nimale Distanz.
Algorithmen zur Bestimmung von kürzesten Pfaden bestehen üblicherweise
aus zwei Teilen: einer Vorverarbeitung und einer Suchanfrage. Bei der Vor-
verarbeitung wird das a-priori-Wissen über Begrenzungen und Hindernisse
in eine für die Suchanfrage effiziente Datenstruktur überführt. Die Erzeu-
gung einer solchen Datenstruktur kann evtl. sehr rechenintensiv und somit
zeitaufwändig sein. Da es sich allerdings um eine einmalige Vorverarbeitung
handelt, kann dieser Aufwand vernachlässigt werden.
Eine solche Vorverarbeitung ist allerdings je nach Anwendung nicht immer
möglich. Verändert sich die Datengrundlage (z. B. bei veränderlichen Umge-
bungsmodellen mit bewegten Hindernissen), so muss die effiziente Daten-
struktur zur Laufzeit der Suchanfrage erstellt bzw. aktualisiert werden.
Als Vorverarbeitung wird üblicherweise ein sogenannter Visibility-Graph des
Gebäudes berechnet. Die Knoten des Graphen sind durch Eckpunkte des
Linienmodells des Gebäudeplans (Abb. 4.4a) gegeben. Zwei Knoten des
Visibility-Graphen sind mit einer Kante verbunden, wenn die zugehöri-
gen zwei Punkte im Gebäude Blickkontakt haben (Abb. 4.4b) [de Berg 08,
O’Rourke 97]. Der Graph kann dann beispielsweise als Adjazenzmatrix hin-
terlegt werden.
Die Berechnung von kürzesten Wegen kann in großen Graphen sehr rechen-
intensiv sein. Im Kontext der auftragsorientierten lokalen Auswertung wur-
de deshalb eine Modifikation dieses klassischen Verfahrens vorgenommen.
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Dieser Ansatz strebt eine maximale Reduzierung des Visibility-Graphen zur
Beschleunigung der Pfadberechnung an.
Der generierte Visibility-Graph lässt sich durch Prüfung geometrischer Ei-
genschaften der Knoten auf ihre Relevanz für die Berechnung von kürzesten
Pfaden minimieren. Stellt ein Knoten eine „konkave Ecke“ innerhalb des Ge-
bäudepolygons dar, d. h. weisen zwei aufeinander folgende Liniensegmen-
te einen Winkel von ≤ 180◦ auf, so ist dieser Knoten für einen kürzesten
Pfad nicht geeignet und somit für dessen Berechnung nicht von Relevanz.
Ist ein Knoten hingegen eine „konvexe Ecke“ innerhalb des Gebäudes, so
wird dieser im Visibility-Graphen berücksichtigt. Abbildung 4.4c zeigt hier-
zu exemplarisch, wie eine solche Analyse der Knoten zu einer signifikanten
Reduktion des Graphen führen kann. Abbildung 4.4d zeigt den resultieren-
den Visibility-Graphen, welcher nach dieser Filterung zur Verfügung steht.
In dieser Arbeit wird darüber hinaus eine weitere Reduktion des Visibility-
Graphen durchgeführt. Dies bietet sich an, da der eingesetzte Objektzu-
standsschätzer die Bewegungsdynamik des Objektes in Form einer Positi-
onsunsicherheit mit modelliert. Die Unsicherheit P−(tk) des prädizierten
Objektzustands xˆ−(tk) (Objektposition) kann, wie in Abschnitt 3.4.3 be-
schrieben, dazu verwendet werden, anhand der Mahalanobis-Distanz zwi-
schen xˆ−(tk) und einem beliebigen Punkt die Plausibilität für das Auftreten
des Objektes an dieser Stelle zu bestimmen (Gating). Liegt die Mahalanobis-
Distanz oberhalb eines vordefinierten Schwellwerts, so ist es aufgrund der
Bewegungsdynamik des Objektes (maximale Geschwindigkeit) sehr un-
wahrscheinlich, dass die Person in der seither verstrichenen Zeit diese Po-
sition erreichen kann.
Ausgehend von der Startposition xˆ−(tk) werden im Folgenden alle Knoten
des Visibility-Graphen auf ihre Relevanz für die aktuelle Anfrage geprüft.
Knoten, die aufgrund ihrer Distanz zum Startpunkt für ein Objekt „uner-
reichbar“ sind, kommen auch für einen kürzesten Pfad nicht in Frage und
können somit ausgeschlossen werden. Dadurch wird eine weitere Reduzie-
rung des Visibility-Graphen auf eine lokale Untermenge der ursprünglichen
Knoten erreicht (Abb. 4.4e-g).
In Abschnitt 4.2 wurde weiter die Idee eingeführt, dass für die lokale Beob-
achtung von Objekten die Kameras ausreichend sind, die das Objekt umzin-
geln. Kennt man die lokale Umgebung, in der sich das Objekt bewegen kann,
so kann man dieses Wissen dazu verwenden, nur für diesen Bereich auch
einen Visibility-Graphen zu berechnen. Im weiteren Verlauf dieses Kapitels
i
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werden basierend auf den Arrangements von Liniensegmenten Algorithmen
entwickelt, mit denen man diese lokale Umgebung bestimmen kann. Die er-
mittelte Zelle, in der sich das Objekt aufhalten muss, dient dann wiederum
als lokales Polygon für die Berechnung von kürzesten Pfaden.
Ist der Visibility-Graph ermittelt, so wird schließlich für jede Suchanfrage
der Graph mit einem Objekt- und Eintrittspunkt im jeweiligen Kamerasicht-
feld als zusätzlichen Knoten ergänzt (Abb. 4.4g, Objektpunkt in rot, Eintritts-
punkte in blau dargestellt). Der aktualisierte Visibility-Graph steht dann für
die Bestimmung des kürzesten Pfades zwischen Objekt- und Eintrittsknoten
zur Verfügung.
Die Suche der kürzesten Wege zwischen Knoten in Graphen ist ein klas-
sisches Problem aus der algorithmischen Geometrie mit Anwendung im
Bereich der Navigationsunterstützung (Routenplanung), autonomen Navi-
gation, Robotik, bis hin zur Optimierung von Datenverkehr in Netzwerke
(Link State Routing) um nur einige zu nennen. Dementsprechend existieren
zahlreiche Algorithmen zur Lösung dieses Problems [Mitchell 97, Klein 05,
O’Rourke 98]. I. Allg. unterscheidet man hierbei drei Typen von Ansätzen:
• die Single-Pair-Query (SPQ),
• die Single-Source-Query (SSQ) und
• die All-Pairs-Query (APQ).
Bei der Single-Pair-Query wird eine Anfrage nach dem kürzesten Pfad zwi-
schen zwei beliebigen Knoten im Graphen gesucht. Bei der Single-Source-
Query sollen die kürzesten Pfade zwischen einem vorgegebenen Knoten und
allen anderen Knoten ermittelt und bei der All-Pairs-Query sollen die kürzes-
ten Pfade zwischen allen Knoten untereinander bestimmt werden.
Für die vorliegende Arbeit wird eine Single-Source-Query benötigt und es
wurde der Algorithmus von Dijkstra’s verwendet. Hierbei ist es aber wichtig
zu erwähnen, dass je nach Problemstellung auch spezielle auf diese Proble-
me hin optimierten Verfahren zur effizienteren und schnelleren Berechnung
des kürzesten Pfades exisitieren. Zur Berechnung von kürzesten Pfaden in
Straßennetzen z.B., kann die hierarchische Unterteilung dieser in Autobah-
nen, Landstraßen, etc. genutzt werden, um die Suche effizienter zu gestaltel-
ten [Sanders 07]. Weiter kann es z.B. in der Bahnplanung autonomer Fahr-
zeuge oder Roboter in ggf. unbekannten Umgebungen notwendig sein den
Visibility-Graphen aufgrund neu entdeckter Objekte dynamisch anzupassen
und zu erweitern. Hierfür sind spezielle Strategien wie z.B. in [Koenig 02]
i
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110 4 Dynamische Sensorselektion
Abb. 4.4. Generierung eines Visibility-Graphen zur Berechung von kürzesten Pfaden
in Polygonen mit Hindernissen: Abbildungen a) bis d) zeigen die Reduktion der Kno-
ten anhand der Aussortierung „konkaver Ecken“ des Gebäudes, die für einen kürzes-
ten Pfad ausgeschlossen werden können. Abbildungen e) bis f) zeigen eine weitere
Reduktionsmöglichkeit durch das Einbeziehen der Bewegungsdynamik eines Objek-
tes. Abbildung g) zeigt den resultierenden Visibility-Graphen durch Hinzufügen des
roten Objekt- und des blauen Eintrittsknotens.
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vorgestellt notwendig. Weitere Verfahren versuchen durch Wahrscheinlich-
keitschätzungen für das Auftreten eines Hindernisses auf dem Pfad und dy-
namischer Anpassung von Kantengewichten, Routen zu optimieren. Hier-
für können ebenfalls spezielle Verfahrenoptimierungen durchgeführt wer-
den [Schroder 08], welche in der Praxis i. Allg. bessere Ergebnisse liefern
können. Die Verwendung des Standardverfahrens von Dijkstra soll deshalb
an dieser Stelle einen exemplarischen Charakter haben.
An dieser Stelle soll der Algorithmus von Dijkstra in aller Kürze erläutert
werden. Für eine detaillierte Beschreibung sei auf [Dijkstra 59] verwiesen.
Dijkstras Algorithmus geht wie folgt vor: Zunächst werden allen Knoten
des Graphen die Eigenschaften Distanz, Vorgänger und besucht zugewiesen.
Die Eigenschaft Vorgänger eines Knotens ist ein Verweis auf den im aktu-
ell berechneten Pfad vorangegangenen Knoten. Daraus lässt sich von einem
Knoten der kürzeste Pfad zurück zum Objektknoten verfolgen. Die Distanz
ist hierbei die Summe aller Gewichte der Kanten, die durch die Vorgänger-
Verweise zum Objektknoten führen. Sie entspricht also der Länge des kür-
zesten Pfades vom Objektknoten zum jeweiligen Knoten. Die Eigenschaft
besucht ist eine boolsche Variable zur Feststellung, ob der Algorithmus einen
Knoten bereits verarbeitet bzw. untersucht hat.
In einem ersten Schritt werden die Knoten initialisiert. Der Objektknoten be-
sitzt die initiale Distanz 0 und alle anderen Knoten die Distanz∞. Im Initi-
alzustand haben die Knoten keine Vorgänger und gelten alle als unbesucht.
Der Algorithmus wertet in einem zweiten rekursiven Schritt die Knoten des
Graphen wie folgt aus:
1. Speichere, dass der Knoten besucht wurde.
2. Berechne für alle noch unbesuchten Nachbarknoten die Summe des je-
weiligen Kantengewichtes und die Distanz zum aktuellen Knoten.
3. Ist dieser Wert für einen Knoten kleiner als die dort gespeicherte Distanz,
aktualisiere sie und setze den aktuellen Knoten als Vorgänger.
4. Fahre mit dem Knoten mit der minimale akkumulierte Distanz fort.
Dies wird solange wiederholt, bis alle Knoten als besucht deklariert wurden.
Sind keine unbesuchten Knoten mehr vorhanden, so kann man an der Dis-
tanzeigenschaft die kürzeste Weglänge eines jeden Knotens zum Startknoten
ermitteln. Weiter kann man durch die Verkettung der Vorgänger-Verweise
auf die kürzesten Pfade zum Startknoten schließen.
i
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112 4 Dynamische Sensorselektion
Man erkennt, dass Dijkstras Algorithmus im Prinzip ein Single-Source-Query-
Verfahren ist. Für eine Single-Pair-Query hingegen kann der Algorithmus bei
Schritt 2 abgebrochen werden, wenn der gesuchte Knoten der aktive, d. h.
der mit der aktuell minimalen Distanz ist.
4.4 Eine wissensbasierte Lösung für das
Kameraselektionsproblem
4.4.1 Wissens- und Objektzustandsmodellierung
Nach der kurzen Einführung in die Grundlagenmethoden wird nun der
entwickelte Algorithmus zur wissensbasierten Sensorselektion vorgestellt
(siehe auch [Monari 09a, Monari 10b]). Zunächst werden in den folgenden
Abschnitten die verfügbaren a-priori Kenntnisse und die zur Laufzeit ge-
wonnenen Informationen beschrieben, welche für die dynamische Kame-
raselektion eingesetzt werden. Es handelt sich hierbei um das vorab ver-
fügbare Gebäude oder Umgebungsmodell, die Sensorzustandsinformatio-
nen (Kamerasichtfelder und die sogenannte Sensorverfügbarkeit) und zuletzt
die Zustandsschätzung über das OdI (Objekttrack). Zunächst erfolgt die Be-
schreibung der Sensorzustandsinformationen. Die daraus erzeugten Kame-
rasichtfelder werden im anschließenden Abschnitt mit dem a-priori-Wissen
über statische räumliche Begrenzungen (Gebäude- oder Umgebungsmodell)
zu einem Arrangement von Liniensegmenten verschmolzen, welches die
Grundlage für den entwickelten wissensbasierten Ansatz darstellt. Zuletzt
steht die Zustandsschätzung über das OdI als Ergebnis des Trackingmoduls,
beschrieben in Kapitel 3, dem Sensorselektionsverfahren zur Verfügung. All
diese statischen und dynamischen Informationen werden von den Algorith-
men zur Selektion der temporär auftragsrelevanten Kameras (bzw. i. Allg.
Sensoren) mit einbezogen.
Sensorzustandsinformationen
In Abschnitt 1.3 wurde bereits die Annahme getroffen, dass jeder Sensor im
Netzwerk als eine intelligente Kamera (IVP) konzipiert ist. Neben der Video-
analyse wurden auch Fähigkeiten zur Selbstlokalisierung und -kalibrierung
vorausgesetzt. D. h. dass jede intelligente Kamera in der Lage ist, selbststän-
dig (bzw. durch Zuhilfenahme von a-priori-Wissen) die eigene Position und
i
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Region des Interesses (RdI)
Visibility-Polygon (gesamt)
Visibility-Polygon der Kamera
Abb. 4.5. Berechnung der Sichtbarkeitspolygone: Abbildung a) skizziert die Projek-
tion der Region des Interesses (RdI) in der 2-D Bodenebene (gelbes Polygon). Aus-
gehend von der Kameraposition und durch Zuhilfenahme eines Gebäudemodells
wird der Sichtbarkeitsbereich ermittelt (rotes Polygon). Die Schnittmenge dieser zwei
Polygone ergibt den gesuchten Sichtbarkeits- oder Visibility-Polygon (blaue Fläche).
Abb. b) skizziert diese Methode als 2-D Draufsicht.
Ausrichtung in einem globalen Koordinatensystem zu ermitteln. Bei Kennt-
nis der Kamerakalibrierungsparameter ist es möglich, die jeweiligen Sicht-
felder als Polygone in der 2-D Bodenebene zu schätzen.
Für die wissensbasierte Sensorselektion werden von den intelligenten Ka-
meras allerdings sogenannte Sichtbarkeitspolygone (Visibility-Polygone) in
der 2-D Bodenebene benötigt. Während ein Sichtfeld den maximalen Er-
fassungsbereich einer Kamera durch die gegebene Orientierung und opti-
schen Eigenschaften repräsentiert, ist das Sichtbarkeitspolygon eine Unter-
menge des Field-of-Views, das die direkt von der Kamera sichtbaren Berei-
che darstellt. Ein Sichtbarkeitspolygon berücksichtigt also Einschränkungen
der Sicht, gegeben durch Hindernisse (z. B. Verdeckungen durch Objekte,
Wände usw.), aber auch zusätzliche Anforderungen an die Auflösung oder
die Vorgabe einer Region des Interesses (RdI). Durch die verfügbare Kame-
rakalibrierung ist es möglich, das FoV einer Kamera in der 2-D Bodenebene
zu berechnen. Diese wurden im hier eingesetzten Verfahren allerdings durch
Regionen des Interesses (RdI) eingeschränkt, welche sich aus Vorgaben über
die Abbildungseigenschaften des Objektes im jeweiligen Kamerabild erge-
ben (Mindestauflösung, maximale Objektgröße, Sichtwinkel etc.). Die RdIs










114 4 Dynamische Sensorselektion
Zusätzlich steht allen IVPs ein Gebäudemodell zur Verfügung. Anhand die-
ses Modells ermittelt jede IVP entweder vorab (bei statischen Sensoren) oder
zyklisch (bei beweglichen Sensoren) die zugehörigen Sichtbarkeitsbereiche
(Abb. 4.5, rotes Polygon). Hierfür wurde das Verfahren von Obermayer
[Obermeyer 10, Obermeyer 08] eingesetzt. Die benötigten Sichtbarkeitspoly-
gone ergeben sich nun aus der Schnittmenge der RdI mit den Sichtbarkeits-
bereichen (in Abb. 4.5 in blau dargestellt).
Als Ergebnis wird für die Sensorselektion für jeden Sensor si im Netzwerk
ein Sichtbarkeitspolygon Li bestimmt (siehe Abb. 4.5). Dabei ist zu erwäh-
nen, dass dieses für bewegliche Sensoren über die Zeit veränderlich ist und
für eine korrekte Sensorselektion zyklisch aktualisiert werden muss.
Neben den Sichtbarkeitspolygonen liefern die IVPs zusätzlich ein Maß für
die Verfügbarkeit des intelligenten Sensors. Die Verfügbarkeit ist als eine Kom-
bination aus Qualitätsmetrik der im IVP eingesetzten Detektionsverfahren
und Plausibilität der Detektionsergebnisse zu verstehen. Durch die Verfüg-
barkeit lässt sich eine Schätzung darüber abgeben, ob sich eine Kamera tem-
porär zur Detektion und Wiedererkennung des Objektes des Interesses eig-
net bzw. hierfür eingesetzt werden kann.
Die Verfügbarkeit einer Kamera sei wie folgt definiert:
• Eine Kamera ist prinzipiell eingeschränkt verfügbar, wenn sie Objekte
im Sichtbereich aufweist. Der Grund hierfür ist, dass, wenn Personen
oder andere detektierte Objekte sich im Sichtbereich der Kamera befin-
den, prinzipiell die Möglichkeit besteht, dass diese Objekte (Personen,
Fahrzeuge) das OdI verdecken. Deshalb ist die Verfügbarkeit in diesem
Augenblick eingeschränkt.
• Eine Kamera ist auch dann eingeschränkt verfügbar, wenn diese De-
tektionen aufweist, die von sonstigen (nicht auftragsrelevanten) Objek-
ten oder Störungen stammen. Beleuchtungsänderungen, Kamerarege-
lung oder auch i. Allg. Falschdetektionen schränken die Detektions- und
Erkennungsfähigkeit der intelligenten Kamera ein. Dies könnte unter
Umständen dazu führen, dass das OdI nicht erfasst werden kann.
Für den in dieser Arbeit exemplarisch realisierten Personenverfolgungsauf-
trag wurde die Verfügbarkeit aus den Ergebnissen der Detektionsverfahren
aus 3.4.1 abgeleitet. Die erzeugten Binärmasken mblob werden evaluiert und
ein einfaches Schwellwertverfahren entscheidet, ob die Kamera als verfüg-
bar oder nicht verfügbar einzustufen ist:
i
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Abb. 4.6. Aus den verfügbaren Gebäudemodell sowie der Sichtbarkeitspolygonen
der Kameras (a) wird ein Arrangement von Liniensegmenten generiert (b). Die Lini-
ensegmente werden mit Indizes der jeweiligen Quelle versehen (c).
ϑi =
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Gleichung 4.1 definiert hierbei eine Kamera als nicht verfügbar (ϑi = 0),
wenn entweder die Personen im Sichtbereich detektiert wurden (|Oi| > 0)
oder sonstige Störungen bzw. Fehldetektionen in Form von Vordergrund-
spixel in mblob, die nicht als Personen klassifiziert wurden, einen definierten
Anteil τfalsedet der Bildfläche wimgi h
img
i überschreiten.
Geometrische Wissensrepräsentation als Arrangement von
Liniensegmenten
Ein weiterer zentraler Punkt des vorgestellten wissensbasierten Sensorselek-
tionsverfahrens ist die Modellierung der Umgebung (hier ein Gebäude) und
der Kamera-Sichtbarkeitspolygone in einer gemeinsamen geometrischen Re-
präsentation. Das Gebäudemodell sei gegeben durch die Menge der Linien-
segmente G. Für jede IVP, d. h. jede intelligente Kamera si ∈ S , sind wie
in Abschnitt 4.4.1 beschrieben die Sichtbarkeitspolygone durch Mengen von
Liniensegmenten Li gegeben.
Alle Liniensegmente werden nun verwendet, um ein Arrangement von Lini-
ensegmenten A(L∪G) = (E ,V,F) zu erzeugen. Die Liniensegmente des Ge-
bäudes sowie die der Kamera-Sichtbarkeitspolygone werden zusätzlich mit
einer eindeutigen Identifikationsnummer versehen (Abb. 4.6a und b). Die
entstandenen Kanten im Arrangement übernehmen diese ID, auch wenn ein
i
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Liniensegment durch entstandene Schnittpunkte in mehrere Kanten aufge-
teilt wurde. Somit ist es möglich, auch im Arrangement zurückzuverfolgen,
zu welchem Sensor eine Kante gehört. Liniensegmente, die sich überlappen,
generieren eine einzige Kante, die allerdings die IDs beider Quellen bein-
haltet (Abb. 4.6c). Wird ein Sensor aus dem Arrangement entfernt, so wer-
den alle zugehörigen Kanten entfernt, es sei denn, diese gehören auch zu
anderen Sensoren oder dem Gebäude. In diesem Falle wird lediglich die ID-
Zuweisung entfernt. Wird eine Kante aus dem Arrangement gelöscht, kann
dies dazu führen, dass durch das Wegfallen eines Knotens die Nachbarkan-
ten verschmelzen. Dies geschieht ebenfalls nur, falls alle IDs der beiden be-
nachbarten Kanten übereinstimmen.
Für dynamische Kameranetzwerke kann eine Aktualisierung der Sichtbar-
keitspolygone und somit der zugehörigen Kanten im Arrangement nur
durch das Entfernen und neu Hinzufügen von Liniensegmenten zuverlässig
durchgeführt werden. Dies stellt den größten Aufwand für die Instandhal-
tung eines dynamischen Arrangements dar.
Beobachtungsinformationen (Objekt-Zustandsschätzung)
Da es sich bei der Sensorselektion um ein Verfahren basierend auf geometri-
schen Relationen zwischen Objekt, Kameras und Gebäude handelt, wird die
Objektposition wie in Abschnitt 3.4.3 als Objektzustand interpretiert. Sowohl
die Zustandsprädiktion xˆ−(tk) = xˆ(tk−1) = z(tk−1) als auch die geschätzte
Positionsunsicherheit P−(tk) werden in die Sensorselektion mit einbezogen.
Durch die Auswertung der Zustandsprädiktion anstatt der Zustandsschät-
zung wird darüber hinaus erreicht, dass im Falle einer Objektverdeckung
und somit ausbleibender neuer Positionsschätzungen dennoch eine Sensor-
selektion durchgeführt werden kann, wobei eine wachsende Unsicherheit
gegeben durch das integrierte Bewegungsmodell den ungünstigsten Fall ei-
ner Positionsänderung des Objektes mit modelliert.
Allerdings kann die Unsicherheit der prädizierten Objektposition als biva-
riate Normalverteilung in einem Gebäude mit physikalischen Hindernissen
nicht direkt eingesetzt werden. Aus diesem Grund wurde für die Sensor-
selektion anstatt der geschätzten Positionsunsicherheit P−(tk) die Annahme
des ungünstigsten Falles verwendet. Dazu reduziert man die Fehlerkovari-
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σmax wird als die vom Objekt bis zum Zeitpunkt tk maximal zurückgelegte
Strecke interpretiert. Die Objekt-Zustandsschätzung ist somit durch die Po-
sitionsschätzung xˆ−(tk) und die maximale Positionsabweichung σmax gege-
ben. Anhand dieser Angaben kann später ermittelt werden, ob ein Objekt
einen beliebigen (auch nicht geradlinigen) Pfad zu einem Kamerasichtfeld
zurückgelegt haben kann.
4.4.2 Sensorselektionsalgorithmus
Nach der Einführung der zur Verfügung stehenden Informationen werden
nun Kameraselektionsalgorithmen vorgestellt, die als unabhängige Prozes-
se (d. h. entkoppelt von der Multisensor-Tracking Funktionalität) zyklisch
auftragsrelevante Sensoren ermitteln und von diesen neue Beobachtungen
abfragen. Diese Teilaufgabe wird durch den dynamischen Sensor Manager des
PRCs übernommen.
Gegeben sind die geschätzte (prädizierte) Objektposition und die a-priori-
Informationen über Sichtbarkeitspolygone der Kameras sowie die statische
Umgebung (z. B. Gebäude). Diese Algorithmen ermitteln diejenigen Kame-
ras, die eine fortlaufende Beobachtung des Objektes garantieren. Insbeson-
dere werden neben den Kameras mit dem OdI im Sichtbereich zusätzlich
i
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die Kameras ermittelt, die man benötigt, um das Objekt wieder zu finden,
wenn dieses sich temporär in nicht erfassten Bereichen eines lückenbehafte-
ten Kameranetzwerkes aufhält.
Zunächst wird der Grundalgorithmus erläutert, der den allgemeinen Ansatz
plakativ beschreibt. Hierbei werden zunächst vereinfachte Annahmen ge-
troffen, darunter ein „perfekt“ funktionierender Objektdetektor und -tracker
sowie ein statisches Kameranetzwerk, um den Kerngedanken des Verfahrens
zu verdeutlichen.
In einem zweiten Schritt wird der Grundalgorithmus in einer erweiterten
und praxistauglichen Form für weiterhin statische Kameranetzwerke vor-
gestellt, wobei zusätzlich Implementierungsaspekte im Detail erläutert wer-
den. Mit praxistauglicher Form ist hierbei gemeint, dass von einem nicht
perfekten Objektdetektor bzw. -tracker ausgegangen werden muss.
In einem dritten und letzten Schritt wird dann auf die besondere Herausfor-
derung des Einsatzes dieses Verfahrens für nicht-statische Sensornetzwerke
eingegangen.
Grundalgorithmus
Zur formalen Beschreibung des Grundalgorithmus sei S eine endliche Men-
ge an Sensoren. Zunächst werden die Sensoren si ∈ S in drei disjunkte Teil-
mengen aufgeteilt S = Sactive ∪ Spassive ∪ Sinactive, wobei die Elemente der
ersten Teilmenge als aktive, die Zweite als passive und die Dritte als inaktive
Clustersensoren bezeichnet werden.
Zunächst soll eine Beschreibung der Klassen erfolgen, die auf der vereinfach-
ten Annahme eines optimalen Objektdetektors bzw. -trackers basiert:
• Als aktiv werden all jene Sensoren klassifiziert, die das OdI im Erfas-
sungsbereich haben – unabhängig davon, ob ein Sensor selbst die zuge-
hörige Beobachtung zu einem bestimmten Zeitpunkt durchführen kann
(z. B. aufgrund temporärer Teilverdeckungen des Objektes). Die akti-
ven Sensoren sind somit für die direkte Gewinnung von Beobachtungs-
informationen über das überwachte Objekt verantwortlich.
• Als passive Sensoren werden solche bezeichnet, die zum Zeitpunkt der
Sensorselektion das überwachte Objekt nicht im Sichtbereich aufweisen,
die allerdings benötigt werden, um die mögliche Bewegungsfreiheit des
Objektes im Überwachungsbereich lokal zu beschränken (d. h. um das
i
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Objekt durch virtuelle Begrenzungen „einzukreisen“). Die passiven Sen-
soren werden demnach aus zwei Gründen ermittelt: Zum einen, um zu
ermöglichen, dass lediglich eine Auswertung der Clustersensoren zur
Bestimmung späterer aktiver Sensoren benötigt wird (rekursive lokale
Auswertung); und zum anderen, um im Falle eines Verschwindens des
Objektes aus allen Kamerasichtfeldern (z. B. wenn dieses sich zwischen
Kamerasichtfeldern aufhält) den möglichen Aufenthalt des Objektes ein-
zuschränken und somit weiterhin lokale Auswertung betreiben zu kön-
nen. D. h. konkret: im Fall, dass der Aufenthalt des Objektes temporär
nicht beobachtet werden kann, wird garantiert, dass ein Wiederauftau-
chen in einer aktiven oder passiven Kamera stattfindet.
• Die restlichen Sensoren werden als inaktive Sensoren bezeichnet und stel-
len die temporär nicht auftragsrelevanten Sensoren dar. Zu diesen Sen-
soren existiert keinerlei Kommunikation. Neue Beobachtungsinforma-
tionen werden ausschließlich bei den Clustersensoren (aktiven und pas-
siven) abgefragt.
Jedem Sensor si ist eine Menge an Liniensegmenten Li als Repräsentati-
on des zugehörigen Sichtbarkeitspolygons auf der 2-D Bodenebene zuge-
ordnet. Die Gesamtheit der Sichtbarkeitspolygone sei zusammengefasst als
L = ⋃i Li. Zusätzlich sei eine weitere Menge an Liniensegmenten G für das
statische Umgebungsmodell oder den Gebäudeplan gegeben, welche durch
die Liniensegmente physikalische Begrenzungen in der 2-D Bodenebene de-
finiert.
Mit diesem Vorwissen führt der Sensorselektionsalgorithmus zunächst ei-
ne einmalige Initialisierung (Schritt 1) durch. Zu diesem Zeitpunkt wurde
das OdI noch nicht selektiert und das Trackingmodul kann somit noch keine
initiale Objektzustandsschätzung liefern. Sactive ist somit eine leere Menge,
während Spassive alle Sensoren im Sensornetzwerk beinhaltet, da ohne eine
Objektposition keine räumliche Eingrenzung zur lokalen Auswertung mög-
lich ist. Weiter wird ein komplettes Arrangement von LiniensegmentenA(L∪G)
erzeugt, welches aus Liniensegmenten des Gebäudemodells und der Sicht-
barkeitspolygone zum Zeitpunkt der Initialisierung besteht. Es sei hier noch
einmal erwähnt, dass es jederzeit möglich ist, zurückzuverfolgen, aus wel-
cher Informationsquelle eine Kante im Arrangement entstanden ist, d. h. ob
sie von einem Sensor und wenn ja, von welchem sie stammt.
Nach einer initialen Schätzung der Objektposition und bei jeder neuen Ak-
tualisierung dieser Zustandsschätzung (durch neue Objektdetektionen und
-assoziationen) wird nur noch Schritt 2 durchlaufen.
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In Schritt 2 wird zunächst die aktuell aktive Zelle Factivetk im Arrangement
A(L ∪ G) ermittelt, welche die aktuelle Positionsschätzung beinhaltet. Ei-
ne effiziente Punktlokalisierungsanfrage (engl.: point location query), wie in
[Haines 94] beschrieben, wurde hierfür eingesetzt. Die Punktlokalisierungs-
anfrage gibt eine Liste an Kanten zurück, die die Umrandung der Zelle, ge-
nannt connected component of the boundary oder CCB, darstellt. Factivetk reprä-
sentiert hierbei die Zelle (Punktmenge), welche die aktuelle Objektpositions-
schätzung beinhaltet und von der ermittelten CCB umschlossen wird.
Unter der vereinfachten Annahme eines statischen Sensornetzwerkes und
eines perfekt funktionierenden Objektdetektors und -trackers ist eine Neu-
berechnung der Clustersensoren nur dann notwendig, wenn sich das Ob-
jekt in einer anderen Zelle befindet als im vorangegangenen Schritt, d. h.
wenn sich Factivetk von Factivetk−1 unterscheidet. Ist dies der Fall, so wird ei-
ne neue Sensorselektion durchgeführt, in der zunächst die aktiven Senso-
ren bestimmt werden (Schritt 2b). Bei gegebener Objektpositionsschätzung
xˆ wird mit jedem Sichtbarkeitspolygon Li der aktuellen Clustersensoren ei-
ne Punkt-in-Polygon-Prüfung durchgeführt, um die Sensoren zu bestimmen,
die das Objekt im Sichtbereich haben. Hierfür wurde eine Implementierung
des bekannten Ray Casting Algorithm [Wein 07] verwendet. Die Sensoren mit
dem Objekt im Erfassungsbereich werden als neue aktive Sensoren dekla-
riert (Abb. 4.7a).
Es ist wichtig zu erwähnen, dass bei der ersten Iterationsschleife, d. h. nach
der Initialisierung des Objektes, alle Sensoren im Netzwerk als passive Sen-
soren und somit als Clustersensoren deklariert sind. Daraus folgt, dass die
Punkt-in-Polygon-Prüfung für alle Sensoren durchgeführt wird. Allerdings
wird in den folgenden Iterationen diese Prüfung bei einer stark reduzierten
Anzahl an Clustersensoren durchgeführt, was eine hohe Effizient mit sich
bringt.
Sind die aktiven Sensoren erst einmal ermittelt, werden die passiven in ei-
nem Folgeschritt (2c) bestimmt. Hierzu wird zuerst das ArrangementA(L∪G)
manipuliert. Dieses sei gegeben durch A(L′ ∪ G) mit L′ ∪ G als die Vereini-
gungsmenge der Liniensegmente aus Umgebungsmodell G und den Sicht-
barkeitspolygonen aller Sensoren im Netzwerk mit Ausnahme derer, die nun
als aktiv klassifiziert sind. Die Subtraktion der Liniensegmente der aktiven
Sensoren aus dem Arrangement ist ein entscheidender Teil des Algorithmus.
Durch die Entfernung der aktiven Sensoren wird gewährleistet, dass die üb-
rigen Kanten als physikalische (z. B. Wände) oder virtuelle Grenzen (entry-
edges von Kameras) betrachtet werden können (Abb. 4.7c).
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Algorithmus 1
1. Initialisierung (keine Initialposition verfügbar)
a) Alle Sensoren sind als passiv definiert:
Sactive = ∅, Spassive = S, Factive = ∅, mit
Sactive ⊆ S, Spassive ⊆ S\Sactive
und Factive als Zelle des Arrangements, welche die Objektposition
einschließt.
b) Generiere ein komplettes Arrangement von Liniensegmenten:
A(L ∪ G) = (E ,V,F)
2. Endlosschleife:
Wenn eine neue Objektzustandsschätzung xˆ(tk) verfügbar ist, dann
a) ermittle Factivetk in A(L ∪ G), welche die geschätzte Objektposition
einschließt:
Factivetk = {Fu ∈ F | xˆ(tk) ∩ Fu 6= ∅}
Wenn Factivetk = Factivetk−1 , dann wiederhole Schritt 2, sonst
b) ermittle die neuen aktiven Sensoren:
Sactive = {si ∈ Scluster | xˆ ∩ Face(Li) 6= ∅}
mit Scluster = Sactive ∪ Spassive und mit der Face()-Funktion als die
Menge der Punkte in der 2-D Ebene umschlossen von den Linien des
Sichtbarkeitspolygons Li.
c) ermittle die passiven Sensoren:
i. Manipuliere das Arrangement von Liniensegmenten:
A(L′ ∪ G) = (E ′,V ′,F ′) mit L′ = (L \ CCB(Factivetk ))
ii. Finde die Zelle Fpassive in A(L′ ∪ G), welche die geschätzte Ob-
jektposition einschließt und ermittle die beteiligten Sensoren:
Fpassive = {Fu ∈ F ′ | xˆ ∩ Fu 6= ∅}
Spassive = {si ∈ S | Li ∩ CCB(Fpassive) 6= ∅}
d) Fordere Beobachtungen der Clustersensoren Scom = Scluster an.
i
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Abb. 4.7. Grundalgorithmus: In einem initialen Schritt wird ein Linienarrangement
durch Verschmelzung von Sichtbarkeitspolygonen mit dem Gebäudemodell erzeugt
(a). Die aktiven Sensoren werden durch eine Punkt-in-Polygon-Prüfung ermittelt (b)
und aus dem Arrangement entfernt (c), was eine Berechnung der aktiven Zelle ermög-
licht. Die Sensoren, welche am Rand der Zelle durch Kanten beteiligt sind, werden
als passive Sensoren klassifiziert (d).
Das manipulierte Arrangement kann sehr effizient durch eine temporäre
Entfernung einzelner Liniensegmente durchgeführt werden, die zu aktiven
Sensoren gehören. Dadurch kann selbst in sehr großen Sensornetzwerken
die benötigte Rechenkapazität deutlich reduziert werden.
Nach der Erzeugung des modifizierten ArrangementsA(L′∪G) wird die Zel-
le Fpassive bestimmt, die die geschätzte Position des Objektes des Interesses
beinhaltet. Die Zelle wird hierbei als Polygon (evtl. mit Löchern) beschrieben
- d. h. ebenfalls als Menge von Kanten, die in diesem Fall aus Untermengen
der Sichtbarkeitspolygone der Sensoren (L) bzw. aus einer Untermenge der
Kanten des Gebäudemodells (G) stammen. Diese Mengen an Kanten werden
als die connected component boundary (CCB) der Zelle Fpassive bezeichnet.
Im Folgeschritt kann dann die CCB ausgewertet und insbesondere kön-
nen die an der Objektumrandung beteiligten Sensoren bestimmt werden
(Abb. 4.7c, blau gekennzeichnete Fläche), die daraufhin als passive Senso-
ren Spassive klassifiziert werden (Abb. 4.7d).
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Der dynamische Sensor Manager fordert daraufhin Beobachtungen aller als
aktiv oder passiv deklarierten Sensoren an. Zur Aktualisierung der Clus-
tersensoren wird nun Schritt 2 zyklisch wiederholt, sobald neue Objektpo-
sitionsschätzungen zur Verfügung stehen. Durch die vereinfachte Annah-
me des perfekten Objektdetektors ist garantiert, dass das Objekt auch in ei-
nem lückenbehafteten Sensornetzwerk irgendwann in der Zukunft im Sicht-
bereich einer aktiven oder passiven Kamera wieder auftauchen muss und
durch die Detektion und Positionsschätzung eine neue Selektionsiteration
auslöst.
Es sei hier noch einmal darauf hingewiesen, dass dieses Verfahren offensicht-
lich in der Lage ist, relevante Sensoren lediglich anhand einer rekursiven
Evaluierung der Clustersensoren (also durch eine rein lokale Sensorauswer-
tung) und einer zusätzlichen effizienten Manipulation des a-priori-Wissens
in Form des Arrangements zu ermitteln.
Ungeachtet dessen ist diese Variante des Algorithmus in der Praxis so nicht
direkt anwendbar. Die Gründe hierfür liegen in den vereinfachten Rahmen-
bedingungen, die einen optimalen Detektor und Objektverfolgungsverfah-
ren voraussetzen. In der Praxis kann es allerdings vorkommen, dass ein Ob-
jekt ein Kamerasichtfeld durchquert, ohne dabei detektiert bzw. als das OdI
erkannt zu werden. In einem solchen Fall könnte das Objekt den lokal ein-
gegrenzten Teilbereich und somit den aktiv überwachten Bereich unbemerkt
verlassen. Dies hätte zur Folge, dass das Objekt ggf. nicht mehr erfasst wer-
den könnte, da von inaktiven Sensoren keine Beobachtungen angefragt wer-
den. Selbst eine Neuorganisation des Sensorclusters wäre nicht garantiert, da
diese im Grundalgorithmus nur durch eine neue Detektion ausgelöst werden
kann. Das Objekt wäre somit verloren.
Weiter ist im Grundalgorithmus eine Modellierung der Bewegungsdynamik
des Objektes nicht berücksichtigt. Diese kann verwendet werden, um die
Clustergröße zusätzlich zu optimieren und somit eine effizientere Sensor-
selektion durchzuführen.
Um diesen Nachteilen entgegen zu wirken, wurde der Grundalgorithmus so
erweitert, dass die Unsicherheit über den Aufenthaltsbereich des Objektes
in die Sensorselektion mit einbezogen wurde. Die Sensorselektion wird so-
mit auf Basis der Prädiktion über den Objektzustand xˆ− durchgeführt. Die
wachsende Unsicherheit über die Objektposition ist hierbei an das Bewe-
gungsmodell des Objektzustandsschätzers aus Gleichung (3.26) gekoppelt
und bezieht somit die Bewegungsdynamik des Objektes mit ein.
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Im nächsten Abschnitt wird die erweiterte Version des Algorithmus vorge-
stellt. Zunächst wird allerdings weiter von einem statischen Sensornetzwerk
ausgegangen.
Erweiterung des Algorithmus für suboptimale Objektdetektoren
Der erweiterte Algorithmus unterscheidet sich vom Basisalgorithmus pri-
mär in drei Punkten: Erstens, wie bereits erwähnt, wird die Objektpositi-
onsschätzung durch deren Prädiktion xˆ− ersetzt. Zweitens ist es durch die
Prädiktion einer mit einem Unsicherheitsfaktor versehenen Objektposition
nun möglich, eine quantitative Aussage über die Plausibilität bzgl. des Vor-
handenseins des Objektes in einer der passiven Kameras zu treffen. Diese
wird als Aufenthaltsplausibilität (PoP, für Plausibility of Presence ) bezeichnet
und gibt Auskunft darüber, mit welchem Grad des Dafürhaltens das Objekt
sich vor einer passiven Kamera aufhalten könnte. Übersteigt der Koeffizient
der Aufenthaltsplausibilität für einen passiven Sensor einen vordefinierten
Schwellwert, so muss man davon ausgehen, dass aufgrund der Bewegungs-
dynamik des überwachten Objektes ein Aufenthalt in dieser Kamera prinzi-
piell möglich ist. Als Maß für die Aufenthaltsplausibilität für einen Sensor
si ∈ Spassive sollen zwei Varianten betrachtet werden:
• Bei Umgebungen ohne physikalische Begrenzungen existiert stets ein
direkter Weg zwischen Objekt und Sensorerfassungsbereich. Für sol-
che Fälle wird die Aufenthaltsplausibilität mit Hilfe der minimalen
Mahalanobis-Distanz zwischen der prädizierten Objektzustandsschät-





dmah(p,N (xˆ−,P−)))) . (4.7)
Hierbei wird der prädizierte Objektzustand als bivariate Wahrschein-
lichkeitsdichtefunktion interpretiert, welche nur in einer unbeschränkten
Umgebung gültig ist.
• Für Umgebungen mit physikalischen Begrenzungen (z. B. Gebäudemo-
dell) kann eine Annahme für den ungünstigsten Fall über die Positions-
unsicherheit getroffen werden. Diese wird beschrieben durch die maxi-
male Positionsabweichung σmax (nach Gleichung 4.3) in Kombination
mit einer geeigneten Abstandsmessung zwischen geschätzter Objektpo-
sition und Sensorkandidat. Zur Abstandsmessung wird ein Kürzester-
Pfad-Algorithmus eingesetzt, welcher ausgehend von der Objektpositi-
on auch in beschränkten Umgebungsmodellen den kürzesten Weg zum
i
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Sichtfeld einer passiven Kamera berechnen kann. Die Aufenthaltsplausi-








In diesem Zusammenhang kommt die in Abschnitt 4.4.1 vorgestellte Sen-
sorverfügbarkeit zum Tragen. Die als passiv ermittelten Sensoren werden hin-
sichtlich der Aufenthaltsplausibilität des Objektes hin geprüft. Wird der Auf-
enthalt des Objektes des Interesses in einer Kamera als plausibel eingestuft,
so wird evaluiert, ob diese auch als passive Kamera verfügbar ist. Ist dies
der Fall, so wird diese als gültige passive Kamera deklariert. Ist die Kamera
hingegen nicht verfügbar (d. h. es sind Objekte im Sichtbereich oder Fehl-
detektionen zu verzeichnen), so kann diese Kamera nicht als passiver Sensor
eingesetzt werden, da ein Objekt sich unerkannt aus dem Clusterbereich ent-
fernen könnte. Aus diesem Grund wird diese passive Kamera nachträglich
als aktiv reklassifiziert (Schritt 2(b)iv) und es wird nach alternativen passiven
Kameras gesucht.
Durch die Reklassifikation von passiven Sensoren entsteht allerdings ei-
ne Rekursion im Selektionsalgorithmus. Um die alleinige Auswertung von
Clustersensoren zu gewährleisten, ist es notwendig, dass die räumliche Aus-
dehnung des Sensorclusters immer durch passive Sensoren begrenzt wird.
Wird ein passiver Sensor zum aktiven, so hat dies zur Folge, dass wie im Ba-
sisalgorithmus seine Kanten temporär aus dem manipulierten Arrangement
A(L′ ∪ G) entfernt werden und somit eine Lücke in der „Umrandung“ des
Objektes entsteht. Um dies zu verhindern, muss Schritt 2b des erweiterten
Algorithmus iterativ so lange wiederholt werden, bis der Cluster stabil ist -
d. h. keine weiteren passiven Sensoren nachträglich als aktive neu klassifi-
ziert werden.
Der dritte Aspekt ist, dass durch die Auswertung der Aufenthaltsplausi-
bilität und Sensorverfügbarkeit sowie die darauf folgende Neuklassifikati-
on evtl. relevanter passiver Sensoren als aktive Sensoren jetzt nur noch Be-
obachtungsinformationen von einer Teilmenge der Clustermitglieder ange-
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Abb. 4.8. Der erweiterte Algorithmus bezieht die Bewegungsdynamik des Objektes
in Form der maximal angenommen Positionsunsicherheit mit ein, und berechnet für
passive Sensoren die Aufenthaltsplausibilität bzgl. des Objektes des Interesses.
i
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Algorithmus 2
1. Initialisierung (wie in Grundalgorithmus)
a) Sactive = ∅, Spassive− = S
b) A(L ∪ G) = (E ,V,F)
2. Endlosschleife:
Gegeben sei eine Prädiktion über die Objektposition (xˆ−, P−), dann
a) ermittle die vorläufig aktiven Sensoren Sactive:
Sactive− = {Si ∈ Scluster | xˆ− ∩ Face(Li) 6= ∅}
b) Wiederhole bis Sactive+ = ∅ (Cluster stabil):
Ermittle die vorläufig passiven Sensoren:
i. Manipuliere das Arrangement von Liniensegmenten:
A(L′ ∪ G) = (E ′,V ′,F ′)
ii. Finde die Zelle inA(L′∪G), welche die prädizierte Objektposition
beinhaltet:
Fpassive = {Fu ∈ F ′ | xˆ− ∩ Fu 6= ∅}
iii. Ermittle die Sensoren, die am Rand von Fpassive beteiligt sind
bzw. komplett innerhalb von Fpassive liegen:
Spassive− = {si ∈ S | Li ∩ CCB(Fpassive) 6= ∅}
iv. Bestimme den Koeffizienten für die Aufenthaltsplausibilität ψ
der vorläufig passiven Sensoren und reklassifiziere diejenigen,
die nicht „verfügbar“ sind als aktive Sensoren:
Sactive+ = {si ∈ Spassive− | (ψi > τPoP ) ∧ (ϑi 6= 1)}
Sactive = Sactive− ∪ Sactive+
Spassive = Spassive− \ Sactive+
c) Wenn Cluster stabil, dann fordere Beobachtungen von den aktiven
sowie den passiven Sensoren mit einer ausreichend hohen Aufent-
haltsplausibilität an:
Scom = {si ∈ Scluster | si ∈ Sactive ∨ (ψi > τPoP )}
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Obwohl nur ein Teil der Clustersensoren für die Gewinnung der Be-
obachtungsinformationen angefordert wird, ist die Bestimmung aller pas-
siven Sensoren weiterhin ein essenzieller Teil des hier vorgestellten Verfah-
rens. Ohne diese wäre es notwendig, bei jedem Selektionsschritt die Aufent-
haltsplausibilität für alle Netzwerksensoren zu bestimmen, was sehr schnell
zur Erschöpfung der Rechenkapazität führen würde. Durch die effiziente Be-
stimmung der passiven Sensoren hingegen wird eine Vorselektion der poten-
ziell relevanten Sensoren durchgeführt, sodass der Koeffizient für die Auf-
enthaltsplausibilität nur für diese Untermenge berechnet werden muss.
Diese Vorselektion macht sich besonders bemerkbar, wenn man kürzeste We-
ge berechnen muss, um die Aufenthaltsplausibilität zu bestimmen, da diese
Wegbestimmung relativ rechenintensiv ist. Weiter ermöglicht die effizien-
te Arrangement-basierte Ermittlung der passiven Sensoren eine lückenlose
„Umzingelung“ des Objektes und garantiert somit, dass sich das Objekt stets
in einem definierten Teilbereich des überwachten Gebietes aufhält. Dies ist
insbesondere von Vorteil, wenn sich das Objekt in einem lückenbehafteten
Kameranetzwerk zwischen den Erfassungsbereichen von Kameras aufhält.
Ohne Ermittlung der passiven Kameras würden immer mehr Sensoren auf-
grund der wachsenden Positionsunsicherheit und der somit steigenden Auf-
enthaltsplausibilität in den Cluster einbezogen werden. Dies würde nach
kurzer Zeit dazu führen, dass der Cluster sehr groß wird und demzufolge
die abonnierten Beobachtungen das Trackingmodul überlasten.
Durch die Ermittlung der passiven Sensoren wird der Cluster solange mini-
mal gehalten, wie passive Sensoren auch verfügbar sind. Sind einzelne dieser
passiven Sensoren kurzfristig nicht verfügbar, wird der Cluster erweitert.
Die Modifikationen des Grundalgorithmus ziehen des Weiteren eine Neude-
finition der Sensorklassen nach sich:
• Als aktiv werden nun alle Sensoren definiert, die das OdI im Erfassungs-
bereich haben oder Sensoren, die durch eine ausreichend hohe Aufent-
haltsplausibilität und nicht vorhandene Sensorverfügbarkeit hinzugezo-
gen wurden. Die aktiven Sensoren sind somit für die direkte Gewinnung
von Beobachtungsinformationen über das überwachte Objekt verant-
wortlich und werden stets zur Übertragung der Beobachtungsinforma-
tionen aktiviert.
• Als passive Sensoren werden solche bezeichnet, die zum Zeitpunkt der
Sensorselektion das überwachte Objekt nicht im Sichtbereich aufweisen,
die allerdings benötigt werden, um die Bewegungsfreiheit des Objektes
i
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im Überwachungsbereich lokal zu beschränken. Passive Sensoren müs-
sen stets eine ausreichend hohe Verfügbarkeit aufweisen. Die Sensorver-
fügbarkeit wird als Maß für die Zuverlässigkeit eines Sensors, ein Objekt
zu detektieren und ggf. zu erkennen, interpretiert.
• Die Definition der inaktiven Sensoren bleibt unverändert. Zu diesen Sen-
soren existiert wie nun auch zu passiven keinerlei Kommunikations- und
Informationsaustausch.
Der Nachteil, dass das OdI „verloren gehen könnte“, konnte mit diesem An-
satz teilweise gelöst werden. Wenn ein Objekt über eine längere Zeit nicht
detektiert bzw. erkannt werden kann, so hat dies zunächst keine direkte Aus-
wirkung auf die Clustergröße und somit die in die Auswertung einbezoge-
nen Informationsquellen. Wenn einzelne Sensoren von einem Objekt über-
listet werden, d. h. das OdI wird nicht als solches wieder erkannt (z. B. auf-
grund von Verdeckungen), so hat dies allerdings zur Folge, dass die Verfüg-
barkeit dieser Sensoren nachlässt, was zu einer Erweiterung des Sensorclus-
ters führt. In Verbindung mit der stetig wachsenden Positionsunsicherheit
des Objektzustandsschätzers hat dies wiederum zur Folge, dass sukzessive
die Koeffizienten für die Aufenthaltsplausibilität bisheriger passiver Senso-
ren über den vordefinierten Schwellwert steigt und somit in die Wiederer-
kennung des Objektes mit einbezogen werden. Dies erfolgt solange, bis ein
Sensor das Objekt wieder detektiert und erkannt hat.
Allerdings ist dieses Problem mit dem hier vorgestellten Ansatz nur teilwei-
se gelöst. Bleibt z. B. ein Objekt in einem lückenbehafteten Sensornetzwerk
zwischen zwei Erfassungsbereichen über eine sehr lange Zeit stehen und
lässt gleichzeitig die Verfügbarkeit der passiven Clustersensoren aufgrund
von Detektionen anderer Objekte oder auch Fehldetektion nach, so folgt
hieraus ebenfalls eine Vergrößerung des Sensorclusters (siehe Abb. 4.9). Über
eine sehr lange Zeit bzw. durch eine hohe Objektdichte im Überwachungsbe-
reich führt dies dazu, dass der Cluster immer größer wird, bis schließlich zu
viele Sensoren im Netzwerk in die Suche nach dem Objekt einbezogen wür-
den. Dies wiederum stellt das klassische Problem der Überlastung des quasi-
zentralen auftragsorientierten Multisensor-Trackingprozesses dar. Hier kann
nur eine heuristische Lösung Abhilfe schaffen, indem man das Basisverfah-
ren und den erweiterten Algorithmus kombiniert, z. B. indem man eine Prä-
diktion und vorläufige Vergrößerung des Clusters bis zu einer maximalen
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Abb. 4.9. Eine wachsende Objektpositionsunsicherheit führt dazu, dass die Aufent-
haltsplausibilität in passiven Sensoren steigt (a). Sind diese passiven Sensoren (blau)
nicht von Störungen betroffen und somit verfügbar (b), so ist die Clustergröße stabil.
Sind diese Sensoren hingegen aufgrund von Störeinflüsse im Blickfeld nicht verfüg-
bar, so folgt eine Reklassifikation der Sensoren als aktive, und zusätzliche passive
Sensoren werden im Cluster eingebunden (c und d).
Erweiterung des Algorithmus für dynamische Sensornetzwerke
In einer weiteren Ausbaustufe wird der Algorithmus für den Einsatz in Ka-
meranetzwerken mit nicht-statischen Sichtfeldern angepasst und optimiert.
Dabei ist er aus logischer Sicht mit dem in Abschnitt 4.4.2 vorgestellten Al-
gorithmus identisch. Allerdings sind Anpassungen und Modifikationen ein-
zelner Verfahrensschritte notwendig, um einen praxistauglichen Einsatz zu
ermöglichen.
Der Hauptunterschied liegt in der Informationsgewinnung über sich än-
dernde Sichtbarkeitspolygone bewegter Sensoren. Während bisher in einem
Initialisierungsschritt ein statisches Arrangement von Liniensegmenten auf-
gebaut werden konnte (Schritt 1), ist nun eine zyklische Aktualisierung des
a-priori-Wissens notwendig, um eine optimale Interpretation der geometri-
schen Relationen zwischen Objektposition und Sensorerfassungsbereichen
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zu erzielen. D. h. um eine optimale Sensorselektion zu erreichen, ist es in
einem dynamischen Sensornetzwerk, in dem sich im allgemeinsten Fall alle
Sensoren bewegen, notwendig, den Initialisierungsschritt nicht als einma-
ligen Vorverarbeitungsschritt durchzuführen, sondern teilweise in die zy-
klische Prozessschleife mit einzubeziehen. Dies würde allerdings bedeuten,
dass bei jedem Selektionsschritt ein komplettes Arrangement erzeugt wer-
den müsste, was die Komplexität des Algorithmus und die benötigte Re-
chenkapazität um Potenzen ansteigen ließe. Weiter lässt sich die hier vor-
gestellte lokale Informationsgewinnung, als spezielle Ausprägung des auf-
tragsorientierten Ansatzes, nicht mit einer globalen Aktualisierung des a-
priori-Wissens über Sensoren und Umgebung vereinbaren. Eine globale Ak-
tualisierung der Sichtbarkeitspolygone würde eine dauerhafte Kommunika-
tion zu allen Sensorknoten nach sich ziehen, die dem Gedanken der autono-
men clusterbasierten Sensorauswertung widerspräche.
Die Alternative, die sich mit der lokalen auftragsorientierten Sichtweise ver-
einbaren lässt, sieht hingegen eine lokale Aktualisierung der Sensordaten
vor. Diese entspricht theoretisch dem in Abschnitt 2.2 vorgestellten Szenario
der „dynamischen Wegsuche durch eine bekannte Stadt“. Das Gedächtnis
als eine Informationsquelle für den Fahrer bzgl. evtl. Hindernisse oder Stra-
ßensperren auf der geplanten Strecke entspricht hierbei dem dynamisch sich
verändernden a-priori-Wissen über die Kamerasichtfelder. Der Fahrer muss
sich hier zunächst auf ggf. nicht mehr aktuelle Informationen verlassen, die
er erst aktualisieren kann, wenn er die entsprechenden Orte noch einmal be-
sucht. Die statischen a-priori-Informationen (d. h. das Umgebungsmodell)
können dauerhaft als gültig betrachtet und somit in einem Initialisierungs-
schritt vorverarbeitet werden.
Dieser Ansatz wird nun auf das Sensorselektionsverfahren übertragen: Zu-
nächst wird wie bisher ein einmaliger Initialisierungsschritt durchgeführt,
bei dem von allen Sensoren die aktuellen Erfassungsbereiche abgerufen wer-
den. Daraus wird ein initiales Arrangement A(G ∪ L) erzeugt. Im dynami-
schen Arrangement wird die Aktualisierung der Liniensegmente (also die
Aktualisierung des Wissens über die Sensoren) durch einfaches Löschen und
neu Hinzufügen von Sichtbarkeitspolygonen durchgeführt.
Die Aktualisierung und Instandhaltung eines dynamischen Arrangements
ist jedoch mit einem hohen Rechenbedarf verbunden, wobei insbesondere
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Abb. 4.10. Liniensegmente aktiver Sensoren werden stets aus dem aktuellen Linien-
arrangement entfernt (a). Diese müssen somit nicht fortlaufend aktualisiert werden,
sondern lediglich bei einer erneuten Detektion des Objektes in einem anderen Sicht-
feld (g und h). Für jeden Iterationsschritt hingegen müssen die passiven Sensoren
mit ausreichend hoher Aufenthaltsplausibilität aktualisiert werden, da diese die lo-
kale „Umzingelung“ des Objektes gerantieren müssen (c-f).
i
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Algorithmus 3 - Dynamische Sensornetzwerke
1. Initialisierung (wie im Grundalgorithmus)
a) Sactivet0 = ∅, Spassivet0 = S
b) At0(Lt0 ∪ G) = (E ,V,F)
2. Sensorselektionszyklus (Endlosschleife): Gegeben sei eine Prädiktion
über die Objektposition (xˆ−,P−) zum Zeitpunkt tk
a) Aktualisiere dynamisches Arrangement:
i. Ermittle die veralteten Kanten der passiven Sensoren:
Lremove = {Li ∈ L′tk−1 | si ∈ Spassivetk−1 }
ii. Bei der ersten Prädiktion nach einer Wiedererkennung wird ei-
ne komplette Aktualisierung durchgeführt, bei der auch Linien-
segmente der aktiven Sensoren wieder hinzugefügt werden. Bei
einer Folgeprädiktion werden lediglich Liniensegmente der rele-
vanten passiven Sensoren aktualisiert.




Sclustertk−1 falls erste Prädiktion nach Wieder-
erkennung
Sclustertk−1 \Sactivetk−1 sonst
iii. Das neue Arrangement ist dann gegeben durch:
Atk = A((L′\Lremove) ∪ Lupdate ∪ G)
b) Ermittle die Clustersensoren sowie die zu aktivierenden Kameras
Scomtk basierend auf Atk (wie in 4.4.2).
i
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Beim Hinzufügen werden die Schnittpunkte der neuen Liniensegmente mit
den bereits bestehenden Kanten im Arrangement ermittelt und die betrof-
fenen Kanten aufgetrennt, indem neue Knoten hinzugefügt werden. Durch
Setzen der einzelnen Halbkanten-, Knoten- und Zellen-Verknüpfungen in
den betroffenen DCEL-Elementen wird das neue Element Teil des Arrange-
ments. Diese Operation kann mit der Komplexität O(n) durchgeführt wer-
den, wobei n die Anzahl der Kanten im Arrangement ist. Beim Löschen eines
Liniensegments muss man lediglich die entstandenen Kanten (maximal n an
der Zahl) durch eine Traversierung des Arrangements finden. Dies kann nä-
herungsweise in O(
√
n) durchgeführt werden. Weiter müssen entstandene
Knotenpunkte ebenfalls entfernt werden, was eine Verschmelzung einzelner
Kanten nach sich zieht. Diese Operation ist im Rechenaufwand vernachläs-
sigbar.
Wegen des hohen Rechenbedarfs bei der Aktualisierung einzelner Kamer-
asichtfelder muss ein Kompromiss zwischen einer im Sinne der vorgestell-
ten Algorithmen stets optimalen Clusterselektion und niedriger Rechenlast
geschlossen werden. Demnach ist ein optimaler Cluster dann gegeben, wenn
Scom ausschließlich auftragsrelevante Sensoren umfasst und die Kameras
von Scluster das OdI anhand der kleinstmöglichen Anzahl an Sensoren „um-
zingelt“ und beobachtet. Eine optimale Clusterselektion nach den bisher vor-
gestellten Algorithmen verlangt allerdings, dass auch passive Sensoren stets
durch das aktuelle Sichtbarkeitspolygon repräsentiert werden. Dies würde
bedeuten, dass bei jedem Zyklus der Kameraselektion die Aktualisierung al-
ler aktiven und passiven Sensoren durchgeführt werden muss. Der Algorith-
mus aus 4.4.2 würde hierfür durch einen Aktualisierungsschritt zu Beginn
eines jeden Durchlaufs erweitert (siehe Algorithmus 3).
In der Praxis ist aber eine temporäre suboptimale Selektion von Cluster-
sensoren, welche durch die ausschließliche Aktualisierung der aktiven und
plausiblen passiven Sensoren zustande kommt, zweckmäßig. D. h. es wer-
den nur die Sichtbarkeitspolygone der Sensoren aktualisiert, von denen auch
Beobachtungsinformationen angefordert wurden. Das erfüllt wiederum den
lokalen auftragsorientierten Ansatz. Allerdings werden hierbei die restlichen
passiven Sensoren auf Basis von evtl. veralteten Daten ermittelt.
Bei diesem Ansatz wären die zu entfernenden Liniensegmente in Verarbei-
tungsschritt (2a) aus Algorithmus 3 gegeben durch:
Lremove = {Li ∈ L′tk−1 | si ∈ Scomtk−1\Sactivetk−1 } (4.9)
i
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und die zu aktualisierenden Sensoren Supdate wie folgt definiert:
Supdate =





Diese Variante hat prinzipiell den Vorteil, dass die Bewegungsdynamik des
Objektes des Interesses bei der Aktualisierung der Clustersensoren berück-
sichtigt wird. Dies geschieht dadurch, dass die Aufenthaltsplausibilität dar-
über entscheidet, ob passive Sensoren aktiviert werden oder nicht (d. h. zu
Scom gehören, siehe Algorithmus 2, Schritt 2c). Demnach werden ausschließ-
lich Sensoren aktualisiert, welche eine ausreichende Aufenthaltsplausibilität
bzgl. des Objektes des Interesses aufweisen. Daraus folgt, dass |Scom| stets
≤ |Scluster| und die benötigte Rechenlast für die Instandhaltung des Arran-
gements minimiert wird. Allerdings sind die selektierten Sensoren der zwei-
ten Variante aus logischer Sicht nachteilig, da bisher nicht relevante passive
Sensoren durch ihre Bewegung in der Zwischenzeit ggf. als relevant einzu-
stufen wären. In der Praxis ist der dadurch entstehende Nachteil für die Sen-
sorauswahl zu vernachlässigen, während der Zuwachs an Rechenkomplexi-
tät des optimalen Verfahrens signifikant wäre.
4.5 Evaluation und Ergebnisse
Sowohl der Bedarf an Rechenkapazität als auch die erzielten Ergebnisse bei
der Reduktion an involvierten Kameras lassen sich nur schwer quantitativ
erfassen. Die Verfahrensergebnisse hängen unter anderem von den folgen-
den System- und Umgebungsparametern ab:
• Sensorabdeckung (Anzahl an Sensoren und Sensordichte),
• Anzahl an Personen im Überwachungsbereich,
• Zuverlässigkeit der Detektionsverfahren,
• Beobachtbarkeit des Objektes des Interesses,
• maximale Geschwindigkeit des Objektes (Parameter des Bewegungsmo-
dells) sowie
• Anzahl an statischen und beweglichen Sensoren.
i
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Darüber hinaus kann die Sensorselektion abhängig von der gegebenen Ge-
bäudestruktur durch geeignete Positionierung und Ausrichtung der Senso-
ren optimiert werden. Die Modellierung, Simulation und Gegenüberstellung
all dieser möglichen Umgebungsparameter würde allerdings den Rahmen
dieser Arbeit sprengen. Deshalb werden Messungen und Simulationen für
eine Untermenge der oben aufgeführten Freiheitsgrade durchgeführt, die
einen repräsentativen Charakter aufweisen. D. h. die vorgestellten Ergebnis-
se sollen weniger als vollständige Evaluation verstanden werden, sondern
vielmehr als exemplarische Bewertung dienen, um die Potentiale sowie die
Grenzen der vorgestellten Methoden zu verdeutlichen.
4.5.1 Simulationsumgebung
Zur Evaluation des Sensorselektionsverfahrens sind reproduzierbare Test-
daten unabdingbar, die auch Fehlerquellen anderer Teilfunktionalitäten wie
des Trackingmoduls und Einschränkungen durch die Kommunikationsin-
frastruktur kategorisch ausschließen. Um dies zu ermöglichen, wird die Eva-
luation des Verfahrens anhand einer Simulationsumgebung durchgeführt.
a) b)
Abb. 4.11. Simulation von 100 Tracks in einem Kameranetzwerk aus 100 Kameras
(links). Die Trajektorie des zu verfolgenden Objektes ist rot dargestellt. Die grünen
Punkte stellen zusätzliche Objekte im Überwachungsbereich dar. Das zugehörige Ar-
rangement von Liniensegmenten ist rechts dargestellt. Die aktuelle Zelle für das OdI
ist grau markiert. Aus dieser Zelle ergeben sich passive Sensoren (gelb markiert).
i
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Die Simulationsumgebung erstellt zunächst ein einfaches Gebäudemodell,
welches als statische Umgebungsinformation dient. Die Größe des Gebäu-
demodells ist abhängig von der ebenfalls frei wählbaren Anzahl an Kameras
des simulierten Sensornetzwerkes. Das automatisch generierte Gebäude ist
quadratisch mit zusätzlichen Hindernissen im Inneren, die zufällig platziert
werden. Abb. 4.11 zeigt ein Beispiel eines generierten Gebäudemodells für
100 Kameras. Die Größe des Sensornetzwerkes wird für die Verfahrenseva-
luation zwischen 10 und 500 Kameras mit einer konstanten Abdeckungs-
dichte variiert. Die Sichtbarkeitspolygone der simulierten Kameras werden
anhand eines Kameramodells erzeugt. Ein Zufallsprozess generiert für eine
Untermenge der Modellparameter Werte, die innerhalb vordefinierter Inter-
valle liegen dürfen. Die Intervalle sorgen lediglich dafür, dass die Zufalls-
werte für eine Videoüberwachungskamera plausibel für das vordefinierte
Gebäudemodell sind. Die Parameter und deren Intervalle zur Generierung
zufälliger Sichtbarkeitspolygone sind wie folgt gewählt:
• Position der Kamera in der 2-D Bodenebene: Durch ein gegebenes Gebäu-
demodell wird anhand eines Zufallsprozesses mit gleichverteilter Wahr-
scheinlichkeitsfunktion nach einer gültige Stichprobe für die jeweilige
Kameraposition bestimmt. Gültig bedeutet hierbei, dass die Position sich
innerhalb von Fluren oder Räumen des Gebäudemodells, aber nicht „in
Wänden“ oder „Hindernissen“ befinden darf.
• Die Kamerapositionierung über der Bodenebene wurde als Konstante de-
finiert (3,0 m).
• Der Neigewinkel wurde zufällig durch einen normalverteilten Zu-
fallsprozess mit einem mittleren Neigungswinkel von 30◦ und einer Stan-
dardabweichung von 10◦ bestimmt. Werte die allerdings um mehr als 20◦
vom mittleren Neigungswinkel abgewichen sind wurden verworfen.
• Der Schwenkwinkel wurde mit einem gleichverteilten Zufallsprozess be-
stimmt (zwischen -90◦ und +90◦).
• Die Öffnungswinkel der Kameras wurden entsprechend den Standard-
werten handelsüblicher Objektive von Videoüberwachungskameras (Ho-
rizontal: 48◦, 4:3 Verhältnis) als Konstanten definiert.
• Anhand dieser Parameter werden ein Sichtfeld (FoV) sowie in Kombina-
tion mit dem Gebäudemodell ein Sichtbarkeitspolygon in der 2-D Boden-
ebene (wie in Abschnitt 4.4.1 beschrieben) berechnet. Ein nachgeschalte-
ter Plausibilitätstest prüft zusätzlich, ob das Sichtbarkeitspolygon Min-
destanforderungen erfüllt - darunter die Abdeckung einer Mindestfläche
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des Gebäudes (5m x 5m). Ist das nicht gegeben, so wird die Kameraposi-
tion und -ausrichtung als nicht plausibel erachtet und der Parametersatz
verworfen.
Wurden für die vorgegebene Anzahl an Kameras plausible Sichtbarkeitspo-
lygone bestimmt, so werden diese als a-priori-Informationen über die Sen-
sorerfassungsbereiche übernommen.
Zusätzlich besteht die Möglichkeit, den Schwenkwinkel zur Simulations-
laufzeit zu verändern, um bewegliche Kameras zu simulieren. Durch einen
Winkelintervall wird definiert, in welchem Bereich die Kameras eine peri-
odische Schwenkbewegung um die a-priori bestimmte Referenzausrichtung
durchführen (z. B. +/- 20◦).
Neben der Gebäude- und Kameramodellierung bietet ein zusätzliches Mo-
dul der Simulationsumgebung die Möglichkeit, künstliche Objekttrajektori-
en zu erzeugen. Hierbei wird im Gebäudemodell jeweils zufällig ein Start-
punkt rstart = (xstart, ystart)T und ein Zielpunkt rtarget = (xtarget, ytarget)T
bestimmt. Ein mittelwertbehafteter normalverteilter Zufallsprozess im Inter-
vall [-3,3] erzeugt eine zufällige Positionsänderung mit „Vorzugrichtung“.
Der Mittelwert der Normalverteilung ist definiert durch
µdir = (∆xdir, ∆ydir)T
mit
∆xdir = sgn(xtarget − xstart)
∆ydir = sgn(ytarget − ystart) .
Die Kovarianzmatrix als Beschreibung der Bewegungsdynamik des Objektes







Die Positionswerte der Zufallstrajektorie ergeben sich demnach aus
rsimk = r
sim
k−1 +N (µdir,Σsim) . (4.11)
Wurde das Ziel (bis auf einen erlaubten Restfehler von 1m) erreicht, so wird
ein neues zufälliges Ziel ermittelt und die Verfolgung aufgenommen. Zur
Simulation von dichtem Personenverkehr (Generierung von Objektdetektio-
nen und Beobachtungen) ist es möglich, die Anzahl an „bewegten Objekten“
im Gebäude zu variieren.
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Für die Evaluation wurde die Anzahl zwischen 10 und 100 variiert und eine
Statistik über die anfallende Rechenlast für die auftragsorientierte Datenas-
soziation und -fusion ermittelt.
4.5.2 Reduktion irrelevanter Beobachtungen durch Sensorselektion
Mit der vorgestellten Simulationsumgebung können die einzelnen Sensorse-
lektionsalgorithmen in den unterschiedlichen Variationen quantitativ unter-
sucht werden. In einer ersten Simulation wird der Bedarf nach einer dynami-
schen Sensorselektion zunächst einmal verifiziert. Hierfür wird die Anzahl
erfasster Objektbeobachtungen aller Kameras im Netzwerk mit unterschied-
licher Objektdichte und Sensoranzahl ermittelt. Dies entspricht der Anzahl
der Personendetektionen und somit der Objektkandidaten, welche die IVPs
durch die Bewegungs- und Personendetektion erzeugen würden. Mit der Si-
mulation wurde empirisch die Auslastung eines Trackingmoduls mit bzw.
ohne eine dynamische Sensorselektion geprüft. Dabei wird für die erste Ve-
rifikation von einem perfekten Tracker ausgegangen.
Aus Abb. 4.12 und Abb. 4.13 ist ersichtlich, dass ohne Sensorselektion die
Anzahl an Objektbeobachtungen im Mittel einem konstanten Prozentsatz
der Anzahl an simulierten Objekten entspricht. Die ca. 80% entsprechen der
prozentualen Flächenabdeckung der Sensoren. Darüber hinaus ist die Stan-
dardabweichung (Schwankung der beobachteten Objekte) unabhängig von
der Größe des Netzwerkes, was in der konstanten Dichte der Sensorabde-
ckung begründet ist.
Die Anwendung der Sensorselektion hingegen erreicht durch eine signifi-
kante Reduktion der involvierten Kameras eine dementsprechend drasti-
sche Verringerung der anfallenden Beobachtungen. Durch die lokale Ein-
grenzung des Objektes des Interesses werden nur die Beobachtungen der
relevanten Kameras erfasst und ausgewertet. Erst jetzt ist eine Schritt halten-
de Datenassoziation erst möglich.
Im Falle eines perfekten Trackers (wie in dieser Simulation angenommen) be-
steht der Kamera-Cluster lediglich aus den Sensoren, die das Objekt direkt
„umzingeln“. Die niedrige Anzahl an Clustersensoren (insbesondere solche,
die zur Menge Scom gehören) spiegelt sich direkt in einer sehr niedrigen An-
zahl an Objektbeobachtungen wider. In der Praxis muss jedoch von nicht
perfekten Tracking-Verfahren ausgegangen werden.
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Abb. 4.12. Die Diagramme zeigen den prozentualen Anteil erfasster Objekte in Netz-
werken unterschiedlicher Größe (50-500 Kameras) und bei unterschiedlicher Perso-
nendichte (10-100 Personen), ohne (oben) bzw. mit Sensorselektion (unten).
Hierfür wurde in 4.4.2 die Sensorverfügbarkeit und Aufenthaltsplausibilität
eingeführt, um die Clustergröße für nicht perfekte Detektions- und Tracking-
Verfahren zu minimieren. Um diese Methoden genauer zu untersuchen, bie-
tet das Simulationsframework die Möglichkeit, Detektoren oder Tracker mit
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Abb. 4.13. Die Diagramme zeigen die absolute Anzahl der durchschnittlich erfassten
Objekte in Netzwerken unterschiedlicher Größen (50-500 Kameras) und unterschied-
licher Personendichte (10-100 Personen), ohne bzw. mit Sensorselektion.
unterschiedlicher Zuverlässigkeit zu simulieren. Dadurch lassen sich die
Auswirkungen nicht perfekter Tracking-Verfahren auf die Clustergröße und
somit auf die Anzahl zu verarbeitender Beobachtungen veranschaulichen.
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4.5.3 Einfluss der Tracker-Zuverlässigkeit auf die Clustergröße
Mit der Einführung der Sensorverfügbarkeit und der Aufenthaltsplausibi-
lität (Plausibility of Presence , kurz PoP) wird erreicht, dass passive Senso-
ren, die als nicht zuverlässig deklariert werden müssen (z. B. aufgrund von
Störeinflüssen), als aktiv reklassifiziert werden und der Cluster sicherheits-
halber erweitert wird. Diese Reklassifikation ist allerdings nur für Sensoren
sinnvoll, die eine Mindestaufenthaltsplausibilität aufweisen (siehe Algorith-
mus 2, Schritt 2c).
Relevante Objektbeobachtungen fallen demnach ausschließlich von den akti-
ven Sensoren und den passiven Sensoren mit einer Mindestaufenthaltsplau-
sibilität an (in Abb. 4.14 blau und rot gekennzeichnet). Die restlichen passi-
ven Sensoren (in grün dargestellt) begrenzen zwar räumlich die Bewegungs-
freiheit des Objektes, die Beobachtungen sind allerdings vorerst nicht rele-
vant und werden demzufolge nicht verarbeitet. D. h. konkret, dass für die
Anzahl zu verarbeitender Objektbeobachtungen nur die zwei erstgenann-
ten Sensorklassen verantwortlich sind. Es gilt deshalb zunächst, die Anzahl
dieser Clustersensoren für Tracking-Verfahren mit unterschiedlicher Zuver-
lässigkeit zu untersuchen.
Abb. 4.14 und Abb. 4.15 zeigen die Ausprägung der drei Sensorklassen im
Cluster. Jedes Diagramm veranschaulicht die durchschnittliche Größe der
Sensorklassen für eine variierende Anzahl an Objekten in der Szene, die
bis auf das OdI als Störeinflüsse wirken. Die Diagramme unterscheiden sich
untereinander allerdings durch die unterschiedliche Zuverlässigkeit des si-
mulierten Detektions- und Tracking-Verfahrens. Das Diagramm oben links
weist eine Detektionswahrscheinlichkeit von 100% auf. Die restlichen wei-
sen eine Detektionswahrscheinlichkeit von 20%, 10% und 5% auf, was zu
entsprechenden selteneren Detektionen des zu verfolgenden Objektes führt.
Diese Werte sind für Trackingverfahren realistisch, da diese eine robuste Wie-
dererkennung des Objektes im Mittel bei jedem fünften, zehnten bzw. zwan-
zigsten Videoframe darstellen. Bei einer Bildwiederholfrequenz von z.B. 10
BpS würde das Objekt demnach im Mittel zweimal in der Sekunde (bei 20%),
einmal in der Sekunde (bei 10%) bzw. einmal jede zweite Sekunde (bei 5%)
erfolgreich wiedererkannt und lokalisiert werden.
Zunächst lässt sich ein genereller Anstieg der Gesamtgröße des Sensorclus-
ters sowohl bei steigender Anzahl von Objekten in der Szene als auch bei
sinkender Zuverlässigkeit des Detektionsverfahrens erkennen. Dieser An-
stieg ist darin begründet, dass eine steigende Anzahl von Objekten stets da-
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zu führt, dass passive Sensoren als nicht verfügbar und somit nachträglich
als aktiv eingestuft werden, was eine Vergrößerung des Clusters durch neue
passive Sensoren zur Folge hat – allerdings nur wenn diese auch eine Auf-
enthaltsplausibilität überschreiten.
Bei einem perfekten Detektor (Diagramm oben links) kann man davon aus-
gehen, dass das OdI mit einer höheren Detektionsrate verfolgt werden kann
und somit eine durchschnittlich niedrigere Positionsunsicherheit erzielt. Die-
se führt nach Gleichung 4.8 direkt zu einer niedrigeren Aufenthaltsplausibi-
lität der umliegenden passiven Sensoren. Dadurch lässt sich der relativ ge-
ringe Anstieg der Clustergröße beim perfekten Detektionsverfahren im Ver-
gleich zu den weniger zuverlässigen Detektoren erklären.
D. h. je unzuverlässiger das Tracking-Verfahren ist, desto höher ist die mittle-
re Positionsunsicherheit des Objektes aufgrund ausbleibender Detektionen.
Das führt i. Allg. zu einer (durchschnittlich) höheren Aufenthaltsplausibi-
lität in den passiven Sensoren. Ist nun gleichzeitig eine wachsende Anzahl
von Störeinflüssen (hier in Form von Objekten in der Szene) zu verzeichnen,
steigt die Wahrscheinlichkeit, dass passive Sensoren als nicht verfügbar re-
klassifiziert werden und eine Vergrößerung des Cluster nach sich ziehen.
Dieser Mechanismus ist direkt auf die Sensoren der Menge Scom übertrag-
bar – sprich auf die Sensoren, die relevante Beobachtungen bereitstellen (in
Abb. 4.14, rot und blau dargestellt). Abb. 4.16 stellt die Anzahl der Objekt-
beobachtungen dar, die von diesen Sensoren erstellt werden und somit von
einem Tracking-Modul verarbeitet werden müssen. Alle Kurven zeigen ana-
log zur Clustergröße einen Anstieg bei einer wachsenden Anzahl von Objek-
ten in der Szene. Die Steilheit des Anstieges ist ebenfalls analog zur Anzahl
der Sensoren in Scom abhängig von der Zuverlässigkeit des Trackers.
Hier kann man noch einmal erkennen, dass bei einer geringeren Anzahl von
Störeinflüssen die passiven verfügbaren Sensoren (rot) gegenüber den akti-
ven Sensoren (blau) deutlich überwiegen. Wobei es wichtig zu erwähnen ist,
dass verfügbare passive Sensoren stets für eine stabile Clustergröße stehen,
auch wenn ein Objekt über einen längeren Zeitraum nicht detektiert werden





























Anzahl von bewegten Objekten in der Szene
Detektionswahrscheinlich 1,0 (perfekter Detektor)
Verfügbare passive Sensoren mit PoP<   





































Anzahl von bewegten Objekten in der Szene
Abb. 4.14. Die Balkendiagramme zeigen die Zusammensetzung der Sensorcluster
bei unterschiedlicher Detektionswahrscheinlichkeit (1,0 und 0,2). Bei einer Verarbei-
tungstaktung von 10 Hz würde hierbei der perfekte Tracker (oben) zehnmal pro Se-
kunde eine Lokalisierung durchführen. Der reale Tracker (unten) hingegen im Schnitt
fünfmal. Die Balken zeigen, abhängig von der Anzahl an Objekten in der Szene, die
durchschnittliche Anzahl an aktiven Sensoren (blau), passiven Sensoren mit einer
ausreichend hohen Aufenthaltsplausibilität des Objektes (rot) und die restlichen pas-
siven Sensoren, zu denen keine Kommunikation erforderlich ist (grün).
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Anzahl von bewegten Objekten in der Szene
Detektionswahrscheinlichkeit 0,1
Verfügbare passive Sensoren mit PoP< 










































Anzahl von bewegten Objekten in der Szene
Abb. 4.15. Die Balkendiagramme zeigen die Zusammensetzung der Sensorcluster
bei niedriger Detektionswahrscheinlichkeit 0,1 und 0,05. Bei einem Tracker mit einer
Verarbeitungstaktung von 10 Hz würde hierbei im Durchschnitt einmal pro Sekun-
de bzw. einmal jede zweite Sekunde eine erfolgreiche Datenassotiation durchgeführt
werden, was in der Praxis realisitisch ist. Jedes Diagramm zeigt, abhängig von der
Anzahl an Objekten in der Szene, die durchschnittliche Anzahl an aktiven Sensoren
(blau), passiven Sensoren mit einer ausreichend hohen Aufenthaltsplausibilität des



























































Anzahl von bewegten Objekten in der Szene
Abb. 4.16. Bei einer wachsenden Anzahl von Objekten ist eine sinkende Verfügbar-
keit der passiven Sensoren zu erwarten. Dadurch werden durchschnittlich mehr Sen-
soren in die Auswertung eingebunden und die Anzahl zu verarbeitender Beobach-
tungen steigt. Das Diagramm zeigt, dass bei wachsender Objektdichte eine hohe Zu-
verlässigkeit des Trackers von hoher Wichtigkeit ist, um die Anzahl der zu verarbei-
tenden Beobachtungen auf einem niedrigen Niveau zu halten.
Bei wachsender Anzahl von Störeinflüssen werden aber aufgrund der sin-
kenden Verfügbarkeit gerade diese passiven Sensoren als aktiv reklassifi-
ziert, was im Extremfall zu einem signifikanten Überhang der aktiven Sen-
soren führt (blau dargestellt). In solchen Fällen beinhaltet der Cluster alle
Sensoren, deren Erfassungsbereiche das Objekt aufgrund seiner maximalen
Geschwindigkeit seit der letzten Detektion hätte erreichen können. Dieser
Effekt ist unabhängig von der Zuverlässigkeit des Detektors. Die niedrigere
Anzahl an aktiven Sensoren beim perfekten Detektor wird lediglich durch
die ständige Bewegung des Objektes (random walk) erzielt, was zu häufige-
ren Detektionen führt. Würde das Objekt sich über einen längeren Zeitraum
in einer Lücke der Sensorabdeckung aufhalten, wären die Folgen identisch
mit denen eines nicht zuverlässigen Detektors.
Das verdeutlicht die Grenze des hier vorgestellten Ansatzes. Die Kombinati-
on aus Zuverlässigkeit des Detektions- und Tracking-Verfahrens, Beobacht-
barkeit des Objektes (z. B. durch die Sensorabdeckung) sowie Anzahl von
Störquellen (z. B. durch Personendichte in der Szene) entscheidet über die
Größe des Clusters bzw. der relevanten Clustermitglieder.
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4.5 Evaluation und Ergebnisse 147
Unter der Annahme, dass die Objekte gleichermaßen über den kompletten
Überwachungsbereich verteilt sind, führt eine Clusterminimierung statis-
tisch stets zu einer Minimierung der zu verarbeitenden Beobachtungen.
Zusammenfassend lässt sich somit festhalten, dass bei einer hohen Personen-
dichte (d. h. einer hohen Anzahl von Störereignissen und somit einer niedri-
gen Verfügbarkeit der Sensoren) eine hohe Beobachtbarkeit und ein sehr zu-
verlässiger Detektor und Tracker notwendig sind, damit die Positionsunsi-
cherheit durch eine hohe Detektionsrate niedrig gehalten werden kann. Dies
erzielt man in der Praxis typischerweise durch eine höhere Sensordichte mit
überlappenden Sichtbereichen, was allerdings oft aus Kostengründen nicht
erwünscht ist.
Bei einer relativ niedrigen Personendichte und somit hoher Verfügbarkeit
der Sensoren hingegen sind größere Lücken in der Sensorabdeckung so-
wie weniger zuverlässige Detektionsverfahren weniger problematisch, da
die verfügbaren passiven Sensoren für eine stabile lokale „Umzingelung“
des Objektes sorgen und somit der stetigen Vergrößerung des Clusters ent-
gegen wirken.
4.5.4 Rechenressourcen für die Ermittlung der Clustersensoren
Die vorgestellten Simulationen haben gezeigt, dass durch den Einsatz einer
dynamischen Sensorselektion die Anzahl zu verarbeitender Beobachtungen
signifikant gesenkt werden kann. Dadurch wird der Bedarf an Rechenka-
pazität des Tracking-Moduls minimiert. Nun darf man allerdings nicht ver-
nachlässigen, dass die Ermittlung der Clustersensoren ebenfalls Rechenres-
sourcen bindet.
Zur Quantifizierung der benötigten Rechenkapazität werden in den folgen-
den Unterkapiteln Laufzeitmessungen durchgeführt, anhand derer die be-
nötigte Rechenzeit für die einzelnen Verfahrensschritte der Sensorselektion
untersucht wird.
Rechenzeit für die Ermittlung der Clustersensoren
In einer ersten Messung wurde die Verarbeitungszeit des vorgestellten Ver-
fahrens gemessen, um die Praxistauglichkeit des Ansatzes zu untersuchen.
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148 4 Dynamische Sensorselektion
Zur besseren Interpretation wurde die Gesamtverarbeitungszeit eines Selek-
tionszyklus in vier Teilschritte aufgeteilt:
• Bestimmung der aktiven Sensoren (Punkt-in-Polygon-Prüfung)
• Manipulation des Arrangements (Entfernung von Kanten aktiver Senso-
ren)
• Bestimmung passiver Sensoren (Berechnung der Zelle)
• Berechnung der Aufenthaltsplausibilität und rekursive Entfernung der
Kanten neuer aktiver Sensoren.
Es ist wichtig, an dieser Stelle zu erwähnen, dass die Rechenkomplexität
der einzelnen Verfahrensschritte von unterschiedlichen Gegebenheiten ab-
hängt. Die Bestimmung der aktiven Sensoren hängt direkt mit der Anzahl
von Visibility-Polygonen zusammen. Die Manipulation des Arrangements so-
wie die Bestimmung der passiven Sensoren hingegen hängt von der Anzahl
von Liniensegmenten im Arrangement ab. Die Berechnung der Aufenthalts-
plausibilität wiederum ist stark von der Ausprägung des Visibility-Graphen
abhängig, insbesondere von dessen Anzahl an Knoten. Aufgrund der Viel-
falt an Möglichkeiten, wird die Verfahrenskomplexität auf Basis von Lauf-
zeitmessungen für eine exemplarische und repräsentative Untermenge an
Konfigurationen ermittelt. Alle Laufzeitmessungen in dieser Arbeit wurden
mit einem Intel Xeon Prozessor mit 3 GHz Takt durchgeführt.
Abb. 4.17 zeigt die gemessene Rechenzeit für die Ermittlung der aktiven und
passiven Sensoren, wobei von einem aktualisierten Arrangement ausgegan-
gen wird. Die Größe des Sensornetzwerkes und somit des Arrangements
wurde von 10 bis 500 Sensoren variiert, was bei den simulierten Umgebun-
gen und den Kamerasichtfeldern ca. 150-8000 Liniensegmenten entspricht.
Das Diagramm zeigt, dass selbst bei einer Anwendung des Verfahrens in
sehr großen Sensornetzwerken die Verarbeitungszeit für die Sensorselektion
deutlich unterhalb der Videoechtzeit von 25 fps liegt. Hierbei nimmt die Eva-
luation des passiven Sensors den größten Teil der Verarbeitungszeit ein, ge-
folgt von der benötigten Rechenzeit für das Entfernen von Kanten aus dem
Arrangement.
Für statische Sensornetzwerke ist die Bestimmung des Sensorclusters somit
hocheffizient durchzuführen und der benötigte Rechenbedarf zu vernachläs-
sigen – insbesondere wenn man berücksichtigt, dass die Cluster-Berechnung
aufgrund der Bewegungsdynamik des Objektes nicht mit der Bildwiederhol-
frequenz Schritt haltend durchgeführt werden muss.
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Abb. 4.17. Die benötigte Rechenzeit für die Berechnung der Clustersensoren ist selbst
in Kameranetzwerken mit 500 Sensoren sehr gering (ca. 14ms). Es zeigt sich aber
auch, dass die Komplexität für das Entfernen von Kantensegmenten (Manipulation
des Arrangements) nicht zu unterschätzen ist (roter und lila Anteil).
Für nicht-statische Sensornetzwerke hingegen kommt ein zusätzlicher Re-
chenaufwand für die dynamische Aktualisierung des Arrangements hinzu.
Aufgrund der hohen Rechenkomplexität für das Hinzufügen und Entfer-
nen von Liniensegmenten stellt die Instandhaltung des Arrangements die
Hauptherausforderung dar.
Rechenzeit für die Arrangement-Aktualisierung
Für die Untersuchung des Rechenaufwandes für die Aktualisierung des Ar-
rangements bei nicht-statischen Kameranetzwerken werden für alle Kame-
ras Schwenkbewegungen simuliert. Es wird angenommen, dass das kom-
plette Sensornetzwerk aus sich bewegenden Sensoren besteht, was in der
Praxis den schwierigsten Fall darstellt. Für diese Untersuchung wird, analog
zur Simulation für statische Sensoren, die Anzahl der Kameras im Netzwerk
zwischen 10 und 500 variiert.
Zunächst sei noch einmal erwähnt, dass der Mehraufwand an benötigter
Rechenkapazität bei nicht-statischen Sensornetzwerken ausschließlich bei
der Instandhaltung des Arrangements aufzubringen ist, da aufbauend auf
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Abszisse: Anzahl von Liniensegmenten im Arrangement.
In Klammern: Anzahl von Kameras im Netzwerk
Abb. 4.18. Bei den simulierten Kameranetzwerken mit 50 bis 500 Kameras ergeben
sich Arrangements mit ca. 800 bis 7500 Liniensegmenten. Das Diagramm zeigt die
jeweils benötigte mittlere Rechenzeit zur Entfernung und zum Hinzufügen eines Ka-
meraerfassungsbereiches.
einem aktualisierten Arrangement die Ermittlung der Clustersensoren mit
dem Verfahren für statische Sensoren identisch ist.
Während die Komplexität für die Ermittlung der Clustersensoren primär
von der Größe des Arrangements abhängig ist, besteht beim Aktualisie-
rungsschritt eine starke Abhängigkeit von der Anzahl der zu aktualisieren-
den Sensoren. Nach Gleichung 4.10 ist diese Anzahl gegeben durch die Sen-
soren in Scom. Dabei wird zusätzlich unterschieden, ob das OdI zuletzt er-
folgreich detektiert wurde oder ob es sich um eine Folgeprädiktion handelt.
Das Verhältnis dieser zwei Möglichkeiten ist statistisch durch die Detektions-
wahrscheinlichkeit gegeben und wird somit vom Simulator mit modelliert.
Es ergibt sich dadurch eine durchschnittliche Anzahl der zu aktualisierenden
Clustersensoren von
Nupdate = P (TP )Nactive +N com −Nactive. (4.12)
Nactive steht für die durchschnittliche Anzahl an aktiven Clustersensoren (in
Abb. 4.14 blau dargestellt), (N com−Nactive) ist die durchschnittliche Anzahl
an passiven Sensoren mit einer Mindestaufenthaltsplausibilität des Objektes




























Anzahl von bewegten Objekten in der Szene









































Anzahl von bewegten Objekten in der Szene
Abb. 4.19. Die Diagramme zeigen die gemessene mittlerere Rechenzeit für die Ak-
tualisierung des Arrangements für ein Netzwerk mit 100 Kameras (oben) und 500
Kameras (unten). Es zeigt sich, dass die benötigte Rechenzeit direkt abhängig von
der Anzahl an verfügbaren passiven Sensoren im Cluster ist (siehe Abb. 4.14). Die
höchste Rechenzeit wird somit dann benötigt, wenn aufgrund niedriger Detektions-
raten eine hohe Positionsunsicherheit herrscht, und gleichzeitig eine hohe Anzahl der
passiven Sensoren als verfügbar einzustufen sind (wenige Objekte in der Szene).
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152 4 Dynamische Sensorselektion
Um zunächst aber eine von der Clustergröße unabhängige Darstellung des
Rechenaufwandes zu geben, zeigt Abb. 4.18 die Rechenzeit für die Ak-
tualisierung eines einzelnen Sensorsichtfeldes in Kameranetzwerken unter-
schiedlicher Größe und somit in Arrangements mit einer variierenden An-
zahl an Liniensegmenten. Die Ergebnisse zeigen, dass die Aktualisierung der
Sichtfelder in großen Arrangements deutlich mehr Rechenaufwand benötigt
als die Traversierung (Ermittlung der Clustersensoren).
In Kombination mit den Ergebnissen der Clustergrößen aus Abb. 4.14 lässt
sich nun der mittlere Rechenbedarf für die Arrangement-Aktualisierung
in Netzwerken unterschiedlicher Größe und unter Berücksichtigung von
Tracking-Verfahren mit unterschiedlicher Zuverlässigkeit bestimmen.
Abb. 4.19 zeigt exemplarisch die resultierende mittlere Rechenzeit für Ka-
meranetzwerke mit 100 und 500 Kameras. Jedes Diagramm zeigt darüber
hinaus den Einfluss der Zuverlässigkeit des Tracking-Verfahrens in Kombi-
nation mit der Anzahl von Störeinflüssen durch zusätzliche bewegte Objekte
in der Szene auf die benötigte Rechenzeit.
Es ist ersichtlich, dass die benötigte Rechenzeit sich primär an der Anzahl der
passiven Sensoren mit hoher Verfügbarkeit orientiert (vgl. Abb. 4.14, rot dar-
gestellt). Dies ist nachvollziehbar, da es gerade diese Sensoren sind, die für
die Berechnung der lokalen Objektbegrenzung im Arrangement aktualisiert
werden müssen. Aktive Sensoren werden hingegen aus dem Arrangement
entfernt und erst mit der nächsten erfolgreichen Detektion in aktualisierter
Form wieder eingefügt (siehe Gleichung 4.10). Eine Erhöhung der Personen-
dichte führt bei gleichbleibender Trackerzuverlässigkeit wie bereits erläu-
tert zur Reklassifikation dieser passiven Sensoren zu aktiven, was i. Allg.
zu einer Senkung des Rechenbedarfs führt, da die aktiven Sensoren seltener
aktualisiert werden müssen. Eine Ausnahme ist hierbei die Verwendung ei-
nes „perfekten“ Trackers, der für jeden Verarbeitungsschritt eine erfolgreiche
Objektdetektion durchführen kann.
Zusammenfassend lässt sich somit festhalten, dass beim Einsatz nicht per-
fekter Tracker die Stabilität des Clusters nur durch die passiven verfügba-
ren Sensoren erreicht werden kann, welche wiederum bei niedrigerer Perso-
nendichte zur Verfügung stehen. Diese Stabilität muss aber durch eine ho-
he Rechenkomplexität teuer erkauft werden. Eine Reduktion der Rechenzeit
kann auf zwei Wegen erfolgen. Die erste Möglichkeit ist der Einsatz zuver-
lässigerer Tracker, die durch höhere Detektionsraten zu kleineren Positions-
unsicherheiten des Objektes führen und somit zu insgesamt kleineren Sen-
sorclustern. Diese Möglichkeit ist auch gleichzeitig für das Gesamtsystem
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anzustreben. Die zweite Möglichkeit hingegen ergibt sich bei hoher Perso-
nendichte oder Störeinflüssen aufgrund der Reklassifikation der passiven
Sensoren zu aktiven. Dies ist natürlich nicht wünschenswert, weil es mit ei-
ner starken Vergrößerung des gesamten Sensorclusters verbunden ist, was
zu einer Überlastung des Trackingmoduls führt.
Abschließend ist es wichtig zu erwähnen, dass für die simulierten Netzwerk-
Konfigurationen mit 10 bis 500 Kameras die maximale durchschnittliche Re-
chenzeit etwas über einer Sekunde liegt. Dies ist in der Praxis völlig ausrei-
chend, da ein Objekt typischerweise deutlich länger in einem Sensorerfas-
sungsbereich zu beobachten ist.
4.6 Schlussbetrachtungen
In diesem Kapitel wurde ein neues Verfahren zur effizienten wissensbasier-
ten Selektion von Sensoren (hier speziell Kameras) vorgestellt. Dieses Ver-
fahren verwendet Arrangements von Liniensegmenten, um durch eine geo-
metrische Analyse der Sichtbarkeitspolygone der Kameras auf die Sensoren
zurück zu schließen, die zum einen das OdI erfassen und zum anderen die
räumliche Bewegungsfreiheit des Objektes eingrenzen. Dadurch ist es mög-
lich, multisensorielle Objektbeobachtungen in großen verteilten Sensornetz-
werken durch eine lokale Auswertung weniger auftragsrelevanter Sensoren
effizient zu analysieren. Das entwickelte Verfahren zur Sensorselektion wur-
de zunächst für statische Sensornetzwerke geprüft. Durch die spezielle Da-
tenstruktur der Arrangements (DCEL) ist die Suche nach den relevanten Ka-
meras (Clustersensoren) ohne weiteres in Videoechtzeit möglich. Die Simula-
tionsergebnisse haben gezeigt, dass selbst bei Sensornetzwerken mit 500 Ka-
meras die Sensorselektion in weniger als 15ms durchgeführt werden kann.
Das vorgestellte Verfahren entfaltet sein Alleinstellungsmerkmal gegenüber
anderen Selektionsverfahren durch seine Einsetzbarkeit in nicht-statischen
Sensornetzwerken, da für statische Sensornetzwerke jederzeit vorab berech-
nete Look-Up-Tables eingesetzt werden könnten. Bei bewegter Sensorik ist
das vorgestellte Verfahren in der Lage, die auftragsrelevanten Sensoren ef-
fizient und mit einem für praktische Anwendungen vertretbarem Aufwand
zu ermitteln. Weiter wird die Anforderung an ein lokal agierendes auftrags-
orientiertes System, welches eine ausschließlich Prozess-Kommunikation
und Datenauswertung auftragsrelevanter Sensoren erlaubt, erfüllt.
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154 4 Dynamische Sensorselektion
Der entwickelte Ansatz wurde anhand von Simulationen im Detail un-
tersucht. Insbesondere wurde der Einfluss von nicht perfekten Tracking-
Verfahren in Kombination mit unterschiedlichen Personendichten auf die
Anzahl der ermittelten auftragsrelevanten Sensoren analysiert. Es konnte
gezeigt werden, dass durch die Sensorselektion eine signifikante Reduktion
der auszuwertenden Beobachtungen erreicht werden kann, was insbesonde-
re bei mittleren und hohen Personendichten eine schritthaltende Objektver-
folgung erst ermöglicht.
Die Grenzen des Sensorselektionsverfahrens sind primär bei gleichzeitigem
Vorhandensein hoher Personendichten und niedriger Detektionsraten durch
das Trackingmodul zu beobachten. Dadurch wächst die Unsicherheit über
den Aufenthaltsbereich des Objektes, während gleichzeitig das Cluster auf-
grund der Störeinflüsse in den passiven Kameras nicht stabil gehalten wer-
den kann. Dies führt zu einem ständigen Anwachsen des Clusters bis hin zur
Überlastung des Trackingmoduls. In diesem Fall können nur noch heuristi-
sche Verfahren eingesetzt werden, bei denen die Suche nach dem OdI durch
eine zufällige, stichprobenartige Selektion der Kameras fortgesetzt wird.
Obwohl die vorgestellten Algorithmen bereits in der hier präsentierten Form
ihre Praxistauglichkeit gezeigt haben, gibt es noch weitere Verbesserungs-
möglichkeiten, die zu einer nochmals verringerten Clustergröße und somit
zu einer reduzierten Rechenlast des PRCs führen. Eine Möglichkeit zur Ver-
minderung der Anzahl an Clusterteilnehmern ist, die genaue Position zu be-
stimmen, an der das Objekt einen aktiven Sensor verlässt. Im einfachsten Fall
wäre diese Information gegeben durch die sogenannten Eingangs- bzw. Aus-
gangskanten (engl.: entry/exit edges) der Kamerasichtbereiche. Diese Infor-
mation gibt Auskunft, in welchem unbewachten Bereich sich das Objekt be-
wegt hat. Dadurch hat man die Möglichkeit, den bisher aktiven Knoten als
Begrenzung einzusetzen und andere umliegende Erfassungslücken auszu-
schließen. Die Schwierigkeit hierbei liegt vor allem in der zuverlässigen Er-
mittlung der genauen Position, an der das Objekt das Sichtfeld verlassen hat.
Eine weitere Möglichkeit ist die Berücksichtigung der Dynamik der Senso-
ren selbst. Sowohl fest positionierte Schwenk-Neige-Kameras als auch mobi-
le Sensorplattformen können durch ein Bewegungsmodell beschrieben wer-
den. Dadurch könnte man berücksichtigen, ob ein Großteil der Sensoren im
Netzwerk (und vor allem der passiven Sensoren) temporär als potenziell re-
levant einzustufen ist bzw. ab wann eine Aktualisierung der Sensorkonfigu-
ration (d. h. der Sichtbarkeitspolygone) zweckmäßig wäre.
i
i







Schließlich ergibt sich für zukünftige Untersuchungen die Frage, ob die hier
eingesetzten Methoden aus der kombinatorischen Geometrie für Anwen-
dungen im Bereich der Sensoreinsatzplanung verwendet werden können.
Die Sensoreinsatzplanung ist mit der Sensorselektion insofern verwandt,
weil während es bei der Selektion um die Informationsabfrage von Senso-
ren geht, die Einsatzplanung die aktive Steuerung beweglicher oder mobiler
Sensoren übernimmt. Bei der aktiven Steuerung sind aber ebenfalls geome-
trische Modellierungen der beobachteten Umgebung und der Bewegungs-
dynamik der Sensorplattformen essenziell (z. B. für eine Bahnplanung). Es
liegt deshalb die Vermutung nahe, dass die hier vorgestellten Linienarran-







































Die entwickelte auftragsorientierte Prozess- und Systemarchitektur, das Ver-
fahren zur Multikamera-Personenverfolgung und die Methoden zur dyna-
mischen Sensorselektion in Kameranetzwerken wurden bislang einzeln be-
trachtet und auf ihre Leistungsfähigkeit hin untersucht. In diesem Kapitel
werden die Teilkomponenten in ein real existierendes Videoüberwachungs-
system integriert und es werden sowohl der Funktionsnachweis unter Real-
bedingungen erbracht als auch die Praxistauglichkeit geprüft. Eine Evalua-
tion wird zeigen, dass selbst in kleinen Sensornetzwerken der auftragsori-
entierte Ansatz Vorteile gegenüber klassischen sensororientierten Systemen
aufweisen kann.
5.1 Experimentalsystem NEST
Im Rahmen des Forschungsprojektes NEST des Fraunhofer IOSB wur-
de in den vergangenen Jahren ein Experimentalsystem für automatisier-
te auftragsorientierte Sensorauswertung und Situationsanalyse entwickelt.
Das NEST-System besteht aus einer service-orientierten Softwarearchitektur
(SOA), bei der Teilaufgaben modular als einzelne Software-Dienste integriert
werden können [Moßgraber 10, Bauer 08, Bauer 09, Bauer 10, Vagts 10].
Durch eine automatisierte Steuerung und Koordination der Dienste bzw. des
Informationsflusses zwischen den Modulen werden komplexe Analyse- und
Situationsbewertungsaufgaben auf weniger komplexe Teilaufgaben zurück-
geführt und es wird darüber hinaus erreicht, dass die spezialisierten Dienste
für unterschiedliche Aufgaben eingesetzt werden können.
Ein solches Teilmodul des NEST-Demonstrationssystems ist der Person-
Tracking-Service (PTS). Dieser Service ist auf die Verfolgung einer vordefi-
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160 5 Experimentelle Validierung
Abb. 5.1. Das NEST-System besitzt eine service-orientierte Systemarchitektur und be-
steht unter anderem aus Systemkomponenten (z. B. Geo-Server, Kommunikations-
dienste) und Auftragssteuerungsdiensten zur Koordination von Situations- und Sen-
soranalysediensten. Die in dieser Arbeit vorgestellte Multi-Kamera Personenverfol-
gung ist als Person-Tracking-Service im NEST-System eingebunden.
nierten Person in einem Kameranetzwerk spezialisiert. Nach einer Initiali-
sierung der zu verfolgende Person übernimmt der PTS die komplette Über-
wachungsaufgabe und liefert als Ergebnis die Trajektorie des Objektes. Die
Analyse der Situation anhand der beobachteten Trajektorie obliegt in NEST
den sogenannten Situationsanalysediensten.
Als Sensornetzwerk stehen dem NEST-System 20 kommerziell erhältliche IP-
Kameras zur Verfügung. Diese sind fest installiert und verteilt auf 3 Etagen
des Fraunhofer IOSB. Das System ist aber jederzeit erweiterbar und nicht
auf die fest installierten Kameras beschränkt. Die fest installierten Kameras
bestehen aus 14 statischen und 6 Schwenk-/Neige-Einheiten.
Für den Einsatz des Sensorselektionsverfahrens über mehrere Stockwer-
ke wurde eine Heuristik verwendet. Die dynamischen Sensormanager der
PRCs verwalten für jedes Stockwerk ein zugehöriges 2-D Linienarrange-
ment. Je nachdem auf welchem Stockwerk das zu verfolgende Objekt wieder
erkannt wurde, wird die Sensorselektion auf Basis des zugehörigen Arran-
gements durchgeführt. Hierfür muss es aber möglich sein, das Auftauchen
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5.1 Experimentalsystem NEST 161
des Objektes auf anderen Stockwerken zu prädizieren, um auf diesen Stock-
werken die Personen erstmalig wieder zu erkennen – d. h. der dynamische
Sensormanager muss in der Lage sein, passive Clustersensoren stockwerks-
übergreifend zu aktivieren. Dies wird durch eine Look-Up-Tabelle erreicht,
aus der man entnehmen kann, welche Sensoren die stockwerksübergreifen-
den Wege überwachen (Fahrstühle, Treppenzugänge). Wird ein solcher Sen-
sor als Clustersensor deklariert, so werden die korrespondierenden Kameras
auf den anderen Stockwerken ebenfalls aktiviert und in die Wiedererken-
nung eingebunden.
Für die in dieser Arbeit vorgestellten Arrangement-basierten Verfahren zur
Sensorselektion kann jedes Stockwerk somit getrennt betrachtet werden. Der
Funktionsnachweis am Demonstrator wird deshalb exemplarisch durch die
Personenverfolgung auf einem Stockwerk des IOSB erbracht. Hierfür wurde
das Stockwerk mit der höchsten Anzahl an Kameras (insgesamt sechs) ge-
wählt. Mit diesen Kameras wurden auch die Testdatensätze aus 3.5 erstellt
(siehe Abb. 3.12).
Da zur Zeit der Inbetriebnahme des NEST-Kamerasystems keine einsetzba-
ren (d. h. ausreichend leistungsfähigen) intelligenten Kameras kommerziell
erhältlich waren, wurden die IVPs auf externen Recheneinheiten emuliert.
Hierfür stehen dem NEST-System fünf Server-Rechner mit je vier Prozes-
sorkernen zur Verfügung. Jedem NEST-Server sind somit vier Kameras zur
Videoanalyse zugeordnet. Die Kameras wurden jeweils mit einer Bildwie-
derholungsrate von 10 fps und einer Auflösung von 4CIF1 (756x520 Pixel)
betrieben. Die Videoanalyse wurde hierbei in Echtzeit durchgeführt.
Mit einem weiteren Rechner werden Rechenressourcen für den Person-
Tracking-Service zur Verfügung gestellt. Dieser stellt eine Dienst-Schnittstelle
zwischen NEST-System und den autonomen auftragsorientierten PRCs dar.
Somit werden Trackingaufträge, die über das NEST-System an den Person-
Tracking-Service übertragen werden, intern auf autonomen auftragsorientier-
ten Prozessen in Form von PRCs abgebildet.
Die vorliegende Arbeit beschäftigt sich ausschließlich mit der Funktionalität
des Personentrackers. Somit wird an dieser Stelle ausschließlich die Praxi-
stauglichkeit der entworfenen Architektur, der auftragsorientierten Video-
auswertung sowie der lokalen dynamischen Sensorselektion verifiziert. Für
die Funktionalität der restlichen NEST-Dienste sei an dieser Stelle auf die Ar-
beiten von Bauer und Moßgraber et al. [Bauer 08, Moßgraber 10] verwiesen.
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5.2 Evaluation und Ergebnisse
Bei der Evaluation der Architektur und der integrierten Verfahren unter rea-
len Bedingungen liegt der Fokus weniger auf der Bewertung der einzelnen
Komponenten, sondern vielmehr auf dem Funktionsnachweis des gesam-
ten Tracking-Systems („proof of concept“) und der Untersuchung des realen
Datendurchsatzes im quasi-zentralen PRC sowie den benötigten Rechenres-
sourcen durch temporäre Selektion der IVPs.
5.2.1 Entlastung des Tracking-Moduls
Zunächst soll der Mehrwert der auftragsorientierten Sensorselektion unter
realen Bedingungen verdeutlicht werden. Hierfür wird der benötigte Daten-
durchsatz eines Tracking-PRCs unter Verwendung eines dynamischen Sen-
sor Managers dem Datenaufkommen eines klassischen zentralen Ansatzes
gegenübergestellt.
Die blaue Kurve in Abb. 5.2 zeigt die Anzahl an Detektionen über der Zeit,
welche von allen aktivierten NEST-Kameras während einer Testmessung er-
zeugt wurden. Diese entsprechen somit der Menge an Beobachtungsnach-
richten, die von den IVPs zum Tracking-PRC übertragen werden. Die Per-
sonendichte während der Testmessung war niedrig (ca. zehn Personen im
Überwachungsbereich). Die rote Kurve stellt die Anzahl von Beobachtun-
gen der Clustersensoren dar, welche vom Tracking-PRC für die Verfolgung
einer Person selektiert wurden.
Trotz des relativ kleinen Kameranetzwerkes des NEST-Systems kann das
vorgestellte Konzept der dynamischen Sensorselektion bestätigt werden.
Durch die gezielte Auswahl der relevanten Sensoren lässt sich am Demons-
trator eine deutliche Reduktion der benötigten Rechenressourcen beobach-
ten. Diese liegen bei den durchgeführten Testmessungen im Mittel bei ca.
36%. Gleichzeitig zeigen die Messungen aber auch eine relativ hohe Schwan-
kung bei der Clustergröße und somit bei der Reduktion der zu verarbei-
tenden Beobachtungen (Standardabweichung von ca. 25%). Dies ist zum
einen dadurch zu begründen, dass wegen der kleinen Anzahl an Kameras
im NEST-System aufgrund von Störungen bereits die Reklassifikation einer
nicht verfügbaren passiven Kamera zur Einbindung fast aller anderen Sen-
soren führt, da keine große räumliche Verteilung und keine Redundanzen
durch weitere passive Sensoren existieren.
i
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Abb. 5.2. Das Diagramm oben zeigt die zu verarbeitenden Beobachtungen durch
einen PRC bei der Verfolgung einer Person. Die rot gestrichelte Kurve zeigt die An-
zahl an Objektbeobachtungen von allen Kameras. Die blaue Kurve zeigt die Beob-
achtungen der auftragsrelevanten Clustersensoren. Das Diagramm unten zeigt die
erreichte prozentuale Reduktion der zu verarbeitenden Beobachtungen.
Zum anderen ist die räumliche Ausdehnung des NEST-Kameranetzwerkes
sehr gering. Es ist ohne weiteres möglich für eine Person, in ca. 10 Sekunden
das Kameranetzwerk (auf einem Stockwerk) zu durchqueren. Dadurch füh-
ren auch kurzzeitige Verdeckungen oder Störungen bei der Objektdetektion
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und -segmentierung sehr schnell zu signifikanten Unsicherheiten bei der Po-
sitionsschätzung und somit zur Einbindung weiterer Sensoren in die Multi-
Kamera-Auswertung.
Dennoch zeigen die Ergebnisse, dass bei einer ausreichend hohen Wiederer-
kennungsrate des Objektes in Kombination mit der Sensorselektion eine zen-
trale auftragsorientierte Objektverfolgung bei niedriger Rechenauslastung
durchgeführt werden kann.
5.2.2 Clustergröße
In der Praxis ist eine niedrige Anzahl auszuwertender Kameras ebenfalls
von hohem Interesse. Eine intelligente dynamische Sensorselektion ermög-
licht nicht nur eine Optimierung der Rechenressourcen für die auftragsorien-
tierten Prozesse, sondern auch eine Ressourcen-Priorisierung und Steuerung
für das Gesamtsystem. Z. B. ist es denkbar, weitere Komponenten des Ge-
samtsystems wie die Videoarchivierung und die Sensorselektion zu koppeln
und eine Priorisierung bei der Videospeicherung einzuführen. Hierbei könn-
ten Videodaten der auftragsrelevanten Sensoren mit einer höheren Auflö-
sung oder Bildwiederholfrequenz archiviert werden als Videodaten auftrag-
sirrelevanter Kameras. Gleichermaßen wäre es vorstellbar, abhängig von der
Auftragsrelevanz Rechenressourcen an einzelne IVPs dynamisch zuzuord-
nen, um die Gesamtperformance des Systems zu optimieren. Solche Mög-
lichkeiten setzen allerdings voraus, dass die autonomen auftragsorientierten
Prozesse prinzipiell versuchen, den eigenen Bedarf an Informationsquellen
zu minimieren.
Die diesbezüglich erzielten Ergebnisse sollen am Demonstratorsystem in
Form der Clustergröße für einen Tracking-Auftrag als auch durch die Al-
lokierung von Kameras über die Zeit dargestellt werden. Abb. 5.3 zeigt für
die oben bereits beschriebenen Messungen die selektierten IVPs sowie die
sich daraus ergebende Clustergröße über der Zeit.
Es ist zu erkennen, dass trotz des relativ kleinen verfügbaren Kamerasystems
die Sensorselektion eine Minimierung der Clustersensoren erreicht. Es gilt
hierbei allerdings festzuhalten, dass in kleinen Sensornetzwerken die Ab-
hängigkeit der Clustergröße sehr stark von der Aufenthaltsplausibilität des
Objektes in passiven Sensoren (sprich von der Detektionsrate) abhängt.
Der Demonstrator erreicht demzufolge insgesamt eine sehr hohe Reduktion
der Anzahl der Clustersensoren bei niedriger Personendichte, während ei-
i
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ne höhere Anzahl an Personen im Überwachungsbereich aufgrund von Ob-
jektverdeckungen zu einer niedrigeren Detektionsrate und Verfügbarkeit der
wenigen passiven Sensoren führt.
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Abb. 5.3. Das Diagramm oben zeigt die temporäre Aktivierung einzelner IVPs für
die exemplarisch durchgeführte Personenverfolgung. Die meisten Sensoren weisen
durch das Sensorselektionsverfahren freie Ressourcen für weitere Überwachungs-
aufgaben auf. Das Diagramm unten zeigt die Clustergröße bei der durchgeführten
Personenverfolgung. Hier zeigt sich insbesondere, dass selbst im kleinen Sensorent-
zwerk eine signifikante Reduzierung der Ressourcennutzung erreicht werden kann.
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Eine Aktivierung aller verfügbaren Sensoren ist in diesem Fall unumgäng-
lich. In größeren Sensornetzwerken hingegen ist eine deutlich höhere Reduk-
tionsrate zu erwarten, sofern das zu verfolgende Objekt über eine extrem
lange Zeit in keiner Kamera zu beobachten ist.
Mit dem NEST-Demonstrator konnte dennoch der Funktionsnachweis des
Gesamtkonzepts erbracht sowie die Praxistauglichkeit der entwickelten













Die automatische Videoauswertung für Überwachungs- und Sicherheitsauf-
gaben ist seit Jahrzehnten Gegenstand zahlreicher Forschungsaktivitäten,
wobei in jüngster Zeit die automatische Auswertung von Kameranetzwer-
ken stark an Bedeutung gewonnen hat. Kostengünstige intelligente Sensoren
ermöglichen eine effiziente verteilte Videoanalyse, welche essenziell für den
Einsatz von Kameranetzwerken in der Praxis ist.
Der Trend zur dezentralen Videoauswertung durch Einsatz von intelligen-
ten Kameras hat allerdings zu einer verstärkt sensororientierten Sichtweise
bezüglich der Analyseaufgabe geführt. Existierende, kommerziell erhältli-
che Verfahren zur Videoanalyse, integriert in intelligente Kameras, beschrän-
ken sich auf die Auswertung einzelner Kameradaten, während der Aspekt
der Multikamera-Videoanalyse kaum berücksichtigt wird. Eine Möglichkeit
zur dezentralen Multikamera-Auswertung bieten sogenannte selbstorgani-
sierende Kameranetzwerke, die allerdings aufgrund der sehr komplexen
Kommunikationsstrukturen weiterhin Forschungsgegenstand sind und sich
in der Praxis bisher kaum durchsetzen konnten.
In der vorliegenden Arbeit wurde der auftragsorientierte Ansatz, welcher
im Rahmen des Forschungsprojektes NEST des Fraunhofer IOSB entwickelt
wurde, auf die spezielle Anwendung des Multi-Kamera-Trackings erstmals
übertragen. Dieser besteht aus einer hybriden Prozessstruktur mit intelligen-
ten Kameras als verteilte (dezentrale) Beobachter und autonomen auftrags-
zentrierten Prozessen zur automatisierten Multisensor-Analyse. Diese Struk-
tur kombiniert die Vorteile der verteilten Videoauswertung, welche zu einer
effizienten Bandbreitenreduktion und Minimierung der benötigten (zentra-
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len) Rechenressourcen führt, mit den Vorteilen einer zentralen Multisensor-
Auswertung. Die entworfene Prozessstruktur führt dazu, dass in einem auf-
tragsorientierten System die benötigten (zentralen) Rechenressourcen nicht
mehr von der Anzahl an eingesetzten Sensoren, sondern allein von der An-
zahl der parallel durchgeführten Analyseaufträge abhängen.
Des Weiteren wurde durch die Autonomie der auftragsorientierten Prozesse
(PRCs) erreicht, dass eine zentrale Verwaltung, insbesondere hinsichtlich der
Sensor-Auftrags-Zuordnung, nicht benötigt wird. Es gilt als eine der Errun-
genschaften dieser Forschungsarbeit gezeigt zu haben, dass ein autonomer
auftragsorientierter Prozess durch die Multisensor-Auswertung und -Fusion
in Kombination mit einer dynamischen Sensorselektion in die Lage versetzt
wird, selbst in großen Sensornetzwerken die aufgetragene Analyseaufgabe
effizient durchzuführen. Dieses Prinzip wurde am Beispiel des Multikamera-
Personentrackings exemplarisch realisiert und als nützlich belegt.
Der Sensorselektion kommt im auftragsorientierten Ansatz eine besondere
Rolle zu. Die Selektion von auftragsrelevanten Sensoren ermöglicht die Be-
schränkung des Datenaustauschs und der Datenanalyse auf eine stark re-
duzierte Anzahl an Sensoren. Dadurch ist es erst möglich, in sehr großen
Netzwerken einzelne Aufträge als quasi-zentrale Prozesse einzusetzen.
Der entwickelte Ansatz und die entwickelten Algorithmen zur wissensba-
sierten Kameraselektion gelten deshalb als Kern dieser Forschungsarbeit.
Dies ist sowohl in der Neuheit des Ansatzes begründet als auch in der Wich-
tigkeit der autonomen Sensorselektion für die auftragsorientierte Informati-
onsauswertung.
Die Neuheit liegt zum einen im Einsatz eines deterministischen anstatt sto-
chastischen Verfahrens zur Sensorselektion. Zum anderen wurden Metho-
den aus der algorithmischen Geometrie, im Speziellen Arrangements of Lines,
zur Kameraselektion verwendet, die nachweislich eine hohe Flexibilität, viel-
fältige Anwendungsmöglichkeiten und Effizienz aufweisen.
Was die Wichtigkeit dieser Methoden für die auftragsorientierte Informati-
onsauswertung betrifft, so steht und fällt der vorgestellte Ansatz für eine auf-
tragsorientierte Videoauswertung durch einen autonom agierenden Prozess
mit dessen Fähigkeiten, dynamisch Informationsquellen bestimmen zu kön-
nen. Nur dadurch können Beobachtungs- und Informationsfusionsaufgaben
lokal und somit in Sensornetzwerken beliebiger Größe eingesetzt werden.
Dies führt wiederum zu einer Entkopplung bzw. Unabhängigkeit von der
Sensoranzahl, die zu den Charakteristika der Auftragsorientierung gehören.
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Der auftragsorientierte Ansatz wurde in dieser Arbeit am Beispiel des
Multikamera-Personentrackings gezeigt. Die Prozessarchitektur und der all-
gemeine Ansatz lassen sich allerdings auf vielfältige Anwendungsfälle über-
tragen. Fast alle Anwendungen aus dem Bereich der Videoüberwachung las-
sen sich auftragsorientiert gestalten: Gesichtsdetektion und -identifikation
(Suche und Identifikation von Personen in einem Kameranetzwerk), Fahr-
zeugtracking oder Verhaltenserkennung. Aber nicht nur die automatische
Analyse von Sensordaten, sondern auch deren Visualisierung und Archi-
vierung kann durch einen auftragsorientierten Prozess optimiert werden.
Durch die integrierte dynamische Sensorselektion können Sensordaten ei-
nem Objekt oder Auftrag direkt zugeordnet werden. Dadurch ist es völlig
ausreichend, nur diese Videodaten auf einer Monitorwand zu zeigen bzw. zu
archivieren. Auch die eventuell nachträgliche Recherche kann somit deutlich
vereinfacht und effizienter gestaltet werden.
Neben der klassischen Videoüberwachung können weitere Anwendungsfel-
der wie Verkehrsmonitoring ebenfalls auftragsorientiert gestaltet werden. Ist
eine Datenerfassung als Auftrag formulierbar (z. B. Erfassung des Fahrver-
haltens von LKWs mit mehr als 12t zulässigem Gesamtgewicht), so kann
ein videogestütztes System sich speziell für diese Aufgabe konfigurieren,
indem die intelligenten Kameras nach genau diesen Fahrzeugen Ausschau
halten, während der Auftragsprozess die evtl. kameraübergreifende Analyse
des Fahrverhaltens übernimmt.
Weiter eröffnet die Übertragung der Auftragsorientierung auf andere Sen-
sorsysteme neue Anwendungsmöglichkeiten. Akustische Sensornetzwerke
beispielsweise könnten ebenfalls als Beobachtungssensoren mit einem be-
grenzten Erfassungsbereich modelliert werden und Beobachtungsinforma-
tionen einem Multisensor-Verarbeitungsknoten zur Verfügung stellen.
6.2 Ausblick
Hohe Sensorverfügbarkeit durch zuverlässige Objektdetektion und
-segmentierung
Im Kapitel 4.5.3 hat sich gezeigt, dass die Sensorverfügbarkeit einen ent-
scheidenden Faktor für die resultierende Clustergröße darstellt, wobei die
Anzahl an Clustersensoren wiederum über die benötigten Gesamtressour-
cen eines Auftragsprozesses entscheidet. Es gilt somit als ein grundle-
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gendes Ziel zukünftiger Arbeiten, die Zuverlässigkeit der Objektdetektion
und -segmentierung weiter zu steigern, insbesondere für den Einsatz des
Personentracking-Verfahrens bei mittlerer bis hoher Personendichte. Hierbei
gilt es primär, Verdeckungen von Personen zuverlässig zu erkennen, ent-
sprechend zu analysieren und das gesuchte Objekt ggf. auch anhand von
Teilsignaturen wiederzuerkennen. Arbeiten zum Thema Occlusion Handling
[Yang 05, Grinberg 09, Grinberg 10, Khansari 07, Rodriguez 07] zeigen hier-
zu vielversprechende Ergebnisse, welche die Gesamtleistung des hier vorge-
stellten Ansatzes gerade in Szenen mit höheren Personendichten signifikant
steigen könnten. Weitere Untersuchungen verfolgen den Ansatz, Personen
anhand lokaler Merkmale zu modellieren [Jüngling 10, Metzler 09], welche
auch bei Teilverdeckungen eine Wiedererkennung und somit ggf. gültige Be-
obachtung ermöglichen.
Extraktion und Analyse von biometrischen und softbiometrischen
Merkmalen zur eindeutigen Personenwiedererkennung
Im Rahmen der vorliegenden Arbeit wurden Farbsignaturen zur Korre-
spondenzfindung (Datenassoziation) einzelner Objektbeobachtungen ver-
wendet. Die Wiedererkennung einer Person wurde exemplarisch auf Basis
von Übereinstimmungsmaßen der Kleidungsfarben der beobachteten Per-
sonen durchgeführt, was allerdings in vielen Fällen keine ausreichend ein-
deutige Identifikation der zu verfolgenden Person erlaubt. Vielmehr ermög-
licht die vorgestellte Methode die zuverlässige Bestimmung von Objektkan-
didaten mit ähnlicher Erscheinung, die es im Detail weiter zu analysieren
gilt. Für die eindeutige Identifiaktion von Personen bieten sich softbiometri-
sche Merkmale wie Haarfarbe, Körpermaße usw., sowie biometrische Infor-
mationen wie Gesichts- oder Stimmmerkmale an. Für „kooperative Umge-
bungen“ wie bei Zutrittskontrollsystemen existieren bereits ausgereifte und
kommerziell erhältliche Verfahren mit hoher Erkennungsleistung. In „nicht-
kooperativen Umgebungen“, wie es in der klassischen Videoüberwachung
hingegen der Fall ist, besteht noch dringender Forschungsbedarf, um aus
der Distanz und unter erschwerten Aufnahmebedingungen (komplexe Be-
leuchtung, niedrige Auflösung, Objektverdeckungen, Bewegungsunschärfe,
usw.) eine robuste Extraktion solcher Merkmale zu ermöglichen. Erste Er-
gebnisse einiger Forschungsgruppen lassen allerdings darauf schließen, dass
in absehbarer Zeit auch hierfür Methoden zur Verfügung stehen werden
[Bäuml 10, Tistarelli 09, Yu 07]. Das im Rahmen dieser Arbeit vorgestellte
Konzept könnte in diesem Fall durch zusätzliche Merkmalsextraktionsver-
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fahren in den IVPs und einer um biometrische und softbiometrische Merk-
male erweiterten Datenassoziation in den PRCs eine signifikante Leistungs-
steigerung erfahren.
Kollaboratives Verhalten der auftragsorientierten Prozesse
Die vorgestellte Prozessarchitektur und das vorgestellte Verfahren zur
Sensorselektion wurden in dieser Forschungsarbeit unter „konservativen“
Rahmenbedingungen entwickelt. Darunter wurde kategorisch eine Kommu-
nikation zwischen Auftragsprozessen ausgeschlossen. Dies wurde gefordert,
um die völlig autonome Durchführung von Aufträgen durch einen Auftrags-
prozess nachzuweisen. Dennoch wäre eine Kommunikation zwischen die-
sen Prozessen prinzipiell möglich und würde ggf. zu einer gesteigerten Sys-
temleistung führen. Am Beispiel des Multikamera-Personen-Tracking könn-
te etwa ein Austausch von Personentrajektorien unterschiedlicher Aufträge
zu einer verbesserten Objekterkennung und Datenassoziation insbesondere
in Konfliktsituationen führen. Plausibilitätssprüfungen bzgl. Objektposition
und Aufenthaltsbereich könnten dadurch auftragsübergreifend kombiniert
und beispielsweise durch probabilistische Ansätze optimiert werden.
Ein Informationsaustausch zwischen Auftragsprozessen könnte neben den
Beobachtungs- und Objektzustandsinformationen auch Sensorzustandsin-
formationen umfassen. Neben der Aktualisierung der Informationen auf-
tragsfremder Clustersensoren wäre theoretisch eine kollaborative Instand-
haltung eines gemeinsamen Linienarrangements denkbar. Dadurch könnte
selbst in hochdynamischen Sensornetzwerken der Aufwand für die Instand-
haltung dieser Wissensrepräsentation auf mehrere Auftragsprozesse verteilt
werden.
Aktive Sensorsteuerung/-planung
Die in dieser Arbeit eingesetzten Netzwerke bestanden aus statischen und
dynamischen Sensoren. Allerdings wurden selbst die beweglichen Senso-
ren als passive Komponenten betrachtet. Hiermit ist gemeint, dass der Auf-
tragsprozess keinen aktiven Eingriff in die Ausrichtung und Positionierung
der Kameras vorgenommen hat. Im Zusammenhang mit kollaborativen Auf-
tragsprozessen ist eine aktive Sensoransteuerung ebenfalls möglich. Hierbei
wäre es am Beispiel des Multikamera-Personentrackings möglich, Personen
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in Kameralücken ggf. durch Nachführen von Pan/Tilt-Kameras zu erfassen
und somit die Überwachungsaufgabe zu optimieren. Ein kollaboratives Ver-
halten der Auftragsprozesse ist hierfür allerdings notwendig, um Konflikte
zwischen aktiven Auftragsprozessen optimal zu lösen, da ein aktives Ein-
greifen eines Auftragsprozesses sich direkt auf die Informationsgewinnung
anderer auswirken kann.
Optimale Sensorpositionierung
Ist ein kollaboratives Verhalten gegeben und eine aktive Sensorpositionie-
rung möglich, so bleibt die Frage nach einer mit der Sensorselektion kon-
sistenten Sensoreinsatzplanung offen. Hierfür erscheinen globale Verfahren
zur optimalen Sensorpositionierung und Bestimmung der maximalen Senso-
rabdeckung vielversprechend. Dies ist insbesondere durch den Einfluss der
Sensorerfassungsbereiche auf die Größe des Sensorclusters begründet. Eine
verbesserte Sensorpositionierung kann sich sehr günstig auf die Anzahl auf-
tragsrelevanter Sensoren auswirken und somit auf die benötigten Rechenres-
sourcen. Allerdings können zwischen Sensoreinsatz (Schließen von Lücken)
auf der einen Seite und optimaler Clustergröße auf der anderen Seite Kon-
flikte entstehen, die es in einer Optimierungsaufgabe zu lösen gilt. Diese
Optimierungsaufgabe kann ebenfalls auftragsübergreifend zweckmäßig sein
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