We present results from a deep mid-infrared survey of the Hubble Deep Field South (HDF-S) region performed at 6.7 and 15 mm with the ISOCAM instrument on board the Infrared Space Observatory (ISO). The final map in each band was constructed by the co-addition of four independent rasters, registered using bright sources securely detected in all rasters, with the absolute astrometry being defined by a radio source detected at both 6.7 and 15 mm. We sought detections of bright sources in a circular region of radius 2.5 arcmin at the centre of each map, in a manner that simulations indicated would produce highly reliable and complete source catalogues using simple selection criteria. Merging source lists in the two bands yielded a catalogue of 35 distinct sources, which we calibrated photometrically using photospheric models of late-type stars detected in our data. We present extragalactic source count results in both bands, and discuss the constraints that they impose on models of galaxy evolution, given the volume of space sampled by this galaxy population.
I N T R O D U C T I O N
One of the most notable achievements of the Hubble Space Telescope (HST) has been to lead and inspire the concerted multiwavelength programme of observations of the Hubble Deep Field (HDF: Williams et al. 1996) region. As part of that campaign we observed the HDF at 6.7 and 15 mm using the ISOCAM instrument (Cesarsky et al. 1996) on the Infrared Space Observatory (ISO: Kessler et al. 1996) . From the maps that resulted from these observations (Serjeant et al. 1997) we extracted sources in both bands (Goldschmidt et al. 1997) , the number counts of which implied a strongly evolving population of starburst galaxies (Oliver et al. 1997) . Following the association of these sources with galaxies in optical HDF catalogues (Mann et al. 1997) we derived an infrared luminosity density that suggested a higher star formation rate in the HDF region than indicated by optical studies (Rowan-Robinson et al. 1997) ; the importance of dust obscuration in estimating the star formation rate has been confirmed by other ISO surveys (e.g. Flores et al. 1999) , from detailed consideration of the optical measures of star formation (Steidel et al. 1999 ) and from the intercomparison of different star formation indices (Cram et al. 1998) .
Difficulties with the ISO 6.7-mm data led us to re-observe the HDF at that wavelength. These new data, together with a consensus view of the interpretation of our ISO Hubble Deep Field North (HDF-N) data derived from the combined experience of the several groups that re-analysed them (Aussel et al. 1999; Desert et al. 1999) in the light of developing knowledge of the properties of ISOCAM data, will be the topic of a subsequent paper, as will a revised and updated scientific interpretation of the ISO HDF data.
Following the success of the HDF project, a similar programme of HST observations was planned for the southern hemisphere, and the region of the Hubble Deep Field South (HDF-S) has become the target of a similarly wide-ranging multiwavelength programme 1 of observations. This paper describes our contribution to that project, through our mapping of the HDF-S with ISOCAM. We mapped the HDF-S Wide Field Planetary Camera 2 (WFPC2) fields at both 6.7 and 15 mm, as in the northern HDF, but with a slightly different observational strategy (described in Section 2), motivated by our experience with the ISO HDF data. Section 3 describes our data reduction procedures, and Sections 4 and 5 describe source extraction and photometric calibration, respectively. In Section 6 we describe simulations of the data performed to facilitate assessment of the reliability of the source catalogues that we present in Section 7, and to compute the effective area of the survey as a function of flux cut, as this is required for computation of the source counts, which is the topic of Section 8. Finally, Section 9 presents a discussion of the results of this paper and the conclusions that we draw from them. In an accompanying paper (Mann et al. 2002, hereafter Paper II) we seek associations for these sources in optical/near-infrared and radio surveys of the HDF-S region, and present star formation rate estimates for the sources for which we find associations.
T H E O B S E RVAT I O N S
The team undertaking the European Large Area ISO Survey (ELAIS: 2 Oliver et al. 2000) were awarded 61.3 ks to observe the HDF-S in a successful application to the ISO Supplemental Call.
The observations were carried out using the ISOCAM instrument (Cesarsky et al. 1996) between 1997 October 17 and November 29. In the light of an increased understanding of the properties of ISOCAM data, and of the galaxy population that they probe, gained by our own ISO HDF observations and from other deep ISOCAM surveys (e.g. Taniguchi et al. 1997; Elbaz et al. 1999) , we made some alterations to the observing strategy that we used for the ISO HDF, as reported by Serjeant et al. (1997) .
As listed in Table 1 , eight rasters were taken, one with the LW2 (6.7 mm) and one with the LW3 (15 mm) filter at each of four positions, with raster centres offset by fractional pixel widths to improve the spatial resolution of the final map obtained by their coaddition. The parameters used for these observations are listed in Table 2 . The values for Gain, Tint (the integration time per readout), NEXP (the number of readouts per pointing) and NSTAB (the number of readouts allowed for stabilization prior to the raster) remained unchanged, as those used by Serjeant et al. (1997) still appeared to be optimal for the required depth. The pixel field of view, PFOV, at 6.7 mm was changed from 3 to 6 arcsec (matching that used at 15 mm), since the ISO HDF images at 6.7 mm were not confusion limited, and the improvement in signal-to-noise ratio and areal coverage obtained by moving to larger pixels was expected to outweigh the loss in resolution. The other significant change was to increase the raster step size, which had two effects. First, with the step size now larger than the point spread function (PSF), consecutive pointings would no longer have significantly correlated signal, making the removal of noise that was correlated in time (e.g. 1/f noise) much easier. Secondly, the larger pixel area meant that the full survey area could be covered by each individual 8 £ 8 raster, with the complete survey being made up by stacking the four independent rasters in each passband. This contrasts with the technique adopted in the ISO HDF of partially overlapping deeper rasters, and has several advantages: it reduces correlated noise problems; readily provides direct assessment of source reliability, through looking for detections in the independent maps; and facilitates the registration of the maps, through the presence of a greater number of bright sources in each raster (helped further by the lower Galactic latitude of the HDF-S, providing more bright stellar sources). In Fig. 1 we show the location of our ISO rasters with respect to those of various optical/near-infrared data sets taken in the HDF-S area: this illustrates that, while none of these surveys covers the whole of the area that we mapped with ISO, the region from which we select sources in Section 7 is covered, at least partially, by several imaging surveys in different wavebands, as discussed in more detail in Paper II.
DATA R E D U C T I O N
Similarly to the ISO HDF data, and in contrast to the ELAIS data (Oliver et al. 2000) , we do not expect to detect many sources in the signal from a single pixel as it scans across the sky (the 'timeline'). Most sources will only be detected when all the overlapping scans are co-added. The data reduction thus proceeds by filtering each time-line for artefacts and then combining these to produce a map for each raster. These raster maps are then co-aligned and coadded to produce a single map from which sources can be extracted. Most of the data reduction described in these sections was carried out using the Interactive Data Language IDL), 3 with some steps done using the ISOCAM Interactive Analysis (CIA: Ott et al. 1998) software.
Time-series filtering
The first stage in the data reduction treats the scan of each pixel across the sky independently. This time series is filtered to reduce the impact of noise features and optimize the signal at each static pointing. At this stage the individual pixel responses are also estimated using a Gaussian fit to the scan to determine a sky flatfield correction which is normalized to the median from the central pixels, as in Serjeant et al. (1997) . The original data reduction of the ISO HDF applied a simple threshold filtering of very short-time-scale features (cosmic ray hits), and we apply the same method to these data. However, for the original reduction of the ISO HDF data we anticipated that there might be significant source confusion, leading to real structure in the sky background, and so we did not apply any filtering for lowfrequency noise. At 6.7 mm the ISO HDF was not significantly confused and the revised observing strategy that we used for the HDF-S reduces any correlated signal between successive pointings. We thus decided to adopt a more aggressive filtering strategy for these data. It can be seen from Fig. 2 that there is significant correlated noise at a variety of time-scales. The filtering technique we adopt is similar to that used by Desert et al. (1999) . We subtract a time-variable background level from all the readouts in a time-line. The background level is estimated for each pointing, being the average of the readouts in the two previous and the two subsequent pointings.
This filtering scheme will go awry where sources lie in the pixels used for background estimation, so we perform a second iteration. We mask out the bright sources detected from the first pass (see Section 4) and then an additional filter is applied to exclude readouts not already flagged as sources that deviate from the estimated background by more than 5s. This procedure will not affect remaining sources which would be at a very low level of significance in single pointings. After applying these filters the mean of the readouts is calculated over each pointing, and the resulting noise statistics are summarized in Table 3 .
Mosaicking independent rasters
The detector image at each raster position needs to be projected on to the sky. For this process we use a 'shift-and-add' technique. We generate a blank sky map with 1-arcsec pixels. Then for each raster pointing we determine which sky pixels lie within the geometrical footprint of each detector pixel. In doing this we take into account the field distortions (Aussel et al. 1999) in the ISOCAM data: Note that it was not possible to take these into account in our original ISO HDF-N reductions since the distortions had not been well characterized at that time. The average intensity of all detectors covering a sky pixel is calculated using a number of estimators. It was found that the median produced the smallest fluctuations in the resulting sky maps (suggesting that some residual non-Gaussian noise was present), and so we adopt this estimator. The use of the geometrical footprint was a somewhat arbitrary choice and not the optimal one for point sources; since in the extraction of point sources we convolve the image with another kernel, we have broadened the effective PSF by using this.
The noise in these maps is estimated by constructing a histogram of pixel values and fitting this with a Gaussian, as well as computing an rms directly. However, since the number of independent pointings varies as a function of sky position, we calculate these statistics for regions with similar numbers of pointings. The results from these assessments indicate that noise reduces as expected for independent pointings (i.e. the residual noise correlations between pixels are at a very low level: see Figs 3 and 4). The rms fluctuations in the maps are larger than the s estimated from the Gaussian fitting, indicating non-Gaussian fluctuations, which we attribute to real sources, either distinct or confused.
The noise can also be investigated by corrupting the astrometry information and thereby diluting the signal from real sources. We describe this 'mis-mosaicking' technique in more detail in Section 6. The noise statistics from a typical mis-mosaicked field, together with those from the final images, are also summarized in Table 3 . The s values from the mis-mosaicked fields are very similar to the real fields, confirming that these are reasonably representative of the noise. The rms values for the mis-mosaicked fields were invariably higher, but this was because the rms values in regions of lower coverage were higher, since real sources could not be properly filtered out in these regions: this is consistent with our hypothesis that much of any residual non-Gaussian noise is due to real sources. Table 3 . Statistical properties of the reduced data sets. All units are instrumental (ADU gain 21 s 21 pixel 21 ). The mode is taken from all valid readouts and pixels. Fluctuations are estimated by fitting a Gaussian to the distribution (first lines) and by calculating the rms (second lines). The difference between these two measures gives some idea of the non-Gaussianity. Fluctuations are quoted for the readout and pointing timescales (third and fourth columns) and are estimated from the time-line of one pixel near the centre of the image. In the filtered readouts the rms fluctuations are similar to the s estimated from a Gaussian fitting, suggesting that the noise is reasonably Gaussian. If the fluctuations are white noise they should reduce by a factor of ffiffiffiffiffiffiffiffiffiffiffiffi ffi NEXP p (i.e. ffiffiffiffiffi 10 p at 6.7 mm and ffiffiffiffiffi 20 p at 15 mm) when averaging over a pointing. The fluctuations over an entire detector image (after co-addition of all readouts in a pointing) are quoted in column 5 and estimated from all valid pixels and images. The noise in the images is calculated separately for regions with different numbers of pointings and is fitted as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi NPOINT p ; the values quoted in the table are for NPOINT ¼ 1, and for our maps NPOINT , 13. Finally, we compute the noise statistics for one of our mis-mosaicked maps (as described in Section 6): column 6. Here we only quote the s values as the rms measures are more strongly influenced by the residual source signals in parts of the images with small values of NPOINT. 
Raster registration
Since the survey strategy means that each independent raster covers approximately the same relatively large area (cf. ISO HDF), a number of bright sources are clearly visible in each raster. For each band we thus select a number of these sources that had good signal-to-noise ratio and which were not located close to the edges of the map (where the noise is less well behaved and the field distortions are more significant) for use in registering the four maps. The positions of these sources are denoted by (x i,j , y i,j ), where the i subscript labels the source and the j subscript labels the map. We then compute the mean (x i , ȳ i ) position of each source across all four independent maps, weighted by w j , the mean signalto-noise ratio of that map (estimated from the mean signal-to-noise ratio in all the sources). For each map we then estimate a mean offset dx j ¼ P w i ðx 2 x i Þ= P w i , where the weight for each source w i is estimated from the mean signal-to-noise ratio for that source over all maps. This process does not require any assumptions about the relationship between the ISO sources and sources detected in any other wavebands, and is also likely to be more robust than the cross-correlation of the full image (including the noisy regions) with, for example, a radio map of the same field. The mean offsets are rounded to the nearest pixel (1 arcsec). The overall astrometric reference frame is defined later: see Section 7 below.
The registered images are then co-added using an inverse variance weighting. The variance estimated is proportional to the number of pointings within a raster and scaled using the value for s/ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi NPOINT p estimated from the Gaussian fitting described above. The resulting maps have some small residual background. This background (which is not always positive) should in principle have been removed by the time-line filtering, although some residual would be expected from an overall gradient in the time-lines. In any case, the background is estimated from the mean of the Gaussian fitted to the histogram of the map pixel values, which is a good estimate of the mode. The resulting co-added signal-to-noise ratio maps at 6.7 and 15 mm are presented in Figs 5 and 6, respectively.
S O U R C E D E T E C T I O N
We expect most of the sources in these maps to be point sources, so it is more appropriate to detect sources by a convolution technique rather than to use a connected pixel algorithm. We also expect to be close to the confusion limit, so the choice of smoothing kernel is important: where the signal is dominated by a single source the optimal kernel is the PSF, while for confused images the likely presence of other sources in the wings of the PSF will make this kernel non-optimal. The solution is either to truncate the PSF kernel at some appropriate distance or to use a narrower kernel. Theoretically, the PSF should be that of the Airy disc defined by the telescope aperture, convolved with the square pixel aperture of 6 arcsec, and the CIA calibration PSFs are similar to this. In Figure 5 . LW2 (6.7 mm) signal-to-noise ratio map. This Fig. plots contours in the LW2 signal-to-noise ratio map after it has been smoothed with the pointsource-detection kernel. The lowest contour level has signal-to-noise ratio ¼ 1 and subsequent intervals are 1 until signal-to-noise ratio ¼ 10 after which the contours are logarithmically spaced. ISO data are plotted out to a radius of 3.3 arcmin. The background image is the CTIO BTC survey of Walker (1999) . The circle indicates the 2.5-arcmin boundary of the region within which we extracted sources for our catalogues. Overlays of subsections of the data on to colour HST images are available from our WWW page (http://astro.ic.ac.uk/hdfs). practice, however, the PSF will be broadened by our mapping footprint, and any inaccuracies in registration and/or the fielddistortion correction applied. The profiles that we use for source extraction are Gaussian, with FWHM of 6 and 10 arcsec at 6.7 and 15 mm respectively, and both are truncated at a radius of 12 arcsec. Table 4 compares the FWHM values for these model PSFs with those estimated from the sources detected in the data. It shows that, as desired, the model PSFs used for source detection, while being slightly larger than the theoretical PSF, are slightly narrower than the empirical PSF derived from the sources themselves.
An initial candidate list of sources is selected in each band, comprising peaks in the respective convolved, co-added signal-tonoise ratio (SNR0) map above 3s. For each of these peaks we return to the individual raster maps and compute a number of additional statistics. These include the signal-to-noise ratio in each map ðSNRn; n ¼ 1 -4Þ and the number of pointings at the source position in these maps ðNPOINTn; n ¼ 1 -4Þ. One quantity derived (PICK) is the number of detections with SNRn . 1 and NPOINTn . 4. We also compute the mean and rms deviation of the flux for the source over all maps, together with the ratio of these (SNR5). Using the simulations described in Section 6 we can then assess and employ these various statistics to define suitable simple criteria for filtering the candidate list to produce a highly reliable source list with reasonable completeness.
P H O T O M E T R I C C A L I B R AT I O N
One difference between the HDF-S and the HDF-N is that the former is located at lower Galactic latitude and so has a higher proportion of stars. This is extremely useful for the calibration of the ISO data, since a number of the bright stars are detected, and photospheric model spectra can be used to estimate their 6.7-and 15-mm fluxes. Our calibration procedure is to identify a number of stars for which we can accurately predict mid-infrared fluxes and then measure their fluxes directly from the ISO maps. Since the stars are known sources with known positions we are not concerned about the reliability of their detection, so these stars do not necessarily appear in our source lists, and their fluxes can be fainter than the faintest sources in our complete samples. Fig. plots contours in the LW3 signal-to-noise ratio map after it has been smoothed with the pointsource-detection kernel. The lowest contour level has signal-to-noise ratio ¼ 1 and subsequent intervals are 1 until signal-to-noise ratio ¼ 10 after which the contours are logarithmically spaced. ISO data are plotted out to a radius of 2.8 arcmin. The background image is the CTIO BTC survey of Walker (1999) . The circle indicates the 2.5-arcmin boundary of the region within which we extracted sources for our catalogues. Overlays of subsections of the data on to colour HST images are available from our WWW page (http://astro.ic.ac.uk/hdfs). To model the stellar fluxes accurately we ideally need spectral classifications and accurate magnitudes for the stars. We inspect and classify the star spectra taken on the Anglo-Australian Telescope (AAT) with the Low Dispersion Survey Spectrograph (LDSS) (Glazebrook et al., in preparation: see http://www.aao.gov. au/hdfs/Redshifts/). We supplement this list with additional stars that have been detected in our ISO maps (prior to the filtering applied to produce a highly reliable source list presented in Section 7). We cross-correlate all these objects with the European Southern Observatory (ESO) optical catalogues (da Costa et al. 1998 ) and the AAT catalogues (Verma et al., in preparation) to obtain optical and near-infrared magnitudes. This combined sample of stars is listed in Table 5 .
For each star we return to the ISO maps and extract the flux and uncertainty in the flux, exactly as we did for our ISO-detected source list. For a number of them that had good ISO detections at 6.7 mm and good optical information, we estimate the expected 6.7-and 15-mm fluxes using the models of Kurucz. 4 Where a spectral classification is not available, the temperature is estimated from the optical photometry alone. The predicted fluxes are plotted against the observed fluxes for the two wavebands in Figs 7 and 8. We have performed a linear fit to these data constrained to pass through the origin. For the 6.7-mm data we exclude the star at 22 h 32 m 36: s 23, 260831 0 310 :5, which is a significant outlier and has neither a spectral type nor near-infrared magnitudes. For the 15-mm data we exclude 22 h 32 m 36: s 23, 260831 0 310 :5, as we had at 6.7 mm, and also 22 h 32 m 36: s 19, 260834 0 310 :5, which is an outlier in both fits and also has neither near-infrared nor classification information. The fits are remarkably good once the few outliers have been excluded, and provide us with a good flux calibration, which is used throughout this paper. From the scatter in the correlation the errors in this calibration are estimated to be 36 per cent at 6.7 mm and 28 per cent at 15 mm.
S I M U L AT I O N S
The noise properties of the ISO data are sufficiently complicated that simulations are essential in order to determine accurately the quality of the information extracted from our maps. In particular we wish to assess the reliability of the source catalogues presented in Section 7 and to calculate the effective area over which we could have detected sources above a given flux limit, to facilitate computation of source counts in Section 8. We have thus constructed a number of simulated data sets which mimic the noise properties of the real data as faithfully as possible.
Method
As discussed earlier, most sources will not be detected significantly in individual time-lines, only appearing after co-addition of many observations of the same patch of sky. By corrupting the astrometric information before constructing the maps it is thus possible to remove most of the real source signal, the remaining Table 5 . Stars in HDF-S. This is an inhomogeneous list of stars collected for the process of calibration. Spectral types were determined from the AAT spectra. Optical magnitudes are in the AB system and come from the ESO survey (da Costa et al. 1998) or the AAT survey (Verma et al., in preparation) . Observed 6.7and 15-mm fluxes (S o ) are in raw instrumental units. Fluxes are taken directly from the maps. One flux was measured to be negative (with large error) and is quoted as such, since this would be valid in a calibration fit; however, this point has not been used in the calibration. Predicted 6.7-and 15-mm fluxes (S p /mJy) are estimated for a few of these objects as described in the text. fluctuations being almost entirely due to noise. This technique was employed in our reduction of the HDF-N data, where we corrupted the astrometric information by randomizing the apparent location of each pixel within the detector array for each pointing position. This technique was not entirely satisfactory, since noise that was correlated between neighbouring pointings and pixels was also artificially reduced in the resulting maps. A much better technique is to corrupt the astrometric information coherently for the whole detector, so that real sources are still dispersed, while maintaining the time-ordering of the data, and the localization of pixel groups. This technique should account for all sources of instrumental noise. There are seven possible ways of achieving this for a given raster, corresponding to each independent reflection and rotation of the detector through 908. Real sources that happen to lie near the axis of symmetry in some pointings will be less corrupted than others, so we expect the resulting 'noise' maps to have some fluctuations caused by real sources and they are thus pessimistic estimates of the noise. For each observation we generate all seven possible 'noise' maps. Since the HDF-S field is observed four times with each band, there are thus 7 4 ; 2401 different combinations of 'noise' maps that we can use to simulate a completed map. One source of noise that is not included in these 'noise' maps is confusion noise arising from real sources. To account for this we generate artificial source lists generated from a number count distribution which is a reasonable fit to a preliminary analysis of the total source counts (i.e. including both stars and galaxies). We generate 25 independent synthetic source lists and add each of these source lists to a randomly selected set of 'noise' maps, using the empirical PSF discussed in Section 4. The sources are placed on the maps at their nominal positions, and thus we do not include any additional uncertainties in the field distortions or registration, which will be taken into account by our use of an empirical PSF. The resulting maps are co-added and processed to produce source lists in exactly the same fashion as the real data.
Results
Having extracted the sources from the simulated maps, we can immediately use these to check for any biases or non-linearities in our flux estimation, either from the peculiarities in the data reduction process or from the properties of the sky itself. Biases from the sky might arise through confusion (where faint sources are blurred together and add flux to identified sources) or Eddington bias (sometimes called Malmquist bias, where, even with a symmetric noise distribution, if the source counts are rising more sources are randomly scattered to brighter fluxes than are randomly scattered to fainter fluxes). The first step is to associate the detected sources with the corresponding input source. To do this we use a 4-arcsec search radius and require that the ratio of the output and input fluxes does not exceed^0.3 dex. The resulting comparisons are shown in Figs 9 and 10 . At 6.7 mm the results are highly linear and there appears to be no significant bias, while at 15 mm, where we expect the confusion noise to be higher, there is some evidence for a small tendency to over-estimate faint fluxes. For the purposes of this paper we ignore these small flux biases.
C ATA L O G U E S
The simulations of Section 6 have been used to investigate how to construct a highly reliable source list that can be described simply in terms of the quantities introduced in Section 4. We eventually decided on the following criteria:
(i) SNR0 . 3: the initial candidate selection from the co-added maps;
(ii) all candidates located within a 2.5-arcmin radius of 22 h 32 m 56: s 2, 260833 0 20 :7 (J2000): this excludes regions of low NPOINT, non-Gaussian and/or higher noise, giving a clean and simple selection criterion;
(iii) SNR5 . 1: this excludes spurious sources generated from a strong noise feature in one map;
(iv) for LW2 only, PICK . 3.
These criteria result in 24 sources being detected in the LW2 maps and an equal number being detected in the LW3 maps: from the simulations we estimate that the resulting source lists have 2.3 and 2.4 spurious sources, respectively, implying a reliability of about 90 per cent. The 'completeness' of these lists, expressed as an effective survey area, is discussed in Section 8.
For ease of comparison of our results with those from any possible future reductions of these data by other methods, we present our source catalogues with fluxes given in both instrumental and physical units, thereby decoupling issues of source detection, reliability and completeness from that of photometric calibration. In Tables 6 and 7 we list the separate source catalogues for the two bands, while Table 8 presents the results of merging these two catalogues. This is done by associating sources from different bands separated by less than 5 arcsec, which produces 13 matches. The 5-arcsec radius is chosen to be slightly less than the Airy radius at 15 mm (6 arcsec), larger than the astrometric errors which are discussed further in Paper II, yet small enough that there is little danger of association with an unrelated neighbouring source (the number of unrelated sources expected in a circle this size is 0.03, assuming a Poisson distribution). For those sources where no such match is found, we return to the smoothed signal-to-noise ratio map and, if we find a signal-to-noise ratio above 2, we use the peak flux at this position (the assumption being that the rejection criteria which are applied to ensure reliability are not necessary since we have a confirmed detection in the other wavelength). Otherwise we determine an upper limit, being the flux that would have given the observed smoothed signal if the noise fluctuation were 22s. The absolute reference frame of the ISO data is set by making the position of the brightest 15-mm source, ISOHDFSC15 J223306-603350, coincident with that of the bright radio source HDFS J223306.0-603350 (A. Hopkins, private communication) with which it is clearly associated, and then optimizing the match between the ISO and optical positions of several of the bright stellar identifications of Paper II: this latter procedure only shifts the astrometric frames of the 6.7-and 15-mm data by ,1 arcsec each. The resulting S 6:7 /S 15 colour -flux diagram is shown in Fig. 11 . Notice a reasonably clear distinction between stars and galaxies. For log 10 ðS 6:7 /S 15 Þ . 0:1 all sources with an identification are morphologically classified as stars and occupy, or are consistent Table 6 . Sources selected at 7 mm. Signal-to-noise ratio is estimated from the smoothed, co-added map. Flux (S, in instrumental units) is estimated from the peak in the smoothed map; the error is estimated from the standard deviation of the peak flux from independent rasters. SNR5 is S/s. PICK is the number of independent SNRn . 1 detections. with, a well-defined stellar locus with log 10 ðS 6:7 /S 15 Þ , 0:7. Below log 10 ðS 6:7 /S 15 Þ , 20:3 everything is morphologically non-stellar.
In between these two limits are a mixture of sources. First, there are three stars that have upper limits at 15 mm within this part of the diagram but are consistent with the colours of the other stars.
Secondly, there is one source (ISOHDFS J223243-603351) which has a broad line in its optical spectrum, and we thus assume that the relatively warm ISO colours are because the infrared emission arises from a dusty torus being heated by an active galactic nucleus (AGN). This region and above also contains two of the three objects that have no reliable optical association (ISOHDFS J223256-603059 and J223302-603137) as discussed in Paper II, and a third (ISOHDFS J223314-603203) which is one of the most uncertain identifications made there: in that paper we note that each of these is located close to a bright star, which may mean that the sources are spurious and will certainly affect their ISO colours. Of the four galaxies located firmly within this region, we show in Paper II that three have spectral energy distributions (SEDs) consistent with normal spiral or cirrus galaxies (ISOHDFS J223243-603441, J223302-603323 and J223303-603336; the last of these has only an upper limit at 15 mm), while the fourth, ISOHDFS J223243-603242, does appear to have anomalously low 15-mm flux indicating perhaps a deeper rest-frame 10-mm absorption. Finally, two galaxies lie on the lower colour limit: one of these (ISOHDFS J223306-603349) is a bright spiral galaxy with a normal spiral SED, while the second (ISOHDFS J223254-603115) is associated with one of a pair of possibly interacting galaxies: this confuses the optical magnitudes and is also likely to confuse the ISO colours. We also note that ISOHDFS J223256-603513, for which we are unable to make a secure optical identification, was the only source for which we recorded a negative 6.7-mm flux measurement when determining the upper limits.
In conclusion, it appears that the 6.7-mm/15-mm flux ratio separates quite neatly stars from star-forming galaxies, with AGN and normal galaxies occupying a middle ground. The ISO colours appear consistent with our optical morphological classifications: for the purposes of this paper we will use the morphological classifications and for the number count analysis we will exclude the unidentified sources.
S O U R C E C O U N T S 8.1 Calculation of effective area
From the simulated catalogues we can directly determine the 'completeness', which we define in terms of the effective area as a function of flux, the effective area of the catalogue, at a given flux, being the area within which a source of that flux could have been detected. We can estimate this from the simulations by determining the fraction of sources of a given input flux that pass all our selection criteria, and the effective area is then this fraction of the area over which the input catalogues were prepared; in practice we examine only those input sources that fall within a 2.5-arcmin radius of 22 h 32 m 56: s 2, 260833 0 20 :7 (J2000). If the output flux is an unbiased estimator of the input flux, this estimate of the effective area is unbiased. Eddington bias and confusion noise do cause some bias, as discussed in Section 6, but these appear to be small and are only second-order effects in the calculation of effective area so we ignore them here. The resulting effective areas are illustrated in Figs 12 and 13 .
As with the ELAIS 6.7-and 15-mm counts (Serjeant et al. 2000) , we fit the histogram of the effective area with a hyperbolic tan function V ¼ 19:63 1 2 tanh½a log 10 ðS/bÞ þ 1, where a defines the gradient of the decline and b defines its location. For the 6.7-mm simulations we find a ¼ 4:47 and b ¼ 61:1 mJy, while for the 15-mm simulations we find a ¼ 3:70 and b ¼ 275 mJy. Also illustrated in Figs 12 and 13 are estimates of the effective area naively based on the noise maps used in constructing the signal-to-noise Table 7 . Sources selected at 15 mm. Signal-to-noise ratio is estimated from the smoothed, co-added map. Flux (S, in instrumental units) is estimated from the peak in the smoothed map; the error is estimated from the standard deviation of the peak flux from independent rasters. SNR5 is S/s. PICK is the number of independent SNRn . 1 detections. On the other hand, it takes no account of the boosting of faint input fluxes by confusion noise or Eddington bias, and so underpredicts the effective area at faint fluxes. This illustrates that these simulations at least account for these biases to first order.
Source count results
In Figs 14 and 15 we plot the resulting integral counts for galaxies (as defined by the colour criterion defined in Section 7). For comparison we also show the counts obtained by Oliver et al. (1997) for the HDF-N. In Fig. 15 we also show the counts derived by Aussel et al. (1999) from the same HDF-N data. At 6.7 mm the galaxy counts from HDF-N and HDF-S are in good agreement at the faint end, but the HDF-S counts are higher at the brighter end. One possible explanation for this is that the original selection of the HDF-N field, which avoided bright galaxies, biased the bright counts downwards. Owing to the observational strategies discussed in Section 2, the HDF-S data at 6.7 mm are considerably superior to the data from the HDF-N. The larger areal coverage in particular means that the brighter counts are better constrained. So, while Oliver et al. (1997) suggested that the Pearson & Rowan-Robinson (1996) model could be ruled out, as it overpredicted the number of bright sources, we find that the HDF-S data are much more consistent with the Pearson & Rowan-Robinson model; indeed, the Franceschini et al. (1994) model now appears to be ruled out as it does not predict enough brighter 6.7-mm sources. Such a conclusion is also borne out by the ELAIS counts (Serjeant et al. 2000) which are shown for comparison.
The 15-mm HDF-S data over the range 250 -400 mJy are in striking agreement with the Aussel et al. (1999) HDF-N counts (which push the ISO data deeper than those of Oliver et al. 1997 ). If not coincidental, this agreement would suggest that these populations are at moderate to high redshifts. If all the sources had been located at low redshift, the volume sampled within either HDF area (, 20 arcmin 2 ) would be small and the fluctuations arising from cosmic variance large: e.g. if the sample were limited to z , 0:5, the fluctuations in this volume would be . 100 per cent (assuming a cubical geometry and the power spectrum of Peacock & Dodds 1994) , while even at z , 1 the fluctuations would be around 80 per cent (e.g. Oliver et al. 2000) . Below 250 mJy the HDF-S counts take a sharp upturn. This flux level is also where the effective area drops, and where we are susceptible to errors in its calculation. We demonstrate in Paper II that many of the sources appear to have modest redshifts and so the agreement between the HDF-N and HDF-S brighter data may be coincidental, and the steep upturn could also be an effect of clustering. It would be possible to combine the HDF-N and HDF-S counts to produce a single determination of the counts over the 250 -400 mJy regime, reducing the statistical errors by a factor of ffiffi ffi 2 p . Given the uncertainty in the effective area below 250 mJy, both the Pearson & Rowan-Robinson (1996) model and the Franceschini et al. (1994) . Merged ISO HDF-S source list. The 6.7-and 15-mm sources have been cross-correlated using a 5-arcsec search radius, and fluxes for nonmatches are determined from the maps. Upper limits are also estimated from the maps and denoted by ',S up ', where S up ¼ S obs þ 2s; s is estimated from the scatter between independent maps at the source position and S obs is the recorded flux at the source position (which may be negative). Sources marked with an asterisk do not have optical identifications (see Paper II). In most cases they are located near another bright source and are very likely to be spurious: their number is consistent with our simulations, and these 'sources' have not been used in our number count analysis. model appear to provide acceptable fits to the counts. Both Guiderdoni et al. (1998) models appear to be too far below the counts.
The star counts at 6.7 mm are shown in Fig. 16 . There are currently no published star count data at this wavelength and flux with which to compare these data. However, it is possible to extrapolate from star counts at shorter wavelengths. Minezaki et al. (1998) present near-infrared (K-band) star counts, towards the South Galactic Pole ðl ¼ 3168; b ¼ 2898Þ. Converting their differential counts into integral counts and using the K-band zero-point of 673 Jy, we are able to compare their data with ours. With the exception of their brightest point, their data are fitted with a power law log Nð. SÞ ¼ 4:72 2 0:46S K . By coincidence, the same power law is consistent with our data. This is consistent with our detecting the same populations, since the slope is the same, but with a higher number density (as we would expect our stars to be fainter). Since we would expect to be in the Rayleigh -Jeans part of a Planck spectrum, we would expect our stars to fainter by a factor of around 11, so the coincidence in normalization thus implies that the HDF-S has about three times the number density of stars as the South Galactic Pole.
C O N C L U S I O N S
We have performed a survey using ISOCAM at 6.7 and 15 mm in the Hubble Deep Field South region. The observational and data reduction techniques that we have employed mean that these data, and the 6.7-mm data in particular, are significantly improved over the equivalent ISO HDF data. From the resulting data we have Figure 12 . 6.7-mm effective area as a function of flux. The histogram is estimated directly from the fraction of sources detected from the simulated data as a function of input source flux. The dotted line is a naive estimate based simply on the signal-to-noise ratio selection criterion and the noise maps, while the solid line is a fit to the simulated histogram: V ¼ 19:63 1 2 tanh½4:47 log 10 ðS/61:1 mJyÞ þ 1 arcmin 2 . Figure 13 . 15-mm effective area as a function of flux. The histogram is estimated directly from the fraction of sources detected from the simulated data as a function of input source flux. The dotted line is a naive estimate based simply on the signal-to-noise ratio selection criterion and the noise maps, while the solid line is a fit to the simulated histogram: V ¼ 19:63 1 2 tanh½3:70 log 10 ðS/275 mJyÞ þ 1 arcmin 2 . extracted conservative bright source lists. We have thoroughly investigated the completeness and reliability of these lists using simulations. We have performed an external calibration of the data using stars in the field, a number of which have been spectroscopically classified. We find that the 6.7-and 15-mm colour -flux diagram provides a useful discriminant between stars and galaxies. We have investigated the number counts of the extragalactic sources and stars. We find that the number counts of the extragalactic sources are consistent with previous determinations; however, we stress that the volume sampled by our survey is likely to be small and so clustering effects (cosmic variance) may mean that this agreement is somewhat coincidental. A steep upturn at the faintest fluxes is due to only a few sources and is almost certain to be an effect of clustering. Further details of this project can be found at http://astro.ic.ac.uk/hdfs).
