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We consider a class of nonlinear matrix equations Xn − f (X) = 0
where f is a self-map on the convex cone P(k) of k × k positive
definite real matrices. It is shown that for n 2, the matrix equa-
tion has a unique positive definite solution depending continuously
on the function f if f belongs to the semigroup of nonexpansive
mappings with respect to the GL(k,R)-invariant Riemannian met-
ric distance on P(k), which contains congruence transformations,
translations, thematrix inversionand inparticular symplecticHam-
iltonians appearing in Kalman ﬁltering.We show that the sequence
of positive definite solutions varying over n 2 converges always
to the identity matrix.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let P(k) be the open convex cone of k × k real positive definite matrices in the Euclidean space S(k)
of k × k real symmetric matrices. The matrix equation
X − f (X) = 0,
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where f : P(k) → P(k) is a composition of the following self-maps:
(i) (congruence transformation) M(X) = MXMT ,M ∈ GL(k,R);
(ii) (translation) τA(X) = A + X , A is positive semidefinite;
(iii) (the matrix inversion) ι(X) = X−1,
often aries in control theory, ladder networks, dynamic programming, stochastic ﬁltering: e.g., X =
A + MXMT (Stein equation), X = A + MX−1MT (Ferrante–Levy, [7]) and X = A + M(B + X−1)−1MT (dis-
crete algebraic Riccati equation (DARE), [1,3]). See also [8,9,11,19] and the references therein. When A
and B are positive definite, the later two equations have unique positive definite solutions, respectively.
The Stein equation has a unique positive definite solution under the condition ρ(MMT ) < 1, where ρ(·)
denotes the spectral radius.
In [3], Bougerol proved that each translation τA with positive semidefinite A is nonexpansive for
the Riemannian metric distance δ on P(k) deﬁned by δ(A,B) =
(∑k
i=1 log
2
λi
)1/2
, where λ1, . . . , λk are
eigenvalues of A−1B. The Riemannian metric δ is invariant under congruence transformations M
and the matrix inversion ι: δ(MXMT ,MYMT ) = δ(X ,Y) = δ(X−1,Y−1) for all X ,Y ∈ P(k). This remark-
able result in contrast to the fact that translation is an isometry for any norm distance can be very
useful for establishing the existence and uniqueness of ﬁxed points in equations that involve addition.
Furthermore, any mappings generated by M , τA and ι contract the Riemannian distance δ.
In this paper we consider more general nonlinear matrix equations
Xn − f (X) = 0, (1.1)
where f belongs to the semigroup C(P(k)) of δ-nonexpansive mappings on P(k) which contains the
factors M , τA and ι, and positive definite solution X is sought. The equations Xn = MXMT and Xn =
A + MX−1MT appear in [4,5,13,14,17]. However, the study of the matrix equations of trinomial type
Xn = A + MXMT and its generalized version Xn = A + M(B + X−1)−1MT are new, where the nonexpan-
sive map f (X) = A + M(B + X−1)−1MT with positive semidefinite A and B is known as a symplectic
Hamiltonian [3,6,16,18].
We show that the nonlinear matrix equation (1.1) has always a unique positive definite solution
for any positive integer n 2 (more generally for any real number n > 1) using the nonpositive cur-
vature property of the Riemannian metric distance δ, which is equivalently stated that the 1/nth root
map on P(k) is strictly contracted with the least contraction coefﬁcient less than equal to 1/n. Then
the unique positive definite solution is realized as the unique ﬁxed point of an associated δ-strict
contraction with the contraction coefﬁcient less than equal to 1/n. In particular, we show that the
unique positive definite solution depends continuously on f ∈ C(P(k)) equipped with the topology
of pointwise convergence and the sequence of the unique positive definite solutions of Xn = f (X)
varying over n 2 converges to the identity matrix. These results are quite striking and interesting
in the sense that: (1) the existence and uniqueness of positive definite solution of (1.1) for n = 1
are not guaranteed in general but are for any n > 1, (2) the equation Xn = f (X) for a natural num-
ber n > 2 looks more complicated than X2 = f (X) but the convergence rate is more rapid. Indeed,
numerical experiments done in MATLAB 7.1 demonstrate that the iteration number decreases as n
increases.
In Section 4, we discover a GL(k,R)-action on P(k) ×C(P(k)) based on the positive definite solution
of (1.1) regarded as an appropriative extension of the congruence transformations M · X = MXMT .
Invariant properties of the positive definite solutions are investigated via GL(k,R)-actions. Also, an
explicit formula for the positive definite solution of a special type of equations involving addition is
derived in terms of geometric means of positive definite matrices.
It is assumed that all matrices involved in this paper have real elements. The identity matrix and
the null matrix are denoted by I and 0, respectively, and their sizes are determined by the context.
A matrix X is symmetric if X = XT , where XT denotes the transpose. Let S(k) be the Euclidean space
of all k × k real symmetric spaces equipped with the trace inner product 〈X|Y〉 = tr(XY). For X ∈ S(k),
we recall that A is positive semidefinite, denoted by X  0, if xTXx  0 for all x ∈ Rk. Similarly, X is
positive definite, denoted by X > 0, if it is positive semidefinite and invertible. We denote the set of
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positive definite matrices by P(k). We deﬁne two useful relations on S(k), the Löwner partial order on
S(k) deﬁned by X  Y if and only if Y − X is positive semidefinite, and X < Y if and only if Y − X is
positive definite.
2. Riemannian geometry on P(k)
The set P(k) is an open convex cone of S(k) and is a typical example of Riemannian symmetric
spaces with seminegative curvature. We shortly review the Riemannian structure of P(k). See, e.g.,
[2], [12] and [15] for more details. The inner product 〈X|Y〉 := tr(XY) on the vector space S(k) deﬁnes
a GL(k,R)-invariant Riemannian metric on P(k). The inner product on the tangent space of P(k) at
A > 0 is given by 〈X|Y〉A = tr(A−1XA−1Y) and the corresponding Riemannian metric distance is explic-
itly computed by δ(A,B) =
(∑k
i=1 log
2
λi
)1/2
, where λ1, . . . , λk are eigenvalues of A
−1B. Since A−1B is
similar to A−1/2BA−1/2, the eigenvalues of A−1B are all positive, and hence log λi is deﬁned for each
i. We note that the Riemannian metric distance δ can be expressed in terms of the Frobenius norm:
δ(A,B) = || log(A−1/2BA−1/2)||F .
EachmemberM ofGL(k,R) acts as an isometry on P(k) via the congruence transformation,M(X) =
MXMT . Also, the matrix inversion on P(k),A → A−1 is an involutive isometry. The curve t → (t) =
A#tB := A1/2(A−1/2BA−1/2)tA1/2 is the unique geodesic curve that joins A = γ (0) and B = γ (1) and the
geodesic middle (midpoint)
A#B := γ (1/2) = A1/2(A−1/2BA−1/2)1/2A1/2
is known as the geometricmean of A = γ (0) and B = γ (1) inmatrix theory [15]. The non-positive curva-
turepropertyof theRiemannianmetric is equivalently statedas following (see [12,2]): δ(A#tB,C#tD)
(1 − t)δ(A,C) + tδ(B,D), t ∈ [0, 1]. In particular,
δ(A#tX ,A#tY) tδ(X ,Y) t ∈ [0, 1]. (2.2)
The uniqueness of geodesic line passing γ (0) = A and γ (1) = B and invariance properties of the
Riemannian metric distance yield the following non-trivial properties which will be useful for our
purposes (see also [2,15]).
Proposition 2.1. Let A,B be positive definite matrices, and let M be a nonsingular matrix. Then
(1) A#tB = B#1−tA,
(2) A−1#tB−1 = (A#tB)−1,
(3) M(A#tB)M
T = (MAMT )#t(MBMT ),
(4) (Riccati Lemma) A#B is a unique positive definite solution of the Riccati equation
XA−1X = B. (2.3)
3. Nonexpansive mappings and associated nonlinear matrix equations
Deﬁnition 3.1. Let (X , δ) be a metric space. A mapping f : X → X is nonexpansive if δ(f (x), f (y))
δ(x, y) for all x, y ∈ X. If there exists 0 α < 1 such that
δ(f (x), f (y)) αδ(x, y)
for all x, y ∈ X then f is called a strict contraction. The least contraction coefﬁcient (Lipschitz constant)
of a nonexpansive mapping f is deﬁned by
L(f ) := sup
x,y∈X
x /=y
δ(f (x), f (y))
δ(x, y)
.
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In [20], Neeb has established the continuous dependence on parameters of the ﬁxed points of strict
contractions.
Proposition 3.2 ([20], Proposition II.6). Let (X , δ) be a complete metric space, 0 λ < 1, and Cλ =
{f : X → X : L(f ) λ}. For f ∈ Cλ let p(f ) ∈ X denote the unique ﬁxed point of f . If we endow Cλ with
the topology of pointwise convergence, then the ﬁxed point map p : Cλ → X is continuous.
Let C(P(k)) be the semigroup of nonexpansive mappings on P(k) with respect to the Riemann-
ian metric distance δ. We note that C(P(k)) contains all δ-isometries and constant mappings, e.g.,
M(X) = MXMT , cA(X) = A on P(k). The following result obtained by Bougerol [3] implies that all trans-
lations τA varying over positive semidefinite A are nonexpansive for the Riemannian metric distance
δ.
Theorem 3.3. For any positive semidefinite matrix A, the translation τA(X) = A + X is nonexpansive for
the Riemannian metric distance. That is, τA ∈ C(P(k)) for all A 0.
As an immediate consequence of the convexity of the Riemannian distance (2.2) and the continuous
dependence on parameters of the ﬁxed points of strict contractions (Proposition 3.2), we have the
following result.
Theorem 3.4. Let (A, t, f ) ∈ P(k) × (0, 1) ×C(P(k)). Then the map(A, t, f ) deﬁned by
(A, t, f )(X) = A#t f (X)
is a strict contraction on P(k) and hence it has a unique positive definite ﬁxed point denoted by F(A, t, f ).
Moreover, equipped with the topology of pointwise convergence onC(P(k)), the ﬁxed point map F : P(k) ×
(0, 1) ×C(P(k)) → P(k) is continuous.
Proof. By (2.2), we have that
δ(A#t f (X),A#t f (Y)) tδ(f (X), f (Y)) tδ(X ,Y). (3.4)
This shows the map (A, t, f ) is a strict contraction for the Riemannian metric δ. By completeness
of the metric, it has a unique ﬁxed point in P(k).
Let (Aα , tα , fα) ∈ P(k) × (0, 1) ×C(P(k)) be a net converging to (A, t, f ) ∈ P(k) × (0, 1) ×C(P(k)). It is
easy to see that
Aα#tα fα(X) = A1/2α (A−1/2α fα(X)A−1/2α )tαA1/2α
→A1/2(A−1/2f (X)A−1/2)tA1/2 = A#t f (X)
for all X ∈ P(k). That is, (Aα , tα , fα) → (A, t, f ). Pick small 	 > 0 such that t + 	 < 1. Then we may
assume that tα  t + 	 for all α. From
L((Aα , tα , fα))
(3.4)
 tα  t + 	,
the net of ﬁxed points of(Aα , tα , fα) converges to that of(A, t, f ) by Proposition 3.2. 
Remark 3.5. The mapping  and hence F can be extended to GL(k,R) × (0, 1) ×C(P(k)) via M →
(MMT )1/2.
Corollary 3.6. If f is nonexpansive with respect to the Riemannian metric distance δ then the matrix
equation Xn = f (X) with n 2 has a unique positive definite solution depending continuously on f under
the topology of pointwise convergence.
Proof. It follows from that Xn = f (X) if and only if X = f (X)1/n = I#1/nf (X) if and only if (I, 1/n, f )
(X) = X. 
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Remark 3.7. The least contraction coefﬁcient (Lipschitz constant) of the strict contraction X → f (X)1/n
is less than equal to 1/n. This contraction result is not valid in general for a matrix norm while the
Riemannianmetric δ canbe represented in termsof the Frobeniusnorm δ(A,B) = || log(A−1/2BA−1/2)||F .
Numerical experiments done by Frobenius norm will be supplied in a later section.
Next,we consider the convergence of the sequence of positive definite solutions ofXn = f (X),n 2.
Corollary 3.8. Let f ∈ C(P(k)) and let Xn(n 2) be the unique positive definite solution of Xn = f (X). Then
limn→∞ Xn = I. In particular, limn→∞ Xnn = f (I).
Proof. Let fn = f (X)1/n. Then fn → cI , the constant map of the identity matrix with L(fn) 1/n. By
Proposition 3.2, the sequence of ﬁxed points Xn converges to I, the ﬁxed point of the constant map cI .
By continuity of f , we also have
lim
n→∞X
n
n = limn→∞ f (Xn) = f (I). 
Example 3.9. We consider the matrix trinomial equation (or higher order Stein equation)
Xn = A + MXMT (3.5)
where A is positive definite and M is an arbitrary square matrix. For n = 1, the equation has a unique
positive definite solution if ρ(MMT ) < 1. We show that if n 2, it has a unique positive definite solu-
tion for any square matrix M and the sequence of solutions converges to the identity matrix. Let
Mi ∈ GL(k,R) be a sequence converging toM. The function f (X) = A + MXMT is nonexpansive on P(k);
for X ,Y > 0,
δ(A + MXMT ,A + MYMT ) = lim
i→∞
δ
(
A + MiXMTi ,A + MiYMTi
)
 lim
i→∞
δ(X ,Y) = δ(X ,Y),
where the inequality follows from the invariant property of congruence transformations and the non-
expansive property of additions. By Corollary 3.8, the equation Xn = f (X) has a unique positive definite
solution Xn(n 2) and limn→∞ Xn = I.
Corollary 3.10. Let f ∈ C(P(k)) and let Xn be the unique positive definite solution of X1+ 1n = f (X), or
equivalently Xn+1 = f (X)n. Suppose that f can be extended continuously on the closed convex cone of
positive semidefinite matrices. If the sequence Xn is bounded then the equation X = f (X) has a positive
semidefinite solution.
Proof. Let X̂ be a limit point of Xn and let Xnk be a subsequence of Xn converging to X̂. Then X̂  0 and
X̂ = lim
nk→∞
X
1+ 1nk
nk
= lim
nk→∞
f (Xnk ) = f (X̂)
which implies that X̂ is a positive semidefinite solution of X = f (X). 
Example 3.11. Let A =
(
1 1
1 2
)
,M =
(
1 −1
1 2
)
. Consider the matrix trinomial equation
Xn = A + MXMT .
The unique solution for n = 1 is X =
(
− 137 27
2
7 − 37
)
, which is not positive definite. Therefore, the
sequence of the unique positive definite solutions of Xn+1 = (A + MXMT )n is unbounded.
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4. Invariant properties
In this section we investigate some invariant properties of the solution map F(A, t, f ). We note that
the general linear groupGL(k,R) acts via congruence transformations on P(k),M.X := M(X) = MXMT .
Deﬁnition 4.1. ForM ∈ GL(k,R), f ∈ C(P(k)) and X ∈ P(k), we deﬁne
f˜ (X) = (f (X−1))−1
andM.f := M ◦ f ◦M−1 .
Proposition 4.2. The map 
 : GL(k,R) ×C(P(k)) → C(P(k)) deﬁned by 
(M, f ) = M.f is a continuous
GL(k,R)-action onC(P(k)) satisfying
M˜.f = (M−1)T .f˜ . (4.6)
Proof. We note thatM.f and f˜ are nonexpansive on P(k) because the inversion and congruence trans-
formations are isometries. LetM,N ∈ GL(k,R). Then
M.(N.f ) = M.(N ◦ f ◦N−1 )
= M ◦ (N ◦ f ◦N−1 ) ◦M−1
= (M ◦N) ◦ f ◦ (N−1 ◦M−1 )
= MN ◦ f ◦(MN)−1
= (MN).f ,
whichshowsthat (M, f ) → M.f is anactionofGL(k,R)onP(k). (4.6) follows fromM ◦ ι = ι ◦(M−1)T . 
Theorem 4.3. Let t ∈ (0, 1) be ﬁxed.
(i) F(M.B, t,M.f ) = M.F(B, t, f ). That is, the following diagram commutes:
where × 
 denotes the product GL(k,R)-action on P(k) ×C(P(k)) by
(× 
)(M,X , f ) = (M.X ,M.f ).
In otherwords, themap F(·, t, ·) is a continuousGL(k,R)-action homomorphism fromP(k) ×C(P(k))
to P(k).
(ii) F(B, t, f )−1 = F(B−1, t, f˜ ). That is, the following diagram commutes:
Proof. (i) Note that
M.f (X) = Mf (X)MT = Mf (M−1(MXMT )(MT )−1)MT = (M.f )(M.X).
Let X = F(B, t, f ). Then X = B#t f (X), and by Proposition 2.1 we have
M.X = M.(B#t f (X)) = (M.B)#t(M.f (X)) = (M.B)#t [(M.f )(M.X)].
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It then follows from Theorem 3.4 that
F(M·B, t,M·f ) = M·X = M·F(B, t, f ).
(ii) From the inversion property of the geometricmean (Proposition 2.1 (2))we see thatX = B#t f (X)
if and only if
X−1 = B−1#t(f (X))−1 = B−1#t f˜ (X−1).
Therefore, F(B, t, f )−1 = X−1 = F(B−1, t, f˜ ). 
Remark 4.4. We note that F(·, t, idP(k)) = idP(k) for all t ∈ (0, 1). Indeed, A#tX = X if and only if X = A.
The previous results can be regarded as natural (parameterized) extension of the congruence trans-
formations and the matrix inversion by restricting to idP(k) onC(P(k)).
Corollary 4.5. Let t ∈ (0, 1) be ﬁxed real number.
(i) For (M, f ) ∈ GL(k,R) ×C(P(k)),μ(M, f ) := M−1.F(I, t,M.f ) is a unique positive definite solution of
the matrix equation
X = M−1.(M.f (X))t .
Furthermore,M−1.F(I, 1/2,M.f ) is the unique positive definite solution of the matrix equation
X(MTM)X − f (X) = 0.
(ii) Deﬁne κ : GL(k,R) ×C(P(k)) → GL(k,R) × P(k) by κ(M, f ) = (M,μ(M, f )). Then the following dia-
gram commutes:
Proof. (i) Let X = M−1.F(I, t,M.f ). Then by Theorem 4.3, X = F(M−1(M−1)T , t, f ) and hence X =
(M−1(M−1)T )#t f (X). By Proposition 2.1,MXMT = I#t(M.f (X)) = (M.f (X))t or X = M−1.(M.F(X))t .
Next, by the Riccati Lemma (Proposition 2.1 (4)), the matrix equation
X(MTM)X = f (X)
is equivalent to X = (MTM)−1#f (X). Then the unique positive definite solution is
X = F((MTM)−1, 1/2, f ) = M−1.F(I, 1/2,M.f ).
(ii) This follows from thatM.μ(M.f ) = M.(M−1.F(I, 1/2,M.f )) = F(I, 1/2,M.f ). 
Example 4.6. Let A be a positive semidefinite matrix and let B be a positive definite matrix. Then
F(B, 1/2, tA) = 1
2
(B + B#(B + 4A))
and
F(B, 1/2, t˜A) = 2(B−1 + B−1#(B−1 + 4A))−1.
Proof. Let X0 = 12 (I + (I + 4A)1/2). Then
X20 =
1
4
(2I + 2(I + 4A)1/2 + 4A) = A + X0.
That is, X0 = I#(A + X0) = (A + X0)1/2. This implies that X0 = 12 (I + (I + 4A)1/2) is the unique posi-
tive definite solution of
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(A + X)1/2 = X. (4.7)
Next, suppose that X is the unique positive definite solution of B#(A + X) = X. By the homogeneous
property of the geometric mean, we have that
B−1/2XB−1/2 = B−1/2(B#(A + X))B−1/2
= (B−1/2BB−1/2)#(B−1/2(A + X)B−1/2)
= I#(B−1/2AB−1/2 + B−1/2XB−1/2)
= (B−1/2AB−1/2 + B−1/2XB−1/2)1/2.
It then follows from (4.7) that B−1/2XB−1/2 = 1
2
(I + (I + 4B−1/2AB−1/2)1/2) and therefore
F(B, 1/2, tA) = X = 1
2
(B + (B#(B + 4A))). (4.8)
By Theorem 4.3, we have
F(B, 1/2, t˜A) = F(B−1, 1/2, tA)−1 (4.8)=
(
1
2
(B−1 + B−1#(B−1 + 4A)
)−1
= 2(B−1 + B−1#(B−1 + 4A))−1. 
5. Numerical experiments
In this section, we carry out several numerical experiments to compute positive definite solution
of the matrix equations:
Xn=MXMT , M is nonsingular, (5.9)
Xn=A + MXMT , A is positive semideﬁnite, (5.10)
Xn=A + M(B + X−1)−1MT , A,B are positive semideﬁnite. (5.11)
Our experiment were done inMATLAB 7.1, which has the unit roundoff u = 2−53 ≈ 1.1 × 10−16. We
show that the positive definite solutions can be obtained by the iterations
Xi+1= (MXiMT )1/n, (5.12)
Xi+1= (A + MXiMT )1/n, (5.13)
Xi+1= (A + M(B + X−1i )−1MT )1/n (5.14)
with the startingmatrix I [10]. In the implementations, the iterations are terminatedwhen the relative
residuals ρ1(Xi), ρ2(Xi), and ρ3(Xi) satisfy⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
ρ1(Xi) = ‖ﬂ(X
n
i
−MXiMT )‖F
‖Xi‖nF+‖M‖F ‖Xi‖F ‖MT ‖F
 ku,
ρ2(Xi) = ‖ﬂ(X
n
i
−A−MXiMT )‖F
‖Xi‖nF+‖A‖F+‖M‖F ‖Xi‖F ‖MT ‖F
 ku,
ρ3(Xi) = ‖ﬂ(X
n
i
−A−M(B+X−1
i
)−1MT )‖F
‖Xi‖nF+‖A‖F+‖M‖F ‖(B+X−1i )−1‖F ‖MT ‖F
 ku.
Example 5.1. Consider the matrix equation (5.9) where
M =
⎛⎝0.7922 0.0357 0.67870.9594 0.8491 0.7577
0.6557 0.9339 0.7431
⎞⎠
and n = 2, 3, 4, 5. We use iterative method (5.12). The results are shown in Table 1.
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Table 1
The solutions of 5.9.
n Iteration Residual error Solution(X)
2 48 5.82 × 10−16
⎛⎜⎝0.6696 1.0469 0.95471.0469 2.0070 1.8737
0.9547 1.8737 1.8590
⎞⎟⎠
3 30 5.63 × 10−16
⎛⎜⎝0.6231 0.4747 0.34370.4747 1.0616 0.8331
0.3437 0.8331 1.0269
⎞⎟⎠
4 24 5.34 × 10−16
⎛⎜⎝0.7124 0.3336 0.19410.3336 0.9224 0.5836
0.1941 0.5836 0.9137
⎞⎟⎠
5 21 4.29 × 10−16
⎛⎜⎝0.7759 0.2621 0.12820.2621 0.8874 0.4606
0.1282 0.4606 0.8881
⎞⎟⎠
Table 2
The solutions of 5.10.
n Iteration Residual error Solution(X)
2 51 2.96 × 10−16
⎛⎜⎝0.7908 1.0232 0.93251.0232 2.0699 1.8452
0.9325 1.8452 1.9123
⎞⎟⎠
3 30 5.10 × 10−16
⎛⎜⎝0.7045 0.4450 0.33940.4450 1.1211 0.7967
0.3394 0.7967 1.0693
⎞⎟⎠
4 24 3.54 × 10−16
⎛⎜⎝0.7660 0.3065 0.19780.3065 0.9750 0.5483
0.1978 0.5483 0.9489
⎞⎟⎠
5 21 5.99 × 10−16
⎛⎜⎝0.8140 0.2384 0.13480.2384 0.9339 0.4280
0.1348 0.4280 0.9187
⎞⎟⎠
Example 5.2. Consider the matrix equation (5.10) whereM is same matrix of Example 5.1,
A =
⎛⎝ 0.0120 −0.0030 0.0010−0.0030 0.0210 0.0020
0.0010 0.0020 0.0070
⎞⎠
and n = 2, 3, 4, 5. We use iterative method (5.13). The results are shown in Table 2.
Example 5.3. Consider the matrix equation (5.11), where M and A are same matrix of Examples 5.1
and 5.2, respectively,
B =
⎛⎝1.1231 0.4497 0.90240.4497 0.8283 0.7254
0.9024 0.7254 1.0292
⎞⎠
and n = 2, 3, 4, 5. We use iterative method (5.14). The results are shown in Table 3.
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Table 3
The solutions of 5.11.
n Iteration Residual error Solution(X)
2 21 5.84 × 10−16
⎛⎜⎝0.3744 0.2568 0.20340.2568 0.6355 0.4711
0.2034 0.4711 0.5885
⎞⎟⎠
3 19 3.54 × 10−16
⎛⎜⎝0.5544 0.2025 0.12010.2025 0.6796 0.3774
0.1201 0.3774 0.6524
⎞⎟⎠
4 16 5.05 × 10−16
⎛⎜⎝0.6643 0.1644 0.07800.1644 0.7244 0.3141
0.0780 0.3141 0.7070
⎞⎟⎠
5 15 1.87 × 10−16
⎛⎜⎝0.7333 0.1374 0.05500.1374 0.7606 0.2686
0.0550 0.2686 0.7484
⎞⎟⎠
Example 5.4. Let
A =
⎛⎝12 −3 1−3 21 2
1 2 7
⎞⎠ , B =
⎛⎝8 3 43 6 7
4 7 10
⎞⎠ , M =
⎛⎝ 3 1 2−3 3 1
1 −1 8
⎞⎠
and X0 = I3. The results are shown in Fig. 1.
NONLINEAR MATRIX EQUATION
Fig. 1. Convergence for problems (5.9), (5.10), (5.11) with n = 2, 5, 8, 11.
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The above examples show that iterative method (5.12) and (5.13) are feasible and the convergence
speed is more rapid as n increases.
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