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LITTLEWOOD-RICHARDSON COEFFICIENTS FOR REFLECTION
GROUPS
ARKADY BERENSTEIN AND EDWARD RICHMOND
Abstract. In this paper we explicitly compute all Littlewood-Richardson co-
efficients for semisimple and Kac-Moody groups G, that is, the structure con-
stants (also known as the Schubert structure constants) of the cohomology algebra
H∗(G/P,C), where P is a parabolic subgroup of G. These coefficients are of impor-
tance in enumerative geometry, algebraic combinatorics and representation theory.
Our formula for the Littlewood-Richardson coefficients is purely combinatorial and
is given in terms of the Cartan matrix and the Weyl group of G. However, if some
off-diagonal entries of the Cartan matrix are 0 or −1, the formula may contain
negative summands. On the other hand, if the Cartan matrix satisfies aijaji ≥ 4
for all i, j, then each summand in our formula is nonnegative that implies nonneg-
ativity of all Littlewood-Richardson coefficients. We extend this and other results
to the structure coefficients of the T -equivariant cohomology of flag varieties G/P
and Bott-Samelson varieties Γi(G).
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1. Introduction
The goal of this paper is to explicitly compute the Littlewood-Richardson coeffi-
cients which are structure constants of the cohomology algebra H∗(G/B,C) for the
This work was partially supported by the NSF grant DMS-0800247.
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flag variety G/B of an arbitrary semisimple or Kac-Moody group. More precisely,
let W be the Weyl group of G and let σw ∈ H∗(G/B,C) denote the Schubert cocycle
corresponding to an element w ∈ W . Then the Littlewood-Richardson coefficients
cwu,v ∈ Z≥0, u, v, w ∈ W are defined as the structure constants of the cup product in
H∗(G/B,C) with respect to the basis {σw, w ∈ W}:
(1.1) σu ∪ σv =
∑
w∈W
cwu,vσw .
The study of Littlewood-Richardson coefficients cwu,v has a long history and is an
essential part of Schubert calculus. In enumerative geometry, these coefficients are
realized as the cardinality of triple intersections of certain Schubert varieties in gen-
eral position. From this point of view, there have been several formulas for cwu,v in
using transversality and degeneration techniques [2, 6, 11, 25, 45, 49, 48, 54]. In
algebraic combinatorics, the numbers cwu,v for special u, v, w can be determined via
puzzles or counting problems using Young tableaux [14, 15, 26, 32, 39, 51]. Other
combinatorial approaches for computing cwu,v include coinvariant algebras with Schu-
bert polynomial bases ([5, 9, 13, 36, 44]) or recursions over the Weyl groups ([8, 31]).
While there have been many interesting formulas and algorithms for computing these
numbers, they are mostly limited to special cases of reductive Lie groups G.
To the best of our knowledge, the only non-recursive formula for Littlewood-
Richardson coefficients was obtained by H. Duan in a remarkable paper [12] and
the equivariant generalization was later obtained by M. Willems in [57]. The major
issue here is that both Duan’s and Willems formulas contain a large number of sum-
mands, including several negative terms. For instance, if G = ŜL2, u = v = (s1s2)
2,
w = u2, then Duan’s formula for cwu,v has about 17,000 summands, but our formula
(2.3) contains only 19 summands (see Remark 2.8 for details). However, a com-
parison with Duan’s and Willems approaches was very productive and resulted in a
discovery of a combinatorial formula for Bott-Samelson numbers, i.e., structure con-
stants of the (equivariant) cohomology algebra of Bott-Samelson varieties (Theorem
2.10).
Remark 1.1. In fact, the Littlewood-Richardson coefficients for partial flag varieties
G/P , where P ⊃ B (e.g., for Grassmannians) is a parabolic subgroup of G are de-
termined by the respective coefficients for G/B because the pullback H∗(G/P,C) →֒
H∗(G/B,C) of canonical projection G/B → G/P turns H∗(G/P,C) into the subal-
gebra of H∗(G/B,C) spanned by a part of the Schubert basis.
Remark 1.2. In some of the above mentioned papers and several other papers the
coefficients cwu,v have been referred to as Schubert structure constants. However, we
believe that the “Littlewood-Richardson” terminology for these constants is justified
historically (it is used e.g., in [5, 7, 10, 11, 19, 26, 28, 29, 30, 38, 41, 42, 43, 44, 54])
and by a number of purely mathematical reasons. First, the classical Jacobi-Trudy
formula for Schubert classes in Grassmannians Grk(C
n) (see e.g., [10]) implies that
the structure constants of H∗(Grk(C
n),C) are the classical Littlewood-Richardson
coefficients (in fact, [10, Theorem 2] asserts that the structure constants for maximal
isotropic Grassmannians are also given by Littlewood-Richardson-Stembridge rule).
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Second, based on results of Klyachko on Horn inequalities and follow-up work (see
e.g., [2, 4, 22, 27, 46]), if Vλ, Vµ, Vν are simple G-modules and c
ν
λ,µ denotes the mul-
tiplicity dimCHomG(Vν , Vλ ⊗ Vµ), then the set of triples (λ, µ, ν) such that cνλ,µ 6= 0
is determined (up to saturation) in terms of the set of all triples (u, v, w) ∈ W 3
such that cwu,v 6= 0. Another similarity (and complementarity) of these coefficients is
that, when dim G < ∞, the representation ring R(G) (the carrier of the “genuine”
Littlewood-Richardson coefficients cνλ,µ) is the invariant algebra C[T ]
W , where T is
the maximal torus of G and the cohomology algebra H∗(G/B,C) is the coinvariant
algebra C[Lie(T )]W of the Lie algebra Lie(T ).
We compute cwu,v in terms of the W -action on the root lattice of G. Our main
formula (2.3) is very different from Duan’s and, in particular, if the Cartan matrix
satisfies aijaji ≥ 4 for all i, j, then all summands in (2.3) turn out to be nonnegative
which implies cwu,v ≥ 0 for all relevant u, v, w (Theorem 2.16). However, if the
Cartan matrix A of G has entries aij ∈ {0,−1}, the right hand side of (2.3) may
contain negative summands. Nevertheless, we believe that the negative terms can
be effectively canceled (see Remark 2.7 for details). We discuss positivity in greater
details in Theorem 2.16 and Conjectures 2.18 and 2.19.
Acknowledgments. The authors thank David Anderson, Prakash Belkale, Misha
Kapovich, Shrawan Kumar for stimulating discussions. We are grateful to Harry
Tamvakis for historical insights. Special thanks are due to Vadim Vologodsky for
explaining equivariant homology theories.
2. Definitions and main results
Let G be a Kac-Moody group and let A = (aij) be the I × I Cartan matrix of G
(where I denotes the indexing set, i.e., the set of vertices of the Dynkin diagram).
The Weyl group W of G is generated by simple reflections si, i ∈ I that act on the
root space V =
⊕
i∈I
C · αi by:
(2.1) si(αj) = αj − aijαi
for i, j ∈ I.
Definition 2.1. Let m be a positive integer and let i ∈ Im. For each subset M =
{m1 < · · · < mr} of the interval [m] := {1, 2, . . . , m} denote by iM the subsequence
(im1 , . . . , imr) ∈ Ir of i. We say that a sequence i = (i1, . . . , im) ∈ Im is reduced if the
element w = wi := si1 · · · sim ∈ W is shortest possible and define its Coxeter length
ℓ(w) := m. We say that a sequence i is admissible if ik 6= ik+1 for all j ∈ [m − 1]
(clearly, every reduced sequence is admissible). Given w ∈ W , denote by R(w) the
set of all reduced words of w, i.e, all i ∈ Iℓ(w) such that wi = w.
Definition 2.2. Let m ≥ 0 and let L,M be subsets of [m] such that |L|+ |M | = m.
We say that a bijection
ϕ : L →˜ [m] \M
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is bounded if ϕ(ℓ) < ℓ for each ℓ ∈ L. Given a sequence i = (i1, . . . , im) ∈ Im, we say
that a bounded bijection ϕ : L →˜ [m] \M is i-admissible if the sequence iM∪ϕ(L<ℓ)
is admissible for all ℓ ∈ L, where we abbreviate L<ℓ := L ∩ [ℓ − 1] (in particular
L<ℓ = ∅ if ℓ is the minimal element of L).
Example 2.3. Let I = {1, 2} with i = (1, 2, 1, 2). If L =M = {3, 4}, then
φ1 : (3, 4)→ (2, 1) φ2 : (3, 4)→ (1, 2).
are both bounded bijections. In particular, φ1 is i-admissible and φ2 is not i-
admissible.
For j ∈ I denote by 〈·, α∨j 〉 the linear function on V given by 〈αi, α∨j 〉 = aij . For
any sequence i = (i1, . . . , im) ∈ Im and bijection ϕ : L →˜ [m] \M we define the
integer pϕ by the formula
(2.2) pϕ :=
∏
ℓ∈L
〈wiM(ℓ)(−αiℓ), α∨iϕ(ℓ)〉
where
M(ℓ) := {r ∈M ∪ ϕ(L<ℓ) | ϕ(ℓ) < r < ℓ}.
If M(ℓ) = ∅, then wiM(ℓ) = 1 and if L = ∅ then pϕ = 1. The following is our
main result (in which we implicitly use the well-known fact that cwu,v = 0 unless
ℓ(w) = ℓ(u) + ℓ(v)).
Theorem 2.4. Let G be a Kac-Moody group and W = 〈si, i ∈ I〉 be its Weyl group.
Then for any u, v, w ∈ W such that ℓ(w) = ℓ(u) + ℓ(v) and any given i ∈ R(w) one
has:
(2.3) cwu,v =
∑
pϕ
with the summation over all triples (u,v, ϕ), where
• u,v ⊂ [m] such that iu ∈ R(u), iv ∈ R(v) (hence |u ∩ v|+ |u ∪ v| = m);
• ϕ : u ∩ v → [m] \ (u ∪ v) is an i-admissible bounded bijection.
Remark 2.5. The right hand side of (2.3) depends on a choice of i = (i1, . . . , im) ∈
R(w). It would be interesting to find an “optimal” i (depending on u, v and w) that
would minimize the number of summands.
Remark 2.6. It turns out that (2.3) holds if we drop the condition of i-admissibility.
See discussion after Theorem 2.10 for details.
Remark 2.7. It frequently happens that each summand of (2.3) is positive (see
Theorem 2.16 for details). Based on this observation, we can define for each u, v, w ∈
W , and i ∈ R(w) the coefficient ci,+u,v by replacing each pϕ in (2.3) with p+ϕ , where p+ϕ is
obtained by replacing each factor pℓ := 〈wiM(ℓ)(−αiℓ), α∨iϕ(ℓ)〉 in (2.2) with max(pℓ, 0).
We then define
cw,+u,v := min
i∈R(w)
ci,+u,v .
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Based on numerous examples, including all G = SLn, n ≤ 6, we can conjecture that
(2.4) cwu,v ≤ cw,+u,v
for all u, v, w ∈ W with ℓ(u)+ℓ(v) = ℓ(w). In fact, in most of examples, the inequality
(2.4) was an equality. In any case, if the inequality (2.4) holds, we can try to express
cwu,v as a“sub-sum” of one of c
i,+
u,v =
∑
p+ϕ , i.e., express the Littlewood-Richardson
coefficient cwu,v in purely nonnegative terms.
Remark 2.8. H. Duan proved in [12] that if G is semisimple, then for each u, v, w ∈
W such that ℓ(w) = ℓ(u) + ℓ(v) and a given i = (i1, . . . , im) ∈ R(w) one has in the
notation as above:
(2.5) cwu,v =
∑ ∏
1<ℓ≤m
c∗,ℓ!∏
1≤k<ℓ
ck,ℓ!
∏
1≤k<ℓ≤m
b
ck,ℓ
k,ℓ
where bk,ℓ = 〈sik+1 · · · siℓ−1(−αiℓ), α∨ik〉, 1 ≤ k < ℓ ≤ m and the summation is over all
triples (u,v, c) such that
• u,v ⊂ [1, m], iu ∈ R(w), iv ∈ R(v).
• c = (ck,ℓ|1 ≤ k < ℓ ≤ m) is a triangular array of nonnegative integers such that
(2.6) c∗,k − ck,∗ =

1 if k ∈ u ∩ v
−1 if k ∈ u ∪ v \ (u ∩ v)
0 otherwise
for k = 1, . . . , m (here we abbreviated c∗,k =
∑
1≤s<k
cs,k, ck,∗ =
∑
k<s≤m
ck,s).
Even though Duan’s formula (2.5) makes sense for any Kac-Moody group G and
bears some resemblance with our formula (2.3) (see also Remark 2.12), the formulas
are still very different: the set of all triangular arrays c in (2.5) is much larger than
the set of all relevant bounded bijections in Theorem 2.4. For instance, if G = ŜL2,
u = v = (s1s2)
2, w = u2, then Duan’s formula for cwu,v has about 17,000 summands,
but our formula (2.3) contains only 19 summands.
In fact, Theorem 2.4 is a particular case of more general result (Theorem 2.13)
in which we compute all T -equivariant Littlewood-Richardson coefficients pwu,v ∈
Sℓ(u)+ℓ(v)−ℓ(w)(V ) that are defined by:
(2.7) σTu ∪ σTv =
∑
w∈W
pwu,vσ
T
w ,
where H∗T (G/B) is the T -equivariant cohomology algebra of G/B (see e.g., [34,
Section 11.3]), T ⊂ B is a maximal torus of G, and σTw is the T -equivariant Schubert
cocycle (it is well-known that pwu,v is homogeneous of degree ℓ(u) + ℓ(v) − ℓ(w), in
particular, cwu,v = δℓ(w),ℓ(u)+ℓ(v)p
w
u,v).
Using results of [12, 56, 57], we compute pwu,v via the Bott-Samelson coefficients
pi,KK ′,K ′′ as follows.
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Recall that for each sequence i = (i1, . . . , im) ∈ Im the i-th Bott-Samelson variety
Γi = Γi(G) of G is defined by:
Γi = (Pi1 ×B Pi2 ×B · · · ×B Pim)/B
where Pi, i ∈ I stands for the i-th minimal parabolic subgroup (see e.g., [56]).
It is well-known (see e.g., [1, 34]) that the T -equivariant cohomology algebra
H∗T (Γi,C) has a C-linear basis {σTK}, where K runs over all subsets of [m]. There-
fore, one defines the equivariant Bott-Samelson coefficients pi,KK ′,K ′′ ∈ S |K|−|K
′∪K ′′|(V )
similarly to (2.7) by:
(2.8) σTK ′ ∪ σTK ′′ =
∑
pi,KK ′,K ′′σ
T
K ,
where the summation is over all subsets K ⊂ [m] such that K ′ ∪ K ′′ ⊂ K and
|K| ≤ |K ′|+ |K ′′|.
Note that pi,KK ′,K ′′ = δK,K ′∪K ′′ if K
′ ∩K ′′ = ∅.
The following result was proved by H. Duan in [12, Lemma 5.1] for the ordinary
cohomology and by M. Willems in [56, Proposition 9] in the T -equivariant setting
(see also our algebraic generalization, Theorem 3.18 and Corollary 4.20).
Proposition 2.9. Let G be a Kac-Moody group and W be its Weyl group. Then for
any sequence i = (i1, . . . , im) ∈ Im one has:
(a) The pullback of the canonical projection µi : Γi → G/B is an algebra homo-
morphism µ∗i : H
∗
T (G/B,C)→ H∗T (Γi,C) given by
µ∗i (σ
T
w) =
∑
K⊂[m]:iK∈R(w)
σTK
for all w ∈ W (with the convention that µ∗i (σw) = 0 if iK /∈ R(w) for all k ⊂ [m]).
(b) If i ∈ R(w) for some w ∈ W , then for any u, v ∈ W the equivariant Littlewood-
Richardson and Bott-Samelson coefficients are related by:
(2.9) pwu,v =
∑
p
i,[m]
K ′,K ′′ ,
with the summation over all subsets K ′, K ′′ ∈ [m] such that iK ′ ∈ R(u), iK ′′ ∈ R(v).
Thus, according to (2.9), in order to compute all pwu,v, it suffices to compute p
i,K
K ′,K ′′.
To do so, we need some notation.
For each bijection ϕ : L→˜[m] \M and any k /∈ L we define a root α(ϕ)k ∈ V by
(2.10) α
(ϕ)
k :=
 −→∏
r∈M<k∪ϕ(L<k)
sir
 (αik) .
The following result, to the best of our knowledge, was previously unknown.
Theorem 2.10. Let G be a Kac-Moody group and W = 〈si, i ∈ I〉 be its Weyl group.
Then (in the notation of Theorem 2.4) for each i ∈ Im and K,K ′, K ′′ ⊂ [m] with
K ′ ∪K ′′ ⊂ K, |K| ≤ |K ′|+ |K ′′| one has:
(2.11) pi,KK ′,K ′′ =
∑
pϕ ·
∏
k∈(K ′∩K ′′)\L
α
(ϕ)
k
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with the summation over all pairs (L, ϕ), where
• L is a subset of K ′ ∩K ′′ such that |L|+ |K ′ ∪K ′′| = |K|;
• ϕ : L → K \ (K ′ ∪K ′′) is a bounded bijection.
We prove Theorem 2.10 in Section 5.
Remark 2.11. The Bott-Samelson coefficients ci,KK ′,K ′′ ∈ Z for the ordinary cohomol-
ogy H∗(Γi(G),C) are given by
ci,KK ′,K ′′ = δ|K|,|K ′|+|K ′′|p
i,K
K ′,K ′′.
In this case, i.e., when |K| = |K ′| + |K ′′|, the formula (2.11) simplifies because
L = K ′ ∩ K ′′ and the thus summation in (2.11) is over all bounded bijections ϕ :
K ′ ∩K ′′ → K \ (K ′ ∪K ′′).
Remark 2.12. The coefficients ci,KK ′,K ′′ were computed in [12] and p
i,K
K ′,K ′′ were com-
puted for any K,K ′, K ′′ in [57]. In the notation of Remark 2.8 one has:
(2.12) c
i,[m]
K ′,K ′′ =
∑ ∏
1<ℓ≤m
c∗,ℓ!∏
1≤k<ℓ
ck,ℓ!
∏
1≤k<ℓ≤m
b
ck,ℓ
k,ℓ ,
where the summation is over all c such that
c∗,k − ck,∗ =

1 if k ∈ K ′ ∩K ′′
−1 if k ∈ K ′ ∪K ′′ \ (K ′ ∩K ′′)
0 otherwise
for k = 1, . . . , m.
Indeed, proving that the right hand sides of (2.11) and (2.12) are equal, is a rather
interesting and challenging combinatorial problem.
Note that, unlike (equivariant) Littlewood-Richardson coefficients, the (equivari-
ant) Bott-Samelson coefficients pi,KK ′,K ′′ are not always positive. Therefore, the formula
(2.9) is not optimal. In fact, combining (2.11) with (2.9) (provided that ℓ(u)+ℓ(v) =
ℓ(w)), we obtain the assertion of Theorem 2.4 with the i-admissibility condition
dropped. For instance, in the example of Remark 2.8, dropping i-admissibility would
(modestly) increase the number of summands in (2.3) from 19 to 190.
Instead of directly combining (2.11) with (2.9), we introduce (and compute) the
“interpolating” coefficients as follows. For any triple of sequences i ∈ Im, i′ ∈ Im′,
i′′ ∈ Im′′ define the relative (T -equivariant) Littlewood-Richardson coefficient pii′,i′′
by
(2.13) pii′,i′′ =
∑
p
i,[m]
K ′,K ′′
where the summation is over all pairs K ′, K ′′ ⊂ [m] such that iK ′ = i′, iK ′′ = i′′ (in
the notation of Definition 2.1).
We get that equation (2.9) simplifies to:
(2.14) pwu,v =
∑
pii′,i′′
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for all u, v, w ∈ W and any given i ∈ R(w), where the summation is over all sub-
sequences i′, i′′ of i such that i′ ∈ R(u), i′′ ∈ R(v).
The following Theorem is our second main result which, taken together with (2.14),
finishes the computation of all equivariant Littlewood-Richardson coefficients (and
thus verifies Theorem 2.4).
Theorem 2.13. Let G be a Kac-Moody group and W = 〈si, i ∈ I〉 be its Weyl group.
Then for each admissible sequence i ∈ Im one has:
(2.15) pii′,i′′ =
∑
pϕ ·
∏
k∈(K ′∩K ′′)\L
α
(ϕ)
k
with the summation over all quadruples (K ′, K ′′, L, ϕ), where
• K ′ and K ′′ are subsets of [m] such that iK ′ = i′, iK ′′ = i′′;
• L is a subset of K ′ ∩K ′′ such that |L|+ |K ′ ∪K ′′| = m;
• ϕ : L → [m] \ (K ′ ∪K ′′) is an i-admissible bounded bijection.
We prove Theorem 2.13 in Section 5. Note that the right hand side of (2.3)
and (2.15) makes sense for any Coxeter group W acting on V by (2.1), even if the
group G does not exist. The only data needed is the Cartan matrix A. In fact,
the main ingredient of the proof is the realization of the relative coefficients pii′,i′′ as
the structure constants in the dual of the generalized nil-Hecke algebra of the free
Coxeter semigroup as follows (see also Section 4).
Theorem 2.14. For each Kac-Moody group G there exists a commutative S(V )-
algebra A(G) with the basis {σi}, where i runs over all sequences in Im, m ≥ 0 such
that:
(a) For any sequences i′ ∈ Im′ and i′′ ∈ Im′′ one has:
σi′σi′′ =
∑
i
pii′,i′′σi
with the summation over all sequences i ∈ Im, m ≥ 0 containing i′ and i′′ as sub-
sequences and such that m ≤ m′ +m′′.
(b) The linear span of all σi with admissible i is a subalgebra Aadm(G) of A(G).
(c) The association σTw 7→
∑
i∈R(w)
σi defines an injective algebra homomorphism
(2.16) H∗T (G/B) →֒ Aadm(G) .
(d) Given i ∈ Im, the association
(2.17) σi′ 7→

∑
K⊂[m]:iK=i′
σTK if i
′ is a subsequence of i
0 otherwise
for all i′ ∈ Im′, m′ ≥ 0 defines an algebra homomorphism A(G) → H∗(Γi(G),C);
moreover, the canonical algebra homomorphism ϕ∗i : H
∗
T (G/B,C)→ H∗T (Γi,C) from
Proposition 2.9(a) factors through as the composition of (2.16) and (2.17).
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(e) For each i ∈ Im the linear span Ji ⊂ A(G) of all σi′ such that i′ is not a
subsequence of i is an ideal in A(G); moreover, the kernel of (2.17) is Ji, hence one
has an injective homomorphism of algebras
(2.18) A(G)/Ji →֒ H∗(Γi(G),C)
We prove Theorem 2.14 in Section 4 (as a corollary of Proposition 4.16 and The-
orem 4.19).
Remark 2.15. It follows from the results of Section 4 that the linear span of all σi′
with admissible i′ is an S(V )-subalgebra (which we denote Aadm(G)) of A(G).
Therefore, it would be natural to conjecture that for each i there is are varieties (or
at least a topological spaces) Xi = Xi(G) and X
adm
i = X
adm
i (G) with the T -action
and T -equivariant morphisms Γi(G)։ Xi ։ X
adm
i → G/B such that:
• the canonical projection µi : Γi(G)→ G/B factors through as Xi and Xadmi .
• H∗T (Xadmi ,C) ∼= Aadmi (G), H∗T (Xi,C) ∼= Ai(G) and the algebra homomorphisms
H∗T (G/B,C)→ Aadmi (G)/Jadmi →֒ Ai(G)/Ji →֒ H∗(Γi(G),C)
are just the pullbacks of the above morphisms Γi(G) ։ Xi ։ X
adm
i → G/B (here
Jadmi = Ji ∩ Aadm(G)).
If i ∈ R(w), then Xadmi should be thought of as a “minimal resolution” of singu-
larities of the corresponding Schubert variety in G/B.
We now apply Theorems 2.4 and 2.13 to give a combinatorial proof of positivity
of the (equivariant) Littlewood-Richardson coefficients for a large class Kac-Moody
groups. In [35], Kumar and Nori proved that if A is a Cartan matrix of some Kac-
Moody group G, then every coefficient cwu,v ≥ 0. This result for semisimple groups
G is known via Kleiman’s transversality [21] and transitivity of G-action on the
flag variety G/B. For equivariant coefficients corresponding to Kac-Moody groups,
Graham in [17] proved that pwu,v have nonnegative coefficients as polynomials in the
basis {αi}i∈I . To the best of our knowledge, all known positivity proofs rely on the
geometry of the flag variety G/B.
In Section 4 we introduce the notion of compatibility of a quasi-Cartan matrix A,
i.e., an I × I-matrix over k such that aii = 2 for i ∈ I and aij = 0⇔ aji = 0, and a
Coxeter groupW = 〈si, i ∈ I〉 by requiring thatW acts on the root space V =
⊕
i∈I
kαi
by reflections defined in (2.1). We define the generalized Littlewood-Richardson
coefficients pwu,v = p
w
u,v(A), c
w
u,v = δℓ(w),ℓ(u)+ℓ(v)p
w
u,v for each such a compatible pair
(A,W ) and all relevant u, v, w ∈ W .
Theorem 2.16. Let A be a quasi-Cartan matrix over R compatible with a Coxeter
group W such that
(2.19) aij < 0 and aijaji ≥ 4
for all i 6= j. Then all cwu,v are non-negative and all pwu,v ∈ R≥0[αi, i ∈ I].
The above theorem covers precisely those Kac-Moody groups G whose Weyl group
W is a Coxeter group with no braid relations. We prove Theorem 2.16 in Section 6
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by verifying that each factor of pϕ in (2.2) is nonnegative. This proof is completely
combinatorial and relies on no geometry.
It is easy to show (see Section 7) that for each pair i 6= j the inequality cwu,v ≥ 0
for all u, v, w ∈ Wij = 〈si, sj〉 is equivalent to:
(2.20) aij ≤ 0 and: either aijaji ≥ 4 or aijaji =
(
2 cos(
π
nij
)
)2
where nij ∈ Z>0 is the order of sisj in Wij ⊂ W . In 1971 E. B. Vinberg proved in
[55] that the condition (2.20) is equivalent to discreteness of the W -action on RI .
The following conjecture refines Theorem 2.16 and asserts that this necessary
condition is also sufficient.
Conjecture 2.17. Let A = (aij) be a quasi-Cartan matrix such that (2.20) holds for
all i 6= j (i.e., W acts discretely on RI). Then all Littlewood-Richardson coefficients
cwu,v are nonnegative and all p
w
u,v ∈ R≥0[αi, i ∈ I].
Note that the quasi-Cartan matrices in the conjecture include all Cartan matrices
of Kac-Moody groups and those involved in Theorem 2.16. In the case where W =
〈s1, s2〉 is a dihedral group of order 2n and A is a 2 × 2 symmetric matrix with
a12 = a21 = 2 cos(
π
n
), the nonnegativity of cwu,v has been verified by the first author
and M. Kapovich in [3, Corollary 13.7].
We conclude Section 2 with the (yet conjectural) construction of (equivariant)
Littlewood-Richardson polynomials pwu,v(A) and their strong positivity conjecture.
Indeed, our definition of relative coefficients makes sense for the universal Coxeter
group Ŵ generated by si, i ∈ I acting on Z[A]I , where Z[A] = Z[aij , i 6= j] so
that each pii′,i′′ belong to Z[A, αi, i ∈ I], i.e., pii′,i′′ = pii′,i′′(A) is a polynomial of the
universal Cartan matrix A = (aij) and all αi (i.e., it is a polynomial in |I|(|I| − 1)+
|I| = |I|2 variables since aii = 2 for i ∈ I).
Therefore, given any Coxeter group W generated by si, i ∈ I we define a polyno-
mial piu,v(A) for any u, v ∈ W and any i ∈ Im (with ℓ(u)+ℓ(v) ≥ m) by the following
analogue of (2.14):
(2.21) piu,v(A) =
∑
pii′,i′′(A)
with the summation is over all sub-sequences i′, i′′ of i such that i′ ∈ R(u), i′′ ∈
R(v). By the construction, if A is a (quasi-)Cartan matrix compatible with W , then
piu,v(A)|A=A = pwu,v for all u, v, w ∈ W with ℓ(u) + ℓ(v) ≥ ℓ(w) and all i ∈ R(w).
We define the polynomial piu,v(t) ∈ k[t, αi, i ∈ I] by the specialization
piu,v(t) := p
i
u,v((1 + t) · A− 2t · Id) ,
where Id is the I× I identity matrix. By definition, piu,v(0) = pwu,v for each i ∈ R(w).
Based on numerous examples (see Section 7), we expect a that stronger positivity
result holds.
Conjecture 2.18. For any A and W as in Conjecture 2.17 each polynomial piu,v(t)
has nonnegative real coefficients.
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In fact, the coefficients of piu,v(t) belong to the sub-ring of R generated by all aij,
e.g., if A is an integer matrix, then the above conjecture asserts that all piu,v(t) ∈
Z≥0[t, αi, i ∈ I]. We verify the conjecture in Section 6 in the case when W is a free
Coxeter group. The conjecture has also been verified by computer calculations for
all piu,v(t) in finite types A3 and A4.
The polynomials piu,v(t) depends on the choice i ∈ R(w), however, it frequently
happens that piu,v(t) = p
i′
u,v(t) for i
′ 6= i. Denote by ∼ the equivalence relation on
R(w) generated by pairs (i, i′′) where i′ is obtained from i by switching a single
pair of adjacent indices ik and ik+1 such that aik,ik+1 = 0. We refer to this as the
commutativity relation on R(w) and, following [50], we say that w ∈ W is fully
commutative if R(w) is a single equivalence class.
Conjecture 2.19. For any A and W as in Conjecture 2.17 we have for i, i′ ∈ R(w)
such that i ∼ i′:
piu,v(t) = p
i′
u,v(t) .
In particular, if w is a fully commutative element inW , then pwu,v(t) is well-defined.
In particular, if ℓ(w) = ℓ(u)+ℓ(v) and w is fully commutative, Conjectures 2.18 and
2.19 imply that cwu,v(t) := p
w
u,v(t) is a well-defined polynomial in t with nonnegative
real coefficients.
If W is a free Coxeter group, then the conjecture trivially is true. We also verified
the conjecture in finite types A3 and A4.
3. Twisted group algebras and generalized Littlewood-Richardson
coefficients
We begin with some facts on twisted group algebras. Let W be a monoid or a
group and let Q be a commutative algebra over a field k. For any covariantW -action
on Q (i.e., such that w(q1 ·q2) = w(q1) ·w(q2)) we define the twisted group (or, rather,
monoidal) algebra QW := Q⋊ kW generated by Q and W subject to the relations:
wq = w(q) · w
for all q ∈ Q, w ∈ W .
We regard QW as a Q-module via the left multiplication. Note that one has a
k-linear isomorphism
ι : kW ⊗QW→˜QW
⊗
Q
QW
given by w ⊗ qw′ 7→ w ⊗ qw′ = q(w ⊗ w′). Taking into account that kW ⊗ QW is
naturally a k-algebra, this isomorphism turns QW
⊗
Q
QW into an associative algebra
as well. That is, the product in QW
⊗
Q
QW is given by (cf. [31, Section 4.14]):
(q1w1 ⊗ q2w2)(q′1w′1 ⊗ q′2w′2) = (w1 ⊗ q1q2w2)(w′1 ⊗ q′1q′2w′2) = w1w′1 ⊗ q1q2w2q′1q′2w′2
(note however, that in general the product in QW and in QW
⊗
Q
QW is not Q-linear).
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Proposition 3.1. For any commutative module algebra Q over a monoid W one
has:
(a) The algebra QW is a co-commutative coalgebra in the category of Q-modules
with the coproduct δ : QW → QW
⊗
Q
QW and the counit ε : QW → Q given respec-
tively by:
δ(qw) = qδ(w) = w ⊗ qw, ε(qw) = q
for all q ∈ Q, w ∈ W .
(b) The coproduct δ from (a) is a homomorphism of algebras.
(c) For any x, y, z ∈ QW one has in the algebra QW
⊗
Q
QW :
(3.1) δ(x) · (y ⊗ z) = x(1)y ⊗ x(2)z ,
where δ(x) = x(1) ⊗ x(2) in the Sweedler notation.
Proof. Prove (a). First, verify that δ is Q-linear. Indeed,
δ(q1q2w) = w ⊗ q1q2w = q1w ⊗ q2w = q1(w ⊗ q2w) = q1δ(q2w) .
Furthermore, the identity
(δ ⊗ 1)δ(qw) = δ(w)⊗ qw = w ⊗ w ⊗ qw = w ⊗ δ(qw) = (1⊗ δ)δ(qw)
verifies the coassociativity of δ. Now verify the counit axiom:
(ε⊗ 1)δ(qw) = (ε⊗ 1)(w ⊗ qw) = qw = (1⊗ ε)(qw) = (1⊗ ε)δ(qw) .
Finally, let us verify the co-commutativity. Let τ : QW
⊗
Q
QW be the permutation
of factors. Then
τδ(qw) = τ(w ⊗ qw) = qw ⊗ w = w ⊗ qw = δ(qw) .
This proves (a).
Prove (b) now. Indeed,
δ((q1w1)(q2w2)) = δ((q1w1(q2))w1w2) = w1w2 ⊗ (q1w1(q2))w1w2
= w1w2 ⊗ q1w1q2w2 = (w1 ⊗ q1w1)(w2 ⊗ q2w2) = δ(q1w1)δ(q2q2) .
This proves (b).
Prove (c) now. Indeed, it suffices to verify (3.1) for x = q1w1, y = q2w2, z = q3w3:
δ(q1w1) · (q2w2 ⊗ q3w3) = (w1 ⊗ q1w1)(w2 ⊗ q2q3w3) = w1w2 ⊗ q1w1q2q3w3
= w1(q2)w1w2 ⊗ q1w1q3w3 = w1q2w2 ⊗ q1w1q3w3 = w1y ⊗ q1w1z .
Part (c) is proved.
Therefore, the proposition is proved. 
Remark 3.2. Note that QW is not a bialgebra in the category of Q-modules because
neither QW nor QW
⊗
Q
QW is not an algebra in this category.
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Clearly, if M and N are free Q-modules, and BM , BN are bases respectively in M
and N , then the set BM ⊗ BN = {b⊗ b′ | b ∈ BM , b′ ∈ BN} is a basis of M
⊗
Q
N .
In particular, if B is a basis of QW , then set B⊗B ∼= B×B is a basis of QW
⊗
Q
QW .
Using this, for each basis B = {xw, w ∈ W} of QW , we define generalized Littlewood-
Richardson coefficients pwu,v ∈ Q by the formula:
(3.2) δ(xw) =
∑
u,v∈W
pwuvxu ⊗ xv .
Dualizing this definition, we obtain the following result.
Proposition 3.3. Let f : Q → Q′ be a homomorphism of commutative k-algebras
such that the set {w ∈ W : f(pwu,v) 6= 0} is finite for all u, v ∈ W . Then there is a
unique (associative) commutative Q′-algebra Af with the free Q′-basis {σw |w ∈ W}
and the following multiplication table:
σuσv =
∑
w∈W
f(pwu,v)σw
for all u, v ∈ W .
Proof. We need the following result.
Lemma 3.4. Let δ : C → C⊗
Q
C be a coalgebra in the category of Q-modules. Assume
that B is a basis of C such that
δ(b) =
∑
b,b′∈B
pbb′,b′′b⊗ b′ ,
where all pbb′,b′′ ∈ Q. Then for any homomorphism f : Q → Q′ of commutative
k-algebras such that the set {b ∈ B : f(pbb′,b′′) 6= 0} is finite for all b′, b′′ ∈ B there is
a unique associative Q′-algebra A = Af with the basis {σb | b ∈ B} and the following
multiplication table:
σb′σb′′ =
∑
b∈B
f(pbb′,b′′)σb
for all b′, b′′ ∈ B. If, additionally, C was co-commutative, then Af is commutative.
Proof. Indeed,
(δ ⊗ 1)δ(b1) =
∑
b,b4∈B
pb1b,b4δ(b)⊗ b4 =
∑
b,b4
pb1b,b4(
∑
b2,b3∈B
pbb2,b3b2 ⊗ b3)⊗ b4
=
∑
b,b2,b3,b4∈B
pb1b,b4p
b
b2,b3
b2 ⊗ b3 ⊗ b4 .
(1⊗ δ)δ(b1) =
∑
b,b2∈B
pb1b2,bb2 ⊗ δ(b) =
∑
b,b2
pb1b2,bb2 ⊗ (
∑
b2,b3∈B
pbb3,b4b3 ⊗ b4)
=
∑
b,b2,b3,b4∈B
pb1b2,bp
b
b3,b4
b2 ⊗ b3 ⊗ b4 .
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Taking into the account that B ⊗ B ⊗ B ∼= B × B × B is the basis of C⊗
Q
C⊗
Q
C,
the coassociativity of δ implies∑
b∈B
pb1b,b4p
b
b2,b3
=
∑
b∈B
pb1b2,bp
b
b3,b4
for all b1, b2, b3, b4 ∈ B. Applying f , this implies that
(σb2σb3)σb4 =
∑
b∈B
f(pbb2,b3)σbσb4 =
∑
b,b1∈B
f(pbb2,b3p
b1
b,b4
)σb1 =
∑
b,b1∈B
f(pb1b2,bp
b
b3,b4
)σb1
=
∑
b∈B
f(pbb3,b4)σb2σb = σb2(σb3σb4) .
Finally, note that co-commutativity of C is equivalent to τδ(b) = δ(b) for all b ∈ B,
i.e., ∑
b′,b′′
b′′ ⊗ pbb′,b′′b′ =
∑
b′,b′′
pbb′,b′′b
′ ⊗ b′′ ,
i.e, pbb′′,b′ = p
b
b′,b′′ for all b, b
′, b′′ ∈ B. This implies that Af is commutative. The
lemma is proved. 
Taking C = QW , B = {xw, w ∈ W}, we finish the proof of Proposition 3.3. 
In the assumptions of Proposition 3.3 let 〈·, ·〉 : Af × QW → Q′ be the Q′-linear
pairing given by
(3.3) 〈q′σu, qxv〉 = δu,v · q′f(q)
for all u, v ∈ W , q ∈ Q, q′ ∈ Q′.
Corollary 3.5. In the assumptions of Proposition 3.3, we have
(a) The pairing (3.3) satisfies:
〈ab, x〉 = 〈a⊗ b, δ(x)〉 = 〈a, x(1)〉〈b, x(2)〉
for all a, b ∈ Af , x ∈ QW , where δ(x) = x(1) ⊗ x(2) in the Sweedler notation.
(b) For each w ∈ W the assignment a 7→ 〈a, w〉, a ∈ Af is a Q′-algebra homomor-
phism
ξw : Af → Q′
Proof. Prove (a). It suffices to verify the identity for a = σu, b = σv, x = xw. Indeed,
〈σu ⊗ σv, δ(xw)〉 = 〈σu ⊗ σv,
∑
u′,v′∈W
pwu′,v′xu′ ⊗ xv′〉 =
∑
u′,v′
f(pwu′,v′)〈σu, xu′〉〈σv, xv′〉
=
∑
u′,v′
f(pwu′,v′)δu,u′δv, x
′
v = 〈
∑
w′
pwu,vδw,w′σw′ , xw〉 = 〈σuσv, xw〉.
This proves (a).
Prove (b). The Q′-linearity of ξw is obvious. Prove that ξw respects multiplication.
Indeed, for all w ∈ W , a, b ∈ Af we have
ξw(ab) = 〈ab, w〉 = 〈a⊗ b, δ(w)〉 = 〈a⊗ b, w ⊗ w〉
= 〈a, w〉〈b, w〉 = ξw(a)ξw(b) .
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This proves (b).
The corollary is proved. 
In what follows (Proposition 3.8), we introduce the analogues of pwuv which we refer
to as relative (generalized) Littlewood-Richardson coefficients.
Definition 3.6. Given a subset S = {si, i ∈ I} of W \ {1}, we say that a subset
X = {xi, i ∈ I} of QW is S-tame ifX is a basis of the (free) Q-module
∑
i∈I Q(si−1).
For an S-tame set X we have:
(3.4) xi =
∑
j∈I
rij(sj − 1) and si = 1 +
∑
j∈I
qijxj
for some mutually inverse I × I matrices (qij) and (rij) over Q.
For any sequence i := (i1, . . . , im) ∈ Im, define a monomial xi ∈ QW by:
xi := xi1 · · ·xim
with the convention that x∅ = 1.
The following fact is obvious.
Lemma 3.7. There is a unique left action of QW on Q such that
(qw)(q′) = q · w(q′)
for q, q′ ∈ Q, w ∈ W . The QW -action on Q satisfies for all x ∈ QW :
x(q) = ε(xq) ,
where ε : QW → Q is the counit from Proposition 3.1(a).
The following result is a generalization of Kostant-Kumar recursion from [31]
Proposition 3.8. For any S-tame set X = {xi, i ∈ I} in QW we have:
(3.5) δ(xi) =
∑
i′,i′′
pii′,i′′ xi′ ⊗ xi′′
where the summation is over all pairs of sequences (i′, i′′) ∈ Im′ × Im′′ with m′, m′′ ≤
m and the coefficients pii′,i′′ are determined recursively by p
∅
∅,∅ = 1 and:
(3.6) pii′,i′′ = xi1(p
i˜
i′,i′′) +
∑
j∈I
ri1,j
(
qj,i′1sj(p
i˜
i˜′,i′′
) + qj,i′′1sj(p
i˜
i′ ,˜i′′
) + qj,i′1qj,i′′1sj(p
i˜
i˜′ ,˜i′′
)
)
,
if m ≥ 1, where i˜ stands for a sequence obtained from i by deleting the first entry i1.
Proof. First, compute δ(xi). Indeed, using (3.4), we obtain:
δ(xi) =
∑
j∈I
rij(sj ⊗ sj − 1⊗ 1) =
∑
j∈I
rij ((sj − 1)⊗ 1 + sj ⊗ (sj − 1))
= xi ⊗ 1 +
∑
j,i′′∈I
rijqj,i′′sj ⊗ xi′′ = xi ⊗ 1 + 1⊗ xi +
∑
j,i′,i′′∈I
rijqj,i′qj,i′′xi′ ⊗ xi′′ .
We need the following result.
16 ARKADY BERENSTEIN AND EDWARD RICHMOND
Lemma 3.9. For each i ∈ I, p ∈ Q we have:
xip = xi(p) +
∑
j,i′
rijqj,i′sj(p)xi′ .
Proof. Indeed,
xip =
∑
j
rij(sj − 1)p =
∑
j
rij((sj − 1)(p) + sj(p)(sj − 1)) = xi(p) +
∑
j,i′
rijsj(p)qj,i′xi′ .

Furthermore, for i = (i1, . . . , im) ∈ Im denote i˜ = i \ {i1} := (i2, . . . , im) so that
xi = xixi˜. Therefore, using the inductive hypothesis in the form:
δ(xi˜) =
∑
i˜′ ,˜i′′
pi˜
i˜′,˜i′′
xi˜′ ⊗ xi˜′′ ,
we obtain using the above computation of δ(xi), Proposition 3.1(c), and Lemma 3.9:
δ(xi) = δ(xi1)δ(xi˜) = (xi1 ⊗ 1 +
∑
j,i′′1
rii,jqj,i′′sj ⊗ xi′′1 )
∑
i˜′ ,˜i′′
pi˜
i˜′ ,˜i′′
xi˜′ ⊗ xi˜′′
=
∑
i˜′ ,˜i′′
xi1p
i˜
i˜′ ,˜i′′
xi˜′ ⊗ xi˜′′ +
∑
j,i′′1 ,˜i
′,˜i′′
ri1,jqj,i′′1 sjp
i˜
i˜′ ,˜i′′
xi˜′ ⊗ xi′′1xi˜′′
=
∑
i˜′ ,˜i′′
xi1p
i˜
i˜′ ,˜i′′
xi˜′ ⊗ xi˜′′ +
∑
j,i′′1 ,˜i
′ ,˜i′′
ri1,jqj,i′′1 (sj(p
i˜
i˜′ ,˜i′′
) + pi˜
i˜′ ,˜i′′
(sj − 1))xi˜′ ⊗ xi′′1xi˜′′
=
∑
i˜′ ,˜i′′
(
xi1(p
i˜
i˜′ ,˜i′′
)xi˜′ ⊗ xi˜′′ +
∑
j,i′1
ri1,jqj,i′1sj(p
i˜
i˜′ ,˜i′′
)xi′1xi˜′ ⊗ xi˜′′
+
∑
j,i′′1
ri1,jqj,i′′1sj(p
i˜
i˜′ ,˜i′′
)xi˜′ ⊗ xi′′1xi˜′′ +
∑
j,i′1,i
′′
1
ri1,jqj,i′′1sj(p
i˜
i˜′,˜i′′
)qj,i′1xi′1xi˜′ ⊗ xi′′1xi˜′′
)
=
∑
i′,i′′
pii′,i′′xi′ ⊗ xi′′ .
This proves (3.5). Therefore, Proposition 3.8 is proved.

We refer to pii′,i′′ as the relative Littlewood-Richardson coefficients. Since the xi
are not linearly independent in general, the relative Littlewood-Richardson are not
unique. Nevertheless, we can restore the uniqueness by replacing W with a larger
monoid as follows.
Theorem 3.10. (Folding principle) Let Q (rep. Q̂) be a commutative module algebra
over a monoid W (resp. Ŵ ). Let ϕ− : Ŵ →W be a homomorphism of monoids and
let ϕ+ : Q̂→ Q be an algebra homomorphism commuting with the Ŵ -action. Then:
(a) there exists a unique algebra homomorphism ϕ : Q̂
Ŵ
→ QW such that
ϕ|1⋊kŴ = ϕ−, ϕ|Q̂⋊1 = ϕ+
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and the following diagram is commutative:
(3.7) Q̂
Ŵ
δ̂
//
ϕ

Q̂
Ŵ
⊗
Q̂ Q̂Ŵ
ϕ⊗ϕ

QW
δ
// QW
⊗
QQW
(b) For any S-tame set X = {xi, i ∈ I} in QW , any Ŝ-tame set X̂ = {x̂k, k ∈ K}
in Q̂
Ŵ
, and a map π : K → I such that
(3.8) ϕ(x̂k) = xπ(k)
for all k ∈ K one has (for all i ∈ Im, i′ ∈ Im′, i′′ ∈ Im′′ with m′, m′′ ≤ m):
(3.9) pii′,i′′ =
∑
ϕ(p̂ jj′,j′′) ,
where j ∈ Km is any sequence such that π(j) = i and the summation is over all
sequences j′ ∈ Km′, j′′ ∈ Km′′ such that π(j′) = i′, π(j′′) = i′′, where p̂ jj′,j′′ are relative
Littlewood-Richardson coefficients for Q̂
Ŵ
.
Proof. Prove (a). We verify the first assertion. Define a linear map ϕ : Q̂
Ŵ
→ QW
by:
ϕ(q̂ŵ) = ϕ+(q̂)ϕ−(ŵ) .
In order to prove that ϕ is an algebra homomorphism it suffices to show that ϕ(ŵq̂) =
ϕ(ŵ)ϕ(q̂) for all q̂ ∈ Q̂, ŵ ∈ Ŵ . Indeed,
ϕ(ŵq̂) = ϕ(ŵ(q̂) · w) = ϕ+(ŵ(q̂)) · ϕ−(ŵ)
= (ϕ−(ŵ))(ϕ+(q̂))ϕ−(ŵ) = ϕ−(ŵ) · ϕ+(q̂) = ϕ(ŵ)ϕ(q̂) .
Now verify the commutativity of the diagram (3.7). Indeed,
δ(ϕ(q̂ŵ)) = δ(ϕ(q̂)ϕ(ŵ)) = ϕ(ŵ)⊗ ϕ(q̂ŵ) = (ϕ⊗ ϕ)(ŵ ⊗ q̂ŵ) = (ϕ⊗ ϕ)δ̂(q̂ŵ) .
This proves (a).
Prove (b) now. We need the following result.
Lemma 3.11. Let Ŵ be the free monoid generated by S ⊂W , then:
(i) One has a (unique) algebra homomorphism ϕ : Q
Ŵ
→ QW such that ϕ|S = IdS
and ϕ|Q = IdQ;
(ii) for any S-tame set X = {xi ∈ I} in QW the set
X̂ = {x̂i = ϕ−1(xi) ∩
∑
s∈S
Q · (s− 1), i ∈ I}
is S-tame in Q
Ŵ
;
(iii) The monomials x̂i = x̂i1 · · · x̂im are Q-linearly independent in QŴ .
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(iv) Each relative Littlewood-Richardson coefficient p̂ ii′,i′′ for QŴ with respect to X̂
equals to the relative Littlewood-Richardson coefficient pii′,i′′ for QW and is uniquely
determined by the expansion (3.5):
(3.10) δ̂(x̂i) =
∑
i′,i′′
pii′,i′′x̂i′ ⊗ x̂i′′ .
Proof. Indeed, ϕ : Q
Ŵ
→ QW as an algebra homomorphism by Theorem 3.10(a).
This verifies (i). Furthermore, since the restriction of ϕ to
∑
s∈S Q · (s − 1) is the
identity map, one can trivially lift each xi ∈ X to a unique element x̂i ∈ QŴ such
that ϕ(x̂i) = xi. This verifies (ii). Let us show that all monomials xi form a basis
in the subalgebra Q
Ŵ+
of Q
Ŵ
generated by S and Q. Indeed, Q
Ŵ+
has a Q-basis of
the form wi = si1 · · · sim , where i ∈ Im, m ≥ 0 runs over all sequences. Denote by
A≤n the Q-submodule of QŴ+ spanned by all wi, i ∈ Im, m ≤ n. Also denote byB≤n the Q-submodule of QŴ+ spanned by all xi, i ∈ Im, m ≤ n. Let us show thatA≤n = B≤n. Clearly, both A≤n defines a filtration on the algebra QŴ+ such that
A≤n = (A≤1)n. Note that
xiq ∈ Q+
∑
j∈I
Q · (sj − 1) ⊆ Q +
∑
j∈I
Q · xj = B≤1
for each i ∈ I, q ∈ Q. This implies that B≤n is also a filtration on the algebra QŴ+
such that B≤n = (B≤1)n. Since A≤1 = B≤1 by definition of the tame set X̂ , we see
that A≤n = B≤n. This proves linear independence of all xi and, thus, verifies part
(iii). Finally, in view of (iii), the coefficients pii′,i′′ are uniquely determined by:
δ̂(x̂i) =
∑
i′,i′′
p̂ ii′,i′′x̂i′ ⊗ x̂i′′ .
This implies that p̂ ii′,i′′ = p
i
i′,i′′ for all relevant i, i
′, i′′ because both families {p ii′,i′′}
and {p̂ ii′,i′′} satisfy the same recursion (3.4). This verifies (iv).
The lemma is proved. 
Furthermore, we prove (3.9). Using using Lemma 3.11, without loss of generality
we may assume thatW is a free monoid generated by S = {si, i ∈ I} and Ŵ is a free
monoid generated by Ŝ = {ŝ1, . . . , ŝm}. In particular, one has a unique expansion
δ(xi) =
∑
i′,i′′
pii′,i′′xi′ ⊗ xi′′
where the summation is over all sequences i′ ∈ Im′ and i′′ ∈ Im′′ , m′, m′′ ≤ m and
δ̂(x̂j) =
∑
j′,j′′
p̂ jj′,j′′ x̂j′ ⊗ x̂j′′ ,
where the summation is over all sequences j′ ∈ Km′ and j′′ ∈ Km′′ , m′, m′′ ≤ m.
Since the diagram (3.7) is commutative, we obtain:
δ(ϕ(x̂j)) = (ϕ⊗ ϕ)(δ̂(x̂j))
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Since ϕ̂(x̂j′) = xπ(j′) for any j
′ ∈ Km′ , we obtain:
δ(xi) =
∑
j′,j′′
ϕ(p̂ jj′,j′′)xϕ(j′) ⊗ xϕ(j′′) .
Since the tensors xi′ ⊗xi′′ are Q-linearly independent, by collecting the coefficient of
each xi′ ⊗ xi′′ we obtain (3.9). The theorem is proved. 
Dualizing the assertions of Theorem 3.10, we obtain the following result.
Proposition 3.12. In the assumption of Theorem 3.10, let {xw, w ∈ W} (resp.
{x̂ŵ, ŵ ∈ Ŵ}) be a Q-linear (resp. Q̂-linear) basis of QW (resp. of Q̂Ŵ ) such that
for all ŵ ∈ Ŵ :
ϕ(x̂ŵ) =
{
xw if ŵ ∈ Ŵw
0 if ŵ /∈ Ŵw
where Ŵw ⊂ Ŵ , w ∈ W is a finite subset of Ŵ . Then:
(a) For all u, v, w ∈ W and each ŵ ∈ Ŵw one has:
(3.11) pwu,v =
∑
(û,v̂)∈Ŵu×Ŵv
ϕ(p̂ ŵû,v̂) .
(b) Assume additionally that f : Q→ Q′ and ϕ̂ : Q′ → Q̂′ are homomorphisms of
commutative k-algebras such that:
• the set {w ∈ W : f(pwu,v) 6= 0} is finite for all u, v ∈ W ;
• the set {ŵ ∈ W : f̂(p̂ ŵû,v̂) 6= 0} is finite for all û, v̂ ∈ Ŵ , where f̂ = ϕ̂ ◦ f ◦ ϕ.
Then, in the notation of Proposition 3.3, the association
σw 7→
∑
ŵ∈Ŵw
σ̂ŵ
defines a homomorphism of k-algebras ϕ∗ : Af → Âf̂ such that ϕ∗|Q′ = ϕ̂.
Proof. Prove (a) Indeed, as in the proof of (3.9), applying ϕ to the expansion (3.2)
for Q̂
Ŵ
and using commutativity of (3.7), we obtain (3.11).
Prove (b) now. Indeed,
ϕ∗(σuσv) = ϕ
∗(σuσv) =
∑
w∈W
ϕ∗(f(pwu,v)σw) =
∑
w∈W
(ϕ̂ ◦ f)(pwu,v)ϕ∗(σw)
=
∑
w∈W,ŵ∈Ŵw
(ϕ̂◦f)(pwu,v)σ̂ŵ =
∑
w∈W,ŵ∈Ŵw,
(û,v̂)∈Ŵu×Ŵv
f̂(pŵû,v̂)σ̂ŵ =
∑
(û,v̂)∈Ŵu×Ŵv
σ̂ûσ̂v̂ = ϕ
∗(σu)ϕ
∗(σv) .
This proves (b).
The proposition is proved. 
Now we will compute all relative Littlewood-Richardson coefficients for our main
class of S-tame sets X = {xi, i ∈ I}, where
(3.12) xi = α
−1
i (si − 1)
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where αi are some invertible elements of Q and si ∈ W \ {1}. We sometimes refer
to the elements xi as Demazure elements.
Corollary 3.13. For any S = {si, i ∈ I} the Demazure elements xi, i ∈ I and their
monomials xi, i ∈ Im satisfy:
δ(xi) =
∑
i′,i′′
pii′,i′′ xi′ ⊗ xi′′
where the summation is over all pairs of subsequences (i′, i′′) of i and the relative
Littlewood-Richardson coefficients pii′,i′′ are determined recursively by p
∅
∅,∅ = 1 and:
(3.13) pii′,i′′ = xi1(p
i˜
i′,i′′) + δi1,i′1si1(p
i˜
i˜′,i′′
) + δi1,i′′1si1(p
i˜
i′ ,˜i′′
) + δi1,i′1δi1,i′′1αi1si1(p
i˜
i˜′,˜i′′
)
if m ≥ 1, where i˜ stands for a sequence obtained from i by deleting the first entry i1.
Proof. Note that for the Demazure elements xi, in the notation of (3.4), we have
rij = δijα
−1
i , qij = δijαi for i, j ∈ I. Then the recursion (3.6) becomes (3.13).
Finally, it follows from (3.13) (by induction in m) that pii′,i′′ = 0 if either i
′ or i′′ is
not a sub-sequence of i. 
Proposition 3.14. For any S = {si, i ∈ I}, a Demazure S-tame set X = {xi, i ∈
I} ⊂ QW and any subalgebra R ⊂ Q such that all pii′,i′′ ∈ R one has:
(a) There exists a commutative R-algebra AX,R with the basis {σi}, where i runs
over all sequences in Im, m ≥ 0 such that:
σi′σi′′ =
∑
i
pii′,i′′σi
for any sequences i′ ∈ Im′ and i′′ ∈ Im′′, where the summation over all sequences
i ∈ Im, m ≥ 0 containing i′ and i′′ as sub-sequences and such that m ≤ m′ +m′′.
(b) For each given i ∈ Im there exists an associative algebra AX,i,R with the basis
{σ(i)j }, where j runs over all subsequences of i such that:
σ
(i)
j′ σ
(i)
j′′ =
∑
j
pjj′,j′′σ
(i)
j
for any subsequences j′, j′′ of i, where the summation over all subsequences j of i.
(c) For each i ∈ Im, m ≥ 0, the association
(3.14) σj 7→
{
σ
(i)
j if j is a subsequence of i
0 otherwise
defines a surjective homomorphism of R-algebras πi : AX,R ։ AX,i,R.
Proof. Let now Ŵ be the free monoid generated by S = {si, i ∈ I}. Then the algebra
AX,R is dual (over R) of the coalgebra QŴ , i.e., is obtained by combining Lemma 3.4
(with Q = Q′, f = idQ) and Theorem 3.10(b). The commutativity of AX,R follows
from the symmetry
pii′′,i′ = p
i
i′,i′′ ,
which directly follows from the recursive definition (3.6). This proves (a).
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Prove (b). Denote by Ci ⊂ QŴ the Q-linear span of all xj where j runs over all
subsequences of i. It follows from Corollary 3.13 that Ci is closed under the coproduct
δ : Q
Ŵ
→ Q
Ŵ
⊗
Q
Q
Ŵ
and thus Ci is a coalgebra in the category of Q-modules. Then
applying Lemma 3.4 once again, we finish the proof of (b).
Prove (c) Indeed, the natural inclusion Ci →֒ QŴ is a homomorphism of coalgebras
in the category ofQ-modules. Its dual is a homomorphism of algebras given by (3.14).
This proves (c)
The proposition is proved. 
We say that an index ik of i = (i1, . . . , im) ∈ Im is repetition-free if iℓ 6= ik
for all ℓ ∈ [m] \ {k}. And we say that i is repetition-free if each ik, k ∈ [m] is
repetition-free, i.e., all indices i1, . . . , im are distinct (equivalently, |{i}| = m, where
{i} = {i1, . . . , im} ⊂ I denotes the underlying set).
For any subsequences i′, i′′ of i and a repetition-free index i of i we define the
fi := fi(i, i
′, i′′) ∈ QW by
(3.15) fi =

αisi if i ∈ {i′} ∩ {i′′}
xi if i /∈ {i′} ∪ {i′′}
si otherwise
The following result computes all relative Littlewood-Richardson coefficients in
the repetition-free case.
Proposition 3.15. Assume that the indices i1, i2, . . . , ik of i are repetition-free. Then
for any subsequences i′, i′′ of i we have:
(3.16) pii′,i′′ = fi1fi2 · · ·fik(p(ik+1,...,im)i′\{i1,...,ik},i′′\{i1,...,ik})
In particular, if i is repetition-free, then pii′,i′′ depends only on i, {i′} ∩ {i′′}, and
{i′} ∪ {i′′}.
Proof. If the index i1 is repetition-free, the recursion (3.13) drastically simplifies:
(3.17) pii′,i′′ =

αi1si1
(
p
i\{i1}
i′\{i1},i′′\{i1}
)
if i′1 = i
′′
1 = i1
si1(p
i\{i1}
i′\{i1},i′′
) if i′1 = i1 6= i′′1
si1(p
i\{i1}
i′,i′′\{i1}
) if i′′1 = i1 6= i′1
xi1
(
p
i\{i1}
i′,i′′
)
if i1 /∈ {i′1, i′′1}
= fi1(p
(i2,...,im)
i′\{i1},i′′\{i1}
)
because in each of the cases in (3.13), all non-leading terms are zero (for instance, if
i′1 = i
′′
1 = i1, then neither i
′ not i′′ is a sub-sequence of i \ {i1}). This proves (3.16)
by induction.
The proposition is proved. 
When i has repetitions, we can reduce the computation of the relative Littlewood-
Richardson coefficients to the repetition-free case by introducing a certain class of rel-
ative repetition-free coefficients pi,KK ′,K ′′ which we refer to as generalized Bott-Samelson
coefficients.
22 ARKADY BERENSTEIN AND EDWARD RICHMOND
Definition 3.16. For any S = {si, i ∈ I} ⊂ W and any sequence i = (i1, . . . , im) ∈
Im let Ŵi be the free monoid generated by Ŝ = {ŝk}, k ∈ [m] and let ϕi : Ŵi → W
be the homomorphism of monoids given by ŝk 7→ sik for k ∈ [m]. This makes any
W -module algebra Q into a Ŵi-module algebra and thus the twisted group algebra
Then Q
Ŵi
= Q ⋊ Ŵi is is well-defined. Next, we fix the Demazure Ŝ-tame set
X̂i = {x̂k = 1αik (ŝk − 1), i ∈ I, k ∈ [m]}.
Then for any subsets K,K ′, K ′′ ⊂ [m] we set
pi,KK ′,K ′′ := p̂
k
k′,k′′
where the right hand side is the relative coefficient for the twisted group algebra
Q
Ŵi
with respect to X̂i and k ∈ [m]|K|,k′ ∈ [m]|K ′|,k′′ ∈ [m]|K ′′| are the sequences
naturally obtained from the sets K,K ′, K ′′ respectively.
By definition,
(3.18) pi,KK ′,K ′′ = p
iK ,[|K|]
ϕ(K ′),ϕ(K ′′)
for any K,K ′, K ′′, where iK is as in Definition 2.1 and ϕ : K→˜{1, . . . , |K|} is the
natural order-preserving bijection.
The following is a direct corollary of Theorem 3.10.
Corollary 3.17. For any i ∈ Im and any subsequences i′ and i′′ of i one has
(3.19) pii′,i′′ =
∑
p
i,[m]
K ′,K ′′
where the summation is over all pairs K ′, K ′′ ⊂ [m] such that iK ′ = i′, iK ′′ = i′′. In
particular, if i is repetition-free, then:
(3.20) pii′,i′′ = p
i,[m]
K ′,K ′′
where K ′ = {i′}, K ′′ = {i′′} (in the notation of (3.15)).
Since (3.19) is a copy of (2.13), this justifies the name generalized Bott-Samelson
coefficients for pi,KK ′,K ′′. We will make the analogy precise in the following result that
generalizes [56, Proposition 4].
Theorem 3.18. Let S = {si, i ∈ I} ⊂ W and X = {xi = 1αi (si − 1), i ∈ I} ⊂ QW
be a Demazure S-tame set. Then for any sequence i = (i1, . . . , im) ∈ Im, and any
W -invariant subalgebra R ⊂ Q such that such that xik(R) ⊂ R and αik ∈ R for
k ∈ [m] one has:
(a) There exists a commutative R-algebra BSX,i,R with the basis {σK , K ⊂ [m]}
such that
(3.21) σK ′σK ′′ =
∑
K⊂[m]
pi,KK ′,K ′′σK
for any subsets K ′, K ′′ ⊂ [m], where the summation over all K ⊂ [m], such that
K ′ ∪K ′′ ⊂ K and |K| ≤ |K ′|+ |K ′′|.
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(b) For each K ⊂ [m] one has in BSX,i,R:
σK =
∏
k∈K
σk .
(c) The algebra BSX,i,R is generated by σk := σ{k}, k ∈ [m] subject to the relations:
(3.22) σ2k = αikσk +
∑
ℓ<k
xik(αiℓ)σℓσk
for k ∈ [m].
(d) For each i ∈ Im the association
(3.23) σ
(i)
j 7→
∑
K⊂[m]:
iK=j
σK
defines an injective homomorphism of R-algebras πi : AX,i,R →֒ BSX,i,R.
Proof. First note that the recursion (3.13) guarantees that the algebra R contains
all pii′,i′′ and all p
i,K
K ′,K ′′.
Prove (a) now. In the notation of Proposition 3.14 define BSX,i,R := AX̂i,(1,2,...,m),R
and abbreviate
σK := σ
(1,2,...,m)
j ,
for all K ⊂ J where j is the only subsequence of (1, 2, . . . , m) such that {j} = K.
Here the algebra AX̂i,(1,2,...,m),R is associated to QŴi with Ŵi and X̂i as in Definition
3.16. Clearly, (3.21) holds in BSX,i,R. This proves (a).
Prove (b). It suffices to prove that σkσK = σ{k}∪K whenever k is less than the
minimal element of K, or, equivalently,
(3.24) p
i,{k}∪K
{k},K = 1 .
Indeed, using (3.17), we see that
p
i,{k}∪K
{k},K = ŝ1(p
(k,k1,...,kℓ)
(k),(k1,...,kℓ)
)
whereK = {k1 < k2 < · · · kℓ}. Taking into the account that pk∅,k = 1 for all sequences
k (this easily follows by induction from (3.13)), we finish the proof of (3.24). Part
(b) is proved.
Prove (c). Indeed, it follows from Definition 3.16, (3.20) and (3.17) that for any
K = {k1 < k2} ⊂ [m] and k ∈ [m] one has
p
i,{k1,k2}
{k},{k} = δk1,kp
(k,k2)
(k),(k)+ δk2,kp
(k1,k)
(k),(k) = δk1,kŝk(p
(k2)
∅,∅ )+ δk2,kx̂k1(p
(k)
(k),(k)) = δk2,kxik1 (αik) .
Taking into account that p
i,{k}
{k},{k} = p
(ik)
(ik),(ik)
= αik , we obtain:
σ2k =
∑
K⊂[m]
k∈K,|K|≤2
pi,K{k},{k}σK =
∑
k′∈[m]
p
i,{k,ℓ}
{k},{k}σ{k,ℓ} = αikσk +
∑
ℓ 6=k
p
i,{k,ℓ}
{k},{k}σ{k,ℓ}
= αikσk +
∑
ℓ 6=k
δmax(k,ℓ),kσ{k,ℓ} = αikσk +
∑
ℓ<k
σℓσk .
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This proves (3.22). It remains to prove that the relations (3.22) are defining. This
follows from the following result.
Proposition 3.19. Let A be a commutative R-algebra generated by σk, k ∈ [m]
subject to the relations:
(3.25) σ2k = ckσk +
∑
ℓ<k
cℓ,kσℓσk
for all k ∈ [m], where all ck and cℓ,k belong to R. Then the set of square-free
monomials in σ1, . . . , σm is a free R-linear basis of A (hence dimRA = 2m).
Proof. Define the valuation ν : R[σ1, . . . , σm] \ {0} → Zm≥0 by
ν(
∑
crσ
r) = max{r|r ∈ Zm≥0 : cr 6= 0}
where we abbreviated σr = σr11 · · ·σrmm and the maximum is taken with respect to
the the inverse lexicographic ordering on Zm≥0 (i.e., r < r
′ if there exists k ∈ [m] such
that rk < r
′
k and rℓ = r
′
ℓ for all ℓ > k).
For each p =
∑
crσ
r ∈ R[σ1, . . . , σm] \ {0} define the the leading coefficient c(p)
by
c(p) := cν(p) .
We say that a subset B of R[σ1, . . . , σm] \ {0} is triangular if
ν(B) = Zm≥0, c(B) = {1}
The following fact is obvious.
Lemma 3.20. Each triangular subset B of R[σ1, . . . , σm] \ {0} is a free R-linear
basis of R[σ1, . . . , σm] and the transition matrix between between B and the standard
monomial basis σZ
m
≥0 is unitriangular with respect to the inverse lexicographic order.
In the notation of (3.25) define Mk ∈ R[σ1, . . . , σm] \ {0}, k ∈ [m] by
Mk = σ
2
k − ckσk −
∑
ℓ<k
cℓ,kσℓσk .
Clearly, the quotient algebra R[σ1, . . . , σm]/Jm, where Jm is the ideal generated by
all Mk, k ∈M is isomorphic to A.
It is also clear that ν(Mk) = 2ek for k = 1, . . . , m, where e1, . . . , em is the standard
basis of Zm≥0.
Denote by M the R-subalgebra of R[σ1, . . . , σm] generated by M1, . . . ,Mm. For
each t ∈ Zm≥0 define a monomial M t ∈M by:
M t := M t11 · · ·M tmm .
Denote by B0 the set of all square-free monomials in R[σ1, . . . , σm], i.e., all σ
r with
max
k∈[m]
(rk) ≤ 1. The following fact is obvious.
Lemma 3.21. The set
B = ⊔t∈Zm≥0M t · B0
is triangular. In particular, M ∼= R[x1, . . . , xm] and R[σ1, . . . , σm] is a free M-
module with the free M-linear basis B0 of square-free monomials.
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This implies that ⊔t∈Zm≥0\{0}M t ·B0 is a free R-linear basis in the ideal Jm. Hence
the restriction to B0 of the quotient map R[σ1, . . . , σm] → R[σ1, . . . , σm]/Jm = A is
injective and the image of B0 is a free R-linear basis of A.
The proposition is proved. 
This finishes the proof of part (c).
Prove (d) now. Indeed, Theorem 3.10(b) guarantees that (in the notation of
the proof of 3.14(b)), the homomorphism of monoids Ŵi → W given by ŝk 7→ sik
extends to we have a surjective homomorphism of coalgebras ϕi : Ĉ(1,2,...,m) ։ Ci.
Therefore, dualizing this surjective homomorphism over R, we obtain an injective
homomorphism πi : AX,i,R →֒ BSX,i,R given by (3.23). Part (d) is proved.
Therefore, Theorem 3.18 is proved. 
Remark 3.22. In fact, the homomorphism (3.23) verifies (3.19).
4. Generalized nil Hecke algebras and proof of Theorem 2.14
Let I be a finite set of indices. We say that an I × I matrix A = (ai,j) over k is
quasi-Cartan if all aii = 2 and aijaji = 0 implies aij = aji = 0. Let V be a k vector
space with basis {αi, i ∈ I}.
Definition 4.1. We say that a monoid generated by S = {si, i ∈ I} is a Coxeter
semigroup if W is subject to the relations
(sisj)
nij = 1
for all i, j ∈ I, where nii ∈ {0, 2}, nij = nji ∈ {0} ∪ Z≥2 for all i, j; and: if nii = 0
for some i, then nij = 0 for all j.
Remark 4.2. In fact, the term “Coxeter monoid” has been used by several authors
to denote a different object (see e.g., [18, 47, 52, 53]) that is never a group. At the
same time, any Coxeter semigroup with all nii = 2 is a Coxeter group.
Note that the free monoid generated by S is a Coxeter semigroup, moreover it is
an initial object in the category of Coxeter semigroups generated by S.
The following fact is obvious.
Lemma 4.3. Let W be a Coxeter semigroup generated by S = {si, i ∈ I} and let
I0 = {i ∈ I : nii = 0}. Then
(a) The sub-monoid of W generated by all si, i ∈ I0 is a free monoid M0
(b) The sub-monoid of W generated by all si, i ∈ I \ I0 is a Coxeter group W0.
(c) One has W = W0 ⋆ M0, where ⋆ stands for the free product of monoids.
Definition 4.4. Similarly to Definition 2.1, given a Coxeter semigroup, we say that
a sequence i = (i1, . . . , im) ∈ Im is reduced if the element w = wi := si1 · · · sim ∈ W
is shortest possible in W and define its Coxeter length ℓ(w) := m. Given w ∈ W ,
denote by R(w) the set of all reduced words of w, i.e, all i ∈ Iℓ(w) such that wi = w.
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Definition 4.5. We say that a Coxeter semigroup W is weakly compatible with a
quasi-Cartan matrix A if for each i 6= j we have:
nij ≥ 2 implies that aijaji = ζij + ζ−1ij + 2
for some nij-th root of unity ζij ∈ k×.
The following result is obvious.
Lemma 4.6. Let V be a k vector space with basis {αi, i ∈ I} and let A = (aij) be an
I × I quasi-Cartan matrix weakly compatible with a Coxeter semigroup W generated
by S = {si, i ∈ I}. Then the association
si(αj) = αi − aijαj
defines an action of W on V .
Throughout the section we fix a Coxeter semigroup W = 〈si, i ∈ I〉 and a weakly
compatible quasi-Cartan matrix A = (aij) together with the action W × V → V
prescribed by Lemma 4.6. Denote by Q = Frac(S(V )) the field of fractions of the
symmetric algebra S(V ).
Clearly, Q is a module algebra over the group (or, rather, monoidal) algebra kW
so one has a twisted group algebra QW := Q⋊ kW and the coaction
(4.1) δ : QW → QW
⊗
Q
QW
given by Proposition 3.1.
For any i ∈ I, define a Demazure element xi ∈ QW by:
xi :=
1
αi
(si − 1)
and denote by HA(W ) the subalgebra of QW generated by all xi, i ∈ I. Following
Kostant and Kumar ([31]), we refer to it as a generalized nil Hecke algebra.
Theorem 4.7. Assume that a Coxeter semigroup W and a quasi-Cartan matrix A
are weakly compatible and
√
aijaji ∈ k whenever nij is odd. Then the generalized nil
Hecke algebra HA(W ) is subject to the following relations:
(4.2) x2i = 0 iff nii = 2;

xixj · · ·xj︸ ︷︷ ︸
nij
= xjxi · · ·xi︸ ︷︷ ︸
nij
if nij ∈ 2Z>0
xixj · · ·xi︸ ︷︷ ︸
nij
=
√
aij
aji
xjxi · · ·xj︸ ︷︷ ︸
nij
if nij ∈ 1 + 2Z≥0
In particular, the monomials xi = xi1 · · ·xim satisfy:
(4.3) xi = 0
for any non-reduced sequence i and
(4.4) xi = di,i′xi′
for any i, i′ ∈ R(w), w ∈ W , where = di,i′ ∈ k× is a product of
√
aij
aji
.
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Proof. Indeed, if nii = 2, i.e., s
2
i = 1, then the relation x
2
i = 0 is obvious.
The remaining relations follow from the following rank 2 computation.
Proposition 4.8. Assume that I = {1, 2}, W = 〈s1, s2 | s21 = s22 = (s1s2)n = 1〉
is a dihedral group, and A =
(
2 a12
a21 2
)
is a quasi-Cartan matrix over k with
a12a21 = ζ + ζ
−1 + 2, where ζ ∈ k is an n-th root of unity and √a12a21 ∈ k if n is
odd. Then the generators of the generalized nil Hecke algebra HA(W ) satisfy:
(4.5)

x1x2 · · ·x2︸ ︷︷ ︸
n
= x2x1 · · ·x1︸ ︷︷ ︸
n
if n is even
x1x2 · · ·x1︸ ︷︷ ︸
n
=
√
a21
a12
x2x1 · · ·x2︸ ︷︷ ︸
n
if n is odd
.
Proof. We will follow the proof of [31, Proposition 4.2]. Let V = kα1 ⊕ kα2 and
〈·, α∨j 〉, j = 1, 2, be a linear function V → k given by 〈αi, α∨j 〉 = aij . Without loss of
generality, by rescaling αi and α
∨
i , i = 1, 2, we assume that a12 = a21 if n is odd.
The following result is obvious.
Lemma 4.9. In the assumptions of Proposition 4.8 and that a12 = a21 if n is odd,
we have:
(a) for any α ∈ V :
αxixj · · ·xi′︸ ︷︷ ︸
m
= xixj · · ·xi′︸ ︷︷ ︸
m
·w−1m (α)− 〈α, α∨i 〉 · xjxi · · ·︸ ︷︷ ︸
m−1
−〈w−1m−1(α), α∨i′〉 · xixj · · ·︸ ︷︷ ︸
m−1
for m ∈ Z>0 and {i, j} = {1, 2}, where i′ = i if m is odd and i′ = j if m is even, and
wm = w
(i)
m = sisj · · · si′︸ ︷︷ ︸
m
.
(b) xixj · · ·xi′︸ ︷︷ ︸
m
∈ c(i)mw(i)m + ∑
w:ℓ(w)<ℓ(w
(i)
m )
Q · w for {i, j} = {1, 2}, where
c
(i)
k =
1
αi · si(αj) · · ·w(i)k−1(αi′)
.
(c) The action of the longest element w◦ := w
(1)
n = w
(2)
n on V and V ∗ is given by:
w◦(αi) =
{
−αi if n is even
−αj if n is odd
, w◦(α
∨
i ) =
{
−α∨i if n is even
−α∨j if n is odd
for {i, j} = {1, 2}, where ℓ(w) is the Coxeter length of w (see Definition 4.4).
This implies that
αx1x2 · · ·x2︸ ︷︷ ︸
n
−x1x2 · · ·x2︸ ︷︷ ︸
n
·w−1◦ (α) = αx2x1 · · ·x1︸ ︷︷ ︸
n
−x2x1 · · ·x1︸ ︷︷ ︸
n
·w−1n (α)
for all α ∈ V . Equivalently
(4.6) α ·D = D · w−1◦ (α)
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for all α ∈ V , where D := x1x2 · · ·︸ ︷︷ ︸
n
−x2x1 · · ·︸ ︷︷ ︸
n
. Let us prove that ∆ = 0. First, parts
(b) and (c) of Lemma 4.9 imply that c
(1)
n = c
(2)
n . Therefore,
D =
∑
w:ℓ(w)<ℓ(w◦)
cww
for some cw ∈ Q = k(α1, α2). Hence, (4.6) becomes:
0 =
∑
w:ℓ(w)<ℓ(w◦)
cw · (α · w − w · w−1◦ (α)) =
∑
w:ℓ(w)<ℓ(w◦)
cw · (α− ww−1◦ (α)) · w
for all α ∈ V . This implies that all cw = 0 hence D = 0.
The proposition is proved. 
This proves the relations (4.2) in HA(W ) which immediately imply (4.3) and (4.4).
Let us verify that the relations (4.2) are defining. For each w ∈ W let us choose a
representative iw ∈ R(w). Then∑
w∈W
k · xiw = HA(W )
by (4.3) and (4.4). Note that Q · HA(W ) = QW since X = {xi, i ∈ I} is tame, and
therefore
(4.7)
∑
w∈W
Q · xiw = QW .
It suffices to prove that this sum is direct, i.e., {xiw |w ∈ W} is a Q-basis of QW .
Indeed, it is easy to see that QW is filtered by Q-submodules (QW )≤m =
⊕
w:ℓ(w)≤m
Q·w
and that for any i = (i1, . . . , im) ∈ R(w) one has:
xi ≡ 1
αi1
si1 · · ·
1
αim
sim mod (QW )≤m−1
hence xiw ∈ Q×w+(QW )≤ℓ(w)−1 for all w ∈ W . Therefore, {xiw |w ∈ W} is a Q-basis
of QW and Theorem 4.7 is proved. 
Remark 4.10. In fact, we can explicitly compute the expansion of elements xixj · · ·xi′︸ ︷︷ ︸
k
in Lemma 4.9(b) by generalizing the recursion [33, Equation (8)]. Namely, in the
notation of Lemma 4.9, assume that a12 = a21 = t + t
−1. Then the coefficients
d
(i)
w = d
(i;m)
w ∈ Z[a12, α1, α2] of the expansion:
xixj · · ·︸ ︷︷ ︸
m
= c(i)mw
(i)
m +
∑
w∈W :ℓ(w)<m
d(i)w w
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are given by d
(i)
sjsi · · ·︸ ︷︷ ︸
k
= −d(i)sisj · · ·︸ ︷︷ ︸
k+1
for 0 ≤ k < m and:
d
(i)
sisj · · ·︸ ︷︷ ︸
m−2k
=
[
m− 1
k
]
t
c
(j)
k · c(i)m−k, d(i)sisj · · ·︸ ︷︷ ︸
m−2k−1
= −
[
m− 1
k
]
t
c
(i)
k · c(j)m−k−1
for 0 ≤ k < m
2
, {i, j} = {1, 2}, where
[
m− 1
k
]
t
∈ Z[a12] are binomial polynomials
in t (as in Remark 7.3).
Definition 4.11. We say that a Coxeter semigroup W and a weakly compatible
quasi-Cartan matrix A are compatible if nij ∈ 2Z+ 1 implies that aij = aji.
Clearly, for any I × I quasi-Cartan matrix A, the free Coxeter group W˜ = 〈si, i ∈
I : s2i = 1〉 and the free monoid on S = {si, i ∈ I} are both compatible with A.
Assume now that A and W are compatible, then di,i′ = 1 in (4.4) and for each
w ∈ W there exists an element xw ∈ HA(W ) such that
xw = xi
for all i ∈ R(w). Clearly, the collection {xw |w ∈ W} is determined by xsi = xi for
i ∈ I and
xuxv =
{
xuv if ℓ(uv) = ℓ(u) + ℓ(v)
0 if ℓ(uv) < ℓ(u) + ℓ(v)
.
The following is an immediate corollary from the proof of Theorem 4.7.
Corollary 4.12. Assume that a Coxeter semigroup W and a quasi-Cartan matrix
A are compatible. Then the collection {xw |w ∈ W} is a basis of the generalized nil
Hecke algebra HA(W ).
In particular, B = {xw|w ∈ W} is a left Q-basis of QA,W (in the notation of
Section 3). This defines the Littlewood-Richardson coefficients pwu,v = p
w
u,v(A) ∈ Q
for u, v, w ∈ W by (4.1) and the formula (3.2). Similarly, for each admissible (in the
sense of Definition 2.1) sequence i ∈ Im and its subsequences i′ and i′′ one defines
the corresponding relative Littlewood-Richardson coefficient pii′,i′′ = p
i
i′,i′′(A). If W
is the free monoid (resp. the free Coxeter group) on S, then the assignment
(4.8) i = (i1, . . . , im) 7→ ŵi = si1 · · · sim
is a bijection between the set of all (resp. all admissible) sequences and W , e.g.,
pii′,i′′ = p
ŵi
ŵi′ ,ŵi′′
.
Proposition 4.13. For each quasi-Cartan matrix A and a weakly compatible Coxeter
semigroup W one has:
(a) Each pii′,i′′ belongs to S(V ) and is homogeneous of degree m
′ +m′′ −m, where
m, m′, and m′′ are respectively the lengths of i, i′, and i′′.
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(b) Assume that A and W are compatible. Then for each triple u, v, w ∈ W with
ℓ(u) + ℓ(v) ≥ ℓ(w) and for each i ∈ R(w) one has:
(4.9) pwu,v =
∑
i′∈R(u),i′′∈R(v)
pii′,i′′ .
Proof. Part (a) directly follows from the recursion (3.6) and the following obvious
fact.
Lemma 4.14. Under the action of xi =
1
αi
(si − 1) on Q = Frac(S(V )) one has:
xi(αj) = −aij , xi(fg) = xi(f)g + si(f)xi(g)
for all i, j ∈ I, f, g ∈ Q. In particular,
xi(S
k(V )) ⊂ Sk−1(V )
for each k ≥ 0.
Prove (b). Indeed, in the notation of Theorem 3.10(a), let Ŵ be the free Coxeter
group generated by ŝi, i ∈ I with the structural surjective homomorphism ϕ− : Ŵ →
W given by ŝi 7→ si, which, together with the identity map Q → Q extends to an
algebra homomorphism ϕ : Q
Ŵ
→ QW such that ϕ(x̂ŵi) = xw for all i ∈ R(w) under
the bijection (4.8), i.e., Ŵw = R(w). Finally, taking into account that p
ŵi
ŵi′ ,ŵi′′
= pii′,i′′,
the identity (3.11) becomes (4.9). This proves (b).
The proposition is proved. 
As a corollary, we obtain a generalization of [31, Proposition 4.15].
Corollary 4.15. Each each pwu,v belongs to S(V ) and is homogeneous of degree ℓ(u)+
ℓ(v)− ℓ(w) (e.g., pwu,v = 0 if ℓ(u) + ℓ(v) < ℓ(w)).
Dualizing the above arguments, we obtain the following result.
Proposition 4.16. For each quasi-Cartan matrix A and any compatible Coxeter
semigroup W we have:
(a) There is a unique commutative S(V )-algebra AA(W ) with the free S(V )-basis
{σw |w ∈ W} and the following multiplication table:
σuσv =
∑
w∈W
pwu,vσw
for all u, v ∈ W .
(b) There is a unique commutative S(V )-algebra ÂA with the free S(V )-basis {σi}
labeled by all sequences in Im, m ≥ 0 with following multiplication table:
(4.10) σi′σi′′ =
∑
i
pii′,i′′σi
where the summation over all sequences i ∈ Im, m ≥ 0 containing i′ and i′′ as
sub-sequences and such that m ≤ m′ +m′′.
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(c) One has an injective algebra homomorphism AA(W ) →֒ ÂA via:
σw 7→
∑
i∈R(w)
σi .
The following is a slight modification (Q is replaced with S(V )) of Corollary 3.5.
Corollary 4.17. Given a Coxeter semigroup W and a compatible quasi-Cartan ma-
trix A, let 〈·, ·〉 : AA(W )×S(V )·HA(W )→ S(V ) be the non-degenerate S(V )-bilinear
pairing given by
〈pσu, qxv〉 = δu,v · pq
for all u, v ∈ W , p, q ∈ S(V ). Then:
(a) The above pairing satisfies:
〈ab, x〉 = 〈a⊗ b, δ(x)〉 = 〈a, x(1)〉〈b, x(2)〉
for all a, b ∈ AA(W ), x ∈ S(V ) · HW , where δ(x) = x(1) ⊗ x(2) in the Sweedler
notation.
(b) For each w ∈ W the assignment a 7→ 〈a, w〉, a ∈ AA(W ) is an S(V )-algebra
homomorphism
ϕw : AA(W )→ S(V ) .
Remark 4.18. If A is a Cartan matrix and W is the Weyl group of a Kac-Moody
group G, Kostant and Kumar proved that ϕw is a homomorphism of algebras (see
[34, Section 11.1.4]). Sara Billey computed ϕw(σv) explicitly in [8, Theorem 4].
The algebras AA(W ) are very important in Schubert Calculus due to the following
fundamental result.
Theorem 4.19. ([34, Corollary 11.3.17]) Let G be a complex semisimple or Kac-
Moody group, T ⊂ B be respectively the Cartan and Borel subgroups of G, W =
NormG(T )/T be the Weyl group, and let A be the Cartan matrix of G. Then the
assignment
σTw 7→ σw
defines an isomorphism of S(V )-algebras H∗T (G/B)→˜AA(W ), where H∗T (G/B) is the
T -equivariant cohomology algebra (over S(V ) = H∗T (pt)) of G/B and σ
T
w, w ∈ W is
the T -equivariant Schubert cocycle corresponding to w ∈ W . In particular, the cup
product in H∗T (G/B) is given by:
σTu ∪ σTv =
∑
w∈W
pwu,vσ
T
w .
Therefore, the cup product in the cohomology algebraH∗(G/B,C) = C
⊗
S(V )
H∗T (G/B)
(where C is an S(V )-module via the projection S(V )→ S0(V ) = C) is given by:
σu ∪ σv =
∑
w∈W :
ℓ(w)=ℓ(u)+ℓ(v)
pwu,vσw .
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Note that the Littlewood-Richardson coefficients in (1.1) are given by
cwu,v = δℓ(w),ℓ(u)+ℓ(v)p
w
u,v
for all u, v, w. In order to compute pwu,v we employ the relative Littlewood-Richardson
coefficients pii′,i′′ for i ∈ R(w), i′ ∈ R(u), i′′ ∈ R(v) and use (4.9). That is, in view of
Proposition 4.13, our Theorem 2.4 follows from Theorem 2.13 that we prove in the
next section.
Proof of Theorem 2.14. Indeed, let ÂA be as in Proposition 4.16(b). That is, AA
is dual (over S(V )) to the generalized nil Hecke algebra HA(Ŵ ), where Ŵ is the free
monoid generated by S = {si, i ∈ I}. Since ÂA = A(G) whenever A is the Cartan
matrix of G, this proves Theorem 2.14(a).
Furthermore, let AadmA be the dual (over S(V )) to the generalized nil Hecke algebra
HA(W˜ ), where W˜ is the the free Coxeter group generated by S = {si, i ∈ I}. Clearly,
the canonical projection Ŵ ։ W˜ extends to a surjective homomorphism of algebras
HA(Ŵ )։ HA(W˜ )
commuting with the co-product. Dualizing, we see that AadmA is a subalgebra of
ÂA spanned (over S(V )) by all σi, where i runs over all admissible sequences. This
proves Theorem 2.14(b).
Furthermore, since AA(W ) = H∗(G/B,C) whenever A is the Cartan matrix and
W is the Weyl group of G, Proposition 4.16(c) proves Theorem 2.14(c).
Prove parts (d) and (e) of Theorem 2.14 now. For each i ∈ Im denote by Âi,A the
algebra AX,i,S(V ) from Proposition 3.14(b), which, by definition is the dual of the
subcoalgebra Ci ⊂ HA(Ŵ ) spanned by all xj, where j runs over all subsequences of
i. Thus, ÂA,i is quotient algebra ÂA/Ji, where Ji is the ideal spanned (over S(V ))
by all σi′ such that i
′ is not a subsequence of i.
Furthermore, in the notation of Theorem 3.18, for each sequence i ∈ Im, denote
by BSA,i the Bott-Samelson algebra BSX,i,S(V ).
That is, taking into account that xi(αj) = −aij , BSA,i is an S(V )-algebra gener-
ated by σ1, . . . , σm subject to the relations:
(4.11) σ2k = αikσk −
∑
ℓ>k
aik ,iℓσℓσk
for k ∈ [m].
The following is a generalization of Proposition 2.9 to any Coxeter semigroup
W = 〈si, i ∈ I〉 and compatible quasi-Cartan matrix A.
Corollary 4.20. (of Theorem 3.18) Let A be a quasi-Cartan matrix. Then for any
sequence i = (i1, . . . , im) ∈ Im the association
(4.12) σ
(i)
j 7→
∑
K⊂[m]:
iK=j
σK
defines an injective homomorphism of R-algebras πi : ÂA,i →֒ BSA,i.
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Furthermore, if A is the Cartan matrix of G, then [56, Proposition 4] implies that
BSA,i = H∗T (Γi(G),C) .
Applying Corollary 4.20, we finish the proof of parts (d) and (e) of Theorem 2.14.
Theorem 2.14 is proved. 
5. Proof of Theorems 2.10, 2.4 and 2.13
5.1. Proof of Theorem 2.10.
Definition 5.1. Let L,M ⊂ [m] such that |L|+ |M | ≥ m. We say that a map
ϕ : L→ {0} ∪ [m] \M
is bounded if:
• ϕ(ℓ) < ℓ for each ℓ ∈ L;
• |ϕ−1(k)| = 1 for all k ∈ [m] \M (i.e., the restriction of ϕ to L′ = ϕ−1([m] \M)
is a bijection L′→˜[m] \M).
Denote by V ∨ the k-vector space with the basis {α∨i , i ∈ I} and define the pairing
V×V ∨ → k by 〈αi, α∨j 〉 = aij for i, j ∈ I. For each bounded map ϕ : L →˜ {0}∪[m]\M
define p
(ϕ)
ℓ ∈ V ⊔ k by
(5.1) p
(ϕ)
ℓ =
{
〈w(ϕ)ℓ (αiℓ),−α∨iϕ(ℓ)〉 if ϕ(ℓ) 6= 0
w
(ϕ)
ℓ (αiℓ) if ϕ(ℓ) = 0
, where w
(ϕ)
ℓ =
−→∏
r∈M
⋃
ϕ(L<ℓ):
ϕ(ℓ)<r<ℓ
sir
Clearly, there is a natural one-to-one correspondence between bounded maps ϕ :
L→ {0} ∪ [m] \M and bounded bijections ϕ′ : L′ →˜ [m] \M , where L′ runs over all
subsets of L such that |L′|+ |M | = m. Therefore, Theorem 2.13 is equivalent to the
following result.
Proposition 5.2. For any repetition-free sequence i = (i1, . . . , im) and any subse-
quences i′, i′′ of i Theorem 5.3 holds. More precisely,
(5.2) pii′,i′′ =
∑
ϕ
∏
ℓ∈L
p
(ϕ)
ℓ
with the summation over all bounded maps ϕ : L→ {0}∪[m]\M , where L ⊂M ⊂ [m]
are determined by {i′}∩{i′′} = {iL}, {i′}∪{i′′} = {iM} (in the notation of Proposition
3.15).
Proof. We prove Proposition 5.2 by induction in the length m of i. If m = 0, i.e.,
i = i′ = i′′ = ∅, pii′,i′′ = 1 and we have nothing to prove. Assume that m ≥ 1. We
apply the inductive hypothesis to i˜ = (i2, . . . , im) and the subsequences i˜
′ = i′ \ {i1},
i˜′′ = i′′ \ {i1} of i˜:
(5.3) pi˜
i˜′ ,˜i′′
=
∑
ϕ˜
∏
ℓ∈L˜
p˜
(ϕ˜)
ℓ
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with the summation over all bounded maps ϕ˜ : L˜ → {0} ∪ {2, . . . , m} \ M˜ , where
L˜ ⊂ M˜ ⊂ {2, . . . , m} are determined by {˜i′} ∩ {˜i′′} = {iL˜}, {˜i′} ∪ {˜i′′} = {iM˜} (in
the notation of Proposition 3.15), and
(5.4) p˜
(ϕ˜)
ℓ =
{
〈w˜(ϕ˜)ℓ (αiℓ),−α∨iϕ˜(ℓ)〉 if ϕ˜(ℓ) 6= 0
w˜
(ϕ˜)
ℓ (αiℓ) if ϕ(ℓ) = 0
, where w˜
(ϕ˜)
ℓ =
−→∏
r∈M
⋃
ϕ˜(L<ℓ):
ϕ˜(ℓ)<r<ℓ
sir
Since i1 is repetition-free, applying (3.16) to (5.3) (with k = 1), we obtain:
(5.5) pii′,i′′ =
∑
ϕ˜
fi1(
∏
ℓ∈L˜
p˜
(ϕ˜)
ℓ )
Consider three cases.
Case I. i′1 = i
′′
1 = i1 so that fi1 = αi1si1 and L = {1} ∪ L˜, M = {1} ∪ M˜ . Clearly,
each ϕ˜ : L \ {1} → {0}∪ [m] \M as in (5.3) can be uniquely extended to a bounded
map L→ {0} ∪ [m] \M by: ϕ(1) = 0. Thus, p(ϕ)1 = αi1 , p(ϕ)ℓ = si1(p˜(ϕ˜)ℓ ) for all ℓ ∈ L˜
and, therefore, (5.5) becomes (5.2). This proves (5.2) in Case I.
Case II. i′1 6= i′′1, i1 ∈ {i′1, i′′1} so that fi1 = si1 and L = L˜, M = {1} ∪ M˜ .
Therefore, each ϕ˜ as in (5.3) is a bounded map L→ {0}∪ [m]\M , i.e, ϕ˜ = ϕ. Thus,
p
(ϕ)
ℓ = si1(p˜
(ϕ)
ℓ ) for all ℓ ∈ L and, therefore, (5.5) becomes (5.2). This proves (5.2) in
Case II.
Case III. i1 /∈ {i′1, i′′1} so that fi1 = si1 and L = L˜, M = M˜ . Applying repeatedly
the twisted Leibniz rule:
xi(p1 · · · pn) = xi(p1)si(p2) · · · si(pn) + p1xi(p2)si(p3) · · · si(pn) + · · · p1 · · · pn−1xi(pn)
for p1, . . . , pn ∈ S(V ) and
xi(α) = 〈α,−αi〉
for α ∈ V , we obtain for each ϕ˜ : L→ {0} ∪ {2, . . . , m} \M as in (5.3)
xi1
∏
ℓ∈L˜
p˜
(ϕ˜)
ℓ
 = ∑
k∈L:
ϕ˜(k)=0
∏
ℓ∈L
p
(ϕ˜,k)
ℓ ,
where for each k ∈ ϕ˜−1(0):
p
(ϕ˜,k)
ℓ =

si1(p˜
(ϕ˜)
ℓ ) if k < ℓ
〈w˜(ϕ˜)ℓ (αik),−α∨i1〉 if k = ℓ
p˜
(ϕ˜)
ℓ if k > ℓ
= p
(ϕ)
ℓ ,
where ϕ : L → {0} ∪ [m] \M is a unique bounded map such that ϕ|L\{k} = ϕ˜|L\{k}
and ϕ(k) = 1. By varying ϕ˜, we obtain all bounded maps L → {0} ∪ [m] \M , i.e.,
(5.5) becomes (5.2). This proves (5.2) in Case III.
The proposition is proved. 
In view of (3.18) and (3.20), the assertion of Proposition 5.2 implies Theorem 2.10.
Therefore, Theorem 2.10 is proved. 
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5.2. Proof of Theorems 2.4 and 2.13. Since Theorem 2.4 directly follows from
Theorem 4.19, Proposition 4.13, and Theorem 2.13, we will only prove the latter
result in the following form.
Theorem 5.3. For each triple of admissible sequences (i, i′, i′′) such that i′ and i′′
are sub-sequences of i and the sum of lengths of i′ and i′′ is greater or equal the length
of i one has:
(5.6) pii′,i′′ =
∑ ∏
ℓ∈K ′∩K ′′
p
(ϕ)
ℓ
with the summation over all triples (K ′, K ′′, ϕ), where
• K ′, K ′′ ⊂ [m] such that iK ′ = i′, iK ′′ = i′′;
• ϕ : K ′ ∩K ′′ → {0} ∪ [m] \ (K ′ ∪K ′′) is an i-admissible bounded map.
The proof of the theorem will occupy the remainder of the section.
We now consider the general case where i is not assumed to be repetition free.
We need the following result.
Proposition 5.4. For each triple of admissible sequences (i, i′, i′′) such that i′ and i′′
are sub-sequences of i and the sum of lengths of i′ and i′′ is greater or equal the length
of i Theorem 5.3 holds if one drops the “i-admissible” condition. More precisely, one
has:
(5.7) pii′,i′′ =
∑ ∏
ℓ∈K ′∩K ′′
p
(ϕ)
ℓ
with the summation over all triples (K ′, K ′′, ϕ), where
• K ′, K ′′ ⊂ [m] such that iK ′ = i′, iK ′′ = i′′;
• ϕ : K ′ ∩K ′′ → {0} ∪ [m] \ (K ′ ∪K ′′) is a bounded map.
Proof. The assertion follows from (already proved) Theorem 2.10 and formula 3.19.

Our next task is to show that equation (5.7) still holds if we restrict the sum to
i-admissible bounded maps. In order to prove we can make such a restriction, we
need to develop some additional notation. For any subsets L ⊆ M of [m] such that
|L|+ |M | ≥ m denote by P (L,M) the set of all bounded maps of L→ {0}∪ [m] \M
given by Definition 5.1. Let i = (i1, . . . , im) ∈ Im be an admissible sequence (not
necessarily repetition free) and let i′, i′′ denote admissible subsequences of i such that
|i′|+ |i′′| ≥ m. The following set will be important to the proceeding calculations.
Define J to be the set of all triples (K ′, K ′′, ϕ) which satisfy
• K ′, K ′′ ⊆ [m] such that iK ′ = i′ and iK ′′ = i′′.
• ϕ ∈ P (K ′ ∩K ′′, K ′ ∪K ′′).
Observe that the set J depends only on the data (i′, i′′, i). We will use the capitol
letter Λ := (i′, i′′, ϕ) to denote such triples. Proposition 5.4 is now equivalent to the
equation
(5.8) pii′,i′′ =
∑
Λ∈J
pΛ
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where if Λ = (K ′, K ′′, ϕ), then pΛ :=
∏
ℓ∈K ′∩K ′′
p
(ϕ)
ℓ .
Recall that for any sequence j ∈ (I × [m])m, we say the bounded map ϕ is j-
admissible if the sequences jM∪(ϕ(L<ℓ)\{0}) are admissible for all ℓ ∈ L. For any sets
L,M as above and sequence j ∈ (I × [m])m, let Pj(L,M) ⊆ P (L,M) denote the set
of all j-admissible bounded maps and let
J(j) := {(K ′, K ′′, ϕ) ∈ J | ϕ ∈ Pj((K ′ ∩K ′′, K ′ ∪K ′)}.
Define the sequence
j(k) := ((i1, 1), (i2, 1), . . . , (ik, 1), (ik+1, k + 1), (ik+2, k + 2), . . . , (im, m))
and the set J(k) := J(j(k)). It is easy to see that J(1) = J and that J(k) ⊆ J(k−1)
for any k ∈ {2, . . . , m}. Theorem 5.3 is equivalent to showing that equation (5.8)
still holds if we restrict the sum to J(m). We will prove Theorem 5.3 by induction
on k. Clearly for k = 1, we have that j(1) repetition free and hence we are in the
case of Proposition 5.4. It suffices to prove the following proposition.
Proposition 5.5. With the assumptions in Theorem 5.3, we have that∑
Λ∈J(k−1)\J(k)
pΛ = 0
for any k ∈ {2, . . . , m}.
The remainder of this section consists of the proof for Proposition 5.5. Hence we
will fix the integer k and denote the sequence j(k) by simply j. For Λ = (K ′, K ′′, ϕ) ∈
J(k − 1) \ J(k), define
L = K ′ ∩K ′′ = (ℓ1 < · · · < ℓn) and M = K ′ ∪K ′′ = (m1 < · · · < mn′).
For any ℓr ∈ L define
M(r) := M ∪ (ϕ(L≤ℓr) \ {0}).
For any subset N ⊆ [m], we will denote by (N) the sequence of elements of N
arranged in increasing order. We say that a pair {n1, n2} ⊆ N is non-admissible
if jn1 = jn2 and n1, n2 are consecutive in the sequence (N). Since j is fixed, this
definition of non-admissible pair is well defined.
Since Λ = (K ′, K ′′, ϕ) ∈ J(k − 1) \ J(k), the bounded map ϕ is not j-admissible.
Hence, either jM is not admissible or jM(r) is not admissible for some ℓr ∈ L. If jM
is admissible, let z denote the smallest integer for which jM(z) is not admissible. We
partition J(k − 1) \ J(k) into the following sets:
J1 := {Λ | jM is not admissible}.
J2 := {Λ | jM(z) is not admissible and ϕ(ℓz), ℓz are consecutive in (M(z))}.
J3 := {Λ | jM(z) is not admissible and ϕ(ℓz), ℓz are not consecutive in (M(z))}.
Observe that if Λ ∈ J1, thenM has a unique non-admissible pair since Λ ∈ J(k−1).
Similarly, if Λ ∈ J2 ∪ J3, then M(z) has a unique non-admissible pair. We prove
Proposition 5.5 in two steps.
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Proposition 5.6. The sum
∑
Λ∈J1∪J2
pΛ = 0.
Proof. First suppose that Λ ∈ J2. Then {ϕ(ℓz) < ℓz} is the unique non-admissible
pair in M(z). Define Λ1 := (K
′
1, K
′′
1 , ϕ1), Λ2 := (K
′
2, K
′′
2 , ϕ2) by
(K ′1, K
′′
1 ) := (K
′, K ′′ ⊖ {ϕ(ℓz), ℓz}) and (K ′2, K ′′2 ) := (K ′ ⊖ {ϕ(ℓz), ℓz}, K ′′)
where ⊖ denotes the symmetric difference operation. This implies that
L1 = L2 = L \ {ℓz} and M1 = M2 = M ∪ {ϕ(ℓz)}
and hence we define
ϕ1 = ϕ2 = ϕ|L1.
Clearly we have Λ1,Λ2 ∈ J1 and that pΛ1 = pΛ2 . Moreover,
(5.9) pΛ + pΛ1 + pΛ2 = 0
since 〈αℓz , αϕ(ℓz)〉 = 2.
Conversely, if Λ1 = (K
′
1, K
′′
1 , ϕ1) ∈ J1, then let {mz−1 < mz} ⊆ M denote the
non-admissible pair in (M). Note that {mz−1, mz} ∩ L1 = ∅ since jK ′1 and jK ′′ are
admissible. Without loss of generality, assume that mz ∈ K ′ (hence mz−1 ∈ K ′′)
and define
Λ2 := (K
′
1 ⊖ {mz−1, mz}, K ′′1 ⊖ {mz−1, mz}, ϕ1)
and
Λ := (K ′1 ⊖ {mz−1, mz}, K ′′1 , ϕ)
where ϕ = ϕ1 ⊔ {ϕ(mz) = mz−1}. It is easy to see that Λ2 ∈ J1, Λ ∈ J2. and the
triple (Λ1,Λ2,Λ) satisfies (5.9). Furthermore, the pairs {Λ1,Λ2} form an equivalence
relation on J1 and the correspondence {Λ1,Λ2} ↔ Λ is a bijection between the set
J1 modulo this equivalence relation and J2. This proves the proposition. 
Proposition 5.7. The sum
∑
Λ∈J3
pΛ = 0.
Proof. We prove the proposition by defining an involution on the set J3. For any
Λ ∈ J3, define the set
νΛ := {ν1 < ν2}
to be the non-admissible pair in the sequence (M(z)). The set νΛ is well defined
since the sequence jM(z−1) is admissible. Furthermore, ϕ(ℓz) ∈ νΛ and ℓz /∈ νΛ since
Λ /∈ J2.
For any subset N ⊆ [m] and Λ ∈ J3 define
σΛ(N) :=
{
N ⊖ νΛ if |N ∩ νΛ| = 1
N if |N ∩ νΛ| 6= 1
where ⊖ denotes the symmetric difference operation. If N = {N0} is a set with a
single element, then we will denote σΛ(N0) := σΛ({N0}) (dropping the brackets).
We define an involution σ : J3 → J3 by:
σ(Λ) := (σΛ(K
′), σΛ(K
′′), ψ)
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where Λ = (K ′, K ′′, ϕ) and ψ is defined as follows. It is easy to check that
σΛ(K
′) ∩ σΛ(K ′′) = σΛ(L) and σΛ(K ′) ∪ σΛ(K ′′) = σΛ(M).
Define ψ : σΛ(L)→ {0} ∪ [m]\σΛ(M) by
ψ(σΛ(ℓk)) :=
{
σΛ(ϕ(ℓk)) if ϕ(ℓk) 6= 0
0 otherwise.
The following properties are due to the fact that νΛ is an admissible pair in M(ℓz),
and ϕ(ℓz) ∈ νΛ. For any Λ and σ(Λ) we have
• σΛ(ℓr) = ℓr for all r ≥ z
• ψ(σΛ(ℓr)) = ϕ(ℓr) for all r > z
• σΛ(M)(r) = σΛ(M(r)) for all r ∈ {0, 1, . . . , n}.
Clearly, by squaring we get σ2(Λ) = Λ since σ2Λ(N) = N for any subset N ⊆ [m].
The following lemma proves that the image of σ is contained in J3 and hence σ is an
involution.
Lemma 5.8. If Λ ∈ J3, then σ(Λ) ∈ J3.
Proof. Since Λ is fixed, we will denote σΛ(N) by simply σ(N) for any subset N in
this proof. We first show that σ(Λ) ∈ J. Observe that iσ(K ′) = iK ′ and iσ(K ′′) = iK ′′
since iν1 = iν2. What we need to show is that ψ : σ(L) → {0} ∪ [m] \ σ(M) is a
bounded map. It suffices to consider ℓr for which ϕ(ℓr) 6= 0.
If r > z, then we have that σ(M)(r) =M(r) since νΛ ⊆M(r). Hence
ψ(σ(ℓr)) = ϕ(ℓr) < ℓr = σ(ℓr).
If r = z, then ϕ(ℓr) ∈ νΛ. But the fact that {σ(ϕ(ℓr)), ϕ(ℓr)} = νΛ are consecutive
in M(r) implies
ψ(σ(ℓr)) = σ(ϕ(ℓr)) < ℓr = σ(ℓr).
If r < z, then |M(r) ∩ νΛ| ≤ 1. Hence σ fixes at least one of ℓr or ϕ(ℓr). Thus
ψ(σ(ℓr)) = σ(ϕ(ℓr)) < σ(ℓr)
since ν1, ν2 are consecutive in M(z) and M(r) ⊆ M(z). This implies that ψ is a
bounded map. Hence σ(Λ) ∈ J.
Since jν1 = jν2 , we have that jσ(M(k)) = jM(k) for all k ∈ {0, 1, . . . , n}. This implies
that Λ ∈ J(k − 1) \ J(k) if and only if σ(Λ) ∈ J(k − 1) \ J(k). In particular, it also
implies that Λ ∈ J3 if and only if σ(Λ) ∈ J3. This proves the lemma. 
Before we prove the proposition, we need one more observation. Note that each
summand in equation (5.7) has a natural factorization
(5.10)
∏
ℓ∈K ′∩K ′′
p
(ϕ)
ℓ =
 ∏
ℓ∈ϕ−1(0)
p
(ϕ)
ℓ
 ∏
ℓ′∈ϕ−1([m]\M)
p
(ϕ)
ℓ′
 .
We will denote the first factor by p0ϕ and the second factor by p
+
ϕ .
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Lemma 5.9. For any Λ ∈ J3 with pΛ = p0Λ · p+Λ and pσ(Λ) = p0σ(Λ) · p+σ(Λ), we have
that p0Λ = p
0
σ(Λ).
Proof. It suffices to check the case where ϕ−1(0) 6= σ(ϕ−1(0)). Otherwise p0Λ = p0σ(Λ)
since ν1 and ν2 act identically on Q.
If ϕ−1(0) 6= σ(ϕ−1(0)), then {ϕ(ℓz), ℓr} must be a non-admissible pair in M(z) for
some r 6= z. Moreover, ϕ(ℓr) = 0 and r < z, otherwise ϕ would not be bounded.
Since {ϕ(ℓz), ℓr} are a non-admissible pair in M(z), they must be a non-admissible
pair in M(r) ∪ {ϕ(ℓz)}. Thus
p
(ϕ)
ℓr
= p
(ψ)
σ(ℓr)
.
It is easy to see that other factors of p0Λ and p
0
σ(Λ) are equal. Thus the lemma is
proved. 
We are now ready to prove the proposition. It suffices to show that pΛ = −pσ(Λ)
for any Λ ∈ J3. We first assume that ν2 = ϕ(ℓz). Then ν1 ∈M(z − 1) and hence
νΛ ∩ σΛ(M(z − 1)) = {ν2} and νΛ ⊆ σΛ(M(z)) = M(z).
For any iℓ ∈ I we will denote αiℓ by simply αℓ. By equation (2.2), if
pΛ = p
0
Λ · p+Λ = p0Λ ·
∏
ℓr∈ϕ−1([m]\M)
〈w(ϕ)ℓr (−αℓr), α∨ϕ(ℓr)〉,
then by Lemma 5.9, we have
pσ(Λ) = p
0
Λ · 〈sν2w(ψ)z (−αℓz), α∨ϕ(ℓz)〉
∏
r 6=z
〈w(ψ)ℓr (−αℓr), α∨ϕ(ℓr)〉
= p0Λ · 〈w(ϕ)z (αℓz), α∨ϕ(ℓz)〉
∏
r 6=z
〈w(ϕ)ℓr (−αℓr), α∨ϕ(ℓr)〉
= −pΛ
since jν1 = jν2 . Note that the other terms (r 6= z) in the above product remain
unchanged after applying the involution since σΛ(M(r)) = M(r) for r ≥ z and
if r < z, then the relative position of ν1 and ν2 is the same within the sequence
(M(r)). A similar argument proves that pΛ = −pσ(Λ) in the case where ν1 = ϕ(ℓz).
This completes the proof of Proposition 5.7 
Propositions 5.6 and 5.7 together prove Proposition 5.5. Hence the inductive step
in the proof of Theorem 5.3 is complete.
6. Positivity of Littlewood-Richardson coefficients and proof of
Theorem 2.16
In this section we prove that the generalized Littlewood-Richardson coefficients
are positive for a large class of quasi-Cartan matrices. The following is the main
result of this section.
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Proposition 6.1. Let A be an I × I quasi-Cartan matrix such that (2.19) holds.
Then for any admissible sequence i = (i1, . . . , im) ∈ Im, we have
(6.1) w(αj) ∈
∑
i∈I
R≥0 · αi and 〈w(αim), α∨i1〉 ≤ 0
where w = si2si3 · · · sim−1 .
Proof. First, we consider the case where the quasi-Cartan matrix is of rank 2. Let
I = {1, 2} and
A :=
[
2 −a
−b 2
]
.
Define the sequences Ak and Bk by
(6.2) Ak := aBk−1 −Ak−2 and Bk := bAk−1 − Bk−2
where A0 = B0 = 0 and A1 = B1 = 1. These sequences are analogues of Chebyshev
polynomials of second kind and are constructed so that if i = (1, 2, 1, 2, . . .︸ ︷︷ ︸
m
), then
w(αim) = Am−1 α1 +Bm α2 and 〈w(αim), α∨i1〉 = Am−2 − Am
and if i = (2, 1, 2, 1, . . .︸ ︷︷ ︸
m
), then
w(αim) = Am α1 +Bm−1 α2 and 〈w(αim), α∨i1〉 = Bm−2 −Bm.
We remark that the sequences Ak and Bk are used by N. Kitchloo in [20] in his
study of cohomology of rank 2 Kac-Moody groups. The following lemma proves
Proposition 6.1 (and hence Theorem 2.16) in the rank 2 case.
Lemma 6.2. Let a, b be positive real numbers such that ab ≥ 4, then for any admis-
sible i ∈ Im, we have
Ak ≥ Ak−2 and Bk ≥ Bk−2.
Proof. We prove the lemma by induction on k. The lemma is clearly true for k = 2
since a, b are positive. In general we have that
Ak+1 = aBk − Ak−1 = (ab− 1)(Ak−1)− aBk−2 ≥ 3Ak−1 − aBk−2.
By induction, we have that Bk ≥ Bk−2. Hence
Ak+1 ≥ 3Ak−1 − aBk−2 ≥ 2Ak−1 + (Ak−1 − aBk) = 2Ak−1 − Ak+1.
This implies that 2Ak+1 ≥ 2Ak−1. A similar argument proves the proposition for the
sequence Bk. This completes the proof. 
We now consider the case of a quasi-Cartan matrix of arbitrary rank. For any
j, k ∈ I let Wj,k denote the dihedral subgroup of W generated by sj , sk. We need
the following well-known fact about Coxeter groups.
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Lemma 6.3. For any w ∈ W and j, k ∈ I there exist elements w′ ∈ W , w′′ ∈ Wj,k
such that
(6.3) w = w′w′′, ℓ(w) = ℓ(w′) + ℓ(w′′), ℓ(w′sj) = ℓ(w
′sk) = ℓ(w) + 1 .
In particular, the pair (w′, w′′) is unique and
ℓ(wsj)− ℓ(w) = ℓ(w′′sj)− ℓ(w′′), ℓ(wsk)− ℓ(w) = ℓ(w′′sk)− ℓ(w′′) .
Now we prove Proposition 6.1 by induction in ℓ(w). If w ∈ Wj,k for some j, k ∈ I,
then we are done by Lemma 6.2. Otherwise, by Lemma 6.3 there exists w′ ∈ W \{1}
and w′′ ∈ Wjk satisfying (6.3). Since ℓ(w′′) < ℓ(w) and w′′ satisfies the assumptions
of the proposition, we obtain:
w′′(αj) ∈ R≥0 · αj + R≥0 · αk
Since ℓ(w′) < ℓ(w) and w′ also satisfies the assumption of the proposition, the
inductive hypothesis (6.1) applies to this w′′ and we obtain:
w(αj) = w
′w′′(αj) ∈ w′(R≥0 · αj + R≥0 · αk)
= R≥0 · w′(αj) + R≥0 · w′(αk) ⊂
∑
i∈I
R≥0 · αi.
This proves the first part of (6.1). To prove the second part of (6.1), note that
ℓ(siwsj) − ℓ(wsj) = ℓ(siw′′) − ℓ(w′′) = 1. Therefore, the inductive hypothesis (6.1)
applies to this w′ and we obtain
〈w(αj), α∨i 〉 ∈ 〈R≥0 · w′(αj) + R≥0 · w′(αk), α∨i 〉
= R≥0 · 〈w′(αj), α∨i 〉+ R≥0 · 〈w′(αk), α∨i 〉 ⊂ R≥0 · R≤0 + R≥0 ·R≤0 = R≤0 .
The proposition is proved. 
By replacing the quasi-Cartan matrix A with (1 + t)A − 2t · Id, we obtain the
following result.
Proposition 6.4. In the notation of Proposition 6.1, let At = (1 + t) · A − 2t · Id
be the I × I quasi-Cartan matrix over R[t], where A is a quasi-Cartan matrix over
R such that for each i 6= j we have aij ≤ 0 and aijaji ≥ 4. Then for any admissible
sequence i = (i1, . . . , im) ∈ Im, we have
w(αim) ∈
∑
i∈I
R≥0[t] · αi and 〈w(αim), α∨i1〉 ∈ R≤0[t] .
where w = si2 · · · sim−1 .
Proof. Define a partial order on R[t] by saying that p ≥ q if p−q ∈ R≥0[t]. Following
the proof of Lemma 6.2 we obtain (by replacing (a, b) with ((t + 1)a, (t + 1)b) and
sequences {Ak}, {Bk} with {Ak(t)}, {Bk(t)} ⊂ R[t]). We prove by induction the
following two statements
Ak(t) ≥ Ak−2(t) and Bk(t) ≥ Bk−2(t).
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The lemma is clearly true for k = 2 since A2(t) = at + a, B2(t) = bt + b and a, b
are positive. In general we have that
Ak+1(t) = (at+ a)Bk(t)− Ak−1(t)
= (ab(t2 + 2t) + ab− 1)Ak−1(t)− (at + a)Bk−2(t)
≥ (ab(t2 + 2t) + 3)Ak−1(t)− (at+ a)Bk−2(t).
By induction, we have that Bk(t) ≥ Bk−2(t). Hence
Ak+1(t) ≥ (ab(t2 + 2t) + 3)Ak−1(t)− (at + a)Bk−2(t)
≥ (ab(t2 + 2t) + 2)Ak−1(t) + (Ak−1(t)− (at+ a)Bk(t))
= (ab(t2 + 2t) + 2)Ak−1(t)−Ak+1(t).
This implies that
2(Ak+1(t)− Ak−1(t)) ≥ ab(t2 + 2t)Ak−1.
Similarly the polynomials Bk(t) satisfies the same inequality. This proves the propo-
sition. 
Now we are ready to prove Theorem 2.16 and verify Conjecture 2.18 in a num-
ber of cases. Indeed, for any (K ′, K ′′, L, ϕ) as in Theorem 2.13, the sequence
i(K ′∪K ′′)<ℓ∩ϕ(L<ℓ) is admissible for all ℓ ∈ K ′ ∩K ′′, therefore, wℓ(αiℓ) ∈
∑
i∈I
R≥0 ·αi for
all ℓ ∈ (K ′ ∩K ′′) \ L by (6.1) and 〈wℓ(αiℓ),−αϕiℓ 〉 ≥ 0 for all ℓ ∈ L, again, by (6.1).
This proves Theorem 2.16. 
Same argument, in conjunction with Proposition 6.4 verifies Conjecture 2.18 in
the assumption that 2.19 holds.
7. Examples
In this section we apply Theorem 2.4 to compute Littlewood-Richardson coeffi-
cients in several cases. In the first example, we consider any rank 2 quasi-Cartan
matrices and demonstrate that Theorem 2.4 agrees with formulas developed in [20]
and [3]. The following examples we look at particular computations in finite Cox-
eter types An and H3. The computer algebra program MuPAD Pro and ’Combinat’
package was used in many of these calculations.
7.1. The rank 2 case. We give a full analysis in the case where A is a rank 2
quasi-Cartan matrix. Let I = {1, 2} and consider the quasi-Cartan matrix
A :=
[
2 −a
−b 2
]
as in the previous section. Define
um = · · · s1s2s1︸ ︷︷ ︸
m
and vm = · · · s2s1s2︸ ︷︷ ︸
m
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to be the unique elements in W corresponding to the two admissible sequences of
length m. We first compute non-equivariant coefficients cwu,v in the case where ℓ(u)+
ℓ(v) = ℓ(w). Let k ≤ m. Theorem 2.4 implies that
cumuk,um−k = c
vm+1
vk+1,um−k
= cvm+1uk,vm−k+1,
cvmvk,vm−k = c
um+1
uk+1,vm−k
= cum+1vk,um−k+1
and
cvmuk,um−k = c
um
vk,vm−k
= 0.
Hence it suffices to compute coefficients cumuk,um−k and c
vm
vk,vm−k
. Recall the sequences
Ak and Bk defined in (6.2). For k ≤ m, define the binomial coefficients
C(k,m) :=
AmAm−1 · · ·A1
(AkAk−1 · · ·A1)(Am−kAm−k−1 · · ·A1)
D(k,m) :=
BmBm−1 · · ·B1
(BkBk−1 · · ·B1)(Bm−kBm−k−1 · · ·B1) .
Theorem 7.1. Let A be a rank 2 quasi-Cartan matrix. The coefficients
cumuk,um−k = C(k,m) and c
vm
vk ,vm−k
= D(k,m).
We remark that the above formula has been proved by Kitchloo in [20, Section 10]
in the case where A is the Cartan matrix of some Kac-Moody group and by the first
author and Kapovich in [3, Section 13] in the case where A is symmetric. We show
that Theorem 2.4 implies Theorem 7.1 for any rank 2 quasi-Cartan matrix. First,
it is easy to check that Theorem 7.1 is true for m = 1 and 2. We will show that
the coefficients cumuk,um−k and c
vm
vk ,vm−k
can be constructed by a second order recurrence
relation using Theorem 2.4. We will then show that C(k,m) and D(k,m) also satisfy
this relation.
Let i = (. . . , 1, 2, 1) be the reduced expression of um. If u,v ⊂ [m] are such that
iu and iv are reduced expressions for um and um−k respectively, then there is at most
one admissible bounded bijection
ϕ : u ∩ v→ [m] \ (u ∪ v).
Moreover, if ϕ exists, then [m] \ (u ∪ v) = (1, 2, . . . , |u ∩ v|). Define
J (m, k) := {(u,v) | (iu, iv) ∈ R(um)× R(um−k) and ϕ exists}.
If u∩v = ∅, our convention will be that ϕ exists. If z ∈ J (m, k), then let ϕz denote
the corresponding i-admissible bounded bijection. Theorem 2.4 says that
cumuk,um−k =
∑
z∈J (m,k)
pϕz .
Define the subset
J1 := {(u,v) ∈ J (m, k) | m ∈ u ∩ v}.
If z ∈ J1, then ϕz(m) = 1 since ϕz is i-admissible. Hence the partition J (m, k) =
J1 ⊔ J (m, k) \ J1 induces the recursion
44 ARKADY BERENSTEIN AND EDWARD RICHMOND
cumuk,um−k =
∑
z∈J1
pϕz +
∑
z′∈J (m,k)\J1
pϕz′
= 〈vm−2(−α1), α∨i1〉 · cvm−2vk−1,vm−k−1 + (cum−2uk−2,um−k + cum−2uk,um−k−2).
Now assume that Theorem 7.1 is true for all integers less than m. Then
(7.1) cumuk,um−k = 〈w(−αim), α∨i1〉D(k − 1, m− 2) + C(k − 2, m− 2) + C(k,m− 2).
The following lemma will be important to the proceeding calculations.
Lemma 7.2. Let Am and Bm be sequence defined in (6.2). Then the following
identities are true:
(1) If m is odd, then Am = Bm. If m is even, then bAm = aBm.
(2) For any k ≤ m, if k is odd and m is even, then
bC(k,m) = aD(k,m).
Otherwise
C(k,m) = D(k,m).
(3) For any k ≤ m, if k and m are both even, then
bAkAm = a(Am+k−1 + Am+k−3 + · · ·+ Am−k+1).
Otherwise
AkAm = Am+k−1 + Am+k−3 + · · ·+ Am−k+1.
Proof. Part (1) follows from a simple inductive argument and the construction of
Am and Bm in (6.2). Part (2) is a direct consequence of part (1). For part (3) we
observe that for any 1 < k ≤ m, we have
A2Bm = Am+1 + Am−1
and
AkBm = A2AkAm−1 − AkBm−2.
Part (3) now follows from another inductive argument and part (1). 
We prove Theorem 7.1 by considering three cases. First assume that m is odd.
By Lemma 7.2, equation (7.1) becomes
cumuk,um−k = C(m− 2, k) + (Am − Am−2)C(m− 2, k − 1) + C(m− 2, k − 2)
= A˜
(
Am−2Am−3 · · ·Am−k+1
AkAk−1 · · ·A1
)
(7.2)
where
A˜ = Am−kAm−k−1 + (Am −Am−2)AkAm−k + AkAk−1.
Using Lemma 7.2 part (3), A˜ simplifies to
A˜ = AmAm−1
and thus cumuk,um−k = C(m, k).
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If k and m are both even, then equation (7.2) for cumuk,um−k still holds by replacing
A˜ with
A˜′ = Am−kAm−k−1 + (Bm − Bm−2)AkAm−k + AkAk−1
= Am−kAm−k−1 +
b
a
(Am − Am−2)AkAm−k + AkAk−1.
But this expression still simplifies to equal AmAm−1 by applying Lemma 7.2 part (3)
in the case where k and m− k are both even.
Finally, if k is odd and m is even, then
cumuk,um−k = C(m− 2, k) + (Bm − Bm−2)D(m− 2, k − 1) + C(m− 2, k − 2)
= C(m− 2, k) + b
a
(Am − Am−2)a
b
C(m− 2, k − 1) + C(m− 2, k − 2)
= A˜
(
Am−2Am−3 · · ·Am−k+1
AkAk−1 · · ·A1
)
with A˜ again simplifying to equal AmAm−1. To complete the proof of Theorem 7.1
we observe that this same argument applies to computing cvmvk,vm−k .
Remark 7.3. In [3, Section 13], the first author and Kapovich consider the case
where a = b = t + t−1 where t is some formal parameter. In this case
Ak = Bk = [k]t := t
k−1 + tk−3 + · · ·+ t1−k
and
C(k,m) = D(k,m) =
[
m
k
]
t
:=
[m]t!
[k]t![m− k]t!
are t-binomial coefficients used in the study of quantum groups. Theorem 2.4 pro-
vides an interesting decomposition identity for these binomial coefficients.
We conclude our rank 2 examples by computing some equivariant Littlewood-
Richardson coefficients cwu,v where ℓ(u) + ℓ(v) > ℓ(w). Let w = u5, u = u3 and
v = u4. Let [5] = (1
′, 2′, 3′, 4′, 5′) denote the index sequence of i = (1, 2, 1, 2, 1). It is
easy to see that u3 appears as a subsequence four times given by the subsequences
(1′, 2′, 3′), (1′, 2′, 5′), (1′, 4′, 5′), (3′, 4′, 5′)
and u4 appears once as the subsequence (2
′, 3′, 4′, 5′). These subsequences yield the
following quadruples (u,v, L, ϕ) as in Theorem 2.13. In the table below, we list the
set L′ := (u ∩ v) \ L.
u v L′ ϕ pϕ α
(1′, 2′, 3′) (2′, 3′, 4′, 5′) (2′, 3′) L = ∅ 1 u1(α2) · v2(α1)
(1′, 2′, 5′) (2′, 3′, 4′, 5′) (2′, 5′) L = ∅ 1 u1(α2) · v4(α1)
(1′, 4′, 5′) (2′, 3′, 4′, 5′) (4′, 5′) L = ∅ 1 u3(α2) · v4(α1)
(3′, 4′, 5′) (2′, 3′, 4′, 5′) (3′, 4′) (5′) 7→ (1′) 〈−v3(α1), α∨1 〉 v1(α1) · u2(α2)
(3′, 4′, 5′) (2′, 3′, 4′, 5′) (3′, 5′) (4′) 7→ (1′) 〈−u2(α2), α∨1 〉 v1(α1) · v4(α1)
(3′, 4′, 5′) (2′, 3′, 4′, 5′) (4′, 5′) (3′) 7→ (1′) 〈−v1(α1), α∨1 〉 u3(α2) · v4(α1)
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In this case, all bounded bijections are also i-admissible bounded bijections. Sum-
ming these terms gives
cwu,v = u1(α2) · v2(α1) + u1(α2) · v4(α1) + u3(α2) · v4(α1) + (A5 − A3) v1(α1) · u2(α2)
+(A4 − A3) v1(α1) · v4(α1) + (A3 − 1) u3(α2) · v4(α1).
For another example, let w = u5, u = v = u3. Again, let [5] = (1
′, 2′, 3′, 4′, 5′)
denote the index sequence i = (1, 2, 1, 2, 1). Using the notation of Theorem 2.13 we
have the following quadruples (u,v, L, ϕ) (with L′ = (u ∩ v) \ L).
u v L′ ϕ pϕ α
(1′, 2′, 3′) (1′, 4′, 5′) (1′) L = ∅ 1 α1
(1′, 4′, 5′) (1′, 2′, 3′) (1′) L = ∅ 1 α1
(1′, 2′, 3′) (3′, 4′, 5′) (3′) L = ∅ 1 v2(α1)
(3′, 4′, 5′) (1′, 2′, 3′) (3′) L = ∅ 1 v2(α1)
(1′, 2′, 5′) (3′, 4′, 5′) (5′) L = ∅ 1 v4(α1)
(3′, 4′, 5′) (1′, 2′, 5′) (5′) L = ∅ 1 v4(α1)
(3′, 4′, 5′) (3′, 4′, 5′) (3′) (4′, 5′) 7→ (2′, 1′) 〈−u1(α2), α∨2 〉 · 〈−v3(α1), α∨1 〉 α1
(3′, 4′, 5′) (3′, 4′, 5′) (4′) (3′, 5′) 7→ (2′, 1′) 〈−α1, α∨2 〉 · 〈−v3(α1), α∨1 〉 u2(α2)
(3′, 4′, 5′) (3′, 4′, 5′) (5′) (3′, 4′) 7→ (2′, 1′) 〈−α1, α∨2 〉 · 〈−u2(α2), α∨1 〉 v4(α1)
Summing these nine terms gives
cwu,v = 2(α1+v2(α1)+v4(α1))+(A3−1)((A5−A3)α1+A2u2(α2))+A2(A4−A2) v4(α1).
In this case, there would be 20 terms in the above sum if we did not make the
“admissible” restriction.
7.2. Finite Type A examples. In this section we demonstrate some calculations
in finite type An. Let I = {1, 2, . . . , n} and A = (ai,j) be matrix where
ai,i = 2, ai,i+1 = ai,i−1 = −1, and ai,j = 0 if |i− j| > 1.
In this caseW is the symmetric group generated by order 2 simple reflections {si | i ∈
I} with Coxeter relations
(sisi+1)
3 = (sisj)
2 = 1
where |i− j| > 1. Let i = (3, 2, 1, 3, 2) and w = s3s2s1s3s2. We compute cwu,v where
u = s1s3 = s3s1 and v = s1s3s2 = s3s1s2.
Let [5] = (1′, 2′, 3′, 4′, 5′) denote the index sequence of the reduced sequence i. By
Theorem 2.4, we need to find all triples (u,v, ϕ) which satisfy the conditions given
in (2.3). In this case, there are four triples given by the table below.
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u v ϕ pϕ
(3′, 4′) (1′, 3′, 5′) (3′) 7→ (2′) 〈−α1, α∨2 〉 = 1
(1′, 3′) (3′, 4′, 5′) (3′) 7→ (2′) 〈−α1, α∨2 〉 = 1
(3′, 4′) (3′, 4′, 5′) (3′, 4′) 7→ (1′, 2′). 〈−α1, α∨3 〉 · 〈−s1α3, α∨3 〉 = 0 · 1 = 0
(3′, 4′) (3′, 4′, 5′) (3′, 4′) 7→ (2′, 1′). 〈−α1, α∨2 〉 · 〈−s2s1α3, α∨3 〉 = 1 · −1 = −1
Summing the numbers pϕ, we get that
cwu,v = 1 + 1 + 0− 1 = 1.
This example demonstrates that for some triples, (u,v, ϕ), we can have pϕ < 0 under
the conditions given in Theorem 2.4. Hence nonnegativity is not immediately implied
by Theorem 2.4 for finite type A coefficients. Observe that the decomposition sum
in (2.3) for cwu,v depends strongly on the choice of the reduced word of w. Instead, if
we choose reduced word i′ = (2, 3, 1, 2, 1) ∈ R(w), then there is only one term in the
decomposition sum (2.3) given by
u v ϕ pϕ
(2′, 5′) (2′, 3′, 4′) (2′) 7→ (1′) 〈−α3, α∨2 〉 = 1
Again we get that cwu,v = 1, however the decomposition is obviously simpler and
trivially positive. To measure the complexity of these decompositions we compute
the polynomials ciu,v(t) for each i ∈ R(w) (recall these polynomials are defined at the
end of the introduction). We get
i ciu,v(t)
(2,3,1,2,1) t+ 1
(2,1,3,2,1) t+ 1
(2,3,2,1,2) (t + 1)2
(3,2,3,1,2) (t + 1)3
(3,2,1,3,2) (t + 1)3
Observe that, in this example, the polynomial ciu,v(t) is invariant under commuting
relations in R(w). Also, each polynomial has nonnegative coefficients and evaluation
at t = 0 recovers the corresponding Littlewood-Richardson coefficient.
For a larger example, let i = (5, 2, 3, 4, 3, 1, 2, 1) and w = s5s2s3s4s3s1s2s1. Let
u = s4s2 and v = s3s4s3s1s2s1.
In this case, u has two reduced words and v has 19 reduced words. Of these, there
are only three triples (u,v, ϕ) which satisfy the conditions in (2.3). We get that
cwu,v = 0 + 1 + 1 = 2.
If we take the reduced word i′ = (5, 2, 4, 3, 2, 1, 2, 4) ∈ R(w), then there are ten triples
which yield
cwu,v = −1 + 0 + 0 + 0 + 0 + 0 + 0 + 1 + 1 + 1 = 2.
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As in the previous example, the polynomials ciu,v(t) are invariant in the commutativ-
ity classes in R(w). Of the 64 reduced word decompositions of w, we get 5 distinct
polynomials, which correspond to the 5 commutativity classes in R(w). These poly-
nomials, along with the size of each commutativity class, is listed below.
[i] |[i]| ciu,v(t)
[(5, 2, 3, 4, 3, 1, 2, 1)] 14 (t+ 1) · (2t2 + 4t+ 1) · (t2 + 2t+ 2)
[(5, 2, 4, 3, 4, 1, 2, 1)] 30 (3t2 + 6t+ 2) · (t+ 1)3
[(5, 4, 3, 2, 3, 4, 1, 2)] 5 2(t+ 1)6
[(5, 2, 4, 3, 4, 2, 1, 2)] 12 (2t4 + 8t3 + 11t2 + 6t+ 2) · (t+ 1)3
[(5, 2, 3, 4, 3, 2, 1, 2)] 3 (t+ 1) · (t2 + 2t+ 2) · (2t4 + 8t3 + 10t2 + 4t+ 1)
Once again, observe that the coefficients of ciu,v(t) are nonnegative.
7.3. Finite type H3 examples. Let ρ := 2 cos
(π
5
)
and consider the quasi-Cartan
matrix
A :=
 2 −ρ 0−ρ 2 −1
0 −1 2
 .
The group W has three order 2 generators s1, s2, s3 which satisfy the following rela-
tions:
(s1s2)
5 = (s1s3)
2 = (s2s3)
3 = 1.
The group W has 120 elements with the longest element having a Coxeter length
of 15. The group W is referred to as the finite Coxeter group H3. While H3 appears
in the classification of finite irreducible Coxeter groups, it does not appear in the
classification of finite root systems in Lie theory. Hence H3 is not a Weyl group of
any Lie group or Kac-Moody group. We give all structure coefficients cwu,v where
ℓ(u) = ℓ(v) = 2 and ℓ(w) = 4 in the form of a multiplication table of dual elements
{σu | ℓ(u) = 2}. There are 5 elements of length 2 elements which can be represented
by the following sequences:
(12), (21), (23), (32), (13)
and 9 elements of length 4 represented by the sequences:
(1212), (2121), (1321), (2312), (2123), (3212), (1323), (1213), (2123).
σ12 σ21
σ12 σ1212 + ρ σ2312 + ρ
2 σ3212
σ21 ρ (σ1212 + σ2121) + σ1321 + ρ σ3212 σ2121 + 2ρ σ1321
σ13 ρ (σ2123 + σ3212 + σ2312) + σ1321 + σ1231 ρ (σ1321 + σ1231) + ρ σ2321
σ23 σ2312 + σ1323 + ρ σ2123 σ2321 + σ2123 + ρ σ1231
σ32 ρ (σ2312 + σ3212) σ2312 + σ3212 + ρ σ1321
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σ13 σ23 σ32
σ13 ρ
2 σ1231 + ρ (σ2123 + σ2321)
σ23 ρ
2 σ2123 + σ1231 ρ
2 σ2123
σ32 σ2312 + σ2321 + σ1321 ρ σ1323 ρ σ2312
Clearly, the Littlewood-Richardson numbers computed above are not all integral,
however they are nonnegative since ρ is positive. This evidence supports Conjecture
2.17 on nonnegativity given in the introduction. We end by giving an example of the
polynomial ciu,v(t) for H3. Let w = (1, 2, 1, 2, 3, 1, 2), u = (3, 1, 2, 3) and v = (1, 3, 2).
In this case we get that cwu,v = ρ
2. The set R(w) has 5 elements with 3 commutativity
classes. The polynomials ciu,v(t) are given by the following table where ρ¯ := ρ − 1
and
P := (ρt + ρ)2(ρt+ ρ¯)(t+ ρ).
i ciu,v(t)
(1,2,1,2,3,1,2) P · ((ρ2 + 1)(t2 + 2t) + ρ)(ρ2t2 + 2ρ2t+ ρ¯)
(1,2,1,2,1,3,2) P · ((ρ2 + 1)(t2 + 2t) + ρ)(ρ2t2 + 2ρ2t+ ρ¯)
(2,1,2,1,2,3,2) P · (t+ ρ)(ρ2t2 + 2ρ2t+ ρ¯)(ρ2t4 + 4ρ2t3 + ρ5t2 + ρ2ρ¯3t + 1)
(2,1,2,1,3,2,3) P · (t+ ρ)((ρ2 + 1)(t2 + 2t) + ρ¯)
(2,1,2,3,1,2,3) P · (t+ ρ)((ρ2 + 1)(t2 + 2t) + ρ¯)
Since ρ and ρ¯ are both positive numbers, all the above polynomials have positive
coefficients.
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