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ABSTRACT
The presence of magnetoacoustic waves in magnetic structures in the solar atmosphere is well-documented.
Applying the technique of solar magneto-seismology (SMS) allows us to infer the background properties of these
structures. Here, we aim to identify properties of the observed magnetoacoustic waves and study the background
properties of magnetic structures within the lower solar atmosphere. Using the Dutch Open Telescope and Rapid
Oscillations in the Solar Atmosphere instruments, we captured two series of high-resolution intensity images with
short cadences of two isolated magnetic pores. Combining wavelet analysis and empirical mode decomposition
(EMD), we determined characteristic periods within the cross-sectional (i.e., area) and intensity time series. Then,
by applying the theory of linear magnetohydrodynamics (MHD), we identiﬁed the mode of these oscillations
within the MHD framework. Several oscillations have been detected within these two magnetic pores. Their
periods range from 3 to 20 minutes. Combining wavelet analysis and EMD enables us to conﬁdently ﬁnd the phase
difference between the area and intensity oscillations. From these observed features, we concluded that the detected
oscillations can be classiﬁed as slow sausage MHD waves. Furthermore, we determined several key properties of
these oscillations such as the radial velocity perturbation, the magnetic ﬁeld perturbation, and the vertical
wavenumber using SMS. The estimated range of the related wavenumbers reveals that these oscillations are
trapped within these magnetic structures. Our results suggest that the detected oscillations are standing harmonics,
and this allows us to estimate the expansion factor of the waveguides by employing SMS. The calculated
expansion factor ranges from 4 to 12.
Key words: magnetohydrodynamics (MHD) – Sun: atmosphere – Sun: helioseismology – Sun: magnetic ﬁelds –
Sun: oscillations – Sun: photosphere
1. INTRODUCTION
Improvements in space- and ground-based solar observations
have permitted the detection and analysis of small-scale
waveguide structures in the Sun’s lower atmosphere. One such
structure is a magnetic pore: a magnetic concentration with a
diameter that ranges from 0.5 to 6 Mm with magnetic ﬁelds of
1–3 kG that typically last for less than a day (Simon &
Weiss 1970). Magnetic pores are highly dynamic objects due to
e.g., constant buffeting from the surrounding granulation in the
photosphere. A collection of ﬂows and oscillations have been
observed within and around magnetic pores (Balthasar 1999;
Dorotovič et al. 2002, 2014; Hirzberger et al. 2002; Roudier
et al. 2002; Solanki 2003; Freij et al. 2014; Jess et al. 2015;
Moreels et al. 2015). The major apparent difference between a
sunspot and a magnetic pore is the lack of a penumbra: a region
of strong and often very inclined magnetic ﬁeld that surrounds
the umbra.
It is important to understand which magnetohydrodynamic
(MHD) waves or oscillatory modes can be supported in
magnetic ﬂux tubes in the present context. The reason for this is
two-fold: it clariﬁes the observational signatures of each mode,
and clariﬁes whether or not that mode will manifest given the
conditions of the local plasma. Furthermore, absorption of the
global acoustic p-mode and ﬂux tube expansion will induce a
myriad of MHD waves. Roberts (2006) investigated how the
slow mode may be extracted elegantly from the governing
MHD equations, considering the special case of a vertical
uniform magnetic ﬁeld in a vertically stratiﬁed medium. The
approach may, in principle, be generalized with non-uniform
magnetic ﬁelds (Luna-Cardozo et al. 2012), and by taking into
account non-linearity, background ﬂows, and dissipative
effects. However, as we will show below, a useful insight still
can be made within the framework of ideal linear MHD applied
to a static background.
It is very difﬁcult to directly (or often even indirectly)
measure the background physical parameters (plasma-β or
density, for example) of localized solar structures. For the
magnetic ﬁeld, the most common method is to measure the
Stokes proﬁles of element lines in the lower solar atmosphere
and then perform Stokes inversion in order to determine the
magnetic ﬁeld vectors. More recently, the development of solar
magneto-seismology (SMS) has allowed the estimation of the
local plasma properties, which are generally impossible to
measure directly (Andries et al. 2009; Ruderman & Erdé-
lyi 2009). While this technique has been used for many years in
the solar corona, only recently has it been applied to the lower
solar atmosphere. For example, Fujimura & Tsuneta (2009)
accomplished this by observing and identifying wave behavior
in lower solar structures and interpreting the observed waves as
standing MHD waves. A recent review of the lower solar
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atmospheric application of MHD waves is given by, e.g.,
Banerjee et al. (2007), Jess et al. (2015), and partially by
Mathioudakis et al. (2013) in the context of Alfvén waves.
Extensive numerical modeling of wave propagation in small-
scale ﬂux tubes has been undertaken by Khomenko et al.
(2008), Hasan & Van Ballegooijen (2008), Fedun et al.
(2011a, 2011b), Kato et al. (2011), Shelyag et al. (2011),
Vigeesh et al. (2012), Wedemeyer-Böhm et al. (2012), and
Mumford et al. (2015). These models are of localized magnetic
ﬂux tubes and the effect of vertical, horizontal, or torsional
coherent (sub) photospheric drivers mimicking plasma motion
at (beneath) the solar surface on these ﬂux tubes. It was found
that the generation of slow and fast MHD modes or the Alfvén
mode depended on the exact driver used, as well as the fact
that extensive mode conversion takes place within these ﬂux
tubes.
Vögler et al. (2005) and Cameron et al. (2007), using the
MURaM code, simulated larger scale magnetic structures,
including pores, to build up a detailed picture of the physical
parameters (density, pressure, and temperature) as well as ﬂows
in and around these structures, which has good observational
agreement.
Dorotovič et al. (2008) observed the evolution of a magnetic
pore’s area for 11 hours in the sunspot group NOAA 7519 (see
Sobotka et al. 1997; Dorotovič et al. 2002). They reported that
the periodicities of the detected perturbations were in the range
of 12–97 minutes and were interpreted as slow magnetoacous-
tic-gravity sausage MHD waves. Morton et al. (2011), using
the Rapid Oscillations in the Solar Atmosphere (ROSA)
instrument installed on the Dunn Solar Telescope (DST), also
detected sausage oscillations in a solar pore. The lack of
Doppler velocity data made it difﬁcult to conclude whether the
waves were propagating or standing. The oscillatory phenom-
ena were identiﬁed using a relatively new technique (at least to
the solar community) known as empirical mode decomposition
(EMD). The EMD process decomposes a time series into
intrinsic mode functions (IMFs) that contain the intrinsic
periods of the time series. Each IMF contains a different
timescale from that that exists in the original time series (see
Terradas et al. 2004). This technique was ﬁrst proposed by
Huang et al. (1998) and offers certain beneﬁts over more
traditional methods of period analysis, such as wavelets or
Fourier transforms.
Dorotovič et al. (2014) observed several large magnetic
structures and analyzed the change in time of the cross-
sectional area and total intensity of these structures. Phase
relations between the cross-sectional area and total intensity
have been investigated by e.g., Moreels et al. (2013) and
Moreels & Van Doorsselaere (2013). The phase difference that
was observed was 0°, i.e., in-phase, which matches the phase
relation for slow MHD sausage waves. Furthermore, these
magnetic structures were able to support several oscillations,
with periods that were not too dissimilar to standing mode
harmonics in an ideal case. Grant et al. (2015) observed a
magnetic pore within Active Region NOAA 11683, using high-
resolution scans of multiple heights of the solar atmosphere
using ROSA and the Interferometric Bidimensional Spectro-
meter (IBIS) on the DST. They showed that sausage modes
were present in all the observed layers that were damped while
they propagated into the higher levels of solar atmosphere. The
estimated energy ﬂux suggests that the sausage modes could
contribute to the heating of the chromosphere.
Standing waves are expected to exist in the lower solar
atmosphere that is bounded by the photosphere and the
transition region (Mein & Mein 1976; Leibacher et al. 1982).
Numerical models also predict this behavior (Zhugzhda &
Dzhalilov 1982; Erdélyi et al. 2007; Malins & Erdélyi 2007).
Standing waves have been potentially seen in the lower solar
atmosphere; using the Hinode space-borne instrument suite,
Fujimura & Tsuneta (2009) observed pores and intergranular
magnetic structures, ﬁnding perturbations in the magnetic ﬁeld,
velocity, and intensity. The phase difference between these
quantities gave an unclear picture as to what form of standing
waves these oscillations were. Standing slow MHD waves have
been detected in coronal loops with the Solar and Heliospheric
Observatory (SOHO) and TRACE (for reviews see, e.g.,
Wang 2011; De Moortel & Nakariakov 2012) and transverse
(kink) oscillations have been detected in coronal loops (e.g
Aschwanden et al. 1999; Taroyan et al. 2005; O’Shea
et al. 2007; Verth et al. 2008, for a review see Andries
et al. 2009; Ruderman & Erdélyi 2009). The harmonics of a
standing wave have potentially been seen in ﬂare loops using
ULTRACAM (e.g., Mathioudakis et al. 2006). Fleck &
Deubner (1989) also reported the observation of standing
waves in the lower solar chromosphere by measuring the
brightness and velocity oscillations in Ca II lines.
In this article, we exploit phase relations between the area
and intensity of two magnetic pores in order to identify the
wave mode of the observed oscillations. This information,
combined with the methods of SMS, allows us to determine
several key properties of these oscillations and of the magnetic
structures themselves. Section 2 details the observational data,
its reduction, and the analysis method. Section 3 discusses the
theory of the applicable MHD wave identiﬁcation as well as the
SMS equations used to estimate the properties of the observed
oscillations. Section 4 contains the results of the data analysis,
while Section 5 summarizes.
2. DATA AND METHOD OF ANALYSIS
Two high-resolution data sets are investigated within this
article. The ﬁrst data set was acquired using the Dutch Open
Telescope (DOT; Rutten et al. 2004), located at La Palma in
the Canary Islands. The data were taken on 2007 August 12th
with a G-band (430.5 nm) ﬁlter that samples the low photo-
sphere and has a formation height of around 250 km above the
solar surface. The observation started at 08:12 UTC and lasted
for 92 minutes, with a cadence of 15 s with a total ﬁeld of view
(FOV) of 60 Mm by 40.75 Mm. The DOT is able to achieve
high spatial (0 071 per pixel) resolution, due to the DOT
reduction pipeline. It comes at a cost of temporal cadence that
is decreased to 30 s as data reduction uses speckle reconstruc-
tion (Keller & von der Luehe 1992). Note that the DOT does
not have an adaptive optics system.
The second data set was obtained on the 2008 August 22nd
with the ROSA imaging system situated at the Dunn Solar
Telescope (see Jess et al. 2010 for details on experimental setup
and data reduction techniques). Observation started at 15:24
UTC, and data were taken using a 417 nm bandpass ﬁlter with
a width of 0.5 nm. The 417 nm spectral line corresponds to the
blue continuum that samples the lower photosphere and the
formation height of the ﬁlter wavelength corresponds to around
250 km above the solar surface. It should be noted that this is
an average formation height. This is because the contributions
to the line are from a wide range of heights and the lines also
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form at different heights depending on the plasma properties
(Uitenbroek & Tritschler 2006).
ROSA has the ability for high spatial (0 069 per pixel) and
temporal (0.2 s) resolutions. After processing through the
ROSA pipeline the cadence was reduced to 12.8 s to improve
image quality via speckle reconstruction (Wöger et al. 2008).
To ensure alignment between frames, the broadband time series
was Fourier co-registered and de-stretched (Jess et al. 2007).
Count rates for intensity are normalized by the ROSA pipeline.
The methodology of this analysis follows the method that
was also applied by Morton et al. (2011) and Dorotovič et al.
(2014). The area of the pore is determined by summing the
pixels that have intensity values that are less than 3σ of the
median background intensity, which is a large quiet-Sun
region. This method contours the pore area well, but not
perfectly, as the intensity between the pore and the background
granulation is not a hard boundary. The top row of Figure 1
shows the magnetic pores at the start of the observation
sequence, by DOT and ROSA, respectively. Furthermore, the
output from the area analysis is shown in the bottom row for
both magnetic pores. A strong linear trend can be observed for
the DOT pore. The intensity time series was determined by the
total intensity of all the pixels within the pore. To search for
periodic phenomena in the time series, two data analysis
methods were used: wavelets and EMD. The wavelet analysis
employs an algorithm that is a modiﬁed version of the tool
developed by Torrence & Compo (1998). The standard Morlet
wavelet, which is a plane sine wave with the amplitude
modulated by a Gaussian function, was chosen due to its high
resolution in the frequency domain. The EMD code employed
here is the one of Terradas et al. (2004). First, we de-trended
each time series by linear regression followed by wavelet
analysis to determine the periodicity of the oscillations as a
function of time. Second, cross-wavelet is applied to calculate
the phase difference between the area and intensity series as a
function of time. Although it is possible to obtain a better visual
picture of the phase relation between the two signals by using
EMD, the results agreed with the cross-wavelet analysis when
checked.
3. MHD WAVE THEORY
3.1. The Sausage Mode
We aim to identify MHD sausage modes, so it is important
to have a theoretical understanding of these modes. Assume
that a magnetic pore is modeled adequately by a cylindrical
waveguide with a straight background magnetic ﬁeld, i.e.,
B zB0 0 ˆ= . We note that, for reasons of clarity, in the following
discussion the theory does not take gravitational effects on
wave propagation into account However, the inﬂuence of
gravity may be important for wave propagation in magnetic
pores, especially at the photospheric level where the predicted
scale height is comparable to the wavelengths of observed
oscillations. Therefore we should be cautious with the
interpretations. The velocity perturbation is denoted as
v v v v, ,r z1 ( )= q . From the theory of ideal linear MHD waves
in cylindrical waveguides, for the m 0= modes (here m is the
azimuthal wavenumber), i.e., for axisymmetric perturbations,
the equations determining vr and vz decouple from the
governing equation for vq. Hence, we will have magnetoacous-
tic modes described by vr and vz and the torsional Alfvén mode
is described by vq. We are interested in the slow
magnetoacoustic mode in this paper, so we neglect the vq
component. The same applies to the component of the magnetic
ﬁeld in the q-direction. The linear magnetoacoustic wave
motion is then governed by the following ideal MHD
equations,
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Here, p is the gas pressure, r is the density, and b= b b b, ,r z( )q
is the perturbed magnetic ﬁeld. We have assumed that the
plasma motion is adiabatic. The subscripts 0 and 1 refer to
unperturbed and perturbed states, respectively.
Now assume that the wave is harmonic and propagating and
let v A r kz tcosr ( ) ( )w= - . We then obtain the following
equations for the perturbed variables,
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Integrating Equation (11) with respect to t and using (9) gives
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Comparing Equations (10) and (12) it can be noted that the
magnetic ﬁeld, bz, and the pressure (density) are 180° out-of-
phase. This depends on the sign of c ks
2 2 2w- , which is
assumed to be positive. Consideration of Equations (8), (10)
and (12) leads to the conclusion that vr is 90° out-of-phase with
bz and −90° out of phase with p1.
The ﬂux conservation equation for the perturbed variables
gives the following relation,
B S b S , 13z0 1 1 0 ( )= -
where S refers to the cross-sectional area of the ﬂux tube. We
conclude that the perturbation of the area is out of phase with
the perturbation of the z-component of the magnetic ﬁeld,
hence, the area is in-phase with the ﬂuctuations of the
thermodynamic quantities. Perhaps more importantly, we
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re-write Equation (13) as
S
S
b
B
. 14z1
0
1
0
( )= -
Hence, if we are able to measure oscillations of a poreʼs
area, we can calculate the percentage change in the magnetic
ﬁeld due to these oscillations (assuming conservation of ﬂux
in the pore). This was previously suggested by Grant et al.
(2015). Exploiting this relation will allow a comparison
to be made between the observed changes in pore area
and the magnetic oscillations found from Stokes proﬁles
(e.g., Balthasar et al. 2000). Furthermore, because there are
known difﬁculties with using the Stokes proﬁles, observing
changes in pore area could provide a novel way of validating or
refuting the observed magnetic oscillations derived from
Stokes proﬁles. These simpliﬁed phase relations were con-
ﬁrmed in a more complicated case by, e.g., Moreels et al.
(2013) and Moreels & Van Doorsselaere (2013), who also
derived the phase relations for other linear MHD waves.
By measuring the change in pore area with time, we will also
be able to estimate the amplitude of the radial velocity
perturbation. The changes in area are related to changes in the
Figure 1. Left column: the magnetic pore observed by the DOT. Right column: the magnetic pore observed by the DST/ROSA. Upper panels: the magnetic pores at
the start of the observation sequence (Upper panels). Lower panels: original (trended) cross-sectional time series for each pore throughout the observation sequence.
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radius of the ﬂux tube by
S
S
r
r
2
, 151
0
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where r0 and r1 are the unperturbed radius and perturbation of
the radius, respectively, assuming the ﬂux tube has a cylindrical
geometry. Once a periodic change in radius is identiﬁed, the
radial velocity of the perturbation can then be calculated using
the following relation
v
r
t
r
P
2
. 16r
1 1 ( )p= ¶¶ =
Note that the term “sausage mode” was introduced for waves
in magnetic tubes with a circular cross-section. The main
property of these waves that distinguishes them from other
wave modes is that they change the cross-sectional area. The
cross-sectional areas of observed pores are typically non-
circular. However, it seems to be reasonable to use the term
sausage mode for any wave mode that changes the cross-
sectional area. Several preceding papers have looked into non-
circular, e.g., elliptic, shapes, and found the effects to be
marginal on the MHD waves within these tubes (see Erdélyi &
Morton 2009 and Morton & Ruderman 2011).
3.2. Period Ratio of Standing Slow MHD Waves
The period of a standing wave in a uniform and
homogeneous ﬂux tube is given by P L nc2 ph» , where L is
the tube length, n is a integer determining the wave mode
harmonic and cph is the phase speed of the wave. This ratio is
for ideal homogeneous tubes, however, this is not the case for
the solar atmosphere from the photosphere to the transition
region. Luna-Cardozo et al. (2012) modeled the effect of
density stratiﬁcation and expansion with the height of the ﬂux
tube on the ratio of the fundamental and ﬁrst overtone periods
for a vertical ﬂux tube sandwiched between the photosphere
and transition region. Their analysis studied the slow standing
MHD sausage mode and assumed a thin ﬂux tube with a small
radial expansion with height. They investigated two cases; case
one is where the ﬂux tube undergoes weak magnetic expansion
with constant density, ﬁnding
2
15
2 6 5
1 , 17
f
f
2
1
2( ) ( ) ( )
w
w
b
b p= - + G -
where iw is the period of speciﬁc harmonic or overtone (i.e., 1,
2), fb is the plasma-b at the base of the ﬂux tube, and G is the
ratio of the radial size of the ﬂux tube at the apex to the
footpoint. Here, Equation (17) is Equation (43) from Luna-
Cardozo et al. (2012). Case two is where the ﬂux tube has
density stratiﬁcation but a constant vertical magnetic ﬁeld,
ﬁnding
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where 1k is the square root of the ratio of the density at the top
of the ﬂux tube to the density at the footpoint
( 1 apex footpoint
0.5( )k r r= ). Here, Equation (18) is Equation
(40) from Luna-Cardozo et al. (2012). Here, the upper end of
the ﬂux tube may well be the transition region while the
footpoint is in the photosphere. It should be noted that the form
of Equation (18) depends on the longitudinal density proﬁle;
here, a density proﬁle where the tube speed increased linearly
with height was used. This may or may not model a realistic
pore, and given the uncertainty of the equilibrium quantities,
this must be kept in mind in order to avoid over-interpretation.
Equations (17) and (18), modeling the frequency ratio of
standing oscillations, indicate that the ratio of the ﬁrst harmonic
to the fundamental will be less than two for ﬂux tube expansion
while the density stratiﬁcation could increase this value.
Furthermore, the thin ﬂux tube approximation is used to derive
these equations. Obviously, in a real ﬂux tube, both the
density and magnetic stratiﬁcation would be present at the
same time and would alter the ratio. This is not accounted
for at the moment. Finally, Equations (17) and (18) are
independent of height, which may limit the results, as it has
been suggested that the height to the transition region varies
(Tian et al. 2009).
4. RESULTS AND DISCUSSION
Figures 2 and 3 show the results of a wavelet analysis of the
area and intensity time series for the DOT and DST telescopes,
respectively. The original signal is displayed above the wavelet
power spectrum, and the shaded region marks the cone of
inﬂuence (COI), where edge effects of the ﬁnite length of the
data affect the wavelet transform results. The contours show the
conﬁdence level of 95%.
4.1. DOT Pore
There are four distinct periods found in the area time series
of the pore; 4.7, 8.5, 20, and 32.6 minutes. The last period is
outside the COI due to the duration of the time series, so it has
been disregarded. It should be noted that periods of 8, 14, and
35 minutes have been observed in sunspots by Kobanov &
Makarchik (2004). This is important because pores and
sunspots share a number of common features. The intensity
wavelet shows 4 periods of oscillations; 4.7, 8.6, 19.7, and 35
minutes. These periods are similar, if not the same as the period
of the area oscillations, which enables a direct comparison of
the two quantities. There is signiﬁcant power that is co-
temporal, which can be observed in both the intensity and area
wavelets.
Using cross-wavelet in conjunction with the EMD allows the
veriﬁcation of the phase difference between the area and
intensity signals for each period. These methods show that the
phase difference is very close to 0°, i.e., the oscillations are in-
phase, meaning that they are slow sausage MHD waves.
Furthermore, the percentage change in intensity is also of the
same order as reported in Balthasar et al. (2000) and Fujimura
& Tsuneta (2009). This suggests that we are most likely
observing the same oscillatory phenomena as these authors.
We also have to be certain that any change in area that we
observe is due to the magnetoacoustic wave rather than a
change in the optical depth of the plasma. Fujimura & Tsuneta
(2009) provide an insight into the expected differences between
the phase of magnetic ﬁeld and intensity oscillations due to
waves or the opacity effect. They demonstrate that the magnetic
ﬁeld (pore area) should be in-phase (out-of-phase) with the
5
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intensity if the oscillations are due to changes in optical depth.
We note that this is the same relationship expected for the fast
magnetoacoustic sausage mode. Hence, the identiﬁcation of the
fast magnetoacoustic mode in pores may prove difﬁcult with
only limited data sets.
The application of Equations (15) and (16) require informa-
tion about the amplitude of the area perturbation. This can be
achieved using either an FFT power spectrum or the IMFs’
amplitudes from the EMD analysis. Here, we use EMD for the
amplitudes (which are time-average values) and they are
Figure 2. Upper panels: evolution of the area of the pore observed with DOT. Lower panels: the corresponding wavelet power spectrum for a white noise background.
The cone of inﬂuence is marked as the shaded region and the contour lines show the 95% conﬁdence level.
Figure 3. Same as Figure 2 but for the pore observed with ROSA. Note that the intensity counts are normalized by the ROSA reduction pipeline (Jess et al. 2010).
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3.87 10 km , 3.61 10 km5 2 5 2´ ´ , and 5.90 10 km5 2´ for the
oscillations with periods of 4.7, 8.5, and 20 minutes,
respectively. It was not possible to ﬁnd the amplitude of the
largest period, as it did not appear in the EMD output. The
values of the area perturbation translate (using Equation (15))
to 37, 34, and 56 km, respectively, for the amplitude of the
radial perturbation. Note that the increase in radius is about 100
km, meaning that the perturbation is only of the order of 1 pixel
(at the DOTʼs resolution).
Using the values above allows us to calculate the radial
velocity perturbation for each period (by means of Equa-
tion (16)). For the periods of 4.7, 8.5, and 20 minutes, we
determine the radial velocity perturbation as 0.82, 0.42, and
0.29 km s 1- , respectively. The obtained radial speeds are very
sub-sonic, as the sound speed is »10 km s 1- in the photo-
sphere. They are, however, of the order of observed horizontal
ﬂows around pores.
Furthermore, it is also possible to estimate the percentage
change in the magnetic ﬁeld that is expected from the identiﬁed
linear slow MHD sausage modes. The percentage change in
pore area, hence magnetic ﬁeld, is found to be
A
A
b
B
4% 7%.1
0
1
0
–= 
For another magnetic pore, the percentage change was found to
be similar at 6% (Grant et al. 2015). Let us now assume that the
equilibrium magnetic ﬁeld strength of the pore takes typical
values of 1000–2000 G. Then, the amplitude of the magnetic
ﬁeld oscillations should be 40–140 G. The lower end of this
estimated range of percentage change in the magnetic ﬁeld
agrees well with the percentage changes in the magnetic ﬁeld
obtained using Stokes proﬁles by, for example, Balthasar et al.
(2000) and Fujimura & Tsuneta (2009). However, the upper
end of the range, i.e., ∼140 G, appears to be twice as large as
any of the previously reported periodic variations in the
magnetic ﬁeld. This apparent difference could be due to the
spatial resolution of the magnetograms averaging out the
magnetic ﬁeld ﬂuctuations. A summary of our ﬁndings can be
found in Table 1.
Now we estimate the wavelength (wavenumber) for each
mode. An important fact needs to be remembered, i.e., the
velocity perturbation that is determined is radial, not vertical.
Furthermore, since the waveguide is strongly stratiﬁed, we
deﬁne the wavelength as the distance between the ﬁrst two
nodes, which is the half wavelength of the wave. However, in
this regime, the vertical phase speed of the slow sausage MHD
wave is the tube speed, which is c 4.5T » km s−1 using typical
values for the photospheric plasma (Edwin & Roberts 1983;
Evans & Roberts 1990). For the periods of 4.7, 8.5, and 20
minutes we obtain estimates of the wavelength (wavenumber)
as 1269 km (4.95 10 6´ - m−1), 2268 km (2.77 10 6´ - m−1),
and 5319 km (1.18 10 6´ - m−1), respectively. Note that these
wavelengths are larger than the scale height in the photosphere
( 160» km) or the lower chromosphere. For the observed pore,
it had an average radius, a=1.5 Mm, where ka 8, 5, 2.= See
Table 2 for a summary.
4.2. ROSA Pore
There are four distinct periods found in the area time series
of the pore observed by ROSA: 2–3, 5.5, 10, and 27 minutes.
All of these reported periods are at least at the 95% conﬁdence
level (or over). A few words about two of the periods have to
be mentioned. First, the power of the 2–3 minute period is
spread broadly, and as such it is hard to differentiate the exact
period. Second, the 10-minute period slowly migrates to 13.5
minutes as the time series comes to its end. The intensity
wavelet shows 4 periods of oscillations; 2–3, 5.5, 10, and 27
minutes. For the pore observed by DOT, the oscillations found
in the area and intensity data share similar periods. Also, there
is another period that is below the 95% conﬁdence level for
white noise at 1–2 minutes at the start of the time series. This is
a similar behavior as found for the DOT pore.
We found that the phase difference between the area and
intensity periods is 0°. This means, as before, that these
oscillations are in-phase and are interpreted as signatures of
slow sausage MHD waves. While we have chosen not to
discuss the out-of-phase behavior, there are small regions of
45 phase difference that have been previously reported
(Dorotovič et al. 2014). This needs to be investigated in the
future, as the authors are unaware of which MHD mode would
Table 1
The Properties of Each Observed Period for the DOT and ROSA Data
DOT r1 vr1
b
B
z1
0 ROSA r1 vr1
b
B
z
0
1
Period 1 4.7 minutes 37 km 0.82 km s−1 4.34% Period 1 2–3 minutes 69.1 km 3.03 km s−1 26.3%
Period 2 8.4 minutes 34 km 0.42 km s−1 4.04% Period 2 5.5 minutes 74.2 km 1.41 km s−1 28.2%
Period 3 19.7 minutes 56 km 0.29 km s−1 6.60% Period 3 10 minutes 117 km 1.23 km s−1 44.5%
Note.r1 is the radial perturbation, vr1 is the velocity perturbation, and
b
B
z1
0
is the magnetic ﬁeld perturbation. These quantities are determined by using Equations (15)
and (16).
Table 2
The Wavelength (Wavenumber) for Each Observed Period for the DOT and ROSA Data
DOT zl kz k az ROSA zl kz k az
Period 1 4.7 minutes 1269 km 4.95 10 6´ - m−1 8 Period 1 2–3 minutes 540–810 km 7.76–12 10 6´ - m−1 4–6
Period 2 8.4 minutes 2268 km 2.77 10 6´ - m−1 5 Period 2 5.5 minutes 1485 km 4.2 10 6´ - m−1 2
Period 3 19.7 minutes 5319 km 1.18 10 6´ - m−1 2 Period 3 10 minutes 2700 km 2.33 10 6´ - m−1 1
Note. Here, k 2p l= and v f ,l = where k is the wavenumber, λ is the wavelength, v is the velocity, and f is the frequency.
7
The Astrophysical Journal, 817:44 (10pp), 2016 January 20 Freij et al.
cause this behavior; however, it has been suggested that this is
due to noise within the data set (Moreels et al. 2015). As for the
DOT pore, the same properties can be obtained for each period
observed within the ROSA pore, which are summarized in
Tables 1 and 2.
The amplitudes for the area oscillations are 2.29 105´ km2,
2.45 105´ km2, and 3.87 105´ km2 for periods of 2–3, 5.5,
and 10 minutes, respectively. The 13.5-minute period is found
by the EMD process as well, and has an amplitude that is the
same as that of the 10-minute period. Again, it was not possible
to ﬁnd the amplitude of the largest period. These then, lead to a
radial perturbation amplitude of 69.1, 74.2, and 117 km and a
radial velocity perturbation of 3.03, 1.41, and 1.23 km s−1,
respectively. The increase in radius is around 100 km, meaning
that the perturbation is only of the order of 2 pixels (at ROSA’s
resolution). This means that for each part of the structure, its
radius increases by 2 pixels. Once again, the radial velocity
perturbations are found to be sub-sonic.
The percentage change in the pore’s area, and thus the
magnetic ﬁeld, is given by
A
A
b
B
25% 45%.1
0
1
0
–= 
From the above relations we conclude that the size of the
magnetic ﬁeld oscillation is in the region of 200–400 G. This is
a substantial increase when compared to the measurements of
the pore detected by DOT, as the amplitudes for these
oscillations are of the same order but the cross-sectional area
of the pore is an order of magnitude smaller. This suggests that
the oscillation strength might be independent of the scale of the
structure (Dorotovič et al. 2014).
Once again, we determine the wavelength (wavenumber) for
each period, using the tube speed as deﬁned in the previous
section. For the periods of 2–3, 5.5, and 10 minutes we obtain
estimates of the wavelength (wavenumber) as 540−810 km
(7.76 10 m6 1´ - - ), 1485 km (3.58 10 m6 1´ - - ), and 2.2
Mm (2.85 10 m6 1´ - - ), respectively. For the observed pore
radius, a=0.5 Mm, we obtain values of ka=2, 1.8, 1.5,
and 1.5.
4.3. Standing Oscillations
With the important understanding that the observed waves
are trapped, there is a possibility of them being standing waves.
Assuming that the pore can be modeled as a straight
homogeneous magnetic ﬂux tube that does not expand with
height, the sharp gradients (often modeled as discontinuities) of
the temperature/density at the photosphere and at the transition
region form a resonant cavity that can support standing waves
(see Fleck & Deubner 1989; Malins & Erdélyi 2007).
Calculating the harmonic periods (P L nc2 ph» , where L is
the distance between the boundaries (2 Mm), n is the harmonic
number), a fast MHD oscillation (c 12 km sp 1» - ) would have
a fundamental period ∼333 s, while the period of a slow MHD
wave (c 5.7 kmsp 1» - ) would be ∼700 s. Other slow MHD
sausage waves have been observed with phase speeds similar to
this (Moreels et al. 2015). The interpretation of the observed
waves is that they are slow MHD sausage waves, which, in the
ideal homogeneous case, is most similar to the observed
results; however, it is still different by two minutes. Therefore,
the basic assumption of an ideal homogeneous ﬂux tube
(constant L, constant cph etc.) is inadequate for explaining the
results presented in this paper. There are several further
considerations that need to be taken into account. From
observations, many magnetic structures are not cylindrical or
symmetrical and are often irregular in shape. Furthermore,
large-scale magnetic structures have been thought to be made
up of either a tight collection of small-scale ﬂux tubes or one
large monolithic structure (Priest 1984 and the references
within). Also, these magnetic structures extend from the
photosphere to the transition region, which means that the
plasma-β will vary by an order of 2 mag, which will change the
dynamics of the MHD waves considerably. We have also
ignored the effect of gravity (i.e., density stratiﬁcation; Díaz &
Roberts 2006; Andries & Cally 2011), as well as the equally
important fact that ﬂux tubes expand with height (i.e., magnetic
stratiﬁcation), which alters the ratio of the periods, i.e.,
P P 21 2 ¹ (Luna-Cardozo et al. 2012). All of these effects
will further affect the wave dynamics inside ﬂux tubes.
Here, we will ignore periods greater than 10 minutes; as
shown above in the ideal homogeneous case, the largest period
possible is 11.6 minutes for MHD waves (with the above
assumptions). Here, we will consider two effects: the effect of
density stratiﬁcation and magnetic expansion with height in the
radial direction. For the ﬁrst case; Equation (18) is calculated
with typical density values from the VAL-III C model (Vernazza
et al. 1981) at the apex (transition region) and footpoint
(photosphere) of the ﬂux tube. The VAL-III C model is an
estimation of a quiet-Sun region and the interior density ratio
between the photosphere and the transition region of a ﬂux tube
need not necessarily differ greatly from that of the exterior
atmosphere (see Figures 3 and 1 of Gent et al. 2013 and 2014,
respectively). The resulting value for the period ratio in this
instance is 1.44 (density values are 2.727 10 7´ - and 2.122
10 13´ - g cm 3- for the footpoint and apex, respectively).
Using the model given by Maltby et al. (1986), which models a
sunspot umbra, this period ratio is 1.38 (density values are 1.364
10 6´ - and 9.224 10 14´ - g cm 3- for the footpoint and apex,
respectively). This does not correspond well to the results in this
paper, but only for one previously reported result: a highly
dynamical non-radially uniform sunspot (Dorotovič et al. 2014).
The ratio is substantially smaller than what is detected here,
which means that the ﬁrst harmonic should be at ≈5.9 minutes.
This model does not seem to be applicable to the observational
results presented here. The reason for this, the authors believe, is
due to the effect of ﬁnite radius. The dispersion relation for slow
MHD waves in a ﬁnite radial ﬂux tube shows that the dispersion
related to the ﬁnite tube radius increases the wave frequency.
The shorter the wavelength, the stronger the dispersion effect.
Hence, the relative increase of the ﬁrst overtone frequency due to
the effect of ﬁnite radius is larger than that of the fundamental
harmonic. This modiﬁes the period of the ﬁrst harmonic to be
Table 3
The Periods of Oscillations and the Harmonic Ratios for the DOT and ROSA
Magnetic Pore
DOT Period
(Minutes)
Ratio
(P Pi1 )
Rosa Period
(Minutes)
Ratio
(P Pi1 )
8.5 minutes L 10 minutes L
4.7 minutes 1.81 5.5 minutes 1.81
2–3 minutes 3.3–5
Note.The periods listed here exist at the 95% conﬁdence level and are within
the COI. Periods greater than 10 minutes have been neglected.
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higher, which shifts the period ratio to be larger than values that
are obtained theoretically in the thin tube approximation. Table 3
details the periods that have been found from the two magnetic
pore data sets used within this article. However, the arguments
set forth in this paragraph have been taken into account, and as a
result, the table contains only periods that can be supported
within these magnetic ﬂux tubes.
Figure 4 details the various solutions (i.e., period ratio) for
Equation (17) over a large range of plasma-β and expansion
ratio (Γ). It is difﬁcult to estimate how much a ﬂux tube
expands with height, therefore, we explore the parameter space
widely, taking Γ of 0–15. The values for the plasma-β are
divided into strong (2 kG) and weak (2 kG) ﬁeld regions, as
the magnetic ﬁeld of ﬂux tubes hypothesized, and will vary
from 0.5 to 4 kG. The magnetic pores were observed before the
launch of NASAʼs Solar Dynamics Observatory (SDO), so the
best magnetic data comes from the Michelson Doppler Imager
(MDI) instrument on board NASAʼs SOHO. As such, the
magnetic ﬁeld of these pores is hard to know precisely due to
their small scale and MDIʼs large pixel size. However, ground-
based observations of similar sized pores reveal magnetic ﬁelds
ranging from 1 to 2.5 kG. The blue contour lines show the
parameter space that matches the period ratios reported in this
article and the ones in Dorotovič et al. (2014). For example, if
the plasma-β is around 1, the expansion factors for the three
period ratios reported here are around 4, 6, and 9. If we have
plasma-b  1, the expansion ratio starts to increase rapidly.
Once again, this effect can be dominant when the ﬂux tube
expands too much; however, it is unlikely that a ﬂux tube would
expand by such a large amount. Browning & Priest (1982), for
example, suggest that when the internal gas pressure exceeds the
external gas pressure, the ﬂux tube becomes unstable and this
occurs when the ﬂux tube expands greatly with height.
For the cases presented in this paper, the ﬂux tube has to
expand four to six times to have a period ratio that is observed.
In a number of numerical simulations that model these types of
ﬂux tubes, the magnetic ﬁeld expands approximately 4–10 times,
which happens to be not too dissimilar to our ﬁndings (see also
Khomenko et al. 2008; Fedun et al. 2011a, 2011b). It should be
noted that these estimates for expansion are for ﬂux tubes with
magnetic ﬁelds that have a ﬁeld strength less than 2 kG.
Unfortunately, as of yet, little is known about the source of
the oscillations analyzed in this paper. One possible origin of
MHD sausage waves is suggested by e.g., Khomenko et al.
(2008) and Fedun et al. (2011a), where magnetoacoustic wave
propagation in small-scale ﬂux tubes was modeled using non-
linear MHD simulations. One of the results of their simulations
is that 5-minute vertical drivers can generate a mixture of slow
and fast sausage modes in localized magnetic ﬂux tubes that
propagate upward. Furthermore, Fedun et al. (2011b) model the
effect of photospheric vortex motion on a thin ﬂux tube, ﬁnding
that vertex motions can excite dominantly slow sausage modes.
However, these simulations need to be developed further
before we may comfortably link them to our assertions.
Another potential source is from mode conversion that will
occur at the lower region of the photosphere within sunspots
and magnetic pores. For example, Khomenko & Cally (2012)
modeled a background sunspot-like atmosphere, and, solving
the non-linear ideal MHD equations for this system, found that
the fast MHD wave will turn into a slow MHD sausage wave at
the Alfvén-acoustic equipartition level (which is where the
sound speed is equal the Alfvén speed) and the reverse is also
true. The fast MHD wave to Alfvén conversion occurs higher
up, where there is a steep Alfvén speed gradient, as the fast
MHD wave will reﬂect from this boundary. Below this level,
the MHD waves are fast and above this level, slow MHD
waves can be supported. This level occurs at approximately
200 km in their model. The observations used within this paper
are thought to form at a height around 250 km. Furthermore,
sunspot umbras are depressed in height and it would likely be
the same for magnetic pores. These facts can offer an insight
into the formation height of the G-band since we believe that
we are observing a primary slow acoustic mode modiﬁed by
the magnetic ﬁeld i.e., the slow MHD sausage wave.
A word of caution: without line of sight (LOS) Doppler data,
it is difﬁcult to know whether the oscillations reported are
standing or propagating. The data available for magnetic pores
does not cover higher levels of the solar atmosphere such as the
chromosphere or the transition region. The data presented here
only represent a slice of the ﬂux tube near the photosphere.
Future work is needed to acquire simultaneous observations of
magnetic pores in several wavelengths in order to sample the
solar atmosphere at different heights. Detailed spectral images
would allow other LOS quantities such as Doppler velocity and
magnetic ﬁeld to be measured. This way, the oscillations could
be determined conﬁdently as either standing or propagating due
to their different phase relations.
5. CONCLUSIONS
The use of high-resolution data with short cadence, coupled
with two methods of data analysis (wavelets and EMD), has
allowed the observation of small-scale wave phenomena in
magnetic waveguides situated on the solar surface. By studying
the area and intensity perturbations of magnetic pores, it
enables the investigation of the phase relations between these
two quantities with the use of wavelets and EMD. The in-phase
(0° phase difference) behavior reveals that the oscillations
observed are indicative of slow sausage MHD waves.
Furthermore, with the amplitude of oscillations measured,
several properties could be estimated, such as the amplitude of
Figure 4. Range of solutions for Equation (17). The threaded areas are where
the period ratios are either less than 1 or greater than 2. The horizontal line
divides the image into a weak ( 2< kG) and strong ( 2> kG) ﬁeld regions for the
plasma-β. The blue contour lines indicate observed period ratios for this paper
and the values within Dorotovič et al. (2014).
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the magnetic ﬁeld perturbation and the radial speed of the
perturbation. The scale of the magnetic ﬁeld perturbations that
are caused by slow MHD waves is of the order 10% and has
radial speeds that are sub-sonic when compared to the sound
speed at the photosphere. With the MHD mode of these waves
identiﬁed, the obtained vertical wavelength indicates that the
ﬂux tubes would have a strong reﬂection at the transition region
boundary, further indicating a chromospheric resonator.
Finally, the investigation of the period ratio of the oscillations
suggests that the fundamental and ﬁrst harmonic has been
observed within these ﬂux tubes. The period ratio observed,
coupled with magneto-seismology, enabled an expansion factor
to be calculated that was in very good agreement with values
found in numerical models used for MHD wave simulations.
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