(See Section 8 below for some motivating comments on the choice of J.)
We are interested in an asymptotic formula for the number of quaternions q 2 with q ∈ J and with all four components of q 2 lying in the interval [−X, X], where X is a large positive parameter. This question is motivated by H. Müller and W. G. Nowak [8] where (among other things) an analogous problem is investigated for the ring Z[i] of Gaussian integers. But there is a remarkable difference between squares in H and squares in C. For instance, the equation q 2 = −1 has infinitely many solutions in H and still six in J. Now, the main result of the present paper is the following theorem. ) (see [3] ). Unfortunately, this is not the case. As we will see in Section 5, the error estimate in Theorem 1 can only be improved together with the sharpest-known estimate in the famous divisor problem. a = (a 0 , a 1 , a 2 , a 3 ) ∈ H let a = (a 0 , −a 1 , −a 2 , −a 3 ) the conjugate of a, Re(a) = a 0 the real or scalar part of a, and N (a) = aa = a = {a ∈ H | Re(a) = 0} = {a ∈ H | a + a = 0} is the imaginary space. Then we have
Theorem 1. For positive real X let
A(X) := #{q 2 | q ∈ J ∧ q 2 ∈ [−X, X] 4 }.
Then as X → ∞,

A(X)
=
Squaring quaternions. As usual, if
. How do the equivalence classes look like? It is not difficult to see that
Then we have
Thus our problem is to count (integral and half odd integral) lattice points in a four-dimensional domain.
Preparation of the proof.
It is plain that the domain K(X) is bounded. More precisely, K(X) is a subset of the four-dimensional cuboid
which is the smallest set
We have
In order to count the lattice points in D a (X) in the various situations we will count the lattice points in cubes, balls, ball segments, and symmetrical intersections of two segments.
For H, R, a ∈ R define
The O-terms arise since the points on the surface of the ball with radius
. We collect similar terms and write
where, with the summation index a always running through
Two estimates of rounding error sums.
Let the rounding error function ψ be defined by
throughout the paper. ([ ] are the Gauss brackets.)
Note that for every z,
For the proof of Theorem 1 we will need estimates of two ψ-sums which are variants of ψ-sums occurring in the divisor problem and the circle problem. To obtain these estimates the discrete Hardy-Littlewood method is required. (See Huxley [5] for a profound presentation of the method and its various applications to important problems of geometry and analytic number theory.)
and apply [5] , Theorem 18.2.3, with T = X to every part of a dyadic division of the first and second sum, respectively, where F (x) = 1/(2x) is taken in the first case and
]. Since for r −h ≤ M 0 the estimate is trivial, assume r −h > M 0 and choose J ∈ N with 2 
, and
Remark. It is important to fix τ > 0 in Lemma 2 since otherwise the odd derivatives of f destroy the proof.
Lattice points in cubes, balls, and ball segments
What is the sharpest estimate of the error that inevitably arises when we sum up the cubes? The summation interval for the cubes is c 4 √ X < a ≤ c 8 √ X, at least it contains the interval c 4 √ X < a ≤ √ X where the points in whole cubes are to be counted. Thus, by substituting a ∈ 1 2 Z by n/2 with n ∈ Z, we have to estimate
The best estimate of this weighted ψ-sum is obtained by Abelian summation combined with the sharpest-known estimate of the unweighted ψ-sum (Lemma 1). This yields an error not better than O(X
96/73
(log X)
461/146
), which should be taken into consideration when we count the points in the other domains.
Next we consider balls. Obviously, B a (R) = B 0 (R) for a ∈ Z, and B a (R) = B 1/2 (R) for a ∈ 1/2 + Z. Quite recently, improving Vinogradov's classical estimate ([9] , Theorem 2), Chamizo and Iwaniec [1] and HeathBrown [2] showed that
In order to obtain a formula for B 1/2 (R) as well, we write
The grid (1/2 + Z) 3 has the same symmetry as Z 3 but it contains no points lying in a coordinate plane. Fortunately, we can adapt Vinogradov's proof [9] for the number of integral points in the sphere to half odd lattice points because each of the 48 pyramids 0 
But we will use ( * ) and ( * * ) only in Section 9. To reach our goal it suffices to allow the coarser error O(R
119/73
(log R) 315/146 ), which follows immediately from the next proposition.
uniformly in a ∈ R and −R ≤ H ≤ R.
P r o o f. We count the points in level disks by making use of Huxley's deep estimate in the circle problem. Obviously,
In the circle problem there is no difficulty concerning the center of the circle. It follows from Huxley [5] , Theorem 18.
Consequently,
Now we apply the Euler summation formula (cf. Krätzel [6] , Theorem 1.3) to the sum. The main integral yields the main term, which clearly equals the volume of the segment {(
}, and the ψ-integral is
R by the second mean-value theorem. This concludes the proof of Proposition 2.
Counting in intersections of ball segments. For 0 ≤ H
We compute
P r o o f. We write
where
First we count the lattice points in circle segments. We have
and
we obtain, by applying the Euler summation formula to the first sum and Lemma 2 (with δ = a − [a]) to the second,
We insert this formula into the sum which we started from and get
Again by the Euler summation formula, the second sum equals
and the first equals
The main integral is, by the Cavalieri principle, equal to V (H, R), and the ψ-integral is, by the second mean-value theorem, R. This concludes the proof of Proposition 3. Let
= F 7 (X, 2c 7 √ X) = 0, and
First we estimate the ψ-integrals. Let
Obviously, for 1 ≤ i ≤ 7,
and the second mean-value theorem,
. Hence, with the maxima to be taken over
It remains to calculate the integrals
Since the functions F 5 and F 7 can be integrated only numerically we abstain from integrating the other five functions in closed form. With electronic support, 
On squares of Lipschitz integral quaternions.
Historically, the ring J does not stand at the beginning of the number theory of quaternions. It is not surprising that the first investigated discrete subring of H is J 0 := Z
4
. The "integral" quaternions due to Lipschitz are exactly the elements of J 0 (cf. [4] ). It turned out that J 0 is too small to have interesting arithmetic properties. The main arithmetical difference between J 0 and J is that the Euclidian division algorithm works in J but fails in J 0 . Nevertheless it may be interesting to ask for the distribution of squares of elements in J 0 . Let us also consider the grid (1/2 + Z) 4 = J \ J 0 =: J 1/2 which of course is neither closed under addition nor under multiplication but which is closed under squaring. Then, by adapting the proof of Theorem 1 in a natural way, we obtain ) for the lattice rest of a four-dimensional convex body. Furthermore, the O-terms are also sharper than the bound O(X 13/11 (log X) 5/11 ) given by Krätzel and Nowak [7] .
