We report experimental determination of plasma-induced Stark widths and shifts of the He II Pα line and a comparison of the results with calculations performed by several computational approaches. The measurements were carried out in a small compressing plasma channel device, reaching electron densities in excess of 10 18 cm −3 and temperatures of a few eV. The experimental data are in a good agreement with some previously published studies. However, the measured relation between the Stark shift and width could not be reproduced by either of the codes, and this disagreement is not yet resolved. This suggests the existence of an additional effect that is not accounted for in the present models and leads to a larger than expected Stark shift of the He II Pα line.
Introduction
Lineshape analysis is a powerful tool for non-intrusive diagnostics of plasma density. Both the width and the shift of a lineshape can be used for diagnostics purposes. In general, the shift is less frequently used than the width, since it is usually smaller by magnitude and its relative theoretical uncertainties are higher [1] . However, the Stark shift has a unique advantage over the width: it is unaffected by the opacity and Doppler broadening (in the absence of macroscopic plasma motion). On the other hand, the measurement of the Stark shift is a delicate procedure that requires accurate wavelength calibration. Ultimately, both width and shift measurements should provide consistent diagnostic results.
The singly ionized, hydrogen-like helium atom is one of the simplest atomic systems that is very useful for plasma diagnostics. A number of studies have been devoted to determining the Stark width and shift of He II Pα (n = 4 → n = 3 transition) and comparing them to available analytical models [2] [3] [4] [5] [6] [7] . Given the challenges of measuring the shift precisely, it is perhaps not surprising that the experimental data on He II Pα reported in the literature have a noticeable spread. Indeed surprising, however, is a very good agreement between some data, i.e., [2, [5] [6] [7] or [3, 4] but a strong disagreement between those data sets.
The present study includes new experimental data, obtained in a recent experiment performed on a small-scale self-compressing plasma channel. The time-and space-integrated character of the present data enables a precise analysis of Stark shift d and width w independent of an absolute wavelength calibration. Such common sources of error as a reference wavelength, uncertainties in the dispersion, and spectrometer aberrations can be excluded. The obtained data agree very well with those of Büscher et al. [6] . However, the measured relation between the Stark shift and Stark width could not be reproduced by the lineshape simulation code SimU [8] . Therefore, the experimental data were included as an "experimental" case in the 3rd Spectral Line Shapes in Plasmas code comparison workshop [9] .
During the workshop, the results of several computational codes were compared. The codes were tested on a set of pre-defined plasma parameters that are typical for the experimental conditions. However, none of the codes was able to reproduce the experimentally observed relation between Stark width and shift of He II Pα. Therefore, the riddle of an anomalously large Stark shift of the He II Pα transition remains unresolved.
Experiment

Experimental Setup
The experimental data were obtained by spectroscopy of a small-scale self-compressing plasma channel. The plasma generation system is shown in Figure 1 . A hollow de-Laval nozzle with an outer diameter of 2.4 mm was used to inject a helium column into the 4-mm anode-cathode gap. To ensure a uniform discharge, the gas was pre-ionized by 4 carbon-brush electron guns. Subsequently, a 24-kA current pulse with a rise time of 260 ns was driven through the gas load. The discharge ionized the gas and generated an azimuthal magnetic field that accelerated the plasma radially inward. The plasma shell imploded with decreasing radius and increasing electron density, until it eventually stagnated on the axis. The plasma life time was ≈300 ns. Typical plasma parameters were n e < 10 19 cm −3 and 3 eV < T e < 7 eV, as obtained by time-resolved spectroscopy (not presented here). The plasma was diagnosed from the radial direction with a high-resolution spectroscopic setup. An Andor Shamrock 303i imaging spectrometer, equipped with a 2400 lines/mm grating was coupled with an Apogee Alta U900 CCD with an exposure time of 0.3 s. A spatial and spectral resolution of 200 µm and 1 Å, respectively, and a dispersion of 0.047 Å/px were achieved. These parameters were confirmed by measuring the spectrum of a mercury DC low-pressure calibration lamp.
Experimental Data
The diagnostic setup yielded a time-and space-integrated observation (along the radial line of sight) of the compressing plasma channel. The recorded spectral image is shown in Figure 2a . In Figure 2b , the plasma channel is sketched at different times of compression with decreasing radius and increasing electron density. Figure 2c contains the intensity profiles obtained at different times by spatial integration over the line of sight along x. The additional integration in time resulted in an accumulated intensity profile. At large y positions, the image contained only information from large radii, at which the plasma resided at early stages of the implosion. In the central part of the image (y = 0), light from all stages of the compression was collected. It is worth noting that the spectral image, Figure 2a , exhibits strong aberrations caused by the spectrometer imaging optics. This can be corrected by recording the spectrum of a calibration lamp. However, our analysis method used the recorded data as illustrated in Figure 2a with no additional corrections. In Figure 3a , we show spectral lineouts taken from Figure 2a at different y positions. At large y values, the low-density plasma from the early stages of compression creates a narrow line profile almost at the original wavelength. In the following, we will refer to the low-density plasma as the "reference plasma," which creates a "reference line." Towards lower y positions, radiation from the compressed, denser plasma was collected. This radiation was prone to the Stark effect, resulting in broadening and shifts. Due to the spatial and temporal integration of the detector, as demonstrated in Figure 2b ,c, the signals of the reference plasma and the high-density plasma could be observed simultaneously at the same y positions. Although the low-density plasma had an intrinsically lower emission intensity, the slower rate of acceleration at the beginning of the plasma compression led to a longer exposure time for the reference plasma. Therefore, the reference line was still strong in comparison to the high-density plasma profile. Thus, at each y position, we measured the line profile of the high density plasma together with the "reference line" of the reference plasma. The superposition of the unshifted, narrow reference line and the broadened, shifted high-density-plasma profile caused a broad and asymmetric spectral lineshape, as seen in Figure 3a ,c. We emphasize again the fact that we are not comparing the shifted line profile from the high density plasma at y ≈ 0 to the unshifted reference line at y 0. Instead, the reference plasma produced a reference line over the whole y-range of the detector due to the time-and space-integrated character of the measurement. As the reference line and the high-density profile at each y position followed the same optical path, their spectral offset was not affected by spectrometer aberrations but resulted solely from the Stark effect.
An example of fitting of a spectral line profile at two different y positions is shown in Figure 3b ,c. The profile in Figure 3b , recorded at the outer edge of the image, is fitted with a single Voigt profile. The residue shows that there is no recognizable asymmetry in the He II Pα line at low densities. In agreement with the literature [7] and our simulations, we assumed that there was no significant asymmetry at higher densities. Moreover, the absence of impurity lines is indicated by the residual data. The Lorentzian part of the Voigt fitting profile, which corresponds to the Stark broadening, is 1.8 ± 0.4 Å, while the Gaussian part is fixed to 1.4 Å and accounts for the instrumental, Doppler, and Zeeman broadenings.
The lineshape in Figure 3c bears a strong asymmetry and cannot be fitted with a single Voigt profile. A two-Voigt fit, however, yields acceptable results, as seen from the residue. The offset between the central wavelengths of the reference line and the shifted line constitutes 3.1 Å (−14.1 cm −1 ).
The full width at half-maximum (FWHM) of the fitted lines are 2.3 Å (10.5 cm −1 ) and 37.4 Å (169 cm −1 ), respectively. We can, therefore, directly relate the width of the high-density line to the Stark width of 37.4 Å and relate the offset between the two lines to the Stark shift of 3.1 Å. Considering the d-w relation makes the analysis independent of uncertainties in the dispersion. In principle, the relation could also be given in pixels of the detector. However, for the sake of the comparison of our results to the literature, we present here our data in units of Å or cm −1 . Note that, at the relevant wavelength, 1 Å corresponds to ≈ 4.55 cm −1 . The Stark shifts and widths obtained at different y positions are summarized in Table 1 and their relation is shown in Figure 4 . The error bars provided in Figure 4 result mainly from the confidence intervals of the best fit of the experimental profiles. An additional uncertainty is due to the fact that the measured reference line does not represent the zero electron density, but rather a relatively low density (FWHM 3 Å). The error in the measured shift can be estimated to be below 0.2 Å and is strictly towards larger shifts. Further sources of error have only a minor influence: The opacity was calculated to be below 0.1 for a large range of parameters and 0.3 at most for n e = 10 19 cm −3 at T e = 10 eV. The broadening of the He II Pα profile due to the opacity is, therefore, below 10%. The influence of a potential macroscopic Doppler effect due to the motion of the entire plasma column can be estimated to be well below 0.1 Å.
In Figure 4 , the best fits to selected data from the literature are shown. The experimental data obtained in the present study agree well with the data from Büscher et al. [6] and Gawron et al. [5] . However, a large deviation from the data of Kobilarov et al. [4] was observed. The data of Pittman and Fleurier [3] and Fleurier and Gall [2] are in a significantly lower density range, so no direct comparison to the present data can be drawn. While there are more data on the Stark shift of He II Pα available in the literature (see references in [6] ), this small selection illustrates the inconsistency of the experimental Stark shift data in relatively similar experiments. In all the experiments compared here, no intrinsic differences between the two distinct data sets [2, [5] [6] [7] and [3, 4] in terms of plasma source, working gas, or observation direction could be found. The experimental details are summarized in Table 2 .
Successful modeling of data by either a suitable theory or simulation might reveal a crucial difference in plasma conditions that leads to the different Stark shifts. 
Code Comparison
Description of Participating Codes
Participating codes are summarized in Table 3 . Among the seven codes, there are four models and three simulations. (Strictly speaking, the computer simulations are also variants of Stark broadening models [10] , but we here use this simplified categorization for brevity.) The quenching property (accounting for the ∆n = 0 couplings) is mentioned in particular here, as the quenching is crucial for obtaining the Stark shift of any hydrogen-like transition [11] . The codes are described in the references listed in the table. Furthermore, a comparative description for most of these codes (ER, MELS, PPP, QC-FFM, and SimU) is given elsewhere [12] . Therefore, only MD and ST will be briefly described here. MD uses the same approach as ER for solving the Schrödinger equation. Namely, for hydrogen(-like) atomic systems and when the no-quenching approximation is considered, the atom state is described with the Euler-Rodrigues parameters [19] . The principal difference is in simulating the plasma particles, which in MD is done by directly solving a pure Coulomb N-body problem (Debye quasiparticles are not used: the shielding and plasma coupling arise naturally).
ST [18] is a method for the calculation of lineshapes by the "standard theory" [1] , which is based on the quasi-static approximation for plasma ions and impact approximation for plasma electrons. In these calculations, the Dirac R-matrix methods are used to calculate the electron-impact broadening operator, which is assumed to be a diagonal matrix for simplicity. The method of Tighe and Hooper [20] is chosen to calculate the electric microfield distribution function. The dipole matrix and the required atomic structure data are calculated by the atomic structure package GRASP [21] .
The most relevant details of the participating models and simulations are compared in Tables 4 and 5 , respectively. In all calculations presented here, T e = T i = T was assumed. 
Code Results in Model Cases
In order to directly compare the results of the different codes with each other, a grid of plasma parameters was used: n e = 10 18 cm −3 and 10 19 cm −3 , T = 4 eV and 10 eV. In addition, two atomic models were suggested for analysis, without and with quenching. Therefore, in total, eight sub-cases were defined. The first four sub-cases without quenching are summarized in Figure 5 . The lineshapes obtained by the simulations agree very well in all sub-cases. The main principal difference between these three codes is their approach to modeling the plasma microfields. ER and SimU assume Debye quasiparticles (QPs), while MD implements true Coulomb N-body molecular dynamics and therefore should be the most accurate. ER assumes that perturbers move along straight paths, while SimU takes into account interactions between the radiator and perturbers (but not between perturbers). Furthermore, SimU ions are assumed to be screened by electrons and ions themselves, while ER ions are assumed to be screened only by electrons. It is thus expected that SimU yields smaller linewidths than ER does due to the effective treatment of the perturber-perturber interactions that are either somewhat overestimated (SimU) or underestimated (ER), with the more accurate treatment of MD in between. Indeed, this is what is observed in the results presented here. However, the differences in the results between all the three approaches are rather minor for the modestly coupled plasmas considered here.
The models, on the other hand, exhibit a more significant spread. In all cases, the line widths obtained by MELS are noticeably larger than that of the other codes. This is believed to be due to the O'Brien-Hooper [23] electron width operator used. Such differences have been previously shown [28] : the O'Brien-Hooper formulation for electron impact widths is less reliable for lines involving higher principal quantum numbers [29] since it does not have an n-dependent cutoff. The results of QC-FFM have to be regarded cautiously, as the underlying QC model [26] was specifically designed for ∆n 1 transitions. Lines with ∆n = 1, such as Paschen-α discussed here, require special treatment of the central component. On the other hand, the relative contribution of the central component in this line is significantly smaller than, e.g., that in = Lyman-α [30] ; therefore, the QC-FFM lineshapes are comparable to those of the more complex codes. The density dependence of the Stark width of all codes is approximately w ∝ n 2/3 e . Figure 6 summarizes the calculation results for the participating codes where quenching is available. For MELS, the levels with n = 3-5 are included, SimU incorporates levels 3-6, and ST uses levels 1-5. Including higher levels in the Hamiltonian affects the lineshape. All participating codes produce slightly asymmetric profiles with an elevated red wing. Due to the small level of the asymmetry, the line widths and centers can be obtained with reasonable accuracy (≈15%) by fitting them with a Lorentzian profile. Over a wide range of parameters, the ST model exhibits the lowest line width, likely due to the neglect of ion dynamics. Indeed, the best agreement between all three codes is observed at the highest-n e /lowest-T grid point (Figure 6c) , while the worst agreement is observed for the lowest-n e /highest-T (Figure 6b) . Other than that, the leading density dependence remains the same as in the no-quenching case, w ∝ n 2/3 e . The quenching also leads to the Stark shift. All profiles show a "red" shift, and the codes that give broader lineshapes also give larger shifts. It should be noted that MELS does not include line shifts due to the electron collisions; only ions contribute to the shift. The results are summarized in Figure 7 . For the sake of comparison, the shifts are scaled to the density of n e = 10 18 cm −3 . It can be seen that all calculations demonstrate a slightly weaker than linear dependence on the density. This is in part due to the screening effect, resulting in a decrease of the microfield magnitudes and, hence, a smaller ion-induced shift. Such a positive correlation between the plasma temperature and the shift is indeed observed in the MELS results (recall these are only ion-induced shifts). On the other hand, the electron-induced shift in the impact approximation should decrease with T, which is observed in the ST results, whereas the SimU shift is practically independent of T, which we attribute to a significant cancellation of the two effects. Figure 8 shows the present experimental data along with the simulations results. To eliminate the error due to the n e = 0 reference plasma, we present relative shifts and widths. To achieve a nearly linear relation between the Stark width and the electron density, w 3/2 is used instead of w. The sources of the calculation uncertainties are discussed in Section 4. The disagreement between the measurement and the simulation is obvious. All experimental points lie below the best fit to the SimU results and in many cases the latter passes outside the experimental error bars. 
Experimental Stark Shift and Simulation Results
Discussion
Quenching is a pre-requisite for determining the Stark shift of hydrogen-like lines; without a mixing of states with different n values, the Stark shift of a hydrogen-like transition in the dipole approximation is zero [11] (however, see a discussion on the detailed balance considerations below). The influence of different states on the line width and shift as calculated by SimU is shown in Figure 9 . The higher levels mainly add to the linear term of the Stark width, which is associated with the electron impact contribution. Levels with n > 6 have practically no additional effect on the width. Accounting only for mixing between the initial and final levels of the line, n = 3-4 results in a positive ("blue") shift. The influence of n = 5 reverses the shift, and the even higher n = 6 makes the shift even larger by absolute value. However, n = 7 appears to have an almost negligible effect, so higher levels are not taken into account here. Other physical phenomena not taken into account in either of the calculations here described are quadrupole [31] (and, in principle, higher multipole) terms of the electric-field perturbation and penetrating collisions [32] . Estimates of both effects suggest these phenomena are insufficient to explain the difference between experimental and calculated shifts, although explicit inclusion of both effects in the calculations is certainly desired. The omission of these effects (as well as the states with n values higher than 7) contribute to the uncertainties of SimU results, as do the statistical convergence issues [33] and finiteness of the spectral grid. The total estimated uncertainties are designated by the error bars in Figure 8 .
It can be argued that the absence of shifts in the dipole and the no-quenching approximation are due to the classical treatment of plasma electrons, which is the case for all semiclassical models as well as present-day simulations [34] . Considering the plasma bath electrons quantum-mechanically, together with the detailed balance arguments, brings some otherwise unexpected results, e.g., different emission and absorption widths of isolated lines in a non-equilibrium (albeit stationary) plasma [35] . For the same reason, the (frequency-dependent) collision operator is asymmetric. Even though the asymmetry is most noticeable at large detunings (|∆ω| ∼ kT), one may argue, invoking a Kramers-Kronig relation between the real and imaginary parts of the collision operator (i.e., electron shift and width), that this asymmetry should result in a non-zero shift.
Due to the time-and space-integrated character of the experimental data presented here, yielding a shifted lineshape together with its low-density "reference" counterpart, systematic errors in the determination of the zero position, the dispersion, or the consideration of spectrometer aberrations, can be excluded. Additionally, very good agreement with experimental line widths and shifts from Büscher et al. [6] contribute to the reliability of the present experimental data. On the other hand, there are also contradicting experimental data in the literature, i.e., by Kobilarov et al. [4] , which report on significantly lower Stark shifts (which happen to be rather close to the SimU results) measured in a similar plasma configuration.
Conclusions
We presented experimental Stark widths and shifts of the He II Pα line and compared them to a few cases in the literature and to the results of different spectral lineshape codes. A comparison of the calculated lineshapes from the four models and three simulations on pre-defined model cases reveals good agreement of the results for ∆n = 0, especially between the simulations. When accounting for quenching, the calculated lineshapes are more controversial. An analysis of the importance of the high-n states suggests that n levels of at least 6 have to be taken into account to obtain an accurate Stark shift. The calculated Stark shift over width, however, is significantly lower than measured in the present experiment. This suggests that there is an additional phenomenon (or phenomena) that influences the Stark shift of He II Pα that has yet to be accounted for. Further experiments and development of lineshape calculation codes will hopefully resolve this discrepancy and avail the Stark shift of He II Pα as an accurate indicator of the electron density in dense and possibly optically thick plasmas.
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