Abstract-The paper describes an evolutionary approach to artificial neural network (NN) training, which is used to determine the state of oil-production equipment. A new artificial NN weight coefficient coding method using multichromosomes is proposed. The genetic operators of crossingover and mutation applied to multi-chromosomes are examined. A genetic algorithm structure of artificial NN training based on the developed genetic operators is proposed. A comparison of the proposed approach to NN training with existing ones has been carried out.
INTRODUCTION
Today, one of the most vital problems for the oil companies in Western Siberia is the problem of prime cost reduction of the produced output, due to significant manufacture of oilfields and the deterioration of oilfield equipment. The most possible way to solve the above mentioned problem of reduction of failures in the oil wells fund work is to decrease the number of outages in shifts by means of carrying out qualitative and timely procedures of diagnostics, forecasting and online management. Despite the relatively large amount of automated control systems in the market of information technologies for the petroleum field, the effect of their usage is rather poor because of several basic reasons (we speak about Russian Federation):
A. Low degree of adaptation (as all systems are abroad developed without taking into consideration domestic industrial specifics).

B.
High cost of software so as of its after sales service.
C. Inapplicability or limited functionality of data analysis approaches, methods and of which the applied systems.
Therefore, the use of automated systems based on the Data Mining (so as Big Data, Knowledge Database discovery) methods is effective and justified. In the works [1, 2] new methods of oilfield equipment diagnostics based on intelligent data handling technology with the use of multilayer artificial NN technology have been proposed, however the problem of oilfield equipment state forecasting has not been solved yet (we take into consideration our research).
Research based on the results, depicted in [1, 2] , have revealed that classical NN architecture can be successfully applied in classification tasks; however speaking about forecasting the given NN architecture is slightly applicable due to narrowly focus of the search space. It is known that one of the probable effective approaches to expanding the search space is the complication of NN architecture [3] in the form of hierarchical NN [4] , and the application of Kalman recursive filter to forecast oilfield equipment states [5, 6] . However, existing methods of hierarchical NN training are inefficient and require significant time for their proceeding, thus the evolutionary approach to hierarchical NN training, which will increase the performance of the developed decision support systems for oilfield equipment operators, is proposed in this paper.
II. MATERIALS AND METHODS
The main problem of the existing approaches to NN training is the retraining problem related with the NN weights coefficients adjustment method [1] . A possible solution of this problem is an application of hybrid approach to NN training, combining classic [2] and evolutionary approaches [7] . In the conditions of uncertainty evolutionary methods, including genetic algorithms, have a better chance to achieve the demanded results. Classic genetic algorithm operates a binary system, although recently some works are published in which genetic algorithm operators perform operations on sets of real numbers. This can significantly increase a capability of the described algorithms application [8] .
Let us consider the mathematical model of the assigned task. We have a vector X with dimension N, which is a set of parameters, describing the oilfield equipment state. There is .
X P Y ⋅ =
It is necessary to proceed a weight matrix P setting using a genetic algorithm. In the context of the current task the matrix under consideration has the following dimensions: the number of rows is equal to K, which represents all types of states that describe the oilfield equipment work mode; the number of columns N is determined by the size of the dotmatrix field allotted for each state.
In the view of obviousness and simplicity of understanding each column of weight matrix should be considered as chromosomes, resulting in the presence of N chromosomes, which will aggregate each individual [8, 9] . However, this approach is valid if the number of inner layer neurons does not exceed the dimension N of the input vector X.
Let us consider the general case of individual coding (NN weight matrix). In the developed genetic algorithm each individual is represented as a set of chromosomes that describe the links am the between NN layers. The structure of the weight matrix in the form of multi-chromosomes is illustrated in Figure 1 , where W -is the number of NN hidden layers, W T -the number of neurons in the hidden layer W. Thus, the storage cell number, necessary for one individual SumGen, can be calculated by the formula:
The effectiveness of any genetic algorithm operation is directly proportional to the crossingover operation efficiency.
Furthermore, the genetic algorithm performance depends above all on the crossingover success [10] . In the context of the current task a well-ordered crossingover operator has been implemented, which provides a phased genetic material transformation, getting closer to the optimal solution. Figure  2 demonstrates the process of a getting new individuals with the use of the well-ordered crossingover. There are two parental chromosomes: H1 and H2.
Real numbers between 0 and 1 are genetic material. The well-ordered crossingover works as follows. Originally "dividing point" is determined by random select. At the next point, the first descendant new_H1 inherits left side of the parental chromosome H1. Filling the remaining genes of a new chromosome is proceeded by the information stored by the other parent H2. The algorithm examines chromosome H2 from the outset and performs genes extracting which differ from the genes already present in the descendant. A similar procedure is performed to get the second descendant new_H2. The second descendant new_H2 inherits the left side of the parental chromosomes H2. Filling the remaining genes of the derived chromosome is proceeded by the information stored by the other parent H2.
Algorithm produces chromosome H1 analysis from the first gene and provides well-ordered genes extraction which differ from the genes already present in the descendant over more than desired value. The work of each crossingover operator in the population results in appearance of two new individuals. To control the amount of crossingover operations crossing coefficient is used, determining the fraction of produced descendants in each iteration. The high value of the crossing coefficient allows to increase the number of search space fields and reduces the risk of getting to a local optimum. However, too high value of this parameter will increase the time of the algorithm operation, and result to the excessive research of search space unpromising areas.
The next stage of the genetic algorithm is a mutation. A mutation is a change that leads to the appearance of qualitatively new properties of genetic material [11] . Mutations occur randomly and cause abrupt changes in the structure of genotype [11] .
In the context of the optimization task solution gene mutations are of the greatest significance that involve in the most cases one or more genes. The mutation can look any way, whether it's genes exchanging positions or another gene value copying, etc. Then it is necessary to choose mutation type in each genetic algorithm. In the genetic algorithm under consideration genes store real numbers from 0 to 1. According to this, the mutation operator has to make specific changes to the genetic material, i.e. to change the values of certain genes without taking into consideration already existing ones.
The essence of the developed mutation operator is as follows. In the chromosome under consideration a genes number is chosen by random selection. The mutation coefficient determines the mutation intensity. It estimates the fraction of genes mutated in the current iteration, counting on their total amount. If the mutation coefficient is too small, it will lead to a such situation where an array of useful genes will not exist in the population. At the same time, the use of high coefficient of mutation intensity will bring a plurality of random perturbations and increase search time significantly. The descendants will cease to resemble their parents, the algorithm will no longer be able to be trained on the basis of hereditary trait preservation. The selected genes are transformed and that causes the current gene value change on some small value. This value is chosen so that, after changing the value of the i-th gene, it should not exceed the interval [0, 1]. P and 1 Y have successfully received new values and it will lead to changes in reading of mutating individual fitness function. The use of mutations allows to bring a new genetic material into the population. This will increase the search space that is necessary for efficient optimum search. Of course, it makes sense to use the classical mutation operator, which is based on a random change of the gene order. This also leads to quite good results in the early stages of a genetic algorithm operation.
Let us consider the generalized structure of hierarchical NN training method on the basis of an evolutionary approach with the use of the proposed genetic operators (Fig. 4) . The underlying training method is the one with the accumulation of the NN parameter vector [8] adjustments. The basic idea an evolutionary approach to NN training application is to store a variety of alternative NN weight matrices, which encoding is performed using multichromosomes.
The first stage of the method is to initialize starting population of weight matrix P individuals, where each individual is represented as multi-chromosomes (see Fig. 1 ). The first gene initialization is carried out on the basis of a shotgun experiment. Next is the assessment of each population P individual fitness using a test training sample. The training quality criterion in this case is the minimum total deviation of the NN recognition result of the test data from the sample.
After the formation of the individuals of the first epoch genetic operators realization is implemented -selection, crossingover and mutation on the basis of the above proposed approaches (see Fig. 2 and Fig. 3) .
Each individual quality in the population is improved further on using training method with NN parameter vector adjustment accumulation. For each individual a predetermined iterations' quantity of weight matrix adjustments is performed.
The received set of modified individuals passes a selection in order to maintain a given number of individuals in the population. Thus, a change of era occurs and a new generation of evolutionary algorithm begins.
At the end of each generation a stopping criterion achievement is checked, which consists in the examination of all individuals in the population, namely: if there is at least one individual, neurons output threshold of which has not exceeded C v in the training process on the test data, the algorithm is stopped. Otherwise, a transition to a new generation of the evolutionary algorithm occurs.
III. EXPERIMENTAL RESEARCH AND BENEFITS
To evaluate the characteristics of the proposed method of NN training, standard test data from the site UCI Machine Learning Repository [12] have been taken. The given benchmark data are used to compare the classification quality of the proposed intelligent data analysis approaches, including neural networks and genetic.
The following table provides a set of standard test data, the hierarchical NN training results with the given parameters, as well as a comparison results of the proposed approach with the well-known ones to the NN training on the basis of genetic algorithm (GA) and Bayesian optimization algorithm (BOA) [13] . Testing methodology is analogous to that considered in [13] . application of parallel NN training operations, on the basis of approach adaptation proposed in [14] .
IV. CONCLUSION
Thus, speaking about oil and gas industry industrial objects' state forecasting task, the proposed approaches, methods and algorithms possess the following major advantages:
• In comparison with existing weight matrix coding methods the proposed encoding method enables to represent any artificial NN architecture including hierarchical one.
• Method of evolutionary hierarchical NN training in comparison with existing approaches to training provides a solution of NN retraining task using multi-chromosome population that significantly improves the quality of emergency situations forecasting in the oilfield industrial equipment work.
• The main idea of the proposed method of hierarchical NN weight matrix genetic search is to use a directed training on the basis of NN parameter vector accumulation's adjustment, thereby achieving a high rate of solution search, and therefore it becomes possible to increase the performance of decision support systems for operators of oilfield equipment, developed on the basis of the proposed method. © Iakov Korovin, 2013 
