Let F be a graph which contains an edge whose deletion reduces its chromatic number. For such a graph F, Simonovits proved there exists a constant n 0 = n 0 (F ) such that every graph on n > n 0 vertices with more than
Introduction
Extremal graph theory has enjoyed tremendous growth in recent decades. One of the central questions from which the theory originated can be described as follows. Given a forbidden graph H, determine ex(n, H), the maximum possible number of edges in a graph on n vertices without a copy of H. This number is called the Turán number of H. Instances of this problem have many connections and applications to other areas. In this paper we consider the multipartite analogue of the problem, introduced by Bondy, Shen, Thomassé and Thomassen [3] . Before stating the problem at hand and presenting our contributions, we begin with a brief survey of relevant results.
Backgrounds
The fundamental Turán theorem of 1941 [20] completely determined the Turán numbers of a clique: the Turán graph T k−1 (n), the complete (k − 1)-partite graph on n vertices with parts as equal as possible, is the unique maximum K k -free graph of order n. Thus, we have ex(n, K k ) = t k−1 (n), where t k−1 (n) is the number of edges in T k−1 (n). This theorem generalizes a previous result by Mantel [13] from 1907, which states ex(n, K 3 ) = ⌊ n 2 4 ⌋. A large and important class of graphs for which the Turán numbers are well-understood is formed by color-critical graphs, that is, graphs whose chromatic number can be decreased by removing an edge. Simonovits [19] used a stability approach to show ex(n, H) = t k−1 (n) for all large enough n ≥ n 0 (H), provided H is a color-critical graph with χ(H) = k; furthermore, T k−1 (n) is the unique extremal graph. As the cliques are color-critical, Simonovits's theorem implies Turán's theorem for large n.
For general graphs H we still do not know how to compute the Turán numbers exactly; but if we are satisfied with an approximate answer the theory becomes quite simple: it is enough to know the chromatic number of H. The important and deep theorem of Erdős and Stone [11] together with an observation of Erdős and Simonovits [10] 2 , where the o(1) term tends to 0 as n tends to infinity. This result is usually referred to in literature as the Erdős-Stone-Simonovits theorem.
In the years since these seminal theorems appeared, great efforts have been made to extend them, some of which was discussed in Nikiforov's survey [16] . We are particularly interested in the following two extensions.
For every integer s ≥ 2, let K k−1 (s) be the complete (k − 1)-partite graph K k−1 (s, . . . , s), and let K + k−1 (s) be the graph obtained from K k−1 (s) by adding an edge to the first class. Nikiforov [15] and Erdős [7] (for k = 3) proved that for all k ≥ 3 and all sufficiently small c > 0, every graph of sufficiently large order n with t k−1 (n)+1 edges contains not only a K k but a copy of K + k−1 ⌊c ln n⌋ . For fixed k, the random graph shows the lower bound c ln n on the size of the subgraph in this result is tight up to a constant factor.
Seeking an extension of Turán's theorem, Erdős [9] asked how many K k sharing a common edge must exist in a graph on n vertices with t k−1 (n) + 1 edges. Bollobás and Nikiforov [2] sharpened Erdős's result [9] showing for large enough n, every graph of order n with t k−1 (n) + 1 edges has an edge that is contained in k −k−4 n k−2 copies of K k . This result is the best possible, up to a factor of order at most k 6 .
In this paper we shall study analogues of these results for multipartite graphs. For a graph H and an integer ℓ ≥ v(H), let d ℓ (H) be the minimum real number such that every ℓ-partite graph G = (V 1 ∪ . . . ∪ V ℓ , E) with d(V i , V j ) := e(V i ,V j ) |V i ||V j | > d ℓ (H) for all i = j contains a copy of H. The problem of determining the exact value of d ℓ (H) was suggested and first studied by Bondy, Shen, Thomassé and Thomassen [3] . Amongst other things they showed for every graph H the sequence d ℓ (H) decreases to When H = K 3 , the above result of Bondy et. al. [3] implies d ℓ (K 3 ) decreases to 1 2 as ℓ tends to infinity. Furthermore, they proved
2 for all ℓ ≥ 3. Refuting this conjecture, Pfender [17] 
k−1 for large enough ℓ. He also described the family G k ℓ of extremal graphs (we will define this family latter in Section 2.2). Theorem 1.1 (Pfender [17] ). For every integer k ≥ 3 there exists a constant C = C(k) such that the following statement holds for every ℓ ≥ C.
This theorem can be seen as a multipartite Turán theorem. For an arbitrary graph H, Pfender suggested d ℓ (H) should be equal to χ(H)−2 χ(H)−1 for every sufficiently large ℓ.
Our results
In this paper we shows Pfender's suggestion is not quite true. In fact, we characterize those graphs for which the sequence d ℓ (H) is eventually constant, calling them almost color-critical. (1) has maximum degree at most 1,
In other words, an almost color-critical graph H has a coloring with χ(H) − 1 colors that is almost proper: all color classes but one are independent sets, and the exceptional class induces just a matching (see Figure 1 ). For example, cliques, or, more generally color-critical graphs, are almost color-critical while the complete k-partite graphs K k (s 1 , . . . , s k ) are not for every
Our main result shows almost color-critical graphs are exactly those for which the sequence d ℓ (H) is eventually constant. Theorem 1.3. Let H be a given graph, then the following statements hold.
(
for every ℓ > C.
As cliques are almost color-critical, this statement implies Pfender's result. It can also be viewed as a multipartite analogue of the Simonovits theorem. Since the proof used the graph removal lemma, the resulting C H is fairly large (it involves a tower function).
The rest of the paper deals with various extensions of Pfender's result. More precisely, we investigate the extensions of Turán's theorem discussed in Section 1.1 for balanced multipartite graphs. An ℓ-partite graph G on non-empty independent sets V 1 , . . . , V ℓ is balanced if the vertex classes V 1 , . . . , V ℓ are of the same size.
The extension considered by Nikiforov [15] and Erdős [7] has the following multipartite analogue.
Then, G either contains a copy of K + k−1 ⌊c ln n⌋ or is isomorphic to a graph in G k ℓ . For fixed k, the random graph shows the lower bound c ln n on the size of the subgraph in this theorem is tight up to a constant factor.
The extension of Turán's theorem studied by Bollobás and Nikiforov [2] has the following multipartite analogue.
Then, G either contains a family of k −2k 2 n k−2 cliques of order k sharing a common edge, or is isomorphic to a graph in G k ℓ . With some minor modifications, this result follows from our proof of Theorem 1.4. For the sake of clarity we sketch these modifications after detailing the proof of Theorem 1.4.
Organization
The remainder of this paper is organized as follows. In Section 2 we introduce some notation and definitions. In Section 3 we extend ideas developed in [17] to prove Theorem 1.3. A proof of Theorem 1.4 is given in Section 4. We sketch how to modify the proof of Theorem 1.4 to get Theorem 1.5 in Section 5, and close with some further remarks and open problems in Section 6. Throughout the paper, we omit floor and ceiling signs whenever they are not essential. Unless stated otherwise, all logarithms are base e. We also do not make any serious attempt to optimize absolute constants in our statements and proofs.
Preliminaries

Notation
All graphs in this paper are supposed to be finite, simple and undirected. Given a graph G, we denote its vertex and edge sets by V (H) and E(H), and the cardinalities of these two sets by v(H) and e(H), respectively. The minimum degree of G will be denoted by δ(G). For a set U ⊆ V (G), we write G[U ] for the subgraph of G induced by U . The common neighborhood N (U ) of U is the set of all vertices of G that are adjacent to every vertex in U . Given a vertex v ∈ V (G), let deg(v, U ) stand for the number of vertices in U adjacent to v. For pairwise disjoint vertex sets W 1 , . . . , W r ⊆ V (G), we write G[W 1 , . . . , W r ] for the r-colorable graph which can be obtained from
Let G be an ℓ-partite graph on non-empty independent sets V 1 , . . . , V ℓ . For X ⊆ V (G) and
For r ≥ 2 and t 1 ≥ 1, . . . , t r ≥ 1, let K r (t 1 , . . . , t r ) be the complete r-partite graph with classes of sizes t 1 , . . . , t r . If t 1 = . . . = t r = t, we simply write K r (t) instead of K r (s 1 , . . . , s r ). For r ≥ 2, s ≥ 1 and t 1 ≥ 2s, t 2 ≥ 1, . . . , t r ≥ 1, we denote by K +s r (t 1 , . . . , t r ) the graph obtained from K r (s 1 , . . . , s r ) by adding a matching of size s to the first vertex class. If s = 1, we omit the upper index s. In particular, K +s r (t) is the short form for K +s r (t, . . . , t) and K + r (t) is nothing but K +1 r (t, . . . , t). Asymptotic notation. Given two functions f and g of some underlying parameter ℓ, if lim ℓ→∞ f (ℓ)/g(ℓ) = 0, we write f = o(g).
Extremal graphs
In this section we shall recall the definition of the family G k ℓ of extremal graphs given by Pfender [17] . For k ≥ 3 and ℓ ≥ (k − 1)!, a graph G is inḠ k ℓ if it can be constructed as follows. For a sketch, see the picture below. Let {π 1 , π 2 , . . . , π (k−1)! } be the set of all permutations of the set {1, . . . , k − 1}. For 1 ≤ i ≤ ℓ and 1 ≤ s ≤ k − 1, pick non-negative integers n s i such that
Vertex and edge sets of G are defined as (see Figure 2 )
It is not hard to see that G is an (k − 1)-colorable ℓ-partite graph with parts Let G k ℓ be the family of graph which can be obtained from graphs inḠ k ℓ by removal of some edges in
The following observation by Pfender [17] will be useful for our investigation.
Infracolorable structures
The following notation will play a key role in our investigation.
is an independent set;
Infracolorable structures are useful for us, partly because they break the density conditions in our theorems.
The equality occurs if and only if D Proof. It follows from the assumption that
where in the last inequality we used Chebyshev's sum inequality.
To find an infracolorable structure in host graphs we shall need the following technical lemma. It was implicitly stated in [17] . We include a proof here for the sake of completeness.
and T i for i ≤ ℓ and s ≤ k − 1 are subsets of V (G) with the following properties:
and all but at most one i ≤ ℓ.
Proof. It suffices to show |X
(1)
Assume that there exist i = j with min{|X
, a contradiction with the density condition. Finally, we can bound the density
where in the second inequality we used Chebyschev's sum inequality, and the third inequality holds since max{|T i |/|V i |, |T j |/|V j |} ≤ ε and max{|X
3 Proof of Theorem 1.3
In this section we will prove Therem 1.3. We begin with a proof of the first assertion.
Proof of Theorem 1.3 (1) .
of size (ℓ − 1) each. We form a complete bipartite graph between V 
By the definition of d ℓ (H), G contains a copy of H. We thus can define a map φ : V (H) → {1, . . . , r} by setting φ(v) = s for every s ≤ r and v ∈ i≤ℓ V (s) i . By the construction of G, it is easy to see that φ satisfies the following properties:
(i) The induced subgraph of H on φ −1 (1) has maximum degree at most 1,
To handle the second assertion of Theorem 1.3, we shall prove a stronger statement.
Theorem 3.1. Let H be an almost color-critical graph. Then, there exists a constant C = C(H) such that for every ℓ > C, every ℓ-partite graph
contains a copy of H whose vertices are in different parts of G.
is almost color-critical. Therefore, if Theorem 3.1 holds for K +q k−1 (2q), it will holds for H as well. The idea of the proof of Theorem 3.1 is as follows. Let G be a counterexample to that theorem. We first apply the stability lemma (Lemma 3.3) to obtain an induced (χ(H)−1)-colorable subgraph of G which almost span V (G). Using embedding lemmas (Lemmas 3.5 and 3.6) we then show that this implies that G contains an infracolorable structure. However, this violates the density condition, by Lemma 2.3.
Our first step in the proof of Theorem 3.1 will be to show that a counterexample G must contain an induced (χ(H) − 1)-colorable subgraph which almost span V (G). For that we shall need the following stability lemma.
there exists a constant C = C(k, q, ε) such that the following holds for ℓ ≥ C.
We deduce Lemma 3.3 from the following statement. Its proof can be found in the appendix. Proof of Lemma 3.3. We denote H = K +q k−1 (2q) and let
By the assumption
In the first step, we shall use Proposition 3.4 to show G contains an almost spanning (k − 1)-colorable subgraph. Indeed, by the choice of ℓ we see that n ≥ ℓ ≥ C 3.4 (H, ε/2). Moreover, since G contains no copies of H whose vertices lie in different parts of G, the number of copies of H in G is at most
Also, by the density condition
Hence we can derive from Proposition 3.
In the second step, we prove G[V (F ′ )] does not contain a large monochromatic matching whose vertices are in different parts of G. Indeed, for s ≤ k − 1, let M (s) be a maximum matching in G[W (s) ] whose vertices are in different parts of G, and
Otherwise, M (s) ⊇ {{x 1 , x 2 }, . . . , {x 2q−1 , x 2q }} for some s ≤ k − 1. We can infer from (1), (3), (4) and the assumption ε < 1 3k 3 q that the following statement holds:
Thus, Lemma 3.6 ensures the existence of a copy of K k−1 (2q) in F ′ whose s-th vertex class is {x 1 , . . . , x 2q } and vertices lie in different parts of G. Since {{x 1 , x 2 }, . . . , {x 2q−1 , x 2q }} is a matching in G, the graph G contains a desired copy of H, which contradicts to our hypothesis.
To finish the proof, we shall show that G contains an induced subgraph F with desired properties. For this purpose, we let
What's left is to prove F has the desired properties. Indeed, since ε < 1 3k 3 q we find that
Moreover, by (4) we find that |X (s) | ≤ |W (s) | ≤ 1 k−1 + ε n for all s ≤ k−1, and so
εn missing edges in F between v and X (s) . This completes our proof.
To prove Theorem 3.1 we shall need the following elementary lemma. It is probably well-known, but we couldn't find a reference. For completeness we include its proof in the appendix.
Lemma 3.5. Let G be an (r + 1)-colorable graph with vertex classes U, W (1) , . . . , W (r) . Suppose |U | ≥ qd −r and deg(u,
Another tool that will be used in the proof of Theorem 3.1 is an embedding lemma. Before stating it, we shall introduce the necessary terminology. Let G[W (1) (a 1 , . . . , a r ) to G. To prove the lemma, it suffices to show f can be extended to a good embedding g from K r (a 1 , . . . , a s + 1, . . . , a r ) to G whenever a s ≤ q − 1. Let v be the vertex of K r (a 1 , . . . , a s + 1, . . . , a r ) which is not in K r (a 1 , . . . , a r ), and let X denote the set of vertices of K r (a 1 , . . . , a r ) which are not in the s-th vertex class. By property (ii), we see that each vertex of X has at most 
where in the last inequality we used the inequality |W (s) | > 0 which is implied by property (i).
To find an infracolorable structure in G we shall use the following consequence of Lemma 3.5.
is a balanced ℓ-partite graph such that there are no copies of K k (2q) in G whose vertices are in different parts of G. Assume (X (s) i ) s≤k−1,i≤ℓ are vertex sets satisfying:
To prove the claim, we assume to a contrary that
For
. By properties (i) and (ii) and the assumptions that ℓ ≥ (17q) 2qk k 2qk 2 and ε < (50q) −2qk k −2qk 2 , we find
Also, properties (i) and (ii) forces
Together with the assumptions that ℓ ≥ (17q) 2qk k 2qk 2 and 0 < ε < (50q) −2qk k −2qk 2 , this implies that for every v ∈ U and
Hence we can apply Lemma 3.5 with input G[U, W (1) , . . . ,
Our goal is to apply Lemma 3.6 to show
] contains a copy of K k−1 (2q) whose vertices are in different parts of G. Since this copy lies in N (A), together with vertices of A it forms a copy of K k (2q) whose vertices belong to different parts of G, which is impossible. It remains to verify the assumptions of Lemma 3.6. Indeed, for every s, N (A) ∩ W (s) does admit the partition
Moreover, since
for every s ≤ k − 1, property (iii) implies that for every
where in the last inequality we used (6), (7) and the fact that ε < (50q) −2qk k −2qk 2 . Also, we infer from (6), (7) and the assumption ℓ ≥ (17q) 2qk k 2qk 2 that for every i / ∈ I and s ≤ k − 1
By (8), (9) and (10), we can apply Lemma 3.6 with input G[N (A) ∩ W (1) , . . . , N (A) ∩ W (k−1) ], r = k − 1 and q = 2q. We obtain a copy of K k−1 (2q) whose vertices are in different parts of G.
In order to find an infracolorable structure in G we also require a consequence of Lemma 3.6.
be a balanced ℓ-partite graph such that there are no copies of K 
whose vertices are in different parts of G, and set J = {j : v ∈ V j for some v ∈ s M (s) }. Then, |J| < 2(k − 1)q.
Proof. Suppose otherwise M (s) ⊇ {{x 1 , x 2 }, . . . , {x 2q−1 , x 2q }} for some s ≤ k − 1. For t = s define
. Then property (i) implies W (1) , . . . , W (k−1) are disjoint subsets of V (G). We shall apply Lemma 3.6 to find a copy of K k−2 (2q) in G W (1) , . . . , W (s) , . . . , W (k−1) whose vertices are in different parts of G (here W (s) stands for the empty set). Since this copy lies in N (x 1 , . . . , x 2q ) and since {{x 1 , x 2 }, . . . , {x 2q−1 , x 2q }} is a matching, G contains a copy of K +q k−1 (2q) whose vertices belong to different parts of G, which is impossible. The remaining task is to verify the assumptions of Lemma 3.6. Indeed, from property (i) we see that for every t = s
k−1 for every x ∈ {x 1 , . . . , x 2q } and t = s. Hence
where in the last inequality we estimated ε < q −6 k −12k . Together with the assumption ℓ ≥ 16q 2 k 2 , this implies for every i ≤ ℓ and t = s
On the other hand, property (iii) implies that for t = s and v ∈ i≤ℓ,p =t X
where the last inequality holds since
k−1 and ε ≤ q −6 k −12k . It follows from (11), (12) and (13) that we can apply Lemma 3.6 for G W (1) , . . . , W (s) , . . . , W (k−1) , r = k−2 and q = 2q. We obtain a copy of K k−2 (2q) in G W (1) , . . . , W (s) , . . . , W (k−1) whose vertices are in different parts of G.
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Let k = χ(H). If k = 2, then H is a matching. The density condition then implies that there is at least one edge between any two parts of G. We thus can find in G a matching of size ℓ/2 ≥ e(H) whose vertices are in different parts of G. So from now on we will focus on the case when k ≥ 3. Moreover, as discussed in Remark 3.2, we can suppose H = K +q k−1 (2q) for some positive integer q. To prove Theorem 3.1, we assume to a contrary that G does not contain a copy of H whose vertices are in different parts of G. Without loss of generality we can suppose each parts of G has exactly m vertices, where m is a sufficiently large integer. Otherwise, multiply each vertex in each part V i by a factor of m |V i | , which has no effect on the densities, and creates no copies of H whose vertices lie in different parts of G.
Let ℓ = max{C 3.3 (k, q, ε), 1/ε}, where ε > 0 is chosen to be small enough such that all calculations needed in our proof are valid. Let
Note that as ε is chosen smaller, the parameters ℓ and ℓ i grow without bound.
Our goal is to find in G an infracolorable struture. In the first step, we apply Lemma 3.3 to obtain an induced (k − 1)-colorable subgraph F of G with vertex classes X (1) , . . . , X (k−1) such that
This forces |T i | ≤ 2k 2 εm for at least half of indices i ≤ ℓ. Since ℓ 1 = ℓ 2(k−1)! , by pigeon hole principle we can renumber the V i and the X (s) such that |T i | ≤ 2k 2 εm and |X
Hence we can apply Lemma 2.4 with ε = k 2 ε to obtain
√ ε m for s ≤ k − 1 and all but at most one i ≤ ℓ 1 . Without loss of generality, suppose
; if there are more than one such index s, arbitrarily chose one of them. We can deduce from (14) , (15) and (17) the following fact which will be needed later
Let (17), (15) and the inequality (k + 1)εn < k k εℓ 2 m that we can apply Lemma 3.7 for
As ℓ 3 = ℓ 2 (k−1)! , by reordering the V i and Y (s) again we ensure
For i ≤ ℓ 3 and
whose vertices are in different parts of G, and set J = {j : v ∈ V j for some vertex v in s≤k−1 M (s) }. It follows from (18) , (16) and the inequality (k + 1)εn < k 2k εℓ 3 m that Lemma 3.8 can be applied showing Claim 3.10. |J| < 2(k − 1)q.
From Claims 3.9 and 3.10 we can assume {1, . . . , ℓ 3 } \ (I ∪ J) = {1, . . . , ℓ 4 }. For i ≤ ℓ 4 and
k−1 for some t = s . In light of Lemma 2.3, in order to get a contradiction with the density condition, it suffices to show G contains an infracolorable structure. Proof. We have to verify the following properties:
i has at most i . Indeed, property (i) follows directly from (19) . For (ii), we first observe that B 
This completes the proof of Theorem 3.1.
Proof of Theorem 1.4
In this section we shall prove a stronger version of Theorem 1.4.
Then, G either contains a copy of K + k−1 ⌊c ln n⌋, . . . , ⌊c ln n⌋, ⌊n 1−2 √ c ⌋ or is isomorphic to a graph
The idea of the proof is similar to that of Theorem 3.1. We assume G does not contain a copy of K + k−1 ⌊c ln n⌋, . . . , ⌊c ln n⌋, ⌊n 1−2 √ c ⌋ . Our goal is to show G is isomorphic to a graph in G k ℓ . For this purpose, we apply the stability lemma (Lemma 4.2) to find an induced (k − 1)-colorable subgraph of G which almost span V (G). We then use the embedding lemma (Lemma 4.4) showing that this implies that G contains a large infracolorable structure. In our final step, we shall apply Lemma 4.8 to prove G is isomorphic to a graph in G k ℓ . In the proof of Theorem 4.1 we shall need the following stability lemma.
To prove the above statement we need a stability lemma of Nikiforov [15, Theorem 3] .
Proof of Lemma 4.2. By the assumption, |V 1 | = . . . = |V ℓ | := m. Thus, n = ℓm. Together with the density condition, we conclude e(G) ≥
2 . Moreover, we can see that c ≤ k −(k+6)k , 
Analogously to the proof of Lemma 3.3, F has the desired properties.
The next ingredient we need is an embedding lemma. Lemma 4.4. Let r ≥ 2, and let G be an r-colorable graph with vertex classes W (1) , . . . , W (r) of the same size n. If deg(w, W (s) ) ≥ 1 − 1 r 2 n for s ≤ r and w ∈ t =s W (t) , then (1) G contains at least 1 2 n r copies of K r , (2) For every α ∈ (0, 1 4 ) and s ≤ r, G contains a copy of K r (⌊α r ln n⌋, . . . , ⌊α r ln n⌋, ⌊n 1−α r−1 ⌋) whose s-th vertex class is a subset of W (s) .
The proof of the above lemma requires a simple result of Nikiforov [15, Lemma 5] . (2) We proceed by induction on r. The base case r = 2 follows from the first assertion and Lemma 4.5. For the induction step, assume 2 < r. The induction hypothesis implies that the induced subgraph G[W (1) ∪ . . . ∪ W (r−1) ] of G contains a copy of K r−1 (m) with m = ⌊α r−1 ln n⌋. Let U be a set of m disjoint copies of K r−1 in K r−1 (m). Define a bipartite graph B[U, W (r) ] with vertex classes U and W (r) , joining R ∈ U to w ∈ W (r) if R∪{w} is a clique. We see that |U | = m and |W (r) | = n. Since 0 < α < 1/4, we have m = ⌊α r−1 ln n⌋ ≥ ⌊4α r ln n⌋ ≥ 4⌊α r ln n⌋. Furthermore, every vertex of U has at least n − r · n r 2 ≥ n/2 neighbors in W (r) . Hence e(B[U, W (r) ]) ≥ mn/2. The assertion then follows from Lemma 4.5.
In order to find a large infracolorable structure in G we shall use the following consequence of Lemma 4.4.
Proof. Suppose for contradiction that there is v ∈ V (G) with deg(v,
By property (i), W (1) , . . . , W (k−1) are disjoint subsets of V (G). Our goal is to apply Lemma 4.4 to find a copy of
⌋ , contradicts to our assumption. We need to argue that this application of Lemma 4.4 is possible. Indeed, property (ii) shows for every s ≤ k − 1 and v ∈ t =s W (t) one has
where the last inequality holds since |W (s) | = p and ε < 10 −2 k −2k . Finally, it follows from (20) and (21) that we can apply Lemma 4.4(2) for G[W (1) , . . . , W (k−1) ], r = k − 1, n = p and α = α to find a copy of
To find a large infracolorable structure in G we also require another consequence of Lemma 4.4.
Lemma 4.7. Given k ≥ 3, ℓ ≥ 2, 0 < ε < 10 −2 k −2k and 0 < α < 
is an independent set of G.
Proof. Suppose otherwise that there exists {x, y} ∈ E(G) with
This implies that there exists
On the other hand, it follows from property (ii) and the assumption 0 < ε < 10
k−1 , and so there is
We can argue similarly to the proof of Lemma 4.6 to show G[W (1) , . . . , W (k−1) ] must contain a copy of K k−1 ⌊α k−1 ln(p)⌋, . . . , ⌊α k−1 ln(p)⌋, ⌊p 1−α k−2 ⌋ whose s-th vertex class is of size ⌊c ln n⌋. Adding back x and y to this class one gets a supgraph of K
The last tool needed for the proof of Theorem 4.1 is the following lemma. Roughly speaking, it tells us that if G contains anl-partite subgraph which is in G k ℓ , then G must belong to G k ℓ . 
Proof. Suppose G does not contain a copy of K
We shall show G is isomorphic to a graph in G k ℓ . According to Lemma 2.1, it suffices to prove G is (k − 1)-colorable. Indeed, by the assumption, we have
We first show for each vertex
Assume to a contrary that (23) 
Proof. It follows from (25) and the inequality (k + 1)εn < k k εℓ 2 m that we can apply Lemma 4.6 with input k = k, ℓ = ℓ 2 , ε = ε, α = (2c) 1/(k−1) and p =
c and since G has no copies of K + k−1 ⌊c ln n⌋, . . . , ⌊c ln n⌋, ⌊n 1−2 √ c ⌋ , the former case is ruled out. The later case implies our statement.
(k−1)! , we reorder the V i and the Y (s) again to guarantee that
For i ≤ ℓ 3 and s ≤ k − 1, let
is an independent set of G for every s ≤ k − 1.
k−1 for some t = s . It follows from (28), (27), (25) and the inequality (k + 1)εn < k 2k εℓ 3 m that we can apply Lemma 4.7 with input k = k, ℓ = ℓ 3 , ε = ε, α = (2c) 1/(k−1) and p = 
is an independent set of G for every s. Since α k−1 ln(p) > c ln(n), p 1−α k−2 > n 1−2 √ c and since G has no copies of K + k−1 ⌊c ln n⌋, . . . , ⌊c ln n⌋, ⌊n 1−2 √ c ⌋ , the former case is ruled out. We can see that the later case implies our statement.
Now we can find a large infracolorable structure in G. We then use Lemma 4.8 to finish the job showing G is isomorphic to a graph in G k ℓ . Claim 4.11. G is isomorphic to a graph in G k ℓ . Proof. Analogously to the proof of Claim 3.11, we can use Claim 4.9, Claim 4.10, (26) and (29) to infer that j ) = 1 for all s = t and 1 ≤ i < j ≤ ℓ 3 . Hence we can apply Lemma 4.8 withl = ℓ 3 − 1 to conclude G either contains a copy of K
or is isomorphic to a graph in G k ℓ . The former can not happen since G has no copies of K + k−1 ⌊c ln n⌋, . . . , ⌊c ln n⌋, ⌊n 1−2 √ c ⌋ and since
This concludes our proof of Theorem 3.1.
Proof of Theorem 1.5
In this section we sketch a proof of Theorem 1.5. We follow essentially the proof of Theorem 4. Lemma 5.1. Given k ≥ 2 and 0 < δ < 1 16k 8 . Suppose G is a graph of order n > k 8 and
We replace Lemma 4.4 by the following embedding lemma.
Lemma 5.2. Let r ≥ 2, and let G be an r-colorable graph with classes W (1) , . . . , W (r) of the same size n. Suppose that deg(v, W (s) ) ≥ 1 − 1 r 2 n for every s ≤ r and v ∈ t =s W (t) . Then for every s = t, G has an edge between W (s) and W (t) which is contained in 1 2 n r−2 copies of K r .
Proof. According to Lemma 4.4, G contains at least 1 2 n r copies of K r . Hence there exists an edge between W (s) and W (t) which is contained in at least n r /(2n 2 ) = 1 2 n r−2 copies of K r .
The remainder of the proof is identical to that of Theorem 4.1. for i = j.
Concluding remarks
Then, G either contains a cycle of length h for each integer h with 3 ≤ h ≤ (
)n or is isomorphic to a graph in G 3 ℓ .
The balanced ℓ-partite graph obtained by taking the disjoint union of K ℓ ⌊ n 2ℓ ⌋ − 1 and K ℓ ⌈ n 2ℓ ⌉+1 has edge densities between parts strictly greater than )n in the above result is asymptotically best possible.
A book in a graph is a collection of triangles sharing a common edge. The size of a book is the number of triangles. Let b(G) be the size of the largest book in a graph G. Seeking for a generalization of Mantel's theorem, Erdős conjectured [6] in 1962 that every n-vertex graph G with ⌊ His conjecture was confirmed independently by Edwards in an unpublished manuscript [5] , and by Khadžiivanov and Nikiforov in [12] . We wonder whether a similar result holds for balanced multipartite graphs? Conjecture 6.2. For every ε > 0, there exists a constant C = C(ε) such that the following statement holds. Let ℓ > C, and let G = (V 1 ∪ . . . ∪ V ℓ , E) be a balanced ℓ-partite graph on n vertices such that d(V i , V j ) > 1 2
for every i = j.
Then, b(G) > 1 6 − ε n.
According to Theorem 1.5, the above question has a positive answer if ε is quite close to 
Morever, our assumption implies 
Note that the function
is convex. Thus, we can first apply Jensen's inequality to the right hand side of (30) and then use the inequality (31) to obtain |S| ≥ 
