When we are processing large quantity of a data, and/or we are computing complex tasks, computational performance of one computer is not enough. Solution is parallel processing. However proper approach to parallel programming doesn't need to well-known to medical experts or computational tool doesn't have native support for parallel programming. Our goal is to design unified interface, which allows parallel approach to our medical researchers. It must provide support for existing medical experiments and it must provide full interoperability.
INTRODUCTION
The aim of this article is demonstration of unified parallel interface for implementation medical experiments. General design of our research information system will be presented in (Vcelak and Kleckova, 2011) . There is some interoperability issues between experiments, which we need to solve during development. Original design of research system supposed running experiments as executable tasks. Our main ideas were that each task must implement. Experimental Application programming interface (EAPI) and experiments are planned by Experiment Execution Planner (EPP). When we execute large amount of experiments on large medical data, we have to deal with following problems.
• Users (medical doctors) requested different tasks priority, than experiment composers (programmers), e.g. they awaited examination result assessments in short time (optimal in real-time), while programmers assumed execution in night time.
• There are development teams from different departments. Each of them is using different program tools, e.g. C, C++, C#, Perl, .NET, OWL (Bodenreider and Stevens, 2006) and Matlab.
• There are different visualisation methods in use.
• An additional libraries e.g. .NET, or frameworks e.g. ITK/VTK (Ibáñez L., Schroeder W., Ng L., Cates J., 2003) , MITK (Wolf et al., 2005) • New EAPI have to be able to split up computations to single dedicated machines.
• Each of computation has to be able processed on whatever machine, which is registered in research system. We designed extension to EAPI -Parallel Experiment API (PEAPI), which is able to provide new possibilities. Programmers are now able to use parallel computation without special parallel programming skills. The new PEAPI fulfilled these requests, the following properties are achieved.
• Central system not deal requests itself now.
• Central system distribute incoming requests to single computers or computer centres/clouds.
PEAPI INTERFACE DESCRIPTION
The new design is based on current design, so the hierarchy of EAPI was preserved. There are new layers, which provide functionality for new computer registration and a data distribution between them. The PEAPI hierarchy is shown at Figure 1 .
Planner Layer. There are new properties, which allow experiments priority planning based on available resources in computing network and ondemand data processing with highest priority (needed for real-time results).
Execution Layer. This layer cooperates with new distribution layer. Now it selects what type of computation is used. This layer also provides computation assigning to single computer, which comply computation requests (when no parallel computation is used).
Distribution Layer. It is a new layer. It tests available availability of computing machines with proper programming languages, tools and/or frameworks. It selects suitable parallelisation type (depends on experiment code) and sends data to a cipher layer, or DAO request to client computers. Distribution layer also includes planning algorithms for node load and/or performance assessment. Distribution layer is load-balancing data to maximise system performance. This loadbalancer is based on current load and computer performance indexes e.g. in the computing network with many multi-processors and one singleprocessor computer distribution layer assign only small part of computation to single-processor computer.
Cipher Layer. Most of the data are anonymised. But their still has personal status. We need to secure a data transfer through LAN or internet. We encrypt only selected data e.g. DICOM or HL7 files or VTK matrixes. We send raw or partial data not encrypted, because we try to lower CPU load. The data transfer still using DAO layer.
Query and Result Layers. Function of these layers remain untouched. There are some new properties for composing partial results for/from network nodes only. These layers were also extended with new functions to provide interoperability with tools without native support of DI-COM and/or HL7 files. It is often needed to distribute whole DICOM file set, but programs extracts only Meta data, or image data for further use during computation. These main properties were added to Query and Result layer which transfer data as 3D matrix and meta-data objects. So we can use DICOM/HL7 data in whole set of program tools. 
COMPUTING NETWORK
One of main problem, which we need to be solved, was strongly heterogeneous programming language environment. For example: we need to run liver segmentation, followed-up by vein system reconstruction and blood flowing rate computation. For these we need 3 experiments. Each of them is using different programming language (different research departments) -.NET, C++ with ITK/VTK and Matlab. We designed the computing network (CN) to solve this problem. The CN observe following rules.
• Experiments are assigned by central node (ClientServer topology).
• The data distribution are managed by DAO layer, which can be distributed to several computers.
• The computations are using master-slave or peerto-peer topology. Computers processing equal data are using master-slave topology, but undependable nodes are using peer-to-peer connection, when needed.
• We are using PVM (Oak Ridge National Laboratory, 2011) and MPI (ANL Mathematics and Computer Science, 2011) standards for parallel computations.
We are using dedicated research system server with database and WWW server to running central node on it. Users can register their own computer, or any other computer to the system. These computers must have some of needed environment installed and configured on it. The system executes compatibility and performance tests first and creates performance indexes and set of suitable computers, witch is shown on Figure 2 . After that, the distribution layer is able to use these computers for computation, when it's available.
PARALLEL PROCESSING WITH PEAPI
There are several cases, we must deal with.
• Single Data, Multiple Processes (SDMP). Typically used, when we need parallelisation on experiment level.
• Multiple Data, Multiple Process (MDMP). Typically used, when we need to process large data quantity repeatedly and when we need to compare single iteration results.
• Multiple Experiment, Multiple Process (MEMP). Used, when we need repetition of experiments (calculation faults, pre-processing or partial computations, sets of computations).
The PEAPI allows programmers to call PEAPI methods in their code. After that, PEAPI handles process and data distribution, sub-process communication and parallel computation itself. There are not extra demands on programmers. Programmers mark parts of code as ready for parallel computation. Simple example code is shown below: 
RESULTS
The liver segmentation and liver vein reconstruction from CT example was selected for demonstration. Experiment was executed on set of 50 patient's DI-COM CT studies. Some patients has damaged liver with tumors, etc. A result of experiment is VTK matrix with 3D surface and vein tree for each patient. 
CONCLUSIONS
As is shown in Table 1 , we can see large performance increase after MEMP and/or MDMP is used. Because we used real environment, we have heterogeneous node configuration. This is reason why in MEMP the shortest and the longest time values differ so much (It means time computed on slowest and fastest computer in network). We can also see that using both methods gives us similar results. It is because of slowest computer on network. It is still working on its data, while other computers are already done. In worse case (which did not arise), the slowest computer will start compute new task short moment before other finished. MDMP is shown as the best approach. It's because the fastest computers do the most jobs. The load-balancing is the most effective. Thanks to PEAPI, we can process timedemanding experiments. Distribution of environment from one computer to many gives us better control on each computer system and whole research system.
FUTURE WORK
Our future work is oriented to create PEAPI for other programming languages, such as Matlab (now it's available for C/C++, Perl, .NET and other languages, which supports PVM or MPI). Now we can only use MEMP approach for others. We are also planning connection to meta-centre for further computations, which give us access to hundreds of computers.
