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In this paper, a new approximationmethod is introduced to characterize a so-called vector
strict global minimizer of order 2 for a class of nonlinear differentiable multiobjective
programming problems with (F , ρ)-convex functions of order 2. In this method, an
equivalent vector optimization problem is constructed by a modification of both the
objectives and the constraint functions in the original multiobjective programming
problem at the given feasible point. In order to prove the equivalence between the
original multiobjective programming problem and its associated F-approximated vector
optimization problem, the suitable (F , ρ)-convexity of order 2 assumption is imposed on
the functions constituting the considered vector optimization problem.
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1. Introduction
Mathematical programs involving several conflicting objectives have been the subject of extensive study in the recent
literature. Such optimization problems, referred to as multiobjective programming problems, are commonly encountered
in many areas of human activity including engineering, management, and others. It is well known in vector optimization
theory that the Karush–Kuhn–Tucker conditions are sufficient for optimality if the functions involved are convex (see, for
instance, [1–5]). In the past few years, attempts have been made to weaken the convexity hypotheses and thus to explore
the extent of optimality conditions’ applicability.
The concept of ρ-convexity introduced in [6] is one of generalizing convexity notions. In [7], as a generalization
of convexity, Hanson and Mond introduced an F-convexity notion. Later, Preda [8] introduced (F , ρ)-convexity for
differentiable functions, as an extension of ρ-convexity and of F-convexity. He established sufficient optimality conditions
and duality results for differentiable vector optimization problems with (F , ρ)-convex functions and generalized (F , ρ)-
convex functions [8,9]. In [10], Xu introduced twomixed type duals for multiobjective programming and for multiobjective
fractional programming. He established various duality results under assumptions that the functions constituting the
considered multiobjective programs belong to the classes of generalized differentiable (F , ρ)-convex functions. Later,
Aghezzaf and Hachimi [11] defined new classes of generalized differentiable (F , ρ)-convex functions for vector-valued
functions. They established the sufficient optimality conditions for efficiency and mixed duality results for differentiable
vector optimization problems with functions belong to the introduced classes of generalized (F , ρ)-convex functions.
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In recent years, however, considerable attention has been given to devising new methods which allow us to obtain the
sufficiency of the Karush–Kuhn–Tucker necessary optimality conditions and some duality results for the multiobjective
programmingproblems and its dualswith the aid of someassociated vector optimizationproblem (see, for example, [12,13]).
In this paper, we generalize the definition of a strict local minimizer of order 2 to the vectorial case. Thus, we introduce
the definition of a vector strict global weakminimizer of order 2 and a definition of a vector strict globalminimizer of order 2
for a vector optimization problem. However, themain purpose of this paper is to showhowone can characterize vector strict
global (weak) minimizers of order 2 in the considered nonconvex differentiable multiobjective programming problem (VP)
by constructing an equivalent vector optimization problem (VP2Fρf (x)). The so-called F-approximation vector optimization
problem (VP2Fρf (x)) is obtainedby the F-approximationboth the objectives and the constraint functions at the given arbitrary
point x (in fact, we construct a family of such vector optimization problems with respect to the same functional F ). The
equivalence between the original multiobjective programming problem (VP) and its associated F-approximated vector
optimization problem (VP2Fρf (x)) is established under assumption that the functions constituting problem (VP) are (F , ρ)-
convex of order 2with respect to, not necessarily, the same ρ. In this way, we obtain a vector optimization problemwith the
same vector strict global (weak)minimizer x of order 2 as in the originalmultiobjective programming problem. Furthermore,
the associated F-approximated vector optimization problem has, in general, a simpler form than the original nonlinear
multiobjective programming problem and, therefore, it is easier to localize in it its vector strict global (weak) minimizer of
order 2 than in the original vector optimization problem.
2. Preliminaries
The following convention for equalities and inequalities will be used in the paper.
For any x = (x1, x2, . . . , xn)T , y = (y1, y2, . . . , yn)T , we define:
(i) x = y if and only if xi = yi for all i = 1, 2, . . . , n;
(ii) x > y if and only if xi > yi for all i = 1, 2, . . . , n;
(iii) x = y if and only if xi = yi for all i = 1, 2, . . . , n;
(iv) x ≥ y if and only if x = y and x ≠ y.
Throughout this section, X is a nonempty open subset of Rn.
Definition 1. The functional F : X × X × Rn → R is sublinear with respect to the third component, if, for all x, u ∈ X , the
following inequalities
(i) F (x, u; q1 + q2) 5 F (x, u; q1)+ F (x, u; q2) ,
(ii) F (x, u;αq) = αF (x, u; q)
are satisfied for any α = 0 and q, q1, q2 ∈ Rn.
Remark 2. From (i) and (ii), it follows that
F (x, u; 0) = 0. (1)
In the past few years, extensive literature relative to the other families of more general functions to substitute convex
functions in the optimization theory has grown immensely. Such functions are called generalized convex. Now, we give a
definition of a so-called vector (strictly) (F , ρ)-convex function of order 2.
Definition 3. Let f : X → Rk be a differentiable function defined on X . Then f is said to be differentiable vector-valued
(F , ρ)-convex of order 2 at u ∈ X on X , where ρ = (ρ1, . . . , ρk) ∈ Rk if there exist real numbers ρi, i = 1, . . . , k, and a
sublinear (with respect to the third component) functional F : X × X × Rn → R such that, for i = 1, . . . , k, and all x ∈ X ,
the following inequalities
fi(x)− fi(u) = F(x, u; ∇fi(u))+ ρi ‖x− u‖2 (2)
hold. If the inequalities (2) are satisfied at each u ∈ X , then f is (F , ρ)-convex of order 2 on X .
Definition 4. Let f : X → Rk be a differentiable function defined on X . Then f is said to be differentiable vector-valued
strictly (F , ρ)-convex of order 2 at u ∈ X on X , where ρ = (ρ1, . . . , ρk) ∈ Rk if there exist real numbers ρi, i = 1, . . . , k,
and a sublinear (with respect to the third component) functional F : X × X × Rn → R such that, for i = 1, . . . , k, and all
x ∈ X , (x ≠ u), the following inequalities
fi(x)− fi(u) > F(x, u; ∇fi(u))+ ρi ‖x− u‖2 (3)
hold. If the inequalities (3) are satisfied at each u ∈ X , then f is strictly (F , ρ)-convex of order 2 on X .
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Remark 5. If ρ > 0, then the function f defined by (2) is called strong (F , ρ)-convex of order 2 at u on X . In the case when
ρ = 0, we obtain the definition of a differentiable F-convex function introduced in [7]. If ρ < 0, then the function f defined
by (2) is called weak (F , ρ)-convex of order 2 at u on X .
Consider the following multiobjective programming problem
f (x) = (f1(x), . . . , fk(x))→ min
subject to g(x) = (g1(x), . . . , gm(x)) 5 0, (VP)
where fi : X → R, i ∈ I = {1, . . . , k} and gj : X → R, j ∈ J = {1, . . . ,m}, are differentiable functions on a nonempty open
set X ⊂ Rn. We call (VP) the original multiobjective optimization problem.
Let
D = x ∈ X : gj(x) 5 0, j ∈ J
denote the set of all feasible solutions of (VP). We also define the set
J (x) = j ∈ J : gj (x) = 0 .
Definition 6. A feasible point x is said to be a Pareto solution (efficient solution) for (VP) if and only if there exists no x ∈ D
such that
f (x) ≤ f (x).
Definition 7. A feasible point x is said to be a weak Pareto solution (weakly efficient solution, weak minimum) for (VP) if
and only if there exists no x ∈ D such that
f (x) < f (x).
The concept of a strict local minimizer of order m was defined in [14], under the name ‘‘strongly unique’’ minimizer, in
a study of iterative numerical methods. For scalar optimization problems, it can be found the definition of such an optimal
solution in [15–17].
Now, we generalize the definition of a strict (global) minimizer of order 2 to the vectorial case and we introduce a
definition of a vector strict global weak minimizer of order 2 and a definition of a vector strict global minimizer of order 2
for the considered multiobjective programming problem (VP).
Definition 8. We say that x ∈ D is a vector strict global weak minimizer of order 2 for problem (VP) if there exists β ∈ Rk,
β > 0 such that
f (x)− f (x) ≮ β ‖x− x‖2
for all x ∈ D, that is, for any x ∈ D, the following relations cannot hold
fi (x)− fi (x) < βi ‖x− x‖2 , i = 1, . . . , k.
Definition 9. We say that x ∈ D is a vector strict global minimizer of order 2 for problem (VP) if there exists β ∈ Rk, β > 0
such that
f (x)− f (x) ≰ β ‖x− x‖2
for all x ∈ D, that is, for any x ∈ D, the following relations cannot hold
fi (x)− fi (x) 5 βi ‖x− x‖2 , i = 1, . . . , k, i ≠ p,
fp (x)− fp (x) < βp ‖x− x‖2 for some p ∈ I.
It is easy to verify that every vector strict global minimizer of order 2 is a vector strict global weak minimizer of order 2.
Remark 10. In the above definitions, vector β is not unique and it is allowed to vary. However, existence of one such vector
qualifies the point x to be a (weak) efficient solution of order 2 in the consideredmultiobjective programming problem (VP).
Remark 11. Note that if β = 0, then Definitions 8 and 9 reduce to the well-known definitions of a weak Pareto optimal
solution and of a Pareto optimal solution in problem (VP), respectively.
Now, we introduce the generalized Slater constraint qualification.
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Definition 12. It is said that the generalized Slater constraint qualification is satisfied at x ∈ D for the considered vector
optimization problem (VP) if there exists a feasible solutionx such that gj (x) < 0, j ∈ J (x) and, moreover, gj, j ∈ J (x), are
F , ρgj

-convex of order 2 at x on D, where ρgj = 0, j ∈ J (x).
It is well known (see, for example, [4,18,19]), that the Karush–Kuhn–Tucker conditions are necessary conditions for
optimality in vector optimization problems. Now, we prove the necessity of the Karush–Kuhn–Tucker optimality conditions
under the introduced generalized Slater constraint qualification.
Theorem 13. Let x ∈ D solve the considered multiobjective programming problem (VP) and the generalized Slater constraint
qualification be satisfied at x. Then, there exist λ ∈ Rk and ξ ∈ Rm such that
λ∇f (x)+ ξ∇g (x) = 0, (4)
ξ jgj (x) = 0, j ∈ J, (5)
λ ≥ 0, ξ = 0. (6)
Proof. Since x is optimal in problem (VP), then the Fritz John necessary optimality conditions [20,21] are satisfied at this
point. Then, there exist the Lagrange multipliers λ ∈ Rk and ξ ∈ Rm, λ, ξ ≠ (0, 0) such that the conditions (4)–(6) are
satisfied. Suppose that λ = 0. Therefore, by (4),
ξ∇g (x) = 0. (7)
Since the generalized Slater constraint qualification is satisfied at x, then gj, j ∈ J (x), are

F , ρgj

-convex of order 2 at x on
D. Then, by Definition 3, the following inequalities
gj(x)− gj(x) = F

x, x; ∇gj(x)
+ ρgj ‖x− x‖2
hold for all x ∈ D and for any j ∈ J (x). Therefore, they are also satisfied for x =x. Then, by ξ = 0, we get
ξ jgj(x)− ξ jgj(x) = ξ jF x, x; ∇gj(x)+ ξ jρgj ‖x− x‖2 .
Since the functional F is sublinear, then, after adding both sides of the above inequalities, we obtain−
j∈J(x)
ξ jgj(x)−−
j∈J(x)
ξ jgj(x) = F
x, x;−
j∈J(x)
ξ j∇gj(x)

+
−
j∈J(x)
ξ jρgj ‖x− x‖2 .
Hence, (4) gives−
j∈J(x)
ξ jgj(x)−−
j∈J(x)
ξ jgj(x) = F (x, x; 0)+−
j∈J(x)
ξ jρgj ‖x− x‖2 .
By (1),−
j∈J(x)
ξ jgj(x)−−
j∈J(x)
ξ jgj(x) =
−
j∈J(x)
ξ jρgj ‖x− x‖2 .
By the generalized Slater constraint qualification, ρgj = 0, j ∈ J (x). Thus,−
j∈J(x)
ξ jgj(x)−−
j∈J(x)
ξ jgj(x) = 0.
By (5), it follows that the following inequality−
j∈J(x)
ξ jgj(x) = 0 (8)
holds. From the generalized Slater constraint qualification, we have gj (x) < 0, j ∈ J (x). Since ξ ≥ 0, then we get the
inequality−
j∈J(x)
ξ jgj(x) < 0
contradicting (8). Hence, the Lagrange multiplier λ ≥ 0 and the conclusion of theorem is established. 
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3. An equivalent vector optimization problem and optimality conditions
Let x be a given feasible solution in (VP). We consider the following F-approximated vector optimization problem
(VP2Fρf (x)) given by
f1(x)+ F(x, x; ∇f1(x))+ ρf1 ‖x− x‖2 , . . . , fk(x)+ F(x, x; ∇fk(x))+ ρfk ‖x− x‖2
→ min
subject to gj(x)+ F(x, x; ∇gj(x)) 5 0, j = 1, . . . ,m,
(VP2Fρf (x))
where f , g , X are defined as in (VP), F is a sublinear functional defined by F : X×X×Rn → R and ρfi , i ∈ I , are real numbers.
In the paper, we will assume that F (x, x; ·) ≠ 0 for any point x ∈ D, such that x ≠ x.
Let
DF (x) =

x ∈ X : gj(x)+ F(x, x; ∇gj(x)) 5 0, j = 1, . . . ,m

denote the set of all feasible solutions of (VP2Fρf (x)).
Now, by using the F-approximation approach, we give the sufficient optimality conditions for x to be a vector strict
global (weak) minimizer of order 2 in the considered multiobjective programming problem (VP). With the aid of the
F-approximationmethod,we prove the equivalence between the originalmultiobjective programming problem (VP) and its
F-approximated vector optimization problem (VP2Fρf (x)) in the following sense: if x is a vector strict global (weak)minimizer
of order 2 in the original multiobjective programming problem (VP), then it is also a vector strict global (weak) minimizer
of order 2 in its associated F-approximated vector optimization problem (VP2Fρf (x)), and conversely, if x is a vector strict
global (weak) minimizer of order 2 in the F-approximated vector optimization problem (VP2Fρf (x)), then it is also a vector
strict global (weak) minimizer of order 2 in the original multiobjective programming problem (VP).
Theorem 14. Let x be a vector strict global weak minimizer of order 2 in the original multiobjective programming
problem (VP) and the generalized Slater constraint qualification be satisfied at x. If F satisfies the condition F(x, x; ·) = 0
and ρf > 0, then x is a vector strict global weak minimizer of order 2 in its associated F-approximated vector optimization
problem (VP2Fρf (x)).
Proof. Assume that x is a vector strict globalweakminimizer of order 2 in the originalmultiobjective programming problem
(VP) and the generalized Slater constraint qualification is satisfied at x. Then, there exist λ ∈ Rk and ξ ∈ Rm such that the
Karush–Kuhn–Tucker necessary optimality conditions (4)–(6) are satisfied at x.
We proceed by contradiction. Suppose that x is not a vector strict globalweakminimizer of order 2 in the F-approximated
vector optimization problem (VP2Fρf (x)). Then, for any β ∈ Rk, β > 0, there existsx feasible in (VP2Fρf (x)) such that, for any
i = 1, . . . , k,
fi(x)+ F(x, x; ∇fi(x))+ ρfi ‖x− x‖2 < fi(x)+ F(x, x; ∇fi(x))+ ρfi ‖x− x‖2 + βi ‖x− x‖2 .
By assumption, ρfi > 0, i ∈ I . Since the above inequalities are satisfied for any β > 0, then they are also satisfied for β = ρf .
Thus, for any i = 1, . . . , k,
fi(x)+ F(x, x; ∇fi(x)) < fi(x)+ F(x, x; ∇fi(x)). (9)
By assumption, the functional F satisfies the condition F(x, x; ·) = 0. Thus, (9) gives, for any i ∈ I ,
F(x, x; ∇fi(x)) < 0.
Since λ ≥ 0, then we get, for any i = 1, . . . , k,
λiF(x, x; ∇fi(x)) 5 0,
but for at least one i,
λiF(x, x; ∇fi(x)) < 0.
Then, using the sublinearity of F , we obtain, for any i = 1, . . . , k,
F(x, x; λi∇fi(x)) 5 0,
but for at least one i,
F(x, x; λi∇fi(x)) < 0.
Adding both sides of the above inequalities and then using the sublinearity of F , we get
F(x, x; λ∇f (x)) < 0. (10)
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By the Karush–Kuhn–Tucker optimality conditions (5) and (6) together withx ∈ DF (x), it follows that, for any j ∈ J ,
ξ jF(x, x; ∇gj(x)) 5 0.
Adding both sides of the above inequalities and then using the sublinearity of F , we get
F(x, x; ξ∇g(x)) 5 0. (11)
By (10) and (11),
F(x, x; λ∇f (x))+ F(x, x; ξ∇g(x)) < 0.
Using the sublinearity of F once more, we get the inequality
F(x, x; λ∇f (x)+ ξ∇g(x)) < 0.
By the Karush–Kuhn–Tucker necessary optimality condition (4), it follows that the following inequality
F(x, x; 0) < 0
holds, which contradicts (1). Hence, x is a vector strict global weak minimizer of order 2 in the F-approximated vector
optimization problem (VP2Fρf (x)) associated with the original multiobjective programming problem (VP). 
Theorem 15. Let x be a vector strict global minimizer of order 2 in the original multiobjective programming problem (VP) and
the generalized Slater constraint qualification be satisfied at x. Moreover, the Lagrange multiplier λ in the Karush–Kuhn–Tucker
optimality conditions is assumed to be λ > 0. If the functional F satisfies the condition F(x, x; ·) = 0 and ρf > 0, then x is also a
vector strict global minimizer of order 2 in its associated F-approximated vector optimization problem (VP2Fρf (x)).
Now, if we assume that both the objective function f is

F , ρf

-convex at x on D and the constraint function g is

F , ρg

-
convex at x on D, then we establish that the vector strict global (weak) minimizer x of order 2 in the F-approximated vector
optimization problem (VP2Fρf (x)) associated with the original multiobjective programming problem (VP) is also a vector
strict global (weak) minimizer of order 2 in problem (VP). Indeed, the following next two theorems are true:
Theorem 16. Let x be a vector strict global weak minimizer of order 2 in the F-approximated vector optimization
problem (VP2Fρf (x)) associated with the original multiobjective programming problem (VP). Further, assume that f is

F , ρf

-
convex of order 2 at x on D and, moreover, g is

F , ρg

-convex of order 2 at x on D, where ρg =

ρg1 , . . . , ρgm

= 0. If the
functional F satisfies the condition F(x, x; ·) = 0, then x is a vector strict global weak minimizer of order 2 in the original
multiobjective programming problem (VP).
Proof. By assumption, x is a vector strict global weak minimizer of order 2 in the F-approximated vector optimization
problem (VP2Fρf (x)). First, we show that any feasible point in (VP) is also feasible in (VP
2
Fρf (x)), that is, D ⊂ DF (x). By
assumption, g is

F , ρg

-convex of order 2 at x on D. Then, by Definition 3, the following inequalities
gj(x)− gj(x) = F

x, x; ∇gj(x)
+ ρgj ‖x− x‖2
hold for all x ∈ D and for any j ∈ J . From the feasibility of x in the original multiobjective programming problem (VP), it
follows that
0 = gj(x)+ F

x, x; ∇gj(x)
+ ρgj ‖x− x‖2 . (12)
By assumption, ρgj = 0, j ∈ J . Then, (12) yields that the following inequalities
0 = gj(x)+ F

x, x; ∇gj(x)

hold for any j ∈ J , by which we conclude that D ⊂ DF (x).
By assumption, x is a vector strict global weak minimizer of order 2 in the F-approximated vector optimization problem
(VP2Fρf (x)) associated with the original multiobjective programming problem (VP). We proceed by contradiction. Suppose
that x is not a vector strict global weak minimizer of order 2 in problem (VP). Then, by Definition 3, for any β ∈ Rk, β > 0,
there existsx ∈ D such that, for any i = 1, . . . , k,
fi(x) < fi(x)+ βi ‖x− x‖2 . (13)
Thus, for any i = 1, . . . , k,
fi(x)− βi ‖x− x‖2 < fi(x). (14)
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By assumption, f is

F , ρf

-convex of order 2 at x on D. Thus, by Definition 3, for all x ∈ D and for any i = 1, . . . , k,
fi(x)− fi(x) = F (x, x; ∇fi(x))+ ρfi ‖x− x‖2 . (15)
Therefore, (15) is also satisfied for x =x. Hence,
fi(x)− fi(x) = F (x, x; ∇fi(x))+ ρfi ‖x− x‖2 . (16)
Combining (14) and (16), we obtain, for any i = 1, . . . , k,
fi(x)− (fi(x)− βi ‖x− x‖2) > F (x, x; ∇fi(x))+ ρfi ‖x− x‖2 (17)
and, therefore,
F (x, x; ∇fi(x))+ ρfi ‖x− x‖2 < βi ‖x− x‖2 . (18)
By assumption, the functional F satisfies the condition F(x, x; ·) = 0. Thus, (18) gives
F (x, x; ∇fi(x))+ ρfi ‖x− x‖2 < F (x, x; ∇fi(x))+ ρfi ‖x− x‖2 + βi ‖x− x‖2 . (19)
Sincex ∈ D and D ⊂ DF (x), thenx is also feasible in (VP2Fρf (x)), that is,x ∈ DF (x). Thus, we have shown that there exists, for
each β = (β1, . . . , βk) > 0, the pointx ∈ DF (x) satisfying (19). This is a contradiction to the assumption that x is a vector
strict global weak minimizer of order 2 in problem (VP2Fρf (x)). Thus, the conclusion of theorem is established. 
Theorem 17. Let x be a vector strict global minimizer of order 2 in the F-approximated vector optimization problem
(VP2Fρf (x)) associated with the original multiobjective programming problem (VP). Further, assume that f is

F , ρf

-convex of
order 2 at x on D and g is

F , ρg

-convex of order 2 at x on D, where ρg =

ρg1 , . . . , ρgm

= 0. If the functional F satisfies
the condition F(x, x; ·) = 0, then x is a vector strict global minimizer of order 2 in the original multiobjective programming
problem (VP).
In view of Theorems 14, 15 and Theorems 16, 17, if we assume that both the objective and the constraint functions
involved in problem (VP) are (F , ρ)-convex of order 2 at x on the set of all feasible solutions D (not necessarily with respect
to the same ρ), then problems (VP) and (VP2Fρf (x)) are equivalent in the sense discussed above. Further, the optimal value in
the F-approximated vector optimization problem (VP2Fρf (x)) is the same as the optimal value in the original multiobjective
programming problem (VP).
Now, we give an example of a multiobjective programming problem with (F , ρ)-convex functions of order 2 (in fact, a
family of such vector optimization problems) and, using the introduced F-approximation method, we characterize a vector
strict global minimizer of order 2 in this vector optimization problem.
Example 18. We consider the following nonlinear multiobjective programming problem
f (x) =

xex
2+1 + 1
2
x2 + arctan 2x2+ arctan (x) , x5 + x2 + x− 2 arctan (x)+ 1→ min
g(x) = 1
4
x2 + arctan x2+ arctan x2 − 2x 5 0. (VP1)
Note that D = x ∈ R : 14x2 + arctan x2+ arctan x2 − 2x 5 0 and x = 0 is, by Definition 9, a vector strict global
minimizer of order 2 in the considered nonlinear vector optimization problem (VP1). It is not difficult to show, by
Definition 3, that fi, i = 1, 2, is

F , ρfi

-convex of order 2 at x on D and g is

F , ρg

-convex of order 2 at x on D, where
F (x, x; q) = q (arctan (x)− arctan (x)) ,
ρf1 ∈

0,
1
2
]
, ρf2 ∈ (0, 1] , ρg ∈
[
0,
1
4
]
. (20)
Then, using the introduced F-approximation method, we construct the following F-approximated vector optimization
problem (more exactly, we construct a family of such vector optimization problems — one vector optimization problem
for each ρf defined above)
(e+ 1) arctan (x)+ ρf1x2, 1− arctan (x)+ ρf2x2
→ min
−2 arctan (x) 5 0. (VP1
2
Fρf (0))
It can be seen immediately that x = 0 is also a vector strict global minimizer of order 2 in any of the constructed vector
optimization problems (VP12Fρf (0)). We establish that both the objective function f and the constraint function g are (F , ρ)-
convex of order 2 with respect to the same functional F and with respect to, not necessarily the same ρ. Further, the
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functional satisfies the condition F (x, x; ·) = 0. Therefore, these vector optimization problems are equivalent in the sense
discussed in the paper and the optimal value are the same in these vector optimization problems.
As it follows even from the Example 18, the F-approximation procedure allows to obtain a simpler vector optimization
problem (VP12Fρf (0)) to solve. Moreover, it is not difficult to see, that in the case when the functional F , with respect to
which all functions involved in the original multiobjective programming problem (VP) are (F , ρ)-convex of order 2 at x
on D, is linear with respect to first component, then we obtain a quadratic F-approximated vector optimization problem
(VP2Fρf (x)). Then, to solve it, we can use the computational methods for solving a quadratic vector optimization problem. It
is a very useful property from the practical point of view. Now, we give an example of such a differentiable multiobjective
programming problem.
Example 19. Consider the following differentiable multiobjective programming problem
f (x) =

ln

x4 + 1+ 2x3 + 1
4
x2 + ex, 4x5 + 1
2
x2 + 2ex − arctan (x)+ 2

→ min
g(x) = ln x2 + 1+ x2 − x 5 0. (VP2)
Note that D = x ∈ R : x = ln x2 + 1+ x2 and x = 0 is, by Definition 9, a vector strict global minimizer of order 2 in
the considered nonlinear vector optimization problem (VP2). It is not difficult to show, by Definition 3, that fi, i = 1, 2, is
F , ρfi

-convex of order 2 at x on D and g is

F , ρg

-convex of order 2 at x on D, where
F (x, x; q) = q (x− x) , (21)
ρf1 ∈

0,
1
4
]
, ρf2 ∈

0,
1
2
]
, ρg ∈ [0, 1] .
Then, using the introduced F-approximation method, we construct the following F-approximated vector optimization
problem
1+ x+ ρf1x2, x+ 4+ ρf2x2
→ min
−x 5 0. (VP2
2
Fρf (0))
Thus, we obtain to solve a (quadratic) convex vector optimization problem (more exactly, we construct a family of such
optimization problems— one optimization problem for each ρf defined above). This follows from the fact that the functional
F , with respect to which all functions involved in the original multiobjective programming problem are (F , ρ)-convex of
order 2, is linear with respect to the first component.
Remark 20. Note that, in general, there exists also more than one functional F satisfying all conditions of Theorems 15
and 17. In other words, there exists more than one associated F-approximated vector optimization problem (VP2Fρf (x)),
which is equivalent to the original multiobjective programming problem (VP) in the sense discussed in the paper. This
property is, of course, also useful from the practical point of view. In Example 19, we consider a case of such a nonlinear
multiobjective programming problem for which there exists more than one associated F-approximated vector optimization
problem equivalent (with respect to various functionals F ) in the sense discussed in the paper. Indeed, if we setF (x, x; q) = q ex − ex ,
then, it is not difficult to prove, by Definition 3, that all functions constituting the differentiablemultiobjective programming
problem (VP2) considered in Example 19 are also
F , ρ-convex of order 2 at x onD, where ρf and ρg are the same as defined
above.
Remark 21. The assumption that the functional F satisfies the condition F (x, x; ·) = 0 is essential to confirm the
equivalence between problems (VP) and (VP2Fρf (x)) in the sense discussed in the paper. In the next example, we show that
in the case when this condition does not hold there is no the equivalence between problems (VP) and (VP2Fρf (x)), although
all functions involved in the considered multiobjective programming problem (VP) are (F , ρ)-convex of order 2 at x on the
set of all feasible solutions D.
Example 22. We consider the following mathematical programming problem
f (x) = (f1(x), f2(x) )→ min
g(x) = 1
4

x21 + x22
+ ln x21 − x1 + 1+ ln x22 − x2 + 1 5 0, (VP3)
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where
f1(x) = x21ex
2
1 + 2x21 + ln

x21 + x1 + 1
+ 2x22 − x2 + 2,
f2(x) = 3x21 + arctan

x21
− x1 + 3x22 + 110 ln x22 + x2 + 1+ 2.
Note that D = (x1, x2) ∈ R2 : 14 x21 + x22+ ln x21 − x1 + 1+ ln x22 − x2 + 1 5 0 and x = (0, 0) is, by Definition 9, a
vector strict global minimizer of order 2 in the considered nonlinear vector optimization problem (VP3). It is not difficult
to show, by Definition 3, that fi, i = 1, 2, is

F , ρfi

-convex of order 2 at x on D and g is

F , ρg

-convex of order 2 at x on D,
where
F (x, x; q) = q1

x21 + x1 + 2
+ q2 x22 + x2 + 4 ,
ρf1 =
1
2
, ρf2 =
1
2
, ρg = 18 .
Then, using the introduced F-approximation method, we construct the following F-approximated vector optimization
problem
3
2
x21 + x1 −
1
2
x22 − x2,−
1
2
x21 − x1 +
1
10

6x22 + x2 + 4
→ min
(x1, x2) ∈ R2.
(VP32Fρf (x))
It is not difficult to see that x = (0, 0) is not a vector strict global minimizer of order 2 in the F-approximated nonlinear
vector optimization problem (VP32Fρf (x)) (this vector optimization problem has an unbounded set of all feasible solutions).
Thus, the considered multiobjective programming problem (VP3) and its associated F-approximated vector optimization
(VP32Fρf (x)) are not equivalent in the sense discussed in the paper. This follows from the fact that the functional F with
respect to which both the objective function f and the constraint function g are (F , ρ)-convex of order 2 at x on D does not
satisfy the condition F (x, x; ·) = 0.
4. Conclusion
In the paper, we have defined a vector strict global (weak) minimizer of order 2 in a differentiable multiobjective
programming problem (VP). These definitions generalize to the vectorial case a definition of a strict minimizer of
order 2 introduced earlier in scalar mathematical programming problems. Further, we have presented a new method
characterizing a vector strict global (weak) minimizer of order 2 in a differentiable multiobjective programming problem
(VP). In this method, an associated F-approximated vector optimization is constructed at the given feasible point x in the
original multiobjective programming problem. We have established the equivalence between the original multiobjective
programming problem (VP) and its associated F-approximated vector optimization problem (VP2Fρf (x)) in the following
sense: if x is a vector strict global (weak) minimizer of order 2 in a differentiable multiobjective programming problem (VP),
then it is also a vector strict global (weak)minimizer of order 2 in its associated F-approximated vector optimization problem
(VP2Fρf (x)) and conversely, if x is a vector strict global (weak) minimizer of order 2 in problem (VP
2
Fρf (x)), then it is also a
vector strict global (weak)minimizer of order 2 in a differentiablemultiobjective programming problem (VP). Further, there
may exist more than one associated F-approximated vector optimization problem (Example 19 and Remark 20) equivalent
to the consideredmultiobjective programming problemwith (F , ρ)-convex of order 2 functions in the sense discussed in the
paper. This property is useful from the practical point of view. As it follows from the above, in some cases, we are in position
to characterize a vector strict global (weak) minimizer of order 2 in a nonlinear nonconvex multiobjective programming
problemby the help of a vector strict global (weak)minimizer of order 2 in a (quadratic) convex vector optimization problem
(Example 19).
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