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ПРАКТИЧЕСКАЯ  РАБОТА  № 1 
 
Тема  Группировка данных, составление вариационного ряда 
 
1. Оформление исходных данных 
Таблица 1.1 
Исходные данные 
 
N п/п    N п/п    
1    39    
2    40    
3    41    
4    42    
5    43    
6    44    
7    45    
8    46    
9    47    
10    48    
11    49    
12    50    
13    51    
14    52    
15    53    
16    54    
17    55    
18    56    
19    57    
20    58    
21    59    
22    60    
23    61    
24    62    
25    63    
26    64    
27    65    
28    66    
29    67    
30    68    
31    69    
32    70    
33    71    
34    72    
35    73    
36    74    
37    75    
38        
2. Составление вариационного ряда по изучаемому признаку – D 
 
1. Найдите минимальную и максимальную величины____: 
Xmax =    Xmin =    
2. Рассчитайте величину интервала С_ = 
k
XX minmax  =   
Количество классов (k) берется в пределах 8÷12, обычно 10. 
Более точный расчет можно произвести по формуле Стерджеса: 
k = 1+3,32lg (N), 
где N – объем выборки. 
Таблица 1.2 
Таблица построения вариационного ряда по D 
Значения разрядов Сводка 
данных 
Частота, 
ni 
Накопленная 
частота, Σni действительные центральные 
min     
     
     
     
     
     
     
     
     
     
     
     
max     
Сумма     
k =         Определите медиану Me = 
Определите моду Mo = 
 
 
 
 
3. Графическое представление вариационного ряда 
1. На рис 1.1 – 1.3 постройте полигон частот, гистограмму и кумуляту. 
2. На графике полигона частот (рис. 1.1) нанесите среднее значение и моду. 
3. На графике кумуляты (рис.1.3) нанесите медиану. 
Рис. 1.1. Полигон частот
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Рис. 1.2. Гистограмма
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Рис. 1.3. Кумулята
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4. Составление вариационного ряда по изучаемому признаку – H 
 
Таблица 1.3 
Таблица построения вариационного ряда 
 
Значения разрядов Сводка 
данных 
Частота, 
ni 
Накопленная 
частота, Σni действительные центральные 
min     
     
     
     
     
     
     
     
     
     
max     
Сумма     
Xi 
∑
n i
 
1. Найдите минимальную и максимальную величины____: 
Xmax =    Xmin =    
2. Рассчитайте величину интервала С_ = 
k
XX minmax  =   
k=          Определите медиану Me = 
Определите моду Mo = 
 
5. Составление вариационного ряда по V 
 
1. Найдите минимальную и максимальную величины____: 
Xmax =    Xmin =    
2. Рассчитайте величину интервала С_ = 
k
XX minmax  =   
Таблица 1.4 
Таблица построения вариационного ряда 
Значения разрядов Сводка 
данных 
Частота, 
ni 
Накопленная 
частота, Σni действительные центральные 
min     
     
     
     
     
     
     
     
     
     
     
     
     
     
     
max     
Сумма     
k=           Определите медиану Me = 
Определите моду Mo = 
 
6. Задание по работе в Stat graphics Plus под Windows 
1. Изучите интерфейс статистико-графической программы Stat    
graphics Plus. 
2. Импортируйте данные задания из MS Office Excel в систему Stat 
graphics Plus. 
3. Сохраните файл с данными. 
7. Выводы по лабораторной работе № 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ПРАКТИЧЕСКАЯ  РАБОТА  № 2 
Тема  Статистики и параметры распределения 
1. Вычисление статистик различными способами 
Таблица 2.1 
Расчет статистик методом произведений 
Центральные 
значения  
классов, Xi 
Частоты  
ni 
Xi ni Xi
2 Xi
2  ni 
     
     
     
     
     
     
     
     
     
     
     
 Σ= Σ=  Σ= 
 
Вычислите следующие статистики (с округлением до сотых): 
 Среднее арифметическое: 
X  = 
N
nX ii = 
 Дисперсия: 
D= 



1
)( 22
N
N
nX
nX iiii
 
 Среднеквадратическое отклонение: 
 
σ = D   =  
 
 Коэффициент вариации: 
 
СV=
X
  100%= 
Таблица 2.2 
Расчет статистик методом условной средней 
 
Центральные 
значения  
классов,  
Xi 
Частоты,  
ni 
Отклонения 
Ai=Xi -А 
Aini Ai 
2 ni 
     
     
     
     
     
     
     
     
     
     
     
Σ   Σ Σ 
 
1. Найдите A (центральное значение класса, имеющего наибольшую 
частоту). А =  
2. Вычислите следующие статистики (с округлением до сотых): 
 Среднее арифметическое значение: 
X  = A+
N
nA ii = 
 Дисперсия: 
D= ))((
1
2
2
N
nA
N
nA
N
N iiii  

= 
 
 Среднеквадратическое отклонение: 
 
σ = D   =  
 
 Коэффициент вариации: 
 
CV=
X
  100%= 
 
 
 
2. Вычисление начальных моментов 
 
1. Найдите центральное значение класса, имеющего наибольшую час-
тоту А =  
2. Рассчитайте Ai =
x
i
C
AX )( 
=                            (неименованная величина) 
Таблица 2.3 
 
Определение сумм произведений условных произвольных отклонений 
различной степени на частоту классов 
 
Центральные 
значения  
классов,  
Xi 
Частоты,  
ni 
Условные произвольные отклонения 
Ai Aini Ai
2ni Ai
3ni Ai
4ni (Ai+1) (Ai+1)
4ni 
         
         
         
         
         
         
         
         
         
         
         
         
 Σ=  Σ= Σ= Σ= Σ=  Σ= 
 
3. Вычислите начальные моменты (с округлением до 0,001): 
m1=
N
nA
n
i
ii )(
1

 = 
m2=
N
nA
n
i
ii )(
1
2
 = 
m3=
N
nA
n
i
ii )(
1
3
 = 
m4=
N
nA
n
i
ii )(
1
4
 = 
Проверка: 
1) m*4
 =
N
An
n
i
ii


1
4 ))1((
= 
2) m*4
 = 4m1+ 6m2+4m3 +m4+1= 
4. Вычислите центральные моменты (с округлением до 0,001): 
0 1; 
1 0; 
2 m2 – m1
2= 
3 m3 – 3m2 m1+ 2m1
3= 
4 m4–4 m1m3+ 6 m1
2m2–3m1
4= 
D= 2  
 = 2 = 
 
Для перехода к именованным величинам необходимо значения диспер-
сии D и  среднеквадратического отклонения   домножить на величину 
интервала Cx: 
D р=Сx
2 2  
 р= 22Сx = pD = 
 
5. Вычислите основные моменты (с округлением до 0,001); (в расчетах     
используем неименованные величины). 
r 3= 3
3


= r 4= 4
4


= 
6. Вычислите следующие статистики (с округлением до сотых): 
 Среднее арифметическое: 
X =A+m1Cх= 
 Коэффициент асимметрии (оценить результат): 
Sk= r 3= 
 Коэффициент эксцесса (оценить результат): 
E= 34 r = 
 
3. Основные ошибки статистик изучаемой величины __(в расчетах     
используем именованные величины) 
Вычислите следующие статистики (с округлением до сотых): 
 Ошибка среднего значения m x  = 
N

 = 
 Ошибка среднеквадратического отклонения m  = 
N2

 = 
 Ошибка коэффициента вариации mcv = ± 
N
CV 2)
100
(5,0
CV
 = 
 Ошибка коэффициента асимметрии mSk = ± 
N
6 = 
 Ошибка коэффициента эксцесса mSe = ± 2mSk = 
 Точность опыта P = 
X
т
X 100%= 
Таблица 2.4 
Сводная ведомость статистик по показателям 
Наименование 
 статистики 
Показатели  
D, см H, м V, м3 
1 2 3 4 
2.4.1. Статистики ряда расположения: 
среднее арифметическое ( )    
мода (    )    
медиана (    )    
2.4.2. Статистики изменчивости: 
дисперсия (    )    
среднеквадратическое отклоне-
ние (    ) 
   
коэффициент вариации (  )    
размах вариации (    )    
2.4.3. Статистики отклонения ряда распределения от симметричного: 
коэффициент асимметрии (    )    
коэффициент эксцесса (   )    
2.4.4.Основные ошибки статистик: 
ошибка среднего (    )    
ошибка среднеквадратического 
отклонения (    ) 
   
Окончание табл. 2.4 
 
1 2 3 4 
ошибка коэффициента вариа-
ции (    ) 
   
ошибка коэффициента асим-
метрии (    ) 
   
ошибка коэффициента эксцес-
са (    ) 
   
точность опыта (    )    
 
4. Задание по работе в Statgraphics Plus под Windows 
1. Проведите анализ одной переменной по диаметру (D), высоте (H), 
объему (V) (графический и табличный); получите основные статистики и 
графики рядов распределений, заполните табл. 2.4. 
2. Сохраните статистический анализ в файле анализа. 
3. Распечатайте полученные результаты (по указанию преподавателя). 
4. Проведите сравнительный анализ полученных данных в табл. 2.4. 
5. Выводы по лабораторной работе № 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
ПРАКТИЧЕСКАЯ  РАБОТА № 3 
Тема  Моделирование законов распределения 
1. Предварительное оценивание рядов распределений к нормальному 
закону 
Таблица 3.1 
Таблица статистик отклонения ряда распределения  
Статистики Признаки 
D H V 
Коэффициент асимметрии     
Ошибка коэффициента 
асимметрии 
   
Вывод по условию    
Коэффициент эксцесса     
Ошибка коэффициента экс-
цесса 
   
Вывод по условию    
Окончательный вывод    
2. Расчет выравнивающих частот нормального распределения  
Параметры нормального распределения для изучаемого признака____ 
X = σ =  
Таблица 3.2 
Вычисление частот нормального распределения 
 
Xi Частоты, 
ni 
 
Откло- 
нения, 
Xi- X  
Нормиро-
ванные  
отклонения, ti 
Отн. ординаты 
нормальной 
 кривой,  ti 
Теоретические  
частоты, in
~  
      
      
      
      
      
      
      
      
      
      
      
 =    = 
 
При вычислении теоретических частот нормального распределения в 
табл. 3.2 рассчитайте: 
 ti =

)( XX i  = 
 in
~  = )( i
x t
NC


= 
  (ti) определяется по приложению 1. 
 
3. Оценка различий между эмпирическими и теоретическими  
(выравнивающими) частотами нормального распределения 
Таблица 3.3 
Расчет критерия согласия χ2 
 
Xi 
Частоты 
ni- in
~  (ni- in
~ )2 
i
2
ii
n~
)n~ -(n
 
ni 
in
~  
(округленные  
до десятых) 
      
      
      
      
      
      
      
      
      
      
      
 = =   2выч= 
 
Уровень значимости α = 0,05 (5%). 
 
Вычислите: 
1) число степеней свободы: df=k-l-1= 
где l - количество параметров распределения; 
2) 2табл определяется по таблице (приложение 2): 
2табл  =  
Выводы: … 
 
 
4. Выбор наилучшего распределения по всем изучаемым признакам  
(используя принцип минимального 2) 
Таблица 3.4 
Распределение 
Значения показателей по признакам 
(выписываются из программы)  
D, см H, м V, м3 
2 df 2 df 2 df 
Нормальное       
Log-нормальное       
Вейбулла       
Экспоненциальное       
Наилучшее распреде-
ление 
      
 
Выводы: … 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5. График нормального распределения случайной величины 
На гистограмме (см. рис.1.2) нанесите выравнивающие частоты нор-
мального распределения для диаметра по табл.3.2. 
 
6. Задание по работе в Statgraphics Plus под Windows. 
1. Проведите анализ полученных результатов. 
2. Определите закон распределения, который наилучшим образом 
описывает ряды распределений по диаметру (D), высоте (H), объему (V), 
заполнив таблицу 3.4. 
3. Сохраните статистический анализ в файле. 
4. Распечатайте полученные результаты. 
ПРАКТИЧЕСКАЯ  РАБОТА  № 4 
Тема  Однофакторный дисперсионный анализ 
1. Построение таблицы варьирования по ___ 
Найдите: 
Xmin= Xmax= 
Объем выборки для дисперсионного анализа N= 75. 
Количество классов (градаций) k=__. 
Рассчитайте величину интервала Сx=
k
XX minmax  = 
Таблица 4.1 
Таблица варьирования по __ 
 
Градации 
по __ Объемы Vij ni Vi (Vi) 
2 
Групповые 
средние, 
iV  
      
      
      
      
      
      
      
      
      
      
  
= = V2= 
 
 
Дополнительные расчеты: 
(Vi)
2 =V2= 
ViJ
2= 
 
 
2. Однофакторный дисперсионный анализ 
Таблица 4.2 
Построение дисперсионного комплекса 
Источник  
варьи-
рования 
Сумма 
квадра-
тов, 
Di 
Число 
степеней  
свободы, 
dfi 
Варианса, 
i2 
Критерий Фишера Сила 
влияния, 
2 Fфакт. Fтабл. 
Групповой    
  
 
Случайный     
Общий     
Вычислите:  
1. Суммы квадратов: 
Dгр= (
i
i
n
V 2
)-
N
V 2  = 
Dслуч = = ViJ
2-(
i
i
n
V 2
)= 
Dобщ= ViJ
2 - 
N
V 2 = 
2. Число степеней свободы: 
dfгр=k-1=                        dfслуч=N-k= dfобщ=N-1= 
3. Вариансы: 
гр
гр
df
D
гр 
2 = 
случ
случ
df
D
случ 
2 = 
общ
общ
df
D
обш 
2 = 
4. Критерий Фишера фактический: 
Fгр=
случ
гр
2
2


= 
5. Проверка: 
Dобщ=Dгр+Dслуч= 
 
6. Сила влияния: 
2гр= 
общ
гр
D
D
= 2случ= 
общ
случ
D
D
= 
общ
общ
обш
df
D
2 = 
7. Критерий Фишера табличный (приложение 3): 
Уровень значимости α=         ;  следовательно,  Fтабл.= 
8. Выводы: … 
 
 
 
 
3. Задание по работе в Statgraphics Plus под Windows: 
 
1. Проведите однофакторный дисперсионный анализ, изучив влияние 
между следующими величинами: H ∞ D, V ∞ D, V ∞ H по всему объему вы-
борки (N=75). Заполните табл. 4.3-4.5, выписав результаты из программы. 
2. Сохраните статистический анализ в файле. 
3. Распечатайте полученные результаты. 
4. Проведите анализ полученных данных. 
 
Таблица 4.3 
Однофакторный дисперсионный анализ влияния H ∞ D  
(выпишите данные из программы) 
 
Источник  
варьи-
рования 
Сумма 
квадра-
тов, 
Di 
Число 
степеней  
свободы, 
dfi 
Варианса, 
i2 
Критерий Фишера Сила 
влияния, 
2 Fфакт. Fтабл. 
Групповой    
  
 
Случайный     
Общий     
 
Выводы: … 
 
 
 
 
 
Таблица 4.4 
Однофакторный дисперсионный анализ влияния V ∞ D  
(выпишите данные из программы) 
Источник  
варьи-
рования 
Сумма 
квадра-
тов, 
Di 
Число 
степеней  
свободы, 
dfi 
Варианса, 
i2 
Критерий Фишера Сила 
влияния, 
2 Fфакт. Fтабл. 
Групповой    
  
 
Случайный     
Общий     
 
Выводы: … 
 
 
 
 
 
 
Таблица 4.5 
Однофакторный дисперсионный анализ влияния V ∞ H  
(выпишите данные из программы) 
 
Источник  
варьи-
рования 
Сумма 
квадра-
тов, 
Di 
Число 
степеней  
свободы, 
dfi 
Варианса, 
i2 
Критерий Фишера Сила 
влияния, 
2 Fфакт. Fтабл. 
Групповой 
      
Случайный     
Общий 
    
 
Выводы: … 
 
 
 
ПРАКТИЧЕСКАЯ  РАБОТА № 5 
Тема  Корреляционный анализ 
1. Вычисление коэффициента корреляции для большой выборки 
Таблица 5.1 
Построение корреляционной решетки между изучаемыми признаками __V_ и _D ___ 
Признаки 
Объем, м3 
Час-
тота, 
 nx 
A
i 
A
in
i 
A
i2
n i
 
b j
 n
i 

 b
j n
i 

b j
A
i n
i 
У
сл
ов
ны
е 
ср
ед
ни
е 
Действительные значения классов по V 
           
Д
ей
ст
ви
те
ль
ны
е 
зн
ач
ен
ия
 
кл
ас
со
в 
по
__
__
 
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
ny                     
bj                     
bj nj                       
bj
2nj                     
Условные  
средние 
                   
 
2. Вычислите вспомогательные величины  
 Моменты: 
m1x=
N
nA ii = m2x=
N
nA ii
2
= 
m1y=
N
nb jj = m2y=
N
nb jj
2
= 
mxy=
N
Anb ijj = 
 
2
12 xxx mm  = 
2
12 YYY mm  = 
 Коэффициент корреляции r 
r=
yx
yxxy mmm

11 = 
 Ошибка коэффициента корреляции mr 
mr=±
N
r 21
= 
 Критерий достоверности  Стьюдента tвыч 
tвыч=
rm
r = 
 Коэффициент детерминации R2 
R2= 
 Число степеней свободы  
df = 
 Критерий достоверности  Стьюдента табличный (Приложение 4)  
tr  табл= 
 
Выводы: … 
 
 
 
 
 
 
 
 
 
 
 
3. Расчет корреляционного отношения для большой выборки 
Таблица 5.2 
Таблица расчетов 
Xi Частота, ni Ai  bj ni  bj ni)2 
i
ij
n
nb 2)(  
      
      
      
      
      
      
      
      
      
      
      
    = = 
m2=
N
n
nb
i
ij  2)(
 = 
 Корреляционное отношение 
 =
2
1y2y
2
12
mm
m

 ym
= 
 Ошибка корреляционного отношения 
mη = ±
N
21 
= 
tη=


m
= 
 Расчет коэффициента линейности 
 =2-r2 = 
mγ = ± 
t = 


m
 
Выводы: … 
 
 
Таблица 5.3 
Матрица корреляций  
(числитель R -коэффициент корреляции / знаменатель p – уровень 
значимости) 
 
Признаки Диаметр, D, см Высота H, м 
Объем, V (м3) 
  
  
Высота H(м) 
  
  
 
Выводы: … 
 
 
 
 
ПРАКТИЧЕСКАЯ  РАБОТА № 6 
Тема  Регрессионный анализ 
1. Начертите  график зависимости V=f(D) 
Рис.6.1. График зависимости объема деревьев (V) от диаметра ствола на высоте груди (D1.3). 
Около каждой точки показать значение высоты
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3
 
Выводы: … 
 
2. Парный регрессионный анализ 
Таблица 6.1 
Модели парного регрессионного анализа 
 
Изучаемая 
связь 
Уравнение 
Название 
модели R
2 SE 
V=f(D) 
    
    
V=f(H) 
    
    
H=f(D) 
    
    
Выводы: 
 
 
 
 
 
3. Составление таблицы объемов  
Таблица 6.2 
Одновходовая таблица объемов 
 
Диаметр ствола на высоте груди, D, см Объем, V, м3 
  
  
  
  
  
  
  
  
  
  
 
 
4. Полиноминальный регрессионный анализ  
Таблица 6.3 
Модели полиноминального регрессионного анализа 
 
Изучаемая 
связь 
Уравнение R2 SE 
V=f(D) 
   
   
V=f(H) 
   
   
H=f(D) 
   
   
Выводы: … 
 
 
 
 
 
 
5. Множественный регрессионный анализ 
Таблица 6.4 
Модели множественного регрессионного анализа 
 
Изучаемая 
связь 
Уравнение R2 SE 
V=f(D, H)    
V=f(D, H) 
с синергизмом 
   
Выводы: … 
Таблица 6.5 
Двухвходовая таблица объемов 
 
Диаметр  
ствола 
на высоте 
груди,  
D, см 
Объем, V, м3, при высоте, H, м 
        
         
         
         
         
         
         
         
         
         
         
         
         
         
Общие выводы по регрессионному анализу. 
 
 
 
 
 
 
 
 
 
 
ПРИЛОЖЕНИЕ 1 
Ординаты нормальной кривой (значения функции f) 
t Сотые доли 
0 1 2 3 4 5 6 7 8 9 
0,0 0,3989 0,3989 0,3989 0,3988 0,3986 0,3984 0,3982 0,3980 0,3977 0,3973 
0,1 0,3970 0,3965 0,3961 0,3956 0,3951 0,3945 0,3939 0,3932 0,3825 0,3918 
0,2 0,3910 0,3902 0,3894 0,3885 0,3876 0,3867 0,3857 0,3847 0,3836 0,3825 
0,3 0,3814 0,3802 0,3790 0,3778 0,3765 0,3752 0,3739 0,3726 0,3712 0,3697 
0,4 0,3683 0,3668 0,3653 0,3637 0,3621 0,3605 0,3589 0,3572 0,3555 0,3538 
0,5 0,3521 0,3503 0,3485 0,3467 0,3448 0,3429 0,3410 0,3391 0,3372 0,3352 
0,6 0,3332 0,3312 0,3292 0,3271 0,3251 0,3230 0,3209 0,3187 0,3166 0,3144 
0,7 0,3123 0,3101 0,3079 0,3056 0,3034 0,3011 0,2989 0,2966 0,2943 0,2920 
0,8 0,2987 0,2874 0,2850 0,2827 0,2803 0,2780 0,2756 0,2732 0,2709 0,2685 
0,9 0,2661 0,2637 0,2613 0,2589 0,2565 0,2541 0,2516 0,2492 0,2468 0,2444 
1,0 0,2420 0,2396 0,2371 0,2347 0,2323 0,2299 0,2275 0,2251 0,2227 0,2203 
1,1 0,2179 0,2155 0,2131 0,2107 0,2083 0,2059 0,2036 0,2012 0,1989 0,1965 
1,2 0,1942 0,1919 0,1895 0,1872 0,1849 0,1826 0,1804 0,1781 0,1758 0,1736 
1,3 0,1714 0,1691 0,1669 0,1647 0,1626 0,1604 0,1582 0,1561 0,1539 0,1518 
1,4 0,1497 0,1476 0,1456 0,1435 0,1415 0,1394 0,1374 0,1354 0,1334 0,1315 
1,5 0,1295 0,1276 0,1257 0,1238 0,1219 0,1200 0,1182 0,1163 0,1145 0,1127 
1,6 0,1109 0,1092 0,1074 0,1057 0,1040 0,1023 0,1006 0,0989 0,0973 0,0957 
1,7 0,0940 0,0925 0,0909 0,0893 0,0878 0,0863 0,0818 0,0833 0,0818 0,0804 
1,8 0,0790 0,0775 0,0761 0,0748 0,0734 0,0721 0,0707 0,0694 0,0681 0,0669 
1,9 0,0656 0,0644 0,0632 0,0620 0,0608 0,0596 0,0584 0,0573 0,0562 0,0551 
2,0 0,0540 0,0529 0,0519 0,0508 0,0498 0,0488 0,0478 0,0468 0,0459 0,0449 
2,1 0,0440 0,0431 0,0422 0,0413 0,0404 0,0396 0,0387 0,0379 0,0371 0,0363 
2,2 0,0355 0,0347 0,0339 0,0332 0,0325 0,0317 0,0310 0,0303 0,0297 0,0290 
2,3 0,0283 0,0277 0,0270 0,0264 0,0258 0,0252 0,0246 0,0241 0,0235 0,0229 
2,4 0,0224 0,0219 0,0213 0,0208 0,0203 0,0198 0,0194 0,0189 0,0184 0,0180 
2,5 0,0175 0,0171 0,0167 0,0163 0,0158 0,0154 0,0151 0,0147 0,0143 0,0139 
2,6 0,0136 0,0132 0,0129 0,0126 0,0122 0,0119 0,0116 0,0113 0,0110 0,0107 
2,7 0,0104 0,0101 0,0099 0,0096 0,0093 0,0091 0,0088 0,0086 0,0084 0,0081 
2,8 0,0079 0,0077 0,0075 0,0073 0,0071 0,0069 0,0067 0,0065 0,0063 0,0061 
2,9 0,0060 0,0058 0,0056 0,0055 0,0053 0,0051 0,0050 0,0048 0,0047 0,0046 
3,0 0,0044 0,0043 0,0042 0,0041 0,0039 0,0038 0,0037 0,0036 0,0035 0,0034 
3,1 0,0033 0,0032 0,0031 0,0030 0,0029 0,0028 0,0027 0,0026 0,0025 0,0025 
3,2 0,0024 0,0023 0,0022 0,0022 0,0021 0,0020 0,0020 0,0019 0,0018 0,0018 
3,3 0,0017 0,0017 0,0016 0,0016 0,0015 0,0015 0,0014 0,0014 0,0013 0,0013 
3,4 0,0012 0,0012 0,0012 0,0011 0,0011 0,0010 0,0010 0,0010 0,0009 0,0009 
3,5 0,0009 0,0008 0,0008 0,0008 0,0008 0,0007 0,0007 0,0007 0,0007 0,0006 
3,6 0,0006 0,0006 0,0006 0,0005 0,0005 0,0005 0,0005 0,0005 0,0005 0,0004 
3,7 0,0004 0,0004 0,0004 0,0004 0,0004 0,0004 0,0004 0,0004 0,0003 0,0003 
3,8 0,0003 0,0003 0,0003 0,0003 0,0003 0,0002 0,0002 0,0002 0,0002 0,0002 
3,9 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0002 0,0001 0,0001 
4,0 0,0001 0,0001 0,0001 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
ПРИЛОЖЕНИЕ 2 
 
Значения критерия 2 при различных уровнях  значимости (α) 
Число  
степеней 
свободы df 
Уровень значимости α 
0,95 0,75 0,25 0,05 0,01 
1 - 0,10 1,32 3,84 6,63 
2 0,10 0,58 2,77 5,99 9,21 
3 0,35 1,21 4,11 7,81 11,34 
4 0,71 1,92 5,39 9,49 13,28 
5 1,15 2,67 6,63 11,07 15,09 
6 1,64 3,45 7,84 12,59 16,81 
7 2,17 4,25 9,04 14,07 18,48 
8 2,73 5,07 10,22 15,51 20,09 
9 3,33 5,90 11,39 16,92 21,67 
10 3,94 6,74 12,55 18,31 23,21 
11 4,57 7,58 13,70 19,68 24,72 
12 5,23 8,44 14,85 21,03 26,22 
13 5,89 9,30 15,98 22,36 27,69 
14 6,57 10,17 17,12 23,68 29,14 
15 7,26 11,04 18,25 25,00 30,58 
16 7,96 11,91 19,37 26,30 32,00 
17 8,67 12,79 20,49 27,59 33,41 
18 9,39 13,68 21,60 28,87 34,81 
19 10,12 14,56 22,72 30,14 36,19 
20 10,85 15,45 23,83 31,41 37,57 
21 11,59 16,34 24,93 32,67 38,93 
22 12,34 17,24 26,04 33,92 40,29 
23 13,09 18,14 27,14 35,17 41,64 
24 13,85 19,04 28,24 36,42 42,98 
25 14,61 19,94 29,34 37,65 44,31 
26 15,38 20,84 30,43 38,89 45,64- 
27 16,15 21,75 31,63 40,11 46,96 
28 16,93 22,66 32,62 41,34 48,28 
29 17,71 23,57 33,71 42,56 49,59 
30 18,49 24,48 34,80 43,77 50,89 
40 26,51 33,66 45,62 55,76 63,69 
50 34,76 42,94 56,33 67,50 76,15 
60 43,19 52,29 66,98 79,08 88,38 
70 51,74 61,70 77,58 90,53 100,42 
80 60,39 71,14 88,13 101,88 112,33 
90 69,13 80,62 98,64 113,14 124,12 
100 77,93 90,13 109,14 124,34 135,81 
 
 
ПРИЛОЖЕНИЕ 3 
Значения F при уровне значимости α = 0,05  
(df1 - число степеней свободы для большей вариансы,  
которая берется числителем) 
 
 dƒ1 
dƒ2 
1 2 3 4 5 6 7 8 9 10 12 15 20 30 ∞ 
1 161 200 216 225 230 234 237 239 241 242 244 246 248 250 254 
2 18,5 19,0 19,2 19,3 19,3 19,3 19,4 19,4 19,4 19,1 19,4 19,4 19,5 19,5 19,4 
3 10,1 9,6 9,3 9,1 9,0 8,9 8,9 8,9 8,8 8,8 8,7 8,7 8,7 8,6 8,5 
4 7,7 6,9 6,6 6,4 6,3 6,2 6,1 6,0 6,0 5,9 5,9 5,9 5,8 5,7 5,6 
5 6,6 5,8 5,4 5,2 5,1 5,0 4,9 4,8 4,8 4,7 4,7 4,6 4,6 4,5 4,4 
6 6,0 5,1 4,7 4,5 4,4 4,3 4,2 4,2 4,1 4,1 4,0 4,0 3,9 3,8 3,7 
7 5,6 4,7 4,4 4,1 4,0 3,9 3,8 3,7 3,7 3,6 3,6 3,5 3,4 3,4 3,2 
8 5,3 4,5 4,1 3,8 3,7 3,6 3,5 3,4 3,4 3,3 3,3 3,2 3,2 3,1 3,0 
9 5,1 4,3 3,9 3,6 3,5 3,4 3,3 3,2 3,2 3,1 3,1 3,0 2,9 2,9 2,7 
10 5,0 4,1 3,7 3,5 3,3 3,2 3,1 3,1 3,0 3,0 2,9 2,9 2,8 2,7 2,5 
11 4,8 4,0 3,6 3,4 3,2 3,1 3,0 3,0 2,9 2,9 2,8 2,7 2,7 2,6 2,4 
12 4,7 3,9 3,5 3,3 3,1 3,0 2,9 2,9 2,8 2,8 2,7 2,6 2,5 2,4 2,3 
13 4,7 3,8 3,4 3,2 3,0 2,9 2,8 2,8 2,7 2,7 2,6 2,5 2,5 2,4 2,2 
14 4,6 3,7 3,3 3,1 3,0 2,9 2,8 2,7 2,7 2,6 2,5 2,5 2,4 2,3 2,1 
15 4,5 3,7 3,3 3,1 2,9 2,8 2,7 2,6 2,6 2,5 2,5 2,4 2,3 2,2 2,1 
16 4,5 3,6 3,2 3,0 2,8 2,7 2,7 2,6 2,5 2,5 2,4 2,3 2,3 2 ,2 2,0 
17 4,4 3,6 3,2 2,9 2,8 2,7 2,6 2,5 2,5 2,4 2,4 2,3 2,2 2,1 2,0 
18 4,4 3,5 3,2 2,9 2,8 2,7 2,6 2,5 2,5 2,4 2,3 2,3 2,2 2,1 1,9 
19 4,4 3,5 3,1 2,9 2,7 2,6 2,5 2,5 2,4 2,4 2,3 2,2 2,2 2,1 1,9 
20 4,3 3,5 3,1 2,9 2,7 2,6 2,5 2,4 2,4 2,3 2,3 2,2 2,1 2,1 1,8 
21 4,3 3,5 3,1 2,8 2,7 2,6 2,5 2,4 2,4 2,3 2,2 2,2 2,1 2,0 1,8 
22 4,3 3,4 3,0 2,8 2,7 2,5 2,5 2,4 2,3 2,3 2,2 2,1 2,1 2,0 1,8 
23 4,3 3,4 3,0 2,8 2,6 2,5 2,4 2,4 2,3 2,3 2,2 2,1 2,0 1,9 1,8 
24 4,3 3,4 3,0 2,8 2,6 2,5 2,4 2,4 2,3 2,2 2,2 2,1 2,0 1,9 1,7 
25 4,2 3,4 3,0 2,8 2,6 2,5 2,4 2,3 2,3 2,2 2,2 2,1 2,0 1,9 1,7 
27 4,2 3,3 3,0 2,7 2,6 2,5 2,4 2,3 2,3 2,2 2,1 2,0 2,0 1,9 1,7 
28 4,2 3,3 2,9 2,7 2,6 2,4 2,4 2,3 2,2 2,2 2,1 2,0 2,0 1,9 1,6 
29 4,2 3,3 2,9 2,7 2,5 2,1 2,3 2,3 2,2 2,2 2,1 2,0 1,9 1,9 1,6 
30 4,2 3,3 2,9 2,7 2,5 2,1 2,3 2,3 2,2 2,1 2,1 2,0 1,9 1,9 1,6 
40 4,1 3,2 2,8 2,6 2,4 2,3 2,2 2,2 2,1 2,1 2,0 1,9 1,8 1,7 1,5 
60 4,0 3,1 2,8 2,5 2,1 2,2 2,2 2,1 2,0 2,0 1,9 1,8 1,7 1,6 1,4 
120 3,9 3,1 2,7 2,4 2,3 2,2 2,1 2,0 2,0 1,9 1,8 1,7 1,7 1,6 1,2 
∞ 3,8 3,0 2,6 2,4 2,2 2,1 2,0 1,9 1,9 1,8 1,7 1,7 1,6 1,5 1,0 
 
ПРИЛОЖЕНИЕ 4 
Значения t при различных уровнях значимости α 
Число 
степеней 
свободы df 
Уровень значимости α 
0,1 0,05 0,02 0,01 0,001 
1 6,31 12,7 31,82 63,66 - 
2 2,92 4,30 6,97 9,93 31,60 
3 2,35 3,18 4,54 5,84 12,94 
4 2,13 2,78 3,75 4,60 8,61 
5 2,02 2,57 3,37 4,03 6,86 
6 1,94 2,45 3,14 3,71 5,96 
7 1,90 2,37 3,00 3,50 5,41 
8 1,86 2,31 2,90 3,36 5,04 
9 1,83 2,26 2,82 3,25 4,78 
10 1,81 2,23 2,76 3,17 4,59 
11 1,80 2,20 2,72 3,11 4,44 
12 1,78 2,18 2,68 3,06 4,32 
13 1,77 2,16 2,65 3,01 4,22 
14 1,76 2,15 2,62 2,98 4,14 
15 1,75 2,13 2,60 2,95 4,07 
16 1,75 2,12 2,58 2,92 4,02 
17 1,74 2,11 2,57 2,90 3,97 
18 1,73 2,10 2,55 2,88 3,92 
19 1,73 2,09 2,54 2,86 3,88 
20 1,73 2,09 2,53 2,85 3,85 
21 1,72 2,08 2,52 2,83 3,82 
22 1,72 2,07 2,51 2,82 3,79 
23 1,71 2,07 2,50 2,81 3,77 
24 1,71 2,06 2,49 2,80 3,75 
25 1,71 2,06 2,49 2,79 3,73 
26 1,71 2,06 2,48 2,78 3,71 
27 1,70 2,05 2,47 2,77 3,69 
28 1,70 2,05 2,47 2,76 3,67 
29 1,70 2,05 2,46 2,76 3,66 
30 1,70 2,04 2,46 2,75 3,65 
∞ 1,64 1,96 2,33 2,58 3,29 
 
