With the arrival of high performance computing (HPC) technologies, one of the most well-known scientific fields that succeeded in taking advantage of the new skyrocketing HPC opportunities was the modelling and simulation of computationally intensive scientific applications. It is now clear that the development of such models through which computers can extensively simulate the evolution of artificial and natural systems is fundamental for the advancement of science. As a result, different HPC approaches have allowed researchers nowadays to considerably extend the application of computing methodologies in research and industry, but also extend it to the quantitative study of complex phenomena. Moreover, this has permitted a broader and more effective application of numerical methods for differential equation systems (e.g. finite element method (FEM), finite difference method (FDM), etc.) on the one hand, and, most importantly, the application of alternative computational paradigms, such as cellular automata (CA), genetic algorithms, neural networks, swarm intelligence, and so on, on the other. The latter have demonstrated their effectiveness for modelling purposes when traditional simulation methodologies have proven to be impracticable. In conjunction with high parallel computer architectures, like the ones found in graphics processing units (GPUs), with thousands of computational threads on each of them, they are applied as fine candidates to overcome the computational burden imposed by vastly different scientific applications in diverse fields, such as engineering, physics, chemistry, biology, geology, medicine, ecology, sociology, traffic control, economy, and so on. Nevertheless, the resulting new parallelization paradigms and novel parallel computational approaches for all the aforementioned applications are considered one of the hot topics of today's research.
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More specifically, this special issue addresses inherent parallel models and complex numerical models and their implementations by using GPUs as a fundamental computational primitive in various application fields like electromagnetics, environmental modelling and aircraft evacuation. Moreover, the evaluation of a one-instruction-per-cycle (one-IPC) high-level simulator of the microthreaded many-core systems is provided in detail while integrating the architecture model with the application model by abstracting the details of instruction execution.
The first paper, by Camargos et al., provides a performance analysis of a parallel implementation for both preconditioned conjugate gradient and preconditioned bi-conjugate gradient solvers running on GPUs with a compute unified device architecture (CUDA) programming model. As a result, they focused on a GPU-accelerated iterative solution of complex-entry systems issued from 3D edge-Finite Element Analysis (FEA) of electromagnetics in the frequency domain. Their results show a significant speedup by using either a single-GPU or a multi-GPU configuration, compared to a serial CPU implementation, and provide insights on how its use can be successfully extended to other complex systems of equations arising in electrical engineering, such as those obtained in power-system analysis.
The second paper, by Spataro et al., presents the new SCIARA-fv3 complex CA numerical model for simulating lava flows and its acceleration by General Purpose computing with Graphics Processing Units (GPGPU) strategies. The computational model is based on a Bingham-like rheology and both flow velocity and the physical time corresponding to a computational step have been made explicit. The original sequential model was parallelized by means of the CUDA GPGPU paradigm, with the aim of considerably reducing the overall execution time. The carried out experiments of the model parallelization have shown significant performance improvements, thus confirming that graphic hardware can represent a valid solution for the implementation for inherent parallel computational tools like CA models.
Giitsidis et al. model aircraft disembarking and emergency evacuation with the help of CA. Moreover, they parallelized their model in order to run on GPU, using CUDA programming language, as well as in a field programmable gate array (FPGA) hardware device, with very high speed integrated circuit hardware description language (VHDL). The proposed CA model runs for Airbus A320 Boeing 737 layouts and is highly customizable, with the number of exits, the walking speed of passengers depending on their sex, age and height and the effects of retrieving and carrying luggage. The provided results have proven that the parallelism allowed by both GPU and FPGA implementations is more efficient and a lot faster than the sequential code, while in the FPGA implementation the acceleration of simulation results is greater than that in GPU.
Finally, Uddin presents a co-simulation environment so as to perform efficient design space exploration, where the detailed execution of instructions in the pipeline and the interactions amongst the hardware components are abstracted. Specifically, he shows the evaluation of the high-level simulation framework against the cycle-accurate simulation framework. The architecture model abstracts the instruction stream from the detailed execution of the instructions in the pipeline and therefore increases the simulation speed. It also abstracts the details of communication in concurrency management. The results show that the high-level simulator is faster and less complicated than the cycleaccurate simulator but at the cost of losing accuracy.
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