We present an "interferometric quasi-autocollimator" that employs weak value amplification to measure angular deflections of a target mirror. The device has been designed to be insensitive to all translations of the target. We present a conceptual explanation of the amplification effect used by the device. An implementation of the device demonstrates sensitivities better than 10 picoradians per root hertz between 10 and 200 hertz.
Weak value amplification was first posited by Aharanov et al. in 1988 [1] . Using this phenomenon, the value of a measurement can be effectively amplified by proper preselection and postselection of the ensemble of particles used to make the measurement. Experimental realization of weak value amplification was demonstrated by Ritchie et al. in 1991 [2] , and has since been used in a number of demonstrations and experiments, including the first measurement of the photonic spin Hall effect [3] . Aharanov et al. have suggested a time-symmetric quantum mechanics formalism to simplify the explanation of this and other pre-and postselection effects [4] .
A recent paper by Dixon et al., of the University of Rochester, describes a device that uses weak value amplification to measure angular deflection [5] . Their device, shown schematically in Fig. 1 (a) and referred to here as the Rochester design, utilizes a Sagnac-interferometer geometry. The introduction of a path-dependent phase offset, via either a half-wave plate and Soliel-Babinet compensator or a small out-of-plane deflection of one of the mirrors (see [6] ), allows photons to exit the nominally dark port. In-plane deflections of the target give the exiting photons a path-dependent transverse momentum. For deflections resulting in a transverse momentum smaller than the transverse momentum uncertainty, weak value amplification results in proportional displacements of the beam spot at the dark port. The amount of amplification can be adjusted by varying the phase offset between the two paths.
The ability to measure small angular deflections quickly, precisely, and accurately is important in many fields of experimental physics. In the Eöt-Wash experimental gravity group at the University of Washington, our torsion balance experiments depend upon our ability to measure minuscule angular deflections [7, 8] . The most commonly used measurement device is an optical autocollimator, which collimates the light of a point source, reflects it off a target mirror, and then focuses the light onto a position-sensitive photodetector using the origi- nal collimating lens. Autocollimators are insensitive to displacements of the target, eliminate the effect of optical aberrations in the lens, and average over the reflecting surface of the target. Our best autocollimators have a sensitivity of ∼ 1 nrad/ √ Hz. Similar angular deflection measurements can also be made using homodyne interferometers that compare the path length of beams incident on two separate locations on the target.
The Rochester design offers the same intrinsic quantum noise (i.e. photon shot noise) limit as an autocollimator, as explained by Starling et al. [6] . An autocollimator achieves its reduced quantum noise, as compared to a simple beam-deflection setup, because the size of the beam spot on the detector is reduced by focusing the beam. The enhanced signal-to-quantum-noise ratio of the Rochester design, however, results from amplification of the signal. Thus the ratio of the signal to technical noise (e.g. electronic or digitization noise) is also enhanced. The Rochester design has two other specific advantages over an autocollimator. The design is size-independent-the beam spot displacement and device sensitivity do not depend on the size of the setup. Additionally, the number of photons incident on the detector for a given signal-to-quantum-noise ratio is reduced, allowing for the use of low-saturation-intensity detectors. A homodyne interferometer has the same intrinsic quantum noise limit as an autocollimator and the Rochester design [9] , but the Rochester design is less sensitive to optical-path-length fluctuation and uses a position-based, rather than intensity-based, measurement.
Besides being free to rotate about the axis of the torsion fiber, torsion pendulums also swing. If the Rochester setup were used to monitor a torsion balance, displacements normal to the mirror surface would result in equal displacements (multiplied by √ 2) of the laser spot on the detector. Such displacements would be indistinguishable from rotation of the torsion pendulum. Despite the implementation of swing-damping techniques, our torsion balances have displacement noise amplitudes of about 5 µm, which would limit angular detection using the Rochester setup to sensitivities well above those available with our existing autocollimators.
To make the benefits of the Rochester device available for use as an autocollimator replacement, we have developed an angle-measuring device designed to be insensitive to translations and out-of-plane angular displacements of the target mirror. We refer to this device as an interferometric quasi-autocollimator (iQuAC). In order for the device to be insensitive to target displacements, the laser beams incident on the target must be approximately normal to the reflecting surface. This requires an extra degree of freedom by which the two paths of the Rochester design can be distinguished, which is provided by manipulating the polarization of the beams.
In one form of our design, shown in Fig. 1(b) , the light passes through a polarizer and into a 50/50 beam splitter. The reflected light then reflects off two mirrors and passes through a half-wave plate, rotating its polarization by 90 degrees and allowing it to pass through a polarizing beam splitter. It then passes through a quarterwave plate, reflects off the target mirror, and returns through the quarter-wave plate. The two passes through the quarter-wave plate rotate the polarization by another 90 degrees, causing the light to reflect off the polarizing beam splitter. The light then is reflected by three mirrors and is returned to the 50/50 beam splitter. Light that initially passes through the 50/50 beam splitter follows the same path in reverse. An intentional slight out-of-plane misalignment of one of the non-target mirrors allows some light to exit the nominally dark port of the interferometer due to the resulting difference in path lengths. An in-plane rotation of the target results in a displacement of the beam spot at the dark port, and the magnitude of the out-of-plane misalignment controls the weak value amplification factor of the displacement. The mirror arrangement in the interferometer is such that the two paths between the two beam splitters are of equal length, fixing the target in the center of both paths between the light and dark ports and mitigating the effects of out-of-plane angular displacements of the target. To allow the weak value amplification to occur, the number of reflections in each path is such that one path has an even number of reflections after the target and the other has an odd number, resulting in the light from the two paths having opposite in-plane transverse momentum when exiting the dark port.
Howell et al. have provided mathematical derivations, both quantum-mechanical and classical, of the weak value amplification scheme used by the Rochester design and the iQuAC [10] . The classical description can also be explained in conceptual terms. Suppose a spatiallyuniform coherent source is directed into the interferometer. If the system were to be exactly aligned with zero phase offset between the two paths, complete destructive interference would occur at the dark port. If the target were to be rotated in plane, a series of equally spaced fringes, oriented perpendicular to the plane of the apparatus, would appear. The center point would have zero intensity, and the fringe spacing would be inversely proportional to the angle of the target. The introduction of a phase offset between the two paths would result in the fringe pattern being displaced by the same phase, regardless of the fringe spacing (or angle of the target), so that the intensity of the center point is the same for any angular displacement of the target. A representation of these fringes is shown in Fig. 2(a) . Now suppose that a Gaussian-profile source is used. The fringe pattern would still be present but multiplied by the beam profile. For sufficiently small angular deflections, the fringe spacing would be large compared to the width of the beam, and the fringe pattern in the region of the beam spot could be approximated by a linear function. A linear function of a small slope multiplied by a zero-centered Gaussian is approximately equal to a Gaussian of equal width that has been translated by some distance, i.e. for bσ ≪ a,
For sufficiently wide fringe spacing (or small angular deflections), the fringe pattern in the region of the Gaussian can be approximated by the linear function sin 2 (φ/2) − 2k 0 θx sin φ, where φ is the phase offset, k 0 the wave number, θ the angular deflection of the target, and x the transverse position. Replacing the values in (1) and approximating for small values of φ gives a translation of 8k 0 σ 2 θ/φ. This result corresponds to an amplification, as compared to a simple beam-deflection setup with target-detector separation l td , of 4k 0 σ 2 /(φ l td ), and matches the result of Howell et al. A representation of the multiplication of the fringe pattern with a Gaussian profile is shown in Fig. 2(b) .
We have constructed an iQuAC setup using standard optics, a 5-mm position-sensitive photodetector, and a 10-mW, 660-nm diode laser connected via a single-mode fiber to a 3.4-mm diameter collimator. The signal from the photodetector is amplified, low-passed, and then digitized and read using a data-acquisition board. A piezoelectric disk connected to a signal generator is used to generate in-plane angular displacements of one of the mirrors. It is calibrated by removing the 50/50 beam splitter and making a simple beam-deflection measurement. A 2-Hz sine wave voltage signal applied to the disk is used as a calibration signal to determine the weak value amplification factor, which we have observed to be in the range of 40 to 100. A noise plot from the setup is shown in Fig. 3 . We observe a noise floor of less than 10 prad/ √ Hz in the 10-200 Hz band, independent of amplification. Below 10 Hz, 1/f noise dominates, and above 200 Hz, acoustic pickup increases. We plan to construct a monolithic version of the device to reduce these effects.
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