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Fondement Constructίf du Calcul Infinitesimal
dedie a Monsieur le Professeur Z. Suetuna a ΓOccasion
de sa Soixantieme Anniversaire de la Naissance
Par Motokiti KONDO
Ce travail appartient completement au domaine de la theorie des
ensembles projectifs et il est developpe sur la base donnee dans mon
travail [19]. Son but principal est de discuter systematiquement le fonde-
ment constructif du calcul infinitesimal.
En le 24 novembre 1858, R. Dedekind avait arrive pour la premiere
fois Γidee centrale de la theorie des nombres reels et il Γavait exposee
dans sa leςon de meme annee sur Γanalyse mathematique, dans Γecole
polytechnique de Zurich. Or, apres presque vingt ans, elle a ete publiee
dans son petit livre "Stetigkeit und irrationale Zahlen" [4]. Grace
a cette theorie, Γanalyse mathematique avait trouve une realisation de
la pensee de A. Cauchy. Elle est un rationalisme dans les mathematiques
et heritee par plusieurs mathematiciens de ce siecle. R. Dedekind est
un parmi ceux et G. Cantor, le createur de la theorie des ensembles,
appartient aussi a ce cercle.
Apres le succes de la theorie des ensembles, les mathematiques pro-
gressent rapidement. Ceux contemporains sont appuyes parfaitement par
cette theorie. Comme on sait bien, les mathematiques sont reformees
largement par un mouvement "Γabstraction des mathematiques" pendant
derniers cinquante ans. Or, son origine a reste encore invariable.
La theorie de R. Dedekind sur les nombres reels et celle de G. Cantor
des ensembles, ce sont des grandes heritieres du 19-ieme siecle dans les
mathematiques contemporaines. Or, on trouve en fin le jour auquel elles
seront reformees fondamentalement. Cette revolution remarquable est
basee sur les constructivismes contemporains dans les mathematiques.
Comme on le connait bien, ces pensees sont αommencees par les criticismes
pour la theorie cantorienne des ensembles et elles appartiennent aux
intuitionistes, aux empiristes et encore aux logiciens. DΌύ, les points de
depart sont assez divergents, mais ils ont un terrain commun au profond
et elles discutent divers problemes communs sur celui-ci. La reformation
de la theorie dedekindienne sur les nombres reels et celle de la theorie
cantorienne des ensembles commencent sous telle circonstance.
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En concernant ce mouvement dans les mathematiques, on peut trouver
divers problemes importants qui sont fondamentaux dans les mathema-
tiques. Le developpement du fondement constructif du calcul infinitesi-
mal, c'est aussi un probleme parmi ceux-ci et nous pouvons trouver deja
divers resultats sur celui-ci (voir les bibliographies posees a la fin de
ce travail). Mais, plupart de celles-ci ne sont pas systematiques et leur
consideration sur les nombres reels n'est pas encore complete. Or, la
discussion sur les nombres reels developpee dans mon travail [19] es^
presque achevee et elle est suffisante d'exposer systematiquement le
fondement constructif du calcul infinitesimal. C'est la raison que ce
travail est consacre a la consideration de ce probleme.
Pour developper constructivement les analyses mathematiques dans
la theorie des ensembles projectifs, j'ai introduit une nouvelle notion
sur les analyses mathematiques (M. Kondό [19]). D'apres cette idee, une
analyse relative est definie par deux domaines relatifs de nombres reels
et elle est designee par t-A(K0, K), si KQ et K sont ceux-ci. Encore, ils
concernent respectivement la nommabilite des etres mathematiques et
les domaines de ces etres. Pour discuter precisement la structure de
Jί(KQJ K}, il faut poser quelques conditions auxiliaires sur la continuite
de K0 et K. Or, en concernant la continuite des domaines relatifs de
nombres reels, on connaίt diverses perfections relatives de ceux-ci, mais
la perfection relative π est fondamentale et dans ce travail, nous con-
siderons la condition C :
Par exemple, si Γon a K0 = Ret K=π(R), Γanalyse relative Jl(KM K) remplit
cette condition et τr(R) est le domaine des nombres reels et definissables
arithmetiquement. Telle analyse relative concerne intimement celle de
H. Weyl [26] et de M. A. Grzegorczyk [10, 11]. Encore, la consideration
sur les etres nommables (Sl,KQ,K) ou bien (El,KQ) dans celle-ci est
presque-equivalente a Γanalyse recursive (R. L. Goodstein [6, 7, 8, 9],
A. Mazur [22], E. Specker [25]). Or, nous pouvons demontrer les theo-
remes fondamentaux du calcul infinitesimal dans une analyse relative
A(K0, K) qui remplit la condition C. En effet, le theoreme de M. Rolle
(le theoreme 1 de § 3), celui de la valeur moyenne (le corollaire du
theoreme 1 de § 3), celui de Br. Taylor (le theoreme 3 de § 4), celui de la
differentiation terme en terme de series (le theoreme 4 de §3) et celui
de Γintegrabilite (le theoreme 3 de § 5) sont demontres sans changement
essentiel dans ^Λ(K0> K).
Quelques parties de ce travail ont ete presentees a la conference
annuaire de la societe physico-mathejnatique du Japon en Γavril, 1935,
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§ 1. Les nombres reels
1. Dans mon travail [19], j'ai discute les nombres reels et nommables
(Ey /Γ0). Or, pour developper constructivement le calcul infinitesimal, nous
considerons encore quelque proprietes des nombres reels et nommables
(E, K0). Pour une suite {ak} (k = l, 2, •••) nommable (E"> K0) de nombres
reels, s'il existe une fonction f ( x ) nommable (E™, K0), definie sur UN(x)
et telle qu'on ait
1°, k >f(p) entraine k
Λ
-*
Λ+y|<y (j = 1, 2, •••),
2°, f(PXf(P + D (£ = 1,2,-),
on dit que la suite {ak} (k = l, 2, •••) de nombres reels est convergente
(E™, K0). D'apres la definition, si une suite de nombres reels est con-
vergente (JB2, K0)> elle est aussi convergente. Or, on a le
Thέoreme 1. Si une suite {ak} (k = l, 2, •••) nommable (E£,/Q de
nombres reels est convergente, elle est aussi convergente (En
n
^\,KQ) et, sa
limite limak est nommable (EJίi, K0).*->°°
Demonstration. Designons par A Γensemble de tous les points <#,
y, zy de UN(x, y, z) tels qu'on ait \ax — ax+z\^> — . D'apres la definition, il
est nommable (E;, K0) et done, B=CS(UN(xy y ) 9 A ) est nommable (EH9 K0).
Or, pour chaque nombre naturel y, B<y> n'est pas vide. En effet, d'apres




(z = l, 2, •••) et on a O, y, z>£ A (z = l, 2, •••)• Done, on a <#, ^>e ΰ, c'est-
a-dire, B<y>^=0. Comme il est nommable (Ejίίϊ, /Q, il existe un unifor-
misateur £7 de 5 par rapport a J7^(jv) et qui est nommable (E^+\9K0)
(21, §3, Chap. II, [19]). Designons par f ( y ) la fonction dont Γimage
geometrique est U. D'apres le theoreme 11 (16, § 2, Chap. II, [19]), elle
est nommable (EJίϊ, K0). Encore, on a
|tf/c/o-tf/c/o+J<-ί (z = 1, 2, — )
et done, si Γon a k^>f(2p), on a
Λ
Λ+y I < — .
Posons encore g(^) = Σ/(2*) D'apres le theoreme 8 (20, §3, Chap. II,
Λ = l
[19]), elle est nommable (En
n
%\,K^ et on a
1°, &>£(/>) entraine | f l
Λ
-Λ
Λ + y |< 0' = 1, 2, -) ,
64 M. KONDO
2°, g(P)<g(P + V <£ = 1,2, •'••).
Done, la suite {ak} (k = ly 2, •••) est convergente (EJίίϊ, /Q. Encore, d'a-
pres la definition, lim ak est nommable (E£ί ϊ , /Q, c.q.f .d.
* >°
Thέoreme 2. Si une suite {ak} (& = 1, 2, •••) nommable (E™, Kΰ) de
nombres reels est convergente (E^y KQ), sa limite lim ak est nommable (E£, K0)
ou bien (E\y /Γ0), suivant qu'on a n^2 ou bien n = ~L.
Demonstration. D'apres la supposition, il existe une fonction f ( x )
nommable (E™, KQ) definie sur UN(x) et telle que k^>f(p) entraine
\ak—ak+j\<^— (./=1, 2, •••)• Des lors, on a
1/7 π\ <1 ( -h — 1 9 ..ΛI w/c/>)+ι a I ^  ^ ~ v/ 7 — -1-, ,^ / ,
oύ a = limak et done, on a
-— <α<α + —/> +ι ^ P +ι p
Par suite, on a
bor. sup. (β
</»> \ •
Encore, Γimage geometrique G de f ( x ) est nommable (ES, ^0) et infini.
D'oύ, il existe les functions gk(z) (k = l,2) nommables (E$, K0) ou bien
(Ely K0), definies sur UN(z) et telle que la transformation
x = g,(z) et y = g2(z)
applique UN(z) en G biunivoquement (Theoreme 9, 20, § 3, Chap. II,
Done, si Γon pose
A 1 , T , 1
ok = <**--£- et bk = akl + -r- ,
* = 1,2,-), les suites {5j et {bk} (k = l, 2, .-)




 = bor. inf. bk = a .<*> <*>
D'oύ, a = \inak est nommable (EJ,/f 0) ou bien (E|,/Γ0), suivant qu'on a
A->°°
ou bien w = l, c.q.f.d,
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Remarque. Pour tout nombre naturel ny il existe une suite {ak}
(k = l, 2, •-•) nommable (El, /Γ0), convergente et telle que limak soit pre-
k + oo
cisement nommable (E^\9KΌ).
2. Puis, considerons la convergence des series de nombres reels.
Posons d'abord le
Lemme 1. Pour une function F(zly z2) nommable (En, KQ) et definie
sur UN(z1 , 22), posons
Alors, elle est aussi nommable (E™, K0) ou bien (El, K0), suivant qu'on a
on bien n = lΌ.
Demonstration. Considerons d'abord le cas ou F(z2, z2)^>0 pour
chaque point de son domaine. Posons G(z19 z2y z3) = 2z*F(zlyz2). Elle est
nommable (£#, K0) ou bien (£|, K0) (20, §3, Chap. II, [19]) et done,
Γensemble A de tous les points <#, y, z19 z2, z3y tels qu'on ait
<x9 y> e R(G(z, , z2 , *8)) et y = 1
est aussi nommable (Ej, K0) ou bien (El, /Q, suivant qu'on a ?z2>2 ou
bien w = l. De plus, yl<2Γι'2r2 23> contient precisement [_G(z19 z2y z3)^\ points.
Or, Γensemble B de tous les points <#, 1, zly z2, z3, 4^>, tels que <ΛΓ, 1,
2
ί9 229 z3> z4y£A et ^2^^4, est nommable (E%9 K0) ou bien (E|,/f0) e^2-4
β<*1.*3'*4> contient precisement [Σ G(zly k, 03)] points. D'oύ, si Γon pose
on a
et Σ^(^J ^ι> ^2) est nommable (£w, /f0) ou bien (E2, K0). Or, on a
et d'oύ
CO
bor. sup. ——p-= = Σ F(z19 k) = G(zl).
<z3> 2 3 }^
1) Sur les functions nommables (E, K0~), dont les valeurs sont les nombres reels et





) est nommable (En, K0) ou bien (E2, KQ).
Puis, posons F0(z19 z2) = [F(z19 z2) + ϊ]-F(z19 z2) et G0(zl) =
A = l
Alors, de meme que le cas precedent, G0(2Ί) est nommable (En, K0) ou
bien (E2, K0). Or, on a
et Σ[F (*!,£) + !] est nommable (E%9 K0) ou bien (E1,/Q. Done,
est aussi nommable (E™, K0) ou bien (El,/f0), suivant qu'on a ^2>2 ou
bien n = l.
Puis, considerons le cas general. Posons
Fw(zl9 z2) = bor. sup. (0, F(zl9 z2)) ,
F<-\z19 zz) = bor. sup. (0, -F(z19 z2)) ,
Alors, Gc+)(^) et G^5^) sont nommables (E^, /Γ0) ou bien (E\9 K0) et on
a G(^1) = GC+)(2:1)-GC-:>U1) Done, G(^) est nommable (Enn, KQ) ou bien
(E\9K^9 suivant qu'on a w^2 ou bien w = l, c.q.f.d.
Or, etant donnee une suite {Λ
Λ
} (k = Ί9 2, •••) nommable (E;,/C0) de
nombres reels, on peut definir formellement une 5m> nommable (E^, KQ)
Σ
Λ
* ^  nombres reels. Prenons les sommes partielles sk = aί + a2+ ••• +βfe
* = 1
(fe = l, 2, •••)• D'apres le lemme 1, la suite {sk} (k = !9 2, •••) de nombres
reels est nommable (E", K0) ou bien (El,K0)9 suivant qu'on a n^2 ou
bien n — \ et alors, on dit que la serie Σ ^* es^ convergente (E™9 K0)9 si
* = 1
la suite {sj (fe = l, 2, •••) de nombres reels est convergente (E™, KQ). Des
lors, on a les
Lemme 2. Si une serie ^ak nommable (Enn, KQ) de nombres reels est
* = 1
convergente, elle est convergente (E™+1, K0).
Lemme 3. Si une serie *Σ>ak nommable (E%, K0) de nombres reels est
fe = l
convergente (Ej,/iΓ0), sa somme ^ak est nommable (El, KQ) ou bien (El, K0)9k=ι
suivant qu'on a n^2 ou bien n = I.
Remarque. De meme que les series de nombres reels, on peut discuter
le produit Hak de nombres reels.
Fondement Constructif 67
§ 2. Les fonctions continues
3. Puis, considerons la continuite des fonctions nommables (S, K0, K).
Soient F(s) une fonction continue nommable (S£, K
oy K), finie et
definie sur Γintervalle ferme [<z, b~\Ky oύ a et £ sont nommables (E£, /Q.
Des lors, on dit que F(s) est continue (E™, K0) a un point c de son domaine,
s'il existe une fonction f ( x ) nommable (E£, K0(c)) definie sur UN(x), telle
que |s—cK__ et 5 £ [_a, b~]
κ
 entrainent \ F(s) — F(c) \<^— . Encore, on
dit que F(s) est continue (S™ , K0 , K) a son domaine, s'il existe une fonc-
tion f ( x y s ) nommable (S£, K0, K) definie sur UN(x}®U^a,b yκ(s), telle que
\s~c\< rλ
 e
v , s 6 [>,£]*• et c£[_a9V}K entrainent \F(s)-F(c)\<^-.f \P> s) P
De meme, on dit que F(s) est continue (E% , K0) uniformement sur son
domaine, s'il existe une fonction /(ΛΓ) nommable (-ES* ^o) definie sur UN(x)
et telle que |c — rf|<^_— , ce[«, ft]^ et rfe[«, δ]^  entrainent
D'apres la definition, quand une fonction F(Λ ) nommable (S", K0, K)
est continue (S™,K0,K) sur son domaine, elle est continue (Em> K0) a
chaque point de son domaine. Or, on a le
Theoreme 1. Quand une fonction F(s) continue et definie sur Γinter-
valle ferme [<z, b~\Ky oύ a et b sont nommables (E%, KQ)y est nommable (SJ,
K0, K), elle est continue CE£ίϊ, K0) uniformement sur son domaine.
Demonstration. On peut supposer, sans perdre la generalite, que
a = 0 et 6 = 1, puisque F(as-\-b(l — s)) est definie sur Γintervalle ferme
[0> l]/r et remplit la condition donnee. Des lors, posons
z
et B = S(UN(y, z), A).
Comme A est nommable (EJ, /Γ0), 5 est nommable (Ew, /Q. Encore B<z>
est fini pour tout nombre naturel z. En effet, si B<ZO> est infini, on peut
trouver une suite {OCAO, yck\ 20>} (fe = l, 2, •••) nommable (E, 7Q de points
telle que
9° ι;c*° <^
 1;C£+1) //, _ 1 O ...\^ > j' ^^  y \κ — •*-> ^> / •
Encore, on peut supposer, sans perdre la generalite, que la suite
,C&)
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(fe = l, 2, •••) de nombres rationnels soit nommable (E, K0) et convergente.
yC£)
Posons c = lim -^  . D'apres la supposition, c est nommable (E, K0) et onk+°° y
a 0<^c^l. Encore, E(s) est continue a ce point c et d'oύ, il existe un
nombre naturel N tel que \c— s|<Cιrr entraine F(c)—F(s)\<^ — . Or, on
-/V
peut trouver un nombre naturel / tel que -^ |.< A- et d'oύ, on a
^JL_
" * o '
C'est contradictoire avec la supposition et par suite, B<ZQ> est fini. Or,
Γensemble G = S(UN(y, z), B0)y ou B0 designe Γensemble de tous les points
<j>, z9 wy de UN(y, z, w) tels qu'on ait O+w, ^>G By est nommable (EM, /f0)
et done, Br\CG est nommable (ESJϊ,/Q. De plus, il est uniforme par
rapport a L^U), et S(UN(z), B/\CG) est nommable (EJίϊ,/C0). D'oύ, si
Γon pose
/(*) - 1, si (5nCG)<2> est vide,
= y+1, si (Br\CG)<z> contient le point y.
ι
Elle est nommable (E5ίi,/Γ0) et k —rf|<C-7ττ^> <: 6 [^ , 6]/<-, rfG L^, 6j^ en-
traίnent \F(c)-F(d)\<—9 c'est-a-dire, F(s) est continue (Efcl, KQ) uni-
formement sur son domaine, c.q.f.d.
4. Or, les functions nommables (S%,K0,fC) et continues (EJ,/Γ0) ou
bien (Ei,^0) uniformement sur son domaine, suivant qu'on a n^2 ou
bien w = l, sont tres importantes dans notre consideration et nous avons
le theoreme suivant qui est fondamental dans notre consideration, c'est-
a-dire,
Theoreme 2. Si une function F(s) nommable (S™, K0, K) et definίe sur
Γinterυalle ferme \a, b~\
κ
, ou a et b sont nommables (E£, K0)9 est continue
(E^y K0) ou bien (Ei, K0) uniformement sur son domainey suivant qu'on a
wj>2 ou bien n = l, il existe le nombre c(c) nommable (Ew, K0) ou bien (E2, K0)
(nommable (E
w
, K0) ou bien (E2, K0))> tel qu'on ait F(c) = \ιoτ. sup. F(s) (F(c)
ί^δ
Γ2
= bor.inf.F(5)) et que F(c)(F(c)) soit nommable (EJ, K0) ou bien (El, K0),
a^s^b
suivant qu'on a n^2 ou bien n = l.
Demonstration. On peut supposer, sans perdre la generalite, qu'on
ait a = 0 et 6 = 1.
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D'apres le theoreme 1 de §2, il existe une function f ( x ) nommable
(E"9 K0) ou bien (El, K0)9 suivant qu'on a n^2 ou bien « = 1, definie
sur UN(x) et telle que \c — d\<^—y c£\βyb~]κ et d € [#, £]# entraίnent
— . Alors, Γensemble ^ de tous les points ζx, y, zl9
et
est nommable (EΛ, K0) ou bien (E2, /Q, suivant qu'on a ^2>2 ou bien
w = l. En effet, Γensemble A2 de tous les points ζx9 y9 z19 z29 z3y tels
qu'on ait
/ / ~ \ i \
-—) et θ5j2Ί<2 3
est nommable (E£, K0) ou bien (Ei,/f0), suivant qu'on a #2>2 ou bien
» = 1. Or, on a
Λ Q/7Y / v iΛ ΓΠ λ7 tv *y \ A r\ CM( f(y 9 \ (T\ Ίl (Ύ iΛ f^D> 77 ^ ^ ^
xTLj — O\Cy T'VΛ') ,// Ct7 ^^VV.^!) ~2/> *^ 2 ^<—Jll\J \~2 ~3/ ^L^ *-^7\^> »X/ vlx *^JV\^1//
et par suite, A! est nommable (Ew, /Q ou bien (EM, /Q. D'oύ, si Γon
pose Az = S(Uj(xy y, z2), AJ, on a
#(bor. sup.
α^s^ft Z2=1
et done, bor. sup. F(s) est nommable (EM, /f0) ou bien (E2, /f0), suivant
qu'on a w^2 ou bien w = l.





, K0) ou bien (E2, K0), suivant qu'on a n^2 ou bien
w = l. En effet, Γensemble B2 de tous les points ζx9 y9 z19 z29 z3y tels
qu'on ait
/ / * \ ι \
^ ^  et 0 < £ < #
est nommable (EnyKQ) ou bien (E2, K0), suivant qu'on a n^2 ou bien
n = l. Or, on a
5, = CS(Uj(x9 y) θ t/jvUi, ^2), 52 A
et par suite, B1 est nommable (En, /C0) ou bien (E2, ίΓ0). D'oύ, si Γon
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pose Bz = S(Uj(x, y, z2), 5J, il est encore nommable (En, K0) ou bien (E2,KQ)y




et done, bor. sup. F(s) est nommable (B
Λ
, K0) ou bien (B2, /C0) Par con-
«^s.g&
sequence, bor. sup. F (s) est nommable (B£, /Q ou bien (Bi,/£o), suivant
α^^^ftqu'on a ^^2 ou bien # = 1. Puis, posons
G(s) = (bor. sup.
Elle est nommable (S£, KQ, K) ou bien (S|, /f0> ^Ό> suivant qu'on a w^2
ou bien w = l et non negative sur chaque point de {a, b~\
κ
. De plus, on
a bor. inf. G(s) = 0. Or, Γensemble D=~C( — G(s)), c'est-a-dire, celui de tous
les points 5 tels que G(s) = Q est non vide. En effet, les ensembles
— -J-) (Λ = l, 2, •••) sont ouverts et non vides. DΌύ, on peut
definir une suit {ak} (k = l, 2, •••) nommable (E, K0) de nombres rationnelles
1
telle qu'on ait G(ak)<f^r (k = l, 2, •••). Alors, il existe un nombre aQK
d'accumulation de cette suite et qui est nommable (E, K0). II appartient
au domaine de G(s) et on a G(a0) = 0. DΌύ, D n'est pas vide. Posons
c = bor. inf. 5. II est nommable (P, K0) et on a a^c^b (41, §3, Chap.
IV, [19]). Or, il remplit notre demande. Pour le demontrer, prenons
Γensemble A de tous les points <2Ί, z2, 23> de UN(z1, z2, z3) tels qu'on ait
De meme que le cas precedent, il est nommable (E
ny KQ) ou bien (B2, .fC0)
et done B=CS(UN(z2, zz), A) est nommable (En, K0) ou bien (E\ KQ),
suivant qu'on a n^>2 ou bien w = l (19, §3, Chap. II, [19]). Or, si Γon
a G(0»0, 0<5^^- entraine G(s)>0 pour chaque point O2, 3^> de
En effet, on a G - ^ — pour tout nombre naturel z1 tel que
^2ι^z3 et done, si Γon a ^j — 1<^5/(02)^2:2, on a
D'oύ, on a
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f(zύ/ z2 — z2
Encore, si Γon a G(0)^>0, on a
R(c) = #bor. sup. - . ( 1 )
\
En effet, si Γon designe par E le cote droit de (1), on a R(c)^E. Puis,
soit s0 un nombre reel de [<z, δ] ,^ tel qu'on ait 50<^c. II existe alors un
point OΊ, £2, 23> de ^4 tel qu'on ait s0^ — ^  et d'oύ, on a R(c)^E. Par
/ (#27
suite, on a (1). Or, comme B est nommable (En, K0) ou bien (E2, /Q,
/?(?) et par suite c est nommable (Ew, /Q ou bien (E2, /Q suivant qu'on
a w^2 ou bien n = l.
Puis, posons F(s)= — F(l — 5). Alors, d'apres les resultats ainsi
obtenus, il existe le nombre c nommable (Eny K0) ou bien (E2, KQ) tel qu'on
ait F(c) = bor. supF(s) et que F(c) soit nommable (EJ, /f0) ou bien (El, KQ),
<*<^s^b
suivant qu'on a n^2 ou bien « = 1. Des lors, on a bor. inf. F(s)= F(l — c)
a^s^b
et par suite, si Γon pose £ = ! — £, il remplit notre demande, c.q.f.d.
Corollaire. Soit F(s) une function nommable (S£, /f0, /f), definie sur
Γintervalle ferme [_a,b~]
κ
, oύ a et b sont nommables (EJ, /Γ0), βί continue
(En, K0) ou bien (El, /Γ0) uniformement sur son dσmaine, suivant qu'on a
n^2 ou bien n = l. Alors, elle est bor nee sur son domaine.
Des lors, on a le
Theoreme 3. Soit F(s) une function nommable (S, /f0, K), definie sur
Γintervalle ferme {a, b~}Ky oύ a et b sont nommables (E£, /f0), et continue
(En, K0) ou bien (Ei, KQ) uniformement sur son domaine, suivant qu'on a
n^2 ou bien n = ~L. Alors, si Γon a F(a)^>0 et F(b)<^0, il existe un
nombre c nommable (EJ, K0) ou bien (Ei, /f0) de son domaine tel qu'on ait
F(c) = Q, suivant qu'on a n^2 ou bien n = \.
Demonstration. Posons £=bor. sup. 5 et ^ = bor. inf. 5. De meme que
ί Cs)>0 F(.^<Q
la demonstration du theoreme 2, ils sont nommables (En, K0) ou bien
(E2, K0) et (Ew, /Γ0) ou bien (E2, K0) respectivement, suivant qu'on a n^2
ou bien n = l. De plus, on a c^c. Encore, d'apres la continuite de F(s),
on a F(€)=F(c) = Q. DΌύ, si Γon a c = c9 posons c = e et si Γon a €<^c,
on designe par c un nombre rationnel entre c et ^. II remplit notre
demande, c.q.f.d.
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Corollaire. Soίt F(s) une function nσmmable (S£, K0, K)> definie sur
Γintervalle ferme \a,b~\
κ
, oύ a et b sont nσmmables (E»9 K0), et continue
(E", K0) ou bien (E%, K0) uniformement sur son domaine, suίvant qu'on a
n^2 ou bien n = ~L. Alors, le contre-domaine de F ( s ) est Γintervalle ferme
[<L> c~\
κ






 a^s^bRemarque. Si F(s) remplit les conditions du corollaire du theoreme 3,
il existe un nombre s0 nommable ( E l , K0), oύ /=max(m, ») + !, tel qu'on
ait F(s0) = t0 pour tout nombre reel t0 nommable (E%, K0) de [_c, c~}κ.
5. Puis, nous considerons la convergence des suites nommables
(S%,K0,K) de functions. Pour une suite {FΛ(s)} (k = l, 2, •••) nommable
(S%, KQ, K) de fonctions definies sur Γintervalle ferme \_a, b~]κ, oύ a et b
sont nommables (El, K0), s'il existe une fonction f(x, s) nommable (S2,
KQ, K), definie sur UN(x) 0 U^,iy)K(s) et telle qu'on ait
1°, k>f(p,s) entraίne F
Λ
(5)-F
Λ+y(s)|<- (j = 1, 2, .-) ,
2°, f(P,s)<f(p + l,s) (p = 1,2, .-),
on dit que la suite {Fk(s)} (k = l, 2, •••) de functions est convergence
(Sm
 y KQJ K) sur son domaine. Des lors, de meme que le theoreme 1 de
§ 1, on a le
Theoreme 4. Si une suite {Fk(s)} (k = l, 2, •••) nommables (S£, K0> K)
de functions definies sur Γintervalle ferme \_a, b~]
κ
, oύ a et b sont nommables
(En, K0), est convergente sur son domaine, elle est aussi convergente (S^\,
K0,K) sur son domaine.
Demonstration. Designons par A Fensemble de tous les points <#, y,
z, sy de UN(x,y, z)®U^a,b^κ(s) tels qu'on ait \Fx(s)-Fx+x(s)\>—. D'apres
la definition et le theoreme 9 (38, §2, Chap. IV, [19]), il est nommable
(Sn, K0, K) et done B=C(USN(x, y) θ U^a,^κ(s), A)) est nommable (Sn, K0,
K). Or, pour chaque nombre naturel y, B<y> n'est pas vide, de meme que
la demonstration du theoreme 1 de § 1. Encore, comme il est nommable
(SJίϊ, KQ, K), il existe un uniformisateur U de B par rapport a UN(y)@
U^.byκ(s) et qui est nommable (S^\,KQ,K) (39, §2, Chap. IV, [19]).
Designons par f ( y y s) la fonction dont Γimage geometrique est U. D'apres
le corollaire du theoreme 11 (38, § 2, Chap. IV, [19]), elle est nommable
(SJίϊ, K0, K) et definie sur \_a, b~]κ. Posons encore g(y, s) = Σ/(2&, s).
k = l
D'apres le theoreme 5 (35, §2, Chap. IV, [19]), elle est nommable (SSίϊ,
K0, K) et on a
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1°, k>g(p,s) entraine \Fk(s)-Fk+J(s)\<± (j = 1, 2, -) ,
2°, £(A*)<£(£+M),
de meme que le theoreme 1 de § 1. Done, la suite {/^(s)} (fe = l, 2, •••)
est convergente (S ίϊ, /Γ0, /O sur son domaine, c.q.f.d.
De meme, on a le
Theoreme 5. Si wft£ sw/te {Fk(s)} (& = 1, 2, •••) nommable ( S % , K 0 9 K )
de functions definies sur Γintervalle ferme [#, b~\
κ
, oύ a et b sont nommable s
(E
n
,K), est convergente (SJί, K09 K), sa limite limFk(s) est nommable (SJ,fc->°°
/Γ0, /f) ow ftίβw (SI, K0, K), suivant qu'on a n^2 ou bien n = l.
Encore, pour une suite {Fk(s)} (k = l, 2, •••) nommable (S%, K0, K) de
functions, s'il existe une fonction f(x) nommable (ES,jFC0), definie sur
UN(x) et telle qu'on ait
1°, k>f(p) entraine \Fk(s)-Fk+J(s)\<:± (j= 1,2,-) sur son do-
maine,
°
on dit que la suite {Fk(s)} (k = ί, 2, •••) est convergente (E™, K0) uniforme-
ment sur son domaine. Puis, s'il existe une fonction g(x, y) nommable
(E£,K0), definite sur UN(x, y) et telle qu'on ait \Fk(c)-Fk(d)\<~ pour




(s)} (^  = 1, 2, •••) est continue (E™y K0) uniformement sur son
domaine. Des lors, on a le
Theoreme 6. Soit {Fk(s)} (k = l, 2, •••) une suite nommable (Si, KG, K)
de functions definies sur ΐintervalle ferme [#, b~\
κ
 , oύ a et b sont nommables
(E™, K0). Quand elle est convergente (E^y K0) uniformement sur son domaine
et continue (En, K0) uniformement sur son domaine , sa limite limFk(s) est
Λ->°°
aussi continue (E», K0) uniformement sur son domaine.
Demonstration. D'apres les suppositions, il existe les functions f ( x )
et g(x, y) nommables (E", K0), definies sur UN(x) et UN(x9 y) respective-
ment, et telles que &>/(/>) entraine \Fk(s)-Fk+J(s)\<^— (j = l, 2, •••) sur
son domaine et que c£\_a,b~]
κ




Posons F(s) = limFk(s) et h(x) = g(f(3x) + l, 3#) D'apres la definition,k+°°
k>f(P) entraine \Fk(s)-F(s)\^— et h(x) est nommable (EJ, /Q. Or,




 et ^-"^I^TT/A entrainent
oύ tf=/(3^) + l, et on a
DΌύ, on a
^ \F(c)-F,(c)\ +Fq(c)-Fq(d)\ + \Fq(d)-F(d)\
et par suite, F(s) est continue (E^,ίC0) uniformement sur son domaine,
c.q.f.d.
Or, etant donnee une suite (Fk(s)} (k = \, 2, •••) nommable (S;, /fo^ ^)
de functions definies sur Γintervalle ferme [<z, 6]^ , oύ α et b sont nom-
mables (EJ, /Q, on peut definir formellement une serie ^Fk(s) nommablek=ι
(S%,K0,K) de fonctions. Prenons les sommes partielles Gk(s)=F1(s) +
F2(s)-\- ••• +Fk(s) (k = l,2, ). De meme que les series de nombres, la
suite {G^s)} (£ = 1, 2, •••) de fonctions est nommables (Sjί, /f<>, /O ou bien
( S 2 , K o , K ) , suivant qu'on a n^2 ou bien w = l, et on dit que la serie
00
^Fk(s) est convergente (S™,K0,K) sur son domaine, si la suite {Gk(s)}
*=ι
(fe = l, 2, •••) de fonctions est convergente (S%,K0,K) sur son domaine.
Alors, on a
00
sur son domaine, et sa somme *ΣFk(s) est nommable (S;, KQ, K) ou bien
ft = l
(Snϊl, K0, K), suivant qu'on a n^m^2 ou non.
Encore, si la suite {Gk(s)} (k = l> 2, •••) de fonctions est convergente
(E^, KQ) uniformement sur son domaine, on dit que la serie *ΣFk(s) est
ft = l
convergente (E™,K0) uniformement sur son domaine. Des lors, on a le
Theoreme 7. Solent ^Fk(s) une serie nommable (8%, KQ, K) de fonc-k=ι
tions definies sur Γintervalle ferme \ja, b~\
κ




^ serie nommable (E™ , /ί0) de nombres positifs, qui est convergente
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bien (Si, K0, K) sur son domaine, suivant qu'on a n^2 ou bien w = l,
c'est-a-dire,
Lemme 1. Soit F(s) une function nommable (Si, K0, K) et definie sur
Γintervalle ferme [a, b~\
κ
, ou a et b sont nommables (El, K0). Si die est
differentiate (El, K) sur son domaine, elle est continue (Si, K0, K) ou
bien (Si, KQ, K) sur son domaine, suivant qu'on a n~^2 ou bien n = \, et
sa derίvee F'(s) est nommable (Si, K0, K).
Or, on a le
Thέoreme 1. (de M. Rolle). Soit F(s) une fonction nommable
(Si, /Γ0, K), definie sur Γintervalle ferme \_a, b~\κ, ou a et b sont nommables
(El, KQ), et telle qu'on ait F(a)=F(b) = 0. Alors, si elle est continue
(En, K0) ou bien (El, KQ) uniformement sur son domaine, suivant qu'on a
n^2 ou bien n = l, et differentiable (El, K0) a chaque point de τr(K0) qui
appartient a \a, b~\
κ
, ίl exist e un nombre c nommable (En , K0) ou bien
(E2 , K0) de \a, b~\κ tel qu'on ait
1°, elle est differentiable (El, K,) a c,
2°, F'(c) = Q et 0<c<6,
suivant qu'on a n^2 ou bien w = l.
Demonstration. D'apres la supposition, s?il exist e un point c' de
[a, b~\
κ
 tel qu'on ait F(c') φ 0, on a bor. sup. F(s) Φ 0, ou bien bor. inf.
a gLs ^ b a^s<^b
F(s) φ 0. Or, si Γon a bor. sup. F(s) φ 0, il existe un nombre c nommable
a^s^b(En, K0) ou bien (E2, K0) de \a, b~]κ tel qu'on ait F(c) = bor. sup. F(s),
d'apres le theoreme 2 de §2. Des lors, on a a^s^b
suivant qu'on a h^>0 ou bien h<^0 et done, on a F'(c) = Q.
De meme, si Γon a bor. inf. F(s)φO, on a bor. sup. (— F(s))φO et
a^s^b a^s^b
done, il existe un nombre c nommable (En , K0) ou bien (E2, K0) de
\βy &lίκ tel qu'on ait F'(c) = Q et a<^c<^b, c.q.f.d.
Corollaire (Theoreme de la valeur moyenne). Si une fonction F(s)
nommable (Si, KQ, K) definie sur Γintervalle ferme \ja, b~\κ, ou a et b sont
nommables (El, K0), est continue (El, K0) ou bien (E\, K0) uniformement
sur son domaine et differentiable (El, K0) a chaque point de π(K0) qui
appartient a {a, b~\
κ
, il existe un nombre Θ nommable (En , KQ) ou bien
(E2, K0) tel qu'on ait 0<0<1 et
F(b) = F
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(£?2,/Q. Alors, si Von a \Fk(s)\<^ck (k = l, 2, •••) sur son domaine, la serie
2 ^ (5) 0sί convergente (ES, /Q unίformement sur son domaine.
§ 3. La differentiation
6. Soient F(s) une fonction nommable (SS, /f0, /O, finie et definie
sur Γintervalle ferme \_a, b~]Ky oύ a et b sont nommable (EJ, /Γ0) et c un
nombre reel de son domaine. Des lors, on dit que F(s) est differentiable
(E™, KQ) a ce point c, s'il existe une fonction f ( x ) nommable (E^, KQ(c))y
definie sur UN(x) et telle que \sk—c\<^-^—^ et sk£ [a, b~\κ (fe = l, 2)
entrainent
et que F(s) est differentiable (S
fonction f(x, s) nommable (SS,
telle que sk e [α, &]* et 0< 1 5^ -
") sur son domaine, s'il existe une
, definie sur i/^U)0 C/CΛ,W/C(^) et
(fe = 1, 2) entrainent
F(s2)-F(s)
«^ i 5
D'apres la definition, si F(s) est differentiable (EJ, /ζ,) a ce point c,
on a
et F7(c) est nommable (EJ, JίΓ0(c)). De meme, si elle est differentiable
(Sj, /fo^ K) sur son domaine, on a
sur son domaine et F'(s) est nommable (SJ, /Γ0> ^) Encore, il existe
une fonction f(x,s) nommable (SJ, /f0> /O, definie sur £7^(^)0 U^a>b
et telle qu'on ait (1). D'oύ, entraine
F(s+h)-F(s)_F,(s) / > '
et done on a - , si 1'on a
P §\P> et g(p, s)
. Par suite, F(s) est continue (SS, /ζ,, A") ou
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sur Γintervalle ferme \_a ,b~]
κ
, oύ a et b sont nommables (El, K0), continue
(El, K0) ou bien (El, K0) uniformement sur son domaine, suivant qu'on a
n^2 ou bien n = l, et differentίable (El, K0) a chaque point de π(kQ) qui
appartient a [#, b~\
κ
. Alors, si Von a F'(s)^>0 pour chaque point de π(K0)
qui appartient a [a, b~\
κ
, F(s) est monotone croissante au sens strict, c'est-
ά-dire, pour deux points c et d de {a, b~}
κ
, tel que c<^d, on a F(c)<^F(d).
7. Or, pour discuter la differentiabilite des series nommables
(S, KQ, K) de fonctions, posons les definitions. Soit ΣFrfs) une serie
nommable (SJ, KQ, K) de fonctions definies sur un meme domaine. Des
lors, on dit que Σ-F
Λ
(s) est differentiable (E%, K0) terme en terme a un
point c de son domaine, s'il existe une fonction f ( x , y) nommable
(E£, KQ(c)), definie sur UN(x, y) et telle que \sk—c\<^ £t^ ^ et
ske [a, b~}κ (k = l, 2) entrainent
Fp(Sl)-Fp(c)_Fp(s2)-Fp(c)
et que ^Fk(s) est differentiable (S™, J^o, K) terme en terme sur son
domaine, s'il existe une fonction f ( x , y, s) nommable (S£, KQ, K), definie
sur UN(x, y)®UfotftK(s) et telle que 0<^ \sk—s\<^ 7^^ -^ -^  et
(k = l,2) entrainent
Des lors, on a le
Thέoreme 4. Soit Σ/^ίs) une serie nommable (Si, K0, K) de fonc-
A=l
tions definies sur Γintervalle ferme [a, b~]
κ
, oύ a et b sont nommables
(El, KQ) et telle qu'on ait
1°> Σ^(5) est differentiable (El, K0) terme en terme sur son domaine ,
2°, Σ^*(5) est convergente (El,KQ) uniformement sur \_a,b"\κ,
00
3°, Σ^(β) est convergente (El, K0).
00
Alors, la serie ^Fk(s) est convergente (El, K0) uniformement sur son
domaine et differentίable (El, K0) ou bien (El, K0) sur son domaine, sui-
vant qu'on a n^.2 ou bien n = l< De plus, on a
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suivant qu'on a n^Ξ>2 ou bien n = l.





et posons H(s) = F(s)-G(s). Elle est nommable (SJ, #0, /O et on a #(&)
= H(a) = 0. De plus, elle est continue (E£, A~0) ou bien (El, ^o) uni-
formement sur son domaine et differentiable (EJ, /Q a chaque point de
^ΌKo) qui appartient a [a, b~\
κ
. Done, d'apres le theoreme 1, il existe
un nombre c nommable (En, K0) ou bien (E2, KQ) de [#, έ]^  tel qu'on ait
1°, elle est differentiable (En
ny K0) a c,
2°, fPfc) - 0 et
Or, on a H'(s) = F'(s)—p et par suite, on a p=F'(c). DΌύ, si Γon pose
^
 =
 r— - y il remplit notre demande, c.q.f .d.b — a
Encore, en se servant du theoreme 1, on peut demontrer le
Theoreme 2. Soit F(s) une fonction nommable (Sn
ny K0, K\ definie
sur Γintervalle ferme \ja, b~\Ky oύ a et b sont nommables (ES, K0), continue
(En
 9 K0) ou bien (El, K0) unί formement sur son domaine, suivant qu'on a
n^2 ou bien w = l et differentiable (EJ, KQ) a chaque point de π(K0) qui
appartient a [a, b~}
κ
. Alorsy pour qu'elle est const ante sur son domaine, il




En effet, il est evident que la condition donnee est necessaire.
Puis, supposons que F(s) remplit la condition donnee. Alors, pour un
nombre h positif et nommable (EX, KQ) tel qu'on ait h<^b — a, on a
'(c)h = F(a) et a<c
pour un nombre c nommable (E, K0). Or, d'apres la supposition, F(s) est
continue sur son domaine. D'oύ, on a F(s)=F(a) sur son domaine, c'est-
a-dire, la condition donnee est suffisante, c.q.f.d.
Corollaire. Solent F(s) et G(s) deux fonctions nommables (SJ, KQ> K),
definies sur Γintervalle ferme [#, b~\
κ
 oύ a et b sont nommables (E£, /Q,
continues (E£, K0) ou bien (Ely K0) uniformement sur son domaine, suivant
qu'on a n^2 ou bien n = l et differentiable (E£, K0) a chaque point de
τr(k0) qui appartient a \_ay b~\κ. Des lors, si Γon a F(s) = G(s) sur chaque
point de π(KQ) qui appartient a \_ay b~\κ, on a F(s) = G(s) sur son domaine.
Theoreme 3. Soit F(s) une fonction nommable (SJ, KQ, K), definie
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Demonstration. Posons Sk(s)= Σ F/s) et Sk(s)= ^F't(s) (&=1, 2, •••)•
D'apres la supposition, il existe deux functions fk(x) (& = 1, 2) nommables
(E%,K0) definies sur UN(x) et telles qu'on ait
I Sp+k(s)- S/sJK-ί (k = 1, 2, •••), si p>fl(qϊ ,
= 1,2,-), si
Alors, si un point 5 de [α, έ]^ est nommable (£, /Γ0), on a
I Sp+k(s) -Sp(s)\^\ Sp+k(a) - Sp(a) \
+ \s-a\
< — + (b
q Q Q
oύ P^>fι(q)+f2(θ) et ^ est un nombre reel et nommable (E, K0) tel que
Or> d'apres la condition 1°, Fk(s) (k=l, 2, •••) sont continues
sur [<7, b~}
κ




Puis, considerons la differentiabilite de series ^Fk(s), Posons
CO 00 * = 1
S(s)= f^Fk(s) et S(s)= ΣF'k(s). Pour un nombre c nommable (E, K 0) de
A=l *=1
, /f0) definief, on peut definir une fonction f(x, y), nommable


















I (S^h(c + h) -Sp(c + h)) - (Sp+k(c) - Sp(c)) I
1
/7I " Iq = 1, 2,
oύ h et θ sont nommables (E, K0) et done
*)
h










et d'oύ, S(s) est differentiable
S/(£Γ) = ^ ), c.q.f.d.
ou bien (El, a c et on a
8. Maintenant, nous considerons la differentiation d'ordre superieur
de fonctions. Soit F(s) une fonction nommable (SS, .ίί0, /C) et definie
sur Γintervalle ferme ,^ b~\Ky oύ ^ et δ sont nommables (E^, K0). Si
JP(^) est differentiable (S^, KQ, K) sur son domaine, sa premiere derivee
F'(s) est nommable (S£ίϊ, KQ9 K). Puis, supposons que sa ^-ieme
derivee F^(s) soit existante et qu'elle soit nommable (SSίί, /f0, K).
Alors, si FcAo(s) est differentiable (ESίί, /f0) sur son domaine, Fcfe+1)(^)
est nommable (SSίίίl, ^0> ^)- Done, d'apres Γinduction mathematique,
on a le
Thέoreme 5. Soit F(s) une fonction nommable (S£, /Γ0, /f) ^^ definie
sur Γintervalle ferme [α, 6]^ , oύ a et b sont nommables (ES, /Q Quand
ίl exist e sa k-ieme derivee Fck^(s), elle est nommable (Sjίίjj, /Γ0, /f).
§ 4. Les series de Taylor
9, Pour discuter les series de Taylor, nous considerons d'abord les
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series de puissances. Elles sont tres importantes dans le calcul infinite-
simal et definies en se servant des functions nommables (E, K0). En
effet, etant donnee une fonction F(x) nommable (El, KQ), definie sur
UNQ(X) et dont les valeurs sont nommables (Ey K0), on peut definir une
serie ^F(k)sk de functions, oύ s est une variable sur K. Elle est
*=o
designee par P(F9 s) et appelee une serie nommable (Snly K0, K) de puis-
sance. Encore, F(k) est appele le coefficient de sk , et designe souvent par
akJ bk, etc.. _
Or, d'apres la definition, la suite {kV \ak\} (k=l,2, •••), oύ ak=F(k),
de nombres non negatifs est nommable (££, KQ) ou bien (E\, /Q, suivant




est infini ou bien fini et nommable (E*+1, K0) ou bien (E3, K0), suivant
qu'on a n^2 ou bien n=l. Maintenant, nous supposons que R soit
positif. Prenons un nombre r rationnel, positif et tel que r<^R. Des
lors, on a lim N/ \ak\<^r~
l
 et par suite, pour un nombre rr rationnel,k->°°
positif et tel que r<^r'<^R, il existe un nombre naturel N tel qu'on ait
> c'est-a-dire, \ak\r
fk<\ (k<N). D'oύ, si Γon a \a\<^r, on a
ak




\S(F, k, s)-S(F, k+j, s)\<± (j = 1, 2, ..-) ,
x
oύ SOP, x, s)= ^aksk. D'oύ, on a lek=o
Lemme 1. Supposons qu'on ait 1?ΦO. Alors, pour un nombre ration-
nel r tel que 0<>< ,^ la serie de puissances P(Fy s) converge uniformement
(El, R) sur Γintervalle [ — r, -fr]^.
D'oύ, on a le
Theoreme 1. Si le rayon de convergence R d'une serie de puissances
P(F, s) nommable (S£, K
oy K) est aussi nommable (E", JfΐΓ0), elle represente
une fonction nommable (Si, K0, K) ou bien (S|, K0> K) sur Γintervalle
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ouvert ( — RyR)Ky suivant qu'on a n^2 ou bien n = \.
Maintenant, nous considerons les operations elementaires sur les
series de puissances. Pour deux fonctions Fk(x) (k=l, 2) nommables
(El, /Γ0), definies sur UN(x) et dont les valeurs sont nommables (En,K0),
considerons les series de puissances P(Fk, s) (&=1, 2) dont le rayon de
convergence est Rk. D'apres la definition, on a
P(F19 s)±P(F2, s) = P(Fl±F2, s ) ,
cP(Fly s) = F(cF19 s) , -^ P(Fί9 s) = P(G19 s) ,
oύ c est un nombre de π(K0) et G1(x) = (x + l)F1(x + l). D'oύ, on a le
Lemme 2. Si les series de puissances P(Fk, s) (£=1,2) sont nom-
mables (Sn, KO, K), la somme, la difference, le produit par un nombre reel
et nommable (E£, K0) et la differentiation de ces series sont aussi nommables(s;, KO, K).
Encore, on a le
Thέoreme 2. Si les series de puissances P(Fk, s) (k=l,2) sont nom-
mables (Sn, K0, K), le produit P(F19 s)P(F2, s) est aussi nommable
(Sn, K0, K) ou bien (Si, Koy K), suivant qu'on a n^Ξ>2 ou bien n=l.




G(x) est nommable (EJ, K0) ou bien (E|, KQ) suivant qu'on a n^>2 ou
bien «=1, d'apres le lemme 1 de § 1. Done, P(G,s) est nommable
(Sn, K0, K) ou bien (Si, K0, K) suivant qu'on a n^2 ou bien « = 1, et
on a P(G,s) = P(Fly s)P(F2, s), c.q.f.d.
Maintenant, nous considerons les series de Taylor.
Theoreme 3. Soit F(s) une function nommable (S"9 K0, K) definie
sur Γintervalle ferme [<z, b~\
κ
, ou a et b sont nommables (En
ny K0) et telle
que sa k-ieme derivee Fck:>(s) (k = Q, 1, 2, ••• , p— 1) soient differentiates
(Si, K0, K) sur son domaine. Si sa p-ieme derivee F^(s) est continue
(E™, K0) ou bien (Ef, K0) uniformement sur son domaine et differentίable
(En, K0) a chaque point de τr(K0) qui appartient a [_a,b~]κ, ίl exist e un
nombre Θ nommable (En, K0) ou bien (E2, K0) suivant qu'on a n^.2 ou




G(s) = F(b)- ±±F^(s)(b-s)k.
Elle est nommable (Sj, KQ, K) et differentiable (El, K0) a chaque point
de τr(K0) qui appartient a [a, b~]κ. Or, on a
et done, si Γon pose
on a H(a) = H(b) = 0. De plus, elle est continue (El, K0) ou bien (J5|, /f0)
uniformement sur son domaine et differentiable (El, K0) a chaque point
de π(K0) qui appartient a [(2, b~]κ. DΌύ, d'apres le corollaire du theoreme
1 de §3, il existe un nombre Θ nommable (Eny K0) ou bien (E2, K0) tel
que 0<6><1 et H'(s + θ(b-a)) = Q. Des lors, on a (1), c.q.f.d.
Corollaire 1. Soit F(s) une function nommable (SJJ, KQy K)y definie
sur Γintervalle ferme [_ — a,ά]Ky ou a est positif et nommable (El, K0) et
telle que sa k-ieme derivee Fc*°(s) (^  = 0, 1, 2, ••• ,/>—!) soίent differentiables
(Si, K0, K) sur son domaine. Si sa p-ieme derivee Fcp\s) est continue
(El, K0) ou bien (E\, K0) uniformement sur son domaine et diferentiable
(El, KQ) a chaque point de π(K0) qui appartient a [ — a, a~\κ, il existe un
nombre Θ nommable (En, KQ) ou bien (E2, K0) suivant qu'on a n^2 ou bien
n=~L, tel que 0<^#<^1 et que
F(s) = ΣF^(0)sk + Rp , Rp =
Corollaire 2. Soit F(s) une function nommable (Si, KQ, K), definie
sur Γίntervalle ferme [_ — a, a\
κ
, ou a est positif et nommable (El, K0).
Alors, s'il existe une function G(x, s) nommable (Si, KQ, K) definie sur
UNQ(x)®Uta>ftK(s) et un nombre naturel M, tels qu'on ait
1°, G(0, s) = F(s), et G(x, s) est differentiable sur son domaine,
2°, G(k + l,s) = G'(k,s) (A = 0,1,2,-)',
3°, \G(x, s)\<^M sur son domaine ,
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la serie de puissances F(G1(xJ 0),s)y oύ G^x, s) = — y G(x, s), est convergentex
(En 9 K0) ou bien (E|, KQ) uniformement sur son domaine, suivant qu'on a
n^2 ou bien n=l et on a F(s) = F(G1(x, 0) ,s) sur son domaine.
§ 5. L'intέgrale de Riemann.
10. Maintenant, nous considerons Γintegrale de Riemann des fonc-
tions nommables (S, K0, K). Soit [#, b~\κ Γintervalle ferme oύ a et b
sont nommables (£„, K0). Alors, une suite finie <c0, c1 , ••• , cpy de points
de [#, b~]
κ
 telle que c0=a,cp=b et ck_^<^ck (k = l,2, -- , p), est appelee
une division de [#, δ] ,^ c^ son ^>0mί & divison et /? son ordre. Encore,
si ck (k=Q, 1, ••• ,/?) sont nommables (E™, jK"0), on dit qu'elle est nommάble
(EX, K0).
Puis, pour deux divisions Δk=(ctf\ c[k^ , ••• , c^> (fe=l, 2) de [<2, b~]κ,
si chaque point de Δ
x
 appartient a Δ2, on dit que Δ2 est une sous-division
de Δ
x
 et on designe ce fait par Δ2^Δ l y ou bien Δ^Δ,,. Encore, si
Γon a Δ2CΔX et ΔXCΔ 2 en meme temps, on pose Δ1 = Δ2 et on dit que
ces divisions sont egales Γune a Γautre. Encore, pour une division
Δ
 = Oo> Ci, - ,Cp> de |>, b~}Ky on pose
|Δ |=bor . sup. (c^-c^ c2-c19 ••• , cp—cp^ ,
et on Γappele le ^orm^ de Δ. D'apres la definition, ΔJ2Δ2 entraine
Or, soit F(5) une fonction nommable (S™, ^Γ0, /Γ) et definie sur
Γintervalle ferme [a, b~}Ky oύ a et b sont nommables (ES, K0)- Alors,
pour une division Δ = ζc0, c19 ,cpy de \ja, b~}κ, posons
^ = Σ Mk(ck-ch_ύ et σj = Σ mk(ck-ck-ύ ,
£=1 *=1
oύ M^ et mfe designent respectivement la bornee superieure et celle in-
ferieure de F(s) sur [_ck_ly c^\κ. Des lors, on a
oύ M^bor. sup. (Mk—mk). Encore, pour une suite <F(dύ, F(d2), •••<*>
de nombres reels telle qu'on ait d^IjVi, c*] (^=1, 2, ••• ,/>), on pose
*=ι
et appelons-la la sσmme moyenne de F(s) sur ,^ δ] .^ Des lors, on a
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Or, s'il existe une function f ( x ) nommable (E%, K0), definie sur
UN(x) et telle que |ΔJ^-1_ (fe=l, 2) entraίne
on dit que F(s) est integrable (E™, K0) sur [_a,b~]κ, et dans ce cas, il
existe un nombre reel / tel que |Δ«— — entraine \I—Ij\^ — . Cest





Or, on a le
Thέoreme 1. Quand une function F(s) nommable (S%, K0, K) et
definie sur Γintervalle ferme \ja, b~]Ky oύ a et b sont nommables (U{J, /f0),f b F(s) ds est
Ja
nommable (El, K0) ou bien (El, KQ)y suivant qu'on a n^2 ou bien n=l.
Demonstration. Prenons une fonction φ(xy y) nommable (££, K0)
definie sur D= £(x— y) r\ UNQ(x, y) et telle qu'on ait
1°,
2°, φ(x,y-D<φ(χ,y),
et posons Δk = (φ(k, 0), φ(k, 1), ••• 9φ(k, k)y (k=l, 2, -••). Alors, nous avons
une suite {ΔJ (k=l, 2, •••) nommable (El, K0) de divisions de \_a,b~\κ.
Encore, quand elle remplit les conditions
4°, l i m | Δ
Λ
| = 0 ,k->°°
on dit que la suite {ΔJ (k=l, 2, •••) est reguliere.
Maintenant, supposons qu'elle est nommable (E", KQ) et reguliere.
Alors, on voit sans peine que la suite { |ΔJ} (k=l, 2, •••) de normes est
nommable (E%, K0) ou bien (El, K0), suivant qu'on a n^>2 ou bien n=l,
et done, il existe une fonction f ( x ) nommable (El, K0) ou bien (El, K0),





Lk = Σ F(γ(k, j))(φ(k, j)~φ(ky /-I)) .
y=l
Alors, la suite {IJk} (k=l, 2, •••) de nombres reels est nommable (E», K0)
ou bien (El, /Q, d'apres le lemme 1 de §1.
Or, comme F(s) est integrable (E£, K0) sur [jz, &]#, il existe une
function g(x) nommable (E£, /Q, definie sur t/^Cr) et telle que |ΔC A O |
<— r-τ (k=l, 2) entraίne I J> — />!<—, et d'oύ, si Γon pose h(x)g(P) P
k
= Σf(g(k)), elle est nommable (EJ, ίΓo) ou bien (El, /Q> suivant qu'on
A = l
a w^2 ou bien w=l. Encore, on a
1°, A>A( j» entraine \L~Lk+J\<j ( = 1, 2, -) -
En effet, k + j>k^h(p) ^f(g(p)) entraine Δ^< et
. Done, on a |/^-/^+ y |<. (j=l,2, -)•
2°,
D'oύ, la suite {/^} (&=1, 2, •••) de nombres reels est convergente
(EE, ίC0) ou bien (El, K0), et par suite, la limite limlj, est nommable
Γ & **~ *(ES, /Γ0) ou bien (El, ΛΓ0), Or, on a 1 F(^) d5=lim/^. et done, Γintegrale
J<z jfe->°°
definie de Riemann de F(s) sur [<7, b~]
κ
 est nommable (EJ, /f0) ou bien
(El, K0), suivant qu'on a n^2 ou bien « = 1, c.q.f.d.
Th^oreme 2. Quand une function F(s) nommable (S", /Γ0, ίΓ) ^
definie sur Γintervalle ferme \_ay fr]κ, oύ a et b sont nσmmables (EJ, /f0), ^5^
S 6 F(s)ds est nommable
Demonstration. De meme que la demonstration du theoreme 1,
prenons une suite {Δ^} (k = !9 2, •••) nommable (EJ, /f0) et reguliere de
divisions de [#, δ]fe. II existe alors une fonction nommable (E£, K0)f(x)




Puis, prenons la suite {IJk} (k=l, 2, •••) des sommes moyennes.
Comme F(s) est integrable (ES, 0^). il existe une fonction g(#) nommable
(ES, /iΓ0), definie sur C/^(ΛΓ) et telle que |Δ<*>|<— _ (*=!, 2) entrainentg(P)
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\L'-L"K-r , et f(g(x)) est au plus nommable (E™:^, K0). Done, la
S b F(s)ds est nom-
mable (EH\, K0), c.q.f.d.
Theoreme 3. Soit F(s) une fonction nommable (Si, K0, K) et definie
sur Γinterυalle ferme [#, b~}
κ
, ou a et b sont nommables (El, K0). Alors,
quand elle est continue (El, K0) ou bien (El, KQ) uniformement sur son
domaine, elle est aussi integrable (El, KQ) ou bien (El, K0) sur son domaine,
suivant qu'on a n^2 ou bien n=ί.
Demonstration. D'apres la supposition, il existe une fonction f ( x )




, de [a, b]
κ
 et \c — d\<^ -^—^ entraine \F(c)—F(d)\<^-
:
- .f(P) P
Par suite, pour une division Δ de [a, b~}
κ
 telle qu'on ait | Δ «—— ,
on a
2 j — σA ^  —- (b — a) et σΛ ^  I A ^  Σ^ ,
^
oύ 2^, σ ^  et 7^ sont definies pour la fonction E(5).
Puis, pour deux divisions Δ
Λ
 (^  = 1,2) de [α, 6]^  telles qu'on ait
\Δk\<'~-rτ (^=1, 2), prenons une sous-division Δ3 telle que Δ^ID/(ί)
(^=1,2). Alors, on a
et par suite, Δ^|< __ (fe=l, 2), oύ N=[6(6-0)] + l, entraine |/^-/^2|
<C— Done, F(s) est integrable (El, KQ) ou bien (Ei, /Γ0) sur son
domaine, suivant qu'on a //^2 ou bien w=l, c.q.f.d.
11. Puis, nous discutons Γintegrale indefinie de Riemann des fonc-
tion nommables (S, K0, K). Si une fonction F(s) nommable (SJ, K0, K),
definie sur Γintervalle ferme [a, b~}
κ
, oύ a et b sont nommables (EJJ, K0),




, oύ c est un point arbitraire de [_ay b~\κ. Des lors, on a
5 5F(s)ds. Designons-a
la par G(s). Elle est definie sur \_ay b~}κ. D'apres la supposition, il existe
une fonction f(x) nommable (E£, /Q, definie sur UN(x) et telle que |Δ Λ |
^ΎΓrt (^=1>2) entrainent
I l^i LA-Z I \ ~T~ >
oύ IAk designent les sommes moyennes de F(s) sur [<z, b~]κ. DΌύ, si Γon
pose
) , ckl(s) , - , ckk(s) > (* = 1, 2,
oύ cfcj(s) = a + --(s-a) (; = 0, 1, ••• ,*), et
I \n — •*•> ^> / >
la suite {/(&, s)} (&=1, 2, •••) des sommes moyennes est nommable
(Smy Key K) ou bien (Si, K0, K), suivant qu'on a n^2 ou bien n=I.
De plus, on a
.1
si lΔ(*^)l< et lΔ(λ*)l< c'est-a-dire, k>f(p)(s-a) et
j>f(p)(s-a). DΌύ, si /(ΛΓ) est nommable (E;, /C0), la suite {/(A?, 5)}
(fe = l, 2, •••) est convergente (EJ, /f0) ou bien (El, ^0) uniformement sur
{a, b~\
κ
, et done, d'apres le theoreme 5 de § 2, G(^) est nommable
(S"> KQ> K) ou bien (Si, K0, K), suivant qu'on a n^2 ou bien « = 1.
D'oύ, on a le
Theoreme 4. Si w^^ fonction F(s) nommable (Sj, /ί0, /f) ^/ definie
sur Γinterυalle ferme \a, b~}
κ
 ou a et b sont nommables (EJ, -Ko)> ^5^ /w/^-
grable (EJ, ^0) 5wr 5ί?w domaine, son integrate indefinie de Riemann
S s F(s)ds est definie sur \_a, b~\κ et nommable (S£, K0, K) ou biena
(Si, K0, K), suivant qu'on a n^2 ou bien w=l.
Corollaire. Si une fonction nommable (Sj, ^0> ^) ^^ definie sur
Γ inter v alle ferme [a, b~\
κ
, ou a et b sont nwnmables (E£, ^Γ0)> ^5^ ίntegrable
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J s F(s) ds est definiea
sur \_a, b~\
κ
 et nommable (SSίϊ, KQ9 K).
Des lors, on a le
Theoreme 5. Quand une function F(s) qui remplit les conditions
donnees dans le theoreme 4, est bor nee sur \a, b~}
κ
, son integrate indefinίe
J sF(s)ds est continue (E%, K0) uniformement sur son domaine et differ-a
entiable (E"> K0) a chaque point dont F(s) est continue (EJ, K0).
§ 6. Les f onctions de plusieurs variables.
12. Deja, nous avons discute les fonctions nommables (S, K0, K)
d'une variable et obtenu divers resultats fondamentaux, mais nous pouvons
les prolonger sur celles nommables (S, K0, K) de plusieurs variables et
telles considerations sont aussi importantes dans le calcul infinitesimal.
D'oύ, nous les envisageons dans la suite. En correspondant aux inter-
valles qui sont les domaines des fonctions d'une variable, les rectan-
gulaires fermes sont ceux des fonctions de plusieurs variables. Us sont
determines completement par ses points extremites, c'est-a-dire, pour les
nombres reels ak et bk (k=l, 2, ••• , p) tels qu'on ait ak<^bk (k=ί, 2, ••• y p ) y
le domaine des points <5j, s2, ••• 9spy, oύ sk (k=!9 2, ••• ,p) sont les vari-
ables sur K, tels qu'on ait ak^sk^bk (k=~L,2, ,p), est un rectangulaire
ferme et il est designe par Q(a19 a2J ••• ,ap\ bly b29 ••• ,bp). Alors on peut
generaliser les theoremes 1-3 de §2 pour les fonctions de plusieurs
variables. Par exemples, on a les
Theoreme 1. Soit F(s19 s29 ••• 9sp) une function nommable (S;, K09 K),
definie sur le rectangulaire ferme Q(a19 a2, ,ap] b19 b2y ••• 9bp)9 oύ ak et
bk (k = l,2,- ,p) sont nommables (E£, K0). Alors, quand elle est continue
(En, K0) ou bίen (El, K0) uniformement sur son domaine, suivant qu'on a
n^2 ou bien n=\, il existe les nombres ck(ck) (k=l,2,- ,p) nommables
(En, K0) ou bien (E2, K0) (nommables (En, K0) ou bien (E2, K0)), tels qu'on
ait F(ϋl9 c2, — , cp) = bor. sup. F(sl9 s2, ••• , sp)(F(c19 c2y ... , cp) = bor. inf.
s29 ••• sp)). et que F(e19 c2, ••• , Zp)(F(c19 c29 ,cp)) soit nommable
Z, K0) ou bien (E\, K0), suivant qu'on a n^2 ou bien n=l.
Theoreme 2. Soit F(s19 s2, ••• ,sp) une fonction nommable (S", KQ, K),
definie sur le rectangulaire ferme Q(a
ί9 a2, ••• 9ap\ b19 b2, ••• 9bp)9 oύ ak et
bk (k=l, 2, ••• ,p) sont nommables (E%9 K0) et continue (El, K0) ou bien
(El, K0) uniformement sur son domaine, suivant qu'on a n^2 ou bien n=l.
Alors, s'il existe les nombres ck et dk (k=l,2,- ,p) nommable (E«, K0)
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tels que ζc19 c2, ••- ,cpy et ζdl9 dz, ••• ,dpy appartiennent a son domaine et
qu'on ait F(c
λ
, c2, ••• ,^ )>0 et 0>F(J1, d2, ••• , d ,^), ι7 0#/s/e /es nσmbres
ek (k=l,2, ~ ,p) nommables (El, KQ) ou bien (El, K0) tels qu'on ait
F(el9 e2, ••• 9ep) = 09 suiυant qu'on a n^2 ou bien n=\.
Or, sur la nommabilite des fonctions implicites, on a le
Theoreme 3. Soit F(s19 s2, ••• , ^ , /) w«0 fonction nommable
(SJ, KQ, K), definie sur le rectangulaire ferme Q(alf a 2 > " m >&p> ap+ι>
b19 b2, ~ ,bp, bp+l), ou ak et bk (fe=l, 2, ••• , p, p + 1) sont nommables
(En, K0). Quand elle est continue (El, K0) ou bien (El, K0) uniformement
sur son domaine, suίvant qu'on a n^2 ou bien «=1, et F(s19 s2, - ,sp, t)
= 0 definit une fonction G(sly s2, ••• ,sp) dont le domaine est le rectangulaire
ferme Q(aly a2, ••• ,ap; b19 b2, ••• ,bp), elle est aussi nommable (SJ, K0, K)
ou bien (Si, K0, K) suίvant qu'on a n^2 ou bien «=1.
Demonstration. Pour la simplicite, considerons le cas oύ />=!.
Alors, on pent supposer, sans perdre la generalite, qu'on ait ak = Q et
6
Λ
 = 1 (fe=l,2).
Des lors, considerons d'abord le cas oύ F(s,t)^Q, F(s,0)=^0 et
F(s9 1)ΦO pour chaques points s et t de [0, 1]^ . D'apres la supposition,
il existe une fonction f(χ) nommable (EίJ, K0) ou bien (E\9 K0), definie
sur UN(x) et telle que βΛe[0, 1]^ , 6*6 [0,1]* (*=1,2), I^-^K -~
et \b1 — b2\<^ ( entrainent
\F(a19 b1)-F(a2, δ2)l<~.
Encore, il existe un nombre naturel N tel que bor. inf. F(s, 0 ) > .
Puis, designons par A Γensemble de tous les points <#, y, z1 , z2y de
UN(x, y, zl9 z2) tels qu'on ait z2=l ou bien z2=2, x^zλ et y^z^. II est
elementaire (R) et done
G(x, y, z,, z2) = p% , (1)
oύ u = φz(x, y, zλ] et pu est le ^-ieme nombre prime, est nommable (El, R).
En effet, p
x
 est une fonction nommable (El, R) de la variable x et
d'oύ, p
u
, oύ u = φ3(x, y, Zj), est aussi nommable (El, R). Par suite,
G(x, y, z19 z2) est nommable (El, R). Puis, etant donne un ensemble E
de points <#, y) de ί/^(Λ;, j) tels qu'on ait x^zl et ^^^, posons
G(E, zj =
ΛΓ=1 y^i
Des lors, E^E2 entraine G(E1 ,z1)^G(E2, zj. Or, Γensemble Bl de tous
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les points (zly 23> tels qu'il existe un sous-ensemble E de UN(x, y) ayant
G(E,z1) = z3, est nommable (Ef, R).
Puis, quand un sous-ensemble E de £/#(#, jy) remplit pour un nombre
naturel z1 les conditions suivantes:
1°, <X yy^E entraine # ^  zl et jy ^£ # ι >
2°, <#, yy^E et J^>1 entraine <JT, jy— 1>EE,
3° /r 1\£: 77 f v — 1 9 ^ \O , \ £, -L/ c: Ht \X  1, ^, * , Λ j / ,
nous dirons que E est normal par rapport a ^. Alors, d'apres la defini-
tion, Γensemble B2 de tous les points <^, ^3> de ^  tels que, si Γon a
z2 = G(E, zj, E soit normal par rapport a z19 est aussi nommable (El, R).
Puis, pour un point <,r, j>> de UN(x,y) tel qu'on ait Λ:^^ et jv^^i,
posons
/^/ \ JV * ι ^  <^\j\Xy y, z±y s) == , si x — JL < ~~_ Z1 s <~~~ x ,
= 0 , si zls <^ x — 1 ou bien x<^zls ,
F(E, z19 s) = bor. sup. G(Λ:, jv, 2Ί, s),
pour un ensemble normal E par rapport a z19 Pour un ensemble E
donne, elle est definie sur [0, 1]^  et nommable (Si, R, K).
Encore, pour un ensemble E normal par rapport a z19 si Γon a
2°, <ΛΓ, yy^E entraine Fί —, j^rr*
\ 2f
x
 ^i / P
nous dirons que F(Ey zly s) est positive par rapport a .^ Alors, pour
chaque point <#, 3^ > de E, si Γon a Λ: —I^^^^Λ: et y—'L^zlt^yί on a
, et done,
— Par suite, on a
P
Des lors, on a F(Ey z19 s)<^G(s) pour chaque point s de [0, 1]^ .
Or, Γensembls B3 de tous les points <^z1, z3, ^4> de ^(^i, 23, ^4) tels
qu'on ait
1°, <z19 z3yeB2,
2°, si Γon a z3 = G(E, z^> F(E, z^ s) est positive par rapport a ^3,
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est nommable (En, K0) ou bien (El, K0), suivant qu'on a wj>2 ou bien
w=l. En effet, Γensemble C de tous les points <#, 3;, ^, £3, z4> de
f^v(#, Λ *ι, z*> ^4) tels qu'on ait
, et /(*«)<* ,
*!/ *4
3°, si Γon a z3 = G(E, ^), ^M, oύ w = <p3(#, j, zj, est un facteur de z39
est nommable (E
ny K0) ou bien (E2, /ί0), suivant qu'on a wj>2 ou
bien «=1. Or, <#, j>, 2X, z3, ^4>GC entraine Λ;^^! et y^z^. D'oύ,
S(UN(z19 z39 z<), C) est nommable (£5, /Γ0) ou bien (El, /f0), (19, §3,
Chap II, [19]), et on a B^B^QU^z^^CS^U^z^ z3, zj, C). D'oϋ, £3
est nommable (EΛ, /Q ou bien (E2, /Γ0). Encore, il est un ensemble
infini. Puis, posons F(zly zz, 24, ^)^bor. sup. G(x, y, z^9 s), oύ
<*,y>ζπ
z3 = G(E,z1). Elle est definie sur β3θ[0, 1]K et nommable (Ew, ίΓ0) ou
bien (E2, /r
o
). Or, on a G(s) = bor. sup. F(^, z3> z±y s) et done, G(s) est
<2l,Z3^4>^53
aussi nommable (EM, /Γ0) ou bien (E2, /f0), suivant qu'on a w^2 ou bien
n=l.
De meme, on peut demontrer que G(s) est nommable (E
ny K0) ou
bien (E2, /iΓ0) et d'oύ, elle est nommable (EJ, /f0) ou bien (Ef, -K"0), suivant
qu'on a w^2 ou bien w=l.
Puis, considerons le cas general oύ F(s, t) est definie sur Q(0, 1; 0, 1).
Posons
FQ(s, t) = F(5, l)a+(ί-l), si l^ί^2,
)2, si O^ί^ l ,
)2-^, si -l^ί^O,
sur 0(0,1; —1,2). Elle est aussi nommable (S$, KQ9 K) et continue
(En, KJ ou bien (El, ίCo) sur son domaine. Or, F0(s, — l)=φ=0 et
F0(5, 2) φ 0 sont vrais sur chaque point de [0, 1]^ - et F0(s9 1) = 0 determine
la fonction G(s). Done, G(s) est aussi nommable (S£, K0, K) ou bien
(SI, K0, K), suivant qu'on a n^2 ou bien w=l, c.q.f.d.
13. De meme qu'on connait bien, nous pouvons definir la differen-
tiation partielle et Γintegrale de Riemann des fonctions de plusieurs
variables en modifiant les recherches de § 3-5. Par exemple, pour une
fonction F(sl9 s29 ••• ,sp, t) nommable (SJ, K0, K) et definie sur un
rectangulaire ferme Q, on dit qu'elle est differentiable (8%, K
ϋ
, K) par-
tiellement sur son domaine par rapport a t, s'il existe une fonction
f(x, s19 s29 ••• ,pp, t) nommable (S%9 KQy K) definie sur UN(x)®Q et telle
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que Q<^\t — tk\<^(f(qy sl9 s29 — 9sp9 t))'1 (k=l,2) entrainent
F(s19 s2, -' ,sp, t)-F(s19 s2, — ,Sp, t,)
_F(s19 s2, — 9sp9 t)-F(s19 s29 — 9sp9 tz)
t-t2




Ji (O O .•• O / I ///j. \ o j , 02, > ρ> '
pour une fonction F(sl9 s29 ••• 9sp9 t) nommable (S, K0, K) et definie sur
un rectangulaire ferme Q dont la variable t parcourt sur Γintervalle
ferme [<z, ά] .^ Or, on a le
Thέoreme 4. SσίV F(^, 52, ••• , sp, t) une fonction nommable
(Sn, K0, K) definie sur le rectangulaire ferme Q(aly a29 9ap9 ap+l\ bί9 b2
y " >bp, bp+ι)y oύ ak et bk (Jfe=l, 2, ••• ,/>, p + 1) sont nommables (E™, K0).
Quand elle est continue (El, K0) ou bien (El, K0) uniformement sur son
domaίne, suίvant qu'on a n^2 ou bien «=1, la fonction
G(s19 s2y — ,sp) = I P+1F(s19 s2, — ,^, ί)rfίJΛ/»+ι
β5ί definie sur le rectangulaire ferme Q(a19 a29 9ap; bί9 b29 ••• ,bp)9 nom-
mable (S;, /Γ0, /Γ) ow W^« (Si, K0, K)y et continue (El, K0) ou bien
(Ei, K0) uniformement sur son domaine, suivant qu'on a n^2 ou bien n=~L.
Demonstration. De meme que le cas du theoreme 3 de § 5, on peut
demontrer que G(s19 s2>" >Sp) est nommable (SJ, K0, K) ou bien
(Si, UΓ0, K).
Puis, considerons la continuite de G(s19 s29 — 9sp). D'apres la sup-
position, il existe une fonction f ( x ) nommable (E;, K0) definie sur UN(x)
et telle que, pour deux points <c[j\ 4j), ,4j), 4J+\> (j = l, 2) de son
domaine, |cί — cj/K-— (Λ=l, 2, •••
 9 p 9 p+1) entrainent
\F(C[, Cί, •-.,€(, cί+1)-F(cί', C'2',.. ,C','9 ^ι)|<y.
D'oύ, pour deux points <^ij), 4j), ,4J)> (y=l>2) du domaine de
G(sl9 sz, ••• ,5^) tels qu'on ait \c'k — c" \<^-τ-τ > on a
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et done, on a
\G(c[, c 2,.. ,<)
P+1\F(r' rr r' +\ Ί?(r" r" ... r" t\\ ///I * \ ^ l > ^2 > > ίp> */ — * \ ^ Ί > ^2 > > ^p > ΐ) \U>1>
a
ρ+ι
<~\a -b Iq P+i P+i
DΌύ, Gta, s2, ,sp) est continue (E;, /Q °u bien (El, /f0) uniforme-
ment sur son domaine, suivant quΌn a n^2 ou bien n=\9 c.q.f.d.
Or, en se servant de ces theoremes, on peut demontrer Γexistence
de diverses fonctions. En effet, le domaine ζF0(KQ, K) de fonctions
determines par les conditions:
1°, une fonction F(s19 s2, ••• ,sp) definie sur un rectangulaire ferine
Q(al9 a2, ,ap; bί9 b2, ,bp), oύ ak et bk (k=l,2, ••• , p) sont
rationnels, et donnee en effectuant Γaddition+ et la multiplica-
tion, sur les variables sk (k=l,2, ••• ,p) et les nombres de KQy
appartient a 30(K0, K),
2°, si F et G appartiennent a 30(K0, K) et sont definies sur un
meme rectangulaire ferme Q, la somme F+G et le produit FG
appartient aussi a 30(^0 > K)>
3°, quand une fonction F(s19 s2, ••• 9sp9 t) de ζF0(K09 K) definit une
fonction G(s19 s2, ••• , sp) implicitement, c'est-a-dire, F(s19 s2
, ••• ,
 9 s p 9 1 ) = 0 determine precisement une fonction G(s19 s2y •••, sp)9
elle appartient aussi a ΞF0(K09 K), (voir la theoreme 3 de §6),
4°, quand une fonction F(s19 s29 9sp9 t) de 30(K0, K) est differ-
entiable partiellement par rapport a t et sa derivee partielle
est continue sur son domaine, appartient a 30(KQy K)3t ot
(voir 13, § 3),
5°, quand une fonction F(sl9 s2, ••• 9sp9 t) de 30(K0, K) est bornee
S b Ja
, •••
 9sp9 t)dt, oύ a et b sont rationnels, appartient a ^0(KQy K)
(voir le theoreme 4 de §6),
consiste de celui important dans JKK^, K) et comme on sait bien, il con-
tient diverses fonctions particulieres de Γanalyse moderne. DΌύ, il
existe diverses fonctions dans ^Λ(KQy K), (voir §2, Chap. IV.
(Recu le 18 fevrier, 1960)
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Notations
K0 , K : les domaines relatif s de nombres reels tels qu'on ait π(K 0) ^  K.
N, N0 : le domaine des nombres naturels et celui des nombres entiers
et non negatifs.
R : le domaine de nombres rationnels.
#, y, ••• : les variables sur TV ou bien TV0.
$,/,-•• : les variables sur jfiΓ.
t^(*ι, #2, ••• , Xp), UB(s19 52, ••• , sp) : le domaine des points <#!, #2, ••• , ^ >
(ou bien Ot, 52, ••• , ^ » tels qu'on ait xk£.A (ou bien
[#> #]/r, (#, 6)^: Γintervalle qui consiste des nombres s de K tels qu'on
ait a^s^b (ou bien a<^s<^b).
-C(F), m(G) : Γensemble de tous les points tels que F^O et celui de tous
les points qui remplit G = 0.
R(ά) : la representation reguliere d'un nombre reel a.
τr(K) : la perfection relative de K (voir M. Kondo [19]).
/,£,-•• : les foctions dont les valeurs sont naturels.
%£ : la fonction caracteristique d'un ensemble E.
<Pk> Φkj '• voir M. Kondo [19],
Remarque. J'ai lu recemment une Notecl) de M. E. Specker sur les
functions continues recursivement. D'apres ses resultats, il me parait
que les nombres c et c reels donnes dans le theoreme 2 de § 2. 4 ne sont
pas en general nommables (E£, K0) ou bien (E\, KQ), suivant qu'on a
ou bien w=l.
1) E. Specker: Der Satz vom Maximum in der rekursiven Analysis. Constructivity in
mathematics, Proceedings of the colloquim held at Amsterdam, 1957.
