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a b s t r a c t 
Motivated by the need for practical, high fidelity, simulation of water over surface features of road ve- 
hicles a Coupled Level Set Volume of Fluid (CLSVOF) method has been implemented into a general pur- 
pose CFD code. It has been implemented such that it can be used with unstructured and non-orthogonal 
meshes. The interface reconstruction step needed for CLSVOF has been implemented using an iterative 
‘clipping and capping’ algorithm for arbitrary cell shapes and a re-initialisation algorithm suitable for un- 
structured meshes is also presented. Successful verification tests of interface capturing on orthogonal and 
tetrahedral meshes are presented. Two macroscopic contact angle models have been implemented and 
the method is seen to give very good agreement with experimental data for a droplet impinging on a flat 
plate for both orthogonal and non-orthogonal meshes. Finally the flow of a droplet over a round edged 
channel is simulated in order to demonstrate the ability of the method developed to simulate surface 
flows over the sort of curved geometry that makes the use of a non-orthogonal grid desirable. 
© 2017 The Authors. Published by Elsevier Ltd. 
This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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0. Introduction 
There are several engineering applications which involve the
ow of liquid droplets or rivulets over solid surfaces. One such
pplication is ‘Exterior Water Management’ (EWM) on road vehi-
les. EWM is important when driving, for example managing the
ater flowing from the windscreen onto the side glass, or strip-
ing off the wing-mirror housing and impacting the side glass and
hereby obscuring vision. It is also important in static situations
here water run-off from the roof can enter the vehicle, making
eats or the luggage space wet. Hence the motion of individual
rops under gravity is of interest when designing features such as
rainage channels which prevent this. Hagemeier et al. (2011) pro-
ides a thorough review of the issue of vehicle EWM and the state
f the art of numerical simulation. His review indicates that there
re a number of significant gaps in the simulation capability and
ecause the water management features, such as channels, must
e fixed at an early stage in the vehicle design it is clear that an
ccurate method to simulate EWM and contamination would be
ighly advantageous. Examples of EWM simulations can be found
n Gaylard et al. (2012) and Jilesen et al. (2015) that both use La-
rangian particle tracking for the airborne droplets and a 2D film
odel for the surface flow. While the approach to the dispersed∗ Corresponding author. 
E-mail address: A.Garmory@lboro.ac.uk (A. Garmory). 
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301-9322/© 2017 The Authors. Published by Elsevier Ltd. This is an open access article uhase (airborne) may be satisfactory, the assumption that the sur-
ace flow can be modelled using a 2D film assumption has limita-
ions. 
Two dimensional film models such as that used in Gaylard et al.
2012) and Jilesen et al. (2015) or that implemented in OpenFOAM
ollowing Meredith et al. (2013) solve transport equations for the
lm thickness but do not resolve the 3D shape of the surface wa-
er. In doing so these models make the assumptions that there is
o velocity in the liquid normal to the surface and that the three
imensional shape of the film is not important. While it is possible
o use this type of film model to predict the motion of droplets
nd rivulets there will be situations where these assumptions
ill not hold. For example droplets filling or crossing a drainage
hannel will have significant velocities normal to the surface and
n example of this is included in Section 6 . For the cases where
erodynamic drag on the drop or rivulet is important then the
wo-way coupling between the forces on the liquid and its shape
ill be important. A thin film approximation cannot simulate this
s it does not change the shape of the boundary seen by the
ow solver unless complex mesh morphing techniques are also
sed. 
Fluid film models also make use of empirical sub models to ac-
ount for phenomena such as droplet impingement or film strip-
ing. For these to give accurate predictions it is necessary to use
hem for the circumstances they were derived for. For example the
lm model used in the OpenFOAM fluid film model uses a film
tripping model ( Owen and Ryley, 1985 ) which assumes that if thender the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ). 
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Ffilm is stripped off the surface it breaks down immediately into a
spray of droplets small in comparison to the computational mesh.
Hence this model would not give correct results in cases where the
liquid leaves the surface in a coherent mass. 
The focus of this paper is therefore on developing methods that
overcome this limitation. There are a number of requirements for a
method suitable for the practical simulation of 3D droplets rivulets
and films on a vehicle surface: 
• It would require both high resolution of the water surface in
3D to capture droplet shapes, particularly at the surface contact
line, and mass conservation to simulate droplet motion over
large distances. 
• It is essential for the method to work with realistic geometry,
including highly curved surfaces, such as those found on vehi-
cles. 
• Implementation in a general purpose CFD code will make the
method a more practical tool for real applications. 
• The method must include the different behaviour of water on
different surfaces such as paintwork, glass or treated hydropho-
bic surfaces. 
1.1. Interface capturing methods 
Several numerical methods have been developed for 3D inter-
face capturing in multiphase Computational Fluid Dynamics (CFD)
which may be relevant for EWM simulations. The most common
ones are Front Tracking, Volume of Fluid (VOF), Level Set (LS) and
Coupled Level Set and VOF (CLSVOF). Front tracking methods, see
for example Tryggvason et al. (2001) , represent the interface be-
tween the phases using a series of points, joined by triangular ele-
ments, located on the interface. The location of a CFD cell relative
to this interface determines the fluid properties (i.e. those of liquid
or gas) which are used to calculate the velocity field. The points
defining the interface are then moved in a Lagrangian fashion us-
ing velocities interpolated from the CFD velocity field. The method
is able to give precise definition for the interface location but does
not strictly conserve mass. Mari ´c et al. (2015) have recently imple-
mented a hybrid Level Set/Front Tracking method for unstructured
grids and have, so far, presented results for some test cases but not
ones including surface flows. 
With the VOF method, the volume fraction, α, is defined as the
fraction of volume occupied by the liquid in each cell. VOF is thus
bounded between 0 and 1 but changes discontinuously across the
interface, see Scardovelli and Zaleski (1999) for a review of the ap-
proach. The evolution of α is governed by a simple advection equa-
tion using the resolved velocity field. The advantage of VOF is that
mass is correctly conserved and it can be applied on any mesh.
The simplest, and easiest to implement, VOF method is ‘algebraic
VOF’ where the VOF field is transported by a convection term us-
ing standard discretisation methods. However, numerical diffusion
in the transport scheme causes non-physical smearing of the inter-
face leading to a loss of accuracy in the definition of the interface
location. A method of defining or ‘reconstructing’ the interface lo-
cation within a cell using the value of α and the normal to the in-
terface given by ∇α can be used to overcome this. Such methods
are classed as ‘geometric VOF,’ see Scardovelli and Zaleski (1999) or
for a recent example Mari ´c et al. (2013) . But as the magnitude of
∇α should ideally be infinite at the interface, this can lead to nu-
merical problems in the evaluation of this and the interface recon-
struction. 
An alternative choice for interface capturing, proposed by
Sussman et al. (1994) , is the Level Set (LS) method. Unlike α, LS
function, φ, is a continuous variable. It is defined as the signed
distance from the interface being positive in the liquid and nega-
tive in the gas and zero at the interface itself. LS function is alsovolved by another simple advection equation using the resolved
elocity field. The advantage of LS methods is that they give a
harp definition to the interface but the disadvantage is that they
re not mass conservative and therefore require high-order numer-
cal schemes. For example the Level Set approach was applied by
riebel and Klitz (2013) who used a Cartesian mesh with a 5th or-
er WENO scheme to simulate the motion of a droplet impinging
n a plate. More recently a conservative form of the Level Set ap-
roach has been developed by Pringuey and Cant (2014) for use
ith unstructured meshes. Early results with this method are en-
ouraging but the method still relies on high order spatial schemes
hich are complex to implement particularly in general purpose
nstructured CFD codes. 
Previous researchers have combined the advantages of LS and
OF methods. Albadawi et al. (2013) proposed a simple coupled
evel Set Volume of Fluid (S-CLSVOF) which was also later used
y Yamamoto et al. (2016) . In this method a transport equation is
olved for VOF but not the Level Set. Instead a Level Set is con-
tructed from the interface (defined as the VOF = 0.5 isosurface).
his allows more accurate calculation of the surface curvature us-
ng the level set. 
A fully Coupled L S/VOF (CL SVOF) method was proposed by
ussman and Puckett (20 0 0) and has been implemented by a num-
er of researchers, e.g. Menard et al (2007) and Wang et al. (2009) .
n this fully coupled method transport equations are solved for
oth a level-set field and a VOF field. These are used together to
econstruct the interface within a cell. The level set provides a de-
ned contour for the interface and a smoothly differentiable field
hile the VOF ensures mass conservation even on coarse meshes.
etails of the CLSVOF method implemented in an in-house code
or structured grids with no contact models can be found in Xiao
2012) , and Xiao et al. (2013, 2014a,b ). Yokoi (2013) applied the
ethod using a Cartesian structured grid to the problem of droplet
plashing, showing the method’s suitability for EWM type appli-
ations. Previously the CLSVOF method has been applied using
rthogonal meshes. An interesting recent development was pub-
ished by Arienti and Sussman (2014) in which they use a Carte-
ian adaptive grid with the CLSVOF method but include complex
urface geometry by defining it as a second level-set function on
he Cartesian grid. In this paper we present a method based on
he Coupled Level-Set Volume of Fluid (CLSVOF) implemented such
hat it can be used in non-orthogonal or unstructured meshes.
owever in order for it to be used for EWM applications it will
lso need to include some method of modelling surface contact
roperties. 
.2. Surface contact modelling 
With the surface contamination application, interaction be-
ween the liquid, gas and solid surface introduces additional com-
lexity. The surface water flow will be affected by the different
urfaces it flows over, for example automotive paintwork, glass,
eals and possibly specially treated hydrophobic surfaces. Sui et al.
2014) provides a thorough review of the topic of the moving con-
act line problem. The motion of the contact line across the surface
mplies a contradiction with the no-slip boundary condition used
n viscous flow CFD. This apparent contradiction must be resolved
y the use of some physical modelling to include the effect of this
ingularity. A widely used method is to allow for a ‘slip length’ at
he contact point, see for example Dussan (1979) . As discussed by
ui et al. (2014) to fully capture all the physics involved requires
esolving a very wide range of scales. To do this in a CFD calcula-
ion would require a very high mesh resolution, much higher even
han that typically required for a DNS calculation of turbulent flow.
or practical situations this will be prohibitively expensive. 
M. Dianat et al. / International Journal of Multiphase Flow 91 (2017) 19–38 21 
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κThe alternative is to use the approach of specifying a macro-
copic contact angle. In this approach the ‘apparent’ contact angle
bserved at the scale of the mesh resolution is applied as a bound-
ry condition with the implicit assumption that there is a slip
ength smaller than the near wall CFD cell. This ‘sub-grid’ mod-
lling of the contact angle was employed with a VOF method in
upont and Legendre (2010) and Legendre and Maglio (2013) . They
ere able to successfully validate this approach for the simulation
f static and sliding contact lines. Afkhami et al. (2009) developed
 macroscopic contact angle boundary condition which takes into
ccount the size of the near wall cell and were able to produce
esults with good mesh convergence in a VOF calculation. 
This approach allows the inclusion of surface properties in the
alculation by making the macroscopic contact angle a function of
he surface and liquid properties as well as the contact line ve-
ocity. This approach has been applied in several previous stud-
es. Yokoi et al. (2009) presented results obtained with a CLSVOF
ethod using a 2D uniform Cartesian mesh. They are able to show
hat with the correct contact angle specified very good agreement
ith experiment can be obtained. Griebel and Klitz (2013) have
lso simulated the same experiment using a Level Set method with
 uniform grid and high-order numerical schemes. They test the
ontact angle model given by Yokoi et al. (2009) along with an
lternative model suggested by Shikhmurzaev (2008) . These works
how if the contact angle model is specified correctly then the cor-
ect droplet dynamics can be reproduced using this macroscopic
pproach. This is the method that will be applied in this paper.
wo contact angle models have been used in this paper and de-
ails of them can be found in Section 3 . 
.3. Objectives and structure of paper 
The objective of this work is to develop an interface capturing
FD method suitable for simulating the motion of water over the
urface of road vehicles. The method uses a CLSVOF technique to
nsure precise interface definition and mass conservation. In order
or the method to be used for realistic curved geometry it has been
mplemented into the general purpose open source solver Open-
OAM ( OpenFOAM, 2013 ) using a formulation suitable for non-
rthogonal grids. The method will use a macroscopic contact an-
le modelling approach to include surface contact physics into the
imulations. The method, which is built on an existing VOF solver,
s presented in Section 2 and the contact angle models used are
n Section 3 . Several verification tests of the CLSVOF interface cap-
uring for unstructured grids in two and three dimensions are pre-
ented in Section 4 . The full method, including momentum solver,
s validated against experimental data for a droplet impinging on
 plate in Section 5 before the capability of the solver to simu-
ate a droplet flowing across curved surfaces is demonstrated for a
eneric channel overflow case in Section 6 . 
. Implementation of a CLSVOF method for unstructured grids 
The Coupled Level-Set Volume of Fluid interface capturing
ethod presented in this paper has been implemented as an ex-
ension to the existing ‘interFoam’ algebraic VOF solver available
n OpenFOAM. The new developments are intended to lead to
n accurate multiphase approach using unstructured grids suit-
ble for simulating exterior surface water flow on road vehicles. As
he starting point of the current work, the existing algebraic VOF
mplementation within OpenFOAM is briefly outlined in Section
.1 . Section 2.2 describes the algorithm for the interface capturing
ethodology implemented as part of the CLSVOF formulation. The
ethod involves reconstruction of the interface position within in-
erface cells based on an iterative procedure using the LS gradi-
nt and local VOF value. This is described in Section 2.2.1 , in-luding the procedure for calculating the volume of the arbitrary
hape formed when the interface plane intersects a cell. The re-
nitialisation method for unstructured grids is intended to ensure
hat the Level-Set remains a signed distance function; the proce-
ure is presented in Section 2.2.2 . 
Although the flow for the test cases considered in Sections
 and 6 are laminar, the solution approaches outlined in the fol-
owing sections can be extended to include turbulent flow either in
ANS or LES or even DNS form. For such cases, the current proce-
ure for interface capturing will remain unchanged but solution of
he Navier-Stokes equations must include turbulence related terms
uch as subgrid-scale turbulence and suitable inlet conditions for
he LES. 
.1. Algebraic VOF solver (interFoam) 
The standard OpenFOAM code (version 2.1.1) has an algebraic
OF solver ‘interFoam’ implemented ( OpenFOAM, 2013 ). This has
een used as the basis for the CLSVOF code. Results with the
nterFoam solver have also been obtained for comparison with
LSVOF and some details of the interFoam solver are presented
ere for reference. Further details can be found in Weller (2008),
esphande et al (2012) and Márquez Damián (2013) . It uses an al-
ebraic VOF algorithm where an advection equation for the liquid
olume fraction, α, is solved 
∂α
∂t 
+ ∇ . ( Uα) = 0 (1) 
This equation is solved using an explicit temporal solver with
 first or second order spatial discretisation scheme. For the inter-
oam calculations presented in this work, first order Euler method
or temporal and limited van Leer (1974) TVD scheme for spatial
iscretisation were used which yield bounded α between 0 and 1. 
The velocity field is then found by solving the momentum and
ressure equations using the OpenFOAM pressure-velocity PIMPLE
orrection procedure. The PIMPLE algorithm is the merged PISO-
IMPLE predictor-corrector solver for large time step transient in-
ompressible laminar or turbulent flows. It is based on an itera-
ive procedure for solving equations for velocity and pressure. PISO
Pressure Implicit Split Operator) is a transient solver and SIMPLE
Semi Implicit Method for Pressure Linked Equations) is a steady-
tate solver for incompressible flows. A single set of momentum
quations are solved for both phases. For incompressible isother-
al flow the momentum equation is 
∂ ( ρU ) 
∂t 
+ ∇ . ( ρUU ) = −∇ p + ∇ . τ + ρg + f σ (2)
Here, U is velocity, p is pressure, τ is viscous stress, g is gravita-
ional acceleration and f σ represents the surface tension force. The
iscous stress is obtained from the velocity tensor assuming New-
onian fluids. The density and viscosity needed in the momentum
quation are calculated from 
= αρL + ( 1 − α) ρG (3) 
= αμL + ( 1 − α) μG (4) 
This ensures that the correct liquid and gas properties will be
sed away from the interface, while for interface cells the mean
omentum of the contents of the cell are solved using volume av-
raged transport properties. The surface tension effect in the mo-
entum equations is based on the Continuum Surface Force (CSF)
 Brackbill et al. 1992 ) with f σ = σκ ∇α where σ is the surface
ension coefficient of liquid in gas and κ is the mean curvature
f the free surface obtained from 
= −∇ . ∇ α| ∇ α| (5) 
22 M. Dianat et al. / International Journal of Multiphase Flow 91 (2017) 19–38 
Fig. 1. Overview of interface capturing algorithm used to update VOF, α, and Level 
Set, φ. 
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t  Here ∇αis calculated using a linear Gauss method available in
OpenFOAM. 
As with any transport equation the VOF solution will contain
some numerical diffusion due to discretisation error. To counter
this, the interFoam solver also includes the addition of an optional
compression velocity to sharpen the interface. With this addition,
the VOF advection equation takes the following form 
∂α
∂t 
+ ∇ . ( Uα) + ∇ . [ U r α( 1 − α) ] = 0 (6)
where U = αU L + ( 1 − α) U G is the weighted average velocity and
 r = U L −U G is the relative velocity vector between liquid and gas
designated as the ‘ interface compression velocity ’ in OpenFOAM cal-
culated from 
 r = min 
( 
c α
| χ | ∣∣S f ∣∣ , max 
( 
| χ | ∣∣S f ∣∣
) ) 
n f (7)
Here, χ is face volume flux, S f is the face normal vector, n f is
the face unit normal flux and c α is a scalar parameter controlling
the extent of artificial compression velocity usually between 0 and
2 with the recommended value of 1. Later versions of OpenFOAM
include additions to interFoam to include a Crank Nicholson tem-
poral scheme and an optional isotropic compression velocity. How-
ever these have not been used here to enable comparison with the
method discussed in the published works of Weller (2008), De-
sphande et al (2012) and Márquez Damián (2013) . 
2.2. Coupled Level Set VOF (CLSVOF) 
In the following sections, our new CLSVOF model incorporated
in OpenFOAM will be described. This implementation is designed
to provide accurate interface capture on both structured and un-
structured grids together with the existing functionality of the
OpenFOAM multiphase solver. A flow chart summarising the inter-
face capturing algorithm is shown in Fig. 1 . The solution domain is first initialised with the initial VOF and
S fields. The interface is then reconstructed from LS and VOF
elds. The value of VOF in the interface cells gives the volume on
ach side of the interface while the gradient of the LS field at the
nterface gives the direction normal to the interface. These pieces
f information, together with a Piecewise-Linear Interface Calcula-
ion (PLIC) approximation of the interface, are sufficient to enable
he calculation of the position of the interface. The method em-
loyed to do this is described in detail in Section 2.2.1 . With the
osition of the interface known, its intersection with the cell faces
an also be found. In this way the fraction of each face occupied
y liquid can be found from the intersection of the face and the
nterface to define a face ‘Area of Fluid’ (AOF). 
These AOF values, are then used in the VOF advection process.
he volume flux from one cell to its neighbour is found by mul-
iplying the local velocity by the AOF value for that face found by
econstructing the interface in the upwind cell. 
∂α
∂t 
= − 1 
V 
∑ 
i 
AO F i U i · S f i (8)
Where V is the volume of the cell and the summation is over all
aces of the cell. The value of AOF away from the interface will be
qual to 0 or 1. For parallel calculation at processor-processor in-
erfaces this information must be communicated between proces-
ors. By using the reconstructed AOF value in this way the CLSVOF
ethod ensures that liquid can only be transported from a cell to
ts neighbour if the interface intersects the face connecting those
ells. The face fluxes found from the reconstruction process are
tored at this point for use in the momentum solver. 
As the fluxes are calculated using values of AOF from the re-
onstruction step an explicit temporal scheme is used for VOF. The
ULES (Multidimensional Universal Limiter with Explicit Solution)
xplicit solver available in OpenFOAM is used for temporal integra-
ion. Details of this can be found in Márquez Damián (2013) but
ssentially the fluxes into or out of a cell are limited if VOF would
ecome unbounded. In practice we use this by supplying the vol-
me flux from the AOF as the ‘high-order’ flux to the MULES solver.
he use of the limiter in this way will maintain boundedness and
tability of the full code as time steps become bigger at the ex-
ense of some reduction in accuracy. The time step can be set ei-
her as a constant or using the variable time step option in Open-
OAM. The latter is based on a CFL criterion which can be specified
lobally as 
F L G = 
( ∑ | φ f | 
V 
) 
max 

t (9)
where φf is the face flux found from the velocity field) or only
sing cells at the interface, CFL α by filtering by VOF value using
( 1 − α) . The time step is then adjusted using target global and
nterface CFL numbers according to 
t new = min 
(
CF L G,target 
CF L G 
, 
CF L α,target 
CF L α
)

t old (10)
The choice of time step or CFL number is given for each test
ase in the relevant section. 
The LS field is also advected using the following equation 
∂φ
∂t 
+ ∇ . ( Uφ) = 0 (11)
LS equation is solved using a van Leer TVD spatial scheme.
nce the VOF and LS fields have been updated the reconstruction
tep can be repeated to find the new interface location using the
ethod presented in Section 2.2.1 . During this second reconstruc-
ion step the Level Set within those cells including an interface is
hen made equal to the distance between the cell centre and the
M. Dianat et al. / International Journal of Multiphase Flow 91 (2017) 19–38 23 
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u  nterface plane, with positive sign if the cell centre is inside the
iquid or negative otherwise. This ensures that the LS = 0 isosurface
emains consistent with the reconstructed interface. 
It is well known that φ fails to remain a distance function
s the computations are progressed. Therefore a re-initialisation
tep is applied to ensure that | ∇φ| = 1 . This is done following the
ethod described in Sussman et al. (1994) adapted for unstruc-
ured grids. Further detail of this is given in Section 2.2.2 . After
olving the re-initialisation equation, the interface capturing pro-
ess for the current time step is completed. As the step begins with
he interface reconstruction process this means that the LS gradi-
nt used to define the interface for the advection step is consistent
ith the LS field after it has been corrected by the re-initialisation
tep. 
The momentum and pressure equations are now solved us-
ng the same pressure-velocity correction procedure as outlined in
ection 2.1 ; however the mass flux used in the momentum trans-
ort term is now found from the stored AOF values from the re-
onstruction process. As with the original VOF solver the local den-
ity and viscosity are determined using volume weighted averages
ound from the VOF field. 
With this approach, the physical properties used in the momen-
um equations are treated as weighted averages in the vicinity of
he interface based on the volume fraction field. Elsewhere, the
roperties represent the actual liquid or gas properties. Such ap-
roximation contradicts the immiscibility assumption of two fluids
ear the interface but can be thought of as providing volume aver-
ged properties suitable for calculating the volume averaged mo-
entum in the cell. This leads to stable solutions for high liquid
o gas density ratio test cases, as employed here, without requir-
ng an extrapolated liquid velocity field for the gas phase near the
nterface, together with the imposition of divergence free step for
hat, as is the case for example in Sussman et al. (2007) . It should
e noted that it is not unusual to apply smoothed Heaviside func-
ion for LS with some CLSVOF methods that use LS rather than VOF
o obtain physical properties, see e.g. Sussman et al. (1994) . These
lso violate the immiscibility assumption of gas and liquid in or-
er to provide more stable numerical solutions. Linear interpola-
ions based on the LS are also frequently performed to derive cell
ace values for the physical properties leading to values that are
ifferent from the actual ones, see e.g. Sussman et al (20 0 0) . Our
hoice of the current method is based on a compromise between
implicity, stability and accuracy. It is also consistent with the ex-
sting VOF formulation within OpenFOAM thus requiring minimal
hange to the structure of the solver. 
Similarly, to maintain consistency with the momentum and
ressure implementation in the existing interFoam solver, the sur-
ace tension is again found with the CSF method, f σ = σκ ∇α,
here σ is the surface tension coefficient of liquid in gas and κ
s the mean curvature of the free surface. Using the gradient of
he VOF field here ensures that the surface tension is local to the
nterface. An alternative is to use either a suitable approximation
o a delta function on Level-set or the gradient of the Heaviside
unction of the Level-set as discussed in Yamamoto et al. (2016) .
oth approached would require some smoothing of either the delta
unction or the gradient of the Heaviside function, and hence a
urther modelling choice. For the implementation here the gradi-
nt of the smoothed Heaviside function, ∇( H ( φ)), is likely to be
trongly related to ∇α. In practice, preliminary testing of the use
f ∇( H ( φ)) and ∇α gave very similar results. However, unlike the
xisting interFoam solver, with the CLSVOF method the curvature
erm is obtained from 
= −∇ . ∇ φ| ∇ φ| (12) Note that contrary to the pure VOF method where curvature
s obtained from the VOF, it is now a function of the Level Set.
his should lead to a more accurate estimate of the surface tension
orce which always plays an important role in any two-phase flow.
his method is seen to work well for the test case employed in
his work for which stable operation is seen and accurate results
bserved. 
The solution at this level provides the new interface and veloc-
ty fields to be used at the next time step. As no higher order nu-
erical schemes are required than are used in the standard Open-
OAM VOF implementation, there is no extra implementation re-
uired for parallel operation other than to communicate face AOF
alues and LS face gradients needed in the LS re-initialisation rou-
ine. The key step in the CLSVOF method for arbitrary grids is the
alculation of the AOF value on cell faces using reconstruction of
he interface position; this is discussed in the next section. 
.2.1. Geometrical algorithm for interface reconstruction 
The interface location and its intersection with cell faces needs
o be established based on an approximation to the interface, the
ell volume fraction and the interface normal provided by the gra-
ient of the level set field. Each cell with 0 < α < 1 must involve
n interface. The most common interface representation consists
f a plane and this class of interface representation is termed as
iecewise-Linear Interface Calculation (PLIC). The interface gradi-
nt vector (i.e. the vector normal to the surface) and any point on
he interface will be sufficient to define exactly the interface loca-
ion. The intercept of this interface with the cell faces can then be
etermined to find an exact AOF value on these faces. 
When the CLSVOF method is employed on an orthogonal rect-
ngular mesh, the interface location can be established analytically
y solving an equation based on the known geometry of the cell.
ee for example Xiao et al (2014a,b ) for details of how this can be
chieved. 
However the procedure for establishing the position of the in-
erface plane within the cell is more complicated on arbitrary
eshes. Here we apply an iterative method where the plane inter-
ace is shifted in the direction of the surface normal until the vol-
me occupied by the shape bounded by the cell and the interface
atches the cell volume fraction. A similar method is presented
y Mari ´c et al. (2013) who employ a geometric VOF formulation in
hich the interface is reconstructed using the VOF solution alone
y using the cell α and ∇α. With geometric VOF the gradient of
olume fraction is defined only in the immediate vicinity of the in-
erface and some smoothing is usually essential to enhance numer-
cal stability which further affects the accuracy of the VOF solution
tself (see Mari ´c et al. (2013) ). With the CLSVOF approach, on the
ther hand, the interface gradient is calculated from the level set
eld. As level set is continuous, it provides a reliable estimate of
he interface gradient. 
Here we follow the methods for geometrical interface recon-
truction developed in Ahn and Shashkov (2008) which were sub-
equently used by Mari ´c et al. (2013) . The reader is referred
o these works for detailed explanation and discussion of this
orks but the basic method is described here for convenience. The
ethod starts by identifying the cell vertices which constitute the
xtreme possible locations of the interface based on its normal di-
ection. This provides the space in which the iterative algorithm
ust look for the location of the interface. At each iteration it is
ecessary to find the volume of the part of the cell bounded by
he interface position for the current iteration. This is not straight-
orward on an arbitrary grid as the number of faces and edges, as
ell as their angles to each other, is not known in advance. These
umbers can also change during the iterative process as the inter-
ace is moved from one side of the cell to the other. The approach
sed here is based on the clipping and capping algorithm proposed
24 M. Dianat et al. / International Journal of Multiphase Flow 91 (2017) 19–38 
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p  by Ahn and Shashkov (2008) . In this method intersected faces are
‘clipped’ by the interface to form liquid polygons on the faces (at
the final iteration these can be used to find the AOF values). These
are then ‘capped’ by the interface polygon which joins these to
form a liquid polyhedron whose volume can be found. This vol-
ume can be compared to the known volume provided by the VOF
value for the cell and an iterative algorithm used to shift the inter-
face until the volume matches the target to within some specified
tolerance. The tolerance used in this work for the interface recon-
struction was based 
| V O F target −V OF | 
V O F target 
< 0 . 001 (13)
In Mari ´c et al. (2013) they follow Ahn and Shashkov by using an
iterative algorithm that uses a secant method initially but which
switches to a bisection method if the secant fails to converge. As
this work represents our first development of a CLSVOF method
in OpenFOAM we have used only the bisection algorithm in order
to guarantee convergence in all cases. We acknowledge that this
incurs a potentially significant time penalty compared to faster it-
eration methods and this is a clear area for future improvement
of our method. Another area of future improvement could be to
use the methods such as those developed in López and Hernández
(2008) or Diot and François (2016) to define the interface position
in arbitrary cells using analytical methods. These methods require
several more geometrical operations in the interface cells but could
reduce the overall cost compared to iterative methods. However
we note that for the impacting drop cases in Section 5 the time
penalty of switching from VOF to CLSVOF for the same grid is rel-
atively small. 
2.2.2. Re-initialisation of level-set on unstructured meshes 
In order to maintain the property that the Level-Set is a signed
distance function it is necessary to apply a re-initialisation rou-
tine. The re-initialisation equation introduced by Sussman et al.
(1994) can be solved every time step to ensure the Level-Set re-
mains a distance function in the vicinity of the interface 
∂ψ 
∂τ
= S ( ψ 0 ) ( 1 − | ∇ψ | ) (14)
The initial condition is ψ 0 = ψ( x, τ = 0 ) = φ( x, t ) and 
S ( ψ 0 ) = ψ 0 √ 
ψ 2 
0 
+ ( | ∇ ψ 0 | 
) 2 
(15)
is a modified sign function with 
 = max ( 
x, 
y, 
z ) . The re-
initialisation equation is solved explicitly in pseudo-time using a
fictitious time step. The resulting field is used to update the Level-
Set field. At each iteration, it is required to calculate the current
gradient magnitude. In order that the correct distance function
should propagate away from the interface location (which should
be assumed to be fixed in space) the calculation of the gradient
for a cell should be found using information from the side of the
cell closest to the interface. This can be thought of as being anal-
ogous to upwinding for convection. Here we follow the first order
scheme described in Sussman et al. (1994) for structured meshes
adapted to unstructured meshes. The gradient magnitude is found
from 
| ∇ψ | = 
√ 
max 
(
a 2 
i 
)
+ max 
(
b 2 
i 
)
+ max 
(
c 2 
i 
)
(16)
where the subscript i indicates that the max operator is over all
faces for the cell. a i is calculated from the component of the sur-
face normal gradient in the x-direction for face i. The face surface
normal gradient, ∂ψ 
∂n 
, is calculated using an explicit non-orthogonal
correction available in OpenFOAM. If the face unit normal is n (di-
rected out of the cell) then the component of the face gradient inhe x-direction is ∂ψ 
∂n 
n · i . If the position of the face centre relative
o the cell centre is given by the vector r then a i is given by 
 i = min 
(
0 , 
∂ψ 
∂n 
n · i 
)
, 
if (ψ > 0 && r · i > 0) || (ψ < 0 && r · i < 0) (17)
 i = max 
(
0 , 
∂ψ 
∂n 
n · i 
)
, 
if (ψ > 0 && r · i < 0) || (ψ 〈 0 && r · i 〉 0) (18)
The terms b i and c i are found from the y and z-components
f surface normal gradients in the same way. Processor-processor
nterface faces are included so that the method works in parallel
peration. It is not necessary to include other boundary faces as
hese will always be located away from the interface other than at
he contact point where the contact angle boundary condition will
e enforced as described in the next section. 
In practical applications a choice of pseudo-time step and
umber of iterations must be chosen to combine accurate re-
nitialisation with low cost and stability. For the interface captur-
ng problems presented in this work a pseudo-time step of τ =
 . 3 × min ( 
x, 
y, 
z ) is used together with three iterations for
ach global time step. The performance of this method in creating
 signed distance function from an initially distorted 3D Level-Set
eld is demonstrated in Section 4.1 . 
. Contact angle models for surface flows 
A method whereby the macroscopic contact angle is specified
s a wall boundary condition is adopted here, rather than attempt-
ng to predict the contact angle as part of the simulation. The work
f Afkhami et al. (2009) and Legendre and Maglio (2013) showed
hat it is important to use a near wall grid spacing that is consis-
ent with the macroscopic contact angle definition. Therefore care
ust be taken about the mesh used as well as the contact angle
odel. To implement the contact angle model into the CLSVOF for-
ulation we follow the method already available for a generic con-
act angle model for the interFoam VOF solver in OpenFOAM. This
s done by setting the value of LS and VOF for the wall face of
n interface cell such that their surface normal gradients are equal
o the cosine of the desired contact angle. To do this the dynamic
ontact angle must first be calculated. This is most often done us-
ng a function of Capillary number, Ca = U CL μL /σ . The contact line
elocity used in the calculation of Ca is calculated as the compo-
ent of the velocity parallel to the wall and normal to the inter-
ace, which is positive from liquid to gas and negative otherwise.
 wide range of models have been proposed for the dynamic con-
act angle. The investigation of the available models is beyond the
cope of the current work and can be found in many publications
e.g. Puthenveettil et al. 2013, Šikalo et al. 2005 ). We have used
wo models which are briefly described below. 
.1. Cox–Voinov model 
One of the simplest and commonly used models is the cubic
ox–Voinov model, ( Cox 1998 , Voinov 1976 ), which obtains θd 
rom 
3 
d − θ3 s = kCa (19)
here k is a model parameter given by Hoffman (1975) to be
round 72. The static contact angle, θ s , must be specified for a par-
icular combination of liquid and surface. This parameter, however,
s suitable for small capillary flows and could vary significantly de-
ending on the test case examined. It is used here as an example
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Fig. 2. Contours of: left, initial LS field; middle, LS field after 500 iterations; right, signed distance LS field. Mesh represents the interface. 
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uf a model that is simple to implement and apply to a new prob-
em. 
.2. Yokoi et al. model 
The model due to Yokoi et al. (2009) is based on their observa-
ion that following the liquid motion, the advancing contact an-
le continues to increase levelling off ultimately to a maximum
alue termed as ‘ maximum dynamic advancing ’ angle at high Cap-
llary numbers. Similarly, the receding contact angle continues to
ecrease reaching to ‘ minimum dynamic receding ’ angle. With Yokoi
odel, dynamic contact angle is calculated using the curve fitted
o the experimental data. This model ( Eq. (20 )) is based on Tan-
er’s law, Tanner (1979) , for Capillary dominated situation (low Ca)
nd uses constant maximum and minimum angles when inertia is
ominant (high Ca). 
d = 
⎧ ⎨ 
⎩ 
min 
[ 
θS + 
(
Ca 
k a 
)1 / 3 
, θmda 
] 
i f U CL ≥ 0 
max 
[ 
θS + 
(
Ca 
k r 
)1 / 3 
, θmdr 
] 
i f U CL < 0 
(20) 
here k a and k r are the model parameters and they are chosen to
t the measured contact angles as closely as possible. This model
s selected as it is proposed by Yokoi et al and has been derived
rom their own data. The model is therefore tuned to the data and
hus represents a convenient verification test for our CLSVOF im-
lementation. 
. CLSVOF implementation verification test cases 
Having described the implementation used in this work we
ow present a series of verification tests to demonstrate its op-
ration. We first present a test of the ability of the re-initialisation
outine to return a distorted LS field to be a signed distance func-
ion. We then show interface capturing for prescribed vortex cases
n both two and three dimensions. 
.1. Level-set re-initialisation on 3D unstructured mesh 
To verify the implementation of the re-initialisation method,
he test case described in Min (2010) was used. With this test case,
istorted Level-Set field is initialised in a computational domain of
 −2, 2] 3 as 
0 ( x, y, z ) = 
[
( x − 1 ) 2 + ( y − 1 ) 2 + ( z − 1 ) 2 + 0 . 1 
]
×
(√ 
x 2 + y 2 + z 2 − 1 
)
. (21) 
It defines the interface, i.e. LS = 0 iso-surface, as a sphere of ra-
ius 1 with its centre at the origin. However, LS elsewhere is not
 signed distance function and its gradients vary significantly ashown in Fig. 2 . The re-initialisation routine should converge to-
ard the signed distance field while leaving the location of the
nterface unchanged. 
A 3D unstructured tetrahedral mesh of approximately 930 K el-
ments was used for this purpose. The re-initialisation routine is
pplied using 250 iterations with a fictitious time step of τ =
 . 1 × min ( 
x, 
y, 
z ) for this tetra mesh. Fig. 2 shows contours
f the initial and final level set fields, together with the field rep-
esenting the exact signed distance function. It can be seen that
he re-initialisation routine has caused the initially distorted field
o converge towards the exact distribution in the vicinity of the
nterface on the tetrahedral mesh. Further away from the interface
ifferences can be seen, but for the CLSVOF method it is the field
lose to the interface which is important. Also shown is the lo-
ation of the LS = 0 surface which is seen to be correctly left un-
hanged. Confirmation of the ability of the re-initialisation routine
o converge towards the correct signed distance function, without
istorting the initial surface position, is shown in Fig. 3. This shows
esults along a line passing through the centre of the sphere shown
n Fig. 2 after 50 and 500 iterations. Note that in the full CLSVOF
ethod the re-initialisation algorithm is applied every timestep so
uch extreme distortions as seen in Figs. 2 and 3 will not develop.
t has been found that three iterations per timestep give satisfac-
ory results. 
The test was repeated on a coarser mesh on which the grid
pacing was doubled. The error in level set, compared to the exact
istance field, averaged over the whole domain is shown against
umber of iterations in Fig. 4 for both meshes. As expected, due
o the use of a fictitious time step chosen to be proportional to
he grid space, the global error reduces to a given level in half the
umber of iterations when the grid spacing is doubled. The cor-
ected field will travel a fixed number of cells per iteration. For
he calculation of normal and curvature it is the level set within
 certain number of cells of the interface that is important. There-
ore Fig. 4 shows that the number of iterations of reinitialisation
eeded should not need to change with grid spacing. 
.2. Interface capturing test case 1: 2D vortex in a box 
The stretching of a liquid disc in a prescribed single vortex flow
eld is a standard test case to assess the accuracy of interface cap-
uring methods (see Ménard et al. 2007 ). The test is particularly
hallenging to interface resolving methods when the resulting liq-
id ligament becomes thin relative to the grid size. It is used here
o evaluate the current CLSVOF method and compare it against
he OpenFOAM standard interFoam results. A liquid disc of radius
 = 0.15 unit is initially placed at (0.5, 0.75) inside a square box of
nit size. The following fixed velocity field is specified as 
 = sin ( 2 πy ) ∗ sin 2 ( πx ) (22) 
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Fig. 3. Level set value along horizontal centre line in Fig. 2 . Exact, signed distance is shown, together with initial distorted level-set field and those found after 50 and 250 
iterations of the re-initialisation algorithm. 
Fig. 4. Volume averaged Level-set error as a function of number of iterations of reinitialisation algorithm on coarse and fine meshes. 
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and held constant for a period of T = 3. The velocity field is then
reversed for the same period of time which should lead to the re-
covery of the original VOF and LS fields. The difference between
the starting and final states can be used to quantify the error in
the solution. 
Uniform square meshes of 64 2 , 128 2 , 256 2 and 512 2 cells were
used for the computation of this case with fixed time steps cho-
sen to give the same Courant number in each case of 0.03. This
was repeated for three solvers; the interFoam solver with no com-
pression velocity (c α =0), interFoam with compression (c α =1) and
the CLSVOF method presented in this paper. The volume averaged
error in the final VOF field is calculated for each mesh as 
E ∝ = 
∑ V i | ∝ i − ∝ i,exact | ∑ V i ∝ i.exact (24)Where the summation is over all cells i. The results are shown
n Fig. 5 . It can be seen that for all mesh resolutions the CLSVOF
lgorithm provides an increase in accuracy over the standard VOF
ethod. The CLSVOF method also shows a higher order of conver-
ence than either of the VOF cases. Results for the finest mesh in
ach case are shown in Fig. 6 . The position of maximum stretch is
hown as well as the comparison of initial and final interface po-
itions. For the interFoam simulations the final position is shown
y the α = 0 . 5 isosurface. One of the drawbacks of algebraic VOF
ethods, such as interFoam, is that a choice of interface VOF value
as to be made which is somewhat arbitrary. CLSVOF on the other
and can use the LS = 0 isosurface as a definitive indicator of the
nterface location and this is what is shown in the figure. 
The test was repeated using meshes of roughly triangular ele-
ents with equivalent number of cells to the square case above
so that the typical grid spacing halves each time. The volume av-
raged VOF error is again plotted against cell number for the three
olvers in Fig. 7 . It can be seen that while errors are increased
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Fig. 5. Volume averaged error of predicted final VOF field for 2D vortex test on successively refined square meshes. Results are shown with standard interFoam algebraic 
VOF solver with and without compression as well as CLSVOF. Also shown are lines to indicate the gradient given by first and second order convergence. 
Fig. 6. Results for the 2D vortex on the 512 2 square mesh for (left to right) CLSVOF, standard interFoam solver with compression and without compression. CLSVOF results 
are shown by LS = 0 isosurface at maximum stretch and at initial and final positions. Results from interFoam are shown by contour of VOF at maximum stretch and VOF = 0.5 
isosurface at final position. 
Fig. 7. Volume averaged error of predicted final VOF field for 2D vortex test on successively refined triangular meshes. Results are shown with standard interFoam algebraic 
VOF solver with and without compression as well as CLSVOF. Also shown are lines to indicate the gradient given by first and second order convergence. 
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Fig. 8. Results for the 2D vortex on the 512 2 triangle mesh for (left to right) CLSVOF, standard interFoam solver with compression and without compression. CLSVOF results 
are shown by LS = 0 isosurface at maximum stretch and at initial and final positions. Results from interFoam are shown by contour of VOF at maximum stretch and VOF = 0.5 
isosurface at final position. 
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r  compared to the Cartesian mesh of the same number of cells the
order of convergence for the CLSVOF results is not reduced by a
large amount. It can be seen that at high mesh resolutions for
this case CLSVOF gives significantly more accurate results than in-
terFoam with compression velocity which show no improvement
with increasing resolution. The reason for this can be seen in
Fig. 8 which shows the initial and final positions for the three
solvers on the finest mesh as well as the maximum stretch us-
ing the same format as Fig. 6 . The interFoam results with com-
pression can be seen to have a high degree of sharpness at max-
imum stretch but this has come at the expense of the ligament
erroneously breaking up. This then results in a highly distorted
shape when it reaches the final position, leading to a large error in
the averaged volume field. The CLSVOF solution on the other hand
keeps the definition of the ligament which results in improved re-
sults at the final step. Computations were also made using CLSVOF
both in serial and in parallel. This led to identical results with very
accurate mass conservation within machine round off, confirming
the correct implementation of the parallelisation. 
4.3. Interface capturing test case 2: 3D sphere in uniform flow 
As a test of the 3D interface capturing capability a test case of
a sphere being transported in a uniform flow was used. A domain
of (4,1,1) m is used with a constant uniform velocity of (1,0,0) m/s.
A sphere of radius 0.25 is initially placed at (0.5,0.5,0.5) and the
simulation is run for a period of T = 3. The final state should be
a sphere centred at (3.5,0.5,0.5) m which gives a reference solu-
tion for assessing both the error in predicted VOF distribution and
interface normal. Simulations were run with the CLSVOF solver as
well as interFoam with and without compression velocity. This was
carried out firstly with uniform hexahedral meshes of 0.13, 1.0 and
8.0 M cells using time steps of 2 × 10 −3 , 1 × 10 −3 and 5 × 10 −4 s.
Results from the three methods on the 1 M cell mesh are shown in
Fig. 9 . Note that the VOF field for the solver without compression
suffers strongly from diffusion which is not shown by the isosur-
face. 
The volume averaged VOF error on the different meshes, as cal-
culated by Eq (24) , is shown in Fig. 10 . It can be seen that CLSVOF
gives an improvement in error for all meshes. The error for the
algebraic VOF method without compression can be seen to be sig-
nificantly higher even though the isosurface in Fig. 9 appears to
be a very good representation of the true surface. What cannot be
seen in Fig. 9 is the region of cells taking values between 0 and 1
which contribute to the large error seen in Fig. 10 . While the ab-
solute level of accuracy has been improved for all meshes with the
CLSVOF method it can be seen that both CLSVOF and interFoam
results do not show the same order of convergence as in the 2D
case in Section 4.2 . This is likely to be due to the MULES limiternsuring boundedness at the expense of accuracy. This is an area
hat could potentially be improved in further development of our
LSVOF method. 
However, one of the main advantages of using a CLSVOF
ethod is that surface normal can be calculated from a continu-
usly differentiable LS field rather than a discontinuous VOF field.
o measure the error in normal prediction for the three solvers we
nd the ‘exact’ normal vector, n ex , using a prescribed LS field cen-
red on the true final position of the sphere (3.5,0.5,0.5) m. The
rror in the prediction of this can be found from the dot product
f this exact normal with the normal predicted from the predicted
OF or LS fields. A mean error for the surface normal can be found
s 
 n = 1 
N 
N ∑ 
i 
| 1 − n i · n ex,i | (25)
Where the average is over all interface cells. For the CLSVOF re-
ults we have also compared the error in finding the normal from
S with that from using the VOF field of the same solution. This is
hown in Fig. 11 . This gives some idea of the improvement in nor-
al prediction using CLSVOF methods compared to geometric VOF
ethods. Significant improvements can be seen using the LS field
ver all other methods. The combination of low E n and E ∝ show the
bility of the CLSVOF method to combine sharpness and smooth-
ess of the interface. 
The same tests were also repeated using unstructured tetra-
edral meshes of 0.13, 1 and 8 M cells with time steps of 2 ×
0 −3 , 1 × 10 −3 and 5 × 10 −4 s. The final position results for the
 M cell grids are shown in Fig. 12 . Again it should be noted that
he VOF field from the interFoam solver without compression suf-
ers from a high degree of numerical diffusion. This can be seen
ore in the averaged error than the VOF = 0.5 isosurface but it
an be seen that the isosurface is distorted. The CLSVOF results
eveal some global distortion of the spherical shape but the pre-
icted surface is reasonably smooth when compared to the inter-
oam results with compression. For the latter it can be seen that
hile the global shape is conserved well there is a high degree of
ocal distortion. 
The errors, calculated as above, are shown in Figs. 13 and 14
nd for different mesh sizes. As expected VOF error decreases as
he mesh is refined with the solver with no compression show-
ng considerably worse results than the other two methods and
LSVOF showing an improvement over interFoam with compres-
ion at all mesh sizes. While the error in VOF field with the inter-
oam solver compares fairly well with CLSVOF the comparison of
rror in prediction of normal vector shows the effect of the local
istortion of the surface seen in Fig. 12 . It can be seen that the er-
or for this solver increases with mesh size as these distortions are
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Fig. 9. Sphere in uniform flow after t = 3 s on 1 M cell hexahedral mesh. Left to right, CL SVOF L S = 0 isosurface, interFoam with compression VOF = 0.5 isosurface and 
interFoam without compression VOF = 0.5 isosurface. Blue sphere is exact solution. 
Fig. 10. Volume averaged error of predicted final VOF field for 3D sphere test on successively refined hexahedral meshes. Results are shown with standard interFoam 
algebraic VOF solver with and without compression as well as CLSVOF. Also shown are lines to indicate the gradient given by first and second order convergence. 
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s  mplified by the decreased cell size. The surface normal error for
he interFoam results without compression appears to be good, but
his is the effect of diffusion of the interface leading to a smoothed
OF field. The VOF and surface normal errors with all solvers are
nferior to those found on a hex mesh which shows the importance
f using high quality meshes where possible. However the CLSVOF
olver is seen to be a significant improvement over the standard
nterFoam solver for prediction of surface normal, and hence cur-
ature, suggesting that it may be advantageous for cases where
etrahedral meshes are deemed necessary. The accurate prediction
f surface normal can be expected to be important when coupled
ith the momentum solver for real two phase flow problems as
his will feed directly into the calculation of the surface tension. 
.4. Interface capturing test case 3: 3D deformation of a sphere 
A 3D test case proposed in LeVeque (1996) and also applied by
énard et al. (2007) was used to evaluate the 3D CLSVOF interface
apturing algorithm. A sphere of radius 0.15 is placed within the
omain [0, 1] 3 with its centre at (0.35, 0.35, 0.35). The velocityeld is specified by 
 ( x, y, z, t ) = 2 sin 2 ( πx ) sin ( 2 πy ) sin ( 2 πz ) cos ( πt/T ) (26) 
 ( x, y, z, t ) = −sin 2 ( πy ) sin ( 2 πx ) sin ( 2 πz ) cos ( πt/T ) (27) 
 ( x, y, z, t ) = −sin 2 ( πz ) sin ( 2 πx ) sin ( 2 πy ) cos ( πt/T ) (28) 
here T = 3 s is the period. With this test case, the liquid sphere
tretches into a thin film. In the full test the sphere deforms up
o t = 1.5 s before returning to its original shape at t = 3 s. As the
ull calculation on a sufficiently refined tetrahedral mesh can be
xpensive we have instead taken the shape at t = 1 s as being suf-
ciently deformed to be used as a verification for the CLSVOF in-
erface capturing implementation. This has been done on only one
esh with the intention being to demonstrate that the method is
apable of working on a tetrahedral mesh for a significantly de-
ormed shape. A 3D unstructured tetrahedral mesh of around 3.5 M
lements was used with computations carried out on 64 proces-
ors. Fig. 15 compares the results of the predictions with the exact
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Fig. 11. Average surface normal error VOF field for 3D sphere test on successively refined hexahedral meshes. Results are shown with standard interFoam algebraic VOF 
solver with and without compression as well as CLSVOF. Also shown are results using the gradient of the VOF field in the CLSVOF solution. 
Fig. 12. Sphere in uniform flow after t = 3 on 1 M cell tetrahedral mesh. Left to right, CL SVOF L S = 0 isosurface, interFoam with compression VOF = 0.5 isosurface and 
interFoam without compression VOF = 0.5 isosurface. Blue sphere is exact solution. 
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h  solution characterised by the dots on the liquid surface. A solution
for comparison was found by locating 20,0 0 0 particles at random
locations on the surface of the initial sphere. Their position, and
hence that of the surface, over time was then found by integrating
Eqs (26 - 28 ) for their position using a separate ODE solver with
a time step of 0.1 ms. The particles’ positions at t = 1 s can then
be overlaid with the CLSVOF isosurface to compare the predic-
tion from the two methods. The excellent agreement seen in Fig.
15 confirms the accuracy of the current interface capturing algo-
rithm when used for a 3D tetrahedral mesh. 
5. Test case: impacting drop 
In order to validate the full implementation of the CLSVOF
model with the momentum solver and contact angle models, the
experimental data of Yokoi et al. (2009) for the behaviour of
a droplet impacting on a dry surface was used. This was also
used as the test case by Griebel and Klitz (2013) using the same
contact angle models. In this experiment a spherical water drop
of 2.28 mm diameter impacts a solid surface with an impact
speed of 1 m/s. The substrate is a silicon wafer onto which hy-rophobic silane is grafted using standard microelectronic proce-
ures. The surface roughness is less than 50 nm. The surface ten-
ion is 0.072 N/m, the air and liquid densities are 1.25 kg/m 3 and
0 0 0 kg/m 3 respectively and the dynamic viscosities of air and liq-
id are 1.82e −5 Pa.s and 0.001 Pa.s. The flow in both phases is as-
umed to be laminar. Detailed measurements are available for the
quilibrium ( θ s =90 °) as well as static and dynamic advancing and
eceding contact angles. 
.1. Comparison of interFoam and CLSVOF results for orthogonal 
esh 
Solutions were first obtained using a three dimensional Carte-
ian orthogonal mesh. The solution domain is 7.4 x 3.7 x 7.4 mm in
he x, y and z directions respectively. The mesh used for both inter-
oam and CLSVOF is a hexahedral mesh of 100 x 80 x 100 in the
orresponding directions being uniform on the horizontal planes
ut refined near the wall in the vertical direction with the expan-
ion ratio of around 1.02. The ability to use stretched meshes of
his sort is a useful feature of the arbitrary grid formulation used
ere. The mesh resolution near the wall is such that there are re-
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Fig. 13. Volume averaged error of predicted final VOF field for 3D sphere test on successively refined tetrahedral meshes. Results are shown with standard interFoam 
algebraic VOF solver with and without compression as well as CLSVOF. Also shown are lines to indicate the gradient given by first and second order convergence. 
Fig. 14. Average surface normal error VOF field for 3D sphere test on successively refined tetrahedral meshes. Results are shown with standard interFoam algebraic VOF 
solver with and without compression as well as CLSVOF. Also shown are results using the gradient of the VOF field in the CLSVOF solution. 
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m  pectively 5 and 17 cells across the thinnest and the thickest part
f the film when drop attains its maximum diameter at t ∼4 ms.
n situations where the near wall resolution used in the numerical
nalysis differs from the macroscopic length associated with the
pecified contact angle, corrections need to be applied to the con-
act angles that are imposed as the boundary conditions. Afkhamit al. (2009) , for example, have developed a grid dependent cor-
ection procedure based on Cox (1986) analysis that leads to grid
ndependent solutions. Their model allows smaller numerical res-
lution compared to macroscopic scale associated with the appar-
nt contact angle while still significantly large in comparison with
icroscopic scale. However, such a slip model has not been incor-
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Fig. 15. Deformation of a sphere in a 3D vortex field after t = 1 s. Isosurface of LS = 0. Dots represent exact Lagrangian solution. 
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i  porated in the current numerical simulation and hence care must
be taken to use suitable wall proximity grid spacing. The value
chosen is 
= 0.02 mm based on the experimental observations
that give a recommendation for the choice of macroscopic length

/2 ∼ 10 –5 – 10 –4 m ( Legendre and Maglio 2013; Maglio and Leg-
endre 2014 ). This is also consistent with the fine 200 ×200 grid
used in Yokoi et al 2D numerical analysis. They report little
grid sensitivity within 50 ×50 and 200 ×200 mesh size range in
their numerical simulation. In order to investigate the grid depen-
dence here, the solution is also obtained for CLSVOF on a coarser
50 ×50 ×50 grid. For this mesh the domain is 10 ×5 ×10 mm and
the size of the cell in proximity to the wall is a little more than
twice the size for the finer mesh ( 
 ∼ 0.045 mm) but still within
acceptable macroscopic length scale. This leads to 3 and 9 cells
across the thinnest and the thickest section of the film at the max-
imum contact patch time. 
A constant pressure is imposed on the top plane which allows
inflow and outflow. At this boundary a zero gradient is assumed
for VOF and LS. Elsewhere wall boundary conditions are applied
with no-slip condition for velocity and zero gradient for pressure.
The dynamic contact angle model from Yokoi et al, described by
Eq. (20) in Section 3 , was implemented in OpenFOAM and ap-
plied in the simulation. For the coarse mesh a fixed timestep of

t = 1 . 0 × 10 −6 s was used. For the fine mesh both interFoam and
CLSVOF calculations used a fixed time step of 
t = 2 . 5 × 10 −7 s .
Calculations were made on 16 Intel Sandy Bridge 2.0 GHz CPUs and
the total execution time for the interFoam (VOF) calculation was
68 h while that for the CLSVOF solver was 72 h. It is likely that
this increase in time is small due to this problem having a rela-
tively small number of interface cells meaning that the most sig-
nificant cost is the pressure correction solver which is common to
both methods. Cases with a greater degree of stretching may see a
bigger penalty due to the bisection algorithm used for reconstruc-
tion and improved iterative methods may be necessary. The results
confirmed very accurate mass conservation, found by volume inte-
gration of the VOF field, of better than ±0.05% for all models inves-
tigated. This confirms the mass conservative nature of the CLSVOF
implementation used here which would be necessary for practical
automotive EWM applications as discussed in Section 1 . 
In Fig. 16 the experimental time variations in drop shape is
compared with the interFoam and the CLSVOF predictions using
the Yokoi et al contact angle model, as this is derived using data
from this experiment. The surfaces shown are LS = 0 for CLSVOF
and α = 0 . 5 for interFoam. Note that a different choice of α cane made which would change the appearance. A very close agree-
ent between the coarse and fine CLSVOF solutions confirms that
rid used is sufficiently fine. The results presented hereafter are
ased on the fine mesh solution unless otherwise stated. Predic-
ions with both models are in reasonable qualitative agreement
ith the data although CLSVOF results are in closer accord, in par-
icular at 10 ms. As shown in Fig. 17 , interFoam predicts an air
ubble trapped within the drop. Such a feature is not consistent
ith the experimental observation. The air bubble in the inter-
oam result is caused by a dry patch created during the rebound-
ng process due to a lack of resolution of the interface position
lose to the surface. With the CLSVOF prediction there is no indi-
ation of any air bubble trapped within the drop, which shows the
mportance of accurate interface capturing. These results also val-
date the numerical implementation of the CLSVOF method with
he momentum solver and contact angle model boundary condi-
ion. 
In order to provide a quantitative comparison of the results,
he variation of contact patch diameter with time is presented in
ig. 18 . Experimental data and results with interFoam and CLSVOF
olvers are shown together with the theoretical equilibrium diame-
er. Note a very close agreement between the coarse and fine mesh
esults for the CLSVOF confirming once again very little depen-
ence on the grid resolution used. It is clear that with the Yokoi
t al contact angle model both interFoam and CLSVOF give reason-
ble results with both predicting the correct steady state diame-
er. However it can be seen that the CLSVOF results are superior,
iving a very accurate prediction of the initial spreading and re-
eding of the droplet including the peak diameter which the in-
erFoam solver over predicts. CLSVOF also shows a superior pre-
iction of the period approximately 12–18 ms where the contact
atch diameter remains constant. The relative inaccuracy of the in-
erFoam method is likely to be due to two factors. Firstly the am-
iguity in the exact location of the contact patch created by the
eed to choose an arbitrary VOF value to define the surface. Sec-
ndly the greater interface resolution offered by the CLSVOF allows
he contact angle to be resolved more accurately which in turn will
ffect the forces exerted on the droplet. The quality of the results
sing the 50x50x50 grid highlights the advantages of the CLSVOF
ethod. Accurate results are obtained here with CLSVOF, whereas
or the interFoam solver the results are noticeable inferior on the
oarse mesh with neither the peak diameter nor the equilibrium
iameter predicted well due to the poor interface capturing. This
s likely to be a significant benefit if the method is applied to more
M. Dianat et al. / International Journal of Multiphase Flow 91 (2017) 19–38 33 
Fig. 16. Drop shape variation vs. time. From left to right: Exp ( Yokoi et al. 2009 ), CLSVOF coarse mesh, CLSVOF fine mesh, interFoam fine mesh ( α = 0 . 5 isosurface). All 
simulations use Yokoi contact angle model. 
Fig. 17. Contours of VOF through centre of drop with Yokoi contact angle mode at t = 30 ms: CLSVOF solver (left) vs. interFoam solver (right). 
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p  omplex problems such as those encountered with vehicle surface
ows. 
.2. CLSVOF results simulation using ‘O-Ring’ mesh 
As discussed in Section 1 our ultimate motivation for imple-
enting the CLSVOF method in an unstructured, multi-purpose
ode such as OpenFOAM is to allow it to be used for surface liquid
ows with more complex geometry. Highly skewed or distorted
eshes will always lead to less accurate results and so attention
ust still be paid to mesh quality even in unstructured meshes.
herefore having validated CLSVOF performance using an orthogo-
al Cartesian mesh we now attempt to validate its performance on
 block-structured curvilinear ‘o-ring’ type mesh. This type of mesh
s particularly well suited to the 3D representation of an axisym-
etric case such as this. The mesh used is shown in Fig. 19 andonsists of a central block of 70 x 70 elements surrounded by four
locks with 42 elements in the radial direction. A total of 80 rows
n the vertical direction are used leading to approximately 1.3 M el-
ments. The variable time step option was used with global and in-
erface Courant numbers set to 0.2. Similar to the Cartesian orthog-
nal fine mesh, the near wall mesh spacing is 
= 0.02 mm with
he expansion ratio of 1.05. Note that the mesh elements, while
till hexahedral, are no longer cuboid in shape particularly at the
dges of the blocks. Therefore the clipping and capping algorithm
s required to reconstruct the interface location. The boundary con-
itions and other setup parameters were set to be the same as in
he Cartesian case in Section 5.1 . 
Fig. 20 shows the variation with time of the droplet shape pre-
icted by CLSVOF on this mesh. Comparison with Fig. 16 shows
hat the predictions with the o-ring mesh are very similar to those
roduced using the orthogonal mesh. These results show that the
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Fig. 18. Time variation of droplet contact patch diameter with Yokoi contact angle 
model. Top: interFoam algebraic VOF solver vs. CLSVOF, bottom: CLSVOF with coarse 
and fine mesh. Experimental data from Yokoi et al. (2009) . 
 
 
 
 
 
 
 
 
 
Fig. 19. ‘O-Ring’ type mesh used for simulation of impacting droplet, view from 
above (top) and from the side (bottom). Domain diameter is 10 mm and height 
5 mm. 
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p  full CLSVOF method implemented in OpenFOAM, with momentum
coupling and high fluid density ratios, is capable of successfully
producing results on non-Cartesian meshes. The accuracy of the
method using this grid is further confirmed by Fig. 21 which shows
the temporal evolution of contact patch diameter from the o-ring
mesh prediction compared with experimental data. Again we see a
close level of agreement with experiment, confirming that if a suit-
able contact angle model is supplied that the CLSVOF method im-
plemented here is capable of producing accurate results with non-
Cartesian meshes. Fig. 20. Drop shape variation vs. time. Left: experimental ( Yokoi et al. 2009 ), r. Droplet flow over channel with curved edges 
Now that the accuracy of the method has been demonstrated,
ubject to an accurate contact angle model, in this section we
resent results to demonstrate the ability of the CLSVOF method
o simulate free surface flow over curved geometry. Simulations
ave been performed of a water droplet of volume around 53 mm 3 
pproaching a square channel of width 3 mm with curved edges
n a 30 ° slope. This is representative of an exterior water man-
gement feature as might found on a road vehicle. It is an exam-
le of a simulation for which typical fluid film models would notight: CLSVOF LS = 0 using ‘O-Ring’ mesh with Yokoi contact angle model. 
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Fig. 21. Time variation of droplet contact patch diameter using CLSVOF on ‘O-Ring’ mesh with Yokoi contact angle model. Experimental data from Yokoi et al. (2009) . 
Fig. 22. Starting shape and position of droplet on plate for hydrophilic surface (left) and mesh used for the curved channel geometry (right). 
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h  e appropriate; the droplet has dimensions similar to that of the
hannel and velocities normal to wall will be significant making
he assumptions of the thin film model invalid. To predict whether
he droplet leaves the surface at the edge of the channel with film
odels would also require empirical models with prior calibration.
The Cox–Voinov contact angle model of Eq. (14) has been used
ith static contact angles of θs = 135 ◦ and θs = 70 ◦ to represent
eneric hydrophobic and hydrophilic surfaces respectively. For each
ase, drop shape is initialised using spherical cap that matches
rop volume and its static contact angle. To bound the simulation
he channel is of finite width with the side walls of the domain set
o have the same contact properties as the slope. The initial veloc-
ty of the droplet is zero and it subsequently moves under grav-
ty. The mesh used is shown in Fig. 22 together with the starting
hape and position of the droplet for θs = 70 ◦ test case. The near
all cell thickness is 0.03 mm which is similar to that used for the
revious impinging drop test. The total number of cells is 0.56 M
his is an example of a geometry that could not be simulated us-
ng a CLSVOF formulation suitable only for orthogonal meshes. An
o-ring’ mesh has again been employed which allows the curved
dges of the channel to be captured. Fig. 22 shows that this mesh
as led to several areas of significantly non-orthogonal cells where
he iterative clipping and capping algorithm used here for interface
econstruction is required. 
Fig. 23 shows the motion of the drop on two surfaces charac-
erised by two contact angles. The contact angles are used here
o represent the motion of water drops over generic hydropho-
ic and hydrophilic surfaces. This is done to demonstrate the abil-ty of CLSVOF to show the differences in droplet behaviour due
o a change in the surface properties. While the two contact
ngles used do not represent specific surfaces we have seen in
ection 5 that correct droplet dynamics can be predicted if accu-
ate macroscopic contact angle data is available. For comparison
he case was also repeated using the standard interFoam solver
ith the compression velocity active. These results are shown in
ig. 24 where the interface is visualised using VOF = 0.5. 
The channel filling process with the hydrophilic surface is pre-
icted to be slightly different with the interFoam results, which
s visible at 100 ms. However the biggest difference is seen for
he hydrophobic surface where the interFoam solver predicts the
roplet to break into two, unlike with the CLSVOF solver where
t remains intact. This difference can be explained by viewing the
redicted VOF contours through the centre of the drop at 103 ms
n Fig. 25 . Here it can be seen that, while in the CLSVOF results
he interface is kept sharp, the interface in the interFoam simu-
ation has become smeared over several cells. This inaccuracy in
nterface definition will also lead to an inaccuracy in the surface
ension term. The result of this is that the tail of the droplet be-
omes detached in the VOF simulation. Given the increased accu-
acy for both surface location and normal seen in the verification
nd validation tests we can be confident that the CLSVOF result is
howing the more correct result. 
The CLSVOF implementation employed here is seen to be capa-
le of simulating free surface flows on curved geometry and show-
ng the effect of changing surface properties. The droplet on the
ydrophilic surface is seen to approach the channel more slowly
36 M. Dianat et al. / International Journal of Multiphase Flow 91 (2017) 19–38 
Fig. 23. Instantaneous images from CLSVOF simulations of water droplet flowing across a channel with rounded corners: top, hydrophilic surface; bottom, hydrophobic 
surface. 
Fig. 24. Instantaneous images from interFoam simulations of water droplet flowing across a channel with rounded corners: top, hydrophilic surface; bottom, hydrophobic 
surface. 
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Fig. 25. Contour of VOF field from interFoam with compression (left) and CLSVOF results (right) through centre of drop flowing over hydrophobic surface. 
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D  nd then to fill the channel with a small overspill. On the hy-
rophobic surface the droplet approaches more quickly and is able
o clear the channel as an intact droplet. Being able to predict such
hanges would be valuable when designing surface water man-
gement feature. The use of CLSVOF allows for mass conservation
hile still maintaining a sharp interface definition in order to do
his. 
. Conclusions 
The motivation for this work is the desire for a predictive tool
o investigate exterior water management on road vehicles. This
ool is required to have the ability to accurately resolve the sur-
ace of flows such as droplets and rivulets while conserving mass.
t should also be capable of including the effect of water trav-
lling over different surfaces through appropriate models for dy-
amic contact angles. It is also desirable for this to be used with
nstructured meshes for complex geometry and parallel operation
o that it can be used for realistic cases. To this end of the CLSVOF
ethod for use with arbitrary unstructured grids has been imple-
ented into the OpenFOAM CFD suite together with a contact an-
le model. The implementation has been verified using a series
f test cases. The re-initialisation routine for unstructured grids
as been shown to return an initially distorted level-set field to a
igned distance function in the interface vicinity without changing
he interface location. The model has been seen to provide excel-
ent mass conservation for all cases tested in both serial and par-
llel operation. For a 2D vortex test the CLSVOF solver was seen
o give superior results to the standard algebraic VOF solver in-
erFoam on both square and triangular meshes. For the triangu-
ar mesh it was seen that the use of an algebraic VOF solver with
 compression term led to a highly distorted interface, unlike the
LSVOF solver which maintained the shape well. For a convected
phere case the CLSVOF solver was seen to give improved results
or both surface position and particularly normal vectors compared
o interFoam on both hexahedral and tetrahedral meshes. Again
LSVOF was seen to retain a smoother sphere than interFoam with
ompression term which again predicted a locally distorted surface
ith the tetrahedral mesh. 
To validate the full implementation with the momentum solver
he method is compared, using the same mesh for each, to inter-
oam for the experimental case of a droplet impinging onto a solid
urface, which can be taken as representative of the sort of ap-
lication which may be encountered in automotive applications. A
uitable contact angle due to Yokoi et al. (2009) has been imple-
ented for both VOF and LS fields. The CLSVOF method is able
o show better agreement than interFoam with experiment for theariation of contact patch diameter. This is due to the unambigu-
us interface location provided by the zero level-set iso-surface
nd the better resolution of the contact angle at the surface. The
nterFoam method is also seen to develop a trapped air bubble in
he drop which is not seen in experiment or in the CLSVOF re-
ults. The CLSVOF method is furthermore shown to give accurate
esults on both Cartesian and a non-Cartesian ‘O-Ring’ type mesh.
hen the Yokoi model, which is derived by fitting a curve to data
or Capillary number and macroscopic contact angle from the same
xperiment, is used excellent agreement is observed with experi-
ent. This is encouraging as it suggests correct dynamic behaviour
f water on a vehicles surface can be predicted if suitable data
or macroscopic contact angle is available. It is, therefore, impor-
ant that such data be obtained experimentally for relevant vehi-
le surfaces. The validated method has then been applied to wa-
er droplets flowing over a drainage channel with rounded edges.
his is an example of a case that requires a 3D interface resolving
ethod using a non-orthogonal mesh formulation and is a demon-
tration of the type of real world application that this method can
e used for in future work. 
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