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ABSTRACT 
In this paper we present a methodological framework for 
the study of musical emotions, incorporating psycho-
physiological experiments and modelling techniques for 
data analysis. Our focus is restricted to the body implica-
tions as a possible source of information about the emo-
tional experience, and responsible to certain levels of emo-
tional engagement in music. We present and apply the use 
of spatiotemporal connectionist models, as a modelling 
technique. Simulation results using a simple recurrent net-
work, demonstrate that our connectionist approach leads to 
a better fit of the simulated process, compared with previ-
ous models. We demonstrate that a spatiotemporal connec-
tionist model trained on music and emotional rating data is 
capable of generalizing the level of arousal in response to 
novel music input. The model is also capable of identifying 
the main variables responsible for such an emotional rating 
behaviour. 
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INTRODUCTION 
As others (Panksepp & Bernatzky, 2002; Clynes, 1978) we 
believe that formal relationships between music psychoa-
coustic variables, body and brain dynamics exist. These 
embodiment factors are in part responsible for the emotion-
al engagement in music. Without ignoring other processes 
involved in emotion induction through music (e.g. apprais-
al, memory), our focus is restricted to the body implications 
as a possible source of information about the emotional 
experience (e.g. proprioceptive feedback). Specifically we 
want to understand the relation between bodily arousal and 
emotional measurements, though requiring the use of both 
physiological and self-report frameworks.  
In section ‘Emotion’ we discuss the physiological implica-
tions in the emotional experience, and we present our per-
spective. In the section ‘Emotional Experience with Mu-
sic’, we refer to musical emotions and some of its promi-
nent issues. Although the process that translates sounds into 
neural messages is nowadays quite well understood, several 
are the implications for the brain and the body during music 
listening that might be related with the emotion experience 
(Koelsch & Siebel, 2005). As in emotion experience, 
measurable effects are detectable on physiology (e.g. Iwa-
naga & Tsukamoto, 1997; Krumhansl, 1997), and brain 
dynamics (e.g. Patel & Balaban, 2000; Blood & Zatorre, 
2001), during music listening. Clinical studies and music 
therapy  explore the capacity of music to affect psychologi-
cal and physiological states. They present evidence of help-
ing patients with psycho-physiological symptoms, as in 
autism or Parkinson disease..  
We intend to model the temporal dynamics of music psy-
choacoustics, emotional ratings, and physiological states, in 
order to study the possible relations between them.  
Through an analysis of previous models, we will propose 
the use of spatiotemporal neural networks (Kremer, 2001), 
as a modelling technique. Their properties are discussed in 
the section ‘Connectionist Models’. Finally, in section 
‘Case Study’, we present a set of simulations and results 
using an Elman network (Elman, 1990), and we use these 
to discuss the theoretical framework proposed and the fu-
ture modelling work. 
EMOTION 
Charles Darwin, William James, Walter Cannon, Wilhelm 
Wundt, Susanne Langer, among others, introduced great 
developments in the study of emotions, and are still consid-
ered as reference points for many emotions theorists. Alt-
hough much discussion exists around the mechanisms of 
emotion, current research generally accepts that emotions 
can be described as a multi-modal mechanism, with several 
processes involved including appraisal, basic emotions, 
physiological responses, and subjective feeling states 
(Panksepp, 2001; Damasio, 2000; Scherer, 1984; Dolan, 
2002). 
It is important to stress that emotions differ in important 
aspects from other psychological processes. For instance, 
emotion is an embodied experience with specific behav-
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ioural patterns (facial expressions, autonomic arousal, etc.); 
it is less susceptible to our control and also expressed at the 
unconscious level (Damasio, 2000; Ekman, 1973); has the 
capacity to affect other cognitive processes (e.g. decision 
making), though not confined to the old sub-cortical struc-
tures in our brains (Damasio, 2000). For a review on these 
issues refer to Dolan (2002) and Panksepp (2001).  For the 
interests of this article we focus on the implications of the 
body as a source of information or elicitation of the emo-
tional experience. 
Emotion as Arousal 
The autonomic nervous system (ANS) regulates the body 
and its readiness for action. The correspondent physiologi-
cal variations are referred as changes in arousal. The result-
ant patterns, as seen in the previous section, can elicit emo-
tional states or experiences by interacting with the brain. 
Regarding specifically the role of physiological responses 
on the emotional experience and elicitation (and the inter-
action with the brain), there have been several models pro-
posed. As discussed in Philippot, Chapelle, & Blairy (2002) 
paper on current research on the role of the body in the 
emotional experience, three main models of emotion can be 
distinguished. They identify (i) the “undifferentiated 
arousal model”, (ii) the “cognitive appraisal model”, and 
(iii) the “central network model”. 
The main idea behind the first model (Reisenzein, 1983; 
Schachter, 1964) is that body responses increase with emo-
tional intensity, but their pattern is not differentiated across 
the different emotional states. One practical prediction of 
this model is that the perception of the emotional intensity 
can be influenced by the arousal intensity. The main find-
ing of this research has been the fact that after the exposure 
to an arousing stimulus, the following emotional feeling 
state is intensified. This phenomenon is called “activation 
transfer” (Zillmann, 1983).  The second model focuses on 
the body changes as a function of cognitive appraisal pro-
cesses (Scherer, 1984), or action readiness (Frijda, 1986). 
In this line of research, the patterns of body changes are the 
combined result of the several cognitive appraisal compo-
nents. The fact that the body itself might generate emotion-
al states is quite marginalized in this model.  This line of 
research has already been the one that we followed in our 
previous work (Coutinho, Miranda, & Cangelosi, 2005). It 
comprises several mechanisms of emotion induction, by 
considering all processes as part of a whole body/mind in-
teractive system. Finally, from the third model perspective, 
emotions share different neural and cognitive mechanisms 
and pathways, and their pattern of interaction defines the 
emotional nature. In short, the patterns of body changes are 
differentiable across emotions. The activation of the body 
with a pattern related with a specific emotion will, in cer-
tain conditions, elicit that emotion (the peripheral feed-
back). This last process is automatic at an implicit level 
(Damasio, 1994). 
In summary, the underlying idea common to all these 
mechanisms is that a specific emotion can be elicited by 
creating specific body state patterns (by manipulating the 
body), even outside the awareness of the individual. An 
event (appraised via cortical or subcortical routes) elicits 
physiological changes that facilitate action and expressive 
behaviour. These changes are accompanied by, and con-
tribute to, an affective feeling state. Motoric and visceral 
feedback can contribute to the intensity and valence of an 
emotional experience: consciously or subconsciously, indi-
viduals use their body state as a clue as to the valence and 
intensity of the emotion they feel (Damasio, 1994; Dama-
sio, 2000). 
Peripheral feedback 
In some very interesting experiments, Philippot et al. 
(2002) tried to find empirical evidence of emotion experi-
ence through physiological induction. To achieve such a 
task “physiological state should be manipulated, not in in-
tensity but in quality, in order to observe the impact of such 
manipulations on the nature rather than the intensity of 
feeling states. Further, it should be established whether this 
effect occurs without individuals explicitly using body state 
as a source of information to determine their emotional 
feeling state” (Phillippot et al., 2002, p. 6). Respiration is 
the variable used, since it is considered appropriate for the 
study aims, as breathing is both under voluntary and auto-
matic control. There is also empirical evidence pointing to 
the fact that respiratory patterns are associated with positive 
and negative feelings, and it is well known that respiration 
affects many other physiological responses like skin con-
ductance or cardio-vascular changes, and that it is related 
with anxiety states. 
The first experiment in Philippot et al. (2002) indicates that 
people experience respiratory changes that are subjectively 
differentiated across different types of emotions. Experi-
ment 2 showed that differentiated emotional feeling states 
were induced by respiration manipulations without partici-
pants’ awareness of the process.  Philippot et al.  claim that 
this is the first demonstration that the alteration of respira-
tion is sufficient to induce emotion. Concluding, peripheral 
feedback can, at least in part, modulate the quality of emo-
tional feelings, and this can be achieved without the person 
awareness of the process.   
EMOTIONAL EXPERIENCE WITH MUSIC 
Current research supports the hypothesis that music percep-
tion is a distributed process within the brain and is involved 
in an interactive spatiotemporal system of different neural 
networks (Zatorre, 2005; Koelsch, Fritz, Cramon, Müller, 
& Friederici, 2006), including even networks specialized 
for other processes (e.g. emotion, memory, language).  
Music and brain dynamics 
Experimental evidence suggests the participation of both 
hemispheres in music perception (Wieser, 2003), although 
it is possible to observe some interesting specializations. 
For instance the left hemisphere seems to be related to per-
ception of timing and rhythm, while the right hemisphere 
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specializes in pitch and timbre perception. Along with the 
spatiotemporal patterns of neural activity presented to the 
primary auditory system, the brain engages in other pro-
cesses, for instance in the motor system (Thaut, Kenyon, 
Schauer, & McIntosh, 1999), language (Patel, 2003), emo-
tion and reward related areas (Blood et al., 2001; Blood et 
al., 1999). 
Some researchers (Panksepp, 2001; Clynes, 1978; Janata & 
Grafton, 2003) suggest that music derives its affective 
power from dynamic aspects of the brain systems. These 
usually control emotional processes and are distinct, but 
interacting, with cognitive processes. This hypothesis fol-
lows Susanne Langer’s ideas about the existence of shared 
properties in patterns of physical or mental states, emotion, 
and music. Support for these ideas comes from research 
with brain damage patients. This shows that the emotional 
appreciation of music can be maintained even in the pres-
ence of severe perceptual and memorization deficits, 
though reinforcing the idea that sub-cortical mediation is 
involved in “emotional judgments” (Blood et al., 1999; 
2001). 
Due to these interactions certain basic mechanisms related 
to motivation/emotion in the brain can be elicited by music. 
This gives rise to the changes in the body and brain dynam-
ics, and to the interference with ongoing mental and bodily 
processes (Panksepp et al., 2002; Patel et al., 2000). This 
multi-modal integration of musical and non-musical infor-
mation might take place in the brain (Koelsh, 2005), open-
ing a window for associations between the role of the body 
and the emotional experience during music listening. This 
indicates the existence of a possible relationship in the dy-
namics of musical emotion and the cognition of musical 
structure. 
Music and body dynamics 
Another quantifiable aspect of emotional responses to mu-
sic is its effect on hormone levels in the body (Brownley, 
McMurray, & Hackney, 1995). There is evidence that mu-
sic can lower levels of cortisol (associated with arousal and 
stress), and raise levels of melatonin (which can induce 
sleep). It can also cause the release of endorphins (Van der 
Ark & Ely, 1993), and can therefore help relieve pain. 
Krumhansl (1997), reports that sad excerpts are related to 
large changes in heart rate, blood pressure, skin conduct-
ance, and temperature, while fear excerpts are related with 
changes in the rate and amplitude of the blood flow. Happy 
ratings were associated with changes in respiration meas-
urements. Although the correlation is fairly low and varia-
ble across individuals, some physiological changes related 
to musically induced emotions were found (Krumhansl, 
2002). 
In physiology, arousal is the term to define the body's read-
iness for action. Increased arousal is associated with in-
creased heart rate, increased body temperature, increased 
respiration rate (increased oxygen consumption), and many 
other physiological changes. From a neurological perspec-
tive, increased arousal is associated with the release of 
adrenaline and noradrenaline, affecting for instance the 
amygdala. As a reference, the amygdala, deep in the limbic 
system, can influence cortical areas via feedback from pro-
prioceptive, visceral or hormonal signals, via projections to 
various networks. In summary, hormones secreted in the 
body affect bodily processes (e.g. cardiovascular, muscular 
and immune systems) and the brain as well. Music can in-
teract with both. 
Peripheral feedback and Music 
Nicola Dibben (2004) conducted a study to analyze the role 
of peripheral feedback in emotional experience with music. 
In a first experiment she tries to discover whether arousal 
causes intensification of emotional feeling when listening 
to music, comparing with the emotion thought to be express 
by the excerpt. Then she analyzes how the valence and 
arousal character of the music might mediate that process. 
Pulse rate was used as measure of arousal. To differentiate 
further variables, a second experiment was carried out to 
study the effect of the physiological arousal on emotion. It 
also looked at the origin of this effect, whether it was due 
to peripheral feedback or due to mood changes associated 
with the experiment. From the analysis of both experiments 
Dibben (2004) concludes that increased arousal influences 
listeners’ experiences of emotion.  Experiment 1 showed 
that increased physiological arousal intensified the domi-
nant valence of emotions felt when listening to music, but 
not the arousal dimension of their emotional ratings. Exper-
iment 2 indicated that if music has a positive valence, posi-
tive emotions feelings and thought are intensified more 
clearly than with negative dimension. Overall these results 
show that arousal intensifies the dominant valence response 
(in this case to music).  
Measuring musical emotions  
The findings presented above are particularly interesting as 
they demonstrate that the perception of the body state can 
be the source of experienced emotional feeling in music. 
From another perspective, the fact that the body state was 
manipulated shows that the source of the emotional arousal 
can be misattributed (in the above experiments they were 
attributed to music). This is consistent with the fact that 
listeners explore the environment to find clues for the type 
of emotion expressed by music, especially when it is not 
evident or complex (Juslin & Sloboda, 2001). Peripheral 
feedback may then be one of the sources used to classify 
that emotional experience.  
Scherer (2004) posits some important questions on the 
study of musical emotions, mainly issue related to experi-
mental frameworks. He suggests a combined methodology 
for the study of feelings induced by music integrating their 
cognitive and physiological effects. Frameworks to meas-
ure emotional experiences include discrete models (e.g. 
lists basic emotions: Ekman, 1999; Plutchik, 1991), eclectic 
approaches (e.g. Scherer, 2004), and dimensional models 
(e.g. Russell, 1989).  In this article we focus on the last 
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model, due to the temporal dynamics approach to emotion, 
as outlined earlier. For a discussion about the different 
methodologies, refer to Scherer (2004) and Schubert 
(1999). 
The dimensional approach: arousal and valence 
Wundt’s (1897) initial dimensional model of emotion sug-
gested the division of the emotion into three dimensions of 
feeling: pleasantness-unpleasantness, rest-activation, and 
tension-relaxation. This classification can be simplified 
using the two-dimensional space of arousal and valence. 
Both can be defined as subjective experiences (Russell, 
1989). Arousal corresponds to a subjective state of feeling 
activated or deactivated (bodily activation); valence stands 
for a subjective feeling of pleasantness or unpleasantness 
(hedonic value). The conscious affective experience may be 
associated with a tendency to attend to the internal sensa-
tions associated with an affective experience, both of acti-
vation and of hedonic impact (Feldman, 1995).   
Among the advantages of this model we can consider the 
simplicity (also for the experiment participants), and good 
reliability (Scherer, 2004). More recently Schubert (1999) 
has applied this concept to music creating the two dimen-
sional EmotionSpace experimental software. While listen-
ing to music, participants were asked to continuously rate 
the emotion thought to be expressed by music. Each rating 
would correspond to a point in on the arousal/valence di-
mensional space. 
Continuous measurements 
Another important issue in music and emotion research 
regards the experimental methodology used to define the 
music stimulus. As pointed out by Schubert (2004), two 
main perspectives have been chosen for music stimulus in 
experiments: (i) the atomistic approach, based on the use of 
short auditory stimulus specifically produced for certain 
experiments, and (ii) the ecologically valid approach based 
on the use of “real” music.  This idea of continuous meas-
urements is consistent with the fact that music unfolds on 
time, since both body and brain engage in temporal pro-
cesses by interacting with the musical cues. In line with 
Scherer (2004), this supports a framework to complement 
the study of the temporal dynamics of both physiological 
and brain processes, during music listening.. For example, 
rhythm and beat affect body rhythms and motor dynamics 
(e.g. Byers, 1976). A change in respiration rate due to mu-
sical rhythm, through the cardiovascular function, could 
affect several neurophysiologic systems (Boiten, Frijda, & 
Wientjes, 1994). This process is very similar to an emotion-
induced arousal changes, in this case elicited by music. 
We support the second approach based on ecological stimu-
li and continuous measurements. This is because continu-
ous measurements of both music and emotion temporal 
dynamics better represent non linear relationships between 
body, music and emotions (Schubert, 1999). In the follow-
ing part we will focus on a modelling techniques proposed 
to analyze the results from the framework suggested here. 
SPATIOTEMPORAL MODELS 
Several researchers (e.g. Gabrielsson & Lindström, 2001) 
agree on the point that the way musical elements are orga-
nized in time by the composer can evoke emotional re-
sponses in the listener.  Parameters such as mood, physio-
logical state, cultural background, and preferences of the 
listener influence this process. Other variables include per-
formance style (Juslin, 2001) and musical style. This litera-
ture implies the existence of a causal, underlying relation-
ship between musical features and emotional response. 
Hevner (1936) produced the first comprehensive work that 
attempted a systematic explanation of the relationship be-
tween musical features and perceived emotion (For a de-
tailed review, see Gabrielsson & Lindström, 2001). This 
line of research found interesting relations between musical 
variables and elicited emotional states. However, the hy-
potheses proposed are not conclusive, especially due to the 
complexity of the psychoacoustic properties of music in-
volved, and their linear and non-linear relations. We will 
now focus on the contribution of mathematical and compu-
tational modelling techniques for understanding the rela-
tionship between music elements and evoked emotions. In 
particular, we support the use of spatiotemporal models, i.e. 
approaches where the model at the same time includes a 
temporal dimension (e.g. musical sequences and continuous 
emotional ratings) and a spatial component (e.g. the parallel 
contribution of various music and psychoacoustic factors).  
Previous models 
Schubert (1999) and Korhonen (2004) were the first to 
study the interaction between music psychoacoustics and 
emotion ratings. They focus on the relationship between 
musical/psychoacoustic variables and emotional ratings 
using the continuous response methodology. Schubert pro-
poses a methodology based on the use of combinations of 
time series analysis techniques (e.g. linear regression) to 
analyze the data and to model such process. Korhonen 
(2004) proposes the use of the System Identification tech-
nique (Ljung, 1999).  Both authors focus on the issues of 
the complexity of the data and their possible nonlinear rela-
tionships. Schubert monitors melodic pitch, tempo, loud-
ness, timbral sharpness, and texture. Then he applies first 
order autoregressive adjustments for serial correlation, 
building a regression model of emotional ratings and se-
lected musical features. The extension of the model to a 
non-linear space with other possible sources of analysis is 
also suggested. As it will be discussed below, neural net-
works provide such an extension. 
Korhonen (2004) extends the music features space and the 
musical repertoire. The experimental setup is similar to 
Schubert’s one, and the modelling techniques consider the 
increased complexity of the data and generalization proper-
ties. The System Identification technique was chosen as it 
can model time-varying patterns, and it offers generaliza-
tion properties.  Again, for future work, the use of non-
linear models is suggested, with more generalization prop-
erties. Schubert highlights also the problem correlation 
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between psychoacoustic variables, suggesting the identifi-
cation of spatial patterns, along with temporal. 
Spatiotemporal connectionist models 
The study of the interaction between musical features and 
emotion ratings requires models that are capable of identi-
fying spatiotemporal relationships among the data both in 
individual temporal patterns and in musical spatial (e.g. 
psychoacoustic) features correlations. This constitutes a 
complex dynamical system to which we can add generali-
zation capabilities. Spatiotemporal connectionist models 
(Kremer, 2001) are an ideal methodology to investigate the 
dynamic spatiotemporal relationship in music and emotion.. 
Connectionist models (based on artificial neural networks) 
are computational paradigms inspired by the highly com-
plex, nonlinear, and parallel information processing that 
occurs in the brain. A spatiotemporal connectionist net-
works can be defined as “a parallel distributed information 
processing structure that is capable of dealing with input 
data presented across time as well as space” (Kremer, 2001, 
pp. 2). There are several approaches to develop algorithms 
that achieve such a task, focusing on the dynamical pro-
cessing of temporal patterns across a distributed system. 
Neural networks have been extensively used in computer 
music research (e.g. Todd & Loy, 1991; Martins & Miran-
da, 2006)  
Neural Networks and Time: Elman networks 
Neural networks that have to process time-based tasks, 
such as time series forecasting, often make use of recurrent 
connections to endow the network with a kind of dynamic 
memory. This way, the network can detect not only static 
patterns (not changing in time), but also add another di-
mension, containing temporal related information. Various 
proposals and architectures can be found in literature for 
time-based neural networks (see Kremer 2001 for a re-
view). In this work we have selected Elman network 
(Elman, 1990), also called Simple Recurrent Network 
(SRN). 
An Elman Neural Network (ENN) is based on the basic 
feed-forward architecture (multi-layer perceptron) with an 
additional layer called “context” or “memory” layer. The 
units in this layer receive a copy of the previous internal 
state of the hidden layer. They are connected back to the 
same hidden layer, through adjustable (learning) weights.  
These units endow the network with a dynamic memory, 
achieved through recursive access to past information. The 
basic functional assumption is that the next element in a 
time-series sequence can be predicted by accessing the pre-
vious hidden state of the system. This network has been 
extensively applied in areas such as language (e.g. Elman, 
1990) and financial forecasting systems (e.g. Giles, Law-
rence, & Tsoi, 2001), among others. 
We have chosen an ENN because it allows the simulation 
of a task in which the input time series consists of a music 
piece, and the output a rating of emotional state (e.g. arous-
al). Moreover, Elman networks have very good generaliza-
tion capabilities. 
 
Figure 1. Neural network architecture (ENN). 
CASE STUDY 
Our work consists on the simulation modelling of Korho-
nen’s (2004) experimental data. He used 6 pieces of classi-
cal music1 for his experiments. Volunteers used a continu-
ous arousal and valence scales (with a sample rate of 1s), to 
rate the emotion thought to be expressed by the music. We 
use the same 18 psychoacoustic variables chosen by 
Korhonen to encode the musical input to the system, and, 
for the purpose of this preliminary analysis of the model,  
as output, we selected only the  arousal ratings (the focus of 
this preliminary analysis of the model). Music 1 to 5 are 
used to train the system, while Music 6 is used to test the 
generalization response to novel stimuli.      
The music input stimuli were encoded into 18 psychoa-
coustic variables, clustered into 7 major groups: dynamics 
(loudness), mean pitch (centroid), pitch variation (contour), 
timbre, harmony (western consonance/dissonance), tempo, 
and texture (no. instruments playing). These correspond to 
the inputs of the ENN, while the single output refers to 
arousal. This way we are trying to find the relations be-
tween music and emotion appraisal, assuming the last one 
as a non-linear function of the former. The network archi-
tecture and its specifications are shown in Fig. 1. 
Methodology and Simulations 
We carried out two sets of simulations to evaluate the con-
nectionist framework proposed here, and to be able to com-
pare it with the other referenced models.  Experiment 1 
focuses on a quantitative analysis of the model performance 
in learning (training data) and generalizing (validation data) 
the musical temporal sequences, and relating them with 
emotional appraisals. Experiment 2 consists in evaluating 
                                                                  
1 Music 1 - Concierto de Aranjuez – Adagio (Rodrigo) 
  Music 2 - Fanfare for the Common Man (Copland) 
  Music 3 - Moonlight Sonata – Adagio Sostenuto (Beethoven) 
  Music 4 - Peer Gynt – Morning (Grieg) 
  Music 5 - Pizzicato Polka (Strauss) 
  Music 6 - Piano Concerto No. 1 – Allegro Maestoso (Liszt) 
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the relative contribution of each individual group of psy-
choacoustic music variables to arousal dynamics, in order 
to find relationships between them. For all experiments we 
present the results of 5 representative replications, each 
corresponding to the training of an ENN with different ran-
domly initialized weights.  In Experiment 1 we train we 
trained the ENN with Music 1 to 5, and we calculate the 
errors for the train data and for the novel data of Music 6 
(see Table 1 and Fig. 2). Then, in Experiment 2, we re-
moved the input values of each individual psychoacoustic 
group from the network, in a set of 7 simulations (see Table 
1 and Fig. 2). This allowed us to analyze the influence of 
each individual psychoacoustic lag on the output predic-
tion, therefore identifying their contribution to the arousal 
rating. All simulations were run for 2000 epochs (803 train-
ing sweeps per epoch, i.e. the combined total length of the 
5 training music pieces), with a learning rate of 0.01 and 
momentum of 0. The context layer was reset every 20 train-
ing sweeps (corresponding to 20s of music). 
Results 
The network learning errors are calculated using the Root 
Mean Square (RMS) error. This measure gives us an indi-
cation on how well the network is capable of representing 
the desired output. We then can calculate the squared mul-
tiple correlation coefficient R2 (or fit), as in Eq. 1, where N 
corresponds to the length of the time series, and y(t) to the 
ideal arousal value at the output (the train target at time t). 
This measure allows us to discuss the amount of output 
variation that it is explained by the model, and to compare 
it with the performance of Schubert’s and Korhonen’s 
models. The average training and generalization errors of 
experiment 1 are presented in the first column (All varia-
bles) of Fig. 2. The individual errors for the simulations of 
Experiment 2 correspond to the other columns in the histo-
gram of Fig. 2. 
From Table 1, we can see the significantly improved per-
formance of the ENN model (R2 values of 97% and 98%) 
compared with the other two approaches (R2 values below 
90%). This supports the validity of the spatiotemporal con-
nectionist model. Another important result is the capability 
of the network to generalize to new novel music input, as it 
is the case with Music 6. Similar high performance to that 
of the training was obtained for the validation tests. This 
indicates that the neural network was able to infer the un-
derlying dynamics for rating the arousal level produced by 
the music input.  
(Equation 1)                    
            
Table 1. Experiment 1 (all variables in input): Training 
error and correlation coefficient in the ENN and 
Korhonen’s (2004) and Schubert’s (1999) models.  
Music Average RMS 
R2 
 Exp. 1 
R2 
Korhonen 
R2 
Schubert 
Train data 
1 0.069 98 90 57 
2 0.075 97 -170 n. a. 
3 0.058 98 25 n. a. 
4 0.097 96 66 67 
5 0.060 98 65 36 
6 n. a. n. a. 86.5 n. a. 
Novel data 
6 0.092 97 n. a. n. a. 
 
 
Figure 2. Experiment 2: train and test average RMS and 
standard errors. 
Another analysis is reported in Fig. 2. As presented before 
we wanted to understand to which extent specific musical 
variables might be closely related with emotional judg-
ments. For this we conducted individual analysis for each 
musical variable group. The histogram  shows 3 cases of 
relevant error increase when removing these specific psy-
choacoustic groups: dynamics (loudness), timbre, and har-
mony. The significant drop in performance (i.e. error in-
crease) indicates the stronger correlation between these 
variables and arousal ratings, suggesting their close relat-
edness for the repertoire and population used. This result 
agrees with research in music and emotion, as extensively 
reviewed by Schubert (1999). In his work he reports the 
strong relationship between arousal and loudness, as well 
with tempo. Here we report that timbre as well as loudness 
and harmony, can explain great part of the variations in 
arousal ratings. Texture and tempo didn’t have a relevant 
impact on the process; also mean pitch and melody contour 
do not seem to affect the model performance. Nevertheless 
our results support and extend Schubert thesis. We will 
apply more extensive methodologies to analyze their tem-
poral dynamics, variables correlations, and their relation 
with musical context. 
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SUMMARY AND DEVELOPMENTS 
In this paper we presented a methodological framework for 
the study of musical emotions, incorporating psycho-
physiological experiments and modelling techniques for 
data analysis. Then our focus is restricted to the body im-
plications as a possible source of information about the 
emotional experience, and responsible to certain levels of 
emotional engagement in music. Along with this, we pre-
sented a framework to model the temporal dynamics of 
music psychoacoustics, emotional ratings, and physiologi-
cal states, in order to study the possible relations between 
them, through an analysis of previous models. We present 
and apply the use of spatiotemporal connectionist models, 
as a modelling technique. 
Preliminary results using a simple recurrent network, im-
prove previous models results. Moreover they open an in-
teresting window for temporal dynamical analysis of a non-
linear system, as it seems to be the case of our investiga-
tion. In summary we demonstrated that a spatiotemporal 
connectionist model trained on music and emotional rating 
data is capable of generalizing the level of arousal in re-
sponse to novel music input. The model is also capable of 
identifying the main variables responsible for such an emo-
tional rating behaviour. 
The next steps include a complete analysis of the data and 
improvement of the model. Along with that we are working 
on the psycho-physiological framework to establish a set of 
experiments, exploring also new techniques. We intend to 
explore the framework proposed in order to obtain better 
experimental setups. It is interesting to analyze to what 
extent this can be also applied to a more diverse musical 
scenario. One of the difficulties relies on colinearity of mu-
sical stimuli, affecting the model capability to represent the 
desired process. Namely the case of tempo is one of the 
evident facts in this article, since apparently no relevant 
quantitative correlations were found with emotional ratings. 
We believe that this can be related with both with represen-
tation or variables co-linearity issues. Nevertheless an ex-
tensive analysis is required to find if effectively this and 
other variables are correlated with the emotional reports in 
this experiment. Another important issue is the music rep-
resentation, since the transformation for the neural network 
inputs may also introduce some problems. Current devel-
opments include strategies to solve both the problem of 
music stimuli and their diversity of contents and contexts 
(allowing individual and mutual correlation analysis), and 
the music representation. These issues are extremely rele-
vant to endow our framework with a reliable basis to con-
clude about the influence of music on emotional ratings, in 
a more “universal” basis. Finally, valence will also be 
modelled, although some preliminary analysis has shown 
this to be a more difficult task to achieve. We believe that 
physiological measurements will highlight and facilitate 
this process, helping to detect and ground important effects. 
Another possibility after the complete analysis is to use 
different dimensions for the emotional ratings.  
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