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Abstract
Given a pair of matrices (A,B) ∈ Rn×n × Rn×m with coefficients in a commutative ring
we study the problem of finding a matrix F such that A+ BF becomes invertible.
We point out some relations between the problem of finding feedback inverses of A modulo
B and the pole-shifting problem for the pair (A,B). In fact we give feedback invertibility re-
sults over a well known large class of rings related with the pole-shifting: the class of PA rings.
On the other hand we also give a pointwise-global characterization. The ring R of rational
integers and the coordinate ring of the real unit circle R[x, y]/(x2 + y2 − 1) are studied in
some detail. Finally the problem of derivative feedback standardization of generalized linear
systems is reviewed as a particular case.
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1. Introduction
Let R be a commutative ring with unit element. We say that matrix A ∈ Rn×n is
feedback invertible modulo B ∈ Rn×m if there exists a matrix F ∈ Rm×n such that
A+ BF is invertible.
An important property of the feedback invertibility is that it remains stable un-
der change of basis in Rn; that is to say, if A is feedback invertible modulo B and
P ∈ Rn×n is invertible then matrix P−1AP is feedback invertible modulo P−1B (if
A+ BF is invertible then P−1AP + P−1B(FP ) = P−1(A+ BF)P is invertible).
In fact, it is not difficult to prove that feedback invertibility remains stable under the
action of the full feedback group (change of basis in Rn, change of basis in Rm and
linear feedback actions Rm → Rn).
Thus if R were a field then we could study the existence of feedback inverses
(feedback invertibility) ofAmoduloB by using Kalman’s Decomposition [7, Lemma
3.3.3] of system (A,B). This motivates our work in the general case of commutative
rings.
The paper is organized as follows. In Section 2 we give some results that re-
late the feedback invertibility of a square matrix A modulo B with reachability and
pole-assignability properties of the linear system (A,B).
Section 3 is devoted to find criteria to assure the feedback invertibility of A mod-
ulo B. If the invariant R-module
Coker(B,AB, . . . , An−1B) = Rn/Im(B,AB, . . . , An−1B)
is projective then the natural decomposition
Rn ∼= Im(B,AB, . . . , An−1B)⊕ Coker(B,AB, . . . , An−1B)
gives the criterion. If Coker(B,AB, . . . , An−1B) is also free then the criterion will
be reduced to check that some matrix is invertible. This is, obviously, the case of
coefficients in a field R = k.
Section 4 deals with the pointwise study of the problem. This approach is useful
in the case of the R-module Coker(B,AB, . . . , An−1B) is projective but is not free.
In Section 5 we give some examples when R = Z is the ring of integers and when
R = S1R = R[x, y]/(x2 + y2 − 1) is the coordinate ring of the real unit circle. An
application to the derivative feedback standardization of generalized linear systems
is also given.
Finally we would like to note that block-matrices and matrices of linear maps are
used in the paper and denoted with parenthesis while (usual) matrices with entries in
R are denoted with brackets.
2. Pole-shifting
Let  = (A,B) ∈ Rn×n × Rn×m be an m-input linear system over Rn. System 
is called pole-assignable if given λ1, . . . , λn elements of R there exists a feedback
matrix F ∈ Rm×n such that the characteristic polynomial of A+ BF is
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χ(A+ BF) = (z− λ1) · · · (z− λn).
Note that if system  = (A,B) is pole-assignable then there exists a matrix F such
that A+ BF is invertible (take all λ’s to be 1). Thus the following result is straight-
forward.
Proposition 1. If system (A,B) is pole-assignable then matrix A is feedback in-
vertible modulo B.
On the other hand it is known ([1, Theorem 3.1] or [2, Lemma 2.1]) that if system
 = (A,B) is pole-assignable then  is reachable; that is the reachability linear map
given by the (m · n)× n block matrix
A ∗ B = (B,AB, . . . , An−1B)
is onto. The converse is true for single input (m = 1) linear systems ([1, Theorem
3.2] or [2, p. 114]). Consequently we have the following result.
Proposition 2. Let  = (A, b) ∈ Rn×n × Rn×1 be a single input system. If  is
reachable then matrix A is feedback invertible modulo b.
The above result cannot be extended to multi-input (m > 1) systems when R is an
arbitrary ring because reachability does not imply pole-assignability in general (see
[2]). The ring R is said to be a PA-ring if each reachable system is pole-assignable.
Thus the following result is straightforward.
Proposition 3. Let R be a PA-ring. If system  = (A,B) is reachable then the
matrix A is feedback invertible modulo B.
The class of PA-rings contains fields, local rings, principal ideal domains, Dede-
kind rings and rings of dimension 0 or 1. The interested reader can see [1–3,8] as
references for the study of PA-rings.
3. The invariant
Let  = (A,B) ∈ Rn×n × Rn×m be an m-input non-reachable system over Rn.
If R were a field we could study system , by Kalman’s decomposition, as two
subsystems (a reachable subsystem together with a subsystem with zero control).
Our goal in this section is to find a Kalman-like decomposition. We need to point out
some facts in order to give our main result:
First note that, by the Cayley–Hamilton Theorem, the R-module Im(A ∗ B) is
A-invariant; that is
A(Im(A ∗ B)) ⊆ Im(A ∗ B).
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Thus the quotient linear map
A¯: Rn/Im(A ∗ B)→ Rn/Im(A ∗ B)
x + Im(A ∗ B)→ Ax + Im(A ∗ B)
is well defined.
The R-module Coker(A ∗ B) = Rn/Im(A ∗ B) is finitely presented because it
satisfies the natural exact sequence (finite presentation)
Rmn
A∗B→ Rn → Coker(A ∗ B)→ 0.
Thus Coker(A ∗ B) is projective if and only if ([6, Section IV.E]) for each j  0, the
j th determinantal ideal of the matrix A ∗ B (i.e. the ideal Uj (A ∗ B) generated by
all j × j minors of the matrix A ∗ B) is generated by an idempotent e of R.
A commutative ring R is connected if its idempotents are either 0 or 1. Two easy
examples of connected rings are domains and local rings. If R is a connected ring
then every finitely generated projective R-module has constant rank ([6, Corollary
IV.28]).
For projective R-modules of constant rank there is a theory of the determinant
that generalizes the standard one for free modules (see [6, Chapter V]). In this case
the characteristic polynomial of an endomorphism of a finitely generated R-module
of rank n is a monic polynomial of degree n. The Cayley–Hamilton Theorem and
the main properties are valid just as in the free case.
Theorem 4. Let  = (A,B) ∈ Rn×n × Rn×m be an m-input system over Rn. Sup-
pose that Coker(A ∗ B) is projective. Then:
(a) The R-module Rn splits as Rn = Im(A ∗ B)⊕ P, where Coker(A ∗ B) is iso-
morphic to P.
(b) With regard to the decomposition of Rn given in (a), system  is given by the
matrices of linear maps((
φ11 φ12
(0) φ22
)
,
(
β1
(0)
))
.
(c) The linear map (φ11 ∗ β1) : Rm·n → Im(A ∗ B), given by the matrix of linear
maps
(φ11 ∗ β1) =
(
β1, φ11β1, . . . , φ
n−1
11 β1
)
is onto.
(d) If η : Coker(A ∗ B)→ P is the isomorphism found in (a) then the following
equality is verified
η−1 ◦ φ22 ◦ η = A¯.
(e) Characteristic polynomials of A¯ and φ22 are equal (χ(A¯) = χ(φ22)).
(f) Suppose that R is also a connected PA-ring. Then matrix A is feedback invertible
modulo B if and only if A¯ is invertible.
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Proof. Since Coker(A ∗ B) is projective then the following natural exact sequence
splits
0 → Im(A ∗ B)→ Rn ω→ Coker(A ∗ B)→ 0,
thus there exists a linear map θ : Coker(A ∗ B)→ Rn such thatω ◦ θ = IdCoker(A∗B).
Hence one has the decomposition Rn = Im(A ∗ B)⊕ θ(Coker(A ∗ B)). Denote by
P = θ(Coker(A ∗ B)) and by π1 and π2 the natural projections of Rn onto its first
and second direct summands. Then the linear map
η : Coker(A ∗ B)→ P,
where η = π2 ◦ θ is an isomorphism. This proves (a).
To prove (b) let us denote by ρ1 and ρ2 the natural inclusions of Im(A ∗ B) and P
respectively into Rn = Im(A ∗ B)⊕ P . For i, j = 1, 2 we consider the linear maps
φij = πi ◦ A ◦ ρj
and
βi = πi ◦ B.
It is clear that the linear maps A and B are given respectively by the matrices of
linear maps
A : Rn = Im(A ∗ B)⊕ P (φij )→ Im(A ∗ B)⊕ P = Rn
and
B : Rm (βi)→ Im (A ∗ B)⊕ P = Rn.
Now since Im(A ∗ B) is A-invariant it follows that φ21 = 0; and since Im(B) ⊆
Im(A ∗ B) it follows that β2 = 0.
To prove (c) consider the reachability map of (A,B) which is given by the matrix
of linear maps
(A ∗ B) : Rm·n → Im(A ∗ B)⊕ P = Rn.
By statement (b) one has that
(A ∗ B) = (B,AB, . . . , An−1B) =
(
β1
0
∣∣∣∣∣ φ11β10
∣∣∣∣∣ · · ·
∣∣∣∣∣φ
n−1
11 β1
0
)
,
consequently
Im(A ∗ B) = Im(B,AB, . . . , An−1B) = Im(β1, φ11β1, . . . , φn−111 β1),
and the linear map (φ11 ∗ β1) is onto.
To prove (d) note that the linear map
θ : Coker(A ∗ B)→ Im(A ∗ B)⊕ P = Rn
is determined by the matrix of linear maps θ = (0
η
)
, where η is the isomorphism
found in (a). Since ω : Rn → Coker(A ∗ B) is the natural quotient map and ω ◦ θ =
IdCoker(A∗B) it follows that
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ω : Rn = Im(A ∗ B)⊕ P → Coker(A ∗ B)
is given by the matrix of linear maps ω = (0, η−1).
On the other hand, because of one has the commutative square
Rn = Im(A ∗ B)⊕ P ω→ Coker(A ∗ B)
A = (φij ) ↓ ↓ A¯
Rn = Im(A ∗ B)⊕ P ω→ Coker(A ∗ B)
the equality
(
0, η−1
)(
φ11 φ12
(0) φ22
)
= A¯(0, η−1)
is satisfied and, in particular, η−1 ◦ φ22 ◦ η = A¯.
Statement (e) follows straightforward from (d) and [6, Theorem V.25.b].
Finally to prove (f) consider a feedback matrix F ∈ Rm×n. According to the de-
composition Rn = Im(A ∗ B)⊕ P the linear map given by F is in fact given by the
matrix of linear maps F = (F1, F2). Therefore we have the equality
A+ BF =
(
φ11 φ12
(0) φ22
)
+
(
β1
(0)
)
(F1, F2) =
(
φ11 + β1F1 φ12 + β1F2
(0) φ22
)
.
Hence the characteristical polynomial of A+ BF verifies
χ(A+ BF) = χ(φ11 + β1F1) · χ(φ22) = χ(φ11 + β1F1) · χ(A¯).
Thus if det(A+ BF) is a unit of R then det(A¯) must be a unit of R. Conversely
if det(A¯) is a unit, then choosing a F1 such that φ11 + β1F1 is invertible (R is a
connected PA ring); it follows that A+ B(F1, 0) is invertible 
Note 1. If the R-module Coker(A ∗ B) is free (in particular, this is the case of R = k
being a field) then a matrix of A¯ can be obtained as follows:
(1) Take a basis {e1, . . . , er } of Im(A∗B) and complete it to a basis {e1, . . . , er , er+1,
. . . , en} of Rn.
(2) If P = (e1, . . . , er , er+1, . . . , en) then (P−1AP,PB) is in Kalman-like form;
that is to say,
P−1AP =


a′11 . . . a′1r a′1,r+1 . . . a′1n
...
...
...
...
a′r1 . . . a′rr a′r,r+1 . . . a′rn
0 . . . 0 a′r+1,r+1 . . . a′r+1,n
...
...
...
...
0 . . . 0 a′n,r+1 . . . a′nn


.
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(3) Then the following is a matrix for A¯:

a′r+1,r+1 . . . a′r+1,n
...
...
a′n,r+1 . . . a′nn

 .
On the negative side, if Coker(A ∗ B) is a non-free projective R-module (see
Example 7) then we cannot obtain a basis of Coker(A ∗ B) and hence the linear map
A¯ cannot be described by a matrix. Section 4 is devoted to give a useful method to
study this case.
To conclude this section we would like to point out that if theR-module Coker(A ∗
B) is not projective then the condition A¯ is invertible is not sufficient to assure
that A is invertible modulo B: Consider R = Z the ring of integers and the system
(A,B) = ([8], [5]). The quotient map
A¯ :Z/5Z → Z/5Z
x¯ → 8¯x¯ = 3¯x¯
is invertible (because 3¯ is a unit of Z/5Z); but on the other side [8] is not feedback
invertible modulo [5] because 8 + 5f is not a unit (of Z) for any f ∈ Z. Obviously
the gap is that Coker(A ∗ B) = Z/5Z is not Z-projective.
4. Pointwise study
Let m be a maximal ideal of R and r : R → R/m the natural quotient map. Linear
system (m) = (A(m), B(m)) is called the extension of  = (A,B) from R to R/m
and it is constructed in the natural way; that is the entries of A(m) and B(m) are
(A(m))ij = r(Aij ),
(B(m))ik = r(Bik)
for i, j = 1, . . . , n; and k = 1, . . . , m.
Definition 5. Let  = (A,B) ∈ Rn×n × Rn×m be a system. We say that A is closed
pointwise feedback invertible modulo B if for each maximal ideal m of R the matrix
A(m) is feedback invertible modulo B(m).
Theorem 6. Let R be a connected PA-ring. Let  = (A,B) ∈ Rn×n × Rn×m be
a system such that Coker(A ∗ B) is projective. Then the following statements are
equivalent:
(i) A is feedback invertible modulo B.
(ii) A is closed pointwise feedback invertible modulo B.
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Proof. (i)⇒ (ii) is straightforward. Conversely assume that system is in Kalman-
like form (Theorem 4(b)). It follows that the extension of scalars of  from R to R/m
is given by
(m) =
((
φ11(m) φ12(m)
(0) φ22(m)
)
,
(
β1(m)
(0)
))
for each maximal ideal m of R. Since φ22 is an isomorphism if and only if
φ22(m) is an isomorphism for each m (see [6, IV.7]) then the result follows from
Theorem 4. 
5. Examples and applications
Let R = Z and (A,B) ∈ Zn×n × Zn×m. Suppose that the Z-module Coker(A ∗
B) is projective (and hence free), or equivalently suppose that the determinantal
idealsUj (A ∗ B) are either (0) or the whole ring Z. Then we can construct a matrix
for A¯ as in Note 1. Thus matrix A is feedback invertible modulo B if and only if
det(A¯) = ±1.
Example 7. Let R = R[x, y]/(x2 + y2 − 1) be the coordinate ring of the real unit
circle. Consider the 2-input system over R2 given by
A =
[
x − 1 y
−y x + 1
]
, B =
[
x + 1 −y
y x − 1
]
.
We want to stablish if A is feedback invertible modulo B.
First note that AB = (0) thus U2(B,AB) = U2(B) = (det(B)) = (0) and that
U1(B,AB) = U1(Bt) = R, thus the R-module Coker(A ∗ B) is projective.
Consider a maximal m of R. Since x + 1 and x − 1 cannot lie in m at the same
time it follows that system (A(m), B(m)) is of one of the following two forms:
A(m) =
[
u ∗
∗ ∗
]
, B(m) =
[∗ ∗
∗ u
]
,
or
A(m) =
[∗ ∗
∗ u
]
, B(m) =
[
u ∗
∗ ∗
]
for some unit u of R. It is easy to see that in both cases matrix A(m) is feedback
invertible modulo B(m). Thus A is closed pointwise feedback invertible modulo B
and, by Theorem 6, matrix A is feedback invertible modulo B.
Remark 8. The R-module Coker(A ∗ B) in the above example is a non-free pro-
jective R-module. Thus a matrix for A¯ cannot be given.
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To conclude we would like to mention the problem of feedback standardization
of generalized linear systems (see [4,5] as references) like
E ·
(
dx
dt
)
= Ax + Bu,
which is related with the feedback invertibility of matrices:
An m-input generalized linear system over Rn is a triple of matrices  = (E,A,
B) ∈ Rn×n × Rn×n × Rn×m. A generalized system of the form (1, A, B) is said to
be in standard form. Generalized system  = (E,A,B) is said to be standardizable
by derivative feedback if there exists a matrix G such that E + BG is invertible.
Note that matrix A plays no rôle on the standardization problem. In fact it is
clear that generalized system = (E,A,B) is standardizable by derivative feedback
if and only if E is feedback invertible modulo B. Thus the study of the problem
of derivative feedback standardization of a generalized system  = (E,A,B) is a
particular case of the problem of finding feedback inverses of E modulo B.
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