Abstract. For a module L which has only finitely many submodules with a given finite index we define the zeta function of L to be a formal Dirichlet series ζ L (s) = P n≥1 a n n −s where a n is the number of submodules of L with index n. For a commutative ring R and an association scheme (X, S) we denote the adjacency algebra of (X, S) over R by RS. In this article we aim to compute ζ ZS (s), where ZS is viewed as a regular ZS-module, under the assumption that |X| is a prime or |S| = 2.
Introduction
For a module L which has only finitely many submodules with a given finite index we define the zeta function of L to be a formal Dirichlet series ζ L (s) = n≥1 a n n −s where a n is the number of submodules of L with index n. In [8] , L. Solomon established several important methods in computing the zeta function of a lattice over a group ring Z[G] where G is a finite group, and he found the following zeta function of Z[G] being viewed as a regular Z[G]-module when the order of G is a prime p:
where ζ k (s) is the Dedekind zeta function of an algebraic field k and ε is a primitive p-th root of unity (see [6] , [7] and [9] for other group rings).
In this article we are concerned with adjacency algebras of association schemes. Let X be a finite set and S a partition of X × X. Then an element r of S is a binary relation on X and its adjacency matrix σ r is defined to be a {0, 1}-matrix whose rows and columns are indexed by the elements of X such that (σ r ) x,y = 1 if (x, y) ∈ r, 0 if (x, y) / ∈ r.
We say that the pair (X, S) is an association scheme if it satisfies the following conditions (see [1] or [11] a background for the theory of associations schemes):
( i ) The identity matrix is contained in {σ r | r ∈ S};
( ii ) {σ r | r ∈ S} is closed under the transposed map; (iii) r∈S Zσ r is closed under the matrix product. For an association scheme (X, S) we denote r∈S Zσ r by ZS so that ZS is a Z-algebra. For a commutative ring R we denote the tensor product R ⊗ Z ZS by RS, which is called the adjacency algebra of (X, S) over R.
For a finite group G we set
It is well-known (see [10, Theorem A] ) that (G,Ĝ) is an association scheme and the adjacency algebra RĜ is identified with the group ring R[G] for a commutative ring R. At this point it is natural to ask whether the same attempt as in [8] can be done for adjacency algebras generalizing group rings. In this article we deal with association schemes (X, S) of prime order or rank two, i.e., |X| is a prime or |S| = 2, and we obtain the zeta function of ZS being viewed as a regular ZS-module for each of the two cases. It should be mentioned that the proofs owe much to the methods given in [8] . But, we would like to stress that this is the first attempt to find zeta functions of adjacency algebras of association schemes except for group rings. The following are our main theorems: Theorem 1.1 Let (X, S) be an association scheme of prime order p. Then
where F is the minimal splitting field of a non-principal character of CS. 
In Section 2 we prepare basic results to make this article as self-contained as possible. In Sections 3, 4, we reveal the structure of the poset consisting of submodules of Z p S with finite index where p is a prime divisor of |X| and Z p is the localization of Z at p. In Section 5 we prove our main theorems.
Preliminaries
We use the same notation for association schemes as in [2] and for integral representations as in [8] . Throughout this article we assume the following:
( i ) (X, S) is an association scheme; ( ii ) p is a prime; (iii) Z p is the localization of Z at p; (iv) A module means a finitely generated unitary left module.
For a ring R and an R-module L we will write Rad(L) for the intersection of all maximal submodules of L, so that Rad(R) is the Jacobson radical of R.
Proof. Assume the contrary, i.e., pL 
The assumption implies that a i ∈ pZ p for i = 1, 2, . . . , n. Since L is torsionfree, it follows that a i ∈ p j Z p for i = 1, 2, . . . , n and each positive integer j. This implies that a i = 0 for i = 1, 2, . . . , n. Therefore, B is linearly independent.
We can weaken the assumption given in [8, Lemma 12] 
Proof. The proof is parallel to that as in [8, Lemma 12] .
Recall that the adjacency algebra of an association scheme over the complex number field is semisimple. We denote by Irr(S) the set of irreducible characters of CS. We shall write the set of non-principal irreducible characters of CS as Irr(S) × , and the set of non-diagonal relations of S as S × . For s ∈ S we denote by σ s the adjacency matrix of s. For χ ∈ Irr(S) we denote the multiplicity of χ by m χ . For a matrix a over Z p , we will write a for the image by the projection [3] , [4] and [5] ) Suppose that |X| is a prime p and K is a field of characteristic p. Then we have the following:
and p is totally ramified in the ring of algebraic integers of F ; (iii) There exists s ∈ S such that KS = K[σ s ] and
is a basis for KS where v = σ s − n s σ 1 ; (iv) KS is a local algebra and (KS)v is the unique maximal ideal of KS.
Proof. For short we denote |X| by n. Let x ∈ Γ. Then
We set T : CS → C as the trace map. Since T (xσ s * ) = b s n s n for each s ∈ S, it follows that
Since x, σ s * ∈ Γ, it follows that xσ s * ∈ Γ. Note that T (y) ∈ Z for each y ∈ Γ since T (y) ∈ Q, T (y) is a sum of eigenvalues of y and y is integral over Z.
Recall that T = χ∈Irr(S) m χ χ. We shall write the principal character of CS as χ 0 . Thus,
Therefore, nx ∈ ZS whenever n s | m χ for all χ ∈ Irr(S) × and s ∈ S × . Let q be a prime divisor of |Γ : ZS|. Since Γ/ZS is a finite group, there exists an element of order q in Γ/ZS. Since we have already proved that nΓ ⊆ ZS, q divides n.
Submodules of Z p S where |X| = p
Throughout this section we assume that (X, S) is an association scheme of prime order p, and we denote by Λ the adjacency algebra of (X, S) over Z p .
Lemma 3.1 The Z p -algebra Λ is commutative and local with the unique maximal ideal of index p.
Proof. By Theorem 2.5(ii), QS is commutative, and hence, Λ is also commutative. Let M be a maximal ideal of Λ. Applying Lemma 2.1 for Λ we have pΛ ⊆ M . Since Λ/pΛ (Z p /pZ p )S, it follows from Theorem 2.5(iv) that Λ is local with the unique maximal ideal of index p.
We shall denote the unique maximal ideal of Λ as in Lemma 3.1 by M , and Λ/M by K where K is viewed as a field or a simple Λ-module for the remainder of this article. For short we shall write σ 1 , σ S := s∈S σ s and σ s − n s σ 1 as e, u and v, respectively, where σ s ∈ ZS is as in Theorem 2.5. For short we shall write |S| as d + 1. 
Multiplying u to both sides of (1) we obtain from uv = 0 and uu = pu that
We claim thatv 
Multiplying v to both sides of (1) we obtain from (2) that
Proof. We claim that Λu∩Λv = {0}. Note that Λu = Z p u by the definition of u and Λ. Suppose x ∈ Λu ∩ Λv. Then x = ru = tv for some r ∈ Z p and t ∈ Λ. Now since uv = 0, we have
This means r = 0 and x = 0. Therefore, we conclude from the claim that Λu+Λv is a direct sum. Clearly, Λu+Λv is a Λ-submodule, which is a free Z pmodule with the ordered
is an ordered Z p -basis for Λu + Λv, which implies |Λ : Λu + Λv| = p. Since M is a unique maximal Λ-submodule of Λ, M = Λu ⊕ Λv.
Proof. By Lemma 2.4 and Lemma 3.3, M/pM K ⊕ U as Λ/pΛ-modules, where U = (Λ/pΛ)(v + pM ) is a uniserial module. So,
Since K is a simple Λ-module, we have 
We shall write the representation matrix of the multiplication of v in the ordered Z p -basis β for a Λ-module as T β . Note that, for all Λ-modules 
We claim that N a Λ for a = 1, 2, . . . , p − 1. By Lemma 3. 
The two claims complete the proof of the second assertion.
Submodules of Z p S with |S| = 2 and p | |X|
Throughout this section we assume that (X, S) is an association scheme with |S| = 2 and |X| = n, p is a prime divisor of n and m is the least positive integer with p m+1 n. For short we denote Z p S by Λ. For non-negative integers i, a we define
where e = σ 1 and u = σ S . 
Lemma 4.1 We have the following:
( i ) N i,
Proof. Suppose that
for some x, y ∈ Z p . Since the left hand side is equal to (ap i + n)u and {e, u} are linearly independent, it follows that
+ n ∈ pZ p , and hence, i = 0. Therefore, "only if" part holds.
Suppose i = 0 or a = 0. Then there exists x ∈ Z p such that xp = −a(ap i + n) since p | n, and
This implies that N i,a is a Λ-submodule. Therefore, "if" part holds. Proof. Since ue = u / ∈ Z p e + Z p (pu), N 0,∞ is not a Λ-submodule. This implies that "only if" part holds.
Suppose i > 0. Then
This implies that N i,∞ is a Λ-submodule. Therefore, "if" part holds. 
The representation matrix of u by the ordered basis (pu,
For each nonnegative integer i the representation matrix of u by the ordered basis (u, p Proof. Suppose N i,0 N j,0 . We may assume that i < j. Then, by (8) ,
Comparing the entries we obtain c = 0 and p
a.
so that (9) holds. Therefore, N i,0 N j,0 . (ii) The second statement follows from (5), (7) and (8).
(iii) The second statement follows from Lemma 4.4 and (6), and the third one follows from (5) and (8) .
(iv) follows from Lemma 2.1, since pN i−1,0 = N i+1,∞ N i−1,0 .
Proof of main theorems
We will apply [8, Theorem 3] for ZS with [8, Remark p. 320] . Whichever |X| is a prime or |S| = 2, QS is commutative, in particular, QS is isomorphic to a direct sum of the full matrix algebras over fields. Moreover, the assumption as in Lemma 2.6 holds, so the set B given in [8, Theorem 3] coincides with the set of prime divisors of |X|. Therefore, we obtain
and the definition of ζ QS (s) p is the same as in [8] . Note that QS Q ⊕ F for an algebraic field F of degree |S| − 1 whichever |X| is a prime or |S| = 2. We claim that
For an algebraic field E and a prime p, the definition of ζ E (s) p is the same as in [8] .
, it suffices to show that
By Theorem 2.5(ii) and the definition of being totally ramified, there exists a unique prime ideal dividing p with norm p.
Following [8] we define a set of polynomials {A ij (t)} i,j as follows: We assume the conditions (2.1), (2.2) and (2,3) given in [8] For i, j = 0, 1, . . . , h we define
. Let Z 0 (t) be the sum of the first row of the inverse matrix of (A ij (t)) 0≤i,j≤h . Then, by [8, Lemma 3] ,
Suppose that |X| is a prime p and |S| > 2. Then Proposition 3.5 shows that we have exactly two isomorphism classes of submodules of Z p S with finite index and the matrix (A ij (t)) 0≤i,j≤1 is the same as in [8, Lemma 14] . Therefore, we obtain from (10)
Suppose that |S| = 2 and p is a prime divisor of |X| and m is the least positive integer with p 
where b is a unique element as in Proposition 4.5.
Thus, (A ij (t)) 0≤i,j≤m is equal to the following tridiagonal matrix: Therefore,
equivalently,
We claim that
We denote the right hand side by c k+1 . It suffices to show that a k = c k for k = 2, 3, 4 and c k and a k satisfy the same recursive equation. It is easy to show that, for each k, c k+1 − pt 2 c k = 1 − t, and (11) hold with replacing a k+1 − pt 2 a k by 1 − t. Therefore, we obtain from (10) that
This completes the proof of Theorem 1.2. Note that a 2 = 1 − t + pt 2 . This implies that Theorem 1.1 holds also when |S| = 2. This completes the proof of Theorem 1.1.
