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CLT FOR NON-HERMITIAN RANDOM BAND MATRICES WITH VARIANCE
PROFILES
INDRAJIT JANA
Abstract. We show that the fluctuations of the linear eigenvalue statistics of a non-Hermitian random band
matrix of increasing bandwidth bn with a continuous variance profile wν(x) converges to a N(0, σ2f (ν)), where
ν = limn→∞(2bn/n) ∈ [0, 1] and f is the test function. When ν ∈ (0, 1], we obtain an explicit formula for
σ2f (ν), which depends on f , and variance profile wν . When ν = 1, the formula is consistent with Rider,
and Silverstein (2006) [33]. We also independently compute an explicit formula for σ2f (0) i.e., when the
bandwidth bn grows slower compared to n. In addition, we show that σ2f (ν) → σ2f (0) as ν ↓ 0.
Keywords: Random band matrices, random matrices with a variance profile, central limit theorem, linear
eigenvalue statistics.
1. Introduction
In this article, we consider the linear eigenvalue statistics of random non-Hermitian band matrices with a
variance profile. Let M be an n× n random non-Hermitian matrix and λi(M); 1 ≤ i ≤ n be its eigenvalues.
Define the empirical spectral measure (ESM) of M as
µM =
1
n
n∑
i=1
δλi(M),
where δx is unit point mass at x. It was shown, in a series of papers, that if the entries of M are i.i.d. random
variables with zero mean and unit variance, then asymptotically µM/
√
n converges to the uniform density
on the unit disc in C [19, 5, 16, 38, 39]. However, if the entries are not identically distributed, the limiting
law may be different. In particular, when the entries of the matrix are multiplied by some predetermined
weights, the matrix is called a random matrix with a variance profile. Limiting ESM of such matrices were
found in [13].
In an analogous way to classical probability, limiting ESM is the law of large numbers for random matrices.
One might be interested in finding fluctuations of such convergence after proper scaling, which is the central
limit theorem (CLT) in classical probability. In the case of random matrices, we would be studying CLT of
the sequence of random measures (the ESMs). One way to study such object is by studying
∫
f dµM for some
test function f . This brings the question from the space of random measures to the space of real/complex
valued random variables. More precisely, we define the linear eigenvalue statistics of M with respect to a
test function f as
Lf (M) := n
∫
f dµM =
n∑
i=1
f(λi(M)).
We consider the limiting distribution of L◦f (M), where ξ◦ := ξ − E[ξ] for a random variable ξ. Limiting
behavior of such quantities were studied in [22, 37, 27], [11, section 5] for Hermitian matrices; and in
[4, 26, 21, 35] for Hermitian band matrices.
In this article, we consider non-Hermitian matrices M whose entries are complex valued random variables.
Distributional limit of such objects was found in [30, 7, 32, 33, 34], which was later extended in [2, 31, 8, 25].
CLT for polynomial f and real valued M were studied in [30]. More recently, CLT for products of random
matrices were established in [14, 20]; and words of random matrices were studied in [15].
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In both the cases [33, 30], the matrix M was a full matrix without any variance profile. Recently, for
polynomial test functions, it was shown that L◦f (M) for random symmetric/non-symmetric matrices with
a variance profile converges to N (0, σ2f ) in total variation norm [1]. However, since the results in [1] were
stated in a very broad context, the exact expression of σ2f was difficult to find.
The main contribution of this article is calculating σ2f for random band matrices with a variance profile.
In [33], the variance was calculated in the process of proving the CLT. The same procedure does not yield the
variance in our case. So, the proof of CLT and calculation of variance is done using two separate methods.
An n × n non-periodic (and periodic) band matrix of bandwidth bn is obtained by keeping 2bn many off-
diagonal vectors around the main diagonal (and around the corners), and setting rest of the off-diagonal
vectors to zero.
bn bn
(a) Periodic band matrix
of bandwidth bn
bn
(b) Non-periodic band matrix
of bandwidth bn
Figure 1. Blue lines represent the non-zero diagonal vectors.
A precise definition of random band matrix is given in the Definition 2.1. In particular, we show that
if we have a periodic band matrix with 2bn = n, then our results are consistent with that of [33]. In this
context, we would also like to mention that while in full matrix case the unscaled L◦f (M) converges to a
Gaussian distribution, in band case we need to scale it by
√
2bn/n. This shows a significant difference in
between full and band matrices. In the first case Var(L◦f (M)) remains constant, while in the latter case it
grows as O(n/bn).
The article is organized as follows. In Section 2, we enlist the notations and definitions. The main theorem
is formulated in Section 3, and the proof is given in Section 4. In the process of the proof, we need the
norm of the random matrix to be bounded almost surely, which is discussed in appendix A. Variance of the
limiting distribution is calculated in Section 5.
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2. Preliminaries and notations
For convenience, we do not indicate the size of a matrix in its name. For example, to denote an n × n
matrix A, we simply write A instead of An. In addition, throughout this paper we use the following notations;
{e1, e2, . . . , en} is the cannonical basis of Cn
Ij is a band index set as defined in the Definition 2.1
Ij is a band diagonal matrix as defined in the Definition 2.1
aij := ijth entry of the matrix A
ak := kth column of the matrix A
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A(Λ) := The matrix A after setting columns which are indexed by Λ to zero
A∗ := Complex conjugate transpose of the matrix A
Rz(A) := (zI −A)−1, if A is a square matrix
λ1(A), λ2(A), . . . , λn(A) are the eigenvalues of an n× n matrix A
µA :=
1
n
n∑
i=1
δλi(A), for an n× n matrix A
Lf (A) :=
n∑
i=1
f(λi(A))
‖v‖p :=
(
n∑
k=1
|vk|p
)1/p
for 1 ≤ p <∞, and ‖v‖∞ = max
k
|vk|, where v ∈ Cn
‖A‖ := sup
‖v‖2=1
‖Av‖2; operator norm of the matrix A
Dr := {z ∈ C : |z| ≤ r}
∂Dr := {z ∈ C : |z| = r}
Nk(µ,Σ,∆) := k dimensional multivatiate normal distribution
with mean µ, covariance matrix Σ, and pseudo-covariance matrix ∆
Ek[ξ] := Expectation of ξ with respect to the
kth column of the underlying random matrix M
Ek[ξ] := Ek+1Ek+2 . . . En[ξ]. In particular, E0[ξ] = E[ξ] and En[ξ] = ξ
ξ◦ := ξ − E[ξ]
ξ◦k := ξ − Ek[ξ]
ξn
d→ ξ denotes that ξn converges to ξ in distribution
ξn
p→ ξ denotes that ξn converges to ξ in probability
ξn
a.s.→ ξ denotes that ξn converges to ξ almost surely
an = Ω(bn) denotes that ∃ c > 0 such that an ≥ cbn ∀ n
Definition 2.1 (Band matrix with a variance profile). Let ν ∈ (0, 1], and w : R → [0,∞) be a piece-wise
continuous function supported on [−1/2, 1/2] such that it is continuous at 0 and ∫ 1/2−1/2 w(x) dx = 1. Define
a 1/ν periodic function wν and a non-periodic function w0 as follows
wν(x) = w(x), ∀ x ∈
[
− 1
2ν
,
1
2ν
]
, & wν
(
x+
1
ν
)
= wν(x)
w0(x) = w(x), ∀ x ∈ R.
−3/2ν −1/2ν 1/2ν 3/2ν
−5/2 −3/2 −1/2 1/2 3/2 5/2
Figure 2. wν is constructed by copying and pasting w(x)1[−1/2ν,1/2ν] in each [(2k −
1)/2ν, (2k − 1)/2ν]. This particular figure is for ν = 1/2.
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In particular, wν(x)
ν→0→ w0(x) on any compact subset of R. Let {xij : 1 ≤ i, j ≤ n} be a set of i.i.d.
random variables for each n, and bn = (cn − 1)/2.
(1) When limn→∞(cn/n) = ν ∈ (0, 1], define a periodic band matrix M}ν of bandwidth bn as
mij =
1√
cn
xij
√
wν
(
i− j
cn
)
.
(2) When cn = o(n), define non-periodic band matrix M

0 of bandwidth bn as
mij =
1√
cn
xij
√
w0
(
i− j
cn
)
,
and a periodic band matrix M}0 of bandwidth bn as
mij =
1√
cn
xij
√
w0
(
i− j
cn
)
+
1√
cn
xij
√
w0
(
i− j + n
cn
)
+
1√
cn
xij
√
w0
(
i− j − n
cn
)
.
In this context, let us also define the band index set Ij , and the band diagonal matrix Ij as follows
Ij :=
 {1 ≤ i ≤ n : min{|i− j|, n− |i− j|} ≤ bn} if M is periodic{1 ≤ i ≤ n : |i− j| ≤ bn}, if M is non-periodic
Ij :=

∑
i∈Ij eie
t
iwν
(
i−j
cn
)
, if ν ∈ (0, 1]∑
i∈Ij eie
t
iw0
(
i−j
cn
)
, if ν = 0.
In particular, we observe that if E[xij ] = 0 and E[|xij |2] = 1 for all 1 ≤ i, j ≤ n, then
E[mjm∗j ] =
1
cn
Ij ,
where mj is the jth column of M , which is one of the M
}
ν ,M
}
0 ,M

0 in the above.
In the above definition, we notice that if we take w(x) ≡ 1, then it yields band matrices without any
variance profile i.e., identical variances. We also observe that if the periodic band matrix is a full matrix
then ν = 1.
We would also like to mention that when ν ∈ (0, 1], we are considering only periodic band matrices;
and when ν = 0, we are considering both periodic and non-periodic band matrices. In short, we are not
considering non-periodic band matrices when ν ∈ (0, 1]. The CLT may still be true for non-periodic band
matrices with ν ∈ (0, 1]. However, our method of variance calculation does not work in this case; as outlined
in Remarks 5.1, 5.2.
Definition 2.2 (Poincare´ inequality). A complex random variable ξ is said to satisfy Poincare´ inequality
with constant α [∈ (0,∞)] if for any differentiable function h : C→ C, we have Var(h(ξ)) ≤ 1αE[|h′(ξ)|2].
Here are some properties of Poincare´ inequality
(1) If ξ satisfies Poincare´ inequality with constant α, then cξ also satisfies Poincare´ inequality with
constant α/c2 for any c 6= 0.
(2) If two independent random variables ξ1, ξ2 satisfy the Poincare´ inequality with the same constant α,
then for any differentiable function h : C2 → C, ξ := (ξ1, ξ2) also satisfies Poincare´ inequality with
the same constant α.
(3) [3, Lemma 4.4.3] If ξ ∈ CN satisfies Poincare´ inequality with constant α, then for any differentiable
function h : CN → C
P(|h(ξ)− E[h(ξ)]| > t) ≤ 2K exp
{
−
√
αt√
2‖‖∇h‖2‖∞
}
,
where K = −∑∞i=1 2i log(1 − 2−2i−1). In the above, ‖∇h(x)‖2 denotes the `2 norm of the N -
dimensional vector ∇h(x) at x ∈ CN ; and ‖‖∇h‖2‖∞ = supx∈CN ‖∇h(x)‖2. In particular if h :
CN → C is a Lipschitz function with lipschitz constant ‖h‖Lip, then ‖‖∇h‖2‖∞ ≤ ‖h‖Lip.
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For example, Gaussian random variables and compactly supported continuous random variables satisfy
Poincare´ inequality.
3. Main result
Condition 3.1. Let {xij : 1 ≤ i, j ≤ n} be an i.i.d. set of complex-valued continuous random variables,
and M be one of the random band matrices as defined in the Definition 2.1. Assume that
(i) E[xij ] = 0 and E[|xij |2] = 1 for all 1 ≤ i, j ≤ n,
(ii) xijs satisfy the Poincare´ inequality with some universal constant α. In particular, E[|xij |k] ≤ Ck2k for
all k ≥ 2 and for some universal constant C.
(iii) Either of the following is true.
(a) n ≥ cn ≥ log3 n, and E[xkij ] = 0 for all 1 ≤ i, j ≤ n; k ∈ N,
(b) limn→∞(cn/n) = ν ∈ (0, 1] and E[x2ij ] = 0 for all 1 ≤ i, j ≤ n.
Here the Poincare´ inequality is assumed for both cn = o(n) as well as cn = Ω(n) to unify the proof.
However in the latter case i.e., cn = Ω(n), the proof may go through using the techniques of [33] without
Poincare´ inequality. Also in (iii)(a), it suffices to take cn > log
2+ n (see (4.10)) for some  > 0. But we
assume cn > log
3 n for simplicity.
The above conditions implies that ‖M‖ ≤ ρ for some fixed ρ almost surely as n → ∞. We shall discuss
this in more details in appendix A.
Theorem 3.2. Let M be one of the n×n random band matrices of bandwidth bn as defined in the Definition
2.1 such that condition 3.1 holds. Let f1, f2, . . . , fk : C→ C be analytic on Dρ+τ for some τ > 0 and bounded
elsewhere.
Then as n→∞, √
cn
n
(L◦f1(M),L◦f2(M), . . . ,L◦fk(M))
d→ Nk(0,Σ,∆),
where ∆ = 0,
Σij = − ν
4pi2
∑
k∈Z
∮
∂D1
∮
∂D1
fi(z)fj(η)wˆν(k)
(zη¯ − wˆν(k))2 dz dη¯
if ν = lim
n→∞(cn/n) ∈ (0, 1] and M is periodic,
and
Σij = − 1
4pi2
∫
R
∮
∂D1
∮
∂D1
fi(z)fj(η)wˆ0(t)
(zη¯ − wˆ0(t))2 dz dη¯ dt
if lim
n→∞(cn/n) = 0.
Here
wˆν(k) =
∫ 1/2ν
−1/2ν
wν(x)e
2piikxν dx =
∫ 1/2
−1/2
w(x)e2piikxν dx,
wˆ0(t) =
∫
R
e2piitxw0(x) dx =
∫ 1/2
−1/2
e2piitxw(x) dx.
We give the proof in Section 4 and variance is calculated in Section 5. Before going into the proof, we
would like to make some remarks about the above theorem. First of all, if M}ν is a non-Hermitian full matrix
with a continuous variance profile w(x), then ν = 1. Limiting ESM of such matrices was discovered in [12].
The following corollary provides a CLT for such matrices.
Corollary 3.3. Let M be a non-Hermitian random matrix with a variance profile w(x) as defined in Defi-
nition 2.1 such that condition 3.1 holds. Let f1, f2, . . . , fk : C→ C be analytic on D1+τ for some τ > 0 and
bounded elsewhere.
Then (L◦f1(M),L◦f2(M), . . . ,L◦fk(M))
d→ Nk(0,Σ,∆) as n→∞,
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where ∆ = 0,
Σij = − 1
4pi2
∑
k∈Z
∮
∂D1
∮
∂D1
fi(z)fj(η)wˆ(k)
(zη¯ − wˆ(k))2 dz dη¯,
wˆ(k) =
∫ 1/2
−1/2
w(x)e2piikx dx.
It should be noted that we can also have ν = 1 without having a full matrix; for example, by replacing
o(n) many off diagonals of a full matrix by zeros. The above corollary along with Theorem 3.2 asserts that
the limiting Gaussian distribution will be unchanged by doing so. In addition to the above corollary, we
discuss a few more particular cases.
(I) If we have the full matrix with i.i.d. entries, then ν = 1, and w(x) ≡ 1. In that case, wˆ(k) = 1{k=0}.
As a result,
Σij = − 1
4pi2
∮
∂D1
∮
∂D1
fi(z)fj(η)
(1− zη¯)2 dz dη¯
= − 1
4pi2
∮
∂D1
∮
∂D1
fi(z)fj(η)
[
1
pi
∫
D1
d<(ζ) d=(ζ)
(ζ − z)2(ζ¯ − η¯)2
]
dz dη¯
=
1
pi
∫
D1
f ′i(ζ)f ′j(ζ) d<(ζ) d=(ζ).
The above is the same as the expression obtained in [33]. In particular, if f(z) = zk, then
Var(limn→∞ L◦f (M)) = k for all k ∈ N. A numerical evidence of this fact is outlined in table 1.
(II) Let ν ∈ (0, 1] and M}ν be a periodic band matrix as defined in Definition 2.1 with variance profile
w(x) ≡ 1. Consider the monomial test function f(z) = zl. Then as a consequence of Theorem 3.2, we
have
√
cn/nL◦f (M) d→ N (0,Vν(f)), where
Vν(f) = lν
∑
k∈Z
sincl(kpiν),
and sinc(t) = sin(t)/t. The above equality follows from the fact that
wˆν(k) =
∫ 1/2ν
−1/2ν
wν(x)e
2piikxν dx =
∫ 1/2
−1/2
e2piikxν dx = sinc (kpiν) .
(III) Let f(z) = zl and ν = 0, then
√
cn/nL◦f (M) d→ N (0,V0(f)) where
V0(f) = l
pi
∫
R
sincl(t) dt =
l
(l − 1)!
bl/2c∑
i=0
(−1)i
(
l
i
)(
l
2
− i
)l−1
.(3.1)
The above follows from the second part of the Theorem 3.2 and the fact that
wˆ0(t) =
∫ 1/2
−1/2
e2piitx dx = sinc(pit).(3.2)
The last equality of (3.1) was obtained by establishing a connection to Irwin-Hall distribution which
is outlined in Section 5.4. In addition if l is even, one can also write
V0(f) = l
(l − 1)!A(l − 1, l/2− 1),
where A(n,m) is an Eulerian number. In combinatorics, A(n,m) counts the number of permutations
of the numbers 1, 2, . . . , n in which exactly m elements are greater then the previous element.
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(IV) We have the following table regarding integrals of the sinc(·) function [29].
1
pi
∫
R
sinc(t) dt = 1
1
pi
∫
R
sinc2(t) dt = 1
1
pi
∫
R
sinc3(t) dt =
3
4
1
pi
∫
R
sinc4(t) dt =
2
3
1
pi
∫
R
sinc5(t) dt =
115
192
1
pi
∫
R
sinc6(t) dt =
11
20
.(3.3)
From the above equations, we obtain
V0(z) = 1, V0(z2) = 2, V0(z3) = 9
4
= 2.25
V0(z4) = 8
3
≈ 2.67, V0(z5) = 575
192
≈ 2.9948
V0(Z6) = 33
10
= 3.3
. . .
Figure 3 shows some simulations done in Python. We have taken n × n periodic random band
matrix with i.i.d. complex N(0, 1) variables. We run the simulation for test functions f(z) = zl and
varying bandwidth.
n = 4000
f(z) z z2 z3 z4 z5 z6
bn = n
0.3 1.0018 2.0357 2.4068 2.6585 3.0184 3.3746
bn = n/2 1.0767 1.8385 3.1995 3.8756 4.6096 5.9900
Table 1. Numerical values are the variances of
√
cn/nL◦f (M), calculated from 500 itera-
tions in each case.
4. Proof of the Theorem 3.2
We adopt the methods based on [33, 35]. From Lemma A.3, we know that for some ρ > 0, ‖M‖ ≤ ρ
almost surely asymptotically. Therefore if f : C→ C is analytic on Dρ+τ , then we can write
Lf (M) = 1
2pii
∮
∂Dρ+τ
n∑
i=1
f(z)
z − λi(M) dz =
1
2pii
∮
∂Dρ+τ
f(z)trRz(M) dz.
While the above is true for any such function f , the readers may think of f as a linear combination of
f1, . . . , fk from theorem 3.2. To the best of our knowledge, the circular law for random band matrices is not
known for cn = o(n). If the circular law is true for random band matrices, we would asymptotically have
lim
n→∞
1
n
E[Lf (M)] = 1
pi
∫
D1
f(z) d<(z) d=(z) = f(0) = 1
2pii
∫
∂Dρ+τ
f(z)
z
dz.
Nevertheless using Lemma A.3, for |z| > ρ we have,
trRz(M) =
n
z
+
L−1∑
l=1
1
zl+1
trM l +
1
zL+1
tr[Rz(M)M
L].(4.1)
The last term is bounded by n(|z| − ρ)−1(ρ/|z|)L. Now from the condition 3.1(ii, iii) and boundedness of
w(x), we have that for any l ≥ 3
7
(a) f(z) = z (b) f(z) = z2 (c) f(z) = z3
(d) f(z) = z4 (e) f(z) = z5 (f) f(z) = z6
Figure 3. A heat map of 500 samples of
√
cn/nL◦f (M) and marginal densities of real and
imaginary parts are plotted on the complex plane. M is a 4000× 4000 random band matrix
of bandwidth bn = n
0.3 with i.i.d. complex Gaussian entries.
E[trM l] = O
(
n−l/6l3lν−l/2
)
= O
(
(l18n−1ν−3)l/6
)
.(4.2)
Under 3.1(iii)(a), it follows that E[trM l] =
∑
E[mi1i2mi2i3 · · ·mili1 ] = 0. Otherwise under condition
3.1(iii)(b), E[mij ] = 0 = E[m2ij ]. Therefore non-trivial contributions in E[trM l] (in terms of n) are obtained
when each random variable appears at least three times. There are at most ll different ways to partition l in
which each partition size at least three. In each case, |{i1, i2, . . . , il}| ≤ nl/3, and the expectation is bounded
by O(l2l) (by condition 3.1(ii)). On the other hand, due to normalization by c
−1/2
n , the denominator is
c
l/2
n = Ω((νn)l/2). Combining the two, we have the result (4.2).
In addition, E[trM ] = 0 = E[trM2]. As a result, setting L = (lnn)2 and taking expectation in (4.1),
E[trRz(M)] =
n
z
+O(n−1/2).
Therefore, asymptotically we may write
trR◦z(M) = trRz(M)− nz−1.
And consequently,
Lf (M)◦ = 1
2pii
∮
∂Dρ+τ
f(z)trR◦z(M) dz =
1
2pii
∮
∂Dρ+τ
f(z)[trRz(M)− nz−1] dz.(4.3)
Thus, proving the Theorem 3.2 is equivalent to proving the following proposition.
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Proposition 4.1. The sequence {√cn/ntrR◦z(M)}n is tight in the space of continuous functions on ∂Dρ+τ ,
and converges in distribution to a Gaussian process with covariance kernel
σ(z, η) =

ν
∑
k∈Z
wˆν(k)
(zη¯−wˆν(k))2
if ν = limn→∞(cn/n) ∈ (0, 1] and M is periodic
∫
R
wˆ0(t)
(zη¯−wˆ0(t))2 dt
if limn→∞(cn/n) = 0.
(4.4)
Remark 4.2. Note that since w is continuous and
∫
w(x) dx = 1, we have |wˆν(k)|, |wˆ0(t)| ≤ 1 for all k ∈ Z,
t ∈ R. Therefore σ(z, η) is well defined for z, η ∈ ∂D1 and analytic on Dc1+ for any  > 0. On the other
hand, fis are analytic. Therefore the value of
∮
∂D1+
∮
∂D1+ fi(z)fj(η)σ(z, η) dz dη¯ is same for any  > 0.
This justifies the integrals in the Theorem 3.2 are over ∂D1 instead of ∂Dρ+τ .
Now, we move to the proof of Proposition 4.1. By Crame´r-Wold device, it suffices to show that for any
{zi, : 1 ≤ i ≤ q} ⊂ ∂Dρ+τ and {θi, βi : 1 ≤ i ≤ q} ⊂ C for which√
cn
n
q∑
i=1
[
θitrR
◦
zi(M) + βitrR
◦
zi(M)
]
(4.5)
is real; converges to a Gaussian random variable with mean zero and variance
∑
i,j θiβjσ(zi, zj). In this
Section, we shall show that it converges to a Gaussian process with mean zero and unknown variance. The
exact computation of variance is done in Section 5.
We use the martingale difference technique from Lemma B.1 to establish the above. Let Ek be the
averaging with respect to the kth column of M , and Ek[·] = Ek+1Ek+2 . . . En[·] = Ek+1Ek+1[·]. Clearly,
E0[·] = E[·], and En[·] = [·]. We write trR◦z(M) as
trR◦z(M) =
n∑
k=1
(Ek − Ek−1)trRz(M) =
n∑
k=1
Ek {(trRz(M))◦k} =:
n∑
k=1
Sz,k(M).(4.6)
where ξ◦k = ξ − Ek[ξ]. Clearly, {Sz,k(M)}1≤k≤n is a martingale difference sequence with respect to the
filtration Fn,k = σ{mj : 0 ≤ j ≤ k}. Rewrite (4.5) as
q∑
i=1
[
θitrR
◦
zi(M) + βitrR
◦
zi(M)
]
=
n∑
k=1
{
q∑
i=1
θiSzi,k(M) + βiSz¯i,k(M
∗)
}
=:
n∑
k=1
ξn,k.
Clearly, {ξn,k}1≤k≤n is a martingale difference sequence with respect to the filtration Fn,k. Notice that
E[·|Fn,k−1] = Ek−1[·]. Therefore, condition (i) of Lemma B.1 is equivalent to
cn
n
n∑
k=1
E[ξ2n,k1|ξn,k|>δ] ≤
cn
nδ2
n∑
k=1
E[ξ4n,k]
≤ (2q)
3cn
nδ2
n∑
k=1
q∑
i=1
(|θi|4 + |βi|4)E
[|Sz,k(M)|4]→ 0.(4.7)
And the condition (ii) of Lemma B.1 is equivalent to
cn
n
n∑
k=1
Ek−1
[
Szi,k(M)Szj ,k(M)
] p→ 0,(4.8)
and
cn
n
n∑
k=1
Ek−1
[
Szi,k(M)Sz¯j ,k(M
∗)
] p→ σ(zi, zj).(4.9)
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Using resolvent identity and Lemma B.2, we have
trRz(M) =trRz(M
(k)) + etkRz(M
(k))Rz(M)mk
=trRz(M
(k)) +
etkRz(M
(k))2mk
1 + etkRz(M
(k))mk
=trRz(M
(k))− ∂
∂z
log{1 + δk(z)},
where M (k) is obtained by setting the kth column of M to zero, and
δk(z) :=e
t
kRz(M
(k))mk.
We notice that δk(z) is a product of two independent random variables. Intuitively, conditioned on
{mj : j ∈ {1, 2, . . . , n}\k}, δk(z)→ 0 almost surely. We give the exact estimate below.
Define h(mk) = e
t
kRz(M
(k))mk = δk(z). Then using the property 3 in Definition 2.2 and the fact that
‖Rz(M (k))‖ ≤ τ−1 for z ∈ ∂Dρ+τ (Lemma A.3), we have
P(|δk(z)| > t |M (k)) ≤ 2K exp
(
−τ
√
αcn
2ω
t
)
,(4.10)
where ω = supx w(x). The factor cn/ω is obtained by using Definition 2.2(1) and the fact that each
entry of M is scaled by the variance profile w and 1/
√
cn. Now, taking tn = c
−1/8
n and using the fact that
cn ≥ log3 n we have
∑
n exp
(−τ√αcn2ω tn) <∞. Hence by Borel–Cantelli lemma, we have δk(z) a.s.→ 0.
We notice that
[trRz(M
(k))]◦k = trRz(M
(k))− Ek[trRz(M (k))] = 0.(4.11)
Because M (k) is independent of the kth column mk. Now since δk(z)
a.s.→ 0 and a branch of log(1 + ζ) is
analytic on |ζ| < 1, log(1 + δk(z)) is almost surely analytic on Dcρ+τ for any τ > 0. Therefore, we have
Sz,k(M) =Ek {(trRz(M))◦k} = −
∂
∂z
Ek[(log{1 + δk(z)})◦k],(4.12)
where the switching between Ek and ∂/∂z can be justified by the analyticity of log(1 + δk(z)). The above
technique rewrites Sz,k(M) in terms of derivative of an analytic function, which will allow us to estimate
Sz,k(M) via the following basic fact from complex analysis;
|g′(z)| =
∣∣∣∣∣ 12pii
∮
z+∂Dτ/2
g(ζ) dζ
(ζ − z)2
∣∣∣∣∣ ≤ 2piτ2
∮
z+∂Dτ/2
|g(ζ)| dζ,(4.13)
where g is analytic on z + Dτ/3.
4.1. Proof of tightness. This part is similar to Section 3.2 in [33]. In this subsection, we show that
{√cn/ntrR◦z(M)}n is tight in C(∂Dρ+τ ), the space of continuous functions on ∂Dρ+τ . In other words, for
any  > 0 there exists a compact set K() ⊂ C(∂Dρ+τ ) such that
P
(√
cn
n
trR◦z(M) ∈ K()c
)
< .(4.14)
However, the compact sets in the space of continuous functions are the space of equicontinuous functions.
Consequently,
P
(√
cn
n
trR◦z(M) ∈ K()c
)
≤ P
(√
cn
n
∣∣∣∣ trR◦z(M)− trR◦η(M)z − η
∣∣∣∣ > K) ,
for any K > 0. Now, (4.14) follows from Markov’s inequality and the following condition;
E
{
cn
n
∣∣∣∣ trR◦z(M)− trR◦η(M)z − η
∣∣∣∣2
}
≤ C,(4.15)
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uniformly for all z, η ∈ ∂Dρ+τ and n ∈ N. In what follows, the methods are similar to [33]. For the sake of
completeness, we outline it here.
Using the resolvent identity, we can write
trRz(M)− trRη(M) = (η − z)tr[Rz(M)Rη(M)].
Thus, in the view of (4.6)
(η − z)−1 [trR◦z(M)− trR◦η(M)] = n∑
k=1
Ek{(tr[Rz(M)Rη(M)])◦k}.(4.16)
Using resolvent identity and Lemma B.2,
tr[Rz(M)Rη(M)−Rz(M (k))Rη(M (k))]
=tr[{Rz(M)−Rz(M (k))}{Rη(M)−Rη(M (k))}]
+ tr[Rz(M
(k)){Rη(M)−Rη(M (k))}] + tr[{Rz(M)−Rz(M (k))}Rη(M (k))]
=tr
Rz(M
(k))mke
t
kRz(M
(k))
1 + δk(z)
Rη(M
(k))mke
t
kRη(M
(k))
1 + δk(η)
+ tr
Rz(M
(k))Rη(M
(k))mke
t
kRη(M
(k))
1 + δk(η)
+ tr
Rz(M
(k))mke
t
kRz(M
(k))Rη(M
(k))
1 + δk(z)
=
{
etkRz(M
(k))Rη(M
(k))mk
}2
(1 + δk(z))(1 + δk(η))
+
etkRη(M
(k))Rz(M
(k))Rη(M
(k))mk
1 + δk(η)
+
etkRz(M
(k))Rη(M
(k))Rz(M
(k))mk
1 + δk(z)
=:Θ1(k) + Θ2(k) + Θ3(k).
In the view of (4.11), we have [trRz(M
(k))Rη(M
(k))]◦k = 0. Therefore we can rewrite (4.16) as
(η − z)−1 [trR◦z(M)− trR◦η(M)] = n∑
k=1
Ek
{
[Θ1(k) + Θ2(k) + Θ3(k)]
◦
k
}
.
Since, {Ek[Θi(k)]◦k}k are martingale difference sequences, proving (4.15) is equivalent to showing that
cnE[|Θi(k)|2] ≤ C ′, ∀ 1 ≤ k ≤ n, i = 1, 2, 3,(4.17)
uniformly for all n ∈ N and z, η ∈ ∂Dρ+τ . However, applying the same method as described in (4.10), we
can get similar tail estimates for etkRz(M
(k))Rη(M
(k))mk etc. (with τ
2 or τ3 in the rhs of (4.10)). Now
since δk(z)
a.s.→ 0, using the estimate |(1 + δk(z))|−1 ≤ 2 in E[|Θi(k)|2]s, we have (4.17).
4.2. Proof of (4.7). Expanding log{1 + δk(z)} up to two terms and using (4.10), (4.12), (4.13) we have
E[|Sz,k(M)|4] = O(c−2n ).
Substituting the above in (4.7), we obtain
n∑
k=1
E[ξ2n,k1|ξn,k|>δ] = δ
−2O(c−1n ),
which proves the result.
4.3. Proof of (4.8). Using condition 3.1(iii), (4.10) and expanding log {1 + δk(z)} up to two terms, we see
that
Ek {Ek[(log{1 + δk(z)})◦k]Ek[(log{1 + δk(η)})◦k]} = O(c−2n ).
Thus, using (4.12), (4.13) and the above we have
cn
n
n∑
k=1
Ek−1
[
Szi,k(M)Szj ,k(M)
]
= O(c−1n ),
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which proves (4.8).
4.4. Proof of (4.9). Expanding log{1 + δk(z)} up to two terms and using (4.10), (4.12) we have
Ek−1[Sz,k(M)Sη¯,k(M∗)] =
∂2
∂z∂η¯
Dk(z, η¯),
where
Dk(z, η¯) =Ek
{
Ek[(log{1 + δk(z)})◦k]Ek[(log{1 + δk(η)})◦k]
}
=
1
cn
etkEk[Rz(M (k))]IkEk[Rη¯(M (k∗))ek] +O(c−2n )
=:
1
cn
Tk(z, η¯) +O(c
−2
n ).
As a result, (4.9) becomes
cn
n
n∑
k=1
Ek−1[Sz,k(M)Sη¯,k(M∗)] =
∂2
∂z∂η¯
[
1
n
n∑
k=1
Tk(z, η¯)
]
+O(c−1n )
=:
∂2
∂z∂η¯
U(z, η¯) +O(c−1n ).
Proving (4.9) is equivalent to showing that (4.9) converges in expectation and Var(U(z, η¯)) → 0. Since
{Sz,k(M)}k is a martingale difference sequence, we have E[Sz,k(M)Sη¯,l(M∗)] = 0 if k 6= l. As a result,
E
{
n∑
k=1
Ek−1 [Sz,k(M)Sη¯,k(M∗)]
}
=E
{(
n∑
k=1
Sz,k(M)
)(
n∑
l=1
Sη¯,l(M
∗)
)}
=E[trR◦z(M)trR◦η¯(M∗)].
Limit of the above is calculated in Section 5. Here we show that Var(U(z, η¯))→ 0.
Recall
Tk(z, η¯) = e
t
kEk
[
Rz(M
(k))
]
IkEk
[
Rw(M
(k))∗
]
ek.
For notational simplicity, let us denote
u := Ek
[
Rz(M
(k))
]√
Ik, v :=
√
IkEk
[
Rw(M
(k))∗
]
,
where
√Ik denotes the diagonal matrix by taking square root of each entry of the diagonal matrix Ik. Then
Tk(z, η¯) =
∑
s∈Ik uksvsk. Since xijs satisfy Poincare´ inequality, we have
Var(Tk(z, η¯)) ≤ 1
α
k−1∑
j=1
∑
i∈Ij
[
E
∣∣∣∣∂Tk(z, η¯)∂xij
∣∣∣∣2 + E ∣∣∣∣∂Tk(z, η¯)∂x¯ij
∣∣∣∣2
]
.
The first sum stops at k − 1 because Tk(z, η¯) is constant as a function of k, k + 1, . . . , n columns of M .
On the other hand, we have
∂Rz(M)ks
∂mij
= Rz(M)kiRz(M)js,
∂Rz(M)sk
∂mij
= 0.
Consequently,
∂uks
∂mij
= ukiujs,
∂vsk
∂mij
= 0,
∂(Tk(z, η¯))
∂mij
=
∑
s∈Ik
ukiujsvsk.
Denoting yjk =
∑
s∈Ik ujsvsk, we have
k−1∑
j=1
∑
i∈Ij
∣∣∣∣∣∑
s∈Ik
ukiujsvsk
∣∣∣∣∣
2
=
k−1∑
j=1
∑
i∈Ij
|ukiyjk|2 ≤ ‖uk‖22‖yk‖22 ≤ τ−6,
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where the last inequality follows from the fact that ‖u‖, ‖v‖ ≤ τ−1. As a result of the above estimate and
the fact that ∂mij/∂xij = O(c
−1/2
n ) we have as n→∞,
Var
(
1
n
n∑
k=1
Tk(z, η¯)
)
≤ 1
n
n∑
k=1
Var(Tk(z, η¯)) ≤ 1
n
· n · 2
αcnτ6
→ 0.
5. Calculation of variance
Let us first find the variance for monomial test functions. Let us define f(z) = zl; l ≥ 2.
5.1. Case I: ν = limn→∞ cnn ∈ (0, 1]. The matrix in Definition 2.1 is periodic.
lim
n→∞
cn
n
E
[
Lf (M)Lf (M)
]
= lim
n→∞
cn
n
E[trM ltrM∗l]
= lim
n→∞
cn
n
E

n∑
i1,...,il=1
mi1i2mi2i3 · · ·mili1


n∑
i1,...,il=1
mj1j2mj2j3 · · ·mjlj1

 .
In the above expression, the maximum contribution (in terms of n) occurs when all the indices in the loop
i1 → i2 → i3 → · · · → il → i1 are distinct and the loop overlaps with the loop j1 → j2 → j3 → · · · → jl → j1.
The reasoning is similar to (4.2). Once the indices i1 → i2 → i3 → · · · → il → i1 are fixed, the loop
j1 → j2 → j3 → · · · → jl → j1 must be same as the loop i1 → i2 → i3 → · · · → il → i1. However, they can
overlap in l different ways by rotating i1 → i2 → i3 → · · · → il → i1.
Now the first index i1 can be chosen in n different ways. After that, while choosing the remaining (l− 1)
many indices, due to the band matrix structure, each index has to be within ±bn neighborhood of the
previous index such that the final index il is also within ±bn neighborhood of the first index i1 as well.
This last condition imposes an additional constraint which is not present in the full matrix cases. However,
these band constraints are completely handled by the weight profile wν . Therefore using the structures of
mijs from Definition 2.1, we have
lim
n→∞
cn
n
E
[
Lf (M)Lf (M)
]
= lim
n→∞
cn
n
· ln
cln
∑
1≤i2,i3,...,il≤n
wν
(
i1 − i2
cn
)
wν
(
i2 − i3
cn
)
· · ·wν
(
il − i1
cn
)
=l lim
n→∞
1
cl−1n
∑
1≤i2,i3,...,il≤n
wν
(
i1 − i2
cn
)
wν
(
i2 − i3
cn
)
· · ·wν
(
il − i1
cn
)
=l
∫
[0,1/ν]l−1
wν(t1 − t2)wν(t2 − t3) · · ·wν(tl − t1) dt2 dt3 . . . dtl(5.1)
=lw(l)ν (0)
=lν
∑
k∈Z
wˆν(k)
l,(5.2)
where (l) denotes the l fold convolution, and
wˆ(k) =
∫ 1/2ν
−1/2ν
wν(x)e
2piikxν dx =
∫ 1/2
−1/2
w(x)e2piikxν dx(5.3)
is the kth Fourier coefficient of wν . Note that in any l fold convolution, the integral is taken over l− 1 many
variables only (as in 5.1). In our context, this can also be explained by the fact that for each chosen index
i1, we have freedom to choose the indices i2, . . . , il only.
Remark 5.1. The integral (5.1) is taken over [0, 1/ν]l−1, despite the values of the variables ti+1 − ti may
fall outside [0, 1/ν] in principle. But using the 1/ν periodicity of wν , we can bring it back to [0, 1/ν]. The
above calculation does not work for non-periodic band matrices while cn = Ω(n).
13
5.2. Case II: limn→∞ cnn = 0. The band matrix in Definition 2.1 is periodic. In that case, we compute
lim
n→∞
cn
n
E
[
Lf (M)Lf (M)
]
= lim
n→∞
cn
n
E

n∑
i1,...,il=1
mi1i2mi2i3 · · ·mili1


n∑
i1,...,il=1
mj1j2mj2j3 · · ·mjlj1

(5.4)
=l lim
n→∞
1
cl−1n
∑
1≤i2,i3,...,il≤n
w0
(
i1 − i2
cn
)
w0
(
i2 − i3
cn
)
· · ·w0
(
il − i1
cn
)
=l
∫
Rl−1
w0(t1 − t2)w0(t2 − t3) · · ·w0(tl − t1) dt2 dt2 . . . dtl
=l
∫
Rl−1
w0(−t2)w0(t2 − t3) · · ·w0(tl) dt2 dt2 . . . dtl
=lw
(l)
0 (0)
=l
∫
R
wˆ0(t)
l dt,(5.5)
where
wˆ0(t) =
∫
R
e2piitxw0(x) dx =
∫ 1/2
−1/2
e2piitxw(x) dx.(5.6)
Remark 5.2. In the above, if the band matrix was not periodic, we can make the above integration over Rl−1
i.e., l fold convolution, by taking t1 far off from the origin. We can do that because of t1 ∈ (0, n/cn)→ (0,∞).
Thus, the above calculation will also go through for non-periodic band matrices. However, the same approach
can not be implemented in (5.1), as in that case t1 ∈ (0, n/cn) → (0, 1/ν). So, we need the matrix to be
periodic when cn = Ω(n).
5.3. Covariance kernel of trRz(M). In the view of (4.2), we notice that if k 6= l then
cn
n
E
[
trMktrM∗l
]
= O
(
(|l − k|18n−1ν−3)|k−l|/6
)
.
If k = l = 1, then
lim
n→∞
cn
n
E [trMtrM∗] = wν(0).
Therefore using (5.2) and Lemma A.3, for z, η > ρ we have,
lim
n→∞
cn
n
E[trR◦z(M)trR◦η¯(M∗)]
= lim
n→∞
cn
n
{
E[trRz(M)trRη¯(M∗)]− n
2
zη¯
}
= lim
n→∞
cn
n
∞∑
l=1
(zη¯)−l−1E
[
trM ltrM∗l
]
=
wν(0)
(zη¯)2
+ ν
∞∑
l=2
∑
k∈Z
l
wˆν(k)
l
(zη¯)l+1
=
wν(0)
(zη¯)2
+ ν
∑
k∈Z
wˆν(k)(zη¯)
−2
[(
1− wˆν(k)
zη¯
)−2
− 1
]
=ν
∑
k∈Z
wˆν(k)
(zη¯ − wˆν(k))2 ,
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where the last expression follows from the fact that wν(0) = ν
∑
k∈Z wˆν(k). If we take ν ↓ 0 in the above
expression, we obtain ∫
R
wˆ0(t)
(zη¯ − wˆ0(t))2 dt.
Alternatively when z, η > ρ, using (5.5),
lim
n→∞
cn
n
{
E[trRz(M)trRη(M)]− n
2
zη¯
}
=
n∑
l=1
(zη¯)−l−1l
∫
R
wˆ0(t)
l dt
=
∫
R
wˆ0(t)
(zη¯)2
(
1− wˆ0(t)
zη¯
)−2
dt
=
∫
R
wˆ0(t)
(zη¯ − wˆ0(t))2 dt.
5.4. Connection to Irwin-Hall distribution & Eulerian numbers. Suppose the weight profile w(x) ≡
1. Then (5.4) can be written as lγl, where
γl := P(|U2 + U3 + · · ·+ Ul| ≤ 1/2),
and Ui
i.i.d.∼ Unif[−1/2, 1/2]. Let Sl−1 =
∑l
i=2 Ui and pl−1(x) be the pdf of Sl−1. Since Sl−1 +
l−1
2 follows
the Irwin-Hall distribution, the density of Sl−1 is given by
pl−1(x) =
1
(l − 2)!
bx+(l−1)/2c∑
i=0
(−1)i
(
l − 1
i
)(
x+
l − 1
2
− i
)l−2
, x ∈
[
− l − 1
2
,
l − 1
2
]
.
For a geometric derivation of the above formula, see [28]. On the other hand, the characteristic function of
Sl−1 is given by
E[eitSl−1 ] =
{
E[eitU1 ]
}l−1
= (sinc(t/2))
l−1
.
Using the inversion formula,
pl−1(x) =
1
2pi
∫
R
e−itxsincl−1(t/2) dt =
1
pi
∫
R
e−itxsincl−1(t) dt.
Therefore,
γl = P(|Sl−1| ≤ 1/2) =
∫ 1/2
−1/2
pl−1(x) dx =
1
pi
∫
R
sincl(t) dt = pl(0)
=
1
(l − 1)!
bl/2c∑
i=0
(−1)i
(
l
i
)(
l
2
− i
)l−1
=
A(l − 1, l/2− 1)
(l − 1)! ,
where A(l − 1, l/2 − 1) is an Eulerian number for even l. A(n,m) counts the number of permutations of
1, 2, . . . , n in which exactly m elements are bigger than the previous element. The above establishes (3.1).
Appendix A.
In this section we discuss about norm of random non-Hermitian matrices. A sharp almost sure bound on
the spectral radius of non-Hermitian random matrices can be found in [17, 18].
Theorem A.1. [18] Let M = (mij)n×n be a sequence of n× n random matrices with mij ; 1 ≤ i, j ≤ n real
valued i.i.d. for each n. Assume that for each n,
(i) E[m11] = 0
(ii) E[m211] = σ2
(iii) E[|m11|p] ≤ pcp for all p ≥ 2 and for some c > 0.
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Let
ρn = max
1≤i≤n
{|λi(M/
√
n)|}.
Then lim supn→∞ ρn ≤ σ almost surely.
We see that in our context if a full random matrix satisfies the condition 3.1, then it also satisfies the
above condition and as a result, ‖M‖ ≤ 1 almost surely as n → ∞. However, the above theorem does not
take a variance profile into account. The following theorem from [6] estimates the norm of a symmetric
random matrix with a variance profile.
Theorem A.2. [6, Corollary 3.5] Let X be a n× n symmetric matrix with Xij = ξijwij, where {ξij : i ≥ j}
are independent centered random variables and {wij : i ≥ j} are give scalars. If E[|ξij |2p] ≤ Cpβ/2 for some
C, β > 0 and all p, i, j, then
E‖X‖ ≤ C ′max
i
√√√√ n∑
j=1
w2ij + C
′max
i,j
|wij | log(β∧1)/2 n,
where C depends on C, β only.
Using the above theorem along with Poincare´ inequality, we have the following lemma.
Lemma A.3. Let M be an n× n random matrix as in the Theorem 3.2. Then there exists ρ ≥ 1 such that
P(‖M‖ > ρ infinitely often) = 0.
Proof. Let us consider the following Hermitian matrix
M˜ =
 O M
M∗ O
 ,
and apply theorem A.2 on M˜ to obtain the same bound for E‖M˜‖(= E‖M‖). In our case, w2ij = 1cnwν((i−
j)/n) or w2ij =
1
cn
w0((i − j)/n) as described in Definition 2.1. Since cn ≥ log3 n and w is a piece-wise
continuous function, limn→∞
∑n
j=1 w
2
ij =
∫
w(x) dx = 1 and maxi,j |wij | log(β∧1)/2 n→ 0. As a result, there
exists ρ > 0 such that
lim supE‖M‖ ≤ ρ/2.
Here we note that we need cn to grow at least as log n. In fact, this is a sharp condition. Otherwise, the
matrix norm may be unbounded [10, 23].
Secondly, ‖M‖ ≤
√∑
i,j |mij |2 implies that h(M) := ‖M‖ is a Lipschitz1 function. Therefore applying
the properties of Poincare´ inequality as described in Definition 2.2, we have
P (|‖M‖ − E‖M‖| > t) ≤ 2K exp
(
−
√
αcn
2ω
t
)
,
where ω = supx w(x). Taking tn = c
−1/8
n as explained after (4.10), we obtain the result.
In particular, if we take z ∈ ∂Dρ+τ for some τ > 0, then ‖Rz(M)‖ ≤ 1/τ almost surely for large enough
n.
We would like to remark that the lemma is also true for column removed matrices M (k), and the same
proof will go through. 
We finally would like to remark that although the Theorem A.2 gives a constant bound on the norm of
the matrix with a variance profile, the constant is not that sharp unlike Theorem A.1. However, we expect
that for matrices with continuous variance profile, the correct norm bound should be lim supn→∞
∑n
i=1 w
2
ij .
This was remarked in [24, Remark 4.11]. In our case, this limit is equal to 1. As we have mentioned in
remark 4.2 that eventually it suffices to take z, η ∈ ∂D1 only.
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Appendix B.
Here we list down the two key ingredients; martingale difference CLT, and Sherman-Morrison formula.
Interested readers may find the proofs in the included references.
Lemma B.1. [9, Theorem 35.12] Let {ξn,k}1≤k≤n be a martingale difference array with respect to a filtration
{Fk,n}1≤k≤n. Suppose for any δ > 0,
(i) limn→∞
∑n
k=1 E[ξ2n,k1|ξn,k|>δ] = 0,
(ii)
∑n
k=1 E[ξ2n,k|Fn,k−1]
p→ σ2 as n→∞.
Then
∑n
k=1 ξn,k
d→ N1(0, σ2).
Lemma B.2 ([36], Sherman-Morrison formula). Let A and A+vetk be two invertible matrices, where v ∈ Cn.
Then
(A+ vetk)
−1v =
A−1v
1 + etkA
−1v
.
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