This paper describes the use of unsupervised adaptive resonance theory ART2 neural networks for recognizing patterns in statistical process control charts. To improve the classi® cation accuracy, three schemes are proposed. The ® rst scheme involves using information on changes between consecutive points in a pattern. The second scheme modi® es the ART2 vigilance parameter during training. The third scheme merges class neurons representing the same class after training. The paper gives results which demonstrate the improvements achieved.
INTRODUCTION
Control charts are employed in statistical process control (SPC) to assess whether a process is functioning correctly. A control chart can exhibit six main types of patterns: normal, cyclic, increasing trend, decreasing trend, upward shift and downward shift [1, 2] . Figure 1 depicts these six pattern types. Correct identi® cation of these patterns is important to achieving early detection of potential problems and maintaining the quality of the process under observation.
DiOE erent arti® cial intelligence techniques such as rulebased expert systems and neural networks have been implemented for control chart pattern recognition. An expert system was developed by Swift for the task [3] . Cheng [4] used special templates to classify control chart patterns in an expert system. Rule-based expert systems contain explicit information. Therefore, the rules can be modi® ed easily to re¯ect new information. Where necessary, such systems can provide explanations to the human operator regarding the decisions that they have reached. The main drawback with rule-based systems is the di culty in obtaining the rules to be embedded in them. This is often referred to as the knowledge acquisition bottleneck.
Supervised neural networks have also been applied to control chart pattern recognition [5± 8]. The main advantage of using supervised neural networks is that explicit rules and templates are not required. Learning is undertaken automatically in a training phase with representative examples [9] . Although supervised neural networks are not capable of providing explicit explanations for their decisions, their autonomous learning capability makes them suitable for problems where little a priori knowledge is available. There is one signi® cant disadvantage with using supervised neural networks: they are not suitable for continuous, incremental on-line training owing to a problem known as the stability and plasticity problem [10] .
When a trained supervised neural network is required to learn new data, it tends to lose some of the knowledge obtained from previous training. While learning the new data set (i.e. being plastic), the network may forget what it previously learnt (i.e. it is unstable). To train a supervised neural network to learn additional data, a new training set is required comprising those data and the data already learnt by the network. The network then has to be retrained with this new training data set, which means that it has to be taken oOE line for training.
This paper describes the application of the ART2 network [10] to control chart pattern classi® cation. It has been demonstrated [10] that ART2 networks are both plastic and stable in that they can learn new data without erasing currently stored information. Thus ART2 networks are suitable for continuous, incremental on-line training. The architecture and dynamics of a basic ART2 implementation are ® rst explained. Classi® cation results with this particular version of ART2 are presented. Three schemes for improving the classi® cation performance are then detailed together with the comparative results obtained.
ARTNETWORKS FOR CONTROL CHART PATTERN RECOGNITION

Architecture of an ART2 network
The architecture of an ART2 network is delineated in Fig. 2 . In this particular con® guration, the`feature representation' ® eld (F1) consists of four loops. An input pattern will be circulated in the lower two loops ® rst. Inherent noise in the input pattern will be suppressed [this is controlled by the parameters a and b and the feedback function f (¢)] and prominent features in it will be accentuated. Then the enhanced input pattern will be passed to the upper two F1 loops and will excite the neurons in the`category representation' ® eld (F2) via the bottom-up weights. The`established class' neuron in F2 that receives the strongest stimulation will ® re. This neuron will read out a`top-down expectation' in the form of a set of top-down weights sometimes referred to as class templates. This top-down expectation will be compared against the enhanced input pattern by the vigilance mechanism. If the vigilance test is passed, the top-down and bottom-up weights will be updated and, along with the enhanced input pattern, will circulate repeatedly in the two upper F1 loops until stability is achieved. The time taken by the network to reach a stable state depends on how close the input pattern is to passing the vigilance test. If it passes the test comfortably, i.e. the input pattern is quite similar to the topdown expectation, stability will be quick to achieve. Otherwise, more iterations are required. After the topdown and bottom-up weights have been updated, the current ® ring neuron will become an established class neuron. If the vigilance test fails, the current ® ring neuron will be disabled. Another search within the remaining established class neurons in the F2 layer will be conducted. If none of the established class neurons has a top-down expectation similar to the input pattern, an unoccupied F2 neuron will be assigned to classify the input pattern. This procedure repeats itself until either all the patterns are classi® ed or the memory capacity of F2 has been exhausted. The basic ART2 training algorithm can be summarized as follows: In the recall mode, only steps (b), (c), (d) and (h) will be utilized.
The equations governing the operation of an ART2 network can be found in the Appendix.
Classi® cation results
The ART2 network described in the previous section has a set of parameters which are adjustable by the user. They are a, b, c, d, and ». The ® rst ® ve parameters, a, b, c, d and , are responsible for suppressing noise and enhancing the major features in the input pattern and » is the vigilance parameter which determines the sensitivity of the classi® er to pattern diOE erences. There is no standard method for deciding the values of these parameters. A series of classi® cation experiments were conducted using networks with diOE erent combinations of parameter values. The aim of the experiments was to ® nd a good combination of values for the control chart classi® cation problem. Each network was fed a training data set comprising 366 patterns and a test data set with 132 patterns in each of the six categories. A pattern is a time series of 60 data points. The generation of the diOE erent types of patterns for the training and test data sets is described in reference [5] . The results are presented in Table 1 . A good classi® er should have high classi® cation accuracies with both the training and the test data sets and should involve only a small number of classi® cation neurons by comparison with the number of patterns in the data sets.
The values of the parameters used in network 1 were chosen according to the recommendations in reference [10] . However, this combination of network parameters, as can be seen in Table 1 , did not yield high classi® cation accuracies.
For network 2, the values of a and b were much higher than those for network 1 while all the other parameters remained the same. The result was that both the classi® cation accuracies and the number of established classi® cation neurons increased slightly. This showed that increasing the parameters a and b was not an eOE ective way of improving the classi® cation accuracy, nor was it an eOE ective method for reducing the total number of class neurons needed for the classi® cation task.
In network 3, the values of a and b were set low. A signi® cant reduction in classi® cation neurons was obtained compared with network 1 and network 2. Although the number of neurons decreased almost by one-half, the classi® cation accuracy only deteriorated slightly compared with network 2.
Networks 4 and 5 had a and b with diOE erent values. In network 4, a was smaller than b and, in network 5, b was smaller than a. This approach did not seem to oOE er better performances than the other combinations of a and b.
The results obtained for networks 6 and 7 show the eOE ect of adjusting the balance between the parameters c and d. It was discovered that if the value for c was raised while the value for d was decreased as in network 6, the classi® cation accuracy dropped signi® cantly although the number of established neurons was reduced. With d taking a large value and c a much reduced value, network 7 had a higher classi® cation accuracy while suOE ering a small increase in the number of established class neurons. Nevertheless, the classi® cation accuracy attained by network 7 was still too low for it to be adopted as a control chart pattern classi® er.
Network 8 was an attempt to improve the classi® cation accuracy by raising the vigilance parameter. The classi® cation accuracy did increase as a result, but at the expense of having many more classi® cation neurons.
Network 9 had a larger value for . The classi® cation accuracy again improved. However, this was achieved with 210 classi® cation neurons which was far too many for the size of the training set. As there were 366 patterns in the training data set, on average each neuron in the network classi® ed only 1.7 patterns. As an attempt to address this problem, network 10 was given a smaller vigilance parameter. The number of established classi®cation neurons was almost halved and, although the classi® cation accuracies decreased as well, they were still comparable to the accuracies achieved with supervised neural networks [11] .
Thus, from Table 1 , the following observations can be made about the choice of parameters of ART2 networks for control chart pattern recognition: (a) making a and b diOE erent from each other does not have too much eOE ect on the network performance Ð it is useful to keep both a and b low; (b) d should be signi® cantly larger than c; (c) in¯uences the sensitivity of the overall network Ð it should not be larger than 1, otherwise each input pattern would require a classi® cation neuron which would make the task of the classi® er trivial; (d) the vigilance parameter should be kept high to ensure that diOE erent patterns are separated into distinct classes. The general validity of observations (c) and (d) can readily be con® rmed by referring to the roles of parameters and » to which those observations relate (see equation (13) and relation (18) in the Appendix). Because the functions of parameters a, b, c and d are more complex, observations (a) and (b) should be regarded as applicable principally to the test cases presented in Table 1 . However, with ART2, where, as mentioned previously, there is no standard method for parameter selection, these tentative observations can still prove helpful as starting points for the network designer.
New input presentation scheme
All the ART2 networks detailed in Table 1 used solely the input patterns in the process of classi® cation. The performance might improve if the input patterns as well as their ® rst-order diOE erences were employed in the classi® cation process because this would make use of the contextual information in the relationship between the neighbouring elements of an input pattern. When an input pattern is presented, its ® rst`derivative' would be extracted and then added to the input pattern before it is given to the ART2 network for classi® cation.
Consider the following input pattern:
Its ® rst-order diOE erence vector is taken as
The overall input pattern presented to the network would be
Therefore, if the original input pattern had n elements, the ® nal pattern would have 2n ¡ 1 elements. The results for a group of networks trained using this scheme are shown in Table 2 . The other network parameters were exactly the same as those used for the networks described in Table 1 .
The results for the ® rst ® ve networks in Table 2 again con® rm that variations in parameters a and b did not have much eOE ect on the overall classi® cation performances. This is consistent with the observation made on the ® rst ® ve networks in Table 1 . Networks 5 to 8 underline the point that, to achieve good accuracy in control chart pattern classi® cation, parameter d should be larger than parameter c. As recorded in Table 2 , among networks 5 to 8, the network demonstrating the best classi® cation and generalization capability has cˆ0:01 and dˆ0:99. This agrees with ® ndings reported earlier for the networks in Table 1 .
Networks 8 and 9 in Table 2 show that, when was increased from 0.01 to 0.1, the sensitivity of the classi® er to diOE erent pattern classes was enhanced. Nevertheless, the number of established class neurons increased with as observed previously. Also, by reducing » slightly, a degree of control of the neuron number was achieved. Overall, network 9 in Table 2 gave the best classi® cation accuracies.
Comparing Tables 1 and 2 , it can be seen that the average classi® cation accuracy of the networks in Table  2 is higher than that of the networks in Table 1 . Also, the average number of established class neurons of the networks in Table 2 is smaller. Therefore, using the scheme proposed in this section, an ART2 network can attain better generalization and accuracy in control chart pattern classi® cation.
A disadvantage with this scheme is that the input patterns are higher in dimension than those used by the networks in Table 1 . Consequently, the training and processing times are longer. Typically, the networks in Table 2 required twice as long to train and to process input patterns as the networks in Table 1 . This could be a serious drawback in a time-critical application. 
MODIFICATIONS TO THE ART2 LEARNING RULE
Decreasing the vigilance parameter in the course of training
With the ART2 architecture described in Section 2, too many classi® cation neurons were needed to obtain good accuracies. As already noted, the ratio of classi® cation neurons and patterns to be classi® ed approached the trivial value of 1:1. For an`intelligent' self-organizing classi® er, once the representative class templates have been established, the discriminating criterion should be lowered to achieve good generalization. Therefore, the proposed training scheme involves decreasing the vigilance parameter gradually in the course of training. At the beginning of the training process, the vigilance parameter is set at a high value so that all input patterns with diOE ering prominent features will cause new classi® cation neurons to be formed. This establishes the most representative class templates. The vigilance parameter is allowed to decrease smoothly as training progresses to help each established classi® cation neuron to classify a larger number of similar patterns.
The proposed modi® cation to the ART2 training rule± scheme operates as follows. First, the user de® nes an initial value (»_start) for the vigilance parameter (») before training commences. Then, whenever a new input is presented the vigilance parameter is decreased by ¢» until it reaches a prede® ned end value (»_end). Subsequently, the vigilance parameter will remain at »_end until the training phase is ® nished. In the test phase, the vigilance parameter will take the mean value (»_start ‡»_end)/2. The performances of a set of ART2 networks trained using this scheme are shown in Table 3 .
Classi® cation results for monotonically decreasing vigilance parameter scheme
Parameters a, b, c, d and for networks 1 to 4 in Table 3 were the same as for the best network in Table 1 (network 9). The values for »_start and »_end were chosen so that cases with vigilance parameter values above and below the constant vigilance of network 9 in Table  1 could be tested. The vigilance parameter decrement (¢») was the same for the four networks. Although the numbers of class neurons obtained for the four networks were smaller than for network 9 of Table 1 , the accuracies were also much lower. These results could be attributed to the lower eOE ective values of the vigilance parameter ». In the case of network 2, although the value of »_start was higher than the constant vigilance parameter for network 9 of Table 1 , the vigilance parameter quickly decreased to a value lower than that for the latter network. Thus, eOE ectively, the new network operated with a reduced vigilance overall and thus produced a poorer accuracy.
In networks 5, 6, 7, 8 and 9, the values of a, b, c, d and were varied from those of the best network in Table 1 . Network 5, with equal to one-tenth of the value for network 9 in Table 1 , had the smallest number of neurons. However, the classi® cation acccuracies were still low.
Comparing networks 6, 7 and 8, which had the same a, b, c and d values as for network 1 in Table 1 , again reveals the eOE ect of adopting higher vigilance parameter values. Network 8 with the highest vigilance among the three networks also produced the best performance, well exceeding that of network 1 in Table 1 .
Performance improved with network 9, which had the same parameters as network 5, except that ¢» was now lower. As ¢» controls the rate of decrease in vigilance during training, this eOE ectively means a higher average vigilance was obtained with network 9.
In network 10, the value of ¢» was further reduced. This gave the best of all the results presented in Table 3 . Networks 8, 9 and 10 in Table 3 all had better test accuracies and fewer class neurons than the best original ART2 network (network 9 in Table 1 ). This shows that the proposed decreasing vigilance scheme can improve the performance of ART2. This is due to the possibility of using high vigilance parameter values to increase accuracy without expanding the number of class neurons, unlike in the ® xed vigilance case. It has been noted that the performances of the other networks in Table 3 were inferior to that of network 9 in Table 1 , the best original ART2 network. This underlines a requirement common to all ART2 networks: their parameters have to be correctly selected to achieve good results, which was the case with network 9 in Table 1 , but not with the poorly performing networks in Table 3 .
POST-TRAINING REDUCTION OF CLASS NEURONS
Although good classi® cation results were achieved with the scheme detailed in Section 3, the number of class neurons established at the end of training is still high for most cases. To solve this problem, a method of reducing the number of established class neurons while maintaining good levels of accuracy is described in this section. The proposed method is to be applied on completion of training. It involves`merging' class neurons which seem to represent the same class. This can be done by comparing the template vectors of the neurons against one another using the vigilance mechanism. A neuron would be considered ® t to be merged with another neuron, if, treating its weight vector as the input pattern, it passed the vigilance test against the class template of the other neuron. The same procedure is repeated for all the class neurons at the end of a training session until no further merging is possible. The vigilance parameter used in this merging process has the same value as at termination of training. Tables 4 and 5 show the results of applying this class neuron merging method to the original ART2 network. Note that the numbers of class neurons were reduced in most cases although this was also accompanied by a decrease in classi® cation accuracy as can be expected.
CONCLUSIONS
This paper has described the application of ART2 networks to control chart pattern classi® cation. Three schemes have been proposed to improve the performance of the basic ART2 network. All schemes preserve the ART2 architecture and the essence of the ART2 learning rule. As far as the authors are aware, there have not been other attempts at improving the ART2 network without radically aOE ecting the ART2 paradigm. The ® rst scheme involving adding rate information to the input pattern gave good classi® cation accuracies but lengthened training and processing times. The next scheme related to the learning rule of ART2, in particular the operation of the vigilance mechanism. With this scheme, the vigilance parameter changed during training. This was designed to increase classi® cation accuracies as well as controlling the expansion in the number of class neurons. The ® rst of these aims was achieved although the number of class neurons was still high relative to the number of patterns to be classi® ed. The third scheme was to be applied post-training to reduce the number of class neurons by merging neurons that represent the same class. This scheme produced the expected decrease in neurons but also a deterioration in classi® cation accuracies. There clearly is a trade-oOEbetween accuracy and required number of class neurons. Nevertheless, the accuracies achieved with the best ART2 network (Network 9 in Table 1 , Network 9 in Table 2 and Network 10 in Table 3 ) were comparable with those obtained with supervised networks. The main advantage of ART2 networks, however, is that they do not suOE er from the stability± plasticity problem of supervised networks and thus are more suitable for continuous online learning of the classi® cation task.
